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Abstract
We consider a nonlinear Schro¨dinger equation with a bounded local poten-
tial in R3. The linear Hamiltonian is assumed to have three or more bound
states with the eigenvalues satisfying some resonance conditions. Suppose that
the initial data is localized and small of order n in H1, and that its ground state
component is larger than n3−ǫ with ǫ > 0 small. We prove that the solution
will converge locally to a nonlinear ground state as the time tends to infinity.
1 Introduction
Consider the nonlinear Schro¨dinger equation
i∂tψ = (−∆+ V )ψ + λ|ψ|2ψ, ψ(t = 0) = ψ0, (1.1)
where V = V (x) is a smooth localized real potential, λ = ±1 and ψ = ψ(t, x) :
R× R3 −→ C is a wave function. For any solution ψ(t) ∈ H1(R3) the L2-norm and
the Hamiltonian
H[ψ] =
∫
1
2
|∇ψ|2 + 1
2
V |ψ|2 + 1
4
λ|ψ|4 dx (1.2)
are constant for all t. The global well-posedness for small solutions in H1(R3) can be
proven using these conserved quantities and a continuity argument, no matter what
the sign of λ is. We assume that the linear HamiltonianH0 := −∆+V hasN+1 simple
eigenvalues e0 < e1 < · · · < eN with normalized eigenvectors φk, k = 0, 1, . . . , N ,
where N ≥ 2. These eigenvalues are assumed to satisfy some resonance conditions to
be specified later on. The nonlinear bound states to the Schro¨dinger equation (1.1)
are solutions to the equation
(−∆+ V )Q+ λ|Q|2Q = EQ, (1.3)
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for some E. They are critical points to the Hamiltonian H[ψ] defined in (1.2) subject
to the constraint of fixed L2-norm. For any nonlinear bound state Q = QE(x),
the function ψ(t, x) = Q(x)e−iEt is an exact solution to the nonlinear Schro¨dinger
equation (1.1). We may obtain N + 1 families of such nonlinear bound states by
standard bifurcation theory, corresponding to the N + 1 eigenvalues of the linear
Hamiltonian. For any E sufficiently close to e0 so that E − e0 and λ have the same
sign, there is a unique positive solution Q = QE to (1.3) which decays exponentially
as x → ∞. We call this family the nonlinear ground states and we refer to it as
{QE}E . Similarly, for each k > 0 there is a nonlinear excited state family {Qk,Ek}Ek
for Ek near ek. These solutions are small and ‖Qk,Ek‖ ∼ |Ek−ek|1/2. See Lemma 2.1.
Our goal is to understand the long-time dynamics of the solutions at the presence
of nonlinear bound states. One first considers the stability of nonlinear ground states.
There are two different concepts: orbital stability and asymptotic stability. It is well-
known that nonlinear ground states are orbitally stable in the sense that the difference
inf
Θ,E
∥∥ψ(t)−QE eiΘ∥∥L2(R3)
remains small for all time t if it is initially small. On the other hand, one expects that
the difference actually approaches zero locally, as the majority of the difference is a
dispersive wave which escapes to infinity. Hence one expects that it is asymptotically
stable in the sense that ∥∥ψ(t)−QE(t) eiΘ(t)∥∥L2
loc
−→ 0
as t → ∞, for a suitable choice of E(t) and Θ(t). Here ‖·‖L2
loc
denotes a local L2
norm, a precise choice will be made later on in (1.8). One also wants to determine
the decay rate and whether E(t) has a limit. A more difficult problem, which one
studies next, is the asymptotic dynamics of the solutions when the initial data are
away from nonlinear ground states. As in the previous problem, one wants to identify
their local behavior.
If −∆+ V has only one bound state, i.e., with no excited states, the asymptotic
stability is proved in [16]. The solution eventually settles down to some ground state
QE∞ with E∞ close to E and the local difference is bounded by Ct
−3/2, as the decay
rate of the free evolution eit∆. This result is extended in [10] to all small initial data,
not necessarily near ground states. See also [1, 4].
Suppose −∆ + V has two bound states. We proved in [19] that the evolution
with initial data ψ0 near some QE will eventually settle down to some ground state
QE∞ with E∞ close to E. The local difference is, however, only bounded by Ct
−1/2
due to the persistence of the excited state. The key mechanism here is the resonance
decay of the excited state due to resonance with the continuous spectrum. See [2, 3]
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for an one dimensional equation, [5] its extension to higher dimensions, and [17] for
real-valued nonlinear Klein-Gordon equations.
The problem becomes more delicate when the initial data are away from ground
states. Based on physical intuition, one expects that all solutions near excited states
decay to ground states unless initially they are exactly excited states. However, we
proved [21] that there exists a family of “finite co-dimensional manifolds” in the space
of initial data so that the dynamics asymptotically converge to some excited states.
Outside a small neighborhood of these manifolds, the asymptotic profiles are given
by some ground states [20]. We further showed [22] that there are exactly three
asymptotic profiles: vacuum, excited states or ground states. The last problem is
also considered in [18]. Earlier works concerning related linear analysis were obtained
in [6, 7, 13, 14, 23].
In this paper, we extend the results in [19, 20] to the case when −∆+V has three
or more bound states.
Our assumptions on the operator −∆+ V are as follows:
Assumption A0: −∆+V acting on L2(R3) has N +1 simple eigenvalues e0 < e1 <
. . . < eN < 0, N ≥ 2, with normalized eigenvectors φ0, . . . , φN .
Assumption A1: V (x) is a real-valued function. For λQ2E sufficiently small, the
bottom of the continuous spectrum to −∆+ V + λQ2E , 0, is not a generalized eigen-
value, i.e., not an eigenvalue nor a resonance. Also, we assume that V satisfies
the assumption in [24] so that the W k,p estimates k ≤ 2 for the wave operator
WH0 = limt→∞ e
itH0eit∆ hold for k ≤ 2, i.e., there is a small s1 > 0 such that,
|∇αV (x)| ≤ C 〈x〉−5−s1 , for |α| ≤ 2.
Also, the functions (x · ∇)kV , for k = 0, 1, 2, 3, are −∆ bounded with a −∆ bound
less than 1:∥∥(x · ∇)kV φ∥∥
2
≤ s2 ‖−∆φ‖2 + C ‖φ‖2 , s2 < 1, k = 0, 1, 2, 3.
Assumption A2: Resonance condition. Denote ek0 = ek − e0. We assume that
e0 < 2 e1. (1.4)
Hence 2ek0 > |e0| for all k > 0. We further assume that, for some small s0 > 0,
γ0 ≡ inf
1≤k≤N
|s|<s0
lim
r→0+
Im
(
φ0φ
2
k ,
1
−∆+ V + e0 − 2ek − s− ri Pcφ0φ
2
k
)
> 0. (1.5)
Assumption A3: No-resonance condition. Let jmax = 3. For all j = 2, . . . , jmax and
for all k1, . . . , kj, l1, . . . , lj ∈ {0, . . . , N} with {k1, . . . , kj} 6= {l1, . . . , lj} as sets with
multiplicities, (e.g., {0, 0, 1} 6= {0, 1, 1}),
ek1 + · · ·+ ekj 6= el1 + · · ·+ elj . (1.6)
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Assumption A1 contains some standard conditions to assure that most tools for
linear Schro¨dinger operators apply. These conditions are certainly not optimal. (For
example, it is sufficient to assume 0 is not a resonance or eigenvalue of H0, which
implies the same statement for −∆+V +λQ2. See [21].) The main assumption in A2
is the condition e0 < 2e1. Since the expression for γ0 is quadratic, it is non-negative
and γ0 > 0 holds generically. The condition e0 < 2e1 states that the energies of the
excited states are closer to the continuum spectrum than to the ground state energy.
It guarantees that, for each k > 0, 2ek−e0 > 0 becomes a resonance in the continuum
spectrum of H0. (H0+ e0 − 2ek is not invertible in L2.) This resonance produces the
main relaxation/growth mechanism. If this condition fails, the resonance occurs in
higher order terms and a proof of relaxation will be much more complicated. Also,
the rate of decay will be different. Assumption A3 is a new condition to avoid direct
resonance between the eigenvalues. It is trivial if N = 0, 1. It holds true generically
and is often seen in dynamical systems of ODE’s. See Example 2 at the end of this
section for what may happen if this assumption fails. If we relax the assumption
e0 < 2e1, we may need to increase jmax.
Denote by L2r the weighted L
2 spaces (r may be positive or negative),
L2r(R
3) =
{
φ ∈ L2(R3) : (1 + x2)r/2φ ∈ L2(R3)} . (1.7)
Fix r1 > 3 large enough, to be determined by estimates (2.5) and (2.30). We denote
by Lploc, p = 1, 2, the local L
p spaces given by the norm
‖φ‖Lp
loc
(R3) ≡
{∫
R3
(1 + |x|)−2r1|φ|pd3x
}1/p
. (1.8)
Now we are ready to state our main theorem.
Theorem 1.1 Suppose the assumptions A0–A3 on H0 = −∆+ V hold and let ǫ > 0
be any small constant. There is a small constant n0 > 0 such that the following holds.
Let ψ(t, x) be a solution of (1.1) with initial data ψ0 decomposed as
ψ0 = x
0
0φ0 + x
0
1φ1 + · · ·+ x0NφN + ξ0
with respect to H0, where x
0
k ∈ C, k = 0, 1, . . . , N , and ξ0 ∈ Hc(H0). Suppose that
‖ψ0‖Y = n, 0 < n ≤ n0, |x00| ≥ n3−ǫ, ‖ξ0‖Y ≤ n/2, (1.9)
where Y is the space for initial data,
Y ≡ H1 ∩ L1(R3). (1.10)
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Then there exists an E∞ with ‖QE∞‖L2 ∼ n and a real function Θ(t) = −E∞t +
O(log t) such that ∥∥ψ(t)−QE∞eiΘ(t)∥∥L2
loc
≤ C2(1 + t)−1/2, (1.11)
for some constant C2 > 0 depending on n. Suppose, furthermore, max
N
k=1 |x0k| ≥
n/100, we also have a lower bound∥∥ψ(t)−QE∞eiΘ(t)∥∥L2
loc
≥ C1(1 + t)−1/2, (1.12)
for some constant C1 > 0 depending on n.
The condition |x00| ≥ n3−ǫ is certainly not optimal and can be greatly relaxed.
It ensures that ψ0 is away from nonlinear excited states and that the dispersion
component, ξ0, is not extremely large compared with x
0
0. This condition, however,
still allows the ground state component to be much smaller than other components
and exhibit the main phenomena.
Depending on the relative sizes of the bound states, there are three regimes:
I. when an excited state is dominant;
II. when the ground state and the excited states are comparable;
III. when the ground state is dominant.
Because the dominant terms are different in different regimes, the natural linear
operators and the corresponding decompositions of the wave function are different.
In regime II we can use H0 as the linear operator and decompose a function ψ ∈ L2
as
ψ = x0φ0 + · · ·+ xNφN + ξ, (1.13)
with xk ∈ C and ξ ∈ Hc(H0). When the function ψ is close to a nonlinear ground
state QE , i.e., in regime III, it is natural to use L = LE, the linearized operator
around QE,
Lh = −i{(−∆+ V − E + 2λQ2) h+ λQ2 h} , (1.14)
and decompose the wave function according to the spectral decomposition with re-
spect to L. Notice that L is not self-adjoint. Similarly, we can use linearized operators
around excited states in regime I.
The picture of the dynamics is as follows. Suppose the ground state component is
initially of order n3−ǫ and the solution is in regime II. The ground state component
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will gradually grow while the excited states gradually decay, until the solution enters
regime III, i.e., when the ground state component becomes much larger than other
components. This time interval is called the transition regime. After entering regime
III, the solution will converge locally to some nonlinear ground state as time tends to
infinity, with the excited state components vanishing and the dispersion component
escaping to infinity. This time interval is called the stabilization regime.
As indicated above, we will use different operators and coordinate systems for these
two regimes. Besides technical problems associated with changing coordinate systems,
there is an intrinsic difficulty related to the time reversibility of the Schro¨dinger
equations; It is not sufficient to control only the usual Sobolev space norms at the
time of coordinates changing. To overcome this difficulty, we will use a concept
introduced in [20, 22], the out-going estimates, to capture the time-direction sensitive
information of the dispersive waves.
As it will be seen from examples below, there are energy transfers from higher
modes to lower modes. Although all excited states eventually vanish, in an interme-
diate time an excited state may actually grow because it gains more energy than it
loses. This complicates the analysis: one cannot prove the decay of each individual
excited state for all time. Instead, we have derived some monotonicity formulas for
their sum, see (4.57). Because the energy transfer between excited states is relatively
small in the stabilization regime, the phenomenon mentioned above is only apparent
in the transition regime.
We now give two examples illustrating some phenomena of many bound states,
in particular the relaxation/growth mechanism. We first recall the concept of phase
factor. In our analysis it is essential to identify the main oscillation factors of various
terms. If we decompose the solution ψ(t) according to (1.13), the equation for a
component xk(t) is
ix˙k = ekxk + (φk, λψ
2ψ¯). (1.15)
From the linear part we find that xk(t) has an oscillation factor e
−iekt. We write
xk(t) = e
−iektuk(t) and say that its phase factor is −ek. We will talk about phase
factors of polynomials in xk in a similar way. For example, the phase factor of xlxmx¯j
is −el − em + ej .
Example 1. Three bound states case in transition regime
Suppose H0 has three bound states and denote x(t) = x0(t), y(t) = x1(t) and
z(t) = x2(t). The leading terms of ξ are generated by bound states and are cubic in
xj . Those with resonant coefficient functions, i.e., those with negative phase factors,
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give the relevant part of ξ,
ξ = (y2 + z2 + yz)x¯+ z2y¯ + · · · (1.16)
Here we have ignored their coefficient functions, which are non-local and complex
because of the resonance with the continuous spectrum. Denote χ =
∑N
j=0xjφj =
xφ0 + yφ1 + zφ2. The main terms of (1.15) for xk are
ix˙k = ekxk + (φk, λχ
2ξ¯ + 2λχχ¯ξ) + · · · , (1.17)
where · · · denotes irrelevant terms. Substituting (1.16) into (1.17), we get
x˙ =
[
γ022|z|4 + 4γ012|y|2|z|2 + γ011|y|4
]
x+ · · ·
y˙ =
[
γ122|z|4 − 4γ012|x|2|z|2 − 2γ011|x|2|y|2
]
y + · · · (1.18)
z˙ =
[−2γ022|x|2|z|2 − 4γ012|x|2|y|2 − 2γ122|y|2|z|2] z + · · ·
Here · · · denotes irrelevant and error terms; γ011, γ012, γ022 and γ122 are non-negative
constants to be defined later in (4.26). These constants (except γ122, depending on
whether e1 − 2e2 < 0) are generically positive. They are the nonlinear analogue of
the Fermi golden rule, extensively studied in, e.g., [15, 17, 2, 3, 5, 21]. The irrelevant
terms have two kinds. The first kind consists of terms with different phase factors.
They have few effect averaging over time and can be removed using a normal form
procedure, see Lemma 4.2. The second kind consists of terms with same phase factors
but with purely imaginary coefficients. They only contribute to the phase of xk, not
to the magnitude. To illustrate further, let us assume γ011 = γ
0
12 = γ
0
22 = γ
1
22 = 1 and
denote A = |x|2, B = |y|2, C = |z|2. By (1.18) we have
A˙/2 = 4ABC + AB2 + AC2 + · · ·
B˙/2 = −4ABC − 2AB2 +BC2 + · · ·
C˙/2 = −4ABC − 2AC2 − 2BC2 + · · ·
(1.19)
where · · · denotes irrelevant terms. Although the above system is accurate only in
the transition regime, corresponding equations for other regimes are similar. From
(1.19) we can read the energy transfers from higher modes to lower modes. Only half
of the energy decrease in a higher mode goes to lower modes, while the other half goes
to dispersion (radiation). The lowest mode (ground state) is only receiving energy
while the highest mode (xN) is only losing energy. The intermediate modes receive
energy from higher modes and release energy to lower modes and radiation.
Richer phenomena occur when the constants γjlm have different sizes. For example,
suppose γ122 is much larger than other constants and initially the energy is concen-
trated in the third mode z. Then the second mode y will first grow exponentially,
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acquiring energy from z, and then gradually decay. Another phenomenon to be no-
ticed is the interaction between three modes, the ABC terms in (1.19). They have
the same coefficients ±4γ012 in (1.18). Hence this interaction is more apparent when
γ012 is much larger than other coefficients. This phenomenon is present only for many
bound states case, N ≥ 2.
Example 2. No-resonance assumption A3 violated
Still assume e0 < 2e1 and three bound states. The only possibility for assumption
A3 to fail is
e0 + 2e2 = 3e1. (1.20)
An example is e0 = −10, e1 = −4 and e2 = −1. Note that
e1 − 2e2 = e0 − 2e1 < 0. (1.21)
Hence γ122 is generically positive. Because of (1.20), when we substitute (1.16) into
(1.17) we get new resonant terms in (1.18):
x˙ = [· · · ]x+ y2(z2y¯) + · · ·
y˙ = [· · · ]y + z2(y2x¯) + xy¯(y¯z2) + · · · (1.22)
z˙ = [· · · ]z + yz¯(x¯y2) + · · ·
The first group of terms on the right side are those in (1.18). The cubic terms
in the parentheses () are from (1.16). For example, y2(z2y¯) has the phase factor
−2e1 − (−2e2 + e1) = −e0, the same as x, due to (1.20). Although these new terms
on the right side have the same phase factors as the left side, their phases are not
exactly the same. Moreover, their coefficients are not quadratic and it is unclear how
to determine their signs. Hence it is difficult to predict the dynamics of this system.
2 Preliminaries
We first fix the notation. Let Hk denote the Sobolev spaces W k,2(R3). The weighted
Sobolev space L2r(R
3) is defined in (1.7). Denote by conj the conjugation operator.
The L2 inner product ( , ) is
(f, g) =
∫
R3
f¯ g d3x. (2.1)
For a function φ ∈ L2, denote by φ⊥ the L2-subspace {g ∈ L2 : (φ, g) = 0}.
In what follows we collect some facts about nonlinear bound states and linear
analysis. Their proofs can be found in [19, 20, 21]. Although the proofs there are for
two bound states case, the proofs for the many bound states case are the same.
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2.1 Nonlinear bound states
Recall that nonlinear bound states of the equation (1.1) are solutions of (1.3). They
are critical points of the energy functional H[ψ] defined in (1.2), subject to the con-
straint of fixed L2-norm. For each such solutionQE , the function ψ(t, x) = QE(x)e
−iEt
is an exact solution of (1.1). Since we have N + 1 simple eigenvalues, we have N + 1
families of corresponding nonlinear bound states. The existence and basic properties
of these nonlinear bound states are summarized in the following lemma. They are
proven in [19, 20] using a contraction mapping argument.
Lemma 2.1 Suppose −∆ + V satisfies assumptions A0–A1. Let n0 be sufficiently
small. For each eigenvalue ek with normalized bound state φk, k = 0, 1, . . . , N , there
is a family of nonlinear bound states {Qk,Ek}Ek to (1.1) for Ek between ek and ek+λn20
such that Qk,Ek are real, localized, smooth, and λ
−1(Ek − ek) > 0,
Qk,Ek = nφk + h, h ⊥ φk, h = O(n3) in H2,
where n = [(Ek − ek)/(λ
∫
φ4k dx)]
1/2. Moreover, we have ∂EkQk,Ek = O(n
−2)Qk,Ek +
O(n) = O(n−1), and ∂2EQk,E = O(n
−3). For ground states we will drop the subscript
and write QE and RE = ∂EQE. We have RE = Cn
−2QE + O(n). If we define
c1 ≡ (QE , RE)−1, we have c1 = O(1) and λc1 > 0.
The following lemma summarizes the renormalization results near ground states.
They are proven in [19] using implicit function theorem. The L2-subspace M = ME
will be defined in Lemma 2.4 (8).
Lemma 2.2 Let Y1 = Y , defined in (1.10), or Y1 = L
2
loc, defined in (1.8). There
are small constants n0 > 0 and ε0 > 0 such that the following hold. Suppose ψ ∈ Y1
is close to a nonlinear ground state QE e
iΘ with ‖ψ‖Y1 = n,
∥∥ψ −QE eiΘ∥∥Y1 ≤ τn,
0 < n ≤ n0, 0 < τ ≤ ε0.
(1) There are unique small a, θ ∈ R and h ∈ME such that
ψ = [QE + aRE + h] e
i(Θ+θ). (2.2)
Moreover, ‖QE‖Y1 ∼ n, a = O(τn2), h = O(τn) and θ = O(τ).
(2) (best approximation) There is a unique E∗ near E such that the component
along the RE∗ direction as defined by (2.2) vanishes, i.e., there are unique small θ∗ ∈ R
and h∗ ∈ME∗ such that
ψ = [QE∗ + h∗] e
i(Θ1+θ∗).
Moreover, E −E∗ = O(τn2), h∗ = O(τn) and θ∗ = O(τ).
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(3) Suppose E ′ = E + γ with |γ| ≤ τ 2n2. By part (1) we can rewrite ψ uniquely
with respect to E ′ as
ψ = [QE′ + a
′RE′ + h
′] ei(Θ+θ
′),
where h′ ∈ME′; h′, a′ and θ′ are small. We have the estimates
E + a− E ′ − a′ = O(τγ), h− h′ = O(n−1τγ), θ − θ′ = O(n−2τγ). (2.3)
Notice that n−2τγ ≤ Cε30 is small.
2.2 Linear analysis
We first recall some local decay estimates for e−itH0 . The decay estimate (2.4) is
proved in [9, 24] using estimates in [8, 11]. The estimate (2.5) is taken from [17, 19].
The estimate (2.5) holds only if we take r → 0+, not r → 0−.
Lemma 2.3 (decay estimates for e−itH0) Suppose that H0 = −∆+V satisfies the
Assumptions A0–A2. For q ∈ [2,∞] and q′ = q/(q − 1),∥∥e−itH0 Pcφ∥∥Lq ≤ C |t|−3( 12− 1q ) ‖φ‖Lq′ . (2.4)
For sufficiently large r1, for all k, l,m ∈ {0, . . . , N}, we have
lim
r→0+
∥∥∥∥〈x〉−r1 e−itH0(H0 + ek − el − em − ri) Pc 〈x〉−r1 φ
∥∥∥∥
L2
≤ C 〈t〉−3/2 ‖φ‖L2 . (2.5)
We now consider the linearized operators around nonlinear ground states. Let
Q = QE be a nonlinear ground state with ‖QE‖L2 small. If we consider solutions
ψ(t, x) of (1.1) of the form
ψ(t, x) = [QE(x) + h(t, x)] e
−iEt,
with h(t, x) small in a suitable sense, then h(t, x) satisfies
∂th = Lh+ nonlinear terms,
where the linearized operator L = LE is defined by
Lh = −i{(−∆+ V −E + 2λQ2) h+ λQ2 h} . (2.6)
The properties of L are best understood in the complexification of L2(R3,C).
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Definition 2.1 Identify C with R2 and L2 = L2(R3,C) with L2(R3,R2). Denote by
CL2 = L2(R3,C2) the complexification of L2(R3,R2). CL2 consists of 2-dimensional
vectors whose components are in L2. We have the natural embedding
j : f ∈ L2 −→
[
Re f
Im f
]
∈ CL2.
We equip CL2 with the natural inner product: For f, g ∈ CL2, f = [ f1f2 ], g = [ g1g2 ],
we define
((f, g)) =
∫
R3
f¯ · g d3x =
∫
R3
(f¯1g1 + f¯2g2) d
3x. (2.7)
Denote by RE the operator first taking the real part of functions in CL2 and then
pulling back to L2:
RE : CL2 → L2, RE
[
f
g
]
= (Re f) + i(Re g).
We have RE ◦ j = idL2.
The operator L can be naturally extended to an operator acting on CL2 with the
following matrix form:[
0 L−
−L+ 0
]
, where
{
L− = −∆+ V −E + λQ2
L+ = −∆+ V −E + 3λQ2.
(2.8)
Recall the Pauli matrices
σ1 =
[
0 1
1 0
]
, σ2 =
[
0 −i
i 0
]
, σ3 =
[
1 0
0 −1
]
.
They are self-adjoint. We have RE L = L RE and
σ1L = L∗σ1, σ3L = −Lσ3, (2.9)
where L∗ has the matrix form
[
0 −L+
L− 0
]
.
We summarize the properties of L in the following lemma, whose proof is the same
as that in [19] and [21, Theorem 2.1]. For convenience of notation, we identify L2 as
a subspace of CL2 and make no difference between ψ ∈ L2 and j(ψ) ∈ CL2.
Lemma 2.4 (spectral properties) Suppose the assumptions A0-A1 hold. Let Q =
QE be a nonlinear ground state, ‖QE‖L2 = n, 0 < n ≤ n0. Let L = LE be defined as
in (2.6).
(1) The eigenvalues of L are 0 and ±iωk, k = 1, . . . , N , where ωk = ek−e0+O(n2)
are real and positive. All eigenvalues are simple except 0 which has multiplicity two.
The continuous spectrum of L is
Σc = {si : s ∈ R, |s| ≥ |E|} . (2.10)
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There is no embedded eigenvalue. The bottoms of the continuous spectrum, ±iE, are
not eigenvalue nor resonance.
(2) The 0-eigenspace is spanned by
[
0
Q
]
and [ R0 ]. Note L
[
0
Q
]
= 0 and [ R0 ] is a
generalized 0-eigenvector with L [ R0 ] = −
[
0
Q
]
. We denote
S = span
R
{[
0
Q
]
,
[
R
0
]}
⊂ L2, (or S = span
R
{iQ,R}).
(3) For each eigenvalue iωk, k = 1, . . . , N , there is an eigenvector Φk of the form
Φk = [
uk
−ivk ], where uk and vk are real-valued L
2-functions satisfying
L+uk = ωkvk, L−vk = ωkuk, (uk, vk) = 1.
Moreover, they are perturbations of φk: uk, vk = φk + O(n
2). Φk = [
uk
ivk ] is an
eigenvector of −iωk. We denote the combined eigenspaces of ±ωk as
CEk = span
C
{
Φk,Φk
} ⊂ CL2, Ek = span
R
{[
uk
0
]
,
[
0
vk
]}
⊂ L2.
(4) The continuous spectrum subspace, Hc(L), is equal to
Hc(L) =
{
ψ ∈ L2 : ((σ1ψ, f)) = 0, ∀f ∈ S ⊕E1 ⊕ · · · ⊕EN
}
.
(5) The space L2(R3,C), as a real vector space, can be decomposed as the direct
sum of N + 2 L-invariant subspaces:
L2(R3,C) = S ⊕E1 ⊕ · · · ⊕EN ⊕ Hc(L). (2.11)
For any f and g belonging to two different invariant subspaces, we have the orthogo-
nality relation
((σ1f, g)) = 0. (2.12)
(6) For any function ζk ∈ Ek, k = 1, . . . , N , there is a unique αk ∈ C so that
ζk = RE αkΦk.
Since L RE = RE L, we have
Lζk = RE iωkαkΦk, etLζk = RE etiωkαkΦk.
(7) By the orthogonality relation (2.12), any ψ ∈ L2 can be decomposed with
respect to (2.11) as
ψ = aR + biQ +
N∑
k=1
RE αkΦk + η, (2.13)
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with η ∈ Hc(L), αk = ck + idk,
a = (Q,R)−1(Q,Reψ),
b = (Q,R)−1(R, Imψ),
ck = (uk, vk)
−1(vk,Reψ),
dk = (uk, vk)
−1(uk, Imψ).
(2.14)
Note (Q,R)−1 = c1 = O(1) and (uk, vk)
−1 = 1.
(8) Let M = E1⊕· · ·⊕EN⊕Hc(L). We have L2(R3,C) = S⊕M and M =
[
Q⊥
R⊥
]
.
For m = 0, 1, 2, there is a constant C > 1 such that, for all φ ∈ M ∩ H2 and all
t ∈ R, we have
C−1 ‖φ‖Hm ≤
∥∥etLφ∥∥
Hm
≤ C ‖φ‖Hm . (2.15)
As in [19], in order to prove various estimates and make explicit computations,
we will introduce an L2-subspace X and two operators A : X→ X and U : M → X
so that
L ∣∣
M
= U−1(−i)AU. (2.16)
Explicitly, let X be the L2-subspace orthogonal to Q:
X = Π(L2) =
{
φ ∈ L2(R3) : φ ⊥ Q} ; X←→ [Q⊥
Q⊥
]
, (2.17)
where Π is the orthogonal projection which eliminates Q-direction: Πh = h− (Q,h)
(Q,Q)
Q.
Let PM be the projection (not orthogonal) from L
2 onto M according to the decom-
position L2(R3) = S ⊕M . PM has the matrix form
[
P1 0
0 P2
]
, where the projections
P1 and P2 are given by (c1 = (Q,R)
−1)
P1 : L
2 −→ Q⊥, P1 = id− c1|R〉 〈Q|,
P2 : L
2 −→ R⊥, P2 = id− c1|Q〉 〈R|.
(2.18)
Clearly P1R = 0 and P2Q = 0. One can check easily that the maps
RMX ≡
[
I 0
0 Π
]
: M −→ X , RXM ≡
[
I 0
0 P2
]
: X −→M, (2.19)
are inverse to each other. We now define H = L− and
A ≡ [(H2 +H1/2Π2λQ2ΠH1/2)]1/2 = [H1/2L+H1/2]1/2 . (2.20)
A is a self-adjoint operator acting in L2(R3), with Q as a 0-eigenvector. We shall
often view A as an operator restricted to its invariant subspace X. Define
U0 : X −→ X, U0 ≡
[
A1/2H−1/2 0
0 A−1/2H1/2
]
, (2.21)
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and let
U ≡ U0RMX : M −→ X, U−1 ≡ RXMU−10 : X −→M. (2.22)
Notice that H−1/2 is defined only in Q⊥. We summarize the properties of A and U
in the following lemma.
Lemma 2.5 (Similarity relation) (1) LetX, A, U and U−1 be defined as in (2.17),
(2.20) and (2.22), respectively. Then (2.16) holds in M . If we denote by PAk ,
k = 1, . . . , N , and Pc
A the orthogonal projections onto the eigenspaces and continuous
spectrum subspace of A, we have
UPLk = P
A
k UPM , U Pc
L = Pc
A UPM . (2.23)
(2) The operators U : M → X and U−1 : X → M are bounded in W k,p and L2r
norms for k = 0, 1, 2, 1 ≤ p <∞, and |r| ≤ r1. Here r1 > 0 is determined by (2.30)
later. The operator U−1 is local and bounded by n2, and hence so is [U, i] = [U−1, i],
in the sense that
‖[U, i]φ‖L1∩L5/4 ≤ Cn2 ‖φ‖L5 . (2.24)
We have
U = U+ + U− conj , U
−1 = U∗+ − U∗− conj , (2.25)
where conj is the conjugation operator with the Pauli matrix σ3 as its matrix form,
and the duals of U+ and U− are respect to the L
2 inner product (2.1). The operators
U+ and U− are given by
U± =
1
2
(ΠA1/2H−1/2P1 ± ΠA−1/2H1/2Π), (2.26)
(U±)
∗ =
1
2
(P2H
−1/2A1/2Π± ΠH1/2A−1/2Π). (2.27)
In particular, U+ = 1 + O(n
2), U− = O(n
2). They are not self-adjoint but they
commute with i and conj .
(3) For m = 0, 1, 2, there is a constant C > 1 so that
C−1 ‖φ‖Hm ≤
∥∥e−itAφ∥∥
Hm
≤ C ‖φ‖Hm , (2.28)
for all φ ∈ X ∩Hm and all t ∈ R. For q ∈ [2,∞] and q′ = q/(q − 1),∥∥e−itA PcAΠφ∥∥Lq ≤ C |t|−3( 12− 1q ) ‖φ‖Lq′ . (2.29)
For sufficiently large r1 > 0 and for all k, l ∈ {1, . . . , N}, we have∥∥∥∥〈x〉−r1 e−itA 1(A− 0i− ωk − ωl) PcAΠ 〈x〉−r1 φ
∥∥∥∥
L2
≤ C 〈t〉−3/2 ‖φ‖L2 , (2.30)
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where 0i means ri with limr→0+ outside of the norm. Finally,(
φ0φ
2
k , Im
1
A− 0i− 2ωk Pc
AΠφ0φ
2
k
)
=
(
φ0φ
2
k , Im
1
H0 − E − 0i− 2ωk Pcφ0φ
2
k
)
+O(n2) > 0. (2.31)
Estimate (2.29) for A = −∆ + V was proven in [9, 24] using estimates from
[8, 11]. Estimate (2.30) for A = (−∆+ V +m2)1/2 was proven in [17]. Lemma 2.5 is
a summary of [19, Lemmas 2.5–2.9]. We omit the proof.
3 Stabilization regime
In this section we study the dynamics of the solution when it is close to nonlinear
ground states. We want to show that the solution ψ(t) converges to some nonlinear
ground state locally as the time tends to infinity. In this time regime, the natural
decomposition of ψ(t) is
ψ(t) = [QE + a(t)RE + ζ(t) + η(t)] e
−iEt+iθ(t) (3.1)
with respect to a fixed E. Here a(t), θ(t) ∈ R, ζ(t) = ζ1(t)+ · · ·+ ζN(t), ζk ∈ Ek(LE),
k = 1, . . . , N , and η(t) ∈ Hc(LE); see Lemma 2.4. Define
γ+0 ≡ max
1≤k,l≤N
|s|<s0
lim
r→0+
Im
(
φ0φkφl,
1
−∆+ V + e0 − ek − el − s− ri Pcφ0φkφl
)
, (3.2)
and (recall c1 = (Q,R)
−1 and γ0 is defined in (1.5))
D = 6N |c1|γ+0 /γ0 = O(1). (3.3)
We will prove the following theorem.
Theorem 3.1 Assume the assumptions A0–A3. There are small constant n0, ε0 > 0
such that the following holds. Suppose that the initial data ψ0 with ‖ψ0‖H1 ≪ 1 is
close to a nonlinear ground state QE0e
iΘ0 in L2loc-norm with ‖QE0‖L2 = n ≤ n0, and
that in the decomposition (3.1) of ψ0 with E = E0 one has(∑N
k=1 ‖ζk,E0‖2L2
)1/2
≤ 1
2
ρ0, |aE0 | ≤ Dρ20, ρ0 ≤ ε0n. (3.4)
Suppose, furthermore, for all E close to E0 with |E−E0| ≤ 3Dρ20, the dispersive part
ηE(0) in the decomposition (3.1) satisfies∥∥esLηE(0)∥∥L5 ≤ n4/5ρ(s)8/5,∥∥esLηE(0)∥∥L2
loc
≤ Λ(s) ≡ (1 + s)−1/2ρ2(s), (3.5)
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for all s ≥ 0, where
ρ(s) =
[
ρ−20 +N
−1γ0n
2s
]−1/2
. (3.6)
Then there is a frequency E∞ with |E∞−E0| ≤ 3Dρ20 and a function Θ(t) = −E∞t+
O(log(t)) for t ∈ [0,∞) such that, for some constant C3 > 1 independent of n,∥∥ψ(t)−QE∞eiΘ(t)∥∥L2
loc
≤ C3ρ(t), (t ≥ 0). (3.7)
Suppose, furthermore, that
(∑N
k=1 ‖ζk,E0‖2L2
)1/2
≥ 1
4
ρ0. Then we also have a lower
bound
C−13 ρ(t) ≤
∥∥ψ(t)−QE∞eiΘ(t)∥∥L2
loc
, (t ≥ 0). (3.8)
We call Eq. (3.5) the out-going estimates of η(0). The theorem holds true if they
are replaced by the following stronger but simpler assumption that
ψ0 ∈ Y ≡ H1 ∩ L1(R3), ‖η(0)‖Y ≤ ρ20, (3.9)
since (3.9) implies (3.5) by Lemma 2.3. Eq. (3.9) means that the data ψ0 is localized.
In contrast, Eq. (3.5) only requires the data to be “out-going” in some sense. This
will be useful when we prove Theorem 1.1 using Theorem 3.1 in section 4.
Our strategy of proof is as follows. For each T > 0, we choose QE(T ) to be the
best approximation of ψ(T ) given by Lemma 2.2. We will prove estimates for the
components of ψ(t) in the decomposition (3.1) with respect to E = E(T ) for t ∈ [0, T ].
We will then use a continuity argument to show that E(T ) can always be chosen and
we have uniform estimates as T → ∞. It then follows that E(T ) converges to some
E∞ close to E(0) as T →∞.
3.1 Equations
Let Q = QE be a fixed nonlinear ground state with frequency E near e0, and R =
RE = ∂EQE . We write the solution ψ(t, x) of (1.1) in the form
ψ(t, x) = [QE(x) + a(t)RE(x) + h(t, x)] e
−iEt+iθ(t), (3.10)
where a(t), θ(t) ∈ R and h(t, .) ∈ME . ME is defined in Lemma 2.4 (8). Substituting
the ansatz (3.10) into (1.1) and using LiQ = 0 and LR = −iQ, we get
∂th = Lh+ i−1(F + θ˙(Q+ aR + h))− aiQ− a˙R. (3.11)
Here
F = λQ(2|ha|2 + h2a) + λ|ha|2ha, ha = aR + h.
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We want to choose a(t) and θ(t) so that h(t) ∈ M , that is, h(0) ∈ M and
i−1(F + θ˙(Q+ aR + h))− aiQ− a˙R ∈M . Since M =
[
Q⊥
R⊥
]
, a(t) and θ(t) satisfy(
Q, Im(F + θ˙h)− a˙R
)
= 0,(
R,Re(F + θ˙(Q+ aR + h))− aQ
)
= 0.
Denote c1 = (Q,R)
−1. We have
a˙ = (c1Q, Im(F + θ˙h)),
θ˙ = − [a + (c1R, ReF )] · [1 + a(c1R,R) + (c1R,Reh)]−1 .
Eq. (3.11) for h becomes
∂th = Lh+ PMFall, Fall = i−1(F + θ˙(aR + h)). (3.12)
We decompose h(t) with respect to the spectral decomposition (2.11),
h(t) = ζ(t) + η(t), ζ = ζ1 + · · ·+ ζN ,
where ζk ∈ Ek(L), k = 1, . . . , N , and η ∈ Hc(L). For each ζk(t) we associate a
function zk(t) ∈ C by writing ζk = Re(zk) uk + Im(zk) ivk. In other words, ζk(t) =
RE zk(t)Φk. If we define u
±
k =
1
2
(uk ± vk), we can write
ζk = Re(zk) uk + Im(zk) ivk = zku
+
k + z¯ku
−
k . (3.13)
Projecting (3.12) to Ek(L) we get
z˙k = −iωk zk + (vk,ReFall) + i(uk, ImFall) = −iωk zk + (u+k , Fall)− (u−k , F all).
From the linear part, we identify the phase factor of zk as −ωk. Hence we define
pk(t) = e
iωktzk(t), which has the same magnitude as zk but with no strong oscillation.
pk(t) satisfy
e−iωkt p˙k(t) = (u
+
k , Fall)− (u−k , F all)
= i−1
{
(u+k , F ) + (u
−
k , F ) +
[
(u+k , h) + (u
−
k , h) + (uk, R)a
]
θ˙
}
.
Also, projecting (3.12) to Hc(L) we get ∂tη = L η + PcL Fall.
Summarizing, for
ψ(t) = (Q+ a(t)R + h(t)) e−iEt+iθ(t),
h = ζ + η, ζ = ζ1 + · · ·+ ζN , ζk = zku+k + z¯ku−k , zk = e−iωkt pk,
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we have
a˙ = (c1Q, Im(F + θ˙h)),
ie−iωkt p˙k = (u
+
k , F ) + (u
−
k , F ) +
[
(u+k , h) + (u
−
k , h) + (uk, R)a
]
θ˙,
∂tη = Lη + PcL i−1(F + θ˙(aR + h)),
(3.14)
where c1 = (Q,R)
−1,
F = λQ(2|ha|2 + h2a) + λ|ha|2ha, ha = aR + h, (3.15)
θ˙ = Fθ ≡ − [a+ (c1R, ReF )] · [1 + a(c1R,R) + (c1R,Reh)]−1 . (3.16)
This is a system of equations involving a, zk and η only. Note that θ enters (3.14)
only via θ˙ = Fθ. It will appear in the form e
iθ when we integrate η. Hence we do not
need estimates of θ for the proof.
For convenience, we will use the following convention.
Convention 3.1 For k = 1, 2, · · · , N , denote
ω−k = −ωk, z−k = z¯k, p−k = p¯k. (3.17)
We have zk(t) = e
−iωktpk(t) for both k > 0 and k < 0. We also denote
Ω = {±1, . . . ,±N} . (3.18)
3.2 Decompositions of F , a and η
Most quantities in our system of equations are strongly oscillatory. It is necessary to
identify their oscillatory parts before we can estimate. In this subsection we identify
the leading oscillatory terms of a and η, and decompose F according to order. We
will treat zk and a again in §3.3. Note that
Q = O(n), R = O(n−1), c1 = O(1), u
+
k = φk +O(n
2), u−k = O(n
2). (3.19)
In fact, since ‖QE0‖L2 = n and |E − E0| ≤ 3Dε20n2, we have ‖QE‖L2 = [1 + O(ε20)]n
and Q = (1 +O(ε20))nφ0 +O(n
3). We will prove that
|zk(t)| ≤ Ct−1/2, |a(t)|+ ‖η(t)‖L2
loc
≤ Ct−1, as t→∞. (3.20)
Hence the main term in ha = aR+ ζ + η is ζ . Therefore, the main part of F , defined
in (3.15), is
F1 = λQ(2|ζ |2 + ζ2). (3.21)
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3.2.1 Decomposition of a
We now identify the main oscillatory terms of a(t). Recall from (3.14) that a˙ =
(c1Q, ImF + θ˙h), c1 = (Q,R)
−1. We shall impose the boundary condition of a at
t = T , which is in fact a condition imposed on the choice of E(T ). Hence we use the
following equivalent integral equation:
a(t) = a(T ) +
∫ t
T
(c1Q, ImF + θ˙h)(s) ds.
The main term of Im(F + θ˙h) is ImF1 = ImλQζ
2. Thus the main oscillatory terms
of a(t) are from the integral
∫ t
T
A(2) ds with
A(2) ≡ (c1Q, ImλQζ2) = (c1λQ2, Im
N∑
k,l=1
ζkζl).
Since
Im ζkζl = Im(zku
+
k + z¯ku
−
k )(zlu
+
l + z¯lu
−
l )
= Im(zkzl)(u
+
k u
+
l − u−k u−l ) + Im(zkz¯l)(u+k u−l − u−k u+l ),
we have
A(2) =
N∑
k,l=1
{akl,1 Im(zkzl) + akl,2 Im(zkz¯l)} ,
where akl,1 = (c1λQ
2, (u+k u
+
l − u−k u−l )) and akl,2 = (c1λQ2, u+k u−l − u−k u+l ) are real
constants bounded by n2. We can integrate by parts A(2) to get:∫ t
T
A(2) ds = Im
N∑
k,l=1
∫ t
T
akl,1(zkzl) + akl,2(zkz¯l) ds
= Im
N∑
k,l=1
∫ t
T
e−i(ωk+ωl)sakl,1(pkpl) + e
−i(ωk−ωl)sakl,2(pkp¯l) ds
= Im
N∑
k,l=1
[iakl,3zkzl + iakl,4zkz¯l]
t
T −
∫ t
T
A2,rmd(s) ds, (3.22)
where
akl,3 = (ωk + ωl)
−1 akl,1, akl,4 = δ
l
k (ωk − ωl)−1 akl,2, (3.23)
A2,rmd = Im
N∑
k,l=1
{
e−i(ωk+ωl)siakl,3
d
ds
(pkpl) + e
−i(ωk−ωl)siakl,4
d
ds
(pkp¯l)
}
. (3.24)
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Here we put δlk in the definition of akl,4 to impose akk,4 = 0. We have the factor δ
l
k
in akl,4 since Im zkz¯l = 0 if k = l. Also note that akl,3 and akl,4 are real constants
bounded by n2. The first part in (3.22) can be rewritten as a(2)(t)− a(2)(T ), where
a(2) = Im
N∑
k,l=1
iakl,3zkzl + iakl,4zkz¯l =
∑
k,l∈Ω
aklzkzl. (3.25)
Here we have used Convention 3.1. The constants akl =
1
2
akl,3 if k and l have the
same sign; akl =
1
2
akl,4 otherwise. In particular, akl are real constants bounded by n
2.
a(2)(t) contains the main oscillatory part of a. We denote the rest of a(t) by b(t),
a(t) = a(2)(t) + b(t). (3.26)
Thus b(t) = a(T )− a(2)(T ) + ∫ t
T
b˙(s) ds with
b˙ = (c1Q, Im[F − F1 + θ˙h])− A2,rmd. (3.27)
As we will see later that b˙(t) is smaller than a˙(2)(t). However, b(t) is the main part
of a(t): We have b(t) . ρ2(t) while a(2)(t) . n2ρ2(t).
3.2.2 Decompositions of F
Recall (3.15),
F = λQ(2|ha|2 + h2a) + λ|ha|2ha, ha = aR + h.
In view of (3.20), we decompose ha = ζ + bR + (η + a
(2)R) and decompose F as
F = F1 + F2 + F3 + F4 + F5, (3.28)
where
F1 = λQ(2|ζ |2 + ζ2),
F2 = 2λQRb(2ζ + ζ¯) + 3λQR
2b2 + λ(ζ + bR)2(ζ¯ + bR),
F3 = 2λQRa
(2)(2ζ + ζ¯),
F4 = 2λQ[(ζ + ζ¯)η
(2) + ζη¯(2)],
F5 = 2λQ[(ζ + ζ¯)η
(3) + ζη¯(3)]
+ λQ
[
2|ηa|2 + η2a
]
+ 2λQRb(2ηa + η¯a) (ηa = η + a
(2)R)
+ λ(aR + h)2(aR + h¯)− λ(ζ + bR)2(ζ¯ + bR).
(3.29)
Here F1 consists of terms of order nz
2; F2, F3 and F4 consist of terms no smaller than
n2z3; and F5 higher order terms.
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3.2.3 Decomposition of η
We now identify the main terms in η. We first recall from (3.14) that
∂tη = Lη + PcL i−1[F + θ˙(aR + ζ + η)].
Using Lemma 2.5 that L = U−1(−i)AU on Hc(L) and U PcL = PcA U , we have
∂tUη = −iAUη + PcA Ui−1[F + θ˙(aR + ζ + η)]
= −iAUη − iθ˙Uη + PcA Ui−1[F + θ˙(aR + ζ)]− PcA [U, i]θ˙η.
Here we have used the commutator [U, i] to interchange U and i so as to produce the
term iθ˙Uη. This term is a global linear term in Uη and cannot be treated as error
(however [U, i]U−1θ˙η is a local error term). We can eliminate it by introducing
η˜(t) ≡ eiθ(t)Uη(t), θ(t) =
∫ t
0
Fθ(s) ds. (3.30)
We have η˜(0) = Uη(0) and
∂tη˜ = −iAη˜ + eiθ PcA Ui−1[F + θ˙(aR + ζ)]− eiθ PcA [U, i]θ˙η.
Hence η˜(t) satisfies the integral equation (using e−iAtη˜(0) = UetLη(0))
η˜(t) = UetLη(0) +
∫ t
0
e−iA(t−s)Pc
A Fη(s) ds, (3.31)
Fη ≡ eiθUi−1[F + θ˙(aR + ζ)]− eiθ[U, i]θ˙η. (3.32)
Since U and U−1 are bounded in Sobolev spaces by Lemma 2.5, and
η(t) = U−1e−iθ(t)η˜(t), (3.33)
for the purpose of estimation we can treat η and η˜ as the same.
To identify the main term of η˜, we decompose Fη as follows,
Fη = Fη,2 + Fη,3,
Fη,2 = e
iθUi−1F1, (3.34)
Fη,3 = e
iθUi−1[(F − F1) + θ˙(aR + ζ)]− eiθ[U, i]θ˙η.
The leading part of η˜ is from Fη,2. Recall F1 = λQ(ζ
2+2ζζ¯), and U = U++ conj U−
with U+ and U− commuting with i and conj , see (2.25). Hence
Fη,2 = e
iθUi−1λQ(ζ2 + 2ζζ¯)
= eiθi−1(U+ − conj U−)λQ(ζ2 + 2ζζ¯)
= eiθi−1
{
U+λQ(ζ
2 + 2ζζ¯)− U−λQ(ζ¯2 + 2ζζ¯)
}
.
21
Substituting ζ =
∑N
l=1 ζl and ζl = zlu
+
l + z¯lu
−
l , we have
Fη,2 = e
iθi−1
N∑
k,l=1
{
U+λQ(ζkζl + ζkζ¯l + ζ¯kζl)− U−λQ(ζ¯kζ¯l + ζkζ¯l + ζ¯kζl)
}
= eiθi−1
∑
k,l∈Ω
zkzlΦkl.
In the last line, Convention 3.1 is used. In particular, zk = z¯|k| if k < 0. The functions
Φkl are defined as follows. For k < 0, denote u
+
k = u
+
|k| and u
−
k = u
−
|k|. We define
k, l > 0 : Φkl = U+λQ(u
+
k u
+
l + u
+
k u
−
l + u
−
k u
+
l )
− U−λQ(u−k u−l + u+k u−l + u−k u+l ),
k > 0, l < 0 : Φkl = U+λQ(u
+
k u
−
l + u
+
k u
+
l + u
−
k u
−
l )
− U−λQ(u−k u+l + u+k u+l + u−k u−l ),
k < 0, l > 0 : Φkl = Φlk,
k, l < 0 : Φkl = U+λQ(u
−
k u
−
l + u
+
k u
−
l + u
−
k u
+
l )
− U−λQ(u+k u+l + u+k u−l + u−k u+l ).
(3.35)
Since u−k = O(n
2) and U− = O(n
2), we have Φkl = O(n
3) if k, l < 0, Φkl = O(n)
otherwise.
We now integrate Fη,2. Using zk(s) = e
−iωkspk(s) (see Convention 3.1) and inte-
grating by parts we get∫ t
0
e−iA(t−s)Pc
A Fη,2 ds =
∑∫ t
0
e−iA(t−s)eiθi−1zkzlPc
A Φkl ds
=
∑
i−1
∫ t
0
e−iAteis(A−0i−ωk−ωl) (eiθpkpl)Pc
AΦkl ds
=
∑
eiθ zkzlη˜kl −
∑
e−iAt(eiθ zkzl)(0)η˜kl
−
∑∫ t
0
e−iAteis(A−0i−ωk−ωl)
d
ds
(eiθpkpl(s))η˜kl ds,
where the summation is over k, l ∈ Ω and
η˜kl = lim
r→0+
−1
A− ωk − ωl − ri Pc
A Φkl, (k, l ∈ Ω). (3.36)
Here we add −ri since A − ωk − ωl may not be invertible. We take r → 0+, not
r → 0−, to get the decay of the second and the last terms above, see Lemma 2.5 (3).
Recall ωk ∼ ek − e0 > 0 for k > 0 and ωk = −ω|k| if k < 0. Since A has a spectral
gap ∼ |e0|, A− ωk − ωl is not invertible only if k > 0 and l > 0, by Assumption A2.
Hence η˜kl ∈ L2 unless both k and l are positive.
We denote the main term above by η˜(2),
η˜(2) =
∑
k,l∈Ω
eiθ zkzlη˜kl, (3.37)
22
and denote the rest of η˜ by η˜(3). We decompose η˜(3) = η˜
(3)
1 + · · ·+ η˜(3)4 where
η˜
(3)
1 = Ue
tLη(0),
η˜
(3)
2 = −
∑
k,l∈Ω
e−iAt(eiθzkzl)(0)η˜kl = −e−iAtη˜(2)(0), (3.38)
η˜
(3)
3 = −
∑
k,l∈Ω
∫ t
0
e−iAteis(A−0i−ωk−ωl)
d
ds
(eiθpkpl(s))η˜kl ds,
η˜
(3)
4 =
∫ t
0
e−iA(t−s)Pc
A Fη,3 ds.
We have
η˜ = η˜(2) + η˜(3), η˜(3) = η˜
(3)
1 + · · ·+ η˜(3)4 .
Correspondingly, we define
η(2) = U−1e−iθη˜(2) = U−1
∑
k,l∈Ω
zkzlη˜kl,
η(3) = U−1e−iθη˜(3), η
(3)
j = U
−1e−iθη˜
(3)
j , (j = 1, . . . , 4).
(3.39)
Lemma 3.2 Suppose, for a fixed time, for some ρ≪ n ≤ n0,
‖Q‖ = n, ‖η‖L2∩L5 ≪ 1, ‖η‖L2
loc
≤ n,
max
k=1,... ,N
|zk| ≤ ρ, |a| ≤ Cρ2. (3.40)
Denote
X˜ = ρ2 ‖η‖L2
loc
+ n ‖η‖2L2
loc
+
∥∥η3∥∥
L1
loc
,
X = nρ ‖η‖L2
loc
+ n ‖η‖2L2
loc
+
∥∥η3∥∥
L1
loc
.
(3.41)
We have
‖F5‖L1
loc
. nρ4 + nρ
∥∥η(3)∥∥
L2
loc
+ X˜,
‖F3 + F4 + F5‖L1
loc
. n2ρ3 +X,
‖F − F1‖L1
loc
. ρ3 +X, ‖F‖L1
loc
. nρ2 +X,
‖Fθ‖L1
loc
. ρ2 + n−1X,
max
k
|p˙k| . nρ2 +X, |b˙| . nρ3 + nX,
‖Fη,3‖L5/4∩L1 . ρ3 + nρ ‖η‖L2
loc
+ n ‖η‖2L2
loc
∩L5 +
∥∥η3∥∥
L5/4∩L1
+ n2ρ2 ‖η‖L5 ,
‖Fη‖L5/4 . nρ2 + nρ ‖η‖L2
loc
+ n ‖η‖2L2
loc
∩L5 +
∥∥η3∥∥
L5/4
+ n2ρ2 ‖η‖L5 .
(3.42)
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Proof: By (3.40) we have |a(2)| . n2ρ2, |b| . ρ2 and ∥∥η(2)∥∥
L2
loc
≤ nρ2. Also recall
(3.19). Hence for F5 defined in (3.29) we have
‖F5‖L1
loc
. nρ
∥∥η(3)∥∥
L2
loc
+ n
(
‖η‖L2
loc
+ nρ2
)2
+ ρ2
(
‖η‖L2
loc
+ nρ2
)
+
∥∥η3∥∥
L1
loc
. nρ4 + nρ
∥∥η(3)∥∥
L2
loc
+ ρ2 ‖η‖L2
loc
+ n ‖η‖2L2
loc
+
∥∥η3∥∥
L1
loc
= nρ4 + nρ
∥∥η(3)∥∥
L2
loc
+ X˜,
where X˜ is defined in (3.41). Combining η(2) + η(3) = η in the definition (3.29) of F4
and F5, we can use the same argument for ‖F5‖L1
loc
to show
‖F4 + F5‖L1
loc
. nρ4 + nρ ‖η‖L2
loc
+ X˜ . nρ4 +X.
By their explicit form in (3.29), we have ‖F3‖L1
loc
. n2ρ3, ‖F2‖L1
loc
∼ |bz| + b2/n +
(z + b/n)3 . ρ3, and ‖F1‖L1
loc
. nρ2. Hence
‖F3 + F4 + F5‖L1
loc
. n2ρ3 +X, ‖F − F1‖L1
loc
. ρ3 +X, ‖F‖L1
loc
. nρ2 +X.
From definition (3.16) of Fθ we have
|Fθ| . |a|+ n−1 ‖F‖L1
loc
. ρ2 + n−1(nρ2 +X) . ρ2 + n−1X.
By (3.14), we have
|p˙k| . ‖F‖L1
loc
+ (ρ+ ‖η‖L2
loc
)|Fθ|
. nρ2 +X + (ρ+ ‖η‖L2
loc
)(ρ2 + n−1X) . nρ2 +X.
By (3.27),
|b˙| ≤ Cn ‖F − F1‖L1
loc
+ |(c1Q, Imh)| · |Fθ|+ |A2,rmd|.
Note that |(c1Q, Imh)| . n3 ‖h‖L1
loc
since Imh ⊥ R and Q = Cn2R + O(n3) by
Lemma 2.1. Also |A2,rmd| . n2ρmaxk |p˙k| by definition (3.24) of A2,rmd. Thus
|b˙| . n(ρ3 +X) + n3(ρ+ ‖η‖L2
loc
)(ρ2 + n−1X) + n2ρ(nρ2 +X) . nρ3 + nX.
Let r = 1 or r = 5/4. The estimate for ‖F − F1‖Lr is the same as that for
‖F − F1‖L1
loc
except for the non-local term λη2η¯ and ‖nη2‖Lr . n ‖η‖2L2
loc
∩L5 . Thus
‖F − F1‖Lr . ρ3 + nρ ‖η‖L2
loc
+ n ‖η‖2L2
loc
∩L5 +
∥∥η3∥∥
Lr
.
From the definition (3.34) of Fη,3, the boundedness of U , and the estimate (2.24) for
[U, i], we have
‖Fη,3‖Lr . ‖F − F1‖Lr + |Fθ|(n−1|a|+max |zk|) + n2|Fθ| ‖η‖L5
. ρ3 + nρ ‖η‖L2
loc
+ n ‖η‖2L2
loc
∩L5 +
∥∥η3∥∥
Lr
+ (ρ2 + n−1X)(ρ+ n2 ‖η‖L5)
. ρ3 + nρ ‖η‖L2
loc
+ n ‖η‖2L2
loc
∩L5 +
∥∥η3∥∥
Lr
+ n2ρ2 ‖η‖L5 .
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Here we also used ‖η3‖L1
loc
. ‖η3‖Lr . Since ‖Fη‖L5/4 . nρ2 + ‖Fη,3‖L5/4 , the estimate
for ‖Fη‖L5/4 in (3.42) follows. Q.E.D.
3.3 Normal forms for equations of bound states
Recall that zk(t) = e
−iωktpk(t) and a(t) = a
(2)(t) + b(t). Since many terms in the
equations of pk and b are oscillatory and only contribute to the phases, we now de-
rive the normal forms for the equations of pk and b, where those terms are removed.
Throughout this subsection, Convention 3.1 for ωk, zk and pk with k < 0 is under-
stood.
Lemma 3.3 (Normal Form) Suppose, for some ρ(t)≪ n ≤ n0,
‖Q‖ = n, ‖η(t)‖L2∩L5 ≪ 1, ‖η(t)‖L2
loc
≤ n,
max
k=1,... ,N
|zk(t)| ≤ ρ(t), |a(t)| ≤ Cρ2(t). (3.43)
There are perturbations qk(t) of pk(t), k = 1, . . . , N , and β(t) of b(t), to be defined
in (3.96) and (3.103), satisfying
|qk − pk| ≤ Cnρ2, |b− β| ≤ Cnρ3 + n2ρ ‖η‖L2
loc
, (3.44)
such that
q˙k =
∑
l=1,... ,N
Dkl|ql|2qk + iJkqk + gk, (3.45)
β˙ =
∑
1≤k≤l≤N
Bkl|zk|2|zl|2 + gb, (3.46)
where Jk(t) are real functions bounded by Cρ
2 to be defined in (3.93). The constants
Dkl are complex and bounded by n
2, with their real parts given by (3.72) satisfying
−5γ+0 n2 ≤ ReDkl ≤ Cn4, ReDkk ≤ −γ0n2. (3.47)
The order one constants γ0 and γ
+
0 are defined in (1.5) and (3.2). The constants Bkl
are real and Bkl = −12 c1ReDkl +O(n4). Moreover,
|gk| . nρ4 + n4ρ3 + nρ
∥∥η(3)∥∥
L2
loc
+ X˜, (3.48)
|gb| . nρ5 + n4ρ4 + nρ2
∥∥η(3)∥∥
L2
loc
+ n3ρ2 ‖η‖L2
loc
+ n2 ‖η‖2L2
loc
+ n
∥∥η3∥∥
L1
loc
, (3.49)
where X˜ = ρ2 ‖η‖L2
loc
+ n ‖η‖2L2
loc
+ ‖η3‖L1
loc
is defined in (3.41).
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Proof:We first observe a consequence of Assumption A3: Suppose k0, k1, . . . , kj ∈
{1, . . . , N} with j ≤ jmax = 3 satisfy
ωk0 ± ωk1 ± · · · ± ωkj = 0. (3.50)
Then j is odd and, after a relabeling, the two sets (with multiplicities)
{
k0, . . . , k j−1
2
}
and
{
k j+1
2
, . . . , kj
}
are the same. The reason is as follows. Recall ωk = ek − e0 +
O(n2) > 0, and hence the expression in (3.50) is approximately equal to
(ek0 − e0)± (ek1 − e0)± · · · ± (ekj − e0). (3.51)
For the expression in (3.50) to be zero, one of the ωkm must be with a negative sign.
Hence two e0’s in (3.51) cancel and (3.51) is the sum of j ek’s minus the sum of
another j ek’s. Since j ≤ jmax, Assumption A3 then implies that they can be divided
to two equal sets. Since there are (j − 1) e0’s and all km’s are positive, j must be
odd, these e0’s cancel each other, and the other ek’s form two equal sets.
Part 1. Excited states. Recall from (3.14) the equations for pk:
p˙k = i
−1eiωkt
[
(u+k , F ) + (u
−
k , F ) +
[
(u+k , h) + (u
−
k , h) + (uk, R)a
]
Fθ
]
, (3.52)
where h = ζ1+ · · ·+ ζN + η. The nonlinear terms F and Fθ are given in (3.15)–(3.16)
and F = F1 + · · ·+ F5 is decomposed in (3.29). We shall derive the normal form of
(3.52) using integration by parts for those terms no smaller than n2ρ3.
Step 1 Integration of terms of order nz2.
Recall that the main part of F is F1 = λQ(2ζζ¯ + ζ
2). The main terms on the
right side of (3.52) are among the first two groups of terms involving F ,
i−1eiωkt
{
(u+k , F1) + (u
−
k , F 1)
}
. (3.53)
We denote the rest by Rk,
Rk = i
−1eiωkt
[
(u+k , F − F1) + (u−k , F − F 1)
+
[
(u+k , h) + (u
−
k , h) + (uk, R)a
]
Fθ
]
,
(3.54)
and rewrite (3.52) as
p˙k = i
−1eiωkt
{
(u+k , F1) + (u
−
k , F 1)
}
+Rk. (3.55)
Substituting F1 =
∑N
l,m=1 λQ(2ζlζ¯m+ζlζm) with ζl = zlu
+
l +z¯lu
−
l and using Convention
3.1, we get
i−1eiωkt
{
(u+k , F1) + (u
−
k , F 1)
}
=
N∑
l,m=1
i−1eiωkt
{
(λQu+k , 2ζlζ¯m + ζlζm)) + (λQu
−
k , 2ζlζ¯m + ζ¯lζ¯m)
}
=
∑
l,m∈Ω
clmk e
iωkt zlzm,
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for some purely imaginary constants clmk bounded by n. The phase factor of a typical
term eiωkt zlzm is ωk−ωl−ωm, which is nonzero by the observation for (3.50). Hence
we can define
pk,1− =
∑
l,m∈Ω
−iclmk
ωk − ωl − ωm e
iωkt zlzm, (3.56)
pk,1e =
∑
l,m∈Ω
iclmk
ωk − ωl − ωm e
i(ωk−ωl−ωm)t (p˙lpm + plp˙m), (3.57)
and we have ∑
l,m∈Ω
clmk e
iωkt zlzm = p˙k,1− + pk,1e.
Because pk,1e are of order n
2z3, we need to extract their leading terms. Substitute
(3.55) into (3.57) and collect terms. The leading terms in pk,1e are cubic polynomials
in zk and pk,1e can be rewritten as
pk,1e =
∑
l,m,n∈Ω
i−1eiωkt dlmjk,1 zlzmzj + gk,1, (3.58)
gk,1 =
∑
l,m∈Ω
iclmk
ωk − ωl − ωm e
i(ωk−ωl−ωm)t (Rlpm + plRm). (3.59)
Here dlmjk,1 are real constants bounded by n
2, and the error terms gk,1 are bounded by
|gk,1| ≤ Cmax
k,l,m
|clmk ||pl||Rm| ≤ Cnρmax
m
|Rm|. (3.60)
We conclude
p˙k − p˙k,1− = Rk +
∑
l,m,n∈Ω
i−1eiωkt dlmjk,1 zlzmzj + gk,1. (3.61)
Step 2 Integration of terms of the form nzη(2).
We now integrate i−1eiωkt(u+k , F4), which is part of the first term of Rk. Recall
F4 = 2λQ[(ζ + ζ¯)η
(2) + ζη¯(2)] with η(2) = U−1
∑
l,m∈Ω zlzmη˜lm. Denote
η′ =
∑
l,m∈Ω
zlzmη˜lm, (3.62)
where η˜lm are defined in (3.36) with ‖η˜lm‖L2
loc
. n. Recall Lemma 2.5 that U−1 =
(U+)
∗ − (U−)∗ conj and both U+ and U− commute with i and conjugation. Then
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η(2) = U−1η′ = (U+)
∗η′ − (U−)∗η¯′ and
(u+k , F4) = (2λQu
+
k (ζ + ζ¯), η
(2)) + (2λQu+k ζ¯ , η¯
(2))
= (2λQu+k (ζ + ζ¯), [(U+)
∗η′ − (U−)∗η¯′])
+ (2λQu+k ζ¯ , [((U+)
∗η¯′ − (U−)∗η′])
= (U+[2λQu
+
k (ζ + ζ¯)]− U−[2λQu+k ζ¯], η′) (3.63)
+ (U+[2λQu
+
k ζ¯]− U−[2λQu+k (ζ + ζ¯)], η¯′). (3.64)
Substituting ζ =
∑
j zju
+
j + z¯ju
−
j and η
′ =
∑
l,m∈Ω zlzmη˜lm, we can write
i−1eiωkt(u+k , F4) =
∑
l,m,j ∈Ω
dlmjk e
iωkt zlzmzj , (3.65)
for some coefficients dlmjk bounded by n
2. The phase factor of a typical term eiωkt zlzmzj
is ωk − ωl − ωm − ωj. By the observation for (3.50), it is nonzero unless one of |l|,
|m|, |j| is k and the other two are the same. In this exceptional case eiωkt zlzmzj is of
the form eiωkt zkzlz¯l = |pl|2pk. For fixed l > 0, there are six such terms if l 6= k, and
three terms if l = k. We denote the sum of their coefficients as Dkl,
Dkl = d
kl(−l)
k + d
k(−l)l
k + d
lk(−l)
k + d
(−l)kl
k + d
l(−l)k
k + d
(−l)lk
k , (l 6= k),
Dkk = d
kk(−k)
k + d
k(−k)k
k + d
(−k)kk
k .
(3.66)
The total of these zero-phase-factor terms is
∑N
l=1Dkl|pl|2pk. The other terms can be
integrated. Define
pk,2− =
∑
ωk−ωl−ωm−ωj 6=0
−idlmjk
ωk − ωl − ωm − ωj e
iωkt zlzmzj , (3.67)
gk,2 = −
∑
ωk−ωl−ωm−ωj 6=0
−idlmjk
ωk − ωl − ωm − ωj e
i(ωk−ωl−ωm−ωj)t
d
dt
(plpmpj) . (3.68)
We have
∑
l,m,j ∈Ω
dlmjk e
iωkt zlzmzj =
N∑
l=1
Dkl|zl|2pk + d
dt
(pk,2−) + gk,2, (3.69)
and
|gk,2| . (max |dlmjk |) ρ2maxj |p˙j| . n
2ρ2max
j
|p˙j|. (3.70)
We now compute ReDkl. We want to collect terms of the form Ce
iωktzlz¯lzk
from (3.63)–(3.64) with ImC 6= 0. Hence we only need to consider those η˜lm with
Im η˜lm 6= 0, i.e., l, m > 0. The only terms from η¯′ with resonance coefficients
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are
∑
m,j>0 zmzj η˜mj , which are of the form z¯mz¯j , with two bars. Hence the inte-
gral in (3.64) does not contain zlz¯lzk and is irrelevant. From the integral in (3.63),
we want to choose zlzk from η
′, i.e.,
∑
m,j>0 zmzj η˜mj , and choose zl from ζ or ζ¯ in
U+[2λQu
+
k (ζ+ ζ¯)]−U−[2λQu+k ζ¯ ]. (Recall (2.1) that (f, g) =
∫
f¯gdx.) For the second
part we get zlΦ˜kl where
Φ˜kl = U+2λQu
+
k (u
+
l + u
−
l )− U−2λQu+k u−l . (3.71)
Since η˜mj = η˜jm for m, j > 0, the terms with zlzk in
∑
m,j>0 zmzj η˜mj is (2−δlk)zkzlη˜kl.
Therefore, also using the definition (3.36) of η˜kl,
ReDkl = Re i
−1
∫
Φ˜kl(2− δlk)η˜kl dx
= −(2− δlk) Im
(
Φ˜kl,
1
A− ωk − ωl − 0i Pc
AΦkl
)
. (3.72)
Recall
Q = (1 +O(ε20))nφ0 +O(n
3), u+k = φk +O(n
2), u−k = O(n
2),
U+ = 1 +O(n
2), U− = O(n
2).
(3.73)
Hence, by (3.35) and (3.71),
Φkl = λQφkφl +O(n
3), Φ˜kl = 2λQφkφl +O(n
3), (3.74)
and we have
ReDkl = −2(2− δlk)(1 + o(1))n2 Im
(
φ0φkφl,
1
A− ωk − ωl − 0i Pc
A φ0φkφl
)
+O(n4).
(3.75)
By Assumption A2 and Lemma 2.5 (3), we have −ReDkl ≤ 5n2γ+0 and ReDkl ≤ Cn4
for all k, l > 0, and −ReDkk ≥ γ0n2. We conclude (3.47).
Step 3 Integration of other terms.
We now integrate other terms in (3.61) no smaller than n2z3. We first consider
the first group of terms in Rk defined in (3.54). Using F − F1 = F2 + F3 + F4 + F5
and removing i−1eiωkt(u+k , F4), we get
i−1eiωkt
{
(u+k , F2 + F3) + (u
−
k , F 2)
}
+ gk,3,
where
gk,3 = i
−1eiωkt
{
(u+k , F5) + (u
−
k , F 3 + F 4 + F 5)
}
. (3.76)
We have, using u−k = O(n
2) and the explicit form of F3 + F4,
|gk,3| . ‖F5‖L1
loc
+ n2 ‖F3 + F4‖L1
loc
. ‖F5‖L1
loc
+ n2(n2ρ3). (3.77)
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We now consider the second group of terms in Rk, see (3.54),
i−1eiωkt
[
(u+k , h) + (u
−
k , h) + (uk, R)a
]
Fθ. (3.78)
The only relevant terms are i−1eiωkt
[
(u+k , ζ) + (u
−
k , ζ)
]
Fθ. We move the other part to
error term,
gk,4 = i
−1eiωkt
[
(u+k , η) + (u
−
k , η) + (uk, R)a
]
Fθ. (3.79)
Note that (uk, R) = O(n) since uk ⊥ Q and R = Cn−2Q + O(n) by Lemma 2.1.
Also, |(u+k , η) + (u−k , η)| ≤ Cn2 ‖η‖L2
loc
since Re η ⊥ vk, Im η ⊥ uk, and the differences
between uk, vk, u
+
k , u
−
k are bounded by n
2. Hence
|gk,4| ≤ (n2 ‖η‖L2
loc
+ nρ2)|Fθ|. (3.80)
Using ζ =
∑
l zlu
+
l + z¯lu
−
l , we get
(u+k , ζ) + (u
−
k , ζ) =
∑N
l=1
(
C lkzl + C˜
l
kz¯l
)
,
where C lk = (u
+
k , u
+
l ) + (u
−
k , u
−
l ) and C˜
l
k = (u
−
k , u
+
l ) + (u
−
k , u
+
l ). Because u
+
k = φk +
O(n2) and u−k = O(n
2), see (3.73), we have
C lk = δ
l
k +O(n
2), C˜ lk = O(n
2).
Thus, terms no smaller than n2ρ3 in (3.78) are
i−1eiωkt
{
zkFθ,1 +
∑
l
[
(C lk − δlk)zl + C˜ lkz¯l
]
Fθ,2
}
, (3.81)
where Fθ,1 and Fθ,2 are leading parts of Fθ (3.16), (recall a = b+ a
(2))
Fθ,1 ≡ −[a + (c1R, ReF1 + F2)] · [1 + (c1R,R)b]−1 , (3.82)
Fθ,2 ≡ −[b + (c1R,ReF1)], (3.83)
and (3.78) is equal to gk,4 + (3.81) + gk,5 where
gk,5 = i
−1eiωkt
{
zk(Fθ − Fθ,1) +
∑
l
[
(C lk − δlk)zl + C˜ lkz¯l
]
(Fθ − Fθ,2)
}
. (3.84)
Since |Fθ − Fθ,2| ≤ |Fθ − Fθ,1|+ |Fθ,1 − Fθ,2|, we have
|gk,5| . ρ |Fθ − Fθ,1|+ n2ρ |Fθ,1 − Fθ,2| .
Recall (3.16) Fθ = − [a + (c1R, ReF )] · [1 + (c1R,R)a+ (c1R,Reh)]−1. Hence
Fθ − Fθ,1 = − (c1R, ReF3 + F4 + F5) · [1 + (c1R,R)b]−1
+
[a+ (c1R, ReF )] · [(c1R,R)a(2) + (c1R,Reh)]
[1 + (c1R,R)a+ (c1R,Reh)] · [1 + (c1R,R)b] . (3.85)
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Since R = Cn−2Q+O(n) and Reh ⊥ Q, we have |(c1R,Reh)| . n ‖h‖L1
loc
. Hence,
|Fθ − Fθ,1| . n−1 ‖F3 + F4 + F5‖L1
loc
+
[
|a|+ n−1 ‖F‖L1
loc
]
(ρ2 + n ‖h‖L1
loc
)
. n−1(n2ρ3 +X) + [ρ2 + n−1(nρ2 +X)](nρ+ n ‖η‖L2
loc
)
. nρ3 + n−1X.
Here we have used Lemma 3.2. We also have
Fθ,1 − Fθ,2 = −[a(2) + [c1R, ReF2)] · [1 + (c1R,R)b]−1
+ [a+ (c1R, ReF1 + F2)] · [1 + (c1R,R)b]−1 · (c1R,R)b. (3.86)
Hence
|Fθ,1 − Fθ,2| . (n2ρ2 + n−1 ‖F2‖L1
loc
) + (ρ2 + n−1 ‖F1 + F2‖L1
loc
)n−2ρ2.
Since ‖F1‖L1
loc
≤ nρ2 and ‖F2‖L1
loc
≤ ρ3, we have |Fθ,1 − Fθ,2| . n2ρ2 + n−1ρ3. Hence
gk,5 is bounded by
|gk,5| . ρ |Fθ − Fθ,1|+ n2ρ |Fθ,1 − Fθ,2|
. ρ(nρ3 + n−1X) + n2ρ(n2ρ2 + n−1ρ3)
. nρ4 + n4ρ3 + n−1ρX. (3.87)
Summarizing, we can rewrite eq. (3.61) as
d
dt
(pk − pk,1− − pk,2−) =
N∑
l=1
Dkl|zl|2pk + R˜k +
5∑
j=1
gk,j, (3.88)
where
R˜k = i
−1eiωkt
{ ∑
l,m,j ∈Ω
dlmjk,1 zlzmzj + (u
+
k , F2 + F3) + (u
−
k , F 2)
− zk 1
1 + (c1R,R)b
[a+ (c1R, ReF1 + F2)]
−∑l [(C lk − δlk)zl + C˜ lkz¯l] [b+ (c1R,ReF1)]
}
. (3.89)
We now integrate R˜k. Denote
B = (c1R,R)b, |B| ≤ Cn−2ρ2. (3.90)
Note that R˜k is of the form
ieiωkt
[
n−1b2 + bz + n−1bz2 + z3 + n−1zkz
3
]
, (3.91)
31
in the sense that
R˜k =
ieiωkt
1 +B
[
f(B)n−1b2 +
∑
j ∈Ω
f(B)bzj +
∑
j1,j2 ∈Ω
f(B)n−1bzj1zj2
+
∑
j1,j2,j3 ∈Ω
f(B)zj1zj2zj3 +
∑
j1,j2,j3 ∈Ω
f(B)n−1zkzj1zj2zj3
]
, (3.92)
where f(B) are polynomials in B with real coefficients bounded by one. We have
omitted their dependence on the summation indexes. The phase factors of the above
summands are
ωk, ωk ± ω|j1|, ωk ± ω|j1| ± ω|j2|, ωk ± ω|j1| ± ω|j2| ± ω|j3|, ±ω|j1| ± ω|j2| ± ω|j3|,
respectively. By the observation for (3.50), zero phase factor only occurs to bz and
z3 terms. Those terms with zero phase factor are
ifbk(B)
1 +B
eiωktbzk,
ifkl(B)
1 +B
eiωktzkzlz¯l.
The sum of these terms is equal to iJke
iωktzk = iJkpk, where
Jk(t) ≡ fbk(B)
1 +B
b+
N∑
l=1
fkl(B)
1 +B
|zl|2. (3.93)
They are real functions bounded by Cρ2. The other terms can be integrated. For
example, if j ∈ Ω, j 6= k, we have
if(B)
1 +B
eiωktbzj =
d
dt
(
if(B)
i(ωk − ωj)(1 +B)e
i(ωk−ωj)tbpj
)
− error,
where
error = ei(ωk−ωj)t
d
dt
(
if(B)
i(ωk − ωj)(1 +B)bpj
)
,
and it is bounded by
|error| . |b˙pj |+ |bp˙j|+ |bpjB˙|.
Note |B˙| = Cn−2|b˙|. We can integrate other terms similarly. Summing up, we get
R˜k = iJkpk +
d
dt
pk,3− + gk,6, (3.94)
where pk,3− is of the same form (3.91) as R˜k and, adding the estimates for the inte-
gration remainders for all five kinds of terms in (3.91), we get
|gk,6| . n−1(|bb˙|+ b2|B˙|) + (|b˙|ρ+max
j
|bp˙j|+ |bρB˙|)
+ n−1(|b˙|ρ2 +max
j
|bρp˙j |+ |bρ2B˙|)
+ (ρ2max
j
|p˙j|+ ρ3|B˙|) + n−1(ρ3max
j
|p˙j |+ ρ4|B˙|)
. ρ2max
j
|p˙j |+ ρ|b˙|. (3.95)
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Step 4 Final form. We now define
qk ≡ pk − pk,1− − pk,2− − pk,3−. (3.96)
Since pk,1− ∼ nz2, pk,2− ∼ n2z3 and pk,3− ∼ n−1b2 + bz + n−1bz2 + z3 + n−1zkz3, we
have
|pk − qk| ≤ |pk,1|+ |pk,2−|+ |pk,3−| ≤ Cnρ2. (3.97)
From (3.89) and (3.94) we have
q˙k =
∑
l=1,... ,N
Dkl|pl|2pk + iJkpk +
∑6
j=1gk,j
=
∑
l=1,... ,N
Dkl|ql|2qk + iJkqk + gk,
where
gk = gk,1 + · · ·+ gk,6 + gk,7, (3.98)
gk,7 ≡
∑
l=1,... ,N
Dkl
(|pl|2pk − |ql|2qk)+ iJk(pk − qk). (3.99)
Since Dkl = O(n
2) and Jk = O(ρ
2), we have
|gk,7| . n2ρ2(nρ2) + ρ2(nρ2) . nρ4. (3.100)
Collecting estimates, we have
|gk| .
7∑
j=1
|gk,j| . nρmax
m
|Rm|+ n2ρ2max
j
|p˙j|+ [‖F5‖L1
loc
+ n2(n2ρ3)]
+ (n2 ‖η‖L2
loc
+ nρ2) |Fθ|+ (nρ4 + n4ρ3 + n−1ρX)
+ (ρ2max
j
|p˙j |+ ρ|b˙|) + nρ4.
Using maxm |Rm| . ‖F − F1‖L1
loc
+ (ρ+ ‖η‖L2
loc
)|Fθ| and Lemma 3.2, we have
|gk| . nρ4 + n4ρ3 + nρ ‖F − F1‖L1
loc
+ (n2 ‖η‖L2
loc
+ nρ2)|Fθ|
+ ‖F5‖L1
loc
+ n−1ρX
. nρ4 + n4ρ3 + nρ(ρ3 +X) + (n2 ‖η‖L2
loc
+ nρ2)(ρ2 + n−1X)
+ (nρ4 + nρ
∥∥η(3)∥∥
L2
loc
+ X˜) + n−1ρX
. nρ4 + n4ρ3 + nρ
∥∥η(3)∥∥
L2
loc
+ ρ2 ‖η‖L2
loc
+ n ‖η‖2L2
loc
+
∥∥η3∥∥
L1
loc
.
Part 2. Ground state.
33
We have derived the main oscillatory terms of a(t) in (3.26)
a(t) = a(2)(t) + b(t), a(2) =
∑
k,l∈Ω
aklzkzl,
with b(t) given by (3.27). We have
b˙ = (c1Q, Im[F − F1]) + (c1Q, Imh)Fθ − A2,rmd, (3.101)
with A2,rmd given in (3.24),
A2,rmd = Im
N∑
k,l=1
{
e−i(ωk+ωl)siakl,3
d
ds
(pkpl) + e
−i(ωk−ωl)siakl,4
d
ds
(pkp¯l)
}
.
As for the excited states pk, we want to find a perturbation β(t) of b(t) so that
oscillatory terms no smaller than n2ρ4 on the right side of (3.101) are removed. We
have observed in Lemma 3.2 that |b˙| . nρ3+ nX and |(c1Q, Imh)| . n3 ‖h‖L1
loc
since
h ∈M is almost orthogonal to Q. Hence the right side of (3.101) is of the form
b˙ = n
{ /
z3 +
/
bz +
/
n−1bz2 +
/
n−2b2z +
/
nzη +
/
z2η(2) + z2η(3) + nη2 + (η3)loc
}
+ n3z
{ /
z2 +
/
b + n−1z(
/
z2 +
/
b ) +O(n−2ρ4)
}
+ n3ηFθ (3.102)
+ n2z
{ /
nz2 +
/
z3 +
/
bz +O(ρ4/n) + nzη + z2η + nη2 + (η3)loc + · · ·
}
.
Here (η3)loc means terms with same bound as ‖η3‖L1
loc
. We shall calculate the normal
form for b by integrating by parts those terms with orders which were crossed out.
Notice that there are resonant terms with crossed-out orders, explicitly, terms of the
form n2|zk|2|zl|2. These terms cannot be integrated by parts and will remain on the
right hand side. The final normal form equation is of the form (3.46). This procedure
is the same as that for excited states and we shall not repeat it in details but point
out a few key steps.
1. There are no terms of the form b2, b3 or |zk|2b in the first line of (3.102). Terms
of these forms are eliminated by the Im operator.
2. Terms of the form Czkzlb
j are oscillatory if k + l 6= 0. These terms can be
integrated. Similarly, by the observation for (3.50), terms of the form Czm1zm2zm3 ,
zmb and Czm1zm2zm3zm4zm5 are also oscillatory with nonzero phase factors. These
terms can be integrated.
3. Most terms of the form Czm1zm2zm3zm4 are oscillatory. The only terms with
zero phase factor, ωm1 + · · ·+ ωm4 = 0, are of the form C|zk|2|zl|2 by the observation
for (3.50). These terms cannot be integrated and will remain in the final equation.
Moreover, in order to survive the Im operator, these terms from F − F1 must have
complex coefficients, i.e., they must involve η(2) and are of the order nz2η(2).
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4. We need to integrate terms of the form n2zjη. They are from (c1Q, Im 2λQ[(ζ+
ζ¯)η + ζη¯]) in the first line of (3.102). Since there is only one zj involved, the Green’s
function is approximately [H0 − e0 ± (ej − e0)]−1 and is invertible in L2. Hence there
is no resonance with the continuous spectrum. This integration is carried out in
details in [19, p.193–195]. In contrast, resonant terms are of the form nzkzlη
(2) and
are mentioned in point 3.
In conclusion, we can find a perturbation β(t) of b(t) of the form
β = b+ Re
{∑
Cnzk1zk2zk3 + Cnzkb+ n
2(zkψk, η)
}
+ Re
∑
ωk1+···+ωk4 6=0
Czk1zk2zk3zk4 + Re
∑
ωk+ωl 6=0
Czkzlb (3.103)
+ Re
{
Czk1 · · · zk5/n+ Czk1 · · · zk6/n2
}
,
so that β(t) satisfies a normal form equation,
β˙ =
∑
1≤k≤l≤N
Bkl|zk|2|zl|2 + gb. (3.104)
Here C denote complex constants bounded by one, and ψk denote some explicit local
functions. Bkl are real constants bounded by n
2, and gb is an error term of the form
gb ∼ nz5 + n4z4 + nz2η(3) + n3z2η + n2η2 + nη3 + · · · ,
and we have the bounds |β − b| . nρ3 + n2ρ ‖η‖L2
loc
and
|gb| . nρ5 + n4ρ4 + nρ2
∥∥η(3)∥∥
L2
loc
+ n3ρ2 ‖η‖L2
loc
+ n2 ‖η‖2L2
loc
+ n
∥∥η3∥∥
L1
loc
. (3.105)
We now compute Bkl, the coefficients of |zk|2|zl|2. The main contribution comes
from (
c1Q, Imλζ
2η(2)
)
, (3.106)
where λζ2η(2) is from F5. Although there are terms from
(
c1Q, Im 2λζζ¯η
(2)
)
and
(c1Q, Im 2λQ[(ℓ + ℓ¯)η
(2) + ℓη¯(2)]) with ℓ = a(2)R + η(2), their coefficients are small of
order O(n4). Since η(2) =
∑
k,l∈Ω U
−1 zkzlη˜kl , and by (2.25) U
−1 = U∗+ − U∗− conj ,
the expression is (3.106) is a sum of terms of the form zk1zk2zk3zk4. Moreover, since
η˜kl has nontrivial imaginary part only if both k, l > 0, hence
η(2) =
∑
k,l>0
conj U∗+zkzlη˜kl −
∑
k,l>0
U∗−zkzlη˜kl + irrelevant terms.
To get |zk|2|zl|2 from Imλζ2η(2), the relevant terms in ζ2 are νkl(zku+k zlu+l ) and
νkl(z¯ku
−
k z¯lu
−
l ), where νkl ≡ 2− δlk. Therefore(
c1Q, Imλζ
2η(2)
)
=
∑
k,l>0
(
c1Q, Imλνkl(zku
+
k zlu
+
l ) z¯kz¯l conj U
∗
+η˜kl
)
+
∑
k,l>0
(
c1Q, Imλνkl(z¯ku
−
k z¯lu
−
l ) zkzl(−1)U∗−η˜kl
)
+ (*),
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where (*) denotes terms of the form zk1zk2zk3zk4 with ωk1 + · · ·+ ωk4 6= 0. Irrelevant
terms with ωk1 + · · · + ωk4 = 0 are eliminated by the Im operator. Moreover, we
can disregard the second sum since U− = O(n
2) is smaller than U+. By (3.73) and
η˜kl = O(n), we have
Bkl =
(
U+
(
c1Qλνklu
+
k u
+
l
)
, − Im η˜kl
)
+O(n4)
= c1νkl
(
U+ (λQφkφl) , Im
1
A− ωk − ωl − 0i Pc
AΦkl
)
+O(n4).
In view of (3.72)–(3.75), we have
Bkl = −c1
2
ReDkl +O(n
4). (3.107)
The proof of Lemma 3.3 is complete. Q.E.D.
3.4 Main estimates
Theorem 3.1 can be proved using the following proposition and a continuity argument.
Recall ρ(t) ≡ [ρ−20 +N−1γ0n2t]−1/2, Λ(t) = (1 + s)−1/2ρ2(s), and D = 6N |c1|γ+0 /γ0.
Proposition 3.4 Suppose the assumptions of Theorem 3.1 hold. Suppose for a fixed
T > 0 we can find the best approximation QE(T ) of ψ(T ), i.e., aE(T ) = 0 in the
decomposition (3.1) of ψ(T ) with E = E(T ). Define
MT ≡ sup
0≤t≤T
max
{
ρ(t)−1(
∑N
k=1|zk(t)|2)1/2, 2D−1ρ−2(t)|a(t)|,
n−4/5ρ(t)−8/5 ‖η(t)‖L5 , [Λ(t) + n1/3ρ8/3(t)]−1
∥∥η(3)(t)∥∥
L2
loc
,
2(3D)−1ρ−20 |E(T )−E0|
}
.
(3.108)
Suppose, furthermore, MT ≤ 2. Then we have MT ≤ 3/2.
Proof: Since MT ≤ 2, we have |E(T )−E0| ≤ 3Dρ20 and, for t ∈ [0, T ],
(
∑N
k=1|zk(t)|2)1/2 ≤ 2ρ(t), |a(t)| ≤ Dρ(t)2,
‖η(t)‖L5 ≤ 2n4/5ρ(t)8/5,∥∥η(3)(t)∥∥
L2
loc
≤ 2Λ(t) + 2n1/3ρ8/3(t).
(3.109)
Since η = η(2) + η(3),
∥∥η(2)∥∥
L2
loc
. nρ2 and ρ ≤ ε0n,
‖η(t)‖L2
loc
≤ Cnρ2 + ∥∥η(3)(t)∥∥
L2
loc
≤ Cnρ2 + 2Λ(t). (3.110)
Note that Λ(t) ≤ ρ2 by its definition. Therefore ‖η(t)‖L2
loc
≤ Cρ2, ‖η(t)‖L2
loc
∩L5 ≤
Cn2/5ρ8/5, and the assumptions of Lemmas 3.2 and 3.3 are satisfied with ρ = ρ(t).
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We have, using Lemma 2.2, (3.4) and (3.109),
|E(T )− E0| ≤ |E(T )− E(0)|+ |E(0)− E0| ≤ 98 [|aE(T )(0)|+ |aE0|] ≤ 94Dρ20.
(3.111)
Since ‖ψ(t)‖L2 = ‖ψ0‖L2 ≪ 1, we have ‖η(t)‖L2 ≪ 1. By Ho¨lder inequality,∥∥η3∥∥
L5/4
. ‖η‖2/3L2 ‖η‖7/3L5 . o(1)(n4/5ρ(t)8/5)7/3 = o(1)n28/15ρ56/15,∥∥η3∥∥
L1
. ‖η‖4/3L2 ‖η‖5/3L5 . o(1)(n4/5ρ(t)8/5)5/3 = o(1)n4/3ρ8/3,∥∥η3∥∥
L1
loc
. ‖η‖4/3
L2
loc
‖η‖5/3L5 . ‖η‖4/3L2
loc
n4/3ρ8/3.
(3.112)
Recall X˜ = ρ2 ‖η‖L2
loc
+ n ‖η‖2L2
loc
+ ‖η3‖L1
loc
and X . nρ ‖η‖L2
loc
+ X˜ . We have
ρ2 ‖η‖L2
loc
+ n ‖η‖2L2
loc
. ρ2(nρ2 + Λ) + n(nρ2 + Λ)2 . nρ4 + ρ2Λ + nΛ2. (3.113)
Since ‖η3‖L1
loc
≪ ρ2 ‖η‖L2
loc
by (3.112), we have
X˜ . nρ4 + ρ2Λ + nΛ2, X . n2ρ3 + nρΛ + nΛ2. (3.114)
We now estimate η(t). Recall from (3.33), (3.31) that η(t) = U−1e−iθ(t)η˜(t) and
η˜(t) = UetLη(0) +
∫ t
0
e−iA(t−s)Pc
A Fη(s) ds.
By Lemma 3.2, (3.109), (3.112), ‖η(t)‖L2
loc
≤ Cρ2, and ‖η(t)‖L2
loc
∩L5 ≤ Cn2/5ρ8/5,
‖Fη‖L5/4 . nρ2 + nρ ‖η‖L2loc + n ‖η‖
2
L2
loc
∩L5 +
∥∥η3∥∥
L5/4
+ n2ρ2 ‖η‖L5
. nρ2 + nρ(ρ2) + n(n2/5ρ8/5)2 + n28/15ρ56/15 + n2ρ2(n4/5ρ8/5) . nρ2.
Using (3.5) for η(0), the decay estimates of etL and e−itA, and the boundedness in
Sobolev spaces of U and U−1 from Lemma 2.5, we have
‖η(t)‖L5 ≤
∥∥etLη(0)∥∥
L5
+ C
∫ t
0
|t− s|−9/10 ‖Fη(s)‖L5/4 ds
≤ n4/5ρ8/5 + C
∫ t
0
|t− s|−9/10nρ(s)2 ds ≤ n4/5ρ(t)8/5 + Cn4/5ρ2r0 ρ9/5−2r,
for any r > 0. Here we have used ρ(s) = Cn−1(∆t+ s)−1/2 with ∆t = Cn−2ρ−20 and∫ t
0
|t− s|−9/10(∆t+ s)−1 ds ≤ ∆t−r(∆t + t)−9/10+r, (3.115)
for any r > 0. Taking 2r = 1/5, we get ‖η(t)‖L5 ≤ 32n4/5ρ(t)8/5.
We now consider the L2loc estimates of η. Recall η
(3) = η
(3)
1 + · · · + η(3)4 . The
estimate of η
(3)
1 is by (3.5) and that U
−1e−iθU = e−iθ +O(1)[i, U ] = e−iθ +O(n2),∥∥∥η(3)1 (t)∥∥∥
L2
loc
≤ (1 + o(1))Λ(t).
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By the singular decay estimate (2.30) in Lemma 2.5 and the definition (3.36) of η˜kl
with η˜kl = O(n), we have∥∥∥η(3)2 (t)∥∥∥
L2
loc
. nρ20(1 + t)
−3/2 ≪ Λ(t),
∥∥∥η(3)3 (t)∥∥∥
L2
loc
.
∫ t
0
〈t− s〉−3/2 n(ρ2|θ˙|+ ρmax
k
|p˙k|) ds.
By the bounds of θ˙ and maxj |p˙j | in Lemma 3.2, and Λ ≤ ρ2, we have
n(ρ2|θ˙|+ ρmax
k
|p˙k|) . nρ2(ρ2 + n−1X) + nρ(nρ2 +X) . n2ρ3 + nρX
. n2ρ3 + nρ(n2ρ3 + nρΛ + nΛ2) . n2ρ3.
Hence ∥∥∥η(3)3 (t)∥∥∥
L2
loc
.
∫ t
0
〈t− s〉−3/2 n2ρ3(s) ds . n2ρ3(t).
Finally, by Lemma 3.2, (3.112), ‖η(t)‖L2
loc
∩L5 ≤ Cn2/5ρ8/5, and Λ ≤ ρ2,
‖Fη,3‖L5/4∩L1 . ρ3 + nρ ‖η‖L2
loc
+ n ‖η‖2L2
loc
∩L5 +
∥∥η3∥∥
L5/4∩L1
+ n2ρ2 ‖η‖L5
. ρ3 + nρ(nρ2 + Λ) + n(n2/5ρ8/5)2 + o(1)n4/3ρ8/3 + n2ρ2(n4/5ρ8/5)
. ρ3 + n4/3ρ8/3 + nρΛ.
Hence, bounding the integrand of η
(3)
4 by either L
∞ or L5-norm, we have∥∥∥η(3)4 (t)∥∥∥
L2
loc
≤
∫ t
0
min
{|t− s|−3/2, |t− s|−9/10} ‖Fη,3(s)‖L5/4∩L1 ds
.
∫ t
0
min
{|t− s|−3/2, |t− s|−9/10} [ρ3 + n4/3ρ8/3 + nρΛ](s) ds
. [ρ3 + n4/3ρ8/3 + nρΛ](t).
Summing the estimates, we conclude
∥∥η(3)(t)∥∥
L2
loc
≤
4∑
j=1
∥∥∥η(3)j ∥∥∥
L2
loc
≤ 5
4
Λ + Cρ3 + Cn4/3ρ8/3 ≤ 5
4
(Λ(t) + n1/3ρ8/3)(t).
We now estimate the error terms gk and gb. Using ρ ≤ ε0n, (3.48), (3.49), (3.109)–
(3.114) and Λ ≤ ρ2, we have
|gk| . nρ4 + n4ρ3 + nρ
∥∥η(3)∥∥
L2
loc
+ X˜
. nρ4 + n4ρ3 + nρ(Λ + n1/3ρ8/3) + (nρ4 + ρ2Λ + nΛ2)
. (ε
2/3
0 + n
2)n2ρ3 + nρΛ. (3.116)
38
|gb| . nρ5 + n4ρ4 + nρ2
∥∥η(3)∥∥
L2
loc
+ n3ρ2 ‖η‖L2
loc
+ n2 ‖η‖2L2
loc
+ n
∥∥η3∥∥
L1
loc
. nρ5 + n4ρ4 + nρ2(Λ + n4/3ρ8/3) + n3ρ2(nρ2 + Λ) + n2(nρ2 + Λ)2
+ n(nρ2 + Λ)4/3n4/3ρ8/3
. (ε
2/3
0 + n
2)n2ρ4 + nρ2Λ. (3.117)
We now estimate a(t). By (3.44) of Lemma 3.3 we have
|β − a| ≤ |β − b|+ |b− a| ≤ (Cnρ3 + Cn2ρ ‖η‖L2
loc
) + Cn2ρ2.
Since ‖η‖L2
loc
. ρ2, we get |β − a| ≤ Cn2ρ2. Since a(T ) = 0, we have |β(T )| =
|β(T )− a(T )| ≤ Cn2ρ2(T ). Using (3.46) and (3.117) for gb, we have
|β(t)| ≤ |β(T )|+
∫ T
t
∑
|Bkl||zk|2|zl|2 + |gb(s)|ds
≤ Cn2ρ2(T ) +
∫ T
t
(max
k,l
|Bkl|)ρ4 + C
[
(ε
2/3
0 + n
2)n2ρ4 + nρ2Λ
]
(s)ds
≤ 1
2
Dρ2(t) + o(1)ρ2(t) ≤ 5
8
Dρ2(t).
Here we have used ρ(s) = (ρ−20 +N
−1γ0n
2s)−1/2 and (maxk,l |Bkl|)/(N−1γ0n2) ≤ D/2.
We also have used Λ(s) = n1/2(1 + s)−1/2ρ2(s), ρ(s) = Cn−1(∆t + s)−1/2 with ∆t =
C(nρ0)
−2, and the following estimate: for t ≥ 0 and ∆t ≥ 1, m, r > 0, m+ r > 1,∫ ∞
t
(∆t + s)−m(1 + s)−rds ≤
∫ ∞
t
(∆t + s)−m−rds ≤ C(∆t + s)−m−r+1. (3.118)
Hence
|a(t)| ≤ |β(t)|+ |a(t)− β(t)| ≤ 5
8
Dρ2(t) + Cn2ρ2(t) ≤ 3
4
Dρ2(t).
We now estimate the excited states zk(t). For their initial value, we have
‖(ζE − ζE0)(0)‖ ≤ Cn−1(ρ0/n)|E −E0| ≤ Cn−2ρ30, (3.119)
by (2.3) of Lemma 2.2 and |E −E0| ≤ 3Dρ20. In particular, (
∑N
k=1 zk,E(0)
2)1/2 ≤ 5
8
ρ0
by (3.4). Let fk = |qk|2. By (3.44), f(0) ≤ 12ρ20. By (3.45) and that Jk(t) are real, we
have
f˙k =
N∑
l=1
2ReDkl fl fk + 2Re q¯kgk, (k = 1, . . . , N). (3.120)
Let f = f1 + · · ·+ fN . Since |ReDkl| ≤ 5γ+0 n2, summing (3.120) over k we get
|f˙ | ≤ (10γ+0 n2)f 2 + 2N max
k
|qkgk| ≤ Cn2ρ4 + Cρ((ε2/30 + n2)n2ρ3 + nρΛ),
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by (3.116). Let t0 = n
−3 ≪ n−2ρ−20 . For t ∈ [0, t0], Λ(t) ≤ ρ20(1 + t)−1/2 and
|f(0)− f(t)| .
∫ t
0
n2ρ4 + nρ2Λds . n2ρ40t0 + nρ
4
0
√
t0 ≪ ρ20,
since t0 ≪ n−2ρ−20 . We conclude f(t) ∼ f(0) for t ∈ [0, t0]. For t ≥ t0, we have
|gk(t)| . (ε2/30 + n2)n2ρ3 + nρΛ . (ε2/30 + n1/2)n2ρ3. (3.121)
Since the positive part of ReDkl is bounded by n
4 and ReDkk ≤ −γ0n2, we have
f˙ ≤ −
N∑
k=1
2γ0n
2f 2k + Cn
4f 2 + 2N max
k
|qkgk| ≤ − 3
2N
γ0n
2f 2 + 2N max
k
|qkgk|.
Using ρ2(t) = (ρ−20 +N
−1γ0n
2t)−1 and (3.121), we have
d
dt
(ρ2) = −N−1γ0n2ρ4 ≥ − 3
2N
γ0n
2(ρ2)2 + 2N max
k
|qkgk|.
Since we have shown previously that ρ2(t) ≥ f(t) for t ∈ [0, t0], in particular ρ2(t0) ≥
f(t0), we have ρ
2(t) ≥ f(t) for all t ≥ t0 by comparison principle. Thus we have
ρ2(t) ≥ f(t) for all t ≥ 0. Q.E.D.
We now prove Theorem 3.1 using Proposition 3.4 and a continuity argument.
Proof of Theorem 3.1: By the assumption of Theorem 3.1, we haveMT ≤ 3/2
for T = 0. Denote by J the set of all T such that we can find a best approximation
QE(T ) of ψ(T ) and we have MT ≤ 3/2 with respect to E = E(T ). Clearly J is a
closed interval containing 0 by the continuity of the Schro¨dinger equations.
Suppose T ′ ∈ J . By continuity there is a δ > 0 which may depend on ψ0 and T ′
such that, for all T ∈ [T ′, T ′ + δ], there is a best approximation QE(T ) of ψ(T ), and
with respect to E = E(T ) we have MT ≤ 2. By Proposition 3.4, we have MT ≤ 3/2.
Hence (0, T ′ + δ) ⊂ J . This shows the right end of J is open and hence J = [0,∞).
For t < T , we have |E(t) − E(T )| ≤ 5
4
|aT (t)| ≤ Dρ(t)2 by Lemma 2.2 and
Proposition 3.4. This uniform bound shows E(t) has a unique limit E∞ as t → ∞
and |E(t)−E∞| ≤ Dρ(t)2. By continuity of MT in T we have M∞ ≤ 3/2.
Finally we prove the lower bound (3.8). If (
∑N
k=1 ‖ζk‖2L2)1/2 ≥ 14ρ0, we have
f(0) ≥ Cρ20. We have shown previously that f(t) ∼ f(0) for t ≤ t0. Summing (3.120)
over k and using the error estimates, we have, for t ≥ t0,
f˙ ≥ −10γ+0 n2f 2 + 2N max
k
|qkgk| ≥ −12γ+0 n2f 2.
By a similar comparison argument we have f(t) ≥ (f(t0)−1+12γ+0 n2(t−t0))−1. Hence
f(t) ≥ Cρ2(t) for all t ≥ 0. This completes the proof of Theorem 3.1. Q.E.D.
We remark that, since Bkl are (almost) positive, β(t) and hence a(t) are increasing
as t→∞. This shows that the ground state gains energy from excited states even in
the stabilization regime.
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4 Transition Regimes
In this section we study the dynamics in the transition regime. We will prove Theorem
1.1 using Theorem 3.1. In this regime the natural operator is H0 = −∆+ V and the
natural decomposition is
ψ = x0φ0 + · · ·+ xNφN + ξ, ξ ∈ Hc(H0).
4.1 Equations
Recall H0 = −∆+ V has N +1 simple eigenvalues ek, k = 0, . . . N , with correspond-
ing normalized eigenvectors φk: H0φk = ekφk, ‖φk‖2 = 1. We can decompose the
solutions ψ(t) = ψ(t, x) respect to H0:
ψ(t) = χ(t) + ξ(t), χ(t) =
N∑
k=0
xk(t)φk, (4.1)
where xk(t) ∈ C and ξ(t) ∈ Hc(H0). Substituting (4.1) into (1.1), we obtain the
following system for these components:{
ix˙k = ekxk + (φk, G), (k = 0, · · · , N),
i∂tξ = H0ξ + PcG, G = λψ
2ψ¯,
(4.2)
with initial conditions xk(0) = x
0
k and ξ(0) = ξ0. From these equations we find that
each xk(t) is oscillatory with a main oscillation factor e
−iekt. We say that the phase
factor of xk is −ek. Define uk(t) by
xk(t) = e
−iekt uk(t). (4.3)
The function uk(t) has the same magnitude as xk(t) but is not as oscillatory. In
particular, |u˙k| is smaller than |x˙k|. We shall study the following system for uk and
ξ, which is equivalent to (4.2):
u˙k(t) = e
iekt (φk, G(t)), (k = 0, . . . , N), (4.4)
ξ(t) = e−iH0tξ0 +
∫ t
0
e−iH0(t−s) Pci
−1G(s) ds, G = λψ2ψ¯. (4.5)
4.2 Decompositions of G and ξ
It is useful to decompose various terms according to their orders in n, so that we can
identify the main terms. We expect that xk = O(n) and ξ = O(n
3) locally after an
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initial layer of time. We first decompose G = ψ2ψ¯. Using (4.1) that ψ = χ + ξ with
χ =
∑N
k=0xkφk, we decompose G as
G = λψ2ψ¯ = λ(χ+ ξ)2(χ¯+ ξ¯) = G3 +G5 +G7, (4.6)
where
G3 = λχ
2χ¯, (4.7)
G5 = λχ
2ξ + 2λ|χ|2ξ, (4.8)
G7 = λχξ
2 + 2λχ|ξ|2 + λξ2ξ¯. (4.9)
Note that G3 = O(n
3), G5 = O(n
5) and G7 = O(n
7).
We now identify the main term of ξ using the integral equation (4.5). The main
term of the integrand is i−1G3. Using (4.3) and factoring out the main phase factors
in G3 we have
G3(t) =
N∑
l,m,j=0
ei(−el−em+ej)t ulumu¯j(t)φlmj , (4.10)
where
φlmj = λφlφmφj. (4.11)
We now integrate by parts a typical term in i−1G3:∫ t
0
e−iH0(t−s) Pci
−1ei(−el−em+ej)s ulumu¯j(s)φlmj ds
= lim
r→0+
i−1e−iH0t
∫ t
0
eis(H0−el−em+ej−ri) ulumu¯j(s)Pcφlmj ds
= lim
r→0+
i−1e−iH0t
1
i(H0 − el − em + ej − ri){[
eiH0s ei(−el−em+ej)s ulumu¯j(s)Pcφlmj
]t
0
−
∫ t
0
eiH0s ei(−el−em+ej)s
d
ds
(ulumu¯j) Pcφlmj ds
}
.
We need to take a limit since H0 + ej − el − em may not be invertible. Define
Kjlm ≡ limr→0+
1
H0 − el − em + ej − ri Pc. (4.12)
ξjlm ≡ −KjlmPcφlmj. (4.13)
42
Kjlm are bounded operators in B(L2r , L2−r′) with r, r′ > 1/2 and r + r′ > 2, see [8].
Hence we have ξjlm ∈ L2−r′ . We may have ξjlm 6∈ L2 and Im ξjlm 6= 0 only if
ej − el − em < 0, (4.14)
in particular j < l,m. We can now rewrite the above integral as
xlxmx¯j(t) ξ
j
lm − xlxmx¯j(0) e−iH0t ξjlm
−
∫ t
0
e−iH0(t−s) ei(−el−em+ej)s
d
ds
(ulumu¯j) ξ
j
lm ds.
Note that the choice r → 0+, instead of r → 0−, ensures the local decay of
e−iH0t ξjlm = −e−iH0tKjlmPcφlmj and of the last integral, see Lemma 2.3.
Summing these terms over l, m, j, we can decompose ξ(t) as
ξ(t) = ξ(2)(t) + ξ(3)(t) = ξ(2) +
(
ξ
(3)
1 + · · ·+ ξ(3)5
)
, (4.15)
where ξ(2)(t) is the main part of ξ(t),
ξ(2)(t) =
N∑
l,m,j=0
xlxmx¯j(t) ξ
j
lm, (4.16)
and ξ(3)(t) = ξ
(3)
1 + · · ·+ ξ(3)5 is the rest,
ξ
(3)
1 (t) = e
−iH0tξ0,
ξ
(3)
2 (t) = −e−iH0tξ(2)(0),
ξ
(3)
3 (t) = −
∫ t
0
e−iH0(t−s) Pc
N∑
l,m,j=0
ei(−el−em+ej)s
d
ds
(ulumu¯j) ξ
j
lm ds,
ξ
(3)
4 (t) =
∫ t
0
e−iH0(t−s) Pci
−1
(
G−G3 − λξ2ξ¯
)
ds,
ξ
(3)
5 (t) =
∫ t
0
e−iH0(t−s) Pci
−1
(
λξ2ξ¯
)
ds.
(4.17)
We single out λ|ξ|2ξ since it is the only non-local term in G−G3.
We have the following estimates for nonlinear terms.
Lemma 4.1 Suppose, for a fixed time t, for some n ≤ n0,
|xk(t)| ≤ 2n, ‖ξ(t)‖L2
loc
∩L5 ≤ 2n, ‖ξ(t)‖L2 ≪ 1. (4.18)
We have
‖G7‖L1
loc
. n ‖ξ‖2L2
loc
+ ‖ξ‖4/3
L2
loc
‖ξ‖5/3L5 ,
‖G5 +G7‖L1
loc
. n2 ‖ξ‖L2
loc
,
‖G‖L1
loc
+max
k
|u˙k| . n3,∥∥G5 +G7 − λξ2ξ¯∥∥L1∩L5/4 . n2 ‖ξ‖L2loc .
(4.19)
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Proof: For the nonlocal term λξ2ξ¯ we have, using Ho¨lder inequality,∥∥λξ2ξ¯∥∥
L5/4
. ‖ξ‖2/3L2 ‖ξ‖7/3L5 ,
∥∥λξ2ξ¯∥∥
L1
. ‖ξ‖4/3L2 ‖ξ‖5/3L5 . (4.20)
Similarly,
∥∥λξ2ξ¯∥∥
L1
loc
. ‖ξ‖4/3
L2
loc
‖ξ‖5/3L5 . Using the definition (4.9) of G7, we have
‖G7‖L1
loc
. n ‖ξ‖2L2
loc
+ ‖ξ‖4/3
L2
loc
‖ξ‖5/3L5 .
By (4.7) and (4.8), we have ‖G3‖ . n3 and ‖G5‖ . n2 ‖ξ‖L2
loc
. By (4.18),
‖G5 +G7‖L1
loc
. n2 ‖ξ‖L2
loc
+ n ‖ξ‖2L2
loc
+ ‖ξ‖4/3
L2
loc
‖ξ‖5/3L5 . n2 ‖ξ‖L2loc ,
and ‖G‖L1
loc
≤ ‖G3‖L1
loc
+ ‖G5 +G7‖L1
loc
. n3 + n2 ‖ξ‖L2
loc
. n3. Since |u˙k| ≤ ‖G‖L1
loc
by (4.4), the estimate for u˙k follows. Finally, G7 − λξ2ξ¯ is of the form nξ2 and∥∥G7 − λξ2ξ¯∥∥L1∩L5/4 . n ‖ξ‖2/3L2
loc
∩L5
‖ξ‖4/3
L2
loc
. n2 ‖ξ‖L2
loc
by (4.18). Since ‖G5‖L1∩L5/4 . n2 ‖ξ‖L2
loc
, the last estimate follows. Q.E.D.
4.3 Normal forms for equations of bound states
Recall we write xk(t) = e
−iektuk(t). In this subsection we derive the normal form for
the equations of u˙k, where terms of different phase factors are removed.
Lemma 4.2 (Normal form) Suppose for some n ≤ n0,
|xk(t)| ≤ 2n, ‖ξ(t)‖L2
loc
∩L5 ≤ 2n, ‖ξ(t)‖L2 ≪ 1. (4.21)
There are perturbations µk(t) of uk(t), k = 0, 1, . . . , N , to be defined in (4.39), satis-
fying
|uk(t)− µk(t)| ≤ Cn3, (4.22)
such that
µ˙k =
N∑
l=0
ckl |µl|2µk +
N∑
a,b=0
dkab |µa|2|µb|2µk + gk. (4.23)
Here gk are error terms, to be defined in (4.40), satisfying
|gk(t)| . n7 + n2
∥∥ξ(3)∥∥
L2
loc
+ n ‖ξ‖2L2
loc
+ ‖ξ‖4/3
L2
loc
‖ξ‖5/3L5 . (4.24)
All coefficients ckl and d
k
ab are bounded by one. The coefficients c
k
l are purely imagi-
nary. The real parts of dkab are given by
Re dkab = (2− δba)γkab − 2(2− δbk)γakb, (4.25)
where, with φabk = λφaφbφk,
γkab ≡ Im
(
φabk,
1
H0 − ea − eb + ek − 0i Pc φabk
)
≥ 0. (4.26)
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Note γkab may be positive only if ea − eb + ek < 0, in particular k < a, b. By
assumption A2 we have γ0kk ≥ γ0 > 0 for k > 0. The first part of Re dkab is positive
and the second part negative. If k = 0, γakb = 0 for all a, b, hence Re d
k
ab ≥ 0. If
k = N , γkab = 0 for all a, b, hence Re d
k
ab ≤ 0. For intermediate k the sign of Re dkab
depends on the relative size of these coefficients. Let fk = |µk|2, k = 0, . . . , N . Since
d
dt
|µ|2 = 2Re µ¯µ˙ and ckl are purely imaginary, we have
f˙k =
N∑
a,b=0
2(Re dkab) fafbfk + 2Re µ¯kgk. (4.27)
The example 1 in §1 follows by letting N = 2, x = µ0, y = µ1 and z = µ2.
Proof: Recall (4.4) that
u˙k = i
−1eiekt (φk, G) , (k = 0, · · · , N). (4.28)
We now proceed to derive the normal form in two steps.
Step 1 Integration of terms of order n3.
Substituting G = G3 +G5 +G7 and the expression (4.10) for G3, we get
u˙k(t) =
N∑
l,m,j=0
i−1eiektxlxmx¯j(t)(φk, φlmj) +Rk (4.29)
=
N∑
l,m,j=0
i−1ei(ek−el−em+ej)tulumu¯j(t)(φk, φlmj) +Rk,
Rk = i
−1eiekt(φk, G5 +G7)(t).
By assumption A3,
ek − el − em + ej 6= 0, (4.30)
unless the two sets {k, n} and {l, m} are the same. Hence
u˙k(t) =
N∑
l=0
ckl |ul|2uk +
∑
(4.30)
i−1ei(ek−el−em+ej)tulumu¯j(t)(φk, φlmj) +Rk, (4.31)
where ckl are purely imaginary constants defined by
ckl = 2i
−1(φk, φllk), (k 6= l); ckk = i−1(φk, φkkk).
Terms in the second group of (4.31) are oscillatory and can be integrated. Define
uk,1 = uk − u−k,1,
where
u−k,1(t) =
∑
(4.30)
i−1ei(ek−el−em+ej)t
i(ek − el − em + ej)ulumu¯j(t)(φk, φlmj),
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gk,1(t) = −
∑
(4.30)
i−1ei(ek−el−em+ej)t
i(ek − el − em + ej)
d
dt
(ulumu¯j) (t)(φk, φlmj).
We have
u˙k,1 = u˙k − u˙−k,1 =
N∑
l=0
ckl |ul|2uk +Rk + gk,1.
We further define
gk,2 =
N∑
l=0
ckl
{|ul|2uk − |ul,1|2uk,1} .
We have
u˙k,1 =
N∑
l=0
ckl |ul,1|2uk,1 + i−1eiekt(φk, G5 +G7) + gk,1 + gk,2. (4.32)
Step 2 Integration of terms of order n5.
We next integrate O(n5) terms. We first decompose gk,1 and gk,2 since they contain
O(n5) terms. Using their explicit form we can decompose them as
gk,1 = e
iektgk,1,5 + gk,1,7, (4.33)
gk,2 = e
iektgk,2,5 + gk,2,7, (4.34)
where gk,1,7 and gk,2,7 are higher order terms with
|gk,1,7| . n2max
j
|Rj |, |gk,2,7| . n7. (4.35)
gk,1,5 and gk,2,5 are explicit homogeneous polynomials of degree 5 of the form
C xl1 xl2 xl3 x¯l4 x¯l5 , (4.36)
where lj ∈ {0, . . . , N} and C is a purely imaginary coefficient. The claim on gk,1,5
can be seen by substituting (4.29) into d
dt
(ulumu¯j) in the definition of gk,1. The claim
on gk,2,5 can be seen from the definitions of gk,2 and u
−
k,1.
We next decompose i−1eiekt(φk, G5). Recall G5 = λχ
2ξ + 2λ|χ|2ξ with χ =∑N
l=0 xlφl. Using the decomposition ξ = ξ
(2) + ξ(3) with ξ(2) =
∑N
l,m,j=0 xlxmx¯j ξ
j
lm,
we can decompose
G5 = G5,1 +G5,2 +G5,3,
where
G5,1 = λχ
2
N∑
l,m,j=0
x¯lx¯mxj (−i Im ξjlm) + 2λ|χ|2
N∑
l,m,j=0
xlxmx¯j (i Im ξ
j
lm),
G5,2 = λχ
2
N∑
l,m,j=0
x¯lx¯mxj (Re ξ
j
lm) + 2λ|χ|2
N∑
l,m,j=0
xlxmx¯j (Re ξ
j
lm),
G5,3 = λχ
2ξ
(3)
+ 2λ|χ|2ξ(3).
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Recall that Im ξjlm 6= 0 only if ej − el − em < 0. The term G5,3 will be shown to
be smaller than G5,1 and G5,2. Both G5,1 and G5,2 are homogeneous polynomials of
degree 5 of the form (4.36). However, the coefficients C of G5,2 are real-valued L
2
loc
functions, while those of G5,1 are purely imaginary.
We can now rewrite (4.32) as
u˙k,1 =
N∑
l=0
ckl |ul,1|2uk,1 + R˜k +
(
i−1eiekt(φk, G5,3 +G7) + gk,1,7 + gk,2,7
)
,
where R˜k consist of terms of order O(n
5),
R˜k = e
iekt
{
i−1(φk, G5,1 +G5,2) + gk,1,5 + gk,2,5
}
. (4.37)
Inside the bracket are polynomials in xl and x¯l, l = 0, . . . , N . The only terms with real
coefficients are those from G5,1. As in Step 1, the above expression can be separated
into two groups: those with zero phase factor and those with non-zero phase factors.
The phase factor of a typical term in the above expression is of the form
ek − el1 − el2 − el3 + el4 + el5 ,
where lj ∈ {0, . . . , N}. To get zero, we must have the form ek − ek − ea− eb+ ea+ eb
for some a, b by assumption A3. Thus a typical term in the first group is of the form
Ceiektxkxaxbx¯ax¯b = C|ua|2|ub|2uk.
We can integrate by parts those terms with non-zero phase factors as in Step 1.
The other terms remain. Hence we can rewrite R˜k as
R˜k =
N∑
a,b=0
dkab |ua|2|ub|2uk +
d
dt
(u−k,2) + gk,3,
for some order one constants dkab, some explicit homogeneous polynomials u
−
k,2 of
degree 5, and remainder terms gk,3 with
|gk,3| . n4max
j
|u˙j|. (4.38)
We will identify Re dkab in a moment. Define
µk ≡ uk,1 − u−k,2 = uk − u−k,1 − u−k,2. (4.39)
We have
µ˙k = u˙k,1 − u˙−k,2
=
N∑
l=0
ckl |ul,1|2uk,1 +
N∑
a,b=0
dkab |ua|2|ub|2uk + gk,3
+
(
i−1eiekt(φk, G5,3 +G7) + gk,1,7 + gk,2,7
)
=
N∑
l=0
ckl |µl|2µk +
N∑
a,b=0
dkab |µa|2|µb|2µk + gk,
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where
gk = i
−1eiekt(φk, G5,3 +G7) + gk,1,7 + gk,2,7 + gk,3 + gk,4, (4.40)
gk,4 =
N∑
l=0
ckl
{|ul,1|2uk,1 − |µl|2µk}+ N∑
a,b=0
dkab
{|ua|2|ub|2uk − |µa|2|µb|2µk} .
We have |gk,5| . n7. Collecting estimates, using the explicit form of G5,3, |Rk| .
‖G5 +G7‖L1
loc
, and Lemma 4.1, we get
|gk| . ‖G5,3‖L1
loc
+ ‖G7‖L1
loc
+ n2max
j
|Rj|+ n7 + n4max
j
|u˙j|+ n7
. n7 + n2
∥∥ξ(3)∥∥
L2
loc
+ n4 ‖ξ‖L2
loc
+ n ‖ξ‖2L2
loc
+
∥∥ξ3∥∥
L1
loc
.
Using ‖ξ‖L2
loc
. n3 +
∥∥ξ(3)∥∥
L2
loc
, we can remove n4 ‖ξ‖L2
loc
and get (4.24).
We have noted that ckl are purely imaginary. We now compute the real parts of
dkab. From the previous discussions on gk,1,5, gk,2,5, G5,1 and G5,2, we know that the
only contribution to Re dkab is from i
−1eiekt(φk, G5,1). We have
i−1eiekt(φk, G5,1) =
∑
a,b,l,m,j
−eiekt xaxbx¯lx¯mxj (φk, λφaφb Im ξjlm)
+
∑
a,b,l,m,j
2eiekt xax¯bxlxmx¯j (φk, λφaφb Im ξ
j
lm),
and we are interested in those terms of the form Ceiekt|ua|2|ub|2uk. As mentioned,
Im ξjlm 6= 0 only if ej − el − em < 0, in particular j 6= l, m (not sufficient though).
Therefore, to get products in the first summation we need j = k and the two sets
{l, m} and {a, b} are the same; in the second summation we need j = a and the two
sets {l, m} and {k, b} are the same. Hence ∑Na,b=0(Re dkab) |ua|2|ub|2uk is equal to
N∑
a,b=0
−(2− δba) |xa|2|xb|2uk (φk, λφaφb Im ξkab)
+
N∑
a,b=0
2(2− δbk) |xa|2|xb|2uk (φk, λφaφb Im ξakb).
Note we have the factors (2− δba) and (2− δbk) since we have two choices for assigning
l and m if a 6= b (or k 6= b). Recall λφaφbφk = φabk, ξjlm = −KjlmPcφlmj, and
γjlm = (φlmj , ImK
j
lmPcφlmj). We conclude
Re dkab = −(2 − δba)(φabk, Im ξkab) + 2(2− δbk)(φkba, Im ξakb)
= (2− δba)γkab − 2(2− δbk)γakb.
Q.E.D.
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4.4 Main estimates
In this subsection we prove estimates in the transition regime for the solution ψ(t).
The following proposition is the main result of this section. It proves the same
result of Theorem 1.1 under weaker assumptions (4.41)–(4.42) below. Note that the
assumption ‖ξ0‖Y ≤ n/2 in (1.9) of Theorem 1.1 implies, using Lemma 2.3,∥∥e−itH0ξ0∥∥L5 . n(1 + t)−9/10, ∥∥e−itH0ξ0∥∥L2
loc
. n(1 + t)−3/2.
Hence it implies (4.42). Eq. (4.42) is motivated by (4.46) and [22], and may be more
convenient for future application when we study the asymptotic profiles of all small
solutions. See [22] for two bound states case. Also note that, by (4.41) below, we have
‖ψ(t)‖L2 = ‖ψ0‖L2 ≪ 1 and hence maxk |xk(t)|, ‖ξ(t)‖L2 ≪ 1. However, we do not
assume any bound of ‖ψ0‖L2 in terms of n. This is essential for future application.
Notice that we define t2 by (4.45) to be the time when the size of the excited
states decays to the order n1+σ. This is more than sufficient since we only need it to
be smaller than ε0n in order to apply Theorem 3.1.
Proposition 4.3 Assume the assumptions A0–A3 given in §1. There is a small
constant n0 > 0 such that the following hold. Suppose ψ(t) = ψ(t, x) is a solution of
(1.1) with the initial data ψ(0) = ψ0 = x
0
0φ0 + · · · + x0NφN + ξ0 satisfying, for some
n ≤ n0, 0 < σ < 1/10,
3
4
n2 ≤ |x00|2 + · · ·+ |x0N |2 ≤ n2, ‖ψ0‖H1 ≪ 1,
|x00| ≥ n3−ǫ,
(∑N
k=1|x0k|2
)1/2
≥ 2|x00|1+σ,
(4.41)
and for some t∗ ∈ [1, n−4−2σ], for all t ≥ 0,
.
∥∥e−itH0ξ0∥∥L5 ≤ Λ5(t) ≡ n(1 + t)−9/10 + Cn3t∗(t∗ + t)−9/10,∥∥e−itH0ξ0∥∥L2
loc
≤ Λ(t) ≡ n(1 + t)−3/2 + Cn3 t∗
t∗ + t
(1 + t)−1/2.
(4.42)
Let t0 = n
−2. There exist t2 ≥ t1 ≥ t0 such that
t1 ≤ C4n−4 log 1
n
, C−14 n
−4 ≤ t2 ≤ C4n−4−2σ, (4.43)
for some constant C4 > 1 independent of n, and we have, for 0 ≤ t ≤ t2,
|x0(t)| ≥ 34 sup
0≤s≤t
|x0(s)|,
|xk(t)| ≤ 54n, (k = 0, . . . , N),
‖ξ(t)‖L5 ≤ C5 n3t1/10 +
5
4
Λ5(t),
‖ξ(t)‖L2
loc
≤ C5 n3 + 5
4
Λ(t),∥∥ξ(3)(t)∥∥
L2
loc
≤ C5 n5, for t ≥ t0,
(4.44)
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where C5 is an explicit constant. We also have, at t = t1 and t = t2,
|x0(t1)|2, |x0(t2)|2 ≥ 3
4
2−2−Nn2,
(∑N
k=1|xk(t2)|2
)1/2
≤ |x0(t2)|1+σ. (4.45)
Moreover, we have the following out-going estimates for ξ(t2): For τ ≥ 0,∥∥e−iτH0ξ(t2)∥∥L5 ≤ Cn3(t∗ + t2)(t2 + τ)−9/10,∥∥e−iτH0ξ(t2)∥∥L2
loc
≤ Cn3 t∗ + t2
t2 + τ
(1 + τ)−1/2.
(4.46)
Proof:We will prove estimates (4.43)–(4.45) using a continuity argument. Hence
we can assume the following weaker estimates: For 0 ≤ t ≤ t2:
|x0(t)| ≥ 12 sup
0≤s≤t
|x0(s)|,
|xk(t)| ≤ 32n, (k = 0, . . . , N),
‖ξ(t)‖L5 ≤ 2C5n3t1/10 + 2Λ5(t),
‖ξ(t)‖L2
loc
≤ 2C5 n3 + 2Λ(t),∥∥ξ(3)(t)∥∥
L2
loc
≤ 2C5 n5, for t ≥ t0.
(4.47)
If we can prove (4.43)–(4.45) assuming (4.47), then (4.43)–(4.45) hold true for all
t ∈ [0, t2] since (4.47) is never violated. By definition we have Λ5(t),Λ(t) ≤ n. By
(4.47) we have ‖ξ(t)‖L2
loc
∩L5 ≤ 2n. Hence the assumptions of Lemmas 4.1 and Lemma
4.2 are satisfied. Since ‖ψ(t)‖L2 = ‖ψ0‖L2 ≪ 1, we have ‖ξ(t)‖L2 ≪ 1. Also, since
t ≤ t2 ≤ C4n−4−2σ,
‖ξ‖L5 . n3t1/102 + n(1 + t)−9/10 + Cn3t1/10∗ . n13/5−σ/5 + n(1 + t)−9/10, (4.48)
‖ξ‖L2
loc
. n3 + n(1 + t)−3/2 + Cn3(1 + t)−1/2 . n3 + n(1 + t)−3/2. (4.49)
We now estimate ξ(t). Recall (4.5),
ξ(t) = e−itH0ξ0 +
∫ t
0
e−i(t−s)H0 Pci
−1G(s) ds.
Note ‖G‖L5/4 . ‖G3‖L5/4 +
∥∥G−G3 − λξ2ξ¯∥∥L5/4 + ∥∥λξ2ξ¯∥∥L5/4 and ‖G3‖L5/4 ≤ Cn3.
Using Lemma 4.1, (4.48) and (4.49),∥∥G−G3 − λξ2ξ¯∥∥L1∩L5/4 . n2 ‖ξ‖L2loc . n2(n3 + n(1 + s)−3/2), (4.50)
∥∥λξ2ξ¯∥∥
L5/4
. ‖ξ‖2/3L2 ‖ξ‖7/3L5 ≤ o(1)[n13/5−σ/5 + n(1 + s)−9/10]7/3. (4.51)
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Hence ‖G(s)‖L5/4 . n3 + n7/3 〈s〉−21/10 and
‖ξ(t)‖L5 ≤
∥∥e−itH0ξ0∥∥L5 + C ∫ t
0
|t− s|−9/10 ‖G(s)‖L5/4 ds
≤ Λ5(t) + C
∫ t
0
|t− s|−9/10[n3 + n7/3 〈s〉− 2110 ]ds ≤ 5
4
Λ5(t) + Cn
3t1/10.
Hence ‖ξ(t)‖L5 is estimated. For the L2loc norm, we use the decomposition (4.15) that
ξ(t) = ξ(2)+ ξ(3) with ξ(3) =
∑5
j=1 ξ
(3)
j . We have
∥∥ξ(2)∥∥
L2
loc
≤ Cn3 by its explicit form.
By (4.42) for ξ0 we have ∥∥∥ξ(3)1 (t)∥∥∥
L2
loc
≤ Λ(t).
By the singular decay estimate (2.5) in Lemma 2.3 and the definition (4.13) of ξjlm,
we have ∥∥∥ξ(3)2 (t)∥∥∥
L2
loc
≤ Cn3(1 + t)−3/2 ≤ Cn2Λ(t).
Using (2.5), (4.13) again and the bound of maxj |u˙j| in Lemma 4.1, we have∥∥∥ξ(3)3 (t)∥∥∥
L2
loc
≤ C
∫ t
0
〈t− s〉−3/2 n2max
j
|u˙j|ds ≤ C
∫ t
0
〈t− s〉−3/2 n5ds ≤ Cn5.
For ξ
(3)
4 (t), bounding its integrand by either L
∞ or L5-norm and using (4.50), we have∥∥∥ξ(3)4 (t)∥∥∥
L2
loc
.
∫ t
0
min
{|t− s|−3/2, |t− s|−9/10}∥∥(G−G3 − λξ2ξ¯)(s)∥∥L1∩L5/4 ds
.
∫ t
0
min
{|t− s|−3/2, |t− s|−9/10}n2(n3 + n(1 + s)−3/2) ds
. n5 + n2Λ(t).
Finally we give two estimates for ξ
(3)
5 . By Ho¨lder inequality and (4.48),∥∥ξ3∥∥
L1∩L5/4
≤ ‖ξ‖4/3L2∩L5 ‖ξ‖5/3L5 ≤ o(1)(n13/5−σ/5 + n(1 + s)−9/10)5/3.
. n13/3−σ/3 + n5/3(1 + s)−3/2. (4.52)
The same estimate for ξ
(3)
4 shows∥∥∥ξ(3)5 (t)∥∥∥
L2
loc
. n13/3−σ/3 + n2/3Λ(t).
Summing the estimates we conclude
‖ξ‖L2
loc
≤ ∥∥ξ(2)∥∥
L2
loc
+
5∑
j=1
∥∥∥ξ(3)j ∥∥∥
L2
loc
≤ C5n3 + 54Λ(t).
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We now estimate ξ
(3)
5 in another way. We have∥∥ξ2ξ¯∥∥
L6/5∩L5/4
≤ ‖ξ‖7/9L2∩L5 ‖ξ‖20/9L5 ≤ o(1)(n13/5−σ/5 + n(1 + s)−9/10)20/9
≤ n52/9−4σ/9 + n20/9(1 + s)−2.
Bounding the integrand of ξ
(3)
5 (t) by either L
6 or L5 norm we have∥∥∥ξ(3)5 (t)∥∥∥
L2
loc
.
∫ t
0
min
{|t− s|−1, |t− s|−9/10}∥∥λξ2ξ¯(s)∥∥
L6/5∩L5/4
ds
.
∫ t
0
min
{|t− s|−1, |t− s|−9/10} (n52/9−4σ/9 + n20/9(1 + s)−2) ds
. n52/9−4σ/9 log(1 + t2) + n
20/9(1 + t)−1 log(1 + t2).
Summing the estimates and using t2 ≤ C4t−4−2σ, we get
∥∥ξ(3)∥∥
L2
loc
≤
5∑
j=1
∥∥∥ξ(3)j ∥∥∥
L2
loc
≤ Cn5 + 5
4
Λ(t) + n20/9(1 + t)−1 log(1 + t2).
Clearly we have
∥∥ξ(3)(t)∥∥
L2
loc
≤ Cn5 for t > t0 = n−2.
We now estimate the error term gk(t) in the equation (4.23) of uk. Recall (4.24),
|gk(t)| . n7 + n2
∥∥ξ(3)∥∥
L2
loc
+ n ‖ξ‖2L2
loc
+ ‖ξ‖4/3
L2
loc
‖ξ‖5/3L5 .
Using (4.47)–(4.49), Λ5(t),Λ(t) ≤ n, and the computation in (4.52),
|gk(t)| . n7 + n2
∥∥ξ(3)∥∥
L2
loc
+ n(n3 + Λ)2 + (n3 + Λ)4/3(n13/3−σ/3 + n2/3Λ(s))
. n7 + n2
∥∥ξ(3)∥∥
L2
loc
+ n14/3−σ/3Λ + nΛ2.
For t ≤ t0 = n−2 we use the first estimate of
∥∥∥ξ(3)5 ∥∥∥
L2
loc
and we have
∥∥ξ(3)∥∥
L2
loc
≤∑5
j=1
∥∥∥ξ(3)j ∥∥∥
L2
loc
. n13/3−σ/3 + Λ. Hence
|gk(t)| . n6+1/3−σ/3 + n2Λ, (t ∈ [0, t0]). (4.53)
For t ≥ t0 we have
∥∥ξ(3)(t)∥∥
L2
loc
≤ Cn5 and Λ(t) . n2. Thus
|gk(t)| . n7, (t ∈ [t0, t2]). (4.54)
We now estimate bound states. As illustrated in Example 1 of §1, some bound
states may grow at intermediate time. We will use the following monotonicity prop-
erties. Recall that fk = |µk|2, k = 0, . . . , N , satisfy (4.27). Motivated by (1.19), we
consider the following functions:
f(t) = f0(t), g(t) =
N∑
k=1
fk, g+(t) =
N∑
k=1
2−kfk. (4.55)
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By (4.41), (4.42) and (4.22) we have
f(0) ≥ 2−1n6−2ǫ, 2n2 ≥ f(0) + g(0) ≥ 2−1n2, f(0) + g+(0) ≥ 2−1−Nn2, (4.56)
if n is sufficiently small. Although g and g+ are comparable, (f + g)(t) is almost
monotone decreasing while (f +g+)(t) is almost monotone increasing in the following
sense:
d
dt
(f + g)(t) ≤ 2(N + 1)max
k
|µ¯kgk|,
d
dt
(f + g+)(t) ≥ −2(N + 1)max
k
|µ¯kgk|.
(4.57)
We now prove (4.57). By (4.25) and (4.27),
d
dt
(f + g)−
N∑
k=0
2Re µ¯kgk =
N∑
a,b,k=0
2(Re dkab) fafbfk
=
N∑
a,b,k=0
2
[
(2− δba)γkab − 2(2− δbk)γakb
]
fafbfk. (4.58)
Switching a and k in the terms with minus sign, we see that the above sum is non-
positive. Similarly,
d
dt
(f + g+)−
N∑
k=0
21−k Re µ¯kgk =
N∑
a,b,k=0
21−k(Re dkab) fafbfk
=
N∑
a,b,k=0
21−k
[
(2− δba)γkab − 2(2− δbk)γakb
]
fafbfk
=
N∑
a,b,k=0
[
21−k(2− δba)γkab − 22−a(2− δba)γkab
]
fafbfk.
In the last line we have switched a and k for terms with minus sign. If k ≥ a then
γkab = 0. Hence 2
1−k ≥ 22−a for nonzero terms and the above sum is non-negative.
We have shown (4.57). We now estimate the bound states in three steps.
Step 1. Initial layer.
In this period the dispersive part disperses away so much that it becomes negligible
locally. The time it takes is less than t0 = n
−2, which is not long enough to change
the magnitudes of the bound states. Explicitly, by (4.27), (4.47) and (4.53) we have
|f˙k(s)| ≤ Cn4α2 + α
(
n6+1/3−σ/3 + n2Λ(s)
)
,
for k = 0, 1, . . . , N , where α =
√
fk(0). Thus, for t ∈ [0, t0],
|fk(t)− fk(0)| .
∫ t
0
n4α2 + α
(
n6+1/3−σ/3 + n2Λ(s)
)
ds
. n4α2t0 + αn
6+1/3−σ/3t0 + αn
2(n + n3
√
t0)
. n2α2 + n3α . nǫα2 + n6−ǫ.
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Since fk(0) ≥ n6−2ǫ, we get |fk(t)− fk(0)| ≪ fk(0).
Step 2. Transition regime (i).
After time t = t0 most mass of the dispersive wave is far away and has no effect
on the local dynamics. Two possible situations can occur: We either have f(t0) ≥
2−2−Nn2 or the opposite. In the first case we define t1 = t0 and jump to next step.
We now focus on the second case. In the second case the ground state begins to grow
exponentially until it is of order n. The time it takes is of order n−4 log n−1. Define
t1 ≡ inf
t≥t0
{
t : f0(t) ≥ 2−2−Nn2
}
. (4.59)
By assumption t1 > t0. We want to show that
t0 ≤ t1 ≤ t′1 ≡ t0 + 28+2NNγ0−1 n−4 log
1
n
. (4.60)
Suppose (4.60) fails, that is, f0(t) < 2
−2−Nn2 for all t ≤ t′1. We have by (4.56), (4.54)
and (4.57), for all t ∈ [t0, t′1],
g+(t) ≥ (f0 + g+)(t0)− f0(t)−
∫ t
t0
max
k
|µk||gk|ds
≥ 2−1−Nn2 − 2−2−Nn2 − Cnn7 ≥ 2−3−Nn2.
In particular, the coefficient of the linear term in (4.27) of f˙0 has a lower bound,
N∑
a,b=0
2(Re d0ab)fafb =
N∑
a,b=0
2(2− δba)γ0abfafb ≥
N∑
a=1
2γ0f
2
a ≥ 2γ0N−1g2 (4.61)
≥ 2γ0N−1g2+ ≥ 2−5−2Nγ0N−1n4.
Since
√
f0(t) = f0(t)/|µ0(t)| ≤ 3f0(t)/|µ0(0)| ≤ 4f0(t)n−3+ǫ by the first line of (4.47),
we have for t ≥ t0,
f˙0(t) ≥ 2−5−2Nγ0N−1n4f0 −
√
f0Cn
7 ≥ 2−6−2Nγ0N−1n4f0,
if n is sufficiently small. Hence
f0(t) ≥ f0(t0) exp
{
2−6−2Nγ0N
−1n4(t− t0)
}
, (4.62)
for t ∈ [t0, t′1]. However, using the definition of t′1 and
f0(t0) ≥ 34 |x0(t0)|2 ≥ 316 |x0(0)|2 ≥ 316n6−2ǫ,
(4.62) implies f0(t
′
1) > 2
−2−Nn2, which is a contradiction. This contradiction shows
the existence of t1 ∈ [t0, t′1] so that f0(t1) = 2−2−Nn2. We also have (4.44) and (4.62)
for all t ≤ t1.
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Step 3. Transition regime (ii).
For t ≥ t1, f0(t) is large enough to cause g(t) to decay in a rate we can control.
Define
t2 ≡ inf
t≥t1
{
t : g(t) ≤ n2+2σ} . (4.63)
We want to show that
t1 ≤ t2 ≤ t′2 ≡ t1 + n−4−2σ. (4.64)
Suppose the contrary, then g(t) ≥ n2+2σ for all t ≤ t′2. By (4.47), for t > t1
we have
√
f0(t) ≤ f0(t)(12f0(t1))−1/2 ≤ 2(3+N)/2nf0(t). Recall from (4.61) that∑N
a,b=0 2(Re d
0
ab)fafb ≥ 2γ0N−1g2. Hence for t ∈ [t1, t′2],
f˙0(t) ≥ 2γ0N−1g2 −
√
f0Cn
7 > 0.
Thus f˙0 > 0 and f0(t) ≥ 2−2−Nn2 for t ∈ [t1, t′2]. In particular (4.44) holds for t > t1
and (4.45) holds for x0(t2) should t2 exist. By eq.(4.27) for f˙0,
g˙(t) ≤ −f˙0(t) +
∑N
k=02Re µ¯kgk
= −
{∑N
a,b=0 2(Re d
0
ab)fafb
}
f0 +
∑N
k=12Re µ¯kgk
≤ −2γ0N−1g2f0 +
∑N
k=12Re µ¯kgk
≤ −2−1−Nn2γ0N−1g2 + Cnn7
< −2−2−Nγ0N−1n2g2,
if n is sufficiently small. In the second line we have cancelled 2Re µ¯0g0. In the third
line we used (4.61). Thus, by comparison principle,
g(t) < [g(t1)
−1 + 2−2−Nγ0N
−1n2(t− t1)]−1, (t1 < t ≤ t′2).
for t ∈ (t1, t′2]. However, by the definition of t′2 this implies g(t′2) < n2+2σ, which
is a contradiction. This contradiction shows the existence of t2 satisfying (4.64).
Similarly, since g˙(t) > −Cn2g(t)2 for t1 ≤ t ≤ t2, we have a lower bound g(t) ≥
[g(t1)
−1 + Cn2(t − t2)]−1 by comparison principle. This implies t2 − t1 ≥ Cn−4. We
have proven (4.43)–(4.45) in Proposition 4.3 using assumption (4.47). Since (4.47)
holds for t = 0, it holds for all t ≤ t2 by continuity. Hence (4.43)–(4.45) are proven.
Finally we prove (4.46) for e−iτH0ξ(t2). Let t = t2 + τ . We have
e−iτH0ξ(t2) = e
−itH0ξ0 + J(t), J(t) ≡
∫ t2
0
e−i(t−s)H0 PcG(s) ds.
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The estimate of e−itH0ξ0 is by (4.42), since Λ5(t) ≤ Cn3(t∗ + t2)(1 + t)−9/10 and
Λ(t) ≤ Cn3(t∗ + t2)(1 + t)−1(1 + τ)−1/2 if t2 ≥ n−2. To estimate J(t), we use the
following integral inequalities: For t ≥ T ≥ 1,∫ T
0
|t− s|−9/10 ds ≤ CTt−9/10. (4.65)
∫ T
0
min
{
(t− s)−3/2, (t− s)−9/10} ds ≤ CTt−1 〈t− T 〉−1/2 . (4.66)
See [22, Lemma 2.6]. Since ‖G(s)‖L1∩L5/4 ≤ Cn3 for s ∈ [0, t2], we have
‖J(t)‖L5 ≤ C
∫ t2
0
|t− s|−9/10 ‖Gξ(s)‖L5/4 ds ≤ C
∫ t2
0
|t− s|−9/10n3ds
≤ Cn3t2(1 + t)−9/10.
‖J(t)‖L2
loc
≤ C
∫ t2
0
min
{|t− s|−3/2, |t− s|−9/10} ‖G(s)‖L1∩L5/4 ds
≤ C
∫ t2
0
min
{|t− s|−3/2, |t− s|−9/10}n3ds
≤ Cn3t2t−1(1 + t− t2)−1/2.
The proof of Proposition 4.3 is complete. Q.E.D.
Proof of Theorem 1.1 To prove Theorem 1.1 using Theorem 3.1, we want
to use ψ(t2) as initial data and decompose ψ(t2) according to (3.1), i.e., with respect
to L, and check the assumptions (3.4)–(3.5). If the last condition in (4.41) fails, we
simply set t2 = 0. Let ρ0 = (|x1(t2)|2 + · · ·+ |xN(t2)|2)1/2. We have
|x0(t2)| ∼ n, ρ0 = (1 + o(1))n1+σ, ‖ξ(t2)‖L2
loc
≤ Cn3. (4.67)
We may redefine n = |x0(t2)|. Let QE0 be the unique nonlinear ground state so that
QE0 = nφ0 + k with k ⊥ φ0, k = O(n3). Also choose eiθ0 = n−1x0(t2). We have∥∥ψ(t2)−QE0eiθ0∥∥L2
loc
≤ ‖k‖L2
loc
+ ‖ψ(t2)− x0(t2)φ0‖L2
loc
. n3 + ρ0 + n
3 . ρ0, which
is much smaller than n. By Lemma 2.2, for each E close to E0, we can decompose
ψ(t2) as ψ(t2) = [QE + aRE + ζ + η] e
iθ using the decomposition (3.1) with respect
to LE . We have
e−iθψ(t2)−QE = aR + ζ + η = k + Z + ξ, (4.68)
where Z = e−iθ[x1(t2)φ1+ · · ·+xN(t2)] and ξ = e−iθξ(t2). With E = E0 in (4.68), we
have aE0 = (c1Q,Re k + Z + ξ) = c1(nφ0 + k,Re k + Z + ξ). Since φ0 ⊥ (k + Z + ξ),
we have
|aE0 | ≤ n3(n3 + ρ0 + n3) . Cn3ρ0,
56
which is much smaller than ρ20. Denote PE =
∑N
k=1PEk . We also have
‖ζ − PEZ‖ = ‖PE(k + ξ)‖ . n3 + n2 ‖ξ‖L2
loc
. n3,
and hence ‖ζ‖ = ρ0 + O(n3). We have verified (3.4) with E = E0. For all E with
|E −E0| ≤ Dρ20, write η1 = PcL (k + Z) and η2 = PcL ξ = PcL e−iθξ(t2). We have
esLη = esLη1 + e
sLη2.
Since η1 is a local function bounded by ‖k‖+ n2 ‖Z‖ . n3, we get∥∥esLη1∥∥L5 ≤ Cn3(1 + s)−9/10 ≪ n4/5ρ(s)8/5,∥∥esLη1∥∥L2
loc
≤ Cn3(1 + s)−3/2 ≪ n1/2(1 + s)−1/2ρ2(s).
Recall ρ(s) = [ρ−20 +N
−1γ0n
2s]−1/2 with ρ0 ∼ n1+σ. Write L as L = −i(H0−E)+W ,
where Wh = 2λQ2h+ λQ2h¯ is a local operator bounded by n2. We have
etLη2 = Pc
L e−it(H0−E)e−iθξ(t2) +
∫ t
0
e(t−s)LWe−is(H0−E)e−iθξ(t2) ds.
Hence ∥∥etLη2∥∥L5 ≤ ∥∥e−itH0ξ(t2)∥∥L5 + ∫ t
0
|t− s|−9/10n2 ∥∥e−isH0ξ(t2)∥∥L2
loc
ds,
∥∥etLη2∥∥L2
loc
≤ ∥∥e−itH0ξ(t2)∥∥L2
loc
+
∫ t
0
min
{|t− s|−3/2, |t− s|−9/10}n2 ∥∥e−isH0ξ(t2)∥∥L2
loc
ds.
Using the out-going estimates (4.46) for e−isH0ξ(t2), we conclude the estimates (3.5)
for ηE for all E close to E0 with |E − E0| ≤ Dρ20. Q.E.D.
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