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We report on the quantitative ground state phase diagram of a van der Waals interacting chain of Rydberg
atoms. These systems are known to host crystalline phases locked to the underlying lattice as well as a gapped,
disordered phase. We locate and characterize a third type of phase, the so called floating phase, which can
be seen as a one-dimensional ’crystalline’ phase which is not locked to the lattice. These phases have been
theoretically predicted to exist in the phase diagram, but were not reported so far. Our results have been obtained
using state-of-the-art numerical tensor network techniques and pave the way for the experimental exploration of
floating phases with existing Rydberg quantum simulators.
Introduction — The theoretical and experimental investi-
gation of strongly interacting quantum matter is one of the
central current topics in condensed matter, quantum optics and
even high-energy or nuclear physics. For this endeavour quan-
tum simulators play an important role, as their controlled con-
ditions, high tunability and flexibility offer to make powerful
inroads towards a deeper understanding of quantum matter in
and out of equilibrium.
With the recent advent of quantum simulators based on Ry-
dberg atoms trapped with optical tweezers or in optical lat-
tices [1–9] there is a natural interest in systems which can
be natively studied using these existing platforms. In partic-
ular in the recent Harvard experiments [4, 9, 10] long one-
dimensional chains of Rubidium atoms have been trapped
and several aspects of quantum many body physics have been
studied by exciting atoms to interacting Rydberg states. An
exemplary study is the experimental investigation of quantum
Kibble-Zurek dynamics when quenching the system from a
gapped, disordered phase into a gapped, crystalline ordered
phase [9]. This experiment tests the nature of the zero tem-
perature quantum phase transition(s) from the disordered into
the various crystalline phases, as the quantum Kibble-Zurek
scaling form depends on critical exponents, such as the corre-
lation length exponent ν or the dynamical critical exponent z
of the transitions.
In this context it might come as a surprise, that an accu-
rate quantitative theoretical study of the ground state phase
diagram of the one-dimensional Rydberg model studied in
Ref. [9] is currently lacking, despite a long history of the sub-
ject in various contexts [11–21]. It is our goal to close this gap
by performing state-of-the-art numerical simulations based on
an infinite-system tensor network approach. We report ac-
curate boundaries of the main crystalline phases and unveil
the quantitative extent of a so called floating, incommensurate
solid phase.
Model and expected phases — We study an infinite chain
of Rydberg atoms described by the Hamiltonian,
H = −Ω
2
∑
j
σxj −∆
∑
j
nj + V
∑
j<l
njnl
(l − j)6 . (1)
The local Hilbert space for an atom on site j is spanned
by the ground state |gj〉 and the excited Rydberg state |rj〉.
The single-site operators are σxj = |gj〉 〈rj | + |rj〉 〈gj | and
nj = |rj〉 〈rj |. The parameters Ω and ∆ are called Rabi fre-
quency and laser detuning. Throughout this work we use a
unit lattice spacing and V = 1, such that the corresponding
Rydberg-Rydberg interaction gives an energy penalty for ex-
cited Rydberg atoms, which decreases with the distance r be-
tween these atoms with a characteristic van der Waals 1/r6
power law. This Rydberg chain can be mapped onto a spin
chain model [22], and it is therefore sufficient to explore the
physics for ∆ ≤ ζ(6), as the remaining region can be obtained
by virtue of the mapping.
For Ω = 0, i.e. in the absence of quantum fluctuations,
the model is purely classical and the ground states form a
complete Devil’s staircase of crystalline phases, as shown by
Bak and Bruinsma [12]. These translation-symmetry breaking
crystals are characterized by coprime integers p and q, where
q denotes the size of the unit cell and p the number of atoms
in the Rydberg state within the unit cell. The atoms in the
Rydberg state are located as far apart as possible, given p and
q. The extent in detuning of a crystal only depends on q [23],
so that e.g. a crystal with p/q = 1/5 has the same width as
the one with p/q = 2/5 in the limit Ω = 0. Note that due
to the rapid 1/r6 decay of the interactions, the widths of the
plateaux shrink rapidly with increasing q.
For large detuning and/or large Rabi frequency the inter-
action can be neglected and the ground state corresponds in
essence to a product state of the single site ground state dic-
tated by the local terms. This ground state breaks no symme-
try, has a large excitation gap and rapidly decaying correla-
tions.
In between the two limits considered there are only a few
quantitative results so far for the van der Waals interacting
case [9, 15, 16] (see Refs [24–26] for results for the dipo-
lar 1/r3 case). One generally expects the crystalline phases
to be stable upon the addition of the Rabi drive Ω, up to
a strength which is in line with its width in detuning. The
plethora of proposed scenarios of the quantum fluctuation in-
duced melting of the crystalline phases is however quite di-
verse [14, 16, 18, 19], and requires an accurate numerical in-
vestigation.
In Ref. [15] it was advocated in the Rydberg context, that
in general the transition from a commensurate p/q crystal to
the gapped, disordered phase proceeds via an extended, in-
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FIG. 1. Phase diagram of the model defined in Eq. (1). Both panels show the same data, but the left one uses the coordinates x = ∆/Ω and
y = Ω−1/6, introduced in Ref. [9]. The colored regions indicate p/q crystalline phases with broken translational invariance and the white
region corresponds to the gapped, disordered phase. Gray regions indicate the floating phase, which fully coats the 1/5-lobe. Note that the
dark parts of the lobes in the right panel are equivalent to the lobes in the left panel and the lighter parts do not contain actual simulation data,
but are illustrations of the fact that these crystals are expected to extend down to Ω = 0. Only the dots correspond to actual simulation results:
Each of them is the phase transition point obtained from a series of simulations along a horizontal or vertical line. The phase transition lines
connecting these dots are guides to the eye. The black lines in the left panel indicate the cuts presented in Fig. 3, the diamond symbols denote
the two points shown in Fig. 2, and the circle in the right panel indicates the location of the cut presented in Fig. 4.
commensurate and gapless phase, the so called floating phase.
Such phases have a long history [13, 27] and have been intro-
duced in the context of commensurate-incommensurate tran-
sitions in solids. In modern parlance these phases are Lut-
tinger liquids [28, 29], whose characteristics, such as the Lut-
tinger parameter K and the ”Fermi” momentum kF can de-
pend on microscopic parameters, here Ω and ∆. Other as-
pects however, such as the central charge c = 1 and the qual-
itative power-law decay of correlations are universal. In our
work we specifically search for these predicted phases, be-
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FIG. 2. Scaling of the entanglement entropy S as a function of the
correlation length ξ for a system in the floating phase at x = 4, y = 4
(green circles) and for a system close the Ising phase transition be-
tween the 1/2-lobe and the disordered phase at x = 2, y = 1.86202
(orange squares). Labels next to the points indicate the used bond
dimensions χ. The dashed lines show fits according to the model
S = c
6
log(ξ) + const., from which estimates for the central charge
c are extracted.
cause they have not been reported in numerical simulations so
far, other than in tiny slivers around the p/q = 1/3 crystal in a
related, albeit different, model [14, 19, 20]. We find that float-
ing phases feature rather prominently in the Rydberg chain
phase diagram, even for experimentally accessible parameter
ranges, see Fig. 1.
Method — In this work we use infinite matrix product
states (iMPS) [30] for studying the ground state of our model.
An iMPS is a variational tensor network ansatz for an in-
finitely long chain with a periodically repeated Luc-site unit
cell and a bond dimension χ, which systematically limits the
entanglement entropy S to an area law, i.e. S ≤ log(χ). We
optimize the energy of the iMPS using the infinite density ma-
trix renormalization group (iDMRG) algorithm [31, 32] as
provided by the TeNPy library [33]. iDMRG requires the
Hamiltonian to be written in the form of a so-called infinite
matrix product operator (iMPO). Unfortunately, one cannot
directly formulate such an iMPO for power-law long-range
interactions, but accurate decompositions into a sum of expo-
nentials are a known way to proceed [34–36]. Here we use
a decomposition comprising a sum of ten exponentials. The
choice of Luc is crucial for iDMRG: If an incompatible unit
cell is chosen, i.e. Luc is not a multiple of q for a system where
the true ground state is a p/q crystal, iDMRG will be numer-
ically unstable or yield an iMPS in a different close-by phys-
ical phase. Therefore, this effect can be used to stabilize the
two phases close to a phase transition with different choices
of Luc and finally find the true ground state depending on the
obtained energies for χ → ∞. For gapped phases the energy
can easily be converged in the iMPS bond dimension χ, but
for gapless phases we have to compute the correlation length ξ
and extrapolate the energy as a function of 1/ξ2, which is the
3FIG. 3. Vertical strips show the structure factor S(k) as defined in Eq. (3) for cuts through the phase diagram at x = 4 (y = 3.6) in the left
(right) panel. As the structure factors are symmetric around the Brillouin zone boundary at k = pi, only one half of the zone is shown. In an
ordered phase p/q one observes Bragg peaks at k = 2pin/q, n = 0, . . . , q − 1. It should be noted that the finite width of these peaks in the
plot are for improved readability. The floating phases show power-law diverging peaks at drifting wave vectors k, and weaker peaks at higher
harmonics of the wave vector kn = nk, n ∈ Z, which interpolate between the peaks of the crystalline phases. In the disordered phases the
structure factor is not divergent at finite wave vector and has broad peaks. In the inset of the right panel one can observe the extended central
charge c = 1 region, which characterizes the floating phase.
expected Casimir scaling. Bond dimensions χ ranging from 4
to 256 are sufficient to obtain the energies reliably [37].
The p/q crystalline phases can be discriminated from the
homogeneous, disordered phase by detecting a density imbal-
ance within the unit cell (here δn & 0.05), as the iDMRG
algorithm generically converges to a minimally entangled in-
stance within the q-fold degenerate ground state manifold, and
Schro¨dinger cat-like superpositions are avoided.
If a system is homogeneous, we still have to discriminate
between disordered and floating phases. For the floating, gap-
less phase or isolated critical points, we can relate the correla-
tion length ξ and entanglement entropy S,
S =
c
6
log(ξ) + const., (2)
and extract the central charge c [38] as shown for two exem-
plary cases in Fig. 2. For automatic classification we use the
criterion c = 1± 5% to declare the system as floating. Due to
the Kosterlitz-Thouless nature of the quantum phase transition
from the disordered to the floating phase and the concomitant
logarithmic corrections, the extent of the floating phase might
be slightly overestimated using this criterion.
We further define the structure factor,
S(k) ∝
∣∣∣∣∣
R∑
r=0
〈n0n0+r〉e−ikr
∣∣∣∣∣ , (3)
where R denotes the number of sites included in the Fourier
transform [39]
Phase diagram with floating phases — In Fig. 1 we show
the phase diagram obtained with our simulations. The left
panel shows the data using the coordinates, x = ∆/Ω and
y = Ω−1/6, as introduced in Ref. [9]. The phase transition
points are obtained by running a series of simulations for ei-
ther constant x or y and the phase transition lines connecting
these points are guides to the eye. In this first plot we have
restricted ourselves to the region 1 ≤ x, y ≤ 5. There we find
ordered phases with fractional fillings 1/q, with q = 2, 3, 4, 5
as indicated by the colored lobes. We further find sizable
floating phases indicated by the gray regions between the or-
dered phases, which have not been reported previously [9].
For larger values of y the floating phase clearly approaches
the tips of the ordered lobes and the 1/5-lobe appears fully
coated by the floating phase. Based on this observation and
the arguments in Ref. [15, 16] we believe that all 1/q-lobes
for q ≥ 5 are fully immersed into the floating phase. Note
FIG. 4. Vertical strips show the structure factor S(k) as defined in
Eq. (3) for a cut through the phase diagram at x = 24. In addition to
the characteristic features already discussed for Fig. 3, for this value
of x also the 2/5 plateau appears.
4that there is a floating phase in between the 1/3 and the 1/4
lobe, which appears at experimentally accessible values of Ω
and ∆ [9], so they could be studied using the existing experi-
ments.
The two black lines in the left panel of Fig. 1 indicate two
cuts through the phase diagram at fixed x = 4 and fixed
y = 3.6, respectively, for which structure factors S(k) are
presented in Fig. 3. Crystalline phases p/q exhibit infinitely
sharp Bragg (i.e. δ-function) peaks at wave vector k = 2pin/q,
n = 0, . . . , q − 1. In the floating phases the real-space Ryd-
berg density correlations decay as a power-law 1/rα, with an
exponent α ≤ 1/4 [15, 16]. These correlations translate into
power-law diverging peaks in the structure factor. Further-
more the wavevector of the peaks of the structure factor are
not locked to commensurate values in the floating phase, and
they indeed show a pronounced dependence on the parameters
in the phase diagram. In the left panel of Fig. 3 one can see
how the floating phase interpolates between and touches the
1/3, 1/4 and 1/5 crystals. One expects the wave vector cor-
responding to the peaks in the structure factor to approach the
commensurate values with a square-root singularity [27]. For
the 1/3 crystal this is nicely visible (see also Fig. 4 below.).
For higher q this behavior seems restricted to a more narrow
window in the vicinity of the crystal, similar to observations
in frustrated spin ladders [40].
On the scale presented we do not observe a floating phase
to the small y side of the 1/3 crystal, although according to re-
cent results in a related model, a very thin sliver is likely to oc-
cur [19]. For larger values of x presented below, we will also
observe a sizeable floating phase on that side of the 1/3 crys-
tal. Finally note that we have not observed a floating phase
touching the 1/2 lobe, as predicted in Ref. [16]. Indeed in
Fig. 2 we clearly observe the central charge c = 1/2 of the
Ising universality class expected for direct transition from the
disordered phase into the 1/2 crystal. For the perpendicular
cut at y = 3.6 (right panel of Fig. 3) one can observe the suc-
cessive sharpening of the primary peak as one moves from the
gapped, disordered phase into the floating phase and finally
into the 1/4 crystal phase. In the inset one can observe the
extended central charge c = 1 region, which characterizes the
floating phase.
So far, we have only observed crystalline phases of type
1/q in the phase diagram, however in the same range of y,
but for larger values of x one can also find other plateaux of
the complete devil’s staircase at Ω = 0. To illustrate this, we
show the structure factor for a cut at x = 24 in Fig. 4, which
is beyond the scope of the phase diagram in the left panel of
Fig. 1. For this value of x the 2/5 plateau appears between the
plateaux 1/2 and 1/3, which is coated by a sizeable floating
phase, which however stops shortly before touching the 1/2
crystal lobe.
Conclusion — We have established the quantitative
ground state phase diagram of a van der Waals interacting
chain of Rydberg atoms. Our main result is to locate and
characterize theso called floating phases, which can be seen
as one-dimensional ’crystalline’ phases which are not locked
to the lattice. Our results pave the way for the experimental
exploration of floating phases with existing Rydberg quantum
simulators.
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