Dopaminergic reward prediction errors in monkeys reflect inferential reward predictions that well-trained animals can make when associative rules change. Here, in a new analysis of previously described data, we test whether dopaminergic error signals in rats are influenced by inferential predictions and whether such effects depend on the orbitofrontal cortex (OFC). Dopamine neurons were recorded from controls or rats with ipsilateral OFC lesions during performance of a choice task in which odor cues signaled the availability of sucrose reward in 2 wells. To induce prediction errors, we manipulated either the timing or number of rewards delivered in each well across blocks of trials. Of importance, a change in reward at 1 well predicted a change in reward at the other on later trials. We compared behavior and neural activity on trials when such inference was possible versus trials involving the same reward change when inference was not possible. Rats responded faster when they could infer an increase in reward compared to when the same reward was coming but they could not infer a change. This inferential prediction was reflected in the firing of dopamine neurons in controls, which changed less to unexpected delivery (or omission) of reward and more to the new high-value cue on inference versus noninference trials. These effects were absent in dopamine neurons recorded in rats with ipsilateral OFC lesions. Thus, dopaminergic error signals recorded in rats are influenced by both experiential and inferential reward predictions, and the effects of inferential predictions depend on OFC.
Dopamine neurons signal reward prediction errors (Hollerman & Schultz, 1998; Mirenowicz & Schultz, 1994; Schultz, Dayan, & Montague, 1997) , and phasic manipulation of these neurons is able to substitute for positive and negative prediction errors to drive associative learning (Chang et al., 2016; Steinberg et al., 2013) . Of importance, mounting evidence has indicated that these teaching signals reflect reward predictions that go beyond an animal's most recent, direct experience (Glascher, Daw, Dayan, & O'Doherty, 2010) . For example, in monkeys, it has been shown that dopaminergic errors change in reversal tasks when there are predictable changes in a set of rewards, even before a change has been experienced for a particular cue or response (Bromberg-Martin, Matsumoto, Hong, & Hikosaka, 2010) .
The ability to update a reward prediction without additional direct experience with that reward occurs because a well-trained animal can use a change in one reward in a set to infer that changes have occurred in the other rewards. Another way this can be described is that there are different abstract context representations, states, or latent causes to which different, even conflicting, associative rules can be assigned (Gershman & Niv, 2010; Saez, Rigotti, Ostojic, Fusi, & Salzman, 2015; Wilson, Takahashi, Schoenbaum, & Niv, 2014) . Upon encountering a change in reward, the well-trained animal can switch to the appropriate state and recall the appropriate rules not just for that reward but also for the other rewards it typically receives in that state. This is not just idle speculation. Neuronal correlates of this process have been demonstrated in prefrontal cortex and amygdala in monkeys (Saez et al., 2015) and in the cholinergic interneurons in the dorsal striatum in rats, where they appear to depend on the orbitofrontal cortex (OFC; Stalnaker, Berg, Aujla, & Schoenbaum, 2016) . The demonstration that dopamine neurons have access to these inferential predictions is important because it allows dopaminergic teaching signals to be constrained by this knowledge-that is, to not operate in conflict with it-and further it allows these signals to facilitate learning when actual outcomes do not match what one infers should happen in a new state.
Here, in a new analysis that takes advantage of previously described data (Takahashi, Langdon, Niv, & Schoenbaum, 2016; Takahashi et al., 2011) , we test whether dopaminergic error signals in rats are influenced by inferential predictions of the sort highlighted in the aforementioned study in monkeys (Bromberg-Martin et al., 2010) and whether such effects depend on the OFC.
Method Subjects
Twenty-two male Long-Evans rats were obtained at 175-200 g from Charles River Labs, Wilmington, MA. Rats were tested at the Intramural Research Program of the National Institute on Drug Abuse and at the University of Maryland School of Medicine in accordance with National Institutes of Health guidelines and the University of Maryland School of Medicine Animal Care Committee.
Surgical Procedures and Histology
Lesions were made and electrodes implanted under stereotaxic guidance; all surgical procedures adhered to guidelines for aseptic technique. OFC lesions were made by infusing NMDA (Sigma; 12.5 mg ml Ϫ1 ) at four sites in a hemisphere where a recording electrode was to be implanted: at 4.0 mm anterior to the bregma, 3.8 mm ventral to the skull surface, 2.2 mm (.1 l) and 3.7 mm (.1 l) lateral to the midline; and at 3.0 mm anterior to bregma, 5.2 mm ventral to the skull surface, 3.2 mm (.05 l) and 4.2 mm (.1 l). A drivable bundle of eight 25-um diameter FeNiCr wires (Stablohm 675, CA Fine Wire, Grover Beach, CA) were chronically implanted dorsal to ventral tegmental area (VTA) in the left or right hemisphere at 5.0 -5.4 mm posterior to bregma, .7 mm laterally, and 7.0 mm ventral to the brain surface at an angle of 5°t oward the midline from vertical. Wires were cut with surgical scissors to extend ϳ1.5 mm beyond the cannula and were electroplated with platinum (H 2 PtCl 6 ; Aldrich, Milwaukee, WI) to an impedance of ϳ300 kOhms. Cephalexin (15 mg/kg per so) was administered twice daily for 2 weeks postoperatively. The rats were then perfused, and their brains were removed and processed for histology (Roesch, Taylor, & Schoenbaum, 2006) . Odor-guided choice task. Recording was conducted in aluminum chambers approximately 18 in. on each side with sloping walls narrowing to an area of 12 ϫ 12 in. at the bottom. A central odor port was located above two fluid wells (see Figure 1b) . Two lights were located above the panel. The odor port was connected to an air flow dilution olfactometer to allow the rapid delivery of olfactory cues. Odors where chosen from compounds obtained from International Flavors and Fragrances (New York, NY).
Trials were signaled by illumination of the panel lights inside the box. When these lights were on, a nose poke into the odor port resulted in delivery of the odor cue to a small hemicylinder located behind this opening. One of three different odors was delivered to the port on each trial, in a pseudorandom order. At odor offset, the rat had 3 s to make a response at one of the two fluid wells. One odor instructed the rat to go to the left to get reward, a second odor instructed the rat to go to the right to get reward, and a third odor indicated that the rat could obtain reward at either well. Odors were presented in a pseudorandom sequence such that the free-choice odor was presented on seven out of 20 trials and the left and right odors show when a reward was omitted, and solid lines show when a reward was delivered. At the start of each recording session, one well was randomly designated as short (a .5-s delay before the reward) and the other, long (a 1-to 7-s delay before the reward; see Block 1). In Block 2, these contingencies were switched. In Block 3, the delay was held constant, whereas the number of rewards was manipulated; one well was designated for a big reward, in which a second bolus of reward was delivered (big reward), and a single bolus of reward was delivered in the other well (small reward). In Block 4, these contingencies were switched again. Panel d: Choice behavior on the first and last three trials in the control (black) and OFCx (gray) groups. Panel e: Difference in reaction times between the T1 trial and the average last three trials in the previous block or between the inference trial and the average last three trials in the previous block in the control (black) and OFCx (gray) groups. OFCx ϭ ipsilateral OFC lesions; prev ϭ previous; T1 ϭ a trial in which reward was first delivered or omitted at a well after each block switch. Asterisks indicate the results of ANOVA (p Ͻ .01). Adapted from "Expectancy-Related Changes in Firing of Dopamine Neurons Depend on Orbitofrontal Cortex," by Y. K. Takahashi, M. R. Roesch, R. C. Wilson, K. Toreson, P. O'Donnell, Y. Niv, and G. Schoenbaum, 2011 , Nature Neuroscience, 14, p. 1591 . Copyright 2011 were presented in equal numbers. In addition, the same odor could be presented on no more than three consecutive trials.
Once the rats were shaped to perform this basic task, we introduced blocks in which we independently manipulated the size of the reward and the delay preceding reward delivery (see Figure  1c ). For recording, one well was randomly designated as short (sh) and the other long (lo) at the start of the session (see Figure 1c , 1 sh and 1 lo ). In the second block of trials, these contingencies were switched (see Figure 1c , 2 sh and 2 lo ). The length of the delay under long conditions followed an algorithm in which the side designated as long started off as 1 s and increased by 1 s every time that side was chosen until it became 3 s. If the rat continued to choose that side, the length of the delay increased by 1 s up to a maximum of 7 s. If the rat chose the side designated as long less than eight out of the last 10 choice trials, then the delay was reduced by 1 s to a minimum of 3 s. The reward delay for long forced-choice trials was yoked to the delay in free-choice trials during these blocks. In later blocks, we held the delay preceding reward constant while manipulating the size of reward between big (bg) and small (sm; see Figure 1c , 3 bg , 3 sm , 4 bg , and 4 sm ). The reward was a .05-ml bolus of 10% sucrose solution. The reward magnitude used in delay blocks was the same as the reward used in the reward blocks. For big reward, additional boli were delivered after gaps of 500 ms.
Single-unit recording. Wires were screened for activity daily. If no activity was detected, then the rat was removed and the electrode assembly was advanced 40 or 80 m; otherwise, active wires were selected for recording, a session was conducted, and the electrode was advanced at the end of the session. Neural activity was recorded using Plexon Multichannel Acquisition Processor systems (Dallas, TX). Signals from the electrode wires were amplified 20ϫ by an op-amp headstage (Plexon Inc., HST/8o50-G20-GR), located on the electrode array. Immediately outside the training chamber, the signals were passed through a differential preamplifier (Plexon Inc., PBX2/16sp-r-G50/16fp-G50), where the single-unit signals were amplified 50ϫ and filtered at 150 -9000 Hz. The single-unit signals were then sent to the Multichannel Acquisition Processor box, where they were further filtered at 250 -8000 Hz, digitized at 40 kHz, and amplified at 1-32ϫ. Waveforms (Ͼ2.5:1 signal-to-noise) were extracted from active channels and recorded to disk by an associated workstation.
Data Analysis
Units were sorted using Offline Sorter software from Plexon (Dallas, TX). Sorted files were then processed and analyzed in Neuroexplorer (Nex Technologies, Madison, AL) and Matlab (MathWorks, Natick, MA). Dopamine neurons were identified via a waveform analysis used and validated by us and others previously (Jin & Costa, 2010; Jo, Lee, Mizumori, 2013; Roesch, Calu, & Schoenbaum, 2007; Takahashi et al., 2016 Takahashi et al., , 2011 . A brief cluster analysis was performed based on the half time of the spike duration and the ratio comparing the amplitude of the first positive and negative waveform segments. The center and variance of each cluster was computed without data from the neuron of interest, and then that neuron was assigned to a cluster if it was within 3 SDs of the cluster's center. Neurons that met this criterion for more than one cluster were not classified. This process was repeated for each neuron. Analyses were conducted using Matlab or Statistica (StatSoft inc, Tulsa, OK) as described in the main text.
For the activity during reward delivery and omission, both forced-choice and free-choice trials were included in analysis. T1 was defined as a trial in which reward was first delivered or omitted at a well after each block switch. Inference trial was defined as a trial in which reward was first delivered or omitted at the other well after T1 trial.
For the activity during cue-sampling, only forced-choice trials were included. T1 was defined if (a) the trial was a forcedchoice trial in which reward was delivered or omitted at a well and (b) the trial was a first trial after each block switch. Inference trial was defined if (a) the trial was a forced-choice trial after T1 trial in which reward was delivered or omitted at the other well and (b) there was no previous free-choice trial after T1 trial in which reward was delivered or omitted at the same well.
We peak-normalized each neuron by dividing all firing rates by a peak firing rate across the trial in 500-ms bins after averaging across the last 10 trials of each of the eight-well conditions in the four blocks. To clearly see the suppression of firing after reward omission, we also subtracted peak-normalized baseline firing (500 ms during intertrial interval before trial onset) from all peaknormalized firing rates.
Results
We recorded single-unit activity from VTA in control rats (n ϭ 15) and rats with ipsilateral OFC lesions (OFCx; n ϭ 7; see Takahashi et al., 2016 Takahashi et al., , 2011 , for more information on recording locations). The lesions targeted the ventral and lateral orbital and ventral and dorsal agranular insular areas in the bank off the rhinal sulcus (see Figure 1a ). Neurons were recorded in rats performing an odor-guided choice task used previously to characterize signaling of reward predictions and reward prediction errors (Roesch et al., 2007; Takahashi et al., 2016 Takahashi et al., , 2009 Takahashi et al., , 2011 . On each trial, rats sampled one of three different odor cues at a central port and then responded at one of two adjacent wells (see Figure 1b) . One odor signaled the availability of sucrose reward only in the left well (forced left), a second odor signaled sucrose reward only in the right well (forced right), and a third odor signaled that reward was available at either well (free choice). To induce errors in the prediction of rewards, we manipulated either the timing or number of rewards delivered in each well across blocks of trials (see Figure 1c ). Positive prediction errors were induced by making a previously delayed reward immediate (Blocks 2 sh and 3 bg ) or by adding more rewards (Blocks 3 bg and 4 bg ), whereas negative prediction errors were induced by delaying a previously immediate reward (Block 2 lo ) or by decreasing the number of rewards (Block 4 sm ). Dopamine neurons were identified by means of a waveform analysis similar to that used to identify dopamine neurons in primate studies (Bromberg-Martin et al., 2010; Fiorillo, Newsome, & Schultz, 2008; Hollerman & Schultz, 1998; Kobayashi & Schultz, 2008; Matsumoto & Hikosaka, 2009; Mirenowicz & Schultz, 1994; Morris, Nevet, Arkadir, Vaadia, & Bergman, 2006) . This approach identified 103 putative dopamine neurons in controls (Takahashi et al., 2016 (Takahashi et al., , 2011 and 76 in OFCx rats (Takahashi et al., 2011) . Of these, 60 neurons in controls and 50 in OFCx rats increased firing in response to reward (compared with a 500-ms baseline taken during the intertrial interval before trial onset). The proportion of reward-responsive dopamine neurons did not differ between groups, 2 (df ϭ 1, N ϭ 179) ϭ 1.05, p ϭ .31. The average baseline activity and the average firing at the time of reward (500 ms after reward delivery) were similar in the two groups (control vs. OFCx: reward, t test, t(108) ϭ Ϫ0.09, p ϭ .96; reward, t test, t(108) ϭ Ϫ0.05, p ϭ .92; data not shown). Thus, ipsilateral OFC lesions did not appear to have dramatic effects on the prevalence, waveform characteristics, or reward-related firing of putative dopamine neurons (see Takahashi et al., 2011 Takahashi et al., , 2016 , for more information on waveform features).
Both groups of rats changed their choice behavior across blocks in response to the changing reward contingencies, choosing the high-value reward more frequently at the end than at the beginning of blocks (see Figure 1d) . A two-way analysis of variance (ANOVA) comparing Group ϫ Learning (early or late) revealed a main effect of learning, F(1, 108) ϭ 534.5, p Ͻ .01, but no main effect or interaction involving group (Fs Ͻ 1.9, p Ͼ .17). A step-down comparison showed that the percentage of high-value choice was significantly higher in late than that in early trials in both groups: control, F(1, 59) ϭ 273.5, p Ͻ .01; OFCx, F(1, 49) ϭ 265.9, p Ͻ .01; see Takahashi et al., 2016 Takahashi et al., , 2011 , for more information on behavior).
Previously we reported that these reward-responsive dopamine neurons exhibited phasic responses at the time of reward and to the cues consistent with signaling of reward prediction errors (Takahashi et al., 2011 (Takahashi et al., , 2016 . Here we conducted a new analysis in which we examined whether the error signals in these same dopamine neurons reflected the rats' ability to infer changes in the value of the reward available in one well as a result of the block structure in which a change in reward in one well was always accompanied by a high predictable change in reward in the other well. As a result of this arrangement, when a rat received an unexpected reward on one side at the beginning of a new block (on Trial 1, or the T1 trial), it could immediately infer the value of the new reward available on the other side. This inferential prediction was evident in faster responding for reward, particularly when the rats could infer that the high-value reward was available in a new block of trials. Indeed, both controls and OFCx rats responded much faster on such an inference trial than on the comparable first (T1) trial in the new block (see Figure 1e) : controls, F(1, 98) ϭ 12.8, p Ͻ .01; OFCx, F(1, 79) ϭ 9.33, p Ͻ .01. Faster responding did not occur when the low value reward could be inferred, although neither did the rats respond more slowly: control, difference in T1 ϭ .05 Ϯ .03, difference in inference ϭ Ϫ.006 Ϯ .01, F(1, 77) ϭ 2.98, p ϭ .09; OFCx, difference in T1 ϭ .001 Ϯ .03, difference in inference ϭ .02 Ϯ .02, F(1, 51) ϭ .33, p ϭ .57. The lack of faster responding is important because it shows that the effect on high-value trials is not a general effect due to a change in attention or motivation after the change in reward. The failure to see frank slowing of responding is unfortunate, but it is generally in accord with observations that extinction or inhibition of behavior is more resistant than is acquisition or recovery (Rescorla, 2002) and also with observations in monkeys, where similar inference-based behaviors had much larger effects on encouraging responding to previously unrewarded cues than did suppressing responding to previously rewarded cues (Saez et al., 2015) .
The faster responding on high-value inference trials suggests that the rats do utilize the block structure and predictable nature of the reward changes to make inferential predictions, as we have found previously in this setting (Stalnaker et al., 2014) . We hypothesized that if this inferential or updated prediction were conveyed to the dopamine neurons, then their prediction error signal at the time of the change in reward on an inference trial would be weaker than that to the same change in reward experienced as the first (T1) trial in a new block. To make this comparison, we focused our analyses on the transitions between otherwise similar blocks (Block 1 ¡ 2 or Block 3 ¡ 4).
Consistent with our hypothesis, the population response of the reward-responsive dopamine neurons recorded in controls exhibited a smaller increase in firing to an unexpected reward (see Figure 2a ) and a smaller decrease in firing upon an omission of an expected reward (see Figure 2b ) on inference trials when compared to firing to the same reward on the T1 trial. To evaluate these effects, we compared the average peak-normalized firing on the first and last three trials in blocks when the first trial occurred immediately after the beginning of a new block (T1 trial, darker lines [blue lines in the online version of the article]) versus when the same trial occurred after rats had already experienced the change in reward on the other side (inference trial, lighter lines [red lines in the online article]). This analysis showed that, for both unexpected and omitted reward, firing differed significantly between the T1 trial and inference trial (left plots in Figures 2e and 2f ): reward delivery, F(1, 118) ϭ 4.77, p ϭ .031; reward omission, F(1, 118) ϭ 4.60, p ϭ .034. This difference in firing was evident on only the first trial; the firing on subsequent trials did not differ significantly (see Figures 2e and 2f ; Fs Ͻ 2.25, ps Ͼ .14).
Previously we reported that input from OFC contributes to dopaminergic error signaling in rat VTA by helping to define value predictions more accurately, particularly in situations or states that cannot be directly observed (Takahashi et al., 2011) . Further, we have shown that OFC neurons signal inferred predictions about the not-yet-experienced reward in this choice task (Stalnaker et al., 2014) . Based on this, we hypothesized that dopamine neurons might depend on OFC for information regarding inferred reward predictions. To assess this, we examined the effect of inference on error signaling in dopamine neurons recorded in OFCx rats.
Consistent with our hypothesis, the difference in firing on T1 and inference trial evident in controls (see Figures 2a and 2b ) was absent in dopamine neurons recorded in OFCx rats (see Figures 2c and 2d) . Of importance, this loss occurred even though dopamine neurons in OFCx rats still exhibited phasic firing to the expected reward at the beginning of a new block (Takahashi et al., 2011) ; this phasic activity was simply not any larger than when the same unexpected reward occurred after rats experienced the changes in reward on the other side (T1, darker lines [blue lines in the online version of the article] vs. inference trial, lighter lines [red lines in the online article]). Indeed, average firing on these two trial types was almost identical on both the first trial (see Figure 2g , left plot), F(1, 98) ϭ .58, p ϭ .45, and subsequent trials (see Figure 2g ; Fs Ͻ 1.59, ps Ͼ .21). Firing upon an omission of reward also did not differ between these two trial types on the first trial (see Figures  2d and 2h), F(1, 98) ϭ .01, p ϭ .90, and the subsequent trials (see Figure 2h ; Fs Ͻ 1.36, ps Ͼ .24), although the meaning of this is less clear, because as in our original report, the dopamine neurons in OFCx rats did not show a statistically significant suppression of firing to reward omission. Note that the control and OFCx rats received the same amount of pretraining sessions before recordings (control: 26.1 Ϯ .9 sessions; OFCx: 25.8 Ϯ 1.3 sessions), t(20) ϭ .13, p ϭ .89. Thus, the lack of difference in firing of dopamine neurons on T1 and inference trial did not reflect the difference in amount of training before recordings.
Prediction error signals were also evident in response to the reward-predictive odor cues in this task; these dopamine neurons responded phasically during sampling of the odor cues, and after learning, this phasic response was larger to cues that predicted a high-value reward (Takahashi et al., 2016 (Takahashi et al., , 2011 . Here we conducted a new analysis in which we examined whether this cue-evoked response was affected by inference. For this, we compared the firing to the high-value odor cue on the T1 trial or the inference trial with firing to the same odor cue the last three times it was presented at the end of the previous block, when it signaled low value. Consistent with the hypothesis that the dopamine neurons have access to inferential predictions, dopamine neurons in control rats exhibited an increase in firing to the high-value cue on the inference trial (see the top distribution plot in Figure 3b) but not on the T1 trial (see the top distribution plot in Figure 3a) . Furthermore, the changes in activity to the high-value cue on the inference trial were correlated with the faster reaction times (RTs) on these trials (see the scatter plot in Figure 3b ), whereas there was no correlation between RTs and firing to the high-value cue on T1 trials (see the scatter plot in Figure 3a) .
Notably, dopamine neurons recorded in OFCx rats failed to show any effect of inference on their firing to the high-value cue at the start of new blocks (see the top distribution plots in Figures 3c and 3d ). This effect of lesions occurred even though the lesioned rats showed normal changes in response latencies on inference trials (see the left distribution plot in Figure 3d ) and the dopamine neurons exhibited phasic responses to the cues that reflected some aspects of their predicted value after learning (Takahashi et al., 2011) . 
Discussion
Here, in a new analysis of previously described data (Takahashi et al., 2011 (Takahashi et al., , 2016 , we tested whether dopaminergic error signals in rats were influenced by inferential predictions and whether such effects depended on the OFC. Dopamine neurons were recorded from controls or rats with ipsilateral OFC lesions during performance of a choice task in which odor cues signaled the availability of sucrose reward in two wells. Errors were induced by changes in the timing or number of rewards delivered in each well across blocks of trials. Of importance, a change in reward at one well predicted a change in reward at the other. We found that rats used this information to adapt their behavior in these recording sessions. Further, the underlying inferential predictions were reflected in the firing of dopamine neurons in controls, which changed less to unexpected delivery or omission of reward (and more to the new high-value cue) when rats could infer a change in reward versus when the same reward change occurred but inference was not possible. These effects were absent in dopamine neurons recorded in OFC-lesioned rats. These results confirm reports in monkeys of similar effects of inferential predictions on dopaminergic error signals (Bromberg-Martin et al., 2010) and further show that the ability of inferential predictions to influence dopaminergic error signals depends on OFC.
As noted earlier, the ability to update a reward prediction without additional direct experience with that reward in this and similar tasks likely occurs, even in the absence of clear contextual cues, because a well-trained animal can use a change in one reward to infer that changes have occurred in the other rewards. State representations can be used to separate different associative rules in different trial blocks. Upon encountering a change in reward, the well-trained animal can recall the appropriate rules for both the experienced reward and any others that the change in state predicts. Indeed, the influence of such state representations may be ubiquitous once one begins to look for it. Event-related firing the OFC as well as other prefrontal areas and even amygdala is influenced by context or state defined as trial blocks with different reward contingencies (Saez et al., 2015; Stalnaker et al., 2014) , and cholinergic interneurons in the dorsal striatum provide an OFCdependent state correlate that distinguishes such different blocks of trials (Stalnaker et al., 2016) .
Given evidence that many of these same areas influence dopamine neuron firing generally (Lodge, 2011; Takahashi et al., 2011) and coding of prediction errors specifically (Jo et al., 2013; Jo & Mizumori, 2016; Takahashi et al., 2011) , our current findings are perhaps not surprising. However, the confirmation that dopamine neurons have access to these inferential predictions, not only in monkeys but also in rats, is important because it expands and at the same time makes subtler the potential contributions of these powerful teaching signals to learning. At a minimum, it allows them to operate in concert with rather than dissociated from this knowledge, and it puts them in a position to more appropriately facilitate learning than actual outcomes, because the errors can be based on hopefully more accurate inferential predictions rather than outdated, slower to change, experiential ones.
In this regard, it is worth noting that dopaminergic prediction errors do not seem to be limited to accessing inferred predictions about rewards that have been received in the past. At least in rats, dopaminergic errors reflect inferential predictions that do not require any direct experience with the reward. For example, several groups have shown that cue-evoked dopamine release changes as a result of changes in the desirability of the predicted reward (Aitken, Greenfield, & Wassum, 2016; Cone et al., 2016; Papageorgiou, Baudonnat, Cucca, & Walton, 2016) , and we have Figure 3 . Effects of inferential predictions on firing of the dopamine neurons to the high-value cue. Each panel (Panels a-d) shows the distributions of and correlations between the activity (cue index) and behavior (reaction time [RT] ) evoked by the high-value cue at the start of a new trial block. The cue index of each neuron is computed from peak-normalized firing to the high value cue on the T1 trial or inference trial minus the average firing to that cue on the last three presentations in the previous block. Reaction time is computed from the RT on the T1 trial or inference trial minus the average RT to that cue on the last three presentations in the previous block. Data are plotted separately for neurons recorded in controls (Panels a and b) and OFCx rats (Panels c and d). The numbers in each distribution plot indicate results of the Wilcoxon signed-ranks test (p) and the average of index (u). T1 ϭ a trial in which reward was first delivered or omitted at a well after each block switch; OFCx ϭ ipsilateral orbitofrontal cortex lesions.
recently shown that dopamine neurons fire to preconditioned cues that have never been directly paired with a reward or rewardpredicting event (Sadacca, Jones, & Schoenbaum, 2016) . Although similar correlates have not been tested for in monkeys, BOLD correlates of reward prediction errors in humans have reflected inferential predictions (Daw, Gershman, Seymour, Dayan, & Dolan, 2011; Glascher et al., 2010) . Overlap with areas signaling experiential reward prediction errors suggest that this may be dopaminergic activity. These data highlight the growing evidence that dopaminergic errors may have access to a much wider variety of information than is generally appreciated and may be involved much more broadly in learning than has been envisioned by current canon (Glimcher, 2011 , 2011b Schultz, 2016 .
