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第 1章 序論
1.1 本論文の背景と意義
近年，インターネットの急速な普及により，通信の高速化や通信容量の増加が進んできた．
それに伴ってインターネットコンテンツが多様化し，音楽や動画といった大容量なデータを
通信することが増えている．それらのコンテンツが一般的になるのに従って，通信に対する
ユーザの評価は厳しくなり，より良質な通信が求められるようになってきた．通信環境とい
う点からも変化が見られる．以前は有線で接続された固定端末で利用されることが多かった
インターネットだが，携帯電話からの利用も増えている．携帯電話向けのコンテンツとして
も音楽や動画，漫画，ゲームなどが配信されたり，ナビゲーションを目的として地図をダウ
ンロードして表示するなど，以前に比べて通信環境の悪い中で高速で品質の高い通信が必要
となっている．さらに携帯ゲーム機にも無線通信機能が搭載されたり，テレビ放送がディジ
タル化するなど，ディジタル無線通信は今後さらに発展を求められる分野である．
ディジタル無線通信の品質を高く保にあたって問題となるものの一つがビット誤りである．
ビット誤りの起こる要因としては，通信路での雑音やフェージングなどが挙げられる．無線
通信では有線通信と比較するとビット誤り率は高くなる．
このビット誤りの問題を解決するための技術として通信路符号化技術がある．通信路符
号化とは，通信する際に情報源に対して符号化を施し受信語に対して復号処理することに
よって，通信によって生じる誤りに対する耐性を持たせることをいう．本研究で対象とす
る LDPC(Low Density Parity Check)符号も通信路符号化技術の一種である．LDPC符号は
Gallagerによって 1960年代に提案された [4]．他の誤り訂正符号よりも高い誤り訂正能力を
期待できることから近年注目を集めている符号化技術である．LDPC符号の実用化に向け
て，復号器の実装を目指した研究がなされてきた [10], [11]．そして LDPC符号は 2006年に
IEEE802.11nで規格化され，今後の無線通信で大きな役割を果たすことが期待されている．
LDPC符号は疎なパリティ検査行列で定義される符号であり，線形オーダー時間での復号，
および高い復号性能を同時に実現できることが特徴である．特に復号性能は，条件が整えば
シャノン限界に近い性能を達成する．LDPC符号では，検査行列の構成法や復号器の演算器，
メモリの構成法などが課題として挙げられる．本論文では，検査行列は IEEE802.11nで規格
化されたものを用い，高スループットを実現する復号器アーキテクチャを検討する．
IEEE802.11nで規格化された検査行列はサブブロックと呼ばれる正方行列に分割され，そ
れぞれのサブブロックは単位行列を右シフトしたものか 0行列である．各行，各列に含まれ
る要素 `1'の個数をそれぞれ行重み，列重みと呼ぶ．IEEE802.11nでは検査行列に 0行列のサ
ブブロックを含むことにより，行重みや列重みが行ごと，列ごとに異なるイレギュラーと呼
ばれる構成になっている．3つの符号長と 4つの符号化率で合計 12個のイレギュラーな検査
行列が定義されており，通信環境に応じてそれらの行列を使い分けることによりマルチレー
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トに対応し，無駄のない通信を可能とする．符号長を変えるにはサブブロックの大きさであ
るサブブロックサイズを変える．
イレギュラーな行列を用いた場合，一般に復号特性はよくなる [15]．一方で各行，各列に
含まれるデータの個数が行重み，列重みと対応するため，イレギュラーな行列を用いると演
算器の入力数が一定でなくなり，演算器の使用率を低下させないためにはシリアルな演算器
を用いることになる．シリアルな演算器は 1サイクルで 1つのデータしか演算できないため，
パラレルな演算器に比べるとサイクル数が増大し，スループットの低下を招く．スループッ
トの低下を防ぐために，シリアルな演算器を複数用意することで並列処理することができる
が，符号長の異なる検査行列が定義されているため，サブブロックに合わせた個数の演算器
を用意すると，符号長によっては演算器が使われなかったり，並列性が足りずにスループット
が低下したりする．高速なワイヤレス通信が望まれる中，演算器を無駄なく使用し，スルー
プットの下がらない演算器が期待される．
以上の背景のもと，本論文では IEEE802.11nの検査行列に対応し，無駄の少ない高効率列
処理演算器を用いて高スループットを実現可能な LDPC復号器アーキテクチャを提案する．
この復号器は，IEEE802.11nで定義されている検査行列の列重みに着目し，頻出する行重み
4，6，8，12の最小公倍数である 24の入出力を持った列処理演算器を用意する．この演算器
の入出力を並列化することで，行重みが少ないときは並列度をより高めることで，演算器の
使用率を常に高めることを可能にする．この演算器はパラレルな演算器であるため，シリア
ルな演算器を使う場合と比べてサイクル数が削減でき，高いスループットが実現可能となる．
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1.2 本論文の概要
本論文では，次世代の通信路符号化技術として注目される LDPC 符号とそれに関する
既存の研究について紹介し，その上で本研究の目的を説明し，高効率列処理演算器を用い
IEEE802.11nに対応した高スループットを実現可能な LDPC復号器を提案する．本論文は 6
章で構成され，以下に各章の概要を紹介する．
第 2章「LDPC符号」では，本研究で対象とする通信路符号化技術の一種である LDPC
符号について説明する．LDPC符号は疎なパリティ検査行列で定義される線形符号である．
LDPC符号の特徴の一つとして，繰り返し復号が可能なことが挙げられる．この繰り返しの
回数に上限を定めることによって復号にかかる時間を線形時間に抑えることができる．また
環境に合わせたパラメータで復号器を設計することによってシャノン限界に近い復号性能を
達成することができる．
さらに，LDPC符号の復号法について具体的に説明する．まず誤り訂正符号の種類によらず
高い復号性能を示す最大事後確率 (=Maximum a posteriori Probability　以降，MAP)復号
法について説明し，次にLDPC符号の復号アーキテクチャを実装するのに適した，MAP復号
法の近似アルゴリズムについて説明する．近似アルゴリズムにはSum-Product法とMin-Sum
法，LBP(Layered Belief Propagation)アルゴリズムがあり，本研究で採用するMin-Sum法
や既存手法に見られる LBPアルゴリズムについては具体的な数式も用いて説明を行う．
第 3章「動的再構成可能な LDPC符号に関する既存研究」では，これまでになされた動
的再構成可能なLDPC復号器に関する研究を紹介する．まず，メモリの削減に着目して設計
された LDPC復号器を紹介し，次に演算器の複雑度を低減した LDPC復号器を紹介する．
第 4章「高効率列処理演算器を用いた IEEE802.11n対応高スループットLDPC復号器」
では，始めに本研究で目的とする高効率列処理演算器を用いた IEEE802.11n対応高スルー
プット LDPC復号器の必要性を説明する．
LDPC符号が今後のディジタル通信の通信路符号化技術として用いられていく中で，高速
化は必要不可欠であり，そのために使われない演算器が多く用意されるのも防ぐべきである．
LDPC符号を採用した IEEE802.11ｎの仕様書に定義されたパリティ検査行列を用いて復号
が可能なLDPC復号器を実現するためにはマルチレートに対応し，イレギュラーな検査行列
によって変化する演算器への入力にも対応する演算器が必要である．そして高スループット
化を実現するにはその演算器がシリアルな演算器である必要がある．
また，高効率列処理演算器を用いた IEEE802.11n対応高スループット LDPC復号器を実
装する手法を提案する．本論文で提案する手法では，IEEE802.11nの仕様書に定義されてい
る検査行列の列重みとして 4，6，8，12が頻出することに着目した．その行重みの最小公倍
数となる 24の入出力を持つ列処理演算器を用いることで，列重みの小さいときでも入力を
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並列にすることで高い演算器使用率を実現でき，既存手法と比較して高いスループットが実
現可能となる．
第 5章「提案復号器の実装と評価」では，本論文で提案するアーキテクチャで高いスルー
プットが実現できることを確認するためにシミュレーションする．そのシミュレーションに
ついて概要を説明し，シミュレーションで想定する条件を挙げた上で実際にシミュレーショ
ンを行った結果を示し，考察を行う．
シミュレーションでは IEEE802.11nの仕様書で定義されている検査行列を用い，平均繰
り返し復号回数を求める．論理合成によって得られる遅延時間とシミュレーションによって
求められる平均繰り返し復号回数，復号に必要なクロックサイクル数からスループットを求
める．
提案復号器をVHDLを用いて記述し，合成することで既存手法に対して面積も比較する．
比較にはFPGAを用いた場合とASICの場合を考え，それぞれスループットの向上に比べて
面積の増加が大きくないことを確認する．
第 6章「結論」では，本論文全体の総括を行い，今後の課題について検討する．
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第 2章 LDPC符号
2.1 本章の概要
本章では，本研究で対象とする通信路符号化符号であるLDPC符号について説明する．ま
ず LDPC符号の定義を数式を用いて明確にし，その特徴について説明する．
その上で本研究で用いるLDPC符号の復号法について説明する．復号法はいくつか存在す
るが，提案するアーキテクチャで実際に用いるMin-Sum法，2007年頃から多くの LDPC復
号器に取り入れられている LBPアルゴリズムの 2つを紹介する．
本研究では IEEE802.11nに対応した復号器を対象とするため，最後に IEEE802.11nで提
唱された LDPC符号を紹介する．
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2.2 LDPC符号の定義と特徴
LDPC符号とは，正式には \Low Density Parity Check Codes"といい，その名が示すと
おり非常に疎な検査行列により定義される線形符号である．疎な行列とは，行列の要素が `0'
と `1'のみであり，要素 `0'の個数に対して要素 `1'の個数が非常に少ない行列のことである．
符号長を n，情報ビット長を kとし，冗長ビットm(= n   k)とすると，パリティ検査行列
はm行 n列の行列となる．パリティチェック行列をH，符号語をCとすると，LDPC符号
は式 (2.1)のように定義される．
CHT = 0 (2.1)
LDPC符号は 1960年代にGallagerにより提案された．しかし当時はコンピュータ資源が
高価であり，LDPC符号の性能が発揮される長い符号長でのシミュレーションが困難であっ
たことから 30数年の間注目を浴びることがなかった．その後 1990年代にMacKayや Neal
によりLDPC符号は再評価され，広い通信路モデルにおいてシャノン限界に近い復号性能を
持つことが認められたのである．
LDPC符号の特徴として，繰り返し復号が可能なことが挙げられる．この繰り返し復号を
可能にしているのが LDPC符号の復号法である．LDPC符号の復号は，2通りの確率計算に
よってビット値の推定をする．2種類の確率計算を交互に繰り返すことにより，推定ビット
信頼度を高めることができる．条件が整えば，シャノン限界に近いビット誤り率を実現する
ことができることが証明されている．
LDPC符号の復号性能を左右する要素がいくつか存在する．その要素の一つとして，パリ
ティチェック行列中の要素 `1'の個数が挙げられる．パリティチェック行列の各行に含まれる
要素 `1'の個数を行重み，各列に含まれる要素 `1'の個数を列重みと呼ぶ．行重みが r，列重
みが cの LDPC符号を (r; c)LDPCと記述し，(c  r)=c = Rを符号化率と呼ぶ．符号化率R
は符号中に含まれる情報ビットの割合を表している．冗長ビットが多いほど誤り訂正能力を
高めることができる．つまり，列重み cを大きな値にすることで推定精度を上げることがで
きる．しかし冗長ビットが長い分，冗長ビットが短い符号に比べて単位時間に伝送できる情
報ビット数が少なくなる．そこで，一般的に行重み r，列重み cの値は，通信を行う環境を
考慮して決定される．
また，LDPC符号の復号性能を左右する別の要素として，パリティチェック行列の構成法
がある．パリティチェック行列の構成法にはいくつかの手法があるが，大きく分けると復号
性能重視の復号法とハードウェアの実装の容易さを重視した復号法に分類される．復号性能
のみを考慮すると，パリティチェック行列中に存在する要素 `1'をランダムに配置される構成
法が最も良いとされる．一方ハードウェアの実装を考慮する場合は，パリティチェック行列
中の要素 `1'をできるだけ規則的に配置するのが好ましくなる．ハードウェアの構造を簡単
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図 2.1: パリティチェック行列とタナーグラフの関係．
化することができるからである．
一方で復号時間は，パリティチェック行列によらず，繰り返し復号回数に上限値を設ける
ことで符号長 `N 'の線形時間にすることができる．
LDPC符号のパリティチェック行列はその構成法を問わず，タナーグラフと呼ばれる 2部
グラフで表すことができる．タナーグラフはLDPC復号器のアーキテクチャを考える際に非
常に便利な形となっている．図 2.1にパリティチェック行列とタナーグラフの関係を示す．タ
ナーグラフは 2種類のノードを持ち，図中の左にあるノードをビットノード，右にあるノー
ドをチェックノードと呼ぶ．チェックノード fj(j = 1; :::; N  K)は，パリティチェック行列
Hの要素 hjiが 1であれば，ビットノード xi(i = 1; :::; N)とつなぐ [8]．それぞれのノードで
は，符号語中のビット確率計算や閾値比較が行われる．この演算がLDPC符号の復号処理と
なる．各ノードで実際に行われる演算の計算式や復号の詳細については，2.3「LDPC符号
の復号法」で説明する．
アーキテクチャを実装する際には，ビットノードとチェックノードをそれぞれ機能ユニッ
トとして記述すれば，復号器の構築が容易になる．機能ユニット間でやり取りされる信号は
各機能ユニットで計算された確率メッセージとなる．
このようにLDPC符号は良好な復号性能を保った上で復号時間を線形時間に抑えることが
できる．また，復号器の記述もパリティチェック行列をタナーグラフで表現することで簡単
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に構造を決めることができる．以上のことからLDPC符号は今後の通信路符号化符号として
期待されており，数々の研究が進められている．
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2.3 LDPC符号の復号法
LDPC符号の特徴の一つとして，繰り返し復号回数に上限値を設けることによって線形時
間で復号処理を行えるというものが挙げられる．この特徴はLDPC符号特有の復号アルゴリ
ズムから生まれている．
一般的にどのような通信路符号化符号でも，もっとも高い復号性能（低いビット誤り率）
を示すのは，MAP復号法と呼ばれる手法である．この手法は受信信号から最も確からしい
メッセージ・ビット系列を推定する方法である．具体的には受信後 Yから符号語Xに関す
る事後確率 P (XjY )を計算し，事後確率を最大にする 0または 1のシンボルをその推定値と
する．
この手法はもっとも高い復号性能を発揮する復号法であるが，復号を行う際の計算複雑度
の高さが問題となる．符号長を `N'とすると，計算複雑度は 2N のオーダーとなる．つまり，
`N'に大きな値を取ると復号時間が膨大になってしまう．例えば符号長Nを 100とすれば 2100
という天文学的な時間となる．LDPC符号では符号長が長い方が復号性能がよいとされてお
り，この復号法でアーキテクチャを実装するのは現実的でないことがわかる．
そこで，実際にアーキテクチャを実装する際にはMAP復号法の近似アルゴリズムを用い
る．近似アルゴリズムには Sum-Product法やMin-Sum法と呼ばれるものがあり，どちらも
MAP復号法よりも計算量が少なく，実用的な復号アルゴリズムである．本節ではこれらの
復号アルゴリズムについて詳しく説明する．
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2.3.1 MAP復号法の近似アルゴリズム
Sum-Product法や Min-Sum法は近似アルゴリズムであるため，事後確率の計算精度は
MAP復号法に比べると劣る．しかしその代りに計算量を大幅に削減できるという利点があ
る．Sum-Product法，Min-Sum法ともに，先に述べたタナーグラフのビットノードとチェッ
クノードとで事後確率計算処理を分け，それらを反復して復号を行う．この反復処理によっ
て推定の精度を上げることができる．
1回の反復を一般に「ラウンド」と呼び，このラウンド回数が多ければ多いほど復号語の
誤り率が低くなる．しかしその反面でラウンド回数が多い分長い復号時間を要する．
これらの 2つのアルゴリズムは式 (2.1)の拘束条件のもとで復号を行う．その条件とは，具
体的にはパリティチェック行列の各行で要素 `1'を持つビットの排他的論理和が 0となり，そ
の多項式がパリティチェックビット数分だけ存在する連立方程式となるということである．連
立方程式の各式は，局所的な事後確率計算となる．この推論結果は起こりうるすべての事象
をすべて考慮しているわけではないため，荒い近似値となる．しかしながらその結果をメッ
セージとし，2部グラフが示すパリティ検査条件という拘束条件を織り込みながら，他のノー
ドと交換を行う操作を繰り返すことで近似の精度が高まる．このようにメッセージを交換し
ながら復号を行うことから「メッセージ・パッシング」アルゴリズムと呼ばれる．
Min-Sum法と Sum-Product法の違いは，Min-Sum法が Sum-Product法の計算をさらに
簡素化したアルゴリズムであるという点である．Sum-Product法のチェックノードでの処理
演算は式 (2.2)のようになる．
mn =
0@ Y
n02A(m)nn
sign (mn0)
1A  f
0@ X
n02A(m)nn
f (jmn0j)
1A (2.2)
式中の f(x)はガラガー関数と呼ばれ，式 (2.3)で表される．
f(x) = ln
exp(x) + 1
exp(x)  1 (2.3)
f(x)は xの値が小さいものが支配的となる．つまり，従来であればすべての xに対して f(x)
の和を求めるところを，もっとも小さい xの値に近似しても差し支えないことになる．その
特徴を利用したのがMin-Sum法である．このMin-Sum法は，Sum-Product法を適用した
場合と比較してもビット誤り率はさほど劣化しないことが他の研究によって証明されている
[8]．Sum-Product法との精度格差を削減するために，xに補正値をかけ，式 (2.2)中の f(x)
の和に近づける方法がある．この補正値をかけることを「スケーリング」または「ノーマラ
イゼーション」と呼び，Min-Sum法の復号性能の向上に一役買っている．
またビット誤り率が多少劣化するという犠牲を払ったとしても，計算量を大幅に削減でき
ることの方が復号アーキテクチャを実装するうえでは大きなメリットとなり，Min-Sum法は
12
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それを実現している．本論文でもMin-Sumアルゴリズムを適用することを前提として議論
を進める．
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2.3.2 Min{Sum法
前節でMin-Sum法の事後確率計算は 2つに分割されると説明した．そのチェックノードで
の処理を「行処理」，ビットノードでの処理を「列処理」と呼ぶ．この行，列とはパリティ
チェック行列の行，列に相当する．演算対象となるビットはパリティチェック行列中の要素
が `1'である部分である．それぞれの処理は，その名の通り着目した行（または列）に含ま
れる `1'が存在する場所に相当するビットの推定値を計算することになる．Min-Sum法の事
後確率計算の具体的な式は (2.4)，(2.5)で表される．式 (2.4)は行処理演算を表し，式 (2.5)
は列処理演算を表す．alpha，betaはそれぞれ行処理，列処理で求まる各ノードのメッセー
ジである．
mn =
0@ Y
n02A(m)nn
sign (mn0)
1A  min
n02A(m)nn
jmn0j (2.4)
mn =
X
m02B(n)nm
m0n + n (2.5)
ここで行処理について着目し，図 2.2を用いて説明する．図中のビットノードが持つ現在の
値がノードの上に記されている．ここで行処理によって一番左の推定値を求めることを考え
る．チェックノードはまず，各ノードから現在の値を受け取る．次に今注目しているノード
以外の値を元に，着目しているノードの値を推定する．それが式 (2.4)が表している内容であ
る．この例では排他的論理和の式は式 (2.6)のようになり，結果としては `1'と推定される．
 1 1 1 0 0 = 0 (2.6)
他のビットノードに対しても同じ処理を行うと，図のように の値が定まる．
列処理では，行処理で求まったのうち，対象となるノード以外のの和をとり，さらに
通信路によって決まる を足すことによってメッセージ を求める．この値に最後に対象と
なるノード自身の値を加えることで判定対象となる値 Lnを求める．この値は「対数事後確
率比」の近似値となる．この Lnの絶対値が推定値の信頼度の高さを表している．つまり絶
対値が大きければ大きいほど，推定値が正しい値である確率が高くなる．また，この Lnの
正負は，正であれば推定ビットが 0，負であれば推定ビットが 1であることを表している．
最終的な符号語の誤り判定は，パリティチェック行列を推定符号語にかけ合わせることに
よって行われる．この判定によって正しく複合されたと判断されるか，最大復号繰り返し回
数に達していればそこで復号処理は終了となる．一方で復号に誤りがあると判断され，最大
復号繰り返し回数に達していない場合は再び復号処理を繰り返すことになる．図 2.3に，上
に述べた「1ラウンド」に行われる一連の復号処理を示す．
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図 2.2: 行処理の計算例．
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2.3.3 Layered decoding アルゴリズム
Layered decoding アルゴリズムは式 (2.7)，(2.8)，(2.9)，(2.10)で表される．
 sign  R(q+1)m;n  = Y
j2fNmnng
 sign

 
(q+1)
m;j

(2.7)
R(q+1)m;n  = min
j2fNmnng
 (q+1)m;j  (2.8)
 (q+1)m;n = 
(q+1)
n [k   1] R(q)m;n (2.9)
(q+1)n [k] =  
(q+1)
m;n +R
(q+1)
m;n (2.10)
ここで kは 1回のイタレーション内で処理の番号を表し，qはイタレーションの番号を表す．
Min-Sum法との大きな違いは，行処理と列処理といった 2段階の演算をしないことである．
Min-Sum法では，全ての行処理と全ての列処理が交互に行われる．一方，Layered decoding
アルゴリズムでは，Min-Sum法の列処理に当たる加算処理は最小値探索と同時に行われて
いく．このため，より高速な復号が可能であり，繰り返し復号回数を 50%削減できる [2]．
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図 2.4: IEEE802.11n提唱パリティチェック行列の例 (Z = 27, N = 648, R = 1=2)．
2.4 IEEE802.11n提唱LDPC符号
次世代の無線LAN規格である IEEE802.11nでは，誤り訂正符号のオプションとしてLDPC
符号が採用されている [6]．LDPC符号の仕様も [6]に記載され，イレギュラーパリティチェッ
ク行列が定義されている．パリティチェック行列はサブブロックに分割した形式を採っており，
LDPC復号器のハードウェア化に適する．サブブロックはZZの正方行列として定義され，
それぞれのサブブロックは単位行列か単位行列の要素を iだけ右シフトしたもの，あるいは
0行列になっている．Zをサブブロックサイズと呼ぶ．同規格では列ブロック数を 24に固定
し，Z = 27; 54; 81とすることでN = 648; 1296; 1944の 3通りの符号長を採用している．それ
ぞれの符号長に対して行ブロック数を 12; 8; 6; 4とすることで符号化率R = 1=2; 2=3; 3=4; 5=6
を採用し，合計 12種類の符号が定義されている．図 2.4に提唱されているパリティチェック
行列の例を示す．図中の数字は各サブブロックの右シフト値 iを表し，\ "はサブブロック
が 0行列であることを表す．
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2.5 本章のまとめ
本章では，次世代の誤り訂正符号として期待されるLDPC符号の定義，特徴について説明
した．LDPC符号は疎なパリティチェック行列によって生成され，優れた復号性能を持つこ
とが解っている．この符号には他の誤り訂正符号には無い特徴がみられ，その特徴が低い誤
り率を実現可能にしている．
その特徴として挙げられるのが，繰り返し復号ができる点である．これはLDPC符号では
復号で「確率推論計算」を行うことから可能となっている．この手法をとる誤り訂正符号は
他になく，これが LDPC符号が他の符号とは一線を隔した高い復号性能を示す理由である．
また LDPC符号の特徴のもう一つとして挙げられるのが，ある一定のルールを守れば自
由にパリティチェック行列を生成できる点である．このことにより，目的にそったパリティ
チェック行列を生成することが可能になっている．本章では，そのうち誤り率を低下すること
を主目的とした生成法と，アーキテクチャ構造を意識した時の生成法について述べた．アー
キテクチャ構造を意識した行列の生成法を用いれば，同じ性能を示す他符号のアーキテク
チャよりも非常に簡素な構造でアーキテクチャを実現できる．
以上のことからLDPC符号が非常に高い性能を持ち，かつ柔軟性の高い符号であることが
理解できる．そのため，今後も様々な観点から研究対象となることが想定できる．本研究で
は，LDPC符号の復号器で，任意の並列度を持たせることを目的とする．
19
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3.1 本章の概要
本章では，IEEE802.11nに対応した LDPC復号器に関する既存研究を紹介する．2005年
までLDPC復号器に規格は無く，検査行列の構成や演算器の構成に統一性は無かった．2006
年に IEEE802.11nにLDPC符号が採用され，2007年以降 IEEE802.11nに対応したLDPC復
号器の研究がなされてきた．その中でメモリの削減に注目した手法と演算器複雑度の軽減に
注目した手法を紹介する．
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3.2 メモリを削減したLDPC復号器
本節では，メモリを削減した手法として文献 [5]を紹介する．文献 [5]ではLayered decoding
アルゴリズムを用いている．
図 3.1にチェックノードの演算を行う演算器を示す．ここでRはチェックノードからビット
ノードへ送られるメッセージである．文献 [5]では，チェックノードの演算結果が 3つしか無
いことを利用している．チェックノードではそのノード以外のノードが持つデータの最小値
探索と，符号ビットの排他的論理和を取る演算が行われる．その結果必要になるデータは最
小値M1とその符号を変えたもの，第二最小値M2の 3つになる．そこで，その 3つの演算
結果を得たら，あとはその中のどれを出力するかをセレクタによって選ぶだけとしている．
図 3.2に復号器全体のアーキテクチャを示す．Rはチェックノードからビットノードへ送ら
れるメッセージ，Qはビットノードからチェックノードへ送られるメッセージである．Layered
decoding アルゴリズムを用いているため，列処理演算器は無く，単なる加算器が用意されて
いる．メモリは演算器の並列度と同じ個数用意し，そのアドレス数は並列度をM，サブブ
ロックサイズを zとすると，

z
M

となる．
サブブロック内のデータをシフトするにあたって，文献 [5]では図 3.3の様な方法を用いて
いる．図 3.3では例として 4 4のシフタを用いているが，実際には 27 27のシフタを用い，
マルチプレクサは 3入力となる．
この復号器の実装結果は 3.1と 3.2の様になる．シリアルな演算器を用いてサブブロックに
対応づけて復号しているため，並列度が高くてもサブブロックサイズが小さいとスループッ
トが低くなることがわかる．
表 3.1: 文献 [5]の FPGAによる実装結果．
M = 27 M = 54 M = 81 Available
Slices 1836 3647 5514 46592
LUT 3317 6335 9352 93184
SFF 1780 3560 5341 93184
BRAM 46 89 133 168
Memory(bits) 56640 56640 55344
Throughput(Mbps)
z = 81 119 238 356
z = 54 119 238 178
z = 81 119 119 119
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図 3.1: 文献 [5]のチェックノード演算器．
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図 3.3: 文献 [5]のシフト用回路．
表 3.2: 文献 [5]のASICによる実装結果 (110MHz)．
Resource Area(mm2) Equivalent NAND-2 gates
CNUs 0.45 67500
VNUs 0.07 10125
Storage 1.04 N/A
Flip-ops 0.03 3375
Shifter and wiring 0.22 18900
total 1.85 99900
Throughput(Mbps) 541, 1082, and 1618 for z = 27; 54and81
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3.3 高スループットLDPC復号器
本節では，アイドリング時間を削減し，スループットを高めたLDPC復号器を提案した文
献 [13]を紹介する．
復号アルゴリズムにはLayered decodingアルゴリズムを用いている．列処理は加算のみの
処理であるため文献 [13]では行処理中心のアーキテクチャを用いている．行処理ユニットは
用意し，列処理は行処理ユニットに加算器を付加することで実行するアーキテクチャである．
この演算ユニットはNP(Node-Processor)と呼ばれる．復号器のトップレベルのアーキテク
チャを図 3.4に，NPのアーキテクチャを図 3.5に示す．NPでは，出力の順序を交換すること
で，パイプラインハザードをなくすためのアイドル時間を減らしている．Layered decoding
アルゴリズムでは，行ごとに処理を進めていく．ここで次の行を処理するときに，前の行の
演算に必要となる 2.3.3項の式 (2.9)で表される  の値を先に出力することで，アイドル時間
を減らし，スループットの向上を実現する．
文献 [13]では，再構成によって演算の引数の個数が変わるため，シリアルなNPを用いる
ことでハードウェアが無駄になることを防いでいる．そのNPをサブブロックの最小サイズ
である 27個まとめたものをNPクラスタとし，4つ用意している．
メモリは 2種類で構成されている．1つは演算の途中結果を格納するメモリであり，もう 1
つは出力データを格納するメモリである．途中結果を格納するメモリは，1つのメモリバン
クのサイズを 88  (27 5)bitとし，出力データを格納するメモリは 1つのメモリバンクの
サイズを 24 (27 8)とする．88は規格で定義された検査行列の非 0行列の最大数であり，
24は列ブロック数，27は最小のサブブロックサイズである．NPクラスタ 1つに各メモリバ
ンクを 1つずつ割り当てるため，4つずつのメモリバンクが用いられる．出力データを格納
するメモリの前には，Multi-Size Circular-Shifting(MS-CS) Networkがあり，演算ユニット
からの出力を適するメモリに格納するようになっている．
3.3に符号化率 5=6のときのスループットを示す．この復号器の面積は 0:74mmとなって
いる．
表 3.3: 文献 [13]のスループット (符号化率 5=6，240MHz)．
N = 648 N = 1298 N = 1944
Throughput 410 386 292
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3.4 本章のまとめ
本章では IEEE802.11nの規格に対応した LDPC復号器の既存研究を紹介した．文献 [5]の
手法ではメモリの削減に着目し，文献 [13]の手法では高スループット化に着目した．
文献 [5]は Layered decodingアルゴリズムを用いることで，行処理と列処理を交互に行う
復号法と異なり，演算の中間値を格納するメモリが削減できる．また，各行のチェックノー
ド演算の結果は 3通りしかないことを利用し，他のデータを保存する必要がないようにして
いる．
文献 [13]では，パイプライン化により高スループットを実現している．文献 [5]の動作周
波数 110MHzに対して，文献 [13]では 240MHzと高い動作周波数となっている．さらにパイ
プライン化によるハザードを解決するためのアイドル時間を，演算器の出力順を変更するこ
とによって削減し，高いスループットを実現している．
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4.1 本章の概要
本章では，高効率列処理演算器を用いた IEEE802.11n対応高スループット LDPC復号器
を提案する．はじめに IEEE802.11nで定義されている検査行列を紹介し，高効率列処理演
算器を用いた IEEE802.11n対応高スループット LDPC復号器の必要性を明確にする．次に
高効率列処理演算器を用いた IEEE802.11n対応高スループット LDPC復号器を提案する．
IEEE802.11nの検査行列に対応する高効率列処理演算器を提案し，その他のモジュール，メ
モリ構成を提案する．
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4.2 高効率列処理演算器を用いたLDPC復号器の必要性
LDPC符号は次世代の通信路符号化技術として着目されており，IEEE802.11nでも採用さ
れている．IEEE802.11nで定義された検査行列は，検査行列をサブブロックと呼ばれる正方
行列に分解する．このサブブロックは単位行列の右シフト，もしくは 0行列となっている．
サブブロックのサイズはサブブロックサイズということとし，サブブロックサイズが 27で
あるとはサブブロックが 27 27の正方行列であることを表す．IEEE802.11nの検査行列で
は行列に含まれるサブブロックに 0行列が含まれることで行重みや列重みが各行，各列ごと
に異なるイレギュラーな行列となっている．サブブロックサイズは 27，54，81の 3通りが
定義され，符号長を 648，1296，1944と変えられるようにする．サブブロックは 24列あり，
行数は 4，6，8，12と可変であり，符号化率を変えられるマルチレートに対応する．符号長
と符号化率を変化させることにより，通信環境の変動に応じた検査行列を用いた復号処理を
可能とする．図 4.1に検査行列の例として，サブブロックサイズ 27，符号化率 1
2
の行列を示
す．ここで，図中の数字は各サブブロックのシフト値を表し，`{'は 0行列を表す．
IEEE802.11nを意識した復号器を実現したものとしては文献 [], [], []・・・が知られ，イレ
ギュラーな検査行列を用いて復号処理する場合，パラレルな演算器を用いると無駄が生じる
としている．例えば IEEE802.11nで定義された符号の最大列重みである 12の入力を持った
パラレルな演算器を用いた場合，列重みが 4の行を処理すると演算器の 8=12が無駄になる．
そのためこれらの文献ではイレギュラーな行列で復号処理するために，シリアルな演算器を
用いることで対応している．しかしながらシリアルな演算器を用いるとクロックサイクル数
は増大する．IEEE802.11nで定義されている検査行列では，最大の列重みは 12であり，こ
れは 1行の処理を実行するのに 12サイクルかかることを意味する．サイクル数の増大はス
ループットの低下を招くため，最大のサブブロックサイズである 81の演算器を用意し，シ
リアルな演算器を並列に動かすことでスループットを向上させる．ただし，データを格納す
るメモリはサブブロックに対応させるのため，複数の行ブロックを同時に処理することはで
きない．サブブロックサイズが 27，54のとき，81の演算器のうちそれぞれ 54，27個の演算
器が使われない状態となる．
よって，単純に最大の重みだけ入出力を持ったパラレル演算器を用いても演算器は無駄と
なり，シリアルな演算器を多く用いてスループットを向上させる手法も実際には 2
3
ないしは
1
3
の演算器が無駄となる．これらの無駄はスループットの低下を招くため，高効率演算器を
用いた高スループットを実現可能な LDPC復号器が必要となる．
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4.3 提案手法
本節では高効率列処理演算器によりマルチレートに対応し，高スループット化を実現する
イレギュラーLDPC復号器を提案する．提案復号器はMin-Sum法を用いて実装する．LDPC
復号器を高スループット化するためには行処理と列処理の並列度をそれぞれ上げる必要があ
る．行処理，列処理において行方向の並列度と列方向の並列度がある．行方向の並列度とは
検査行列H の複数行を同時に処理することを表し，列方向の並列度とは複数列を同時に処
理することを表す．文献 [1]，[3], [5], [7], [9]，[12], [13], [14], [17]では列処理の列方向の並列
度を上げる手法を取っており，複数の演算器を用意することで 1つの列ブロックの中の複数
列を並列に処理する構成になっている．列方向の並列度を上げるのは単純に複数の演算器を
用意し，並列に処理を実行することで可能となる．しかし列方向の並列度を上げる手法だけ
では列処理における加算が逐次的に処理されるため，各列ブロックに含まれる非 0行列の個
数分だけクロック数が必要となり，高スループット化は望めない．
そこで本論文では列処理の行方向の並列度を向上させた列処理演算器，つまり演算器に 1
行のデータを一度に入力できる列処理演算器を提案する．行方向の並列度を上げた提案演算
器では各列の加算処理を 1クロックで完了できる．さらにその演算器を複数用意することで
列方向の並列性も持たせることができるため，高スループット化が可能である．提案する復
号器は，以下のモジュールからなる．
 入出力制御器
 行処理演算器
 列処理演算器
 パリティチェック演算器
まず提案復号器の主要部分である列処理演算器と，行処理演算器の最小値探索回路を提案し，
その他のモジュールとメモリの構成を提案する．
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4.3.1 列処理演算器
2章「LDPC符号」で紹介したとおり，LDPC符号は主に行処理演算と列処理演算が復号
処理となっている．列処理演算の演算は式 (2.5)で表されるとおりである．
IEEE802.11nで提唱されているパリティチェック行列は，符号長にかかわらず符号化率の
変化によってパリティチェック行列の行ブロック数が変化する．符号化率Rが 1=2, 2=3, 3=4,
5=6と変わると，それぞれ行ブロック数は 12, 8, 6, 4となる．行ブロック数の変化によって列
処理演算器の入力数が増減するため，その増減に対応した演算器が必要となる．対応する方
法には逐次的な方法とトーナメント方式に演算する方法がある．逐次的な方法では 1クロッ
クごとに 1つずつ入力を与え，繰り返し加算の演算を実行する．トーナメント方式では 1ク
ロックですべての入力を与え，2つずつ組にした値を加算していくことで和を求める．逐次
的な方法では入力数によってはクロック数が増大するためトーナメント方式を採用し，かつ
パイプライン化することで高スループットを実現する．
トーナメント方式を採用するにあたって最大の問題は入力数である．トーナメント方式を
単純に実現すれば，行ブロック数の最大値である 12の入力数を持たせることで行ブロック数
が 8, 6, 4の時にも対応できる．しかし最大数の入力を持たせることでそれ以外の行ブロック
数のときには入力数が減ってしまい，無駄が生じるという問題がある．それを解決する手段
として，列処理演算器の入力数は行ブロック数の最小公倍数である 24とし，行方向の並列
度と同時に列方向の並列度を持たせることとした．それにより符号化率Rが 1=2, 2=3, 3=4,
5=6のとき，列処理演算器 1つあたり列方向の並列度を 2並列, 3並列, 4並列, 6並列とする
ことができ，行ブロック数が異なっても演算器を共有するためその使用率が下がらない．
文献 [1]，[3]，[5]，[9]，[14]では列方向には逐次的な方法を用いているため，高スループッ
トを実現するために演算器の個数を増やし，行方向の並列度を上げている．サブブロックサ
イズ Zが 27, 54, 81と変化することから，最大数の 81に合わせた演算器数になっているた
め，サブブロックサイズが 27や 54のときは演算器の使用率が低下し，最大でサブブロック
サイズと同じ個数の演算器しか使用できない．複数の列ブロックにまたがって並列処理をし
ないのは，サブブロックごとに割り当てるというメモリ構成が原因であるとみられる．
提案復号器では列処理演算器を 5個用意し，1つの列ブロックに 5つ全てを割り当てる．こ
れにより最も列方向の並列度が高い場合である列重み 4のとき 1つの列処理演算器で行方向
の並列度が 6となり，それが 5つ並列に演算することで行方向の並列度は合計 30となり，1
列ブロックを 1サイクルで演算することとなり，演算器の無駄を最小限に抑えている．列処
理における提案復号器の並列度は行方向が 24，列方向が 5となり，これらの並列度を掛け合
わせて合計 120並列となる．それに対して文献 [1]，[3]，[5]，[9]，[14]では行方向のみの並
列度となり，列方向の並列度を 1と数えることとして 27，54，81並列となる．文献 [1]，[3]，
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[5]，[9]，[14]では並列度が 27まで下がるのに対して，提案手法では常に 120並列を実現でき
る．文献 [1]，[3]，[5]，[9]，[14]では演算器使用率は符号長に大きく影響を受けるが，提案手
法ではほとんど影響を受けない．
列処理演算は式 (2.5)中のm0 2 B(n)nmが示すように，パリティチェック行列の i行 j列目
のメッセージを求める際には加算の引数に ijは含まれない．列処理演算の結果は行ブロッ
クごとに異なるため，列処理演算器では総和を求めた後で出力ごとにそれぞれの引数になら
ない値を減算している．これを式で表すと式 (4.1)となる．
mn =
X
m02B(n)
m0n + n   mn (4.1)
この手法では一度総和を求めることで一時推定語の計算も同時に実行できるというメリット
がある．図 4.2に列処理演算器の構成を示す．
列処理演算はブロック列に含まれる非 0行列の個数とサブブロックサイズによって必要と
なるクロック数が変化する．例えば符号化率Rが 1=2の場合，列ブロックに 12の非 0ブロッ
クがあると 2列を並列して処理できるため，サブブロックサイズが 27ならば d27=2e = 14と
なり，3段のパイプライン化のためかかる 2クロックを足した 16クロックで列処理演算が終
了する．クロックサイクル数が最小となるのは列重み 4，サブブロックサイズ Z = 27のと
きであり，1列ブロックの列処理が 1サイクルで完了する．クロックサイクル数が最大とな
るのは列重み 12，サブブロックサイズZ = 81のときであり，1列ブロックの列処理が 42サ
イクルで完了する．
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図 4.2: 提案列処理演算器の構成．
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4.3.2 行処理演算器
行処理演算器は入力値の中から出力先と同じノードから入力される値を除いた残りの値の
絶対値の中での最小値と正負を表す符号の積を掛け合わせる演算であり，式 (2.4)で表され
る．このことから行処理演算器は正負を表す符号ビットと絶対値を分けるパート，正負を表
す符号ビットの積を求めるパート，絶対値を求めてその最小値・第 2最小値を求めるパート，
最小値と正負を表す符号を掛け合わせるパートに分割して設計する．符号の積を求めるパー
トは符号ビットの排他的論理和を取ればよい．最小値・第 2最小値を求めるパートでは各行
の行処理演算を 1クロックで完了できるように列方向の並列度を持たせるため，列処理演算
と同様にトーナメント方式を採用し，高スループットを実現する．第 2最小値は最小値以外
のすべての値よりも小さいということから，2回以上他の値よりも大きいと判定された値は
第 2最小値にはなりえないという性質を用い，比較器の数を減らしたトーナメント方式を提
案する．この手法では単純にトーナメントで残った値を比較するのではなく，2度目以降の
比較ではその時点で最小値の候補になっている値よりも大きいと前段で判定された値だけを，
マルチプレクサによって選択する．これにより第 2最小値以外の値は 2回目に比較される前
になくなるため，比較器の個数を抑え小面積化を実現できるとともに，トーナメントの段数
を減らし高スループット化も実現できる．このトーナメント方式の最小値・第 2最小値探索
回路を図 4.3に示す．
行処理演算器は 27個用意し，1つの行ブロック内で並列に演算する．3段にパイプライン
化しているため，サブブロックサイズが 27, 54, 81のときに，それぞれ 3, 4, 5クロックで 1
つの行ブロックの演算が終了する．
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図 4.3: 行処理演算機中の最小値探索回路．
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4.3.3 制御器
制御器は図 4.4の状態遷移図のように動作する．入力待ちの状態から入力開始信号を受け
取ることで入力状態に遷移する．このとき受信語，サブブロックサイズ，符号化率を入力す
る．これらの入力をもとに実行にかかるサイクル数が決定される．入力にかかるクロックサ
イクル数は符号長によって異なり，27シンボルを 1サイクルで受信する．符号長 648のとき
は 24サイクル，1296のときは 48サイクル，1944のときは 72サイクルで受信が完了する．
受信が完了すると行処理状態に遷移する．行処理にかかるクロックサイクル数はサブブ
ロックサイズと符号化率によって決まる．行処理には 27個の行処理演算器を用いるため，サ
ブブロックサイズ 27，符号化率 5=6のときが最小のクロックサイクル数となる．各行ブロッ
クを 1サイクルで処理し，パイプライン化のためにかかる 2サイクルを足した 6サイクルで
処理が完了する．同様にサブブロックサイズ 81，符号化率 1=2のときクロックサイクル数は
最大となり，38サイクルかかる．
次に列処理状態に遷移する．列処理にかかるクロックサイクル数も行処理と同様にサブブ
ロックサイズと符号化率によって決定する．クロックサイクル数が最小となるのは列重み 4，
サブブロックサイズ Z = 27のときであり，1列ブロックの列処理が 1サイクルで完了する．
クロックサイクル数が最大となるのは列重み 12，サブブロックサイズZ = 81のときであり，
1列ブロックの列処理が 42サイクルで完了する．ただし 3段にパイプライン化しているため，
実際には列処理全体で 2サイクル多くかかる．
列処理が完了したらパリティチェック状態に遷移する．パリティチェックには列処理の加
算結果が用いられるため，CHT = 0を満たしているか確かめる．これは排他的論理和を求
めることで実現できる．パリティチェック演算器は 27個用意するため，サブブロックサイズ
が 27，54，81のときに，それぞれ 1，2，3サイクルで 1行ブロックに対して演算する．パ
リティチェックの結果，復号が成功したと判断されれば出力状態へ遷移し，復号が失敗した
と判断されれば行処理状態へ戻る．ただし，復号が失敗した場合でも最大復号繰り返し回数
lmaxを超えた場合は出力状態に遷移する．提案手法では lmaxは 10と設定している．
出力状態では入力同様 1サイクルで 27シンボルを出力する．かかるクロックサイクル数も
入力状態と同様に符号長によって異なり，符号長が 648，1296，1944のときにそれぞれ 24，
48，72サイクルで出力が完了する．出力が完了したら入力待ち状態へ戻る．
制御器ではこれらの状態遷移と同時に，演算器やメモリに制御信号を送り，復号器全体を
制御している．
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図 4.4: 制御器の状態遷移図．
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4.3.4 パリティチェック演算器
パリティチェック演算器はパリティチェック行列の各行ごとに，メモリから一時推定語を読み
込み，排他的論理和をとる．すべての行において排他的論理和が `0'になった場合はCHT = 0
を満たすため正しく復号されたとみなし，復号が終了したことを示す信号を出力する．排他
的論理和が `1'となる行があった場合，次の繰り返しに進むことを伝える信号を出力する．
パリティチェック演算器は 27個用意し，サブブロックサイズが 27, 54, 81のときに，それ
ぞれ 1, 2, 3クロックで 1つの行ブロックの演算を終了する．
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4.3.5 メモリ構成
メモリは受信語用メモリ，行処理用メモリ，列処理用メモリ，仮復号語用メモリ，検査行
列用メモリから構成する．
受信語用メモリ
このメモリには受信語を格納する．受信語用には最大符号長である 1944シンボルのデー
タを格納できるメモリが必要である．8アドレスのメモリを 9つ用意し，24個の列ブロック
に対応させる．1アドレスに 27シンボルのデータを格納することとし，符号長 648の時は 3
つだけ用い，符号長が 1296の時は 6つ用い，符号長が 1944の時は 9つ全てを用いることと
する．符号長が 1296のときは異なる 2つのメモリの同じアドレス数のアドレスを 1つのサ
ブブロックに対応させる．同様に符号長が 1944のときは 3つのメモリの同じアドレス数の
アドレスを 1つのサブブロックに対応させる．この様子を 4.5に示す．図 4.5では例として符
号化率 5=6の行列を示したが，符号は検査行列の列に対応するため，行ブロック数は関係な
い．よって，符号化率が変化しても同様にメモリを割り当てることが可能である．符号長が
648のときは左から 3つのメモリを用い，メモリと同じ色のサブブロックに対応させる．白
いメモリの 0番地を一番左のサブブロック，1番地を左から 2番目のサブブロック，2番地を
左から 3番目のサブブロック，というように対応させる．同様に薄い灰色，濃い灰色でも 0
番地から順に左のサブブロックから対応させていく．
行処理・列処理用メモリ
受信語用メモリと同様に，1アドレスに 6ビットのデータを 27個ずつ格納する．1メモリ
に 4アドレスとし，66個のメモリを用意することで，非 0行列の最大数である 88個のサブ
ブロックに対応させる．検査行列の 1行に最大 22の非 0ブロックがあるため，1つの非 0ブ
ロックに 3つのメモリを割り当て，それらのデータを同時に読めるようメモリの個数を 66個
とした．4アドレスのメモリを用いるのは，符号化率 5=6のとき行ブロック数が 4となるた
め，それ以上アドレス数を増やすと行処理の際に同じメモリの異なるアドレスからデータの
読み出しが必要になり，複数サイクルかけてデータを読み出すことになりサイクル数が増え
てしまうからである．この様子を図 4.6に示す．
これを行処理用と列処理用の 2セット用意する．
仮復号語用メモリ
仮復号語は検査行列の列数と同じだけの長さになるので，648，1296，1944ビットを格納
する．648メッセージを格納できるメモリを 3つ用意し，符号長に合わせて使用するメモリ
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符号長648のとき
符号長1296のとき
符号長1944のとき
図 4.5: 受信語用メモリの検査行列との対応．メモリと同じ色のサブブロックに対応させ，各
メモリの 0番地から順に，左のサブブロックから対応させる．
同じ行に割り当てられると
同時に読み込めない．
(a) 4ビットの場合，1行に1アドレスずつ割り当てられる．
(b) 5ビットの場合，1行に2アドレス以上割り当てられる場合がある．
図 4.6: 行処理・列処理演算器における 4アドレスメモリの必要性．
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の個数を決定する．符号長 648の場合は 1つ，1296のときは 2つ，1944のときは 3つのアド
レスを用いる．
検査行列用メモリ
検査行列用メモリには，3符号長，4符号化率の計 12個の検査行列を格納する．メモリを
2種類用意し，一方には各行列の各行各列に含まれる非 0行列の位置を格納し，もう一方に
は各サブブロックのシフト値を格納する．非 0行列の位置からデータの入っているメモリを
判断し，シフト値はそのデータの入力位置を確定する．
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5.1 本章の概要
本章では，4章で提案した復号器を評価する．まず評価の目的を示し，スループットを評
価する．スループットは復号にかかるクロックサイクル数と遅延時間を用いて算出する．次
に FPGAによる実装方法と結果を示す．また，ASICによる実装方法と結果を示す．最後に
考察し，提案復号器の有効性を示す．
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5.2 目的
実装と評価の目的は，前章で提案した復号器によって高スループットが実現できることを
示すことと，高スループット化の結果として増加する面積がスループットの向上に対して小
さいことを示すことである．提案復号器では，パラレルな演算器を用いることでスループッ
トを向上し，かつ演算器の使用率を上げることで面積の増加を抑える．それらの結果を踏ま
え，提案復号器を評価・考察する．
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5.3 スループットの評価
本節では提案復号器を用いて得られた，提案復号器の誤り訂正能力と復号スループットを
示す．
復号器の仕様として，パラメータとなる復号アルゴリズムや最大繰り返し復号回数，量子
化ビット数，想定する通信環境，変調方式を示し，その結果得られた復号特性を示す．
復号スループットの求め方を示し，それを用いてスループットを比較する．比較には文献
[5]を用いる．文献 [5]は既存研究の中でも高いスループットを実現しており，比較対象とし
て妥当性がある．
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5.3.1 復号器仕様
4章で提案した復号器を用いて復号処理する．提案復号器の復号仕様を 5.1に示す．この
仕様によりランダムに生成した受信語に対して復号し，エラーが 1500回出るまで繰り返し，
平均繰り返し復号回数を求める．
パリティチェック行列は IEEE802.11nで提唱されている 4符号化率，3符号長を組み合わ
せた 12種類の行列を用いる．上記の条件でそれぞれの検査行列を用いて復号しビット誤り
率，平均繰り返し復号回数 laveを求める．ビット誤り率は復号器の誤り訂正能力を表し，平
均復号繰り返し回数は復号スループットを求めるのに必要となるパラメータである．ビット
誤り率のグラフを図 5.1に示す．
表 5.1: 提案復号器の仕様
項目名 具体名・数
復号アルゴリズム Min-Sum法
最大復号繰り返し回数 lmax 10回
1シンボル当たりの量子化ビット数 6ビット
対応符号化率 R 1=2; 2=3; 3=4; 5=6
通信環境 AWGN通信路
変調方式 BPSK変調
0.000001
0.00001
0.0001
0.001
0.01
0.1
1
0 1 2 3 4 5
ビ
ッ
ト
誤
り
率
S/N比
符号化率別ビット誤り率(Z=54)
Z=54,R=0.5
Z=54,R=0.666
Z=54,R=0.75
Z=54,R=0.833
図 5.1: 提案復号器のビット誤り率 (Z=54)．
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5.3.2 復号スループット
復号スループットは式 (5.3)を用いて求める．
Sthr =
nblk
T  (lave  (clkrow + clkcol + clkparity) + clkio) (5.1)
ここでnblkは符号長，T はクロック周期，clkrow，clkcol，clkparityは 1繰り返し復号回に要す
る行処理，列処理，パリティチェックのクロックサイクル数，clkioは入出力に要するクロッ
クサイクル数である．
論理合成結果からクロック周期は 10:6nsとし，平均復号繰り返し回数を用いて復号スルー
プットを求めると，符号長 648，符号化率 5=6，SN比 4:4dBのとき，平均有効スループット
は 454Mbpsに達した．これは文献 [5]の最高スループット 356Mbpsに対して約 28%の向上で
ある．同じ符号化率，SN比 4:0dBとき符号長 1296で 405Mbps，符号長 1944で 354Mbpsと
符号長が変わってもスループットの変化が少なく，どの符号化率においても高いスループッ
トを実現できることが確認された．特に一般的なLDPC復号器ではスループットの低くなる
符号長 648においては，文献 [5]に対して 2倍以上の高速化を実現した．符号長を変えた時
の提案手法のスループットと文献 [5]の最高スループットの比較を表 5.2に示す．提案手法で
符号化率が低いほどスループットが高くなっているのは，列処理演算器においてハードウェ
アの使用率を高めたことにより 1回の復号に必要となるサイクル数が減ったためである．
表 5.2: 文献 [5]と提案手法のスループットの比較 (FPGAの場合)．
スループット [MHz]
サブブロック 文献 [5] 提案手法
サイズ R = 5=6 R = 5=6
27 119 454
54 238 405
81 356 354
表 5.3: 文献 [5]と提案手法のスループットの比較 (ASICの場合)．
スループット [MHz]
サブブロック 文献 [5] 提案手法
サイズ R = 5=6 R = 1=2 R = 2=3 R = 3=4 R = 5=6
27 541 932 1880 2453 2931
54 1082 856 1443 2084 2817
81 1618 812 1266 1992 2741
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5.4 FPGAによる実装
本節では FPGAによる提案復号器の実装方法と実装結果を示す．実装環境を示し，実装
結果を既存研究と比較する．既存手法には文献 [5]を用いる．文献 [5]は IEEE802.11nに対応
する LDPC復号器を提案しており，既存研究の中でも高いスループットが実現されており，
FPGAにより実装しているため比較に適している．
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5.4.1 前提条件
提案復号器を評価するため，文献 [5]と比較する．文献 [5]は既存手法の中でも最も高いス
ループットを実現しており，FPGAにより実装しているため，比較対象として妥当性がある．
文献 [5]との比較を正当性のあるものとするため，実装には文献 [5]と同じバージョン，デバ
イスを用いる．実装環境を 5.4に示す．
文献 [5]にはメモリのビット数は記載されているが，単にビット数では比較が困難である
ため，文献 [16]によりメモリのビット数から Slice数に換算することで面積を評価する．検
査行列には IEEE802.11nで定義されたものを用いる．
表 5.4: FPGA実装環境．
論理合成ツール Xilinx社 ISE9.2i
FPGAのバージョン Virtex-II
デバイス XC2V8000
パッケージ FF1152
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5.4.2 実装結果
表 5.5にメモリを除いた論理合成結果を示す．文献 [5]の手法で最高スループットが得られ
るのは並列度が 81の時であるため，比較には並列度 81の結果を用いる．
実装の結果，Slice，LUT，SFF全てが大きく増加した．Slice，LUTでは約 5倍，SFFで
は約 7倍の増加である．
メモリのビット数と，それを Slice数に換算した比較を表 5.6に示す．換算では 4Sliceを
128ビットとした [16]．
メモリを Sliceに換算したものを演算器の合成結果に加算したものを表 5.7に示す．
表 5.5: 提案復号器の論理合成結果．
提案手法 文献 [5](並列度 81)
Slices 27764 5514
LUT 48973 9352
SFF 38503 5341
表 5.6: 提案復号器の論理合成結果．
提案手法 文献 [5](並列度 81)
メモリ (bit) 115224 55344
ビット数から換算した Slice数 3600 1730
表 5.7: 演算器にメモリの Sliceを加えた結果の比較．
提案手法 文献 [5](並列度 81)
Slices 31364 7244
LUT 48973 9352
SFF 38503 5341
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5.5 ASICによる実装
本節では ASICによる提案復号器の実装方法と実装結果を示す．実装環境を示し，実装
結果を既存研究と比較する．既存手法には FPGAと同様に文献 [5]を用いる．文献 [5]は
IEEE802.11nに対応するLDPC復号器を提案しており，既存研究の中でも高いスループット
が実現されており，ASICによる実装もなされているため比較に適している．
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5.5.1 前提条件
提案復号器を評価するため，文献 [5]と比較する．文献 [5]は既存手法の中でも最も高いス
ループットを実現しており，ASICにより実装しているため，比較対象として妥当性がある．
文献 [5]ではレイアウトされた結果が示されている．一方，提案手法をレイアウトするには
メモリマクロを使う環境がないという問題がある．これでは正当な比較にはならないと考え
られるため，比較にはゲート数を用いる．論理合成ツールは Synopsys社のDesign Compiler
を用い，STARC90nm CMOSライブラリ1を用いた．
1STARC90nmライブラリは東京大学大規模集積システム設計教育研究センターを通し，株式会社半導体理
工学研究センター (STARC)と株式会社先端 SoC基盤技術開発 (ASPLA)の協力で開発されたものである．
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5.5.2 実装結果
表 5.8に論理合成結果を示す．この結果を文献 [5]と比較した結果を表 5.9に示す．演算器
のゲート数は 2.9倍になった．これは，トーナメント方式の演算器を多数用いた事により，行
処理演算器のゲート数が大幅に増大したためである．
表 5.8: 提案復号器の論理合成結果．
ユニット名 面積 m2 遅延 ns
列処理演算器 6346 1.80
行処理演算器 4702 1.85
パリティチェック演算器 38 1.00
表 5.9: ．
ユニット名 提案手法のゲート数 文献 [5]のゲート数
列処理演算器 44969 10125
行処理演算器 179923 67500
合計 224892 77625
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5.6 考察
本節では実験結果をもとに考察する．
スループットの向上率は，FPGAの場合サブブロックサイズが 27のときに 3.8倍となっ
た．最大スループットの比較では 28%の向上である．一方ASICの場合，サブブロックサイ
ズ 27のとき 5.4倍，最大スループットでは 81%の向上である．
提案手法では高効率列処理演算器を用いることにより，サブブロックサイズが変わっても
高いスループットを維持できることが特徴である．一般にシリアルな演算器を用いる手法で
は，サブブロックサイズが小さくなったときに演算器の使用率が低下する．これはサブブロッ
クサイズが 27であれば最大で 27個しか演算器を使えないためである．81個の演算器を用意
した場合，サブブロックサイズあ 81のときだけ全ての演算器を用いることができる．よっ
て，サブブロックサイズが 27のときは，最高スループットの 1=3の性能しか出ない．一方，
提案手法では常に全ての演算器を使用できる．これにより，サブブロックサイズによらず高
スループットが実現できた．
面積は大幅な増加となった．FPGAの場合で 5倍，ASICの場合で 3倍である．これはトー
ナメント方式の演算器を用いたためであり，列処理演算器に含まれる加算器，行処理演算器
に含まれる比較器の個数が増えたことが原因となっている．1つの復号器としては提案手法
の方が高性能だが，文献 [5]の手法を並列に用いて面積を同じにした場合，FPGAで実装す
ると文献 [5]の方が高性能になってしまう．ただし，ASICによる実装では，面積の増加に対
してスループットの向上の方が割合が高いため，提案手法に有効性があると考えられる．
IEEE802.11nで定義された検査行列で，符号化率や符号長が可変なのは，通信環境に応じ
て検査行列の構成を変えることで通信の品質を常に高く保つという目的がある．このことか
ら，提案手法では面積が大きくなっているものの，通信環境の変動に対してスループットの
低下が少ないという優位な点があると言える．今後は，面積を抑えながら高スループットを
実現可能な復号器が求められる．
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5.7 本章のまとめ
本章では，提案復号器を実装し，スループットと面積を評価した．提案復号器では面積が
FPGAの場合で 5倍，ASICの場合で 3倍になってしまったものの，スループットでは 3.8倍，
5.4倍の向上が見られた．また，サブブロックサイズの変化によるスループットの低下が抑
えられており，通信環境の変化に強い復号器であることが分かった．
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本論文では，次世代の通信路符号化技術として注目されているLDPC符号の説明や，既存
の研究について紹介した．そして高効率列処理演算器を用いた IEEE802.11n対応高スルー
プットLDPC復号器の必要性を説明し，その手法を提案した．提案手法のシミュレーション
を行い，提案手法によりサブブロックサイズ 27のときスループットが 3.8倍向上し，最大ス
ループットの比較では 28%の向上が見られた．面積は 5倍に増大したものの，スループット
がサブブロックサイズによらず高く保てる．提案復号器は通信環境の変動に強い復号器であ
ると言える．
第 2章「LDPC符号」では，LDPC符号の通信路符号化技術としての有効性を説明し，復
号時の計算量が少ない点や，繰り返し復号回数を設定することで線形時間での復号が可能で
あることを紹介した．また，具体的な復号法として Sum-Product法やMin-Sum法といった
アルゴリズムを紹介し，特にMin-Sum法と LBPアルゴリズムを詳細に説明した．
第 3章「動的再構成可能な LDPC復号器に関する既存研究」では，本研究で対象とする
動的再構成可能な LDPC復号器に関する既存の研究を紹介した．LDPC符号は 2006年に
IEEE802.11nに採用されたこともあり，それ以降規格に対応した復号器の実装に向けて様々
な研究がなされている．LDPC復号器の研究ではメモリの問題が挙げられるため，メモリの
削減に着目したアーキテクチャの研究を紹介した．また，演算器の複雑度を低減した復号器
の研究を紹介した．
第 4章「高効率列処理演算器を用いた IEEE802.11n対応高スループットLDPC復号器」
では，LDPC復号器において高効率列処理演算器を実装する意義を説明し，アーキテクチャ
を提案した．提案するアーキテクチャでは，IEEE802.11nの企画書で定義された検査行列に
頻出する列重み 4，6，8，12に着目し，列処理演算器にその最小公倍数である 24の入出力を
持たせた．列重みが 4のときは 6並列で入力することにより 24の入出力を無駄なく使用可
能である．同様に列重みが 6，8，12のときは 4，3，2並列で入力することで列処理演算器
の使用率を高く保つことができる．この演算器はパラレルな演算器であり，既存手法に用い
られるパラレルな演算器と比べてクロックサイクル数が削減でき，それにより高スループッ
トが実現可能である．
第 5章「提案復号器の実装と評価」では，本論文で提案した復号器アーキテクチャをVHDL
で記述したものを論理合成して得られた遅延と，C言語のシミュレーションによって得られ
た平均繰り返し復号回数を用いてスループットを求め，既存手法と比較，評価した．その結
果，サブブロックサイズが 27のときで 3.8倍のスループット向上が見られ，最大スループッ
トでは 28%向上した．
VHDLで記述した復号器を FPGAで実装し，面積を既存手法と比較した．演算器部分だ
けでは面積が 5倍以上になってしまうものの，メモリを含めて評価すると面積の増加は 5倍
になってしまったものの，高効率列処理演算器によってサブブロックサイズの変化によるス
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ループットの低下を抑えられることが確認できた．ASICでも実装し，面積の増加は 3倍に
抑えられ，最大 5.4倍のスループットの向上に比べて割合が小さいことが確認できた．
今後の課題としては，列処理演算器の無駄な部分を減らすことによる面積の削減，消費電
力の評価などが挙げられる．列処理演算器の面積が増大した要因として，内部に含まれる
加算器の増加が大きい．これらの加算器は，列重みによって使われるものと使われないもの
があるので，内部的に演算に使用されない無駄が生じる．この無駄を削減することが求めら
れる．
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