Most of the existing large empirical literature on interest rate modeling focus on the in-sample performance of different models, in spite of the fact that the evolution of interest rates in the future not in the past is most relevant in many financial applications, such as pricing, hedging and risk management. In this paper, we provide probably the first comprehensive empirical study (to our knowledge) of the out-of-sample performance of a wide range of popular models in forecasting the conditional probability density of future interest rates. Density forecasting is important for at least two reasons. First, out-of-sample analysis helps minimize the data snooping bias due to excessive searching for more complicated models using the same or similar data sets. Second, the conditional density, which completely characterizes the full dynamics of an interest rate model, is an essential input to many important financial applications, such as evaluating the Value at Risk and pricing fixed income derivatives.
Introduction
The short-term interest rate plays important roles in many areas of asset pricing studies.
The instantaneous risk-free interest rate or the so-called spot rate is the state variable that determines the evolution of the whole yield curve in the famous single-factor term structure models of Vasicek (1977) and Cox, Ingersoll and Ross (1985, CIR) . Although empirically it has been documented that there exist multiple factors, such as level, slope and curvature, that affect the yield curve, the level factor which can be captured by the spot rate accounts for about 90% of the variations of the yield curve (e.g., Litterman and Scheinkman 1991, Chapman and Pearson 2000) . The spot rate is therefore of fundamental importance for pricing fixed-income securities, interest rate derivatives, and for managing interest rate risk.
As a result, many interest rate models have been proposed in the literature, and in the last decade, a large literature has been developed to rigorously estimate and test these models using high quality interest rate data (see Chapman and Pearson 2000 for a survey of the empirical literature).
One important class of interest rate models is the continuous-time diffusion models, which have been widely used in modern financial theory due to their convenience for pricing fixed-income securities. Specifically, the spot rate is assumed to follow a single-factor diffusion process:
where r t denotes the spot rate at time t, and W t is a standard Brownian motion. In this model, the spot rate mean-reverts to the long run mean µ at a speed of κ, and its volatility also depends on the interest rate level, the so-called level effect. When the elasticity parameter ρ equals 0 and 1 2 finite performance of the nonparametric estimators on the boundary region of the interest rate data. As a result, there seems to be no consensus in the current literature about the importance of nonlinear drift.
Many studies have shown that single-factor diffusion models, despite their theoretical convenience, are not flexible enough to completely capture the complicated interest rate dynamics. A variety of more complicated models have been proposed in the literature.
Motivated by the observed persistent volatility clustering in interest rate data, Brenner, Harjes and Kroner (1996) combine the GARCH and CKLS model to obtain a more general discrete-time model for interest rate. They document the presence of strong conditional heteroskedastic volatility effect in interest rate data, while the level effect becomes weaker, with the estimate of elasticity parameter ρ being close to 0.5. Andersen and Lund (1997) , who study a continuous-time stochastic volatility model, 1 show that the CIR model with an added unobservable stochastic volatility factor provides a good characterization for the spot rate process. Other authors, such as Gallant and Tauchen (1998) and Ball and Torous (1999) also confirm the findings of Andersen and Lund (1997) that stochastic volatility is a robust feature of spot rate data.
It is often hypothesized that interest rates may evolve across different regimes over time, due to changes in monetary policies, business cycle and general macroeconomic environments. Markov regime-switching models have been proposed in the literature to capture the potential regime shifts in the interest rate process (see, e.g., Hamilton 1990 , Cai 1994 , Gray 1996 , Torous and Ball 1995 , Ang and Bekaert 1998 , and Li and Xu 2000 . An appealing feature of a regime-switching model is that the transition between different regimes is governed by an unobservable stochastic state variable. By construction, the drift of a regime-switching model is nonlinear, even if the drift in each regime is constant or linear. Indeed, Ang and Bekaert (1998) and Li and Xu (2000) show that a regime-switching model with linear drift in each regime can generate the nonlinear drift documented in the nonparametric literature. The presence of different regimes can also capture conditional heteroskedasticity to certain extent. As a consequence, the introduction of regime shifts can weaken the level effect, with the estimate of ρ close to 0.5 (Li and Xu 2000) .
The large number of one day spikes in the changes of daily level of the spot rate motives the development of (discretized) jump-diffusion models in Das (2002) and Johannes (2000) . One reason to introduce jumps, as pointed out by these authors, is that pure dif-fusion models (even with stochastic volatility) cannot simultaneously match the variance and the kurtosis of interest rate data. Another reason is that a diffusion model cannot account for the arrival of information surprise, which is an intrinsic feature of interest rates and other high frequency financial time series. These studies show that introducing jumps significantly improve the fit of the marginal density of interest rate data, particularly in capturing the excess kurtosis. Piazzesi (2001) also shows that introducing a jump component in a multifactor term structure model results in a significant improvement in the fit of the model at the short end of the yield curve.
Despite that many exciting progresses have been made in understanding the spot rate dynamics, most existing studies focus on the in-sample performance, and not much attention has been paid to the out-of-sample performance, of existing interest rate models.
In-sample diagnostic analysis is very important and can reveal useful information on possible model misspecifications. In many applications in practice, however, what matters the most is the evolution of the interest rate in the future, not in the past. This requires out-of-sample forecasts for the dynamics of interest rates. There is no guarantee that a model that fits historical data well will also perform well in out-of-sample forecast. This can happen for at least three important reasons. First, the extensive search for more complicated models using the same (or similar) data set(s) may suffer from the so-called data snooping problem as pointed out by Leamer (1983) , and Lo and MacKinlay (1999) . A more comprehensive model can always fit a given data set better than simpler models, but it may overfit some idiosyncratic features of the data without capturing the true underlying data generating process. Out-of-sample forecasting evaluation will alleviate, if not eliminate completely, such data snooping bias. Second, an overparameterized model contains a large number of estimated parameters, inevitably exhibiting excessive sampling variation in parameter estimation. Such excessive parameter estimation uncertainty will have adverse impact on the out-of-sample forecasts. Third, a model that fits in-sample data well may not forecast the future well because of unforeseen structural changes. Therefore, from both a practical point of view and a theoretical point of view, it is very important to check the out-of-sample predictive ability of interest rate models, especially when comparing competing models. Indeed, in all scientific research, the success of a model is judged based on not only how well it explains what already happened, but also on how well it predicts what will happen in the future.
Our paper contributes to the literature by providing the first comprehensive empirical study (to our knowledge) of the out-of-sample performance of a wide range of existing in-terest rate models. We note that Gray (1996) , Bali (1999) and Duffee (2002) among others, have conducted some out-of-sample analysis for interest rates. One important feature that distinguishes our study from these works is that we focus on forecasting the whole conditional probability density of future interest rates, rather than just the conditional mean or first few moments. This distinction is important because interest rate data, like most other financial data are highly non-Gaussian, and one need to go beyond the conditional mean and variance. There has been an increasing concern on the fitting of higher order moments (e.g., Das 2002, for in-sample inference on skewness and kurtosis). Our consideration of the conditional density essentially checks all moments simultaneously (if the moments exist), because the conditional density characterizes the full dynamics of an interest rate model.
2
The importance and usefulness of density forecasts lie not only in the construction of statistical tests, but also in many applications in financial practice. For example, the booming industry of financial risk management is effectively dedicated to provide density forecasts of portfolios and to track certain aspects of the distribution such as value at risk to quantify the risk exposure of a portfolio (e.g., Duffie and Pan 1997, J.P. Morgan 1996, Jorion 1997).
More generally, modern risk control techniques all involve some form of density forecasting, the quality of which has real impact on asset and liability management.
One challenge we face in our study is that evaluating density forecasts is not a trivial task, since probability density function is not observable even after the fact. Unlike point forecast evaluations, there have been few statistical tools for out-of-sample evaluation of density forecasts. Diebold, Gunther and Tay (1998) develop an interesting approach for density forecasting evaluation. They basically examine the property of a dynamic probability integral transformed series with respect to a model forecast density. Such a transformed series can be called the "generalized residual" of the forecast model. Diebold, Gunther and Tay (1998) show that if the forecast model coincides with the true data generating process, the generalized residuals will be an i. Hong (2000) can detect almost all departures 2 There is also a growing interest in probability density forecasts in econometrics. Diebold, Gunther and Tay (1998), Granger (1999) and Granger and Pesaran (2000) give a theoretic-decision based motivation for density forecasts and their evaluation.
from i.i.d.U [0, 1] . This is achieved by using the generalized spectrum, which is based on the characteristic function in a time series context. The evaluation statistic can be viewed as a metric for the distance between the forecast model and the true data generating process.
There has been an increasing interest in using the characteristic function in financial econometrics (e.g., Chacko and Viceira 1999 , Hong 1999 , Jiang and Knight 1999 , and Singleton 2001 . In the present context, the characteristic function ensures the ability of the omnibus evaluation procedure to check a wide range of deficiencies in density forecasts.
Applying the methodology developed in Hong (2000), we provide a comprehensive empirical study of the density forecasting performance of the following interest rate models:
single-factor diffusion models, GARCH models, Markov regime-switching models, and jump diffusion models. We examine the contributions of each model in capturing three wellknown important features of interest rate data: mean-reversion, conditional heteroskedasticity, and excess kurtosis or heavy-tailed distribution. We especially focus on the relative importance of linear versus nonlinear drift specifications in modeling conditional mean, level versus GARCH effects in modeling conditional variance, and regime-switching versus jump-diffusion models in capturing the tail distribution of interest rate data.
Our analysis reveals a number of very interesting findings. First of all, we find that there does exist the risk of overparameterization in the existing interest rate models. Our results show that contrary to the in-sample findings of the existing literature on interest rate modelling, more complicated models do not necessarily outperform simpler models in outof-sample density forecasts. In fact some very simple models provide much better density forecasts than more complicated models. For example, a random walk model without a drift outperforms a nonlinear drift diffusion model. This is consistent with the finding of Duffee (2002), who finds that a random walk model performs the best in forecasting the conditional mean of interest rates. Our conclusion holds no matter we consider the specifications of the conditional mean, conditional variance, and the tail distribution.
Both in-sample and out-of-sample results show that it is important to include meanreversion in modeling conditional mean and it seems that a simple linear drift specification is adequate for this purpose. The contribution of nonlinear drift models (with the most complicated drift specification) for in-sample performance is very marginal and such models in general perform the worst in out-of-sample performance. In terms of density forecasts, when we allow for time-varying long-run mean in the form of regime-switching or jumpdiffusion models, linear drift specifications provide the best out-of-sample performance.
Our findings also show that it is important to model conditional heteroskedasticity through either level or GARCH effects, for both in-sample and out-of-sample performance.
GARCH models provide significant improvements over diffusion models with level effects in terms of in-sample performance (log-likelihood increased from about 2000 to 6000). However, this advantage diminishes dramatically in out-of-sample density forecasts. In the absence of jumps, GARCH models (with more complicated conditional variance specification) tend to outperform models with level effect (simpler conditional variance specification)
in out-of-sample density forecast. However, after accounting for jumps, volatility clustering becomes much less persistent and simpler model specification of level effect provides better out-of-sample performance than the more complicated GARCH(1,1) specification. We find that level and GARCH effects are competing factors for modeling volatility dynamics: each of them alone can capture volatility clustering to certain extent but combining both effects does not produce significantly model improvement in out-of-sample density forecasts.
Among other things, one contribution of regime-switching and jump-diffusion models is to help capturing volatility clustering. For example, parameter estimates of pure GARCH models imply that the conditional variance is not covariance-stationary. After introducing regime-switching or jumps, GARCH parameters move to the stationary region. Another important feature of the regime-switching and jump-diffusion models is that their conditional densities are both mixtures of distributions, which can generate the excess kurtosis or heavy-tailed distribution observed in interest rate data. Among the two approaches, regime-switching modes has more complicated specifications and much better in-sample performance, but simpler jump-diffusion models tend to provide better out-of-sample forecast. The model that performs the best in density forecasting is a jump-diffusion model with a linear drift and a conditional variance that is modeled by simple level effect. This remarkably simple model is much more parsimonious than the regime-switching or GARCH models, which have much more number of estimated parameters and in general more difficult to estimate and to use for valuation purpose.
In summary, consistent with the findings of in-sample analysis, our results show that for out-of-sample density forecasts, it is important to model mean-reversion, conditional heteroskedasticity, and excess kurtosis and heavy-tail distribution. However, contrary to in-sample findings, models that perform well in out-of-sample forecasts are the ones that have simpler specifications for all the above important features. Our results point out the potential risk of overparameterization in existing interest rate models and show that simplicity is indeed a virtue in out-of-sample applications.
The rest of the paper is organized as follows. In section 2, we introduce Hong's (2000) new econometric procedure for evaluating density forecasts. In section 3, we discuss the interest rate models examined in our study. In section 4, we describe the data, estimation methods, and the in-sample performance of each model. In Section 5, we subject each model to out-of-sample density forecast evaluation. Section 6 provides conclusions and directions for future research.
2 Out-of-Sample Evaluation Methods to develop a metric that measures how far away a density forecast model is from the true conditional density of the data generating process. This is achieved via a generalized spectrum approach. In the rest part of this section, we introduce the main idea of this test.
Dynamic Probability Integral Transform
For a given interest rate model for r t , there is a model-implied transition density
where θ is an unknown parameter vector, I t−∆t = {r t−∆t , r t−2∆t , ..., r ∆t } is the information set available at time t − ∆t, and ∆t is the time interval with which data is observed or recorded. Suppose we have a random sample {r τ ∆t } N τ =1 of size N. We define it into two subsets: an estimation sample {r τ ∆t } R τ =1 of size R and a prediction sample {r τ ∆t } N τ =R+1 of size n = N − R. We can then define the dynamic probability integral transform with respect to the model transition density:
Suppose that a model is correctly specified in the sense that there exists some θ 0 such that p(r, τ ∆t|I (τ −1)∆t , θ 0 ) coincides with the true transition density. Then the transformed
. This is established in Rosenblatt (1952) , and has been used in Diebold, Gunther and Tay (1998, 1999) , Elerian, Chib and Shephard (2000), Hong (2000), and Hong and Li (2002) .
To illustrate, consider the Vasciek (1977) model
For this model, the conditional density of r τ ∆t given
where p 0 (r, τ ∆t|I (τ −1)∆t ) is the true transition density of r t , then
In the context of i.i.d. samples, the well-known Kolmogorov-Smirnov goodness of fit test exactly checks whether the "generalized residual" is U[0,1]. In labor economics, the "generalized residual" Z τ (θ) also has been used to check adequacy of a model-implied "hazard function" (see, e.g., Kiefer 1988). In the present context, intuitively, the
property characterizes correct specification of the stationary (i.e., marginal) distribution of {r t }, while the i.i.d. property characterizes the dynamic specification for {r t }. This generalized residual series provides a convenient approach to evaluating the density forecast
is not optimal and there exists room for further improving p(r, τ ∆t|I (τ −1)∆t , θ).
Generalized Spectral Method
To test the i.i.d. U[0,1] property for {Z τ (θ)} is not trivial, because it is a joint hypothesis.
One may suggest using the well-known Kolmogorov-Smirnov test. This test, however, 
Generalized Spectrum
The generalized spectrum is proposed in Hong (1999) as an alternative analytic tool to the conventional power spectrum and higher order spectrum (e.g., bispectrum) in time series
analysis. Suppose that the series
where i ≡ √ −1, u, v ∈ (−∞, ∞), and j = 0, ±1, ... is a lag order. The basic idea of generalized spectrum is to transform the data {Z τ } and then consider the spectrum of the transformed data. Define the generalized covariance Under certain regularity conditions on temporal dependence of {Z τ }, the Fourier transform of generalized covariance function σ j (u, v) exists and is
Straightforward algebra yields
lags. An advantage of using spectral analysis is that f (ω, u, v) incorporates all lags simultaneously. Thus, it can detect the dependent processes for which serial dependence occurs only at higher order lags. This can arise from seasonality or time lag delay in financial markets. Moreover, f (ω, u, v) is particularly powerful in detecting the alternatives whose serial dependence decays to zero slowly as j → ∞, such as slow mean-reverting processes or persistent volatility clustering processes.
The generalized spectral density f (ω, u, v) does not require any moment condition on {Z τ }. When the moments of {Z τ } exist, however, we can differentiate f (ω, u, v) with respect to (u, v) at (0, 0) :
In particular, f (0,1,1) (ω, 0, 0) is the popular power spectral density. For the applications of power spectral density in economics and finance, see (e.g. Durlauf 1990). For this reason, f (ω, u, v) is called a "generalized spectral density" of {Z τ }. The parameters (u, v) provide much flexibility in capturing linear and nonlinear dependence. Because f (ω, u, v)
can be decomposed as a weighted sum of f (0,m,l) (ω, 0, 0) over various (m, l) via a Taylor series expansion around (0,0), it contains information on all autocorrelations and crosscorrelations in every moment of {Z τ }. Thus, it can be used to develop an omnibus procedure against a wide range of dependent processes. On the other hand, the generalized spectral derivative f (0,m,l) (ω, u, v) can be used to develop a class of separate inference procedures that can "diagnose" possible sources of serial dependence. These are exactly the ideas of
Hong (2000).
Generalized Spectral Evaluation
Hong (2000) first uses the generalized spectrum to develop an omnibus test for i.
for the generalized residual {Z τ } in an out-of-sample forecast context. Define a centered generalized residual
To evaluate optimality of density forecasts for each model, we test the null hypothesis
Under H 0 , {Z τ } has a real-valued marginal characteristic function
To test H 0 , we use the modified generalized covariance
], so that it can capture any pairwise serial dependence in {Z τ } and any deviation from U[− ]. The associated generalized spectrum is
Under H 0 , we have σ U j (u, v) = 0 for all j 6 = 0, and so f U (ω, u, v) becomes a known "flat" spectrum:
When Z τ and Z τ −j are not independent for some j 6 = 0 or when u, v) and check if they are significantly different. Supposeθ is an estimator for θ based on the first subsample {r τ ∆t } R τ =1 . To estimate f U (ω, u, v) using the prediction sample {r τ ∆t } N τ =R+1 , we have to use the estimated proxies
Define the empirical measurê
where n ≡ N − R is the size of the prediction sample, and the pairwise joint empirical characteristic functionφ
We introduce a class of smoothed kernel estimatorŝ
where k(·) is a kernel and p is a bandwidth/lag order. An example of k(·) is the Bartlett
which is used in the well-known Newey and West (1987) estimator for heteroskedasticity and autocorrelation consistent variance-covariance matrix. For the choice of p ≡ p(n), Hong (1999) suggests a data-driven method that delivers an asymptotically optimal bandwidth in terms of an integrated mean squared errors criterion. It involves a preliminary bandwidth p, but the impact of choosing this bandwidth is much smaller than the choice of lag order p.
A convenient divergence measure forf
where the weighting functions W 1 (·) and W 2 (·) are positive and nondecreasing and the unspecified integrals are taken over the support of W 1 (·) and W 2 (·). An example is
The N(0,1) CDF Φ(·) is commonly used in the empirical characteristic function literature.
The scale √ 12 matches the standard deviation of U[− ], but this is not necessary.
Our evaluation statistic for H 0 is a properly centered and scaled version of the quadratic form in (3.17):
The asymptotic distribution of the test statistic M 1 under H 0 is derived in Hong (2000) , with the asymptotic critical values at the 10%, 5% and 1% equal to 0.03686, 0.05150, and 0.08609 respectively.
The most attractive feature of M 1 is its omnibus property: it has power against a wide range of suboptimal density forecasts, thanks to the use of the characteristic function in a spectral framework. The M 1 statistic can be viewed as an omnibus metric measuring the departure of the forecast model from the true data generating process. A better density forecast model is expected to have a smaller value for M 1 , because its generalized residual series {Z τ } is closer to have the i.i.d. U[0,1] property. Thus, M 1 can be used to rank competing density forecast models in terms of derivation from optimality.
In addition to the choice of a preliminary lag orderp, we also have to choose a kernel function k(·) to compute M 1 . The kernel k(·) provides flexible weighting for various lags.
Non-uniform weighting kernels usually discount higher order lags. For most, if not all, economic and financial time series, today's behavior is more affected by recent events than by remote events. Thus, downward weighting for higher order lags is expected to yield good power in finite samples.
Spot Rate Models
The econometric procedure developed in Hong (2000) 
Single-factor diffusion models
Single-factor diffusion models have been widely used in modern finance theory to model interest rate dynamics, starting from the famous works of Vasicek (1977) and CIR (1985) .
The rich apparatus of continuous-time mathematics makes it very convenient to price and hedge financial assets in a diffusion setting, thus the popularity of these diffusion models.
In theoretical term structure literature, the spot rate {r t } is typically modeled as a diffusion
where µ(r t , θ) and σ(r t , θ) are the drift and diffusion functions respectively, {W t , t ≥ 0} is a standard Brownian motion, and θ is a finite-dimensional parameter vector. For diffusion models, the drift and diffusion functions µ(r t , θ) and σ(r t , θ) completely determine the transition density, which in turn captures the full dynamics of the interest rate model. Table 1 lists a variety of diffusion models to be examined in our analysis. -Sahalia (1996) Note that the Ait-Sahalia's (1996) nonlinear drift model encompasses all the other diffusion models in Table 1 . The models of Dothan (1978) and PL have the simplest drift specification, i.e., zero drift. For these models, the interest rate evolves like a pure random walk, although interest rate volatility depends on the interest rate level. Slightly more complicated drift specifications are given in Merton's (1973) random walk model and the lognormal (i.e., geometric random walk) model, in which the drift is either a constant or proportional to the interest rate level. These models are not widely used in the current literature due to their simple drift specifications. It is generally believed that the interest rate should exhibit mean reversion, a notion that motivates the linear drift specification in the Vasicek, CIR and CKLS models, where the parameter β can be interpreted as the long-run mean that the interest rate reverts to and parameter α is the speed of such meanreversion. The most complicated drift specification comes from Ait-Sahalia (1996) , who assumes that the drift is a nonlinear function of the interest rate level: the interest rate exhibits strong mean-reversion when the level is either very high or low, but evolves like a random walk in the middle range.
The simplest specification of the diffusion function, i.e., a constant volatility, comes from Merton's (1973) random walk model and the Vasicek model. Most of the other models assume that interest rate volatility should depend on the interest rate level; in particular, interest rate volatility should be high (low) when the interest rate is high (low). This is the so-called "level effect". The volatility specifications in these models can be summarized by the function σr ρ t , and models differ only in the values of elasticity parameter ρ. For the CIR model, ρ = 0.5; for Dothan's (1978) model, ρ = 1.0; and for other models such as CKLS, PL and Ait-Sahalia's nonlinear drift models, ρ is estimated from the data. Throughout, we refer to a model has a "level effect" if the elasticity ρ is different from zero.
Density forecasts for the spot rate r t are given by the model-implied transition density p(r t , t|r t−∆t , t − ∆t,θ), whereθ is a parameter estimator. For certain models, such as the random walk, lognormal, Vasicek, and CIR models, the transition density is known in closed-form, and can be used to calculate the probability integral transform. For other models, such as CKLS and Ait-Sahalia's (1996) nonlinear drift models, there are no closedform solutions for the transition density. To compute the generalized residualẐ τ (θ), we can use, for example, the Hermite expansion technique of Ait-Sahalia (2001) 
GARCH Models
Despite the popularity of the single-factor diffusion models, many authors (e.g., Brenner, Harjes and Kroner 1996, and Andersen and Lund 1997) argue that they are unreasonably restrictive by requiring that interest rate volatility depends solely on the interest rate level.
To capture the well-known persistent volatility clustering in interest rate data, Brenner, Harjes and Kroner (1996) modify the CKLS model by introducing GARCH and asymmetric GARCH specifications for the volatility term. They show that GARCH models provide significant improvements over the discrete-time CKLS model, with level effect significantly weakened.
To understand the incremental contribution of introducing GARCH effects, we consider the following GARCH models as summarized in Table 2. All the above GARCH models are nested by the following model
where h t = β 0 + h t−1 (β 1 + β 2 z 2 t−∆t ) and the innovation sequence {z t } is i.i.d. N (0, 1) . 
The first three models have the same (GARCH (1,1) ) specification for the conditional volatility, although they differ in drift specifications, ranging from no drift to nonlinear drift.
Besides the GARCH effect, the next three models also allow the conditional volatility to be a function of the interest rate level, i.e., they have both GARCH and level effects. Their drift specifications also cover the cases of zero, linear and nonlinear drifts. The various GARCH models allow us to examine the importance of introducing linear/nonlinear drifts in the presence of GARCH and level effects. They also allow us to examine the relative importance of modeling volatility clustering in the presence of level effects.
Other than using GARCH models, another popular way to capture volatility clustering is the stochastic volatility model considered in Andersen and Lund (1997), Gallant and Tauchen (1998) and many others. These studies have shown that adding a latent stochastic volatility factor to a diffusion model significantly improves the goodness of fit. We do not explicitly consider continuous-time stochastic volatility models in our study, as they are much more difficult to estimate. Fortunately, Nelson (1990) has shown that a GARCH model can be viewed as a discrete-time approximation of a continuous-time stochastic volatility model. Nelson (1990) and Nelson and Foster (1994) show that an appropriate sequence of GARCH models can consistently estimate the volatility of a given continuous time stochastic process as the sample frequency becomes higher and higher. Indeed, as pointed out by Bollerslev and Rossi (1996) , "one could regard the ARCH model as merely a device which can be used to perform filtering or smoothing estimation of unobserved volatility." Farnari and Mele (2000) also show via simulation that ARCH models indeed
give a close approximation to the volatility of a continuous-time model. Thus, our findings for GARCH models also has implications for stochastic volatility models, particularly given the fact that we use daily interest rates, which tend to have small discretization bias.
Markov Regime-Switching Models
While in the above models the spot rate is assumed to follow a time homogeneous process, it is conceivable that its stochastic behavior might change over time due to changes in monetary policy, business cycle, and general macroeconomic conditions. For example, the interest rate is usually low during the recession and high during the expansion. In addition, it is well-known that the interest rate policies under Greenspan are quite different from that under Volcker.
Since the seminar work of Hamilton (1989) , Markov regime-switching models have been widely used to model the time series behavior of many important economic variables. For applications to the spot rate data, see Hamilton (1990 ), Cai (1994 , Gray (1996) , Torous and Ball (1995), Ang and Bekaert (1998) , and Li and Xu (2000) among others. In general it has been found that the spot rate can be described as a regime switching model with two different regimes: in one regime, the interest rate exhibits strong mean-reversion and high volatility; in the other regime, it behaves like a random walk with low volatility. A mixture of two Gaussian distributions can generate unimodal or bimodal distributions, and allow for great flexibility in modeling skewness, kurtosis and heavy-tailed distributions.
In our study, we consider a class of two-regime switching models for the spot rate, where the latent state variable s t follows a two state first order Markov chain. We refer to the regime in which s t = 0 the first regime, and the regime in which s t = 1 the second regime. Following Ang and Bekaert (1998), we assume that the transition probability of {s t } depends on the one-lagged short rate level:
P (s t = 1|s t−∆t = 1) = 1 1 + exp[−(a 01 + a 11 r t−∆t )] P (s t = 0|s t−∆t = 0) = 1 1 + exp[−(a 00 + a 10 r t−∆t )]
. Table 3 lists different regime-switching models to be examined in our paper. 
All the above specifications in Table 3 can be nested by the following model
where h t = β 0 + β 1 [r t−∆t − E(r t−∆t |r t−2∆t )] 2 + β 2 h t−∆t and the innovation series {z t } is i.i.d.
N(0,1).
The conditional density of the interest rate in a regime-switching model equals
where the ex ante probability that the data will be generated from regime i at t, P (s t = i|I t−∆t ) , can be obtained using the Bayes rule via a recursive procedure described in Hamilton (1989) .
As in previous models, we consider three specifications of the conditional mean: zero, linear and nonlinear drifts. We also consider three specifications of the conditional variance:
level, GARCH, and combined level-GARCH effect. Thus, in total we have nine different regime switching models.
Ang and Bekaert (1998) and Li and Xu (2000) show that a regime-switching model with linear drift in each regime can generate the nonlinear drift documented in the nonparametric literature on interest rate modelling (e.g., Ait-Sahalia 1996, Stanton 1997). Li and Xu (2000) also show that introducing regime shifts weakens the level effect, with ρ close to 0.5.
The two-regime model can account for such unusual short-lived changes as the [1979] [1980] [1981] [1982] period as well as the permanent regime shifts. Through our analysis, we would like to understand the importance of allowing for regime shifts in out-of-sample forecasts, also the contribution of different drift specifications and the relative importance of level and GARCH effects in the presence of regime shifts.
The way we introduce GARCH effects into regime-switching models differs from that of Gray (1996) . Gray (1996) allows GARCH parameters to be regime-dependent, but removes the path-dependence nature of the GARCH models by averaging over different regimes the conditional and unconditional variances at every time point. Due to the relatively large number of parameters, the numerical optimization for Gray's model has met with severe local optimum difficulty. We find the estimates of Tray's model are badly behaved for one-month Treasury bill data: for instance, the sum of the GARCH parameters reaches 5 in one regime. Ang and Bekaert (1998) also report that the estimates of Gray's model fail to converge in several cases. Our model specification, which assumes the same GARCH process into both regimes, turns out to be much easier to estimate. Unlike Gray (1996) who assumes the elasticity parameter ρ = 0.5, we allow ρ to be regime-dependent and estimated from the data. For the reason of identification, we set the diffusion constant σ (s t = 0) = 1.
Jump-Diffusion Models
There are compelling economic and statistical reasons to account for discontinuity in interest rate data. Various economic shocks, such as demand shocks (e.g., the market behaviors at Treasury auctions), supply shocks (e.g., regular debt refinancing), economic news announcements, and exogenous intervention in the market by the Fed, have pronounced effects on the behavior of spot interest rates and tend to generate discontinuous jumps in interest rates. Statistically, it is difficult for diffusion models (even with stochastic volatility) to generate the excessive leptokurtosis that the short rate changes exhibit (see the histogram of the changes of the 1-month treasury yields in Figure 1 , also see Johannes 2000 and the references therein).
Jump-diffusion models are a convenient way to generate excessive kurtosis, or more generally heavy-tailed distributions. Following Das (2002), we consider various discretized versions of the following jump-diffusion model:
where J(r t ) is the jump size, π[λ(r t )] is a Poisson process that governs the arrival of jumps, and λ(r t ) is the jump intensity or arrival frequency parameter, which denotes the average number of jumps per year. Johannes (2000) estimates the above jump-diffusion model nonparametrically using 3-month T-bill rates and finds that this simple jump-diffusion model outperforms the stochastic volatility model of Andersen and Lund(1997) in fitting the unconditional kurtosis. Das (2002), using the Federal fund rates, also finds that introducing jumps significantly improves the goodness of fit.
Following Das (2002), we use maximum likelihood method to estimate the discretized versions of jump diffusion models. Das (2002) shows that the discretization bias is very small for daily data. Specifically we consider the following jump-diffusion models. 
JD-Linear Drift-GARCH Effect
All the above jump models can be nested by the following model
where h t follows a GARCH(1,1) process in which h t = β 0 + β 1 [r t−∆t − E(r t−∆t |r t−2∆t )] 2 + β 2 h t−∆t . We also assume that the jump size J is i.i.d. N(µ J , σ 2 J ) and ∆π(q) is i.i.d. Bernoulli(q). Thus the transition density of the above jump-diffusion model can be written as f (∆r t |r t−∆t ) = (1 − q) 1 p 2πσ 2 (r t−∆t )∆t exp
where µ(r t−∆t ) and σ 2 (r t−∆t ) are the conditional mean and variance of the diffusion part of the above model. It is interesting to note that the transition density of the jump-diffusion model is very similar to that of the regime-switching model: both are a mixture of two normal distributions. These two models represent two different ways of generating excess kurtosis and heavy tailed distributions.
Of course, it appears that the regime-switching models in Table 3 have a more general specification than the jump models in Table 4 . For example, for the regime-switching models, all the parameters of the drift term are regime-dependent, while for our jumpdiffusion models, only the intercept term is different in the conditional mean and variance respectively. The specification of state probability is also more flexible for regime-switching models than for jump-diffusion models. For regime-switching models the states probabilities evolve according to a transition matrix with updated priors at every time point. Thus it can capture both very persistent and transient regime shifts, while for jump-diffusion models the states probabilities are assumed to be constant or at most depend on past interest levels and/or volatilities (we do not consider the latter specification in this paper, though).
Our analysis of regime-switching and jump-diffusion models would help us to understand the two different approaches of modeling heavy-tailed distributions by using mixture of normal distributions. We can also understand the importance of more complicated specifications of conditional mean and volatility (especially GARCH versus level effect) in the presence of jumps.
Each of the above four classes of interest rate models-single-factor diffusions, GARCH, regime-switching and jump diffusion models, has been used and evaluated for modelling interest rates separately. However, no systematic evaluation for all of these models in a unified setup, particularly in the out-of-sample context, has been attempted in the literature.
Such comparison is not simple because some of the models are time-homogeneous whereas others are time-inhomogeneous. However, it will reveal invaluable insight into the relative strength and weakness of each model. Below, we will compare the relative performance of the four classes of models fitted to one-month Treasury bill in out-of-sample density forecasts. We will use the evaluation methods described Section 2, which are applicable to both time-homogeneous and inhomogeneous models.
Model Estimation and In-Sample Performance

Data and Estimation Method
In modelling the spot rate dynamics, several proxies for the unobservable instantaneous riskfree rate have been used, which are basically the yields on short-term debts, such as the one-month T-bill rates used in Gray (1996) , the three-month T-bill rates used in CKLS(1992), Stanton (1997), and Andersen and Lund (1997) , the 7-day Eurodollar rates used in Ait-Sahalia (1996 a, b) and Hong and Li (2002) , and the Fed funds rates used in Conley et al. (1997) and Das (2002) . In our study, we use the one month T-bill rates.
Chapman et al. (1999) show that for non-affine models, estimation biases are aggravated as the maturity of the rate chosen increases. Our use of the one-month T-bill rates should keep this bias lower than other choices such as three-month rates. We use the daily onemonth T-bill rates from 06/14/1961 to 12/29/2000, with a total of 9868 observations. The data is extracted from the CRSP data base by the following method: on each day, we find the quoted bid and ask prices of the T-bill (mostly with maturity of six months and some one year) with a maturity that is closest to one month (30 calendar days) from the current date. Then we compute the annualized continuously compounded yield based on the average of the ask and bid prices. We use this one month yield as the proxy for spot rate. We divide the whole sample into two subsets: the first subset, from 06/14/1961 to 02/22/1991 (with a total of 7,400 observations), is an estimation sample used to estimate model parameters; the second subset, from 02/23/1991 to 12/29/2000 (with a total of 2,467 observations), is an prediction sample used to evaluate out-of-sample density forecasts. We first consider the in-sample performance of the various models under investigation. All models are estimated using MLE. For the discrete time series models, MLE is rather straightforward to implement because it is relatively simple to obtain the conditional likelihood function. For continuous-time models, however, there is no closed-form solution of the transition density so that the likelihood function is difficult to obtain. In our analysis, we estimate the discretized versions of the single-factor and jump-diffusion models. It is well-recognized that discretizing a continuous time diffusion model will introduce an estimation bias, but this bias in general is small when the data is at daily frequency (e.g., Bergstrom 1988, and Stanton 1997) . Das (2002, pp.47-48) shows via simulation that estimation of the discretized version of jump diffusion models using daily data is very accurate. For verification, we repeat our analysis using the Hermite expansion of Ait-Sahalia (2001) to obtain a closed-form approximation of the transition density for single-factor diffusion models and obtain similar results (not reported). The optimization algorithm is the well-known BHHH with STEPBT for step length calculation and is implemented via the constrained optimization code in GAUSS Window Version 3.6. The optimization tolerance level is set such that the gradients of the parameters are less than or equal to 10 −6 .
In-Sample Evidence
In our in-sample analysis, we first focus on the performance of different models within each class and then compare the performance of models across different classes. by the drift parameters of the three models is about 5%. There is also a clear evidence of level effect: models in which volatility depends on the interest rate level significantly outperform those with constant volatility in terms of likelihood. An important difference between our results and that of previous literature is that the elasticity parameter is much smaller than 1.5, in fact it is about 0.67. This is perhaps due to the longer period we have used. Our evidence shows that it is important to include both mean-reversion and level effect in modeling interest rate data, and in general models with richer parameterization have a better in-sample fit. For example, Ait-Sahalia's (1996) nonlinear drift model, which nests all other continuous-time models, has the highest likelihood within the class of onefactor diffusion models. Likelihood ratio tests (not reported) show that the nonlinear drift model outperforms all other models, except the CKLS model. For the relative importance of drift and diffusion specifications, it seems that to correctly model the diffusion function is much more important for improving model performance. By comparing the random walk, Vasicek and CKLS models, it is clear that the marginal contribution of including the level effect is much higher than including mean-reversion in drift. Comparing the no drift model, CKLS, and the nonlinear drift model, we also see that the marginal contribution of introducing nonlinear drifts is not very significant. This should not be surprising given the result that all the estimates of the drift parameters of the nonlinear drift models are not statistically significant. In summary, the best performing single-factor diffusion models are the nonlinear drift and CKLS models, and level effect is more important than drift specifications.
Parameter estimates with standard errors and log-likelihood values for GARCH models are reported in Table 6 . Similar to the single-factor diffusion models, we find some evidence of mean reversion in the estimates of GARCH models, especially when the level effect is included, in which case, the long-run mean of the interest rate is about 5%. The estimates of all GARCH parameters are overwhelmingly significant. Our estimates of GARCH parameters also confirm existing findings (see e.g. Engle, Ng, and Rothschild 1990 , Kees, Nissen, Schotman, and Wolf 1994 , and Hong 1988 ) that the implied conditional variance process of GARCH models are not covariance-stationary, i.e., the sum of GARCH parameters is slightly bigger than one (β 1 + β 2 . = 1.03). 3 We also find significant level effect even in the presence of GARCH effect. It appears the two effects compete with each other in capturing the conditional heteroskedasticity. With the presence of GARCH effects, the estimate of elasticity parameter ρ changes from 0.67 to -2.13 or less, which implies an "inverse" level effect; i.e., the higher the interest rate level, the smaller the interest rate volatility. Consistent with the findings of Brenner, Harjes and Kroner (1996), we find that the introduction of GARCH effects significantly improves the in-sample fit of the discretized single-factor diffusion models (log-likelihood increases from about 2,200 to about 5,900). This shows that volatility clustering is an important feature of interest rate volatility dynamics. Among all the GARCH models considered, the best model is a GARCH model with linear drift and level effect. The improvement due to a nonlinear drift specification is marginal and all the drift parameters for the nonlinear drift models are not significant.
The maximum likelihood estimates of the Markov regime-switching models are given in Table 7 . These estimates reveal some interesting features of the spot rate dynamics which are disguised by the single-regime models. First, we find that the spot rate behaves quite differently in the two different regimes. In the first regime, the spot rate has a very high long-run mean, which is about 10%. It also exhibits a strong mean reversion, where the parameters of the speed of mean-reversion is significantly negative in the three models with linear drift. The interest rate also has a much higher volatility in this regime, about three times higher than the volatility in the second regime in the absence of both level and GARCH effect. The spot rate in the second regime behaves almost like a random walk with low variance, as most drift parameters are close to zero and statistically insignificant (or barely significant). Our estimates show that level effect is significant in both regimes, although interest rate volatility is more sensitive to the interest rate level in the second regime in the absence of GARCH effects. After accounting for GARCH effect, level effect is weakened (the elasticity parameter becomes negative) and becomes more equal across the two different regimes. An interesting finding is that for regime-switching models, the conditional variance implied by the GARCH model becomes covariance-stationary, i.e., β 1 + β 2 < 1. This is consistent with the findings in Gray (1996) that regime shift helps explaining volatility clustering. The parameter estimates of the transition matrix of the Markov state variable shows that the low volatility regime is much more persistent than the high volatility regime. Our results paint an interesting picture of the dynamics of the short rate: for most of the time, the interest rate fluctuates around a low mean like a random walk with low volatility, and occasionally the interest rate increases and evolves like a process with strong mean-reversion and high volatility. We find that the best performing regimeswitching model is the model with linear drift in each regime, with level and GARCH effects.
The models with nonlinear drifts again do not provide significantly better performance. Table 8 reports parameter estimates and standard errors for various jump-diffusion models. There is weak evidence of mean-reversion in jump diffusion models, especially when there is ARCH effect. To calculate the long-run mean, we have to take into account the expected jump size. In jump-diffusion models, level effect becomes much more important, with ρ being about 1.25, which is much closer to the value of 1.5 as found in CKLS (1992).
Level effect is also weakened after GARCH effect is introduced (ρ becomes -0.75). In the absence of GARCH, there is high probability of small jumps, with the jump probability q J = 15% and the mean jump size µ J = 3−4%. In the presence of GARCH effects, the jump probability becomes smaller, but the mean jump size becomes bigger, with q J = 9% and µ J = 10%. Similar to regime-switching models, in jump-diffusion models, the conditional variance implied by the GARCH model becomes covariance-stationary, i.e., β 1 + β 2 < 1, which indicates that jumps also help explaining volatility clustering. The contribution of nonlinear drift is again marginal, with all the parameters not significantly different from zero.
To sum up, the above in-sample analysis reveals some interesting facts of interest rate models:
1. In general it is important to model mean-reversion, and it seems that a linear drift specification is adequate for this purpose and the contribution of a nonlinear drift specification is very marginal.
2. It is important to model conditional heteroskedasticity and among the approaches considered, GARCH models seem to perform much better in-sample than level effect. In the presence of GARCH effects, level effect becomes weakened in the sense that interest rate volatility becomes inversely related to the interest rate level. The improvement in the log-likelihood is much more significant for GARCH model than level effect.
3. Both regime shifts and jumps appear to be important feature of interest rate data, they help to model volatility clustering and with them, GARCH processes become covariance-stationary. Incorporating either regime shifts or jumps significantly improves the performance of the model in terms of likelihood function, but regime shifts seem to be more important, or provide more significant improvement than jumps.
Out-of-Sample Performances
The above analysis shows that more complicated models tend to perform better in-sample than simpler models. For example, we find that models with a linear drift outperform those with no drift; GARCH specifications outperform level effect specifications in modeling volatility clustering; and finally regime shifts are more important than jumps. However, more complicated models have the risk of overparameterization which could lead to excessive in-sample data snooping. The resulting model might not capture the true feature of the data generating process and thus will not work well in out-of-sample forecasts. Therefore it is important to examine the out-of-sample performance of these models. There are only few studies on out-of-sample forecasts of interest rates, and these works typically consider predicting the level (i.e., the conditional mean) of future interest rates. In many applications, however, we are interested in knowing the whole distribution, which is required in pricing, hedging and risk management. We now use the method described in Section 2 to evaluate density forecasts of the models under study. Among other things, we will like to examine whether the features shown to be important for in-sample performance remain important for out-of-sample forecasts, and whether the best in-sample performing model still outperforms in out-of-sample forecasts.
For each model, we calculate the probability integral transform (i.e., generalized residuals) using the prediction sample, with model parameters estimated using the estimation sample. Table 9 reports all the out-of-sample evaluation statistics (M 1 ) for each model.
In calculating these statistics, we have to choose a preliminary lag orderp. The results in Table 9 is based onp = 20. We have also triedp from 10 to 30 and get similar results (not reported). The kernel used is the Bartlett kernel, although other kernels like the Parsen kernel also give similar results. For convenience of comparison, we also report the in-sample log-likelihood values obtained from the estimation sample.
We first examine the single-factor diffusion models. The best model by in-sample standard is the CKLS model and Ait-Sahalia's (1996) nonlinear drift model: likelihood ratio tests reject all simpler models. But the out-of-sample performance of these two models are actually the worst among all the diffusion models, with the largest M 1 evaluation statistics.
From in-sample analysis, we see that one important feature that makes the most significant improvement is level effect. It turns out for out-of-sample forecasts, level effect is also very important and helpful. The two best out-of-sample models are Dothan (1978) and PL models, both with zero drift and level effect (ρ = 1 for Dothan and 0.67 for PL model).
Once we set ρ = 0 (i.e., the random walk model), test statistics immediately increases.
Next, we compare the performance of PL, CKLS, and Ait-Sahalia's (1996) nonlinear drift models. These models have similar log-likelihood values, which, given their same volatility specifications, suggest that drift specifications are less important for in-sample fit. In terms of out-of-sample evaluation statistic M 1 , however, there is a clear evidence that the zero drift model outperforms the models with linear and nonlinear drifts. A possible reason is that linear and polynomial-type nonlinear drifts may be severely misspecified for the conditional mean of interest rates, so the gains of incorporating them may well be overwhelmed by the adverse effect. As a consequence, assuming a zero drift has a smaller adverse effect on out-of-sample evaluation. Note that this does not necessarily mean that the drift is not important. It simply says that the current drift specifications we know are severely misspecified and do not outperform the zero drift model.
Our analysis of single-factor diffusion models show that the most sophisticated models, although perform the best in-sample, actually perform the worst in out-of-sample forecast.
Simpler models, (not necessarily the simplest models), actually provide better density forecasts. In general, for both in and out-of sample analysis, it is important to include level effect. However, including mean-reversion, although improves the in-sample performance, actually adversely affects the out-of-sample density forecasts. This conclusion is similar to Duffee's (2002) finding that the random walk model outperforms other diffusion models in out-of-sample prediction for the interest rate level.
Including level effect, although a convenient way of capturing volatility clustering in diffusion models, might not fully capture the rich dynamics of interest rate volatility. We now examine another popular approach for modeling persistent volatility clustering-a GARCH(1,1) model. A striking result from the in-sample analysis of GARCH models is that introducing GARCH effects significantly improves the performance of diffusion models with level effect (in-sample log-likelihood increased from about 2,000 to about 6,000 They also outperform models with level effects when there is a linear or nonlinear drift.
The best performing GARCH model in out-of-sample forecasts, however, is the one with the lowest in-sample log-likelihood values, the GARCH model with zero drift and no level effect.
In summary, we find that GARCH models substantially improve the goodness of fit in terms of in-sample criterion, but their out-of-sample performance is in general worse than the models with level effect (except when the drift is zero). Combining level and GARCH effect improves both in terms of in-sample and out-of-sample performance, although the improvement in out-of-sample forecasts is modest relative to the models with level effect.
We now turn to regime switching models, which provide the most significant improvements in in-sample likelihood values over diffusion models among all the models considered (log-likelihood increased from 2,000 to 6,500). Regime-switching models also provide significant improvements over GARCH models. One interesting difference from diffusion and GARCH models is that now including mean-reversion is actually beneficial for regimeswitching models. It turns out that the regime-switching linear drift model outperforms the regime-switching models with no drift and nonlinear drifts. We emphasize that the regime switching model with linear drift in each regime implies a nonlinear dynamics for the conditional mean of the interest rate. Next we compare the relative importance of GARCH and level effects in out-of-sample forecasting in the presence of regime shifts. It is obvious now that GARCH models outperform their counterparts with level effects, both in terms of in-sample and out-of-sample criteria. Furthermore, there is no or little gain to combine both level effects and GARCH effects, in terms of both in-sample and out-ofsample criteria. A regime-switching model with linear drift in each regime and GARCH effect provides the best out-of-sample forecasts.
Finally, we examine the performance of jump diffusion models. It is obvious that introducing jumps significantly improve upon the diffusion models in terms of the in-sample performance, but not as much as introducing regime shifts. Similar to regime-switching models, we find that modeling mean-reversion is important in the presence of jumps. The jump model with a linear drift outperforms the models with no drift or nonlinear drift in out-of-sample forecasts. Note that like the regime-switching model with a linear drift, the jump model with a linear drift also implies a nonlinear conditional mean for the interest rate when the mean jump size is nonzero. On the other hand, in the presence of jumps, level effects also have better out-of-sample performances than GARCH models, especially when the drift is linear. This is in contrast to the relative performance between the level and GARCH effects in the presence of regime shifts. This is perhaps because jump models can capture persistent volatility clustering better than regime switching models. Combining level and GARCH effects actually gives worse performance than just having level effects.
It is interesting to point out that although regime-switching models have higher likelihood values, but their out-of-sample forecasts are dominated by the jump diffusion models. This is apparently due to the relatively large number of estimated model parameters in the regime-switching models. Among all the models we have examined, the one with the best out-of-sample performance is a simple CKLS model with jumps.
In summary, our out-of-sample analysis shows that:
1. It is important to model mean-reversion for interest rate data for both in-and outof-sample purposes. In the presence of jumps, a linear drift specification seems to perform well. It seems that the linear drift and jumps can capture the nonlinear mean-reverting conditional mean dynamics for the interest rate.
2. There exists significant volatility clustering in the interest rate level, which can be captured at least in part either by level or GARCH effects. GARCH effects significantly dominate level effects in in-sample fitting, and in out-of-sample forecasts in the presence of regime-shift modelling. However, level effects are more important than GARCH effects in out-of-sample forecast in the presence of jump modelling.
3. Although regime-switching models have better in-sample fits, jump diffusion models outperform regime-switching models in out-of-sample forecasts, and to combine both models will make the forecasts worse. This is apparently due to the large number of estimated parameters in the regime-switching models.
4. A simple CKLS model with jumps has the best out-of-sample forecasts.
Conclusion
Most studies in the existing large empirical literature on interest rate modeling focus on the in-sample performance of different models, despite the fact that the evolution of interest rates in the future not in the past is most relevant in most financial applications, such as pricing, hedging and risk management. We provide probably the first comprehensive empirical study (to our knowledge) of the out-of-sample performance of a wide range of popular interest rate models in forecasting the conditional probability density of future interest rates. Density forecasting is important for at least two reasons. First, out-ofsample analysis helps minimize the data snooping bias due to excessive searching for more complicated models using similar data sets. Second, the conditional density completely characterizes the full dynamics of an interest rate model and is an essential input to many important financial applications, such as evaluating the value at risk of fixed income portfolios. Using a rigorous econometric procedure developed in Hong (2000) for density forecast evaluation, we examine the out-of-sample performance of the following classes of interest rate models: the single-factor diffusion models, GARCH models, regime-switching models and jump-diffusions models.
While our in-sample analysis shows that more complicated models tend to have better performance, out-of-sample evidence indicates that simpler (not necessarily the simplest) models actually provide better density forecasts. A comparison of in-and out-of-sample results reveal the following important facts of the existing interest rate models. First, for both in-and out-of-sample purposes, it is important to model mean-reversion and a linear drift specification in combination with regime shifts or jumps seems to be adequate to capture the nonlinear dynamics in the conditional mean of the interest rate. Second, it is important to model conditional heteroskedasticity in interest data through either level or GARCH effects. GARCH models perform much better in sample than level effects.
However, such an advantage becomes very marginal in density forecasts and level effect actually performs better out-of-sample when a jump model is used (although not when a regime-switching model is used). Third, regime-switching models perform much better in sample than jump diffusion models. For out-of-sample forecast, however, regime-switching models do not necessarily outperform jump-diffusion models, due to the relatively large number of estimated parameters. In fact, we find that a simple CKLS model with jumps provide the best density forecasts among all the models considered. This is a remarkable finding, because this model is much simpler (with less number of parameters), easier to estimate, and more convenient for valuation purpose, than the complicated nonlinear drift, regime-switching, GARCH models considered in this paper.
In summary, consistent with the findings of in-sample analysis, our results show that for out-of-sample density forecasts, it is also important to model mean-reversion, volatility clustering and excess kurtosis and heavy-tail distribution. However, contrary to in-sample findings, models that perform well in out-of-sample forecasts are the ones that have simpler specifications for all the above important features. Out results point out the potential risk of overparameterization in existing interest rate models and show that simplicity is indeed a virtue in out-of-sample applications.
In future research, we would like to extend our analysis to multi-factor term structure models. Given the huge institutional holdings of fixed-income securities, density forecasts of the whole yield curve would be of fundamental importance for managing bond portfolios and calculating value at risk. It would be interesting to see whether the simple jumpdiffusion model will out-perform more complicated term structure models, such as affine and quadratic term structure models in forecasting the probability density of future bond prices. 
