Let a, b be two integers with b − a ≥ 5 and let T 2 {a 2, a 3, . . . , b − 2}. We show the existence of solutions for nonlinear fourth-order discrete boundary value problem
Introduction
The deformations of an elastic beam whose both ends are simply supported are described by a fourth-order two-point boundary value problem for all x ∈ 0, 1 , u, v ∈ R, then 1.2 possesses at least one solution.
Of course, the natural question is whether or not the similar existence can be established for the corresponding discrete analog of 1.2 of the form
where T 2 {a 2, a 3, . . . , b − 2}, r i ∈ R for i ∈ {1, 2, 3, 4}. The purpose of this paper is to show that the answer is yes. To this end, we state and prove a spectrum result of two-parameter linear eigenvalue problem
This result is a slightly generalized version of Shi and Wang 13, Theorem 2.1 . In Section 3, we use Leray-Schauder principle to study the existence of solutions of 1.6 , 1.7 under some nonresonant conditions involving the spectrum of 1.8 , 1.9 . Section 4 is considered with some perturbations of resonant linear problems. We established some a priori bounds and used these together with bifurcation arguments to prove the existence and multiplicity of solutions. Finally, we note that the existence of solutions of second-order discrete boundary value problems has also received much attention; see studies by Agarwal and 
As we will see in Section 2, 1.9 has more advantage than 1.11 in the study of the spectrum of two-parameter linear eigenvalue problems.
Spectrum of Two-Parameter Linear Eigenvalue Problem
Let a, b be two integers with b − a ≥ 5. Recall
Let X be the Banach space
under the norm
Let Y be the Banach space
equipped with the norm
Let Z be the Banach space
Discrete Dynamics in Nature and Society equipped with the norm
it determines a unique element y ∈ Y by
and a unique element x ∈ X by
Hence, the Banach spaces X, Y , and Z are homomorphic with each other. Denote the natural homomorphism from Z to X by j.
2.12
For k ∈ Λ, let λ k be the kth-eigenvalue of the second-order linear eigenvalue problem
2.13
It is well known that λ k is simple, and the corresponding eigenfunction
See the study by Kelly and Peterson in 18 .
The following result is considered with the spectrum of two-parameter eigenvalue problem:
It is a slightly generalized version of Shi and Wang 13, Theorem 2. for some k ∈ Λ.
Proof. Let r 1 , r 2 ∈ C such that r 1 r 2 β, r 1 r 2 −α.
2.18
Define two second-order difference operators
2.19
Then, for y ∈ Y and t ∈ T 1 ,
2.20
We claim that if 2.15 , 2.16 possess a nontrivial solution y, then either r 1 λ k or r 2 λ k for some k ∈ Λ. In either case,
This is
6
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If r 2 λ k for some k ∈ Λ, then 2.20 implies that
for some γ ∈ R \ {0}. This is
Since γ / 0, it follows that
This implies that 2.25 , 2.26 have a unique solution
2.28
We show that
2.29
In fact, from 2.25 we have
2.30
which implies that γ r 1 − λ k , and, subsequently, y t ψ k t . Therefore, the claim is true. 
However, this cannot be done if 2.15 subjects to 1.11 . So, 1.9 has more advantage than 1.11 in the study of the spectrum of two-parameter linear eigenvalue problems.
Next, for j ∈ N, let us set
In for all k ∈ Λ, and that h ∈ Z:
From the Fredholm Alternative, it follows that the boundary value problem
has a unique solution for each h ∈ Z. Moreover, this solution admits a Fourier series expansion of the form
8
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2.37
From 2.36 and 2.37 , we can easily see that the operators A :
are compact linear operators. In 2.38 , u is the solution of 2.35 , 2.16 corresponding to h ∈ Z. The norms of A and B are, respectively, given by
Finally, as an immediate consequence of Proposition 2.2, we have the following. 
2.40
are given by
where
2.42
The generalized eigenfunction corresponding to μ k γ, δ is
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Existence Results for Nonresonant Problems
for k ∈ Λ. It turns out that 3.4 is equivalent to the fact that the square α − a * , α a Proof of Theorem 3.1. It is easy to check that the problem
has a unique solution l t . Set
Then 1.6 , 1.7 can be rewritten as
Since f t, y t l t , Δ
it follows that 3.2 and 3.3 still hold except that c * is replaced by c * * . So, we may suppose that r 1 r 2 r 3 r 4 0 in 1.7 .
Let us define T :
where A and B are the operators defined in 2.38 . The growth condition 3.3 together with the compactness A and B implies that T is a completely continuous operator. By Remark 2.1, the problem
is equivalent to the fixed point problem in Z × Z:
We will study this fixed point problem by means of the well-known Leray-Schauder principle 18 . To do this, we show that there is a uniform bound independent of λ ∈ 0, 1 for the solutions of the equation
Thus, let u, v be a solution of 3.13 . From the definition of T and 3.3 , we obtain the result that
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Combining 3.14 and 3.15 and using 3.2 and 2.38 , we obtain the existence of a constant
By the Leray-Schauder principle 19 , we conclude the existence of at least one solution of 3.12 , and the theorem follows.
Existence and Multiplicity Results for Perturbations of Resonant Linear Problems
In this section, we consider the perturbations of resonant linear problems of the form
where γ, δ ∈ 0, ∞ × 0, ∞ with γ δ > 0, μ k μ k γ, δ , and g and h satisfy the following.
H1 Sublinear growth condition g : T 2 × R → R is continuous, and there exist α ∈ 0, 1 ,
H2 There exists β > 0 such that
We will establish some a priori bounds and use these together with Leray-Schauder continuation and bifurcation arguments to reduce results which say that there are multiple solutions of 4.1 μ , 4.1 for μ on one side of zero and guarantee the existence of at least one solution for μ 0 and μ on the other side of zero. To wit, we have the following. 
Define F : Z → Z by
Fu t g t, u t , t ∈ T 2 . 4.7
It is easy to check that F : Z → Z is continuous. Obviously 4.1 μ , 4.1 are equivalent to
Define an operator P : X → X by
It is easy to show the following. It is clear that
where I represents the identity operator and X P , X I−P , Z I−E , and Z E are the images of P, I − P, I − E, and E, respectively. It is obvious that the restriction of L to X I−P is a bijection from X I−P onto Z E , the image of L. We define M : Z E → X I−P by M :
Since ker L span{ψ k }, we see that each x ∈ X can be uniquely decomposed into
for some ρ ∈ R, and v ∈ X I−P . For z ∈ Z, we also have the decomposition z τψ k h, 4.14 with τ ∈ R and h ∈ Z E . 
where J : X → Z is defined by
Proof. Obviously L μJ | X I−P : X I−P → Z E is invertible for |μ| ≤ δ. Moreover, by 4.17 ,
4.19
Let y ρψ k v be any solution of 4.1 μ , 4.1 . Then we have that, if ρ / 0,
and hence
where 
4.24
If we assume that the conclusion of the lemma is false, we obtain a sequence {η n } with 0 ≤ η n ≤ δ and η n → 0, and a sequence of corresponding solutions {y n ρ n ψ k v n } of 4.1 η n , 4.1 such that y n X → ∞. From 4.24 , we conclude that it is necessary that |ρ n | → ∞. We may assume that 
4.29
It is easy to see that
Combining 4.30 and 4.26 , we conclude that there exists a positive constant Γ such that, for n ∈ N, 
where j : Z → X is the natural homomorphism, B R {u ∈ X u X < R}, and "deg" denotes Leray-Schauder degree when μ / 0 and coincidence degree when μ 0 (see the study by Gaines and Mawhin in [20] ). Therefore 4.7 μ has a solution in B R for μ ∈ 0, δ . 
Hence there exists R 0 > 0 such that y X < R 0 . Thus if R 1 max{R 0 , R 0 }, then we have,
which completes the proof.
By a similar manner we may establish the following. has a continuum C * { μ, y μ } of solutions with y μ X < R 1 and μ ∈ −δ 1 , δ . On the other hand, since F is L-completely continuous and satisfies H1 and since μ 0 is a simple eigenvalue, it follows from the study by Rabinowitz in 22, Theorem 1.6 that μ 0 is a bifurcation point from infinity for 4.7 μ . Moreover, there exist two continua 
Lemma 4.9. Let (H1) and (H2 ) hold. Then there exists R
1 : R 1 ≥ R 0 such that, for 0 ≥ μ ≥ − δ and R ≥ R 1 , one has deg j • L μJ − F − h , B R ,
4.49
This completes the proof.
Proof of Theorem 4.2.
Using similar arguments, we may get the desired results.
