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Abstract
We deal with Markov semigroups Tt corresponding to second order elliptic operators Au= ∆u+
〈Du,F 〉, where F is an unbounded locally Lipschitz vector field on RN . We obtain new conditions
on F under which Tt is not analytic in Cb(RN). In particular, we prove that the one-dimensional
operator Au = u′′ − x3u′, with domain {u ∈ C2(R): u, u′′ − x3u′ ∈ Cb(R)}, is not sectorial in
Cb(R). Under suitable hypotheses on the growth of F , we introduce a class of non-analytic Markov
semigroups in Lp(RN,µ), where µ is an invariant measure for Tt .
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Second order elliptic operators with unbounded coefficients in RN , namely
L = Tr(Q(x)D2)+ 〈F(x),D〉, x ∈ RN, (1.1)
have received a lot of attention recently, mainly because of the probabilistic interpretation
of the associated semigroups Tt as the transition semigroups of Markov processes (see also
Section 2). In many cases, these Markov semigroups have smoothing properties similar to
those generated by uniformly elliptic operators with bounded coefficients. These properties
allow to extend the classical Schauder or Lp estimates to this more general setting, see, for
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G. Metafune, E. Priola / J. Math. Anal. Appl. 294 (2004) 596–613 597instance, [6,7,17,22,24]. This paper deals with the problem of the analyticity for Markov
semigroups associated to the following class of second order differential operators:
A = ∆+
N∑
i=1
Fi(x)Di = Tr(D2)+
〈
F(x),D
〉
, x ∈ RN, (1.2)
where ∆ denotes the Laplacian on RN and F is a locally Lipschitz continuous vector
field on RN (the drift coefficient). Under suitable assumptions on the growth of F , we
provide new examples of non-analytic Markov semigroups, both in spaces of continuous
and bounded functions, and in Lp-spaces with respect to invariant measures.
In spaces of continuous and bounded functions, Markov semigroups associated to (1.2)
can be non-analytic. An important example is given by the Ornstein–Uhlenbeck operator
A = ∆+
N∑
i,j=1
bij xjDi = ∆+ 〈Bx,D〉, x ∈ RN, (1.3)
where B = (bij ) is a non-zero real matrix. In this case the corresponding Ornstein–
Uhlenbeck semigroup Tt is not analytic in Cb(RN), see [7]. Moreover the spectrum of the
Ornstein–Uhlenbeck operator A in Lp(RN) and in C0(RN) contains suitable unbounded
subgroups of vertical lines (in many cases it is a half-plane depending on p), see [18]. The
lack of analyticity has been also shown in [11] for operators like ∆ + 〈F,D〉 assuming
sublinear growth and slow oscillation on F , see [11, Sections 3, 4]. On the other hand, the
situation is completely different and less clear if F has superlinear growth. Let us deal with
the simple one-dimensional example
Au = u′′ − x3u′. (1.4)
In this case the operator A with domain D(A) = {u ∈ C2(R): u, u′′ − x3u′ ∈ Cb(R)}
generates a Markov semigroup Tt in Cb(R) which is compact (that is each operator Tt ,
t > 0, is compact in Cb(R)). The spectrum of A is discrete and located on the negative
real axis, see [19, Section 6, Example 4]. Moreover, the methods in [10] allow to show that
Tt is differentiable in Cb(R), that is ATt is a bounded operator on Cb(R) for t > 0 (see
in particular Proposition 4.4). Therefore for these Markov semigroups a natural question
arises: are they analytic in Cb(RN)?
The aim of this paper is to show that the above question has a negative answer in most
of cases, see Section 3. Hence we provide new classes of non-analytic Markov semigroups,
associated to the operator in (1.2). We stress again that for these semigroups the lack of
analyticity is purely due to the unboundedness of the drift term F and not to the degen-
eracy of the diffusion coefficients. In addition we clarify that the unboundedness of F
does not necessarily imply that the associated Markov semigroup Tt is non-analytic, see
Theorem 3.6. In Section 4 we collect complementary results and remarks. In particular
we present a class of non-sectorial, one-dimensional singular operators and we investigate
some spectral properties of the Markov semigroups associated to (1.2).
Although we deal mainly with Markov semigroups in Cb(RN), our approach allows us
also to show new classes of non-analytic Markov semigroups in Lp-spaces with respect to
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invariant for Tt if∫
RN
Ttf (x)µ(dx)=
∫
RN
f (x)µ(dx) (1.5)
for every t  0 and f ∈ Cb(RN). A simple condition which ensures in our case the exis-
tence and uniqueness of an invariant measure is the Hasminskii criterion
lim|x|→∞
N∑
i=1
Fi(x)xi = −∞. (1.6)
It is well known that if there exists an invariant measure µ, then Tt extends to a strongly
continuous semigroup of positive contractions in Lp(RN,µ), for every 1  p < ∞. In
general such a semigroup is not symmetric in L2(RN,µ) if N > 1.
Finally, we show in Example 5.4 that the main hypotheses in [3] and [4] cannot be
relaxed in order to prove analyticity of the generated semigroups.
Notation. The Euclidean norm and the standard inner product of RN are, respectively,
denoted by | · | and 〈·, ·〉. Cb(RN) indicates the Banach space of all continuous and bounded
functions on RN , endowed with the sup norm ‖ · ‖∞. C0(RN) is the Banach space of
all continuous functions on RN vanishing at infinity, endowed with the sup norm, and
C∞0 (RN) is the usual space of all C∞-functions having compact support. The norm of
Lp(RN,µ), where µ is a Borel measure on RN , 1  p < ∞, is denoted by ‖ · ‖p . We
write Lp(RN) or Lp(RN,dx), when the underlying measure is the Lebesgue measure.
If X and Y are Banach spaces, we set ‖T ‖ = sup‖x‖X1 ‖T x‖Y , for any bounded linear
operator T between X and Y . The spectrum and the resolvent set of a linear operator
A are, respectively, denoted by σ(A) and ρ(A). A closed operator A :D(A) ⊂ X → X,
defined on a Banach space X, is said to be sectorial if there exist R  0, M > 0 such that
the half-plane {λ ∈ C: Reλ > R} is contained in ρ(A) and the estimate ‖(λ − A)−1‖ 
M/|λ| holds in this half-plane. Sectorial operators coincide with generators of analytic
semigroups. However observe that, since we are not assuming that the domains are dense,
these semigroups are not, in general, strongly continuous in X. We refer to [16] for the
basic properties of sectorial operators.
2. The minimal semigroup
In this section we recall the minimal Markov semigroup Tt , associated to a differential
operator A given in (1.2). We first sketch the analytic construction of Tt and refer the reader
to the survey paper [20] and references therein for more details.
Let us fix a ball Bρ ⊂ RN of radius ρ > 0. Since A is uniformly elliptic, the operator
Aρ = A with domain
D(Aρ) =
{
u ∈ C0(Bρ)∩ W 2,p(Bρ) for all p < ∞: Au ∈ C(B¯ρ)
}
, (2.1)
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strongly continuous) of positive contractions (T ρt )t0 in the space C(B¯ρ). An argument
based on the classical maximum principle shows that limρ→∞ T ρt f exists, uniformly on
compact sets of RN , for every f ∈ Cb(RN), and defines a semigroup Tt (not strongly con-
tinuous) of positive contractions in Cb(RN). If f  0, then u(t, x) = Ttf (x) is minimal
among the positive classical solutions of the problem{
Dtu(t, x)= Au(t, x), t > 0, x ∈ RN,
u(0, x)= f (x), x ∈ RN. (2.2)
For this reason the semigroup Tt is called the minimal semigroup associated to A.
Let us briefly consider a probabilistic interpretation of Tt , see [27] and [14] for more
details. We introduce, for any x ∈ RN, the stochastic integral equation
Xxt = x +
√
2Wt +
t∫
0
F
(
Xxs
)
ds, t  0, (2.3)
where Wt is a standard Wiener process, with values in RN , defined on a fixed filtered
complete probability space (Ω,F ,P, (Ft )t0). Due to the fact that F is locally Lipschitz,
for any x ∈ RN, there exists a unique local solution t → Xxt (ω) on [0, τ x(ω)), where
ω ∈ Ω \ Ωx and P(Ωx) = 0, see [27, p. 149] and [14, p. 158] (recall that τx can be +∞
and is called the explosion time of Xxt ). It is possible to verify that τx = limρ→+∞ τxρ , a.s.,
where τxρ (ω) = inft0{|Xxt (ω)| ρ}. We show that
Ttf (x) = E
[
f
(
Xxt
)
I{τx>t}
]
, f ∈ Cb(RN), x ∈ RN, t  0 (2.4)
(here, for any B ⊂ Ω , IB(ω) = 1 if ω ∈ B , IB(ω) = 0 if ω /∈ B). By the Ito formula,
we have, for any ρ > 0, T ρt f (x) = E[f (Xxt )I{τxρ >t}] (recall that T ρt is generated by Aρ ,
see (2.1)). Now (2.4) follows by the Lebesgue theorem, passing to the limit as ρ → +∞.
Note that Tt1 = 1, t  0, is equivalent to the non-explosion of Xxt . Indeed in this case
one has P(ω ∈ Ω : τx(ω) = +∞) = 1, x ∈ RN . If no explosion occurs, then u(t, x) =
Ttf (x)= E[f (Xxt )] yields, for every f ∈ Cb(RN), the unique bounded solution of (2.2).
Following [23], see also [5], we define a generator Aˆ : Dˆ ⊂ Cb(RN) → Cb(RN) for Tt ,
Dˆ :=
{
u ∈ Cb(RN): sup
t>0
∥∥∥∥Ttu− ut
∥∥∥∥∞ < ∞, ∃g ∈ Cb(RN) such that
lim
t→0
Ttu(x)− u(x)
t
= g(x), ∀x ∈ RN
}
,
Aˆu(x)= lim
t→0
Ttu(x)− u(x)
t
for u ∈ Dˆ. (2.5)
The operator Aˆ is closed and its resolvent operator R(λ, Aˆ) is given by the Laplace trans-
form of the semigroup
R(λ, Aˆ)f (x) =
∞∫
e−λtTtf (x) dt, f ∈ Cb(RN), x ∈ RN, λ > 0, (2.6)0
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in the case of strongly continuous semigroups.
Recall that given f ∈ Cb(RN), the function u(t, x) = Ttf (x) solves problem (2.2) in a
classical sense. Moreover, Ttf → f (·) as t → 0+, uniformly on compact sets of RN (this
follows, using the interior Schauder estimates). On the other hand, a stronger property
holds if f ∈ Dˆ. In this case Ttf ∈ Dˆ, for every t  0, and the equality
DtTtf = AˆTtf = Tt Aˆf, t > 0, (2.7)
holds pointwise, see [23, Proposition 3.2]. Let us now clarify the connections between the
differential operator A and the generator Aˆ. It turns out that Dˆ ⊂ Dmax(A), where
Dmax(A) :=
{
u ∈ Cb(RN)∩ W 2,ploc (RN) for all p < ∞: Au ∈ Cb(RN)
}
,
and that Aˆu = Au for every u ∈ Dˆ. For this reason, throughout the paper, we write A,
D(A), R(λ,A) instead of Aˆ, Dˆ, R(λ, Aˆ). However remark that the identification of D(A)
is difficult and can be done explicitly only in some cases. For example, the equality D(A) =
Dmax(A) holds if and only if there is no explosion for the solution Xxt of (2.3) (this is also
equivalent to ask that λ −A is injective on Dmax(A) for some, hence for every, positive λ,
see [20]). A simple condition which guarantees the non-explosion is 〈F(x), x〉  K(1 +
|x|2), x ∈ RN , for some K > 0 (this is the case if F has at most a linear growth).
If F has a superlinear growth, the identification of D(A) depends on the sign of
〈F(x), x〉. For example, if F(x) = −|x|εx , for |x| large, ε > 0, then D(A) = Dmax(A),
whereas if F(x) = |x|εx , then D(A) = Dmax(A)∩ C0(RN).
We stress that, in general, Tt does not preserve C0(RN) (a simple example is the Markov
semigroup Tt associated to the operator in (1.4), see [20]). However D(A) always contains
all C2-functions with compact support.
We end this section by giving a useful sufficient condition for the existence of an invari-
ant measure, different from the Hasminskii criterion, see (1.6). It concerns operators of the
form
A = ∆− 〈(DΦ +G),D〉,
where Φ ∈ C1(RN), G ∈ C1(RN,RN), and is based on the results in [25].
Proposition 2.1. Assume that e−Φ(x) is integrable on RN , that
divG− 〈G,DΦ〉 = 0 (2.8)
and that |G| ∈ L1(RN,µ), where µ(dx) = me−Φ(x) dx , m = (∫RN e−Φ(x) dx)−1. Then
the minimal semigroup Tt is generated by (A,Dmax(A)) and the measure µ is its unique
invariant measure.
Proof. It is well known that if an invariant measure exists for Tt , then it is unique, since
Tt is irreducible and strong Feller, see [8]. Thus let us prove that µ is invariant for Tt .
Combining [25, Proposition 1.10] and [25, Corollary 2.2], we obtain the existence
of a C0-semigroup St on L1(RN,µ), whose generator (B,D(B)) is the closure of
(A,C∞(RN)), having µ as invariant measure. It remains to show that Ttf = Stf , f ∈0
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f  0, and recall that Ttf (x) = limR→∞ uR(t, x), where uR is the solution of the parabolic
problem{
DtuR(t, x)= AuR(t, x), t > 0, x ∈ BR,
uR(t, x)= 0, t > 0, x ∈ ∂BR,
uR(0, x)= f (x), x ∈ BR.
(2.9)
Observe that uR  0 and uR1  uR2 in BR1 if R1  R2. Moreover, if suppf ⊂ BR , then
uR ∈ C1,2([0, T ] × B¯R). Integrating with respect to µ in BR and using (2.8) one obtains
Dt
∫
BR
uR(t, x) dµ(x)= m
∫
∂BR
∂uR
∂ν
(t, x)e−Φ(x) dσ (x) 0,
since uR  0 and uR = 0 on ∂BR; here ν is the outer normal to BR and σ the surface
measure on ∂BR . It follows that, for every t > 0,∫
BR
uR(t, x) dµ(x) ‖f ‖1
and, by monotone convergence, ‖Ttf ‖1  ‖f ‖1 for any f ∈ C∞0 (RN), f  0. For a gen-
eral non-negative f ∈ Cb(RN), we consider a sequence (fn) ⊂ C∞0 (RN) with 0  fn 
fn+1, fn(x) → f (x), for every x ∈ RN , then Ttfn → Ttf pointwise and we obtain the
same bound by dominated convergence. The positivity of Tt now gives ‖Ttf ‖1  ‖f ‖1,
for all f ∈ Cb(RN), and implies that Tt extends to a strongly continuous semigroup of
contractions in L1(RN,µ). Since by (2.5) its generator coincides with B on C∞0 (RN),
which is a core for B , we deduce the equality Tt = St . Finally, note that the existence of
the invariant measure yields Tt1 = 1, t  0, and so there is no explosion and the generator
of Tt is (A,Dmax(A)). 
Observe that, removing the hypothesis |G| ∈ L1(RN,µ) in the previous result,
we only obtain that µ is a subinvariant measure for the minimal semigroup Tt , i.e.,∫
RN Ttf (y) dµ(y)
∫
RN f (y) dµ(y), t  0, f ∈ Cb(RN), f  0.
3. Non-analytic semigroups in Cb(RN)
Here we present a method to give conditions under which the minimal semigroup Tt ,
associated to (1.2), is not analytic in Cb(RN) or, in other words, the corresponding gener-
ator (A,D(A)), see (2.5), is not sectorial Cb(RN). Our technique is inspired by the paper
[11] on Schrödinger semigroups.
Theorem 3.1. Let us assume that the drift vector field F in (1.2) is locally Lipschitz con-
tinuous and that there exist sequences (rn), (λn) ⊂]0,∞[ , (cn) ⊂ RN , such that rn  1,
for every n ∈ N, and
602 G. Metafune, E. Priola / J. Math. Anal. Appl. 294 (2004) 596–613lim
n→∞
rn
λ2n
= 0, (3.1)
lim
n→∞
rn
λn
F (λnx + cn) = h ∈ RN, h = 0, (3.2)
uniformly in x on compact sets of RN . Then (A,D(A)) is not sectorial in Cb(RN).
Proof. Let X = Cb(RN) and introduce the isometries
In :X → X, Inu(x) = u
(
x − cn
λn
)
, u ∈ X, x ∈ RN, n 1.
We have I−1n v(x) = v(cn + λnx), v ∈ X. If f ∈ C∞0 (RN) then
AInf (x) = 1
λ2n
∆f
(
x − cn
λn
)
+ 1
λn
〈
F(x),Df
(
x − cn
λn
)〉
,
rnI
−1
n AInf (x)=
rn
λ2n
∆f (x)+ rn
λn
〈
F(λnx + cn),Df (x)
〉
. (3.3)
Let An = rnI−1n AIn, with domain D(An) = I−1n D(A) and observe that (An,D(An)) is the
generator, in the sense explained in Section 2, of the semigroup T nt = I−1n Trnt In. Remark
that, since Tt is the minimal semigroup associated to A, T nt is the minimal semigroup
associated to An. Let µ0 ∈ C with Reµ0 > 0. Then µ0 is in the resolvent sets of (A,D(A)),
(An,D(An)), n 1, since all the generated semigroups are contractive; therefore
R(µ0,An) =
(
µ0 − rnI−1n AIn
)−1 = [I−1n (µ0 − rnA)In]−1
= I−1n (µ0 − rnA)−1In =
1
rn
I−1n R
(
µ0
rn
,A
)
In.
If we suppose (by contradiction) that (A,D(A)) is sectorial in X, then the following esti-
mate holds, for a suitable K > 0:∥∥R(µ,A)∥∥ C|µ| , for any µ with Reµ> 0, |µ|K.
Let now µ0 ∈ C with Reµ0 > 0 and |µ0| K . Since µ0/r K , for any 0 < r  1, and
the In are isometries we obtain∥∥R(µ0,An)∥∥= 1
rn
∥∥∥∥R
(
µ0
rn
,A
)∥∥∥∥ C|µ0| , n 1. (3.4)
Assumptions (3.1), (3.2) imply, passing to the limit in (3.3), that
lim
n→∞Anf (x)=
〈
h,Df (x)
〉
, (3.5)
for any f ∈ C∞0 (RN), uniformly on RN .
Let us now consider the first-order operator B : D(B) ⊂ C0(RN) → C0(RN),
Bu(x) = 〈h,Du(x)〉, x ∈ RN, u ∈ D(B).
The domain D(B) is defined by
D(B) = {u ∈ C0(RN): 〈h,Du〉 ∈ C0(RN)}
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of the translation group Stf (x) = f (x + th), x,h ∈ RN , and St (C∞0 (RN)) ⊂ C∞0 (RN),
t > 0. In particular C∞0 (RN) is a core for (B,D(B)).
Let us check that, for every f ∈ C∞0 (RN) and x ∈ RN ,
lim
n→∞R(µ0,An)f (x)= R(µ0,B)f (x). (3.6)
To see this, we modify the classical Trotter–Kato argument, see, e.g., [13, Theorem III 4.8].
Note that, by the regularity results of Section 2 for the minimal semigroups T nt (or, more
directly, from the corresponding results for Tt ) we have, for every f ∈ C∞0 (RN),
d
dt
T nt f (x) = AnT nt f (x) = T nt Anf (x), x ∈ RN, t > 0. (3.7)
Therefore, applying this to Ssf instead of f , we get
T nt f (x)− Stf (x) = −
t∫
0
d
ds
{(
T nt−sSsf
)
(x)
}
ds =
t∫
0
T nt−s(An −B)Ssf (x) ds.
Let K be a compact subset of RN such that supp f ⊂ K and for T > 0 let KT = {y ∈ RN,
y = x+ sh, x ∈ K, s ∈ [0, T ]}. Then, for any s ∈ [0, T ], the supports of Ssf are contained
in KT and it is easy to see that (3.5) holds with f replaced by Ssf , uniformly in s ∈ [0, T ].
Hence∥∥T nt f − Stf ∥∥∞  T sup
0sT
∥∥(An −B)Ssf ∥∥∞ → 0,
as n → ∞, by (3.5). Finally,
∣∣R(µ0,An)f (x)−R(µ0,B)f (x)∣∣
∞∫
0
e−Reµ0t
∣∣T nt f (x)− Stf (x)∣∣dt
and the right-hand side tends to 0, for every x ∈ RN , as n → ∞, by dominated conver-
gence. Therefore (3.6) holds and together with (3.4) yields, for any f ∈ C∞0 (RN),∥∥R(µ0,B)f ∥∥∞  lim sup
n→∞
∥∥R(µ0,An)f ∥∥∞  C|µ0| ‖f ‖∞, (3.8)
for any µ0 with Reµ0 > 0 and |µ0|  K . By density, formula (3.8) holds for every
f ∈ C0(RN) and implies that (B,D(B)) is sectorial in C0(RN). Since this is false, the
statement is proved. 
The following result is actually contained in [11, Section 4].
Corollary 3.2. If conditions (3.1), (3.2) hold with rn = 1, then the spectrum of (A,D(A))
contains the imaginary axis.
Proof. Keeping the notation of the proof of Theorem 3.1, we have An = I−1n AIn and (3.4),
(3.6) yield, for Reµ0 > 0,∥∥R(µ0,B)∥∥ lim sup∥∥R(µ0,An)∥∥= ∥∥R(µ0,A)∥∥,n→∞
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inequality implies that
lim
µ0→is
∥∥R(µ0,A)∥∥= ∞
and the statement follows. 
Now we look for sufficient conditions under which (3.1), (3.2) are satisfied. Let us first
remark that they are never satisfied when F is bounded. This is clear since, in this case, Tt is
analytic in Cb(RN); however it can be also seen by the following direct argument. Observe
that the sequence rn/λn is bounded below from zero, since h = 0 and F is bounded. This
yields Mλn  rn for some positive M . Now rn/λ2n M/λn and hence (λn) tends to ∞.
We have obtained a contradiction, because rn  1.
In the sequel we will always consider (rn), (λn), (cn) such that
rn
λn
= 1|F(cn)| , n 1.
Proposition 3.3. Assume that there are sequences (cn) ⊂ RN , (λn) ⊂]0,∞[ such that
|F(cn)| → ∞, λn|F(cn)| → ∞, as n → ∞, and
|F(cn + λnx)− F(cn)|
|F(cn)| → 0, as n → ∞,
uniformly on compact sets of RN . Then conditions (3.1) and (3.2) hold and (A,D(A)) is
not sectorial.
Proof. Let rn = λn|F(cn)|−1. Then (rn) and (λn) satisfy condition (3.1). Consider now a
subsequence (cnk ) such that F(cnk )/|F(cnk )| converges to a vector h ∈ RN , with |h| = 1.
Then condition (3.2) is satisfied (replacing n with nk) and Theorem 3.1 applies. 
The next two results show classes of drift functions F which satisfy the above condi-
tions. These classes include all polynomial drifts.
Corollary 3.4. Let F ∈ C1(RN,RN). Assume that there exists (cn) ⊂ RN , diverging to ∞,
such that |F(cn)| K|cn|α , for some K,α > 0. If ‖dF(x)‖  K(1 + |x|)β , with β < α,
then the hypotheses of Proposition 3.3 are satisfied for any bounded sequence (λn).
Proof. Let |λn|M . The mean value theorem yields, for |x|R,∣∣F(cn + λnx)− F(cn)∣∣RM sup
0θ1
∥∥dF(cn + θλnx)∥∥KRM(1 + |cn| +MR)β
and the claim follows. 
To apply the above result to a polynomial drift F , it is sufficient to choose a component
Fi of maximal degree, a unit vector ω on which the homogeneous part of maximal degree
of Fi does not vanish and to define cn = nω.
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that |F(cn)| → ∞ and positive numbers γ, δ,C such that∥∥dF(x)∥∥ γ ∣∣F(x)∣∣3/2 +C,
for every x ∈ RN with |x − cn| δ|F(cn)|−1/2. Then (A,D(A)) is not sectorial.
Proof. First it is not restrictive to assume that δ verifies 1/(4γ 2δ2) > 4.
We have for |x| s|F(cn)|−1/2, s  δ,∣∣F(cn + x)− F(cn)∣∣ |x| sup
0θ1
∥∥dF(cn + θx)∥∥
 γ s
∣∣F(cn)∣∣−1/2 sup
0θ1
∣∣F(cn + θx)∣∣3/2 +Cs∣∣F(cn)∣∣−1/2. (3.9)
For a fixed n, we set Γs = sup|x|s|F(cn)|−1/2 |F(cn)|−1|F(cn + x)| and obtain from (3.9),
Γs  1 +Cs
∣∣F(cn)∣∣−3/2 + γ sΓ 3/2s .
We are going to show that Γs  4, s ∈ [0, δ], n  n0. To this end, note that, for n large
enough, we have
Γs
(
1 − γ sΓ 1/2s
)
 1 +Cs∣∣F(cn)∣∣−3/2  2.
It follows that, for any s ∈ [0, δ], Γs  1/(4γ 2s2) implies Γs  4. Using the continuity of
the map s → Γs and the fact that Γ0 = 1, we obtain that Γs  4, s ∈ [0, δ]. Thus, for n
large enough, Eq. (3.9) yields, for |x| s|F(cn)|−1/2,
|F(cn + x)− F(cn)|
|F(cn)|  4γ s +Cs
∣∣F(cn)∣∣−3/2.
Let now λn = εn|F(cn)|−1/2, where εn → 0 in such a way that λn|F(cn)| → ∞. We obtain,
for |x|R and large n,
|F(cn + λnx)− F(cn)|
|F(cn)|  4Rγ εn +CRεn
∣∣F(cn)∣∣−3/2.
An application of Proposition 3.3 concludes the proof. 
The previous results could suggest that the operator (A,D(A)) is never sectorial in
Cb(RN) if F is unbounded. The next theorem shows that such a conjecture is not true, at
least if N > 1.
Theorem 3.6. Let F ∈ C1(RN,RN) be such that divF  K for some K ∈ R. If |F | ∈
Lq(RN), for some N < q < ∞, then (A,D(A)) is sectorial in Cb(RN).
Proof. We consider the formal adjoint of A, A∗ = ∆− 〈F,D·〉 − V , V = divF , with do-
main D(A∗) = D(∆) ∩ D(V ) in L1(RN), where D(V ) = {f ∈ L1(RN): Vf ∈ L1(RN)},
and we show that (A∗,D(A∗)) generates an analytic semigroup in L1(RN).
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operator B = ∆ − V , with domain D(B) = D(A∗) generates an analytic semigroup in
L1(RN), see [15].
Let us also recall that D(B) ⊂ D(∆) ⊂ W 1,p(RN), for every 1  p < N/N − 1, see
[26, Theorem 5.8]. From this fact, using functions vλ(x) = u(λx), λ > 0, and minimizing
over λ, we get the following inequality:
‖Du‖p  C(N,p)‖u‖1−γ1 ‖∆u‖γ1 , u ∈ D(∆), γ =
N(1 − 1/p)+ 1
2
< 1.
Let now p be the conjugate exponent of q . Then Hölder’s inequality gives, for every u ∈
D(∆),∥∥〈F,Du〉∥∥1  ∥∥|F |∥∥q‖Du‖p  C(N,p)∥∥|F |∥∥q‖u‖1−γ1 ‖∆u‖γ1 .
This proves that the term 〈F,D·〉 is a small perturbation of the Laplacian in L1(RN) and
hence of (B,D(B)). The standard perturbation theory for analytic semigroups applies and
shows that (A∗,D(B)) generates an analytic semigroup in L1(RN), see, e.g., [13, The-
orem III 2.10]. Let us finally prove that (A,D(A)) is sectorial in Cb(RN), using Pazy’s
technique.
We may assume, considering A∗−ω instead of A∗ for a suitable ω > 0, that the estimate
‖(λ − A∗)−1‖M/|λ| holds for Reλ > 0. Let Dλ = (λ − A∗)C∞0 (RN). Since C∞0 (RN)
is a core for A∗, one has that Dλ is dense in L1(RN) for Reλ > 0. It follows that if
u ∈ D(A) ⊂ Cb(RN) and Reλ > 0 then
‖u‖∞ = sup
{ ∫
RN
uφ dx: φ ∈Dλ, ‖φ‖1  1
}
 sup
{ ∫
RN
u(λ −A∗)v dx: v ∈ C∞0 (RN), ‖v‖1 
M
|λ|
}
= sup
{ ∫
RN
v(λ −A)udx: v ∈ C∞0 (RN), ‖v‖1 
M
|λ|
}
 M|λ|
∥∥(λ−A)u∥∥∞.
Therefore ‖(λ −A)−1‖M/|λ| and the proof is complete. 
Observe that if |divF |  K , then A∗ is a small perturbation of the Laplacian in
L1(RN) and in the previous proof we do not need the characterization of the domain of a
Schrödinger operator in L1(RN).
Example 3.7. As an application of the above result, we consider the following operator A
in two variables:
Au = uxx + uyy + c(r)(xuy − yux),
r
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(c(r)/r)(−y, x) has divergence 0. The assumptions of Theorem 3.6 hold if
∞∫
0
r
∣∣c(r)∣∣q dr < ∞,
for some q > 2. It is straightforward to construct an unbounded map c with the above
properties. Applying Theorem 3.6, we get the analyticity of the associated semigroup.
We finally observe that in this situation there is no explosion since the map U(x,y) =
1 + x2 + y2 is a Lyapunov function for the corresponding stochastic equation (2.3), see,
for instance, [27, p. 191]. Thus we also have D(A) = Dmax(A).
We end the section by showing that, in the case of sublinear growth, the stronger con-
clusion of Corollary 3.2 holds, see also [11, Section 4].
Corollary 3.8. Assume that there exists (cn) ⊂ RN , diverging to ∞, such that |F(cn)|
→ ∞, as n → ∞, and that ‖dF(x)‖ → 0 as |x| → ∞. Then the spectrum of (A,D(A))
contains the imaginary axis.
Proof. The mean value theorem yields, for |x|R,∣∣F(cn + λnx)− F(cn)∣∣Rλn sup
0θ1
∥∥dF(cn + θλnx)∥∥.
Setting λn = |F(cn)| and rn = 1, it is not difficult to see that Proposition 3.3 applies (note
that sup|x|R |cn + λnx|  |cn|(1 − R|F(cn)|/|cn|)  |c|n/2 for large n, since F has a
sublinear growth). An application of Corollary 3.2 concludes the proof. 
4. Remarks and further results
Remark 4.1. We point out that Theorem 3.1 holds more generally, with the same proof,
when the minimal semigroup Tt is replaced by any π -semigroup Tt on Cb(RN), see [23],
having its generator Aˆ :D(Aˆ) ⊂ Cb(RN) → Cb(RN), see (2.5), which satisfies the follow-
ing property:
C∞0 (RN) ⊂ D(Aˆ), Aˆf (x)= Af (x), f ∈ C∞0 (RN), x ∈ RN.
Note that in this case the approximating semigroups T nt = I−1Trnt In, considered in the
proof of Theorem 3.1, are still π -semigroups and are associated to the differential opera-
tors An.
Remark 4.2. Theorem 3.1 and its consequences hold in C0(RN), BUC(RN) or in
Lp(RN), with a similar proof, when the minimal semigroup Tt preserves these spaces.
We refer the reader to [20] for conditions under which Tt is a semigroup on C0(RN); here
we only recall that these conditions are satisfied if F grows at most linearly. A sufficient
condition for preservation of Lp(RN), 1 p < ∞, is that divF K for some K ∈ R, see
also [12].
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show that a class of singular operators on [0,∞[ is not sectorial.
Example 4.3. We deal with the following operator, depending on α,b > 0,
Lu = u′′ + bx−αu′, (4.1)
in the space X = C([0,∞]). Here C([0,∞]) denotes the Banach space of all continuous
functions on [0,∞[ having a finite limit at ∞, endowed with the sup norm. We consider L
with its maximal domain
D(L) = {u ∈ C([0,∞])∩ C2(]0,∞[): Lu ∈ C([0,∞])}. (4.2)
Feller’s theory shows that the operator (L,D(L)) generates a strongly continuous semi-
group Tt of positive contractions in X, see [13, Section VI.4] (remark that no boundary
condition at 0 is needed, since b > 0). It is known that the semigroup Tt is analytic if
α  1, see [1]. We are going to show that analyticity fails if α > 1.
To this purpose, we first define isometries In :X → X by Ing(x) = g(nx), g ∈ X, x  0.
It follows that
I−1n LInf = n2f ′′ + nα+1bx−αf ′,
for any f ∈ C2(]0,∞[), n 1. Then we consider the first order operator
B = bx−α d
dx
, D(B) = {u ∈ X ∩C1([0,∞[): x−αu′ ∈ X},
and we check that it generates the strongly continuous semigroup St given by
Stf (x)= f
((
b(α + 1)t + xα+1)1/(α+1)), f ∈ X, x, t  0.
To this end, we first remark that (B,D(B)) is a closed operator in X, by elementary cal-
culus. Then we get that D(B) is dense in X, since it contains all C1-functions, constant in
neighborhoods of 0 and ∞. Let A be the generator of St . It is easy to check that A extends
B and that D(B) is St -invariant. It follows that D(B) is a core for A; hence A = B , since
B is closed.
Let us now introduce the subspace D = {f ∈ X ∩ C2([0,∞]): x−αf ′ ∈ X}. It is not
difficult to see that D is a core for (B,D(B)) and that n−α−1I−1n LInf → Bf in X, for
any f ∈ D (recall that α > 1). Thus we may apply the same arguments as in the proof
of Theorem 3.1 to deduce that (L,D(L)) is not sectorial in X (since (B,D(B)) is not
sectorial in X). This proves our claim.
In Proposition 3.5, we showed that a polynomial drift F implies a lack of analyticity.
In the next result we prove that, for some polynomials F , the corresponding Markov semi-
groups Tt are differentiable in Cb(RN), that is ATt is a bounded operator on Cb(RN) for
any t > 0. Observe that this result holds in particular for the operator in (1.4).
Proposition 4.4. If F(x) = −|x|rx , for some r > 0, then Tt is differentiable in Cb(RN).
Proof. Note that F(x) = −DΦ(x), where Φ(x) = |x|r+2/(r + 2). It is known that
(A,C∞(RN)) is essentially self-adjoint in L2(RN,µ), with dµ = me−Φ dx , m =0
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∫
RN e
−Φ(x) dx)−1, see [12], and its closure is the generator of (the extension of) Tt
to L2(RN,µ). Moreover, the isometry R :L2(RN,dx) → L2(RN,µ), given by Rf =
f (eΦ/2/
√
m), transforms A into the Schrödinger operator ∆− V in L2(RN,dx), where
V (x) = 1
4
|x|2r+2 − r + 1
2
|x|r,
see the proof of Theorem 5.1. We can therefore apply [9, Lemma 4.2.2] and [9, The-
orem 4.5.4] to deduce that, for any t > 0, Tt maps L1(RN,µ) into L∞(RN). Finally,
[9, Theorem 2.1.5] implies that the function t → Tt is norm-analytic from (0,∞) into
Cb(RN); it follows in particular that Tt maps Cb(RN) into Dmax(A) = D(A), t > 0. 
In the rest of this section we discuss some spectral properties of Tt in different cases
of sublinear, linear and superlinear growth of F . Remark that if F has sublinear or linear
growth, then Tt preserves the space C0(RN) and is a strongly continuous semigroup in
C0(RN), see [20].
Let us consider the case of a sublinear F , as in Corollary 3.8. If we apply Corollary 3.8,
with Cb(RN) replaced by C0(RN) (see also Remark 4.2), we deduce that the spectrum
of the part of A in C0(RN) contains the imaginary axis. It follows that Tt is not norm-
continuous in C0(RN), that is ‖Tt+h − Tt‖ → 0, as h → 0, for every t > 0; hence Tt is
neither differentiable nor compact, see [13, Theorem II 4.18].
If F is purely linear, i.e., F(x) = Bx , where B is a real, non-zero, N ×N matrix, then
Tt is the Ornstein–Uhlenbeck semigroup and is not norm-continuous in C0(RN), since the
spectrum of the part of A in C0(RN) contains an unbounded subgroup of the imaginary
axis (depending on the spectrum of B). However, it is not true, in general, that the spectrum
of A contains the whole imaginary axis, see [18, Remark 5.2].
Finally assume that F satisfies the one-sided estimate 〈F(x), x〉−β|x|2(log |x|)γ , for
|x| large and some β > 0, γ > 1. Then Tt is compact (hence norm-continuous) in Cb(RN),
see [21, Corollary 3.11] and therefore the spectrum of A is discrete and its intersection with
any vertical line is a bounded set. Recall that in this case Tt does not preserve C0(RN),
see [21, Theorem 4.2]. In addition, if F is a gradient, then the spectrum of A lies on the
negative real axis as the next result shows.
Proposition 4.5. Assume that F = −DΦ with Φ ∈ C1(RN) and that
−〈DΦ(x), x〉−β|x|2(log |x|)γ , (4.3)
for |x| large and some β > 0, γ > 1. Then σ(A) ⊂ ]−∞,0].
Proof. First of all, writing Φ(x)−Φ(0)= ∫ 10 〈DΦ(tx), x〉dt , formula (4.3) yields Φ(x)
C|x|2, for large |x| and some C > 0, hence e−Φ ∈ L1(RN).
We apply Proposition 2.1 with G = 0 to deduce that dµ = me−Φ dx is the in-
variant measure of Tt and therefore Tt extends to a strongly continuous semigroup in
Lp(RN,µ), for all 1  p < ∞. We denote by (Ap,Dp) its generator and observe that
Dmax(A) ⊂ Dp , see (2.5). Since (A,C∞0 (RN)) is essentially self-adjoint in L2(RN,µ),
see, for instance, [12], we infer that (A2,D2) is self-adjoint. Finally, since Tt is compact
in Cb(RN), it is also compact in L2(RN,µ) by interpolation; it follows that (A,Dmax(A))
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and A2 coincide. 
5. Non-analytic semigroups in L2(RN,µ)
In this section we introduce a class of Markov semigroups Tt , corresponding to op-
erators A as in (1.2), which admit an invariant measure µ but which are not analytic in
L2(RN,µ). More precisely, we consider the minimal semigroup Tt associated to the dif-
fusion
A = ∆− 〈(DΦ +G),D〉,
where Φ ∈ C2(RN) and G ∈ C1(RN,RN). Moreover we assume that e−Φ ∈ L1(RN), that
G ∈ L1(RN,µ), where dµ= me−Φ dx , m = (∫RN e−Φ(x) dx)−1, and that (2.8) holds, that
is
divG− 〈G,DΦ〉 = 0.
These conditions will be kept throughout this section and ensure that the minimal semi-
group Tt associated to A has the unique invariant measure µ, see Proposition 2.1. The
semigroup Tt extends to a C0-semigroup of contractions on L2(RN,µ) (we still denote by
Tt such extension). We denote by A2 the generator of Tt in L2(RN,µ). Our aim is to show
when A2 is not sectorial. Let us formulate the main result of this section.
Theorem 5.1. Let us assume that there exist constants k > 0, 0 < β < α and a sequence
(cn) ⊂ RN , diverging to ∞, such that
(i)
∣∣G(cn)∣∣ k|cn|α, n 1;
(ii) ∣∣∆Φ(x)∣∣+ ∣∣DΦ(x)∣∣+ ∣∣DG(x)∣∣ k(1 + |x|β), x ∈ RN . (5.1)
Then the semigroup Tt , generated by A2, is not analytic in L2(RN,µ).
Proof. We proceed in some steps.
Step I. Let us consider the isometry R :L2(RN) → L2(RN,µ), Rf = fψ , f ∈ L2(RN),
where ψ(x) = eΦ(x)/2/√m. Let us define the operator C :D(C) ⊂ L2(RN) → L2(RN),
D(C) = {g ∈ L2(RN): ψg ∈ D(A2)},
Cg = 1
ψ
A2(ψg), g ∈ D(C).
Note that the operator C is the generator of a C0-semigroup of contractions Ot in L2(RN),
Otf = (1/ψ)Tt (fψ), f ∈ L2(RN). Recall that C∞0 (RN) ⊂ Dˆ ⊂ D(A2), see (2.5), and so
in particular C∞0 (RN) ⊂ D(C). It is easy to compute that
C = ∆− 〈G,D〉 − V
on C∞0 (RN), where the potential is given by
V = 1
( |DΦ|2 −∆Φ + 〈G,DΦ〉).2 2
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Note that by (ii) in (5.1), we get∣∣V (x)∣∣C((1 + |x|β)2 + (1 + |x|β)∣∣G(x)∣∣), x ∈ RN . (5.2)
Step II. We adapt the method used in the proof of Theorem 3.1 with the difference that
here we will just use the classical Trotter–Kato theorem in the Hilbert space X = L2(RN).
Let us introduce γ = (α + β)/2 and the sequences
λn = 1|cn|γ + 1 , rn =
1
|G(cn)|(|cn|γ + 1) , n 1.
Similarly to the proof of Theorem 3.1, we consider the isomorphisms
In :X → X, Inu(x) = u
(
x − cn
λn
)
, u ∈ X, x ∈ RN .
We have I−1n v(x) = v(cn +λnx), v ∈ X. Moreover ‖Inv‖2 = λN/2n ‖v‖2. We introduce the
operators An = rnI−1n CIn on X. Let f ∈ C∞0 (RN); then one has
Anf (x) = rn
λ2n
∆f (x)+ rn
λn
〈
G(λnx + cn),Df (x)
〉+ rnV (λnx + cn)f (x). (5.3)
Remark that (An,D(An)) is the generator of the contraction semigroup Ont = I−1n Ornt In
on X.
Step III. We show that there exists h ∈ RN , h = 0, such that
lim
n→∞Anf (x)=
〈
h,Df (x)
〉
, (5.4)
for any f ∈ C∞0 (RN), uniformly on RN . To see this, we first remark that
lim
n→∞
rn
λ2n
∆f (x) = 0, uniformly on RN .
Then, by Propositions 3.3 and Corollary 3.4, with F replaced by G,
lim
n→∞
rn
λn
〈
G(λnx + cn),Df (x)
〉= 〈h,Df (x)〉, uniformly on RN,
for some h = 0. It remains to consider the potential V . We have, for any |x|R,
rn
∣∣V (λnx + cn)∣∣ Crn((1 + |cn|β +Rβ)2 + (1 + |cn|β +Rβ)∣∣G(λnx + cn)∣∣).
By the Lagrange theorem, we infer |G(λnx + cn)| |G(cn)| + kR(1 + |cn|β + Rβ) and
this easily implies that sup|x|R rn|V (λnx + cn)| → 0, as n tends to ∞.
Step IV. We get a contradiction, assuming that C is sectorial in L2(RN) (i.e., A2 is
sectorial in L2(RN,µ)) exactly as in the proof of Theorem 3.1. The argument is even
simpler since one can directly use the classical Trotter–Kato theorem. 
Corollary 5.2. Under the hypotheses of Theorem 5.1, Tt is not analytic in Lp(RN,µ), for
any 1 p < ∞.
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semigroup in Lp(RN,µ), for 1 p < ∞, the analyticity of Tt in Lp(RN,µ) would imply
the same property in L2(RN,µ), by the Stein interpolation theorem. 
Example 5.3. We show two examples of differential operators in R2, for which the assump-
tions of Theorem 5.1 hold and so the corresponding minimal semigroups are not analytic
in L2(R2,µ). Let us introduce
Au(z) = ∆u(z)− 〈z,Du〉 + |z|r (xuy − yux), z = (x, y) ∈ R2, r > 0,
Lu(z) = ∆u(z)− |z|2〈z,Du(z)〉+ |z|l (xuy − yux), (5.5)
z = (x, y) ∈ R2, l > 2. (5.6)
In the first case the invariant measure is the Gaussian measure µ(dz) = b(z)dz, b(z) =
(1/(4π))e−|z|2/2, z ∈ R2 (note that µ is the invariant measure for the classical Ornstein–
Uhlenbeck semigroup associated to the operator ∆u − 〈z,Du〉). We have Φ(z) = |z|2/2
and G(z) = −|z|r (−y, x). Note that divG(z) = 0, z ∈ R2.
In the second case the invariant measure is µ(dz)= me−Φ(z) dz, m = (∫R2 e−Φ(z) dz)−1,
Φ(z) = |z|4/4, and G(z) = −|z|l(−y, x). These examples can be easily generalized to RN
with N > 1. We remark, however, that the Markov semigroup Tt , associated to (1.2), is
always self-adjoint, hence analytic, in L2(R,µ).
In the next example we consider the operator A in (5.5) from another point of view,
namely in connection with [3,4,6].
Example 5.4. Let us deal again with the operator A in (5.5). Exploiting the proof of The-
orem 5.1, we see that the operator A in L2(R2,µ) is similar to the operator
C = ∆− 〈G,D〉 − V,
G(z) = −|z|r (−y, x), V (z) = (|z|2/4 − 1), in L2(R2, dx) and that C is not sectorial for
every r > 0. Observe that the inequality |G(z)|  KV 1/2(z), z ∈ R2, fails. On the other
hand, it is known that if the previous inequality holds, under additional conditions on the
potential V (which are satisfied by the quadratic potential above), the generated semigroup
is analytic in L2(RN,dx), see [3,4,22]. Therefore the operator C shows that the inequality
|G|  KV 1/2 cannot be replaced by any weaker condition like |G|  KV s , s > 1/2, in
order to obtain the analyticity of the generated semigroup.
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