and Yang (forthcoming-b) developed a mixed (fixed and random) effects model for the age-period-cohort (APC) analysis of micro data sets in the form of a series of repeated cross-section sample surveys that are increasingly available to demographers. The authors compare the fixedversus random-effects model specifications for APC analysis. They use data on verbal test scores from 15 cross sections of the General Social Survey (GSS), 1974 to 2000, for substantive illustrations. Strengths and weaknesses are identified for both the random-and fixed-effects formulations. However, under each of the two data conditions studied, the random-effects hierarchical APC model is the most appropriate specification. While additional analyses and comparisons of random-and fixed-effects APC models using other data sets are necessary before generalizations can be drawn, this finding is consistent with results from other methodological studies with unbalanced data designs.
One common goal of APC analysis is to assess the effects of one of the three factors on some outcomes of interest net of the influences of the other two time-related dimensions. Age effects represent the variation associated with different age groups brought about by physiological changes, accumulation of social experience, and/or role or status changes. Period effects represent variation over time periods that affect all age groups simultaneously-often resulting from shifts in social, cultural, or physical environments. Cohort effects are associated with changes across groups of individuals who experience an initial event such as birth or marriage in the same year or years; these may reflect the effects of having different formative experiences for successive age groups in successive time periods (Robertson, Gandini, and Boyle 1999; Glenn 2003) . Analysts generally agree that methodological guidance is needed to address the fundamental question of how to determine whether the phenomenon of interest is cohort based or whether some other factors, such as age or calendar year, are more relevant.
The APC accounting/multiple classification model, developed by Mason et al. (1973) , has served for more than three decades as a general statistical modeling framework for estimating age, period, and cohort effects in demographic and social research. Originally, this general framework focused on the APC analysis of data in the form of age-by-time period contingency tables of percentages or occurrence/exposure rates of events such as births, deaths, disease incidence, crimes, and so on. A major methodological challenge arises in the APC analysis of tabulated data due to the ''identification problem'' induced by the exact linear dependency between age, period, and cohort-Period = Age + Cohort-when the time intervals used to tabulate the data are of the same length for the age and period dimensions. This identification problem has drawn great attention in statistical studies of human populations. A number of methodological contributions to the specification and estimation of age-period-cohort models have occurred in recent decades in a wide variety of disciplines, including social and demographic research (e.g., Fienberg and Mason 1978, 1985; Glenn 1976; Hobcraft, Menken, and Preston 1982; O'Brien 2000; Wilmoth 1990 ), biostatistics, and epidemiology (e.g., Clayton and Shifflers 1987; Fu 2000; Holford 1992 ; Knight and Fu 2000; Kupper et al. 1983; Osmond and Gardner 1982; Robertson and Boyle 1998) . Most of these studies focus on aggregate population data where researchers have few choices of time interval widths for the age and period groups.
Increasingly, however, micro data sets in the form of a series of repeated cross-section sample surveys are available to demographers, epidemiologists, and social scientists. These data sets create both new opportunities and challenges to APC analysis. The opportunities lie in the fact that these repeated cross-section survey data can not only be aggregated into population-level contingency tables for conventional multiple classification models but also provide individual-level data on both the responses and a wide range of covariates, which can be employed for much finergrained regression analysis. The challenge for APC analysis of repeated cross-section surveys then becomes how social scientists can take advantage of the individual-level data in these data sets as opposed to grouping the data.
While straightforward regression analyses on the micro sample data can be conducted, Yang and Land (2006) noted that this may violate the independence-of-errors assumption on which conventional fixed-effects regression models (e.g., ordinary least squares or logit regression) are based. They developed a hierarchical age-period-cohort models (HAPC models) approach to address this problem. Specifically, they applied cross-classified random-effects two-level models (CCREM) to repeated survey data to ascertain whether there are any clustering effects in survey responses by higher level units-namely, the survey time period and birth cohort. Yang (forthcoming-b) studied and compared the performance of restricted maximum likelihood (REML), empirical Bayes (EB), and full Bayes (FB) estimators in the context of this HAPC approach to micro APC data.
The objective of this article is to compare the random-effects model specification to an alternative specification-namely, a fixed-effects hierarchical APC model-with a focus on primarily two considerations. First, the assumption of the random-effects model that the Level 2 effects are independent of the Level 1 regressors needs to be examined. Second, in this HAPC application of hierarchical linear models, the sample sizes at the Level 2 or contextual effects level-that is, the numbers of birth cohorts and periods-are small and therefore can be viewed as specific groups. Cohort and period effects, therefore, may just as easily be viewed as fixed rather than random. We specify and compare these two approaches side-byside and exploit the properties of each model to assess the empirical applicability of the independence assumption. As a substantive illustration, we analyze data on trends in verbal test scores from 15 cross sections of the General Social Survey, 1974 to 2000. These data have been the subject of debates in the sociological literature. While the primary focus of this article is methodological, we note how our approach can be used to address these debates by identifying and estimating the separate age, period, and cohort components of change.
The article is organized as follows. In the next section, we briefly review the algebra of the APC identification problem. We then summarize conventional methodological guidelines for and against the treatment of certain effect parameters in hierarchical regression models as fixed or random and guidelines for model specifications. This is followed by sections that describe the data to be analyzed and the models to be compared. Results then are reported. A concluding section discusses the findings and reports conclusions from this methodological study.
The APC Accounting Model and the Identification Problem
As background, we commence with a brief review of the algebra of the age-period-cohort accounting/multiple classification model that was articulated for demographic and social research some 30 years ago by Mason et al. (1973) . For demographic (occurrence/exposure) rates tabulated in standard arrays with age groupings defining the rows, periods of data defining the columns, and cohorts defining the diagonals, this model can be written in linear regression form as
where M ij denotes the observed occurrence/exposure rate (e.g., of deaths) for the ith age group for i = 1; . . . ; a age groups at the jth time period for j = 1; . . . ; J; D ij denotes the number of occurrences in the ijth group; P ij denotes the size of the estimated population in the ijth group, the population at risk of death; µdenotes the intercept or adjusted mean death rate; α i denotes the ith row age effect or the coefficient for the ith age group; β j denotes the jth column period effect or the coefficient for the jth time period; γ k denotes the kth diagonal cohort effect or the coefficient for the kth cohort for k = 1; . . . ; ða + p − 1Þ, with k = a − i + j; and ε ij denotes the random errors with expectation Eðε ij Þ = 0.
Conventional age-period-cohort models, as represented in equation (1), fall into the class of generalized linear models (GLIMs) that can take various alternative forms such as log-linear regressions and logistic regressions. They can be treated as fixed-effect generalized linear models after a reparameterization to center the parameters:
Alternatively, constraints may be set by identifying one of each of the age, period, and cohort categories as the reference category.
After the reparameterization as in equation (2), model (1) can be written in the conventional matrix form of a least squares regression:
where Y is a vector of mortality rates or log-transformed rates; Xis the regression design matrix consisting of indicator or ''dummy variable'' column vectors for the vector of model parameters β,
and ε is a vector of random errors with mean 0 and constant diagonal variance matrix σ 2 I, where I is an identity matrix. (Note: To be consistent with standard linear regression model notation, we use β to denote the entire vector of model coefficients in equation (3).) The ordinary least squares (OLS) estimator of the matrix regression model (3) is the solution b of the normal equations:
But this estimator does not exist (i.e., is not a unique vector of coefficient estimates) since the design matrix X is singular with one less than full rank, and (X T XÞis not invertible, which is due to a perfect linear relationship between the age, period, and cohort effects:
This is the model identification problem of APC analysis. It implies that there are an infinite number of possible solutions of the matrix equation (5) (i.e., OLS estimators of model (3)), one for each possible linear combination of column vectors that results in a vector identical to one of the columns of X. Therefore, it is not possible to separately estimate the effects of cohort, age, and period without assigning certain constraints to the coefficients in addition to the reparameterization (2).
The Identification Problem in Repeated Cross-Section Data Designs: HAPC Models
In the context of microlevel data from repeated cross-section sample surveys, Yang and Land (2006) noted that the existence of individuallevel data on the age, period, and cohort membership of each respondent in the surveys opens up new opportunities for dealing with the APC identification problem. Specifically, access to the individual-level observations allows the analyst to group the age, period, and/or cohort properties of sample members into time intervals of different lengths. This breaks the underidentification problem of equation (3) and allows finite-valued numerical solutions of equation (5) to exist. Various differential groupings of the age, period, and cohort dimensions are possible. However, since meaningful cohorts often are considered to be of durations longer than single years, it then will be feasible to group the cohort dimension into multiyear periods while retaining single-year measurements for the age and time period dimensions.
As an illustration, consider the application of the classical APC accounting model of equation (3) for a response or outcome variable Y to, say, the following five sample members, ages 60, 61, 62, 63, and 64, each of whom is a member of the same five-year birth cohort, the 1930-1934 birth cohort, and each of whom is a respondent in a sample survey conducted in 1990: Y 60;1990;1930 − 1934 = µ + α 60 + β 1990 + γ 1930 − 1934 + ε 60;1990;1930 − 1934 ; ð6Þ Y 61;1990;1930 − 1934 61;1990;1930 − 1934 ; ð7Þ Y 62;1990;1930 − 1934 62;1990;1930 − 1934 ; ð8Þ Y 63;1990;1930 − 1934 63;1990;1930 − 1934 ; ð9Þ Y 64;1990;1930 − 1934 = µ + α 64 + β 1990 + γ 1930 − 1934 + ε 64;1990;1930 − 1934 : ð10Þ It can be seen from this representation of the classical APC model (1) for these sample members that the exact linear dependence of the A, P, and C categories that occurs in tabulated data with age, period, and cohort time intervals of equal length is broken. That is, from knowledge of the period of this survey (1990) and the birth cohort (1930) (1931) (1932) (1933) (1934) in which each of these sample respondents is a member, it is not possible to determine the exact age of each respondent. In fact, the general five-year age category (60-64) of which each of these respondents is a member can be determined. But, at the level of the individual respondent, this is not an exact linear dependence.
Under equation (6), the specification of the error terms indicates the possibility that sample respondents in the same cohort group and/or survey year may be similar in their responses to the verbal test questions due to the fact that they share random error components (i.e., through random cohort and/or period components of e i;1990;1930 − 34 Þ unique to their cohorts or periods of the survey. A failure to assess this potentially more complicated error structure adequately in APC analysis may have serious consequences for statistical inferences. The standard errors of estimated coefficients of standard regression models such as equation (3) may be underestimated, leading to inflated t ratios and actual alpha levels that are larger than the nominal .05 or .01 levels.
2 This implies that multilevel or hierarchical regression models should be employed for adequate estimates of the error variances (Goldstein 2003; Raudenbush and Bryk 2002; Snijders and Bosker 1999) . Yang and Land (2006) proposed both nested and cross-classified two-level APC model specifications and labeled this approach the hierarchical APC (HAPC) model.
The HAPC modeling framework developed by Yang and Land (2006; Yang forthcoming-b) has enhanced our ability to estimate separate age, period, and cohort effects through the estimation of variance components. It also enriches the families of analytical models in demography that can be applied to study APC trends by incorporating explanatory variables in hierarchical regression models. In this article, we consider two additional conditions that may affect applications of the HAPC models in demographic studies. First, as is the case for all mixed-effects regression models, desirable statistical properties of HAPC models rest on the assumption that the Level 2 or contextual effects-the cohort and period effects-are independent of the Level 1 or individual-level regressors. An alternative approach for HAPC models could be based on a fully fixed-effects hierarchical linear model (HLM) regression formulation for which this independence assumption is not necessary. Second, in finite time period demographic data, the number of periods or birth cohorts often is smaller than 10. As commented below, this suggests a possible advantage in modeling these effects as fixed. In the following section, we discuss the rationale of the model specification in more detail.
When to Use Fixed or Random Coefficient Models?
The Conventional Wisdom
The literature on hierarchical/multilevel regression models contains some general guidelines on when certain effect coefficients should be treated as fixed or random. To articulate these guidelines, consider the simplest possible hierarchical model that has a Level 1 or individual-level model:
where Y ij is a response variable for individual i in group j, x ij is an explanatory variable or regressor for individual i in group j, β 0 is the intercept parameter for the regression model, β 1 is the slope parameter of the regression, and e ij is a random error term. Suppose that the intercept β 0 is group dependent and that it varies randomly among J observed groups. To model this random variation, we specify the Level 2 or group-level model:
This Level 2 model separates the group-dependent intercept into an average intercept among the groups, γ 00 , plus a group-level deviation or error, r 0j . Substitution of equation (12) into equation (11) then yields the combined model:
The values of the r 0j are the main effects of the groups: Conditional on having a specific X value and being in group j, the expected Y value for individual i deviates by r 0j from the average expected value for all individuals over all groups. Note again that this is the simplest possible formulation of a hierarchical model; a more general formulation would allow for the possibility that the slope coefficient in equation (11) could vary among the groups, and there could be more than one explanatory variable in equation (11).
As a statistical model, equation (13) can be treated in two ways:
1. As a fixed-effects model, wherein the r 0j are treated as fixed parameters, J in number. This approach leads to a specific instance of a fixed-effects regression model-namely, the conventional analysis of covariance model, in which the grouping variable is a covariate. 2. As a random coefficients or random intercepts model, wherein the r 0j are assumed to be independent identically distributed random variables. These errors now are assumed to be randomly drawn from a population with zero mean and an a priori unknown variance. This assumption is equivalent to the specification that the group effects are governed by mechanisms or processes that are roughly similar from group to group and operate independently among the groups. This is termed the exchangeability assumption. The random coefficients model also requires the assumption that the random Level 2 or contextual effects (i.e., the r 0j coefficients) are distributed independently of the Level 1 regressors.
These two approaches to the model of equations (11) through (13) imply that hierarchical data generally can be analyzed in two different ways, using models with fixed or random group-level coefficients. Which of these two specifications is the most appropriate in a given situation depends on a number of considerations. Goldstein (2003:3-4) and Snijders and Bosker (1999:43-4 ) provide summaries of conventional statistical wisdom and methodological guidelines for choosing between the fixed or random specifications. They point out the following:
• If the groups are regarded as unique entities and the objective of the analysis is primarily to draw conclusions pertaining to each of the J groups, then it is appropriate to use the conventional analysis of covariance model.
• If the groups are regarded as a sample from a (real or hypothetical) population and the objective of the analysis is to make inferences about this population, then the random coefficients model is appropriate.
• The fixed-effects model explains all differences among the groups by the fixed-effect adjustments (through the use of indicator or dummy variables to represent the group-level adjustments) to the intercept coefficient of equation (11). This implies that there is no betweengroup variability left that could be explained by group-level variables. Therefore, if the objective of the analysis is to test effects of grouplevel variables, the random coefficient model should be used. The exception to this guideline pertains to the case wherein the analyst introduces explicitly measured group-level variables that are hypothesized to account for the group-level effects. 3 In this case, however, the model cannot at the same time incorporate indicator variables for the group-level fixed-effect adjustments. Rather, the analyst must assume that the group-level fixed-effect adjustments are completely accounted for by the explicitly measured group-level variables.
• The random coefficient model typically is used with some additional assumptions. Most important, as noted above, it requires that the random residuals by groups are orthogonal to independent variables, which implies that corrðr 0j ; XÞ = 0. In addition, in conventional normal error HLM models, it is assumed that the r 0j and e ij are normally distributed. If these assumptions are poor approximations to the characteristics of a specific set of empirical data (e.g., the regressors are not independent of the random coefficients, or there is high density in the tails of the distributions of the errors), then these assumptions should be modified.
• The choice between fixed-and random-effects formulations can be related to sample sizes. Snijders and Bosker (1999:44) state that the following rule of thumb often works in educational and social research: When J, the number of groups is small, say J < 10, use the analysis of covariance approach because the small number of groups does not contain sufficient information about the population of groups from which the J groups are sampled to make reliable inferences; if J is not small, say J > 10, but n j , the number of observations in group j is small or of moderate size, say n j < 100, then use the random coefficients model, as 10 or more groups is too large to regard each group as a unique entity; and if the group sizes are large, say n j > 100, then it does not matter which view we take.
These, then, are several of the main considerations that conventional statistical wisdom indicates should be taken into account in deciding of fixed-versus random-effects formulations of hierarchical statistical models. After describing the data and the specific model specifications to be studied herein, we assess how well these guidelines hold up in the context of the HAPC and CCREM models developed by Yang and Land (2006) and Yang (forthcoming-b).
The Verbal Test Scores Controversy and Data Questions Regarding Trends in Verbal Ability
A series of articles published in the American Sociological Review in 1999 center on the existence of an intercohort decline in verbal ability in the GSS, 1974 to 1996. The debate was initiated by Alwin's (1991) and Glenn's (1994) finding of a long-term intercohort decline in verbal ability beginning in the early part of the twentieth century. Wilson and Gove (1999) took issue with this finding and argued that the Alwin and Glenn analyses confuse cohort effects with aging effects. Wilson and Gove also suggested the possibility of a curvilinear age effect and the importance of treating the collinearity between age and cohort in the GSS data. While Alwin and Glenn assumed that period effects are minimal or null, Wilson and Gove found ''that year of survey [time period] is negatively related to verbal score when education is controlled'' and considered this as an indication of ''the presence of a period effect'' (p. 263). In response, Glenn (1999) disagreed that the decline in GSS vocabulary scores resulted solely from period influences and also argued against the Wilson and Gove claim that cohort differences actually reflected only age effects. After reexamining aging versus cohort explanations, Alwin and McCammon (1999) similarly insisted that aging explains only a tiny portion of the variation in verbal ability data and therefore is not sufficient to account for the contributions of unique cohort experiences to the decline in verbal skills.
The above studies have employed graphical and regression analyses to suggest patterns of verbal score variations along age, period, and cohort categories. As we revisit this interesting puzzle, we find that some aspects of these studies invite further examination before definitive conclusions can be drawn. First, although the graphs presented in Wilson and Gove (1999) are helpful in obtaining general qualitative impressions about age and cohort patterns, they are of limited analytic value because they are unidimensional. For example, Wilson and Gove show a plot of the mean verbal score curve adjusted for education that decreases across cohorts born from 1915 to 1975. This curve cuts across a number of periods for certain age groups. Thus, the shape of this cohort curve potentially is affected both by varying age effects and by varying period effects. Statistically, the curve represents gross age/cohort effects, which should be adjusted by controlling other relevant factors (Mason and Smith 1985; Yang, Fu, and Land 2004) . Furthermore, a quantitative assessment of how age and period effects operate to influence the shape of this cohort curve cannot be obtained by a simple visual examination of graphs like those used by Wilson and Gove but need to be made through statistical modeling.
Wilson and Gove, Glenn (1999) reported a regression analysis of verbal scores on year (period) of the survey for five age groups. In yet another approach, Alwin and McCammon (1999) examined age effects within cohorts and vice versa, assuming minimum period effects. How tenable are the assumptions of omitting one of the three time dimensions? Given the long period of time the surveys cover (23 years), ignoring the effect of historical time period may lead to discrepant findings regarding either age or cohort effects, and the same holds for ignoring cohort effects.
In sum, the previous findings on trends in verbal scores are interesting and suggestive. But until age, period, and cohort effects are simultaneously estimated, the question of whether the trends are due to age, period, or cohort components remains incompletely resolved. When more powerful statistical modeling strategies become available to APC analysts, more systematic analyses on these verbal data can be carried out. We use this specific example to motivate the statistical methodology we present. The substantive results are, therefore, presented for the purpose of illustration. A full substantive analysis will follow in another study.
The GSS Data and Variables
We analyze verbal test score data from 15 cross sections of the GSS, 1974 to 2000. This is an extension of the 1974 to 1996 data on which the controversy is based to the most recently available wave of the GSS. In these surveys, a survey respondent's verbal ability is measured by a composite scale score named wordsum, which is constructed by adding the correct answers to 10 verbal test questions and ranges from 0 to 10. wordsum is reported by previous studies to have an internal reliability of .71 (Wilson and Gove 1999) . The data include 19,500 respondents who had measures on wordsum and other covariates across all survey years. Variable descriptions and summary univariate statistics for the data used herein are shown in Table 1 . The variable wordsum is available for 15 survey years of the GSS from 1974 to 2000. It is approximately normally distributed with a mean around 6. The respondents age from 18 to 89. The oldest cohort member was born in 1890 and the youngest born in 1982. We grouped individuals into 19 five-year birth cohorts for our analyses. In the pooled cross-section data, 57 percent are female and 15 percent are Black. The average years of education completed are around 12.7 years.
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Like typical cross-sectional surveys, the data on verbal ability include individuals who are nested within cells created by the cross-classification of two types of social context: birth cohorts and survey years. This data structure is displayed in Table 2 . Each row is a cohort, and each column is a year. The numbers in this matrix are the counts-the numbers of individuals who belonged to a given birth cohort and were surveyed in a given year.
We next describe the format of the cross-classified random effects model that Yang and Land (2006) and Yang (forthcoming-b) applied to the GSS verbal test score data. We then describe the format of the corresponding fixed-effects hierarchical model for analysis of these data with which comparisons will be reported below.
Hierarchical APC Models of the GSS Data:
CCREM Versus CCFEM Yang and Land (2006) and Yang (forthcoming-a) specified a crossclassified random-effects model (CCREM) for the APC analysis to assess the relative importance of the two contexts, cohort and period, in understanding individual differences in verbal test outcome. Two prominent examples of applications of such models to social data can be found in Raudenbush's (1993; Raudenbush and Bryk 2002 ) study of neighborhood and school effect on children's attainment and Goldstein's (2003) study of middle school and high school effects on students' educational outcome. 1974 1976 1978 1982 1984 1987 1988 1989 1990 1991 1993 1994 1996 1998 In such a model applied to the verbal test data, one specifies variability in wordsum associated with individuals, cohorts, and periods. 
Level 2 or ''Between-Cell'' Model:
Combined Model:
for i = 1; 2; . . . ; n jk individuals within cohort j and period k; j = 1, . . ., 19 birth cohorts; and k = 1; . . . ; 15 time periods (survey years), where within each birth cohort j and survey year k, the respondent i's verbal score is modeled as a function of age, age squared, education, gender, and race. The intercept then varies by birth cohort and time period, and all continuous covariates are centered around their means.
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In this CCREM, β 0jk is the intercept or ''cell mean'' (i.e., the mean verbal test score of individuals who belong to birth cohort j and surveyed in year k); β 1 ; . . . ; β 5 are the Level 1 fixed effects; e ijk is the random individual effect (i.e., the deviation of individual ijk's score from the cell mean, which is assumed normally distributed with mean 0 and a within-cell variance σ 2 ); γ 0 is the model intercept or grand-mean verbal test score of all individuals; u 0j is the residual random effect of cohort j (i.e., the contribution of cohort j averaged over all periods) on β 0jk , assumed normally distributed with mean 0 and variance τ u ; and v 0k is the residual random effect of period k (i.e., the contribution of period k averaged over all cohorts, assumed normally distributed with mean 0 and variance τ v ). In addition, β 0j = γ 0 + u 0j is the cohort verbal test score averaged over all periods, and β 0k = γ 0 + v 0k is the period verbal test score averaged over all cohorts.
We seek to compare parameter estimates of the CCREM of equations (14) through (16) with those obtained from a corresponding crossclassified fixed-effects model (CCFEM), where the effects of the cohorts u 0j , j = 1; . . . ; J and the effects of the time periods (years) of the surveys v 0k ; k = 1; . . . ; K are assumed fixed and unique to each of the respective cohorts and period rather than variable and random. In practice, the fixed effects of the cohorts and periods are estimated by the incorporation of two sets of indicator/dummy variables for J − 1 cohorts and K − 1 periods. Therefore, equation (15) changes to
where the variance in the intercept, β 0jk , is assumed to be completely captured by the indicator variables for cohorts and periods. Substituting this expression into equation (14) yields the combined CCFEM:
We noted earlier that there are two primary considerations on which we focus our methodological assessment of the comparative performance of the CCREM and CCFEM models. One of these is the assumption of the random-effects model that the Level 2 effects are independent of the Level 1 regressors. Note that most conventional empirical applications of hierarchical linear models proceed without a careful examination of the empirical veracity of this assumption. By contrast, the comparative performance of the fixed-and random-effects model specifications is a standard part of model criticism and assessment in longitudinal panel models (often referred to as pooled time-series cross-section models) in econometrics (see, e.g., Greene 2000:837-41) . This is due to the general results in statistical theory for mixed fixed random-effects models to the extent that, under the null hypothesis of zero correlation between the individual-level regressors and the contextual effects coefficients, both the OLS estimator of the individuallevel coefficients in the fixed-effects model and the restricted maximum likelihood (REML) estimator of those coefficients in the random-effects model are consistent, but the OLS estimator is inefficient. Therefore, under the null hypothesis, the two estimators should produce estimates of the individual-level coefficients that do not differ systematically.
The present application of the CCREM and CCFEM models to the repeated cross-section data on verbal ability in the GSS differs from standard longitudinal panel designs in that the same individuals are not repeatedly surveyed in consecutive waves of the GSS. However, given the temporal dimensions embedded in the cohort and time period contextual variables as we have defined them, it is important to explicitly address the independence assumption. We therefore examine this assumption of the independence of the random effects and the individual-level regressors in two ways. First, we estimate both the CCREM and the CCFEM models and qualitatively assess the resulting model fits, as well as the parameter estimates and performance of each with respect to the data. Second, we obtain statistical tests by applying a form of what is known in the econometric analysis of pooled time-series cross-section regression models as a Hausman specification test (see Hausman and Taylor 1981; Baltagi 1995) . The Hausman test is a Wald chi-squared test of the following form:
where, in the present case, b denotes the vector of individual-level regression coefficients estimated from the CCFEM model,βdenotes the corresponding vector of regression coefficients estimates from the CCREM model, and^ = Var½b − Var½β is the difference of the variance-covariance matrices of the two estimators (the constant term is excluded from all vectors and matrices). Under the null hypothesis that the cohort and period random effects in the CCREM model are independent of the individuallevel regressors, W is distributed as chi-squared with K degrees of freedom, where K is the dimension of the b and β vectors. A second focus of our assessment of the comparative performance of the CCREM and CCFEM models pertains to their ability to handle the relatively small sample sizes at the Level 2 or contextual effects level, that is, the relatively small numbers of birth cohorts and periods. But even with 19 cohorts and 15 time periods, the GSS data analyzed herein have larger numbers of cohorts and periods than would be the case with many repeated cross-section surveys used in sociological and demographic studies (e.g., the Current Population Survey Supplements on fertility histories or National Health Interview Surveys). Therefore, to make our assessment of the performance of these two models more like that typically encountered in demographic surveys, we ''thin'' the GSS data further by selecting five recent cohorts from the last 5 of the 15 GSS surveys and reestimating the CCREM and CCFEM models on this reduced set of data. A critical question pertains to whether the performance of the two models is comparable on this reduced data set, as the conventional methodological wisdom cited earlier would suggest that fixed-effects model specifications would perform better when there are such a small number of contextual units in the analysis. Table 3 reports the parameter estimates and model fit statistics for the CCFEM (equation (18)) and CCREM (equation (16)) models estimated on the 15 GSS repeated cross-section surveys. Results from both models show that all individual covariates are significantly related to wordsum. The age effect is curvilinear and concave. Not surprisingly, education has a strong positive effect on one's verbal ability. Females and Whites tend to score higher on verbal tests. Taken together, these regressors account for about 30 percent of the unconditional Level 1 variance (not shown).
Results
The results of the variance components analysis at the bottom of Table  3 suggest that, controlling for all the individual-level explanatory variables, the residual variation between cohorts is still significant and is estimated to be 0.039, whereas the residual period variation is close to zero. The inclusion of the age, education, gender, and race effects reduces the cohort variance by about 70 percent and the period variance by more than 90 percent (not shown). The Akaike information criterion (AIC) statistics show that the CCREM has a better model fit to the verbal ability data.
The parameter estimates for the individual-level covariates are remarkably similar for the CCFEM and CCREM. The main difference is in the estimated intercept and its standard errors. The CCFEM reports a larger mean verbal score and a standard error (0.285) that is more than five times larger than that produced by the CCREM (0.059), indicating much more uncertainty in the mean verbal score estimate. This shows that the indicator variables representing the fixed cohort and period effects do not explain well the variance for the intercept.
The next section of Table 3 shows the estimated fixed effects and random effects for the 19 cohorts and 15 time periods. In the CCFEM, these correspond to the coefficient estimates for the 18 cohorts,γ 1j , and 14 periods,γ 2k , and their standard errors, with the last cohort and the last period being the reference groups, respectively. In the CCREM, the residual random effects are represented byû 0j for all 19 birth cohorts andv 0k for 15 survey years.
It can be seen in Table 3 that the random-effects coefficients for cohorts and periods are different in magnitude and directions from those estimated 
Yang, Land / Age-Period-Cohort Analysisby the fixed-effects model. This is due to a difference in the statistical/ substantive meaning of the coefficients in the two types of models. In the CCFEM formulation, the fixed cohort and period effects are net effects/ partial regression coefficients that represent the net effect of each cohort and period, controlling for all other cohorts and periods, and they are estimated jointly as deviations from the reference group, which is the 1980 birth cohort in the year 2000. By comparison, the cohort and period coefficients estimated in the CCREM specification are average residual effects of the cohorts and period across all time periods and cohorts, respectively. To reconcile the two sets of coefficient estimates, averages across the 15 time periods of the estimated effect coefficient for each cohort, weighted by sample sizes for the cohorts from Table 2 , can be computed. The results are displayed in Figure 1 . It can be seen that the two sets of coefficients yield Note: HAPC = hierarchical age-period-cohort models; GSS = General Social Survey; CCFEM = cross-classified fixed-effects model; CCREM = cross-classified random-effects two-level models; AIC = Akaike information criterion. * p < :10: * * p < :01: * * * p < :001: similar estimates of trends across the cohorts. Figure 2 shows a corresponding comparison for the period effects. As a formal test of the equality of the coefficients estimated by the fixedand random-effects models, we next apply the Hausman specification test described above. The results are shown in Table 4 . The left panel summarizes the coefficient estimates under the CCFEM and CCREM specifications based on the full sample where there are 19 birth cohorts and 15 periods. The variance-covariance matrices for the two sets of parameter estimates are then obtained. The Hausman test is as follows:
• H 0 : Differences in the estimated coefficient vectors are not systematic. Since the sample size on which these coefficient estimates are based is very large (N = 19; 500), the standard errors of these coefficients are very 1900 1905 1910 1915 1920 1925 1930 1935 1940 1945 1950 1955 1960 1965 1970 1975 1980 Random Effects Estimates
Weighted Average of Fixed Effects Estimates
Figure 1 Comparison of Estimates of Cohort Effects
small. It, therefore, is appropriate to use a p value of .001 for assessing this Wald chi-square statistic. Accordingly, we fail to reject the null hypothesis of no systematic differences in the coefficient vectors.
8 Therefore, the test shows that the assumption that the random-effect effects, u 0j and v 0k , are uncorrelated with the regressors is acceptable, and the fixed-effects model does not outperform the random-effects model for this particular data set. Instead, the CCREM has the advantages of smaller standard error estimates for the Level 1 coefficients and a better model fit. Therefore, the random-effects model should be chosen for the analysis.
To determine the possible effect of smaller numbers of repeated surveys and birth cohorts, we next replicate the above analysis for the subsample where only the last five periods (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) and five recent cohorts are included. The right panel of Table 4 shows the comparison of the effect estimates of CCFEM and CCREM. Since the Hausman test is not significant, the fixed-effects model is not necessarily better than the random-effects model, even in such a small sample. This 1 1974 1976 1978 1982 1984 1987 1988 1989 1990 1991 1993 1994 1996 1998 2000 Random Effects Estimates Weighted Average of Fixed Effects Estimates
Figure 2 Comparison of Estimates of Period Effects
contradicts the conventional methodological wisdom reviewed earlier on choosing between a fixed-versus a random-effects model specification.
Finally, we graphically summarize the modeling results with regards to the age, period, and cohort effects on verbal ability in Figure 3 . Note, again, that in the HAPC model specification, each cohort has a distinct intercept, β 0j , which represents the cohort effect net of all the individual effects and is averaged across all time periods. The estimated cohort effects, where the effects now are expressed in the metric of the verbal test scores, and the corresponding 95 percent confidence intervals based on the CCREM 9 are plotted in Figure 3 . There indeed is evidence in this graph for a decline in verbal ability for recent cohorts born since 1945. However, instead of a linear decline for cohort verbal ability starting in early twentieth century, estimated by previous researchers, there is evidence of more variation for older cohorts born before 1945. Figure 3 similarly shows the estimated period effects (β 0k Þ net of all the individual effects and averaged across all birth cohorts. A slight V-shape curve occurs. There was a decrease in verbal ability from the mid-1970s to late 1980s. Then it increased to the beginning level, followed by some small fluctuations into the late 1990s.
Last, the age effects are plotted as the predicted wordsum by each age, net of all the other factors and averaged across all cohorts and periods. The age effect is curvilinear over the life course and indicates that an individual's verbal ability increases from late teens to about 50s as a result of Note: J = number of cohorts; K = number of periods. 6.50 1 9 7 4 1 9 7 6 1 9 7 8 1 9 8 2 1 9 8 4 1 9 8 7 1 9 8 8 1 9 8 9 1 9 9 0 1 9 9 1 1 9 9 3 1 9 9 4 1 9 9 6 1 9 9 8 2 0 0 0 After the age of 55, however, one's verbal skills gradually decline due to many reasons related with aging, such as loss of memory. This is also consistent with the theory of cognitive growth.
Discussion and Conclusion
In this article, we have described how to assess the adequacy of the hierarchical APC model's assumption in the context of repeated cross-section survey data that are increasingly available for demographic analysis. Specifically, we have compared the fixed-and random-effects HAPC models in applications to verbal ability data in the United States. As noted earlier, both the fixed-and the random-effects models are superior to applications of conventional fixed-effects regression models estimated by ordinary least squares that do not take into account the effects of the contextual variables-the cohorts and time periods. In the presence of contextual effects, these conventional regression models tend to underestimate standard errors and overestimate t tests, thus leading to incorrect inferences.
In addition, however, both the random-effects and the fixed-effects models have their strengths and weaknesses. Therefore, the choice between the two may be contingent on a number of conditions, such as correlations between the random components and the independent variables, sample sizes of cohorts and periods, whether contextual variables need to be incorporated, and properties of the specific demographic phenomena being modeled. Most generally, fixed-effects models require estimating unique effect coefficients for each higher level unit: ðJ − 1Þ + ðK − 1Þ parameters in all. Random-effects models instead estimate one parameter that represents the distribution of the errors. With only small to moderate numbers of cohorts and time periods, conventional statistical methodology guidelines suggest that it might be more appropriate to treat the cohorts and time periods as unique entities and model them with a fixed-effects specification.
Contrary to this conventional wisdom, however, the results from the CCREM and CCFEM analyses reported above favor the random-effects model specification, regardless of whether the numbers of birth cohorts and time periods are moderate (19 cohorts and 15 time periods) or small (5 cohorts and 5 time periods). This finding is consistent with conclusions regarding the relative statistical efficiency of the mixed-and fixed-effects models in other studies with unbalanced data designs (e.g., Duchateau and Janssen 1999)-and, as noted previously, repeated cross-section survey data tend to be highly unbalanced. Under such data designs, mixed-effects models use the available information in the data more efficiently.
A key problem with the fixed-effects specification is the assumption that the indicator/dummy variables representing the fixed cohort and period effects fully explain all of the cohort and fixed effects. That is, the CCFEM model does not allow for the possibility of any additional random variance associated with the individual cohort and period effects. This implies that there is no unexplained between-cohort and/or betweenperiod variability left beyond that captured by the fixed cohort and period effects. In the context of HAPC models, this appears not to be the best assumption. Rather, with relatively large numbers of sample respondents for each cohort and time period, the random-effects specification that allows for random variation in the cohort and/or period contexts appears to perform comparatively better.
While we have used the verbal test score data as a convenient laboratory for this evaluative experiment on the CCREM and CCFEM models, and while other social or demographic response variables from repeated crosssection surveys might not be as well behaved statistically, these findings are encouraging with respect to the applicability of the random-effects formulation of the HAPC modeling framework. In addition, we recommend that the evaluative strategy laid out here be used in assessments of the applicability of the fixed-effects and random-effects specifications of the HAPC modeling framework to repeated cross-section survey data in demography. Specifically, the version of the Hausman specification test described herein should be applied to assess the empirical veracity of the assumption that the cohort and time period random effects are distributed independently of the individual-level regressors. Assuming this specification test finds no evidence for systematic differences in the individual-level vectors of estimated coefficients from the fixed-and random-effects models, the analyst should proceed to use the random-effects model for substantive analyses.
Notes
and relative statistical efficiency in APC analyses of tabulated rates with a finite number of time periods of data.
2. See Hox and Kreft (1994) for a thorough discussion of the statistical limitations of using traditional statistical models for multilevel analysis. In cases involving even a small amount of covariation among the observations within groups or categories, Hox and Kreft indicate that the assumption of the independence of error terms is violated and that this can lead to Type I errors that are much larger than the nominal alpha level.
3. In the context of the age-period-cohort models that are the subject of this article, such an incorporation of explicitly measured group-level variables modifies the basic APC accounting model, described later in the text, toward that of the age-period-cohort characteristics (APCC) model, as described by O'Brien (2000) and variations thereon.
4. A more detailed description of the limitations of graphical APC analysis is available from Kupper et al. (1985) .
5. In addition to the individual-level explanatory variables, Yang (forthcoming-b) used contextual variables that measure cohort characteristics. As noted earlier in the text, however, it is not possible to use explicitly measured group-level variables in fixed-effects multilevel models without making the assumption that the measured group-level variables account for all of the group-level effects-cohort and period effects in the present context. For this reason, and to keep the comparison of the random-and fixed-effects specifications as direct and simple as possible, the analyses reported herein will not incorporate group-level measured variables.
6. Note that this cross-classified random-effects two-level model (CCREM) is a randomintercepts model, which is based on previous works by Yang (forthcoming-a) and Yang and Land (2006) . They found that only the intercepts, but not Level 1 slopes, exhibit significant random variation across cohorts and periods in the General Social Survey (GSS) verbal test score data. The model also incorporates the quadratic age effects hypothesized by Wilson and Gove (1999) and corroborated by Yang and Land. This quadratic age specification also identifies the model. An alternative approach would be to use differential time groupings of the age, period, and cohort dimensions, as illustrated in equations (6)-(10). In the verbal test data, differential time groupings produce an estimated set of age-effect coefficients that trace out a quadratic-type function of age, thus leading to the direct specification of the quadratic form in equation (14), which is more parsimonious than the specification of equations (6)-(10). This serves as an independent validation of the veracity of the quadratic effects specification. In subsequent empirical applications of hierarchical age-period-cohort (HAPC) or CCREM modes, we recommend that researchers engage in similar exploratory statistical analyses prior to the specification of specific functional forms for age, period, or cohort effects.
7. Note that the specification of the CCREM given here is appropriate for data from repeated cross-section surveys grouped into cells from a cohort-by-period matrix with age as the within-cell explanatory variable. It is technically possible to group the data from an ageby-period matrix with cohort year as the within-cell predictor and period and age (or age group) being the Level 2 predictors. Substantively, however, we believe it is most sensible to use the former specification. As Yang (forthcoming-a) notes, the age variable in APC analyses is associated with the biological process of aging internal to individuals. By contrast, period and cohort effects reflect the influences of forces that are external to individuals and operate in different ways. It is for these reasons that we believe that the most substantively sensible specification is one that treats age as an individual or within-cell explanatory variable, with period and cohort treated as contextual or Level 2 variables.
Yang, Land / Age-Period-Cohort Analysis 323
