The problem of allpass lter design for phase approximation and equalization in the Chebyshev sense is solved by using a generalized Remez algorithm. Convergence to the unique optimum is guaranteed and is achieved rapidly in the actual implementation. The well-known numerical problems for higher degree lters are analyzed and solved by a simple approach. Possible applications are: design of lters with a desired phase response (e.g., a delay element), the design of phase equalizers, or the design of recursive lters with magnitude prescriptions using parallel allpass lters. For the latter the algorithm can be modi ed to allow arbitrary tolerance schemes for the magnitude response.
INTRODUCTION
Phase approximation might be considered a somewhat academic problem but can be used in a variety of scenarios. Obviously it is applicable for any recursive allpass lter design problem. It might also be used for allpole lter design or FIR lter design if one is only interested in a phase prescription. Some of the numerous allpass lter applications are: approximation of a prescribed phase, e.g., a linear phase (fractional delay element), equalization of the phase of a given system, design of a Hilbert transformer, or design of recursive lters with a desired magnitude response using a parallel allpass structure. The latter application is very appealing since 1) it facilitates the implementation of a degree n recursive (e.g., low pass) lter with only n multiplications, 2) it permits the realization of the complementary (e.g., high pass) lter with no extra multiplications, and 3) it exhibits small sensitivity to coe cient quantization.
The most common approaches for the phase approximation problem are 1) maximally at (mostly at zero frequency) approximation, 2) L2 approximation, or 3) L1 approximation. For the rst problem there exist straightforward analytic solutions (see 8] for references). Since there are only pointwise prescriptions, one has limited control over the approximation quality in the interval of interest. This does not hold for an L2 or an L1 approximation.
There an iterative procedure is required.
In the recent literature the L2 approach seems to have been dominated 2, 9, 10, 6]. However, there are severe problems. It is not clear whether the solution is unique or how the optimal solution is characterized. Consequently none of the proposed algorithms is shown to converge to the L2 solution. These di culties arise because the approximation problem is nonlinear.
On the contrary, it can be shown 3, 7, 8] 2, 6] that are ine cient compared to the approach in this paper.
In the following section we pose the problem mathematically and relate it to some important applications mentioned above. In Sec. 3. we give a Remez type algorithm which is guaranteed to converge to the L1 solution in contrast to all alternative approaches in the literature. An analysis of the numerical problems and their resolution are presented in Sec. 4. for the rst time. Another novelty is the possibility of designing recursive lters with an arbitrary magnitude tolerance scheme on the basis of the parallel allpass structure, as described in Sec. 5.
THE PROBLEM
The problem under consideration is the design of a real valued allpass lter with the transfer function HA(z) = z n P(z ?1 ) P(z) ; P(z) = z n + n?1 X =0 p z (1) such that its phase (=? argfHA(e j )g) bA( ) = ?n + 2 arctan 
with respect to the coe cients p and the parameters 0, b0. These two additional parameters may be used for the equalization problem 7, 8, 9] and the adaptation of a phase o set for bandpass lters, respectively. If not needed they are simply set to zero in Eq. (3) . Note that the approximation problem is nonlinear since the parameters p appear nonlinearly in the error function.
(a)
1=2 Y (z) = H 1;2 (z)X(z) Figure 1 . Two important applications of phase approximation.
(a) Phase equalization of a given system. (b) Recursive lter design using a parallel allpass structure.
Applications: Fig. 1 shows two important applications of an allpass lter design. In the case of phase equalization ( Fig. 1(a) ) of a low pass lter one is interested in determination of m + 1 (m = number of approximation parameters) extremal frequencies i of eb( ) with alternating signs and 2) interpolation and adaptation (increase) of the actual error level . After convergence, corresponds to the Chebyshev error. In most cases the Remez algorithm converges within 6 iteration steps.
Since step 1) is easily performed it need not be discussed in more detail. The interpolation step 2), however, requires the solution of Example 1: The phase of an elliptic low pass lter with pass band frequency p = 0:1 and degree 7 is equalized by an allpass lter of degree n = 9. Fig. 2 shows the resulting phase error and the overall group delay response (corresponding to H(e j ) in Fig. 1(a) ). For comparison, the results of an approximate L2 solution according to 9] is included in Fig. 1(b) , exhibiting a larger Chebyshev error. The design takes about 2s on a SPARC10 workstation.
NUMERICAL PROBLEMS
It is well-known 5, 7, 8] that the maximal usable allpass degree is limited by numerical problems. Jing 5] observes this problem especially in the context of phase equalization. He gives a heuristic (yet incorrect) explanation for this behaviour and suggests the design of a lter of larger degree where one additionally prescribes zeros of P(z) on the unit circle. According to his experience the \best number" of these additional zeros can be determined by minimizing a certain function. Although the proposed method improves the numerical behaviour it is important to note that the numerical problems are not analyzed in 5]. Also, the function he proposes to minimize is given without justi cation.
In contrast to this approach the numerical problems are analyzed here and resolved by a similar but well-founded, Analysis: It is possible to nd a way to considerably reduce the numerical problems by analyzing the problem described in the following. The phase of the lter in example 1 shall be equalized with an allpass lter of degree n = 12. In Fig. 3 (a) the phase error function resulting at some step of the initialization algorithm is depicted. As is clearly seen in the gure the computed phase error shows a noisy behaviour. It is obvious that one can not properly perform the rst step of the Remez algorithm (determination of m + 1 extrema with alternating sign).
This problem occurs because the phase of the actual allpass lter can not be computed with su cient numerical accuracy. Since the allpass lter transfer function is completely determined by the denominator polynomial P(z), the problems in computing the phase must emanate from numerical inaccuracies in the course of evaluating the polynomial P(z).
For the subsequent analysis it is assumed that the polynomial P(z) has the roots zi = re j' i ; i = 1 : : : n (8) 'i = p ?1 + 2 i ? 1 n ? 1 ; i = 1 : : : n; (9) i.e., they are equally distributed on an arc of radius r and angle 2 p. This is a good approximation to the actual distribution for large allpass degrees (lowpass equalization). The chain of causes for the numerical problems consists of the following three elements:
1. The numerical evaluation of the polynomial P(z) in the points z = e j has to be performed within the given computing accuracy . The resulting error may be interpreted as follows: a polynomialP(z) with coe cients perturbed by values in the order of is evaluated exactly for each z. 3. The perturbation of the root locations results in a perturbation of the phase response, which can be observed in Fig. 3(a) . A more detailed analysis shows that the by far dominating e ect is the one described under 2. (cf. 8]). To verify the usefulness and correctness of the results above consider the case corresponding to the Fig. 3(a) where n = 12, p = 0:1 , and r 0:94. The resulting condition number according to Eq. (10) is 4:6 10 11 . Thus a maximum error of the order of (P(z)) = 4:6 10 11 2:204 10 ?16 10 ?4 (11) is to be expected which nicely coincides with the observed noise level in Fig. 3(a) .
The discussion above leads to the conclusion that the cause of the numerical problems lies in the high concentration of roots on a small arc. This coincides with the wellknown fact that among all polynomials those with equally distributed roots on a circle have the smallest condition number. To improve the conditioning of the problem, the polynomial P(z) arising in the course of the algorithm has to be substituted by another polynomial C(z) such that 1) the original polynomial P(z) is a factor of C(z) and 2) the roots of C(z) approximately lie on a circle. This is done (in a suboptimal manner) by prescribing the additional zeros of C(z) on the unit circle, outside the passband of the lter to be equalized. This works because these additional zeros do not change the phase response. The required number and location of these zeros can be explicitly computed from p and n. Note that the additional zeros are maintained throughout the algorithm. Consequently, Eq. (7) has to be formulated in terms of C(z), instead of P(z). Upon convergence, the desired polynomial P(z) can be found by factoring C(z).
Example 2: The approach described above allows the usage of considerably increased allpass degrees. The maximum possible n for the example 1 without the modi cations is 10 with Chebyshev error = 4:09 10 ?4 . By applying the proposed method it is possible to use a degree n = 20 which results in = 2:77 10 ?7 . The corresponding phase error is depicted in Fig. 3 . For some cases the improvement is considerably higher. The maximum degree for equalizing the lowpass lter with the (incomplete) speci cations in 5] is 150 with = 1:06 10 ?4 (compared to 25 without modications).
ARBITRARY MAGNITUDE TOLERANCES
The design of recursive lters with arbitrary tolerance prescriptions for the magnitude response is based on the parallel allpass structure depicted in Fig. 1(b) . The method is shown for a low pass lter described by H1(z).
The desired magnitude tolerance function dH( ) can be related to a desired magnitude weighting function GdH( ) = dH( r)= dH( ); 2 B; (12) where r denotes some arbitrary reference frequency and B the set of interest. Based on the Eqs. Example 3: A recursive lter is designed based on the structure depicted in Fig. 1 with HA1(z) = z ?12 (leading to a linear phase of H1;2(e j )) and HA2(z) of degree 13. The pass band and stop band frequencies are p = 0:4 and s = 0:5 , respectively. Fig. 4(a) shows the overall magnitude responses jH1(e j )j (solid, low pass) and jH2(e j )j (dotted, high pass). Fig. 4(b) depicts the resulting magnitude error of jH1(e j )j which keeps exactly the desired tolerance scheme (dotted line). The dashed line indicates the magnitude error resulting from a constant tolerance prescription in both bands.
SUMMARY
This paper describes a more general approach to phase approximation than known in the literature (inclusion of phase o set). It is shown by examples that this general formulation facilitates the solution of many problems related to phase approximation. A generalized Remez algorithm is used to achieve a Chebyshev solution. Convergence and optimality are guaranteed. The initialization is considerably improved compared to 7] (the only paper dealing with this problem). An analysis of the numerical problems is performed for the rst time. It facilitates the construction of an algorithm which allows the design of allpass lters with a considerably increased degree. Furthermore there is an algorithm presented for the design of recursive lters with arbitrary prescriptions for the magnitude error based on the parallel allpass structure. Well-known lter types such as the elliptic lters are obtained as special cases. A journal paperwith a more detailed discussion is in preparation. MATLAB les are available from the author or from the World Wide Web: http://jazz.rice.edu.
