Abstract: This paper describes a pattern-based method for the generation of flexible-horizon production schedules for energy-integrated batch systems using a benchmark reactor-distillation system. The proposed methodology consists of structural decomposition of an already existing schedule for a fixed time horizon to identify repetitive patterns. It is found that such a schedule can be divided into three sections -initial, final and an intermediate section -of manipulable sizes. Based on such a decomposition, it is possible to generate an extended (or shorter) horizon schedule by increasing (or decreasing) the sizes of these sections. The proposed method allows for the generation of new schedules without solving mathematically rigorous mixed integer programming problems. The key advantage of the proposed method is the significant reduction in the time required for solving large scheduling problems, especially for online rescheduling applications. The effectiveness of the proposed methodology is illustrated through the same benchmark scheduling problem.
INTRODUCTION
Energy integration in batch processes has gained significant importance in the last couple of decades in various industries like food, pharmaceuticals, polymer, dairy and brewing (Kemp and McDonald, 1987; Kemp and Deakin, 1989; Korovessi and Linninger, 2006) . Though batch processes are less energy intensive than the continuous processes, fluctuating energy price, increasing popularity of batch processes, need for minimization of green house gas emission and competitive market has been the driving force for energy integration in batch process systems.
In batch processes, energy integration is dependent on the temperature driving force (temperature constraints) as well as the availability of hot and cold streams in the same time intervals (time constraints) (Wang and Smith, 1995) . Thus energy integration in batch systems is closely tied with production scheduling. Energy integration in batch processes involves sequential or simultaneous solution of production scheduling and energy minimization problem. Lee and Reklaitis (1995) presented a mathematical formulation for the scheduling of cyclically operated energyintegrated batch processes which resulted in an MILP formulation. Zhao et al. (1998) proposed a cascade analysisbased framework in the absence of intermediate storage which resulted in an MINLP model. Papageorgiou et al. (1994) developed a mathematical framework for scheduling of heat-integrated multipurpose plants by exploiting the trade-offs between maximum exploitation of energy integration and scheduling constraints. Their formulation resulted in a non-convex MINLP problem. Adonyi et al. (2003) implemented S-graph approach to simultaneously solve scheduling and heat integration problems for multipurpose plants. Holczinger et al. (2012) extended this approach to allow for multiple-stream heat exchange. Majozi (2006) developed a continuous-time formulation of optimal scheduling of energy-integrated multipurpose batch plants which resulted in an MINLP formulation. Halim and Srinivasan (2008) developed a sequential approach wherein energy minimization was performed following production scheduling to reduce computational complexity arising in simultaneous scheduling and energy integration. While each of these approaches provided some benefits over the others, either in terms of type of systems handled or the ease of formulation and the subsequent solution, they require solution of computationally expensive mixed integer optimization formulation (Floudas and Lin, 2004) .
For the design of energy-integrated batch process systems, computation time is not a critical parameter. However, if such formulations are to be used online, especially to tackle process disturbances via rescheduling, fast solution is desired. This forms the motivation for the presented work wherein we develop a pattern-based algorithm to reduce computational time required to solve such scheduling problems in the event of changing scheduling horizon. The algorithm exploits the fact that time constraints arising in energy integration lead to specific repeating patterns in the final production schedule. The analysis of such patterns allows us to generate a new optimal schedule by increasing or decreasing the sizes of different sections in the pattern, Fig. 1 . Reactor-distillation system considered in Papageorgiou et al. (1994) thereby obtaining the optimal solution without solving rigorous mixed integer optimization.
The rest of the paper is organized as follows. Section 2 describes the system considered in this paper. Section 3 describes the pattern-based algorithm developed in this work. Section 4 discusses an application of this algorithm to the benchmark scheduling problem. Lastly, possible extensions of the current work are discussed in section 5.
SYSTEM DESCRIPTION AND PROBLEM DEFINITION
We consider the benchmark scheduling problem presented in Papageorgiou et al. (1994) for illustration of the proposed framework. The batch process system depicted in Figure 1 consists of an exothermic reactor converting two raw materials A and B into two products. The output of the reactor is temporarily stored in intermediate tank 1 and then filtered to remove small amount of solid waste. The filtered product is stored in intermediate tank 2 and then subsequently distilled to obtain the two products (additional system details can be found in Papageorgiou et al. (1994) ).
The reactor and the distillation column can be operated in stand-alone (without energy integration) or energyintegrated mode. In the stand-alone mode, the heat generated in the reactor is rejected to the cooling water and heat required for vaporization in the distillation column is provided through steam. In the integrated mode, part of the reaction mixture exchanges heat with the reboiler of the distillation, thereby reducing the cooling water and steam requirement in the reactor and the distillation column respectively. This benchmark problem has been solved previously for a scheduling horizon of 48h using various approaches for the integration of scheduling and energy minimization (Papageorgiou et al., 1994; Majozi, 2006; Chen and Chang, 2009) . The optimal solution obtained by Majozi (2006) using MINLP is depicted in Figure 2 . Each of these approaches gave the same value of the objective function (3644.6) but resulted in different schedules. However, the underlying structure of the coupling between the reactor and the distillation column is the same for all these solutions. The objective of this work is to exploit this structural similarity to generate an optimal solution for a given scheduling horizon without solving mixed integer optimization formulations.
PATTERN-BASED SCHEDULING FRAMEWORK
Let us analyze the solution by Majozi (2006) , shown in Figure 2 , to identify the underlying structural properties of this schedule. As filtration does not participate in energy integration, for the time being, we will focus only on the reactor and the distillation column. The optimal solution consists of 3 reactor batches operated in the stand-alone mode and 14 batches in the integrated mode. The distillation is, however, operated only in the integrated mode. As shown in Figure 2 , the schedule is composed of three sections, schematically depicted in June 6-8, 2016 . NTNU, Trondheim, Norway Based on these structural features, we argue that an optimal schedule (profit maximization) for this system, for any arbitrary time horizon, will consist of these three sections. For different scheduling horizons, the connectivity and the relative sizes of these sections will vary. So, instead of solving an optimization formulation, we need to relate the scheduling horizon with the relative sizes of these sections and combine these sections so as to satisfy material balance and storage constraints.
The first step in the generation of a new schedule for a particular time horizon (T P ) is to find the number of integrated (size of intermediate section+final section) and stand-alone (size of initial section) reactors. The optimal solution for this system requires zero idle time for the reactor and thus the set of feasible sizes of these sections can be obtained through a simple time balance as given by Eq. (2).
where X and Y represent the number of stand-alone and integrated reactor batches, and T X and T Y represent the corresponding batch durations, respectively. Note that Eq. (2) has multiple integer solutions. For the case of 48h horizon, two integer solutions are X = 3, Y = 14 and X = 6, Y = 12. One of these solutions will lead to the optimal schedule. In order to arrive at the optimal integer solution, we first assume that all the reactor and distillation batches operate at their maximum capacity (except the last reactor batch which is operated at the minimum capacity) and find out the difference in the total amount processed by the reactor and the distillation column using Eq. (3).
Note that the product from the last reactor cannot be processed by the last distillation column due to time constraints, and therefore the optimal solution requires this reactor to be operated at the minimum capacity. As per the feasibility constraint that the distillation cannot process more material than that produced by the reactor, we get ∆ ≥ 0. An optimal solution would require ∆ = 0 (reactor should produce exactly the amount processed by distillation). For the selected integer solutions, we compute ∆ and force it to be zero by operating some of the reactor/distillation batches below the maximum capacity. At this stage of analysis, we will assume that this capacity reduction is uniform across all batches. This assumption will not change the value of the objective function. Based on this assumption, for ∆ > 0, each stand-alone reactor batch will be considered to be operated at a capacity of B max,reactor − ∆ X . Similarly, for ∆ < 0, each distillation batch will be considered to be operated at a reduced capacity of B max,distillation + ∆ Y . Once the number of batches, mode of operation and the corresponding capacity is known, the net profit can be computed using Eq. (1). The integer solution with the maximum profit will be selected for further detailed scheduling. For the case of 48h horizon, the inter solution (3,14) gives net profit of 3644.6 while the (6,12) solution gives net profit of 3136.1. Table  2 tabulates such solutions for various scheduling horizons.
Once the number of integrated and stand-alone units are determined, we have the overall sizes of the initial (X), intermediate (Y-1) and final (1) sections of the schedule. The next step is to combine these X and Y so as to satisfy material (and energy) balance and storage constraints. For this example case, there is a difference in the maximum production capacity of the two integrating units. As the reactor processes less material compared to distillation, each integrated repeat unit will change the amount of intermediate product by B reactor − B distillation . Therefore one has to run at least two reactor batches in stand-alone mode (initial section of size 2) till sufficient amount of intermediate product is available to sustain simultaneous operation of reactor and distillation. Depending on the selected intermediate storage policy, the combination of the remaining X and Y will change.
Before moving to the intermediate storage policy, let us relax the assumption of uniform capacity reduction. From practical point of view, one would want to run most of the batches at the maximum capacity and only few batches at the reduced capacity. So the number of reactor/distillation batches operated under capacity is given by the following equation.
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• Unlimited (infinite) intermediate storage: This is a simple policy to implement in scheduling algorithm, but rarely corresponds to a practical case. In this case, we simply operate the first X batches in the stand-alone mode and the remaining Y batches in the integrated mode. There is a single initial section (with X stand-alone reactors) and a single intermediate section (with Y-1 pairs of integrated reactor and distillation) and the final section (one pair of integrated reactor and distillation). This will result in maximum intermediate storage at the end of X th batch. For ∆ > 0, the first N redCap stand-alone reactor batches will be operated at the reduced capacity and for ∆ < 0, the first N redCap integrated distillation batches will be operated at the reduced capacity.
• Limited (finite) intermediate storage: This strategy has practical relevance. The first two reactors are operated in the stand-alone mode. We can distribute the remaining stand-alone units (X-2) uniformly across the Y repeat units so that the maximum amount of the total intermediate product to be stored is at the minimum value. So the overall schedule consists of an initial section of 1 stand-alone reactor batch followed by (X-1) alternating patterns of initial section and intermediate section. Lastly, there will be a final section of size 1. Furthermore, we place the reduced capacity units and the filtration units so as to toggle between the storage of the two intermediates in order to maintain limited storage of the intermediates. For example, the filtration unit shifts material from intermediate tank 1 to tank 2. So the placement and capacity of filtration unit is selected such that each intermediate storage is maintained under a specified limit. Similarly, if we have a reduced capacity reactor, it will be placed at a location where there is a maxima in storage of intermediate 1. On the other hand, if we have a reduced capacity distillation, it will be placed at a location where there is a minima in storage of intermediate 2.
Based on this, for ∆ > 0, the last N redCap stand-alone reactor batches will be operated at reduced capacity. For ∆ < 0, the N redCap reduced capacity distillation batches will be uniformly distributed among (X-1) repeating patterns; starting with the first section.
The resulting algorithm is depicted in Figure 4 . The first step is to analyze an existing schedule for the system and decompose it into the three sections as depicted in Figure  3 . Once the three sections are identified, their candidate sizes are determined through the time balance. The optimal sizes of these sections are then obtained by computing the objective function. At this stage, we satisfy the capacity constraints by updating the production capacities of the processing units. The intermediate storage policy is selected and the units are inserted into the schedule as discussed above. Let us consider a scheduling horizon of 48h (as selected by the previous studies) to illustrate the algorithm. The problem is solved for unlimited as well as limited intermediate storage cases. As tabulated in Table 2 , there are June 6-8, 2016 Papageorgiou et al. (1994) 3644.6 N/A 90 Majozi (2006) 3644.6 9812.7 110 Chen and Chang (2009) 3644.6 272 80
two integer solutions. The (3, 14) solution has ∆ = −20. For calculation of the objective function, each distillation column is considered to be operated at a capacity equal to (70-20/14) i.e. 68.57T so that ∆ = 0. The corresponding value of the net net profit, as calculated by Eq. (1), is 3644.6. For the (6,12) solution, ∆ = +180. For the objective function calculation, each stand-alone reactor can be operated at a capacity equal to (60-180/6) i.e. 30T to force ∆ = 0. The corresponding value of the net profit is 3136.1. So (3, 14) is selected as the optimal configuration with N redCap = 2 distillation batches operated at 60T capacity.
For the unlimited intermediate storage policy, the generated optimal schedule and intermediate storage required is depicted in Figure 5 . In the Gantt chart, the bottom most label indicates the batch number, middle one indicates the amount produced by the equipment and upper most one indicates the corresponding utility requirement. In this case, the first 3 reactor batches operate in the stand-alone mode and the remaining 14 batches operate in the integrated mode. Thus the overall schedule consists of 3X units followed by 14Y units with the first 2 of the Y distillation batches operated at 60T capacity. Without breaking any constraints, we can place a filtration batch at the end of each reactor batch and operate it at a capacity equal to the reactor. Thus there is no need to store intermediate 1.
The storage of intermediate 2 reaches a maximum value of 120T at the end of 3 reactor batches and then continues to decrease as repeat units are scheduled. Figure 6 depicts the generated optimal solution for limited intermediate storage policy. In this case, the first two reactor batches are operated in the stand-alone mode. So we are left with one additional stand-alone reactor to be placed uniformly between 13 (i.e. 14-1) integrating pairs divided as 7Y and 6Y. So the 10th reactor batch is operated in the stand-alone mode. Thus the overall schedule consists of an initial section (2X) followed by an intermediate section (7Y), then another initial section (X), followed by second intermediate section (6Y) and the final section (Y). One of the reduced capacity distillation is placed in the 7Y section (7th batch) and the other is placed in the 6Y section (13th batch). It can be seen that the maximum capacity of the second storage unit is 60T.
Regardless of the intermediate storage policy, the value of the objective function obtained is 3644.6 which is same as the value obtained by using rigorous mixed integer programming approaches. Table 3 compares the solution statistics of the proposed method with previous works. The effectiveness of the proposed strategy is clearly evident through the corresponding CPU times required to obtain the optimal schedule.
The main utility of the proposed framework lies in the generation of optimal schedules for any specified scheduling horizon. The algorithm presented here is easily scalable to larger scheduling horizons with minor increase in computation time. For example, generation of schedule for an 100% increase in the time horizon (48×2=96h) requires only 2% extra CPU time (compared to 48h problem).
This problem has been solved for various scheduling horizons ranging from 8h to 96h and the corresponding optimal pairs of integrating and stand-alone units are tabulated in Table 2 . It can be noted that there is a regular pattern in these optimal solutions. Between 8h and 24h, the optimal pairing is given by T 8 , 2 T 8 . The optimal pairing for a scheduling horizon between 32h and 56h is given by T 8 − 3, 2 T 8 + 2 . For the next interval between 64h and 96h, the optimal pairing is given by T 8 − 6, 2 T 8 + 4 . For many cases, the optimal pairing can be obtained by simply scaling the original solution. For example, the solution for 96h (6,28) is obtained by doubling the solution for 48h (3, 14) . The detailed schedules are, however, quite different as ∆ < 0 for 48h case and ∆ > 0 for 96h case.
CONCLUSION AND FUTURE WORK
In this paper, a pattern-based method has been presented for scheduling of an energy-integrated batch process system. The methodology is based on the decomposition of a given optimal schedule into three sections. Any optimal schedule for a different scheduling horizon is obtained by a combination of these three sections (with updated sizes). The main advantage of the algorithm is the reduced computational time and easy scalability to longer scheduling horizons. Additionally, different storage policies can be easily compared. The proposed methodology is successfully demonstrated for the benchmark reactor-distillation column system wherein the same objective function value is achieved with significantly smaller computational load. The proposed methodology finds enormous utility in online rescheduling applications where quick solution for scheduling problem is desired. It can also be used as a screening tool to select optimal scheduling horizon.
Even though a simple example system is considered here, such patterns are present in more complicated integrated systems as well. The task of pattern identification and generation of schedule becomes tricky while dealing with multi-product and multi-purpose scheduling problems and is currently being pursued in our group. 
