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I. INTRODUCTION 
The time-dependent behavior of the neutron density in a material body 
is described by a nonnegative function which satisfies a linear Boltzmann 
equation. In multiplying media, in which the only neutron source is fission, 
neutrons can be produced either instantaneously or with a finite delay time 
after the absorption of a neutron by a fissile nucleus. The latter are due to 
fission fragments which act as delayed neutron emitters (precursors), and 
the Boltzmann equation must be supplemented by an equation for the time 
rate of change of each group of precursors. 
It is the purpose of this paper to solve the associated initial-value problem. 
We restrict our attention to problems involving mono-energetic neutrons, 
isotropic scattering, and one group of precursors and seek the distribution 
of neutrons and precursors everywhere in an infinite slab of finite thickness 
surrounded by a vacuum or by a pure absorber. The appropriate equations 
for the time rate of change of the neutron density N and the precursor 
density C inside the slab are 
aN -= 
at -V/L $ - vZN 
+ &v[Zs + (1 - 8) I&] I’_, N(x, P’, t) dp’ + W(x, t), (1.1) 
ac 
at = -X(X, t) + j3uvZf j-l N(x, p’, t> W. (l-2) -1 
Here x is the distance measured perpendicular to the surface of the slab, 
-a/Z < x < a/z p is the x-direction cosine of the neutron velocity vector, 
* On leave of absence from Mathematical Institute, University of Groningen, 
Groningen, the Netherlands. 
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-1 < TV < 1; v is the neutron velocity; .P, Z;r, and Z;’ are respectively 
the total, scattering and fission mean free paths; v and /3 are respectively 
the mean number of neutrons produced per fission and the fraction of 
delayed neutrons; h is the decay constant of the precursors. The boundary 
conditions express that no neutrons enter the slab from outside: 
N(fa/Z, p, t) = 0 if p 5 0 for all t 5 0. (1.3) 
The initial-value problem consists of solving Eqs. (1.1-1.3) for t > 0, 
subject to the initial conditions 
N(x, p, t = 0) = &(x, p), C(x, t = 0) = C,(x). (1.4) 
Under the hypothesis that, in a fission process, all neutrons are produced 
instantaneously, the initial-value problem has been solved by Lehner and 
Wing [l, 2, 31 with the aid of a semi-group of operators. Explicit results 
were given by Bowden and Williams [4] who used the normal-mode expan- 
sion method of Case [5, 63. This paper can be considered an extension of this 
work to a more realistic description of the physical processes in a multiplying 
assembly. The results of our analysis may prove useful in the interpretation 
of pulsed neutron experiments and in the proper definition of the reactivity 
of a nuclear reactor. 
II. MATHEMATICAL SETTING OF THE PROBLEM 
If we introduce new variables x’ = Zx, t’ = Zvt, @(x’, p, t’) = N(x, p, t) 
exp (Zvf), Y(z’, t’) = (Z/VZ,) C(x, t) exp (Zvt), and dimensionless param- 
eters c = (Z8 + V&)/Z, r] = @Z,/(Z8 + vZ,), a: = 1 - h/vZ, the 
initial-value problem (1.1-1.4) can be written as 
for all t > 0, 
(2.la) 
(2.lb) 
(2.lc) 
where A is the operator defined by 
A{v(x, p), I&)} = 1-p 2 + ; (1 - 7) C s’, dx, p’) d$ 
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from a certain Hilbert space into itself. We proceed to the definition of the 
domain of A. 
Let Y1a denote the Hilbert space of complex-valued functions, defined 
and square integrable (Lebesgue) over the interval --a < x < a; 9s2 the 
Hilbert space of complex-valued functions, defined and square-integrable 
(Lebesgue) over the rectangle a < x < a, - 1 < TV < 1. Scalar products 
and norms will be denoted by (,)i and (1 II1 in 9r2, by (,)z and 11 1s in 9s2. 
Consider the set of all ordered pairs {CJJ, #}, where v E Y22, 9 E 9i2. Introduce 
addition and scalar multiplication through the definitions {q, +} + {v’, #‘} = 
{s, + v’, $J + #‘}, CY{~, #> = {CK,J, a$}. The totality of pairs {v, $} constitutes 
a vector space 2; the zero element of this space is 0 = (0, O}. Define the 
inner product of two elements {vi , I,$} and (P)~ , #a} E X: ({pi , &}, {cJJ~,&~) = 
(vl , p2J2 + (h ,#2)1 and the norm of an element b, 4) E A?: II CP, $1 II = 
({p), 43, {v, I/})“~. Then # is a Hilbert space. Let A be the set of all elements 
{v, I,!J: E JP that satisfy the following conditions: (i) for all p, ~(x, p) is an 
absolutely continuous function of x, (ii) for all X, P)(x, p) is an integrable 
function of ,u, (iii) ~(+/a~) E 922. Then the domain of A is 
A is a linear transformation from &’ into itself with domain 9; the range 
of A will be denoted by W. The transformation A, = {1- A, where 5 is 
an arbitrary complex variable and I is the identity transformation, is also 
defined in 9; the range of A, will be denoted by 9,. 
Typical values [7] of the parameters are 1 - cx M lo-’ and fl M 10e2, 
hence we shall assume the following inequalities to be satisfied: 
O<rldj3<01<1, (2.4a) 
h/(1 + 7) ‘=l % 2(71(1 - 4(a - d)l’“/(l - ?I2 < tic. (2.4b) 
In order to solve the initial-value problem (2.1) we shall first discuss the 
decomposition of the spectral b-plane by the operator A. Then we shall prove 
that there exists a semi-group of transformations T(t), t > 0, such that 
{a, !P} = T(t){@, , ‘yo} solves the problem (2.1). Having obtained this 
fundamental result we proceed to a more explicit representation of the 
solution using the normal-mode expansion method. In doing so we shall 
obtain equations from which the eigenvalues of the operator A can be 
computed. Finally we shall study the simplifications that occur in asymptotic 
reactor theory. 
It is assumed that the reader is familiar with the papers by Lehner and 
Wing [I, 21 (referred to as LW-1,2) and Bowden and Williams [4] (referred 
to as SW). 
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III. THE DECOMPOSITION OF THE SPECTRAL PLANE 
In the following we use the notation u(A) for the spectrum of the operator 
A, which is the union of the point spectrum Pa(A), the continuous spectrum 
Co(A) and the residual spectrum k(A), and p(A) for the resolvent set of the 
operator A. For the definitions we refer to Hille [S]. If 5 E p(A), the resolvent 
of A is defined by R, = AT’. We write 5 = u + i7. 
THEOREM 1. The linear operator A of (2.2), considered as an operator 
from 9 into L%? is not self-adjoint. A decomposes the spectral t-plane as follows: 
Pu(A): a Jinite, nonempty point set (ubl > ump > *** > a-,,,) lying in the 
real interval 0 < 5 < OL - (1 - a) v/(1 - v), and a denumerable 
infinite point set (q > uB > us e-e) i@zg on the positive real axis to the 
right of 5 = 01 which has 4 = 01 as its only accumulation point; 
a $ Pa(A). 
C&Q (5 I 5 = u + i7, u < 0} and the point 5 = 0~. 
Ru(A): empty. 
p(A): (5 I 5 = u + iT, u I=- 0,5 $ WA), 5 # a}. 
A necessary and sufficient condition that 5 E Pu(A) is that the equation 
Ah $1 = &J, #I h as a nontrivial solution (9, #} E 9: 
-Pg+;(l -?)C s 
1 
v(x, p’) dp’ + (’ A;’ ” $64 = 5dx, P), (3.1) 
-1 
Except in the case 1 = OL, we can always reduce the system of Eqs. (3.1-3.2) 
to a single equation for the function v. If we “solve” Eq. (3.2): 
and substitute this “solution” into Eq. (3.1) we get 
-P g + ;cg(5) r, 4~ 74’ = &4x, CL), (3.4) 
where 
g(5) = 1 - d5 - 1)/(5 - 4. (3.5) 
Therefore, if [( # a) is to be an eigenvalue of A with eigensolution (v, #} E 9, 
p is necessarily a solution of Eq. (3.4) under the boundary conditions 
d&a, P) = 0 for p 5 0, (3.6) 
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while zj is given by the relation (3.3). Define 
If (T > 0, &’ # 0, we use the method of (LW-l), Section 3, to derive an 
integral equation for C$ which is equivalent to the integro-differential equation 
(3.4) with (3.6). Th us, the necessary and sufficient condition that there be a 
5 and a corresponding function F satisfying (3.4) (3.6) is that there be a 
function 4 E 9i2, which satisfies the integral equation 
d(x) = &g(5) Ia E(S I x - x’ 1)+(x’) dx’, 
-a 
(3.8) 
where 
E(u) = 1,” e-utt-l dt Re(u) >, 0, tl # 0. (3.9) 
The Eqs. (3.4) and (3.8) differ from the corresponding Eqs. (2.4) and (3.2) 
of (LW-1) only through the coefficient of the integral term, where we have 
cg(<) instead of c. Therefore, the location of Pu(A) in the [-plane can be 
studied by the methods of (LW-I), Sections 24. We shall omit the details 
of the calculations here and restrict ourselves to a discussion of the case 
5 = 0, a 3 0. 
It is easily verified that at the origin, CJ = 0, and at c = (a - v)/(l - T), 
where g = 0, the Eqs. (3.3-3.6) only admit the trivial solution. If (T = CX, 
the Eqs. (3.1-3.2) are reduced to 
s 1 dx, P) 4 = 0. (3.11) -1 
Since # E ,Lp12, # is absolutely integrable over the interval --a < x < a. 
Then, Eq. (3.10) can be “solved”, subject to the boundary conditions (3.6), 
and the “solution” can be substituted into Eq. (3.11). The result is 
s a E(a 1 x - x’ I) a/+‘) dx’ = 0. (3.12) -a 
However, since the integral operator E,(ar > 0) is positive definite, the only 
solution of the integral equation (3.12) is I/J(X) = 0 a.e. But then also C,J(X, p) = 
0 a.e., hence the only solution of Eqs. (3.1-3.2) is the trivial solution. Finally 
suppose (T > 0, u # (a - q)/(l - r)), CJ # CL A nontrivial solution to the 
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Eqs. (3.1-3.2) will exist if there exists a function + E Prs which satisfies 
the integral equation (3.8) with 5 = u. We replace this integral equation by 
the system 
I aa J+ I x - X’ I) W) dx’ = P&X), 
(3.13a) 
P = wm- (3.13b) 
From (LW-1) we know that Eq. (3.13a) defines a denumerable set of eigen- 
values pj(E,), j = 1,2, 3 ,...; we also know the qualitative behavior of each 
PdEJ as a fu nc t ion of u. Thus we are able to compare the curves of p&Y,) vs. 
u with the curve of p = 2/cg(u) vs. u. The latter is an orthogonal hyperbola 
with center at u = a! - (1 - a)~/(1 - r]), p = 241 - 7)~ and asymptotes 
which are parallel to the coordinate axes; the upper branch cuts the vertical 
axis at p = 240~ - ~)c, the lower branch cuts the horizontal axis at CT = 01. 
The situation has been sketched in Fig. 1. The statement about Pu(A) in 
the theorem is now evident. 
P 
FIG. 1. Determination of P&l). 
It is easy to prove that all eigenvalues of A are of finite multiplicity. 
We now proceed to a discussion of the division of the remainder of the 
spectral [-plane between &(A), Co(A) and p(A). The adjoint transformation 
A* is given by 
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for every {v, #} EC@*, where 
isi” = {{v, ~}I$P, #> E 4 d&4 14 = 0 for P >( O>. (3.15) 
We notice that A is neither self-adjoint nor symmetric. If 1 is an eigenvalue 
of &4 corresponding to the eigensolution (~(x, p), #(x)}, 
{9)*(x* PL), 4J*b9> =+4-x* PI, ((1 - 4 v/&37 $e4> (3.16) 
is an eigensolution of A* with eigenvalue [, and conversely. Since all eigen- 
values of A are real it follows that h(A) = Z%(A*). This implies that 
h(A) is empty. 
By considering the set of elements {us , 0} one proves with the method of 
(LW-l), Section 5, that the open left 5 half-plane, and therefore the closed 
left 5 half-plane belongs to G(A). 
Let r = (1 1 5 = u + in, u > 0, [ 4 h(A), 5 # (II}. We know already 
I’C {Co(A) u p(A)}, hence AT’ exists and its domain W, is dense in A?. 
We shall prove that the equation A,{u, w> = {v, (I,} has a solution {u, V} E 9 
for any choice of {v, #} E .%?, if 5 E r. The formal solution is 
44 = (5 - e Mx) + 8&>1, (3.17) 
u(x, p) = $ I:, e-L(z-z’)/fi {&g(b) 5(x’) +f(x’, p)} dx’ if p > 0, 
1 a 
I 
(3.18) 
=-- 
II z 
e-~(z-s’)lp {&g(l) e(d) +f(x’, p)> dx’ if p < 0, 
where 
f(x, /4 = d% PI + Ml - 4 v/(5 - 4 s> tw> (3.19) 
I(x) = ,: 4x, P’) W. (3.20) 
In the same way as before we find an integral equation for f(x) from (3.18) 
and (3.20): 
5(x) = 4&O E&(x) + G(x), (3.21) 
G(x) = l: $ sz e-‘ifs-z’)/y(x’, p) dx’ 
-a 
+ s”_, s 11 e-C(z-z’)lv(x’, p) dx’. (3.22) 
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In the case 5 = u = (a - r])/(l - 7) these results hold with g(t) = 0. 
We notice that the expression (3.22) corresponds to the expression (5.10) 
in (LW-1). Hence we may conclude that G~zrs and 11 G/I, < u-l llflls. 
Since there is no value of [ E r for which &g([)E,[(x) = t(x), it follows 
that 4 is uniquely determined from (3.22) for any choice GE JZ12. That is, 
the operator S, = (I- icg([)Er)-l exists for all 5 E r and has its domain 
all of _Epr2. Since S, is also bounded it follows with the method of (LW-I), 
Section 5, that there exists a constant M(c) such that 
for every (9, #} E X if [ E I’, which proves that the operator R, = Arl 
is bounded if 5 E I’ and that W, = .% Hence r C p(A). 
We have studied the whole spectral c-plane except for the single point 
5 = 0 = CI. We know already that 5 = 01 is the accumulation point of P&4) 
and that 01# f%(A). Since u(A) is a closed set and Ru(A) is empty, we conclude 
that CY E Co(A). Thus the proof of Theorem 1 is complete. 
It is interesting to compare Theorem 1 with the Main Theorem of (LW-1). 
In both cases the operator is not self-adjoint, has a real point spectrum and 
no residual spectrum. However, our operator has an infinite point spectrum. 
The striking difference between the two operators lies in the continuous 
spectrum, which in our case not only consists of the left half-plane but also 
contains one point on the positive real axis. This point corresponds to the 
decay constant of the precursors. The complications that arise in the solution 
of the initial-value problem will be considered in the next section. 
IV. SOLUTION OF THE INITIAL-VALUE PROBLEM 
We now wish to solve the initial-value problem (2.1) by aid of the theory 
of semi-groups. We write 5 = u + ir and suppose a > 0. 
THEOREM 2. The operator A generates a semi-group T(t) of linear, bounded 
operators for t > 0: T(t) = exp(tA), T(0) = I. T(t) is stm&y continuous 
for t > 0; T(t) is strongly differentiable and 
This theorem follows from the Hille-Yosida theorem, cf. Hille ([8], Theorem 
12.2.1) Yosida [9], Phillips [lo]. The conditions of the Hille-Yosida theorem 
are fulfilled if the operator A satisfies the conditions (i) 9 is dense in X, 
(ii) A is closed, (iii) th ere exists a constant K > 0 such that 11 R, 11 < (5 - K)-l 
for 5 > K. The verification of (i) and ( ii is obvious after the method of ) 
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(LW-2), Section 2. In order to prove (iii) we consider 5 = u (real) and write 
for (24, w} E 9: 
Taking into account the definition (2.2) of A and the fact that u satisfies the 
boundary conditions (3.6), and using Schwarz’s inequality, one verifies that 
the last term of the right member of (4.2) is majorized by 
If (u, V> # 0 this expression is always > 0, so there exists a positive number 
ti, such that it is equal to /z (1 {u, V} 112. The inequality (4.2) becomes 
Let A&, 4 = {f,g>, i.e. {u, 4 = @f,gl. Then (5 - A) II &{f,g) II < 
II Ct, g> Il. Since if, 81 can be chosen arbitrarily in K this proves that condition 
(iii) is fulfilled. 
As a consequence of theorem 2 we have 
THEOREM 3. If {QO , Y,} E 9, the solution qf the initial-value problem 
(2.1) is uniquely determined in .z? and is given by 
The initial conditions (2.1~) are satisfied in the form I/ {@, Y} - (a,, , ?PO} /j--+O 
at t-to. 
Accordingly to a theorem given by Hille ([g], theorem 11.7.1), the solution 
(4.4) can be expressed as a Laplace integral 
t > 0, b > u1 , {CD,,  Y,,) E 9. 
(4.5) 
The integral converges uniformly in 0 < t, < t < t, < co, so {@, Y} is 
continuous in t for fixed (x, CL). 
If {f, g} E 9, the vector R,{f, g> is defined and analytic in the right half- 
plane (I > 0, except on the set {u~}~.~, J = {- 1, -2 ,... -m; 1,2, 3...}, 
and for 5 = CC. We proceed to a study of the character of its singularities. 
Let h $1. 31 ,..., {F, #}isj be the linearly independent eigensolutions of rZ 
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that correspond to the eigenvalue trj . According to (3.16) the adjoint eigen- 
solutions are {v*, $*}jlc, K = 1,2 ,..., sj, where 
The following lemmas hold. 
LEMMA 1. If A{v, #} = [{cp, #}, (I > 0, and {p)*, #*} is defined as in 
W-9, hn HP, #I, GP*, #*>I Z 0. 
LEMMA 2. For {f, g} E 9, R,{f, g} has a simple pole at 5 = ai , j E J, with 
~fd24e epual to C,L ((f, g>, b*, #*>i,k)+p, #lik . 
The proofs of these lemmas are omitted, since they are entirely analogous 
to the proofs of Lemmas 1-3 of (LW-2). Since [ = OL is the limit point of a 
set of poles of the vector R,{f,g}, an argument of Copson [I I] yields 
LEMMA 3. For (f, g} E 9, R&f,g} h as an essential singularity at 1 = 0~. 
We now wish to estimate R,{f,g} in order to justify a deformation of the 
path of integration in (4.5). Define the region 2 = (5 ) 5 = u + &, 0 Q a $b, 
5 # 0, I 5 - Us ) > E,, > 0 (jE J), j 5 - a! 1 > E > O}. The part of 2 that 
lies in the immediate neighborhood of the origin will be denoted separately 
by &,=(515~Z, 151 <t-J, h w ere [,, will be determined below. Let 
Cl , c2 ,**- denote constants independent of 5. Consider the operator 
S, = (I - &g([)E&l, which determines f according to (3.21). 
Since g(t) is continuous for [ E 2, modifications of the proofs of Lemmas 
4 and 7 of (LW-2) can be used to show: 
LEMMA 4. IjsbII<Cc, if[Ez-z,,. 
Next we shall sketch the proof of 
LEMMA 5. [[s,((~C,(10gl~l)2if~~z,. 
Write S, in the form 
s, = (I- &k(5) - g(O))(I - MO) Q-l E&-1 (I- MO) E&l. 
An estimate of 11 (I - $cg(O)E,)-l 11 can be obtained by the method of (LW-2), 
Lemma 6, where one replaces c by cg(0) throughout [12]. Thus there exists 
a positive quantity [r < 1, such that ]I (I - $c~(O)E,)-~ II < &,(--log ( 5 l)2 
if I [ I < [r . Since this implies 
I&l - g(O)1 IU - MO) Q-l II II EC II = 00 5 N--log I 5 1)“) as I 5 I - 0, 
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it follows that there exists a positive quantity {,, , such that, if i 5 1 < &, , 
I x(S) -g(O)1 W - MO) -Q-l II II E, II < c-l. 
Then the Neumann series of 
(I- !&(5) - dO)N - MO) E&l Q-l 
converges for 1 [ ) < &, i.e. if 5 E Z,, and the norm of this operator is 
smaller than 2. Combining this with the estimate of /I (I - $cg(O)E,)-l (! 
we obtain the desired result. 
With a method similar to the method of (LW-2), Section 3, p. 135, one 
proves 
LEMMA 6. 
I w% 3 Yell d I 5 I-l [{I RI I, I ycl I> + ~-l{co(P), CJI if 5 E z - zo, 
I qhl? %)I < I 5 I-‘[(1 @ll I, I ugl} + a-wg I5 l)2{c,(p), C,}] if 5 E z,, 
where C&L) is jkite fur almost all p, Cl is a $nite constant; C, and C, depend 
on {CDo, Yo} but not on 5. 
We recall the integral expression (4.5) for {a, Y}. Let y be an arbitrary 
value in the open interval 0 < u < u- and let cn be a small positive quantity, 
chosen in such a way that (i)u-r < CL - E, , (ii) a,,, < cx + E, < U, for any 
finite n, n = 1, 2, 3 ,.... Consider the contour C of Fig. 2. We can apply 
L. i 
FIG. 2. The Contour C. 
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Cauchy’s theorem of residues to the interior of C, where Rr(QO, Y,} is 
analytic except for a finite number of poles. In view of Lemma 6 the contri- 
butions to the contour integral from the segments (y + iw,b + iw) and 
(b - in, y - iw) vanish as w + co. Thus we find 
THEOREM 4. If the solution of the initial-value problem (2.1) assumes 
the form given in the previous theorem, the operator T(t) can be written as 
T(t) = 1 gjtEj + Zo(t) + Z,(t), 
jeJ, 
where n is any Jinite integer and Jn = { -1, -2 ,..., -m; 1, 2 ,..., n}. Here 
Ej , Z, and Z, are projection operators de$ned for all {f, g} E ~9’ 
*i 
Z,,(t) = hi & 1’: ectRr{f, g} d5 (0 < Y < Qn), 
Y WJ 
G(t) = T& f, e5”Rdf, g> d5 
” 
It is natural to ask for the order of magnitude of the vectors Z,,{@, Us} 
and Z,(@, , Y]. Especially one is interested in the question whether Theorem 
4 still holds in the limit as n + 03. An estimate of Z,,{@, U,} can be obtained 
by the method of (LW-2), Sections 4, 5. However, this is not the case with 
the vector Z,{@a , Y,,}, since we lack any information about the actual values 
of the eigenvalues uj as well as about the form of the corresponding eigen- 
solutions {v, #}ilc. In the next section we shall use a different approach to 
solve the same initial-value problem. The results obtained thus far must be 
regarded as preliminary and essential in order to clarify the general nature 
of the solution 
V. A REPRESENTATION OF THE SOLUTION IN 
TERMS OF NORMAL MODES 
In order to obtain a representation for the elements Rr{QO, y,,}, {v, #}jk, 
{p*, #J*}~~ that occur in the solution to the initial-value problem given in 
Theorem 4, we shall start with the study of the homogeneous problem 
A&?+, /4 0, ?k o> = 0, (5-l) 
where A, is defined as before and where 5 is considered as a fixed complex 
variable (1 = u + i7, 0 > 0, f; # a). 
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Equation (5.1) is just the set of Eqs. (3.1-3.2). Since we have assumed 
5 f iy, this set is equivalent to (3.3-3.4), so the study of Eq. (5.1) will be 
essentially a study of Eq. (3.4), subject to the boundary conditions (3.6). 
The boundary-value problem (5.1) can be written as 
ww dx, CL? 5) = B&9 P> 51, (5.2a) 
~(2~6 CL, I) = 0 if p 5 0, (5.2b) 
where B is the operator defined by 
(5.3) 
for all v belonging to the domain of B. If we consider B as an operator which 
transforms a certain (not necessarily Hilbert) space into itself, we can conceive 
of the eigenvalue problem BCJJ = XT. If, instead of A, we use the variable V, 
where h = -t/v, this eigenvalue problem amounts to the solution of 
(v - P> d% tL> 5) = !Pd5) (5.4) 
for functions v that belong to the domain of B and satisfy the normalization 
condition 
s 
1 
dv, PL, 5) dp = 5. (5.5) 
-1 
Following the idea of Case, [5,6], we specify the domain of definition of the 
operator B as the space 8’ of distributions with support [-1, 1] on the real 
axis [13]. 
Since the eigenvalue problem (5.4-5.5) is just the eigenvalue problem 
(2.3-2.4) of (BW), where c is replaced by cg(& we can use their results to a 
great extent. The dispersion function associated with (5.4-5.5) is 
A(z, 5) = 5 - cxg(l;) tan @(l/z). (5.6) 
LI is analytic in the complex z-plane cut along the real axis from - 1 to + 1. 
The boundary values as z approaches the cut from above or below are 
A*(v, 5) = 5 - cvg([) tan h-Iv & $0g({). (5.7) 
The only zero of g(t) occurs at 5 = (a - ~)/(l - r]), hence A # 0 if g = 0. 
Therefore, for a study of the zeros of A we can divide by g and, instead, 
study the zeros of 
Q(z, 1) = {/g(t) - cz tan kl(l/z). (5.X) 
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This function 9 can be made identical to the functions G(v, S) of (BW) by 
means of the conformal mapping 
5 s=go= 4G 5 - 4 (1- 7)- (a - 7) ’ (5.9) 
The mapping (5.9) can be brought into the standard form [14] 
where 
w=zfdS+l or z = Q(w - l/w), (5.10a) 
w= l-7 
d7(1 - a>@ - 7) ( 
(5.10b) 
2= (1 - 7Y ( s (1 + 7) a - 27 _ d7u (1 - 7Y 1 . 2 - axa - 7) (S.lOc) 
Consider the contour C, in the complex r-plane: 
c, = (5 I 5 = Q + i7,5/g(C) = fJ + iw, 24 = (2+) tan IL-~(~~/sTC)}. (5.11) 
C, has the following parametric representation: 
+ - Yk - 4 + (0 - a + Y) T2 = q _ 7) cv tm h-4 
(u - ry + 3 
(0 - YY + f + (a - Y) Y ~ = _ $,g _ 7) cv 
-l<v<l, 
(0 - ry + 3 
(5.12) 
where y stands for (a - q)/(l - 7). Under the inequalities,(2.4) the contour 
is of the form sketched in Fig. 3 (the arrows point in the direction of increasing 
FIG. 3. The Contour Cc. 
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u). We label Zin(Zez) th e set of all 5 lying to the left (right) of, but not on, C, . 
From (BW), Appendix A, we conclude 
LEMMA 7. If 5 E Zi, , A(z, 5) has two zeros z = f ~~(0 outside the cut 
[- 1, 11; if 5 E Z,, , A(z, 5) has no zeros in the complex z-plane; if 5 E C, , 
A(z, 5) has two zeros z = f ~~(5) which lie in the real interval [ - 1, 11. 
An analysis similar to that of (BW), section II, leads to 
THEOREM 5. The spectrum of the operator B defined by the expression (5.3) 
on the space 8’ of distributions with sapport [ - 1, l] on the real axis, is composed 
of 
(i) two discrete eigenvalues Y = f v,,(t) if 5 E .Zi, , where f vO are the zeros 
of A(z, 5); the corresponding solutions of Eq. (5.2a)-the normal modes-are 
of the regular type, 
where 
(5.13) 
(ii) a continuum of eigenvalues -1 < v < 1 for all 4; the corresponding 
solutions of Eq. (5.2a)-the normal modes-are of the singular type, 
(5.15) 
where 
dv, PFL, 5)= +&)(v - PY + %, 5) S(v - 4, (5.16) 
+9 5) = g(n+(v, 5) + A-(v, [)I. (5.17) 
Full-range orthogonality relations for the set of functions v(& v,, , CL, [), 
v(v,p, [), -1 < v < 1, hold as in (BW), formulas (2.142.15), (2.17-2.18) 
with c replaced by cg(t;) throughout. The completeness properties are 
formulated in 
LEMMA 8. Let [LY, /3] denote one of the intervals [--I, 01, [0, 11, [--I, l] 
on the real axis. If a = - 1 and/or /3 = 1, every element of the class B’ of dis- 
tributions with support [(Y, 8-J can be expanded with respect o the set {~(v, ~1, [)}, 
0~ < v < 8, supplenrented by q-4--q, P, 5) and/m dvo , P, 5) if 5 E G, . The 
coe$icients in the expansion, which depend on 5, are uniquely determined. 
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We introduce a characteristic function 
H(c) E 1 if 1 EZin, H(5) = 0 if 5 E Z,, . (5.18) 
Then it follows from lemma 8 that the general solution of Eq. (5.2a) is given 
by 
4% PL, 5) = b+(z;) P+k CL? 5) + 45) f?4% CL, 01 m 
+ s’, Ah 5) dx, P, t’) & (5.19a) 
#(x, 5) = /X(5 - a)-’ [{u+(t) e--@h + 45) er+o} H(5) 
+ I:, A(v, 5) e++ dv]. (5.19b) 
In order to solve the problem (5.1) we must calculate the coefficients in 
the expansions above, using the boundary conditions (5.2b). Since (5.1) is 
the eigenvalue problem associated with the operator A, a solution will exist 
only if 5 E Pa(A). From Theorem 1 we know that Pa(A) belongs to the real 
intervals 0 < 5 < (Y - (1 - LY)~/( 1 - 7) and [ > LY, so Pa(A) C Z,, . The 
coefficients u+(lJ,A(v, 5) f 11 o ow from the boundary conditions (5.2b)essentially 
by the method used by Mitsis [15] for the solution of the critical problem 
with plane symmetry. With the definitions 
W) = a+(5) Ik ~-(~> 
&(v, 5) = [A(v, 5) f A(-, t)] tWv 
(5.20) 
one derives the set of integral equations 
B*(p, 5) = x(-l4 5)(vo” - p2)C5 - m) 
-4+(/h 5) WP, 5) [ 
--b*([){fp + (-a, p 5) X(v, , lJ , 
f P-(--a, I45) X(-v,, a> 
7 1: B&, t> p1(--y, p 5) e-ZbalvX(-v, 5) dv], (5.21 A) 
together with the conditions 
w-) = AZ 
ji B*(v) 6) ve-2g@‘X( -v, I) dv 
vo{X(vo , 5) elOlvo F X(-v, , [) e-@lvo) ’ (5.22f) 
The half-space X-function is given by 
(5.23) 
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The Eqs. (5.21) are Fredholm equations of the second kind with bounded 
kernels. They determine the ratio B&, [)/b+(c) uniquely. To calculate 
b,(c) we then use the normalization ({v, #}, {v*, $*I) = 1, cf. Lemma 1. 
Thus the eigensolutions {v, #}j are uniquely determined. 
The conditions (5.22) are determining express.ions for the eigenvalues 
5 = uj . Without loss of generality we may assume that the eigensolutions 
{y, $1 of B satisfy the parity conditions 
b(x, P)l Qw> = Gd--x3 4, #(-4b (5.241) 
With (5.18) and (5.20) one verifies that an eigensolution satisfying (5.24 -J-z) 
corresponds to an eigenvalue oi that is generated by the condition (5.22 -J-t). 
Hence, if we define 
we have 
a*j = &(uj), Akj(v) = &(v, oj) e-aPlu (5.25) 
THEOREM 6. If 5 = oj is an eagenvalue of A, generated through the con- 
dition (5.22-J-), the corresponding eigensolution {v, #}j is given ~JJ 
The corresponding e-zgensolutions {v*, #*jj of the adjoint operator A* follow 
from the relations (3.16). 
Finally we want to obtain a representation for the resolvent element 
RI{@, , Ys>, i.e. for the solution of the inhomogeneous problem 
A&(x, ~9 5),4x, r;,} = PUT r-l), W4> 5 E P(A). (5.26) 
Again, Eq. (5.26) can be reduced to a boundary-value problem 
ww 4% P* 5) = WT Y, 5) - P-x~, /4 0, 
+ta, CL, 5) = 0 for p 5 0, 
where 
(5.27a) 
(5.27b) 
fb t4 1;) = @ocG CL) + ((1 - 4 dw - 4) y6(4, (5.28) 
409/19/z-2 
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together with the relation 
+ 5) = (5 - 4-l [B s’, 4x, P, 5) dp + Wx,]. (5.29) 
The solution, which is obtained in a straightforward way following the method 
of (BW), Section 5, is 
4~ ~9 5) = rl(x> P, %I + {d+(5) v+(x, PI, 5) + d-(5) v-(x, p, 5)) H(5) 
+ ,‘, WV> 5) dx, CL, r;) dv, (5.30a) 
.+, 5) = p[([ - a)-1 b(x, 5) + {d+(5) e-xh + d-(5) ezr’vo} WI 
(5.3Ob) 
where ~(x, p, 5) corresponds to 7(x, p, s) of (BW), Eq. (5.12), after the 
appropriate changes of notation: s j 5, Si j Zi, , S, j Z,, , $* => cp*, 
9% CL, v, 4 3 %(X3 PL, 0 c * cg(t;) in the expressions for N*(s) and N(v, s), 
f(xo , p) *f(xo , p, 5); 7(x, 5) = JAl 7(x, p, 5) dp. With the d&nitions 
and 
45) = d+(5) f d-(5), 
&(v, 5) = f&, 5) 5 D(--v, 01 e5+, 
the coefficients d*(c) and D(v, {) in the expansions (5.30) are uniquely 
determined from the set of integral equations 
E4ps 0 = - &(/A, 5) A-(/A, LJ + {(vo” - p”) El([) + 1 - H(5)) 
x(--r, c)(t - ‘g(t)) 
x n+(P, 5) A-(!4 5) [I 
’ ,+, 5) r]&, 5) dv 
0 V-P 
- 46) WXP+(--~~ CL* 5) X(vo~ I) & v-(--a, P, 1) X(--v,, 1)) 
F ( Uv, 5) d-v, pFL, 5) X(-v, 5) e-2@lv dv] , (5.31) 
together with the conditions 
e&J = [vo(Wvo , 5) ecah f W--v, , 1) e-ca~v~l-l [& 1: y(p, 5) r)&, 1) dp 
f 1’ vE*(v, 1) e-2(a/YX( -v, 5) dv] if 5 E Zi, . (5.32) 
0 
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The half-space X-function is given by (5.23) if 5 e Zi, ; if 5 E Z,, , one has 
X(x, 6) = Xem(z, 5) = exp I&- 11 log s -$---I. (5.33) 
> 
In both cases we have used the abbreviation 
Yh Ll = h%G) x+(/4 W~‘(P, 0 for O<p<l. (5.34) 
VI. THE EIGENVALUES 5 = uj 
In the foregoing section we obtained the set of Eqs. (5.21) together with 
(5.22), from which the eigenvalues 5 = crj of the operator A could be cal- 
culated. In this section we shall bring these equations into a form that is 
suitable for numerical calculations. It is convenient to introduce a new 
variable 
c’ = c’(I) = cg(5)/5 = c{(l - v> 5- (a - 7))/{5(5 - a)}. (6.1) 
We have c’ > 0. The spatial eigenvalues f v,,(l) are the roots of A’(z, c’) = 
1 - c’x tankl( l/z) = 0, so v0 is real, us > 1, if 0 < c’ < 1, vs is purely 
imaginary, v0 = i j v. 1, if c’ > 1. Hence always ($- - vo2) (c’ - 1) > 0. 
Then, instead of (5.23), we write 
-W, 5) = ((1 + Ml - x2)} exp{l,(x, 5) + XI265 5>>, 
where both I1 and I, are even functions of x: 
(6.2) 
Moreover we introduce 
WI 0 = [ (1 _ 
c’p($ - vo2)(c’ - 1) 112 
c’p tank-l p)2 + (&rc’j~)~ I 
and the functions 
(6.3) 
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where p = vJ1(vO , 5) + [a/v,, . A straightforward calculation shows that the 
functions 
F*(p , () = (1 - Q) 9 JuP* t-1 e-r*c,.c,-co/fA voY(/4 5) WJ 
6.5) 
are solutions of the integral equations 
F&B 5) = f& 5) F 1; K(p, v, W’,t(v, 5) dv, (6.6) 
where the kernel K is symmetric: 
WPP V9 5) = HP + V)-l X(-p, 5) X(--v, I) Y(p, 5) Y(v, 5) e-@/P e-lOlv. 
With this result we obtain from (5.22): 
THEOREM 7. A necessary and su$icient condition for 5 = as E Pa(A), 
cf. Theorem 1, is that 5 = aj be a zero of the function 
X(-v, 5) Y(v, 5) e++F*(v, 5) dv. 
Every eigen~alue generated by A+ corresponds to an et@nsolution {q~, #} that 
satisfies (5.24+); every e&envalue generated by A- corresponds to an e&en- 
solution {v, I,!J} that satisfies (5.24-). 
Finally we study the simplifications that occur in asymptotic reactor 
theory. In asymptotic reactor theory one neglects the continuum normal 
modes in the general solution of the homogeneous equation, (5.19). Then 
the Eqs. (6.5) reduce to F.&L, 5) = 0, so the equations A* = 0, which 
generate the time-eigenvalues, become simply 
sinh cash 
cash P + ‘0 sinh P = O’ (6.7) 
Following the method of (BW), Section 7, Eqs. (6.7) can be shown to be 
equivalent to 
cosh{(l;a + 2)/vo) = 0 and sid{(b + 4/v,} = 0, (6.8) 
where the “extrapolation distance” for the time-dependent slab problem 
in this approximation is given by 
1 ’ 2 3 a(c’) = - duo 
2 s 
{l + “d(l - d} tanh-l(dvd dps 
(1 - cj.~’ tar&l P)~ + (+C’P)~ 
(6.9) 
o 
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The Eqs. (6.8) d o not have a solution on those parts of the intervals 
0 < 5 < (a - d/(1 - II), 5 > 3 where c’ < 1. Suppose c’ > 1. Then, 
with us = i 1 ~a 1, the Eqs. (6.8) are satisfied if 
c’a( = #Trc’ 1 Yo(C’)I - c’z(c’) k = 1, 2, 3 ,... . (6.10) 
These equations are most easily solved if we eliminate ?, with the aid of (6.1). 
We formulate the result in 
LEMMA 9. In asymptotic reactor theory the esgmvalues 5 = uj of the 
operator A are given by 
r;*(c’) = (2c’)-1 {ad + (1 - r)) c f 2/(oLc’ + (1 - 7j) c), - 4(or - 7) cc’}, 
where c’ satisfies f&(c’) = fF’(c’), K = 1, 2, 3 . . . . with 
f&c’) = ia+ + (1 - 7) c f l/(w’ + (1 - 7) c}a - 4(@. - 7) cc’}, 
fi’k’(c’) = frkvc’ 1 v~(c’)\ - c’z(c’). 
The function fi+(c’) (fi-(c’)) re p resents the upper (lower) branch of a hyper- 
bola in the (c’, f)-plane with center c’ = 2(a - v)c/a2 - (1 - v)c/a, 
f = (a - v)a+, and asymptotic directions m, = 0, m2 = tan-laor. The 
functions fF’(c’) can be calculated with the aid of Tables 8, Part II, and 23 
of Case et al. [16], since 1 I 1 corresponds to k;l(c) and a(~‘) to z,,(c). 
For k = 1, 2, 3,...fF’ is monotonically decreasing as c’ increases, c’ > 1. 
fik)(c’) = +krr{3(c’ - 1)j-1/2 - 0.710446 + O.lk?r{3(c’ - l)}l/” 
+ O((c’ - 1)3/2) as c’ + 1, 
fjk)(c’) = (k - 0.75) + O(c’-I) as c’ -+ 00. 
The situation of Lemma 9 has been sketched in Fig. 4. In the notation of 
lemma 9 we have 
THEOREM 8. (i) If k -=c 0.75 + (a - q)ac/~~, the equality fi+(c’) = f?‘(d) 
hol& for one value of c’, c’ = cl,, which generates the eigenvalue CI+~ = 
5+K,), Q+~ > 01; the equality fi-(c’) = fik)(c’) holds for one value of c’, 
c’ = elk , which generates the e@nvalue u-k = <-(I&), 0 < U-~ < (a - T)/ 
(1 - 7). 
(ii) If k > 0.75 + (CY - ~)ac/c~, the equality fi+(c’) = fE’(c’) hoIds for one 
value of cl, c’ = I& , which generates the eigenvalue afk = [+(cl,J, u+~ > or; 
the equality fi-(c’) = fik’(c’) does not hold fur any c’. 
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FIG. 4. Determination of the eigenvalues in asymptotic reactor theory. 
(iii) u+kl > u+k2 and u+ > u+ if K, > 4 (kI,z = 1, 2, 3 ,... ). 
(iv) The number of ez@nwalues in the interwal 0 < 5 < (a - ~)/(l - 7) is 
m = CO.75 + (a - ~&/cY]. 
(v) The etgenvalues u+k form a denumerable set, which has 5 = OL as its only 
accumulation point and which is bounded from above by [+(I). 
We conclude this section with two remarks. First, in the limit of large 
time, the asymptotic total neutron density is given in terms of the original 
variables x and t by p(x, t) N p&c) exp{ -(l - u&23}, where p,,(x) obeys 
the standard diffusion equation p;(x) + B2p0(x) = 0 with B2 = (q/ ( v,, I)“. 
Second, in an infinite medium the equation A(z, 5) = 0 goes over into 
c’ = 1, from which one deduces 
(c - 1)/c = (5 - 1)/C - 45 - 1)/&c - 4. (6.11) 
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With s = -(l - <)vZ, VZ = 8-l and T) = /3 (no scattering), the equation 
(6.1 I) reduces to 
(c - 1% = q/(1 + 4 + Bs/( 1 + as + 4, 
which is exactly the inhour equation as derived from the standard reactor 
kinetics equations, where the reactivity p is defined as (c - 1)/c. 
VII. CONCLUSION 
The initial-value problem for the transport of monoenergetic neutrons 
in a multiplying slab, as formulated in Eqs. (l.l-1.4), can be solved rigorously 
in terms of a semi-group of transformations T(t) (Theorem 3). A representa- 
tion of the semi-group in terms of the eigenfunctions and resolvent of the 
associated transport operator has been given in Theorem 4. In Section 5 
this representation has been further developed through the use of the normal- 
mode expansion technique. It has been shown (Theorem 6) that the eigen- 
solutions {p, #}j , the adjoint eigensolutions {v*, #*}j and the resolvent 
R,{@,, , Y,,} can be represented exactly by an expansion with respect to the 
elementary solutions of Eq. (5.1), which have been given in Theorem 5. 
Integral equations have been derived which determine the expansion coeffi- 
cients. In addition, exact equations have been found (Theorem 7), from which 
the eigenvalues ui as a function of the parameters can be calculated. The 
simplified version of these equations, valid in asymptotic reactor theory, 
have been studied in Theorem 8. The main characteristic of the set of 
eigenvalues-a nonempty, finite point set of “prompt” eigenvalues and a 
bounded, denumerable infinite point set of “delayed” eigenvalues-are 
already apparent in this approximation. 
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Note. After the completion of this work it has come to the author’s attention that 
Mika (Report INR, No. 7OO/XXI/RP, Warsaw, 1966) has studied the same initial- 
value problem with a finite number of groups of precursors and has obtained results 
that are similar to the results of Section 2 and 3 of this paper. Moreover, he has 
compared the spectrum of the transport operator with the spectrum of the diffusion 
operator. The methods of Sections 2 and 3 of this paper are easily generalized to 
include more than one group of precursors. A comparison of the results on the de- 
composition of the spectral plane shows that we agree on P&4) and p(A). However, 
Mika overlooks the accumulation points (A = --hi) of P&l), which are part of Co(A). 
Also, the conclusion, stated by Mika at the end of Section 6, about the general form 
of the solution to the initial-value problem, is not justified, since Cauchy’s theorem 
of residues can be applied only if, in the integral (6.8), the function eAL(h - A)-% 
has a finite number of nonessential singularities in the open half-plane Re(h) > -no. 
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