Algorithms for computing integral bases of an algebraic function eld are implemented in some computer algebra systems. They are used e.g. for the integration of algebraic functions. The method used by Maple 5.2 and AXIOM is given by Trager in Trager,1984]. He adapted an algorithm of Ford and Zassenhaus Ford,1978], that computes the ring of integers in an algebraic number eld, to the case of a function eld.
De nitions and notations
The following conventions are used in the rest of the paper: -L is an algebraically closed eld of characteristic 0. -x is transcendental over L. -y is algebraic over L(x) with minimal polynomial f. We assume that y is integral over L x] . This means that f is not only a monic polynomial over L(x) but over L x] . The case where y is not integral over L x] can be reduced to this case after multiplying y by an element of L x]. -K is a sub eld of L that contains all coe cients of f. -K is the algebraic closure of K in L.
-n is the degree of f.
- L x] is the integral closure of L x] in the algebraic function eld L(x; y).
-An integral basis is a sequence b 0 ; : : : ; b n?1 of elements of L(x; y) We want to nd an integral basis of L x], which has all its coe cients in K. More precisely: we want an integral basis b 0 ; : : : ; b n?1 where b i 2 K(x; y). For example L can be Q or C in the test examples of Section 6. K must contain the coe cients eld of f, i.e. the smallest eld that contains the coe cients of f. We can take K = Q in these examples. We want an integral basis for L(x; y) which has coe cients in K. However, the Puiseux expansions that we will compute usually require algebraic extensions of K. Because we assumed y to be integral over L x] we know that every element of L x; y] is integral: From now on we will view elements of L(x; y) as polynomials in y of degree < n. Then we can uniquely de ne the degree of an element of L(x; y). Whenever we write a(p) for an element a 2 L(x; y) we will mean a with p substituted for y.
There exists an integral basis b 0 ; : : : ; b n?1 of the following form: 
Once this problem is solved we can nd an integral basis b 0 ; b 1 ; : : : ; b n?1 step by step. 
is a bigger part of the set of integral elements with degree d. So the set V is smaller now.
To complete this algorithm for computing b d there remain three problems:
We must prove that this algorithm ends.
We must prove that a can be chosen in the desired form if V 6 = ;. We need to nd a way to decide if V 6 = ; and if so to compute a 0 ; : : : ; a d?1 .
Proof that the algorithm terminates
The following proof can be found in Trager,1984] , but we will repeat it here because the discriminant plays an important role in our algorithm. We will use the discriminant only for the eld extension L(x) L(x; y) in this paper.
Definition 2.1. The discriminant disc(e 1 ; : : : ; e n ) of n elements e 1 ; : : : ; e n 2 L(x; y) is de ned as:
Tr(e 1 e 1 ) : : : Tr(e 1 e n ) . . . . . . Tr(e n e 1 ) : : : Tr(e n e n ) where Tr stands for the trace map of the extension L(x) L(x; y) of degree n.
The discriminant is an element of L(x). If e 1 ; : : : ; e n 2 L x], then the discriminant is an element of L x]. We can compute the discriminant of y 0 ; : : : ; y n?1 using the following relation Given 2 K we want to prove that there is at most one sequence a ? ) is integral and a d = 1. Now we want to prove that a i 2 K( ). If a i were trancendental over K( ; a 0 ; : : : ; a i?1 ; a i+1 ; : : : ; a d ) then we would get a sequence with the same property by substituting any number in K for a i . This is a contradiction because there is at most one such sequence. Hence all a i are algebraic over K( ). We see that a i must be in K( ), otherwise the conjugates of a i would form other sequences with the same property. If P is a place (cf. next section) of the function eld L(x; y) we denote the discrete valuation in P by v P . The fact that a is integral is equivalent to v P (a) 0 in all nite places P . If we add an extra equation a d = 1 we know that there is at most one solution. To nd it we need to solve a system of linear equations over K( ). Now there remains one problem if we want a complete algorithm. The Puiseux expansions p i usually have in nitely many terms. We can compute only a nite number of terms. Hence, we need to know how many terms of the Puiseux expansions must be computed in order to determine whether an element is integral.
Bounds for the Puiseux expansions
In this Section p 1 ; : : : ; p n are the n di erent Puiseux expansions around x = . Also r 1 ; : : : ; r n are n di erent elements of S 1 t=1 L(( (x ? ) 1 t )). In our algorithm r 1 ; : : : ; r n will be approximations of p 1 ; : : : ; p n , i.e. r i is a truncation of p i . Instead of substituting y = p i we will substitute y = r i in our algorithm. Now we want to know how many of the lowest terms the r i must have in order to be sure that our algorithm produces the right answer. More precisely: we want bounds N 1 ; : : : ; N n 2 Q and we determine r i such that v(r i ? p i ) N i : So we determine p i modulo (x ? ) Ni . These numbers N i must be chosen in such a way that the following holds for all G 2 L x; y] with degree y (G) < n.
Then we can use r i instead of p i as we will show now. Suppose a is an element of L(x; y) and we want to check if a has nonnegative valuations in the nite places above x = . We can multiply out all factors in the denominator of a except x ? . Hence we may assume that for some G 2 L x; y] with degree in y less than n, we can write To derive conditions for N 1 ; : : : ; N n we introduce an undetermined integer M and a polynomial G 2 L x; y]. We may assume that degree y (G) < n. We will assume 8 i v(G(r i )) M and we want to choose the numbers N 1 ; : : : ; N n in such a way that we can conclude 8 i v(G(p i )) M: Then we are nished, because the same argument can be used to conclude 8 i v(G(r i )) M from 8 i v(G(p i )) M.
We have assumed that all r i are di erent. Then we know that the polynomial G is completely determined by the values G(r i ), because the degree of G is smaller than n. Note that this condition is independent of the number M. This fact is useful in our algorithm. Now we can choose the rational numbers N 1 ; : : : ; N n in the following way. 
A more e cient algorithm
The algorithm in Section 4 works, but we need to do more work to make it e cient. I will describe a few tricks that we used in our Maple implementation to make the algorithm faster. I did not include them in the algorithm in Section 4 in order to keep it readable. One trick is the following. When we compute a(r k;1 ); : : : ; a(r k;n ) in the algorithm, we can use the previous computations, where b i (r k;1 ); : : : ; b i (r k;n ), i = 0::d ? 1 was computed.
The following is most important for the e ciency of our algorithm. So we will write in a theorem.
Theorem 5.1. Suppose k 2 K x] is irreducible, 2 L is a zero of k and N is the rational number max i (Int i ). Then the largest multiplicity of k in the denominators in the integral basis is bNc. This bound is sharp.
Using this, we can clear out the high powers of x ? during the computation. If we did not do so we would get a large intermediate expression swell, which greatly reduces the size of the input that the algorithm can handle. Using this bound we know precisely which terms we need and which ones we do not need.
Proof. Suppose p 1 ; : : : ; p n are the Puiseux expansions above x = . The elements in our integral basis are of the following form: G=d where d 2 K x] and G 2 K x; y] is monic in y of degree < n. We may assume that the degree of G is n ? 1, if the degree is lower we can multiply G with a power of y. We can factor G if we compute the Puiseux expansions q 1 ; : : : ; q n?1 of G
For each q i we choose a p j which is closest to q i , i.e. we choose j such that v(p i ? q j ) is maximal. If we replace the q i by the chosen p j in the product Q (y ? q i ), we see that the valuation of this product does not decrease in any of the nite places above x = . We may also assume that, without decreasing the valuation of the product in any of the My The curve f 1 was found by Rob Koelman. It is an example of a curve of degree 10 with 26 cusps. For a curve of degree 10 this is the largest number of cusps according to the Pl ucker formulas. It has no other singularities, so the genus is 10. On a 64Mb workstation none of these examples can be run by the integral basis algorithm included in Maple 5.2 and AXIOM. Using my implementation, however, the integral basis computation for these examples can be done on a 386 40 MHz PC with 4Mb of memory, using Maple 5.2 under DOS. The computation on the PC takes 306, 60, 95 and 228 seconds, resp. 6.2. Other integral bases I also tried to implement this method in the following two cases. However, the implementation is incomplete. For both 1 and 2 the algorithm does not work in the case where wild rami cations occur. Implementations will become available once we have a solution for this case. 1 A function eld K(x; y) where y is algebraic over K, and K is a eld with prime characteristic. 2 An algebraic number eld Q(y) where y is algebraic over the rational numbers.
For algebraic number elds we can use p-adic numbers instead of Puiseux expansions. I thank Michiel Frankenhuysen for this idea.
Computations with p-adic numbers can be performed fast. Especially because we can use the bound in Section 3. So for algebraic number elds without wild rami cations the algorithm is very e cient, The bottleneck for this case is the factorization of the discriminant. The bound on the denominator in Section 5 also holds for function elds with prime characteristic and number elds. However, this bound becomes an upper bound in these cases, not an exact bound.
Efficient computation of Puiseux expansions
For an introduction in Puiseux expansions see Bliss,1966] . A Puiseux expansion is a zero of f in the algebraic closure of L((x)). So there are precisely n di erent Puiseux expansions. We will brie y describe how to nd the next term of a Puiseux expansion (or better: an approximation of a Puiseux expansion) r = r 0 x e0 + : : : + r k x e k when r 0 ; : : : ; r k?1 are already known. The exponent e k can be found using the Newton polygon (cf. Bliss,1966] ). An equation for the coe cient r k is given by the lowest coecient, as a polynomial in x, of f(r). To nd f(r) one should not substitute r for y in f, because r may be a large expression. Instead one substitutes r k x ek?ek?1 + r k?1 for r k?1 in the previous expression f(r), in which r k?1 was still undetermined.
In order to avoid intermediate expression swell we must remove the unnecessary terms in f(r). Once r is computed far enough to distinguish it from other Puiseux expansions we know precisely which terms are needed in f(r). Because in that case we know the number Int, which we de ned as the sum of the valuations of the di erences of r with the other Puiseux expansions. If p is the exact Puiseux expansion which is the one closest to r than we have v(r ? p) + Int = v(f(r)):
So we can clear out all powers of x in f(r) higher than the sum of the desired accuracy and the number Int.
