In this paper, we establish sufficient optimality conditions for the (weak) efficiency to multiobjective fractional programming problems involving generalized 
Introduction
Fractional programming problems have been studied with different characteristics of functions or diverse constraints. Singh has studied fractional programming problems since . With convexity assumptions, Singh and Hanson [] constituted not only sufficient conditions of Fritz John and Kuhn-Tucker type but also necessary conditions. Without convexity assumptions, Singh [] also extended necessary conditions based on a constraint qualification. At the same time, Weir [] , under the concept of proper efficiency, transformed these problems into nondifferentiable functions and also established the duality theorems. Consequently, Kaul and Lyall [] discussed the efficiency for fractional vector maximization problems and dual problems. Liu [] derived the necessary conditions and duality for non-smooth, non-linear multiobjective fractional programming problems. He also established the duality results under generalized (F, ρ)-convexity conditions. By applying Liu's results, Bhatia and Garg [] established Bector-type dual results for (F, ρ)-convex functions. Then Bhatia and Pandey [] further changed the components of the objective function to nonnegative, convex numerator, while the denominators were concave and positive.
The concept of (F, ρ)-convexity, which was introduced by Preda [] , is as an extension of F-convexity and ρ-convexity that are defined by Hanson This paper consists of four sections. In Section , some definitions and results are recalled. In Section , we employ a necessary optimality condition with (F, α, ρ, d)-V -type I functions to establish sufficient optimality conditions for multiobjective fractional programming problem (FP). Finally, in Section , a parametric dual problem of (FP) is performed by using the results in Section , and parametric duality theorems under the framework of generalized (F, α, ρ, d)-V -type I functions are established.
Definitions and preliminaries
Let R n denote the n-dimensional Euclidean space, and let R n + denote its nonnegative orthant. For any x = (x  , x  , . . . , x n ) and y = (y  , y  , . . . , y n ), we define: We consider the following multiobjective nonlinear fractional programming problem:
. . , h m (x)) } the feasible set of (FP).
then we say that F is differentiable at x, and we write
. · n and · k denote any norm in R n and R m , respectively, 
• and for all i ∈ K , j ∈ M, we have
With the above definition, when the first inequality is satisfied as
inequalities become those V-type I functions introduced by Hanson et al. [] . 
With the above definition, when the second inequality is satisfied as 
Definition  []
A feasible solution x * of (FP) is said to be a weakly efficient solution of (FP) if there does not exist any feasible solution x of (FP) such that
We say that the constraint h of (FP) satisfies the constraint qualification at x
where
Sufficient optimality conditions
The following theorem gives necessary optimality conditions for (FP) that are derived by Lee In this section, we establish some sufficient optimality conditions for a (weakly) efficient solution, which are inverse of the above theorem with extra assumptions. Because http://www.journalofinequalitiesandapplications.com/content/2013/1/435 of these extra assumptions, the correlative duality theorems are various. We deduce the fractional programming problem into a nonfractional programming problem by using the Dinkelbach transformation [] .
Theorem  (Sufficient optimality condition) Let x
* be a feasible solution of (FP), and let there exist y
then x * is a weakly efficient solution of problem (FP).
Proof
Since α
, the above inequalities along with the property of sublinearity of F give
From (c), (), and the property of sublinearity of F, we get
Now, by using (b), the above inequality becomes
If x * is not a weakly efficient solution for problem (FP), then there exists x ∈ X • such that
From relation () and α
, which contradicts (). Hence, x * is a weakly efficient solution of (FP).
Example Consider the following multiobjective nonlinear fractional programming problem:
The feasible region is
By Theorem , we know
). It is easy to see that the relations (b) and (c) in Theorem  are also satisfied at the point (
• is a weakly efficient solution.
Theorem  (Sufficient optimality condition) Let x * be a feasible solution of (FP), and let there exist y
weakly efficient solution of problem (FP).
Proof Assume that x * is not a weakly efficient solution of (FP). Then there is a feasible
From the above inequality, we have
By using (a), () and () imply
Summing up the two inequalities above and the property of sublinearity of F, we have
Using (b), we obtain
From relation (c), we get
which contradicts (). Thus, the proof is complete.
If the assumption of pseudo-quasi-type I in Theorem  above is replaced by the strictly pseudo-quasi-type I, the stronger conclusion that x * is an efficient solution of (FP) may be received. This result is stated as follows.
Theorem  (Sufficient optimality condition) Let x * be a feasible solution of (FP), and let there exist y
Theorem  (Sufficient optimality conditions) Let x * be a feasible solution of (FP), and let there exist y
Proof Assume that x * is not a weakly efficient solution of (FP). We have
Since (), (), and (a) hold, 
From (c) and the property of sublinearity of F, it yields
From () and (b), we get
Proof Let x be a feasible solution of (FP), and let (u, y, z, v) be a feasible solution of (D). By using (a), we have This contradicts () and the proof is completed.
Suppose that x * is a weakly efficient solution of (FP). Using x * and the optimality conditions of (FP), we can find a feasible solution of (D). Furthermore, if we assume that some reasonable conditions are fulfilled, then (FP) and (D) have the same optimal value, and we have the following strong duality theorem.
Theorem  (Strong duality) Let x * be a weakly efficient solution to problem (FP), and let the constraint qualification () be satisfied for h at x * . Then there exist y
