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Abstract. In this paper, we prove that a biderivation of a finite dimensional complex simple Lie algebra
without the restriction of skewsymmetric is inner. As an application, the biderivation of a general
linear Lie algebra is presented. In particular, we find a class of a non-inner and non-skewsymmetric
biderivations. Furthermore, we also get the forms of linear commuting maps on the finite dimensional
complex simple Lie algebra or general linear Lie algebra.
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1. Introduction and preliminary results
Derivations and generalized derivations are very important subjects in the study of both algebras and
their generalizations. In recent years, biderivations have aroused the interest of a great many authors,
see [2, 5, 8, 9, 12, 13, 16, 17, 18, 19]. In [2], Bresˇar et. al. showed that all biderivations on commutative
prime rings are inner biderivations, and determined the biderivations of semiprime rings. The notation of
biderivations of Lie algebras was introduced in [17]. In addition, Wang et. al. proved that the skewsym-
metric biderivations of the Schro¨dinger-Virasoro algebra are inner biderivations [16]. Furthermore, Xia
et. al. showed that the skewsymmetric super-biderivations on the super-Virasoro Algebras are inner [18].
In [8], Chen pointed out every skewsymmetric biderivation of a simple generalized Witt algebra over a
field of characteristic zero is also inner. In [13], Han et. al. determined all the skewsymmetric bideriva-
tions of W (a, b) and found that there exist non-inner biderivations. It may be useful and interesting for
computing the biderivations of some important Lie (super-)algebras. Of course, we should first consider
the finite dimensional complex simple Lie algebra. In fact, Wang et. al. showed that the skewsymmetric
biderivation of a finite dimensional complex simple Lie algebra is inner [18], but the problem about the
general biderivation (without the restriction of skewsymmetric) is still open. We will study this problem
in this paper.
For an arbitrary Lie algebra L, we recall that a bilinear map f : L×L→ L is a biderivation of L if it
is a derivation with respect to both components. More precisely, one has
Definition 1.1. Suppose that L is a Lie algebra. A bilinear map f : L× L→ L is called a biderivation
if it satisfies
f([x, y], z) = [x, f(y, z)] + [f(x, z), y], (1)
f(x, [y, z]) = [f(x, y), z] + [y, f(x, z)] (2)
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2for all x, y, z ∈ L.
Let λ ∈ C, the bilinear map f : L × L → L sending (x, y) to λ[x, y], is a biderivation of L. It
will be called an inner biderivation of L. It is well known that every derivation of a finite dimensional
complex simple Lie algebra is inner. There is a natural question: what is the biderivation of a finite
dimensional complex simple Lie algebra? It seems that this question has already answered by [17], i.e.,
every biderivation of a finite dimensional complex simple Lie algebra is inner. The following assumption
is a pivotal Lemma in [17] (see Lemma 2.2 of [17]).
Assumption 1.2. [17] Let f be a biderivation of a Lie algebra L. Then one has
[f(x, y), [u, v]] = [[x, y], f(u, v)], ∀x, y, u, v ∈ L. (3)
Unfortunately, we see that Assumption 1.2 is invalid by a simple computation. In fact, since f is a
derivation in the first argument, it can be seen that
f([x, u], [y, v]) = [f(x, [y, v]), u] + [x, f(u, [y, v])].
Using the fact that f is a derivation in the second argument, one has
f([x, u], [y, v]) = [[f(x, y), v], u] + [[y, f(x, v)], u] + [x, [f(u, y), v]] + [x, [y, f(u, v)]].
On the other hand, computing f([x, u], [y, v]) in a different way, it shows
f([x, u], [y, v]) = [[x, f(u, y)], v] + [[f(x, y), u], v] + [y, [f(x, v), u]] + [y, [x, f(u, v)]].
By comparing the above two equations, we have
[f(x, y), [u, v]] + [[x, v], f(u, y)] = [[x, y], f(u, v)] + [f(x, v), [u, y]], ∀x, y, u, v ∈ L. (4)
Obviously, Eqs. (3) and (4) are different. So the pivotal Lemma 2.2 in [17] does not work. This tells
us that the problem about characterization of biderivation of a finite dimensional complex simple Lie
algebra is still open. In this paper, we work under the complex number field, and this field also works
with any algebraically closed field of characteristic zero.
It should be point out that Assumption 1.2 still holds if the biderivation f is skewsymmetric (that is
f(x, y) = −f(y, x) for all x, y ∈ L). This result was given by Lemma 2.3 in [8]. However, the results of
[17] still hold if the biderivations are skewsymmetric. It is easy to check that Xu et. al. also forget the
assumption of super-skewsymmetric [19]. Besides that, about this class of problems on biderivation of Lie
(super-)algebra, f is supposed to be (super-)skewsymmetric and applied the conclusion of Assumption
1.2 [8, 10, 13, 16, 18]. In this paper, the assumption of skewsymmetric will not be applied.
3In this paper, the notation concerning Lie algebras follows mainly from [6, 14]. Let C be the complex
number field, L a simple Lie algebra over C of rank l, η a fixed Cartan subalgebra of L, Φ ⊆ η∗ the
corresponding root system of L, ∆ a fixed base of Φ, Φ+ (resp., Φ−) the set of positive (resp., negative)
roots relative to ∆. The roots in ∆ are called simple. Let L = η ⊕ (⊕β∈ΦLβ) be the root space
decomposition of L, where Lβ = {x ∈ L|[h, x] = β(h)x, ∀h ∈ η}. For each α ∈ Φ, take nonzero vectors
xα ∈ Lα, hα ∈ η such that xα, hα, x−α span a three-dimensional simple subalgebra of L isomorphic to
sl2(C), that is [xα, x−α] = hα, [hα, xα] = 2xα and [hα, x−α] = −2x−α. The set {hα, xβ |α ∈ ∆, β ∈ Φ}
forms a basis of L. For convenience, a new definition can be given as follows. That is, two roots α, β ∈ Φ
are called to be connected if there are some γ1, γ2, · · · , γk ∈ Φ satisfying α+γ1, γ1+γ2, · · · , γk+β ∈ Φ∪{0}.
Obviously, the connected relation is an equivalence relation on Φ. The following result is easy to prove
and it will be useful in our main proof.
Lemma 1.3. Any two roots of a finite dimensional complex simple Lie algebra are connected.
Proof. Let V be a real vector space of dimension l with basis β1, · · · , βl. Let the symmetric scalar product
(, ) be defined by (βi, βj) = δi,j . The full root system Φ for each finite dimensional complex simple Lie
algebra is well known (see [6]) and it can be listed as:
Al : Φ = {βi − βj |i, j = 1, 2, · · · , l + 1, i 6= j}, (l ≥ 1),
Bl : Φ = {±βi ± βj ,±βi|i, j = 1, · · · , l, i 6= j}, (l ≥ 2),
Cl : Φ = {±βi ± βj ,±2βi|i, j = 1, · · · , l, i 6= j}, (l ≥ 3),
Dl : Φ = {±βi ± βj |i, j = 1, · · · , l, i 6= j}, (l ≥ 4),
E6 : Φ = {±βi ± βj |i, j = 1, · · · , 5, i 6= j} ∪ {
1
2
8∑
i=1
ǫiβi|ǫi = ±1,
8∏
i=1
ǫi = 1, ǫ6 = ǫ7 = ǫ8},
E7 : Φ = {±βi ± βj |i, j = 1, · · · , 6, i 6= j} ∪ {±(β7 + β8)} ∪ {
1
2
8∑
i=1
ǫiβi|ǫi = ±1,
8∏
i=1
ǫi = 1, ǫ7 = ǫ8},
E8 : Φ = {±βi ± βj |i, j = 1, · · · , 8, i 6= j} ∪ {
1
2
8∑
i=1
ǫiβi|ǫi = ±1,
8∏
i=1
ǫi = 1},
F4 : Φ = {±βi ± βj ,±βi|i, j = 1, 2, 3, 4, i 6= j} ∪ {
1
2
4∑
i=1
ǫiβi|ǫi = ±1},
G2 : Φ = {±(−2βi + βj + βk),±(βi − βj)|i, j, k = 1, 2, 3, i 6= j, j 6= k, i 6= k}.
Nextly, we can verify one by one that any two roots of one designated simple Lie algebra of types Al,
Bl, Cl, Dl, E6, E7, E8, F4, G2 are connected. 
Now let us recall the definition of the derivation of a Lie algebra as follows.
Definition 1.4. Suppose that L is a Lie algebra. A linear map φ : L → L is called a derivation if it
satisfies
φ([x, y]) = [φ(x), y] + [x, φ(y)] (5)
4for all x, y ∈ L.
For x ∈ L, it is easy to see that φx : L→ L, y 7→ adx(y) = [x, y], for all y ∈ L is a derivation of L. It
is called an inner derivation. The following result is well known.
Lemma 1.5. [14] Every derivation of a finite dimensional complex simple Lie algebra is inner.
2. Biderivations of finite dimensional complex simple Lie algebras
In this section, we assume that f is a biderivation of a finite dimensional complex simple Lie algebra
L. The following lemmas are useful to investigate the biderivation of L.
Lemma 2.1. There are two linear maps φ and ψ from L into itself such that
f(x, y) = [φ(x), y] = [x, ψ(y)], ∀x, y ∈ L. (6)
Proof. For the biderivation f of L and a fixed element x ∈ L, we define a map φx : L → L given by
φx(y) = f(x, y). Then, from Eq. (2) we see that φx is a derivation of L. Thus, by Lemma 1.5 we
know that φx is an inner derivation of L. So there is a map φ : L → L such that φx = adφ(x), i.e.,
f(x, y) = [φ(x), y]. Since f is bilinear, thence φ can be proved to be linear. Similarly, we define a map
ψz from L into itself given by ψz(y) = f(y, z) for all y ∈ L. We can obtain a linear map ψ from L into
itself such that f(x, y) = ad(−ψ(y))(x) = [x, ψ(y)]. The proof is completed. 
Lemma 2.2. For any h ∈ η, we have φ(h), ψ(h) ∈ η, where φ and ψ are defined by Lemma 2.1.
Proof. For any α ∈ Φ+, we choose xα ∈ Lα, x−α ∈ L−α and hα ∈ η as above satisfying the Serre relations
[xα, x−α] = hα, [hα, xα] = 2xα, [hα, x−α] = −2x−α.
For any but fixed α ∈ Φ, here Φ \ {α,−α} is denoted by Φ˜α. Let
φ(hα) = a1h1 + a2xα + a3x−α +
∑
β∈Φ˜α
kβxβ , (7)
φ(xα) = b1h2 + b2xα + b3x−α +
∑
β∈Φ˜α
tβxβ , (8)
φ(x−α) = c1h3 + c2xα + c3x−α +
∑
β∈Φ˜α
lβxβ , (9)
ψ(hα) = s1h4 + s2xα + s3x−α +
∑
β∈Φ˜α
mβxβ , (10)
ψ(xα) = p1h5 + p2xα + p3x−α +
∑
β∈Φ˜α
nβxβ , (11)
ψ(x−α) = q1h6 + q2xα + q3x−α +
∑
β∈Φ˜α
rβxβ (12)
5for some ai, bi, ci, si, pi, qi, kβ , tβ , lβ,mβ , nβ, rβ ∈ C, i = 1, 2, 3, β ∈ Φ˜α, and hj ∈ η, j = 1, 2, · · · , 6. By
Lemma 2.1 and Eqs. (7), (11), we have
f(hα, xα) = [φ(hα), xα] = a1α(h1)xα − a3hα +
∑
β∈Φ˜α
kβ [xβ , xα] (13)
and
f(hα, xα) = [hα, ψ(xα)] = 2p2xα − 2p3x−α +
∑
β∈Φ˜α
mββ(hα)xβ . (14)
By comparing the above two equations, and [xβ , xα] ∈ Lα+β 6= η since β ∈ Φ˜α, we have a3 = 0. In
the same way by considering f(hα, x−α) with Eqs. (7) and (12), a2 = 0. Similarly, considering the
images f(xα, hα) and f(x−α, hα), we have s2 = s3 = 0 by Eqs. (8), (9) and (10). In other words, for
a1h1 = hˆ
α ∈ η and s1h4 = hˇ
α ∈ η, it can be seen that
φ(hα) = hˆ
α +
∑
β∈Φ˜α
kβxβ , (15)
ψ(hα) = hˇ
α +
∑
β∈Φ˜α
mβxβ . (16)
Now for any root γ ∈ Φ˜α, here Φ \ {α,−α, γ,−γ} is denoted by Φ˜α,γ . By Eqs. (15) and (16), we can
assume that
φ(hα) = hˆ
α + kγxγ + k−γx−γ +
∑
β∈Φ˜α,γ
kβxβ , (17)
ψ(hγ) = hˇ
γ + µαxα + µ−αx−α +
∑
β∈Φ˜α,γ
µβxβ .
By Lemma 2.1 and the above two equations, it follows that
f(hα, hγ) = [φ(hα), hγ ] = −2kγxγ + 2k−γx−γ −
∑
β∈Φ˜α,γ
kββ(hγ)xβ (18)
and
f(hα, hγ) = [hα, ψ(hγ)] = 2µαxα − 2µ−αx−α +
∑
β∈Φ˜α,γ
µββ(hα)xβ . (19)
By comparing Eqs. (18) and (19), one has kγ = k−γ = µα = µ−α = 0. Due to the arbitrariness of γ, we
get φ(hα) = hˆ
α ∈ η by Eq. (17). Similarly, with the same idea, ψ(hα) = hˇ
α ∈ η. Since the vectors of set
{hα, α ∈ Φ} span η, we have φ(η) ⊂ η and ψ(η) ⊂ η, as desired. 
Lemma 2.3. Let φ and ψ be defined by Lemma 2.1. Then there is a complex number λ such that
φ(x) = ψ(x) = λx, ∀x ∈ Lα, α ∈ Φ. (20)
Proof. For every α ∈ Φ, it is easy to see that the set kerα = {h ∈ η|α(h) = 0} is a proper subspace of
η. From our well-known result, we have by |Φ| < +∞ that
⋃
α∈Φ kerα is a proper subset of η. Thus, we
6can find a vector h ∈ η \
⋃
α∈Φ kerα. This indicates that β(h) 6= 0 for all β ∈ Φ. Choose a fixed root α,
by Lemma 2.1 we deduce
f(xα, h) = [φ(xα), h] = −[h, φ(xα)] (21)
and
f(xα, h) = [xα, ψ(h)] = −[ψ(h), xα] = −α(ψ(h))xα. (22)
Let
φ(xα) =
∑
β∈Φ
tβxβ + hˆ
α, (23)
where tβ ∈ C and hˆ
α ∈ η. This, together with Eq. (21), gives that
f(xα, h) = −
∑
β∈Φ
tββ(h)xβ . (24)
With Eqs. (22) and (24), we have tββ(h) = 0 for any β ∈ Φ \ {α} and tαα(h) = α(ψ(h)). With Eq. (23)
and the fact β(h) 6= 0, α(h) 6= 0, it implies that
φ(xα) = tαxα + hˆ
α, tα =
α(ψ(h))
α(h)
. (25)
Similarly, by considering the image f(h, xα), we have
ψ(xα) = kαxα + hˇ
α, kα =
α(φ(h))
α(h)
, (26)
where kα ∈ C and hˇ
α ∈ η. It should be pointed out that Eqs. (25) and (26) also tell us that
t−α = tα, k−α = kα, ∀α ∈ Φ. (27)
For any α, β ∈ Φ, by Lemma 2.1 and Eqs. (25), (26), we have
f(xα, xβ) = [φ(xα), xβ ] = tα[xα, xβ ] + β(hˆ
α)xβ (28)
and
f(xα, xβ) = [xα, ψ(xβ)] = kβ [xα, xβ ]− α(hˇ
β)xα. (29)
Combing Eq. (28) with Eq. (29), we firstly see that β(hˆα) = α(hˇβ) = 0 if α 6= β. But −α(hˆα) =
α(hˇ−α) = 0 by taking β = −α. This means that β(hˆα) = 0 for all β ∈ Φ, i.e., hˆα ∈
⋂
β∈Φ kerβ, which
gives hˆα = 0. Similarly, by taking α = −β we have hˇβ = 0. Hence, by Eqs. (25), (26), one has that
φ(xα) = tαxα, ψ(xα) = kαxα. (30)
With f(xα, x−α) = [φ(xα), x−α] = [xα, ψ(x−α)] and Eq. (30), it follows that
tα = k−α, ∀α ∈ Φ. (31)
Then we review Eqs. (28) and (29), and get
tα = kβ , for α+ β ∈ Φ. (32)
7Eqs. (27),(31) and (32) imply that if α, β ∈ Φ such that α+ β ∈ Φ ∪ {0}, then tα = kβ = tβ = kα. And,
for arbitrary connected roots α, β ∈ Φ, tα = kβ = tβ = kα. By Lemma 1.3, we conclude that
tα = tα′ = kβ = kβ′ , ∀α, α
′, β, β′ ∈ Φ. (33)
Let tα = λ in Eq. (33), the proof is completed. 
We now state our main result as follows.
Theorem 2.4. Suppose that L is a finite dimensional complex simple Lie algebra. Then f is a bideriva-
tion of L if and only if it is inner, i.e., there is a complex number λ such that
f(x, y) = λ[x, y], ∀x, y ∈ L.
Proof. The “if” direction is obvious. We now prove the “only if” direction. By Lemma 2.3, there is
λ ∈ C such that φ(x) = ψ(x) = λx, ∀x ∈ Lα, α ∈ Φ, where φ and ψ are given by Lemma 2.1. For any
h ∈ η and α ∈ Φ, by Lemma 2.1, one shows that f(h, xα) = [φ(h), xα] = [h, ψ(xα)]. It implies that
α(φ(h))xα = λα(h)xα. In other words, one has
α(λh− φ(h)) = 0, ∀α ∈ Φ,
which yields φ(h) = λh for all h ∈ η. Now, for any x, y ∈ L, let x =
∑
α∈Φ lαxα+h, where lα ∈ C. Thus,
f(x, y) = [φ(x), y] = [
∑
α∈Φ
lαφ(xα) + φ(h), y] = [
∑
α∈Φ
lαλxα + λh, y] = [λx, y].
The proof is completed. 
3. Applications
3.1. Biderivation of a general linear Lie algebra. We firstly characterize the biderivation of a general
linear Lie algebra gln(C), which consisting all n×n complex matrices under the Lie product [x, y] = xy−yx
for all x, y ∈ gln(C). Recall that gln(C) has a Lie subalgebra sln(C) = {x ∈ gln(C)|tr(x) = 0}, which is
the An−1 type simple Lie algebra, where tr(x) denotes the trace of x. The following fact is well known.
Lemma 3.1. (i) [gln(C), gln(C)] = [sln(C), sln(C)] = sln(C);
(ii) gln(C) = CIn ⊕ sln(C). That is, for any x ∈ gln(C), the following decomposition is unique:
x =
1
n
tr(x)In + ux
where ux = x−
1
n
tr(x)In ∈ sln(C) and In is the n× n identity matrix.
We have the following result by Theorem 2.4.
8Theorem 3.2. f is a biderivation of gln(C) if and only if there are two complex numbers λ, µ such that
f(x, y) = µtr(x)tr(y)In + λ[x, y], ∀x, y ∈ gln(C).
Proof. The “if” direction is easy to verify. We now prove the “only if” direction.
We first claim that φ(In) ∈ CIn for any derivation φ of gln(C). In fact, for all x ∈ gln(C), by [x, In] = 0
we have 0 = φ([x, In]) = [φ(x), In] + [x, φ(In)] = [x, φ(In)] . Hence, φ(In) ∈ Z(gln(C)) = CIn. We have
obtained the desired claim. Similar to the proof of Lemma 2.1, if we let φx(y) = f(x, y) = ψy(x) for all
x, y ∈ gln(C), then φx and ψy are both derivations of gln(C). Thus, the above claim tells us that
f(x, In), f(In, y) ∈ CIn, ∀x, y ∈ gln(C). (34)
On the other hand, according to Lemma 3.1 (i), x, y ∈ sln(C) can be written as x = [x1, x2] and
y = [y1, y2], where x1, x2, y1, y2 ∈ sln(C). Thus, by the definition of biderivation, it is obtained that
f(x, In) = f([x1, x2], In) = [f(x1, In), x2] + [x1, f(x2, In)]
and
f(In, y) = f(In, [y1, y2]) = [f(In, y1), y2] + [y1, f(In, y1)].
By (34), we conclude that f(x1, In), f(x2, In), f(In, y1) and f(In, y2) all lie in the center CIn. With the
above equations, it yields that
f(x, In) = f(In, y) = 0, ∀x, y ∈ sln(C). (35)
On the other hand, if x, y ∈ sln(C), we write as above x = [x1, x2] for some x1, x2 ∈ sln(C). Applying
Eq. (2) one has that f(x, y) = f([x1, x2], y) = [x1, f(x2, y)] + [f(x1, y), x2] ∈ sln(C). This means that f
restricts to sln(C)× sln(C) is also a biderivation of sln(C). By Theorem 2.4, there is a complex number
λ such that
f(x, y) = λ[x, y], ∀x, y ∈ sln(C). (36)
Now, for any x, y ∈ gln(C), by Lemma 3.1 (ii) we can write x =
1
n
tr(x)In + ux and y =
1
n
tr(y)In + uy,
where ux = x−
1
n
tr(x)In, uy = y −
1
n
tr(y)In ∈ sln(C). Thus,
f(x, y) = f(
1
n
tr(x)In + ux,
1
n
tr(y)In + uy)
=
1
n2
tr(x)tr(y)f(In, In) +
1
n
tr(x)f(In, uy) +
1
n
tr(y)f(ux, In) + f(ux, uy). (37)
By Eq. (35), we know that f(In, uy) = f(ux, In) = 0. Eq. (36) also tells us that f(ux, uy) = λ[ux, uy] =
λ[x − 1
n
tr(x)In, y −
1
n
tr(y)In] = λ[x, y]. Hence, according to (34), if we let f(In, In) = n
2µIn for some
µ ∈ C, then Eq. (37) becomes to
f(x, y) = µtr(x)tr(y)In + λ[x, y].
9The proof is completed. 
Remark 3.3. It is easy to see that the biderivation f(x, y) = µtr(x)tr(y)In + λ[x, y] is non-inner. As
far as we know, the examples of non-inner biderivation of a Lie algebra are limited, we can find in [13].
On the other hand, we want remind that this diderivation also is not skewsymmetric.
3.2. Linear commuting maps on Lie algebras. Recall that a linear commuting map φ on a Lie
algebra L subject to [φ(x), x] = 0 for any x ∈ L. The first important result on linear (or additive )
commuting maps is Posners theorem [15] from 1957. Then many scholars study commuting maps on all
kinds of algebra structures [1, 3, 4, 7, 8, 11, 13, 16, 18, 20]. In particular, Bresˇar have been proposed
briefly discuss various extensions of the notion of a commuting map [4].
Obviously, if φ on L is such a map, then [φ(x), y] = [x, φ(y)] for any x, y ∈ L. Define f(x, y) =
[φ(x), y] = [x, φ(y)], then it is easy to verify that f is a biderivation of L. Similar to the proof of Theorem
3.1 in [8], we have the following result by using Theorem 2.4 .
Theorem 3.4. Let L be a finite dimensional complex simple Lie algebra. Then any linear map φ on L
is commuting if and only if it is a scalar multiplication map on L.
And we also get the following result by using Theorem 3.2, which is a result of [11].
Theorem 3.5. Any linear map φ on gln(C) is commuting if and only if there is a complex number λ
and a linear function σ : gln(C)→ C such that
φ(x) = σ(x)In + λx, ∀x ∈ gln(C).
Proof. The “if” direction is easy to verify. We now prove the “only if” direction.
By the above discussion we see that f(x, y) = [φ(x), y], x, y ∈ gln(C) is a biderivation of gln(C). By
Theorem 3.2, it shows that [φ(x), y] = µtr(x)tr(y)In + λ[x, y] for some µ, λ ∈ C. Furthermore, we have
[φ(x) − λx, y] = µtr(x)tr(y)In ∈ sln(C) ∩ CIn = {0}, i.e., [φ(x) − λx, y] = 0 for all x, y ∈ gln(C). This
means that φ(x) − λx ∈ Z(gln(C)) = CIn. Thus, we can find a map σ from gln(C) into C such that
φ(x) − λx = σ(x)In.
It is easy to prove that σ is linear. This completes the proof. 
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