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English summary
My work deals with Po´lya urns and their connections to random trees widely used in
computer science in order to structure data or analyse algorithms.
In Po´lya urns theory we study urns of colored balls with replacement schemes. We
draw randomly balls and replace them adding others according to the scheme. Our main
aim is to know the asymptotic distribution of each ball color.
In random trees theory the main issues are to count the number of leaves, the tree size,
etc... which give us an idea of the efficiency of an algorithm.
The Po´lya urns will help us to get asymptotic distributions of these tree characteristics,
they provide an easy, elegant and global way to resolve these problems.
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2Introduccio´n
En este trabajo desarrollaremos la teor´ıa de las urnas de Po´lya y sus conexiones con
los a´rboles aleatorios.
Las urnas de Po´lya fueron introducidas en los an˜os 20 por los matema´ticos George
Po´lya y Eggenberger con el objetivo de modelar el contagio de una enfermedad. Sin em-
bargo, esas urnas tienen muchas ma´s aplicaciones: en informa´tica, biolog´ıa, epidemiolog´ıa,
f´ısica (las urnas de Ehrenfest pueden ser reducidas a una urna de Polya), etc...
¿Que´ son las urnas de Po´lya? Una urna de Po´lya contiene bolas de k colores distintos.
En cada etapa se mezcla bien la urna y se extrae una bola al azar. Si la bola escogida es
de color i an˜adimos ai,1 bolas de color 1, ai,2 bolas de color 2,..., ai,k bolas de color k. Se
repite el procedimiento indefinidamente.
Los ai,j pueden ser aleatorios o determin´ısticos, negativos o positivos.
Se suele representar el esquema de la urna con una matriz:
A =

a1,1 a1,2 . . . a1,k
a2,1 a2,2 . . . a2,k
...
...
. . .
...
ak,1 ak,2 . . . ak,k
 .
Primero estudiaremos las condiciones de sostenibilidad de una urna. Es decir cua´les
son las hipo´tesis sobre las condiciones iniciales y sobre la matriz asociada a nuestra urna
para que se pueda repetir indefinidemente el procedimiento de extraccio´n de bolas.
Luego desarrollaremos los diversos estudios que han sido presentados a lo largo del
siglo XX, del modelo ma´s ba´sico de Po´lya y Eggenberger (para una urna dicroma´tica) a
los teoremas de Smythe (para una urna con un nu´mero cualquiera k de colores distintos
de bolas).
Finalmente usaremos esos diversos resultados para estudiar las propiedades de varios
tipos de a´rboles aleatorios. Contaremos las hojas de un a´rbol binario de bu´squeda, las
rotaciones de un a´rbol de franja equilibrada, el taman˜o de un a´rbol m-ario de bu´squeda
etc...
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3Urnas de Po´lya
3.1. Sostenibilidad
Un esquema de urnas se dice que es sostenible si siempre es posible extraer bolas y
continuar indefinidamente con la regla de reemplazamiento establecida. La condicio´n de
sostenibilidad garantiza que se pueden perpetuar las extracciones indefinidamente y por
tanto se trata de una condicio´n necesaria para el estudio de propiedades asinto´ticas de las
urnas de Po´lya.
Nota 1. En el caso particular en que la urna contenga solo dos colores, i.e. k = 2, supon-
dremos durante todo el trabajo que tales colores son blanco y azul y denotamos W0 y B0
respectivamente al nu´mero inicial de bolas blancas y de azules en la urna. En este caso la
matriz asociada al esquema de extracciones se denotara´
(
a b
c d
)
.
La sostenibilidad de una urna puede depender de las condiciones iniciales. Por ejem-
plo, la urna cuya matriz es A =
(−1 −1
1 1
)
no es sostenible si W0 ≥ B0 pues es posible
extraer sucesivamente bolas de color blanco hasta que no quede ninguna de color azul, a
partir de ese momento no es posible continuar con la regla de reemplazamento establecida
pues no es posible extraer ninguna bola azul. Sin embargo, la urna es sostenible si W0 < B0.
A continuacio´n, vamos a dar caracterizaciones de las matrices sostenibles en dimensio´n
dos. Se puede encontrar tal estudio en el libro de Mahmoud (2009).
1) Esta´ claro que si la matriz tiene cuatro elementos negativos no puede ser sostenible.
En efecto, en este caso en cada extraccio´n la urna va teniendo menos bolas y en el
momento en que se vac´ıe de un determinado color no es posible continuar.
2) Si la matriz tiene tres elementos negativos la urna no puede ser sostenible. De hecho,
cualquier matriz que tenga dos elementos negativos en la misma columna no puede
ser sostenible. Por ejemplo, si la matriz es
(− +
− +
)
siempre quitamos bolas blancas
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en cada etapa en el momento que no queden ma´s bolas blancas no se podra´ continuar
por lo que el modelo no puede ser sostenible.
3) Con dos elementos negativos. Si los dos elementos negativos esta´n en la misma
columna la urna no es sostenible tal como se vio´ anteriormente.
Tampoco es sostenible el caso
(
+ −
− +
)
. En efecto, por ejemplo si solo extraemos
bolas blancas, quitamos todas las bolas azules hasta tener un problema.
Ahora vamos a estudiar el caso (− −
+ +
)
.
Consideremos el caso ma´s cr´ıtico, es decir, el camino que vac´ıa la urna. Primero, W0
tiene que ser un mu´ltiplo de |a|, en efecto, en caso contrario coger´ıamos bolas blancas
hasta quitar todas las bolas blancas y la urna no ser´ıa sostenible. Cogemos
W0
|a| bolas
blancas y entonces nuestra urna ya no tiene bolas blancas y tiene B0 −W0 |b||a| bolas
azules. Entonces necesitamos que B0−W0 |b||a| > 0 para que la urna sea sostenible. La
pro´xima bola cogida sera´ necesariamente una azul. Entonces tenemos ahora c bolas
blancas y B0−W0 |b||a|+d bolas azules en la urna. Volvemos a vaciar las bolas blancas
(es el camino cr´ıtico) entonces c tiene que ser un mu´ltiplo de |a| y nos encontramos
con una urna que tiene 0 bolas blancas y B0−W0 |b||a|+d−c
b
a
bolas azules. De nuevo
para que la urna sea sostenible necesitamos B0 −W0 |b||a| + d − c
b
a
> 0. De nuevo
vamos a coger una bola azul en la siguiente etapa y la composicio´n de la urna sera´:
c bolas blancas y B0 −W0 |b||a| + 2d− c
b
a
bolas azules y as´ı sucesivamente.
En el i-e´simo estado cr´ıtico tenemos 0 bolas blancas y B0−W0 |b||a|+(i−1)d−(i−1)c
b
a
bolas azules. Entonces necesitamos B0 −W0 |b||a| + (i− 1)d− (i− 1)c
b
a
> 0, ∀i ≥ 1 es
decir, B0 −W0 |b||a| > (i− 1)[c
b
a
− d].
Como i puede ser muy grande y B0−W0 |b||a| > 0 necesitamos c
b
a
−d < 0⇔ cb−ad >
0⇔ det(A) = ad− bc < 0.
En resumen, tenemos las condiciones siguientes para que la urna sea sostenible:
a) W0 y c son mu´ltiplos de |a|
b) det(A) ≤ 0
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c) det
(
a b
W0 B0
)
< 0
El caso
(
+ +
− −
)
es sime´trico invirtiendo los colores.
Queda el caso (− +
+ −
)
.
Vamos a seguir el camino que vac´ıa las bolas blancas (hacemos un razonamiento
similar por el camino que vac´ıa las bolas azules). Primero, tenemos que W0 debe
ser un mu´ltiplo de |a|, luego vaciamos las bolas blancas de la urna, tenemos 0 bolas
blancas y B0 +
b
|a|W0 bolas azules. En la pro´xima etapa cogeremos necesariamente
una bola azul y la urna tiene ahora c blancas y B0 +
b
|a|W0 + d azules (entonces
necesitamos B0 +
b
|a|W0 + d > 0 pero esta condicio´n no aporta nada ma´s porque
B0 es un mu´ltiplo de |d|). Volvemos a vaciar las bolas blancas de la urna. Entonces,
tenemos la condicio´n que c sea un mu´ltiplo de |a| y nuestra urna tiene ahora 0 blancas
y B0 +
b
|a|W0 + d+ b
c
|a| . Siguiendo as´ı infinitamente en el i-e´simo estado cr´ıtico nos
encontramos con una urna con 0 blancas y B0 +
b
|a|W0 + (i− 1)d+ (i− 1)b
c
|a| que
es siempre positivo.
Entonces las u´nicas condiciones son:
a) W0 y c son mu´ltiplos de |a|
b) B0 y b son mu´ltiplos de |d|
c) b y c son positivos
4) Ahora con un solo menos. Consideremos los casos sime´tricos
(
+ −
+ +
)
y
(
+ +
− +
)
.
No son sostenibles si cogemos siempre un color de bola hasta vaciar la otra. Entonces
para el modelo
(
+ −
+ +
)
necesitamos que W0 = 0 y c = 0 (porque nunca tenemos
que encontrarnos con blancas en la urna, en caso contrario, podr´ıamos vaciar las
azules), y entonces tambie´n nos hace falta que B0 > 0.
Ahora consideremos el caso
(− +
+ +
)
y esta´ claro que W0 tiene que ser un mu´ltiplo
de a. Cogiendo so´lo blancas tenemos una urna con composicio´n 0 blancas y B0+b
W0
a
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azules que tiene que ser estrictamente positivo. Entonces si b = 0 necesitamos B0 > 0.
En el i-e´simo estado cr´ıtico nos encontramos con una urna de composicio´n 0 blancas
y B0 +b
W0
a
+c+b(i−1) c|a| que tiene que ser estrictamente positivo lo cual no an˜ade
condiciones.
El caso
(
+ +
+ −
)
es sime´trico.
3.2. Urnas de Po´lya-Eggenberger
Vamos a presentar el modelo de urnas llamado Po´lya-Eggenberger que es una urna
de Po´lya con dos colores y que tiene
(
s 0
0 s
)
por matriz (con s > 0). Denotaremos pin =
Wn + Bn el nu´mero de bolas en la urna despue´s de n extracciones, siendo Wn el nu´mero
de bolas blancas y Bn el nu´mero de bolas azules. En este caso tenemos pin = pi0 + sn.
Tenemos el siguiente resultado:
Teorema 3.2.1. Eggenberger and Po´lya (1923). Sea W ∗n el nu´mero de bolas blancas se-
leccionadas en las n extracciones. Tenemos para 0 ≤ k ≤ n
P [W ∗n = k] =
W0(W0 + s)...(W0 + (k − 1)s)B0(B0 + s)...(B0 + (n− k − 1)s)
pi0(pi0 + s)...(pi0 + (n− 1)s)
(
n
k
)
.
Demostracio´n. Si cogemos k blancas en las n extracciones significa que hemos cogido
n − k azules. Sea ij el nu´mero de la extraccio´n en la que se escoge la j-e´sima blanca,
j = 1, ..., k. La probabilidad de este camino particular es:
B0
pi0
×B0 + s
pi1
×B0 + 2s
pi2
×...×B0 + (i1 − 2)s
pii1−2
× W0
pii1−1
×B0 + (i− 1)s
pii1
×...×B0 + (i2 − 3)s
pii2−2
×
W0 + s
pii2−1
× B0 + (i2 − 2)s
pii2
× ...× B0 + (n− k − 1)s
pin−1
y esta expresio´n no depende de cua´ndo se escogen las blancas (es decir, no depende de los
ı´ndices il). Como hay
(
n
k
)
maneras de elegir los momentos donde se cogen las blancas, de
aqu´ı el resultado. 
Corolario 3.2.1. Eggenberger and Po´lya (1923). Sea Wn el nu´mero de bolas blancas en
la urna de Po´lya Eggenberger despue´s de n extracciones. Entonces
E[Wn] =
W0
pi0
sn+W0,
V ar[Wn] =
W0B0s
2n(sn+ pi0)
pi20(pi0 + s)
.
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Teorema 3.2.2. Sea W ∗n el nu´mero de bolas blancas seleccionadas en n extracciones.
Entonces
W ∗n
n
→D β
(
W0
s
,
B0
s
)
.
Demostracio´n. Suponemos B0 y W0 estrictamente positivos. Tenemos
P [W ∗n = k] =
W0(W0 + s)...(W0 + (k − 1)s)B0(B0 + s)...(B0 + (n− k − 1)s)
pi0(pi0 + s)...(pi0 + (n− 1)s)
(
n
k
)
=
Γ
(
k +
W0
s
)
Γ
(
n− k + B0
s
)
Γ
(pi0
s
)
Γ
(
W0
s
)
Γ
(
B0
s
)
Γ
(
n+
pi0
s
) × n!k!(n− k)! .
Entonces para x ∈ [0, 1] tenemos
P (W ∗n ≤ nx) =
bnxc∑
k=0
Γ
(
k + W0s
)
Γ
(
n− k + B0s
)
Γ
(
pi0
s
)
Γ
(
W0
s
)
Γ
(
B0
s
)
Γ
(
n+ pi0s
) × Γ(n+ 1)
Γ(k + 1)Γ(n− k + 1) .
Ahora utilizamos la fo´rmula de Stirling que nos da una aproximacio´n de la funcio´n gamma.
En efecto se recuerda la aproximacio´n de Stirling:
Γ(x+ 1) = x! ≈
√
2pix(
x
e
)x
con x→∞. Por lo cual:
Γ(x+ r)
Γ(x+ s)
=
√
2pi(x+ r − 1)√
2pi(x+ s− 1)
(
x+ r
e
)x+r
(
x+ s
e
)x+s
=
√
x+ r − 1
x+ s− 1e
s−r(x+ r)x+r
1
(x+ s)x+s
=
√√√√√√1 +
r − 1
x
1 +
s− 1
x
es−r
xx+r
xx+s
(1 +
r
x
)x+r
1
(1 + sx)
x+s
≈ xr−s
pasando al l´ımite y recordando que (1 + rx)
x+r = e(x+r)ln(1+
r
x
) ≈ er
P (W ∗n ≤ nx) =
Γ
(pi0
s
)
Γ
(
W0
s
)
Γ
(
B0
s
) bnxc∑
k=0
Γ(n+ 1)
Γ(n+ pi0s )
Γ(n− k + B0s )
Γ(n− k + 1)
Γ(k + W0s )
Γ(k + 1)
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Adema´s utilizando la approximacio´n de Stirling obtenemos:
Γ(n+ 1)
Γ(n+ pi0s )
≈ n1−pi0s ; Γ(n− k +
B0
s )
Γ(n− k + 1) ≈ (n− k)
B0
s
−1;
Γ(k + W0s )
Γ(k + 1)
≈ kW0s −1,
con lo cual tomando l´ımite (n→∞):
P
[
W ∗n
n
≤ x
]
→
Γ
(pi0
s
)
Γ
(
W0
s
)
Γ
(
B0
s
) ∫ x
0
u
W0
s
−1(1− u)B0s −1du.

3.3. La urna de Bernard Friedman
El modelo de urna de Po´lya ha sido ampliado en los an˜os 40 por Bernstein (1940),
Savkevich (1940) y Friedman (1949) con urnas de matriz:(
s a
a s
)
.
E´stas se conocen como urnas de Friedman.
Podemos notar que esta matriz es de suma constante sobre las filas, lo cua´l permite
tener resultados ma´s este´ticos. Como la tasa de crecimiento de la urna es constante tenemos
que
pin = Wn +Bn = pi0 + (a+ s)n.
Supondremos siempre que s 6= a sino la urna es degenerada, no hay nada aleatorio en esta
urna y entonces no tiene intere´s.
Teorema 3.3.1. Friedman (1949). Sea Wn el nu´mero de bolas blancas en una urna
de Friedman despue´s de n extracciones. La funcio´n generatriz de momentos φn(t) =
E[exp(Wnt)] verifica la ecuacio´n diferencial siguiente:
φn+1(t) = e
at
[
φn(t) +
e(s−a)t − 1
pin
φ′n(t)
]
.
Demostracio´n. Denotamos 1Wn y 1
B
n respectivamente a las funciones indicadoras de los
eventos coger una blanca en el n-e´simo paso y coger azul en el n-e´simo paso. El nu´mero de
blancas despue´s de n+ 1 pasos es el nu´mero de blancas despue´s de n pasos ma´s el nu´mero
(negativo o positivo) de bolas blancas que se an˜aden tras haber cogido la (n + 1)-e´simo
bola o sea:
Wn+1 = Wn + s1
W
n+1 + a1
B
n+1 = Wn + (s− a)1Wn+1 + a
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E
[
eWn+1t |Wn
]
= e(Wn+a)tE
[
e(s−a)1
W
n+1t |Wn
]
E
[
e(s−a)1
W
n+1t |Wn
]
= E
[
e(s−a)1
W
n+1t |Wn, 1Wn = 0
]
P (1Wn = 0 |Wn)
+ E
[
e(s−a)1
W
n+1t |Wn, 1Wn = 1
]
P (1Wn = 1 |Wn)
= P (1Wn = 0 |Wn) + e(s−a)tP (1Wn = 1 |Wn)
=
(
1− Wn
pin
)
+
Wn
pin
e(s−a)t,
tomando esperanza obtenemos:
φn+1(t) = E
[
eWn+1t
]
= E
[
E
[
eWn+1t |Wn
]]
= E
[
e(Wn+a)t
(
1− Wn
pin
)
+ e(Wn+a)t
Wn
pin
e(s−a)t
]
= eatE
[
eWnt
(
1− Wn
pin
+
Wn
pin
e(s−a)t
)]
= eat
(
φn(t) + E
[
eWntWn
(e(s−a)t − 1)
pin
])
= eat
(
φn(t) +
e(s−a)t − 1
pin
φ′n(t)
)
(no´tese que pin no es aleatorio y por lo cual se puede sacar de la esperanza). 
Una ecuacio´n funcional as´ı no es especialmente fa´cil de resolver para cualquier valor de
a y s. Sin embargo, soluciones expl´ıcitas existen para a = 0 o s = 0. Se puede simplificar
esta ecuacio´n con el cambio (propuesto por Friedman) siguiente:
χn(t) =
(
1− e−t(s−a)
)δ+αn
φn(t)
con δ =
pi0
s− a y α =
s+ a
s− a .
En efecto, tenemos entonces que
φn(t) =
(
1− e−t(s−a)
)−δ−αn
χn(t) (3.1)
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derivando se obtiene que
φ′n(t) = (−δ−αn)(s−a)e−t(s−a)
(
1− e−t(s−a)
)−δ−αn−1
χn(t)+
(
1− e−t(s−a)
)−δ−αn
χ′n(t).
Se tiene lo siguiente:
χn+1(t) =
(
1− e−t(s−a)
)δ+α(n+1)
φn+1(t)
=
(
1− e−t(s−a)
)δ+α(n+1)
eat
[
φn(t) +
e(s−a)t − 1
pin
φ′n(t)
]
=
(
1− e−t(s−a)
)δ+α(n+1)
eat
[(
1− e−t(s−a)
)−δ−αn
χn(t)
+
e(s−a)t − 1
pin
(
(−δ − αn)(s− a)e−t(s−a)
(
1− e−t(s−a)
)−δ−αn−1
χn(t)
+
(
1− e−t(s−a)
)−δ−αn
χ′n(t)
)]
=
(
1− e−t(s−a)
)α
eat
[
χn(t)
(
1− e
t(s−a) − 1
pin
(δ + αn)(s− a)e−t(s−a)
(
1− e−t(s−a)
)−1)
+
e(s−a)t − 1
pin
χ′n(t)
]
se tiene
1− e
t(s−a) − 1
pin
(δ+αn)(s− a)e−t(s−a)
(
1− e−t(s−a)
)−1
= 1 +
−1
pin
pi0 + (s+ a)n
s− a (s− a) = 0
y por otro lado (
e(s−a)t − 1
)
eat = est − eat =
(
1− e−t(s−a)
)
est
de lo cual obtenemos
χn+1(t) =
est
pin
(
1− e−t(s−a)
)α+1
χ′n(t). (3.2)
Veremos aplicaciones de esta ecuacio´n funcional para los a´rboles recursivos. Ahora va-
mos a presentar la teor´ıa asinto´tica de las urnas de Friedman (desarollado por Freedman
(1965)).
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Teorema 3.3.2. Freedman (1965). Sea Wn el nu´mero de bolas blancas despue´s de n pasos
en una urna de Friedman no degenerada y sostenible. Sea ρ =
s− a
s+ a
, y suponemos ρ <
1
2
entonces:
Wn − 1
2
(s+ a)n
√
n
→D N
(
0,
(s− a)2
4(1− 2ρ)
)
.
Si ρ = 12 tenemos
Wn −Bn√
n log n
→D N(0, (s− a)2).
Si ρ > 12 el comportamiento es completamente diferente:
Wn −Bn
nρ
→D β
(
W0
s
,
B0
s
)
.
Nota. Se puede notar que en el caso ρ ≤ 12 la distribucio´n asinto´tica no depende de las con-
diciones iniciales de la urna. Al reve´s, en el caso ρ > 12 (la urna de Po´lya-Eggenberger es un
caso especial con ρ = 1) la distribucio´n asinto´tica depende fuertemente de la composicio´n
inicial de la urna. Demostraremos un resultado ma´s general en la seccio´n siguiente.
3.4. La urna de Bagchi-Pal
Para generalizar la urna de Friedman es natural romper la simetr´ıa de la matriz co-
rrespondiente. Estamos ahora con el caso ma´s general:(
a b
c d
)
.
Vamos a an˜adir algunas condiciones. Antes de todo, la urna tiene que ser sostenible para
desarollar una teor´ıa asinto´tica. Suponemos de nuevo que a + b = c + d = K (para tener
un crecimiento fijo en cada paso de la urna). Tambie´n suponemos como garant´ıa de sos-
tenibilidad que b > 0, c > 0 y si a < 0, entonces a divide a W0 y c; de manera similar
si d < 0, d divide B0 y b. Excluimos los casos b = c = 0 que corresponde a una urna de
Po´lya-Eggenberger. Se excluye el caso a = c pues no hay aleatoriedad. Tambie´n se excluye
el caso donde un elemento diagonal es 0. Dicho de otra forma, o ninguno de los elementos
de la matriz es nulo o los dos elementos diagonales son nulos.
Proposicio´n 1. (Bagchi and Pal (1985)). Sea Wn el nu´mero de bolas blancas despue´s de
n pasos. Entonces
E[Wn] =
c
b+ c
Kn+ o(n). (3.3)
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Si a− c < 12K,
V [Wn] =
bcK(a− c)2
(b+ c)2(K − 2(a− c))n+ o(n), (3.4)
y si a− c = 12K,
V [Wn] =
bc
K
n log n+O(1).
Demostracio´n. Conociendo el nu´mero de bolas blancas despue´s de n pasos sabemos que
la urna despue´s de n + 1 pasos so´lo puede tener Wn + a (en el caso que cogemos una
blanca) o Wn + c (en el caso de que cogemos una azul) bolas blancas. Por eso tenemos las
igualdades:
P (Wn+1 = Wn + a |Wn) = Wn
pin
(3.5)
y
P (Wn+1 = Wn + c |Wn) = 1− Wn
pin
(3.6)
lo cual nos da:
E[Wn+1 |Wn] = (Wn + a)P [Wn+1 = Wn + a |Wn] + (Wn + c)P [Wn+1 = Wn + c |Wn]
= (Wn + a)
Wn
pin
+ (Wn + c)
(
1− Wn
pin
)
=
(
1 +
a− c
pin
)
Wn + c.
Tomando esperanza
E[E[Wn+1 |Wn]] = E[Wn+1] = (1 + a− c
pin
)E[Wn] + c
lo cual es casi una sucesio´n geome´trica por eso introducimos el cambio
Yn = Wn − c
b+ c
pin. (3.7)
y obtenemos la relacio´n
E[Yn+1] = E[Wn+1]− c
b+ c
pin+1
=
(
1 +
a− c
pin
)
E[Wn] + c− c
b+ c
pin+1
=
(
1 +
a− c
pin
)(
E[Yn] +
c
b+ c
pin
)
+ c− c
b+ c
pin+1
=
(
1 +
a− c
pin
)
E[Yn]
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porque (
1 +
a− c
pin
)(
c
b+ c
pin
)
+ c− c
b+ c
pin+1 = 0
⇔ c
b+ c
pin +
(a− c)c
b+ c
+ c− c
b+ c
pin+1 = 0
⇔ cpin + (a− c)c+ c(b+ c)− cpin+1 = 0
⇔ pin + a+ b− pin+1 = 0
lo cual es cierto utilizando la hipo´tesis de crecimiento fijo de la urna de Bagchi y Pal.
Utilizando esta relacio´n obtenemos
E[Yn] =
(
1 +
a− c
pin−1
)
E[Yn−1]
=
(
1 +
a− c
pin−1
)(
1 +
a− c
pin−2
)
E[Yn−2]
=
(
W0 − c
b+ c
pi0
) n−1∏
j=0
(
1 +
a− c
pij
)
=
(
W0 − c
b+ c
pi0
) n−1∏
j=0
(
1 +
a− c
pi0 + jK
)
=
(
W0 − c
b+ c
pi0
) n−1∏
j=0
j +
pi0 + a− c
K
j +
pi0
K
=
(
W0 − c
b+ c
pi0
) n∏
j=1
j +
pi0 + a− c
K
− 1
j + pi0K − 1
=
(
W0 − c
b+ c
pi0
) (pi0
K − 1
)
!
(
n+ pi0+a−cK − 1
)
!(
pi0 + a− c
K
− 1
)
!
(
n+
pi0
K
− 1
)
!)
=
(
W0 − c
b+ c
pi0
) Γ (pi0K )Γ(n+ pi0 + a− cK
)
Γ
(
pi0 + a− c
K
)
Γ
(
n+
pi0
K
)
Utilizamos la approximacio´n de Stirling y obtenemos:
Γ(n+ pi0+a−cK )
Γ(n+ pi0K )
= n
a−c
K +O(n
a−c
K
−1),
con lo cual:
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E[Yn] = O(n
a−c
K )
y como a− c < K, E[Yn] = O(n) y por tanto
E[Wn] =
c
b+ c
pin + E[Yn] =
cK
b+ c
n+O(n).
No desarrolaremos completamente el ca´lculo de la varianza. Utilizando (3.5) y (3.6):
P (W 2n+1 = (Wn + a)
2 |Wn) = Wn
pin
,
P (W 2n+1 = (Wn + c)
2 |Wn) = 1− Wn
pin
.
Utilizando (3.7) obtenemos la recurrencia:
E[Y 2n+1] =
(
1 +
2(a− c)
pin
)
E[Y 2n ] +
(b− c)(a− c)2
(b+ c)pin
E[Yn] +
bc(a− c)2
(b+ c)2
.
Si a− c < 12K, la recurrencia asinto´ticamente tiene una solucio´n lineal. Si a− c = 12K
esta recurrencia se simplifica como
E[Y 2n+1] =
pin+1
pin
E[Y 2n ] +
b2 − c2
pin
E[Yn] + bc
que tiene una solucio´n particular superlineal.

Corolario 3.4.1. En una urna de Bagchi y Pal no degenerada, si a− c < 12K tenemos
Wn
n
→P cK
b+ c
.
Demostracio´n. En la desigualdad de Chebychev:
P (|Wn − E[Wn] |> ) ≤ V ar[Wn]
2
, ∀ > 0,
cambiamos  por E[Wn] y entonces obtenemos:
P
(
| Wn
E[Wn]
− 1 |> 
)
≤ V ar[Wn]
2E[Wn]2
→ 0
si n→ +∞ por (3.4) y (3.3).
Entonces
Wn
E[Wn]
→P 1,
adema´s (3.3) nos da
E[Wn]
n
→ cK
b+ c
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y usando estas dos u´ltimas relaciones obtenemos:
Wn
n
→P cK
b+ c
.

Vamos a presentar un resultado que nos sera´ u´til en el estudio de los a´rboles binarios
de bu´squeda.
Teorema 3.4.1. (Bagchi and Pal (1985)) Sea Wn el nu´mero de bolas blancas en una urna
de Bagchi y Pal despue´s de n pasos, donde se an˜ade K bolas a cada paso. Si a− c < 1
2
K
tenemos
W ∗n :=
Wn − cKb+cn√
n
→D N
(
0,
bcK(a− c)2
(b+ c)2(K − 2(a− c))
)
.
Si a− c = 1
2
K
W ∗n :=
Wn − cKb+cn√
nln(n)
→D N
(
0,
bc
K
)
.
3.5. Urnas ampliadas y Teoremas de Smythe
Hasta ahora nos hab´ıamos quedado en el caso de una urna con bolas de dos colores.
Es natural generalizar nuestra teor´ıa a urnas k colores. Consideremos a partir de ahora
una urna con bolas de k colores y sea A = [ai,j ]1≤i,j≤k su matriz correspondiente con
las mismas hipo´tesis que la urna de Bagchi y Pal, es decir, que se permiten elementos
diagonales negativos so´lo si la urna es sostenible, y se supone adema´s que
k∑
j=1
ai,j = K,
∀i ∈ {1, 2, ..., k}.
Denotamos X
(i)
n el nu´mero de bolas de color i despue´s de n pasos.
Si aj,j < 0 tenemos que aj,j |X(j)0 como consecuencia de la sostenibilidad.
Una urna de matriz A = [ai,j ]1≤i,j≤k es una urna ampliada si y solo si verifica las
condiciones:
1) La urna es sostenible.
2) ∀i ∈ {1, . . . k},
k∑
j=1
ai,j = λ1. Llamamos λ1 al valor propio principal de A (es el valor
propio de mayor parte real)
3) La matriz correspondiente so´lo tiene un valor propio real positivo (que es λ1)
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4) Para cada valor propio no principal de A, es decir, los λi (con i = 2, ..., k), tenemos
Re(λi) <
1
2λ1.
5) Todos los valores propios son simples.
6) No se puede tener dos valores propios complejos distintos con misma parte real, a
no ser que sean conjugados.
7) Los vectores propios son linealmente independientes.
8) No hay valores propios puramente imaginarios.
9) Las componentes del vector propio asociado al vector propio principal (llamado vec-
tor propio principal) son positivos.
Teorema 3.5.1. Smythe (1996). Sea una urna ampliada de k colores, con valor propio
principal λ1 > 0 y el vector propio asociado normalizado (o sea de norma uno con la
norma que suma los valores absolutos de los coeficientes del vector) v = (v1, v2, ..., vk). Sea
X
(i)
n el nu´mero de bolas de color i despue´s de n pasos. Entonces:
∀i ∈ {1, . . . k} , X
(i)
n
n
→P λ1vi.
Teorema 3.5.2. Smythe (1996). Suponemos que A es la matriz de una urna ampliada
sostenible que tiene por valor propio principal λ1 y como vector propio izquierdo normali-
zado asociado V T1 . Sea X
(i)
n el nu´mero de bolas de color i en la urna despue´s de n pasos
y Xn = (X
(1)
n , ..., X
(k)
n )T entonces
1√
n
(Xn − λ1nV1)→D Nk(0,Σ)
donde Σ es una matrix de covarianza l´ımite que no tiene una expresio´n expl´ıcita.
Vamos ahora a hacer la demostracio´n de esos dos teoremas en el caso de una urna
ampliada con dos tipos de colores que supondremos al principio por comodidad de suma
constante sobre las filas. Consideremos (
a b
c d
)
la matriz asociada a una tal urna.
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Podemos notar que ya hab´ıamos conseguido resultados de normalidad para la urna de
Bagchi y Pal. Vamos a desarrollar aqu´ı una alternativa debida a Smythe (1996), el mayor
intere´s es que se podra´ generalizar ma´s facilmente el resultado a k > 2.
Podemos notar que las valores propios son λ1 = K y λ2 = a− c utilizando que{
λ1 + λ2 = Tr(A) = a+ d
λ1 × λ2 = det(A) = ad− bc
El caso λ2 = 0 es trivial ya que implica que a = c y que el esquema(
a K − a
a K − a
)
no tiene aleatoriedad. Con lo cual supondremos que a 6= c.
Sea Wn el nu´mero de bolas blancas despue´s de n pasos y Bn el nu´mero de bolas azules
despue´s de n pasos, pin = Wn+Bn el nu´mero total de bolas en la urna despue´s de n pasos.
En nuestro caso de crecimiento fijo de la urna tenemos pin = pi0 +Kn de lo cual obtenemos
pin
n
→P λ1. (3.8)
Denotamos v = (v1, v2) y u = (u1, u2) los vectores propios izquierdos (vectores filas)
respectivos de λ1 y λ2.
Sea
Zn =
(
Wn
Bn
)
y
Xn = uZn.
Tenemos que |Xn| es linealmente acotado para n grande :
|Xn| = |u1Wn + u2Bn|
≤ |u1|Wn + |u2|Bn
≤ max(|u1|, |u2|)(Wn +Bn)
= max(|u1|, |u2|)pin
= max(|u1|, |u2|)(pi0 + λ1n)
≤ max(|u1|, |u2|)(λ1n+ λ1n)
= 2max(|u1|, |u2|)λ1n
= C1n
(3.9)
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Sea Fj la sigma algebra generada por Wj . Entonces:
E[∇Xn | Fn−1] = E[Xn −Xn−1 | Fn−1]
= E[Xn | Fn−1]−Xn−1
= E[uZn | Fn−1]−Xn−1
= E[u1Wn + u2Bn | Fn−1]−Xn−1
= u1
(
Wn−1 + a
Wn−1
pin−1
+ c
Bn−1
pin−1
)
+ u2
(
Bn−1 + b
Wn−1
pin−1
+ d
Bn−1
pin−1
)
= (u1Wn−1 + u2Bn−1) +
1
pin−1
uATZn−1 −Xn−1
= Xn−1 +
λ2
pin−1
uZn−1 −Xn−1
=
λ2
pin−1
Xn−1
con lo cual E
[
∇Xn − λ2
pin−1
Xn−1 | Fn−1
]
= 0 y losMn = ∇Xn− λ2
pin−1
Xn−1 son diferencias
de martingalas.
Utilizando el teorema de la doble esperanza obtenemos que E[Mn] = 0.
Vamos ahora a buscar coeficientes βj,n tal que
Vn =
n∑
j=1
βj,nMj
sea una buena aproximacio´n de Xn. Es decir,
Vn =
n∑
j=1
βj,nMj = Xn + n,
donde n es el eror pequen˜o de tal forma que no influye as´ıntoticamente. Entonces un
resultado as´ıntotico para Vn tambie´n vale para Xn. Deducimos que E[Vn] = 0
Para determinar la expresio´n de los βj,n desarollamos la igualdad anterior:
Xn + n = Vn
= βn,n
(
Xn −Xn−1 − λ2
pin−1
Xn−1
)
+ βn−1,n
(
Xn−1 −Xn−2 − λ2
pin−2
Xn−2
)
+ ...+ β1,n
(
X1 −X0 − λ2
pi0
X0
)
Tomamos βn,n = 1 y anulamos el coeficiente de Xn−1 del cual sacamos
βn−1,n = 1 +
λ2
pin−1
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seguimos anulando el coeficiente de Xn−2 del cual obtenemos
βn−2,n =
(
1 +
λ2
pin−2
)(
1 +
λ2
pin−1
)
Tra´s calculos que no desarrolaremos y que se pueden encontrar en Mahmoud (2009)
obtenemos que
βj,n =
(
n
j
)λ2
λ1
+O
(
n
λ2
λ1
−1
)
y
n = O
(
n
λ2
λ1
)
Lema 3.5.1. Si λ2 <
1
2
λ1 entonces
Xn
n
→P 0.
Demostracio´n. Calculamos la varianza
V ar[Vn] = E[V
2
n ]
= E
 n∑
j=1
βj,nMj

= E
 n∑
j=1
β2j,nM
2
j
+ 2E
 n∑
1≤r<s≤n
βr,nβs,nMrMs

El segundo te´rmino es nulo en efecto E[βr,nβs,nMrMs | Fr] = βr,nβs,nMrE[Ms | Fr] = 0
y utilizamos el teorema de la doble esperanza. Entonces
V ar[Vn] =
n∑
j=1
β2j,nE[M
2
j ]
=
n∑
j=1
β2j,nE
[(
(Xj −Xj−1)− λ2Xj−1
pij−1
)2]
≤
n∑
j=1
β2j,nE
[(
|Xj −Xj−1|+ λ2|Xj−1|
pij−1
)2]
≤
n∑
j=1
β2j,nE
[(
|u(Zn − Zn−1)|+ λ2C1(j − 1)
λ1(j − 1) + pi0
)2]
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utilizando 3.9 en la u´ltima desigualdad. Y cada componente de la diferencia |Zn−Zn−1| =
(|∇Wn|; |∇Bn|) esta acotado por ma´x(|a|, |b|, |c|, |d|). Con lo cual existe constantes C2 y
C3 tales que
V ar[Vn] ≤ C2
n∑
j=1
β2j,n
= C2
n∑
j=1
(n
j
)λ2
λ1
+O
(
n
λ2
λ1
−1
)
= C2
 n∑
j=1
(
n
j
) 2λ2
λ1
+O
(
n
2λ2
λ1
−2
)
+O
n 2λ2λ1 −1
j
λ2
λ1

≤ C3n
utilizando la condicio´n 2λ2 < λ1. Ahora con la desigualdad de Chebychev obtenemos:
P [| Vn − E[Vn] |> n] = P
[
| Vn
n
|> 
]
≤ C3n
n22
→n→∞ 0
o sea
Vn
n
→P 0. De lo cual deducimos
Xn
n
=
Vn − n
n
→P 0
porque hab´ıamos demostrado ya que n = O(n
λ2
λ1 ) = O(n). 
Teorema 3.5.3. Smythe (1996) Sea Wn y Bn respectivamente el nu´mero de bolas blancas
y azules en una urna ampliada dicroma´tica, con valor propio λ1 y el vector propio izquierdo
asociado (v1, v2). Seguimos denotando u = (u1, u2) vector propio izquierdo de λ2. Entonces,
Wn
n
→P λ1v1 (3.10)
Bn
n
→P λ1v2.
Demostracio´n. Para cada y = (y1, y2) existe α1 y α2 tal que y = α1(1, 1)+α2u. Entonces,
teniendo en cuenta que los vectores propios v e u son ortogonales (pues λ1 y λ2 se suponen
distintos)
yv = α1(1, 1)v + α2uv = α1(v1 + v2) + 0 = α1,
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adema´s hab´ıamos supuesto v de norma uno lo cual nos da la u´ltima igualdad. Por lo tanto:
1
n
yZn =
1
n
α1(1, 1)Zn +
α2
n
uZn
=
1
n
yv(1, 1)(Wn, Bn)
T + α2
Xn
n
=
1
n
yv(Wn +Bn)
T + α2
Xn
n
.
Adema´s ya hab´ıamos demostrado que
Wn +Bn
n
=
pin
n
=
λ1n+ pi0
n
→ λ1 y con el lema
anterior tenemos
Xn
n
→P 0 o sea 1
n
yZn →P λ1yv.
No tenemos ninguna restricio´n sobre y, as´ı que escogiendo y = (1, 0) obtenemos
Wn
n
→P λ1v1 y cogiendo y = (0, 1) obtenemos Bn
n
→P λ1v2. 
Nota 2. Hab´ıamos demostrado el Teorema 3.5.1 en dimensio´n k = 2. No desarrollaremos
el caso k > 2. El intere´s principal de la demostracio´n que acabamos de presentar es ver
la importancia de la hipotesis λ2 <
1
2
λ1. Esta hipotesis sera´ a menudo la ma´s complicada
de verificar cuando queramos utilizar el teorema de Smythe en el estudio de los a´rboles
aleatorios.
Ahora vamos a demostrar el teorema 3.5.2 en dimensio´n dos. Tenemos ya una ley de´bil
de los grandes nu´meros para
Wn
n
. Hemos de encontrar ahora un teorema central del l´ımite
para las urnas ampliadas con crecimiento fijo.
Se recuerda algunas notacio´nes:Xn = u1Wn + u2Bn, donde (u1, u2) es el vector propio de
λ2.
Adema´s (v1, v2) es el vector propio asociado al valor propio principal λ1.
Sea
W ∗n = Wn − v1pin.
La idea es de aproximar W ∗n por una suma de martingalas para las cuales tenemos un
teorema central del l´ımite (ver ape´ndice).
Sea V ∗n =
n∑
j=1
β∗j,nM
∗
j = W
∗
n − ∗n donde M∗j son martingalas y ∗n el error pequen˜o.
Elegimos los β∗j,n tal que V
∗
n sea una buena aproximacio´n de W
∗
n .
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No´tese que Wn es linealmente acotado. En efecto, existe una constante C4 tal que:
Wn ≤ pin ≤ C4n.
Con lo cual utilizando 3.10 y 3.8 tenemos
W ∗n
n
=
Wn
n
− v1pin
n
→P 0
Sea 1Wn el indicador que vale uno si se escoge una blanca en la n-e´sima extraccio´n y 0
en caso contrario. Entonces:
E [Wn | Fn−1] = Wn−1 + aP
[
1Wn = 1 | Fn−1
]
+ cP
[
1Wn = 0 | Fn−1
]
= Wn−1 + a
Wn−1
pin−1
+ c
Bn−1
pin−1
= Wn−1 + a
Wn−1
pin−1
+ c
pin−1 −Wn−1
pin−1
Tenemos la relacio´n
E[W ∗n −W ∗n−1 | Fn−1] = W ∗n−1 + v1pin−1 + a
W ∗n−1 + v1pin−1
pin−1
reorganizada como
E
[
W ∗n −W ∗n−1 | Fn−1
]
= v1(pin−1 − pin) + (a− c)
W ∗n−1
pin−1
+ (a− c)v1 + c
= −λ1v1 + (a− c)
W ∗n−1
pin−1
+ (a− c)v1 + c
= λ2
W ∗n−1
pin−1
recordando que λ1 = K, λ2 = a− c, v1 = c
K + c− a , v2 =
K − a
K + c− a .
Entonces
M∗n = ∇W ∗n −
λ2
pin−1
W ∗n−1
es una diferencia de martingalas.
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Los M∗n son uniformemente acotadas:
|M∗n| ≤ |∇W ∗n |+
|λ2|
pin−1
|W ∗n−1|
= |∇Wn − v1∇pin|+ |λ2|
pin−1
|Wn−1 − v1pin−1|
≤ |∇Wn|+ v1∇pin + |λ2|
pin−1
(Wn−1 + v1pin−1)
≤ max(|a|, |c|) + λ1v1 + |λ2|(1 + v1) = C5
(3.11)
Tambie´n nos hace falta el momento de orden 2 de esas diferencias de martingalas, tra´s
un ca´lculo tedioso obtenemos:
E
[
(M∗n)
2 | Fn−1
]
=
(
a2
Wn−1
pin−1
+ c2
Bn−1
pin−1
)
−
(
2λ1v1 + 2
λ2W
∗
n−1
pin−1
)(
a
Wn−1
pin−1
+ c
Bn−1
pin−1
)
+ λ21v
2
1 +
λ22(W
∗
n−1)2
pi2n−1
+ 2
λ1λ2v1W
∗
n−1
pin−1
Utilizando (3.8) y (3.5) obtenemos que:
E
[
(M∗n)2 | Fn−1
]→P av1(a− 2λ1v1) + cv2(c− 2λ1v1) + λ21v21 = C6
Como ha sido ya hecho antes ca´lcumos los β∗j,n y obtenemos:
β∗j,n =
n−1∏
k=j
(
1 +
λ2
pik
)
o sea como en el caso anterior
β∗j,n =
(
n
j
)λ2
λ1
+O
(
n
λ2
λ1
−1
)
,
adema´s
∗n = O
(
n
λ2
λ1
)
.
Vamos ahora a comprobar las hipo´tesis del teorema central del l´ımite de martingalas
(ver ape´ndice).
Utilizando 3.5 tenemos:
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1
n
n∑
j=1
E
[
(β∗j,nM
∗
j )
2 | Fj−1
]
=
1
n
n∑
j=1
(β∗j,n)
2E
[
(M∗j )
2 | Fj−1
]
≈P 1
n
n∑
j=1
(
n
j
)2λ2
λ1
C6
→P C6
1− 2λ2λ1
= σ2
Aparece de nuevo aqu´ı la importancia de la hipo´tesis λ2 <
1
2
λ1 sin la cual no tendr´ıamos
convergencia.
Entonces,
1
n
n∑
j=1
E
[
(β∗j,nM
∗
j )
2 | Fn−1
]→P σ2.
por lo cual V ∗n satisface la condicio´n de varianza σ2-condicionada.
Adema´s utilizando (3.11) obtenemos:
max1≤j≤n
E
[
(β∗j,nM
∗
j )
2 | Fj−1
]
n
≤ max1≤j≤n
C25E
[
(β∗j,n)
2 | Fj−1
]
n
Recordamos que
β∗j,n =
(
n
j
)λ2
λ1
+O
(
n
λ2
λ1
−1
)
.
Entonces:
ma´x
1≤j≤n
E
[
(β∗j,nM
∗
j )
2 | Fj−1
]
n
→P 0
utilizando la hipo´tesis λ2 <
1
2λ1, lo cual es una condicio´n equivalente a la condicio´n de
Lindeberg (ver Hall and Heyde (1980)).
Utilizando el teorema central del l´ımite para las martingalas, la suma
V ∗n
n
=
n∑
j=1
β∗j,n
M∗j√
n
converge en distribucio´n a una variable aleatoria con funcio´n caracter´ıstica e−σ2t2/2. Es
decir:
V ∗n√
n
=
W ∗n − ∗n√
n
=
Wn − v1pin − ∗n√
n
→D N(0, σ2).
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Adema´s
−∗n√
n
=
O
(
n
λ2
λ1
)
√
n
→c.s 0
utilizando de nuevo la hipo´tesis λ2λ1 <
1
2 . Combinando esos dos u´ltimos resultados:
Wn − v1pin√
n
→D N(0, σ2).
Por fin recordando que
pin
n
→ λ1
obtenemos el resultado buscado:
Wn − λ1v1n√
n
→D N(0, σ2)
donde
σ2 =
av1(a− 2λ1v1) + cv2(c− 2λ1v1) + λ21v21
1− 2λ2λ1
.

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4Aplicaciones de las urnas de Po´lya
en informa´tica: los a´rboles
aleatorios
4.1. Los a´rboles binarios de bu´squeda
Vamos a ver varios tipos de a´rboles aleatorios donde la utilizacio´n de la teor´ıa de las
urnas de Po´lya proporciona resultados interesantes. Consideremos ahora los a´rboles bina-
rios de bu´squeda que son importantes para el almacenamiento de datos o la modelizacio´n
de algoritmos. Organizar los datos segu´n a´rbol binario de bu´squeda tambie´n nos permite
localizar ma´s ra´pidamente el dato que buscamos.
Un a´rbol binario de bu´squeda es una estructura compuesta de nodos cada uno teniendo
cero hijos, o un hijo a la izquierda, o un hijo a la derecha, o dos hijos (uno a la derecha y
otro a la izquierda). A cada permutacio´n le asociamos un a´rbol binario de bu´squeda con la
regla de que cada nu´mero de un nodo debe ser superior a los nu´meros de los nodos de su
izquierda y inferior a los de su derecha. Por ejemplo, sea la permutacio´n (3, 7, 4, 2, 6, 1, 5)
el a´rbol correspondiente es:
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3
2
1
7
4
6
5
En efecto, empezamos con el 3 y luego como el 7 es ma´s grande sera´ su hijo a la derecha, y
seguimos construyendo as´ı el a´rbol. Por ejemplo, si la permutacio´n fuera (3, 7, 4, 2, 6, 1, 5, 8)
pondr´ıamos el 8 como hijo derecha del 7. Llamamos nodos internos los c´ırculos amarillos
que contienen ya un nu´mero. Se extiende el a´rbol con lo que llamaremos nodos externos
(que aparecen en rojo en la figura) de tal forma que cada nodo interno tenga dos hijos
(internos o externos). Adema´s llamaremos hojas a los nodos internos que tienen dos hijos
externos. Dos nodos sera´n hermanos si tienen el mismo padre.
La primera pregunta que nos podemos hacer es si la correspondencia que asigna a ca-
da permutacio´n un a´rbol binario de bu´squeda es biyectiva. La respuesta es no. Es obvio
que a cada permutacio´n corresponde un so´lo a´rbol binario de bu´squeda, pero el rec´ıproco
no es cierto. Por ejemplo las permutaciones {2, 3, 1, 5, 4, 6} y {2, 1, 3, 5, 4, 6} son distintas
pero tienen el mismo a´rbol binario de bu´squeda. Es ma´s, si consideramos las permutacio-
nes de los elementos {1, ..., n} sabemos que hay n! permutaciones posibles pero solamente
hay (n+ 1)−1
(
2n
n
)
< n! a´rboles binarios de bu´squeda correspondiente, ver Stanley (1999)
En realidad las hojas son nodos de despilfarro, que no se usan. Por eso, nos interesa
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conocer el nu´mero de hojas para tener una medida de la eficiencia de un a´rbol binario de
bu´squeda.
Teorema 4.1.1. Devroye (1991) Sea Ln el nu´mero de hojas en un a´rbol binario de taman˜o
n. Entonces
Ln − 1
3
n
√
n
→D N(0, 2
45
).
Demostracio´n. Coloreemos cada nodo externo que tenga un hermano interno en azul y
cada nodo externo que tenga un hermano externo en blanco.
Si la nueva insercio´n se hace sobre un nodo interno blanco, su hermano se vuelve azul y
los dos hijos externos del nodo an˜adido son blancos.
Ahora, si la nueva insercio´n se hace sobre un nodo interno azul, se vuelve nodo interno
con dos nodos externos blancos.
Lo cual, equivale al esquema: (
0 1
2 −1
)
.
En efecto, si cogemos una blanca de la urna quitamos dos blancas y an˜adimos otras
dos (es decir, an˜adimos 0 blancas) y si cogemos una azul quitamos una azul y an˜adimos
dos blancas.
Tenemos una urna de Bagchi y Pal. En efecto, se tiene a = 0, b = 1 > 0, c = 2 > 0 y
d = −1 por lo cual a+b = c+d = 1 = K y d divide B0 y b. Adema´s se verifica a−c < 1
2
K
porque −2 < 12 .
Denotando Wn el nu´mero de bolas blancas en la urna despue´s de n pasos tenemos por
Teorema 3.4.1 que
Wn − c
b+ c
Kn
√
n
=
Wn − 23n√
n
→D N
(
0,
bcK(a− c)2
(b+ c)2(K − 2(a− c))
)
= N
(
0,
8
45
)
.
Finalmente utilizamos que Wn = 2Ln y de aqu´ı el resultado. 
4.2. A´rbol de franja equilibrada
Los a´rboles binarios son bastante eficaces pero se puede aumentar au´n ma´s la velocidad
de recuperacio´n de datos buscando una forma ma´s compacta de nuestro a´rbol corrigiendo
un desequilibrio. La idea es de operar una rotacio´n de los nodos cuando tenemos un dese-
quilibrio sin romper nuestra regla que los nu´meros ma´s grandes esta´n a la derecha de los
ma´s pequen˜os.
Por ejemplo, consideremos la permutacio´n simple siguiente (3, 2, 1) el a´rbol correspon-
diente se construye de la siguiente forma:
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3
2
y despue´s:
3
2
1
pero tras una rotacio´n obtenemos el a´rbol siguiente:
2
1 3
Ampliamos el a´rbol con nodos externos. Coloreemos en color 1 los nodos externos que
tienen en su nivel solamente nodos externos (este color representa generalmente una si-
tuacio´n de equilibrio), de color 2 los nodos externos que so´lo tienen un hermano interno y
los hijos de este nodo interno se colorean en color 3. Tenemos tres casos:
1) La nueva entrada (denotado por x) se inserta en un nodo de color 1. En este caso
el a´rbol inicial
y
1 1
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se transforma en
y
x
3 3
2
Es decir, hemos retirado dos nodos de color 1 y hemos an˜adido uno de color 2 y dos
de color 3.
2) La nueva entrada se inserta en un nodo externo de color 2. En este caso el a´rbol:
z
y
3 3
2
se transforma en
z
y
1 1
x
1 1
Es decir, hemos an˜adido cuatro nodos de color 1 y hemos borrado un nodo de color
2 y dos de color 3.
3) Si la nueva entrada se inserta en un nodo externo de color 3 se efectua una rotacio´n
que equilibra el a´rbol. El a´rbol:
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z
y
3 3
2
se transforma en
y
x
1 1
z
1 1
Es decir, an˜adimos cuatro nodos de color 1, y borramos uno de color 2 y dos de color
3. La urna correspondiente a este esquema es:
A =
−2 1 24 −1 −2
4 −1 −2

Teorema 4.2.1. (Mahmoud (1998), Panholzer and Prodinger (1998)) Denotamos Rn el
nu´mero de rotaciones despue´s de n inserciones en un a´rbol de franja equilibrada inicial-
mente vac´ıo. Entonces
Rn − 27n√
n
→D N(0, 66
637
)
Demostracio´n. La matriz
A =
−2 1 24 −1 −2
4 −1 −2

es la de una urna ampliada, en efecto tenemos
3∑
j=1
ai,j = 1 = λ1.
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Se trata de un esquema de urna sostenible. Aunque mirando solamente la matriz,
podr´ıamos pensar que hace falta hipo´tesis suplementarias (porque hay nu´meros negativos
en la matriz). Sin embargo, si nos fija´mos en co´mo se colorean los nodos externos, nos
damos cuenta que nunca se quitan ma´s bolas de color i que el nu´mero de bolas de color
i que tenemos efectivamente en la urna. Adema´s los valores propios son λ1 = 1, λ2 = 0 y
λ3 = −6 por lo cual se cumple la condicio´n Re(λ2) = 0 < 1
2
Re(λ1) =
1
2
.
Ahora calculamos el vector propio izquierdo asociado al valor propio 1. Es decir bus-
camos u tal que uTA = uT . Obtenemos u = (4, 1, 2)T y lo normalizamos para obtener
v =
1
7
(4, 1, 2)T .
Utilizando el teorema 3.5.1 obtenemos
Rn
n
→P v3 = 2
7
y utilizando el teorema 3.5.2 obtenemos
Rn − 27n√
n
→D N(0, σ2).

4.3. A´rbol m-ario de bu´squeda
La velocidad de bu´squeda se reduce con el nu´mero de nodos porque implica ma´s
suba´rboles. Por eso, vamos ahora a considerar a´rboles m-arios de bu´squeda, es decir,
que cada nodo puede tener m ramas y que cada nodo tiene m− 1 llaves (es decir, m− 1
sitios donde se puede insertar un nu´mero).
El a´rbol se construye con la misma regla que anteriormente (los elementos ma´s grandes
siempre esta´n a la derecha de los ma´s pequen˜os). La permutacio´n (2, 4, 1, 3, 5, 7, 6) tiene
por a´rbol ternario (m = 3)
2 | 4
1 | .. 3 | .. 5 | 7
.. | 6
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Podemos notar que la permutacio´n (3, 4, 1, 2, 5, 7, 6) tiene el mismo nu´mero de llaves pero
tiene por a´rbol:
3 | 4
1 | 2 5 | 7
.. | 6
que es ma´s pequen˜o que el a´rbol de la permutacio´n (2, 4, 1, 3, 5, 6, 7). Es decir, que el ta-
man˜o del a´rbol m-ario es aleatorio (para m > 2) mientras que el taman˜o del a´rbol binario
de bu´squeda es fijo.
Vamos a ver como podemos aplicar la teor´ıa de las urnas de Po´lya a este tipo de a´rbol.
En esta parte me he apoyado sobre el libro de Mahmoud (2009).
Llamamos nodos internos a los nodos que tienen m − 1 nu´meros (que esta´n ya com-
pletos).
A los nodos que no son nodos internos se les llama hojas.
Llamaremos brechas a las posiciones de insercio´n de una hoja, donde se puede poner
un nuevo nu´mero. Podemos modelizar un a´rbol m-ario de bu´squeda por una urna de m−1
colores. Por eso vamos a colorear las brechas de las hojas. Una hoja con i − 1 nu´meros
tiene i brechas.
Una brecha es de color i si pertenece a una hoja teniendo i − 1 nu´meros con i =
1, ...,m−1. No´tese que si un nodo interno (un nodo que tiene m−1 nu´meros) tiene menos
de m suba´rboles, le an˜adimos suba´rboles vac´ıos hasta llegar a las m conexiones. Es decir,
si tenemos un nodo interno con i hojas reales, le an˜adimos m− i hojas artificales las cuales
corresponden a m− i bolas de color 1 en la urna.
Por ejemplo, nuestro 3−a´rbol de la permutacio´n (2, 4, 1, 3, 5, 6, 7) tiene una urna co-
rrespondiente compuesta de seis bolas de color 2 (tres hojas con un solo nu´mero y cada
una tiene dos brechas) y dos bolas de color 1 (los dos hijos del nodo (5 | 6) que se an˜aden)
mientras que por la permutacio´n (3, 4, 1, 2, 5, 6, 7) tenemos dos bolas de color 2 y seis bolas
de color 1 (porque el nodo interno (1 | 2) tiene 3 suba´rboles que son tres hojas con cada
una teniendo una brecha. Adema´s se an˜ade dos suba´rboles vac´ıos hijos del nodo (5 | 6) y
por fin, un hijo a´rbol vac´ıo del nodo (3 | 4))
Un nu´mero, inserta´ndose en una hoja de i − 1 < m − 2 nu´meros, se va an˜adir a la
hoja que tendra´ entonces i nu´meros y i + 1 brechas. Lo cual significa que la urna va a
perder i bolas de color i y va a ganar i+ 1 bolas de color i+ 1. Esta insercio´n so´lo afecta
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las bolas de color i y las de color i+ 1 y no a las otras.
Es un poco diferente si insertamos un nu´mero en una hoja que contiene ya m − 2
nu´meros y entonces m − 1 brechas. En efecto, en este caso, la urna tiene m − 1 bolas de
color m−1. La insercio´n cae en la hoja que tiene ahora m−1 nu´meros (entonces se vuelve
un nodo interno) y por lo cual, esta´ completa y da la luz a m suba´rboles lo cual equivale
en la urna a m bolas de color 1. Es decir, que la urna pierde m− 1 bolas de color m− 1
y gana m bolas de color 1. De aqu´ı que la matriz correspondiente sea
A =

−1 2 0 0 0 . . . 0 0
0 −2 3 0 0 . . . 0 0
0 0 −3 4 0 . . . 0 0
...
...
. . .
...
...
0 0 . . . . . . −(m− 2) m− 1
m 0 . . . . . . 0 −(m− 1)

.
El polinomio caracter´ıstico de esta matriz viene dado por (tomando la matriz transpuesta):
χ(λ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣

−1− λ 0 0 0 0 . . . 0 m
2 −2− λ 0 0 0 . . . 0 0
0 3 −3− λ 0 0 . . . 0 0
...
...
. . .
...
...
0 0 . . . . . . −(m− 2)− λ 0
0 0 . . . . . . m− 1 −(m− 1)− λ

∣∣∣∣∣∣∣∣∣∣∣∣∣
= (−1− λ)(−2− λ)(−3− λ)...(−(m− 1)− λ) +m(−1)m2× 3× ...× (m− 1)
desarollando por la primera fila. Y entonces los valores propios verifican
(−1)m−1(λ+ 1)(λ+ 2)...(λ+m− 1) + (−1)mm! = 0
⇔ (λ+ 1)(λ+ 2)...(λ+m− 1) = m!
Sean λ1,λ2,..., λm−1 los valores propios de esta matriz ordenados segu´n su parte real
tal que:
Re(λ1) ≥ Re(λ2) ≥ ... ≥ Re(λm−1).
Las raices del pol´ınomio mı´nimo verifican las propiedades siguientes:
1) El valor propio principal es λ1 = 1
2) Para m impar, el pol´ınomio mı´nimo tiene una raiz real negativa, λm−1 = −m− 1.
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3) Aparte del valor propio principal y del posible valor propio negativo, todos los otros
valores propios son complejos de parte imaginaria no nula.
4) Cada valor propio imaginario tiene su conjugado entre los valores propios.
5) Los valores propios tienen parte real distintas o son conjugados.
6) Re(λ2) <
1
2 para m ≤ 26 y Re(λ2) > 12 para m > 26.
Primero podemos ver directamente con el polinomio mı´nimo que 1 es valor propio.
Adema´s si m es impar poniendo λ = −m− 1 en el polinomio mı´nimo obtenemos
(−m)× (−m+ 1)× ...× (−2) = (−1)m−1m! = m!
por lo cual −m− 1 es valor propio negativo.
Adema´s no hay otro nu´mero real, que no sea 1 o (−m− 1), que verifique:
(λ+ 1)(λ+ 2)...(λ+m− 1) = m!
Entonces como el polinomio mı´nimo es de coeficientes reales y C es algebraicamente
cerrado, todos los otros valores propios son complejos con parte imaginaria no negativa
(lo cual nos da (3)) y sabemos que las raices complejas del polinomio vienen conjugadas (4).
Suponemos que a+ ic es valor propio, entonces si c′ > c tenemos que
| a+ ic′ + 1 || a+ ic′ + 2 | ... | a+ ic′ +m− 1 |> m!
y entonces a+ ic′ no puede ser valor propio lo cual prueba (5).
Adema´s salvo 1 todos los valores propios tienen parte real menor que 1 por lo cual 1
es valor propio principal. En efecto, suponemos que λj es un valor propio complejo (de
parte imaginaria no nula) tal que Re(λj) ≥ 1 luego:
| (λj + 1)(λj + 2)...(λj +m− 1) |> Re(λj + 1)Re(λj + 2)...Re(λj +m− 1) ≥ m!
y λj no es valor propio, lo cual llega a una contradicio´n entonces Re(λj) < 1.
Admitiremos (6) que necesita bastante ma´s trabajo. Se puede encontrar la demostra-
cio´n en Hosam M. Mahmoud (1995), viene tambie´n en este articulo la demostracio´n de
los puntos (1) a (5) que acabamos de demostrar.
Para poder aplicar el teorema 3.5.1 vamos a tener que estudiar el vector propio de A
asociado al valor propio principal: λ1 = 1 (No´tese que el vector propio izquierdo de A
asociado a λ1 es el mismo que el vector propio derecho de A
T asociado a λ1) .
AT v = λ1v = v
⇔ −v1 +mvm−1 = v1; 2v1 − 2v2 = v2; ...; (m− 1)vm−2 − (m− 1)vm−1 = vm−2
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lo cual da:
vm−1 =
2
m
v1; v2 =
2
3
v1; v3 =
3
4
v2 =
3
4
× 2
3
v1 =
2
4
v1;
. . .
vm−1 =
m− 2
m− 1vm−2 =
m− 2
m− 1
m− 3
m− 2 ...
2
3
v1 =
2
m− 1v1,
entonces
v = (
2
2
,
2
3
, ...,
2
m
)
La condicio´n de normalizar el vector v se traduce como:
v1 +
2
3
v1 + ...+
2
m
v1 = 1
por lo cual
v1 =
1
1 + 2(
1
3
+
1
4
+ ...+
1
m
)
=
1
2(Hm − 1)
donde Hm es el m-e´simo nu´mero harmo´nico. Luego
vi =
2
i+ 1
1
2(Hm − 1) =
1
(i+ 1)(Hm − 1) .
Sea X
(i)
n el nu´mero de bolas de color i despue´s de n pasos. Consideremos el caso
3 ≤ m ≤ 26 donde la urna es una urna ampliada. Ahora utilizando el Teorema 3.5.1 de
Smythe. Tenemos que:
X
(i)
n
n
→P λ1vi = 1
(i+ 1)(Hm − 1) .
Recordemos que llamamos nodos internos a los nodos que tienen m − 1 nu´meros (es
decir, esta´n ya completos). Notaremos In el nu´mero de nodos internos despue´s de n pasos.
Tambie´n hab´ıamos definido las hojas como los nodos que no son internos. Denotaremos
Ln el nu´mero de hojas despue´s de n pasos.
Por fin, se debe notar que hay tambie´n lo que llamaremos hojas artificiales, que no
esta´n dibujadas porque no llevan nu´meros pero que an˜adimos para que cada nodo interno
tenga m ramificaciones. Denotaremos L∗n el nu´mero de hojas artificiales despue´s de n
pasos, tenemos L∗n = X
(1)
n . Denotamos tambie´n L′n = Ln + L∗n el nu´mero total de hojas.
Si consideremos las hojas de nuestro a´rbol extendido (las hojas reales como las artificia-
les) como nodos externos obtenemos la igualdad siguiente: nu´mero total de nodos= In+L
′
n
Llamaremos arcos a las lineas que unen los nodos entre ellos. Tenemos que:
1) el nu´mero de arcos= mIn (cada nodo interno tiene m ramificaciones)
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2) el nu´mero de arcos=nu´mero total de nodos−1 = In + L′n − 1
Conbinando 1) y 2) obtenemos
L′n = (m− 1)In + 1
.
Lo que nos interesa es el taman˜o del a´rbol, es decir, el nu´mero real de nodos (no se
cuentan las hojas artificiales):
Sn = In + Ln
=
L′n − 1
m− 1 + Ln
=
L′n − 1
m− 1 + L
′
n −X(1)n
y observando que tenemos L′n =
m−1∑
i=1
X
(i)
n
i
obtenemos
Sn =
m
m− 1
m−1∑
i=1
X
(i)
n
i
−X(1)n −
1
m− 1
con lo cual pasando al l´ımite obtenemos
Sn
n
→P m
m− 1
m−1∑
i=1
(
1
i(i+ 1)(Hm − 1) −
1
2(Hm − 1)
)
=
m
m− 1
1
Hm − 1
(
m−1∑
i=1
1
i
−
m−1∑
i=1
1
i+ 1
)
=
m
m− 1
1
Hm − 1
(
Hm − 1
m
−Hm + 1
)
=
1
2(Hm − 1) .
La normalidad asinto´tica del taman˜o del a´rbol se establece en el siguiente resultado.
Teorema 4.3.1. (Chern and Hwang (2001)). Sea Sn el taman˜o de un a´rbol m-ario de
bu´squeda de una permutacio´n de (1, ..., n) y suponemos 3 ≤ m ≤ 26 entonces
Sn − n
2(Hm − 1)√
n
→D N(0, σ2m).
La varianza σ2m puede ser obtenida por recurrencia. H.Mahmoud (1992) da una fo´rmula
exacta. Si m > 26 la urna no es una urna extendida en el sentido de Smythe (1996).
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4.4. A´rboles aleatorios binarios de pa´ginas
Otra generalizacio´n de los a´rboles binarios de bu´squeda son los a´rboles binarios de
pa´ginas en las cuales las hojas son cubos que pueden contener hasta c = 2b nu´meros. Cada
nodo interno tiene un nu´mero y tiene un hijo derecho y un hijo izquierdo.
Construimos el a´rbol de la siguiente forma:
Ponemos los primeros nu´meros en un cubo hasta llenarlo. Cuando tenemos 2b + 1
nu´meros en el cubo reestructuramos el a´rbol. El cubo se vuelve nodo interno y llevara´ la
mediana de los nu´meros del antiguo cubo. Adema´s ponemos los nu´meros ma´s pequen˜os
que la mediana en un cubo a su izquierda (que estara´ entonces medio lleno) y los ma´s
grandes en otro cubo a su derecha. Por ejemplo, la permutacio´n (6, 3, 1, 4, 2, 5) con c = 2
tiene por a´rbol:
3
1 | 2 5
4 | ... 6 | ...
Coloreamos el a´rbol de la siguiente forma:
Tenemos b+ 1 colores. Tal como en el a´rbol m-ario vamos a colorear las brechas de las
hojas.
Las brechas de una hoja que tiene i + b− 1 nu´meros (con i = 1, ..., b + 1) se colorean
en color i.
No´tese que al contrario del a´rbol m-ario, aqu´ı se colorean tambie´n las hojas llenas del
a´rbol (las que tienen 2b nu´meros) y las hojas que siempre tienen por lo menos b nu´meros. El
color i corresponde a un nodo hoja que tiene i+b−1 llaves insertadas, i = 1, ..., b+1. Una
nueva llave que caiga en una hoja no rellena con i+b−1 llaves (i ≤ b), aumenta su nu´mero
de llaves a i+ b. La correspondiente regla de crecimiento de la urna consiste en remplazar
i bolas de color i por i+1 bolas de color i+1. La regla correspondiente a la divisio´n de un
cubo es diferente: un nodo que se divide contiene 2b llaves con 2b+1 brechas de color b+1.
Si la insercio´n cae en una de estas brechas se produce la divisio´n en dos hojas cada una
con b llaves es decir b+1 brechas de color 1, por lo tanto la urna gana 2b+2 bolas de color 1.
Por ejemplo, nuestro a´rbol anterior tiene una urna correspondiente con tres bolas de
color 2 y cuatro de color 1. La matriz asociada es:
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A =

−(b+ 1) b+ 2 0 0 0 . . . 0 0
0 −(b+ 2) b+ 3 0 0 . . . 0 0
0 0 −(b+ 3) b+ 4 0 . . . 0 0
...
...
. . .
...
...
0 0 . . . . . . −2b 2b+ 1
2b+ 2 0 . . . . . . 0 −(2b+ 1)

Estudiando los valores propios de esta matriz obtenemos:
χA(λ) = det(A
T − λI)
= ((b+ 1) + λ)(−1)b(b+ 2 + λ)(b+ 3 + λ)...(2b+ λ)(2b+ 1 + λ)
+ (−1)b+1(2b+ 2)(b+ 2)(b+ 3)...(2b)(2b+ 1)
desarollando por la primera fila. Entonces
χA(λ) = 0⇔ (λ+ (b+ 1))((λ+ (b+ 2))...(λ+ (2b+ 1)) = (2b+ 2)!
(b+ 1)!
.
Podemos observar que
n∑
j=1
= ai,j = 1 = λ1, ∀i ∈ {1, . . . , b+ 1}. Adema´s si b es impar
poniendo λ = −3b− 3 en el pol´ınomio mı´nimo obtenemos
(−2b− 2)(−2b− 1)...(−b− 2) = (−1)b+1(2b+ 2)(2b+ 1)...(b+ 2) = (2b+ 2)!
(b+ 1)!
con lo cual λ = −3b− 3 es valor propio negativo.
Como en el caso del a´rbol m-ario de bu´squeda 1 y eventualmente −3b − 3 son los u´nicos
valores propios reales, como C es algebraicamente cerrado tenemos que todos los otros
valores propios son complejos y vienen conjugados.
No desarrolaremos la prueba de que Re(λ2) <
1
2
Re(λ1). Segu´n Chern and Hwang
(2001) esta desigualdad es cierta para b ≤ 58, y con lo cual estamos en el caso de una urna
ampliada si y solo si b ≤ 58.
Ahora vamos a calcular el vector propio v asociado al valor propio principal λ = 1:
AT v = v ⇔

−(b+ 1)v1 + (2b+ 2)vb+1 = v1
(b+ 2)v1 − (b+ 2)v2 = v2
...
...
(b+ k)vk−1 − (b+ k)vk = vk
...
...
(2b+ 1)vb − (2b+ 1)vb+1 = vb+1
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de lo cual obtenemos que
vi =
b+ 2
b+ i+ 1
v1.
La condicio´n de normalizar el vector v se traduce en
v1 +
b+ 2
b+ 3
v1 +
b+ 2
b+ 4
v1 + ...+
b+ 2
2b+ 2
v1 = 1,
o sea
v1 =
1
1 + (b+ 2)(
1
b+ 3
+
1
b+ 4
+ ...+
1
2b+ 2
)
=
1
(b+ 2)(
1
b+ 2
+
1
b+ 3
+ ...+
1
2b+ 2
)
=
1
(b+ 2)(H2b+2 −Hb+1) ,
Entonces
vi =
1
(b+ i+ 1)(H2b+2 −Hb+1)
y utilizando el Teorema 3.5.1 tenemos:
Xin
n
→P 1
(b+ i+ 1)(H2b+2 −Hb+1) .
(4.1)
Ahora nos interesa conocer el comportamiento de Sn, el taman˜o del a´rbol binario de
pa´ginas despue´s de n pasos. Como en el caso del a´rbol m-ario de bu´squeda denotamos
In el nu´mero de nodos internos y Ln el nu´mero de hojas. Razonando como en el caso del
a´rbol m-ario de bu´squeda tenemos la relacio´n siguiente (aqui m = 2):
In = Ln − 1,
entonces
Sn = In + Ln = 2Ln − 1 = 2
b+1∑
k=1
X
(k)
n
k + 1
y tomando l´ımite usando 4.5 obtenemos
Sn
n
→P 2
b+1∑
k=1
1
(b+ k + 1)(H2b+2 −Hb+1)
1
k + 1
.
La normalidad asinto´tica del taman˜o del a´rbol binario de pa´ginas se establece en el
siguiente resultado.
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Teorema 4.4.1. (Chern and Hwang (2001)). Sea Sn el taman˜o del a´rbol binario de pa´gi-
nas (c = 2b, con 1 ≤ b ≤ 58) despue´s de n inserciones. Entonces,
S∗n =
Sn − n/((2b+ 1)(H2b+1 −Hb+1))√
n
→D N(0, σ2b ).
La varianza asinto´tica σ2b se puede determinar tra´s un ca´lculo tedioso que no desarro-
llaremos. Chern and Hwang (2001) prueban la normalidad asinto´tica para 1 ≤ b ≤ 58 con
el me´todo de los momentos, tambie´n demuestran que para b > 58, S∗n ya no tiene una
distribucio´n asinto´tica normal.
4.5. A´rboles recursivos esta´ndares
Los a´rboles recursivos tienen muchas aplicaciones para modelizar contagios, cadena de
letras. Se aplica en filolog´ıa, informa´tica, etc... ,ver R.Smythe and H.Mahmoud (1996).
Esta teor´ıa se ha desarollado en varias direciones pero ha aparecido recientemente que
la teor´ıa de las urnas de Po´lya permit´ıa unificar esos resultados.
Vamos ahora a desarollar la teor´ıa de los a´rboles recursivos esta´ndares utilizando los
modelos de urnas.
Empezamos el a´rbol con un nodo y en cada etapa se elige aleatoriamente de forma
uniforme el padre del nodo entrante. El n-e´simo nodo entrante recibe el nu´mero n. No´tese
que no hay restricio´n de nu´meros de hijos que pueda tener un nodo.
Por ejemplo, so´lo hay dos a´rboles recursivos distintos de orden 3 que son los siguientes:
1
2
3
y
1
2 3
porque el nodo 2 se asociara´ necesariamente el 1 como padre, y el 3 se puede asignar el 1
(con probabilidad 12) o el 2 (con probabilidad
1
2).
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Teorema 4.5.1. (Najock and Heyde (1982)) Sea Ln el nu´mero de hojas (nodos que no
tienen hijos) en un a´rbol recursivo esta´ndar de taman˜o n. Su distribucio´n es:
P (Ln = k) =
1
(n− 1)!E(k, n− 1),
donde E(k, n) es el nu´mero de Euler de primera especie (ver el ape´ndice) con k = 1, ..., n−
1. Adema´s
Ln − 12n√
n
→ N
(
0,
1
12
)
.
Demostracio´n. Coloreemos las hojas del a´rbol en blanco y los otros nodos en azul.
Cuando se elige un nodo blanco para ser el padre del nuevo entrante, la antigua hoja blanca
se vuelve azul mientras que el nuevo entrante se colorea en blanco. Ahora si le toca a un
azul recoger el nuevo entrante, el antiguo azul se queda azul y el nuevo entrante se colorea
en blanco. En resumen en la urna correspondiente si cogemos una blanca an˜adimos una
blanca y quitamos una, y an˜adimos una azul. Si cogemos una azul an˜adimos una blanca.
La matriz correspondiente es: (
0 1
1 0
)
que es una matriz correspondiente a una urna de Friedmann.
Empezamos con una bola blanca en la urna (W0 = 1, B0 = 0). Si Wn es el nu´mero de
bolas blancas despue´s de n extracciones tenemos Ln = Wn−1.
Vamos a usar el Teorema 3.3.2 (el Teorema de Friedmann) con s = 0, a = 1, δ =
pi0
s− a =
1
−1 = −1, α =
s+ a
s− a =
1
−1 = −1, y pin = n+ 1.
Se recuerda la ecuacio´n que ten´ıamos de la teor´ıa de las urnas de Friedman, ver (3.2):
χn+1(t) =
est
pin
(
1− e−t(s−a)
)α+1
χ′n(t)
que en nuestro caso es:
χn+1(t) =
χ′n(t)
n+ 1
y entonces por recurencia:
χn+1(t) =
1
(n+ 1)!
χ0(t)
(n)
y ahora utilizando (3.1) es decir φn(t) =
(
1− e−t(s−a))−δ−αn χn(t) con la condicio´n inicial
φ0(t) = e
t obtenemos:
φn(t) =
1
n!
(
1− et)n+1 dn
dtn
(
et
1− et
)
.
Ahora vamos a demostrar por recurrencia que
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dn
dtn
(
et
1− et
)
=
1
(1− et)n+1
n∑
k=1
E(k, n)ekt. (4.2)
Para n = 1 tenemos
dn
dtn
(
et
1− et
)
=
et
(1− et)2 =
1
(1− et)2 e
tE(1, n)
porque solo hay una permutacio´n de Sn que tiene un u´nico ascenso.
Ahora suponemos que (4.2) se verifica para n, vamos a probarlo por n+ 1:
dn+1
dtn+1
(
et
1− et
)
=
d
dt
(
1
(1− et)n+1
n∑
k=1
E(k, n)ekt
)
=
1
(1− et)n+2
n∑
k=1
(
kE(k, n)
(
1− et) ekt + (n+ 1)E(k, n)e(k+1)t)
=
1
(1− et)n+2
n∑
k=1
(
kE(k, n)ekt + (n+ 1− k)E(k, n)e(k+1)t
)
=
1
(1− et)n+2
 n∑
k=1
kE(k, n)ekt +
n+1∑
j=2
(n− j + 2)E(j − 1, n)ejt

=
1
(1− et)n+2
(
E(1, n)et +
n∑
k=2
(kE(k, n) + (n− k + 2)E(k − 1, n)) ekt + E(n, n)e(n+1)t
)
=
1
(1− et)n+2
(
E(1, n+ 1)et +
n∑
k=2
E(k, n+ 1)ekt + E(n+ 1, n+ 1)e(n+1)t
)
usando las propiedades de los nu´meros de Euler de primera especie que esta´n desarrolladas
en el ape´ndice se acaba la demostracio´n de (4.2).
Segu´n (4.2) tenemos
φn(t) =
1
n!
n∑
k=1
E(k, n)ekt
y
n−1∑
k=1
P (Ln = k)t
k =
n−1∑
k=1
P (Wn−1 = k)tk = φn−1(ln(t)) =
1
(n− 1)!
n−1∑
k=1
E(k − 1, n)tk,
recordando que φn es por definicio´n la funcio´n generatriz de Wn, se tiene
P (Ln = k) =
1
(n− 1)!E(k, n− 1).
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Luego utilizamos el Teorema 3.3.2 (Teorema de Friedmann) con ρ =
s− a
s+ a
= −1 < 1
2
y por lo cual
Ln − 12n√
n
→ N(0, 1
12
).
. 
Teorema 4.5.2. (Gastwirth and Bhattacharya (1984)) Sea Sn,k el taman˜o del suba´rbol
cuya raiz es la k-e´sima insercio´n en un a´rbol recursivo de taman˜o n. Cuando k y n crecen
al infinito de tal forma que
k
n
→ ρ tenemos
Sn,k →D Geo(ρ).
Demostracio´n. En la k-e´sima etapa coloreemos el nuevo entrante, k, en blanco y todos
los otros (k − 1 nodos) en azul.
A cada nuevo entrante se le asigna el color de su padre (no se cambia de color ningu´n
nodo). Es decir que la matriz asociada a este a´rbol es (despue´s de la entrada del k-e´sima
nodo entrante): (
1 0
0 1
)
que es un modelo de Po´lya-Eggenberger con s = 1.
Las condiciones iniciales de la urna son: W0 = 1, B0 = k − 1. Adema´s Sk,n = Wn−k.
Como anteriormente, denotamos W ∗n el nu´mero de bolas blancas extraidas de la urna en
n sorteos obtenemos en nuestro caso la igualdad: Wn = W
∗
n + 1.
Utilizando el Teorema 3.2.1 obtenemos:
P (W ∗n−k = j) =
j! ∗ (k − 1)k...(n− j − 2)
k(k + 1)...(n− 1)
(
n− k
j
)
=
(k − 1)Γ(n− j − 1)Γ(n− k + 1)
Γ(n)Γ(n− k − j + 1)
Ahora utilizando la aproximacio´n de Stirling:
Γ(x+ r)
Γ(x+ s)
= xr−s + o(xr−s−1)
obtenemos
Γ(n− k + 1)
Γ(n− k − j + 1) = (n− k)
j + o((n− k)j−1) y Γ(n− j + 1)
Γ(n)
= n−j−1 + o(n−j−2)
con lo cual
P (Sk,n − 1 = j) ≈ k
nj+1
(n− k)j ≈ k
n
(
1− k
n
)j
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y por lo tanto
P (Sk,n = j)→k,n→∞ (1− ρ)j−1ρ.

Meir and Moon (1988) han estudiado distribuciones asociadas a grados de salida de un
nodo (es decir cuantos hijos tiene un nodo, una hoja tiene grado de salida 0 por ejemplo).
Gracias a los modelos de urnas podemos demostrar resultados sobre la distribucio´n de los
nodos de un cierto grado de salida.
Teorema 4.5.3. (Janson (2005)) Sea X
(j)
n el nu´mero de nodos de grado de salida j, j =
0, ..., k, en un a´rbol recursivo aleatorio de taman˜o n y sea el vector Xn = (X
(1)
n , ..., X
(k)
n )T .
Entonces,
1√
n
(Xn − nµk)→D Nk(0k,Σk)
donde µk =
(
1
2
,
1
4
, ...,
1
2k+1
)T
, 0k = (0, 0, ..., 0)
T , y Σk una matriz de covarianzas.
Demostracio´n. Vamos a aplicar el Teorema 3.5.2. Por eso coloreemos las hojas (los nodos
de grado de salida 0) en color 1, a los nodos de grado de salida 1 le asociamos el color 2,
y etc de tal forma que los nodos de grado de salida k se colorean de color k+ 1. Todos los
nodos de grado de salida superior a k se colorean de color k + 2.
Ahora si se elige un nodo de grado de salida j como padre del nuevo entrante (j =
1, ..., k), el padre ganara´ un hijo (tendra´ entonces j + 1 hijos). Lo cual equivale en la urna
a perder una bola de color j + 1 y ganar una de color j + 2. No´tese que tambie´n ganamos
una bola de color 1 porque el nuevo entrante sera´ una hoja que colorearemos en color 1.
Si se elige un nodo de grado 0 como padre del nuevo entrante se pierde una bola de
color 1 y se gana una de color 1 y otra de color 2.
El otro caso particular es si el nuevo entrante se va a asignar a un padre de grado
de salida superior (estrictamente) a k, este nuevo hijo no cambia el color del padre pero
an˜adimos una bola de color 1 (el hijo). Con lo cual tenemos:
A =

0 1 0 0 . . . 0
1 −1 1 0 . . . 0
1 0 −1 1 . . . 0
...
...
... . . . 0
. . .
1 0 0 . . . 0 0

Se trata de la matriz de una urna ampliada. En efecto, tenemos que
k+2∑
j=1
ai,j = 1 = λ1,
∀i ∈ {1, . . . , k + 2}.
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Ahora vamos a comprobar la hipotesis Re(λ2) <
1
2
Re(λ1).
Para encontrar los valores propios de A, estudiaremos su matriz transpuesta AT = B.
Miramos Ck+2 como un subespacio de l1(N) y definimos pik+2 : l1(N)→ Ck+2 la aplicacio´n
tal que
pik+1(x0, x1, ...) = (x0, ..., xk,
∞∑
i=k+1
xi).
Tambie´n definimos en l1(N),
S(x0, x1, ...) = (0, x0, x1, ...).
Denotaremos u1 = (1, 1, ..., 1) el vector propio asociado al valor propio principal λ1 = 1.
Por fin, sea δ0 = (1, 0, ..., 0, 0)
Tenemos entonces que
Bv = −v + (u1.v)δ0 + pik+1Sv,∀v ∈ Ck+2.
En efecto, no´tese que pik+1Sv = pik+1(0, v1, v2, ..., vk+2) = (0, v1, v2, ..., vk, vk+1 + vk+2).
Sea E
′
=
{
v ∈ Ck+2 : u1.v = 0
}
. En E
′
tenemos
B = −I + pik+1S.
Entonces ∀v ∈ E′ , (A+ I)v = pik+1S.v y observando que pik+1Spik+1 = pik+1S obtene-
mos por recurrencia que:
(B + I)kv = pik+1S
kv, v ∈ E′, k ≥ 0.
En particular, (B + I)k+1v = pik+1S
k+1v = 0, v ∈ E′, k ≥ 0.
Entonces B + I es nilpotente en E′ y la restriccio´n de B a E′ tiene autovalor −1.
Como E′ + Cv1 = Ck+2, tenemos que los valores propios de B son 1 e −1, −1 siendo de
multiplicidad algebraica k + 1. Con lo cual se puede aplicar el Teorema 3.5.2.
Como siempre para aplicar el teorema 3.5.2 tenemos que calcular el vector propio de
AT asociado al valor propio principal 1 o sea:
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AT v = v ⇔

v2 + v3 + ...+ vk+2 = v1
v1 − v2 = v2
v2 − v3 = v3
...
...
vi − vi+1 = vi+1
...
...
vk+1 = vk+2
del cual obtenemos que ∀i ∈ {1, . . . , k + 1},
vi =
(
1
2
)i−1
v1
y vk+2 =
(
1
2
)k
v1.
La condicio´n de normalizar el vector v se traduce como:
v1 +
1
2
v1 +
1
4
v1 + ...+
(
1
2
)k
v1 +
(
1
2
)k
v1 = 1
o sea
v1
(
k∑
i=0
(
1
2
)i
+
(
1
2
)k)
= 1,
de lo cual deducimos que v1 =
1
2
entonces
vi =
(
1
2
)i
si i ∈ {1, . . . , k + 1} y vk+2 =
(
1
2
)k+1
Entonces utilizando el Teorema de 3.5.1 tenemos:
X
(i)
n
n
→P
(
1
2
)i
y finalmente utilizando el Teorema 3.5.2 acabamos la demostracio´n.

4.6. A´rbol recursivo esta´ndar orientado
En el caso del a´rbol recursivo esta´ndar, no se tomaba en cuenta la orientacio´n del
a´rbol. Por ejemplo, los a´rboles
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1
2 3
y
1
3 2
solo son dos formas distintas de dibujar el mismo a´rbol recursivo esta´ndar. En efecto,
hemos de recordar co´mo se construye el a´rbol recursivo esta´ndar, en los dos casos el uno
ha sido elegido como padre del dos y del tres. Pero nuestro me´todo de construcio´n del
a´rbol no daba restriccio´n sobre donde se dibuja el nuevo entrante.
Ahora consideremos otra forma de construir el a´rbol que tome en cuenta la orientacio´n.
Para eso ya no sera´ el padre del nuevo entrante que estara´ elegido al azar de manera
uniforme sino la brecha (tal que la hab´ıamos definido en la seccio´n del a´rbol m-ario de
bu´squeda) donde se insertara´ el nuevo entrante. Por ejemplo el siguiente a´rbol es un a´rbol
recursivo esta´ndar orientado y extendido (las brechas son los cuadrados).
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1
2
3
5 4
Se puede encontrar en Mahmoud H. and J. (1993) la distribucio´n exacta y as´ıntotica
de las hojas de tal a´rbol. Nosotros demostraremos solamente el siguiente resultado.
Teorema 4.6.1. Mahmoud H. and J. (1993) En un a´rbol recursivo esta´ndar orientado
de taman˜o n, el nu´mero de hojas (denotado Ln) verifica
Ln − 23n√
n
→ N
(
0,
1
9
)
.
Demostracio´n. Aqu´ı vamos a colorear las brechas porque son los objetos que se eligen
al azar de manera uniforme cuando se construye el a´rbol recursivo orientado (y no los
nodos como era el caso en el a´rbol recusivo esta´ndar como explicado antes). Coloreamos
en blanco las brechas que provienen de una hoja, y en azul las otras brechas. Entonces si
el nuevo entrante se inserta en una brecha blanca (o sea cogemos una bola blanca en la
urna) perdemos una brecha blanca y ganamos otra, adema´s aparecen dos brechas azules
a la izquierda y a la derecha de la antigua brecha. Ahora, si el nuevo entrante se inserta
en una brecha de color azul, perdemos una brecha de color azul y ganamos una de color
blanca y dos de color azul a la izquierda e a la derecha del nuevo nodo. Con lo cual el
esquema de la urna asociada es (
0 2
1 1
)
lo cual es un esquema de una matriz de Bagchi y Pal. Entonces aplicamos el Teorema
3.4.1, con a− c = −1 < 1 = K de aqu´ı el resultado (notando que Wn = Ln) 
5Conclusio´n
En este trabajo solo hemos podido desarrollar una parte muy limitada de las aplica-
ciones que tienen las urnas de Po´lya. Tampoco hemos estudiado en toda su generalidad el
concepto de urna de Po´lya ya que no hemos desarrollado resultados con entradas aleato-
rias. Acabaremos este trabajo ensen˜ando un ejemplo de applicacio´n de las urnas de Po´lya
y de los a´rboles aleatorios a la qu´ımica. Este problema esta propuesto como ejercicio en el
libro de Mahmoud (2009).
El a´rbol recursivo no uniforme con grado de salida acotado ha sido introducido para
modelizar el crecimiento de un componente qu´ımico. Suponemos que un pol´ımero crece
de forma similar a un a´rbol recursivo. Un nodo atrae la pro´xima molecula segu´n su peso
o afinidad que son determinados por su grado de salida. Un nodo de grado i tiene una
afinidad proporcional a 4 − i. Los nodos de grado 4 son saturados, entonces una nueva
mole´cula so´lo se puede insertar en un nodo que tiene ya grado 1,2 o 3. En este modelo los
nodos con grados pequen˜o son ”hambrientos” y tienen ma´s probabilidad de atraer a una
nueva molecula. ¿Cua´l es la proporcio´n as´ıntotica de moleculas ”hambrientas” (las hojas)
en el pol´ımero (el a´rbol) ?.
Ya no se trata de un a´rbol recursivo uniforme, porque en su construcio´n hab´ıamos
an˜adido la regla de que algunos nodos tienen ma´s probabilidad que otros de atraer al
nuevo entrante. Con lo cua´l no vamos a colorear los nodos sino las brechas que son los
objectos uniformes. En efecto, coloreamos los nodos externos procedente de un nodo de
grado de salida 0 (o sea los nodos externos hijos de las hojas) de color blanco, los nodos
externos procedentes de nodos de grado de salida 1 se colorean en azul, los nodos exter-
nos procedentes de nodos de grado de salida 2 se colorean en verde y los nodos externos
procedentes de nodos de grado de salida 3 se colorean en rojo.
De aqu´ı obtenemos que la matrix asociada a esta urna es
A =

0 3 0 0
4 −3 2 0
4 0 −2 1
4 0 0 −1

lo cual es una matriz ampliada a` la Smythe. En efecto tra´s calculo del polinomio mı´nimo
obtenemos:
Sp(A) = {3,−2,−3,−4}
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donde λ1 = 3 es valor propio principal (no´tese que A es de suma constante sobre las filas).
Se verifica la hipotesis λ2 = −2 < 1
2
λ1 =
3
2
.
Entonces solo nos queda por determinar el vector propio izquierdo normalizado aso-
ciado a λ1.
Resolviendo AT v = 3v obtenemos v =
(
2v2, v2,
2
5
v2,
1
10
v2
)
y normalizando obtenemos
v2 =
10
35
.
Aplicando el Teorema 3.5.1 obtenemos
Wn
n
=
Ln
n
→P 3× 20
35
=
60
35
.
6Ape´ndice
6.1. Nu´meros de Euler de primera especie
Los nu´meros de Euler de primera especie, denotado E(k, n) cuenta el nu´mero de per-
mutaciones de {1, 2, ..., n} que tienen exactamente k rachas ascendentes (una racha de
longitud 1 se considera ascendente).
Por ejemplo, la permutacio´n (1, 2, 3) tiene una racha ascendente mientras que la per-
mutacio´n (1, 3, 2) tiene dos.
Tenemos la relacio´n:
E(k, n) = kE(k, n− 1) + (n− k + 1)E(k − 1, n− 1)
En efecto, insertamos n en una permutacio´n de {1, ..., n− 1} en cualquiera de las n
brechas posibles. Al realizar esta insercio´n observamos que el nu´mero de ascensos o bien
permanece constante o bien aumenta en una unidad, tal como veremos a continuacio´n. Si
una permutacio´n de {1, 2, ..., n− 1} tiene k ascensos y la insercio´n de n se realiza en una
brecha correspondiente al final de un ascenso, entonces el nu´mero de ascensos de la nueva
permutacio´n es tambie´n k. Obse´rvese que esto puede hacerse de k formas.
Si una permutacio´n de {1, 2, ..., n− 1} tiene k − 1 rachas ascendentes entonces la in-
sercio´n de n en una brecha que no sea el final de una racha ascendente o al final hace que
el nu´mero de rachas se incremente en una unidad, obse´rvese que esto puede hacerse de
n− k + 1 formas.
6.2. Martingalas
Una sucesio´n de variables aleatorias es una martingala si y solo si se verifica:
1) ∀n ≥ 1, E [|Xn|] <∞
2) E [Xn | Xn−1] = Xn−1
Vamos ahora a presentar el teorema central l´ımite para las martingalas, necesitamos
dos condiciones sobre ∇Xn = Xn −Xn−1.
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1) La condicio´n de Lindeberg: ∀ > 0,
n∑
k=1
E
[
(∇Xk)21{|∇Xk|>} | Fk−1
]→P 0.
2) Una condicio´n de varianza Z−condicional es:
n∑
k=1
E
[
(∇Xk)2 | Fk−1
]→P Z.
El teorema central del l´ımite demostrado en Hall and Heyde (1980) viene dado por:
Teorema 6.2.1. Sea Xn una martingala que satisface la condicio´n de Linderberg y una
condicio´n de varianza Z−condicional entonces Xn√
n
converge en distribucio´n a una variable
aleatoria cuya funcio´n de distribucio´n es E
[
exp(−Zt2)].
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