The statistical analysis of environmental monitoring data is an important issue in detecting year-to-year changes in levels and timings of important ecological events. In many cases, this trend detection must explicitly view interannual changes from the context of an evolving seasonal cycle. This study analyses weekly sampling data from a long-term ocean monitoring program near Halifax, Nova Scotia, Canada. A state space model of evolving seasonality with a quadratic trend is fit to these time series to extract the signal from the noisy and irregularly sampled data. The procedure uses Kalman filter innovations to estimate model parameters. A fixed interval smoother is then applied to estimate the system state. The resultant state estimates are subjected to a trend analysis carried out with respect to key ecological events: the level and timing of the peak, trough, spring, and fall abundances. These events are identified using derivative information, followed by a regression-based trend analysis. The analysis found a number of significant linear trends in the biogeochemical variables considered. More generally, the approach used here is suitable for use with monitoring data exhibiting a unimodal seasonal signal with noise and missing values.
Introduction
Long-term environmental monitoring data are being collected worldwide to assess the current state of marine ecosystems, as well as to identify temporal changes associated with climate or anthropogenic activities. There is a corresponding need for robust statistical approaches that identify and detect interannual changes in abundance and species composition from such data (Jassby and Powell 1990; Dowd et al. 2003; Ikeda et al. 2008 ). Furthermore, there is a desire to identify phenological changes in key biological events (Edwards and Richardson 2004) .
The motivation for this research comes from a number of recent studies analyzing marine ecological time series, particularly oceanic plankton, in order to look at long term changes. A variety of methods have been proposed and applied. Li et al. (2006c) carried out trend analysis on plankton levels extracted as direct averages of spring and fall abundances. They (Li and Harrison 2008) and others (Lehman 2004 ) also use deseasonalized standard annual anomalies to infer mechanistic links between physical and biological variables. Rolinski et al. (2007) focus on the problem of identifying the timing of the spring bloom using a variety of methods including estimating inflection points, fitting Weibull-type functions, and fitting for linear segments. A cumulative sum method to highlight trends has been proposed (Ibanez et al. 1993; Taylor et al. 2002) and applied in oceanographic studies (Leterme et al. 2005) . Central tendency indexes based on data center of gravity are also used to examine changes in timing (Edwards and Richardson 2004; Wiltshire et al. 2008 ). Finally, Cloern et al. (2007) use the Theil-Sen slope to detect significance in longterm phytoplankton change. Since these studies use the noisy and often irregularly sampled observations from monitoring programs directly, it is often difficult to detect subtle changes in level and timing, and moreover to assign significance levels. This work offers a more statistically rigorous approach for trend assessment that focuses on explicitly using a model of evolving seasonality in order to quantify inter-annual variability and event timing.
In previous studies (Dowd et al. 2003 (Dowd et al. , 2004 , an approach to treating nonstationary seasonal cycles was introduced and applied to plankton monitoring data. It was based on a cyclical state space model, and explicitly allowed for abundance Extraction of interannual trends in seasonal events for ecological time series estimation errors as well as for missing values. It provided an objective means to extract abundances for use in studies of interannual changes of periodic time series with uni-modal annual peaks. In this article, the approach is modified and a comprehensive application undertaken involving concurrent time series of physical and biological variables. The central aim here is to detect and quantify trends in the level and timing of key ecological events in the annual cycle. The data used are part of an ongoing coastal ocean monitoring program designed to detect long-term ecosystem changes (Li et al. 2008) .
This article is structured as follows: The section within Materials and procedures labeled "Data" introduces the ocean-monitoring data from Bedford Basin, a site in Halifax, Canada, and in the section labeled "Procedures," the cyclical state space model is applied to the ocean time series and used for trend detection. Results from applying the model are conveyed in Assessment, with a discussion and conclusions following.
Materials and procedures
Data-Measurements of water properties, nutrient chemistry, and plankton abundance at the Compass Buoy station (44.69N, 63.64W) in Bedford Basin have been made on a weekly basis, with relatively few missing values, since 1992. Bedford Basin comprises the inner part of the harbor of Halifax, Canada. It is a semi-enclosed estuary with surface area of 17 km 2 , a maximum depth of 71 m and a shallow 20 m sill (Petrie and Yeats 1990) . Further details of the sampling program and methods are discussed in detail in Li and Dickie (2001) .
Eight variables were selected for analysis (Table 1) . Three variables (air temperature, bacterioplankton abundance, and chlorophyll concentration) are resolved weekly over the full time period: January 1992 to December 2006. Measurements of phytoplankton began in January 1993 and are aggregated at different classification levels (Synechococcus, cryptophytes, total eukaryotic phytoplankton, and total phytoplankton). Measurements on the remaining variable, water stratification, began in January 1994. Some of the variables (bacterioplankton, chlorophyll, and stratification) were measured at 1, 5, and 10 m depth; the average of the 3 depth levels was used here to provide a time series for this study. The remaining variables, which are of phytoplankton, have measurements from only the 5-m depth level. In the analysis of Section 4 and supporting plots, the time origin (week 1 or year 1) corresponds to the first week or year, respectively, in which measurements were available on that variable, as indicated in Table 1 .
In this study, analyses on all variables, other than air temperature, have been conducted on log 10 -transformed values. This stabilizes the variance and better satisfies the assumptions of the cyclical state space model of Section 3. Fig. 1 shows time-series plots for all variables. Following log-transformation, sinusoid-like seasonal cycles are much more apparent than they were in the original nontransformed data.
As a preliminary step to examining the seasonal cycle, a basic harmonic regression model was fit to each of the time series, i.e., .
(
Here, y t is the (log-transformed) data, µ is the time-independent mean of the variable, β c and β s are the coefficients for the cosine and sine terms respectively, e t is the time-dependent error term for the model, and ω is the frequency of the annual cycle (ω = 2π/T where T is the 1-y, or 52-week, period). Fig. 2 shows a sample of results from fitting a harmonic regression model to the bacterioplankton abundance levels through time. While it provides for a basic fit to these data, the amplitude is underestimated since the data are not exactly periodic and has a drifting phase and amplitude. Hence, we conclude that we need a statistical model that can be more adaptive to the changing cycles that are seen in the data from year to year. A trend plus cycle model is outlined below which adapts the seasonal cycle to the measurements by adjusting the level and timing of the cycles, as well as adding a trend.
Procedures-A trend plus cycle state space model accounts for seasonal cycles, together with long-term trends in the data. Cyclical state space models allow for adaptive seasonal cycles, and models of this nature have been used (Harvey 1990; Haywood and Wilson 2000) , especially in econometrics (Harvey, 1985) . In Dowd et al. (2003 Dowd et al. ( , 2004 , such cyclical state space models are applied to oceanographic monitoring data. A cyclical state space model incorporating a trend component is described below. The state of the system at time t is given by x r t and x i t . x r t is the actual state of the system corresponding to the levels of the variables, while x i t is a variable that has no actual interpretation but allows for the cycle to adapt to the observations (the r and i superscripting refers to the real and imaginary parts in a complex valued state formulation). Each element of the state vector has a corresponding system noise term denoted by n r t and n i t , respectively. (Note that with these system noise terms equal to zero, the model reverts to the harmonic model in Eq. 1). The observation equation relating the observations y t to the true (but unobserved) state x r t is as follows:
.
Notice that the trend being incorporated into the model is a quadratic one with coefficients β 0 , β 1 , and β 2 . (We have chosen a quadratic model after extensive experimentation with linear and cubic trends using our data set). The term e t acts here as the observation error term.
For this to be a linear, Gaussian state space model, we assume the following: system noises are normally distributed with zero-mean and constant variance [i.e., n r t , n i t~N (0, σ 2 m )]; the observation errors are normally distributed with zeromean and constant variance [i.e., e t~N (0, σ 2 o )]; and finally, all the error processes must be independent of each other and uncorrelated through time.
If the above assumptions are met, the Kalman filter and smoother provides for state estimates that are optimal in the sense of being minimum variance and maximum likelihood estimates. The Kalman filter is a sequential estimation method that sweeps forward through the observations and provides for estimations of the mean state and its covariance matrix. It provides optimal estimates of the state using information up to and including the analysis (estimation) time. The (fixedinterval) Kalman smoother then proceeds by updating the filtered state estimates via a backward sweep through the observations. This provides optimal estimations of the system state making use of the entire available observation set. For more details, see Harvey (1990) .
(i) Furthermore, to implement the Kalman filter and smoother note that a number of quantities must be specified. These include the following: Parameters. The system error variance (σ 2 m ), and the observation error variance (σ 2 o ) are required. The trend coefficients (β 0 , β 1 , β 2 ) must also be determined.
(ii) Initial conditions. The initial state for each variable must be specified. The initial state, x 0 , is assumed to be normally distributed with mean and variance M 0 , i.e., . Therefore, knowledge of the mean and the variance-covariance matrix M 0 is required.
The values for the initial state of each variable were obtained by performing a harmonic regression following Eq. 1 on the first year (i.e., the first 52 weeks) of measurements. Since the state of the system at time t is given by x r t and x i t , then the estimated β c and β s from the harmonic regression on the first year of measurements give reasonable starting values, i.e., they specify the initial amplitude and phase of the cycle. This was done for each of the analysis variables. In all cases, the covariance matrix was specified by initially setting its variance elements to be relatively large values (0.25), with zero covariances. In practice, the covariance estimates rapidly stabilize during the forward sweep of the Kalman filter and the initial conditions are soon forgotten; the initial covariance estimates are then estimated at the end of the backward sweep of the Kalman smoother.
All unknown parameters were estimated using maximum likelihood methods. Denote the vector of parameters as θ = (σ 2 m , σ 2 o , β 0 , β 1 , β 2 ). For the linear Gaussian state space model, the log likelihood of the observations can be obtained using the following expression (c.f. Harvey 1990), (4) where n is the length of the series, and p is the dimension of the state (in this case 2). The innovations, v t , are the discrepancy between the "one-step ahead" predictions of the Kalman filter and the corresponding observations. F t is the variance of the innovations. The innovations, v t , and their variance, F t , are a function of the error variance and trend coefficients in θ. The above quantities are calculated using the Kalman filter state estimates and specified parameters and initial conditions. The expression for the log-likelihood in Eq. 4 was maximized with respect to the parameters in θ. The robustness of this procedure, especially with respect to simultaneous maximization of σ 0 2 and σ m 2 , was tested by comparing partial likelihoods defined with respect to a subset of the parameters. The resulting Kalman smoother state estimates computed using the maximum likelihood parameters were then analyzed in order to detect interannual variability and trends. Trends in levels and timings of key events in the seasonal cycle were examined. In particular, the levels and timings of the peaks and troughs of the estimated annual cycles over the analysis period were extracted, as well as for the spring onset (or bloom), and fall decay. The idea is to determine whether the overall annual cycles of the variables are changing in terms of these four key events that define the annual cycle. This, in turn, allows one to quantify the concept of inter-annual variability in terms of trend analysis of these events. The procedure is described below.
An approach based on taking derivatives of the smoother state estimates was used to extract the timings of the 4 key events for each year of the analysis period. The timings of the peaks and troughs can be determined by identifying the zero crossing of the first derivatives. The associated abundances were then extracted. If the first derivatives of the state estimates are decreasing around where a zero-crossing occurs, the value on the x axis at the zero-crossing is the time at which a peak occurred in the state estimates (so the second derivative has a local minimum). Alternatively, if the first derivatives of the state estimates are increasing the zerocrossing is the time at which a trough occurred (and so the second derivative has a local maximum). Similarly, spring is defined as a local maxima in the first derivative (with the second derivative having a zero-crossing and decreasing); this corresponds roughly to the onset of annual growth in many of these log-transformed biogeochemical variables and is a key quantity of interest to marine ecologists and oceanographers. Correspondingly, fall is defined as a local minima in the first derivative (with the second derivative having a zero-crossing and increasing).
To carry out this derivative based identification of key annual events some minimal pre-processing of the state estimates was undertaken. Specifically, a Gaussian smoothing kernel was applied to the estimates for all variables. (Note that if there was reason to suspect that the smoother state estimates had widely different standard errors, a more advanced smoothing approach could be used that would take into account this additional information on variability.) This preprocessing was necessary to ensure that any small scale noise was not unduly amplified by the differencing operation of the first, and especially, second derivatives of the smoother state estimates. Once these timings were obtained using the information in the first and second derivative, the associated abundance levels for the timings of the peaks, troughs, fall, and spring values were extracted as well.
Finally, to assess long-term trends in these time series of extracted levels and timings, a regression-based linear trend analysis was undertaken. This was comprised of three approaches: (i) ordinary least-squares regression (OLS), (ii) generalized least-squares regression (GLS), and (iii) robust regression.
The basic procedure of OLS regression yields best linear unbiased estimates if the assumption that the random error term has zeromean, independent, and constant variance is met. GLS regression allows us to relax the assumption on the variance of the error term and incorporate nonconstant variance and, more importantly for this study, autocorrelation in the residuals. Robust regression allows us to better account for non-normality due to the presence of outliers in the data; it effectively downweights observations that are highly influential, according to the size of their associated residuals. Using each of these regression methods, a straight line trend model was fit to the peaks, troughs, fall, and spring levels and timings of each variable. In every case, hypothesis tests on the trends were conducted to determine whether the slope was significantly different from zero. A nonparametric Mann-Kendall (MK) trend test was also applied to these series to compare with the regression based methodologies (Hipel and McLeod 1994, p. 864) .
Assessment
The first step in the analysis is to estimate the input parameters needed for implementation of the abundance analysis for each of the nine variables. Table 2 shows the estimated values for the initial states of each variable calculated by conducting a harmonic regression on the first year of data. Also reported are the maximum likelihood estimates of the error variances, and the quadratic trend coefficients. It is notable that the system noise variance, σ m 2 is low (< 0.01) for bacterioplankton, air temperature, and stratification; this indicates that the abundance cycle for these variables is essentially sinusoidal, and close to invariant from year-to-year. The remaining variables have a larger system noise variance, and so the cyclical model deviates from a sinusoid with corresponding changes in the amplitude and phase. The estimated observation error variances vary over an order of magnitude, with the exception of the very large value obtained for air temperature (recall that this variable was not log-transformed).
Using these parameter estimates, the cyclical state space model was fitted to the data using the Kalman smoother. For brevity, this section only reports results from the analysis of bacterioplankton and stratification. These were chosen since stratification has a strongly adaptive seasonal cycle, whereas bacterioplankton does not. Also bacterioplankton was well predicted by the analysis, while stratification was not. These comparisons help to establish the range of applicability of the methodology.
Figs. 3 and 5 show the respective state estimates for these variables (the time varying mean, and the 95% confidence interval). The mean state estimated from the Kalman smoother appears to show a good ability to fit the evolving cycle model to the observations, and both variables considered exhibit a mean state which follows an evolving cycle. However, the stratification mean state is much "rougher" than bacterioplankton, mainly as a consequence of its very large system noise variance σ m 2 (0.002 versus 0.0004), while having Table 2 ). This implies that stratification has much more potential for the cycle to adapt to fit the observations and short time-scales, hence its apparent roughness. In Figs. 3 and 5, the red curve that goes through the smoother estimates is the estimated quadratic trend. For bacterioplankton, it is nearly flat, whereas there is some suggestion of interannual change in the subseasonal mean level for stratification.
As was discussed in "Procedures," some assumptions must be met for these linear, Gaussian state space models to be considered appropriate. Figs. 4 and 6 show plots of the innovations and summary diagnostics for bacterioplankton and stratification, respectively. One can see that in both cases, the time series plots of the innovations resemble white noise and have fairly constant variance, but with a small amount of spiking. The histogram and the normal quantile plot suggest that the innovations appear to be approximately Gaussian but with some deviations in the tails. This is particularly evident for the lower tail of Bacterioplankton, which is a result of the negative spikes in the innovations as well as the cyclical model overpredicting the observed abundance in one step ahead forecasts. The autocorrelation is reported in the lower right panels of Figs. 4 and 6, and the numerical values for the lag 1 sample autocorrelation are given in Table 3 . There is some suggestion of weak autocorrelation at lag 1, especially in bacterioplankton (~0.2). Out of the 9 analysis variables, Synechococcus and chlorophyll clearly violate the assumptions required for a linear, Gaussian state space model, and so we conclude that the trend plus cycle model based on sinusoidal variations may not be flexible enough to handle either of these variables. (For completeness, we include analysis results for these variables but denote their results with an asterisk in tables). Overall, for the remaining 7 variables, the results from Figs. 3-6 are typical, and it appears that innovations are consistent with the basic assumptions of the state space model.
With the cyclical state space model fit to the data, the state estimates for the 7 variables that satisfy the assumptions can be used to assess long-term changes and interannual variability in the data in terms of both key levels and event timing. Figs. 7 and 8 show the estimated first and second derivatives for bacterioplankton and stratification, respectively. These have been constructed for each year of the analysis period (15 annual curves for bacterioplankton and 13 annual curves for stratification). Overlaying these annual curves of the derivatives gives a sense of the year-to-year changes in the timings of the key events (peak, trough, spring, and fall). Clearly, bacterioplankton has relatively little interannual variability and is quite well behaved in terms of its derivatives, thereby allowing the four event timings to be easily identified. In contrast, stratification exhibits much more interannual variation and even has extra zero-crossings hence using second derivative information is key to proper identification of the event timings.
The time series of extracted timings for the 4 events (peak, trough, fall, and spring) are shown in Figs. 9 and 10 for bacte- Table 2 . Input . 3 . Bacterioplankton analysis results from the Kalman filter and smoother using optimized parameters. Shown are the observations (dots), the estimated mean state (blue line), and the 95% confidence bounds (thin red line). The fitted quadratic trend is also shown (thick red line). Week 1 corresponds to Jan 1992 (see Table 1 ). Week 1 corresponds to Jan 1992 (see Table 1 ).
Fig. 5.
Stratification analysis results from the Kalman filter and smoother using optimized parameters. Shown are the observations (dots), the estimated mean state (blue line), and the 95% confidence bounds (thin red line). The fitted quadratic trend is also shown (thick red line).
Week 1 corresponds to Jan 1994 (see Table 1 ). Week 1 corresponds to Jan 1994 (see Table 1 ). Fig. 7 . Estimated first and second derivatives of the bacterioplankton. These are reported as annual curves for each of the analysis years as indicated (see text for details).
Year 1 corresponds to 1992. Fig. 8 . Estimated first and second derivatives for stratification. These are reported as annual curves for each of the analysis years as indicated (see text for details).
Year 1 corresponds to 1994.
rioplankton and stratification, respectively. The variation in timing for all the bacterioplankton events is relatively small, being approximately 10 weeks, over the duration of the analysis period, consistent with the variation in the zero-crossings in Fig. 7 . The variation in the event timings for stratification is, however, much larger. Also shown in Figs. 9 and 10 are the fitted straight lines from the trend analysis for these timings using the three regression techniques (ordinary least squares, generalized least squares, and robust regression). The fitted curves from these three techniques all look similar, with some deviations in the robust regression for both variables, due to their improved treatment of outliers. Results from trend tests are reported in Table 4 . No strong trend is evident for Bacterioplankton for any of the event timings using any of the methods. However, Stratification shows a declining in the trough value which is significant at level α = 0.1 for all methods excepting GLS. Table 4 also reports the corresponding results for the trend analysis of all other analysis variables. Significant trends were evident in the following variables: increasing chlorophyll trough (OLS, GLS, MK) and decreasing spring timings (OLS, GLS); decreasing phytoplankton spring timings (all methods) and increasing fall timings (OLS); and decreasing Synechococcus trough timings (all methods). Air temperature showed some significant positive trends in its timing for troughs (OLS, GLS), spring (OLS, RR), and fall (RR). Eukaryotic phytoplankton had some suggestion of increases in timing in the fall (OLS, RR). The magnitude of the analysis variables, corresponding to the estimated timings for the four events characterizing the annual cycle, were also extracted from the smoother state estimates. Figs. 11 and 12 show the abundance or levels associated with the peaks, troughs, spring, and fall for the analysis variables bacterioplankton and stratification. Cross-referencing these with Table 5 , it is seen that these trends are not significant with any of the three trend analysis regression methodologies. Examining Table 5 further indicates that air temperature has significant positive trends in its peak and spring levels (from all three methods). Similarly, phytoplankton has an increasing spring trend in its abundance (all methods), and some evidence for fall increases (OLS, RR). There are also a suggestion of significant increasing trends for eukaryotic phytoplankton in spring (RR, MK) and fall (OLS), and for cryptophytes in spring (OLS, GLS).
Discussion
This study has addressed the problem of trend detection for marine environmental monitoring data and the characterization of subseasonal variability. Its central emphasis is on detecting changes in the timing and levels of key ecological events, for example the peak abundances and timing of the spring plankton bloom. A number of current approaches in the literature are focused on examining trends for ecological time series. Ideas like low pass filtering (to remove noise) and interpolation (to fill gaps) in ocean data can provide a basis for examining interannual changes (Licandro et al. 2001) . Another approach is based on taking cumulative sums (Taylor et al. 2002; Leterme et al. 2005) . The central difficulty in all such studies is the use of ad hoc denoising and gap-filling techniques to extract abundances for use in subsequent trend analysis. Here, rather than simply extracting the underlying trend in the mean or monthly levels (Li et al. 2006c , Cloern et al. 2007 , we made use of a state space model for evolving seasonality to extract the levels and timings of important events, and then carried out a trend analysis for these events. This provides a statistical framework to account for a ubiquitous and problematic feature of marine environmental monitoring observations, i.e., the noisy and irregularly sampled nature of these time series data (Jassby and Powell 1990; Wyatt 1995) .
Our analysis was based on defining a number of key ecological events that characterize the annual cycle of these ocean time series, i.e., the timings and levels of the associated peaks, troughs, and spring and fall abundances. The smoother state estimates for the analysis variables (computed using the maximum likelihood parameters) were used as the basis for extracting these quantities of interest (using information contained in the finite difference based first and second derivatives). Interannual variability in the level and timing of these events was clearly evident. Following recent studies (Li et al. 2006a,c; Cloern et al. 2007 ), a regression-based trend analysis was then used to see if the slopes were significant. In this study, the extracted event time series were subjected to ordinary least squares regression, generalized least squares (that accounts for the weak autocorrelation), and robust regression (which down-weights the outliers). The use of a variety of regression methods are important for robust trend assessments in ecological time series, and we also included the nonparametric Mann-Kendall trend test for comparison (we also note that extensions of the Mann-Kendall test to include serial correlation through block bootstrapping did not change the results).
The results of the analysis showed some significant results for the trend during the monitoring period, which were supported by all trend detection regression methods. In some cases, there were conflicting results that suggest that the detected trend is not so robust to changes in methodology. In terms of the biological variables, it was found that phytoplankton spring bloom abundance timings are becoming earlier and the levels higher. Synechococcus had its minimal annual abundance level that decreased over the analysis period (but this variable did violate assumptions for the underlying state space models so results must be interpreted with caution). Of the physical variables, air temperature was found to be increasing with respect to its peak and spring level. Framing our analysis of inter-annual variability in terms of the annual event timing and levels seems to be a useful means to bring out the salient quantities of interest. Some of these results are consistent with those reported for a nearby offshore station in Li et al. (2006a-c) . Fig. 9 . Trend analysis results for the peak, trough, fall, and spring timings of bacterioplankton. Year 1 corresponds to 1992. Fig. 10 . Trend analysis results for the peak, trough, fall, and spring timings of stratification. Year 1 corresponds to 1994.
Comments and recommendations
The statistical framework used here is, in its present form, suitable for annual cycles that can be transformably made to resemble a sinusoid (having a single annual peak). It is desired for the purposes of interpretation to have relatively small amplitude and phase changes about a baseline, but the cyclical model is also able adapt to large non-sinusoidal changes by increasing the system noise variance. Hence, the philosophy here is not to explain the maximum variability in the time series, but use a simple and interpretable model for examining evolving seasonality. In this study, it was found that two (Synechococcus and chlorophyll) of the nine variables considered clearly did not satisfy the assumptions needed for the state space model, due to what appears to be non-sinusoidal underlying signal with non-normal noise character.
The cyclical state space approach should, however, be extensible to incorporate more general shape functions (for instance, those supporting spring and fall blooms). Alternative statistical approaches are possible to account for such features as spring and fall blooms; a recent example of this is functional data analysis as proposed in Ikeda et al. (2008) . For the trend analysis based on extracted time series of ecological events, the use of derivative information may prove difficult in some cases where local smoother state variations are large; this was evident in the stratification variable used for illustration in this article. Rolinski et al. (2007) found similar issues in their identification of spring bloom timings. It may be desirable, as in Ikeda et al. (2008) , to explicitly control for the smoothness of the resultant curves.
The statistical treatment of environmental monitoring data targeted at detecting trends in key ecological variables is an important and timely problem. Such trends are indicative of regional changes, or may be a consequence of large scale climate forcing. Our analysis of an ocean biogeochemical time series provides a statistical approach that quantifies interannual variability and trends in key ecological events. Further extension of the approach to multivariate analysis to quantify inter-relationships between variables and linkage to large scale physical forcing would be of interest. Ultimately, however, the goal is to develop a unifying statistical approach that directly targets the ecological events of interest; it is hoped that this study provides a step in that direction. Table 4 . Trend analysis results of event timings for all analysis variables and the three regression techniques: Ordinary least squares (OLS), generalized least squares (GLS), and robust regression (RR). Results from the Mann-Kendall trend test also shown (MK). A "+" indicates an increasing trend whereas a "-" indicates a decreasing trend. Also indicated is whether the trend is significant (S) or not (NS) at level 0.1. Variables flagged with an asterisk (*) violated the assumptions of the state space model. Fig. 11 . Trend analysis results for the peak, trough, fall, and spring levels of bacterioplankton.
Peaks
Year 1 corresponds to 1992. Fig. 12 . Trend analysis results for the peak, trough, fall, and spring levels of stratification. Year 1 corresponds to 1994. Table 5 . Trend analysis results of event levels/magnitudes for all analysis variables and the three regression techniques: Ordinary least squares (OLS), generalized least squares (GLS), and robust regression (RR). Results from the Mann-Kendall trend test also shown (MK). A " + " indicates an increasing trend whereas a "-" indicates a decreasing trend. Also indicated is whether the trend is significant (S) or not (NS) at level 0.1. Variables flagged with a asterisk (*) violated the assumptions of the state space model. 

