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Abstract
A trajectory optimization study for a soft landing on the Moon, which analyzed the effects
of adding operationally based constraints on the behavior of the minimum fuel trajectory,
has been completed. Metrics of trajectory evaluation included fuel expenditure, terminal
attitude, thrust histories, etc.. The vehicle was initialized in a circular parking orbit and
the trajectory divided into three distinct phases: de-orbit, descent, and braking. Analy-
sis was initially performed with two-dimensional translational motion, and the minimally
constrained optimal trajectory was found to be operationally infeasible. Operational con-
straints, such as a positive descent orbit perilune height and a vertical terminal velocity,
were imposed to obtain a viable trajectory, but the final vehicle attitude and landing ap-
proach angle remained largely horizontal. This motivated inclusion of attitude kinematics
and constraints to the system. With rotational motion included, the optimal solution was
feasible, but the trajectory still had undesirable characteristics. Constraining the throttle
to maximum during braking produced a steeper approach, but used the most fuel. The
results suggested a terminal vertical descent was a desirable fourth segment of the tra-
jectory, which was imposed by first flying to an offset point and then enforcing a vertical
descent, and provided extra safely margin prior to landing. In this research, the relative
effects of adding operational constraints were documented and can be used as a baseline
study for further detailed trajectory optimization.
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Chapter 1
Introduction
Trajectory design is a crucial process during the planning phase of a spacecraft landing
mission. The trajectory must meet all mission objectives, while complying with vehicle
limitations and capabilities. The common approach to designing a spacecraft landing
trajectory is to first focus on the translational motion, while treating the vehicle as a
point mass. Trajectory planners concentrate on the overall shape of the trajectory before
attitude dynamics are considered. Once a trajectory is determined, guidance algorithms
are created to guide the vehicle along the given trajectory. Because fuel mass is a major
driver of the total vehicle mass, and thus mission cost, the objective of most guidance
algorithms is to minimize the required fuel consumption. Most of the existing algorithms
are termed as "near-optimal" in terms of fuel expenditure.
The question arises as to how close to optimal are these guidance algorithms. To
answer this question, numerical trajectory optimization techniques are often required.
One such technique is applied in the current research to find these minimum fuel opti-
mal trajectories. In most cases, attitude dynamics are not considered in exploring these
"minimum fuel" trajectories. The contribution of this thesis is to included attitude dy-
namics in the optimization problem and assess the effect of these dynamics on the optimal
trajectory.
Recently, renewed interest in returning to the lunar surface has been expressed. The
"The Vision for Space Exploration", NASA, February 2004,
http://www.nasa.gov/missions/solarsystem/explore-main.html
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Moon has been proposed as a base for extended missions. During a landing on the Moon,
there is no atmospheric drag to slow the vehicle from orbital velocities to near-zero at the
surface. Instead, an onboard propulsion system is required for this purpose. The vehicle
must be capable of sensing the surface and landing at an attitude which places all landing
gears simultaneously and squarely on the ground. This thesis considers the optimal fuel
requirements to efficiently satisfy the trajectory and attitude requirements simultaneously
in the landing problem.
1.1 Review of Previous Work
Previous work that relates to the current research falls into the two categories of guidance
algorithms and trajectory optimization for lunar landings. A guidance algorithm is used to
fly the vehicle during the actual mission. Trajectory optimization techniques are used to
verify that the guidance algorithms produce the most efficient or near-efficient trajectories
for the vehicle to follow. Previous work performed in these areas are presented next.
The race for the Moon in the 1960's generated a large impetus for the research and
development of guidance algorithms for the soft landing of vehicles on the lunar surface.
The majority of lunar landing research was performed during the Apollo era in the 1960's.
Studies were performed to develop guidance algorithms, descent trajectories, transfer orbit
properties, etc.. These studies included a detailed parametric study by Akridge and Harlin
[1], who varied parameters such as initial parking orbit altitudes, thrust-to-weight ratio,
and the specific impulse of the engine. A study of lunar landing orbits was performed
by Cavoti [2] for both range-free and range-fixed problems, with the assumption of a two
impulse burn. This study theoretically showed that the minimum-fuel descent transfer
orbit could not be an exact Hohmann type orbit (tangential thrusting at apolune and
perilune) and meet the terminal vertical attitude constraints. Cavoti found that the
solution was to burn at a slight angle to the tangential direction. Trajectory analysis
work, done by Bennett and Price [3], was the basis for dividing the powered descent
phase of the Apollo landing trajectory into three phases: an fuel-optimum braking phase,
a landing approach transition phase, and a terminal descent phase.
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Existing guidance algorithms, which were vigorously tested, landed five Surveyor vehi-
cles and six Apollo lunar modules successfully on the surface of the Moon. The Surveyor
vehicles used a guidance scheme based on the work done by Cheng and Pfeffer [4], which
controlled the velocity and slant range of the vehicle during the final descent. The attitude
control law used is known as a "gravity turn" [5], which tended to force the flight path
towards the vertical as time progressed. The Apollo missions used an explicit guidance
algorithm, which was originally derived by Cherry [6] and then simplified by Klumpp [7]
to be used onboard the lunar module guidance computer.
Several other guidance algorithms were proposed during the same time period. A
proportional navigational guidance algorithm was proposed by Hall, Dietrich, and Tiernan
[8], which was modified from work done by Kriegsman and Reiss [9]. More recently (in
1999), a near-minimum fuel law was proposed by Ueno and Yamaguchi [10].
Most of the aforementioned guidance algorithms were designed to minimize fuel, while
minding safety and operational considerations. Optimality, or near-optimality, can only
be proven for some of these algorithms given certain assumptions, such as constant thrust
or constant gravity. To prove optimality, trajectory optimization and optimal control
theory must be used. Trajectory optimization capabilities during the Apollo era were
severely limited by computing power. An analytic solution for the one-dimensional vertical
terminal descent of a lunar soft-landing, based on an application of Pontryagin's minimum
principle, was found by Meditch [11] in 1964. Meditch showed the existence of an optimum
thrust program that achieves soft landing under powered descent, which includes the real-
time calculation of a switching function as the vehicle descends to the surface. Extensive
numerical research on the one-dimensional problem was performed by Teng and Kumar
[12], using various cost functionals. Their method is based on a time transformation,
applied to the calculus of variations. The solution was found numerically, using a quasi-
linearization method. In 1971, Shi and Eckstein [13] derived an exact analytic solution
for the problem which Teng and Kumar addressed.
With the increase in computing power, trajectory optimization techniques, of the type
to be discussed in Section 2.2, have greatly increased the feasibility of generating optimal
trajectories with higher complexity and applicability. Recently, Vasile and Floberghagen
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[14] applied a Spectral Elements in Time (SET) approach to the lunar soft-landing prob-
lem. Within the work, a lunar landing descent from three parking orbit scenarios down to
an altitude of 2 m above the surface was optimized. The cost function used was based on
the square of the control input, which has been noted to be different from the minimum
fuel solution [15] used in the current research. In the section to follow, the approach for
the trajectory optimization followed in the current research is outlined.
1.2 Thesis Overview
This thesis investigates the problem of soft-landing a vehicle on the surface of the Moon
from an initial circular parking orbit, using a trajectory optimization technique. The
objectives of the current research are to:
1. Determine operationally feasible landing trajectories, which minimize fuel expendi-
ture, while considering the finite rotational motion of the vehicle and operational
attitude constraints.
2. Analyze the fuel usage penalties and trajectory performance effects due to the in-
clusion of each operational constraint considered. Metrics of trajectory performance
include terminal attitude, terminal velocity, control histories, steepness of approach
to the landing site, etc..
The optimization method used to explore the Moon landing problem in the current
research is the Legendre Pseudospectral Method. The Legendre Pseudospectral Method
has been applied to a variety of trajectory optimization problems, including problems
of ascent guidance [16], satellite formation flying [17], and impulsive orbit transfers [18].
DIDO [19] is used to implement the Legendre Pseudospectral Method in the current
research. The entire trajectory, from de-orbit to soft landing, is included in the analysis
and is treated as a single problem. This is done in order to generate a trajectory which
is optimal over the entire time span of the landing process.
In considering both translational and rotational motion in the trajectory optimization
of a soft-landing on the Moon, a direct comparison is made between results that include
18
rotational motion and those that do not, to gain insight into the effect on the fuel usage.
The inclusion of the attitude dynamics in the optimization framework to see how the
trajectory is reshaped by the attitude constraints is a major contribution of the current
research. An outline of the thesis is given below.
First, an overview of basic optimization theory is given in Chapter 2, along with the
numerical methods currently used in solving optimal control problems. The numerical
method used in the current research, the Legendre Pseudospectral Method, is discussed
and a simple example is presented to explain the implementation of the method.
Chapter 3 outlines the specifics of the landing problem. The coordinate frames used,
and assumptions made, are discussed. An overview of the trajectory is given, as well as
the assumed vehicle parameters. Operational requirements for a successful landing on the
lunar surface are discussed.
The equations of motion are derived in Chapter 4. Full six degree-of-freedom (DOF)
equations of motion (EOM) are derived in cartesian coordinates. Vehicle motion is as-
sumed to be planar in the current research (though it can easily be extended to three
dimensions) and the 6DOF EOM are reduced to this simplified case. The planar EOM
are implemented in the optimization code.
The results obtained from trajectory optimization of the Moon Landing problem are
presented in Chapter 5. A baseline trajectory is presented first, before progressing to
more constrained scenarios (based on operational considerations). Results obtained for
two-dimensional translational motion (TM) are explored first. Selected operational con-
siderations related to the perilune height of the descent orbit, continuous thrusting, and
a near-zero terminal velocity are implemented. The effects of these constraints on the
trajectory are investigated. Next, the attitude dynamics are added to the optimization
framework. Finally, a vertical descent phase is added to the trajectory and analyzed. The
significant findings and a conclusion are given in Chapter 6, as well as avenues of future
work.
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1.3 Nomenclature
Standard nomenclature, defined below for an arbitrary variable (x), has been used through-
out this document.
1. {x}: Regular characters represent scalar quantities or magnitudes of the correspond-
ing vector.
2. {x}: Bold, lower case characters represent vectors.
3. {X}: Bold, upper case characters represent matrices.
4. {±}: Overhead dots represent the time derivative of the variable.
5. {x', xb, xr}: Superscripts denote the reference frame in which a vector is defined,
where i, b, and r represent inertial, body, and rotating frames, respectively.
20
Chapter 2
Optimization Background
The objective of this chapter is to highlight key concepts necessary to understand the
optimization analysis performed in subscquent chapters. The reader is referred to the
following references for in depth coverage of the corresponding fields: Nonlinear pro-
gramming ([20]), Optimal Control Theory ([21], [22]), and the Legendre Pseudospectral
Method ([23]). A summary of trajectory optimization as a whole, including the first two
topics mentioned above, is given by Betts [24].
The first section in this chapter is an overview of optimization theory, while the second
describes numerical methods used for solving optimal control problems.
2.1 Basic Optimization
An optimization problem is any problem where it is desired to maximize (or minimize) a
specified criterion. This criterion is referred to as a cost function, which is a function of
the parameters over which the optimization takes place.
Let x E R' be a vector of parameters and let J(x) : R' -+ R define a cost function.
It is desired to find the value x* which minimizes J out of all admissible x. The global
minimum is defined as:
J(x*) < 5(x) for all admissible x (2.1)
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Figure 2-1: One-dimensional Convexity
A local minimum is defined as:
J(x*) < J(x) for all x in the neighborhood of x* (2.2)
If a function is globally convex (it monotonically increases in every direction from
the global optimum), then any local optimum found is also the global optimum. If the
function is nonconvex, finding a local optimum does not necessarily imply that it is also
the global optimum solution. The concept of convexity vs. nonconvexity and local vs.
global optimums for an arbitrary one-dimensional function f(x) is illustrated in Figure
2-1.
In the convex example, only one optimal solution exists, which is the global optimum.
In the nonconvex example, two optimal solutions exist. One is a local optimum, while the
other is the global optimum. Most trajectory optimization problems are nonconvex and
therefore only local optimums are readily found.
A parameter optimization problem that has a linear cost function, linear constraints,
and has only real values is known as a linear programming problem. The term is only
used for problems which have real values, otherwise it falls into the category of integer or
mixed-integer programming. If the problem has only real values, but includes a nonlinear
cost function or nonlinear constraints, it is referred to as a nonlinear programming (NLP)
problem.
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2.1.1 Finding a Minimum
From basic calculus, recall that a local minimum of a function, which is the function of
one variable (i.e., f(x)), can be found by locating a point where the first derivative of the
function with respect to the variable equals zero and the second derivative is positive.
This notion is expanded to higher dimensions with gradients and Hessians. A gradient
is a vector consisting of the first-order partial derivatives of a function with respect to
each variable. The Hessian is a matrix consisting of the second-order partial derivatives
of the function. For example, the following conditions are satisfied at a local minimum
for the cost function J(x):
0 (2.3)
-09ax
02jJ> 0  (2.4)
jx2 -
One could attempt to determine the minimum of the cost function analytically, but
it may be difficult or impossible. Therefore, iterative techniques are used to locate the
minimum by searching over the region of admissible x. Newton's method, the most
common technique, uses the gradient and Hessian information at the current location to
determine a search direction. There are numerous other iterative techniques used, most
being based on the principle of Newton's method.
2.1.2 Equality Constrained Optimization
Equality constraints are added to the optimization problem if it is desired that a function,
or functions, of the parameters equal a specific value. The parameters can vary, but
relationships between the parameters remain fixed. An equality constraint has the form:
f(x) = 0 (2.5)
where f : R" -- > R.
The most convenient method of solving an equality constrained optimization problem
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is to formulate the augmented cost function, which is a combination of the cost function
and the constraints with multipliers.
J' = J(x) + A'f(x) (2.6)
To find the minimum, the gradient of J' is taken with respect to x and A and set to zero.
The first-order necessary conditions for optimality become:
a = + OA 0 (2.7)
ax Ox 9x
= f(x) = 0 (2.8)BA
2.1.3 Inequality Constrained Optimization
In addition to equality constraints, some problems have inequality constraints. An in-
equality constraint has the form:
g(x) < 0 (2.9)
where g : R" - RP.
The constraints are adjoined to the cost function in a similar manner as the equality
constraints, but with the multipliers i. The augmented cost function is now defined as
follows:
J= J(x) + ATf (x) + Jig(x) (2.10)
There are two classes of inequality constraints that must be dealt with: active and
inactive. The vector g(x) can be written as seen in Equation (2.11), with gi(x) for
(i = 1.. .p) representing individual components of the p-dimensional vector. An active
constraint is when a component of the constraint vector equals zero at the optimum
solution, (i.e., gi(x*) = 0). The optimization problem is bounded by these constraints.
Inactive constraints are constraints where gi(x*) < 0 and these constraints do not affect
the optimal solution. The equation pTg = 0, which is known as complementary slackness,
ensures that the individual inequality constraints are either active or do not affect the
solution.
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Sgi(x)
g =(2.11)
gp (x)
The first-order necessary optimality conditions, also known as the Karush-Kuhn-
Tucker (KKT) conditions, are given by Equations (2.8) and (2.9), and the following:
V= 0 (2.12)
;> 0 (2.13)
PiTg = 0 (2.14)
2.1.4 Optimal Control
A special class of optimization problems which include dynamical constraints that vary
with time are known as functional optimization problems, where the term "functional" is
used to denote a function of a function. Functional optimization problems that have an
input, or control, to be determined are known as an optimal control problems. Optimal
control problems have a wide variety of applications, including the field of trajectory
optimization.
Let x(t) E R' be the state of a continuous system where t E R is time. Furthermore,
let u(t) E R"' be the control or input. Lastly, let the dynamical constraints that govern
the change of x(t) with respect to time be given as:
x = f (x(t), u(t), t) (2.15)
where f : R" x R1I x R -+ R1.
The general optimal control problem is to find the function u(t) that minimize the
cost functional, J, subject to the constraints imposed on the problem (which include the
dynamical constraints). It is normally desired to either minimize a functional of the state
and control over the entire time span or the final value of a criterion. The cost functional
is therefore composed of two parts: a terminal cost # : R' x R -- R (commonly referred to
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as the Mayer cost) and an integrated cost L : R' x R' x R -* R (known as the Lagrange
cost). The Bolza form of the cost functional, as seen in Equation (2.16), is a combination
of the terminal and integrated costs.
= (x(t), tf) + i (x(t),u(t),t) dt (2.16)
The initial and final boundary conditions that the system must satisfy are given by
Equations (2.17) and (2.18), respectively.
0(x(to) to) = 0 (2.17)
Of(x(tf), tf) = 0 (2.18)
where #io: R' x R--+ R0 and :R" xR ---+R
In order to combine all of this information, the augmented cost functional, ', is
formulated. The dynamical and terminal constraints are adjoined to the cost functional
with a vector of Lagrange multipliers (also known as the costate), A(t) C R', and the
terminal constraint multipliers, v E R4/. The equation given below is similar to Equation
(2.3.5) in Reference [22].
= # (X(tf), tf) + VTO (x(tf), tf)
tf
+ [L (x(t), u(t), t) + A(t) T {f (x(t), u(t), t) -:] dt (2.19)
to
To simplify the augmented cost functional, the Hamiltonian and end point functionals are
defined in Equations (2.20) and (2.21), respectively. J' is simplified to Equation (2.22).
The functional dependencies have been omitted for clarity.
'H = L + ATf (2.20)
to(2.21)
tft H TS]dt (2.22)
26
Calculus of variations is used to determine a stationary point of the augmented cost
functional. Using the same concepts as before, the variation of J' is taken and appropriate
functions are set to zero. The resulting necessary conditions for a local minimum for the
free final time problem are derived by Hull [21] as:
ON
x f(x,u,t) (2.23)
A = 
-(2.24)
Ox
0 = (2.25)Ou
o(x(to), to) 0 (2.26)
Of(x(tf), tf) = 0 (2.27)
AT (tt (2.28)
()tt_ = Ot) (2.29)f t =
These necessary conditions are used later in the thesis to analyze optimality of obtained
solutions. Additional optimality conditions, similar to those in Equations (2.13) and
(2.14), must be included if there are inequality constraints involved. Additional equality
constraints take the same form as that seen in Section 2.1.2.
2.1.5 Pontryagin's Minimum Principle
Equation (2.25) is used to solve directly for the control function u. In some cases (e.g.,
N is a linear function of u), Equation (2.25) is not a function of u and the above method
cannot be used to determine the control. Instead, the control is determined with Pontrya-
gin's minimum principle [25], which is a more general form of the necessary optimality
conditions. Pontryagin's minimum principle can be written as follows:
u* =arg min N (u, x*, A*, t) (2.30)
uEU
where u* is the optimal control and U is the set of all admissible controls. The
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general idea is to find the control which minimizes the Hamiltonian at each point along
the trajectory.
2.2 Numerical Methods
The previous section outlined optimality conditions, which are to be solved to find a
stationary point. For most non-linear optimal control problems, solving these equations
analytically is very tedious, or impossible. Researchers have instead turned to numerical
methods and computers to aide in finding the optimal solution.
There are numerous numerical methods that have been formulated to solve optimal
control problems and it is not in the scope of this thesis to explore them all. The method
used in this research is the Legendre Pseudospectral Method, which is a direct transcrip-
tion method that uses a spectral technique. The meanings of "direct", "transcription",
and "spectral" will be discussed below and an example will be given to explain imple-
mentation of this method.
2.2.1 Direct Methods
Numerical methods used in solving optimal control problems fall into two distinct cat-
egories: direct and indirect. An indirect method uses information from the costate dif-
ferential equations (2.24), the maximum principle (2.30), and the boundary conditions
(2.26) - (2.29), to find the optimal solution. In order to use this method an estimate
of the costate is required a priori, which may pose a problem since the costate does not
usually have physical significance.
The more common approach is to use a direct method, which aims at directly opti-
mizing the cost function, Equation (2.16). The method starts from an initial guess of the
state and control and searches in the feasible region for a minimum of the cost function.
This is reported as a local minimum solution, because it is impossible to search the entire
feasible region. If it can be proven that the problem is convex, then local optimality
implies global optimality.
Assuming that the user is familiar with the dynamics of the problem being posed, it
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is much easier to provide an initial guess of the state and control rather than the costate.
In some cases, a simple propagation of the state from the desired initial conditions with
no control input is sufficient. However, if the problem is highly nonconvex, a good initial
guess may be crucial in finding the correct local optimal solution.
A direct method was selected for this research for it simplicity and because it does not
require costate estimates a priori. Multiple iterations of the solutions were performed,
each time providing the optimizer with a different initial guess of the state and control
time histories, in order to provide confidence that the obtained results were in fact the
global minimum.
2.2.2 Direct Transcription Methods using Spectral Techniques
Within the class of direct methods, there are distinct categories, including direct shooting
methods, direct transcription, etc. A direct transcription method is used in this thesis
and will be outlined below.
Most real-time optimal control problems are in the continuous time domain. In order to
be implemented on a computer, this continuous time domain system must be transformed
into a discrete time domain system. The locations in time at which the problem is
discretized are referred to as "nodes", and can be uniformly or non-uniformly distributed
in the time domain. At each node, the discrete system represents the continuous system,
and links must be made between the nodes to represent the dynamics of the original
continuous system. A transcription method is used to transform the continuous system
into the discrete problem. Most optimal control problems include either a nonlinear cost
function or nonlinear constraints (which may include nonlinear dynamical constraints),
that are only functions of real variables. As a result, the transcribed problem is an NLP.
The key to a transcription method is not only transforming the problem from a con-
tinuous system to a discrete system, but also linking the nodes together in a way that
represents the dynamics of the original problem. The dynamics of the continuous system
can be represented in several ways within the discrete framework, including the use of
the Euler method, the Runge-Kutta method, and spectral methods. The method used in
this thesis is a spectral method, which fits globally orthogonal polynomials to the discrete
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data over the entire time span.
The Legendre Pseudospectral Method uses a special class of orthogonal polynomials,
known as Legendre Polynomials. The interior nodes are placed at the roots of the Legen-
dre polynomial derivative, known as the Legendre-Gauss-Lobatto (LGL) points, which
provides higher accuracy in the results. Figure 2-2 shows the placement of the LGL
points for cases with 10, 30, and 50 nodes, respectively.
2.2.3 Implementation
DIDO [19] is the software package used to employ the Legendre Pseudospectral Method in
the current research. It is easy to use and is capable of solving a wide variety of problems.
To explain some of the implementation concepts of DIDO, a simple example is used.
Assume that a vehicle performs a controlled descent from an initial altitude to the
surface of the Moon, as seen in Figure 2-3. For simplicity, assume a constant gravity,
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g, and a constant engine exhaust velocity, Vex. If the thrust, T, is represented by a
throttle command (k c [0, 1]) multiplied by a maximum thrust limit, Tmax, the equations
of motion are as follows:
yz=v (2.31)
Tma ki = max. -g (2.32)
u= - Tmaxk (2.33)
Vex
where y, v, and m represent the altitude, velocity, and mass respectively.
A minimum fuel solution is desired and therefore the cost function was selected to
be Equation (2.34), which is the most direct measure of fuel usage. Some of the previ-
ous studies have used various norms of the applied translational acceleration as the fuel
minimizing cost function, which has been shown to be inaccurate [15].
Jmin -rm(tf) (2.34)
The constraints on the system, in addition to the equations of motion, are the initial
and final boundary conditions and a throttle bound.
Initial Conditions Final Conditions Throttle Bound
y(to) = yo y(tf) = yf 0 < k(t) < 1
v(to) = vo v(tf ) = Vf
m(to) = mo
The vehicle was initialized at an altitude of 500 m, with a vertical velocity of -5 m/s.
The initial mass of the vehicle was chosen to be 1000 kg. The maximum engine thrust
and the engine exhaust velocity were chosen as 2500 N and 2500 m/s, respectively. These
values are typical values for a lunar lander. A value of 1.62 m/s 2 was used as the lunar
gravity constant. The final conditions are to soft-land at zero altitude, meaning that yf
= 0 and vf = 0.
Scaling of the variables is a very important step in implementing any optimization
problem. Optimization codes run more smoothly and have better convergence properties
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Table 2.1: Vertical Descent Parameter Values
[Parameter 1 Value Normalized Value]
Tmax 2500 N 0.5
Vex 2500 m/s 50
g 1.62 M/s 2  0.324
Yo 500 m 1.0
vo -5 m/s -0.1
MO 1000 kg 1.0
if the parameters over which it is searching for the optimal solution are roughly of the
same order of magnitude. By normalizing the variables in the problem, a much smoother
search region is obtained. For this example, the scaling factors were chosen to be 500 m,
10 sec, and 1000 kg, for distance, time and mass respectively. The normalized values of
all parameters are listed in Table 2.1. The important dynamical ratios for this vertical
descent example have the following values (in normalized units):
Tmax = 0.5 Tmax = 0.01
mno Vex
A total of 64 nodes was used for this simple case because a switch in the control is
expected in the middle of the time span, where there are inherently fewer nodes. The
number of nodes was increased (to 64) until this switch was adequately captured. The
local minimum fuel solution is shown in Figure 2-4. It can be seen that the minimum fuel
solution is a free fall trajectory until the point where a maximum commanded throttle,
during the remaining portion of the descent, is sufficient to stop the vehicle the instant it
reaches the surface. This is the intuitive solution since tf is also minimized in this fashion.
By indirectly minimizing the time, less thrust is expended to counteract gravity.
In Figure 2-4, the discretized DIDO solution is plotted as points. As a feasibility check,
the initial conditions are propagated forward using MATLAB's Runge-Kutta integrator
(ode45), with the discretized control determined by DIDO. In this plot, the solid line
represents either the interpolated control or the propagated state. The alignment of the
propagated state (solid line) with the DIDO predicted state at the nodes verifies the
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feasibility of the solution.
The Hamiltonian, as defined in Equation (2.20), is found to be:
'H = Ay(v) + Av max k g) + Am( max k (2.35)
( m Vex
Using Equation (2.24), the dynamics of the costate are determined to be:
A= 0 (2.36)
= -Ay (2.37)
= Av Tmaxk (2.38)
The DIDO output includes estimates of both the Hamiltonian and the costate. These
are plotted in Figure 2-5. A divergence is seen in the Hamiltonian and costate estimates
at the boundaries of the time domain. This is an artifact of the current DIDO implemen-
tation of the Legendre Pseudospectral Method.
Because the Hamiltonian is not a function of time, it should be constant over the
entire time span. Looking at Figure 2-5, the estimate of the Hamiltonian is fairly small,
but oscillations are present. A larger fluctuation is seen where the throttle switch occurs,
because of the discontinuity in the control. An interior discontinuity in the state or control
is not handled as well by a spectral method.
Looking at Equation (2.36), AY should also be constant with time. An oscillation is
also seen, but a flat trend is apparent. A, on the other hand, should have a constant slope
equal to -AY, which is reflected in the plot. These simple tests show that the estimates
of the Hamiltonian and costate are reasonable.
Since the Hamiltonian is a linear function of the throttle, Pontryagin's Minimum
Principle must be used to determine the control. To find the control which minimizes
the Hamiltonian at each node, each term in the Hamiltonian that is a function of the
throttle is extracted and k is factored out. This is known as the switching function, which
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is written as in Equation 2.39 for this example.
(2.39)
By Pontryagin's Minimum Principle, the control is:
(2.40)
The DIDO estimates of the costate were used to calculate an approximate switching
function. The result is plotted with the control in Figure 2-6. Using a cubic interpolation
between the nodes, an estimate of the location where the switching function crosses zero
is 1.18 in normalized time units. Thus, the obtained solution coincides with the estimated
switch.
The next logical step is to split the problem into two distinct segments and allow for a
discontinuity in the control. This is done in DIDO with the use of knots. Knots can also
be used if there are discontinuities in the state (e.g., finite mass jumps in the ascent of a
multi-stage rocket). For this problem, the state is equated at the knot, while the throttle
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is allowed to be discontinuous. Fewer nodes are needed, as seen in Figure 2-7.
A guess of the knot time was provided to the optimizer as 1.18, but this time was
allowed to vary. The optimal solution found with one knot added is seen in Figure 2-8.
The switch occurred at a normalized time value of 1.19. Therefore, the estimate of the
switch location (calculated using an estimate of the costate and the derived switching
function) is consistent with the knot location selected by DIDO.
To verify the result obtained from DIDO, an analytic solution is calculated from the
method derived by Meditch [11]. He shows that there is no more than one switch in
the throttle for the 1-dimensional vertical descent problem, and that the throttle changes
from minimum to maximum at the switch. Using Pontryagin's minimum principle, Med-
itch derived an analytic expression to calculate the time where the switch occurs. The
expression is shown below in Equation (2.41). In deriving this equation, an assumption is
made that no more than 25% of the initial mass is used as propellant during the descent.
This assumption is valid for this example.
b y(t)N(y, v, t) = - y(t) + 2a + v(t) (2.41)
a a
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where
a ( Tmax-mo (2.42)
2 mo
T 2b= 2 ax (2.43)2Ve x mo2
The analytical solution placed the switch location at a normalized time of 1.21. The
DIDO solution matches the analytical solution of the switching time, within a reasonable
error of 1.6%. This simple vertical descent example has shown that solutions obtained by
DIDO are good approximation of the optimal solution.
In the subsequent chapters, a soft-landing on the Moon from a parking orbit is ana-
lyzed using the same DIDO optimization utility. An optimal solution is first obtain with
minimum constraints and no interior knots in order to analyze the optimality of the re-
sults and get an estimate of control discontinuity locations. The current implementation
of DIDO does not provide estimates of the costate and Hamiltonian if interior knots are
included, hence this analysis can only be performed with a solution that does not include
knots. Knots are then added to the optimization framework in order to accurately capture
control discontinuities, and to enforce desired characteristics of the trajectory based on
operational considerations.
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Chapter 3
Moon Landing Problem
This chapter presents details of the Moon landing scenario being investigated. Included
within are assumptions made, coordinate frames used, definitions of terms, and an overview
of the trajectory.
3.1 Assumptions
The rotational period of the Moon about its own axis is equal to the period of revolution
around the Earth. The equatorial surface velocity is approximately 4.6 m/s. This rotation
would be a factor if the goal was to target a specific landing site because the site would
move relative to the inertial frame. However, a target is not specified in this analysis and
it is reasonable to neglect the rotation of the Moon. The extra fuel expenditure required
to null the velocity of the vehicle relative to the rotating surface would be no more than
0.3% of the total fuel usage. This is not a significant factor and would not noticeably
alter the results or trends.
The Moon has no atmosphere and is assumed to be spherical. A purely Newtonian
gravity model is used, therefore gravity perturbations due to the Earth and Sun are
neglected, as well as perturbations due to the oblateness of the Moon. Values used for
the lunar equatorial radius, Req, and the lunar gravitational parameter, y, are 1737.4 km
and 4902.78 km 3 /S 2 , respectively [26].
An assumption of constant vehicle exhaust velocity is common in space flight me-
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Figure 3-1: Three-Dimensional Inertial and Body Reference Frames
chanics problems because the properties of the engine do not change drastically in the
operational range being used.
3.2 Reference Frames and Coordinate Systems
Three reference frames are used: the Inertial frame, the Vehicle Body frame, and a Ro-
tating Polar frame. Where ambiguity is present, the frames are denoted with superscripts
( )i ( )b and ( )", respectfully.
The standard unit vectors, i, ily, and i, complete the inertial triad as seen in Figure
3-1. In this frame, the position vector, r, is expressed as:
r = xiz + Yiy + ziz (3.1)
The body frame is fixed to the vehicle and is given by the 3-dimensional unit vector triad
[br, by, bz].
For a majority of the research done, the motion of the vehicle is restricted to a single
plane of motion, namely the Moon's equatorial plane. If we define the x-y plane as the
plane of motion, the inertial frame simplifies to the perpendicular unit vector set [i, lU].
The body frame also reduces to the 2-dimensional perpendicular unit vectors [$X, by]. An
illustration of this is seen in Figure 3-2. The position vector reduces from Equation (3.1)
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to Equation (3.2).
r = i + yiy (3.2)
By defining unit vectors ir and io as in Equations (3.3) and (3.4) a rotating reference
frame is created. This frame rotates at the same rate that the vehicle revolves around the
Moon. It is referred to as the 'rotating polar frame' because of it is connection with the
polar coordinates r and 6.
Ir= cos 6i + sin OiY (3.3)
io - sin Oiz + cos 6iY (3.4)
Figure 3-3 displays the relationship between the rotating polar frame and the inertial
frame (for planar motion). The vector ir always points from the origin to the vehicle and
io remains perpendicular to the radius vector in the direction of motion of the vehicle.
The position vector can be expressed rather simply in the rotating polar frame as:
r = rir (3.5)
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3.3 Orbital Dynamics Definitions
Standard orbital dynamics definitions [27] used in this document are displayed in Figure
3-4. The unit vectors le and i, lie in the vehicle's orbital plane with le in the direction of
the pericenter, which is the point of closest approach of the orbit to the occupied focus.
i, is perpendicular to le in the plane of motion of the vehicle.
In the case of a lunar orbit, the pericenter is referred to as the perilune. The vector
from the occupied focus to the perilune is defined as the perilune radius vector, rp.
The altitude at this point above the surface is referred to as the perilune altitude, hP.
Conversely, the farthest point in the orbit is known as the apolune and the associated
altitude is the apolune altitude, h,.
With the position and velocity of the vehicle are denoted by r and v, the perilune and
apolune heights can be calculated using the following equations [27]:
h = r x v (3.6)
e = (v x h - - r (3.7)
y r
h 2
P= - A- (3.8)
p1
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r -, r = (3.9)1 +e 1-e
h= rp - Req ha = ra - Req (3.10)
where h and e are the massless angular momentum and eccentricity vectors, y and Req
are the lunar gravitational parameter and equatorial radius, and p is the parameter of the
orbit, which is defined by Equation (3.8). The variables r, h, and e denote the magnitudes
of the corresponding vector. Note the distinction between hP and ha, which both represents
altitudes, and h, which is the magnitude of the massless angular momentum.
3.4 Angle Definitions
The planar equations of motion in both the cartesian and polar frames use a thrust
direction angle, V), to represent the angular distance from a reference axis to the unit
thrust vector. The cartesian equations of motion (EOM) uses i, which is defined from
the fixed inertial x-axis. It is more convenient in the rotating polar frame to use V' , which
is defined from the rotating radius vector. Figure 3-5 is included for clarity. Equation
(3.11) relates the two angles. By taking the derivative of Equation (3.11) with respect to
time, the relationship in Equation (3.12) is obtained.
Vr+ 0 (3.11)
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Figure 3-6: Angle Definitions
+ (3.12)
For plotting purposes, the flight path angle, -y, and thrust direction angle, r, are
defined. These angles are illustrated in Figure 3-6. The flight path angle, y, is the angle
between the velocity vector and a line perpendicular to the radius vector in the direction
of motion, which is referred to as the local horizontal. The unit thrust vector is defined
with a yaw-pitch angle sequence, which is defined as a rotation about the radius vector
by the angle r3 T and then a rotation about the z-axis (for the planar motion case) by
the angle r/. The thrust yaw angle, #T, is defined from the direction of positive velocity.
The thrust direction (pitch) angle, r, is the angle between the thrust vector and the local
horizontal. The dotted vectors in Figure 3-6 show typical placements of the velocity and
thrust vectors for the cases in this study.
3.5 Trajectory Description
A vehicle that transfers from the Earth to the Moon arrives on a hyperbolic trajectory
(when viewed from the vicinity of the Moon) by the laws of Keplerian motion. It is the
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decision of trajectory planners to determine whether the vehicle will descend directly to
the surface from the hyperbolic orbit, or if the vehicle will first enter into a parking orbit
around the Moon before attempting to land.
Both direct descent and parking orbit trajectories have their advantages and disad-
vantages. A direct descent trajectory requires fewer maneuvers and typically uses less
fuel. One disadvantage, however, is that the Earth departure timing becomes crucial.
The departure must be timed so that the vehicle not only transfers to the Moon with
high accuracy, but also is in the correct position relative to the landing site at arrival.
During a direct descent, there is less time to make adjustments to the orbit or assess how
much navigational error has accumulated during the Earth-Moon transfer.
On the other hand, the parking orbit trajectory expends extra fuel to enter the parking
orbit, but can remain in this orbit until the time of final descent. This allows time to
observe landing sites, make adjustments to the orbit, perform scientific experiments, etc.
The motion of the vehicle can also be observed for a longer duration of time to assess
navigational error accumulation. Historically, missions to the Moon that successfully
landed have entered into parking orbits before landing. The safety benefits have far
outweighed the additional cost in extra fuel and maneuvers.
The Surveyor missions were unmanned vehicles launched during the years of 1966 to
1968 with the objective of soft landing on the Moon [5]. Of the seven Surveyor spacecraft
launched, only five successfully made the voyage. Three were designed for a direct descent
trajectory (Surveyor 1, 11, and IV) and four entered into a parking orbit for a short duration
of time before initiating the final descent (Surveyor III, V, VI, and VII). Of the missions
which used a direct descent, only Surveyor I successfully landed. Surveyor II and IV were
terminated before lunar contact due to anomalies during flight. The parking orbit coast
of Surveyor III, V, VI, and VII varied from 6.7 min to 22.4 min in duration, and all of
these missions successfully landed.
All of the Apollo missions entered into an initial lunar orbit with average apolune
and perilune altitudes of 310 km and 106 km, respectively [28]. The first Apollo landing
missions, Apollo 11 and 12, performed an intermediate burn to bring the spacecraft's
orbit to near-circular (120.6 km apolune and 99.5 km perilune). Apollo missions 14, 15,
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16, and 17 transferred directly from the insertion orbit to the descent orbit, the later
having average values of 109 km apolune and 15.3 km perilune for all six missions. Near
the perilune altitude of the descent orbit, the descent engines were ignited and the final
descent to the surface began. The engines remained ignited for the duration of the final
descent in order to avoid the possibility of the engines not reigniting while the vehicle
was in close proximity to the Moon. This failure mode is referred to as "engine restart
failure" in this thesis.
The perilune altitude was chosen for fuel efficiency and to minimize the time that the
vehicle was on a collision course with the surface. Having a perilune altitude above 15
km was found to be fuel inefficient and a perilune altitude below 15 km was hazardous
because of the mountainous lunar terrain and possible guidance errors [3].
For this research, a descent from a lunar parking orbit was selected for reasons consis-
tent with the historical perspective; namely safety, reliability, and flexibility. The vehicle
transfers from the initial parking orbit to an intermediary descent orbit, which has a
lower perilune altitude that brings the vehicle close to the lunar surface. The final break-
ing burn commences near perilune of the descent orbit and decreases the vehicle's velocity
and altitude for a soft landing on the lunar surface. An illustration of the trajectory can
be seen in Figure 3-7.
For simplicity, the initial parking orbit is assumed to be circular at an altitude of 40
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km. The primary effect of changing the parking orbit to have a higher apolune altitude is
to increase the velocity of the vehicle at perilune. This would increase the initial velocity
of the vehicle in the optimization framework and contribute to the overall velocity to be
nulled during the descent. If desired, the fuel needed to account for this change in apolune
altitude can be calculated with a Hohmann Transfer [27] and included into the fuel cost.
The throttle profile consists of a small de-orbit burn, a portion of zero thrust, and
then a large breaking burn. The de-orbit burn has a duration on the scale of 1 to 20 s,
depending on the characteristics of the desired descent orbit. The breaking burn has a
much longer duration (e.g., Apollo average: 738.7 s [28]). Since there is no atmosphere
on the Moon, the descent trajectory is very different from an Earth re-entry or a Martian
landing. Instead of using the atmosphere to dissipate energy, the main thrust engine(s)
must be used to decelerate the vehicle. A large braking burn is required to null the
velocity from orbiting velocities to near-zero at the surface.
For the Apollo missions, the final descent phase was further divided into a braking
phase, an approach phase, and a terminal descent phase, with a separate guidance scheme
used for each phase [7]. The main purpose of the approach and terminal phases were
to rotate the vehicle to a vertical position and cancel any remaining velocity. For the
current study these subdivisions were not made. Instead, terminal attitude constraints
are imposed and the entire trajectory is optimized to land with a vertical attitude and a
near-zero vertical velocity.
3.6 Operational Considerations Included in the Op-
timization Design Problem
The goal of this research is to not only find optimal solutions, but also solutions that are
viable and operationally feasible. Selected operational considerations are included in the
optimization framework to enforce certain characteristics on the trajectory and to assess
how these considerations effect the optimum results. Considerations, such as descent orbit
perilune altitude, continuous braking, and attitude are included.
49
The intermediary descent orbit is very important in the design of the trajectory. It
is desired that the perilune altitude of the descent orbit have a positive value in order
to minimize the time the vehicle is on a collision course with the Moon. This is done
for vehicle safety, but also for environmental precaution against objects unintentionally
impacting the lunar surface. If a failure were to occur for any reason, the vehicle could
continue to orbit the Moon while the situation was being assessed, if the vehicle's orbit
had a positive perilune height.
Maintaining a continuous thrust during the final braking burn reduces the probability
of engine restart failure when the vehicle's trajectory is reduced to a collision course with
the Moon. Constraints are added to the throttle profile in order to keep the thrust above
a minimum threshold during the final burn.
When landing, it is ideal to have the vehicle land with purely vertical motion and
with the legs of the vehicle pointed towards the surface. This attitude is referred to as the
"legs-down" orientation. Constraints are placed on the terminal phase to ensure vehicle
orientation at landing. It is also desirable to land with a small descending vertical velocity
to ensure touchdown, while not exceeding the structural integrity of the vehicle.
These operational considerations, as well as a few others, are discussed in more detail
in Chapter 5.
3.7 Vehicle Specifications
The vehicle is assumed to be axially symmetric with a thrust to weight ratio that varies
between 2.0 and 8.0. It assumed that the vehicle has one throttlable main engine, which
is fixed to the vehicle and does not gimbal. For a hypothetical initial mass of 1800 kg
(which is representative of an unmanned vehicle), a value of 8000 N was chosen for the
engine's maximum thrust limit, TmaxE. The engine's exhaust velocity, Ve., was chosen as
3500 m/s, which corresponds to a specific impulse of 358 s.
In comparison, the Surveyor vehicles had final landed masses varying from 1431 to
1486 kg [5]. Each lander had a propulsion system which consisted of one main solid
propellant retro-fire engine and three throttlable liquid propellant vernier engines. The
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vernier engines, which were used to remove the final 100 m/s of velocity and also for
attitude control during the retro-fire, were capable of providing 133 N to 463 N of thrust
each. They had a specific impulse which varied from 273 s at minimum thrust to 287 s
at maximum thrust [29].
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Chapter 4
Equations of Motion
The equations of motion
full six degree-of-freedom
to obtain the EOM used
(EOM) of the vehicle are developed in this chapter. Initially, the
(DOF) EOM are developed before simplifications are introduced
during analysis.
4.1 Six Degree-of-Freedom EOM
The complete 6-DOF EOM include translational dynamics, rotational dynamics, and a
mass flow equation. These components will be discussed separately in the sections to
follow.
4.1.1 Translational Dynamics
The vehicle's position and velocity, in cartesian coordinates, are represented by the vectors
r and v, as defined in Equations (4.1) and (4.2).
r T =x y z (4.1)
vT = [I vy vz (4.2)
The thrust vector, T, is realized by multiplying a throttle command, kE, the maximum
engine thrust, TmaxE, and the unit thrust vector, UE. The thrust unit vector defines the
direction of thrust in the inertial frame. It is assumed that there is a single engine fixed
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to the vehicle and kE E [0, 1].
uET [UEx UEy UEz (4.3)
T = TmaxE kE UE (4.4)
Given these vector definitions, the translational equations of motion can be written as
follows:
i =v (4.5)
Sr + TmaxE E UE (4.6)
r m
where m and y are the vehicle mass and the planet gravitational parameter, respectively.
The first term in Equation (4.6) represents gravity, while the second term is acceleration
due to the applied thrust.
4.1.2 Rotational Dynamics
Vehicle rotation is defined using a quaternion for its non-singular properties. Attitude
quaternions are also commonly used in vehicle guidance and navigation [30]. A right-
handed, 4 th part scalar nomenclature is used as seen in Equation (4.7).
d4 q u sin (#/2)(47
qo cos(#/2)
In this thesis, the quaternion represents a body-to-inertial rotation, which is denoted
as 4. Angular rates are given by the vector wb, which represents the angular rate of
the body with respect to the inertial frame, defined in body coordinates. For simplicity,
notations on the quaternion and angular rate vectors are omitted (q' = q- and W = b ).
The reaction control system (RCS), which is composed of small thrusters (or jets)
located around the perimeter of the vehicle, controls the rotational motion. The torque
produced from each RCS jet is realized as Tmayx (dj x kjuy), where dj is the location of
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the jth jet with respect to the vehicle's center of gravity. It is assumed that the jets are
coupled and produce no net translational motion.
The RCS maximum thrust limit, Tmaxj, is normally significantly smaller than the
engine's thrust capability, TmaxE. Similar to the model of the engine throttle, the jth jet
throttle command is represented with the variable kj, where kj E [0, 1]. Lastly, u3 is the
jth jet body-fixed thrust vector, defined in the body frame. The total applied torque, r,
is obtained by summing the torque produced by each individual jet.
N
r = TmaxJ (dj x kyuj) (4.8)
j=1
The full 6-DOF rotational EOM include the quaternion kinematics and angular rate
dynamics listed below, which are defined in the body frame.
q = - n(w) 4 (4.9)
=I-, m (dj x kju.) - w x Iw (4.10)
j= 1
where the vehicle inertia matrix is defined as I and the variable , as defined in Equation
(4.11), is a 4x4 matrix used in the differential equation of the quaternion [30]. A negative
sign is placed in Equation (4.9) because of the definitions of j and w. The first term in
Equation (4.10) represents the applied torque, while the second term includes the inertia
of the vehicle.
0 W, -Wy WX
~(w) = WX Wy (.1
WY -WX 0 wZ
-WX -WY 
_-Wz 0
The attitude of the vehicle is related to the vehicle's translation motion by rotating
the body-fixed thrust vector, UEb, to the inertial frame via the quaternion rotation seen
in Equation (4.12). The inertial frame thrust vector, UE, is then used in the translational
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dynamics in Equation (4.6).
IZE i E b
where:
_ [-q _ [UE] b UEbQlb fE IFE=
L ojL 0 JL0
4.1.3 Mass Flow Equation
The mass of the vehicle decreases when either the engine or the thrusters are ignited.
Equation (4.13) represents the complete mass flow equation. The subscripts 'E' and 'J'
distinguish engine and RCS jet quantities.
TmaxE kE TmaxJ N J
VexE exJ
4.2 Planar Equations of Motion
Six DOF motion was simplified to two translational components and one rotational. Per
definition, this is a 3-DOF system, but as this term is generally used to indicate three
dimensional translational motion without rotation, it is instead referred to as planar
motion.
Both cartesian and polar forms of the EOM were investigated for the planar problem
and are derived in this section. The term 'cartesian form' refers to the use of cartesian
coordinates in the inertial frame. The term 'polar form' refers to the use of radial and
circumferential components in the rotating reference frame. The motivation to use polar
form is due to mathematical simplifications in the bound and constraint equations, which
will be further discussed in Section 5.2.
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4.2.1 Translational Dynamics in Cartesian Form
By constraining motion to the inertial x-y plane, for the cartesian form, the z-component
of the translational dynamics becomes zero. The position and velocity vectors become:
rT = K y (4.14)
vT =T I vj (4.15)
The planar translational dynamics reduce to Equations (4.16) - (4.19), with the thrust
angle V'@ being defined as the angle between the inertial x-axis and the unit thrust vector
(tan 0 = UEy/UEx). The equations have been written in scalar quantities in order to
compare with the EOM in polar form.
i = o± (4.16)
= vy (4.17)
T, = - x + maxEkE Cos V), (4.18)
r m
=-t TmaxEkE
r m
4.2.2 Translational Dynamics in Polar Form
In polar form, the position of the vehicle is defined with the radius, r, and the central
angle 0, which is defined from the inertial x-axis. The velocity is defined with radial and
circumferential components, v, and vo. Defining 4 r as the angle from the radius vector
to the thrust vector, the translational dynamics are governed by:
r = V, (4.20)
V= -(4.21)
r
= TmaxEk7 m E Cos (4.22)
VrVO TmaxEkE rsin (4.23)
r m
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In Equation (4.22), 1 and -- ' are the centrifugal and gravity terms, respectfully.
The last terms in both of these equations is the acceleration due to the applied thrust.
It should be emphasized that V (in Equations (4.18) and (4.19)) is referenced to the
inertial x-axis, while Qpr (in Equations (4.22) and (4.23)) is referenced to the rotating
radius vector.
4.2.3 Rotational Kinematics
In both planar inertial and rotating reference frame cases, the vehicle rotates about an
axis which is normal to the plane of translational motion. If the vehicle is assumed to
be axially symmetric, the inertia matrix becomes a diagonal matrix and the second term
inside the brackets in Equation (4.10) becomes zero. As a result, the rotational EOM can
be simplified by governing the rate of change of the inertial angular velocity through a
commanded inertial angular acceleration, a. The rotational EOM reduce to:
Cartesian Polar (4.24)
W V) r = wO - (4.25)
w=a L = a (4.26)
4.2.4 Variable Mass
Lastly, the mass flow equation, seen in Equation (4.13), is the same in both cartesian
and polar forms. It is similar to Equation (4.13) with the mass flow due to the thrusters
neglected. This is a reasonable assumption because the mass flow due to the engine is
significantly larger than the combined mass flow due to the RCS jets. An indirect method
of accounting for the depletion of mass due to RCS jets will be discussed in Section 5.2.
m= -TmaxEkE (4.27)
VexE
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Chapter 5
Results
This chapter explores the results obtained during trajectory optimization of the Moon
Landing problem. The equations of motions derived in Chapter 4 were coded in DIDO
in a fashion similar to the example problem seen in Chapter 2. In this thesis, all work is
limited to planar motion, but can easily be extended to three-dimensions. The plane of
motion is assumed to be the Moon's equatorial plane.
Guidance algorithms developed for spacecraft landing typically emphasize transla-
tional motion. It is left to the vehicle's attitude control system to rotate the vehicle in
such a way to match the desired thrust direction (and motion) specified by the guidance
computer. The attitude controller response is not instantaneous, due to the vehicle in-
ertia. Sudden changes in the desired attitude of the vehicle are not possible as might
be assumed by the guidance algorithm. By including attitude kinematics in the optimal
control problem, a more realistic solution is obtained, which does not include disconti-
nuities in the attitude of the vehicle. One of the main contributions of this thesis is the
inclusion of the attitude kinematics in the optimization framework and the comparison
to pure translational motion results.
Analysis was performed, first using pure translational motion (i.e., two degrees-of-
freedom), then vehicle rotation about a single axis was included (i.e., three degrees-
of-freedom). This is done in order to compare the pure translational motion results to
solutions that include attitude kinematics. For clarity, 2-dimensional translational motion
is given the acronym TM, while motion with two translational degrees-of-freedom and one
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rotational degree-of-freedom is given the acronym TMR.
The convexity of this problem was not determined, therefore all results are reported
as local optimum solutions. Multiple iterations were performed in each case, from varying
initial guesses of the state and control at each node, to ensure convergence to the same
solution. Performing multiple iterations, with different starting guess values provided
higher confidence that the obtained solutions were in fact the global minimum, though
this was not formally proven.
An initial parking orbit of 40km was chosen for the analysis throughout this thesis, as
discussed in Section 3.5. Given the gravitational pull of the Moon and the characteristics
of a circular orbit, the velocity of the vehicle is calculated to be 1660.8 m/s.
5.1 Translational Motion (TM)
For the pure translational motion analysis, the cartesian form of the equations of motion
where used. The equations of motion were seen in Equations (4.16) - (4.19) and (4.27),
and are restated below for quick reference. Note that these equations are two-dimensional,
and it is assumed that the vehicle's motion is in the Moon's equatorial plane.
S=o (5.1)
y = (5.2)
6 = -- L X + TmaxEkE UE1 (5.3)
r m
y= -- L y + TmaxEkUE2 (5.4)
r m
ni TmaxEkE (5.5)
VexE
The state and control of the system are defined as:
X(t)= [ X(t) y(t) v2(t) vY(t) m(t) ] (5.6)
u(t)T = [kE(t) UE1(t) UE2(t) ] (5.7)
60
where UE1 and UE2 are components of the inertial thrust direction vector, uE. In Section
4.2.1, the planar cartesian EOM were derived using the cosine and sine of the inertia
thrust angle, #/ (defined in Section 3.4). Note that the following are equivalent:
cos $ = uE1 (5.8)
sin Oi = UE2 (5.9)
The objective of the current research is to minimize fuel usage while meeting specified
operational constraints. The cost function was chosen to be the final mass of the vehicle
because this is the most direct measurement of fuel usage, as seen in Equation (5.10).
Jmin = -m(tf) (5.10)
Optimization routines run better if the parameters over which they are optimizing are
normalized. For the translational motion analysis, the scaling factors chosen were the
equatorial radius of the Moon, the Schuller period, and a mass of 1000 kg. The Schuller
period is defined as the period of a circular orbit with a semi-major axis equal to the radius
of the moon, as seen in Equation 5.12. The code was run with normalized parameters
and later converted back to dimensional quantities during analysis.
Distance Normalization Unit: DU1 = Req = 1737.4 km (5.11)
R3Time Normalization Unit: TU1 = 27 = 6498.43 s (5.12)
Mass Normalization Unit: MU1  = 1000 kg (5.13)
The vehicle parameters, as described in Section 3.7, are listed along with the initial
conditions in Table 5.1. For simplicity, the vehicle is initialized along the inertial x-axis.
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Table 5.1: Initial Conditions and Vehicle Parameters
Parameter I Value Unit
TmaxE 8000 N
VexE 3500 M
zo 1777.4 km
Yo 0.0 km
v_ o 0.0 M
vyo 1660 M
mo 1800 kg
5.1.1 Baseline Trajectory (TM)
The first step in presenting results, which include only translational motion, is to define
a baseline trajectory. This trajectory includes a minimal number of constraints in or-
der to identify the undesirable characteristics of the trajectory, which are addressed in
subsequent analysis by enforcing certain operational constraints.
The vehicle is initialized in a 40 km altitude circular orbit and descends to a soft
landing. The main criterion is to land with zero velocity at the surface, while using
bounded thrust. The vehicle must also remain above the surface of the Moon for the
duration of the trajectory. The constraints on the system, in addition to the dynamical
EOM listed in Equations (5.1) to (5.5), are as follows:
Initial Constraints
x(to) = xo (5.14)
State Variable Bound
m(t) > mdy (5.15)
Control Variable Bounds
0 < kE (t) 1 (5.16)
- 1 < UE1(t) < 1 (5.17)
- 1 <U E2(t) < 1 (5.18)
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Path Constraints
x(t)2 + y(t) 2 > R Above the surface (5.19)
UE1(t) 2 + uE2(t) 2 = 1 Thrust Unit Vector (5.20)
Terminal Constraints
X(tf) 2 + y(tf) 2  R 2 (5.21)
Vx(tf) = 0 (5.22)
VY (tf) = 0 (5.23)
where xO is the initial value of the state, using the values specified in Table 5.1.
T = O yo vjo oyo mo (5.24)
A total of 120 Nodes were used for the baseline case in order to capture the initial and
final dynamics properly. A plot of the minimum fuel local optimal trajectory profile is dis-
played in Figure 5-1. As a feasibility check, the initial conditions are propagated forward
using MATLAB's Runge-Kutta integrator (ode45), with the control sequence determined
by DIDO. In using the integrator, the relative and absolute integration tolerances were
set very low ( 1x 10-3), to obtain adequate accuracy. In Figure 5-1, the points represent
the DIDO optimized solution and the solid line represents the propagated altitude and
central angle.
An estimate of downrange distance is obtained by multiplying the central angle by the
radius of the Moon. This scale is included at the top of Figure 5-1, where zero downrange
represents the position of the landing point. The vehicle travels 4743 km around the
Moon, while descending 40 km. The altitude vs. downrange for the final braking phase
of the trajectory is shown in Figure 5-2.
Figures 5-1 and 5-2 are somewhat misleading in the flight path angle of the vehicle
during final descent due to the scaling difference between altitude and downrange. It
seems as though the vehicle lands with a vertical attitude, but in fact the trajectory is
largely horizontal. The correct representation of the terminal final flight path angle is
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Figure 5-2: Baseline Altitude vs. Range during Final Braking Phase
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given in Figure 5-3, which has equally scaled axes. In this figure, zero downrange and
zero altitude represents the position of the landing point.
The final value of the propagated altitude differs from the DIDO solution by 208 m,
which is apparent in Figure 5-3. In normalized units, where the length scale is the radius
of the Moon, this final propagation error corresponds to a value of 1.2x 10-4 . The use of
other MATLAB propagators was briefly investigated, such as ode113 and ode15s , but did
not improve the solution significantly. The propagation error was seen to decrease with
increasing nodes, which suggests that the solution is feasible, but differences in numeric
integration techniques between the propagation and the spectral method are present. A
plot of the final altitude propagation error vs. number of nodes is presented in Figure 5-4.
However, there is a limit to the number of nodes which should be used in a trajectory
with only one phase and no knots. This is because DIDO maps the time scale of the
problem to an interval (-1,1) and the time intervals at the boundaries become smaller
with increasing nodes. Increasing the nodes to 120, as used for the baseline case, reduces
the time interval between the first and second node to 1.1953x 10-16 on the mapped scale.
Using more nodes only decreases this value and numerical errors begin to appear in the
results. Adding knots mitigates this problem because each segment is mapped separately
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to the (-1,1) time span. Knots are added to this trajectory in subsequent analysis and a
case with an increased total number of nodes will be presented.
A second source of error is due to the interpolation of the control. The DIDO solution
is only given at discrete moments in time. In order to propagate the state forward from the
initial values, it is necessary to interpolate the control at times between the node points.
The interpolation schemes available in MATLAB include linear, cubic, and spline. A cubic
interpolation scheme was found to most accurately fit the data. A linear interpolation
scheme was not sufficient and a spline interpolater produced oscillations in the throttle
at the switch, which is known as the Gibbs phenomenon. Using the cubic interpolation
scheme introduces deviation between the propagation and the DIDO solution since two
different approximation methods are used.
Details of the trajectory, including velocity components, throttle, flight path angle,
etc., are plotted in Figures 5-5 and 5-6. Zoomed portions of the final 1.5 km of the
trajectory (which encompasses the entire braking burn) are displayed in Figures 5-7 and
5-8. The zoomed graphs have a light grey background for quick distinction.
In Figure 5-5, altitude, central angle, and the horizontal and vertical components of
velocity are plotted against time. It is important to note the difference in y-axis scales on
the horizontal and vertical velocity plots. This trajectory is largely horizontal, having a
maximum horizontal velocity of 1688 m/s which decreases rapidly once the final braking
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burn commences.
The throttle profile is presented in Figure 5-6, along with the mass history, flight
path angle, and thrust direction angle. The throttle has a bang-off-bang profile, which
is expected and consistent with Pontryagin's Minimum Principle (Equation (2.30)). The
initial de-orbit burn has a duration of 14.31 s, followed by a descent coast of 2632.8 s,
and a final braking burn for 370.9 s. The trajectory required 702.3 kg of fuel. In terms of
AV, which is the integral of thrust acceleration magnitude, as defined in Equation (5.25),
this corresponds to 1732 m/s.
AV = ftf a dt = Tnax,E kE dt (5.25)
to to m
A noticeable characteristic of the trajectory is that it flies very close to the surface
before touchdown. This is clear from the altitude vs. downrange plot of the final braking
burn in Figure 5-2. The vehicle travels 390 km downrange, while remaining within 1 km
of the surface. In Figure 5-7, it can be seen that the vehicle actually touches the surface
at 2744.8 s, which is 97.7 s after the braking burn begins and the horizontal velocity is
1544 m/s.
The altitude of the vehicle is increased before the final descent and touchdown, which
is referred to as "lofting" in this thesis. This lofting is present when the final burn is
initiated close to the target altitude (i.e., within a few kilometers). For the baseline case,
thrusting is initiated when the vehicle is at an altitude of 0.73 km above the surface. The
velocity components at this point are -11 m/s vertical and 1688 m/s horizontal. If the
vertical descent of the vehicle is not altered, it would land approximately 66 seconds later,
not accounting for the extra acceleration the vehicle would undergo due to gravity. In
order to stop the horizontal motion of the vehicle before it reaches the surface, the vehicle
would need to apply an acceleration of at least 25.6 m/s 2, which is above the capability
of the engine. The trajectory must loft (increase in altitude) to gain the time required to
zero the horizontal velocity. Having a large horizontal velocity close to the surface is an
operational hazard and a highly undesirable characteristic of this local optimal solution.
The flight path and thrust direction angles, which were defined in Section 3.4, are
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plotted in Figure 5-6. For this planar motion analysis, the thrust yaw angle remained
180 deg. Therefore, only the thrust pitch angle, r/ (also referred to as the thrust direction
angle), is displayed. When the engine is off, the thrust direction angle is not defined for
TM analysis. The flight path angle starts at zero when in a circular orbit about the Moon.
Due to the large horizontal velocity component, the flight path angle remains between 0
and -1 deg until the braking burn is initiated. The flight path angle is seen to decrease
only marginally during the end of the trajectory, since the trajectory is largely horizontal
at landing. The final relevant value of the flight path angle is approximately -3.4 deg.
During the final braking burn, the thrust direction angle has nearly the same pitch as
the flight path angle, only slightly more vertical. This is apparent in Figure 5-8. Given
that the thrust vector has a yaw of 180 deg, the vehicle is thrusting opposite the velocity
and slightly vertical to counteract gravity. This is an intuitively correct result. Also note
the almost linear trend in the thrust direction angle profile during the braking burn, which
is consistent with optimal control theory in a uniform gravity field [22].
The descent orbit perilune height (DOPH) for this trajectory is -2.7 km relative to
the surface, which means that the vehicle is on a collision course with the Moon during
the descent and braking phases. From an operational standpoint, this is undesirable since
the vehicle will collide with the surface if engine ignition failure were to occur and the
final burn is not initiated. It is customary to design a trajectory that has a descent orbit
which will remain above the surface of the Moon for this reason.
Optimality of the Baseline Solution
The optimality conditions of the baseline solution is investigated next. The DIDO esti-
mates of the Hamiltonian and costate components for the baseline trajectory are displayed
in Figure 5-9. Using Equation (2.20), the Hamiltonian is found to have the following form:
'R = A,(v,) + A.(v,) + AV - X + TmaxE kE UE1
+\ - Ay + TmaxE kE UE2 + Am TmaxE kE
r3 m VexE
+ Pi (R 2 - (X2 + y2 )) + P2 (1 - (U21 + U2 2 )) (5.26)
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where A( ) is the costate component of the corresponding state component and the vari-
ables p, and p2 are constraint multipliers.
The DIDO estimate of the Hamiltonian, which is seen in Figure 5-9, has similar char-
acteristics to the estimated Hamiltonian of the vertical descent example problem given
in Section 2.2. Since the Hamiltonian is not a function of time, it should be constant.
The DIDO estimate is fairly flat and is small in magnitude, but it is not constant. Large
oscillations are seen at the end points of the time span, with a larger fluctuation seen at
the location of the control discontinuity. Overall, the DIDO estimates of the costate and
Hamiltonian, for this baseline case, are well behaved.
5.1.2 Baseline Trajectory with Knots (TM)
From previous sections it was seen that there is a limit to the number of nodes that can be
placed in the problem. In order to accurately capture the discontinuities in the throttle
and increase the concentration of nodes during times of non-zero thrust, the problem is
segmented into three phases through the inclusion of two knots. One knot is placed near
the end of the de-orbit burn and the other is placed near the beginning of the braking
burn, but each is free to move as determined by the optimizer. The number of nodes
in the respective phases are 60, 40, and 60, which places a much higher concentration of
nodes in the first and last segments of the trajectory.
Event constraints are added to equate the state at the knot locations, while the control
is allowed to be discontinuous. The throttle is set to zero during the descent orbit coast, by
equating the upper and lower throttle bounds in the middle segment of the trajectory. The
constraints listed below, in addition to the equations of motion, the initial and terminal
conditions (Equations (5.14) to (5.15)), and the path constraints (Equations (5.19) and
(5.20)), complete the system of equations for the optimal control problem. The variables
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ti and t 2 represent the time locations of the first and second knot, respectively.
Throttle Bounds
0 < kE(t) 1
kE(t) = 0
0 < kE(t) < 1
De-orbit Phase (to < t < t1 )
Descent Coast Phase (t1 < t t 2 )
Braking Phase (t 2 < t tf )
Event Constraints
x- (ti) = x+(ti) (5.30)
(5.31)
(5.32)
x-(t2) = x+(t 2 )
to < t1 < t2 < t5
Equations (5.27) - (5.29) set the throttle bounds in each phase and replace Equation
(5.16). The state is equated at the knot with Equations (5.30) and (5.31), where the
superscripts ( )- and ( )+ denote the values of the state just prior to and after the knot,
respectively. The final constraint ensures that events are sequential.
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(5.27)
(5.28)
(5.29)
The results for the local optimum minimum fuel trajectory, including two knots, is
displayed in Figure 5-10, with a zoomed portion of the final 1.5 kilometers. In the figure,
the points represent the DIDO optimized solution and the solid line represents the propa-
gated altitude and central angle. The results are very similar to the baseline case without
knots. Details of the trajectory are plotted in Figures 5-11 and 5-12, with the last 1.5 km
of the trajectory (covering the entire braking burn) plotted in Figures 5-13 and 5-14.
The initial de-orbit burn has a duration of 2.2 s, which is much shorter than the
in the case without knots, which had de-orbit burn of 14.31 s. The de-orbit burn is
characterized by a short maximum thrust burn, but is ill-defined in the case without
knots since a discontinuity in the control is not allowed. A longer, smaller magnitude
burn is instead seen. Defining short, impulsive-like burns and throttle switches are two
of the main advantages of adding knots.
For the case with knots, the de-orbit burn was followed by a descent coast of 2841.2
s, and a final braking burn for 290.9 s. Adding knots increased the total duration of the
trajectory by 144 s. The trajectory required 702.2 kg of fuel, which corresponds to a AV
requirement of 1730.5 m/s and is slightly less than the case without knots. The DOPH
for this trajectory is -1.8 km relative to the surface, which is similar to the perilune height
previously reported as -2.7 km. The new value obtained for the perilune height, -1.8 km,
is thought to be a better estimate of the optimal solution because the trajectory is more
clearly defined.
The baseline case with knots is also seen to have a more distinct switch in the throttle
at the initiation of the braking burn. The transition from minimum throttle to maximum
throttle takes only 28.2 seconds. This is compared to the baseline without knots case that
took 120.1 seconds to make the transition.
The altitude propagation error for this trajectory is 107 m, which is a decrease in error
by 49% from the case without knots. A decrease is expected because there are more nodes
concentrated in the higher dynamical segments of the trajectory. It is interesting to note
that in this case with knots, the altitude error biases the trajectory upwards, where in
the original case without knots, the propagation was below the DIDO solution.
One of the disadvantages of this new trajectory is that spikes are seen in the thrust
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direction angle at the beginning of the braking phase and at landing. These spikes are
clearly noticeable in Figure 5-14. The first spike is because the control is allowed to be
discontinuous at the knot location. The first value is seen to deviate from the general
trend of the solution. The second spike may be an artifact of the current implementation
of DIDO as the control at the endpoints of the time-span are less well-behaved.
By adding knots to the trajectory, the optimizer is able to capture control disconti-
nuities and switch location more accurately. The total number of nodes can be increased
and a higher concentration of nodes can be placed where more dynamics are present. As
a result, the propagation errors are seen to decrease.
Summary of Baseline Results
In this section, the baseline trajectory was calculated with and without the implemen-
tation of knots. In both cases, the baseline trajectory is impractical for the following
reasons: first, the DOPH is below the surface (by 1.8 km for the case with two knots).
This is dangerous since the vehicle will collide with the surface if the final burn is not
initiated. Secondly, the trajectory is extremely shallow (horizontal) close to the surface
and actually touches the surface prior to final impact. The vehicle is seen to travel a
downrange distance of 390 km while having an altitude of no more than 1 km. This is
highly undesirable from an operational point of view and is a safety hazard due to the
variations in the lunar terrain. Furthermore, the flight path angle, which is related to
this horizontal profile, is also nearly horizontal at landing. A vehicle with this trajec-
tory would have minimal time to view the actual landing site upon approach. Instead,
it is desired that the vehicle descend with zero horizontal and non-zero vertical velocity.
Lastly, assuming that the thrust is fixed to the body of the vehicle, the terminal attitude
of the vehicle is almost completely horizontal and the vehicle does not land with a "legs
down" orientation. Because of these considerations, this baseline trajectory is not a viable
solution from an operational standpoint. It represents a trajectory that could be obtained
if optimization techniques are used for trajectory design with only minimal constraints
included. Operational constraints are added next to address some of these issues and
obtain a viable solution. The framework with the two knots presented above is used in
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subsequent analysis.
5.1.3 Inclusion of Selected Operational Constraints (TM)
In the previous section a baseline trajectory was identified, but this trajectory had unde-
sirable operational characteristics. In the following section, constraints are added based
on operational considerations, such as the DOPH and a terminal near-zero vertical veloc-
ity. Also considered is the total number of finite engine burns, which is constrained by
imposing a non-zero lower throttle limit. The objective is to obtain an operationally viable
solution, and to investigate the individual effects of these constraints on the overall tra-
jectory, control behaviors, and fuel requirements. These effects are investigated through
a parametric study and the constraints are discussed next, starting with the DOPH.
The main operational constraint considered in this section of the thesis is the DOPH.
This parameter was constrained by placing an event constraint at the terminus of the
de-orbit phase. During the de-orbit burn, the main engine burns until a desired perilune
height is obtained. The coast phase is initiated by constraining the throttle to zero, which
prevents the perilune height from being altered during the intermediate descent coast. The
vehicle follows the descent coast trajectory until the altitude is below a specified value
(to be discussed shortly) and the braking phase begins. A diagram of the throttle bounds
can be seen in Figure 5-15.
It was found necessary to bound the descent orbit coast by event constraints on both
ends of the segment. By specifying a desired DOPH and then constraining the throttle to
zero, at attempt is made to force a less-optimal value for the DOPH. If a finite duration
of the descent coast phase is not also enforced, the optimizer shrinks the descent coast
phase (which has constrained throttle region) to zero. After the de-orbit burn reduces the
perilune height of the orbit to the desired parametric value, the optimizer immediately
transitions to the braking phase in order to continue thrusting and achieve the optimal
perilune for the coast phase. The trajectory is seen to continue thrusting till the optimal
DOPH of -1.8 km is reached and then continues with a trajectory similar to the baseline
trajectory.
The descent coast phase is initiated when the perilune height of the orbit decreases to
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a desired value, rp c, which is varied in the parametric study. The end of the descent coast
phase is bounded above by a radius constraint, namely (X(t 2)2 + y(t 2)2 < r2). This means
that the vehicle cannot terminate the coast and begin the final descent until the altitude
of the vehicle is below a specified value, r2. A value of 20 km was chosen in order enforce
a coast down to the 20 km altitude, but not further constrain the initiation altitude of the
braking burn. Note that r 2 cannot be set below the desired parametric DOPH, because
this would cause an infeasibility in the solution. As a result, in the cases which targeted
20, 25, and 30 km, r 2 was set 5 km above the DOPH of the individual case (i.e., 25, 30,
and 35 km, respectively). Lowering the r 2 value for any case did not have an effect on the
overall performance of the trajectory (except to enforce a coast). Only when set so low
that it over constrained the problem, or made the problem infeasible, did this constraint
cause an issue. In order to target a specific perilune height and enforce a coast, the event
constraints listed below are added to the system at the knots locations ti and t2 . Note
that the calculation of perilune radius, rp, is given in Equation (3.9).
r,(ti) = r c (5.33)
x(t 2)2 + y(t 2)2 - r2 (5.34)
Figure 5-15 also displays the number of nodes for each phase (bottom of figure). Note
that this parametric study is referred to as the "open throttle cases" because thrust is
allowed to vary between 0 and 1 during the de-orbit and braking thrust arcs. For the coast
and braking phase, the number of nodes were decreased to 30 to reduce the computation
time of the parametric study. Reducing the number nodes in each phase, while keeping
the nodes concentrated in high dynamical regions, seemed to have minimal effect on the
final results. A total number of 100 nodes was found to be sufficient for the parametric
study.
A plot of the resulting trajectory profiles for each targeted perilune height is given
in Figure 5-16. The dashed lines in the figure represent the 5 km incremental targeted
perilune heights. Notice that trajectory lofting is manifested only in cases of non-positive
targeted perilune height. It was not determined at exactly which altitude the trajectory
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Figure 5-15: Throttle Bounds and Number of Nodes for Open Throttle Cases
begins exhibiting lofting, however the results suggest a gradual transition. Tabulated data
for this parametric study is given in Tables 5.2 and 5.3. Total AV and fuel requirements
are summarized in Figures 5-23 and 5-24.
Taking the 20 km case as an example, the throttle profile is plotted in Figure 5-17.
The trajectory for this example case required 704.0 kg of fuel (1737.3 m/s AV), which
is 1.8 kg (6.8 m/s) above the baseline trajectory fuel and AV requirements, respectively.
The optimizer initiated the braking phase for the 20 km case at 2248 s. Instead of a
continuous thrust to the ground, a short impulse-type burn is seen, followed by another
coast phase, before the final braking burn commences. This short impulse-type burn
changes the targeted perilune height to a subsurface value, which is more cost effective
than burning continuously to the ground. The duration and AV of the impulse-type
burns for each targeted perilune height case is listed in Tables 5.2 and 5.3, as well as the
altitude at which it occurs and the incremental change in targeted perilune height due
to the burn. Only for cases where the DOPH is above the surface is this impulse-type
burn present in the throttle command. For comparison, the throttle profile for the -10
km targeted perilune height case is displayed in Figure 5-18. Notice that there is no
intermediary impulsive-like burn.
From an operational standpoint, it is safer to have continuous thrust during the braking
burn to eliminate engine restart failure. As a result, a continuous burn was enforced by
constraining the vehicle throttle to remain above a lower limit once the braking burn is
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Table 5.2: Open Throttle during De-orbit and Braking Phases, Tabulated Data A
Perilune Normalized De-orbit Impulsive Braking Ah,
Altitude Cost AV AV AV due to Impulse
km - r/s m/s m/s km
30 -1.095573 2.39 33.02 1704.62 -126.39
25 -1.095896 3.59 28.22 1707.14 -104.05
20 -1.096005 4.78 30.89 1701.58 -109.88
15 -1.095191 6.08 92.33 1640.10 -322.24
10 -1.095824 7.34 105.00 1623.63 -355.48
5 -1.096936 8.59 5.52 1718.12 -2.06
0 -1.097713 9.77 - 1719.90 -
-5 -1.097625 10.73 - 1719.26 -
-10 -1.097424 11.88 - 1718.70 -
-15 -1.097228 13.10 - 1718.10 -
-20 -1.097049 14.32 - 1717.45 -
-25 -1.096914 15.53 - 1716.69 -
-30 -1.096777 16.77 - 1715.92 -
-35 -1.096628 18.03 - 1715.12 -
-40 -1.096471 19.36 - 1714.27 -
Table 5.3: Open Throttle during De-orbit and Braking Phases, Tabulated Data B
Perilune De-orbit Coast Impulsive 2"Co-ast Braking Impulsive Braking
Altitude Duration Duration Duration Duration Duration Altitude Altitude
km s s s s s km km
30 0.57 2119.1 33.35 739.22 360.0 32.514 10.585
25 0.85 2125.7 33.01 731.70 356.3 28.733 8.753
20 1.24 2246.5 27.85 569.58 348.5 24.017 9.004
15 1.42 2648.5 37.55 119.60 337.3 16.564 13.168
10 1.69 2747.2 86.88 0 301.9 11.174 10.104
5 1.98 2784.7 9.76 0 321.6 6.079 6.023
0 2.89 2816.9 - - 307.2 - 1.123
-5 2.50 2503.7 - - 320.9 - 0.418
-10 2.74 2304.7 - - 307.3 - 0.403
-15 3.07 2121.0 - - 310.1 - 0.637
-20 4.02 1969.8 - - 314.2 - 0.909
-25 3.76 1856.4 - - 310.2 - 1.044
-30 4.09 1715.6 - - 314.7 - 2.120
-35 4.44 1710.9 - - 316.4 - 1.578
-40 6.41 1679.1 - - 308.0 - 1.376
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initiated, as shown in Figure 5-19. When designing for a specific mission, the minimum
throttle of the main engine should be used for the lower limit. A value of 40% was chosen
for the purposes of this study to show general trends. A throttle command of 0.4, at the
initiation of the braking burn, corresponds to approximately 1.10 lunar g's. Note that
the number of nodes in each phase remained unchanged from Figure 5-15. The throttle
bounds seen in Equations (5.27) - (5.29) were changed to:
0.4 < kE (t) < 1 De-orbit Phase (to t < t1) (5.35)
kE(t) = 0 Descent Coast Phase (t1 < t < t 2 ) (5.36)
0.4 < kE(t) < 1 Braking Phase (t 2 < t < tf) (5.37)
The fuel optimal trajectories obtained with the continuous thrust condition can be
seen in Figure 5-20. Notice the difference in trajectories for the 30 km to 20 km cases
from the corresponding cases in Figure 5-16. In the continuous thrust cases (Figure 5-20),
the braking burn is initiated within 2.2 km above the perilune altitude and the vehicle's
engine continues to burn until the vehicle reaches the surface. This causes a more rapid
decrease in altitude. Note that Figure 5-20 is misleading in the final descent flight path
angle because of scaling difference between altitude and central angle. In the left plot of
Figure 5-21, the correct representation of the final approach of the vehicle is illustrated.
In this figure, four DOPH cases are included for clarity and the touchdown location is
at zero altitude and zero downrange. These altitude vs. downrange profiles are similar
to the original baseline case seen in Figure 5-3. Also shown in Figure 5-21 is the thrust
direction angle profile for each of the selected cases, with the circles indicating the start
of the final braking phase. Note that all of these profiles exhibit a similar linear behavior
as previously noted in the baseline case with knots (Figure 5-14). Tabulated data for the
TM DOPH parametric study with continuous throttle is given in Table 5.4, and total AV
and fuel requirements are summarized in Figures 5-23 and 5-24.
A direct comparison of the throttle profiles for the 20 km case is seen in Figure 5-22.
The continuous thrust case initiates the braking phase slightly after the non-continuous
thrust case, then is bounded by the 0.4 lower throttle limit until full throttle is com-
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manded. Notice that a small spike is seen at the initiation of the braking burn for the
continuous thrust case. The fuel penalty of the continuous thrust constraint is 3.4 kg (9.7
m/s AV) more than the corresponding open throttle case. This will vary, depending on
the lower throttle limit of the engine, but the overall trend is observable. The continu-
ous thrust case takes a shorter time to reach the surface, which is expected because the
horizontal velocity is decreased significantly and no longer counteracts gravity.
A compilation of the AV usages for each constraint scenario in the parametric study is
displayed in Figure 5-23. The AV penalty for adding the continuous thrusting constraint
is evident in the cases with positive DOPH. For both constraint scenarios there is a
minimum seen around 0 to -5 km. This is consistent with the baseline result of -1.8 km
as the minimal fuel perilune height. The corresponding fuel usages for the same cases are
shown in Figure 5-24.
A brief study was done to determine the fuel required if the throttle was constrained
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30 -1.090011 2.75 1752.70 0.64 2249.1 474.7 31.237
25 -1.091331 4.12 1747.22 0.96 2282.9 450.6 26.684
20 -1.092607 5.39 1741.51 1.30 2314.0 434.9 22.178
15 -1.094234 6.21 1734.97 1.44 2669.3 402.2 16.220
10 -1.095550 7.38 1729.27 1.70 2740.9 369.0 11.142
5 -1.096840 8.60 1724.59 1.99 2729.2 323.2 6.400
0 -1.097261 9.88 1721.67 2.93 2811.2 306.8 1.023
-5 -1.097323 11.03 1720.46 2.57 2296.9 309.9 2.182
-10 -1.097390 11.97 1719.25 2.76 2238.1 307.3 0.419
-15 -1.097108 13.10 1719.04 3.07 2120.5 311.0 0.695
-20 -1.097010 14.32 1718.06 4.06 1969.3 314.4 0.984
-25 -1.096854 15.54 1717.34 3.76 1851.0 314.2 1.311
-30 -1.096741 16.77 1716.53 4.09 1695.6 315.6 2.607
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-40 -1.096440 19.38 1714.88 6.41 1681.2 308.4 1.478
0
40
1
.
0Non-continuous Thrust
0.8 Continuous Thrust
0.6
0.4
0 .2.. . . .
0
0 500 1000 1500 2000 2500 3000 3500
Time (sec)
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Figure 5-23: DOPH Parametric Study AV Results (TM)
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Figure 5-24: DOPH Parametric Study Fuel Usage Results (TM)
to maximum during the thrust arcs, which is consistent with a guidance algorithm that
assumes constant thrust during the de-orbit and braking phases. As expected, by further
tightening the throttle bounds, more fuel was required. For example, the case which
targets a perilune height of 15 km used a total of 707.0 kg of fuel (1746.1 m/s AV) when
the throttle is constrained to maximum thrust. This value is 1.3 kg (4.9 m/s) above the
continuous throttle bound case.
A brief study was performed that attempted to prevent the vehicle from lofting, by
constraining the radial velocity to nonpositive (either negative or zero) values. A path
constraint was added to the problem of the form:
x v2 + y vY 0 (5.38)
which is the dot product of the radius and velocity vectors written in component form
(i.e., r -v < 0).
It was found that instead of lofting, the vehicle flew horizontally at altitudes around
1 km. This was deemed an inappropriate method of constraining the trajectory. An
example of the results obtained are seen in Figure 5-25. The plots show only the final
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portion of the trajectory during the braking phase. The thick line represents the original
-10 km case with continuous thrust, while the thin line includes the nonpositive radial
velocity constraint. When lofting is suppressed, the vehicle is seen to fly horizontally at
an altitude of 670 m. The flight and thrust direction angle profiles have similar shapes,
but the flight path angle for the case with loft suppression does not rise above 0, which is
consistent with the constraints imposed on this trajectory. Also notice that there is a time
shift of approximately 30 s in the angle profiles, which means that the case with lofting
suppression commences the final braking burn 30 s earlier. This shift is not seen in the
altitude vs. downrange plot because each case is referenced to the landing point specific
for that case. The extra constraint caused the fuel to increase by 0.24 kg (0.78 AV). This
is not a significant increase, and may be in the noise of the results. A jagged behavior is
seen in the thrust direction angle when the additional constraint is added. This suggests
that the solution is not well behaved. This study was not further investigated because
lofting of the trajectory only occurred where the trajectory targeted to a nonpositive
DOPH, which is an operational hazard.
The final operational constraints included in the translational motion setup, before
rotational dynamics are introduced, are constraints on the magnitude and direction of
the terminal velocity. As discussed in Section 3.6, it is desirable to land the vehicle with
a small descending vertical velocity to ensure touchdown The magnitude of the terminal
velocity was constrained to be between -0.5 to -2.0 m/s, as these are reasonable values
for the lander to withstand at impact. The direction of the velocity is constrained to be
directly opposite of the radius vector, which implies a vertical descent direction. Note
that this does not guarantee that the attitude of the vehicle will also be vertical.
The two constraints added to the problem, which replace the zero terminal velocity
constraints seen in Equations (5.22) and (5.23), are listed below.
X(tf) vX(tf) + y(tf) VY(tf) = -1 (5.39)
0.52 < v2(tf) 2 + VY(tf) 2 < 2.02 (5.40)
Equation (5.39) is the dot product of the radius and velocity vectors at the terminal
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Table 5.5: Addition of Non-zero Terminal Velocity Constraint to Continuous Thrust Case,
Tabulated Data
Perilune Total AV for Total AV for A V
Altitude Zero Terminal Velocity Non-zero Terminal Velocity Difference
km m/s m/s m/s
30 1755.45 1754.28 1.16
25 1751.34 1750.31 1.03
20 1746.90 1746.18 0.73
15 1741.17 1740.29 0.88
10 1736.65 1735.76 0.89
5 1733.19 1732.12 1.07
0 1731.55 1729.46 2.10
-5 1731.49 1731.27 0.22
time, written in component form (i.e., r(tf) -v(tf) -1) and Equation (5.40) constrains
the magnitude of the terminal velocity. Given these constraints, the local optimal solution
was found always to have a vertical velocity of -2.0 m/s at landing, which is an extremal
of the bound placed on the terminal velocity. This is because any additional velocity
the vehicle attempts to null, uses extra fuel. A comparison between the AV usages for
the continuous thrusting case between the cases which had zero and non-zero terminal
velocity constraints is given in Table 5.5. On average, a decrease of 1 m/s is seen. This
is equivalent to requiring less fuel to brake the vehicle to -2 m/s, rather than zero.
With the terminal vertical velocity constraints added to the problem, the flight path
angle and vertical velocity profiles change slightly. To illustrate this, the vertical velocity
and flight path angle profiles for the case which targeted a 15 km perilune height are
shown in Figure 5-26. The altitude vs. central angle profile is similar to the 15 km case
shown in Figure 5-20 (dotted line between the solid lines marked 10 and 20). In Figure
5-26, the final values for the flight path angle and vertical velocity of the DIDO solution
are -90 deg and -2 m/s, respectively. There is a propagation error of 4.5 deg and 1.1
m/s for flight path angle and vertical velocity, respectively. In the final 1.7 sec of the
trajectory, the vehicle's flight path angle changes 72 deg, which is an average rate of 42.4
deg/s. The vehicle's trajectory is still largely horizontal and only becomes vertical at the
last possible moment. The thrust angle, although not shown, has a final value of 21 deg
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and the vehicle does not land in a legs down orientation.
These trajectory characteristics are still undesirable. First, the vehicle has a vertical
velocity only during the last seconds of the trajectory. The vehicle's approach is still
largely horizontal and viewing of the landing site for hazard avoidance is hampered.
Second, it is more desirable to descend vertically for a longer duration of time in order to
acquire accurate site-relative altitude and velocity measurements. This trajectory does not
allow for this. Lastly, the vehicle still lands with a non-vertical attitude. Because attitude
kinematics are not included in the dynamics of the problem, the final attitude profile of
the vehicle cannot be constrained. It is more reasonable to add attitude kinematics and
control the angular rate, angular acceleration, and terminal attitude constraints of the
vehicle. If attitude constraints are added, the flight path angle should also have a more
gradual transition to radially down. Hence the vehicle's trajectory will exhibit a steeper
approach path to the landing site. All of the reasons listed above provide motivation to
include attitude kinematics and constraints in the optimization framework. This study is
presented in the following section.
96
20
10
0 - - -
-10 - -
> -20 -
Z -40 - --
- -50 - -
-60 - -
-70 - - -
-80
0 500 1000 1500 2000 2500 3000 3500
Time (sec)
0
-1 0 - . . . .. . . .. . . . . . . . . . .. . .
S -2 0 . . . . . . . .. . .. . . .
-30 ----
-5 0 -- . . . . . . . . .. .. . . . . . . . . . -
-60 ---
--70 ------
-8 0 - -.. . . . .
-90
0 500 1000 1500 2000 2500 3000 3500
Tinme (sec)
Figure 5-26: Parametric Study Fuel Usage Results (TM)
97
5.2 Translational Motion with Rotation (TMR)
In the previous section, only the translational motion of the vehicle was included in
the equations of motion. In that case, the attitude of the vehicle was able to change
instantaneously. This is not realistic, because rotational motion is retarded by vehicle
inertia. In this section, attitude kinematics are included in the EOM to restrict the
rotational motion of the vehicle and to investigate to effect of the attitude kinematics on
the fuel usage of the trajectory. The problem is set up and explained next.
For the TM analysis, the cartesian form of the EOM was used. However, the polar
form of the EOM is used in this section since it is more straightforward to define attitude
and terminal velocity constraints in the polar coordinate framework. The thrust angle
from the radial direction (?V as defined in Section 3.4), the vertical velocity (Vr), and the
horizontal velocity (vo) are individual components of the state. Therefore, simple bounds
can be placed on the variables, instead of nonlinear event constraints. Bounds and event
constraints are treated separately by the optimization code [31]. By bounding a variable
to be within a certain range, the optimization code only searches in this range. If an
event constraint is instead imposed, the searchable region is open and the optimizer can
search over all possible solutions and checks to ensure that the event constraint is satisfied.
Thus, converting the problem to the polar form reduces the search region, which allows
the optimization code to run faster.
The polar form of the EOM were given in Equations (4.20) - (4.23), (4.25) - (4.26), and
(4.27) and are restated below for convenience. To verify the EOM, a trial case was run
using both the cartesian and polar forms of the EOM and the same results were obtained,
when compared in the inertial frame. The fuel usages for these trial runs matched to within
0.01% and the altitude vs. central angle profiles had no distinguishable differences. This
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verifies that both EOM forms were correctly derived and implemented.
r V, (5.41)
* V= v(5.42)
r
, - P + TmaxE kE cOS r (5.43)
r r2 m
do = VrVO TmaxEkE sinof (5.44)
r m
r= - # (5.45)
w =a (5.46)
r TmaxE kE (5.47)
VexE
The state of the system is given as:
x(t)T - [ (tt0 O(t) ?/(t) W(t) M(t) ] (5.48)
and the control vector is composed of the engine throttle command, kE, and the inertial
angular acceleration command, a:
u(t)T =[kE (t) ae(t) )(5.49)
where a E [-0.5, 0.5] in units of deg/s 2, and kE E [0, 1].
The angular acceleration command of the vehicle was used so that the results are
applicable to different vehicle RCS configurations. Maximum and minimum limits on the
angular rate and angular acceleration were chosen as ± 10 deg/s and ± 0.5 deg/s 2 , respec-
tively, to limit the rotational motion of the vehicle to reasonable values. The maximum
angular acceleration limit was based on an assumed vehicle inertia about the rotational
axis normal to the plane of motion. If the vehicle is assumed to be spherical, with a radius
of 0.9 M, the moment of inertia varies from 583 kg m 2 at the initiation of the trajectory to
approximately 350 kg m2 at landing. The variation of the moment of inertia is due to the
change in the vehicle mass. The assumed vehicle inertia is comparable to the Surveyor
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I vehicle [32], which had a slightly lower mass of 995 kg at landing and a moment of
inertia of approximately 295 kg m 2 about the pitch axis. Given the vehicle parameters
assumed in this thesis at landing, two coupled 100 N thrusters, will produce a maximum
angular acceleration of 0.514 m/s 2 . A maximum angular acceleration limit of 0.5 M/s 2
was selected to be consistent with these estimates.
While performing preliminary analysis, the angular acceleration was seen to fluctuate
rapidly, while still respecting the minimum and maximum limits. This caused jagged
profiles of both the angular rate and thrust angle. The fluctuations in the angular accel-
eration did not directly affect the final fuel cost because the mass flow due to rotational
dynamics was neglected, but led to large propagation errors (since these rapid changes are
ill-conditioned for the propagator). For a realistic system, these rapid fluctuations would
unnecessarily deplete fuel, as the thrusters would be firing rapidly to produce the required
torques on the vehicle. The cost of an angular acceleration command was included in the
cost to be minimized, by appending the integral of a constant, C, times the square of the
angular acceleration to the cost functional. The value of C was given a small value (e.g.,
1 x 104) so that this term would only have a very small effect on the cost. The modified
cost functional is presented in Equation (5.50) and is referred to as the "weighted" mini-
mum fuel cost. The square of the angular acceleration, instead of its absolute value, was
used because the square does not have a discontinuity in the derivative at zero.
Ji = -m(tf) + C [(t)]2 dt (5.50)
Another problem that arose when the rotational kinematics were included in the EOM
was a scaling issue. In order to scale the angular rate and angular acceleration to match the
time units of the problem with the previous scaling factors, a multiplication of 6500 s and
(6500 s)2 was needed. This produced a large variation in the magnitudes of the state and
control components. An altitude of 40 km scaled to 1.023 in normalized units, while an
angular acceleration of 0.5 deg/s scaled to 3.7 x 105 in normalized units. This degraded the
performance of the optimization code and a sluggish rotational response resulted. This is
due to a large difference in the magnitude of the residual for each state component, which is
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Table 5.6: Comparison of Scaled Values
Parameter Unscaled Previous New
Value Scaling Scaling
TmaxE 8000 N 194.4 0.097
VexE 3500 m 13.1 1.31
ro 1777.4 km 1.023 20.46
voo 1660 E 6.21 0.621
mo 1800 kg 1.8 1.8
O -90 deg -1.57 -1.57
Wmax 10 deg 1134 5.67
amax 0.5 ± 3.7 x 105 9.21
the difference between the derivative of the component estimated via the spectral method
and the calculated value using the EOM. It is difficult to minimize a cost functional
with large variations in the residuals since the optimizer tries to minimize these residuals.
When one value is much bigger than the other, the smaller value disappears in the "noise"
of the larger value. The scale factors were adjusted to reduce the magnitude variation of
the normalized variables. The distance scale factor was reduced by 20, and the time scale
factor was reduced by 200. All angles were converted to radians.
Distance Normalization Unit (DUR) = Req/20 = 86.87 km (5.51)
R3Time Normalization Unit (TUR) 27r eq /200 = 32.49 s (5.52)
Mass Normalization Unit (MUR) = 1000 kg (5.53)
A scaling comparison between the previous scaling and the new scaling for some of the
relevant quantities is listed in Table 5.6. The code was implemented with the normalized
parameters, which were later converted back to dimensional quantities for analysis. The
implementation of the code for the current TMR analysis is discussed next.
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5.2.1 Constrained Optimal Trajectory with Rotational Motion
(TMR)
The discussion of the TMR results starts with the case which includes the operational
constraints considered in the previous TM analysis. As discussed in Section 3.6, it is highly
desirable to target a positive DOPH in case the engine fails to ignite for the final descent.
It was seen in the comparison of fuel usage vs. DOPH in Figure 5-24, that fuel usage
increases with increasing perilune height for cases that target above 5 km. Therefore,
minimizing the targeted DOPH is the most fuel effective. A minimum DOPH of 15 km
supports clearance of mountainous lunar terrain and includes margin for navigational
error [3]. The representative case used to illustrate the rotational kinematic effects was
therefore chosen to have a DOPH of 15 km, which is a compromise between safety and
fuel consumption. Other criteria enforced on the trajectory include: bounded thrust, a
near-zero terminal vertical velocity, and a terminal vertical attitude.
The terminal vertical velocity was constrained to be between -0.5 and -2.0 m/s to
ensure touchdown. Given this constraint, the optimum was always found to have a -2.0
m/s solution, since any attempt to null the additional velocity will use extra fuel. The
terminal thrust angle, of, is constrained to be within ± 0.5 deg of the vertical direction at
landing. During preliminary analysis, when the scaling problem had not yet been resolved,
the optimizer had difficulties finding a feasible solution that terminated the attitude at
exactly zero (bf = 0). This is because the vehicle has a large horizontal velocity and the
sluggish response cause the vehicle to be unable to right itself in time before it landed.
A relaxed constraint was placed on this variable in order to loosen this constraint. In an
actual landing, a deviation of 0.5 deg would not be significant, as vehicles are normally
designed to tolerate landing at angles of more than 20 deg relative to the surface without
tipping. In later analysis, after the scaling issue was resolved, the loose attitude constraint
was left in the problem in order to investigate which attitude the vehicle would chose as
the optimum within the bounds. It was found that the vehicle always chose the terminal
attitude to be -0.5 deg with respect to vertical. Any additional rotation of the vehicle
would require more input angular acceleration and add to the cost.
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The initial and terminal constraints imposed on the system are listed below. Notice
that these are all simple bounds on the state variables, and are not nonlinear constraints
as seen previously with the cartesian form of the equations of motion. This improves the
convergence properties of the optimizer, which is a major benefit of using the polar form
of the equations of motion for the Moon landing problem.
Initial Constraints
x(to) = xo (5.54)
Terminal Constraints
r(tf) = Req (5.55)
- 2.0 < v,(tf) < -0.5 m/s (5.56)
VO (tf) =0 (5.57)
- 0.5 < or(tf) < 0.5 deg (5.58)
m(tf ) ;> mary (5.59)
The variable xO is the initial value of the state, where (00, voo, wo) = 0 and the other
components previously specified in Table 5.6 were used:
x [ro 00 VrO Voo o Wo MO] (5.60)
A total of 144 nodes were used for this study, with each phase having 48 Nodes each.
The three phases (de-orbit, descent, and braking) were separated with two knots in order
to allow a discontinuity in the control and place a higher concentration of nodes in the de-
orbit and braking phases. Having an equal number of nodes in each phase was sufficient for
this purpose and propagation error did not accumulate as rapidly by having an increased
number of nodes during the descent phase. The additional constraints needed to include
the two knots and to constrain the DOPH are listed below. The throttle was bounded
between 0.4 and 1 during the thrusting arcs of de-orbit and braking. Because of this, it
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was not necessary to constrain the altitude at the end of the coast phase.
State Variable Bounds
r(t) > Reg
Control Variable Bounds
0.4 < kE(t) < 1.0
- 0.5 < a(t) < 0.5
kE(t) = 0
a(t) = 0
0.4 < kE(t) < 1.0
- 0.5 < a(t) < 0.5
Event Constraints
x (ti) = x+(ti)
x-(t 2) = x+(t2)
rp(ti) = rpc
to < t 1 < t 2 < tf
De-orbit
De-orbit
Descent Coast
Descent Coast
Braking
Braking
Above the surface
Phase
Phase
Phase
Phase
Phase
Phase
(to
(to
(t1
(t1
(t 2
(t 2
K
K
K
K
K
K
K
K
K
<K
K
K
t 1)
t 1)
t 2 )
t 2 )
tf)
tf)
The state is equated at the knot with Equations (5.68) and (5.69), where the super-
scripts ( )- and ( )+ denote the values of the state just prior to and after the knot,
respectively. The descent orbit perilune radius is specified with Equation (5.70), where
the variable rpc represents the desired perilune radius value. The final constraint ensures
that events are sequential. The calculation of perilune radius was given in Equation (3.9).
Using the polar form variables, this equation simplifies to Equation (5.72), which does
not have a singularity.
r2 v2
p 1+ -(I +
(5.72)
The local weighted fuel minimum solution for the 15 km targeted perilune height
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Figure 5-27: Weighted Minimum Fuel Local Optimum Trajectory Profile; +15 km DOPH
(TMR)
trajectory is presented in Figure 5-27. The points in the plot represent the DIDO solution,
while the solid line is the propagated altitude and central angle. The trajectory descends
on the 40 by 15 km descent orbit and initiates the final braking burn (prior to reaching
perilune) at an altitude of 16 km. The final descent consists of a continuous burn to the
ground and a rotation of the vehicle during the last 50 s. The vehicle lands -0.5 deg from
a completely vertical attitude, with -2 m/s of vertical velocity, at a final central angle
of 169.92 deg. This corresponds to a total downrange transverse of 5153 km during the
flight. The trajectory requires 713.97 kg of fuel (1768.1 m/s AV), which is 8.8 kg (27.81
m/s) more than the corresponding 15 km TM case with the near-zero terminal vertical
velocity constraint imposed. An altitude vs. downrange plot of the final braking phase
is presented in Figure 5-28. As expected, the trajectory is not as shallow as the original
baseline case (seen in Figure 5-2). For a better scaling representation of the final approach
to the touchdown point, the final 5 km of downrange is plotted in Figure 5-29. A vertical
approach during the final portion of the trajectory is visible.
Details of the trajectory are presented in Figures 5-30 and 5-32. Enlarged portions
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Figure 5-31: TMR +15 km Targeted Perilune Trajectory Results
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Figure 5-32: TMR +15 km Targeted Perilune Case, Angular Rate and Acceleration
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Figure 5-33: TMR +15 km Targeted Perilune Trajectory Results (Braking Phase)
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Figure 5-34: TMR +15 km Targeted Perilune Trajectory Results (Braking Phase)
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TMR +15 km Targeted Perilune Case, Angular Rate and Acceleration
of the trajectory during the final braking burn are given in Figures 5-33 and 5-35. The
zoomed figures have a light grey background for easy distinction. The throttle profile in
Figure 5-31 has a short de-orbit burn of 1.32 s in duration, which consumes 3.03 kg of fuel
(5.89 m/s AV), before the vehicle coasts along the coasting orbit for 2903.6 s. The final
burn is initiated at 2904.9 s, when the throttle rises to a value of 0.7 for approximately 9.7
s. This short impulse-like burn is above the 0.4 lower limit, and is similar to the throttle
spike previously noted in Figure 5-22 for the continuous thrust 20 km TM case. After the
pulse, the throttle remains at the lower limit of 0.4 as it descends to an altitude of 14.2
km, at which full throttle is commanded and maintained until touchdown.
The flight path angle, -y (Figure 5-31), is nearly horizontal for the majority of the
trajectory. A deviation of more than -0.5 deg from horizontal is not observed until the
final descent begins. This is consistent with a vehicle that is in a nearly circular descent
orbit.
The thrust direction is given by the yaw-pitch sequence defined in Section 3.4. As
before, the yaw remains at 180 deg, and the vehicle thrusts in a direction opposite the ve-
hicle motion during the entire trajectory. The thrust direction angle, rq, which is displayed
in Figure 5-31, does not deviate more than -2.5 deg from the changing local horizontal.
In order for the thrust direction angle to remain consistent with the local horizontal, the
vehicle's attitude must rotate at the same rate that the vehicle revolves around the Moon.
This angular rate was calculated to be 0.0541 deg/s. The angular rate of the vehicle dur-
ing the descent orbit coast was 0.0533 deg/s, which is a difference of 1.5%. This causes
a two degree decrease in the thrust direction angle over the duration of the descent coast
(Figure 5-31). Also, since the initial angular rate of the vehicle is constrained to zero, an
angular acceleration is commanded during the de-orbit burn to increase the angular rate
to 0.0533 deg/s at the initiation of the descent coast phase.
The final braking phase of the trajectory is presented in Figures 5-33 to 5-35 as the
vehicle descends from 16 km altitude to the surface. A transition from the maximum
throttle limit to the minimum begins at 3284 s, and takes approximately 11 s to reach
the lower throttle limit, which is due to the spacing of the nodes in this region. During
this time, the flight path and thrust direction angles rotate a total of 33 deg and 31 deg,
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respectively. The fact that the throttle remains along the lower throttle limit for a the
final moments of the trajectory, suggests that the optimal is to command zero thrust as
the vehicle rotates. This is further explored by adding a vertical descent phase to the
trajectory, which is discussed in 5.2.3. The final value of the angular rate is constrained
to zero, which prevents the vehicle from tipping after the vehicle has landed.
The final value of the flight path angle is -90 deg, and the vehicle lands with a de-
scending vertical velocity of -2 m/s. This is consistent with the constraints imposed on
the problem. The thrust angle also transitions to near-vertical, which corresponds to a
positive value of 90 deg, and the vehicle thrusts opposite the direction of velocity. The
final value of r/ is 89.5 deg, which is 0.5 deg from vertical. This is expected as it is an
extremal of the ± -0.5 deg allowable final attitude constraint. Making the vehicle any
more vertical than necessary would require additional angular acceleration and contribute
a small amount to the weighted cost. If it is desired to make the vehicle completely ver-
tical, this additional cost would be negligible in the overall result. On the other hand,
loosening this constraint will result in a decrease in the fuel used.
The propagation of the initial conditions with the interpolated DIDO determined
control, matches relatively well with the DIDO solution. An altitude error of 181.8 m is
calculated between the DIDO solution and the propagated state, which was also found
to reduce with increasing nodes as in the cases with only translational motion. Next, the
effect of the DOPH on the fuel used is investigated, analogous to the TM investigation.
Thereafter, a vertical terminal descent phase is included in the analysis.
5.2.2 Descent Orbit Perilune Height Study (TMR)
A parametric study of the DOPH was performed to compare the results with previously
obtained TM data in Section 5.1.3. The objective is to analyze the effect of rotational
kinematics on the optimal trajectory. The 15 km TMR case, discussed in the previous
section, is a subset of the study in this section. The set up is exactly as outlined in
the previous section and includes attitude kinematics and constraints, as well as a near-
zero terminal velocity constraint. The two throttle constraint scenarios examined are the
continuous thrust case, kE E [0.4, 1.0], and the maximum thrust case, kE = 1.0. Both
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of these throttle bounds are enforced during the de-orbit and braking thrust arcs. kE is
constrained to zero during the descent orbit coast. The first scenario was chosen because
it does not allow an alteration of the perilune height to subsurface values before the final
burn commences. Cases with maximum thrust were examined in order to compare to
guidance algorithms that may assume a constant thrust profile.
For the TMR DOPH study, the number of knots (2), number of nodes in each phase
(48), and the constraints (Equations (5.54) to (5.71)) are identical to those used in the
+15 km perilune height case outlined in Section 5.2.1. The only value that varies in this
parametric study is the desired DOPH, rpc, in Equation (5.70). The TMR DOPH study
was limited to targeted perilune heights from 30 km to -5 km, by increments of -5 km.
Only the cases of positive perilune height are of real interest for operational consideration,
therefore, the study was limited to positive values and one negative value was included
for comparison. It was seen in the previous TM study that the negative perilune height
cases had roughly equal fuel requirements.
A plot of the weighted fuel local optimal trajectories for the continuous thrust case, as
a function of perilune height, is presented in Figure 5-36. Tabulated data for this case is
listed in Table 5.7, while plots of altitude vs. range are presented in Figures 5-37 and 5-38
for the braking phase and final portion of the descent, respectively. All trajectories burn
within 1.4 km of the perilune altitude or the surface (see Table 5.7, "Braking Altitude"
column) and use a range of 1759 - 1783 m/s in total AV. The terminal central angle at
landing varied from 149.39 to 173.12 deg. This corresponds to a range of 4530 to 5350
km in downrange distance traveled.
A graph of the fuel and AV usages for the continuous thrust case can be seen in Figures
5-43 and 5-44. To compare these results to the equivalent case for translational motion,
the TM continuous thrust case that includes the non-zero terminal velocity constraint
is also displayed in the graph. Including the rotational motion in the dynamics of the
problem, enforcing terminal attitude constraints, and using a weighted minimum fuel cost
to include the rotational motion in the minimization process, added an average 8.87 kg
to the fuel requirement (28.9 m/s AV) for the continuous thrusting case (as compared
to the TM continuous thrust case). This value should not be neglected when calculating
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Figure 5-37: Continuous Thrust (TMR), Altitude vs. Downrange during Braking Phase
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fuel allotments for a mission.
Throttle and thrust direction angle profiles for the final braking burn of selected con-
tinuous TMR cases are displayed in Figure 5-39. They are presented separately for clarity,
while maintaining the same time scale. Spikes are again seen in the throttle profiles at
the initiation of the braking burn in all three cases, which becomes more pronounced with
increasing DOPH. The 30 km case is seen to have two distinct impulse-like burns before
settling at the lower 0.4 limit. The throttle profiles for all three cases then descend to
the lower limit for a finite period of time before rising again to maximum throttle. The
transition to maximum is ill-conditioned and could be rectified by adding more nodes or
including an additional knot which would allow a control discontinuity at this point. In
the current implementation, a discontinuity in the control is only allowed at the beginning
of the braking burn. A reduction in the throttle to the lower limit for the final portion of
the landing is seen in all three cases. During this time, the thrust direction angle, for all
three selected cases, exhibits a steep ramp to 90 deg before landing. This suggests that
the optimum solution is to pitch the vehicle up to a vertical attitude as late as possible,
in combination with a significant throttling down of the thrust engine just enough to null
gravity (and the residual velocity) as the vehicle prepares for the final landing.
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Table 5.7: Continuous Thrust with Attitude Constraints, Tabulated Data
Perilune Normalized De-orbit Braking De-orbit Coast Braking Braking
Altitude Cost AV AV Duration Duration Duration Altitude
km - m/s m/s s s s km
30 -1.079164 2.34 1780.62 0.53 2898.5 418.4 30.440
25 -1.080950 3.52 1773.73 0.79 2899.2 414.6 25.642
20 -1.082310 4.71 1768.11 1.06 2903.3 403.4 20.818
15 -1.083727 5.89 1762.23 1.32 2903.6 402.4 15.995
10 -1.084549 7.08 1758.13 1.59 2901.3 404.7 11.174
5 -1.084978 8.28 1755.63 1.86 2900.5 405.3 6.338
0 -1.086218 9.48 1750.37 2.13 3000.0 337.2 0.849
-5 -1.085828 10.68 1750.31 2.40 2566.7 339.3 0.348
The second thrust scenario examined, with rotational kinematics included, has max-
imum thrust during the thrusting arcs. The throttle constraints in Equations (5.62),
(5.64), and (5.66) were changed to:
1.0, De-orbit Phase (to < t < t1 )
kE(t) 0.0, Coast Phase (t 1 < t < t2 ) (5.73)
1.0, Braking Phase (t 2 < t tf)
A plot of the weighted fuel local optimal trajectories for the maximum thrust case,
as a function of targeted perilune heights, is presented in Figure 5-40. Corresponding
tabulated data is listed in Table 5.8. Altitude vs. downrange plots for the braking burn
and final portion of the landing are displayed in Figures 5-41 and 5-42, respectively.
Notice in the altitude vs. downrange plot of Figure 5-42, that the vehicle approaches the
landing point with a much more desirable (steeper) profile. The altitude to downrange
has a nearly one-to-one correlation. Also shown in Figure 5-42 are the thrust direction
angle profiles during the final braking burn. Note that these are nearly unchanged from
the thrust direction angle profiles seen in Figure 5-39. The throttle profiles for these
cases are not shown, as they are constrained to stay at maximum for the duration of the
braking burn. The time at which the switch from minimum to maximum throttle occurs
119
40
35-
30 -
25-
20N
15-
10N
5-
0
0 20 40 60 80 100 120 140 160 180
Central Angle (deg)
Figure 5-40: Maximum Thrust with Attitude Constraints
a,V
35
30
25
20
15
10
5
0'
-300 -250 -200 -150 -100 -50
Downrange (km) 0
Figure 5-41: Maximum Thrust (TMR), Altitude vs. Downrange during Braking Phase
120
E
_0
5E0
-0.5 ' ''' '
-5 -4 -3 -2
Downrange (km)
Figure
Scaled
5-42:
Axes),
0DC,
~0
C
100 -
80-
60-
40
20 F
0
-20'
275 2800 2850 2900 2950 3000 3050
Time (sec)
Maximum Thrust (TMR), Left Plot: Altitude vs.
Right Plot: Thrust Direction Angle during Braking
3100
Downrange (Equally
Phase
Table 5.8: Maximum Thrust with Attitude Constraints, Tabulated Data
Perilune Normalized De-orbit Braking De-orbit Coast Braking Braking
Altitude Cost AV AV Duration Duration Duration Altitude
km - m/s m/s s s s km
30 -1.070106 2.34 1807.59 0.53 2767.1 317.4 30.727
25 -1.072374 3.52 1798.88 0.79 2756.2 316.2 26.112
20 -1.074532 4.71 1790.56 1.06 2768.0 314.9 21.399
15 -1.075721 5.89 1785.75 1.32 2770.2 314.2 16.704
10 -1.076222 7.08 1782.79 1.59 2766.1 313.7 12.037
5 -1.075949 8.28 1782.51 1.86 2766.0 313.5 7.331
0 -1.075254 9.48 1783.27 2.13 2759.8 313.5 2.672
-5 -1.075908 10.68 1780.30 2.40 1895.6 313.0 12.508
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Figure 5-43: TMR Parametric Study AV Results and Comparison to TM Data
is represented by circles in the flight path angle plot.
The fuel usages for the maximum thrust case varied from 720.6 to 726.8 kg. This is
an average of 8.1 kg more fuel (26.6 m/s AV) than the TMR continuous thrust case.
The AV and fuel requirements for the maximum thrust cases are also included in Figures
5-43 and 5-44 for comparison to the continuous thrust cases. It is interesting to note that
the minimum fuel perilune height for the maximum thrust cases occurred at 10 km. To
verify this result, a case was run with maximum throttle during the thrusting arcs, with
the DOPH unconstrained. The optimal perilune height using maximum thrust during
the thrust arcs was found to be 8.7 km above the surface. This is a shift from previous
values seen around -1.8 km, which occurs due to the attitude and throttle constraints
imposed on the problem. The optimal perilune height is no longer subsurface because the
vehicle cannot loft the trajectory and meet the final attitude and vertical velocity landing
constraints.
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5.2.3 Terminal Vertical Descent Study (TMR)
In Section 5.2.1, it was observed that the thrust declines to the lower bound during the
final few second of the trajectory when vertical landing is enforced. This result instigated
an investigation into the inclusion of a terminal vertical descent phase in the problem.
This trajectory profile is operationally desirable since a margin of safety is effectively
included. It cannot be assumed that the vehicle will follow the optimal trajectory precisely
during a real-time landing on the Moon. Errors from various sources, such as gravitational
perturbations, off-nominal engine performance, incorrect measurements from navigational
sensors, knowledge error in vehicle parameters such as mass inertia, etc, can cause the final
position and velocity at touchdown to vary. To allow for this possible error, it is desired
to bias the trajectory away from the surface to ensure the vehicle will not prematurely
impact. It is also desired to have the vehicle descend with a vertical attitude during the
final portion of the trajectory, which is the most crucial portion of the entire landing
sequence. A vertical terminal descent will allow for accurate measurements of altitude
and velocity, which are required by the onboard navigational equipment for a soft landing.
The doppler radar and altimeter are typically placed on or near the bottom of the vehicle
so that accurate measurements can be taken until touchdown.
A technique commonly used in guidance algorithms that only consider translational
motion is to include an offset point in the trajectory. This offset point is directly above
the desired landing site, at a predetermined altitude. This altitude is selected based on
worst case navigational uncertainties, and to allow time for the vehicle to right itself before
touchdown. The trajectory is designed to have the vehicle arrive at the offset point with
a small vertical velocity and zero horizontal velocity. Because the trajectory is most likely
horizontal until that point, the attitude of the vehicle at the offset point will be largely
horizontal as well. The vehicle then descends to the ground and must right itself in order
to null the remaining vertical velocity.
In this section of the thesis, a final terminal vertical descent phase was added to the
trajectory. A DOPH perilune height of 15 km was chosen to provide adequate clearance
of the mountainous lunar terrain, as discussed in Section 3.5. The altitude at which the
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vertical phase begins was varied from 0.5 km to 4 km, by increments of 0.5 km. The
previous analyses corresponded to the vertical phase beginning at 0.0 km (i.e., no vertical
phase). The throttle is continuous (0.4 < kE < 1.0) during the de-orbit and braking
phase, but has open throttle during the added vertical descent phase (0.0 < kE < 1-0).
The throttle was allowed to vary in the open throttle range during the vertical terminal
descent to allow for free-fall trajectories, as seen in the vertical descent example problem
in Section 2.2. The terminal soft landing conditions are to land with an attitude ±0.5 deg
of vertical and with a vertical velocity between -0.5 and -2.0 m/s. The horizontal velocity,
vO, is constrained to zero during the entire vertical phase. By enforcing this constraint,
the vehicle is forced to thrust along the one dimensional line defined by the radius vector.
Because the engine is fixed to the vehicle, the vehicle must right itself to exactly vertical
before any firing of the engine is initiated. Any thrusting in a direction other than vertical
would cause the horizontal velocity to have a non-zero value, which violates the constraint.
In essence, the vertical phase is the same as the vertical descent example problem given in
Chapter 2. In both cases, the vehicle begins at a given altitude with a descending vertical
velocity and descends to the surface. The minimum fuel solution found in the example
problem was to let the vehicle free fall until the point where maximum thrust is applied.
This is also expected in the vertical landing phase of this study.
For each offset altitude, the four constraint scenarios, illustrated in Figure 5-45, were
investigated. The constraints being varied are the vertical velocity and attitude of the
vehicle at the offset altitude. For each case, r3 is specified and vo is constrained to zero.
These cases are discussed next, starting with the most unconstrained case.
For the most unconstrained case, denoted Case N, neither the velocity or the attitude
at the offset point are specified. Because of the largely horizontal trajectory, the vehicle
would reach this point with a nearly horizontal attitude. The vehicle would then free fall
during the vertical descent phase, while rotating the vehicle, until maximum thrust could
be applied.
The second case, Case V, has no attitude constraint at the offset altitude, but is
required to have a vertical velocity of -0.3 m/s at the offset. This small vertical velocity
was chosen to ensure the vehicle comes to a rest and is given more time to assess the
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Figure 5-45: Vertical Descent Constraints
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navigational error as it descends to the surface. This constraint imposes a safety factor
that is not present in Case N. If the vehicle has an altitude error comparable to the
offset altitude, the vehicle can right itself and land softly. The vehicle will land properly,
provided it has enough time to rotate to a legs-down orientation and null any velocity
growth due to gravity.
The third case, Case A, constrains the attitude of the vehicle at the offset altitude.
The vehicle must arrive at the offset altitude with an attitude within 0.5 deg of vertical.
The vehicle must orientate itself prior to this vertical phase, which uses more fuel because
it must shape the trajectory away from the weighted minimum fuel solution. However,
this allows for accurate measurements of altitude and velocity to begin at the start of the
vertical phase and potentially a lower the offset altitude that can be considered "opera-
tionally safe". The vertical velocity is not constrained in this case.
The final case, Case AV, enforces both the attitude and velocity constraints at the
offset altitude. This is the most constrained case and therefore will use the most fuel,
but also includes the most safety margin. If the vehicle was to arrive at the offset point
and find that the altitude measurements were completely inaccurate, the vehicle could
immediately perform a soft landing, assuming it has met the constraints of the problem
at the offset altitude.
The fuel usage and required AV of the weighted minimum fuel solutions for each of
these constraint scenarios over the range of offset altitudes are plotted in Figures 5-46
and 5-47. Tabulated data is given in Tables 5.9 - 5.10. In all cases, the de-orbit phase
had a duration of 1.32 s and required a AV of 5.89 m/s. These values are included in
the calculation of the total flight time and total AV requirements. The AV trends and
fuel requirements in Figures 5-46 and 5-47 are smooth and consistent, both with each
individual case at different offset altitudes, and between the cases. The addition of the
vertical velocity constraint is seen to add, on average, 1.8 kg to the fuel requirement (AV
of 5.8 m/s), while the attitude constraint adds an average value of 8.1 kg (AV of 26.4
m/s). When the vertical velocity is not constrained, the vehicle reaches the offset altitude
with a vertical velocity that is a function of the offset altitude. This can be seen in the
far right column of Table 5.10.
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Table 5.9: Fuel and AV Usages for Vertical Descent Study
Case Offset Normalized Total Braking Vertical D. Total
Alt. Cost Fuel AV AV AV
km - kg s s s
N 0.5 -1.078994 719.79 1737.30 44.12 1787.31
1.0 -1.057288 724.17 1730.06 65.44 1801.39
1.5 -1.057288 727.85 1725.92 81.63 1813.44
2.0 -1.057288 731.01 1722.91 95.05 1823.85
2.5 -1.057288 733.70 1720.12 106.68 1832.70
3.0 -1.057288 736.15 1717.84 117.00 1840.74
3.5 -1.060797 738.52 1712.18 130.49 1848.56
4.0 -1.058947 740.55 1713.78 135.59 1855.27
V 0.5 -1.078333 720.35 1735.22 48.24 1789.35
1.0 -1.072634 725.56 1736.40 63.50 1805.79
1.5 -1.068965 729.41 1734.42 78.34 1818.66
2.0 -1.065541 732.79 1733.47 90.50 1829.86
2.5 -1.064035 735.24 1730.06 101.88 1837.83
3.0 -1.061552 737.95 1729.08 111.81 1846.78
3.5 -1.059211 740.38 1727.99 120.93 1854.81
4.0 -1.057030 742.65 1727.06 129.41 1862.35
A 0.5 -1.071211 726.55 1756.80 46.24 1808.93
1.0 -1.057288 731.71 1753.67 66.30 1825.86
1.5 -1.057288 735.73 1751.80 81.43 1839.12
2.0 -1.057288 739.30 1750.83 94.22 1850.94
2.5 -1.057288 741.75 1747.60 105.66 1859.15
3.0 -1.057288 744.36 1746.07 115.87 1867.83
3.5 -1.051035 746.57 1743.83 125.29 1875.01
4.0 -1.048880 748.76 1742.81 134.09 1882.79
AV 0.5 -1.069916 727.79 1762.95 44.01 1812.85
1.0 -1.064153 733.51 1762.53 63.25 1831.67
1.5 -1.059989 737.64 1761.10 78.24 1845.23
2.0 -1.056764 740.79 1757.89 91.89 1855.67
2.5 -1.053886 743.79 1758.37 101.42 1865.69
3.0 -1.050781 746.80 1758.41 111.32 1875.62
3.5 -1.048512 748.86 1756.41 120.41 1882.71
4.0 -1.046007 751.54 1756.71 128.90 1891.50
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Table 5.10: Flight Times and Vertical Velocity for Vertical Descent Study
Case Offset ' Coast Braking Vertical D. Total Vertical Vel.
Alt. Duration Duration Duration Duration at Offset Alt.
km s s s s rm/s
N 0.5 2722.6 409.0 29.6 3162.5 2.0
1.0 2717.9 388.3 32.7 3140.2 -14.3
1.5 2702.0 385.7 38.3 3127.3 -21.3
2.0 2672.7 366.6 43.5 3084.1 -26.2
2.5 2728.0 369.8 48.5 3147.7 -29.8
3.0 2739.2 369.4 53.0 3162.9 -32.8
3.5 2739.8 368.5 53.1 3162.7 -46.2
4.0 2810.9 340.5 61.0 3213.8 -38.4
V 0.5 3180.2 404.5 30.5 3616.5 -0.3
1.0 3193.7 401.3 40.1 3636.4 -0.3
1.5 3267.8 389.2 49.2 3707.5 -0.3
2.0 3265.4 389.1 56.6 3712.5 -0.3
2.5 3266.5 384.0 63.7 3715.5 -0.3
3.0 3261.3 388.7 69.8 3721.1 -0.3
3.5 3259.2 388.4 75.5 3724.5 -0.3
4.0 3241.5 383.6 80.7 3707.2 -0.3
A 0.5 2870.5 377.6 21.1 3270.6 -13.8
1.0 2851.0 377.1 30.2 3259.6 -19.2
1.5 2749.8 379.9 37.3 3168.3 -22.6
2.0 2610.0 369.4 43.3 3024.0 -25.7
2.5 2861.7 366.3 48.4 3277.6 -28.8
3.0 2860.9 365.6 53.1 3280.9 -31.4
3.5 2881.8 344.5 57.4 3285.1 -33.8
4.0 2898.8 341.9 61.4 3303.4 -36.2
AV 0.5 2678.3 394.7 28.1 3102.4 -0.3
1.0 2733.9 394.6 39.9 3169.7 -0.3
1.5 2670.9 390.9 49.1 3112.3 -0.3
2.0 2774.8 396.7 57.7 3230.5 -0.3
2.5 2898.8 383.7 63.4 3347.3 -0.3
3.0 2665.5 389.2 69.5 3125.5 -0.3
3.5 3169.3 368.0 75.2 3613.8 -0.3
4.0 2662.7 388.1 80.4 3132.5 -0.3
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Variations in the trajectories due to the four constraint scenarios are further inves-
tigated by analyzing the altitude vs. downrange, throttle, and thrust direction angle
profiles at a given offset altitude. An offset altitude of 2 km was chosen as a representa-
tive case because it lies in the middle of the offset altitude parametric range. Altitude vs.
downrange profiles for the final braking burn are presented in Figure 5-48, with a zoomed
in look at the trajectories at the offset altitude given in Figure 5-49. In Figure 5-48, the
case which constrained only the vertical velocity had the shallowest trajectory, while the
case which constrained only attitude had the steepest approach to the offset point. In
the zoomed in plot, Figure 5-49, both these characteristics remained when the vehicle's
reached the 2 km offset point.
The throttle and thrust direction angle histories obtained when targeting to an offset
altitude of 2 km with the four different constraint scenarios are seen in Figures 5-50 and
5-51, with the first figure showing constraint scenarios N and V and the second displaying
constraint scenarios A and AV. The offset altitude is reached between the times of 350
- 400 s for each case, and in each case a drop to minimum throttle is seen. Therefore,
the vehicle follows a vertical free-fall trajectory before maximum throttle is commanded,
which is consistent with the vertical descent example given in Section 2.2. The thrust
direction angle profiles are consistent with those previously seen, except for Case AV
which does not exhibit an initial linear trend.
In conclusion, the addition of a terminal vertical descent phase increased the fuel
requirements, but may be a necessity from an operations point of view. Increasing the
offset height increases the safety margin, but also increases the fuel used. Adding an
attitude constraint at this offset point increases the fuel required by 8.1 kg (26.4 m/s),
but has the advantage that the navigational equipment can be used immediately since the
vehicle has the correct orientation. This could potentially lower the required offset height.
Constraining the vertical velocity results in an increase in time for error correction as the
vehicle is descending at a slower rate, which is similar to increasing the offset height in
terms of time allotted for altitude and velocity measurements. The fuel penalties due
to the attitude and vertical velocity constraints, must be weighed against operational
benefits of obtaining site relative measurements or descending at a slower rate.
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Chapter 6
Conclusion
This chapter summarizes the significant results and conclusions obtained during trajectory
optimization analysis of the Moon landing problem. Possible areas for future investigation
are also presented.
6.1 Summary of Analysis
A detailed investigation of the constrained trajectory optimization of the Moon landing
problem has been presented. Assumptions made include a spherical, homogeneous, and
non-rotating Moon, a vehicle with one throttlable fixed main engine with a constant
exhaust velocity, and a purely Newtonian gravity model. The trajectory was examined
from an initial circular parking orbit of 40 km and descended to a soft-landing on the
surface. Constraints were progressively added to mitigate the operationally undesirable
characteristics of the obtained solutions. The resulting trajectories were analyzed based
on state and control histories, effect on fuel and AV usages, operational feasibility, etc..
First, analysis was performed considering only two-dimensional translational motion
(TM). The baseline trajectory, which represented a minimally constrained landing trajec-
tory, was found to be operationally infeasible. Operational constraints were imposed to
obtain a more viable solution. A parametric study was performed varying the perilune
height of the descent orbit and an impulse-like burn was observed in cases that targeted
a positive descent orbit perilune height (DOPH). This intermediary burn altered the per-
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ilune height to subsurface values prior to the start of the final braking burn. Motivated to
preserve a positive perilune height prior to the final braking burn, which provides a pas-
sive "failure-to-ignite" abort, the throttle during the braking phase was constrained to be
continuous, yet throttlable. The final vehicle attitude and landing approach of the vehicle
were found to be very shallow (horizontal), which motivated the inclusion of rotational
kinematics in the equations of motion in order to constrain the attitude characteristics of
the vehicle.
Attitude kinematics were included in the equations of motion and a constant scaling
of the angular acceleration command appended to the cost function in order to minimize
the rotational motion of the vehicle during the flight. The vehicle was constrained to land
at a near vertical attitude (within 0.5 deg) with zero angular rate. This ensured that
the vehicle landed in legs-down orientation and would not continue rotate after impact.
A parametric study was performed on the DOPH to compare with previously obtained
TM fuel usage results. Fuel penalty metrics were obtained for both the terminal attitude
and attitude rate constraints, as well as further constraining the throttle to maximum
thrust. It was found that the fuel usage increased by further limiting the throttle bound
to maximum thrust. During the final portion of the trajectory, the final throttle profile
was observed to decrease to a specified lower bound as the vehicle rotated to a vertical
orientation, which suggested the optimum was a minimal, or possibly zero, engine thrust
during this interval. To investigate this, and to provide for navigational error margin, a
terminal vertical descent phase was included in the trajectory. A total of four constraint
scenarios were examined, while also perimetrically varying the offset altitude. A linear
trend was seen as the offset altitude was increased and variations due to the individual
constraints were reported. As a result of this research, viable solutions were obtained that
included all of the operational issues considered in this thesis.
6.2 Significant Findings
The conclusions listed below were obtained during the trajectory optimization analysis of
a soft landing on the Moon.
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1. The minimally constrained fuel optimal trajectory, which included only two-dimensional
translational motion directly to the surface, was operationally infeasible due an ex-
tremely shallow profile and a skimming of the surface before final touchdown.
2. By further constraining the permissable throttle region during the de-orbit and brak-
ing phases, which avoided engine restart failure during the final braking maneuver,
fuel usage increased by a range of 0.3 to 5.6 kg, depending on the targeted per-
ilune height. The AV differential was also seen to increase with increasing targeted
perilune height at a rate of 3.5 2, which is apparent in Figure 5-23.
3. The most efficient method of steepening the landing approach and eliminating skim-
ming of the surface, when including only translational motion, is to constrain the
descent orbit perilune height to a positive value. The descent orbit perilune height
should set as low as possible, while adhering to safety considerations and accounting
for lunar mountainous terrain.
4. The addition of a terminal velocity descent phase increased fuel requirements, but
may be a necessity from an operations point of view to account for navigational
error. Increasing the offset altitude increased the fuel requirement at a rate of ap-
proximately 6 kg/km (AV rate of 20 ) Adding a vertical velocity constraint at
the offset altitude required an average of 1.8 kg more fuel (5.8 m/s AV), as com-
pared to the case where neither the attitude or the vertical velocity were constrained.
An attitude constraint added 8.1 kg (AV of 26.4 m/s) to either of these cases. The
fuel penalties due to the inclusion of attitude and vertical velocity constraints at
the offset altitude, must be weighed against operational benefits of obtaining site
relative measurements or descending at a slower rate.
5. In all cases that included rotational motion, the thrust direction (pitch) angle during
the braking burn remained relatively constant until quickly ramping to vertical,
which suggests a 2-phase pitch profile during braking. Also, when rotational motion
and a continuous throttle bound was consider, the throttle was found to ride the
lower throttle bound while the vehicle righted itself. This suggests that a near-
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optimal guidance algorithm would produce a trajectory that pitched the vehicle up
to a vertical attitude as late as possible, combined with a significant throttling down
of the thrust engine just enough to null gravity (and the residual velocity) as the
vehicle prepares for the final landing.
6.3 Recommendations of Future Work
During this research, several topics were identified as possible areas of future work and
are given below.
1. The performance impact of certain parameters that were held fixed in this research
could be explored. This includes parameters of the initial parking orbit, as well as
vehicle thrust-to-weight ratios and engine exhaust velocities.
2. In this thesis, the motion of the vehicle was assumed to be planar. Further explo-
ration into full six degree-of-freedom motion should be taken.
3. Including attitude constraints during intermediate portions of the trajectory (e.g., to
ensure correct viewing of the landing site on approach) may be necessary depending
on the mission. Including these constraints would be straightforward based on the
current setup of the problem.
4. The final landing site was not constrained in this research, which could be an area of
further investigation. Determining how the trajectory and control histories change
with respect to variations in the desired landing site, at various points along the
descent trajectory, would be a useful analysis. This would lead to other important
analyses, such as inclined orbits, cross-range capability, divert capability, hazard
avoidance, etc.. A study done on the ability/performance impact to correct for
dispersions and navigational error could also be performed.
5. In this research, a lower engine throttle limit of 0.4, corresponding to approximately
1.1 lunar g's at the initiation of the final braking burn, was chosen to enforce a
continuous braking burn. This constraint generally increased the fuel requirements.
138
There was insufficient time to explore the implications of using lower bounds, while
still preserving a continuous braking burn. An investigation into the effects on the
trajectory and performance with respect to these limits would be a useful study.
6. A spike in the throttle profile for the continuous thrust cases at the beginning of
the braking burn was a persistent, but unexplained, feature. It is postulated that
this spike is commanded to quickly alter the perilune height of the trajectory, but
this was not proven. An analysis to explain the effects on the trajectory due to this
small impulse-like burn is an additional area of study.
7. In some cases, spikes were introduced into the thrust direction angle when knots
were included in the problem, such as seen in Figure 5-14. The reason for this should
be examined in more detail. It is believed that the spikes are not features of the
optimal solution, but are instead artifacts of the optimization process.
8. Minor inconsistencies seen in the results, which have not been investigated, should
be examined. This includes a discontinuity in the AV usage trend for the open
throttle TM DOPH parametric study in Figure 5-23, as well as the inconsistent
thrust direction angle profile of Case AV in Figure 5-51.
9. The propagation errors seen between the DIDO solution and the propagated state
was investigated briefly, but an adequate conclusion was not obtained. Future in-
vestigation into the propagation error would be a useful study.
10. A procedure was outlined in the example problem of Section 2.2 to further inves-
tigated the optimality of the DIDO solution by computing the switching function
based on the DIDO estimated costate and the analytically derived Hamiltonian.
The implementation of DIDO used in this thesis did not include costate and Hamil-
tonian information when knots are included in the implementation. All trajectory
optimization analysis performed during this research (except for the initial baseline
case) included knots and therefore this information was not available. Once this
capability has been included, performing this type of analysis for selected critical
cases would support the optimality of the obtained results.
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