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ABSTRACT
The ability to recover a seismic image of subsurface structure from recorded
seismic data plays an important role in exploration of seismology applications. Pro-
cessing techniques are applied to recover the geology from data recorded in the field.
Complexity of the geology and processing time decide which processing technique
should be utilized.
Seismic imaging is achieved via two steps: 1) generating the seismic data from
geology and 2) recovering the geology structure from the generated data. For the
first step, a forward modeling technique is employed to generate seismic data on
computers similarly to the field experiments. The forward modeling uses a priorly
known velocity model as geology. The position of seismic components is priorly set
and forward modeling is applied. The outcomes of this operation are seismic wave
fields and data gathers.
The second step is necessary to recover the geologic information from the out-
comes of the forward modeling. Migration techniques are used. Many practical mi-
gration algorithms exist to handle the seismic imaging problem. The important part
is choosing the right algorithm depending on the complexity of the geology. One of
the most common technique, referred to as Kirchhoff Migration, and state-of-the-art
technique Reverse Time Migration are considered.
The purpose of this thesis is to provide an incursion into the field of reflection
seismology by investigating the migration techniques and assessing their accuracy
at subsurface imaging and enhancement the final image obtained from migration
operations. This thesis focuses on the enhancement of the resolution of the final
migrated seismic image. The proposed idea is to apply both Butterworth band-pass
ii
filter and Laplacian filter to get a better resolution of the image. Butterworth band-
pass filter eliminates unwanted frequency components in the Fourier domain and the
Laplacian filter highlights the rapid changes to show reflection points. Furthermore,
the migrated and filtered final seismic image yields better results of geology of the
area of interest.
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NOMENCLATURE
CSG Common Source Gather
CMP Common Midpoint Gather
COG Common Offset Gather
CRG Common Receiver Gather
KM Kirchhoff Migration
RTM Reverse Time Migration
FDM Finite Difference Method
GOM Gulf of Mexico
FFT Fast Fourier Transform
IFT Inverse Fourier Transform
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1. INTRODUCTION
1.1 Reflection Seismology
Modern exploration seismology for commercial sources originates from earthquake
seismology. During an earthquake, earth’s interior layers are cracked, and the gener-
ated seismic waves are recorded by seismographs placed on the earth surface. Earth-
quake seismology is a passive seismic imaging technique which does not need a seismic
source and exploits the natural seismic signals. However, modern exploration seis-
mology requires an active source to generate artificial seismic waves [43]. There are
different active seismology techniques such as reflection, refraction, gravity, magnetic,
electric, electromagnetic and radiometric surveying [30]. One of the most prominent
seismology methods is the seismic reflection surveying and it is considered in this
thesis.
Seismic reflection surveying uses Snell’s law [24]. When waves propagate through
mediums, they refract or reflect as illustrated in Figure 1.1. Seismic reflection sur-
veying relies on this phenomenon. The equation for Snell’s law can be expressed
as
v1
v2
=
sinθ1
sinθ2
, (1.1)
where v1 and v2 are velocities, θ1 and θ2 stand for the wave angles with respect to
the normals to medium 1 and medium 2, respectively.
The goal of a seismic reflection surveying is to provide geological information of
the subsurface structures. [43]. In general, a seismic survey consists of four main
components: 1) seismic signal generation, 2) propagation characteristics of the seis-
mic signal through the subsurface structures, 3) travel time calculations, and 4)
1
Figure 1.1: Snell’s law.
seismic signal processing. The numbers of energy sources and receivers, the position
of equipment, the type of utilized energy sources, the hardware limitations, and the
applied signal processing methods represent a few critical factors among many oth-
ers required for a reliable seismic survey [30]. In the following sections, the main
constitutive parts that affect the seismic reflection method are discussed further.
The first and one of the most crucial part is choosing the appropriate system
equipment. If a broken and/or obsolete equipment is chosen, the result would not be
satisfactory. Before introducing the system equipment, it is necessary to determine
where to conduct seismic survey, i.e, land survey and marine survey. The equipment
can be classified into three categories such as signal sources, receivers and recording
systems.
Explosives, vibrators and airguns are mainly used as signal source in the petroleum
industry [32]. Until the last decade, the explosives were utilized heavily. However,
explosives present several disadvantages: 1) limited usage in the urban areas, moun-
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tains and extreme temperature conditions 2) require high maintenance and expensive
operating costs, and 3) are harmful to the environment, and especially for the ma-
rine life [26,52]. Therefore, vibrators and airguns are used as primary energy sources
for land and marine surveys, respectively. The operating principle of a vibrator is
that the energy is produced by forcing a base plate against the ground in a frequency
range, e.g., 3-100 Hz [6, 16], and the operating frequency value is controllable. In
contrast to the vibrators operating principle, an airgun emits acoustic waves into the
water [25].
Two types of receivers are used in seismic surveys: 1) geophones and 2) hy-
drophones [32]. In land surveys, geophones which are sensitive to ground velocity
are utilized. Geophones are piezoelectric materials which convert the particle velocity
into electric signals [50]. In marine surveys, hydrophones are employed. Hydrophone
is an instrument used for measuring the pressure changes. It converts sound waves
into electric signals and occur in the presence of pressure change [16].
1.1.1 Wavelet Models
The signal acquired at a receiver is called trace [27] and is modeled by means of
wavelets, e.g., Ricker, Klauder and Ormsby wavelets.
Ricker wavelet was introduced for seismic explorations in [37,38]. Ricker wavelet
r(t) takes the expression:
r(t) = (1− t2f 2pi2)exp(−t2pi2f 2) , (1.2)
where f and t denote frequency and time of the Ricker wavelet, respectively [29,39].
Another commonly used wavelet in seismic explorations is Ormsby wavelet [35].
3
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Figure 1.2: Illustration of seismic wavelets.
Ormsby wavelet is defined as
o(t) =
[
pif 24
pif4 − pif3 sinc
2(pif4t)− pif
2
3
pif4 − pif3 sinc
2(pif3t)
]
−
[
pif 22
pif2 − pif1 sinc
2(pif2t)− pif
2
1
pif2 − pif1 sinc
2(pif1t)
]
, (1.3)
where f1 and f4 are the low-cut and high-cut frequencies, respectively. Variables f2
and f3 stand for low-pass and high-pass frequencies, respectively [39].
Klauder wavelet shows the autocorrelation of a sinusoidal signal utilized in the
vibrator energy source [39]. Klauder wavelet is given by
k(t) =
sin(pimt(T − t))cos(2pif0t)
pimtT 2
, (1.4)
4
where m is the rate of change of frequency in time and f0 denotes the mid-frequency
of the signal. Furthermore, m and f0 are given by
m , fH − fL
T
, (1.5)
and
f0 ,
fH + fL
2
, (1.6)
where T is the duration of the signal, fH and fL stand for the high and the low
frequencies, respectively [17,39].
Figure 1.2 exemplifies the seismic wavelets with Ricker (f = 20 Hz), Ormsby
(f1 = 10 Hz, f2 = 15 Hz, f3 = 45 Hz, f4 = 50 Hz), and Klauder (fH = 10 Hz,
fH = 50 Hz) wavelets.
The last part of the seismic field experiment is the recording of received signals
at geophones or hydrophones. The strength of the received signals is weak. Thus, an
amplifier is used to increase the input voltage of the signals to allow recording with
a maximum accuracy [23]. Then, the signals from all receivers are connected to a
multiplexer [43]. The advantage of the multiplexer is that it allows the signals to be
recorded simultaneously [19]. In order to convert the received signals into the digital
domain, the signals are needed to be sampled at a rate that prevent aliasing. After
acquiring the digital signal, the data is converted into a common format, e.g, SEG-
D and SEG-Y where SEG stands for Society of Exploration Geophysicists [19, 43].
SEG-D and SEG-Y are the formats for raw seismic data and processed seismic data,
respectively [7,13]. The last part of a recording system consists of the recorders. After
applying the steps above, the signal is recorded on a magnetic tape or a disc [33].
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1.1.2 Seismic Waves
Seismic marine reflection surveys exploit the propagation characteristics of acous-
tic seismic waves in fluid and solid formations [43]. Seismic waves can be categorized
into two parts: 1) body waves and 2) surface waves.
P
 W
a
v
e
S
 W
a
v
e
Figure 1.3: Illustration of seismic body waves [26].
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In reflection seismology, body waves are utilized due to their ability to propagate
into the interior of earth. Body waves are classified into two parts: a) P-waves and
b) S-waves.
P-waves (also known as primary, longitudinal, compressional, irrotational and
dilatational waves) compress and expand the materials in the direction of the prop-
agation. However, S-wave (also known as secondary waves, shear waves) oscillate
particles in a direction transversal to the propagation direction [42, 51]. While P-
waves propagate through solid and liquid materials, S-waves can only propagate in
solid material [51]. The propagation velocity of P-wave is faster than the propagation
velocity of S-wave. This is because of the fact that while P-waves exhibit motion
in the direction of the propagation, S-waves present a motion perpendicular to the
direction of the propagation as illustrated in Figure 1.3 [26]. The velocity of the body
waves varies in different subsurface materials. Table 1.1 illustrates the variations the
of velocity of body waves in different types of formations. The changes in velocity
result in changes in the travel time. The subsurface structure can be inferred from
different travel times.
Surface waves have a limited motion and they only move at the surface of the
earth [50]. There are two types of surface waves: a) Rayleigh waves and b) Love
waves. The Rayleigh wave (also known as ground roll) contains a mixture of P-
waves and S-waves that travel along a vertical plane and near the surface of the
earth [21, 45]. While Rayleigh waves propagate into the earth, their amplitudes
exponentially decrease [26]. Love wave is a surface wave which contains a transverse
movement trapped in a layer near to the surface of the earth [21]. Generally, Love
waves are generated by earthquakes, not by seismic energy sources. Therefore, this
wave is not taken into account in the seismic surveys [45].
In order to understand the propagation of the acoustic waves, it is necessary to
7
Table 1.1: The velocity of body waves in different formations [18].
Type of formation P-wave velocity(m/s) S-wave velocity(m/s)
Oil 1200-1250 -
Water 1450-1500 -
Ice 3400-3800 1700-1900
Dry sands 400-1200 100-500
Wet sands 1500-2000 400-600
Salt 4500-5000 2500-3100
Saturated shale 1500-2200 500-750
Limestones 3500-6000 2000-3300
Granite 4500-6000 2500-3300
Coal 2200-2700 1000-1400
Chalk 2300-2600 1100-1300
Dolomite 3500-6500 1900-3600
Basalt 5000-6000 2800-3400
Gneiss 4400-5200 2700-3200
know the effects of the seismic waves on the subsurface structures. When seismic
signals are generated, they apply an external force to the subsurface materials. The
force applied to a unit area is called stress. Stress changes the shape of the structures
and these changes are known as strains [43]. The relationship between stress and
strain can be expressed as:
σii = λ∆ + 2µεii(i = x, z), (1.7)
σij = 2µεij(i 6= j; i, j = x, z) , (1.8)
where σii and σij are the normal stress and the shearing stress, respectively. Param-
eters λ and µ stand for Lame’s constants. Variable ε denotes the strain and it can
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be expressed as
εii =
∂u
∂x
, (1.9)
εij =
∂u
∂z
+
∂v
∂x
, (1.10)
where εii and εij stand for the normal strain and shearing strain, respectively [11].
In equation (1.10) (u,v) components represent the displacement of point (x,z). ∆ is
the change per unit and it is defined as
∆ = εii + εjj =
∂u
∂x
+
∂v
∂z
. (1.11)
Equations (1.7) and (1.8) can be written as

σxx
σzz
σxz
σzx

=

λ+ 2µ µ 0 0
µ λ+ 2µ 0 0
0 0 µ 0
0 0 0 µ


εxx
εzz
εxz
εzx

, (1.12)
σ = Sε , (1.13)
and S matrix is called the stiffness matrix. After defining the relationship between
strain and stress, the wave equation can be generated:
ρ
∂2u
∂t2
=
∂σxx
∂x
+
∂σxz
∂z
, (1.14)
where ρ∂
2u
∂t2
is the force in x-direction on a unit volume [11]. If equation (1.12) is
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inserted into equation (1.14), the following equations can be obtained:
ρ
∂2u
∂t2
= λ
∂∆
∂x
+ 2µ
∂εxx
∂x
+ 2µ
∂εxz
∂z
= λ
∂∆
∂x
+ 2µ
[
∂εxx
∂x
+
∂εxz
∂z
]
, (1.15)
ρ
∂2u
∂t2
= λ
∂∆
∂x
+ 2µ
[
∂2u
∂x2
+
∂2u
∂z2
+
∂2v
∂x2
]
= (λ+ µ)
∂∆
∂x
+ µ∇2u , (1.16)
where ∇2u is stands for the Laplacian and it expressed as
∇2u = ∂
2u
∂x2
+
∂2u
∂z2
. (1.17)
In order to formulate wave equation, equation (1.16) is differentiated with respect to
x and z, and these operations lead to:
ρ
∂2u
∂t2
= (λ+ 2µ)∇2∆, (1.18)
∂2u
∂t2
= (
λ+ 2µ
ρ
)∇2∆ , (1.19)
λ+ 2µ
ρ
= V 2p , (1.20)
where Vp denotes the P-wave velocity. The other types of wave velocities such as
S-wave and surface wave velocity are not taken into account. The Equation (1.19)
can be written as
∂2u
∂t2
= V 2p∇2u , (1.21)
which is referred to as the general acoustic wave equation and the wave motion relies
on this equation.
Simulation of the seismic wave propagation scenarios is an essential part of re-
flection seismology. Figure 1.4 illustrates the flow chart of computer-based seismic
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simulation steps. The first step is defining the velocity model to realize the simula-
tions. In the velocity model, the depth and distance of the model are defined. The
synthetic subsurface structure is generated with the help of Matlab.
The second step is the forward modeling technique which is employed to simulate
the seismic wave propagation and evaluate the effectiveness of the signal processing
algorithms [4, 31]. Recently, with the help of technological improvements, the sim-
ulation techniques to investigate the waves propagation have become more realistic.
Figure 1.4: Flow chart of general seismic processing steps
In order to apply the forward modeling technique, the position of seismic com-
ponents are priorly set. As a common approach, the seismic signals sources and the
receivers are positioned based on a structure in reflection seismology. The energy
source and the receivers are aligned on a straight line which allows to obtain 2D seis-
mic cross-section information. In order to obtain 3D seismic data, closely deployed
parallel lines can be utilized [5, 52].
In seismic surveys, multiple seismic shots are fired at different locations and the
reflected signals from subsurface layers are acquired by the receivers.
Different traces are gathered based on the data processing strategies. In Fig-
ure 1.5, the seismic data collecting chart, which helps to understand the gathering
method, is illustrated. In this chart, each dashed-line represents a shot gather which
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is known as the group of traces corresponding to the same seismic energy source [26].
In order to provide a better visualization of the horizontal shot gathers, the position
of each shot gather is placed vertically in Figure 1.5. The seismic data is obtained in
the shot-receiver coordinate and processed in the midpoint-offset coordinate which
corresponds to the axes of the stacking chart in Figure 1.5.
The data acquired from the receivers of different shots are gathered based on
the aim of use. There are four main gathering methods: 1) Common Shot Gather
(CSG), 2) Common Offset Gather (COG) 3) Common Receiver Gather (CRG), and
4) Common Midpoint Gather (CMP). In CSG, the receivers on the line are con-
sidered for data gathering. In COG, the main purpose is to keep the distance fixed
between the source and the receiver. Therefore, the data obtained from the same
receiver of different shots are considered. In CRG, the collection of the captured
data is the main target. In CMP, the main purpose is to gather the seismic signals
which impinge on the same point at the layer. In this thesis, we only focused on
CSG.
After setting the acquisition geometry and generating an assumed velocity model
of subsurface structures, a forward modeling technique is simulated. The expected
outcomes of the simulations are the seismic wavefield and corresponding shot gathers.
Seismic forward modeling is a crucial part of seismic data acquisition, processing, and
interpretation. The seismic wavefield and the corresponding shot gathers are now
ready for the application of the processing techniques. The migration techniques
depend on the complexity of the velocity model and they are used to recover the
geology of the region of interest.
The main focus of this thesis is to assess and compare the performance of two mi-
gration techniques: Kirchhoff Migration (KM) and Reverse Time Migration (RTM).
KM is the most common processing technique while RTM is one of the most recently
12
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Figure 1.5: Stacking chart and deployment strategies [52,53].
techniques adopted in industry. The key features of KM are its high speed and
easiness in terms of implementation. However, KM fails in the presence of complex
subsurface structures. Therefore, RTM is used to overcome the problems associated
with complex subsurface structures. Lastly, We propose a filtering step which en-
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hances the resolution of the final obtained image. The migration techniques generate
low and high frequency components which affect the resolution of the migrated im-
age. Therefore, Butterworth band-pass filter and Laplacian filter are employed to
provide better resolution.
1.2 Thesis Outline
In Chapter 2, the steps to model the wave propagation and seismic wavefield data
are explained. Chapter 3 illustrates the seismic migration techniques to recover the
geology structure. In Chapter 4, our proposed approach which utilizes Butterworth
and Laplacian filters is presented. The numerical results are shown in Chapter 5.
Finally, concluding remarks are drawn in Chapter 6.
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2. FORWARD MODELING
2.1 Introduction
Simulation of the seismic wave propagation scenarios is one of the most crucial
steps in computational seismology and plays an important role in evaluating the
effectiveness of the applied signal processing steps. In order to simulate the seismic
wave propagation through the subsurface structures, a seismic forward modeling
technique is employed [4, 31]. The locations of sources and receivers are predefined,
and the seismic data and wavefield are gathered as in the field experiments.
Different wave types, such as acoustic and elastic waves, can be used to simu-
late the forward modeling. The wave formula is solved through numerical methods
and implemented using the predefined velocity model. The most common numer-
ical methods to solve the wave equations are finite difference, finite element and
pseudo-spectral methods [14]. Each method has advantages and disadvantages. The
pseudo-spectral method fails to cope with the absorbing boundary and free surface
conditions to make the simulations more realistic. The finite element method exhibits
a weakness in terms of efficiency [49]. Therefore, the finite difference method (FDM)
is selected to solve the wave equation in this thesis. The wave equation yields the
solution of the wave propagation through the velocity model.
2.2 Finite Difference Method
FDM is one of the well-known and robust numerical methods to solve the wave
equations. The problem is solved using given initial conditions, free surface and
absorbing boundaries and by exploiting the partial difference equations described in
Appendix A. Figure 2.1 illustrates the staggered-grid model of the velocity model.
The velocity model is divided into regular staggered-grids to apply the finite differ-
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ence method. The grid sizes for distance and depth axis are ∆x and ∆z, respectively.
Variables a and b stand for the position of the grid point at the (x,z) coordinates in
the velocity model, respectively.
Figure 2.1: Staggered-grid model [44].
The main concern about FDM is the accurate implementation of the absorbing
boundaries [54]. To make the simulations more realistic, the free surface and ab-
sorbing boundaries are included into the velocity model. In a real seismic survey,
the seismic wave propagates until its energy is diminished. In computer simulations,
the model assumes a finite duration. Therefore, the propagating waves are trapped
inside the structure and they are reflected several times by the boundaries of the
velocity model which at its turn depends on the recording time. This leads to incor-
rect results in the forward modeling simulations. The absorbing boundaries are used
to eliminate this problem and they are applied to every boundary except the sur-
face. The model needs a free surface as in real seismic surveys. Another important
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parameter is the initial condition which can be illustrated via the seismic wavelets
introduced in Section 1. The location of the initial condition is the same as the
location of seismic source.
FDM yields better results for complex velocity models in comparison to other
techniques such as the finite element and pseudo-spectral method. In complex struc-
tures, primary waves, multiple reflected waves, diffracted waves and prismatic waves
can appear. FDM is capable of taking into account these wave types.
(a) Shot gather. (b) Wave propagation.
(c) Distance-time plane. (d) Distance-depth plane.
Figure 2.2: Illustration of shot gather and wave propagation generation method [41].
As illustrated in Figure 2.2, the structure of the seismic forward model can be
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visualized in two dimensions with different travel time values. Distance-time plane
gives the CSG of the velocity model at the surface as shown in Figure 2.2c. Distance-
depth plane provides the forward propagation of the acoustic wave as shown in
Figure 2.2d.
In order to apply the forward modeling, the general acoustic wave equation is
considered:
∂2u
∂x2
+
∂2u
∂z2
=
∂2u
c2(x, z)∂t2
, (2.1)
where u stands for the pressure field and c denotes the velocity at (x, z) position.
Equation 2.1 can be solved by FDM as explained in detail in Appendix A. The
acoustic wave equation can be approximated from FDM as
u(a, b, t+ ∆t) =
[
2− 5c∆t
∆z
]
u(a, b, t)− u(a, b, t−∆t)
+
[
4c∆t
3∆z
]2
· (u(a+ 1, b, t) + u(a− 1, b, t) + u(a, b+ 1, t) + u(a, b− 1, t))
−
[
c∆t
12∆z
]2
· (u(a+ 2, b, t) + u(a− 2, b, t) + u(a, b+ 2, t) + u(a, b− 2, t)) , (2.2)
where t denotes the time and ∆t stands for the time increment [54]. The initial
pressure field is set to zero except at the position of the source, and the seismic
source is modeled with Ricker wavelet in our simulations.
The wave propagation is calculated with (2.2). Wavefields are computed from zero
to maximum travel time. In order to find CSG at the surface, the depth parameter
is set to zero which is similar to the field experiments. Wavefields and CSG are
computed for each seismic source.
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3. SEISMIC MIGRATION
3.1 Introduction
In this section of the thesis, we investigate inverse modeling techniques which
are also referred to as seismic migration. In subsurface structures, the migration
technique is applied to relocate the seismic events to the location where the events
are occurring [22].
One way to classify the seismic migration is the order of the migration technique
as pre-stack and post-stack migration. Stacking is a method to sum seismic gathers
spatially in order to reduce the data size [40, 48, 55]. Pre-stack migration is the
technique that performs migration before stacking the gathered data from each shot.
The biggest advantage of this technique is that there is no loss of data. However,
for massive surveys, the required storage is huge and processing of the data is more
time consuming. For post-stack migration, before applying the migration technique,
data is stacked and this process leads to a loss of important data. Compared to
pre-stack migration, post-stack migration is much cheaper and the necessary data
storage capacity is smaller. However, in complex subsurface structures, the accuracy
of results is descending.
The idea of seismic migration principle can be explained with the aid of Figure 3.1.
Figure 3.1a illustrates a basic velocity model which has only a reflector parallel to
the surface. It includes a seismic source and several receivers, and the ray paths of
the reflected signals are depicted. Let’s denote the velocity of medium, the depth of
reflector and distance between consecutive receivers as v, L and 2x, respectively. The
positions of the source and first receiver are the same. However, in order to prevent
any confusion, some of the ray paths belongs to receivers has not been shown in
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(a) Common-shot gather ray paths of a flat reflector.
(b) Common-shot gather traces. (c) Corrected shot gather.
Figure 3.1: Illustration of common-shot gather, corresponding seismic data and mi-
grated seismic data.
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Figure 3.1a. The seismic CSG is illustrated in Figure 3.1b. As it can be seen, the
only difference between traces is the travel time of signals which can be expressed as
tk =
√
(k− 1)x2 + 4L2
v
, (3.1)
where k is the number of receiver. If the distance between source and receivers is
zero, the zero-offset travel time t0 is calculated as
t0 ,
2L
v
. (3.2)
As the first receiver is deployed at the same position as the source, it generates
zero-offset travel time acquisition. If the travel time difference is eliminated for the
other receivers, the position of other traces would be at the same travel time position
with the first trace, and the reflector can be found as shown in Figure 3.1c. This is
the basic idea of seismic migration.
In seismic migration two assumptions are made: 1)the velocities of subsurface
structures are known, and 2) the input signals are gathered from the primary re-
flections. However, the second assumption can be eliminated for some migration
techniques in which multiple reflections and converted waves are taken into consid-
eration [55].
There are several different migration techniques in the industry such as KM,
wave-equation migration, beam stack migration, etc. Each technique has advantages
and disadvantages. The important part is to choose the right technique for the
employed velocity model. The wrong selection of migration technique leads to loss
of time and money. Seismic migration is the last step before interpreting the data,
and it is crucial to select the correct method to apply.
In our thesis, we conduct simulations with the most common migration method
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and the state-of-art migration techniques which are KM and RTM, respectively. For
both techniques, pre-stack migration is taken into account.
3.2 Kirchhoff Migration
One of the most widely used migration algorithms in industry is KM [55]. Fig-
ure 3.2 shows the steps of KM algorithm. Travel time field and shot records are
needed to apply KM. Shot records are gathered from field experiments or forward
modeling as explained in Section 2. Travel time contours can be generated from ray
tracing or FDM techniques [47]. In this thesis, FDM is taken into consideration.
Figure 3.2: Illustration of Kirchhoff migration steps.
3.2.1 Travel Time Calculation
Travel time calculation in a velocity model is described by the Eikonal differential
equation [4, 47] which can be written as
∂2τ
∂x2
+
∂2τ
∂z2
=
1
c2(x, z)
= s2(x, z) , (3.3)
where s represents the wave slowness, τ denotes the travel time and (x, z) stand for
the coordinates of the 2-D medium.
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FDM is a technique to compute seismic travel times efficiently on a regular grid
[46,47]. The advantages of working on regular grids are the robustness and the ability
to cover all space [20].
The solution of (3.3) with FDM needs an initial value of travel time. The active
source location is selected as the starting point and the travel time value is equal
to zero at its location. Calculation of travel times is carried out on a regular grid
model, as illustrated in Figure 2.1. If the source position is chosen as the P5 point,
the travel time is set to zero at that point. The travel time at the closest points
(P2,P4,P6,P8) to P5 on the grid model can be calculated from
τ2i =
∆x
2
(sP2i + sP5), (i = 1, 2, 3, 4) . (3.4)
For simplicity, ∆x and ∆z are assumed equal [47]. Travel time of corner grid points
(P1,P3,P7,P9) are calculated from the finite difference solution of Eikonal equation.
The result of applying FDM on equation (3.3) yields two differential terms:
∂τ
∂x
=
τ5 + τ2 − (τ1 + τ4)
2∆x
, (3.5)
and
∂τ
∂z
=
τ5 + τ4 − (τ1 + τ2)
2∆z
. (3.6)
Expressions (3.5) and (3.6) are inserted into (3.3) to find τ1:
τ1 = τ5 +
√
(4∆xsP1)2 − (τ2 − τ4)2 , (3.7)
where τ1, τ2, τ4 and τ5 are the travel times for the P1, P2, P4, P5 grid points in
Figure 2.1, respectively. Travel times for all the grid points are found recursively.
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3.2.2 Migration
KM can be accomplished by using the calculated travel times from FDM and
gathered seismic data from forward modeling. Figure 3.3 illustrates the idea of KM.
In Figure 3.3a, the travel time contour of a shot source is depicted. Similarly, in
Figure 3.3b, the travel time contour of a receiver is illustrated.
(a) One-way travel time contour from a source
point.
(b) One-way travel time contour from a receiver
point.
(c) Two-way travel time (spatially summation
of (a) and (b)).
(d) Mapping shot gather at tk into velocity
model.
Figure 3.3: Illustration of 2D Kirchhoff migration steps [55].
Travel time contour between the shot source and receiver can be found as a spatial
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summation of their travel time contours. Same steps are repeated for each shot and
receiver pairs to cover all the possible situations. The last step is to place the seismic
data traces into the obtained travel time contour and align it with respect to the
correct travel time value. The last step is done for all the traces, and the seismic
velocity field is recovered. For each CSG which is represented as u(x, s, t, z = 0), the
KM equation can be expressed as
m(r, z; s) = u(x, s, t(s;x, z), z) , (3.8)
where m(·) is the migrated image, u(.) denotes the wavefield, x and z stand for the
image point in the depth velocity model, t represents the two-way travel time and
s is the source number [22]. Furthermore, the migrated image is obtained as the
summation of the migrated shot gathers for all shots
m(x, z) =
∑
s
m(x, z; s) . (3.9)
KM may not be the best selection for the velocity model. In general, the primary
reflections are taken into account in the travel time contours and the rest of reflections
are neglected. Such an approach might introduce a bias in the case of complex
velocity models. If the model contains steep dips or overturns, they can generate
multi-arrivals, prismatic waves or turning waves which are ignored in the travel time
calculation, and may cause incorrect results in the travel time contours. Therefore,
other migration techniques are employed for complex structures to overcome this
problem.
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(a) (b)
Figure 3.4: Illustration of ray paths assumed by a) Kirchhoff migration b) Reverse
time migration in a velocity model [28].
3.3 Reverse Time Migration
As discussed in the Section 3.2.2, the travel time of KM ignores the multi-arrival
or turning waves in complex velocities. This problem can be addressed with the
RTM technique. Figure 3.4 illustrates the assumed ray paths for KM and RTM. As
it can be seen, RTM can handle all types of wave reflections when compared to KM.
RTM is a state-of-art migration technique which was proposed in [8]. For decades,
it could not be implemented because of technological limitations. RTM technique
needs fast computer clusters and huge storage space. Recent advances in technology
enabled companies to use RTM. RTM is used to investigate two way wave propaga-
tions to reconstruct seismic images [34]. The advantage of using the two way wave
propagation is that steep dips, prismatic waves, multiples and complex structures
can be constructed [15]. The drawbacks of RTM is that it requires huge storage
units and processing time for large surveys.
The main idea of RTM is to utilize the recorded seismic signals that are gen-
erated from the forward modeling back in time [8]. Finite difference acoustic wave
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propagation is mostly used for RTM. From the forward modeling, the wavefield and
data are recorded. Then, traces in the recorded data are reversed in time and used
as a source function to apply the forward modeling technique again. Let the total
recording time for simulation be tmax and the travel time for a ray from source to
receiver be ts+ tr, where ts and tr are travel times from source to reflector and reflec-
tor to receiver, respectively. Here, the wave propagation from receivers is injected
into the model at tmax-ts+tr. In other words, wave cannot propagate for tmax-ts+tr
seconds. After that time, wave propagates and the generated wavefield is recorded.
There are two different wavefields which are obtained from the wave propagation
of source and receivers. The last step is the cross-correlation of wavefields to find
subsurface reflector positions. The second wavefield is reversed in time again and the
data samples are cross-correlated. If the signals are present in the same time and
space region, they generate image points.
As explained in Section 2, the acoustic wave equation for the two dimensional
plane can be expressed as
∇2u(x, z, t) = ∂
2u(x, z, t)
c(x, y, t)∂t2
. (3.10)
Equation (3.10) can be solved via the FDM as shown in Appendix A, and wavefield
can be found from
u(x, z, t+ ∆t) = (2− 5γ)u(x, z, t)− u(x, z, t−∆t) + 4
3
γ2(u(x+ 1, z, t)
+u(x− 1, z, t) + u(x, z + 1, t) + u(x, z − 1, t))− 1
12
γ2(u(x+ 2, z, t)
+u(x− 2, z, t) + u(x, z + 2, t) + u(x, z − 2, t)) , (3.11)
and the wavefield is generated recursively. The wavefield generation for each shot
27
(a) (b)
(c) (d)
(e) (f)
Figure 3.5: Illustration of ray paths for forward and backward propagation in a
velocity model [2].
is performed on the velocity model described by (3.11), and the generated wavefield
is saved as a dictionary for further applications. Then, a backward propagation
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(a) (b)
(c) (d)
Figure 3.6: Illustration of the idea of cross-correlation of forward and backward wave
propagated wavefields [2].
is performed. For the same velocity model, the recorded wavefield is propagated
in a reverse manner in time using the same technique as in the forward modeling.
Forward and backward propagated wavefields are cross-correlated at each time step.
The equation for RTM can be expressed as
I(x, z) =
∑
k
∑
t
Uk(x, z, t)Dk(x, z, t) , (3.12)
where I(·) is the final RTM image, U(·) denotes the forward propagated wavefield
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signal, D(·) stands for the backward propagated wavefield signal in the (x, z) position
at t time, and k is the source number [10].
The initial wavefield in the forward propagation is cross-correlated with the initial
wavefield in the backward propagation to generate the seismic image. For each shot,
the results of cross-correlation are mapped into the depth model. In order to obtain
the final seismic image, the results of each shot are spatially summed. All the above
steps require a huge storage unit and faster processing tools which prevent RTM to
become commercially available.
Figure 3.5 illustrates the ray paths for forward and backward propagation in a
velocity model. Figures 3.5a, 3.5b and 3.5c illustrate the forward propagation path
for different travel times for only one receiver point. Similarly, Figures 3.5d, 3.5e and
3.5f show the backward propagation path for different travel times for an arbitrary
ray.
The idea of cross-correlation of forward and backward wave propagated wave-
fields is illustrated in Figure 3.6. In Figure 3.6a, the forward propagated wavefield
is in its initial position and the backward propagated wavefield is in its last posi-
tion. Figure 3.6b and 3.6c show the propagation positions at different travel times.
The recorded wavefields are propagated again. Figure 3.6d illustrates the image
point generated from wavefields. The time and space points are the same for both
wavefields, and they generate an image point.
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4. PROPOSED MODEL
4.1 Image Enhancement
In this section of the thesis, our proposed idea is explained in detail. The ob-
tained seismic image from the migration techniques includes undesired frequency
components. In addition, the resolution of obtained images is not as good as the
expected image. In light of these facts, we proposed to apply filtering techniques
both in the frequency as well as in the spatial domain to overcome the difficulties.
For the frequency domain filtering technique, a band-pass Butterworth Filter is em-
ployed to eliminate certain frequency components [3]. Laplacian Filter is applied for
the spatial domain filtering in order to increase the resolution and sharpness of the
seismic image [12].
4.1.1 Butterworth Band-pass Filter
While applying migration techniques, the seismic waves generate artifacts which
decrease the resolution of images. In order to eliminate these artifacts, frequency
filtering techniques can be applied in the Fourier domain. We propose to use a
Butterworth band-pass filter to enhance the obtained seismic image. Figure 4.1
illustrates the steps to apply the Butterworth band-pass filter. The migrated seismic
image is converted into the frequency-domain in 2D via the Fast Fourier transform
(FFT). The generated filter is applied to the image in the Fourier domain. The
Inverse Fourier transform (IFT) is employed to convert the filtered image back into
space domain.
The image in the space domain is transformed back into the Fourier domain via
FFT which which assumes the transformation:
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Figure 4.1: Illustration of filtering steps [36].
I(u, v) =
1
MN
M∑
x=0
N∑
z=0
I(x, z)e−j2pi(
ux
M
+ vz
N
) , (4.1)
where I(x, z) and I(u, v) are the images in the space domain and the Fourier domain,
respectively. The image in the Fourier domain is multiplied with the filter transfer
function. The Butterworth band-pass filter is derived by multiplying the high-pass
and low-pass filters as follows
HBP(u, v) = HHP(u, v) ·HLP(u, v) =
[
1− 1
1 +
(F (u,v)
FH
)2n
]
·
[
1
1 +
(F (u,v)
FL
)2n
]
, (4.2)
where F (u, v) represents the distance from the origin, n denotes the filter order, FH
and FL stand for the high and low cut-off frequencies, respectively. In order to filter
the image, the filter transfer function and image in Fourier domain are multiplied.
The filtered image has to be transformed back into the space domain. The inverse
FFT is used for the transfer and it is shown next:
I(x, z) =
M∑
u=0
N∑
v=0
I(u, v)ej2pi(
ux
M
+ vz
N
) . (4.3)
The result of inverse FFT yields the filtered image in the space domain [3].
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4.1.2 Laplacian Filter
In order to increase the sharpness of the obtained image in the spatial domain, a
second derivative filtering such as Laplace filtering can be used. Filtering is performed
in the pixel domain [12]. The equation for Laplacian filtering can be written as
∇2I(x, z) = ∇ · ∇ =
∂I(x,z)∂x
∂I(x,z)
∂z
 ·
∂I(x,z)∂x
∂I(x,z)
∂z
 =
∂2I(x,z)∂x2
∂2I(x,z)
∂z2
 , (4.4)
∇2I(x, z) = ∂
2I(x, z)
∂x2
+
∂2I(x, z)
∂z2
. (4.5)
The partial derivatives in equation (4.5) can be defined by finite differences as
∂2I(x, z)
∂x2
= I(x+ 1, z) + I(x− 1, z)− 2I(x, z) , (4.6)
∂2I(x, z)
∂z2
= I(x, z + 1) + I(x, z − 1)− 2I(x, z) . (4.7)
From (4.6) and (4.7), (4.5) can be written as
∇2I(x, z) = I(x+ 1, z) + I(x− 1, z) + I(x, z + 1) + I(x, z − 1)− 4I(x, z) . (4.8)
Figure 4.2: Illustration of spatial filtering steps [36].
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Figure 4.2 illustrates the spatial filtering steps. I(x, z) is the original image
obtained from the seismic migration. The spatial filter is defined as h(a, b), which
is referred to also as a kernel. The two dimensional (2D) convolution of kernel and
image yields the filtered final image.
Figure 4.3 illustrates the image of pixels and kernel. Let the image consists of M
rows and N columns, and the kernel assumes pixels in the m rows and n columns.The
final image would have M−m+1 rows and N−n+1 columns which can be calculated
from
F (i, j) =
m∑
k=1
n∑
l=1
I(i+ k − 1, j + l − 1)K(k, l),
(i = 1, ..,M −m+ 1 and j = 1, .., N − n+ 1) . (4.9)
(a) (b)
Figure 4.3: Illustration of (a) Image pixels (b) Kernel.
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5. NUMERICAL SIMULATIONS
In this section of the thesis, the simulation results of forward modeling, KM and
RTM techniques and filtering are considered for both the synthetic and BP velocity
model. In our work, we are inspired from the case study in [1]. First, in Section 5.1,
the necessary velocity models are defined to conduct the simulations. Then, the for-
ward modeling simulation results are described in Section 5.2. Additionally, a simple
synthetic velocity model is simulated in order to understand the wave propagation
model. In Section 5.3, the KM results are illustrated. We conduct simulations for
RTM and show the results in Section 5.4. In the last section of this chapter, the
filtering results are illustrated.
5.1 Velocity Models
Before applying the forward modeling, the velocity models are introduced. A
synthetic velocity model and a model shared by BP [9] are employed in order to the
simulate seismic processing steps.
5.1.1 Synthetic Velocity Model
To show the acoustic wave propagation and corresponding shot gather, a synthetic
velocity model is generated using the software package Matlab. The depth and the
distance of model is one kilometer. The assumed includes reflectors and a crack. The
important thing to save from the wave propagation is the shot gather. Each trace
in the recorded shot gather is shown via the Ricker wavelet. The frequency of the
wavelet is chosen as 20 hertz.
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Figure 5.1: A synthetic velocity model. The model was constructed with the aid of
the program Matlab.
5.1.2 BP Velocity Model
BP velocity model is generated by Frederic Billette and Sverre Brandsberg-Dahl
in 2004 1. The model is created as three parts: 1) from the cross-section through
the Western Gulf of Mexico (GOM), the left section of the model is generated, 2)
velocity problems faced in the North Sea or Trinidad are represented to generate
1Reprinted with permission from “Original BP distribution Frederic Billette, BP DWX Houston
Mon Jul 18 16:08:15 CST 2005.” and “Joe Dellinger, BP Advanced Seismic Imaging Development
Group Added density model to distribution, February 2008”.
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Figure 5.2: BP velocity model [9].
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Figure 5.3: BP velocity model (the distance is selected from 23 to 41 km).
the right section of the model, 3) a simplified representation of the Central GOM
and off-shore Angola shows the geologic features of the central part of the model.
Calculations are based on 2-D acoustic FDM. The full copyright can be found at
Appendix B.
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5.2 Simulations for Forward Modeling
In order to understand the wave propagation phenomena, we conduct simulations
with the forward modeling technique using the synthetic velocity model and BP
velocity model described above, and a simple velocity model.
5.2.1 Wave Propagation With a Simple Velocity Model
Figure 5.4 illustrates a simple synthetic velocity model which is generated using
Matlab. The velocity model has two homogeneous subsurface layers which are di-
vided by a thin homogeneous layer. The depth of the layer at the middle is between
400 meter and 420 meter. The velocity of thin layer is 3000 m/s, and the velocity of
the other layers is 2000 m/s. The depth and the distance of model is 1000 meter.
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Figure 5.4: Simple synthetic velocity model. White triangle shows that the position
of the signal source is at 200 m depth and 500 m distance.
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(a) Wave propagation at 2 ms.
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(b) Wave propagation at 101 ms.
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(c) Wave propagation at 134 ms.
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(d) Wave propagation at 205 ms.
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(e) Wave propagation at 280 ms.
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(f) Wave propagation at 311 ms.
Figure 5.5: Illustration of acoustic wave propagation at different travel times for
simple synthetic velocity model.
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The grid size is 10 meters for both depth and distance. The signal source is
positioned at 200 m depth and 500 m distance position. The signal is modeled by
the Ricker wavelet with a 20 Hz frequency value.
Equation (2.2) is used to simulate the wave propagation. The initial value for the
pressure field is chosen as the Ricker wavelet at the source position. The simulation is
performed recursively. The result of simulation for different time values is illustrated
in Figure 5.5. The model presents a free surface. The signal hits surface and can
propagate through subsurface if it has enough energy. However, the bottom, right
and left boundaries absorb parts of the signals to make the simulation more realistic.
The simulation proves that acoustic waves propagate omni-directionally.
5.2.2 Simulations for Synthetic Velocity Model
The synthetic velocity model is defined in Section 5.1.1. Seismic sources and
receivers are deployed at the surface position where the depth equals zero. We assume
that there are 100 sources and 100 receivers. The difference between each source and
each receiver is 10 meters. For each shot, the wave propagation is simulated using
equation (2.2). Wave propagation is recorded by the receivers at surface. To find
the CSG from the wave propagation, the depth position is set to zero.
The time step is calculated from the stability criterion for the wave equation and
it takes the expression:
γ =
vmin∆t
∆z
=
√
3
8
, (5.1)
where vmin denotes the minimum velocity value and ∆z stands for the grid size of
the velocity model. The time step for the synthetic velocity model is given as
∆t =
∆z
c
√
3
8
=
10
2030
√
3
8
= 3ms . (5.2)
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Figure 5.6: Common-shot gather for (a) 1st shot (b) 25th shot of the synthetic
velocity model.
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Figure 5.7: Common-shot gather for (a) 75th shot (b) 100th shot of the synthetic
velocity model.
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Total recording time is calculated from the length of the diagonal of velocity
model and minimum velocity value as
ttotal =
2
√
x2 + z2
vmin
=
2
√
10002 + 10002
2030
= 1.393s . (5.3)
From the parameters calculated above, the forward modeling for the acoustic
wave equation is simulated. Figures 5.6 and 5.7 show the different CSG graphs
recorded at the surface position for the synthetic velocity model.
5.2.3 Simulations for BP Velocity Model
The velocity model is defined in Section 5.1.2. Similar to the synthetic velocity
model, the seismic sources are deployed at the surface. The number of seismic
sources and receivers are selected as 120. The difference between each source and
each receiver is 150 meters.
Time step for BP velocity model is found as
∆t =
∆z
c
√
3
8
=
100
1486
√
3
8
= 40ms . (5.4)
The distance and the depth are 18 km and 12 km for the BP model, respectively.
From depth and distance information, the total recording time can be calculated as
ttotal =
2
√
x2 + z2
vmin
=
2
√
180002 + 120002
1486
= 29.11s . (5.5)
Similarly, the forward modeling is simulated for the BP model. Figures 5.8 and
5.9 illustrates the different CSG graphs recorded at the surface position.
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Figure 5.8: Common-shot gather for (a) 1st shot (b) 40th shot of the BP velocity
model.
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Figure 5.9: Common-shot gather for (a) 80th shot (b) 120th shot of the BP velocity
model.
5.3 Simulations for Kirchhoff Migration
The first step for KM is to calculate the travel time contours. From the equations
described in Section 3.2.1, the travel time contours are found.
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5.3.1 Simulations for Synthetic Velocity Model
For each seismic source, the travel time contours are simulated. Grid size for
travel time calculation is set to 10 meters both for the depth and distance. At source
point, the travel time is zero. The one-way travel time values for all grid points
are calculated starting from the source point. Figures 5.10 and 5.11 illustrate the
one-way travel time contours for different shots.
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Figure 5.10: Travel time contours for (a) 1st shot (b) 25th shot of the synthetic
velocity model.
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Figure 5.11: Travel time contours for (a) 75th shot (b) 100th shot of the synthetic
velocity model.
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After simulating the travel time contours, KM can be simulated. This approach
is explained in Section 3.2.2. Pre-stack migration is employed. Thus, each CSG is
migrated with the corresponding two-way travel time. Figures 5.12 and 5.13 show
KM of different shots gathers.
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Figure 5.12: Kirchhoff migration of (a) 1st shot (b) 25th shot.
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Figure 5.13: Kirchhoff migration of (a) 50th shot (b) 75th shot.
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Figure 5.14: Kirchhoff migration of (a) 100th shot (b) stacked all shots.
Figure 5.14 illustrates the superposition of all migrated CSG. This is called
stacked KM of the synthetic velocity model.
5.3.2 Simulations for BP Velocity Model
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Figure 5.15: Travel time contours for (a) 1st shot (b) 40th shot.
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As in the synthetic velocity model, the travel time contours are calculated for
each seismic source. The grid size for travel time calculation is set up to 100 meters
for depth and 150 meters for distance.
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Figure 5.16: Travel time contours for (a) 80th shot (b) 120th shot.
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Figure 5.17: Kirchhoff migration of (a) 1st shot (b) 40th shot.
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Figure 5.18: Kirchhoff migration of (a) 80th shot (b) 120th shot.
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Figure 5.19: Stacked KM of BP velocity model.
Figures 5.15 and 5.16 illustrate the one-way travel time contours for different
shots. After travel time calculation, KM can be simulated. Figures 5.17 and 5.18
depict KM of different shots gathers for the BP velocity model. Figure 5.19 illustrates
the superposition of 120 Kirchhoff migrated CSG.
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5.4 Simulations for Reverse Time Migration
RTM technique is explained in Section 3.3. The parameters for the synthetic
and BP velocity model are defined in Sections 5.2.2 and 5.2.3, respectively. RTM is
simulated for the synthetic and BP velocity model and illustrated in the following
sections.
5.4.1 Simulations for Synthetic Velocity Model
Figure 5.20 illustrates the steps of RTM technique for different time values. From
the forward modeling and reverse-time extrapolation, wavefields are generated from
FDM
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Figure 5.20: Illustration of steps of the reverse time migration for synthetic velocity
model for different time values.
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Figure 5.21: Illustration of RTM image of (a) 1st shot (b) 25th shot for the synthetic
velocity model.
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Figure 5.22: Illustration of RTM image of (a) 50th shot (b) 75th shot for the synthetic
velocity model.
technique. Then, for each source receiver pair and time value, the wavefields are
cross-correlated to find the image points.
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Figure 5.23: Illustration of RTM image of (a) 100th shot (b) stacked all shots for the
synthetic velocity model.
Figures 5.21, 5.22 and 5.23 illustrates the migration results for different shots and
the superposition of 100 reverse time migrated CSG.
5.4.2 Simulations for BP Velocity Model
In Figure 5.24, the steps of the RTM technique for the 120th shot of the BP ve-
locity model are shown for different time values. As we proceeded with the synthetic
velocity model, the wavefields are generated from forward modeling and reverse-time
extrapolation, and they are cross-correlated. Figures 5.25 and 5.26 illustrates the
RTM results for different shots. The superposition of 120 reverse time migrated
CSG are depicted in Figure 5.27.
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Figure 5.24: Illustration of steps of reverse time migration for the BP velocity model
for different time values.
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Figure 5.25: Illustration of RTM image of (a) 1st shot (b) 40th shot for the BP
velocity model.
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Figure 5.26: Illustration of RTM image of (a) 80th shot (b) 120th shot for the BP
velocity model.
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Figure 5.27: Stacked RTM of the BP velocity model.
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5.5 Simulations for Filtering Techniques
The last step of simulation resumes to apply filtering techniques onto the im-
ages obtained from the migration techniques. First, Butterworth band-pass filter is
applied onto images in the Fourier domain to remove the unwanted frequency com-
ponents. Then, in the spatial domain, a Laplacian filter is applied to sharpen the
image.
5.5.1 Simulations for Butterworth Band-pass Filtering
First, we define the band-pass filter, which is illustrated in Figure 5.28. The order
of the filter is 4, and the low and high cut-off frequencies are selected as 10 and 90
hertz, respectively.
Figure 5.28: Butterworth band-pass filter in 3D where n=4 FH = 90 and FL = 10
Hertz.
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Figure 5.29: Illustration of Fourier domain images of a) Stacked KM of synthetic
model, b) Stacked RTM of synthetic model, c) Stacked KM of BP model, d) Stacked
RTM of BP model.
As explained in Section 4.1.1, the images are converted into the frequency domain
from the spatial domain. Figure 5.29 illustrates the images for both synthetic and
BP velocity models in the frequency domain. Images are multiplied with the filter
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Figure 5.30: Illustration of Fourier domain images of a) filtered KM image of syn-
thetic model, b) filtered RTM image of synthetic model, c) filtered KM image of BP
model, d) filtered RTM image of BP model.
function and the results are shown in Figure 5.30. These results are described in the
frequency domain. In order to obtain images in the spatial domain, acIFT is applied
as explained in Section 4.1.1. The filtered images for KM and RTM of the synthetic
model with KM and RTM of the BP model are illustrated in Figures 5.31, 5.32, 5.33
and 5.34, respectively.
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Figure 5.31: KM image of synthetic model with the Butterworth filtering.
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Figure 5.32: RTM image of synthetic model with the Butterworth filtering.
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Figure 5.33: KM image of BP model with the Butterworth filtering.
Distance (km)
D
ep
th
 (k
m)
Stacked RTM of BP Velocity Model with Butterworth Filter
24 28 32 36 40
0
2
4
6
8
10
Figure 5.34: RTM image of BP model with the Butterworth filtering.
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5.5.2 Simulations for Laplacian Filtering
After eliminating the undesired frequency components, the filter is ready to be
applied in the spatial domain. Laplacian filtering is utilized to sharpen the image.
In Section 4.1.2, the Laplacian filtering method is explained. Figure 5.35 shows the
kernel which is used for Laplacian filtering. The filtered images for KM and RTM of
the synthetic model are illustrated in Figures 5.36 and 5.37, respectively. Similarly,
the filtered images for KM and RTM of the BP model are illustrated in Figures 5.38
and 5.39, respectively.
Figure 5.35: The kernel used for Laplacian filtering.
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Figure 5.36: KM image of synthetic model with Butterworth and Laplacian filtering.
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Figure 5.37: RTM image of synthetic model with Butterworth and Laplacian filtering.
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Figure 5.38: KM image of BP model with Butterworth and Laplacian filtering.
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Figure 5.39: RTM image of BP model with Butterworth and Laplacian filtering.
5.6 Results
Two migration technique are also compared in terms of their memory usage and
operating time. All the simulations are operated with the Matlab R2014a program
on a Lenovo ThinkPad T520i which has a 2.3 GHz processor speed and 4 Gb installed
memory.
Tables 5.1 and 5.2 show the comparison results. It is obvious that RTM uses
more storage units and needs more processing time than KM. In our simulations, we
select 100 shot sources for the synthetic velocity model and 120 shot sources for the
BP velocity model. The number of sources has direct effect on the parameters. If
the number of source increases, the resolution becomes cleaner. However, it affects
the time and storage negatively. Thus, an optimum number of shot sources should
be selected.
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As illustrated in the simulations, KM gives reliable results for velocity models
which do not include steep dips, overhangs and complex structures. The processing
time and storage unit are relatively small compared to RTM. For complex structures,
on the other hand, the results are not satisfying even if the other parameters are
better. Thus, the RTM technique is preferred for complex models.
The filtering techniques enhance the migrated image. The resolution increases,
and the image becomes sharper. Filtering in the frequency domain has small effect
on the KM images. Because, KM generates less artifacts compared to RTM.
Table 5.1: Parameter comparison for synthetic velocity model simulations.
Type of migration Storage unit(Gbyte) Processing time(s)
Kirchhoff Migration 0.075 122.85
Reverse time Migration 15.3 652.81
Table 5.2: Parameter comparison for BP velocity model simulations.
Type of migration Storage unit(Gbyte) Processing time(s)
Kirchhoff Migration 0.31 275
Reverse time Migration 83.2 1758
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6. CONCLUSIONS
In the present thesis, the general framework of reflection seismology is explained,
Kirchhoff migration and Reverse time migration techniques are compared and filter-
ing techniques are proposed. Seismic surveys are in general divided into land and
seismic surveys. However, the idea is the same: providing the image of subsurface
structure. Gathered signals from the survey are processed to find the correct location
of the reflectors.
Kirchhoff migration is widely used for its speed and cost and it gives relatively
good results. However, Kirchhoff migration fails while studying complex structures.
To overcome difficulties in complex structures such as overturns signals, salt domes
and lateral velocity changes, reverse time migration is one of the best options to
reconstruct the subsurface structure. For obtaining the structure of complex models,
it is necessary to perform a trade-off between different parameters. RTM uses a two
way wave propagation, which requires a huge storage unit and processing time for
large surveys.
RTM technique exploits the cross-correlation of forward propagation and reverse
time extrapolation. The result includes low and high frequency high amplitude
traces which decrease the resolution of the processed image. In order to enhance
the resolution of the image, filtering techniques can be utilized. We proposed to use
jointly a Butterworth band-pass filter and a Laplacian filter. Butterworth band-pass
filtering removes the undesired frequency values and Laplacian filtering enhances the
rapid changes and location of reflectors become sharper and more obvious.
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APPENDIX A
FINITE DIFFERENCE METHOD FOR ACOUSTIC WAVE PROPAGATION
One of the techniques to solve the acoustic wave equation is the finite difference
method. As explained in [11,54], the 2-D acoustic wave formula can be derived from
the Euler and continuity equations:
Continuity :
∂u
∂t
+ ρ(x, z)c(x, z)2∇ϑ = 0, (A.1)
Euler :
∂ϑ
∂t
+
∇u
ρ(x, z)
= 0, (A.2)
where u denotes the acoustic pressure, t represents time, ρ(x, z) is the density, c(x, z)
stands for the acoustic wave velocity and ϑ represents the particle velocity. If equa-
tion (A.2) is inserted into (A.1), the following equations are obtained:
∂u
∂t
+ ρ(x, z)c(x, z)2
[
−∇
( ∇u
ρ(x, z)
)]
= 0, (A.3)
∂u
∂t
− ρ(x, z)c(x, z)2
[
∂
∂x
(
∂u
ρ∂x
)
+
∂
∂z
(
∂u
ρ∂z
)
] = 0, (A.4)
A.1 Finite Difference Method
∂2u
∂t2
=
ui+1a,b − 2uia,b + ui−1a,b
(∆t)2
, (A.5)
[
∂
∂x
1
ρ
(
∂u
∂x
)]k
a,b
=
1
ρk
a+ 1
2
,b
1
∆x
(
uia+1,b − uia,b
∆x
)
− 1
ρk
a− 1
2
,b
1
∆x
(
uia,b − uia−1,b
∆x
)
, (A.6)
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[
∂
∂z
1
ρ
(
∂u
∂z
)]i
a,b
=
1
ρi
a,b+ 1
2
1
∆z
(
uia,b+1 − uia,b
∆z
)
− 1
ρi
a,b− 1
2
1
∆z
(
uia,b − uia,b−1
∆z
)
, (A.7)
where
1
ρi
a∓ 1
2
,b
=
1
2
(
1
ρa∓ 1
2
,b
+
1
ρa,b
)
, (A.8)
1
ρi
a,b∓ 1
2
=
1
2
(
1
ρa,b∓ 1
2
+
1
ρa,b
)
, (A.9)
The acoustic wave equation can be approximated as
ui+1a,b = (2− 5γ)uia,b − ui−1a,b +
4
3
γ2(uia+1,b + u
i
a−1,b + u
i
a,b+1 + u
i
a,b−1)
− 1
12
γ2(uia+2,b + u
i
a−2,b + u
i
a,b+2 + u
i
a,b−2) , (A.10)
where γ = c∆t
∆h
. The stability condition for equation (A.10) is γ =
√
3
8
A.2 Absorbing Boundary Condition
A.2.1 Surface Boundary
ui+1a,1 = u
i
a,1 + u
i
a,2 − ui−1a,2 + ca,b
∆t
∆z
[uia,2 − uia,1 − (ui−1a,3 − ui−1a,2 )] (A.11)
A.2.2 Bottom Boundary
ui+1a,n+1 = u
i
a,n+1 + u
i
a,n − ui−1a,n + ca,b
∆t
∆z
[uia,n − uia,n+1 − (ui−1a,n−1 − ui−1a,n )] (A.12)
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A.2.3 Left Boundary
ui+11,b = u
i
1,b + u
i
2,b − ui−12,b + ca,b
∆t
∆x
[ui2,b − ui1,b − (ui−13,b − ui−12,b )] (A.13)
A.2.4 Right Boundary
ui+1m+1,b = u
i
m+1,b + u
i
m,b − ui−1m,b + ca,b
∆t
∆x
[uim,b − uim+1,b − (ui−1m−1,b − ui−1m,b)] (A.14)
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APPENDIX B
COPYRIGHT OF BP VELOCITY MODEL
Introduction
First, read README Disclaimer. If you can’t accept what you read there, then you
can not use this data.
If you use this data in a publication or presentation, you must reference that it
was provided courtesy of BP, and acknowledge BP and Frederic Billette. You
should also reference Billette and Brandsberg-Dahls 2005 EAGE abstract (listed
in README History) if there is an opportunity to do so.
You are allowed to pass this data on to others, but if you do, this documentation
must be included along with the data. If the data you pass on has been modified by
you, you must add to the documentation (in the file README Modification) that
you have modified the data, and a description of your modification.
————————————————————————–
Contents
The following images provide a good introduction to the dataset:
vel 6.25m.gif
central shot 674.gif
zero offset section.gif
The distribution consists of the above image files, the following README files:
README
README Disclaimer
README Geometry
README History
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README Modification,
the following SEGY files:
vel z6.25m x12.5m exact.segy (exact model)
vel z6.25m x12.5m nosalt.segy (exact - no salt)
vel z6.25m x12.5m lw.segy (exact no salt no short wavelength anomalies)
vel z6.25m x12.5m saltindex.segy (salt index mask 0 in salt 1 elsewhere)
vel z6.25m x12.5m wbindex.segy (water layer mask 1 in water 0 elsewhere), and
the complete dataset, divided into 7 pieces over the shot axis.
The first file contains shots 1 to 200, the second shots 201 to 400, and so on:
shots0001 0200.segy
shots0201 0400.segy
shots0401 0600.segy
shots0601 0800.segy
shots0801 1000.segy
shots1001 1200.segy
shots1201 1348.segy.
————————————————————————–
Distribution and disclaimer
Distribution assembled by:
Frederic Billette
BP DWX WL1 8.167
501 Westlake Park Blvd
Houston TX 77079
281 366 3545
billetfj@bp.com
Mon Jul 18 16:08:15 CST 2005
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README Disclaimer:
By using these data, you agree to the following disclaimer:
NO WARRANTIES.
————–
YOU ACCEPT ALL THE MATERIALS PROVIDED ”AS IS”.
YOU ASSUME ALL RESPONSIBILITY FOR THE RESULTS OR USE OF THE
MATERIALS.
BP MAKES NO REPRESENTATIONS OR WARRANTIES OF ANY KIND IN-
CLUDING, BUT NOT LIMITED TO, THE ACCURACY, RELIABILITY, OR US-
ABILITY OF THESE MATERIALS.
ANY USE THAT YOU MAKE OF THE MATERIALS IS AT YOUR OWN RISK.
DISCLAIMER.
———–
BP PROVIDES NO WARRANTIES TO YOU, EXPRESSED, IMPLIED OR STATU-
TORY, INCLUDING ANY IMPLIED WARRANTIES OF FITNESS FOR A PAR-
TICULAR PURPOSE.
DAMAGE WAIVER.
————–
IN NO EVENT WILL BP BE LIABLE FOR ANY DAMAGES, INCLUDING DI-
RECT, INDIRECT, SPECIAL, INCIDENTAL OR CONSEQUENTIAL DAMAGES,
ARISING OUT OF ANYONE’S USE OF OR INABILITY TO USE THESE MA-
TERIALS, OR ANY COPIES PREPARED FROM THESE MATERIALS, EVEN
IF BP HAS BEEN ADVISED AS TO THE POSSIBILITY OF SUCH DAMAGES.
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REDISTRIBUTION.
—————
YOU AGREE THAT IF YOU SHARE ANY OR ALL OF THIS DATA WITH ANY
OTHER PERSON OR ORGANIZATION, YOU WILL ALSO INCLUDE ALL OF
THE ASSOCIATED DOCUMENTATION ORIGINALLY INCLUDED WITH THE
DATA AND PROVIDED TO YOU, INCLUDING THIS NOTICE, AND THAT
THE RECEIVING PARTY ALSO AGREES TO ABIDE BY THESE TERMS AS
A CONDITION OF ITS USE. IF THE DATA THAT YOU PASS ON HAS BEEN
MODIFIED IN ANY WAY FROM ITS ORIGINALLY DISTRIBUTED STATE,
THE MODIFICATION MUST BE DOCUMENTED, AND THAT DOCUMENTA-
TION INCLUDED ALONG WITH THE DATA.
README Modification:
If you modify these data in any way, document your modification here, and if you
pass these data on, include this notice with these data.
Original BP distribution
Frederic Billette, BP DWX Houston
Mon Jul 18 16:08:15 CST 2005
————————————————————————–
Dataset history and reference
README History:
This model was originally created by Frederic Billette and Sverre Brandsberg-Dahl
in 2004. The model is 2D. The left side of the model is based on a geological cross
section through the Western Gulf of Mexico. The central part the model is a sim-
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plified representation of geologic features in the Eastern/Central Gulf of Mexico and
off-shore Angola. The right side of the model is a composite representation of veloc-
ity issues encountered in the Caspian Sea, North Sea or Trinidad.
The original dataset was calculated using a mixed-domain 2D finite-difference acous-
tic modeling code.
The model was originally created as a blind test for the Velocity workshop during
the 66th EAGE international meeting in Paris, France, in June 2004. Some results
we presented in June 2005 in Madrid, Spain in the following presentation (abstract
attached):
@incollection{EAGE-2005-B035,
author = {Frederic Billette and Sverre Brandsberg-Dahl},
booktitle = {67th Annual Internat. Mtg., EAGE, Expanded Abstracts},
pages = {B035},
publisher = {EAGE},
title = {The 2004 {BP} velocity benchmark.},
year = {2005}
}
————————————————————————–
Dataset and velocity model characteristics
README Geometry:
Dimensions of the dataset (shots):
axis : t x shot
size : 2001 1201 1348
origin: 0.0 0.0 1.0
delta : 0.006 12.5 1.0
units : sec m number
77
Dominant frequency in the data: 27Hz.
Maximum usable frequency in the data: about 54Hz.
Starting counting at 1, Fortran-style:
The first shot is at (x=50m), the last at (x=67,400m). Shot increment is 50m.
The central shot is number 674. That shot has X coordinate 33,700m.
For the first shot, the first X receiver has X coordinate -14,950m, the last 50m.
For the last shot, the first X receiver has X coordinate 52,400m, the last 67,400m.
For the central shot, the first X receiver has X coordinate 18,700m, the last 33,700m.
The zero-offset receiver is at the 1201st X sample of each shot gather.
All shots and receivers are at a depth of 12.5m, one grid point down from the top of
the model.
For each shot, the X offsets range from -15,000m to 0m.
In any case, all source and receiver X and Z coordinates are specified in the data’s
trace headers. Note that 0.1 multipliers need to be applied to the X and Z coordi-
nates; they are specified in the SEGY headers as XYScaler=-10 and ElevScaler=-10.
Dimensions of the velocity model:
axis : z x y
size : 1911 5395 1
origin: 0 0 0
delta : 6.25 12.5 1
units : m m m
The top left corner of the velocity model is at coordinate (x=0, z=0).
The top right corner of the model is at coordinate (x=67,425m ,z=0).
The bottom edge of the model is at z=11937.50m.
The modeling program replicated the first and last traces of the model unchanged
off the ends as needed for padding.
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