Matryoshka dolls, the traditional Russian nesting figurines, are known world-wide for each doll's encapsulation of a sequence of smaller dolls. In this paper, we identify a large class of Markov process whose moments are easy to compute by exploiting the structure of a new sequence of nested matrices we call Matryoshkhan matrices. We characterize the salient properties of Matryoshkhan matrices that allow us to compute these moments in closed form at a specific time without computing the entire path of the process. This speeds up the computation of the Markov process moments significantly in comparison to traditional differential equation methods, which we demonstrate through numerical experiments. Through our method, we derive explicit expressions for both transient and steady-state moments of this class of Markov processes. We demonstrate the applicability of this method through explicit examples such as shot-noise processes, growth-collapse processes, linear birth-death-immigration processes, and affine stochastic differential equations from the finance literature. We also show that we can derive explicit expressions for the self-exciting Hawkes process, for which finding closed form moment expressions has been an open problem since its introduction in Hawkes [18] .
Introduction
In recently studying the intensity of Markovian Hawkes process, originally defined in Hawkes [18] , we have been interested in computing all the moments of this process. In surveying the literature for this process, there does not seem to be any closed form transient solutions at the third order or higher, and both steady-state solutions and ordinary differential equations have only been available up to the fourth moment, see Da Fonseca and Zaatour [7] , Errais et al. [13] . The standard methodology for finding moments is to differentiate the moment generating function to obtain the moments, however, this is intractable for practical reasons, see for example Errais et al. [13] . The problem of finding the moments of the Hawkes process is also the subject of the recent interesting research in Cui et al. [6] , Cui and Wu [5] , works that are concurrent and independent from this one. In Cui et al. [6] , the authors propose a new approach for calculating moments that they construct from elementary probability arguments and also relate to the infinitesimal generator. Like the infinitesimal generator, this new methodology produces differential equations that can be solved algebraically or numerically to yield the process moments, and the authors provide closed form transient expressions up to the second moment. Cui and Wu [5] extends this methodology to cases of Gamma decay kernels. In other recent previous works, Daw and Pender [10] , Koops et al. [24] , the authors have identified the differential equation for the general n th moment of the Hawkes process, although the closed form solutions for these equations have remained elusive and prompted closer investigation. Upon inspecting the differential equation for the n th moment of the Hawkes process intensity, one can notice that this expression depends on the moments at or below n. Thus, to compute the n th moment one must solve a system of n differential equations, meaning one must at least implicitly solve for the lower n − 1 moments first. Similarly, to solve for the (n+1) th moment of the Hawkes intensity then one must first solve for moments 1 through n, and this same pattern occurs in Cui et al. [6] . Noticing this nesting pattern leads one to wonder: what other processes have moments that follow this structure?
In this paper, we explore this question by identifying what exactly this nesting structure is. In the sequel, we will define a novel sequence of matrices that captures this pattern. Just as Matryoshka dolls -the traditional Russian nesting figurines -stack inside of one another, these matrices are characterized by their encapsulation of their predecessors in the sequence. Hence, we refer to this sequence as Matryoshkan matrices. As we will show, these matrices can be used to describe the linear system of differential equations that arise in solving for the moments of the Hawkes process, as well as the moments of a large class of other Markov processes. In fact, the only assumption we make on these processes is that their moments satisfy differential equations that do not depend on any higher order moments. As we will demonstrate through detailed examples, this includes a wide variety of popular stochastic processes, such as Itô diffusions and shot noise processes. By utilizing this nesting structure we are able to solve for the moments of these processes in closed form. By comparison to traditional methods of solving these systems of differential equations numerically, the advantage of the approach introduced herein is the fact that the moments can be computed at a specific point in time rather than on a path through time. This yields a methodology that is both efficient and precise.
Main Contributions of Paper
The contributions of this work can be summarized as follows:
• We define a novel class of matrix sequences that we call Matryoshkan matrix sequences for their nesting structure. We identify key properties of these matrices such as their inverse and matrix exponentials.
• Through these Matryoshkan matrices, we solve for closed form expressions for the moments of a large class of Markov processes. Furthermore, we demonstrate the general applicability of this technique through application to notable stochastic processes including Hawkes processes, shot noise process, Itô diffusions, growth-collapse processes, and linear birth-death-immigration processes. In the case of the Hawkes process and growth-collapse processes this resolves an open problem, as closed form expressions of these general transient moments were not previously known in the literature.
• We compare the precision and computation time of our methodology to numerically solving the underlying differential equations. In observing empirical superiority of the Matryoshkan matrix approach, we demonstrate the efficiency of calculating the moments at a given point, rather than on a path through time.
Notation and Organization of Paper
The remainder of this paper is organized as follows. In Section 2, we introduce Matryoshkan matrix sequences and identify some of their key properties. In Section 3 we use these matrices to find the moments of a large class of general Markov processes. We also give specific examples. In Section 4, we demonstrate the numerical performance of this method in comparison to traditional differential equation techniques. In Section 5, we conclude. For the sake of clarity, let us introduce general notation patterns we will use throughout this paper. Because of the heavy use of matrices in this work, we reserve boldface upper case variables for these objects, such as I for the identity matrix. Similarly we let boldface lower case variables be vectors, such as v for the vector of all ones or v i being the unit vector in the k th direction. One can assume that all vectors are column vectors unless otherwise noted. Scalar terms will not be bolded. A special matrix that we will use throughout this work is the diagonal matrix, which we denote diag(a), which is a square matrix with the values of the vector a along its diagonal and zeros otherwise. We will also make use of a generalization of this, denoted diag(a, k), which instead contains the values of a on the k th off-diagonal, with negative k being below the diagonal and positive k being above.
Matryoshkan Matrix Sequences
Let us now introduce a sequence of matrices that will be at the heart of this work. We begin as follows: consider a sequence of lower triangular matrices {M n , n ∈ Z + } such that M n such that
where m n ∈ R n−1 is a row vector, m n,n ∈ R, and M 1 = m 1,1 , an initial value. Taking inspiration from Matryoshka dolls, the traditional Russian nesting dolls, we will refer to these objects as Matryoshkan matrices. Using their nested and triangular structures, we can make four quick observations of note regarding Matryoshkan matrices. i) If X n ∈ R n×n and Y n ∈ R n×n are both Matryoshkan matrix sequences, then so are X n +Y n and X n Y n .
ii) If m i,i = 0 for all i ∈ {1, . . . , n} then the Matryoshkan matrix M n ∈ R n×n is nonsingular. Moreover, the inverse of M n is given by the recursion
iii) If m i,i = 0 for all i ∈ {1, . . . , n} and are all distinct then the matrix exponential of the Matryoshkan matrix M n ∈ R n×n multiplied by t ∈ R follows the recursion
. . , n} and are all distinct then the matrices U n ∈ R n×n and D n ∈ R n×n are such that M n U n = U n D n for the Matryoshkan matrix M n ∈ R n×n when defined recursively as
Proof. For clarity's sake and ease of reference, we will also enumerate the proofs of each statement.
i) Suppose X n and Y n are each Matryoshkan matrices. Then, by Equation 2.1, we have that
and
We can now again invoke Equation 2.1 to observe that these forms satisfy this definition and thus are also Matryoshkan matrices.
ii) Let M n ∈ R n×n be a Matryoshkan matrix with all non-zero diagonal elements m i,i for i ∈ {1, . . . , n}. By definition M n is lower triangular and hence its eigenvalues are on its diagonal. Since all the eigenvalues are non-zero by assumption, M n is invertible. Moreover, it is known that the inverse of a lower triangular matrix is lower triangular as well. Thus, we will now solve for lower triangular matrix W n ∈ R n×n such that I n = M n W n where I n ∈ R n×n is the identity. This can be written
where A ∈ R n−1×n−1 , b ∈ R 1×n−1 , and c ∈ R. Because m i,i = 0 for all i ∈ {1, . . . , n − 1}, we also know that M n−1 is non-singular. Thus, we can see that A = M −1 n−1 from M n−1 A = I n−1 . Likewise, cm n,n = 1 implies c = 1 m,n,n . Then, we have that
n−1 . This completes the solution for W n , and hence provides the inverse of M n .
iii) To begin, we will prove that
for k ∈ Z + . We proceed by induction. The base case, k = 1, holds by definition. Therefore we suppose that the hypothesis holds at k. Then, at k + 1 we can observe that
n,n , which completes the induction. We now observe further that for matrices A ∈ R n×n and B ∈ R n×n such that AB = BA and A − B is non-singular,
This relationship can verified by multiplying the left-hand side by A − B:
This allows us to observe that
and thus
which completes the proof.
iv) From the statement, we seek a matrix A ∈ R n−1×n−1 , a row vector b ∈ R 1×n−1 , and scalar c ∈ R such that
where D n−1 ∈ R n−1×n−1 is a diagonal matrix with values m 1,1 , . . . , m n−1,n−1 . From the triangular structure of M n , we know that D n contains all the eigenvalues of M n . We will now solve the resulting sub-systems. From M n−1 A = AD n−1 , we take A = U n−1 . Substituting this forward, we see that
and so b = m n U n−1 (D n−1 − m n,n I) −1 . Finally, we take c = 1, as any value will satisfy cm n,n = cm n,n .
One can pause to note that in some sense any lower triangular matrix could be considered Matryoshkan, or at least be able to satisfy these properties. However, we note that some of the most significant insights we can gain from the Matryoshkan structure are the recursive implications available for sequences of matrices. Moreover, it is the combination of the nested relationship of consecutive matrices and the lower triangular structure that enables us to find these patterns. We will now see how this notion of Matryoshkan matrix sequences and the associated properties above can be used to specify element-wise solutions to a sequence of differential equations. Lemma 2.2. Let M n ∈ R n×n , c n ∈ R n , and s n (t) : R + → R n be such that
where m n ∈ R n−1 is a row vector, c n−1 ∈ R n−1 , s n (t) ∈ R, and
Then, if m k,k = 0 for all k ∈ {1, . . . , n}, the vector function s n (t) is given by 5) and if all m k,k = 0 for all k ∈ {1, . . . , n} are distinct, the n th scalar function s n (t) is given by
where t ≥ 0.
Proof. The vector solution in Equation 2.5 is known and is thus displayed for reference. Expanding this expression in bracket-notation form, by use of Propositions 2.1 this is
Thus, we can find s n (t) by multiplying each left side of the equality by a unit row vector in the direction of the n th coordinate, which we denote v T n . This yields
Then by taking these inner products, we receive
and this simplifies to the stated solution.
With this lemma in hand, we can now move to using these matrix sequences for calculating Markov process moments. To do so, we will use the infinitesimal generator, a key tool for Markov processes, to find the derivatives of the moments through time. By identifying a Matryoshkan matrix structure in these differential equations, we are able to apply Lemma 2.2 to find closed form expressions for the moments.
Calculating Moments through Matryoshkan Matrix Sequences
In this section we connect Matryoshkan matrix sequences with the moments of Markov processes. This connection is built upon a key tool for Markov processes, the infinitesimal generator. For a Markov process X t on state space S, the infinitesimal generator on a function f : S → R is defined
τ .
In our context and in many others, the power of the infinitesimal generator comes through use of Dynkin's formula, which gives us that
To study the moment of a Markov process, we are interested in functions f that are polynomials. Let's suppose now that Lx n for any n ∈ Z + is polynomial in the lower powers of x for a given Markov process X t . Then, we can then write
which implies that the differential equation for the n th moment of this process is
for some collection of constants θ 0,n , θ 1,n , . . . , θ n,n . Thus, to solve for the n th moment of X t we must first solve for all the moments of lower order. We can also observe that to solve for the (n − 1) th moment we must have all the moments below it. In comparing these systems of differential equations, we can see that all of the equations in the system for the (n − 1) th moment are also in the system for the n th moment. No coefficients are changed in any of these lower moment equations, the only difference between the two systems is the inclusion of the differential equation for the n th moment in its own system. Hence, the nesting Matryoshkan structure arises. By expressing each system of linear ordinary differential equations in terms of a vector of moments, a matrix of coefficients, and a vector of shift terms, we can use these matrix sequences to capture how one moment's system encapsulates the all the systems below it. This observation then allows us to calculate all the moments of the process in closed form, as we now show in Theorem 3.1.
Theorem 3.1. Let X t be a Markov process such that the time derivative of its n th moment can be written
for any n ∈ Z + , where t ≥ 0 and θ i,n ∈ R for all i ≤ n. Let Θ n ∈ R n×n be defined recursively by
where
. . , n} are distinct, the n th moment of X t can be expressed
where x 0 is the initial value of X t and where
and these steady-state moments satisfy the recursive relationship
where s X n (∞) ∈ R n is the vector of steady-state moments such that s X n (∞) i = E X i ∞ . Proof. Using the definition of Θ n in Equation 3.2, Equation 3.1 gives rise to the system of ordinary differential equations given by
where s X n (t) ∈ R n is the vector of transient moments at time
We can observe that by definition the matrices Θ n form a Matryoshkan sequence, and thus by Lemma 2.2, we achieve the stated transient solution. To prove the steadystate solution, we can first note that if the process has a steady-state distribution then the vector
as this is the equilibrium solution to the differential equation corresponding to each of the moments. This system has a unique solution since Θ n is nonsingular due to the assumption that the diagonal values are unique and non-zero. Using Proposition 2.1, we find the n th moment by
which completes the proof of Equation 3.21. To conclude, one can note that each line of the linear system in Equation 3.7 implies the stated recursion.
To demonstrate the applicability of this result, we now apply it to a series of examples. First in Subsection 3.1 we obtain the moments of the self-exciting Hawkes process, for which finding moments in closed form has been an open problem. Then in Subsection 3.2 we study the Markovian shot noise process, a stochastic intensity process that trades self-excitement for external shocks. Next in Subsection 3.3 we showcase the use of these techniques for diffusive dynamics through application to Itô diffusions. Finally, in Subsection 3.5 we apply this technique to a process with jumps both upwards and downwards, a linear birth-death-immigration process we have studied previously called the Affine Queue-Hawkes process. In each scenario, we describe the process of interest, define the infinitesimal generator, and identify the matrix structure. Through this, we solve for the process moments.
Example: Intensity of the Hawkes Process
For our first example of this method let us turn to our motivating application, the Markovian Hawkes process intensity. Following Hawkes [18] , this process is defined as follows. Let λ t be stochastic arrival process intensity such that
where N t is the counting process at time t ≥ 0 and {A i | i ∈ Z + } is the sequence of arrival times, with
0 λ t+u du , where F t is the filtration generated by the history of λ t up to time t. We will assume that β > α > 0 so that the process has a stationary distribution, and we will also let λ * > 0. Note that the process behaves as follows: at arrivals λ t increases by α and in the interims it decays exponentially at rate β towards the baseline level λ * . In this way, (λ t , N t ) is referred to as a selfexciting point process, as the occurrence of an arrival increases the intensity and thus increases the likelihood that another arrival will occur soon afterwards. Because the intensity λ t forms a Markov process, we can write its infinitesimal generator for a (sufficiently regular) function f : R + → R as follows:
Note that this expression showcases the process dynamics that we have described, as the first term on the right-hand side corresponds to the product of the arrival rate and the change in the process when an arrival occurs while the second term captures the decay.
To obtain the moment we must consider f (·) of the form f (x) = x n . In the simplest case when n = 1 this formula yields an ordinary differential equation for the mean, which can be
By comparison for the second moment at n = 2 we have
and we can note that while the ODE for the mean is autonomous, the second moment equation depends on both the mean and the second moment. Thus, to solve for the second moment we must also solve for the mean, leading us to the following system of differential equations:
Moving on to the third moment, the infinitesimal generator formula yields
and hence we see that this ODE now depends on all of the first three moments. Thus, to solve for E λ 3 t we need to solve the system of ordinary differential equations
and this now suggests the Matryoshkan structure of these process moments: we can note that the system for the second moment is nested within the system for the third moment. That is, the matrix for the three dimensional system contains the two dimensional system in its upper left-hand block, just as the vector of the first three moments has the first two moments in its first two coordinates. In general, we can see that the n th moment will satisfy the ODE given by
where we have simplified by use of the binomial theorem. Thus, the system of differential equations needed to solve for the n th moment uses the matrix from the (n−1) th system augmented below by the row 8) and buffered on the right by a column of zeros. To collect these coefficients into a coherent structure, let us define the matrix P n (a) ∈ R n×n for a ∈ R such that
If we momentarily disregard the terms with β in the general augment row in Equation 3.8, one can observe that the remaining terms in this vector are given by the bottom row of the matrix P n (α). Furthermore, by definition {P n (a) | n ∈ Z + } forms a Matryoshkan matrix sequence. We can also note that P n (a) can be equivalently defined as
where L k (a) = e adiag(1:k−1,−1) is the k th lower triangular Pascal matrix, i.e. the nonzero terms in L k (1) yield the first k rows of Pascal's triangle. Alternatively, P n (a) can be found by creating a lower triangular matrix from the strictly lower triangular values in L n+1 (a). For these reasons, we refer to the sequence of P n (a) as Matryoshkan Pascal matrices. For brief overviews and beautiful properties of Pascal matrices, see Brawer and Pirovino [3] , Call and Velleman [4] , Zhang [26] , Edelman and Strang [12] . As we have seen in the preceding derivation, Matryoshkan Pascal matrices arise naturally in using the infinitesimal generator for calculating moments of Markov processes. This follows from the application of the binomial theorem to jump terms. Now, in the case of the Markovian Hawkes process intensity we find closed form expressions for all transient moments in Corollary 3.2.
Corollary 3.2. Let λ t be the intensity of a Hawkes process with baseline intensity λ * > 0, intensity jump α > 0, and decay rate β > α. Then, the n th moment of λ t is given by 10) for all t ≥ 0 and n ∈ Z + , where
and x n (a) ∈ R n is such that (x n (a)) i = a i . In steady-state, the n th moment of λ t is given by
for n ≥ 2 with lim t→∞ E [λ t ] = βλ * β−α . Moreover, the (n + 1) th steady-state moment of the Hawkes process intensity is given by the recursion
for all n ∈ Z + , where s λ n ∈ R n is the vector of steady-state moments defined such that s λ n i = lim t→∞ E λ i t for 1 ≤ i ≤ n.
Example: Intensity of a Shot Noise Process
As a second example of calculating moments through Matryoshkan matrices, consider a Markovian shot noise process. That is, let ψ t be defined such that
where β > 0, {J i | i ∈ Z + } is a sequence of i.i.d. positive random variables, N t is a Poisson process at rate λ > 0, and {A i | i ∈ Z + } is the sequence of arrival times in the Poisson process. These dynamics yield the following infinitesimal generator:
We can note that this is similar to the Hawkes process discussed in Subsection 3.1, as the righthand side contains a term for jumps and a term for exponential. However, this infinitesimal generator formula also shows key differences between the two processes, as the jumps in the shot noise process are of random size and they occur at the fixed, exogenous rate λ > 0. Supposing the mean jump size is finite, this now yields that the mean satisfies the ordinary differential equation
whereas if E J 2 1 < ∞, the second moment of the shot noise process is given by the solution to
which depends on both the second moment and the mean. This gives rise to the linear system of differential equations
and by observing that the differential equation for the third moment depends on the first three moments if the third moment of the jump size is finite,
we can see that the system for the first two moments again are contained in the system for the first three moments:
By use of the binomial theorem, we can observe that if E [J n 1 ] < ∞ then the n th moment of the shot noise process satisfies
which means that the n th dimensional system is equal to the preceding one augmented below by the row vector
and to the right by zeros. Bringing this together, this now leads us to Corollary 3.3.
Corollary 3.3. Let ψ t be the intensity of a shot noise process with epochs given by a Poisson process with rate λ > 0, jump sizes drawn from the i.i.d. sequence of random variables {J i | i ∈ Z + }, and exponential decay at rate β > 0. If E [J n 1 ] < ∞, the n th moment of ψ t is given by
for all t ≥ 0 and n ∈ Z + , where j n ∈ R n is such that (j
with the row vector m ψ n ∈ R n−1 defined such that m
and with M ψ 1 = −β, and where x n (a) ∈ R n is such that (x n (a)) i = a i . In steady-state, the (n + 1) th moment of the shot noise process is given by
14)
for n ≥ 2 where
< ∞ the (n + 1) th moment of the shot noise process is given by the recursion
for all n ∈ Z + , where s ψ n ∈ R n is the vector of steady-state moments defined such that (s
Example: Itô Diffusions
For our third example, we consider an Itô diffusion. Let S t be given by the stochastic differential equation
where B t is a Brownian motion and g(·) and h(·) are real-valued functions. Then, the infinitesimal generator for this process is given by
where f : R → R. Because we will be considering functions of the form f (x) = x n for n ∈ Z, we will now specify the forms of g(·) and h(·) to be g(x) = µ + θx for some µ ∈ R and θ ∈ R and h(x) = σx γ/2 for some σ ∈ R and γ ∈ {0, 1, 2}. One can note that this encapsulates a myriad of relevant stochastic processes including many that are popular in the financial models literature, such as Ornstein-Uhlenbeck (OU) processes, geometric Brownian motion (GBM), and Cox-Ingersoll-Ross (CIR) processes. In this case, the infinitesimal generator becomes
meaning that we can express the ordinary differential equation for the mean as
and similarly the second moment will be given by the solution to
For the sake of example, we now let γ = 1 as is the case in the CIR process. Then, the first two transient moments of S t will be given by the solution to the system
By observing that the third moment differential equation is
we can note that the third moment system for γ = 1 is
and this showcases the Matryoshkan nesting structure, as the second moment system is contained within the third. Because the general n th moment for n ≥ 2 has differential equation given by
we can see that the (n − 1) th system can be augmented below by the row vector γ = 1 0 0 . . . 0 nµ + n(n−1)σ 2 2 nθ , and to the right by zeros. Through this observation, we can now give the moments of Itô diffusions in Corollary 3.4.
Corollary 3.4. Let S t be an Itô diffusion that satisfies the stochastic differential equation
16)
where B t is a Brownian motion and with µ, θ, σ ∈ R and γ ∈ {0, 1, 2}. Then, the n th moment of S t is given by
17)
for all t ≥ 0 and n ∈ Z + , where I {γ=1} j = n − 1,
and x n (a) ∈ R n is such that (x n (a)) i = a i . If S t has a stationary distribution, then its n th steady-state moment is given by
18)
for n ≥ 2 with lim t→∞ E [S t ] = − µ θ . Moreover, the (n + 1) th steady-state moment of S t is given by the recursion
19)
for all n ∈ Z + , where s S n ∈ R n is the vector of steady-state moments defined such that s S n i = lim t→∞ E S i t for 1 ≤ i ≤ n.
As a consequence of these expressions we can also gain insight for the moments of an Itô diffusion in the case of non-integer γ ∈ [0, 2], as is used in volatility models such as the CEV model and the SABR model, see e.g. Henry-Labordere [19] . This can be achieve through bounding the differential equations, as the n th moment of such a diffusion is again given by
, and the right-most term in this expression can be bounded above and below
, and the differential equations given by substituting these bounded terms form a closed system solvable by Corollary 3.4. Assuming the true differential equation and the upper and lower bounds all share an initial value, the solution to the bounded equations bounds the solution to the true moment equation, see Hale and Lunel [17] .
Example: Growth-Collapse Processes
For a fourth example, we consider growth-collapse processes with Poisson driven shocks. These processes have been studied in variety of contexts, see e.g. Boxma et al. [1] , Kella [21] , Kella and Löpker [22] , Boxma et al. [2] . More recently, these processes and their related extensions have seen renewed interest in the study of the crypto-currency Bitcoin, see for example Frolkova and Mandjes [15] , Koops [23] , Javier and Fralix [20] , Fralix [14] . While growth-collapse processes can be defined in many different ways, for this example we use a definition in the style of Section 4 from Boxma et al. [1] . We let Y t be the state of the growth collapse model and let {U i | i ∈ Z + } be a sequence of independent standard uniform random variables that are also independent from the state and history of the growth-collapse process. Then, the infinitesimal generator of Y t is given by
Thus, Y t experiences linear growth at rate λ > 0 throughout time but it also collapses at epochs given by a Poisson process with rate µ > 0. At the i th collapse epoch the process falls to a fraction of its current level, specifically it jumps down to U i Y t . Using the infinitesimal generator, we can see that the mean of this growth-collapse process satisfies
and its second moment will satisfy
Therefore, we can write the linear system of differential equations for the second moment of this growth-collapse process as
Moving to the third moment, via the infinitesimal generator we write its differential equation as
which thus shows that the system of differential equations for the third moment is
which evidently encapsulates the system for the first two moments. We can note that the general n th moment will satisfy
and thus the system for the n th moment is given by appending the row vector 0 0 . . . 0 nλ − nµ n+1
below the matrix from the (n − 1) th system augmented by zeros on the right. Following this derivation, we reach the following general expressions for the moments in Corollary 3.5. Furthermore, we can note that because of the relative simplicity of this particular structure, we are able to solve the recursion for the steady-state moments and give these terms explicitly.
Corollary 3.5. Let Y t be a growth-collapse process with growth rate λ > 0 and uniformly sized collapses occurring according to a Poisson process with rate µ > 0. Then, the n th moment of Y t is given by
where y 0 is the initial value of Y t , x n (a) ∈ R n is such that (x n (a)) i = a i , M Y n = λdiag (2 : n, −1)− µdiag ] is such that m Y n = nλv T n−1 . Moreover the n th steady-state moment of Y t is given by
for n ∈ Z + .
Example: Affine Queue-Hawkes Process
As a final detailed example of the applicability of Matryoshkan matrices, we now consider the Affine Queue-Hawkes process we have analyzed in Daw and Pender [9] . This process is a linear birth-death-immigration process in which the occurrence of an arrival increases the arrival rate by an amount α > 0, like in the Hawkes process, and this increase expires after an exponentially distributed duration with some rate µ > α. In this way, the Affine Queue-Hawkes process is an ephemerally self-exciting process. Given a baseline intensity ν * > 0, let the Affine Queue-Hawkes process Q t be such that new arrivals occur at rate ν * + αQ t and then the overall rate until the next excitement expiration is µQ t . One can then think of Q t as the number of entities still causing active excitement at time t ≥ 0. We will refer to Q t as the number in system for the Affine Queue-Hawkes process. The infinitesimal generator for a function f : N → R is thus
which again captures the dynamics of the process, as the first term on the right hand-side is the product of the up-jump rate and the change in function value upon an increase in the process while the second term is the product of the down-jump rate and the corresponding process decrease. This now yields an ordinary differential equation for the mean given by
while the second moment will satisfy
Thus, the first two moments are given by the solution to the linear system
and by observing that the third moment differential equation is
we can observe that the third moment system does indeed encapsulate that of the second moment:
In general, the n th moment is given by the solution to
which means that the n th system is given by augmenting the previous system below by
and to the right by zeros. By comparing this row vector to the definition of the Martyoshkan Pascal matrices in Equation 3.9, we arrive at explicit forms for the moments of this process shown now in Corollary 3.6.
Corollary 3.6. Let Q t be the number in system for an Affine Queue-Hawkes process with baseline intensity ν * > 0, intensity jump α > 0, and duration rate µ > α. Then, the n th moment of Q t is given by
22)
for all t ≥ 0 and n ∈ Z + , where
In steady-state, the n th moment of Q t is given by
for n ≥ 2 with lim t→∞ E [Q t ] = ν * µ−α . Moreover the (n + 1) th steady-state moment of the Affine Queue-Hawkes process is given by the recursion
for all n ∈ Z + , where s Q n ∈ R n is the vector of steady-state moments defined such that s
Additional Applications by Combination and Permutation
While the preceding examples are the the only detailed examples we include in this paper, we can note that these Matryoshkan matrix methods can be applied to many other settings. In fact, one can observe that these example derivations can be applied directly to processes that feature a combination of their structures, such as the dynamic contagion process introduced in Dassios and Zhao [8] . The dynamic contagion process is a point process that is both selfexcited and externally excited, meaning that its intensity experiences jumps driven by its own activity and by the activity of an exogenous Poisson process. In this way, the process combines the behavior of the Hawkes and shot noise processes. Hence, its infinitesimal generator can be written using a combination of expressions used in Subsections 3.1 and 3.2, implying that all moments of the process can be calculated through this methodology. Similarly, these methods can also be readily applied to processes that combine dynamics from Hawkes processes and from Itô diffusions, such as affine point processes. These processes, studied in e.g. Errais et al. [13] , Zhang et al. [25] , Gao and Zhu [16] , feature both self-excitement and diffusion behavior and thus have an infinitesimal generator that can be expressed using terms from the generators for Hawkes and Itô processes. Similarly, one could study the combination of externally driven jumps and diffusive behavior such as in affine jump diffusions, see e.g. Duffie et al. [11] . Of course, one can also consider permutations of the model features seen in our examples, such as trading fixed size jumps for random ones to form marked Hawkes processes or changing to randomly sized batches of arrivals in the Affine Queue-Hawkes process. In general, the key requirement from the assumptions in Theorem 3.1 is the closure of the system of moment differential equations specified in Equation 3.1. This is equivalent to having the infinitesimal generator of any polynomial being a polynomial of order no more than the original. That is, infinitesimal generators of the form
Up-jumps
Drift, decay, or growth
Expansion or collapse , can be handled by this methodology, where α j ∈ R for all j and where the sequences {A i }, {B i } and {C i } are of mutually independent random variables. Finally we note that this example generator need not be exclusive, as it is possible that other dynamics may also meet the closure requirements in Equation 3.1.
Numerical Experiments
To demonstrate the computational efficiency and numerical precision of this method, we now examine the five detailed examples covered in Subsections 3.1, 3.2, 3.3, 3.4, and 3.5, apply our Matryoshkan matrix methodology, and compare its performance to solving the differential equations numerically through Euler's method. Specifically, we compare both the result and the calculation time of these two methods in computing the transient moments of these stochastic processes. For the Matryoshkan-based approach, we define the calculation time as the time needed to complete the matrix computations of the moments at the specified point in time. In the differential equation approach, we take the calculation time as the time needed to reach the specified time through applying Euler's iterative method to the linear system of ODE's in We begin with the moments of the Hawkes process intensity, the first example we have discussed and the original motivation for this work. It is worth noting that to the best of our knowledge even the recognition of the matrix structure of the moments ODE system is a new contribution, as the highest order moment with explicitly stated differential equation is the fourth moment, presented without proof or solution in Da Fonseca and Zaatour [7] . Similarly, the highest order moment with closed form solution (either transient or stationary) previously given in the literature appears to be the second. In Table 4 .1, we give the errors and the time incurred for computing the first 4, 10, 20, and 100 moments. For this example we take a baseline intensity of λ * = 1, an intensity jump size of α = 1, a decay rate of β = 2, and we compute the moments for time t = 10. Additionally, we assume the initial value of the intensity is equal to the baseline. As can be quickly observed, the calculation time in the Matryoshkan computation outpaces Euler's method in all scenarios regardless of the Eulerian step size. Furthermore, when Euler's method is performed with a smaller, more precise step size, we find that its solution is increasingly close to the solution given by the Matryoshkan method as both the relative error and the absolute error decrease with the step size. In the most precise setting for Euler's method, the Matryoshkan method's run time is 4 orders of magnitude smaller for the 4, 10, and 20 moment settings and 3 orders of magnitude smaller for the 100 th moment.
We find similarly effective performance for the shot noise process. In the example shown in Table 4 .2, we suppose that the Poisson process arrival rate is λ = 1 and that the distribution of the shot noise is LogNormal with µ = 0 and σ = 1. Furthermore, we assume that the exponential decay rate is β = 4 and we evaluate the moments at time t = 5. Because of the scale of these moments, we now perform these computations for n = 5, 10, 15, and 20. Again we see that as the step size in Euler's method decreases the differences between the pair of results shrinks, although in this case the run times of the Matryoshkan method and Euler's method with step size 0.01 are of the same magnitude. Nevertheless, as Euler's method grows increasingly precise the Matryoshkan approach becomes more favorable; its run time is 3 orders of magnitude smaller than the most precise Euler's computational duration. In Table 4 .3 we perform these computational experiments for the moments of a Cox-IngersollRoss (CIR) process, which is an Itô diffusion with parameter γ = 1. Moreover we assume that µ = 1, θ = 1, and σ = 1, and we compute the moments at time t = 5 for n = 4, 10, 20, and 100. Like in the Hawkes process example, the Matryoshkan approach outperforms Euler's method in terms of calculation time in this example in all moment scenarios and step sizes. Moreover we again see that as the step size decreases the error between the two methods decreases while the Eulerian computation time becomes much larger than the Matryoshkan run time. Specifically for the first 4, 10, and 20 moment calculation experiments the Matryoshkan is faster by 4 orders of magnitude and in the n = 100 setting is is 3 orders of magnitude faster.
We evaluate the Matryoshkan matrix method for the growth-collapse process in Table 4 .4. Like in Section 4 of Boxma et al. [1] , we take λ = 1 and we also set µ = 1 2 . We evaluate the moments at time t = 8 and the moments n = 5, 10, 15, and 20. In addition to observing that the Matryoshkan approach is an order of magnitude faster than any of the differential equation methods, we can also note that the relative errors are the largest we have seen in these experiments across all the Eulerian step sizes. At best, the relative error is of order 10 −6 , and in this case the Matryoshkan method run time is four orders of magnitude faster. As was the case for each of the other processes, we can observe that as the step size is decreased, the increased precision in Euler's method yields results closer and closer to the moments calculated by the Matryoshkan approach. As a final table of computation comparisons, we now evaluate the moments of the Affine Queue-Hawkes process with baseline intensity ν * = 1, intensity jump size α = 2, and duration rate µ = 3. Table 4 .5 contains the calculation times and errors for computing the first 4, 10, 20, and 100 moments of this process at time t = 5. Again a familiar pattern emerges, as the Matryoshkan method performance is comparable or better relative to Euler's method across all experiment scenarios. At the largest Eulerian step size the run times are of the same order but for each order of magnitude decrease in step size the method's step size becomes approximately a factor of 10 times slower than the Matryoshkan calculation. As this step size decreases the error between the two computations again decreases, implying that the Matryoshkan method also outperforms the differential equation approach in accuracy.
Conclusion
In this work, we have defined a novel sequence of matrices called Matryoshkan matrices that stack like their Russian nesting doll namesakes. In doing so, we have found a computationally efficient manner of calculating the moments of a large class of Markov processes that satisfy a closure condition for the time derivatives of their transient moments. Furthermore, this has yielded closed form expressions for the transient and steady state moments of these process. 
