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Abstract. In the article “The State of SAT”, the authors asked whether
a procedure dramatically different from DPLL can be found for handling
unsatisfiable instances. This study proposes a new linear programming
approach to address this issue efficiently. Our experiments showed that
the new method works for many unsatisfiable instances. However, we
must concede that this method should be incomplete; otherwise, it will
imply P=co-NP.
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1 Introduction
The problem of determining whether a Boolean formula is unsatisfiable is called
Boolean unsatisfiability (UNSAT) problem. Its opposite the Boolean satisfiabil-
ity (SAT) problem is famous in mathematical logic and computing theory, which
is one of the first proven NP-complete problems [4, 14]. SAT is widely studied be-
cause of its well known significance on both of theory and practice [1, 5, 10, 13].
Despite the worst-case exponential running time of all known algorithms for
SAT, a lot of impressive progresses have been made in solving practical SAT
problems with up to a million variables [8, 28].
Based on the DPLL method [6, 7], there were developed a large number
of high-performance algorithms for SAT: local search algorithms [11, 15, 16,
26], stochastic algorithms [21, 22, 24], conflict-driven clause learning algorithms
[18, 20, 30], and so on. These algorithms are somehow logic search methods.
A second category of interesting methods are related to constraint satisfaction
problems which are used to employ various optimization strategies, for example,
Lagrangian techniques [3, 27], Newton’s method and descent method for Univer-
sal SAT [9]. A third typical method is based on statistical physics analysis which
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sugguests new effective heuristic algorithms for finding SAT assigments for ran-
dom k-SAT problems [17, 29]. There are too many elegant work to mention, we
apologize for missing references, and for more related work please refer to some
survey papers such as [1, 9, 13] and the references therein. Many of them also
can be used to study UNSAT indirectly.
Comparing with the large number of studies about SAT, there were a few
direct work [2] about UNSAT. Note that, a formula being unsatisfiable is logically
equivalent to its negation being valid. So UNSAT amounts to the tautology
problem which is co-NP-complete. When an unsatisfiable conjunctive normal
form (CNF) formula contains too many clauses, its searching space is intractably
huge. Naturally, any DPLL based method for such unsatisfiable formula will
require a huge time. In practice, it was ever for a long time that there was no
local search algorithm for UNSAT before GUNSAT [2] was proposed. Therefore
it [13] was eagerly concerned whether a procedure dramatically different from
DPLL can be found for handing UNSAT. This study presents a novel method
called linear algebra formulation (LAF) to address this issue efficiently.
In the study of SAT, researchers are used to restrict SAT to a special cate-
gories such as k-SAT, XOR-SAT, Horn-SAT, 1-in-3-SAT and so on. By the Schae-
fer’s dichotomy theorem [23], each restriction is either in P or NP-complete. In
above categories, the 1-in-3-SAT received our attention because we can establish
a natural relation between it and a system of linear equations. A 3-CNF formula
is called 1-in-3 satisfiable if there is a truth assignment to its Boolean variables
such that each clause has exactly one true literal, otherwise 1-in-3 unsatisfiable.
The 1-in-3-SAT problem is to determine whether a 3-CNF formula is 1-in-3 sat-
isfiable, which is NP-complete [23]. Similarly, the 1-in-3-UNSAT problem is to
determine whether a 3-CNF formula is 1-in-3 unsatisfiable.
The basic idea of LAF for UNSAT is as follows. It first converts the UNSAT
problem into a 1-in-3-UNSAT problem. Then it converts the 1-in-3-UNSAT prob-
lem into a Boolean solution (BoS) problem of the corresponding system of linear
equations, where a BoS is a solution composed merely of 0 and 1. For the resulted
linear system, we develop a linear algebra formulation to efficiently test whether
it has any BoS. Through this approach, we obtain some sufficient conditions for
UNSAT. Let’s explain the idea by the following toy example.
Example 1.01 Consider the following 3-CNF formula
(X1 ∨X2 ∨X3) ∧ (X2 ∨X3 ∨X4) ∧ (X1 ∨X4) (1)
which is 1-in-3 unsatisfiable. First, Formula (1) is transformed into a linear
system
X1 +X2 +X3 = 1
X2 +X3 +X4 = 1 (2)
X1 +X4 = 1
with an abuse of notations of Boolean variable and equation variable by the same
symbol. As a result, formula (1) is 1-in-3-SAT iff system (2) has some BoS. To
restrict X1, · · · , X4 being 0 or 1, it just puts the following quadratic constraints
X1 = X
2
1 , X2 = X
2
2 , X3 = X
2
3 , X4 = X
2
4 (3)
Now, formula (1) is 1-in-3-SAT iff the polynomial system consisting of (2) and
(3) has a real solution. Unfortunately, so far there is no fast (polynomial time)
algorithm for deciding if a quadratic system has a real solution.
We then turn to a quadratic system which has the same real solution and
contains merely two degree monomials as follows
X21 +X
2
2 +X
2
3 = 1 (4)
X22 +X
2
3 +X
2
4 = 1 (5)
X21 +X
2
4 = 1 (6)
(X1 +X2 +X3)
2 = 1 (7)
(X2 +X3 +X4)
2 = 1 (8)
(X1 +X4)
2 = 1 (9)
(X1 +X2 +X3) · (X2 +X3 +X4) = 1 (10)
(X1 +X2 +X3) · (X1 +X4) = 1 (11)
(X2 +X3 +X4) · (X1 +X4) = 1 (12)
X1 · (X2 +X3 +X4) = X
2
1 (13)
X2 · (X1 +X4) = X
2
2 (14)
X3 · (X1 +X4) = X
2
3 (15)
X4 · (X1 +X2 +X3) = X
2
4 (16)
X1 · (X1 +X2 +X3) = X
2
1 (17)
X2 · (X1 +X2 +X3) = X
2
2 (18)
X3 · (X1 +X2 +X3) = X
2
3 (19)
X2 · (X2 +X3 +X4) = X
2
2 (20)
X3 · (X2 +X3 +X4) = X
2
3 (21)
X4 · (X2 +X3 +X4) = X
2
4 (22)
X1 · (X1 +X4) = X
2
1 (23)
X4 · (X1 +X4) = X
2
4 (24)
Similarly, system (2) has a BoS iff the quadratic system consisting of euqations
(4-24) has a BoS.
Now, we relinearize system (4-24) by substituting all monomials XiXj and
XjXi by a single variable with i ≤ j. Solving the linearization system obtains
X1X2 = X1X3 = X1X4 = X2X3 = X2X4 = X3X4 = 0 (25)
From equations (13-16) and (25), it must be
X21 = X
2
2 = X
2
3 = X
2
4 = 0 (26)
It is evidently contradicting with the system composed by equations (4-6). That
is, the relinearized system of the quadratic system (4)-(24) is inconsistent. Thus,
the quadratic system (4)-(24) has no real solution. As a result, system (2) has
no BoS. Therefore, formula (1) is 1-in-3 unsatisfiable.
The above example shows that the inconsistency of the relinearized system
can be utilized to infer 1-in-3-UNSAT of a 3-CNF formula. In the following, we
formalize and generalize the idea and techniques in above toy example. For the
sake of clarity, through the article we take the notations roughly as following:
capital letters with subindex are used for Boolean variables and variables for
equations; script letters ℓ, C and F , etc, stand for literals, clauses and formulas;
low case letters f, g, h and capital Greek letters ∆,Θ, etc, are used for Boolean
or real functions; B = {0, 1} be the set of Boolean values, accordingly Bn is the
n-dimensional Boolean space; R/N is the set of real/integer numbers.
2 Formal Linear Algebra Formulation
Because Boolean unsatisfiability problem can be efficiently reduction to 1-in-3-
UNSAT which is co-NP-complete, it suffices to study efficient method for 1-in-
3-UNSAT. To resolve 1-in-3-SAT/UNSAT, our basic idea is to convert it into
consistency problems of the related linear system, over various fields. It consists
of several crucial processes as follows
1. First one is the linear transformation (LT) that converts a Boolean formula
into a linear system such that the Boolean formula is 1-in-3 satisfiable iff the
linear system has some BoS;
2. Second one is the quadratic propagation (QP) that extends the transformed
linear system into some quadratic system such that these two systems have
the same BoSs;
3. Third one is the relinearization (ReL) that abstracts the quadratic system
as a linear system such that they have the same BoSs.
In above procedure, it contains linearization twice. One is in the conver-
sion from a Boolean formula into a linear system. Second one is abstracting a
quadratic system as a linear system. So this approach is called linear algebra
formulation (LAF) to highlight the status of linearization.
In the following, the previous procedure will be formulated formally. To this
end, we follow the standard concepts of propositional logic formula in terms
of literals and lauses, conjunctive normal form (CNF). Given n-many Boolean
variables X = {X1, · · · , Xn}, a CNF formula F is defined as
F = ∧i≤mCi = ∧i≤m ∨j≤ji ℓij(X) (27)
where Ci = ∨j≤jiℓij(X) are clauses, and each literal ℓij(X) is of form Xu or ¬Xu
for some 1 ≤ u ≤ n. As convention, F has pure polarity if at most one of Xu
and ¬Xu can occur in F for any 1 ≤ u ≤ n; F is a positive formula if merely
Xu can occurs in F ; it is a k-CNF formula
3 if ji ≤ k for all i ≤ m.
The notion of 1-in-3-SAT/UNSAT is crucial to LT, which will be extended
to general CNF formula. A CNF formula F of form (27) is called exactly one
satisfiable (EOS) if there is a truth assignment X∗ to the variables X such
that each clause Ci has exactly one true literal, otherwise called exactly one
unsatisfiable (EOU).
For a given positive formula F of form (27), it can make a reduction of its
EOS to the existence of BoS of a linear system defined by
∑
j≤ji
ℓi,j(X) = 1 1 ≤ i ≤ m, (28)
where all ℓi,j(X) = Xk become equation variables from positive literals in F .
Let True ↔ 1,False ↔ 0 be the one-to-one relation between truth values
{True,False} and Boolean values {1, 0}, then
Proposition 2.01 A positive CNF formula F of form (27) is EOS iff the cor-
responding linear system (28) has a BoS.
As a result, we can study the EOS of a positive formula through investigating
the BoS of the corresponding linear system.
Two formulas F and H are said equi-exactly-one-satisfiable (equi-EOS) if F
is exactly one satisfiable whenever H is and vice versa. If the F defined by (27)
is of pure polarity, then we could construct an equi-EOS positive formula F∗ by
simply substituting all negation literal ¬Xu with Xu. As Xu does not occur in
F , F and H must be equi-EOS. Therefore, we can conclude that
Proposition 2.02 Each pure polarity CNF formula is equi-EOS to a positive
CNF formula.
Therefore, the EOS of each pure polarity formula can also be studied through
some linear system. In general, a CNF formula F may have no pure polarity
property. In this case, we introduce auxiliary variables Yu for all ¬Xu. Then we
could construct an equi-EOS positive formula F∗ as follows. Let F(Y/¬X) be
the resulted formula by substitute all negative literals ¬Xu with Yu in F . Let
F∗ = ∧u(Xu ∨ Yu) ∧ F (Y/¬X) (29)
where u ranges in the index set I such that if ¬Xu occurs in F then u ∈ I. Such
F∗ is called a positivization of F , also denoted by P(F). Now
Proposition 2.03 Each CNF formula F is equi-EOS to a positive formula
P(F).
3 In this article, a k-CNF formula is a CNF formula in which each clause has at most
k literals. In some other literatures, a k-CNF formula is a CNF formula in which
each clause has exactly k literals.
Accordingly, it can convert the EOS of F into the existence of BoS of the
following linear system
∑
j≤ji
ℓ∗i,j(X) = 1, 1 ≤ i ≤ m (30)
Xu + Yu = 1 u ∈ I (31)
where ℓ∗i,j(X) = Xu if ℓi,j(X) = Xu and ℓ
∗
i,j(X) = Yu if ℓi,j(X) = ¬Xu. As a
consequence, it can convert the EOS problem of a generic CNF formula F into
the existence of BoS of the related linear system. The transformation from a
CNF formula F into a linear system like (28) or (30) is the so-called linearizing
transformation. Without loss of generality, we study the BoS of linear system
(28) for positive formula in stead of generic ones in the sequel.
Generally, it is NP-hard to decide whether a linear system (30) has a BoS.
Anyway, we could exploit the idea behind the toy example in the previous sec-
tion to approximate BoS. The basic idea is to resort to some easily solving
BoS-equisolvable linear system, where two linear systems L1 and L2 are BoS-
equisolvable if they satisfy: L1 has BoS iff L2 has BoS. In light of this, we extend
a given linear system L to some BoS-equisolvable linear system L∗ containing L
as a subsystem. To this end, the equations in L∗ are obtained by two consecutive
algebraic operations on L, which are QP and ReL. Herein, the QP over (28) is
consisted of two sorts of operations. One is done by mutually multiplying equa-
tions inside L side by side, which is called inner quadratic propagation (IQP),
another is accomplished through side by side multiplications over equations of
L and the following quadratic constraints
Xu = X
2
u, 1 ≤ u ≤ n (32)
which is called constraint quadratic propagation (CQP). Formally, IQP and CQP
are carried out respectively by
(
∑
j≤ji
ℓi,j(X)) · (
∑
j≤jt
ℓt,j(X)) = 1, 1 ≤ i ≤ t ≤ m (33)
Xu ·
∑
j≤ji
ℓi,j(X) = X
2
u, 1 ≤ u ≤ n, 1 ≤ i ≤ m (34)
ReL is to substitute all quadratic monomials XiXj in the quadratic system
(33) with new variables, Z = (Z1, · · · , Zu, · · · , Zv) says, in order to transform
such quadratic system into a linear system. Wherein, u ≤ v = n(n+1)2 . Let
ReL(Z) denote such linear system, then for a positive k-CNF formula
Theorem 2.04 The following three assertions are equivalent:
1. The linear system (28) has BoS;
2. The quadratic system (33-34) has BoS;
3. The ReL(Z) has BoS.
Proof. It is easy to show implications from 1) to 2), and from 2) to 3). In fact,
ReL(Z) can be simplified so that it contains (28) as a subsystem. Therefore, 3)
naturally implies 1).
Based on this theorem and Proposition 2.01, we obtain a sufficient condition
for that a positive formula F has no BoS, as follows.
Proposition 2.05 If ReL(Z) has no solution over anyone of Rv and Nv, then
it definitely has no BoS. Therefore, F is EOU.
As a result, the 1-in-3-SAT/UNSAT problem can be converted into a consis-
tency problem of certain linear system over some field or ring. Sometime, it can
obtain a satisfying assignment for certain 1-in-3-SAT instance.
Example 2.06 Consider the following 3-CNF formula
(X1 ∨X2 ∨X3) ∧ (X2 ∨X4 ∨X5) ∧ (X2 ∨X6) ∧ (X3 ∨X4 ∨X6) (35)
Applying LAF, we get it’s ReL
Y11 + Y22 + Y33 = 1
...
Y33 + Y44 + Y66 = 1 (36)
...
Y36 + Y46 + Y66 = Y66
It is easy to verify that system (36) has only one solution
Y11 = Y15 = Y16 = Y55 = Y56 = Y66 = 1 (37)
Y12 = Y13 = Y14 = Y22 = Y23 = Y24 = Y25 = Y26 = · · · = Y45 = 0 (38)
Accordingly, (X1, X2, X3, X4, X5, X6) = (1, 0, 0, 0, 1, 1) must be the unique BoS
to the linear system associated with (35), and correspondingly, (T, F, F, F, T, T )
is the unique truth assignment by which formula (35) is 1-in-3 satisfiable.
3 Algorithms and Experiments
In the previous section, the LAF for EOS/EOU was established on mathemat-
ically rigorous foundation. It is the core of LAF for general SAT. Hence, we
present it as Algorithm 1. Herein, outcome ‘EOS’ means that F is exactly one
satisfiable; outcome ‘EOU’ means that F is not so; outcome ‘Unk’ stands for
that the answer is unknown by the method. The soundness of Algorithm 1 is
guaranteed by Propositions 2.01 and 2.05.
Table 1 reports the experiment results using Algorithm 1. In the experiments,
the instances are randomly generated 3-CNF formulas. In Table 1, #T stands
Algorithm 1 Kernel Algorithm: LAT for EOU
Input: A 3-CNF formula F(X) = Ci(X) = ∧i ∨j Lij(X) with variables X = {X1, · · · , Xn};
Initial: Answer= ‘Unknown’;
Output: Answer=‘EOS’, or ‘EOU’, or ‘Unk’.
1: Do LT on F(X) and obtain a linear system (28)
2: Decide whether (28) is consistent over Rn and Nn
3: if it is not consistent over anyone of them then
4: Set Answer=‘EOU’, return
5: if it is consistent then
6: check if (28) has a unique solution over any of Rn and Nn
7: if (28) has a unique solution, X∗ says, then
8: Decide whether X∗ is a BoS
9: if X∗ is a BoS then
10: Set Answer= ‘EOS’, return
11: if X∗ is not a BoS then
12: Set Answer=‘EOU’, return
13: if (28) always has more than one solution then
14: Go to 21
15: end if
16: end if
17: end if
18: end if
19: end if
20: end if
21: Do QP on (28), and obtain a quadratic system (33)
22: Do relinearization by substitution on (33), and obtain a linear system, says ReL(Z)
23: Decide whether ReL(Z) is consistency over Rv and Nv
24: if ReL(Z) is inconsistency over anyone of them then
25: Set Answer=‘EOU’, return
26: if ReL(Z) is always consistency then
27: Set Answer= ‘Unk’, return
28: end if
29: end if
30: return Answer
for the number of instances with #V many variables and #C many clauses;
#Unk, #EOS and #EOU denote the numbers of corresponding answers. The
experiment results confirmed that LAF make essential significance for EOU.
However, the results showed that LAF is not good for EOS instances. Anyway,
it also provides us some insights of 1-in-3-SAT. For example, a 3-CNF formula
often is 1-in-3-UNSAT when the number of its clauses is more than 90 percent
of the number of its variables.
As 1-in-3-SAT is NP-complete [23], SAT can be reducible to 1-in-3-SAT
efficiently in polynomial time. Therefore, LAF can be used for efficiently re-
solving general SAT/UNSAT. The recipe is to perform a series of equisatisfi-
able transformations as follows. Given a general formula G(X) with variables
X = {X1, · · · , Xn}, we carry out the following process:
1. First, we transform G(X) into an equisatisfiable CNF formula, says G∗(X,Y ).
2. For G∗(X,Y ), it computes an equisatisfiable 3-CNF formula T (X,Y, Z).
3. Based on T (X,Y, Z), a positive formula F(X,Y, Z, U) is computed such that
T (X,Y, Z) is satisfiable if and only if F(X,Y, Z, U) is 1-in-3 satisfiable.
4. Algorithm 1 is applied to F(X,Y, Z, U). If Algorithm 1 outputs “EOS” for
F(X,Y, Z, U) then G(X) is satisfiable, similarly, if “EOU” is output then
G(X) is unsatisfiable. Otherwise, the answer is “Unk”, that is, satisfiability
of G(X) is not decided by LAF.
Table 1. Implementation of Kernel Algorithm
#V #C #T #Unk #EOS #EOU
50 41 100 12 9 79
50 46 100 0 0 100
70 58 100 8 0 92
70 66 100 0 1 99
90 74 100 11 0 89
90 82 100 0 0 100
130 109 100 15 0 85
130 118 100 0 0 100
150 125 100 36 0 64
150 136 100 0 0 100
Algorithm 2 LAF Test for SAT
Input: A CNF formula G(X) with variables X;
Initial: Answer= ‘Unknown’;
Output: Answer=‘SAT’, or ‘UNSAT’, or ‘Unk’.
1: Transform G(X) into an equisatisfiable CNF formula G∗
2: Compute an equisatisfiable 3-CNF formula T for G∗
3: Compute a 3-CNF positive formula F for T
4: Call Algorithm 1 for F
5: if Output is ‘EOS’ then
6: Set Answer=‘SAT’, return
7: if Output is ‘EOU’ then
8: Set Answer=‘UNSAT’, return
9: if Output is ‘Unk’ then
10: Set Answer=‘Unk’, return
11: end if
12: end if
13: end if
14: return Answer
The whole procedure could be formally summarized by Algorithm 2.
Another major concern of an algorithm is its computational complexity. A
short complexity analysis of these two algorithms is performed in what follows.
For Algorithm 1, its complexity is mainly due to the decision of consistency of
a linear system and the implementation of QP. Given a 3-CNF positive formula
F of m-clauses and n-variables with m ≤ n, in the final linear system ReL(Z),
there are n(n+1)2 many variables andmn+
m(m+1)
2 +nmany linear equations. For
consistency of linear systems, there is an algorithm [12] of complexity O(MNr)
to decide whether a linear system of M linear equations and N variables is
consistent over R, where r is the rank of the coefficient matrix. When we use
the consistency over N, it needs to compute a full row rank form coefficient
matrix to compute Hermit normal form (HNF) [25]. For HNF, the algorithm
in [19] is capable to convert an integer s × t matrix into HNF with complexity
O(st4), where integers s ≤ t. Therefore, the complexity of Algorithm 1 is about
O(n10). Similarly, Algorithm 2 terminates in polynomial time since its additional
actions for converting a general CNF formula into a 3-CNF positive formula is
of polynomial size of the numbers of variables and clauses.
Interestingly, if the inconsistency of ReL(Z) over real number field is also a
necessary condition for that the corresponding 3-CNF positive formula is not 1-
in-3 satisfiable, then it can modify Algorithm 1 by substituting ‘Unk’ with ‘EOS’.
Accordingly, 1-in-3-SAT would be decided in time O(n4m2+m4n2+m3n3). As a
result, SAT would be solved in polynomial time. Unfortunately, the inconsistency
of ReL(Z) over R cannot be a such necessary condition, here is a counterexample
F = (X1 ∨X2 ∨X3) ∧ (X2 ∨X4 ∨X5) ∧ (X2 ∨X6) ∧ (X3 ∨X4 ∨X6)
∧(X1 ∨X7 ∨X8) ∧ (X1 ∨X9 ∨X10) ∧ (X1 ∨X11 ∨X12)
∧(X7 ∨X13 ∨X14) ∧ (X9 ∨X13 ∨X15) ∧ (X11 ∨X14 ∨X15) (39)
However, its corresponding ReL(Z) has no solution over N, which still can show
that F is 1-in-3-UNSAT. Nevertheless, in our experiments there are several such
cases. Therefore, it is interesting to ask
Question 3.01 Given a 3-CNF formula F , whether the inconsistency of ReL(Z)
over N is a sufficient condition for it being 1-in-3-UNSAT?
If the answer is ‘yes’, then it can modify Algorithm 2 accordingly and obtain a
definite answer ‘SAT’ or “UNSAT’ for each formula input. In such case, the SAT
and UNSAT both can be solved in polynomial time. This will lead to P=NP=co-
NP. Anyway, P 6= NP is a overwhelming opinion [1, 5] currently. So the most
possible answer might be ‘no’. In this case, it is natural to ask what is the class
of Boolean formulas whose satisfiability can be determined by the inconsistency
of ReL(Z) over N?
4 Summary
This study proposes a novel method LAF to SAT/UNSAT. This method mainly
establishes an equivalent relation between satisfiability of Boolean formulas and
Boolean solvability of linear system, and brings up a new approach for Boolean
solution to linear system. As can be seen, LAF is a procedure dramatically
different from DPLL. Hence, it gave an affirmative answer to the question in the
end of Challenge 1 in [13]. More importantly, we developed two polynomial
time algorithms for unsatisfiability testing based upon LAF. However, it can
only say that LAF is an incomplete method for SAT unless Question 3.01 has a
affirmative answer. Nevertheless, LAF has been employed to successfully prove
1-in-3-UNSAT for many nontrivial cases in the experiment. So far, LAF is mainly
used to show EOU especially 1-in-3-UNSAT. In addition to Question 3.01, it is
also interesting to study how to develop LAF to compute a satisfying assignment
for satisfiable formulas.
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