Abstract. We consider the associated linear problem for a q-analogue of the fifth Painlevé equation (q-P V ). We identify a lattice of connection preserving deformations in the space of the connection data for the linear problem with the lattice of translational Bäcklund transformations for q-P V , hence, show all translational Bäcklund transformations possess a Lax pair. We shall show that the big q-Laguerre polynomials, and a suitable generalization, solve a special case of the linear problem, hence, find solutions to q-P V in terms of determinants of Hankel matrices with entries consisting of rational or hypergeometric functions.
Introduction
The Painlevé equations were isolated in the classification of second order non-autonomous differential equations with no movable singularities except for poles [10] . For each Painlevé equation, there exists a system of linear ordinary differential equations with rational coefficients of the form
such that the Painlevé equation arises as necessary conditions so that the associated monodromy representation is preserved [11, 15, 21, 22, 23] . In addition to the unique continuous isomonodromic deformation of (0.1), Jimbo and Miwa [21] identify a class of discrete isomonodromic deformations that may be interpreted as translations of the monodromy data. These transformations of the linear problem, Y (x) →Ỹ (x), are induced by left multiplication with a rational matrix, R(x), via IfÃ(x) is of the same fundamental form as A(x), then the unique continuous isomonodromic deformation of (0.3) specifies that the entries ofÃ(x) are also solutions to the same Painlevé equation, with a possible change in parameters governed byÃ(x)'s monodromy data [21] . Therefore, we consider the transformation, (0.2), as inducing a Bäcklund transformation. We may consider this transformation as a system of difference equations in the "tilde" direction, hence, the resulting Bäcklund transformation may be thought of as the compatibility of a differential-difference system. Jimbo and Miwa state that all the Bäcklund transformations for the Painlevé equations arise in this manner [21] .
The discrete Painlevé equations are second order non-autonomous difference equations that admit the Painlevé equations in a continuum limit [32] . There are three types of discrete Painlevé equation; additive, multiplicative and elliptic, which are classified according to how the parameters evolve [33] . The discrete Painlevé equations are integrable in the sense that they possess a discrete analogue of the Painlevé property, known as singularity confinement [17] , and many may be solved via associated linear problems [18, 24, 29, 31] .
Some of the additive discrete Painlevé equations arise as translational components of the continuous Painlevé equations, hence, (0.1) and (0.2) give rise to differential difference Lax-pairs for known Lax pairs for discrete Painlevé equations [21, 22, 23] . For discrete Painlevé equations of the multiplicative type, where the parameters change by some multiplicative constant, q ∈ C \ {0} and |q| = 1, the associated linear problems are systems of linear q-difference equations [18, 24, 29, 31] .
For systems of linear q-difference equations, represented by
where A(x) is a rational m × m matrix, we may associate a connection matrix [1, 3, 6, 35, 40] . A q-analogue of the sixth Painlevé equation was found to be equivalent to the conditions necessary for a certain deformation of a system, of the form (0.5), to preserve the associated connection matrix [24] . This condition is that deformed system is related via (0.2), whereỸ (x) satisfies (0.6)Ỹ (qx) =Ã(x)Ỹ (x), and A(x) → R(qx)A(x)R(x) −1 .
In light of Sakai's framework [33] , the discrete Painlevé equations represent just one translational component of the group of Bäcklund transformations. One should expect that other translational Bäcklund transformations are expressible as connection preserving deformations. The aim of this article is to develop this idea in the context of the associated linear problem for q-P V found by Murata [29] . The version of q-P V chosen is a translational component of a birational representation of an extended affine Weyl group of type A
4 , which we denote T 4 , and is given by 
We intend to show that this system is just one example of the group of connection preserving deformations. In doing so, we shall provide a basis for the lattice of connection preserving deformations, and hence, factorize the connection preserving deformation that defines the evolution of q-P V into more elementary connection preserving deformations.
Just as one may consider special solutions of the q-Painlevé equations, we shall consider a special solution of the associated linear problem. It is the second aim of this paper to use techniques recently applied to q-P VI [12] to show that the big q-Laguerre polynomials satisfy form a vector solution to the associated linear problem for q-P V . Finding this particular solution of the associated linear problem gives rise to a family of special solutions of q-P V , which may be expressed in terms of variables associated with the orthogonal polynomial framework [12] . These results bear a remarkable similarity to the work of Masuda, who, for a different version of q-P V , forms determinental type solutions where the entries of the relevant matrix are continuous q-Laguerre polynomials [28] . However, this work adopts a significantly different approach to [28] , as this approach is entirely based on the associated linear problem alone.
q-calculus and q-special functions
We first introduce some preliminary material before proceeding. The first set of theory we require is the notion of a q-calculus, which is an difference analogue of regular calculus. For an extensive reference on the q-calculus, see [25] . Just as in the introduction, we fix a q ∈ C\{0}, where we will make the additional assumption that |q| < 1. This assumption holds for the remainder of the paper. We consider the q-difference operator
The q-differential analogues of the multiplication and quotient rule are
Associated with the q-derivative is the Jackson q-integral [38] , written as
More generally, we write
We define the q-analogue of the Pochhammer symbol as
It is also convenient to define the notation (1.4d) (a 1 , . . . , a n ;
We define the generalized q-hypergeometric function as
which is the generalization of the basic hypergeometric function, or Heine's hypergeometric series, given by
The basic hypergeometric function possesses the following Jackson q-integral representation [16] (
The famous Jacobi triple product identity [20] defines θ q to be
which satisfies θ q (qx) = qxθ q (x). We also define the q-character to be
, which satisfies the equations e q,c (qx) = ce q,c (x), e q,qc (x) = xe q,c (x).
These functions are useful in the classification of systems of q-difference equations [35, 40] .
Connection preserving deformations
Given a system of the form (0.5), we may consider the solution of a multiple of Y (x) by qcharacters and q-Pochhammer symbols that reduce (0.5) to a problem in which A(x) is a polynomial matrix, given by
We shall assume that A 0 and A m are diagonalizable N × N matrices. We have two series solutions, Y 0 (x) and Y ∞ (x), around x = 0 and x = ∞ respectively. According to the theory of Birkhoff and Carmichael [3, 6] , the series solution around x = 0 (x = ∞) converge if the ratio of the eigenvalues of A 0 (A m ) are not powers of strictly positive powers of q [3, 6] . This case is known as the regular case, and covers the associated linear problem for q-P VI [24] . This regular case mimics the theory concerning isomonodromic deformations of Fuchsian systems of linear differential equations [13, 14] .
Under the more general theory of Adams [1] , these restrictions on the eigenvalues are completely relaxed. One obtains a more general series solution for Y 0 (x) and Y ∞ (x). In this paper, we will assume an expansion of the form
whereŶ 0 (x) andŶ ∞ (x) represent some series in x around x = 0 and x = ∞ respectively and the l i and k i are fixed integers. This expansion does not assume that the eigenvalues of the leading terms in the expansion around x = ∞ or x = 0 are all non-zero. It is just one step in the full generalization of the series solution expansions of (0.5) around x = 0 and x = ∞.
Just as in the theory of monodromy, we consider the series solution around x = ∞, Y ∞ (x), as being fundamental in the sense that we may normalize Y ∞ (x) and use a connection matrix to express all other solutions in terms of Y ∞ (x). We may express Y 0 (x) in terms of Y ∞ (x), thus, form the connection matrix, given by
where P (x) is quasi-periodic in x by definition. It is known that P (x) is a matrix over the field of functions spanned by elements of the
where c and d are constants [35, 40] . We note that Y ∞ (x) and Y 0 (x) are related to the symbolic solutions
where ∼ denotes an equivalence modulo the conjugation of some set of transformations so that the multiplicative series converges. We parameterize the determinant of A(x) by writing
where κ = i κ i . From the above expression, Y 0 (x) is possibly singular at q j a i for all i and j > 0. In a similar manner, we may not be able to define Y ∞ (a i /q j ) −1 for all i and j ≥ 0. Hence, P (x) is possibly singular at {q n a i }. We consider the connection data, M , to be
Rather than considering the only connection preserving deformation of interest to be the one that defines the discrete Painlevé equation, we wish to explore the space of connection preserving deformations. We propose that associated linear problems possess a set of connection preserving deformations that have some structure that goes hand-in-hand with the Bäcklund transformations.
We now consider transformations of the form (0.2). Note that if R(x) is some rational invertible matrix, thenỸ
where
hence, A(x) andÃ(x) possess the same connection matrix. The compatibility can be seen when one tries to computeỸ (qx), as we requireÃ(x)Ỹ (x) = R(qx)Y (qx), imposing the constraint [24, 29, 31, 34 ]
We now endow the set of transformations with some group structure. Take two matrices, R 1 and R 2 , inducing transformationsỸ
The composition of these two connection preserving deformations is represented by (0.2) where R(x) =R 1 (x)R 2 (x), which, by consistency, must also beR 1 (x)R 2 (x).
To determine the form of R(x), we are required to examine the determinental constraint. By taking determinants of (0.5), one finds that det Y (x) satisfies the scalar equation
Using the functions specified in §1, it is clear that we may solve this in terms of q-exponentials and theta functions. If we know how the connection data changes this determinant, then det R(x) is a rational solution of
Further information regarding the asymptotics of R may be inferred from
where use may be made of the known asymptotic forms and the changes to the connection data expected from the connection preserving deformation.
2.1. Parameterization of q-P V . The information one is required to specify to obtain q-P V is minimal [29] . From the connection preserving deformation theory, we take a linear problem of the form (0.5) where A is a 2 × 2 polynomial matrix, which we parameterize by letting
We specify the following properties:
• The solution at x = ∞ is specified by
• The solution at x = 0 is specified by
We note that the series solution around 0 is handled by the theory for the regular case [3, 6, 24] , and the form of the solution around ∞ is of particular interest, as it deviates from the regular case, and is handled by the theory for irregular case [1] . It should be noted that the above asymptotic expansions around x = ∞ seems valid for the associated linear problem for cases below q-P V in Muratas' work [29] , however, the expansion around x = 0 for q-P V is different to those systems below q-P V in the hierarchy. The expansion of solutions for Jimbo and Sakai's associated linear problem for q-P VI [24] is different in that we must replace the single factor of θ(x/q) in (2.7) with θ(x/q) 2 . As a 2 × 2 system with the above properties, this specifies that one of the eigenvalues of A 2 is 0, and the other is κ 2 , meaning that we may specify
This forces the top left entry of A 1 to be κ 1 . This also constrains the eigenvalues of A 0 , λ 1 and λ 2 , to be non-zero, with the additional constraint that
This specifies that the connection data is given by
with the implicit relation above. This associated linear problem must be parameterizable in terms of three free variables, y, z and w. Following the work of previous authors [29, 24] , the three parameter parameterization is completely specified by the conditions
where w is a parameter that encapsulates the gauge freedom of the system. Evaluating the determinant at x = y reveals
We remark that this type of parameterization a theme that arises in the associated linear problems for the associated linear problems for the continuous Painleve equations, P I-VI , as listed in the work of Jimbo et al. [21] 1 . This theme is followed in the parameterization for the associated linear problems for the q-Painlevé equations [24, 29] . A general form for this parameterization for our system is (2.9)
We know
is a linear in α, from which we obtain
Equating the coefficient of x 2 from (2.9) with the coefficient of x 2 in (2.6) gives
Equating the det A(0) from (2.9) with λ 1 λ 2 gives
Finally, equating det A(y) from (2.9) with the case when x = y in (2.6) gives
which represents a different parameterization from Murata [29] . The reasons for this will become apparent later.
Computing the first few Y 
(2.13)
Further terms may be calculated, however, it is difficult to write them in a succinct form.
We are now able to specify which connection preserving deformation gives rise to q-P V (2.14)
When we consider this as being induced by a transformation of the form (0.2). Since κ 1 and κ 2 changed in the transformation, using (2.7),
as x → ∞, and since the λ 1 and λ 2 are unchanged in the transformation,
hence, R(x) is a matrix of the form
We parameterize R 0 by letting R 0 = (r ij ) i,j=1,2 . We shall see that (2.3) specifies both the entries of R 0 , and the evolution of the entries of A in the tilde direction.
Theorem 2.1. The transformation of connection data given by (2.14) induces the following rational transformationw
Proof. The simplest way of finding R 0 is to determine what values of r ij are required for the leading non-vanishing terms in (2.3) to be zero. This gives us the matrix
By equating the residue of the upper right entries of the left and right hand sides of (2.3) at x = qa 1 and x = qa 2 is equivalent to
in which we may deduce that r 12 and r 22 are
Equating the representation of r 12 directly above with that of (2.18) gives (2.17a). Similarly, equating the residues of the upper right entry of (2.3) at x = a 1 and x = a 2 with 0 gives
The compatibility of this with (2.18) gives (2.17c). The leading non-vanishing asymptotics of the lower right entry of (2.3) reveals
A comparison of this and (2.18) gives (2.17b).
An important tool in the work of Jimbo and Miwa in the continuous isomonodromic deformation theory [21] was to use the expansions of the fundamental solutions to obtain the relevant Lax pair. We wish to extend this method to systems of q-difference equations. We present another way to obtain R 0 , we extend the expansion of (2.16) around x = ∞ to reveal
then compare this expansion with the large x asymptotics ofỸ (x)Y −1 (x) using (2.12), given by
which, somewhat remarkably, recovers (2.18) . This new method is one that we will exploit in the coming section.
We may identify (2.17b) and (2.17c) with the evolution of (0.8) by letting
with a correspondence between parameters given by
We would like to remark that this choice of connection preserving deformation, where the κ 1 , κ 2 → κ 1 /q, κ 2 /q , is different to that of Murata [29] , where the eigenvalues, λ 1 , λ 2 → qλ 1 , qλ 2 . However, the birational transformation given by [29] is equivalent to (2.17b) and (2.17c), hence, we note
is non-trivial translation of the connection data but represents a trivial element of the Bäcklund transformations on both the set of parameters and the variables y and z.
Translations.
It is at this point we depart from the theory most notably established by the previous authors [21, 24, 29] . Although connection preserving deformations are well established, previous authors have not fully explored cases of connection preserving deformations apart from those that define the relevant discrete Painlevé equation. It is the task of this section to show all translational Bäcklund transformations are induced, on the level of the linear system, by transformations of the form (0.2). The translations of the connection data are generated by elements of the form
We shall denote the matrices that induce these actions by R ai,λj (x) and R κi,λj (x). We first start with a set of symmetries of A(x), which must possess the same connection matrix in a trivial manner. These symmetries may be seen to be induced by the matrix R(x) = I. These are given by
The idea is now that we obtain three translations, given by T κ1,λ1 , T κ2,λ2 and T a1,λ1 . The remaining translations may be found via compositions of the above listed symmetries with these three translations.
We outline our first translation as
hence, the determinant is proportional to x. Using (2.15), the behavior at x = 0 is
hence, the degree of the entries of R κ1,λ1 in x are bounded from below by zero. We then obtain a representation of R κ1,λ1 by expandingỸ ∞ Y −1 ∞ using (2.12) up to polynomial terms, giving
We may now use the compatibility condition,
to evaluate the relationship between y and z andỹ andz, which is given bỹ 1 a 2 a 3 κ 1 (y −ỹ) ) .
The inverse of this map is obtained by solving for y and z in terms ofỹ andz,
Let us identify
as a transformation of the form (0.2). Using similar logic to the case above, the determinant of R(x) is x, and we find that the degree of the entries of R in x are bounded from below by zero, hence, we may obtain a representation of R κ2,λ2 by using (2.12) to obtain an expansion ofỸ ∞ Y −1 ∞ around x = ∞. Up to constant terms, this gives
We use the compatibility condition,
.
Conversely, one may solve for y and z in terms ofỹ andz, which is given by
We require one more transformation, before the remaining transformations may be derived via the use of suitable symmetries of A(x). The required transformation is
Note that the determinant of R a1,λ1 is given by det R a1,λ1 = x x − qa 1 .
We also note that by similar logic to the above two cases, the behavior around x = 0 is constant plus terms of order x. The behavior at x = ∞ is also constant plus terms of order 1/x. Hence, R a1,λ1 is of the form (2.20)
Expanding (2.20) of around x = ∞, gives to the first two leading orders,
whereas, expandingỸ ∞ Y −1 ∞ to the first two leading orders from (2.15) gives
Equating these gives
Lastly, we use the compatibility,
, and the inverse y =z 2 (a3κ1+λ1) a3κ2z+qλ1
The remaining generators for the translations of the connection data may be obtained by suitable conjugation of the symmetries, r 0 , r 1 and r 2 . Hence, we list the remaining generators as
which generates the full set of translational components of the connection data. The symmetries also give us a matrix representation of the for (0.2) for each translation. By (2.4), we are able to express any connection preserving deformation as a product of R matrices.
In this way, we may think of the evolution of q-P V as being given by
This theory also strongly suggests a factorization of the matrix that defines the evolution of q-P V . It is also possible, via the transformations above, to express all the R matrices in terms of untilded variables, hence, factorize any Schlesinger transformation into matrices specified above. The above information is sufficient in allowing us to form the lattice of translational Bäcklund transformations for (0.7). We note that the lattice, A 
We identify the five elements of the basis of translational components of the Bäcklund transformation as being equivalent to the following connection preserving deformations:
The last translation is an identity on the space of parameters and of the Painlevé equation itself as discussed previously. Using (2.4) and the R matrices that specify each connection preserving deformation, we may obtain a Lax pair, (0.5) and (0.2), for each translational Bäcklund transformation. We note that r 0 , r 1 and r 2 are Schlesinger manifestations of symmetries of the Painlevé equation, however, there are two symmetries that we have been unable incorporate into this theory. One symmetry seems to correspond to a switch of the asymptotic behaviors of single columns between solutions at x = 0 and x = ∞, which we cannot, at present, see how this may be induced by the left multiplication of a rational matrix. The other is a Dynkin diagram automorphism. The full presentation of Bäcklund transformations may be derived from Sakai's' work [33] . Further investigation is warranted into how these other symmetries of the Painlevé equation may manifest themselves as symmetries, or perhaps more generally, as connection preserving deformations of the associated linear problem.
q-differential equations for orthogonal polynomials
We now move towards the second aim of this paper. This being a special orthogonal polynomial solution to the associated linear system above. We shall give a brief account of the theory of qdifferential equations satisfied by q-orthogonal polynomials. We note that our approach, which is based on an extension of an approach of Laguerre [12, 26, 27, 36] , is one of many approaches found in the literature [2, 8] . Some have been known to produce discrete Painlevé equations [36] .
Given a sequence of moments, {µ k } ∞ k=0 , one may define the linear form on the space of polynomials so that
If the determinant,
, where ∆ 0 = 1, does not vanish for all n ∈ N, then the polynomial sequence, (p n ) n∈N , where p n is of degree n, is uniquely defined by the condition
We also define
with initial values, Σ 0 = 0 and Σ 1 = µ 1 . In letting {a n } ∞ n=1 and {b n } ∞ n=0 be
This is known as the three term recursion relation [37] . The moments specify a Stieltjes function, or moment generating function, defined by
From this, we define the associated polynomials and associated functions via
whereby multiplying (3.5) by f reveals that {ǫ n } ∞ n=0 and {φ n−1 } ∞ n=1 also satisfy (3.5). We parameterize the orthogonal polynomials as (3.8) p n (x) = ρ n x n + ρ 1,n x n−1 + ρ 2,n x n−2 + . . . ,
Using (3.5), we are able to provide a parameterization of the coefficients of p n and ǫ n in terms of the a i and the b i . The first few leading terms in the expansion of p n and ǫ n around x = ∞ are
Identifying (3.10) with (3.8) reveals
Another useful formula is obtained by equating (f p n )p n−1 with (f p n−1 )p n , giving
We now impose a structure that may be associated with q-orthogonal polynomial systems. We assume that there exists a recurrence relation for the moments, expressed in terms of the moment generating function as
where W (x), V (x) and U (x) are polynomials. Assuming that the linear form may be expressed in terms of the Jackson q-integral
for some weight function, w(x), one may prove
We call W (x) and V (x) the spectral data polynomials [12, 27] . We define
The following theorem may be seen as a consequence of the work of Magnus [12, 27] .
Theorem 3.1. The matrix, Ψ n , is the solution to
and Θ n and Ω n are polynomials of bounded degree, specified by
For a detailed proof, we refer to [12] . Using (3.10), the degree of Ω n and Φ n are bounded by
Furthermore, by substituting the known expansion of ǫ n and p n , given by (3.10), into (3.16a) and (3.16b), we may evaluate all terms of Ω n and Θ n in terms of the a i 's, b i 's and ρ i 's.
Using theorem 3.1, we define the matrix
so that we express the q-differential equation as a system of linear q-difference equations of the familiar (see [1, 3, 6, 24, 29, 34, 35, 40] ) form
where L n (x) is rational, and given by
We notice that by (3.11), the determinant of Ψ n is
This useful identity gives us that
In addition to the q-differential equation in x, (3.5) is equivalent to
The compatibility condition between (3.19) and (3.23) is
which implies
These equations are q-differential analogues of the Freud-Laguerre equations [27] . We should also mention that there is a ladder operator [7] approach to finding the q-difference equation satisfied by the orthogonal polynomial system [8] .
In addition to the differential system in x, we note that there is additional structure to be obtained from the methods above. We shall explore the relation between a system of polynomials polynomials, {p n }, associated with a weight function, w, to a system of polynomials, {p n }, with associated weight function,w, which is, a priori, a rational multiple of w. In a previous study [12] , this was considered a t shift, however, we find that the concept, although very fruitful in continuous systems [27] , is not congruent with current trends in discrete Painlevé equations [30, 33] . We wish to take a slightly different approach to the material presented in [12] , and to caste the deformation theory in a similar manner to §2.
The first deviation from previous material lies in an equivalent regularity condition, which we take to be Rw = Sw, where R and S are polynomials in x. This implies a recurrence in for the moments, governed by
where T is a polynomial in x. These types of conditions, namely (3.25) , are specify the relation between the sequence {µ k } ∞ k=0 and the sequence {μ k } ∞ k=0 [4, 5, 12, 27] . We find that in order for this system to be consistent, the two was of calculating D q,xw and D q,xf must agree, imposing the constraints
The following theorem specifies the relation between Ψ n andΨ n .
Theorem 3.2. The matrix, Ψ n , is related toΨ n viã (3.27) and Ξ n and Φ n are polynomials of bounded degree, specified by
Ξ n = a n Sǫ n−1pn − a n Rǫ n p n−1 .
Proof. Using (3.25) and (3.7),
hence, we may define the polynomial, Φ n , to be
By (3.11), (a n p n−1 φ n−1 − a n p n φ n−2 )Φ n = Rp nφn−1 − Sφ n−1pn − T p npn , hence, we define Ξ n via φ n−1 p n Ξ n = φ n−1 [a n p n−1 Φ n + Sp n ] , (3.29a) = p n a n φ n−2 Φ n + Rφ n−1 − Tp n . (3.29b)
The second line, (3.29b) , is equivalent to the definition ofp n from (3.27) . Hence, to showp n is congruent with (3.27), we need only show that Ξ n is polynomial and that it is given by (3.28b). To show Ξ is given by (3.28b), dividing (3.29a) by φ n−1 p n reveals Ξ n = a n p n−1 Φ n p n + Sp n p n , whereby using (3.28a) implies
Using (3.11), reduces the above to (3.28b). To see Ξ n is a polynomial, dividing (3.29b) by p n φ n−1 shows
where use of (3.11) reduces this to Ξ n = a n Rp n−1φn−1 − a n Sφ n−2pn − a n T p n−1pn .
To see that ǫ n /w satisfies the same q-difference equation, note that
Seeing as (3.29b) definesφ n−1 in terms ofp n , which is given by (3.27) , the remaining terms givẽ
The second line, which definesp n−1 andǫ n−1 /w, is obtained from (3.5).
In the same manner as theorem 3.1, the terms p n and ǫ n appear together, hence, the degree of the polynomials, Ξ n and Φ n , have bounds on their degree in x given by
This means that Ξ n and Φ n may be computed explicitly in terms of the a i 's and b i 's using (3.10).
The above system is subject to compatibility with all the previously established recurrences. We note that (3.21) implies (3.33) det R n = wa ñ wã n = a n R a n S .
We shall explore some options for particular choices of deformation. This above is a generalization of the theorem that appeared in [12] , however, this type of deformation has a deeper history [9, 19, 39] .
4. The Big q-Laguerre Polynomials.
The big q-Laguerre polynomials and q-P V are degenerations of the big q-Jacobi polynomials and q-P VI respectively. We shall establish that a simple generalization of the big q-Laguerre polynomials forms a column vector solution to a special case of the associated linear problem for q-P V . The monic versions of the big q-Laguerre polynomials defined as
are orthogonal with respect to the linear form
We generalize these polynomials in a way that preserves the structure of the linear problem these polynomials satisfy. This contrasts the approach in [12] where the degree of the recursion relation the moments satisfy is altered in a manner that introduces a parameter, t. However, in this framework, we have no t parameter, only translations on a lattice represented by bi-rational transformations.
From the orthogonal polynomial viewpoint, there are some simple generalizations of these polynomials that allow us to extrapolate extra variables, for example, if we include a variable associated with a scaling of x. By considering polynomials specified by (3.1) and a weight function of
We choose a support in which the endpoints generalize (4.2), hence we write the orthogonality condition explicitly as
This condition specifies the polynomials completely. We identify the moment integral,
as a special case of (1.6) where c = 0. Hence, we may write
Note that when σ is a negative integer, (4.6) truncates, leaving a rational function. We shall denote these generalized polynomials be
where the relation to the big q-Laguerre is given by
A simple calculation reveals
which specifies spectral data polynomials as
The use of (3.16) and (3.10) gives us that deg Ω n = 3 and deg Θ n = 2, hence we let
Given the above spectral data polynomials and values of Ω n and Θ n , may take L n to be of the form
Using (3.22), we find that
We now preform a gauge transformation that will relate the system of q-difference equations satisfied by big q-Laguerre polynomials to a special case of the associated linear problem for q-P V . The gauge transformation will be of the form
where A n (x) is of the form (4.10)
The determinant of A n , from this transformation, is given by
It is a simple exercise write the matrix representation
Before stating the value of A 0,n , it is useful to evaluate the A 0,n 's eigenvalues, λ 1,n and λ 2,n . This will allow us to simplify the resulting expression for A 0,n . Firstly, note that the determinant of A 0,n , as found by letting x = 0 in (4.11), is
Since W is divisible by x, the trace of A 0 in terms of W , V , Ω n and Θ n is
However, by examining x = 0 in (3.24b), we this expression to see
Hence, we may determine the eigenvalues of A 0,n by considering the initial values of A 0,n , say A 0,1 , in terms of the µ k . Using this and the recurrence from (3.12),
hence, λ 1,n = 1, (4.14)
linear problem for q-P V . Conversely, we may express the quantities, a 2 n , b n and Γ n as a 2 n = qw n (4.19)
As naturally suggested by the previous sections, there is one choice of deformation which shall give rise to q-P V . We consider the relation between polynomials associated with (4.4) and polynomials associated with This gives us spectral data polynomials of
This data is sufficient to deduce the associated Φ n and Ξ n as Ξ n = a 2 xρ n ρ n + a 2ρn Γ n −Γ n − qa 1 ρ n − a 1 ρ ñ ρ n , (4.24) (4.25) This reveals that the transformed equation is of the form R n (x) = R 1,n x + R 2,n x (x − qa 1 )(x − qa 2 ) , where R 1 is diagonal. However, we note that by construction, the leading behavior of a column solution is given by
This forces R 1,n to be qa 2 I. The remaining entries are simply determined from the correspondence between Γ n , a 2 n and b n with y n , z n and w n . We may divide R n (x) by qa 2 to obtain an equivalent representation to that of (2.16) and (2.18). The evolution of y n and z n are then determined by theorem 2.1.
We note that this deformation of polynomials is not constrained to the above deformation. We may decompose this deformation into a group of deformations in much the same manner. This implies a certain structure inherent in the weight. Each deformation is equivalent to a deformation of the connection data. This is outlined in table 1.
The specification of the polynomials, R and S, completely specifies the evolution. Note that we have one more translation available to us, namely the translational component that defines the Table 1 . A table outlining the affect of changing the weight by some rational factor on the associated monodromy data.
n → n+1 evolution, specified by (3.5). This is not given by the specification of a set of polynomials, R and S, but has the effect of keeping the weight constant, and
Furthermore, by specifying that λ 2 = 1 remains constant, this condition is equivalent to the quotient group seen in §2. We now may specify the correspondence between the transformations of §2 and the deformations of the polynomial:
We also note that each of these combinations of weight deformations and recurrences that appear on the right hand sides must be a copy evolution of q-P V since the Dynkin diagram automorphism may be used to express any of translational components in terms of just one translational component iñ W A . Finally, we remark that we may use the above framework to solve q-P V in terms of Hankel determinants
n (y n − a 1 ) (y n − a 2 ) κ 1 ∆ n (q∆ n (y n − a 2 ) + (q − 1)Σ n ) − κ 2 ∆ n−1 ∆ n+1 , (4.26b) where ∆ n and Σ n are given by (3.2) and (3.3) repsectively, µ k is given by (4.6).
Discussion
The paper hopefully sheds some light on the correspondence between the symmetries of the q-Painlevé equations and their associated linear problems. This work also shows that there is an intimate connection between the basic hypergeometric and rational solutions of the q-Painlevé equations and the associated linear functions admitting polynomial solutions. We have briefly touched on the asymptotic form of solutions of irregular systems of q-difference equations, yet this work exhibits all the characteristics required to pursue a similar analysis for other associated linear problems. For those working on the derivation of q-Painlevé equations from an orthogonal polynomial system, this work should provide some insight into what combination of transformations of the weight and recurrences in n give rise to known discrete Painlevé equations.
