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INVARIANT METRICS AND DISTANCES ON
GENERALIZED NEIL PARABOLAS
NIKOLAI NIKOLOV AND PETER PFLUG
Abstract. We present the Carathe´odory-Reiffen metric and the
inner Carathe´odory distance on generalized parabolas. It turns out
that on such parabolas the Carathe´odory distance is not inner.
1. Introduction and results
In the survey paper [3] the authors had asked for an effective formula
for the Carathe´odory distance cA2,3 on the Neil parabola A2,3 (in the
bidisc). In a recent paper, such a formula was presented by G. Knese.
To repeat the main result of [4] recall that the Neil parabola is given
by A2,3 := {(z, w) ∈ D2 : z2 = w3}, where D denotes the open unit
disc in the complex plane. Then there is the natural parametrization
p2,3 : D −→ A2,3, p2,3(λ) := (λ3, λ2). Moreover, let ρ denote the
Poincare´ distance of the unit disc. Recall that ρ(λ, µ) := 1
2
log 1+mD(λ,µ)
1−mD(λ,µ)
,
where mD(λ, µ) := | λ−µ1−λµ |, λ, µ ∈ D .
Let λ, µ ∈ D. Then Knese’s result is the following one:
cA2,3(p2,3(λ), p2,3(µ)) =
{
ρ(λ2, µ2) if |α0| ≥ 1
ρ
(
λ2 α0−λ
1−α0λ
, µ2 α0−µ
1−α0µ
)
if |α0| < 1 ,
where α0 := α0(λ, µ) :=
1
2
(λ+ 1
λ
+µ+ 1
µ
). In the case when λµ = 0 the
formula should be read as in the case |α0| ≥ 1.
Observe that if λ and µ have a non-obtuse angle, i.e., Re(λµ) ≥ 0,
then |α0(λ, µ)| > 1 (compare with Corollary 2).
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Moreover, in [4] the formula for the Carathe´odory-Reiffen pseudo-
metric γA2,3 is given as:
γA2,3((a, b);X) =

|X2| if a = b = 0, |X2| ≥ 2|X1|
|X1| if a = b = 0, |X2| < 2|X1|
2|λb|
1−|b|2
if (a, b) 6= (0, 0), X = λ(3a, 2b), λ ∈ C
,
where (a, b) ∈ A2,3 and X ∈ T(a,b)A2,3 := the tangent space in (a, b) at
A2,3.
We point out that these are the first effective formulas for the Cara-
the´odory distance and the Carathe´odory-Reiffen pseudodistance of a
non-trivial complex space.
In this paper we will discuss more general Neil parabolas, namely
the spaces
Am,n := {(z, w) ∈ D2 : zm = wn}, m, n ∈ N, m ≤ n, relatively prime.
For short, we will call Am,n the (m,n)-parabola. As in the case of the
classical Neil parabola we have the following globally bijective holo-
morphic parametrization of Am,n, namely
pm,n : D −→ Am,n, pm,n(λ) := (λn, λm), λ ∈ D.
Observe that qm,n := p
−1
m,n : Am,n −→ D is given outside of the origin
by qm,n(z, w) = z
kwl where k, l ∈ Z are such that kn + lm = 1; more-
over, qm,n(0, 0) = 0. It is clear that qm,n is continuous on Am,n and
holomorphic outside of the origin.
We will study the Carathe´odory and the Kobayashi distances and
also the Carathe´odory-Reiffen and the Kobayashi-Royden pseudomet-
rics of Am,n. So let us recall the objects we will deal with in this paper:
mAm,n(ζ, η) := sup{mD(f(ζ), f(η)) : f ∈ O(Am,n,D)}, ζ, η ∈ Am,n,
where O(Am,n,D) denotes the family of holomorphic functions on Am,n,
i.e., the family of those functions on Am,n that are locally restriction
of holomorphic functions on an open set in C2.
Observe that the Carathe´odory distance cAm,n is given by cAm,n(ζ, η)
= tanh−1mAm,n(ζ, η); moreover, cD = ρ.
So, we have to study holomorphic function on the (m,n)-parabola.
Recall that there is the following bijection of O(Am,n,D) and a part
Om,n(D) of O(D,D)), where
Om,n(D) := {h ∈ O(D,D) : h(s)(0) = 0, s ∈ Sm,n}
and Sm,n := {s ∈ N : s /∈ Z+m + Z+n} (recall that S1,n = ∅ and if
m ≥ 2, then max
s∈Sm,n
s = nm−m− n). To be precise, if f ∈ O(Am,n,D)
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then f ◦pm,n ∈ Om,n(D), and conversely, if h ∈ Om,n(D) then h◦qm,n ∈
O(Am,n,D).
From this consideration it follows that there is the following descrip-
tion of the Caratheo´dory distance on Am,n:
mAm,n(pm,n(λ), pm,n(µ)) = max{mD(h(λ), h(µ)) : h ∈ Om,n(D)}
= max{mD(h(λ), h(µ)) : h ∈ Om,n(D), h(0) = 0}
= max{mD(λmh(λ), µmh(µ)) : h ∈ O(D,D),
h(j)(0) = 0, j +m ∈ Sm,n}, λ, µ ∈ D.
We like to mention that the calculation of the Carathe´odory distance
of a generalized Neil parabola may be read as the following interpola-
tion problem for holomorphic functions on the unit disc. Let λ, µ be
as above and let ζ, η ∈ D. Then there exists an h ∈ Om,n(D) with
h(λ) = ζ, h(µ) = η if and only if mD(ζ, η) ≤ mAm,n(pm,n(λ), pm,n(µ)).
Note that mA1,n(p1,n(λ), p1,n(µ)) = mD(λ, µ).
From the case of domains in Cn it is well known that the Carathe´o-
dory distance need not to be an inner distance (see [2]). In the case of a
generalized Neil parabola it turns out that the Carathe´odory distance
is an inner distance if and only if m = 1.
Recall that the associated inner distance is given by
ciAm,n(ζ, η) := inf{LcAn,m (α) : α is a ‖ · ‖ − rectifiable curve in
Am,n connecting ζ, η}, ζ, η ∈ Am,n,
where LcAm,n denotes the cAm,n-length. Obviously, cAm,n ≤ ciAm,n . Then
we have the following result for the inner distance.
Theorem 1. Let λ, µ ∈ D. Then
ciAm,n(pm,n(λ), pm,n(µ))
=
{
cD(λ
m, µm) if Re(λµ) ≥ cos(pi/m)|λµ|
cD(λ
m, 0) + cD(0, µ
m) if otherwise
.
Moreover, there is the following comparison result between the Cara-
the´odory distance and its associated inner one.
Corollary 2. Let λ, µ ∈ D.
(a) If Re(λµ) ≥ cos(pi/m)|λµ|, then
ciAm,n(pm,n(λ), pm,n(µ)) = cAm,n(pm,n(λ), pm,n(µ)).
(b) If Re(λµ) < cos(pi/m)|λµ|, then
ciAm,n(pm,n(λ), pm,n(µ)) = cAm,n((pm,n(λ), pm,n(µ)) iff (λµ)
m < 0.
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Thus, the following conditions are equivalent.
• ciAm,n(pm,n(λ), pm,n(µ)) = cAm,n(pm,n(λ), pm,n(µ));
• ciAm,n(pm,n(λ), pm,n(µ)) = cD(λm, µm);
• Re(λµ) ≥ cos(pi/m)|λµ| or (λµ)m < 0.
In particular, cAm,n is not inner if m > 1.
Observe that the condition Re(λµ) ≥ cos(pi/m)|λµ| in these results
means geometrically that µ lies inside an angular sector around λ of
opening angle equal pi/m (compare with Knese’s result from above).
Moreover, opposite to the A2,3-case the new area (λµ)
m < 0 (i.e., the
“rays” on which the angle between λ and µ equals to (2j−1)pi
m
, j =
2, . . . , m− 1) appears for Am,n with m > 2.
In order to prove Theorem 1, we have to calculate the Carathe´odory-
Reiffen metric γAm,n outside of the origin.
First, let us recall its definition
γAm,n((z, w);X) := max{|f ′(z, w)X| : f ∈ O(Am,n,D)},
where (z, w) ∈ Am,n and X a tangent vector in (z, w) at Am,n. Recall
that if (z, w) = ζ = pm,n(λ), λ ∈ D \ {0}, then the tangent space
Tζ(Am,n) at ζ is spanned by the vector p
′
m,n(λ). The same holds if
m = 1 and λ = 0 whereas T0(Am,n) = C
2 if m ≥ 2.
Using the above description of O(Am,n,D) we may reformulate this
definition in the following appropriate form which will be used here:
γAm,n(pm,n(λ); p
′
m,n(λ)) = sup{
|h′(λ)|
1− |h(λ)|2 : h ∈ Om,n(D)}.
Then we have the following result.
Theorem 3. Let λ ∈ D. Then
γAm,n(pm,n(λ); p
′
m,n(λ)) =
m|λ|m−1
1− |λ|2m .
It follows from the results above (as in the case of domains in Cn)
that γAm,n is the infinitesimal form of cAm,n outside the origin. More
precisely, if λ ∈ D \ {0}, then
lim
µ→λ
cAm,n(pm,n(λ), pm,n(µ))
|λ− µ| = limµ→λ
cD(λ
m, µm)
|λ− µ|
=
m|λ|m−1
1− |λ|2m = γAm,n(pm,n(λ); p
′
m,n(λ)).
Observe that the same holds if m = 1 and λ = 0.
On the other hand, note that
γAm,n(0;X) = max{|f ′(z, w)X| : f ∈ O(Am,n,D), f(0) = 0}.
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Then for such f we have f ◦ pm,n(ζ) = ζmh(ζ), ζ ∈ D, where h ∈
O(D,D). Observe that ∂f
∂z
(0) =
h(n−m)(0)
(n−m)! and
∂f
∂w
(0) = h(0) for
m ≥ 2. Thus, if X = (X1, X2) ∈ C2, then
γAm,n(0;X) = max{|X1
h(n)(0)
n!
+X2
h(m)(0)
m!
| : h ∈ Om,n(D), h(0) = 0}
= max{|X1h
(n−m)(0)
(n−m)! +X2h(0)| : h ∈ O(D,D), h
(j)(0) = 0, j+m ∈ Sm,n};
in particular, γAm,n(0;X) = ‖X‖ if X1X2 = 0. Using the first equality
from above, we shall prove the following infinitesimal result at the
origin.
Proposition 4. Let Xλ,µ := (λ
n − µn, λm − µm). Then
lim
λ,µ→0,λ6=µ
cAm,n(pm,n(λ), pm,n(µ))
γAm,n(0;Xλ,µ)
= 1.
Corollary 5. Let m > 1. Then there are points λ, µ ∈ D such that
cAm,n(pm,n(λ), pm,n(µ))(λ, µ) > max{ρ(λm, µm), ρ(λm+1, µm+1)}.
It turns out that the general calculation of the Carathe´odory-Reiffen
metric at the origin becomes much more difficult. The next theorem
may give some flavor of the nature of this formulas.
Proposition 6. Let X = (X1, X2) ∈ C2. Then
γA3,4(0;X) =

|X1| if |X1| ≥ 2|X2|
|X2| if |X2| ≥
√
2|X1|
|X1| c3−18c+(c2+24)3/2108 if 1 < c := 2 |X2||X1| < 2
√
2
.
It seems rather difficult to calculate an effective formula of the Cara-
the´odory distance of Am,n. However, we have its value at pairs of
“opposite” points; to be more precise the following is true.
Proposition 7. Let λ ∈ D, λ 6= 0. Then
mA2,2k+1(p2,2k+1(λ), p2,2k+1(−λ)) =
2|λ|2k+1
1 + |λ|4k+2 .
Observe that now, opposite to the cases before, the number n =
2k + 1 appears in the formula.
Finally, the discussion of the Kobayashi distance and the Kobayashi-
Royden metric on Am,n becomes comparably much simpler. Let us first
recall the definitions of the Lempert function k˜Am,n , the Kobayashi
distance kAm,n and the Kobayashi-Royden metric κAm,n .
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• k˜Am,n(ζ, η) := inf{ρ(λ, µ) : λ, µ ∈ D ∃ϕ∈O(D,Am,n) : ϕ(λ) =
ζ, ϕ(µ) = η}, ζ, η ∈ Am,n;
• kAm,n := the largest distance on Am,n below of k˜Am,n ;
• κAm,n(ζ ;X) := inf{α ∈ R+ : ∃ϕ∈O(D,Am,n) : ϕ(0) = ζ, αϕ′(0) =
X}, ζ ∈ Am,n, X ∈ Tζ(Am,n).
We set k˜Am,n(ζ, η) :=∞ or κAm,n(ζ ;X) :=∞ if there are no respec-
tive discs ϕ.
Since O(D, Am,n) = {pm,n ◦ ψ : ψ ∈ O(D,D)}, then we have the
following formulas (see also [3, 4]).
Proposition 8. Let λ, µ ∈ D. Then
kAm,n(pm,n(λ), pm,n(µ)) = k˜Am,n(pm,n(λ), pm,n(µ)) = ρ(λ, µ).
If λ 6= 0, then κAm,n(pm,n(λ); p′m,n(λ)) =
1
1− |λ|2 .
Let X = (X1, X2) ∈ T0Am,n \ {0}. Then
κAm,n(0;X) =
{
|X2| if m = 1
∞ if otherwise .
At the end of the paper a simple reducible variety is also discussed.
2. Proofs and additional remarks
We start with the proof of Theorem 3 which will serve as the basic
information for Theorem 1.
Proof of Theorem 3. Recall that
γAm,n(pm,n(λ); p
′
m,n(λ)) = max{
|h′(λ)|
1− |h(λ)|2 : h ∈ Om,n(D)}.
Observe that if α ∈ D and Φα(ζ) = α−ζ1−αζ , then hα = Φα ◦ h ∈ Om,n(D)
(use, for example, the Faa` di Bruno formula) and
|h′α(λ)|
1− |hα(λ)|2 =
|h′(λ)|
1− |h(λ)|2 .
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Then
γAm,n(pm,n(λ); p
′
m,n(λ)) = max{
|h′(λ)|
1− |h(λ)|2 : h ∈ Om,n(D), h(0) = 0}
= max{ |(λ
mh˜(λ))′|
1− |λmh˜(λ)|2
: h˜ ∈ O(D,D), h˜(j)(0) = 0, j +m ∈ Sm,n}
= |λ|m−1max{|mh(λ) + λh
′(λ)|
1− |λmh(λ)|2 :
h ∈ O(D,D), h(j)(0) = 0, j +m ∈ Sm,n} = m|λ|
m−1
1− |λ|2m .
The last equality is a consequence of the fact that the unimodular
constants are the only extremal functions for
max{|mh(λ) + λh
′(λ)|
1− |λmh(λ)|2 : h ∈ O(D,D)}.
To prove this fact, observe that (h(λ), h′(λ)) varies on all pairs (a, b)
satisfying |b| ≤ 1− |a|
2
1− |λ|2 . Thus, we have to show that if 0 ≤ c, s < 1
and 0 ≤ t ≤ ts := 1− s
2
1− c2 , then F (s, t) < F (1, 0), where F (s, t) =
ms + ct
1− c2ms2 . Since F (s, t) ≤ F (s, ts), the problem may be reduced to
the inequality
m(1− c2)s+ c(1− s2)
1− c2ms2 <
m(1− c2)
1− c2m ⇐⇒
c(1− c2m)
m(1− c2) <
1 + c2ms
1 + s
.
Using the inequality
1 + c2m
2
<
1 + c2ms
1 + s
, one has to see that
c(1− c2m)
m(1− c2) <
1 + c2m
2
⇐⇒ 2c
m−1∑
j=0
c2j < m(1 + c2m).
Finally, by summing up the inequalities 1− c2j+1 > c2m−2j−1(1− c2j+1)
for j = 0, . . . , m− 1, the last inequality follows. 
Now, we are in the position to prove Theorem 1.
Proof of Theorem 1. Set Λλ,m = {ζ ∈ D : Re(λζ) ≥ cos(pi/m)|λζ |},
λ ∈ D, m ∈ N. Recall again that Λλ,m is an angular sector around λ.
In a first step we shall prove that if λ ∈ D and µ ∈ Λλ,m, then
ciAm,n(pm,n(λ), pm,n(µ)) = cD(λ
m, µm).
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Since
(1) ciAm,n(pm,n(λ), pm,n(µ)) ≥ cAm,n(pm,n(λ), pm,n(µ)) ≥ cD(λm, µm),
we have only to prove the opposite inequality. After rotation, we may
assume that λ ∈ [0, 1). By continuity, we may also assume that λ, µ 6= 0
and arg(µ) ∈ (−pi/m, pi/m). Then the geodesic for ci
D
(λm, µm) does not
intersect the segment (−1, 0]. Denote by α this geodesic and by αm its
m-th root ( m
√
1 = 1). Observe that if ζ, η ∈ A∗m,n := Am,n \ {0}, then
ciAm,n(ζ, η) = inf{
∫ 1
0
γAm,n(α(t);α
′(t))dt : α : [0, 1]→ A∗m,n
is a C1-curve connecting ζ, η}
(see Theorem 4.2.7 in [5]).
It follows by Theorem 3 that
ciAm,n(pm,n(λ),pm,n(µ)) ≤
∫ 1
0
γAm,n(pm,n ◦ αm(t); (pm,n ◦ αm)′(t))dt
=
∫ 1
0
m|(αm(t))|m−1α′m(t)|
1− |αm(t)|2m dt =
∫ 1
0
|α′(t)|
1− |α(t)|2dt
= ci
D
(λm, µm) = cD(λ
m, µm).
It remains to prove that if µ 6∈ Λα,m, then
ciAm,n(pm,n(λ), pm,n(µ)) = c
i
Am,n(pm,n(λ), 0) + c
i
Am,n(0, pm,n(µ)).
By the triangle inequality, we only have to prove that
(2) ciAm,n(pm,n(λ), pm,n(µ)) ≥ ciAm,n(pm,n(λ), 0) + ciAm,n(0, pm,n(µ)).
Take an arbitrary C1-curve α : [0, 1] → A∗m,n with α(0) = pm,n(λ) and
α(1) = pm,n(µ). Let t0 ∈ (0, 1) be the smallest numbers such that
α(t0) ∈ ∂Λα,m. If α(t0) = p(λ0), then∫ 1
0
γAm,n(α(t);α
′(t))dt
=
∫ t0
0
γAm,n(α(t);α
′(t))dt+
∫ 1
t0
γAm,n(α(t);α
′(t))dt
≥ ciAm,n(pm,n(λ), pm,n(λ0)) + ciAm,n(pm,n(λ0), pm,n(µ))
≥ cAm,n(pm,n(λ), pm,n(λ0)) + cAm,n(pm,n(λ0), pm,n(µ))
≥ cD(λm, λm0 ) + cD(λm0 , µm)
= cD(λ
m, 0) + cD(0, λ
m
0 ) + cD(λ
m
0 , µ
m) (since λm0 ∈ (−1, 0)
≥ cD(λm, 0) + cD(0, µm).
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Now, (2) follows by taking the infimum over all curves under consider-
ation. 
Next, the proof of Corollary 2 will be given.
Proof of Corollary 2. (a) Follows by Theorem 1 and the inequality (1).
(b) The inequalities
cAm,n(pm,n(λ), pm,n(µ)) ≤ max{cD(λmf(λ), µmf(µ)) : f ∈ O(D,D)}
≤ max{cD(λmf(λ), 0) + cD(0, µm + f(µ)) : f ∈ O(D,D)}
≤ cD(λm, 0) + cD(0, µm) = ciAm,n(pm,n(λ), pm,n(µ))
show that
cAm,n(pm,n(λ), pm,n(µ)) = c
i
Am,n(pm,n(λ), pm,n(µ))
if and only if λmf(λ) and µmf(µ) lie on opposite rays and |f(λ)| =
|f(µ)| = 1 for some f ∈ O(D,D), i.e., f is a unimodular constant, and
(λµ)m < 0.
The remaining part of Corollary 2 follows by the fact that cD(z, 0)+
cD(0, w) = cD(z, w) if and only if zw ≤ 0. 
Remarks. (a) For m ∈ N, consider the following distance on D :
ρ(m)(λ, µ) := max{ρD(λmh(λ), µmh(µ)) : h ∈ O(D,D)}.
Note that
lim
ε→0,ε 6=0
ρ(m)(λ, λ+ ε)
|ε| = |λ|
m−1max{|mh(λ) + λh
′(λ)|
1− |λmh(λ)|2 : h ∈ O(D,D)}
= γAm,n(pm,n(λ); p
′
m,n(λ))
by the proof of Theorem 3. So it follows that the associated inner
distance of ρ(m) equals ciAm,n(pm,n(·), pm,n(·)). Then
ciAm,n(pm,n(λ), pm,n(µ)) ≥ ρ(m)(λ, µ)
≥ cAm,n(pm,n(λ), pm,n(µ)) ≥ ρ(λm, µm).
Moreover, the proof of Corollary 2 shows that the following condi-
tions are equivalent:
• ciAm,n(pm,n(λ), pm,n(µ)) = ρ(m)(λ, µ);
• ciAm,n(pm,n(λ), pm,n(µ)) = cAm,n(pm,n(λ), pm,n(µ));
• ciAm,n(pm,n(λ), pm,n(µ)) = ρ(λm, µm);
• Re(λµ) ≥ cos(pi/m)|λµ| or (λµ)m < 0.
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As an application of these observations we obtain a simple proof
(without calculations) of Lemma 14 in [6]:
If a, b ∈ [0, 1), s ∈ (0, 1] and θ ∈ [−pi, pi], then ρ(a, beiθ) ≤ ρ(as, bseisθ).
In fact, we may assume that s ∈ Q. If s = p
q
(1 ≤ p ≤ q), λ = q√a,
µ = q
√
beiθ/q, then we have to prove that ρ(λq, µq) ≤ ρ(λp, µp). But the
angle between λ and µ does not exceed pi
q
≤ pi
p
and hence
ρ(λp, µp) = ρ(p)(λ, µ) ≥ ρ(λq, µq)
(the last inequality holds for any λ, µ ∈ D and q ≥ p).
(b) Recall that
cAm,n(pm,n(λ), pm,n(µ)) = max{ρD(λmh(λ), µmh(µ)) :
h ∈ O(D,D), h(j)(0) = 0, j +m ∈ Sm,n}.
If m = 1 or (m,n) = (2, 3), then ρ(m)(λ, µ) = cAm,n(pm,n(λ), pm,n(µ)),
since S1,n = ∅ and S2,3 = {1}.
On the other hand, if m 6= 1 and m 6= n − 1, then the following
conditions are equivalent:
• ρ(m)(λ, µ) = ρ(λm, µm);
• ρ(m)(λ, µ) = cAm,n(pm,n(λ), pm,n(µ)).
It is clear that the first condition implies the second one. For the
converse, observe that as h varies over O(D,D), the pair (h(λ), h(µ))
varies over all (z, w) ∈ D2 with mD(z, w) ≤ mD(λ, µ). Thus,
ρ(m)(λ, µ) = max{ρD(λmz, µmw) : z, w ∈ D with
mD(z, w) ≤ mD(λ, µ) or z = w ∈ ∂D.}
It follows by the maximum principle for the continuous plurisubhar-
monic function mD(λ
m ·, µmw) that if ρ(m)(λ, µ) = ρD(λmz, µmw),
then either z = w ∈ ∂D, or mD(z, w) = mD(λ, µ). Assuming that
ρ(m)(λ, µ) 6= ρ(λm, µm) excludes the first possibility. Then any ex-
tremal function h for ρ(m)(λ, µ) satisfies mD(h(λ), h(µ)) = mD(λ, µ),
i.e., h ∈ Aut(D). Since any such function should be also extremal for
cAm,n(pm,n(λ), pm,n(µ)), it follows that either h
(j) 6= 0 for any j ∈ N, or
h is a rotation. In particular, m+ 1 6∈ Sm,n, i.e., m = 1 or m = n− 1,
a contradiction.
Let m ≥ 3. Then m + 2 6∈ Sm,m+1 and hence h must be a rotation.
Thus, the following conditions are equivalent:
• ρ(m)(λ, µ) = max{ρ(λm, µm), ρ(λm+1, µm+1)};
• ρ(m)(λ, µ) = cAm,m+1(pm,n(λ), pm,n(µ)).
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(c) Concerning the first condition from above, we point out that if
m > 1, then by Corollary 5 there are points λ, µ ∈ D such that
ρ(m)(λ, µ) ≥ cAm,n(pm,n(λ), pm,n(µ))(λ, µ)
> max{ρ(λm, µm), ρ(λm+1, µm+1)}.
On the other hand, ρ(2m)(λ,−λ) = ρ(λ2m+1,−λ2m+1), since
mD(λ
2mΦα(λ), λ
2mΦα(−λ))
=
2(1− |α|2)|λ|2m+1
|1 + |λ|4m+2 − |α|2(|λ|2 + |λ|4m) + (1− |λ|4m)(αλ¯− α¯λ)|
≤ 2(1− |α|
2)|λ|2m+1
1 + |λ|4m+2 − |α|2(|λ|2 + |λ|4m) ≤
2|λ|2m+1
1 + |λ|4m+2 ,
(use that 1 + |λ|4m+2 > |λ|2 + |λ|4m).
Proof of Proposition 4. Observe that there is a constant c > 0 with:
• cAm,n(pm,n(λ), pm,n(µ)) ≥ max{ρ(λm, µm), ρ(λm+1, µm+1)}
near 0≥ c|Xλ,µ|;
• γAm,n(0;Xλ,µ) ≥ c|Xλ,µ|;
• |Xλ,µ| ≥ c|λk − µk|max{|λ|k−n, |µ|k−n|} for any k > n.
Let now hλ,µ be an extremal function for cAm,n(pm,n(λ), pm,n(µ)).
Then
hλ,µ(ζ) =
[n/m]∑
j=1
aj,λ,µζ
jm + an,λ,µζ
n +
∑
j>n,j∈§m,n
aj,λ,µζ
j.
Since |aj,λ,µ| ≤ 1, it follows that
|hλ,µh(λ)− hλ,µ(µ)| ≤ H(λ, µ) :=
|am,λ,µ(λm− µm) + an,λ,µ(λn− µn)|+
[n/m]∑
j=2
|λjm−µjm|+
∞∑
j=n+1
|λj −µj |.
Thus,
1 ≤ lim inf
λ,µ→0,λ6=µ
H(λ, µ)
|hλ,µ(λ)− hλ,µ(µ)| = lim infλ,µ→0,λ6=µ
H(λ, µ)
mAm,n(pm,n(λ), pm,n(µ))
≤ lim inf
λ,µ→0,λ6=µ
|am,λ,µ(λm − µm) + an,λ,µ(λn − µn)|
cAm,n(pm,n(λ), pm,n(µ))
+ lim inf
λ,µ→0,λ6=µ
∑[n/m]
j=2 |λjm − µjm|+
∑∞
j=n+1 |λj − µj |
c|Xλ,µ|
= lim inf
λ,µ→0,λ6=µ
|am(λm − µm) + an(λn − µn)|
mAm,n(pm,n(λ), pm,n(µ))
≤ lim inf
λ,µ→0,λ6=µ
γAm,n(0;Xλ,µ)
cAm,n(pm,n(λ), pm,n(µ))
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(since
γAm,n(0;X) = max{|X1
h(n)(0)
n!
+X2
h(m)(0)
m!
| : h ∈ Om,n(D), h(0) = 0}).
The opposite inequality
lim sup
λ,µ→0,λ6=µ
γAm,n(0;Xλ,µ)
cAm,n(pm,n(λ), pm,n(µ))
≤ 1
can be proven in a similar way and we omit the details. 
Proof of Corollary 5. Observe that for any neighborhood U of 0 we
may find points λ, µ ∈ U such that λm − µm = λn − µn 6= 0. Then, by
Proposition 4, it is enough to show that
γAm,n(0;X0) > 1, where X0 := (1, 1).
Since γAm,n(0;X0)
= max{|h
(n−m)(0)
(n−m)! + h(0)| : h ∈ O(D,D), h
(j)(0) = 0, j +m ∈ Sm,n}
and max
s∈Sm,n
s = nm−m− n, then
γAm,n(0;X0) ≥ max{|a+ b| : (a, b) ∈ Tn−m},
where Tn−m is the set of all pairs (a, b) ∈ C2 for which there is a function
h ∈ O(D,D) of the form h(z) = a+ bzn−m + o(znm−2m−n).
Let k ∈ N be such that k(n−m) ≥ nm−2m−n. We shall show that
there is a function f ∈ O(D,D) of the form f(z) = a+ bz + o(zk) such
that a, b > 0 and a+ b > 1, which will imply that γAm,n(0;X0) > 1.
Note that by Shur’s theorem (cf. [1]) such a function f exists if and
only if
(3) (1−|a|2)X21+(1−|a|2−|b|2)
n∑
j=2
X2j ≥ 2|ab|
n∑
j=2
Xj−1Xj , X ∈ Rn.
Since cos pi
n+1
is the maximal eigenvalue of the quadratic form
∑n
j=2Xj−1Xj,
it follows that
cos
pi
n + 1
n∑
j=1
X2j ≥
n∑
j=2
Xj−1Xj, X ∈ Rn.
Then all pairs (a, b) ∈ C2 for which 2 cos pi
n+1
|ab| ≤ 1−|a|2−|b|2 satisfy
(3); in particular, we may choose a, b > 0 such that 2ab > 1− a2 − b2,
i.e., a+ b > 1.
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Now we turn to the discussion of the Carathe´odory-Reiffen pseudo-
metric on the (3, 4)-parabola.
Proof of Proposition 6. Recall that
γA3,4(0;X) = max{|X1h′(0) +X2h(0)| : h ∈ O(D,D), h′′(0) = 0}.
So, we have to describe the pairs (a0, a1) ∈ C2 for which there is a
function h ∈ O(D,D) of the form h(ζ) = a0 + a1ζ + o(ζ2). Let I3 be
the 3× 3 unit matrix and
M =
a0 a1 00 a0 a1
0 0 a0
 .
It follows by Schur’s theorem (cf. [1]) that such an h exists if only if
I3 −M∗M is a semipositive matrix. It is easy to check that the last
conditions just means that the pair (|a0|2, |a1|2) belongs to the set
C := {(a, b) ∈ R2+ : a+
√
b ≤ 1, ab(1− a) ≤ ((1− a)2 − b)(1− a− b)}.
The second inequality can be written as
b ≤ (1− a)(1−√a) or b ≥ (1− a)(1 +√a).
Hence C = {(a, b) ∈ R2+ : b ≤ (1− a)(1−
√
a), a ≤ 1}. Thus,
γA3,4(0;X) = max{|X1|
√
b+ |X2|
√
a : (a, b) ∈ C}
= max{t ∈ [0; 1] : |X1|(1− t)
√
1 + t + |X2|t}.
Straightforward calculations show that the last maximum is equal to
|X1| if |X1| ≥ 2|X2|
|X2| if |X2| ≥
√
2|X1|
|X1| c3−18c+(c2+24)3/2108 if 1 < c := 2 |X2||X1| < 2
√
2
. 
Now, we shall go to prove Proposition 7.
Proof of Proposition 7. Recall that
mA2,2k+1(p2,2k+1(λ), p2,2k+1(µ))
= max{mD(f(λ), f(µ)) : f ∈ O(D,D), f (2j−1)(0) = 0, j = 1, . . . , k}
= max{mD(λ2h(λ),µ2h(µ)) :
h ∈ O(D,D), h(2j−1)(0) = 0, j = 1, . . . , k − 1}.
It follows that
mA2,2k+1(p2,2k+1(λ), p2,2k+1(µ))
= sup{mD(λ2z, µ2w) : mD(z, w) ≤ mA2,2k−1(p2,2k−1(λ), p2,2k−1(µ)).
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Then Proposition 7 will follow by induction on n ∈ Z+ if we show that
mD(z, w) ≤ 2|λ|
2k−1
1 + |λ|4k−2 =⇒ mD(λ
2z, λ2w) ≤ 2|λ|
2k+1
1 + |λ|4k+2 .
Since 2|λ|
2k−1
1+|λ|4k−2
= mD(λ
2k−1,−λ2k−1), we may assume as in Remark (b)
that z = Φα(λ
2k−1) and w = Φα(−λ2k−1) for some α ∈ D. Then
mD(λ
2z, λ2w)
=
2(1− |α|2)|λ|2k+1
|1 + |λ|4k+2 − |α|2(|λ|4 + |λ|4k−2) + (1− |λ|4)(αλ¯2k−1 − α¯λ2k−1)|
≤ 2(1− |α|
2)|λ|2k+1
1 + |λ|4k+2 − |α|2(|λ|4 + |λ|4k−2) ≤
2|λ|2k+1
1 + |λ|4k+2 ,
since 1 + |λ|4k+2 > |λ|4 + |λ|4k−2. 
Remark. From the result above one may conclude the following in-
terpolation result. Namely, for given k ∈ N, λ, η, ζ ∈ D the following
conditions are equivalent:
(i) mD(η, ζ) ≤ mD(λ2k+1,−λ2k−1);
(i) ∃f∈O(D,D) : f(λ2k+1) = η, f(−λ2k+1) = ζ ;
(iii) ∃f∈O(D,D) : f(λ) = η, f(−λ) = ζ, f (j)(0) = 0, j = 1, . . . , 2k;
(iv) ∃f∈O(D,D) : f(λ) = η, f(−λ) = ζ, f (2j−1)(0) = 0, j = 1, . . . , k.
Indeed, it is trivial that (i) =⇒ (ii) =⇒ (iii) =⇒ (iv), and the
implication (iv) =⇒ (i) follows by the equalities
mA2,2k+1(p2,2k+1(λ), p2,2k+1(µ)) =
2λ|2k+1
1 + |λ|4k+2 = mD(λ
2k+1,−λ2k−1).
Finally, we discuss the proof for the Kobayashi distance and metric.
Proof of Proposition 8. The proof of the formula for k˜Am,n follows the
one for the case (m,n) = (2, 3) (see [4]). For convenience of the reader
we include it.
First, k˜Am,n(pm,n(λ), pm,n(µ)) ≤ ρ(λ, µ) because pm,n is holomorphic.
Second, since m and n are relatively prime, it is easy to see that
O(D, Am,n) = {pm,n ◦ ψ : ψ ∈ O(D,D)}. Then any ϕ ∈ O(D, Am,n)
with ϕ(λ˜) = pm,n(λ) and ϕ(µ˜) = pm,n(µ) corresponds to some ψ ∈
O(D,D) with ψ(λ˜) = λ and ψ(µ˜) = µ. Thus, ρ(λ, µ) ≤ ρ(λ˜, µ˜) and
hence ρ(λ, µ) ≤ k˜Am,n(pm,n(λ), pm,n(µ)). So, k˜Am,n(pm,n(λ), pm,n(µ)) =
ρ(λ, µ); in particular, k˜Am,n is a distance and therefore k˜Am,n = kAm,n.
The formulas for κAm,n can be proven in a similar way and we omit
the details. 
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We conclude this paper by mentioning the simplest example of a
reducible variety.
Remark. Put A2,2 := {(z, w) ∈ D2 : z2 = w2}; A2,2 is reducible.
Obviously, A2,2 is biholomorphically equivalent to the coordinate cross
V := {(z, w) ∈ D2 : zw = 0}. Therefore, we discuss V instead of A2,2.
It is clear that cV ((z1, 0), (z2, 0)) = k˜V ((z1, 0), (z2, 0)) = ρ(z1, z2),
k˜V ((z, 0), (0, w)) =∞ (zw 6= 0)
and
kV ((z, 0), (0, w)) = k˜V ((z, 0), (0, 0)) + k˜V ((0, 0), (0, w)) = ρ(|z|,−|w|).
Moreover, γV ((z, 0); (1, 0)) = κV ((z, 0); (1, 0)) =
1
1− |z|2 and
κV (0;X) =
{
|X| if X1X2 = 0
∞ if otherwise .
Recall now that
O(V,D) ={f + g − f(0) :
f ∈ O(D× {0},D), g ∈ O({0} × D,D), f(0) = g(0)}.
Then obviously γV (0;X) = |X1|+ |X2|.
Finally, since z + w ∈ O(V,D), it follows that
cV ((z, 0), (0, w)) = cV ((|z|, 0), (−|w|, 0)) ≥ ρ(|z|,−|w|).
Thus, cV = kV ; in particular, cV = c
i
V .
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