We show that on graphs with n vertices the 2-dimensional Weisfeiler-Leman algorithm requires at most O n 2 / log(n) iterations to reach stabilization. This in particular shows that the previously best, trivial upper bound of O(n 2 ) is asymptotically not tight. In the logic setting this translates to the statement that if two graphs of size n can be distinguished by a formula in first order logic with counting with 3 variables (i.e., in C 3 ) then they can also be distinguished by a C 3 -formula that has quantifier depth at most O n 2 / log(n) .
Introduction
The Weisfeiler-Leman algorithm is a combinatorial procedure that plays a central role in the theoretical and practical treatment of the graph isomorphism problem. For every k there is a k-dimensional version of the algorithm, which repeatedly and isomorphisminvariantly refines a partition of the set of k-tuples of vertices of the input graph. This process stabilizes at some point and the final partition can often be used to distinguish non-isomorphic graphs.
On the practical side, the 1-dimensional variant of the algorithm, which is also called color refinement, is an indispensable subroutine in virtually all currently competitive isomorphism solvers (such as Nauty and Traces (McKay and Piperno 2014), Bliss (Junttila and Kaski 2007) and saucy (Darga et al. 2004) ).
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LICS '16, July 05-08, 2016, New York, NY, USA Copyright c 2016 ACM 978-1-4503-4391-6/16/07. . . $15.00 DOI: http://dx.doi.org/10. 1145/2933575.2933595 The procedure is also applied to speed up algorithms in other fields, for example in the context of subgraph kernels in machine learning (Shervashidze et al. 2011) or static program analysis (Li et al. 2016) . Similarly, it can be modified to allow for effective dimension reduction in linear programming (Grohe et al. 2014) . The stable partition of the k-dimensional Weisfeiler-Leman algorithm can be computed in time O(n k+1 log n) (see (Cardon and Crochemore 1982; Berkholz et al. 2013) ), but for practical purposes this running time is often excessive already for k = 2.
On the theoretical side, it is known that for random graphs (in a suitable model) the 1-dimensional Weisfeiler-Leman algorithm asymptotically almost surely correctly decides graph isomorphism (Babai et al. 1980) . Whereas the 1-dimensional algorithm fails to distinguish every pair of regular graphs of equal size and equal degree, the 2-dimensional version asymptotically almost surely decides isomorphism for random regular graphs (Kucera 1987) . While for every graph class with a forbidden minor a sufficiently highdimensional Weisfeiler-Leman algorithm correctly determines isomorphism (Grohe 2012) it is known that for every k there are nonisomorphic graphs that are not distinguished by the k-dimensional algorithm (Cai et al. 1992) . In his recent breakthrough result, Babai (Babai 2015 ) employs a polylog(n)-dimensional Weisfeiler-Leman algorithm to develop the to date fastest isomorphism algorithm, which solves the graph isomorphism problem in quasipolynomial time.
We are concerned with the number of iterations required for the Weisfeiler-Leman algorithm to stabilize. More specifically, for n, k ∈ N we are interested in WL k (n), the maximum number of iterations required to reach stabilization of the k-dimensional Weisfeiler-Leman algorithm among all (simple) graphs of size n. This iteration number plays a crucial role for the parallelization of the algorithm (Grohe and Verbitsky 2006; Köbler and Verbitsky 2008) . The trivial upper bound of WL k (n) ≤ n k − 1 holds for every repeated partitioning of a set of size n k . For k = 1, on random graphs, this iteration number is asymptotically almost surely 2 (Babai et al. 1980) , but by considering paths, one quickly determines that WL1(n) ≥ n/2 − 1. This bound was recently improved to WL1(n) ≥ n − O( √ n) (Krebs and Verbitsky 2015) . For fixed k > 1 it is already non-trivial to show linear lower bounds on WL k (n). Modifying the construction of Cai, Fürer and Immerman (Cai et al. 1992) , this was achieved by Fürer (Fürer 2001 ) who showed that WL k (n) ∈ Ω(n), remaining to date the best known lower bound.
Concerning upper bounds, for k ≥ 1, no improvement over the trivial upper bound O(n k ) has been known so far and for k = 1 it is indeed asymptotically tight. However, for k = 2, we show that the trivial upper bound is not tight.
Theorem 1. The number of iterations of the 2-dimensional Weisfeiler-Leman algorithm on graphs of size n is at most O(n 2 / log(n)).
There is a close connection between the 2-dimensional algorithm and matrix multiplication that is even more prominent in the context of coherent configurations (Babai 1995) . It is possible to execute t iterations of the 2-dimensional Weisfeiler-Leman algorithm with a running time of O(n ω t), where ω < 3 is the coefficient for matrix multiplication (see (Bläser 2013) ). For low iteration numbers, this yields a better bound on the total running time to compute the stable partition than the bound of n 3 log(n) mentioned further above.
There is a correspondence between the Weisfeiler-Leman algorithm and the expressive power of first-order logic when it comes to the distinguishability of graphs. It is known (Immerman and Lander 1990 ) that two graphs are distinguishable in (k + 1)-variable firstorder logic with counting if and only if they can be distinguished by the k-dimensional Weisfeiler-Leman algorithm. In this context, the iteration number of the algorithm corresponds to the quantifier depth of a formula required to distinguish the graphs (see (Pikhurko and Verbitsky 2011) ), yielding the following corollary.
Corollary 2. If two n-vertex graphs can be distinguished by the 3-variable first order logic with counting C 3 then there is also a formula in C 3 with quantifier depth at most O(n 2 / log(n)) distinguishing the two graphs.
Finally, there are also certain types of Ehrenfeucht-Fraïssé games that simulate the Weisfeiler-Leman algorithm and in which the iteration number corresponds to the maximal number of moves in a shortest winning strategy for Spoiler (see (Cai et al. 1992) ). Thus, from upper bounds on the iteration number of the Weisfeiler-Leman algorithm, we also obtain upper bounds on the length of a shortest winning strategy in these games.
Our technique. Our central technique to prove the upper bound consists of defining a new two-player game mimicking the mechanics of the Weisfeiler-Leman algorithm. While the first player assumes a role of an adversary even stronger than the Weisfeiler-Leman algorithm by being allowed arbitrary refinements, the second player repeatedly rectifies the graph in clean-up steps to maintain various consistency properties for the coloring of the graph. This technique allows us to decouple the causal dependencies between the processes happening simultaneously over several iterations of the algorithm. The strategy of the second player takes into account the sizes of the vertex color classes in the current partition. Defining vertex color classes with sizes beyond a certain threshold to be large, we first bound the number of iterations in which color classes are refined that are related in any way with large vertex color classes. We then show that for a fixed threshold, the total amount of iterations dealing exclusively with small vertex color classes is linear. As a consequence we obtain the following lemma.
Lemma 3. The number of iterations of the 2-dimensional Weisfeiler-Leman algorithm on graphs with n vertices of color class size at most t is O(2 t n).
Similarly to Corollary 2, the lemma also translates into the logic setting yielding linear bounds on the quantifier depth. The graph classes of bounded color class size repeatedly play a role in the context of graph isomorphism. In fact, to show the linear lower bound of WL k (n) ∈ Ω(n), Fürer constructs graphs of bounded color class size (Fürer 2001) . Even for graphs of bounded color class size, for k = 2, prior to this paper, the only available bound was the trivial one of WL2(n) ≤ n 2 − 1. For such classes we now have upper and lower bounds matching up to a constant factor. Recently Berkholz and Nordström were able to obtain a new lower bound on the iteration number of the k-dimensional Weisfeiler-Leman algorithm for finite structures (Berkholz and Nordström 2016) . Their construction shows that there are pairs of n-element relational structures that are distinguished by the k-dimensional Weisfeiler-Leman algorithm, but not within n o(k/ log k) refinement steps. This lower bound holds whenever k < n 0.01 . Since their lower bound is close to the trivial upper bound, one might believe that the upper bound is tight. However, our results show that for k = 2 this is not the case. Moreover, the construction of Berkholz and Nordström describes finite structures with bounded color class size. Consequently, it seems that Lemma 3 may be an obstruction for a modification of their structures to graphs with strong lower bounds. Indeed, our theorem says that for graphs of bounded color class size there is a linear upper bound.
Preliminaries
If not explicitly stated otherwise, we assume all graphs that we mention to be finite, directed and complete. We also assume that every vertex has a loop.
A colored graph G = (V, E, χ) is a graph with vertex set V and edge set E (with E = V 2 ), in which all edges are assigned colors, i.e., values from a particular set C. For the coloring function χ, we assume that the set of colors of loops and the set of colors of other arcs are disjoint, that is, we have
Let G = (V, E, χ) be a colored graph with coloring χ : E → C.
Throughout the paper we assume that χ(v1, u1) = χ(v2, u2) if and only if χ(u1, v1) = χ(u2, v2) for any coloring χ we consider. We say the coloring respects converse equivalence. (We do not lose generality with this assumption since the 2-dimensional Weisfeiler-Leman algorithm defined below maintains this property of colorings. See Appendix A.)
The in-neighborhood of a vertex v ∈ V with respect to a set of colors C ⊆ C is the set
The color out-degree is defined analogously. When talking about color degrees, we mean color indegrees and color out-degrees.
The coloring χ induces a partition π(χ) of V 2 : A color class of G is a set of 2-tuples that all have the same color. Since we are only interested in the color classes induced by the colorings we consider, and not in the actual colors, we do not distinguish in our notation between a color C and the corresponding class of 2-tuples.
A vertex color class is a color class only consisting of tuples of the form (v, v) with v ∈ V . Similarly, an edge color class is a color class that consists only of tuples of the form (v, w) with v, w ∈ V and v = w. As the term vertex color class already implies, we implicitly identify every vertex tuple (u, u) with the corresponding vertex u. Consequently, we use the abbreviation χ(u) for χ (u, u) .
For two partitions π and π , we say that π is finer than π if every element of π is contained in an element of π. We write π π (and equivalently π π) to express that π is finer than π. Accordingly, we say that π is coarser than π . For a coloring χ we denote by π(χ) the induced partition of V 2 .
For two colored graphs G = (V, E, χ) and G = (V , E , χ ), we say that G refines G (and equivalently, that G is a refinement of G) if V = V and π(χ) π(χ ). Slightly abusing notation, we write G G in this case. If both G G and G G hold, we write G ≡ G and call the two graphs equivalent. Similarly, in the games we define, we say that a player refines their input graph G = (V, E, χ) if they recolor the edges of G in a such way that the new induced partition of V 2 is finer than π(χ).
From now on, if we do not explicitly state the opposite, all considered graphs come with a coloring, which we drop for reasons of readability.
The Weisfeiler-Leman algorithm
By iteratively refining a partition of the set of vertex tuples of its input graph, the Weisfeiler-Leman algorithm computes a stable partition of the graph. For every k ∈ N, a k-dimensional variant of it is defined. We are mainly concerned with the 2-dimensional variant that we describe next.
Definition 4 (the 2-dimensional Weisfeiler-Leman refinement). Let χ : V 2 → C be a coloring of the 2-tuples of vertices of a graph G, where C is some set of colors. Define the 2-dimensional Weisfeiler-Leman refinement to be the graph G with the coloring χ r satisfying χ r (v1, v2) = χ(v1, v2); M where M is the multiset defined as
It is not difficult to see that π(χ) π(χ r ).
In the following, we drop the dimension, i.e., when we talk about the Weisfeiler-Leman algorithm or refinement, we always mean the 2-dimensional variant.
For a colored graph G, let G (i) be the colored graph obtained from G after i iterations of the Weisfeiler-Leman algorithm and let G be the graph that the Weisfeiler-Leman algorithm produces on input G. That is, the graph G equals G (k) , where k is the smallest integer such that G (k) ≡ G (k+1) . We call G and the induced partition of the 2-tuples of its vertices stable if G ≡ G (1) . Accordingly, we call G the stabilization of G.
The Weisfeiler-Leman algorithm can be used to check whether two given graphs are non-isomorphic by computing the stabilizations and rejecting if there is any color C such that the numbers of Ccolored vertex pairs in the two graphs differ. However, even if the stabilizations of the two graphs agree in every number of vertices for a particular color, the graphs might not be isomorphic. It is not trivial to describe for the 2-dimensional version on which graphs this isomorphism test is always successful (see (Kiefer et al. 2015) ).
The 2-dimensional Weisfeiler Leman algorithm plays a crucial role in the theory of coherent configurations. We refer for example to (Cameron 2003) .
An upper bound on the iteration number
Now we prove the upper bound on the number of iterations of the Weisfeiler-Leman algorithm. That is, we prove Theorem 1 showing that on any graph with n vertices, the 2-dimensional Weisfeiler-Leman algorithm terminates after O(n 2 / log n) iterations.
For this, we are going to define a game in which two players alternate in their turns on a graph. We show that the costs of the game form an upper bound on the iteration number of the Weisfeiler-Leman algorithm. Therefore, to prove Theorem 1 it suffices to show that the costs of the game, assuming the players play optimally, are O(n 2 / log n).
In a way, the game represents a sequential way of looking at the Weisfeiler-Leman algorithm. Since one turn in the game consists of elementary actions which can be performed one after the other and not all at the same time as in one iteration of the Weisfeiler-Leman algorithm, the costs of the game are easier to analyze.
Description of the game
The game starts with a colored graph. The players alternate turns. Each turn consists of choosing a refinement of the current coloring of the graph. If in his turn Player 1 is faced with the colored graph G, then he must choose a proper refinement of G, that is, he must return a graph G with G G . In contrast to this, in a turn of Player 2, when faced with the graph G, she has to return a graph G with G G G. Thus, the refinement that Player 2 chooses must still be coarser than G, but it can for example be equivalent to G or to G. The game ends when the coloring of the graph induces the discrete partition.
Each turn of Player 1 adds 1 to the total cost of the game, whereas the cost for a turn of Player 2 playing G as a response to G is the smallest integer j such that G G (j) . Thus, a turn of Player 2 costs the number of Weisfeiler-Leman iterations she needs to obtain the graph she returns to Player 1. Everything that contributes 1 to the total cost is called a move. Note that the game has costs of at most O(n 2 ).
Player 1 aims at maximizing the total cost whereas Player 2 wants to minimize it.
The following lemma states an important monotonicity fact for our game.
Lemma 5. Let G and H be two colored graphs with G H. Then the following hold.
3. If additionally H G, then for every i with G (i) = G, we have that H (i) ≡ G. In particular H ≡ G.
Proof: Part 1 follows straight from the definition of the Weisfeiler-Leman refinement (Definition 4) using induction on i: For the induction basis, one simply verifies that if two vertices have different colors in G (1) , then they also do in H (1) .
Hence, the game is monotone in the following sense: The costs for Player 2 to obtain the stabilization H of her input graph H are at most as high as for any other graph G with G H and G ≡ H.
We first show that in an optimal strategy, Player 2 does not perform partial iterations of the Weisfeiler-Leman algorithm on her input. Lemma 6. Suppose Player 2 is given a graph G. If she plays optimally, she returns G (i) for some integer i.
Proof: Of all runs of the game in which Player 2 plays optimally, consider a minimal counterexample to the lemma. That is, consider the situations in which, on input G, Player 2 finishes her turn with a graph G satisfying for some i that G (i) G G (i+1) . Among those consider the last time Player 2 plays such a graph G .
Then Player 1 can define G (i+1) as the new input for Player 2. By the choice of the counterexample Player 2 now completes all iterations she begins, that is, she finishes this turn with a graph G (i+ ) with ≥ 1. The conversion of G into G (i+ ) contributes the costs (i + 1) + 1 + i + − (i + 1) = i + + 1, whereas Player 2 could have reached G (i+ ) with i + moves by simply executing the i + necessary iterations. (Without loss of generality, we can assume that all strategies in the game are memoryless.)
It is even optimal for Player 2 to return the stabilization of her input.
Corollary 7. Given a graph G, it is optimal for Player 2 to return G.
Proof: Similarly to the proof of Lemma 6, consider a minimal counterexample, in which Player 2 is given a graph G and finishes her turn with a graph G (i) G and it would be worse for her to return G instead. Suppose G = G (k) with k minimal, so the conversion of G to G would cost her k. Given G (i) , Player 1 can define G (i+1) as the new input for Player 2 (including the case that i + 1 = k). The conversion costs i for the moves of Player 2 and 1 for Player 1, so altogether i + 1. Since we have chosen a minimal counterexample, from now on, we can assume that Player 2 always returns the stabilization of her input. If i + 1 = k, that is G (i+1) = G, the costs are the same as if Player 2 had chosen to stabilize G herself.
That is, in all cases, Player 1 can choose to pursue a strategy such that the costs are at least as high as when Player 2 always returns stable graphs.
To see that the duration of the game yields an upper bound on the number WL(G) := WL2(G) of iterations of the Weisfeiler-Leman algorithm on input G, it suffices to describe a strategy for Player 1 with which the game has costs at least WL(G). For this, Player 1 can simply recolor the vertices according to the first iteration of the Weisfeiler-Leman algorithm and define the graph G (1) as the input for Player 2. Corollary 7 states that it is optimal for Player 2 to perform the entire Weisfeiler-Leman algorithm on her input. Thus, she could not do better but to perform the remaining iterations of the algorithm on G (1) , resulting in costs that are at least WL(G). (They could be higher because the game does not end before the discrete partition is reached.)
As a consequence of Corollary 7, we can draw conclusions about optimal strategies for Player 1.
Lemma 8. If playing G in response to G is optimal for Player 1 then playing G with G G G is also optimal for Player 1.
Proof: Given an input graph G, a turn of Player 1 consists of choosing a set C of color classes in G which he wants to refine. We denote by G C the graph that Player 1 returns to Player 2.
We show that it is optimal for Player 1 to refine only one color class per turn. Suppose Player 1 is given a graph G and decides to refine a set C consisting of color classes, i.e., C =˙ 1≤i≤ Ci with > 1.
Let k be the minimal number with G C = G
C . Due to Lemma 7, we can assume Player 2 always returns the stabilization of her input. Hence, the costs for Player 2 to return G C are k. We show by induction that the costs do not decrease when Player 1 only refines one color class per turn.
Suppose Player 1 plays the graph GC 1 , which only refines C1. Player 2 will then stabilize GC 1 with, say, j iterations. That is, she returns GC 1 = G (j) C 1 . Part 1 of Lemma 5 yields that GC 1 G (j)
C . If j ≥ k, Player 1 can refine GC 1 to the graph G C and continue as if G C was his input graph for this round.
Assume therefore that j < k. We know that
The second " " is proper since j < k and k is minimal. From Part 3 of Lemma 5 we know that the stabilization of G (j)
C is G C . This implies that the first " " is also proper because GC 1 is stable whereas G (j)
C is not.
This shows that GC 1 is strictly coarser than G (j) C . Thus, Player 1 can proceed by refining GC 1 to G (j) C , on which Player 2 needs k−j moves to obtain the stabilization.
In a similar way, one can show that it is optimal for Player 1 to split the selected color class only into two color classes.
From now on, we can thus assume that Player 1 only refines one color class per turn and that he splits this class into exactly two new color classes. What is the effect of such a turn of Player 1? By recoloring loops and edges, Player 1 refines vertex color classes and edge color classes. As a consequence, some regularity conditions may no longer hold in the obtained graph G. We are in particular interested in the following two conditions.
(C1) The color of an edge determines the color of its head and of its tail. More precisely, for u, v ∈ V (G) the color of (u, v) determines both the colors of (u, u) and (v, v).
(C2) For every edge color class C and every two vertex color classes C1 and C2, the graph which is induced by C between C1 and C2 is biregular. By this we mean that for every two vertices v1, v2 ∈ C1 we have |N +
and similarly for the C-neighborhoods in C1 of vertices in C2.
In her reaction to a turn of Player 1, we let Player 2 "clean up" the graph: By refining edge color classes, first she reestablishes Condition C1 and after that Condition C2, i.e., the color-biregularity. We claim that this procedure costs only 2. Indeed, to satisfy Condition C1, Player 2 can simply perform one Weisfeiler-Leman iteration on her input and ignore various refinements that would be made in this iteration. More precisely, given G colored with χ she can return the coloring that assigns (u, v) the color
Thus, in the first move of her turn, she only refines (real) edge color classes whose heads (and tails, respectively) are not all of the same color. In the second move, she reestablishes color regularity, i.e., she refines vertex color classes according to their color degrees. We call these two moves a clean-up step.
It is possible that the attempt to establish Condition C2 causes Condition C1 to be violated again. Indeed, if the move splits vertex color classes, Condition C1 might need to be reestablished afterwards due to the splitting, i.e., Player 2 might need to continue cleaning-up. In turn this might cause Condition C2 to be violated, and so on. We call a shortest succession of clean-up steps that reestablishes both Condition C1 and Condition C2 simultaneously a complete clean-up step. We denote by cclean(G) the graph resulting from a complete clean-up step on G.
The following observation allows Player 2 to always perform complete clean-up steps without causing critical extra costs.
Observation 9. There are only O(n) splittings of vertex color classes in the game.
A clean-up step that is not yet a complete clean-up step consists of at least one splitting of a vertex color class. Thus, the total costs for a complete clean-up step are bounded by 2s + 2 = O(s), where s is the number of vertex color class splittings appearing in the complete clean-up step. (The additional 2 is for the costs of the last clean-up step, which does not need to incur a vertex color class splitting.) By Observation 9, there are only O(n) vertex color class splittings in the whole game and each of them appears in at most one complete clean-up step. We obtain the following bound on the costs for clean-up steps that split vertex color classes.
Corollary 10. The total costs for complete clean-up steps that split vertex color classes amount to O(n).
A complete clean-up step in which no vertex color classes are split consists only of one clean-up step. Therefore, such a complete clean-up step has constant costs at most 2. This means that we can assign these costs to the subsequent move (either performed by Player 1 or Player 2) since every move entails at most one complete clean-up step. Thus, the extra costs for complete clean-up steps do not have an effect on the asymptotic bound that we want to obtain for the costs of the game. Now we know optimal strategies for both players and we have seen that Player 2 can perform complete clean-up steps whenever she wants without asymptotically increasing the costs. We can thus assume that Player 2 always performs a complete clean-up step on her input graph before and after manipulating it.
Large color classes
To give a bound on the duration of the game, i.e., on its cost, we distinguish between large vertex color classes and small vertex color classes with respect to some threshold function t.
Let t : N → N be a function with t(n) > 0 for every n. We call a vertex color class of G large with respect to t if it consists of at least t(n) = t(|V |) vertices. A small vertex color class is one that is not large.
The choice of the threshold function t for our purposes will be a tradeoff between the costs for operations on edges incident with large vertex color classes and edges incident with small vertex color classes. We will later see that setting t(n) := log 2 (n)/2 suffices to prove Theorem 1.
We first treat edges that are incident with large vertex color classes. Due to Observation 9, we only have to consider moves in which no vertex color classes are split.
For a coloring χ, we define a potential function by setting
Obviously, f (χ) ≤ n 2 for all colorings χ and f is strictly monotonically increasing. That is, if π(χ) π(χ ) then f (χ) < f (χ ).
Let B1, B2, . . . be an enumeration of the large vertex color classes and let B :=˙ k B k be the set of vertices in large vertex color classes.
Lemma 11. Suppose that the current coloring in the game is χ and that the current player chooses a refinement which for some v ∈ B induces a strictly finer partition on the set {(v, w) | w ∈ V } than χ. If a subsequent complete clean-up step does not split any large vertex color class, then f increases by at least t(n).
Proof: Let v be as in the assumptions of the lemma and let B k be the large vertex color class that contains v. Denote by χ the coloring obtained after a subsequent clean-up step. Then in particular there is a certain, not necessarily large, vertex color class C such that on the set {(v, w) | w ∈ C}, the coloring χ induces a strictly finer partition than χ. Thus, the number of color classes occurring in {(v, w) | w ∈ C} increases by at least 1.
By assumption, the vertex color class B k is not split in this round and we can assume Player 2 always performs complete clean-up steps. Therefore, to ensure all vertices in B k have identical color degrees (Condition 2), also on every set {(v , w) | w ∈ C} with v ∈ B k , the coloring χ must induce a partition strictly finer than the one induced by χ. Hence, for each of these sets, of which there are at least t(n), the number of occurring color classes increases by at least 1.
For any vertex v ∈ V and any set of vertices
and this gives the claim.
Corollary 12. The costs for the moves (and the following complete clean-up steps) in which the color set of edges incident with large vertex color classes is properly refined amount to O n 2 /t(n) .
This bound already includes the necessary complete clean-up steps. In the following, we treat the moves in which edge color classes that are only incident with small vertex color classes are refined.
Small color classes
To analyze the costs for small vertex color classes, we describe a strategy for Player 2 on them. For this, we define auxiliary graphs which she uses to derive moves in the original game. For a graph G from the original game, its auxiliary graph is denoted by Aux(G).
Just like with the clean-up steps in the original game, Player 2 will pursue a strategy according to information obtained from auxiliary graphs in order to maintain certain invariants.
Notation 13. We describe all graphs coming from the original game using the letter G and all auxiliary graphs using the letter H or, when derived from a specific graph G, by Aux(G), in order to distinguish between them more clearly.
Every auxiliary graph is undirected, uncolored and not necessarily complete. Whereas in the original game, a move recolors edges, in the auxiliary graphs edges are inserted.
Next we describe how to obtain the auxiliary graph for a graph G appearing during a run of the game. The auxiliary graph Aux(G) is constructed in the following way: Let G1, G2, G3, . . . , G = G be the graphs that were played by the players so far. Let T be the collection of vertex sets C ⊆ V (G) that each form a small vertex color class in some Gi.
The vertices of the auxiliary graph Aux(G) form a partition into two sets, namely the upper and the lower vertices (Vu and V , respectively). They are two identical copies of the set defined as
that is, the set that contains all pairs of a small vertex color class C that has appeared so far in the game and a subset of C. Thus, as the game progresses the auxiliary graphs have more and more vertices.
For every small vertex color class C ∈ T , the graph Aux(G) contains 2 |C| upper vertices and also 2 |C| lower vertices. Thus, there are at most 4n · 2 t(n) vertices in Aux(G). (To see this, one observes that there are at most 2n elements in T .) We have an undirected edge between an upper vertex (C, M ) ∈ Vu and a lower vertex (D, N ) ∈ V if there exists a set of colors C ⊆ C such that in G,
This means that all the edges between M and N in G have a color contained in C . Another way of formulating this is that the vertices of M are exactly the ones whose C -neighborhood is N .
Between two upper vertices (C, M ) and (C , M ), we insert an undirected edge if such a condition holds in both directions -more precisely, if there are sets of colors C , C ⊆ C such that every
The resulting graph is the auxiliary graph Aux(G).
Remark 14. Let G and G with G G be two graphs appearing during the original game (i.e., the graph G appears later than G).
Then it holds that Aux(G ) ⊇ Aux(G), since by definition, the graph Aux(G ) contains all the vertices and all the edges from previous auxiliary graphs.
To describe the strategy that Player 2 will pursue in the original game, we need the notion of a triangle completion, an operation on undirected uncolored graphs, which we define next. Whereas the clean-up steps are designed to simulate information essentially collected by the 1-dimensional Weisfeiler-Leman algorithm, the triangle completion is designed to capture certain dynamics of the 2-dimensional algorithm, as will become apparent.
Algorithm 1 One turn of Player 2 in the 2-player game on input G.
4:
G ← cclean(G) 5: end while 6: return G For an undirected uncolored graph H with V (H) = Vu∪ V , its triangle completion (H) is obtained by applying the following rules once.
• Insert an edge between every two upper vertices that have a common neighbor in V or in Vu.
• Insert an edge between every upper vertex and every lower vertex that have a common neighbor in Vu.
Note that no edges between vertices in V are inserted. On the obtained graph (H), new applications of the above rules may be possible. The graph obtained after i repetitions of the triangle completion on H is denoted by i (H • The graph induced on Vu is a clique.
• The graph induced by the edges between Vu and V is complete bipartite.
Now we describe the strategy that Player 2 derives from the auxiliary graphs for the original game. It is also shown in Algorithm 1. Player 2 first performs a complete clean-up step on her input graph. Then as long as the auxiliary graph of her obtained graph is not stable, she iterates the following process on it: First she performs a Weisfeiler-Leman iteration on G, then a complete clean-up step. She returns the first completely cleaned-up graph G for which Aux(G ) is stable to Player 1 who then performs his next turn.
We claim that if she follows this strategy, then Player 2 only computes O(n · 2 t(n) ) pairwise different auxiliary graphs. To show this, we need the following lemma.
Lemma 16. Let H 1 , H 2 , . . . , H k be a sequence of graphs such that for all i, the following hold.
Furthermore assume that the graph induced by each V i is empty. Then k ∈ O(m).
Proof: Without loss of generality assume |V i | = m for every i. Thus, we may assume that the vertices of all the H i are the same set Vu∪ V . Let H 1 , H 2 , . . . , H k be a minimal counterexample to the statement of the lemma, i.e., choose the graphs H i to have as few edges as possible. This implies that for the cases that (H i ) = H i we have H i+1 = (H i ) and for every other i we have |E(H i+1 )\E(H i )| = 1. We may assume that H 1 is empty.
We claim that for any j with (H j ) = H j , there is some r ≤ 4 such that (H j+r ) = H j+r , i.e., the graph H j+r is stable again.
Suppose (H j ) = H j , that is, H j is stable and has the structure described in Remark 15. The extra edge e in H j+1 either connects two upper vertices or an upper and a lower vertex. Suppose first that e = {v, v } with v, v ∈ Vu. Let U (v) and U (v ) be the cliques containing v and v , among Vu, respectively, and let L(v) and L(v ) be the vertices in V that are connected to U (v) and U (v ), respectively. In (H j+1 ), the edges between v and U (v ) and between v and U (v) are inserted, as well as the edges between L(v) and v and between L(v ) and v.
In 2 (H j+1 ), the graph induced by U (v)∪ U (v ) is rendered a clique and all edges between L(v) and U (v ) and between L(v ) and U (v) are inserted, resulting in a connected component that is complete bipartite between its upper and its lower vertices.
If v is not adjacent to any upper vertex, then in (H j+1 ) all edges between v and U (v) are inserted and (H j+1 ) is stable.
Otherwise, let U (v ) be the clique among Vu that is connected to v . Similarly as in the case that e is an edge among upper vertices, in 2 (H j+1 ), the graph induced by U (v)∪ U (v ) is a clique and all edges between L(v) and U (v ) are present. The vertices in L(v ) are adjacent to all vertices in U (v ) and to v. A third triangle completion then accounts for the missing edges between L(v ) and U (v).
Therefore, the gap between two successive stable graphs is at most 4.
For every i such that H i is stable, the graph H i+1 contains an edge that connects two connected components from H i . We know that H 1 is stable and we have shown that the gap between stable graphs is at most 4. Thus, also the gap between the graphs H i+1 that contain an extra edge connecting two connected components from H i is at most 4. There are at most 2m isolated vertices in H 1 , which yields k ≤ 4 · 2m = O(m).
Lemma 17. Let G be a graph that is completely cleaned up (i.e., cclean(G) = G). Then Aux(G (1) ) ⊇ Aux(G) .
Proof: Suppose G satisfies the assumption. Let Vu∪ V be the partition of the vertices of Aux(G) into upper and lower vertices. Let (C1, M1) and (C2, M2) be two vertices of Vu both adjacent to the vertex (D, N ) ∈ V . By definition of the auxiliary graph, there exists a set of colors C1 ⊆ C such that in G,
There is also a set C2 ⊆ C such that in G,
Here, we use the fact that edge colorings respect converse equivalence.
For m ∈ M1 we have that m ∈ M2 if and only if for every vertex w ∈ D it holds that
Since G is completely cleaned up, this does not only hold for every w ∈ D but for every w ∈ V (G). This implies that in G (1) there is a set of colors C such that every vertex
To see this, suppose v1 ∈ M1. The new color of an edge (v1, v2) contains in its second component the multiset consisting of the tuples χ(w, v2), χ(v1, w) with w ∈ V (G).
For v2 ∈ M2 we have
However, if v1 ∈ M1 and v2 ∈ (C2\M2), then the multiset in the new color of the edge (v1, v2) will contain some element from (C\C2) × C1 ∪ C2 × (C\C1) . This shows that in G (1) the colors of edges from M1 to M2 are distinct from the colors of edges from M1 to the complement of M2.
By symmetry this shows that in Aux(G (1) ) the vertices (C1, M1) and (C2, M2) are adjacent.
A similar argument shows that if (C1, M1) is adjacent to (C2, M2) and an upper or lower vertex (D, N ) then in Aux(G (1) ) there is an edge between (C2, M2) and (D, N ).
We conclude that Aux(G (1) ) ⊇ Aux(G) .
After each complete clean-up step that Player 2 performs in the original game, she computes an auxiliary graph. We show that two auxiliary graphs differ by at least one edge if between their computations at least one color class which is incident only to small vertex color classes is refined -either by a move of Player 1 or during the subsequent complete clean-up step performed by Player 2.
Lemma 18. Let G, G with G G be two graphs appearing in the game that have been completely cleaned up. If there is a color class in G that has been refined in G and is only incident with small vertex color classes, then it holds that Aux(G) Aux(G ).
Proof: Suppose after a complete clean-up step, a small vertex color class of G has been split into at least two new small vertex color classes C and C in G . Thus, because of Condition C1 of a completely cleaned up graph, the graph Aux(G ) contains an edge between the upper and the lower copy of (C , C ), whereas none of these two vertices is present in Aux(G). Now suppose that after a complete clean-up step, an edge color class C of G incident with only small vertex color classes has been split in G into at least two new edge color classes C and C without causing any split of small vertex color classes. Consequently, there exists a vertex v in a small vertex color class A of G which satisfies that ∅ N +
We wish to bound the cost that Player 2 incurs within Algorithm 1.
To do so we need to bound the costs that incur before and within the while loop. Let G1, G2, . . . be the sequence containing the following two types of graphs in their order of appearance during the game. On the one hand, it contains the graphs that are played by Player 1 and cleaned up by Player 2 and have incurred some refinement of edges only incident with small vertex color classes. On the other hand, it contains the graphs that are results of computations of Line 4 of Algorithm 1 across the entire play of the game. Thus, the sequence consists of all completely cleaned-up graphs which are played in the game right after a refinement of color classes that are only incident with small vertex color classes.
Lemma 19. The sequence of graphs G1, G2, . . . has length at most O(2 t(n) n).
Proof: Set m := 4n · 2 t(n) for the threshold function t. Each of the graphs Aux(G1), Aux(G2), . . . has size at most m. Therefore, since Gi+1
Gi we have Aux(Gi) ⊆ Aux(Gi+1) by Remark 14. The while loop in Algorithm 1 is only entered in the case that Aux(G) = Aux(G). Also in that situation G is completely cleaned up. We conclude with Lemma 17 that Aux(Gi) ⊆ Aux(Gi+1). Finally we conclude from the previous lemma that Aux(Gi) Aux(Gi+1).
Thus, we have shown that the sequence Aux(G1), Aux(G2), . . . fulfills the conditions of Lemma 16 with m = O(2 t(n) n), implying that the length of the sequence G1, G2 . . . is O(m) = O(2 t(n) n).
The lemma in particular implies that Algorithm 1 terminates. Now we can bound the iteration number for small color classes.
Corollary 20. The number of iterations in which color classes that are incident only to small vertex color classes are refined is O(2 t(n) n).
Proof: By Lemma 19, the sequence of the computed auxiliary graphs satisfies the conditions from Lemma 16. Thus, every subsequence of it also satisfies these conditions. If we only consider the subsequence of auxiliary graphs that are computed after moves that refine a color class which is only incident with small vertex color classes, we know that the sequence has length O(m), where m is the maximum number of upper vertices in an auxiliary graph. Thus, the sequence has length O(n · 2 t(n) ).
With Lemma 18, the length of the sequence is an upper bound on the number of iterations in which color classes that are incident only to small vertex color classes are refined.
From the corollary we immediately conclude Lemma 3.
We have assembled all the required tools to prove our main theorem concerning the upper bound on the number of iterations.
Proof:[Proof of Theorem 1] Let G be a graph with n vertices. To show a bound on the number of iterations it suffices to show an upper bound on the costs of the 2-player game that we defined. Assume that both players play optimally. By Corollary 12 the total cost of moves in which a color class incident with a large vertex color class is split is O n 2 /t(n) . By Corollary 20, the total costs of moves in which a small color class is split are O(n · 2 t(n) ). Therefore, the entire game costs O n 2 /t(n) + O(n · 2 t(n) ) and setting t := log 2 (n)/2 yields the upper bound of O n 2 / log 2 (n) .
Logics without counting
The bound we have proven for the 2-dimensional Weisfeiler-Leman algorithm leads to bounds on the quantifier depth in the 3-variable first order logic with counting C 3 . However, one may wonder what happens for the 3-variable first order logic without counting L 3 . A priori it is not clear that there should be a relationship between the depths of formulas distinguishing graphs in C 3 and in L 3 . We can thus not draw conclusions about L 3 from our theorems.
However, a careful analysis of our proof reveals that we could have obtained the same results for the logic without counting.
For this, one has to redefine the coloring in Definition 4 so as to obtain a non-counting version of the 2-dimensional Weisfeiler-Leman algorithm (see (Otto 1997, Subsection 2.2.4) ). In this version we replace the multiset M with a set with the same elements. Refinement and stability is then defined with respect to this new operator. Most lemmas apply to the new situation with verbatim proofs. Most notably for the potential function for large color classes, the definition does not use a multiset.
Condition C2 in the clean-up steps of Player 2 then has to be replaced by a condition that requires that for v1, v2 ∈ C1 we have that {χ(v1, u) | u ∈ C2} = {χ(v2, u) | u ∈ C2} and also {χ(u, v1) | u ∈ C2} = {χ(u, v2) | u ∈ C2}.
Finally we highlight the fact that in the auxiliary graph, the definition of adjacency, for example the requirement that there exists a set of colors C ⊆ C such that every vertex v satisfies v ∈ M ⇐⇒ N + C (v) = N, does not require counting either. We conclude that analogous statements to our theorems also hold for the 3-variable first order logic without counting L 3 .
Conclusion
We have shown that the number of iterations of the 2-dimensional Weisfeiler-Leman algorithm is in O n 2 / log(n) .
The factor 1/ log(n) arises from a trade-off between considerations in large and small vertex color classes, and thus it arises from the factor of 2 t appearing in Lemma 3. However, an improvement of the bound on the iteration number for graphs with bounded color class size would not directly improve the overall iteration number. Indeed, since refinements within small color classes may be caused by refinements of large color classes, and also since small color classes might appear only over time, we crucially needed to bound the number of all refinements involving small color classes within general graphs (that may not have bounded color class size). This is exactly what our game is suitable for, since Player 1 may continue to refine the graph after it is stable.
Our proof for the 3-variable logic already requires a careful analysis of the interaction between the small color classes. However, it remains an interesting open question whether our techniques can be generalized to also show bounds on the depth of formulas with more variables.
A. Appendix: Converse equivalence
In this section we briefly discuss the quite technical reason why we require converse equivalence for all colorings. Indeed we required that χ(v1, u1) = χ(v2, u2) if and only if χ(u1, v1) = χ(u2, v2) holds for any coloring χ that we consider (see the preliminaries). In principle it would be possible to avoid such a definition. However, consider the following example. Let A := {a1, a2, . . . , at} and B := {b1, b2, . . . , bt} be two sets of equal size. We define a coloring χ such that for all a, a ∈ A and b, b ∈ B with a = a and b = b we have that χ(a, a) = χ(b, b) = 0, χ(a, a ) = 1, χ(b, b ) = 2, χ(b, a) = 3. We also define χ(ai, bj) = 4 if i = j or i = j + 1 modulo t and define χ(ai, bj) = 5 otherwise. Note that this coloring does not have the converse equivalence property. If we apply the definition of the Weisfeiler-Leman algorithm given in Definition 4 then this coloring is stable. For such a coloring one has to adapt the multiset M to also take reverse directions into account and replace the definition by M := χ(w, v2), χ(v2, w), χ(v1, w), χ(w, v1) | w ∈ V .
In the logic context, especially when working with finite structure this is the natural definition for the Weisfeiler-Leman algorithm (see for example (Kiefer et al. 2015) ). Also in the context of coherent configurations this is always required (Cameron 2003) . Since the definition ensures that an iteration of the Weisfeiler-Leman algorithm can also take reverse directions into account, after one iteration the coloring satisfies converse equivalence. (Recall that loops have different colors than other edges.) Converse equivalence is then maintained in all future iterations as well.
In the game we consider in this paper, we basically want to allow Player 1 to refine to arbitrary colorings that do not arise from the application of the algorithm. Indeed, we can drop the requirement for converse equivalence. In this case, at the expense of a more technical clean-up procedure Player 2 could then (under the new definition of the Weisfeiler-Leman algorithm) restore converse equivalence. Overall we obtain essentially the same results.
