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Abstract
The aim of the present paper is three folds. For a reproducing kernel Hilbert
space A (R.K.H.S) and a σ−finite measure space (M1,dµ1) for which the corre-
sponding L2−space is a separable Hilbert space, we first build an isometry of
Bargmann type as an integral transform from L2(M1,dµ1) into A. Secondly, in the
case where there exists a σ−finite measure space (M2,dµ2) such that the Hilbert
space L2(M2,dµ2) is separable and A ⊂ L2(M2,dµ2) the inverse isometry is also
given in an explicit form as an integral transform. As consequence, we recover
some classical isometries of Bargmann type. Thirdly, for the classical Dirichlet
space as R.K.H.S, we elaborate a new isometry of Bargmann type. Furthermore,
for this Dirichlet space, we give a new characterization, as harmonic space of
a single second order elliptic partial differential operator for which, we present
some spectral properties. Finally, we extend the same results to a class of gener-
alized Bergman-Dirichlet space.
Keywords: Hilbert spaces with reproducing kernels; Dirichlet spaces; Orthogo-
nal polynomials; Integral transforms; Partial differential operators; Spectral
theory.
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1 Introduction
The classical Bargmann transform is an integral transform between the Schrödinger
space of square integrable functions and the Fock space of holomorphic functions.
It was introduced by Bargmann [5] in 1961 giving an isomorphism between two
formulations of quantum mechanics
B : L2(R, dx) −→A2(C) ⊂ L2(C, e−|z|2dλ(z))
ϕ 7−→ B[ϕ](z) := π−34
∫ +∞
−∞
exp(−x
2
2
+
√
2xz − z
2
2
)ϕ(x)dx, (1.1)
whereA2(C) is the Bargmann-Fock space of the holomorphic functions integrable
with respect to the Gaussian measure e−|z|2dλ(z). Here, dλ(z) is the ordinary area
measure. The inner product in A2(C) is inherited from L2(C, e−|z|2dλ(z)).
From then on, the Bargmann transform becames a powerful tool in mathematical
analysis and mathematical physics. For this transform, several generalizations,
using different approaches, have been given. Based on the fact that the Bargmann
transform arises as the isometry part in the polar decomposition of the restric-
tion operator, from holomorphic functions on complex space to functions on real
space, Brian Hall has generalized the Bargmann transform to the compact Lie
group [13, 14]. In the same perspective, we can also quote the following refer-
ence [26]. The compact case was also generalized to the case of a special class
of compact symmetric spaces by [16]. In the same way, Matthew Stenzel has
given a straight forward generalization of the Bargmann transform to the special
class of complex Riemann manifolds including compact symmetric spaces [33].
In the case of complex type, the Bargmann transform associated with non com-
pact symmetric spaces was also discussed by Brian Hall [15]. Here, in this work,
based on the idea that the Bargmann space is a reproducing kernel Hilbert space
(R.K.H.S) [] and the integral kernel of the Bargmann transform appear as a gener-
ating function of the Hermite polynomials which is an orthogonal system of the
Hilbert space L2(R, e−x
2
dx), we purpose a simple generalization of the Bargmann
transform in the frame of R.K.H.S theory. Precisely, we will be concerned with a
separable R.K.H.S A which will plays the same role as the Bargmann space A2(C)
and a separable Hilbert space H = L2(M1,dµ1) which will plays the same role of
the space L2(R, e−x2dx). More precisely, we have the following result.
Theorem 1.1. Let M2 be an arbitrary (non-empty) set and let F (M2) the space of
all complex valued functions on M2. Let (M1,dµ1) be a measure space for which the
corresponding L2(M1,dµ1) space is a separable Hilbert space and A ⊂ F (M2) being a
reproducing kernel Hilbert space (R.K.H.S). If B1 = (ϕj)j∈Z+ and B2 = (ψj)j∈Z+ be two
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orthonormal basis of L2(M1,dµ1) and A, respectively, then the following statements
holds.
i) For each fixed z ∈M2, the series
K(z,w) =
∑
j∈Z+
ϕj(w)ψj(z), w ∈M1, (1.2)
converges a.e−dµ1.
ii) The following integral transform
L2(M1,dµ1) −→A
ϕ 7−→ B[ϕ](z) :=
∫
M1
K(z,w)ϕ(w)dµ1(w), z ∈M2, (1.3)
defines a unitary isomorphism from L2(M1,dµ1) into the R.K.H.S A.
Moreover, if the measure dµ1 is a σ−finite and the set M2 is also equipped with a
σ−finite measure dµ2 such that the R.K.H.S A is a subspace of L2(M2,dµ2). Then, the
inverse isomorphism B−1 is also given by the following integral transform
A −→ L2(M1,dµ1)
ψ 7−→ B−1[ψ](w) :=
∫
M2
K(z,w)ψ(z)dµ2(z), w ∈M1. (1.4)
There aremany ways of computing the integral kernel appearing in the Bargmann
transform. In particular, this involves the Blattner-Kostant-Sternberg theory [26].
An other way is to use theory of Hermite functions and their generating func-
tion [5, 37]. Based on this last idea, various authors have introduced new isome-
tries considered as transformations of Bargmann type. For more details, we cite
[9, 10, 21, 22, 23, 24].
A closed inspection shows that the last cited authors have used the same technical
method to deal with case by case theirs isometries of Bargmann type. However,
these cases can be brought in an unified framework recovering the classical analy-
sis, q−analysis as well as the quaternionic analysis. This is the purpose of the first
part of the present work. Concretely, we first elaborate a general result giving
an isometry of Bargmann type and its inverse, using simple geometric intrinsic
properties of Hilbert space. This is the subject of the above theorem (1.1).
In one hand, these theorems allowed us to recover the results of the last authors
being cited above. Effectively, to not overloud the text, we will restrict our treat-
ment to the following three examples: the classical Bargmann transform [5], the
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second Bargmann transform [5] and the generalized Bargmann transform [10].
On the other hand, theorem (2.2), with the help of some technical summabil-
ity methods, allowed us to define and construct Bargmann transforms associated
with the Dirichlet space and the generalized Bergmann-Dirichlet space. Parallel
to the construction of these Bargmann transforms corresponding to the Dirichlet
space and to generalized Dirichlet space, we characterize these spaces as har-
monic spaces of some elliptic second order partial differential operators.
Before going ahead, we give a concise picture of theses characterizations.
We recall that the Dirichlet space ([7]) D on the unit disk D is the vector space of
holomorphic functions on D for which the Dirichlet integral
D(f ) =
1
π
∫
D
| f ′(z) |2 dλ(z), (1.5)
is finite, where dλ(z) is the Lebesgue area measure on D. For this Dirichlet space,
we prove the following characterization
D = {F ∈D(∆˜), ∆˜F = 0}, (1.6)
where ∆˜ is the partial differential operator defined by
∆˜ = −4(1− | z |2)[(1− | z |2) ∂
2
∂z∂z
− 2z ∂
∂z
], (1.7)
acting on the Hilbert space L2(D,dλ(z)), with the dense domain
D(∆˜) := {F ∈ L2(D,dλ(z)), ∆˜F ∈ L2(D,dλ(z)) and ∂F
∂z
∈ L2(D,dλ(z))}. (1.8)
Also, for the Dirichlet space viewed as Hilbert space endowed with the following
scalar product
< f ,g >D= f (0)g(0) +
∫
D
f
′
(z)g ′(z)dλ(z), (1.9)
we establishe the following Bargmann transform
L2(R+,dx) −→D
f 7−→ B[f ](z) :=
∫ +∞
0
K(z,x)f (x)dx, (1.10)
where K(z,x) is given by
K(z,x) =
e
x
2√
π
[1 +
z
Γ(32)
∫ +∞
0
√
te−t(1− ze−t)−2 exp( −xze
−t
1− ze−t )L1(
x
1− ze−t )dt]. (1.11)
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In the same way, we deal with the generalized Bergmann-Dirichlet space ([8])Dαm,
α > −1, m ∈ Z+ defined as the space of analytic function f (z) on the unit disk D
f (z) =
+∞∑
j=0
ajz
j , z ∈ D, (1.12)
for which the generalized Dirichlet integral
Dαm(f ) =
1
π
∫
D
| f (m)(z) |2 dµα(z), (1.13)
is finite, where dµα(z) = (1− | z |2)αdλ(z).
Any function f ∈ Dαm splits as
f (z) = f1,m(z) + f2,m(z), (1.14)
where f1,m(z) =
m−1∑
j=0
ajz
j and f2,m(z) =
+∞∑
j=m
ajz
j , with the convention that f1,m(z) = 0
when m = 0.
The generalized Bergmann-Dirichlet space equipped with the following scalar
product
< f ,g >α,m=< f1,m,g1,m >α + < f2,m,g2,m >α, (1.15)
where
< f ,g >α=
∫
D
f (z)g(z)dµα(z), (1.16)
is R.K.H.S [8].
For this functional space Dαm, we prove the following characterization
Dαm = {F ∈D(∆˜α), ∆˜αF = 0}, (1.17)
where ∆˜α is the elliptic partial differential operator defined by
∆˜α := −4(1− | z |2)[(1− | z |2)
∂2
∂z∂z
− (α +2)z ∂
∂z
], (1.18)
acting on the Hilbert space L2,α(D) = L2(D, (1− | z |2)αdλ(z)), with the dense do-
main
D(∆˜α) := {F ∈ L2,α(D), ∆˜αF ∈ L2,α(D) and ∂
mF
∂zm
∈ L2,α(D)}. (1.19)
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For this generalized Bergmann-Dirichlet space, we establish the following Bargmann
transform
L2(R+,dx) −→Dαm
f 7−→ B[f ](z) :=
∫ +∞
0
K(z,x)f (x)dx, (1.20)
where
K(z,x) =
x
−α
2 e
x
2√
πΓ(1 +α)
∑
0≤j<m
zjL
(α)
j (x)
+
m!zm(Γ(32))
−m
Γ(12))
1−mx
−α
2 e
x
2√
πΓ(1 +α)
∫ +∞
0
ω(α,m)(t)(1− ze−t)−α−m−1exp( −xze
−t
1− ze−t )L
(α)
m (
x
1− ze−t )dt.
(1.21)
and ̟(α,m) is the function defined as follows
̟(α,m)(t) =
√
te−t ∗ [(√te−2t) ∗ (e
−(α+2)t
√
t
)] ∗ ... ∗ [(√te−mt) ∗ (e
−(α+m)t
√
t
)], m ≥ 2. (1.22)
The notation f ∗ g means the following convolution product
f ∗ g(x) =
∫ x
0
f (x − y)g(y)dy. (1.23)
This paper is summarized as follows. In section 2, we build in a general way a
Bargmann transform associated with R.K.H.S and we apply this to recover the
classical Bargmann transform on C ([5]), the second Bargmann transform on the
unit disk [5] and the generalized second Bargmann transforms [10]. In the section
3, we prove the proposition (3.1) related to the characterization of the Dirichlet
space as harmonic space of a single elliptic second order partial differential op-
erator. Also, in this section we prove the proposition (3.3) in which we give the
Bargmann transform associated with the Dirichlet space. The section 4 will be
devoted to the generalized Bergman-Dirichlet space. In this section we follow the
same lines as in the section 3.
2 Bargmann transform associated with R.K.H.S
2.1 New Bargmann transform associated with R.K.H.S
In this subsection, based on the reproducing kernel theory [4], we construct a
Bargmann transform associated with an abstract reproducing kernel Hilbert space.
We have the following result.
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Theorem 2.1. Let L2(M1,dµ1) and L2(M2,dµ2) be a two separable Hilbert spaces and
let A ⊆ L2(M2,dµ2) be a reproducing kernel Hilbert subspace, where dµ1 and dµ2 are
a σ−finite measures. Let B1 = (ϕj)j∈Z+ and B2 = (ψj)j∈Z+ be two orthonormal basis of
L2(M1,dµ1) and A, respectively, then we have the following statements
i) For each fixed z ∈M2, the series
K(z,w) =
∑
j∈Z+
ϕj(w)ψj(z), w ∈M1, (2.1)
converges a.e−dµ1 and K(z, .) ∈ L2(M1,dµ1).
ii) The following integral transform
L2(M1,dµ1) −→A
ϕ 7−→ B[ϕ](z) :=
∫
M1
K(z,w)ϕ(w)dµ1(w), z ∈M2, (2.2)
defines a unitary isomorphism from L2(M1,dµ1) into the R.K.H.S A.
iii) The inverse isomorphism B−1 is given by the integral transform
A −→ L2(M1,dµ1)
ψ 7−→ B−1[ψ](w) :=
∫
M2
K(z,w)ψ(z)dµ2(z), w ∈M1. (2.3)
iv) We have the following pairwise formula
(a) ψj(z) =
∫
M1
K(z,w)ϕj(w)dµ1(w), z ∈M2. (2.4)
(b) ϕj(w) =
∫
M2
K(z,w)ψj(z)dµ2(z), w ∈M1. (2.5)
Proof. First, we set H1 = L2(M1,dµ1) and H2 = L2(M2,dµ2). Let B˜ be the following
linear operator defined by
B˜ :H1 −→A
ϕ =
∑
j∈Z+
< ϕ,ϕj >H1 ϕj 7−→ B˜[ϕ] =
∑
j∈Z+
< ϕ,ϕj >H1 ψj . (2.6)
By theory of Fourier series in Hilbert space, B˜ is well defined as a unitary isomor-
phism from H1 into A. Now, let us prove that the operator B˜ coincides with the
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integral operator B defined in (2.2).
To do so, we first consider the following series
B˜[ϕ](z) =
∑
j∈Z+
< ϕ,ϕj >H1 ψj(z). (2.7)
By the Cauchy-Chwartz inequality, we have
| B˜[ϕ](z) |≤ (
∑
j∈Z+
|< ϕ,ϕj >H1 |2)
1
2 (
∑
j∈Z+
| ψj(z) |2)
1
2 . (2.8)
For later use, it is recalled that
‖ ϕ ‖H1= (
∑
j∈Z+
|< ϕ,ϕj >H1 |2)
1
2 . (2.9)
For proving that the series B˜[ϕ](z), defined in (2.7), is absolutely convergent, it
suffice to show that the involved series
ρ(z) = (
∑
j∈Z+
| ψj(z) |2)
1
2 , (2.10)
appearing in the equation (2.8), is convergent. Let KA(z,w) be the reproducing
kernel of the Hilbert space A. According to Papadakis theorem [27, p.12], we
have the following formula
KA(z,w) =
∑
j∈Z+
fj(z)fj(w), z,w ∈M1, (2.11)
for any orthonormal basis {fj}j∈Z+ of the Hilbert space A. Moreover, the series in
the left hand side of (2.11) is pointwise convergent. It follows that the series ρ(z)
defined in (2.10) coincides with the number
√
KA(z,z). Thus, the convergence of
the series ρ(z) is obtained.
Returning back to the inequality (2.8) and using (2.9) with (2.10), we find the
following estimate
| B˜[ϕ](z) |≤ ρ(z) ‖ ϕ ‖H1 . (2.12)
The above inequality traduces the continuity of the following linear functional
H1 −→ C
ϕ 7−→ B˜[ϕ](z), (2.13)
for each fixed z ∈M2.
Then, by Riesz-theorem, there exists hz ∈ H1 such that
B˜[ϕ](z) =< ϕ,hz >H1 . (2.14)
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From the definition of B˜ given in (2.6), we obtain the following equality∑
j∈Z+
< ϕ,ϕj >H1 ψj(z) =< ϕ,hz >H1 . (2.15)
Recalling that {ϕj}j∈Z+ is an orthonormal basis of H1 and using the fact that the
series ∑
j∈Z+
| ψj(z) |2= ρ2(z), (2.16)
is convergent, we obtain that the series
∑
j∈Z+
ψj(z)ϕj converges inH1. This last result
combined with the continuity of hermitian scalar product imply that the equation
(2.15) can be rewritten as
< ϕ,
∑
j∈Z+
ψj(z)ϕj >H1=< ϕ,hz >H1 , f or all ϕ ∈ H1. (2.17)
This last equation leads to the following equation
K(z,w) :=
∑
j∈Z+
ϕj(w)ψj(z) = hz(w), a.e− dµ1 in M1, (2.18)
for each fixed z ∈M2. Thus, the first point of the theorem (2.1) is proved.
Thanks to the equation (2.18), the right hand side of the equation (2.14) can be
written as
< ϕ,hz >H1=
∫
M1
K(z,w)ϕ(w)dµ1(w), ϕ ∈ H1, z ∈M2. (2.19)
Hence, the equation (2.14) becomes
B˜[ϕ](z) =
∫
M1
K(z,w)ϕ(w)dµ1(w) = B[ϕ](z), ϕ ∈ H1, z ∈M2. (2.20)
Thus, this last equality gives the second point of theorem (2.1).
For ending the proof, it remains to prove that the inverse isomorphism B−1 is
given by the following integral transform
B−1[ψ](z) :=
∫
M2
K(w,z)ψ(w)dµ2(w), ψ ∈ H2, z ∈M1. (2.21)
By using the fact that B is a unitary isomorphism, we have
< B[ϕ1],B[ϕ2] >H2=< ϕ1,ϕ2 >H1 , ϕ1, ϕ2 ∈ H1. (2.22)
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Let B∗ :A −→H1 be the adjoint operator of B defined by the following equation
< B[ϕ],ψ >H2=< ϕ,B
∗[ψ] >H1 . (2.23)
Using the equation (2.22) with (2.23), we obtain
< ϕ1,B
∗B(ϕ2) >H1=< ϕ1,ϕ2 >H1 f or all ϕ1 ∈ H1. (2.24)
It follows that B∗B = I1, where I1 is the identity of H1, and hence, B−1 = B∗. By
applying the definition of B∗ and using the Fubini theorem [6, 20, p.187,p.48], we
get
< ϕ,B∗[ψ] >H1 =< B[ϕ],ψ >H2
=
∫
M2
∫
M1
K(z,w)ϕ(w)ψ(z)dµ1(w)dµ2(z)
=
∫
M1
∫
M2
K(z,w)ϕ(w)ψ(z)dµ2(z)dµ1(w)
=
∫
M1
ϕ(w)
∫
M2
K(z,w)ψ(z)dµ2(z)dµ1(w). (2.25)
Finally, we find
B−1[ψ](w) = B∗[ψ](w) =
∫
M2
K(z,w)ψ(z)dµ2(z), w ∈M1. (2.26)
Taking the operator B˜ defined in (2.6) and the formula (2.20), we obtain easily the
first point (a) in (iv). Also, by using the fact that the operator B˜ defined in (2.46)
is a one to one isometry, we can write the operator B˜−1 as follows
B˜−1 : A −→H1
ψ 7−→ B˜−1[ψ] =
∑
j∈Z+
< ψ,ψj >H2 ϕj . (2.27)
Then, by exploiting the expression of the last operator B˜−1 and the formula (2.21),
we get the second point (b) in (iv).
The proof of theorem is closed.
Remark 2.1. In the case where B1 = {ϕj}j∈Z+ is just only an orthonormal family and
does not form a complete system in H1 = L2(M1,dµ1). The theorem (2.1) remains true
if we take the closed subspace spanned by {ϕj}j∈Z+ instead of the whole space H1.
Remark 2.2. Notice that there exists a R.K.H.S which is not of L2−type, as will be
seen in the next section for the Dirichlet spaces [7]. For these type-spaces, the theorem
(2.1) can not be directly applied. However, to overcome this problem we can state the
following theorem which is just a light modification of the first one.
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Theorem 2.2. Let L2(M1,dµ1) be a separable Hilbert space and let A be a reproducing
kernel Hilbert space equipped with a scalar product <,>A. Let B1 = (ϕj)j∈Z+ and B2 =
(ψj)j∈Z+ be an orthonormal basis of L2(M1,dµ1) and A respectively. Then, we have the
following statements
i) For each z ∈M2, the series
K(z,w) =
∑
j∈Z+
ϕj(w)ψj(z), w ∈M1, (2.28)
converges a.e−dµ1 and K(z, .) ∈ L2(M1,dµ1).
ii) The following integral transform
L2(M1,dµ1) −→A
ϕ 7−→ B[ϕ](z) :=
∫
M1
K(z,w)ϕ(w)dµ1(w), z ∈M2, (2.29)
defines a unitary isomorphism from L2(M1,dµ1) into the R.K.H.S A.
iii) The inverse isomorphism B−1 is given by the following series
A −→ L2(M1,dµ1)
ψ 7−→ B−1[ψ] :=
+∞∑
j=0
< ψ,ψj >A ϕj . (2.30)
Proof. For (i) and (ii) the proofs given in theorem (2.1) remain unchanged.
For the proof of (iii), we consider the associated Bargmann transform
L2(M1,dµ1) −→ (A,<,>A)
ϕ 7−→ B[ϕ] :=
+∞∑
j=0
< ϕ,ϕj >H1 ψj . (2.31)
By a direct computation with the use of the Fourier’s series theory in the Hilbert
space, we can prove that the inverse of the transformation B is given by the fol-
lowing Fourier series
B−1[ψ] =
+∞∑
j=0
< ψ,ψj >A ϕj . (2.32)
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Thanks to the above theorem, we can rederive some classical Bargmann trans-
forms and its generalizations. Indeed, as exampleswe recover the classical Bargmann
transform on C [5], the second Bargmann transform on the unit disk D [5] and its
generalization given by Intissar et al. [10].
Firstly, we are concerned with the classical Bargmann transform.
2.2 Derivation of the classical Bargmann transform on the complex plan
In this subsection, we deal with the following Bargmann transform
L2(R,dx) −→ A2(C) ⊂ L2(C, e−|z|2dλ(z))
ϕ 7−→ B[ϕ](z) :=
∫ +∞
−∞
π
−3
4 exp(−z
2
2
+
√
2xz − x
2
2
)ϕ(x)dx, z ∈ C. (2.33)
The transformation B is one to one isometry from L2(R,dx) into the Bargmann
space A2(C) of holomorphic functions on C being L2−integrable with respect to
the Gaussian measure dµ2(z) = e−|z|
2
dλ(z), where dλ(z) is the Lebesgue measure
on C.
We recall that the Bargmann space A2(C) is a R.K.H.S having
K(z,w) = π−1ezw, (2.34)
as the reproducing kernel [5].
Now, in order to build this classical Bargmann transform by using theorem (2.1),
we consider
M1 = R, dµ1(x) = e
−x2dx, M2 =C and dµ2(z) = e
−|z|2dλ(z).
It is well know that an orthogonal basis of L2(R, e−x
2
dx) is given in terms of the
Hermite orthogonal polynomials [19, p.250],
Hj(x) = j!
[ j2 ]∑
k=0
(−1)k(2x)j−2k
k!(j − 2k)! , (2.35)
where [ j2] is the integer part of the number
j
2 .
The corresponding normalized polynomials [30, p.109] defined by
ϕj(x) =
1
π
1
4
√
j!2j
Hj(x), j ∈ Z+, (2.36)
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forms an orthonormal basis of L2(R, e−x
2
dx).
A canonical orthonormal basis [5, p.201] of the Bargmann space A2(C) is given by
ψj(z) =
zj√
πj!
, j ∈ Z+. (2.37)
By using (i) of theorem (2.1), the series
K(z,x) =
∑
j∈Z+
ϕj(x)ψj(z)
= π−
3
4
∑
j∈Z+
Hj(x)
j!
(
z√
2
)j , (2.38)
converges, for each z ∈ C, a.e− dµ1(x) in R.
Using the generating function [25, p.102] for the Hermite polynomials,
+∞∑
j=0
Hj(x)
j!
tj = exp(2xt − t2), (2.39)
for t = z√
2
, the expression (2.38) becomes
K(z,x) = π−
3
4 exp(
√
2xz − z
2
2
). (2.40)
Now, by using (ii) of theorem (2.1), the following transform
B˜[ϕ](z) :=
∫ +∞
−∞
π
−3
4 exp(−z
2
2
+
√
2xz − x2)ϕ(x)dx, z ∈ C, (2.41)
defines a unitary isomorphism from L2(R, e−x2dx) into the Bargmann space A2(C).
It is easy to see that the following linear transform
T : L2(R,dx) −→ L2(R, e−x2dx)
f 7−→ e x
2
2 f , (2.42)
is a unitary isomorphism. Then, by the composition B = B˜ ◦ T , we recover the
Bargmann transform defined in (2.33).
Moreover, by using (iii) of theorem (2.1), the inverse isomorphism B−1 is given by
the integral transform
L2(C, e−|z|
2
dλ(z)) −→ L2(R,dx)
ψ 7−→ B−1[ψ](x) :=
∫
C
π
−3
4 exp(−z
2
2
+
√
2xz − x
2
2
)ψ(z)e−|z|
2
dλ(z), x ∈ R. (2.43)
Secondly, we will be interested in the so-called second Bargmann transform [5,
p.203].
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2.3 Derivation of the second Bargmann transform on the unit disk
In this subsection, we treat the following second Bargmann transform
L2(R+,
xδ
Γ(1 + δ)
dx) −→ A2,δ(D) ⊂ L2(D, δ
π
(1− | z |2)δ−1dλ(z))
ϕ 7−→ B[ϕ](z) :=
∫ +∞
0
exp(−x2(1+z1−z ))
(1− z)δ+1 ϕ(x)
xδ
Γ(1 + δ)
dx, z ∈ C, (2.44)
where δ is a positive real number representing the parameter γ in [5, p.203] and Γ
is the Euler Gamma function [19, p.1]. The transformation B maps isometrically
the Hilbert space L2(R+,
xδ
Γ(1+δ)dx) into the Bergman space A
2,δ(D) of holomorphic
functions on unit disk D being L2−integrable with respect to the measure dµ2(z) =
δ
π (1− | z |2)δ−1dλ(z).
To build the above transformation by the use of theorem (2.1), we first recall that
the Bergman space A2,δ(D) is a R.K.H.S with the following reproducing kernel
[17, 36].
Kδ(z,w) =
1
(1− zw)δ+1 . (2.45)
Secondly, we consider
M1 = R+, dµ1(x) = x
δe−xdx, M2 =D and dµ2(z) =
δ
π
(1− | z |2)δ−1dλ(z).
The classical orthogonal basis of L2(R+, e−xxδdx) is given by the Laguerre polyno-
mial [30, p.113]
L
(δ)
j (x) =
j∑
k=0
(−1)k(δ +1)k
k!(j − k)! x
k , (2.46)
where (α)k = α(α +1)...(α + k − 1) is the Bokhammer symbol.
The corresponding orthonormalized polynomials [30, p.115] defined by
ϕj(x) =
√
j!
Γ(δ + j +1)
L
(δ)
j (x), j ∈ Z+, (2.47)
constitute an orthonormal basis of the Hilbert space L2(R+,xδe−xdx).
It is not hard to see that the family
ψj(z) =
√
Γ(1 + δ+ j)
j!δΓ(δ)
zj , j ∈ Z+, (2.48)
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forms an orthonormal basis of the Bergman space A2,δ(D).
Now, by using (i) of theorem (2.1), we can see that the following series
K(z,x) =
∑
j∈Z+
ϕj(x)ψj(z)
= [δΓ(δ)]−
1
2
∑
j∈Z+
zjL
(δ)
j (x), (2.49)
converges for each fixed z ∈ D, a.e− dµ1(x) in R+.
By applying the canonical functional relation Γ(δ + 1) = δΓ(δ), the formula (2.49)
can be rewritten as
K(z,x) = [Γ(δ +1)]−
1
2
∑
j∈Z+
zjL
(δ)
j (x). (2.50)
Now, with the help of the generating function [30, p.114] for the Laguerre poly-
nomials,
+∞∑
j=0
zjL
(δ)
j (x) =
1
(1− z)δ+1 exp(−
xz
1− z ), (2.51)
the function K(z,x) given in equation (2.49) becomes
K(z,x) =
[Γ(δ +1)]−
1
2
(1− z)δ+1 exp(−
xz
1− z ). (2.52)
Its follows from (ii) of theorem (2.1) that the integral transform
B˜[ϕ](z) :=
∫ +∞
0
[Γ(δ +1)]−
1
2
(1− z)δ+1 exp(−
xz
1− z )ϕ(x)x
δe−xdx, z ∈ C, (2.53)
maps isometrically the Hilbert space L2(R+,xδe−xdx) into the Bergman spaceA
2,δ(C).
Also in a natural way, we have the following unitary isomorphism
T : L2(R+,
xδ
Γ(1 + δ)
dx) −→ L2(R+,xδe−xdx)
f 7−→ e
x
2√
Γ(1 + δ)
f . (2.54)
Then, the composition B = B˜ ◦ T gives the desired second Bargmann transform
defined in (2.44).
Moreover, by using (iii) of theorem (2.1) and the well known algebraic relation
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B−1 = T −1◦B˜−1 the inverse isomorphism B−1 can be given by the following integral
transform
A2,δ(D) ⊂ L2(D, δ
π
(1− | z |2)δ−1dλ(z)) −→ L2(R+, x
δ
Γ(1 + δ)
dx)
ψ 7−→ B−1[ψ](x) := δ
π
∫
D
exp(−x2(1+z1−z ))
(1− z)δ+1 ψ(z)(1− | z |
2)δ−1dλ(z), x ∈ R+. (2.55)
Now, we will be concerned with a new isometry called the generalized second
Bargmann transform associated with the hyperbolic Landau-Levels on the Poincaré
disk [10].
2.4 Derivation of the generalized second Bargmann transform
Our goal in this subsection is to show, concretely, that the generalized second
Bargmann transform [10] can be built rigourously by applying theorem (2.1)
without using the coherent states language.
Precisely, we will be concerned with the L2−eigenspaces
A2,νℓ (D) := {F ∈ L2,ν(D), HνF = ενℓF}, (2.56)
where ενℓ = 4ℓ(2ν − ℓ − 1), ν > 12 and Hν is the second order differential operator
Hν = −4(1− | z |2)[(1− | z |2)
∂2
∂z∂z
− 2νz ∂
∂z
], (2.57)
acting on the Hilbert space L2,ν(D) := (L2(D), (1− | z |2)2ν−2dλ(z)) with a maximal
domain
D(Hν) := {F ∈ L2,ν(D), HνF ∈ L2,ν(D)}. (2.58)
More precisions on the origin of the expression of the differential operator Hν , as
well as some area in which has been considered, will be given in the next section.
The operator Hν is self adjoint and the associated point spectrum is given by
σp(Hν) = {4ℓ(2ν − ℓ − 1), ℓ = 0,1,2, ..., [ν − 12]}, (2.59)
where [x] is the integer part of real number x.
According to [10, 18, 35], the reproducing kernel of the Hilbert space A2,νℓ (D) is
Kνℓ (z,w) = (
2(ν − ℓ)− 1
π
)(1− zw)−2ν( | 1− zw |
2
(1− | z |2)(1− | w |2))
ℓ
×P (0,2(ν−ℓ)−1)ℓ (2
(1− | z |2)(1− | w |2)
| 1− zw |2 − 1). (2.60)
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The generalized second Bargmann transform reads as
Bνℓ : L
2(R∗+,
dx
x
) −→ A2,νℓ (D)
ϕ 7−→ Bνℓ [ϕ], (2.61)
where
Bνℓ [ϕ](z) : =
(
ℓ!(2(ν − ℓ)− 1)
πΓ(2ν − ℓ)
)1
2
×
∫ +∞
0
xν−ℓ
(
1− | z |2
| 1− z |2
)−ℓ
(1− z)−2ν exp(−x
2
(
z +1
z − 1))L
2(ν−ℓ)−1
ℓ
(
x
1− | z |2
| 1− z |2
)
ϕ(x)
dx
x
. (2.62)
In order to recover the above isometry, we consider
M1 = R+, dµ1(x) = x
αe−xdx, α > −1, M2 = D and dµ2(z) = (1− | z |2)2ν−2dλ(z).
Using (2.47), an orthonormal basis of the Hilbert space L2(R+,xαe−xdx) can be
given in terms of the Laguerre polynomial by
ϕ
(α)
j (x) =
√
j!
Γ(α + j +1)
L
(α)
j (x), j ∈ Z+. (2.63)
An orthonormal basis [10] of the RKHS A2,νℓ (D) can be expressed in terms of the
Jacobi polynomials P
(α,β)
j (.) ([30, p.116]) as follows
ψν,ℓj (z) = (−1)j
(
2(ν − ℓ)− 1
π
)1
2
(
j!Γ(2(ν − ℓ) + ℓ)
ℓ!Γ(2(ν − ℓ) + j)
)1
2
(1− | z |2)−ℓ(z)ℓ−j
×P (ℓ−j,2(ν−ℓ)−1)j (1− 2 | z |2), j ∈ Z+. (2.64)
From (i) of theorem (2.1), the following series
K(z,x) =
∑
j∈Z+
ϕαj (x)ψ
ν,ℓ
j (z)
=
(
2(ν − ℓ)− 1
π
)1
2
(
Γ(2(ν − ℓ) + ℓ)
ℓ!
)1
2
(1− | z |2)−ℓ(z)ℓ
×
∑
j∈Z+
j!(−z−1)j
[Γ(1 + j +α)Γ(2(ν − ℓ) + j)]12
L
(α)
j (x)P
(ℓ−j,2(ν−ℓ)−1)
j (1− 2 | z |2), (2.65)
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converges for each z ∈ D and a.e − dµ1(x).
By using together the symmetry relation [19, p.210]
P
(δ,β)
j (x) = (−1)jP (β,δ)j (−x), (2.66)
for δ = ℓ − j, β = 2(ν − ℓ)− 1, x = 1− 2 | z |2 and the formula [19, p.212]
P
(β,γ)
j (t) =
(j+β
j
)
2F1(−j,β +γ + j +1,1+ β,
1− t
2
), (2.67)
for γ = ℓ − j, β = 2(ν − ℓ)− 1 and t = 2 | z |2 −1, the equation (2.65) becomes
K(z,x) =
(
2(ν − ℓ)− 1
π
)1
2
(
Γ(2(ν − ℓ) + ℓ)
ℓ!
)1
2
(1− | z |2)−ℓ(z)ℓ
×
∑
j∈Z+
j!(−z−1)j(−1)j
[Γ(1 + j +α)Γ(2(ν − ℓ) + j)]12
(2(ν−ℓ)−1+j
j
)
L
(α)
j (x)2F1(−j,2(ν − ℓ) + ℓ,2(ν − ℓ),1− | z |2).
(2.68)
In order to use the bilateral generating function [29, p.213]
+∞∑
j=0
(λ)j 2F1(−j,b,1+α,y)L(α)j (x) =
(1−λ)b−1−α
(1−λ+λy)b exp(
−xλ
1−λ)
×1 F1(b,1+α,
xyλ
(1−λ)(1−λ+λy)), (2.69)
we chose α = 2(ν − ℓ)− 1 in (2.68) which is positive (since ν > 12) and we set λ = 1z ,
b = 2(ν − ℓ) + ℓ and y = 1− | z |2. Then, after replacing (2(ν−ℓ)−1+jj ) by Γ(2(ν−ℓ)+j)j !Γ(2(ν−ℓ)) and
using the above generating formula, the involved series in the equation (2.68)
becomes
1
Γ(2(ν − ℓ))
+∞∑
j=0
(
1
z
)j 2F1(−j,2(ν − ℓ) + ℓ,2(ν − ℓ),1− |z|2)L2(ν−ℓ)−1j (x)
=
1
Γ(2(ν − ℓ))
(z − 1)ℓz−ℓ
(1− z)2(ν−ℓ)+ℓ exp(
−x
z − 1)1F1(2(ν − ℓ) + ℓ,2(ν − ℓ),
−x(1− |z|2)
|1− z|2 ). (2.70)
Applying the formula [19, p.267]
1F1(a,c, t) = e
t
1F1(c − a,c,−t), (2.71)
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for a = 2(ν − ℓ) + ℓ, c = 2(ν − ℓ) and t = −x(1−|z|2)|z−1|2 , the equation (2.70) takes the form
1
Γ(2(ν − ℓ))
+∞∑
j=0
(
1
z
)j 2F1(−j,2(ν − ℓ) + ℓ,2(ν − ℓ),1− |z|2)L2(ν−ℓ)−1j (x)
=
1
Γ(2(ν − ℓ))
(z − 1)ℓz−ℓ
(1− z)2(ν−ℓ)+ℓ exp(
−x
z − 1)exp(
−x(1− |z|2)
|1− z|2 )1F1(−ℓ,2(ν − ℓ),
x(1− |z|2)
|1− z|2 ).
(2.72)
Using a direct computation and the following relation [19, p.287]
1F1(−n,1+γ,s) =
n!Γ(1 +γ)
Γ(n+γ +1)
L
(γ)
n (s), (2.73)
for n = ℓ, γ = 2(ν − ℓ) − 1 and s = x(1−|z|2)|1−z|2 , the function k(z,x) defined in (2.68)
becomes
k(z,x) =
(
ℓ!(2(ν − ℓ)− 1)
πΓ(2ν − ℓ)
)1
2
(
1− |z|2
|1− z|2 )
−ℓ(1− z)−2ν exp( xz
z − 1)L
2(ν−ℓ)−1
ℓ (
x(1− |z|2)
|1− z|2 ).
(2.74)
Then, by using (ii) of theorem (2.1), we obtain the following isometry
B˜νℓ : L
2(R∗+,x
2(ν−ℓ)−1e−xdx) −→ A2,νℓ (D)
ϕ 7−→ B˜νℓ [ϕ], (2.75)
where
B˜νℓ [ϕ](z) : =
(
ℓ!(2(ν − ℓ)− 1)
πΓ(2ν − ℓ)
)1
2
(
1− | z |2
| 1− z |2 )
−ℓ(1− z)−2ν (2.76)
×
∫ +∞
0
exp(
xz
z − 1)L
2(ν−ℓ)−1
ℓ (x
1− | z |2
| 1− z |2 )x
2(ν−ℓ)−1 exp(−x)ϕ(x)dx.
Now, we consider the following canonical isometry
T : L2(R∗+,
dx
x
) −→ L2(R∗+,x2(ν−ℓ)−1e−xdx)
ϕ 7−→ xℓ−νe x2ϕ. (2.77)
The composition T ◦ B˜νℓ gives our desired isometry Bνℓ defined in (2.62).
Moreover, by using (iii) of theorem (2.1) the inverse isomorphism
(Bνℓ )
−1 = (B˜νℓ )
−1 ◦T −1 is given by the following integral transform
A2,νℓ (D) −→ L2(R∗+,
dx
x
) (2.78)
ψ 7−→ (Bνℓ )−1[ψ],
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where
(Bνℓ )
−1[ψ](x) :=
(
ℓ!(2(ν − ℓ)− 1)
πΓ(2ν − ℓ)
)1
2
×
∫
D
xν−ℓ
(
1− | z |2
| 1− z |2
)−ℓ
(1− z)−2ν exp(−x
2
(
z +1
z − 1))L
2(ν−ℓ)−1
ℓ
(
x
1− | z |2
| 1− z |2
)
ψ(z)(1− | z |2)2ν−2dλ(z).
(2.79)
3 Dirichlet space and associated Bargmann transform
3.1 Dirichlet space as harmonic space
In this subsection, we discuss the Dirichlet space on the unit disk. Before going
ahead, we recall that the classical Dirichlet space D on the unit disk D is defined
as the class of analytic functions
f (z) =
+∞∑
n=0
anz
n, (3.1)
for which the Dirichlet integral
D(f ) =
1
π
∫
D
| f ′(z) |2 dλ(z) =
+∞∑
n=0
n | an |2, (3.2)
is finite [7].
The Dirichlet integral appears as the trace of the commutator of the Toeplitz op-
erator Tf and its adjoint T
∗
f in the case where f is a bounded analytic function on
D ([2]).
The Dirichlet space intervenes with a great importance in operator theory, as well
as in modern analysis and potential theory (see [7] and the references therein).
The Dirichlet space D is characterized as the unique Hilbert space of analytic
functions on D that are invariant by the Möbius group transforms [1]
ϕ(a,b) := b
z − a
1− az , | a |< 1, | b |= 1. (3.3)
Also, in [34], the Dirichlet space D can be viewed as a subspace of the Sobolev
space L 2,1(D) defined as the completion of the space of the functions of class one
on D under the norm
‖ f ‖= {|
∫
D
f dA |2 +
∫
D
(| ∂f
∂z
| + | ∂f
∂z
|)dA}12 , (3.4)
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where dA(z) = 1πdλ(z) and
∂
∂z ,
∂
∂z are the classical Cauchy operators.
Here, our first goal is to give a new characterization for the Dirichlet space D.
Concretely, we shall prove that the Dirichlet spaceD is the null space of a suitable
partial differential operator.
The construction of the desired operator needs some harmonic analysis tools. Pre-
cisely, let us recall that the Möbius groupG = SU(1,1) consists of all 2×2 complex
matrices
g =

α β
β α
 , | α |2 − | β |2= 1. (3.5)
It acts on D by the homographical maps
z 7−→ g.z = g(z) = αz + β
βz +α
, z ∈ D. (3.6)
It is noted that all holomorphic automorphisms on D can be obtained by such a
symmetry. The Lie algebra su(1,1) of the group SU(1,1) is generated by the basis
Z =
(
i 0
0 −i
)
, A =
(
0 1
1 0
)
, B =
(
0 i
−i 0
)
. (3.7)
The associated Casimir element ( see [11] for the general theory) is given by [18]
 = Z2 −A2 −B2. (3.8)
Let γ be a fixed real parameter. Consider the Hilbert space L2(D,dµγ ) where
dµγ (z) = (1− | z |2)γ−2dλ(z) and dλ(z) = dxdy is the Lebesgue measure on D.
For g ∈ SU(1,1), we consider the following transformation
T γ(g) : f (z) 7−→ f (g(z)){g ′(z)}γ2 = (βz +α)−γf (αz+ β
βz +α
). (3.9)
In the case where γ ∈ R\Z, T γ gives a projective representation of the group
SU(1,1) and a genuine representation of the universal covering group of SU(1,1).
In the case γ ∈ Z, T γ gives a continuous unitary representation of the group
SU(1,1). The transformation T γ induces a representation of the Lie algebra su(1,1)
and its universal enveloping algebra on the space of C∞−vectors for T γ , which is
also denoted by T γ . By a direct computation, the corresponding vectors fields are
T γ(Z) = 2iz
∂
∂z
− 2iz ∂
∂z
+ iγ, (3.10)
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T γ(A) = (1− z2) ∂
∂z
+ (1− z2) ∂
∂z
−γz, (3.11)
T γ(B) = i(1 + z2)
∂
∂z
− i(1 + z2) ∂
∂z
+ iγz. (3.12)
Therefore, the Casimir operator (or the invariant Laplacian) is given by
γ = T
γ() = −4(1− | z |2){(1− | z |2) ∂
2
∂z∂z
−γz ∂
∂z
} −γ2 +2γ. (3.13)
This class of operators has been extensively considered by several authors inmany
subjects. In one dimension case with using the same class of such operators ex-
pressed in complex coordinate of the upper half plan, Fay [12] has studied the
spectral theory of these operators on the class of authomorphic functions associ-
ated with a Fuchsian group. The classical L2−theory follows for the trivial group
G = {e} where e is the identity element of G. In higher dimensions, G. Zhang [35]
has studied in an harmonic analysis framework the irreducible decomposition of
a suitable representation of the group SU(1,n). He determined the discrete part
which is associated with the eigenspace of such operator. Also, he found the re-
producing kernels of these eigenspaces.
Here, the above operators given in (3.13) will play an important role in the char-
acterization of the Dirichlet space as harmonic space of a second order elliptic
partial differential operator. Concretely, we well deal with the operator 2. We
have the following proposition.
Proposition 3.1. Let ∆˜ be the partial differential operator defined by
∆˜ :=2 = −4(1− | z |2)[(1− | z |2)
∂2
∂z∂z
− 2z ∂
∂z
], (3.14)
acting on the Hilbert space L2(D,dλ(z)), with the dense domain
D(∆˜) := {F ∈ L2(D,dλ(z)), ∆˜F ∈ L2(D,dλ(z)) and ∂F
∂z
∈ L2(D,dλ(z))}. (3.15)
Then, D is the null space of ∆˜
D = {F ∈D(∆˜), ∆˜F = 0}. (3.16)
Proof. Let f (z) =
∑+∞
j=0ajz
j be a holomorphic function on the unit disk. By using
the polar coordinates, we have∫
D
| f (z) |2 dλ(z) = 2π
∫ 1
0
[∫ 2π
0
|
+∞∑
j=0
ajr
jeijθ |2 dθ
2π
]
rdr. (3.17)
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By Parseval’s formula, for each r ∈ [0,1], we obtain∫ 2π
0
|
+∞∑
j=0
ajr
jeijθ |2 dθ
2π
=
+∞∑
j=0
r2j | aj |2 . (3.18)
Inserting the last equality in the right hand side of the equation (3.17) and using
the monotone convergence theorem, the equation (3.17) becomes∫
D
| f (z) |2 dλ(z) = π
+∞∑
j=0
| aj |2
j +1
. (3.19)
Using the following inequality
π
+∞∑
j=1
| aj |2
j +1
≤ π
+∞∑
j=1
j | aj |2, (3.20)
we obtain the inclusion
D ⊂ {f D 7−→ C holomorphic,
∫
D
| f (z) |2 dλ(z) <∞}. (3.21)
Recall that the Bergman space on the unit disk
A2(D) = {f D 7−→ C holomorphic,
∫
D
| f (z) |2 dλ(z) <∞}, (3.22)
is a R.K.H.S with the following reproducing kernel
K(z,w) =
1
π
(
1
1− zw )
2. (3.23)
Two references, in this context, are [17, 36].
Now, we return back to the eigenspace A2,νℓ (D) defined in the equation (2.56) in
which we set ν = 1 and ℓ = 0. From the equation (2.60), it is not difficult to see
that the reproducing kernel of the space A2,10 (D) is
K10 (z,w) =
1
π
(
1
1− zw )
2. (3.24)
The both spaces A2(D) and A2,10 (D) have the same reproducing kernel. Using the
proposition 3.3 in [27,p.9], we get
A2(D) =A2,10 (D) := {F ∈ L2(D,dλ(z)), H1F = 0}, (3.25)
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where H1 is the operator defined by (2.56) and (2.57) in which we have set ν = 1.
Then, the inclusion (3.21) combined with the equalities (3.22), (3.25) and the fact
∆˜F =H1F lead to the following inclusion
D ⊂ {F ∈ L2(D,dλ(z)), ∂F
∂z
∈ L2(D,dλ(z)) and ∆˜F = 0} = {F ∈D(∆˜), ∆˜F = 0}. (3.26)
Conversely, let F ∈D(∆˜) such that ∆˜F = 0 =H1F. Then, we have
∂F
∂z
∈ L2(D,dλ(z)) and F ∈ {F ∈ L2(D,dλ(z)), H1F = 0} =A2,10 (D). (3.27)
Finally, by using (3.25) the holomorphy of F follows. Then, we get F is an element
of the Dirichlet space. Hence, we obtain
D = {F ∈D(∆˜), ∆˜F = 0}. (3.28)
The proof is closed.
Moreover, we can give some spectral results for the operator ∆˜. Precisely, by
using the same notations as in the proposition (3.1), we can state the following.
Proposition 3.2. (i) The operator ∆˜ is closable and admits a self-adjoint extension.
(ii) The operator ∆˜ is an unbounded non self-adjoint operator.
(iii) 0 belongs to the point spectrum of ∆˜.
Proof. We return back to the self-adjoint of operator Hν defined by (2.57) and
(2.58), in which we set ν = 1. It is easy to see that the operator H1 is an extension
of the operator ∆˜ (See [32, p.4] for general theory). We write this fact by
∆˜ ⊂H1. (3.29)
Thus (i) is proved.
It is not hard to see that D(∆˜) , D(H1). Then, if we suppose that ∆˜ is self-adjoint,
we obtain from (3.29) and the proposition (1.6) in [32, p.9] that
H1 = (H1)
∗ ⊂ (∆˜)∗ = ∆˜. (3.30)
Then, by (3.29) and (3.30), we get H1 = ∆˜ which implies that D(∆˜) = D(H1). This
contradicts the fact D(∆˜) ,D(H1). Thus, (ii) is proved.
The point (iii) is just an other way to state the proposition (3.1). The proof is
closed.
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3.2 Bargmann transform associated with Dirichlet space
Now, we turn to the Dirichlet space. The usual convenient norm associated with
this space is given by
N (f ) =| f (0) |2 +
∫
D
| f ′(z) |2 dλ(z). (3.31)
The corresponding reproducing kernel [3, p.51] reads as
K(z,w) =
1
π
(1 + log(
1
1− zw )). (3.32)
The following result gives a Bargmann transform associated with the classical
Dirichlet space.
Proposition 3.3. For the classical Dirichlet space, we have the following associated
Bargmann transform
L2(R+,e
−xdx) −→D
f 7−→ B[f ](z) :=
∫ +∞
0
K(z,x)f (x)dx, (3.33)
where,
K(z,x) =
1√
π
[1 +
z
Γ(32)
∫ +∞
0
√
te−t(1− ze−t)−2 exp( −xze
−t
1− ze−t )L1(
x
1− ze−t )dt]. (3.34)
Proof. In order to build the above isometry, we consider M1 = R+, dµ1(x) = e−xdx,
and A =D, where <,>A is the scalar product associated with the norm defined in
(3.31).
We return to the equation (2.47) and we set δ = 0. Then, an orthonormal basis of
the Hilbert space L2(R+, e−xdx) can be given by the Laguerre polynomials
ϕj(x) = Lj(x), j ∈ Z. (3.35)
An orthonormal basis of the Dirichlet space D is
ψj(z) =

√
1
π ; j = 0
√
1
πj z
j ; j ≥ 1.
(3.36)
The proof is easy and can be omitted.
From (ii) of theorem (2.2), the following series
K(z,x) =
+∞∑
j=0
ϕj(x)ψj(z), (3.37)
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converges a.e dµ1(x) for each z ∈ D.
By replacing ϕj(x) and ψj(z) by its above expressions given in (3.35) and (3.36),
the kernel K(z,x) can be written as
K(z,x) =
1√
π
[1 +
+∞∑
j=1
1√
j
zjLj(x)]
=
1√
π
[1 + z
+∞∑
j=0
1√
j +1
zjLj+1(x)]
=
1√
π
[1 + z
+∞∑
j=0
1√
j +1
[
1
j +1
][
(j +1)!
j!
zjLj+1(x)]
=
1√
π
[1 + z
+∞∑
j=0
1
(j +1)32
[
(j +1)!
j!
zjLj+1(x)]. (3.38)
Using the formula given in [31, p.42]
1
λs
=
1
Γ(s)
L (ts−1)(λ) :=
1
Γ(s)
∫ +∞
0
e−λtts−1dt, Re(λ) > 0, (3.39)
for λ = j +1 and s = 32 , the formula (3.38) can be rewritten as
K(z,x) =
1√
π
[1 +
z
Γ(32)
+∞∑
j=0
∫ +∞
0
√
te−(j+1)tdt[
(j +1)!
j!
zjLj+1(x)]
=
1√
π
[1 +
z
Γ(32)
+∞∑
j=0
∫ +∞
0
√
te−t(ze−t)jdt[
(j +1)!
j!
zjLj+1(x)]. (3.40)
To compute the above sum, we consider the following series
Sa(z,x) =
+∞∑
j=0
∫ +∞
a
√
te−t(ze−t)j[
(j +1)!
j!
zjLj+1]dt, a ≥ 0. (3.41)
Note that
K(z,x) =
1√
π
[1 +
z
Γ(32)
S0(z,x)]. (3.42)
First, we have to prove that the series Sa(z,x) converge, for all a > 0. To do so, we
recall the following asymptotic formula for the Laguerre polynomials [19, p.248]
L
(β)
j = x
−β
2 −14O(j
β
2−14 ), (3.43)
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as j −→ +∞, for cj ≤ x ≤ w where c and w are fixed positive constants. Then, for
β = 0 and j enough large j ≥ j0, we obtain the following estimate
| Lj(x) |≤M | jx |
−1
4 , j ≥ j0, (3.44)
whereM is a positive constant. Then, by (3.44) and for k ∈ Z+ enough large with
t > a, we get the following inequality
|
k∑
j=0
(ze−t)j(j +1)Lj+1(x) | ≤
j0−1∑
j=0
(j +1)Lj+1(x) +
k∑
j=j0
e−ajM | x |−14 (j +1)34
≤
j0−1∑
j=0
(j +1)Lj+1(x) +M | x |
−1
4
+∞∑
j=j0
e−aj(j +1)
3
4
= Cx,a < +∞. (3.45)
Applying the Lebesgue dominated convergence theorem, we can interchange the
sum and the integral in (3.41) in which we consider a > 0. Then, we obtain
Sa(z,x) =
∫ +∞
a
√
te−t
+∞∑
j=0
(ze−t)j[
(j +1)!
j!
zjLj+1]dt, a > 0. (3.46)
Now, using the following generating function [25, p.104]
+∞∑
j=0
(j + k)!
k!j!
L
(β)
j+k(y)s
j = (1− s)−β−k−1exp( −ys
1− s )L
(β)
k (
y
1− s ), (3.47)
for k = 1, β = 0, y = x and s = ze−t, the equation (3.46) becomes
Sa(z,x) =
∫ +∞
a
√
te−t(1− ze−t)−2exp( −xze
−t
1− ze−t )L1(
x
1− ze−t )dt. (3.48)
We rewrite the above function Sa(z,x) as
Sa(z,x) =
∫ +∞
0
1[a,+∞[
√
te−t(1− ze−t)−2exp( −xze
−t
1− ze−t )L1(
x
1− ze−t )dt, (3.49)
where 1[a,+∞[ is the characteristic function associated with the set [a,+∞[⊂ R+.
Then, by the continuity of the functions s 7−→ es and s 7−→ L1(s), the involved
function in the right hand side of (3.49) satisfies the following estimate
| 1[a,+∞[
√
te−t(1− ze−t)−2exp( −xze
−t
1− ze−t )L1(
x
1− ze−t ) |≤ C˜z,x
√
te−t , t ≥ 0, (3.50)
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where C˜z,x is a positive constant.
By making appeal of Lebesgue dominated convergence theorem, we get
lim
a−→0
Sa(z,x) =
∫ +∞
0
√
te−t(1− ze−t)−2exp( −xze
−t
1− ze−t )L1(
x
1− ze−t )dt. (3.51)
Hence, we obtain
S0(z,x) =
∫ +∞
0
√
te−t(1− ze−t)−2 exp( −xze
−t
1− ze−t )L1(
x
1− ze−t )dt. (3.52)
Finally, returning back to the equation (3.42), we get the desired kernel
K(z,x) =
1√
π
+
z√
πΓ(32)
∫ +∞
0
√
te−t(1− ze−t)−2exp( −xze
−t
1− ze−t )L1(
x
1− ze−t )dt. (3.53)
Remark 3.1. By considering the following natural isometry
T : L2(R+,dx) −→ L2(R+, e−xdx)
f 7−→ T (f )(x) = e x2 f (x), (3.54)
we obtain in a canonical way from the above proposition the following isometry
L2(R+,dx) −→D
f 7−→ B[f ](z) :=
∫ +∞
0
K(z,x)f (x)dx, (3.55)
where,
K(z,x) =
e
x
2√
π
[1 +
z
Γ(32)
∫ +∞
0
√
te−t(1− ze−t)−2 exp( −xze
−t
1− ze−t )L1(
x
1− ze−t )dt]. (3.56)
4 Generalized Bergman-Dirichlet space and associated
Bargmann transform
4.1 Generalized Bergman-Dirichlet space as harmonic space
In this section, we intend to associate a new Bargmann transforms to a class
of generalized Bergman-Dirichlet space Dαm, α > −1, m ∈ Z+ called weighted
Bergman-Dirichlet space of order m. The functional space Dαm have been con-
sidered by Ahmed Intissar et al. in [8]. In order to avoid any confusion, it should
be noted that the space Dαm was denoted in the last reference by A2,αm (DR), with
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R = 1.
To introduce the weighted Bergman-Dirichlet space Dαm of order m, we need to
fixe some notations.
Let α > −1 and let L2(D,dµα) = L2,α(D) the space of complex valued functions on
D that are square integrable with respect to the density measure
dµα(z) = (1− | z |2)αdλ(z). The space L2,α(D) is a Hilbert space with the norm
‖ f ‖2α=
∫
D
| f (z) |2 dµα(z), (4.1)
corresponding to the hermitian scalar product
< f ,g >α=
∫
D
f (z)g(z)dµα(z). (4.2)
Hol(D) denotes the vector space of all convergent entire series f (z) =
+∞∑
j=0
ajz
j on
D. For any arbitrary non negative m ∈ Z+, a function f ∈Hol(D) splits as
f (z) = f1,m(z) + f2,m(z), (4.3)
where f1,m(z) =
m−1∑
j=0
ajz
j and f2,m(z) =
+∞∑
j=m
ajz
j , with the convention that f1,m(z) = 0
when m = 0.
Note that we have
f (m)(z) = f (m)2,m (z). (4.4)
Therefore, the space Dαm is defined as the space of holomorphic functions
Dαm = {f D −→ C holomorphic,
∫
D
| f (m)(z) |2 dµα(z) < +∞}, (4.5)
endowed with the following scalar product
< f ,g >α,m=< f1,m,g1,m >α + < f2,m,g2,m >α, (4.6)
for given f ,g ∈ Dαm.
According to [8], the space Dαm with α > −1 is non trivial and an element
f (z) =
+∞∑
j=0
ajz
j belongs to Dαm if and only if
+∞∑
j=m
(j!)2
(j −m)!Γ(j −m+α +2) | aj |
2< +∞. (4.7)
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Moreover, the space Dαm is a R.K.H.S and its reproducing kernel is given by [8]
Kαm(z,w) =
α +1
π
{
m−1∑
j=0
(α +2)j(zw)j
j!
+
(zw)m
(m!)2 3
F2(
1,1,α+2
j+1,j+1| zw)}. (4.8)
For α = 0 and m = 1, the corresponding reproducing kernel reduces further to be
reproducing kernel of the classical Dirichlet space D
K01 (z,w) =
1
π
(1 + zw 2F1(
1,1
2 | zw)} =
1
π
(1 + log(
1
1− z )). (4.9)
Before building an associated Bargmann transform with the generalized Dirichlet
space Dαm, we will give, in the same way as in the case of the classical Dirichlet
space, a characterization of the functional space Dαm as harmonic space of a single
elliptic partial differential operator. Precisely, we have the following proposition
Proposition 4.1. Let α > −1,m ∈ Z+ and ∆˜α be the partial differential operator defined
by
∆˜α := −4(1− | z |2)[(1− | z |2) ∂
2
∂z∂z
− (α +2)z ∂
∂z
]. (4.10)
It acts on the Hilbert space L2,α(D) = L2(D, (1− | z |2)αdλ(z)), with the domain
D(∆˜α) := {F ∈ L2,α(D), ∆˜αF ∈ L2,α(D) and ∂
mF
∂zm
∈ L2,α(D)}. (4.11)
Then, we have
Dαm = {F ∈D(∆˜α), ∆˜αF = 0}. (4.12)
Proof. Let f (z) =
+∞∑
j=0
ajz
j be a holomorphic function on D.
By using the same method as for the computation of the integral appearing in
(3.17), we can give by a direct computation the following formula for the square
norm of f in L2,α(D)∫
D
| f (z) |2 (1− | z |2)αdλ(z) = π
+∞∑
j=0
Γ(j +1)Γ(α +1)
Γ(j +α +2)
| aj |2 . (4.13)
Then, the following weighted Bergman space on D
A2,α(D) = {f D −→C holomorphic,
∫
D
| f (z) |2 (1− | z |2)αdλ(z) < +∞} (4.14)
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can be rewritten as
A2,α(D) = {f (z) =
+∞∑
j=0
ajz
j holomorphic on D and π
+∞∑
j=0
Γ(j +1)Γ(α +1)
Γ(j +α +2)
| aj |2< +∞}.
(4.15)
It is well known that the weighted Bergman space A2,α(D) defined in (4.14) is a
R.K.H.S, with the reproducing kernel [17, 36]
K(z,w) =
α +1
π
(1− zw)−α−2. (4.16)
Now, by using the asymptotic formula [30, p.22]
Γ(z + a)
Γ(z)
∼ za when | z |−→ +∞, a ∈ C, (4.17)
for z = j +1 and a = α +1, we obtain
π
Γ(j +1)Γ(α +1)
Γ(j +α +2)
∼ πΓ(α +1)(1 + j)−α−1 as j −→ +∞. (4.18)
Thus, a function f (z) =
+∞∑
j=0
ajz
j belongs to A2,α(D) if and only if
+∞∑
j=0
(1 + j)−α−1 | aj |2< +∞. (4.19)
Also, by using the asymptotic formula (4.17), the membership test, given in (4.7)
for the functional space Dαm can be rewritten as
f (z) =
+∞∑
j=0
ajz
j ∈ Dαm ⇐⇒
+∞∑
j=m
(1 + j)2m−α−1 | aj |2< +∞. (4.20)
Considering (4.19) and (4.20) with the following inequality
+∞∑
j=m
(1 + j)−α−1 | aj |2≤
+∞∑
j=m
(1 + j)2m−α−1 | aj |2, (4.21)
we obtain the following inclusion
Dαm ⊂ A2,α(D). (4.22)
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Now, we return back to the partial differential operator defined by (2.57) and
(2.58) in which we choose the parameter ν = α2 + 1. Then, we get the following
linear partial differential operator
∆α :=Hα2+1 = −4(1− | z |2)[(1− | z |2)
∂2
∂z∂z
− (α +2)z ∂
∂z
] (4.23)
acting on the Hilbert space L2,α(D) = L2(D, (1− | z |2)αdλ(z)), with the maximal
domain
D(∆α) := {F ∈ L2,α(D), ∆αF ∈ L2,α(D)}. (4.24)
From (2.59), it follows that the point spectrum of ∆α is given by
σ(∆α) = {4l(α − l +1), l = 0,1,2, ..., [α − 12 ]}. (4.25)
The corresponding eigenespaces
Eαℓ (D) :=A
2,α2+1
ℓ (D) (4.26)
associated with the eigenvalue Eα(ℓ) = 4ℓ(α−ℓ+1) is a R.K.H.S with the following
reproducing kernel
K˜αℓ (z,w) := K
α
2+1
ℓ (z,w)
= (
α +1− 2ℓ
π
)(1− zw)−α−2( | 1− zw |
2
(1− | z |2)(1− | w |2))
ℓ
×P (0,α+1−2ℓ)ℓ (2
(1− | z |2)(1− | w |2)
| 1− zw |2 − 1), (4.27)
where we have used (2.60).
It follows that, for ℓ = 0, the reproducing kernel of the eigenspace Eα0 (D) is re-
duced to
K˜α0 (z,w) =
α +1
π
(1− zw)−α−2 (4.28)
being the reproducing kernel of the Bergman space A2,α(D). From (4.16) and
(4.28), we see that the both spaces A2,α(D) and Eα0 (D) have the same reproduc-
ing kernel. Thus, by the proposition (3.3) in [27, p.9], we obtain the following
equality
Eα0 (D) := {F ∈ L2,α(D), ∆αF = 0} =A2,α(D). (4.29)
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Then, the inclusion (4.22) becomes
Dαm ⊂ {F ∈ L2,α(D), ∆αF = 0}. (4.30)
By using the holomorphy of an element F in Dαm, we have ∂F∂z = 0, then we obtain
∆αF = 0. Consequently, we get the following inclusion
Dαm ⊂ {F ∈ L2,α(D),
∂mF
∂zm
∈ L2,α(D), ∆αF = 0} = {F ∈D(∆˜α), ∆˜αF = 0}. (4.31)
Conversely, let F ∈ D(∆˜α) such that ∆˜αF = 0 = ∆αF. Then, with the help of (4.29),
we have
F ∈ {F ∈ L2,α(D), ∆αF = 0} =A2,α(D). (4.32)
Thus, the holomorphy of F follows.
Then, F is holomorphic on D, F ∈ L2,α(D) and ∂mF∂zm ∈ L2,α(D). This means that F is
an element of the generalized Dirichlet space Dαm. Hence, we get
{F ∈D(∆˜α), ∆˜αF = 0} ⊂ Dαm. (4.33)
The inclusions (4.31) and (4.33) end the proof.
In the same way as in the proposition (3.2), we can state the following result.
Proposition 4.2. (i) The operator ∆˜α is closable and admits a self-adjoint extension.
(ii) The operator ∆˜α is an unbounded non self-adjoint operator.
(iii) 0 belongs to the point spectrum of ∆˜α.
The proof is the same as for the proposition (3.2) and can be omitted.
4.2 Bargmann transform associated with generalized Bergman-Dirichlet
space
For the generalized Dirichlet space Dαm, we shall associate a Bargmann transform.
Precisely, we have the following proposition.
Proposition 4.3. Let α > −1 and m ∈ Z+, m ≥ 2. Then, we have the following unitary
isomorphism
L2(R+,x
αe−xdx) −→Dαm
f 7−→ B[f ](z) :=
∫ +∞
0
K(z,x)f (x)dx, (4.34)
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where
K(z,x) =
1√
πΓ(1 +α)
∑
0≤j<m
zjL
(α)
j (x)
+
m!zm(Γ(32))
−m
Γ(12))
1−m√
πΓ(1 +α)
∫ +∞
0
ω(α,m)(t)(1− ze−t)−α−m−1 exp( −xze
−t
1− ze−t )L
(α)
m (
x
1− ze−t )dt,
(4.35)
with ̟(α,m) is the function defined as follows
̟(α,m)(t) =
√
te−t ∗ [(√te−2t) ∗ (e
−(α+2)t
√
t
)] ∗ ... ∗ [(√te−mt) ∗ (e
−(α+m)t
√
t
)], m ≥ 2. (4.36)
The notation f ∗ g means the following convolution product [31, p.91]
f ∗ g(x) =
∫ x
0
f (x − y)g(y)dy. (4.37)
In order to prove the above proposition, we need the following key lemma.
With the help of the notations given in the proposition (4.3), we have the follow-
ing result.
Lemma 4.1. Let m ∈ Z+, m ≥ 2 and α > −1, then
1. The following estimate holds
̟(α,m)(t) ≤ (B(32 ,
1
2
))m−1tm
√
te−t, (4.38)
where B(x,y) denotes the beta special function.
2. The Laplace transform of ̟(α,m)(t) is well defined. Moreover, we have
L (̟(α,m)(t))(j) =
(Γ(32))
m
[(j +1)(j +2)...(j +m)]32
(Γ(12))
m−1
[(j +α +2)(j +α +3)...(j +α +m)]12
,
(4.39)
where L denotes the classical Laplace transform defined by [31, p.2]
L (f (t))(λ) :=
∫ +∞
0
e−λtf (t)dt, λ > 0. (4.40)
Proof. For all ℓ ∈ {2,3, ...,m}, we introduce the following function
φ(α,ℓ)(t) = (
√
te−ℓt) ∗ (e
−(α+ℓ)t
√
t
). (4.41)
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Explicitly, we have
φ(α,ℓ)(t) = (
√
te−ℓt) ∗ (e
−(α+ℓ)t)√
t
)(t)
=
∫ t
0
√
t − se−ℓt+s−(α+1)s√
s
ds
≤ e(1−ℓ)t
∫ t
0
√
t − s√
s
ds
= e(1−ℓ)t
∫ 1
0
√
1− x√
x
dx, x =
s
t
= B(3
2
,
1
2
)te(1−ℓ)t . (4.42)
For ℓ ∈ {2,3, ...,m}, we can rewrite the function ̟(α,ℓ), defined in (4.36), as follows
̟(α,ℓ)(t) =
√
te−t ∗φ(α,2)(t) ∗ ... ∗φ(α,ℓ)(t). (4.43)
For ℓ = 2, we obtain
̟(α,2)(t) =
√
te−t ∗φ(α,2)(t)
=
∫ t
0
√
t − se−(t−s)φ(α,2)(s)ds
≤ B(3
2
,
1
2
)
∫ t
0
√
t − se−(t−s)se−sds
≤ B(3
2
,
1
2
)t
√
te−t. (4.44)
For ℓ = 3, however, we get the following estimate
̟(α,3)(t) = ̟(α,2)(t) ∗φ(α,3)(t)
=
∫ t
0
̟(α,2)(s)φ(α,3)(t − s)ds
≤ [B(3
2
,
1
2
)]2
∫ t
0
s
√
se−s(t − s)e−2t+sds
≤ [B(3
2
,
1
2
)]2t2
√
te−t. (4.45)
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Step by step, we obtain that
̟(α,m)(t) = ̟(α,m−1)(t) ∗φ(α,m)(t)
=
∫ t
0
̟(α,m−1)(s)φ(α,m)(t − s)ds
≤ [B(3
2
,
1
2
)]m−2B(3
2
,
1
2
)
∫ t
0
sm−1
√
se−s(t − s)e(1−m)(t−s)ds
≤ [B(3
2
,
1
2
)]m−1
∫ t
0
sm−1
√
s(t − s)e(1−m)t+(m−2)sds
≤ [B(3
2
,
1
2
)]m−1tm−1
√
te−t . (4.46)
By the induction principle, we conclude that
̟(α,m)(t) ≤ [B(
3
2
,
1
2
)]m−1tm−1
√
te−t, m ≥ 2. (4.47)
The above inequality proves that the Laplace transform of̟(α,m)(t) is well defined.
By using the formula [31, p.92]
L (f ∗ g) = L (f )L (g), (4.48)
combined with the formula [28, p.28]
L (tae−bt)(j) =
Γ(a+1)
(j + b)a+1
, a > −1, b > 0, (4.49)
we get, by a direct computation, the following required equality
L (̟(α,m)(t))(j) =L (
√
te−t ∗ √te−2t ∗ ... ∗ √te−mt)(j)L (e
−(α+2)t
√
t
∗ ... ∗ e
−(α+m)t
√
t
)(j)
=
(Γ(32))
m
[(j +1)(j +2)...(j +m)]32
(Γ(12))
m−1
[(j +α +2)(j +α +3)...(j +α +m)]12
.
(4.50)
Now, we give the proof of the proposition (4.3).
Proof. (of proposition (4.3))
In order to construct the isometry given in proposition (4.3), we consider
M1 = R+, dµ1(x) = xαe−xdx and A = Dαm where <,>A is the scalar product defined
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in (4.2).
As in (2.47), the functions defined by
ϕj(x) =
√
j!
Γ(α + j +1)
L
(α)
j (x), j ∈ Z+, (4.51)
where L(α)j is the Laguerre polynomials, defined in (2.46). This constitutes an or-
thonormal basis of the Hilbert space L2(R+,xαe−xdx).
An orthonormal basis of the generalized Bergman-Dirichlet spaceDαm can be given
by the following family [8]
ψj(z) =

√
Γ(j+1+α)
πj !Γ(α+1)z
j ; j < m,
√
(j−m)!Γ(j−m+2+α)
π(j !)2Γ(α+1) z
j ; j ≥m.
(4.52)
By (ii) of theorem (2.2), the following series
K(z,x) =
∑
j∈Z+
ϕj(x)ψj(z) (4.53)
converges a.e− dµ1(x) for each z ∈ C.
By replacing the functions ϕj(x) and ψj(z) by its expressions given in (4.52) and
(4.53), the kernel K(z,x) can be rewritten as
K(z,x) =
1√
πΓ(1 +α)
∑
0≤j<m
zjL
(α)
j (x)
+
1√
πΓ(1 +α)
+∞∑
j=m
√
(j −m)!
j!
√
Γ(j −m+α +2)
Γ(j +α +1)
zjL
(α)
j (x)
=
1√
πΓ(1 +α)
∑
0≤j<m
zjL
(α)
j (x)
+
1√
πΓ(1 +α)
+∞∑
k=0
√
(k)!
(k +m)!
√
Γ(k +α +2)
Γ(k +m+α +1)
zk+mL
(α)
k+m(x). (4.54)
Applying the functional equation [19, p.2]
Γ(z + ℓ) = (z)ℓΓ(z), Re(z) > 0 and ℓ ∈ Z+, (4.55)
38
where (z)ℓ = z(z +1)...(z + ℓ − 1), for z = k +α +2 and ℓ =m− 1, the equation (4.54)
becomes
K(z,x) =
1√
πΓ(1 +α)
∑
0≤j<m
zjL
(α)
j (x)
+
zm√
πΓ(1 +α)
+∞∑
k=0
1√
(k +1)...(k +m)
1√
(k +α +2)...(k +α +m)
zkL
(α)
k+m(x)
=
1√
πΓ(1 +α)
∑
0≤j<m
zjL
(α)
j (x) +
zm√
πΓ(1 +α)
S(z,x), (4.56)
where S(z,x) is given by
S(z,x) =
+∞∑
k=0
1√
(k +1)...(k +m)
1√
(k +α +2)...(k +α +m)
zkL
(α)
k+m(x). (4.57)
Note that (up to our knowledge) the above series does not appear in the literature
as a standard closed generating formula. To avoid this problem, we first rewrite
the series S(z,x) as follows
S(z,x) =m!
+∞∑
k=0
1
(k +1)
3
2 ...(k +m)
3
2
1
(k +α +2)
1
2 ...(k +α +m)
1
2
× (k +m)!
m!k!
zkL
(α)
k+m(x).
(4.58)
Secondly, from the point (2) of lemma (4.1) we have
1
(k +1)
3
2 ...(k +m)
3
2 (k +α +2)
1
2 ...(k +α +m)
1
2
= (Γ(
3
2
))−m(Γ(
1
2
))−m+1L (ω(α,m)(t))(k),
(4.59)
where L is the classical Laplace transform defined in (4.40).
Thus, the equation (4.58) becomes
S(z,x) =m!
+∞∑
k=0
(Γ(
3
2
))−m(Γ(
1
2
))1−m
∫ +∞
0
e−ktω(α,m)(t)dt
(k +m)!
m!k!
zkL
(α)
k+m(x). (4.60)
To write the above sum in a closed formula, we consider the following series
Sa(z,x) =
+∞∑
k=0
∫ +∞
a
e−ktω(α,m)(t)dt
(k +m)!
m!k!
zkL
(α)
k+m(x), a ≥ 0. (4.61)
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Note that
S(z,x) =m!(Γ(
3
2
))−m(Γ(
1
2
))1−mS0(z,x). (4.62)
Now, we will prove that the series Sa(z,x) is convergent for all a > 0. To do so, we
use the following asymptotic formula given in (3.43)
L
(β)
j (x) = x
−β2−14O(j
β
2−14 ), (4.63)
as j −→ +∞, for cj ≤ x ≤ w where c and w are fixed positive constants. Then,
for β = α and j = k +m enough large k ≥ k0 and by using (4.63), we obtain the
following estimate
| L(α)k+m(x) |≤Mm | x |−
α
2−14 (k +m)
α
2−14 , k ≥ k0, (4.64)
whereMm is a positive constant.
Next, taking p ∈ Z+ enough large and by using (4.64), we obtain the following
inequality
|
p∑
k=0
(ze−t)k
(k +m)!
k!
L
(α)
k+m(x) | ≤
k0−1∑
k=0
(k +m)!
k!
| L(α)k+m(x) |
+Mm | x |−
α
2−14
+∞∑
k=k0
e−ak
(k +m)!
k!
(k +m)
α
2−14 . (4.65)
Using the asymptotic formula
Γ(z + a)
Γ(z)
∼ za when | z |−→ +∞, a ∈ C, (4.66)
for z = k +1 and a =m, we get the following behavior
(k +m)!
k!
=
Γ(k +1+m)
Γ(k +1)
∼ (1 + k)m, when k −→ +∞. (4.67)
Returning back to (4.65) and using the above behavior, we get the following esti-
mate
|
p∑
k=0
(ze−t)k
(k +m)!
k!
L
(α)
k+m(x) | ≤
k0−1∑
k=0
(k +m)!
k!
| L(α)k+m(x) |
+ M˜m | x |
α
2−14
+∞∑
k=k0
e−ak(k +1)m(k +m)
α
2−14
= Cm,x < +∞, (4.68)
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where M˜m and Cm,x are positive constants.
Then, by using the Lebesgue dominated convergence theorem, we can interchange
the sum and the integral given by (4.61) in which we consider a > 0. Then, we ob-
tain the following equality
Sa(z,x) =
∫ +∞
a
+∞∑
k=0
(ze−t)k
(k +m)!
k!m!
L
(α)
k+m(x)ω(α,m)(t)dt. (4.69)
Next, applying the generating function [25, p.104]
+∞∑
k=0
(k +m)!
m!k!
L
(β)
(k+m)(y)s
k = (1− s)−β−m−1 exp( −ys
1− s )L
(β)
(m)(
y
1− s ), (4.70)
for β = α, y = x and s = ze−t, we find
Sa(z,x) =
∫ +∞
a
ω(α,m)(t)(1− ze−t)−α−m−1 exp( −xze
−t
1− ze−t )L
(α)
m (
x
1− ze−t )dt. (4.71)
We rewrite the above function Sa(z,x) as
Sa(z,x) =
∫ +∞
0
1[a,+∞[ω(α,m)(t)(1− ze−t)−α−m−1exp(
−xze−t
1− ze−t )L
(α)
m (
x
1− ze−t )dt, (4.72)
where 1[a,+∞[ is the characteristic function associated with the set [a,+∞[⊂ R+.
By the continuity of the functions s 7−→ es and s 7−→ L(α)m (s), we can prove that the
involved function in the right hand side of (4.72) satisfies the following estimated
form
| 1[a,+∞[ω(α,m)(t)(1− ze−t)−α−m−1 exp( −xze
−t
1− ze−t )L
(α)
m (
x
1− ze−t ) |≤ C
m
z,xt
m
√
te−t , Cmz,x > 0,
(4.73)
where we have used the following inequality
ω(α,m)(t) ≤ (B(32 ,
1
2
))m−1tm
√
te−t , (4.74)
given in the first point of the lemma (4.1).
Finally, applying the Lebesgue dominated convergence theorem, we get
lim
a−→0
Sa(z,x) =
∫ +∞
0
ω(α,m)(t)(1− ze−t)−α−m−1 exp( −xze
−t
1− ze−t )L
(α)
m (
x
1− ze−t )dt. (4.75)
Hence, we have
S(z,x) := S0(z,x) =
∫ +∞
0
ω(α,m)(t)(1− ze−t)−α−m−1 exp( −xze
−t
1− ze−t )L
(α)
m (
x
1− ze−t )dt.
(4.76)
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Returning back to the equation (4.56), we get the desired kernel
K(z,x) =
1√
πΓ(1 +α)
∑
0≤j<m
zjL
(α)
j (x)
+
m!zm(Γ(32))
−m
Γ(12))
1−m√
πΓ(1 +α)
∫ +∞
0
ω(α,m)(t)(1− ze−t)−α−m−1 exp( −xze
−t
1− ze−t )L
(α)
m (
x
1− ze−t )dt.
(4.77)
This ends the proof.
Remark 4.1. By considering the following natural isometry
Tα : L
2(R+,dx) −→ L2(R+,xαe−xdx)
f 7−→ Tα(f )(x) = x
−α
2 e
x
2 f (x), (4.78)
we obtain, in a canonical way from the last proposition, the following isometry
L2(R+,dx) −→Dαm
f 7−→ B[f ](z) :=
∫ +∞
0
K(z,x)f (x)dx, (4.79)
where the kernel K(z,x) is given by
K(z,x) =
x
−α
2 e
x
2√
πΓ(1 +α)
∑
0≤j<m
zjL
(α)
j (x)
+
m!zm(Γ(32))
−m
Γ(12))
1−mx
−α
2 e
x
2√
πΓ(1 +α)
∫ +∞
0
ω(α,m)(t)(1− ze−t)−α−m−1exp( −xze
−t
1− ze−t )L
(α)
m (
x
1− ze−t )dt.
(4.80)
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