Abstract. In this short note we show that techniques of Bringmann, Kaszian, and Milas hold for computing the higher Mordell integrals associated to a general family of quantum modular forms of depth two and weight one.
Introduction
The Mordell integral h(z) = h(z; τ ) := R cosh(2πzw) cosh(πw) e πiτ w 2 dw, (
where z ∈ C and τ ∈ H, is intricately linked to various areas of number theory. In particular, classical results show the connection between specialisations of (1.1) are connected to the Riemann zeta function [12] , Gauss sums [6, 7] , and class number formulas [9, 10] . More recently, Zwegers used Mordell integrals to describe the completion of Lerch sums in his celebrated thesis [15] . In particular, Zwegers observed that we can relate (1.1) to an Eichler integral in the following way h(aτ − b) = −e −2πia(b+ Zwegers then showed that a modular completion of Lerch sums may be found. To do so, he found that the error of modularity h(aτ − b) also appears when considering integrals of the same form as (1.2) with lower integration boundary −τ instead of 0. Furthermore, Eichler integrals of the form i∞ −τ g(w)
with g a cuspidal theta function have been studied by many authors in recent times, perhaps most notably in relation to quantum modular forms, e.g. [4, 5, 11] . Quantum modular forms were introduced by Zagier in [13, 14] and are is essentially functions f : Q → C for some fixed Q ⊆ Q, whose errors of modularity
are in some sense "nicer" than the original function. Often, for example, the original function f is defined only on Q, but the errors of modularity can be defined on some open subset of R.
A certain generalisation of quantum modular forms was introduced in [2] . The authors define so-called higher depth quantum modular forms, and provide two examples of such forms of depth two that arise from characters of vertex operator algebras. In the simplest case, quantum modular forms of depth two are functions that satisfy
where Q k (Γ) is the space of quantum modular forms of weight k on Γ, and O(R) is the space of real-analytic functions on R ⊂ R. A crucial step in showing the generalised quantum modularity property of their functions F 1 and F 2 is the appearance of a two-dimensional Eichler integral of the shape
where the g j lie in the space of vector-valued modular forms on SL 2 (Z). In the next paper in the series of Bringmann, Kaszian, and Milas [3] the connection between such a two-dimensional Eichler integral and higher Mordell integrals is explored, in particular with the example of the function F 1 carried over from [2] .
In [8] a family of functions is given as a generalisation of the function F 1 . Each function F in this more general family from [8] is of the shape (up to addition by one-dimensional partial theta functions)
with Q(x) = a 1 x 2 1 + a 2 x 1 x 2 + a 3 x 2 2 a positive definite integral binary quadratic form, S a finite set of pairs α ∈ Q 2 \{(0, 0)}, and ε : S → R\{0}. Each F is shown to be vector-valued quantum modular form of depth two and weight one. Similarly to [2] , a key compenent is the introduction of the double Eichler integral
where D := 4a 1 a 3 − a 2 2 > 0, and θ 1 , θ 2 are given explicitly in Section 3. It is shown in [8] that using Shimura theta functions we may rewrite this in the form (1.3).
This short note serves to show that techniques of Bringmann, Kaszian, and Milas of relating their double Eichler integral to higher Mordell integrals in [3] immediately carry over to the more general setting of [8] . In a similar fashion to [3] we define
along with the functions
Our result is the following Theorem (there is also a related expression for α ∈ Z 2 , taking first a limit in α 1 and using the same method as below, and then taking a limit in α 2 ).
where we set
Preliminaries
Here we recall a few relevant results on double error functions that we need in the rest of this note. We first define a rescaled version of the usual one-dimensional error function. For u ∈ R set
We also require, for non-zero u, the function
A relation between M (u) and E(u), for non-zero u, is given by
We further need the two-dimensional analogues of the above functions. Following [1] and changing notation slightly, we define E 2 : R × R 2 → R by
where throughout we denote components of vectors just with subscripts. Again following [1] , for u 2 , u 1 − κu 2 = 0, we define
Then we have that
The relation (2.4) extends the definition of M 2 (u) to include u 2 = 0 or u 1 = κu 2 -note however that M 2 is discontinuous across these loci. Further, it is shown in the proof of Lemma 7.1 of [8] that for u = u(n) := (2 we have that
(2.5)
3. Proof of Theorem 1.1
Proof. By analytic continuation it suffices to show that the theorem holds for τ = iv, and we begin by showing that
We begin with the expression (2.5) evaluated at τ = iv, giving
πi(a 2 n 1 +2a 3 n 2 ) 2 ω 1 2a 3
We make the shift ω j → 2iω j + iv. The terms in the exponential in the first term on the right-hand side become πi(2a
Pulling out the above two terms dependent on v gives −2πvQ(n). Then we see that the first term on the right-hand side of (3.1) is equal to
A similar expression holds for the second term, and thus we can write e 4πvQ(n) M 2 (κ; √ vu) as the sum of the two terms
, sum over n ∈ α + Z 2 such that |n j − α j | ≤ r and let r → ∞. In the same way as [3] we may use Lebesgue's dominated convergence theorem to obtain 2 lim
Further, it is clear by definition that the right-hand side of (3.2) is equal to H α (iv), and so we have shown the first claim.
Remark. We note that these theta functions are exactly those appearing in the double Eichler integral associated to the family of quantum modular forms of depth two given in [8] . Now we concentrate M 2 (κ; √ vu). Assuming that u 2 , u 1 −κu 2 = 0 (which happens precisely when α 1 , α 2 ∈ Z), rewriting (2.3) implies that
Plugging in our definition of u(n) we thus find that
Letting ω 1 → 2 √ a 1 ω 1 + κω 2 yields the integral as
Then shifting ω 2 → mω 2 gives
Therefore we have that
In exactly the same fashion as [3] we use that
We therefore have (using Lebesgue's theorem of dominated convergence) that
We may then use simple trigonometric rules to split the cotangent functions into sine and cosine (and their hyperbolic counterpart) functions by use of the formula
.
This gives the integral as
Next, as in [3] , we turn to the situation when α 1 ∈ Z and α 2 ∈ Z. Then there is a term in the summation where u 1 − κu 2 = 0. However, in view of (2.4) it still makes sense to consider our function towards this locus of discontinuity of M 2 . We are free to assume α 1 = 0, since it is clear that the Mordell integral is invariant under α → α 1 + 1. Then we consider the integral
where by ± we mean the sum over possible choices of + and −. We see that
has a pole at ω 1 = 0. Therefore, we write
The contribution of the first term of the left-hand side to (3.3) is then seen to be
Changing ω 1 → −ω 1 in the second integral gives overall
We are left to investigate the contribution arising from
to (3.3). For this, we write
Note in particular that we introduce the arguments in the F α 2 functions coming from the diagonalisation of the quadratic form The first term of (3.4) yields the contribution
The contribution of the final term is seen to be Inspecting the inner integral, the term with a minus sign under the change of variables ω 2 → ω 2 + a 2 a 3 ω 1 is seen to cancel with the term with positive sign, thus giving overall no contribution. The argument when α 1 ∈ Z and α 2 ∈ Z runs in a similar way, and this completes the proof.
