Edge-aware filtering is an important pre-processing step in many computer vision applications. In the literature, there exist several versions of collaborative edge-aware filters based on spanning trees and shortest path heuristics which work well in practice. For instance, tree filter (TF) which is recently proposed based on a minimum spanning tree (MST) heuristic yields promising results in many filtering applications. However, links between the tree-based filters and shortest path-based filters are faintly explored. In this article, we introduce an edge-aware generalization of the TF termed as UMST filter based on a subgraph generated by edges of all MSTs. The major contribution of this paper is establishing theoretical links between filters based on MSTs and filters based on geodesics via power watershed framework. More precisely, we show that union of minimum spanning trees (UMSTs) filter can be obtained as the limit of shortest path filters (SPFs). Intuitively, TF can be viewed as an approximate limit of the SPFs. We propose and provide a detailed analysis of two different implementations of the UMST filter based on shortest paths. Further, we establish empirically with the help of denoising experiments that TF is an approximate limit by showing that TF and one of our approximations yield similar results.
Introduction
Image filtering has been a fundamental problem in computer vision for several years. Edge-preserving filtering is a crucial step in many low-level vision problems such as image denoising [32] , image abstraction [32] , texture removal [32] , texture editing [32] , scene simplification [32] , stereo matching [32] and optical flow [32] . These applications are similar in nature, and the desired properties of a filter can thus be explained using a denoising application: real-world images often contain noise and irrelevant information such as texture along with the object boundaries (which are the major image structures). Hence, the goal of an image filtering algorithm is to preserve the object boundaries while getting rid of the redundant information.
In the literature, there exist several edge-aware smoothing filters such as bilateral filter (BF) [33] , guided filter (GF) [24] , weighted least squares filter (WLS) [20] , L 0 smoothing [37] , propagated image filter [10] , morphological amoebas or adaptive kernel-based filters [25] , tree filter (TF) [5] and relative total variation filter (RTV) [38] . Specifically, collaborative edge-aware filters based on spanning tree heuristics [5, 31] and shortest path heuristics [25] work well in practice but their links are not explored.
In this article, we study the recent edge-aware tree filter (TF) [5] which is based on a minimum spanning tree (MST) heuristic. TF admits a linear-time algorithm [40] and yields promising results in applications such as denoising, texture removal, stereo matching and scene simplification. However, it exhibits a leak problem at some of the object boundaries. This problem occurs due to the presence of some object boundary edges in the MST and cannot be avoided as any spanning tree connects all the nodes in a connected graph. Although the authors in [5] tried to negate the leak effect using a bilateral filter as a post-processing step, the problem still persists (see Fig. 1c ). Also, the filtering results vary with the choice of MST which is undesirable.
This motivated us to explore the links between the TF and the other edge-aware filtering methods. Further, such links might provide a possibility to design novel edge-aware filters. For example, one can use these links to construct edge-aware features to design supervised edge-aware filters. The main theme of this article is to identify such links, and we establish a bridge between filters based on shortest paths and those based on minimum spanning trees. This paper is an extended version of the conference paper [17] , and our contributions are the following:
1. We introduce an edge-aware filter based on a subgraph generated by union of edges of all MSTs, UMST filter, a generalization of the TF which is an established filtering tool. 2. We show that the UMST filter (see Sect. 4 for details) is the limit of SPFs. Intuitively, TF can be visualized as an approximate limit of the SPFs. 3. We propose two different implementations of the UMST filter that serve as alternatives to the TF (see Sect. 5 for details) with a detailed analysis of their merits and demerits relative to TF. 4. We establish empirically with the help of denoising experiments that TF is an approximate limit by showing that TF and one of our approximations yield similar results.
We remark that in the conference version, we have introduced the UMST filter and have stated that it is the limit of SPFs without providing a proof. Also, in the conference article, we have only provided one of the two alternate approximations to TF with some preliminary comparisons between our implementation and TF.
The rest of the paper is organized as follows: In Sect. 2, we briefly recall the notions of TF and power watershed (PW) framework and justify the need for a filter based on a subgraph generated by union of edges of all MSTs (UMST). In Sect. 3, we develop SPFs as edge-aware filters starting from Gaussian-like filters and discuss their properties and links with other geodesic-based methods. In Sect. 4 , we show that the UMST filter is the limit of the SPFs in the PW framework. In Sect. 5, we discuss approximations of UMST filter, i.e. TF, and propose two approximations based on shortest paths. We provide a detailed analysis of each of these implementations and empirically establish with the help of denoising experiments that TF and one of our approximations yield similar results. In Sect. 7, the conclusions follow and we speculate some possible directions to extend the ideas in the paper.
From Tree Filter to Union Minimum Spanning Tree Filter
In this section, we briefly recall the tree filter (TF) and provide our motivation on why one should consider using a filter based on a subgraph generated by union of edges of all MSTs (UMST). We then briefly discuss the PW framework and mention some of its recent applications.
Tree Filter
Suppose I is a given image which possibly contains noise, we let I i denote the colour or intensity of the pixel i in the image I . The authors in [5] construct a 4-adjacency edge-weighted graph, with the weights between adjacent pixels reflecting the colour or intensity dissimilarity. More formally, if i and j are 4-adjacent pixels, they use w i j defined by
One can construct an MST on this edge-weighted graph, I MST . Since a spanning tree connects every pair of pixels and does not contain cycles, there exists a unique path between every pair of pixels. Let D(i, j) denote the number of edges on the path between i and j on I MST . We also use I to denote the vertex set of this graph, i.e. the set of pixels whenever there is no ambiguity. For each pair i and j, the collaborative weights t i ( j) are given by:
where σ controls the falling rate. Intuitively, a high value of σ leads to an unweighted average and thus a blurry filter. On the other hand, a very low value of σ results in no practical effect of filtering. The tree filtered value at pixel i is given by
It is reasonable to assume that the pixel colour or intensities vary vastly across objects and are similar within objects. In other words, the higher weight edges mostly correspond to object boundaries and lower weight edges mostly correspond to object interiors. We shall work under this assumption in the rest of the article. The TF works on the following intuition: most of the higher weight edges do not appear, while the lower weight edges mostly do appear in any MST. The collaboration across object boundaries is thus low, while smoothing within objects is achieved well.
Why UMST Filter?
The edges in the image graph that do not belong to object boundaries induce a disconnected subgraph. On the other hand, an MST of a graph is connected; hence, any MST contains one or more object boundary edges. These edges cause a leak effect in the tree filter image (see Fig. 1c) . Also, the filtering results vary with the MST used, making the choice of an arbitrary MST debatable. On the other hand, a filter based on UMST would ensure the following:
1. The filtering results would not depend on arbitrary MST computations. 2. There would be a significant reduction in the leak effect when compared to the TF (see Fig. 1d for an illustration).
The first property is a direct consequence of the fact that UMST filter uses all the MSTs of the image graph. The second property can be explained intuitively as follows: The edges in the UMST are a superset of the edges of an arbitrary MST. Now, among the edges that belong to UMST but not the MST are mostly object interior edges (compare Fig. 2c with Fig. 2b ). These object interior edges dominate the collaborative effect of the object boundary edges to ensure a reduction in the leakage. Figure 2 illustrates the above properties on a synthetic image.
Extending the idea of TF, one can use an exponential falling weight similar to Eq. 2 for computing collaborative weights. However, we observe that there are possibly multiple paths between a given pair of pixels i and j in the UMST unlike in an MST. In order to define the collaborative weights of the UMST filter, we need a criterion to choose a path among all the paths between i and j in the UMST. Among all paths between i and j in the UMST, loosely speaking, a criterion is to discard paths with 'bad' histograms of the edge weights. More precisely, let w 1 < · · · < w k be the distinct weights in the graph and let P and Q be paths between i and j in the UMST with P having m 1 edges of weight w 1 , . . . , m k edges of weight w k and Q having n 1 edges of weight w 1 , . . . , n k edges of weight w k . We compare the histograms of the edge weights, i.e. (m 1 , . . . , m k ) and (n 1 , . . . , n k ) as follows: if m k > n k or if m r = n r , l < r ≤ k along with m l > n l , then we discard path P. Essentially, we pick a path that is intuitively consistent with the assumption that pixel colour or intensities vary vastly across objects and are similar within objects. The reader may refer to Sect. 4 for formal definitions and properties. Now, we shall recall notions of the power watershed framework and a few of its recent applications.
Power Watershed Framework and Related Work
The study of asymptotic behaviour of minimizers has been useful in many computer vision applications, especially the ones that are based on total variation formulation. The most popular approach is to use the notion of -convergence [7] where one computes the limit of minimizers of simpler minimization problems to approximate the solution to a complex minimization problem under a sufficient set of conditions. There are numerous applications in computer vision that fall in this category. However, there are other similar notions of investigating limits of solutions to minimization problems that have been proved to be useful. For instance, in [2, 28] , the elementary mathematical morphological (MM) operators have been formulated as limits of variational problems, and in [34] , the authors view the local min-max filters as a limit of normalized power-weighted averaging filter.
Power watershed (PW) framework which is a closely related notion to -convergence investigates limits of solutions of minimization problems on finite edge-weighted graphs by letting the powers of edge weights tend to ∞. Some useful applications include total variation and spectral clustering: In [13] , the power watershed framework unifies . In order to illustrate that UMST filter yields better results, it should perform at least as good as TF for removing noise at pixel numbered 28 and reducing the leak at object boundaries say at pixel numbered 13 and 14. Consider pixel numbered 28. One can see that both the edges of weights 100 incident on this pixel are present in the UMST; the noise removal is enhanced due to higher collaboration with the neighbouring pixels when compared to that of tree filter where MST had only one of the edges with weight 100. Now consider the pixel numbered 13. We see that although an extra boundary edge (edges 13-18) appears in the UMST, the presence of an additional interior edge incident on 13 in the UMST ensures that the effect of the boundary edge collaboration is reduced significantly. At pixel numbered 14, the UMST filter performs better than tree filter due the presence of the additional interior edges 13-14. Similar arguments hold for pixels numbered 18 and 19 (Color figure online) and extends a common framework of semi-supervised or seeded graph-based image segmentation methods, namely graph cuts [6] , random walker [22] , geodesics [1, 4, 16, 19, 30] and watershed cuts [14, 15] ; in [9] , the authors propose a fast alternative to spectral clustering methods [36, 41] by computing their limit. More recently, [27] generalizes the power watershed framework for a larger class of cost functions (Eqs. 1 and 2 in [27] ) and formalizes the notion of scale for investigating minimizers. In simple words, [27] develops theory and algorithms to combine data reduction and optimization techniques. As edge-preserving image filtering and image segmentation are closely related problems, one can anticipate to establish links between existing filtering methods using the PW framework [13, 27] . In this article, we model the images with finite edgeweighted graphs and show that UMST filter is the limit of SPFs by letting the powers of the edge weights tend to ∞. This result implies that one can view the UMST filter and the shortest path filters in an optimization framework. Although both [27] and this article involve the computation of limit of minimizers of parametrized cost functions, it is important to note that the cost functions used in this article do not fall in the framework of Eqns. 1 and 2 in [27] . The reader may refer to Sec 4 for a proof of the main result.
Shortest Path Filters and Related Methods
In this section, we shall review the shortest path filters in detail. In particular, we develop them as a natural edge-aware extension of Gaussian-like filters. The rest of the section is dedicated to the discussions on their links with other related geodesic methods.
Before formally defining the SPF, we need some notions of graphs specific to modelling images:
Basic Notions
Definition 1 An edge-weighted graph G = (V , E, W ) consists of a finite set V of nodes, and set of unordered pairs of elements of V , i.e. {{i, j} ⊂ V : i = j}, called the edge set E, a positive real-valued function W on the set E. We denote w i j or W (e i j ) as the weight of the edge joining pixels i and j.
Definition 2 For
) is the graph that contains the same set of nodes and edges as of G and W ( p) (e i j ) = (W (e i j )) p for each edge e i j ∈ E and we call G ( p) as an exponentiated graph of G.
Definition 3 A path P(i, j)
between nodes i and j is a finite ordered sequence of nodes of G such that there is an edge incident on every adjacent pair of nodes in the sequence. We say that a path from i to j is a simple path if all the nodes in the sequence are distinct.
Definition 4 An edge-weighted graph G = (V , E, W
) is said to be connected if there exists a path between every pair of nodes in V .
In the rest of the article, we only deal with connected graphs and mostly two-dimensional grid graphs.
Definition 5
Assume that the distinct weights in G are given by 0 < w 1 < w 2 < · · · < w k . Given a path P(i, j) in G, one can assign a k-tuple (n 1 , . . . , n k ) to the path, where n r denotes the number of edges of weight w r on the path P(i, j). This k-tuple is referred to as the edge-weight distribution of the path P(i, j).
In simple words, edge weight distribution is a histogram of the edge weights present in the path. We remark that the k-tuples associated with a path P(i, j) in graph G and its exponentiated graph G ( p) are identical by the virtue of its definition. However, it is important to note that corresponding to each of the coordinates in the edge-weight distributions, the weights are different.
Definition 6
Assume that the distinct weights in G are given by 0 < w 1 < w 2 < · · · < w k . Suppose P(i, j) is a path between pixels i and j in G. P(i, j) is said to be a shortest path between the pixels i and j in G if for every path Q(i, j) between i and j in G, we have This definition is another way of representing standard shortest path length suited for our purposes. We remark that a shortest path is always a simple path since all the weights in the edge-weighted graphs are strictly positive.
We shall now build an edge-aware filter from scratch: Let i and j be two pixels in G ( p) . Consider the simplest weightedaverage filter whose collaborative weights are given by
where ||i − j|| 1 : l 1 norm between the pixels i and j and σ is the parameter controlling the level of smoothing. The Gaussian-like filter at pixel i denoted by G F i is given by:
We observe that the collaborative weights purely depend on the spatial distance between pixels i and j and hence the name Gaussian-like filter. More specifically, collaborative weights between pixels separated by same distance is indifferent w.r.t. existence of an object boundary between them. Hence, one has to find a way to ensure that the collaborative weights are lesser across boundaries. A natural way to extend the idea of a Gaussian-like filter is: given a pair of pixels i and j, consider the number of edges on a path with smallest sum of weights between them.
Let (P(i, j) ) denote the number of edges on a path
where P(i, j) is a shortest path in G ( p) and the edge weights are given by:
The SPF at pixel i is defined as:
where σ controls the falling rate. Note that the weights in Eq. 7 are different from the ones in Eq. 1. This modification is required so that the edge weights are all positive. We shall need positive edge weights to ensure that the shortest paths in limiting case can be nicely characterized (see Lemma 1 for details). Also, TF and UMST filter are both invariant to increasing transformation on the edge weights. Hence, it is fair to relate MST-based filters and SPF both using the weights given by Eq. 7. In the rest of the article, we use the edge weights as per Eq. 7.
We remark that in the special case of all pixel values being equal in the image, SPF is exactly Gaussian-like filter. Also, in practice, the shortest path distances between a pair of pixels within the objects are close to the spatial distances and are larger than the spatial distances across object boundaries. Figure 3 illustrates on a synthetic image that the SPF is a natural edge-preserving extension of the Gaussian-like filter.
Further, one can see that the SPF value at pixel i is a solution of the following optimization problem:
Consider the cost function
where σ controls the falling rate. The shortest path filtered value at pixel i is given by the minimizer of Q SPFs are not completely new, and there exist in the literature several edge-preserving filters using geodesics such as the ones discussed in [23] and the adaptive kernel filter such as morphological amoebas [25] .
Relation to Morphological Amoebas
SPFs are also closely related to morphological amoebas [25] . Morphological amoebas are adaptive structuring elements based on shortest path distances used to build edge-aware filters. These kernels work on the assumption that the gradients are low within the objects and high across the object boundaries. In order to ensure that the kernels do not cross the object boundaries, the amoeba distance defined below is used to compute them:
where P(i, j) is a path between pixels i and j,
The closed ball at pixel i given by { j : κ(i, j) ≤ r } is the kernel used for edge-aware smoothing. The cardinality or the size of the kernel depends on r and is chosen as per the level of smoothing desired. (1) 
Proposition 1 (1) (i, j) is a constrained minima of the amoeba kernel path length given by
Further, the family of parameters ( p) (i, j) are given by:
where
Proof It readily follows from Eqs. 6, 7, 11 and 14
Note that the morphological amoeba lengths are a special case of the lengths given by Eq. 14. We can hence view the SPF as a generalization of the notion of morphological amoeba lengths.
UMST Filter as a Limit of Shortest Path Filters
In this section, we shall formally define the UMST filter and prove that the UMST filter is the limit of SPFs. As the weights of the graphs of the shortest path filters are powers of natural numbers (see Sect. 3), we use the term power tree filter to denote the limit of shortest path filters. We shall need some definitions before we prove this result.
Formal Notion of UMST Filter
Definition 7 Let G = (V , E, W ) be a connected edgeweighted graph. The Union of Minimum Spanning Trees (UMST) of G is defined as the weighted subgraph induced by edges of all the minimum spanning trees of G.
We remark that the usage of the term 'union of minimum spanning trees' (UMST) is justified in Definition 7. This is because the union of all edges belonging to some MST of the underlying connected graph induces this subgraph.
Definition 8
Assume that graph G has k distinct weights given by 0 < w 1 < · · · < w k . Let (n 1 , . . . , n k ) and (m 1 , . . . , m k ) denote the edge weight distributions of paths P and Q in G, respectively. Let l = sup(A) where A = {r : 1 ≤ r ≤ k, n r = m r } We define reverse dictionary ordering or reverse lexicographic ordering on the set of paths in G as follows:
See Fig. 4 for an illustration on reverse dictionary ordering. Note that reverse dictionary ordering yields a complete ordering on the set of paths in G and the ordering remains same in each of the exponentiated graphs G ( p) .
Definition 9
Suppose P(i, j) is a path between pixels i and j in G. P(i, j) is said to be a smallest path w.r.t. reverse dictionary order between the pixels i and j in G if for every path Q(i, j) between i and j in G, we have Q(i, j) ≥ P(i, j).
Note that every smallest path w.r.t. reverse dictionary order between pixels i and j in G has the same edge-weight distribution. In particular, the number of edges on a smallest path w.r.t. reverse dictionary order between i and j denoted by
is an MST in G and vice versa. This follows directly from the fact that MST is invariant to any strictly increasing transformation on the weights of a connected graph. The notions of smallest paths w.r.t. reverse dictionary order and that of MSTs in G ( p) are hence independent of p.
Definition 10
Let η(i, j) denote the number of edges on a path with smallest reverse dictionary order between i and j on G UMST where G UMST is the UMST of the image graph G with 4-adjacency, edge weights given by Eq. 7. For each pair i and j, the collaborative weightst i ( j) are given by:
where σ controls the falling rate. The UMST filtered value at pixel i is given by
where I j denotes the intensity of the pixel j in the original image.
This is a natural way to generalize the TF since: (a) the lesser the reverse lexicographic order of a path, the lesser the chance of the path crossing an object boundary, (b) in the special case of the graph having a unique MST, this filter is exactly the same as TF.
Characterizing Limit of Shortest Path Filters
In this subsection, we characterize the power tree filter or limit of shortest path filters. Firstly, we have the following result: Proof Let G = (V , E, W ) and let the distinct weights in G be given by w 1 < · · · < w k . Firstly, we shall show that for a given pair of pixels i and j, if P(i, j) is a smallest path w.r.t. reverse dictionary order between i and j in G, then there exists a constant p 0 such that for each p ≥ p 0 , P(i, j) is a shortest path between i and j in G ( p) . Let P(i, j) be a smallest path w.r.t. reverse dictionary order between i and j in G. Let Q(i, j) be an arbitrary simple path between i and j. Let  (n 1 , . . . , n k ) and (m 1 , . . . , m k ) denote the edge weight distributions of paths P(i, j) and Q(i, j), respectively. Let
(P, Q) = ∅, then let l = sup(A(P, Q)).
We have m l > n l by choice of P(i, j). Also, the difference of the total weights, i.e. 
We note that given any path which is not simple, one can drop the redundant edges to construct a simple path with strictly smaller total weight. It is hence enough to show that the total weight of P(i, j) is lesser than or equal to every simple path between i and j in G ( p) for sufficiently large p. As V is finite, setting p 0 = sup{ p i j : i, j ∈ V } completes the argument.
Conversely, suppose P(i, j) is NOT a smallest path w.r.t. reverse dictionary ordering between i and j, we shall construct a sequence ( p n ) n≥1 converging to ∞ such that P(i, j) is not a shortest path between i and j in G ( p n ) for each n ≥ 1. (n 1 , . . . , n k ) and (t 1 , . . . , t k ), respectively, then A(P, T ) = ∅ and t l < n l where l = sup(A(P, T )) and A(P, T ) = {1 ≤ r ≤ k : n r = t r }. The difference of the total weights, i.e. ) and has a negative leading coefficient. Thus, ∃ a constant ρ i j ≥ 1 such that for each p ≥ ρ i j , P(i, j) is not a shortest path between i and j. We set ( p n ) n≥1 by p n = ρ i j + n − 1 to complete the proof.
Since P(i, j) is not a smallest path w.r.t. reverse dictionary ordering between i and j, ∃ a path T (i, j) between i and j such that P(i, j) ≥ T (i, j) holds but T (i, j) ≥ P(i, j) does not hold. Equivalently, if the edge weight distributions of P(i, j) and T (i, j) are given by
Loosely speaking, for a large enough power p, on G ( p) , between every pair of pixels, a shortest path is a smallest path w.r.t. reverse dictionary order and vice versa. In short, we have the following corollary:
Corollary 1 Let (i, j) denote the number of edges on a smallest path w.r.t. dictionary order between pixels i and j in G. As p → ∞, we have ( p) (i, j) → (i, j) for each pair i and j.

Optimization Framework for UMST Filter
Recall the definition of UMST filter: Let G denote the given image, let G UMST denote the UMST on the edge-weighted graph constructed from G. Let η(i, j) denote the number of edges on a smallest path w.r.t. reverse dictionary order between pixels i and j in G UMST . Now consider the cost function given by:
where σ controls the falling rate and the UMST filtered value at pixel i is given by the minimizer of Q i (x).
where UMST denotes the UMST filtered image. Firstly, we need the following:
Definition 11 Let G = (V , E, W ) be a connected edgeweighted graph. A subset C ⊂ E is said be a cut if the subgraph induced by the edge set E\C is not a connected graph.
Lemma 2 (Cut property) For any cut C of a connected graph G = (V , E, W ), if the weight of an edge e, e ∈ C is less than or equal to the weight of every other edge in C, then this edge belongs to an MST of the graph G = (V , E, W ).
Lemma 3 (Cycle property) For any cycle C in the graph G = (V , E, W ), if the weight of an edge e of C is larger than the individual weights of all other edges of C, then this edge cannot belong to an MST.
Before we prove the main result of the paper, we need Lemma 4 which is a modified version of a result stated in [27] .
Lemma 4 Let G = (V , E, W ) be an edge-weighted graph. Let G <w denote the induced subgraph of G with the vertex set V and all the edges e i j ∈ E whose weight w i j < w. Let G UMST denote the UMST of G. Then, an edge e with weight w(e) belongs to the G UMST if and only if the edge e joins two connected components in G <w(e) .
Proof The proof directly follows from Lemmas 2 and 3.
In simple words, an edge e is in some MST if and only if it connects two different components of the induced subgraph generated by edges of weights lower than that of e.
Proposition 2 Every smallest path w.r.t. reverse dictionary order between any two arbitrary nodes in G = (V , E, W ) lies on an MST of G and hence on the UMST of G.
Proof Let i and j be two arbitrary nodes in G. Let P(i, j) be a smallest path w.r.t. reverse dictionary order between i and j. It is now enough to show that every edge in the path P(i, j) satisfies the characterization given in Lemma 4. Suppose if possible, let e ∈ P(i, j) be of smallest possible weight such that e is incident on nodes in a same connected component of G <w (e) . Adding e thus forms a cycle C and the other edges in C have weights strictly less than w(e). Now, consider the subgraph generated by edges in P(i, j) ∪ C \ {e}. This subgraph is connected and hence there exists a path Q(i, j) (say) between i and j. It is easy to see that Q(i, j) has smaller reverse dictionary order compared to P(i, j): number of edges of weight greater than w(e) in Q(i, j) cannot exceed to that in P(i, j) since C has edges of weight strictly less than w(e); number of edges of weight w(e) in Q(i, j) is at least one less than that of P(i, j). This contradicts the fact that P(i, j) is a smallest path w.r.t. reverse dictionary order between i and j.
Corollary 2 For every pair i and j in G, we have η(i, j) = (i, j).
The main result is formally stated as follows:
Theorem 1 As p → ∞, we have the following:
In other words, the shortest path filters converge to the UMST filter as p → ∞.
Proof The proof follows readily from Proposition 2 and Lemma 1.
A key takeaway of the above result is one can exploit these links to build novel algorithms for edge-aware and attributespecific filtering. For instance, the adaptive spanning trees (that we shall shortly introduce in Proposition 3 of Sect. 5) can be used to learn features for supervised edge-aware filtering.
Implementation
In this section, we discuss several possible implementations of UMST filter. We utilize ideas from shortest paths and spanning trees to obtain two novel approximation algorithms to compute UMST filter. We provide detailed analyses of our implementations along with the TF which is yet another approximation of the UMST filter.
Exact Algorithms
In order to obtain the UMST filter, we shall first compute the UMST. As we work on colour images and we use l 1 norm (see Eq. 7), the number of distinct edge weights is practically constant. Using a bucket sort and the UMST characterization given by Lemma 4, one can obtain the UMST in O(|E|). Further, as the graph constructed from the image is a 4-adjacency graph,
we have O(|V |) = O(|E|); thus, we can compute UMST in O(|V |).
A naive approach is to adapt the Floyd-Warshall [21] algorithm to calculate η(i, j) for each pair and the computation of UMST filter takes O(|V | 3 ) time and O(|V | 2 ) space. This is very expensive in terms of both memory and space and is hence not practical. In order to reduce the complexity, one needs to exploit the properties of lexicographic ordering and that of the UMST graph structure. One approach is by borrowing ideas from image foresting transform (IFT) [11, 19] .
Image foresting transform is a unified framework for several image processing operators that are based on shortest paths. Some of these operators include fuzzy-connected segmentation [12, 29] and distance transforms [18, 26] . In simple words, IFT is a generalization of Dijkstra's algorithm where an image (with a specified adjacency relation), a set of seeds and a path cost function are specified and one needs to assign to every non-seed pixel, a seed label to which it admits a path with smallest cost. The path costs are usually application specific and are not necessarily given by sum of the weights of the edges on the path. Hence, a modified Dijkstra's algorithm is used to handle a general class of path cost functions that arise in computer vision applications. Although sufficient conditions for a path cost were first proposed in [19] , these are actually insufficient and have been corrected in [11] . We briefly describe the IFT framework below as in [19] and then discuss the relations with the SPFs:
The IFT takes as an input, an image I , an adjacency relation E (usually given by 4-adjacency in case of 2D images), a cost function f for all paths and outputs an optimum spanning forest. Note that the seeds can be specified implicitly by the cost function by assigning a fixed cost for every path that starts at a certain pixel (finite for seed pixels and infinite for non-seed pixels). Although there are no restrictions on the dimension of the image and the adjacency relation, there is a restriction on the path costs. Monotonic-incremental path costs form a special case of the most general conditions under which the IFT algorithm [11, 19] yields correct results. These conditions suffice for our purposes and are described as follows:
The cost function f is monotonic incremental (MI) if it satisfies:
where h(i) is an arbitrary but fixed cost, P(i, s) is a path from i to s and : R + × E → R + is a binary operation that satisfies the following conditions
for any x, x ∈ R + and {s, t} ∈ E.
Using a single seed, the optimum-path forest obtained (which is a tree rooted at the seed) can be used to compute the shortest path filtering collaborative weights (see Eq. 6). By varying the seed s, the SPF can be computed for the whole image. However, such an implementation would still take O(|V | 2 ) time. To the best of our knowledge, we do not have any linear-time exact algorithms for computing the UMST filter. Thus, it calls a need to develop at least a quasi-linear algorithm approximation algorithm.
Approximation Algorithms
Single Tree-Based Approximation As we have developed the UMST filter by generalizing the notion of TF, we can view TF as a heuristic approximation of the UMST filter. Note that TF uses only one MST and hence can be computed dynamically in linear time by doing an upward aggregation followed by a downward aggregation on the tree (see [40] for details). However, the usage of an arbitrary MST makes it difficult to analyse the degree of approximation quantitatively. Multiple Tree-Based Approximations One can also use multiple spanning trees adaptively for filtering different pixels. In fact, one can find upper bounds on the approximation factors as a consequence of Proposition 3.
Proposition 3 For every pixel i in the image I , there exists a spanning tree T i (termed as adaptive spanning tree), such that T i contains a smallest path with respect to reverse dictionary ordering between pixels i and any other pixel j in I .
Proof Let i be an arbitrary pixel in I . We shall construct an adaptive spanning tree T i , such that T i contains a smallest path with respect to reverse dictionary ordering between pixels i and any other pixel j in I . The construction is a special case of IFT (see [19] ) with the following as the inputs: I is the image with 4-adjacency. The path costs are given by: f (P) = ∞ for every path P that does not start at i. All paths P that start at i are completely ordered in the order of decreasing reverse lexicographic ordering using their edgeweight distributions. The path costs are determined by the order statistics of the path, i.e. if P 1 ≥ P 2 ≥ · · · > P l are all
Algorithm 1 Generic Algorithm to Compute UMST Filter
Input: A 4-adjacency graph G of an image I , Adaptive Spanning Trees
Starting from i on T i , use S p = I p + q∈children of p ex p(
σ )S q recursively to compute S i 3: end for the paths starting from i ordered w.r.t. reverse lexicographic ordering, then the path cost f is given by f (P t ) = l − t + 1 where 1 ≤ t ≤ l. We remark that the this path cost is monotonic incremental (see [11, 19] ). The IFT algorithm applied thus yields T i , an adaptive spanning tree of i with the required properties.
Proposition 3 essentially implies that one can decompose the UMST into possibly different spanning trees T i for each i ∈ V . Using each of the trees independently (see Fig. 5 for an illustration on a synthetic image), one can obtain the exact UMST filter (see Algorithm 1). The exact computation takes O(|V | 2 ) and O(|V |) time and space complexities, respectively. However, by truncating each of these trees in Algorithm 1, one can obtain fast approximate solutions. We present two ways to truncate the adaptive trees to obtain approximate UMST filter.
Depth-Based Truncation For each i ∈ V , we truncate the adaptive spanning tree T i to T i,d such that it contains only the pixels j that are at most d (user-defined parameter) edges away from i on T i (see Fig. 6b for an illustration and Algorithm 2 for computing it)
We rewrite Eq. 19 as: (b) Fig. 6 a TF of pixel numbered 14 in Fig. 2 ; here the pixels with significant collaboration (distance ≤ 2) are highlighted in grey, and b depth-based truncation of UMST filter at pixel numbered 14 in Fig. 2 ;
here the pixels with significant collaboration (depth ≤ 2) are highlighted in grey. Observe that the collaboration within the object is higher due to the usage of adaptive spanning tree instead of an arbitrary MST where C is the normalizing constant l exp(− l σ ). In Eq. 21, we observe that the exponential term rapidly converges to 0 and hence one can approximate the above expression by
where d is a parameter indicating a fixed depth and C is equal to We shall now analyse Eq. 22 in more detail. Also as a consequence of Proposition 3, any two pixels are separated by at most |V | − 1 edges on a spanning tree T i i.e. η(i, j) ≤ |V | − 1. Also, if η(i, j) = l > 0, then for each 0 ≤ l ≤ l, there exists at least one pixel j such that η(i, j ) = l . Assume that the intensities satisfy 1 ≤ I j ≤ 255, then we have the following (here we denote UMST by U and UMST i by U i to simplify the notation):
I j (27) (a) (b) (c) Fig. 7 From a colour image, many pixels have been chosen randomly and each curve in a sub figure represents a pixel. The RGB bands are separately processed and plotted in three subfigures. In each of the subfigures, a curve denotes the first difference of the depth-truncated approximate UMST filtered values as a function of depth. Note that the differences stabilize to 0 at a depth of 15 indicating that Eq. 22 yields good approximation to UMST filter (Color figure online) Fig. 8 a TF of pixel numbered 14 in Fig. 2 ; here the pixels that contribute the highest to pixel numbered 14 (top 12 including itself) are highlighted in grey, and b order-based truncation of PTF at pixel numbered 14 in Fig. 2 ; here the pixels that are closest w.r.t. lexicographic order from 14 (top 12 including itself) are highlighted in grey. Observe that the collaboration in the PTF within the object is very high due to the usage of adaptive spanning tree instead of an arbitrary MST For an image with 10 6 pixels, setting σ = 0.1, the expression in Eq. 27 is bounded above by In what follows, we view a rooted spanning tree T as a directed spanning tree: for every pixel j, a path P * ( j) recursively as < j > if parent of j, i.e. Parent( j) = null, and P * ( j) = P * (s)· < s, j > if Parent( j) = s = null (notations are borrowed from [19] ).
Order-Based Truncation For each i ∈ V , we truncate the adaptive spanning tree T i toT i,N such that it contains only the pixels j among the closest N (user-defined parameter) pixels w.r.t. the lexicographic ordering from i on T i (see Fig. 8b for an illustration and Algorithm 3 for computing it) Remove from Q a pixel j such that f (P * ( j)) is minimum and add it toT i,N 4:
set Parent(k) = j 8: end if 9:
end for 10: end while 11: ReturnT i,N The order-based truncation of the adaptive spanning tree would precisely compute the limit of the morphological amoeba filters with λ = 1 in Eq. 10. More formally, we have the following result:
where SPF Proof The proof follows directly from Lemma 1.
We remark that the choice of the kernel size N determines the trade-off between the level of smoothing and the computational cost. In practice, using N ≈ 100, one can obtain a good edge-aware filter. As the kernel size is fixed and small, Algorithm 3 runs practically in O(|V |) time. We shall see the comparison of the performance of our approximations with that of tree filter in "Experiments" section.
Experiments
In this section, we demonstrate that our approximations of the UMST filter perform similar to the TF (in fact marginally better) at an additional computational cost. To process 1000 pixels, it takes about 0.29 s, 37 s and 738 s for TF, order-based and depth-based approximations, respectively. Consequently, we provide an empirical evidence that TF is a fast approximation to the limit of the SPFs. For all our experiments, we have used identical σ (= 10) parameter for computing the TF, depth-based (with depth = 15) and orderbased (with N = 100) multi-tree approximations of UMSTF. The experiments are performed on Intel (R) Xeon(R) CPU W3565 at 3.20 GHz with RAM size of 6 gigabytes.
Firstly, Fig. 9 shows a qualitative comparison of BF, TF, depth-based and order-based multi-tree approximations on some natural images. We observe that BF yields blurry images and erases some object boundaries as expected. On the other hand, TF and our approximations yield similar results. However, on a closer look, one can observe that the boundaries are marginally better preserved in our approximations (compare green patches in Fig. 9 second column, snake's eye in Fig. 9 fourth column) .
For a quantitative comparison of these filters, we have computed the PSNR and structural similarity index (SSIM) [8] on images corrupted with synthetic noises. In general, higher PSNR values and higher SSIM (SSIM equal to 1 implies identical structures) indicate that the image structures are better preserved. However, SSIM is a superior measure when compared to PSNR as the latter estimates absolute errors while the former takes structural information into consideration. To see this, observe that the mean PSNR values of BF in Table 1 are higher than those of other two filters over three iterations of random salt-and-pepper noise. However, a visual comparison of these filters (see Fig. 10 ) suggests that noise is better eliminated by TF and our approximation. The mean SSIM values, however (see Table 2 ), are in-line with the visual results and indicate that order-based approximation of UMST filter performs better than TF in the presence of salt-and-pepper noise. Further, the scatter plot (see Fig. 11 ) of the SSIM values of TF and order-based approximation of UMST filter on three iterations of random Poisson, salt-andpepper, Gaussian and speckle noises on these images (House, Barbara, Lena and Pepper) indicate that our approximation is slightly better than TF irrespective of the type of noise.
Although our approximations yield marginally better results than that of TF, they are computationally expensive. However, it is important to note that our approximations can be implemented in parallel as each pixel is processed independently of the other. Also we note that one has to choose an appropriate filter depending on the type of noise. For instance, BF outperforms the tree-based filters in the presence of Gaussian noise (see Tables 3, 4 ). To summarize, we have demonstrated that TF is a fast approximation of the limit of SPFs.
Conclusions
In this paper, we have analysed the edge-aware filters from scratch by developing shortest path filters as a natural extension of Gaussian-like filters. Using the power watershed framework, we have provided a common optimization set- Fig. 9 A visual comparison of the subtle differences in the performance of TF and our multi-tree approximations of UMSTF on BSDS500 [3] images are illustrated. a-d original images, e-h bilateral filter (σ colour = 100, σ space = 10), i-l tree filter (σ = 10), m-p depthbased multi-tree truncation (σ = 10, depth = 15), q-t order-based multi-tree truncation (σ = 10, N = 100). In the second and fourth columns, observe the green patches and the snake's eye, respectively. The leaks are more prominent in TF when compared to our approximations. These comparisons are meant for a qualitative comparison only (Color figure online) Fig. 10 Visual illustration of edge-preserving filters on images contaminated with salt-and-pepper noise. BF erases some object boundaries and does not eliminate the noise completely, while TF and orderbased approximation eliminate noise and yield similar results. a-d
Salt-and-pepper noisy images, e-h bilateral filter (σ colour = 100, σ space = 10), i-l tree filter (σ = 10), m-p order-based multi-tree truncation (σ = 10, N = 100) (Color figure online) up for the well-known filters based on shortest paths and the ones based on minimum spanning trees. We have thus established a link to the tree filter by showing that it can be visualized as an approximate limit of shortest path filters. Further, we have proposed two different approximation algorithms of the UMST filter by leveraging ideas from shortest paths and minimum spanning trees. Establishing methods based on principles and/or heuristics as limits of solutions of optimization problems would enable to design novel algorithms. For example, based on these theoretical foundations one may use the UMST adaptive spanning trees introduced in this paper to perform attribute filtering on tree of shapes [39] , i.e. preserving specific shapes of interest while getting rid of the rest.
We believe that faster implementations can be developed using efficient GPU-based parallel algorithms [35] based on the ideas from our paper. Further, we believe that accuracy can be improved with supervised techniques by learning edge-aware features from the UMST adaptive spanning trees. Ultimately, we aim to show that PW framework serves as a powerful tool in applications beyond image segmentation and filtering.
