The aim of this paper is to study the performance of some coding schemes recently proposed for updating the TC channel coding standard for space applications, in the presence of jamming. Besides low-density parity-check codes, that appear as the most eligible candidates, we also consider other solutions based on parallel turbo codes and extended BCH codes. We show that all these schemes offer very good performance, which approaches the theoretical limits achievable.
I. INTRODUCTION
S Pace missions can be impaired by intentional or unintentional jamming. Such a threat is particularly dangerous for telecommands (TC), since the success of a mission may be compromised because of the denial of signal reception by the satellite. It is well known that to counter the jamming threat, error correcting codes can be used jointly with direct sequence spread spectrum. This topic has been investigated in previous literature, but rarely taking into account the peculiarities of the TC space link. As a consequence, in current standards or recommendations on TC space links, only weak countermeasures are included, that do not appear adequate to face the increasing skill of malicious attacks. Whilst for the spreading technique a relevant advance is brought by the introduction of long cryptographic pseudonoise sequences [1] , the discussion is quite open as regards possible usage of new coding techniques.
As a matter of fact, the only error correcting code currently included in the standards and recommendations for TC applications [2] , [3] is the BCH code with dimension = 56 and length = 63 exploiting hard-decision decoding. The performance of this code in the presence of This work was supported in part by the ESA Contract No: 4000106268: Advanced Coding Schemes for Direct Sequence Spread Spectrum Telecommand Links and in part by the MIUR project "ESCAPADE" (Grant RBFR105NLC) under the "FIRB -Futuro in Ricerca 2010" funding program. jamming is generally not good and it is possible to verify that significant losses appear even when an interleaver (not currently included in the standard) is employed. Actually, the performance of the BCH(63, 56) code is unsatisfactory even when considered on the additive white Gaussian noise (AWGN) channel. For this reason a number of new proposals have been formulated with emphasis on binary and nonbinary low-density parity-check (LDPC) codes [4] , [5] , [6] . Since good correction capability and short frames are needed, the most recent proposals consider codes with rate = 1/2 and = 64, 128 or 256. Using non-binary LDPC codes allows to improve on their binary counterparts [7] : as an example, a non-binary LDPC(128, 64) code at a codeword error rate (CER) of about 10 −4 gains roughly 1 dB over the binary LDPC(128, 64) code. The performance of these codes over jamming channels has not yet been investigated.
In this paper we consider different types of jamming signals, namely: pulsed jamming, continuous wave (CW) jamming and pseudo-noise (PN) jamming. We also study the impact of jammer state information (JSI), clipping and interleaving, under typical TC application constraints. In order to assess how far the performance of the considered codes is from the theoretical limits, we extend the concept of Shannon's sphere packing lower bound (SPLB). Through our analysis, we are able to identify which are the critical values of the signal-to-interference ratio (SIR) for which the coding scheme is no more able to guarantee an acceptable level of protection.
As further possible candidate schemes, we consider short parallel turbo codes (PTC) and extended BCH (eBCH) codes with soft-decision decoding. For decoding the eBCH codes we consider the most reliable basis (MRB) algorithm, which has been successfully applied to these codes over the AWGN channel. We extend its use also to the jamming channel.
The organization of the paper is as follows. In Section II we introduce the types of jamming. In Section III we give examples of the performance of the BCH(63, 56) code over the jamming channel. In Section IV we describe the new coding schemes and in Section V the performance metrics adopted, including an extension of the SPLB. In Section VI we provide some numerical examples. In Section VII we evaluate the impact of finite length interleavers for the system using PTC. Finally, Section VIII concludes the paper.
II. TYPES OF JAMMING
The definition of the types of jamming we consider is shortly reminded next. We assume that the system adopts a direct sequence-spread spectrum (DS-SS), and binary phase shift keying (BSPK) modulation with carrier circular frequency 0 . The DS-SS is characterized by bandwidth and processing gain . Moreover, the length (period) of the spreading sequence is denoted by .
A. Pulsed jamming
A pulsed jamming signal has the following characteristics:
• white Gaussian noise on the whole bandwidth ; • discontinuity, with pulse active time and period , which means that the pulse is active for a fraction of time (also called duty cycle) 0 < = ≤ 1; • power during the active time , and zero for the remaining time − . During the active time the jamming signal has a power spectral density which is constant over the band with value 0 2 , where 0 = . For proper comparison it is also useful to introduce an equivalent (with the same energy) Gaussian continuous jamming signal. Since the same energy is transmitted over instead of , it has a power = . This equivalent jamming signal has a power spectral density constant over the band, with value 0 2 , where 0 = = 0 . The error rate performance can be expressed in the terms of the ratio 0 between the energy per bit and the equivalent one-side jamming spectral density.
When an error correcting code is applied, the impact of pulsed jamming can be mitigated through interleaving. This is because most of the forward error correction schemes are designed for an AWGN channel which exhibits no memory. They do not handle bursts of errors. An interleaver distributes a burst of errors among many consecutive codewords. By doing this the number of errors contained in each codeword is limited, the code is able to correct them and the burst is neutralized. For analysis purposes, we can initially refer to an ideal interleaver. This implies that if a burst of errors corresponds to a fraction of the symbols, its impact after de-interleaving is modeled as a probability , for each symbol, of having a higher noise variance. Even if an ideal interleaver cannot be implemented, it is very useful for analytically investigating the performance over jamming channels. Then, the performance in the presence of a real interleaver can be determined through simulation.
B. CW jamming
A CW jamming is a narrowband, continuous signal of type ( ) = √ 2 cos ( + ) .
Hence, it is a pure tone with:
• circular frequency = 2 which, in general, may be different from the signal circular frequency 0 ; • initial phase which, in general, may be different from the signal initial phase (conventionally set to 0); • power . The worst case occurs when Δ = − 0 = 0. Under the hypothesis of having a large < , the jamming contribution on a generic symbol can be modeled by a Gaussian random variable with zero mean and variance cos 2 ( ), where is the bit time duration. In the case of CW jamming it is preferable to express the error rate performance in terms of the SIR, , where is the signal power.
C. PN jamming
Let us denote by ( ) the spreading sequence used in the DS-SS system. A PN jamming is a signal of type
Hence, it is a DS-SS signal with:
• circular frequency equal to 0 ; • spreading sequence 2 ( ) different from ( ) (although it may have the same length); • time delay 2 on the spreading sequence; • power . A common choice for the spreading sequence ( ) is to use a Gold code. The novel cryptographic PN sequences proposed for TC applications [1] are very long (a suggested length is = 2 22 − 1). Once again, under the hypothesis of a large < , the interfering contribution on a generic symbol can be modeled by a Gaussian random variable with zero mean and variance . Thus we can obtain the same expression as for CW jamming with = 0. For all the types of jamming the channel is also impaired by thermal noise with signal-to-noise ratio per bit 0 . As the two disturbances are independent one each other, when simultaneously present, their variances can be summed.
III. CURRENT STANDARD
The TC protocols for synchronization and channel coding are specified (with some differences) both in the recommendation [3] issued by the Consultative Committee for Space Data Systems (CCSDS) and in the standard [2] issued by the European Cooperation for Space Standardization (ECSS). Let us refer to the CCSDS recommendation [3] : it specifies the functions performed in the "Synchronization and Channel Coding sublayer" in TC ground-to-space (or space-to-space) communication links. In short, the sublayer takes transfer frames (TFs) produced by the upper sublayer ("Data Link Protocol sublayer"), elaborates them and outputs Communications Link Transmission Units (CLTUs) that are passed to the lower layer ('Physical layer") where they are mapped into the transmitted waveform by adopting a proper modulation format. Details on the structure of the TF and CLTU can be found in [3] , [2] and are here omitted for the sake of brevity. The current CCSDS recommendation and ECSS standard use a BCH(63, 56) code for error protection against noise and interference. At the receiver side a hard decision is taken on the received symbols. The performance against pulsed jamming of the hard-decision decoded BCH(63, 56) code is rather poor. Examples are shown in Fig.  1 for the case without the interleaver (as addressed by the current standard) and in Fig. 2 for the case with the (ideal) interleaver. Performance is expressed in terms of the CER; the value of / 0 has been set equal to 10 dB and the CER is plotted as a function of / 0 for some values of . As expected, performance degrades for decreasing ; the use of the (ideal) interleaver introduces for < 1 an improvement that however remains unsatisfactory to the point that reaching CER = 10 −4 , that is a reference value for TC applications, is practically impossible for = 0.2 and = 0.5.
An example of the performance of the hard-decision decoded BCH(63, 56) code against CW jamming is shown in Fig. 3 for = 100, = 0 and Δ = 0 (worst case). The SIR value is assumed as a parameter and we see that a SIR in the order of −10 dB makes the system unpractical. A further reduction in the value of would require higher SIR values; for example, by assuming = 10, the CER target of 10 −4 becomes practically unreachable just for SIR = 0 dB. For PN jamming it is possible to verify that under the Gaussian approximation its impact is equivalent to that of CW jamming with = 0 and Δ = 0. In Fig. 4 we have plotted the CER curve as a function of the SIR for different values of and / 0 = 10 dB. So this curve also applies to the worst case CW jamming with the same SIR.
IV. NEW CODING SCHEMES
The codes proposed for TC channel coding updating have length greater ( = 128, 256 and 512) and rate smaller (1/2) than the standard code. Also the code type has been changed, with the aim to introduce state-of-the-art codes. The mostly addressed candidates, in this sense, are LDPC codes, both binary and non-binary. Recently, however, we have also shown that potential competitors can be PTC and even BCH codes, if they are soft-decision decoded with maximum likelihood (ML)-like algorithms characterized by limited complexity. The main features of these schemes are reminded next.
A. LDPC codes
A class of binary LDPC codes that is suitable for TC applications has been proposed by the National Aeronautics and Space Administration (NASA) and is described in [4] . It is based on the adoption of three systematic short binary LDPC codes designed using protographs with circulant matrices. Soft-decision decoding can be realized by using the classic sum-product algorithm with log-likelihood ratios (LLR-SPA).
Non-binary LDPC codes with the same lengths have been analyzed by NASA [5] and independently by the Deutsches Zentrum für Luft-und Raumfahrt (DLR) in a joint work with the University of Bologna (UniBO) [7] . In this paper we refer to the DLR-UniBO implementation. Decoding is realized by using iterative algorithms based on fast Hadamard transforms.
B. Parallel turbo codes
Parallel turbo codes are one of the coding options of the CCSDS recommendation for telemetry (TM) links [8] . The CCSDS turbo encoder is based on the parallel concatenation of two equal 16-state systematic convolutional encoders with polynomial description (1, (1 + 2 + 4 + 5 )/(1 + 3 + 4 )). The interleavers are based on an algorithmic rule proposed by Berrou and described in [8] . The CCSDS turbo encoder has four possible information frame lengths: 1784, 3568, 7136 and 8920 bits. The nominal code rate can be 1/2, 1/3, 1/4 and 1/6. However, higher rates are obtainable by puncturing [9] .
Maintaining unchanged the encoder structure, we have considered frame lengths shorter than those in the TM recommendation and fixed the nominal code rate to 1/2, in such a way as to comply with the NASA's choices discussed above. Because of the shorter length, we cannot use the interleavers in [8] and we must design new smaller interleaving structures. Among a wide number of different options, we have focused attention on: completely random, spread [10] , Quadratic Permutation Polynomial (QPP) [11] and Dithered Relative Prime (DRP) [12] interleavers. Moreover, since the constituent CCSDS convolutional codes have 16 states, four extra-tail bits are needed for termination; then, the turbo codeword length is = 2( +4). As an example, for the case of = 64, this implies to have = 136 and an actual code rate 0.471. In order to achieve exactly the code rate 1/2, as it is necessary for fair comparison, we have implemented a suitable puncturing strategy.
The interleaver and the puncturing pattern have been jointly optimized, in such a way as to maximize the minimum distance and minimize the codewords multiplicity (i.e., the number of codewords with Hamming weight ); these parameters, in fact dominate the code performance at low error rates.
The results of the design optimization are shown in Table  I ; besides and , also the information multiplicity (sum of the input weights over all the codewords with weight ) is provided since, together with , it determines the asymptotic bit error rate performance. The decoding of turbo codes is performed by iteratively applying the well-known BCJR algorithm [13] to the constituent encoders.
C. Extended BCH codes
Although soft-decision decoding of BCH codes is generally complex, in the case of short BCH codes with high rate, an exact ML soft-decision decoding is possible, through its trellis representation (for example, based on the Viterbi or the BCJR algorithms). However, having now decided to use codes with rate 1/2 and the shortest length 128, these techniques are too involved and therefore cannot be applied. Alternative solutions can be found, at least for the case of = 64. In fact, the eBCH(128, 64) code can be efficiently decoded by using sub-optimal soft-decision decoding algorithms. Several options are available for this purpose, also exploiting LDPC-like code representations [14] . For this code, we have focused on the MRB algorithm [15] , which has very good performance and acceptable complexity. It consists of the following steps: 1) Identify = 64 most reliable received bits and obtain from them a vector * . 2) Construct a systematic generator matrix * corresponding to these bits. 3) Encode * by * to obtain a candidate codeword * = * * . 4) Choose the order of the algorithm. 5) Consider all (or a proper subset of) test error patterns of length and weight ≤ . 6) For each of them: sum to * , encode by * , verify if the likelihood is higher than that of the previous candidate codeword and, if this is true, update the candidate.
Further details can be found in [15] and the references therein. The MRB algorithm can be applied also to the other schemes (to LDPC codes, in particular) where, depending on the order , it can provide performance comparable to, or even better than, that offered by the iterative algorithms.
V. PERFORMANCE EVALUATION
The performances of the new coding schemes presented in Section IV have been recently discussed and compared over the AWGN channel [16] . We have verified they can provide an advantage of more than 5 dB over the current BCH(63, 56) code. In Section VI we will show that similar improvements can be achieved against jamming.
For soft-decision decoding, the knowledge of the jamming state can play a relevant role. For the case of pulsed jamming, for example, to have JSI means to know the noise variance for each symbol. Thus, in our simulations, we have considered the case of perfect JSI, which means the receiver is able to identify the fraction, , of symbols affected by jamming and the remaining fraction, 1 − , that is only affected by thermal noise, and properly estimate their noise variances, which are 2 = 0 2 + 0 2 and 2 1− = 0 2 , respectively. On the opposite side, we have also considered the case when JSI is not available, and the variance used for LLR calculation of the decoder input is always equal to the average value 0 2 + 0 2 . The goodness of the proposed solutions can be measured through the distance of the CER curves from the SPLB. Among the various approaches available to compute the SPLB, the most suitable one is the so-called SP59 [17] . A modified version of this bound is also available (called SP67 [18] ), that is able to take into account the constraint put by the signal constellation (BPSK in the present analysis). More recent improvements [19] , [20] are significant only for high code rates or long codeword lengths, and these conditions are not satisfied by the codes here of interest. Thus, in the present study, we consider the SP59 as the most significant SPLB.
The SPLB reported in the literature refers to the AWGN channel and needs generalization. This is easy to achieve for pulsed jamming on the condition that the pulse duration is a multiple of the codeword length and no interleaving is applied. For this purpose, let us denote by SPLB( , , / 0 ) the SP59 bound for the AWGN channel. Under the hypotheses above an extended sphere packing lower bound, ESPLB, for the case of pulsed jamming can be defined as:
.
By setting = 1 in (3), we obtain an expression which is valid also for CW and PN jamming channels, when the Gaussian approximation is applied. The ESPLB given by (3) will be considered in Section VI as a useful benchmark for the case with JSI and without interleaving.
VI. NUMERICAL EXAMPLES
Due to limited space, we focus on pulsed jamming and on codes with = 128 and = 64. The analysis can be extended to the longer codes for which, however, the complexity issue for the decoding algorithms adopted can become more critical.
The performances of the new coding schemes presented in Section IV are compared in Figs. 5-8 assuming = 0.5, / 0 = 10 dB and variable / 0 , with and without an (ideal) interleaver, with and without JSI. In the latter case, to limit the impact of the incorrect noise estimation a clipping threshold, equal to twice the amplitude, has been applied to the signal at the channel output. For the PTC we have used the optimal DRP interleaver reported in Table I . The order used for the MRB algorithm applied to the eBCH code is = 4. For three of the considered scenarios the relative behavior of the proposed schemes is very similar: the best performance is achieved by the eBCH code, while PTC and nonbinary LDPC codes are very close one each other and suffer a penalty with respect to the eBCH code that depends on the simulation conditions. An interesting exception occurs for the case with interleaving and without JSI where, because of the ordering mechanism that is at the basis of MRB, the eBCH code loses its leadership. The eBCH code is also very close to the ESPLB, where applicable (see Fig. 7 ). On the contrary, the performance of the binary LDPC code is rather poor with a loss than can be larger than 3 dB with respect to the best solution. These gaps are even more pronounced than those found over the AWGN channel [16] . 
VII. IMPACT OF FINITE LENGTH INTERLEAVER
The results shown in the previous section for the systems using interleaving referred to the adoption of an ideal interleaver. In this section we discuss the effect of using real interleavers characterized by finite length. We consider the particular case of using PTC, but a similar analysis could be developed for the other schemes.
With reference to the short description given in Section III (but further details can be found in [3] ), we suppose that interleaving is applied at CLTU level and also taking into account the possible presence of partitioning. This occurs when the TF has length that is not a multiple of : the TF is partitioned into = ⌈ ⌉ input blocks and, if needed, zero filling is used to complete the last block. Each block is then encoded producing = CLTU coded bits. For the sake of simplicity, in this first evaluation we neglect the presence of the preamble (16 bits) and the postamble (64 bits) that are added for CLTU synchronization [3] . So, we assume that an interleaver is applied to the CLTU coded bits to increase the protection against bursts; it involves all the codewords of the CLTU. As a simple example, we consider a square × row-by-column interleaver where = ⌈ √ ⌉; the CLTU coded bits are written by row and read by column (or vice versa). In this case, wishing to compare the impact of bursts of growing length it is preferable to refer directly to the power and the corresponding ratio 0 =
. An example of the impact of a real interleaver on the transfer frame error rate (FER) in the considered scenario is shown in Fig. 9 , for 0 = 0 dB, = 2048 and a burst length of 100 bits. We observe that the CLTU interleaver is very effective against bursts produced by pulsed jamming. For long TFs (like the one here considered) the burst is practically neutralized by the interleaver.
VIII. CONCLUSION AND OPEN ISSUES
For the first time at our knowledge, the performance over jamming channels of new coding schemes that potentially replacing the BCH(63, 56) code in the space TC channel coding standard has been investigated. The adoption of soft-decision decoding, combined with interleaving and JSI, allows to achieve significant improvements. Whilst it is confirmed that non-binary LDPC codes, that are considered the most eligible candidates, are generally very good, we have shown that comparable performances can also be achieved by using PTC or eBCH codes. We have studied the case of = 128 and = 64, where eBCH codes often offer the best results at an acceptable complexity.
This fact, however, cannot be used to draw general conclusions. First of all, extending the sub-optimal decoding algorithms to longer codes, while maintaining acceptable complexity, may be quite difficult. Additionally, the suboptimal algorithms generally define "complete" decoders. As it is well known, this may be a penalty for the undetected codeword (or frame) error rate that, in TC applications, is at least as important as the codeword (or frame) error rate. Further work is progress to assess either the complexity and the completeness issues.
