The ability of the usual factors from empirical arbitrage-free representations of the term structure-that is, spanned factors-to account for interest rate volatility dynamics has been much debated. We examine this issue with a comprehensive set of new arbitrage-free term structure specifications that allow for spanned stochastic volatility to be linked to one or more of the yield curve factors. Using U.S. Treasury yields, we find that much realized stochastic volatility cannot be associated with spanned term structure factors.
Introduction
Understanding and predicting the variability of interest rates play a crucial role in derivatives pricing and portfolio risk management, so creating accurate empirical models of interest rate stochastic volatility has been a key research priority. Unfortunately, while the canonical affine arbitrage-free term structure models have been widely applied to price bonds, the ability of these popular models to capture the changing volatility of interest rates has been seriously questioned. Indeed, using U.S. swap rate data, Collin-Dufresne, Goldstein, and Jones (2009) find that a standard three-factor affine model, in which one of the factors drives volatility, produces very poor volatility estimates. They suggest that an unspanned volatility factor (i.e., a factor that affects interest rate volatility without changing bond prices) has to be added to the affine term structure model in order to capture the stochastic volatility observed in U.S. dollar swap rates. However, Jacobs and Karoui (2009) argue this conclusion is sensitive to the specific sample period analyzed, and they recommend further research to examine whether spanned factors in an affine arbitrage-free model can capture the conditional volatility in U.S.
Treasury and swap rate data. In this paper, we conduct such research by examining to what extent spanned factors can generate stochastic interest rate volatility.
We incorporate spanned stochastic volatility into the class of affine, arbitrage-free NelsonSiegel (AFNS) term structure models developed by Christensen, Diebold, and Rudebusch (2011, henceforth CDR) . 1 These models are characterized by imposing the level, slope, and curvature factor structure observed in the usual principal components analysis of the yield curve. This class of models captures both the cross section of yields and their time-series dynamics quite well and can be readily estimated. 2 Indeed, in previous work, analysis of multiple factor sources for spanned volatility have been hampered by problems in estimating the parameters of multifactor affine models. 3 However, we estimate new specifications of AFNS models that allow one, two, or all three factors to generate spanned stochastic volatility.
A key advantage of our approach to modeling stochastic volatility is that the factors remain well-defined as level, slope, and curvature for any admissible parameter set despite their latent nature. This structure also makes the results comparable across model classes and allows us to detail which factors are able to generate empirically plausible stochastic yield volatility.
This feature distinguishes our approach from the existing literature on affine models where the optimal parameters for any unconstrained affine model only implicitly reveal which factor(s) generate(s) stochastic volatility.
We estimate these new models on daily U.S. Treasury yields from January 2, 1985, to June 30, 2011, for eight maturities. We find that the introduction of stochastic volatility does not weaken the models' in-sample fit of the term structure relative to a model with constant volatility. Following the existing literature, we correlate the models' predicted stochastic volatility (measured in terms of standard deviations) with a measure of realized standard deviations based on daily data. As in Collin-Dufresne et. (2009), we find that the correlation between the predicted and realized bond yield standard deviations is quite low and often negative over the full sample. However, we also provide evidence that this negative result is not definitive. In particular, we construct a simulation experiment in which all yield volatility is spanned by construction. We find that the predicted yield volatilities generated from model estimations on the simulated data have correlations with the simulated data's realized yield volatilities that depend critically on the quality of the data. If measurement noise is unrealistically low (i.e., normal i.i.d. errors with one basis point standard deviation or lower), the correlations are quite high as theory would suggest (e.g., Andersen, Bollerslev, Diebold, and Labys 2003) . On the other hand, if the added white noise is of the size of the fitted errors in our model estimations, then the correlations are frequently low, and occasionally even negative. Based on this evidence, we conclude that correlations at high frequency between ex ante predicted and ex post realized yield volatility measures are flawed measures for validating term structure models with stochastic volatility-contrary to the conclusions of Andersen and Benzoni (2010) and Collin-Dufresne et. (2009) .
As a consequence of the shortcomings of the realized volatility metric, we try to validate our stochastic volatility AFNS models along other dimensions. First, instead of focusing on time-series correlations at high frequency, we examine the root-mean-squared errors (RMSE) between the predicted and realized yield standard deviations. These model validation results are more favorable to affine models with spanned volatility factors. In particular, the AFNS model in which all three factors can affect volatility performs well based on this measure with RMSEs below 15 basis points at all maturities in addition to providing a good fit to the cross section of yields. Second, this model is also able to match the unconditional mean and standard deviation of our realized yield volatility series. To summarize, our results show that, while incapable of matching the high-frequency time variation of realized yield volatilities, three-factor affine models can fit the cross section of yields and capture an interesting part of realized yield volatility.
The rest of the paper is structured as follows. Section 2 presents a short summary of the original AFNS model of the term structure with constant volatility. Section 3 introduces the modified classes of AFNS models with stochastic volatility dynamics. Section 4 presents empirical results for the AFNS model classes, while Section 5 studies their ability to capture stochastic yield volatility. Finally, Section 6 concludes.
The AFNS Model with Constant Volatility
In this section, we briefly review the AFNS model with constant volatility, throughout referred to as the AFNS 0 specification. 4 A standard continuous-time affine arbitrage-free structure (Duffie and Kan 1996) underlies all the models in this paper. To represent an affine diffusion process, define a filtered probability space (Ω, F, (F t ), Q), where the filtration (F t ) = {F t :
t ≥ 0} satisfies the usual conditions; see Williams (1997) . The state variable X t is assumed to be a Markov process defined on a set M ⊂ R n that solves the following stochastic differential equation (SDE):
where W Q is a standard Brownian motion in R n , the information of which is contained in the filtration (F t ). 
Our nomenclature draws on Dai and Singleton (2000) . Our AFNSn models are members of their An(3) class of models, which have three state variables and n square-root processes.
5 Note that the affine property applies to bond prices; therefore, affine models only impose structure on the factor dynamics under the pricing measure.
6 Stationarity of the state variables is ensured if all the eigenvalues of K Q (t) are positive. If the eigenvalues are complex, the real component should be positive; see Ahn, Dittmar, and Gallant (2002) . However, stationarity is not a necessary requirement for the process to be well defined.
where
. . .
γ : [0, T ] → R n and δ : [0, T ] → R n×n are bounded, continuous functions, and δ i (t) denotes the ith row of the δ(t)-matrix. Finally, the instantaneous risk-free rate is assumed to be an affine function of the state variables
where ρ 0 : [0, T ] → R and ρ 1 : [0, T ] → R n are bounded, continuous functions. Duffie and Kan (1996) prove that zero-coupon bond prices in this framework are exponentialaffine functions of the state variables
where B(t, T ) and A(t, T ) are the solutions to the following system of ordinary differential equations (ODEs)
and the possible time-dependence of the parameters is suppressed in the notation. These pricing functions imply that the zero-coupon yields are given by affine functions of X t
In the AFNS model with constant volatility, the instantaneous risk-free rate is defined by
In addition, the three state variables in the model X t = (X 1 t , X 2 t , X 3 t ) are described by the following system of SDEs under the risk-neutral Q-measure:
Importantly, the three factors in this yield function have level, slope, and curvature loadings identical to those in the popular Nelson and Siegel (1987) yield curve, while the final yieldadjustment term captures convexity effects due to Jensen's inequality and ensures the absence of arbitrage.
The model is completed with a risk premium specification that connects the factor dynamics to the dynamics under the real-world (or historical) P -measure. It is important to note that there are no restrictions on the dynamic drift components under the empirical P -measure beyond the requirement of constant volatility. To facilitate empirical implementation, we use the extended affine risk premium developed by Cheridito, Filipović, and Kimmel (2007) . In the Gaussian framework, this specification implies that the risk premiums Γ t depend on the state variables; that is,
where γ 0 ∈ R 3 and γ 1 ∈ R 3×3 contain unrestricted parameters. 8 The relationship between real-world yield curve dynamics under the P -measure and risk-neutral dynamics under the Q-measure is given by
7 As discussed in CDR, with a unit root in the level factor under the pricing measure, the model is not arbitrage-free with an unbounded horizon; therefore, as is often done in theoretical discussions, we impose an arbitrary maximum horizon.
8 For Gaussian models this specification is equivalent to the essentially affine risk premium specification introduced in Duffee (2002) .
Thus, the P -dynamics of the state variables are
where both K P and θ P are allowed to vary freely relative to their counterparts under the Q-measure.
The main limitation of the AFNS class of models above is the constant volatility matrix Σ. The purpose of this paper is to modify the AFNS model in a straightforward fashion in order to incorporate stochastic volatility. The key assumption to preserving the desirable Nelson-Siegel factor loading structure in the zero-coupon bond yield function is to maintain the K Q mean-reversion matrix under the Q-measure. Furthermore, all model classes will be characterized by an instantaneous risk-free rate defined as the sum of the first two factors
Three AFNS Specifications with Stochastic Volatility
In this section, we introduce three new AFNS specifications with stochastic volatility. These three specifications vary depending on whether they contain one, two, or three stochastic volatility factors and on the identity of those factors. For each model class, we derive the maximally flexible specification available using the extended affine risk premium specification.
AFNS Models with One Stochastic Volatility Factor
There are two AFNS stochastic volatility specifications that allow just one factor to exhibit stochastic volatility. The first, denoted as the AFNS 1 -L model, allows only the level factor to exhibit stochastic volatility. The state variables in this specification follow this system of stochastic differential equations under the risk-neutral Q-measure:
where the X 1 t level factor is a square-root process with stochastic volatility that affects the instantaneous volatility of the two other factors through the β 21 and β 31 volatility sensitivity parameters. 9
For the factor loadings in the zero-coupon bond prices, B 1 (t, T ) is the solution to
while B 2 (t, T ) and B 3 (t, T ) are given by
The last two factor loadings match exactly the factor loadings of the slope and curvature factors in the Nelson-Siegel zero-coupon yield function, while the ODE for B 1 (t, T ) contains quadratic elements related to the stochastic volatility of X 1 t . The A(t, T )-function in the yield-adjustment term in this class of models must solve the following ODE:
To estimate this model, we specify the dynamics under the real-world P -measure as the measure change dW Q = dW P t + Γ t dt. Given the extended affine risk premium specification, the maximally flexible affine P -dynamics are, in general, given by
9 Note that we cannot set κ Q 11 to zero as that would eliminate the drift of X 1 t and cause this process to remain at zero once it hits zero, which it will P -a.s. when κ Q 11 = 0. Instead, we fix this parameter at a small, but positive, ε = 10 −6 , to get close to the unit-root property imposed in the AFNS0 model.
To ensure absence of arbitrage as per Cheridito et al. (2007) , the constrained X 1 t squareroot process must satisfy a Feller condition under both probability measures; i.e.,
and εθ
These restrictions ensure that the X 1 t -process will remain in positive territory. Finally, we identify this class of models by fixing θ Q 2 = θ Q 3 = 0, eliminating the Q-means of the unconstrained processes as in CDR. These restrictions allow the corresponding means under the P -measure to be determined in the estimation. There are 20 parameters in the maximally flexible specification of this class of models.
The natural next AFNS one-factor stochastic volatility specification would allow the slope factor to exhibit stochastic volatility. However, examination of the matrix
shows that X 2 t cannot be a square-root process with X 3 t as an unconstrained process, if the important off-diagonal element κ Q 23 is to remain equal to −λ, which generates the unique factor loading of the curvature factor in the AFNS model. Thus, there is no admissible AFNS 1 -S model. The AFNS 1 -C model, which allows for a stochastic volatility curvature factor, is admissible. However, empirically, this specification turns out to be little different from the Gaussian AFNS 0 model, so we omit it from our discussion here though model details are available from the authors.
AFNS Models with Two Stochastic Volatility Factors
Our second class of stochastic volatility models allows for two stochastic volatility factors.
Although there are three potential specifications, the specification with just the level and slope factors exhibiting stochastic volatility is not admissible because it does not permit the important off-diagonal element κ Q 23 to equal −λ, which is the unique characteristic of the curvature factor in the original AFNS model. Instead, stochastic volatility is associated with either level and curvature or slope and curvature. One of these specifications, denoted AFNS 2 -LC, is similar empirically to the AFNS 1 -L model, so, for brevity, it is omitted-though model details are available from the authors.
The AFNS specification with two volatility factors that we focus on allows the slope and curvature factors to be square-root processes while the level factor remains unconstrained.
The factor dynamics of this AFNS 2 -SC model under the Q-measure are
Note that the X 2 t and X 3 t square-root processes are positively correlated through the offdiagonal element κ Q 23 = −λ < 0. Beyond generating their own stochastic volatility, these two factors induce instantaneous volatility for X 1 t via the β 12 and β 13 volatility sensitivities. For the first factor loading in the zero-coupon bond price function, this structure implies
which preserves the role of the level factor. The next two factor loadings are the unique solutions to:
The A(t, T )-function in the yield-adjustment term is the solution to
Using the extended affine risk premium specification, the maximally flexible affine P -dynamics can be written as
To keep this class of models arbitrage-free, the X 2 t and X 3 t factors must avoid hitting the zero-boundary. This outcome is ensured by imposing the Feller condition on their parameters as follows:
; and λθ
Furthermore, for X 2 t and X 3 t to be well-defined, the sign of the effect they have on each other must be positive, which we impose using the constraints κ P 23 ≤ 0 and κ P 32 ≤ 0. This implies that the two square-root processes cannot be negatively correlated. Finally, we identify this class of models by fixing θ Q 1 = 0, which allows θ P to vary freely. In total, there are 20 free parameters in the maximally flexible specification.
AFNS Models with Three Stochastic Volatility Factors
In the AFNS 3 specification, all three factors exhibit stochastic volatility. The dynamics of X t are described under the Q-measure as 10
In this model class, the factor loadings in the zero-coupon bond price function are given by the unique solution to
while the A(t, T )-function in the yield-adjustment term is given by the solution to:
Applying the extended affine risk premium specification, the maximally flexible affine P -dynamics are given by
To keep this model class arbitrage-free, all three state variables must be prevented from hitting the zero-boundary. We ensure this by imposing the Feller condition on their parameters under both probability measures, i.e.,
and λθ
Furthermore, to have well-defined processes for X 1 t , X 2 t , and X 3 t , the sign of the effect that the factors have on each other must be positive, which we impose with the restrictions κ P 12 ≤ 0, κ P 13 ≤ 0, κ P 21 ≤ 0, κ P 23 ≤ 0, κ P 31 ≤ 0, and κ P 32 ≤ 0. Note that these restrictions imply that the three square-root processes cannot be negatively correlated. In total, there are 19 parameters in the maximally flexible specification of this class of models.
Estimation Methodology
We estimate the stochastic volatility models using the Kalman filter. The zero-coupon yields are affine functions of the state variables,
where ε t (τ ) represent i.i.d. Gaussian white noise measurement errors. The conditional mean for multi-dimensional affine diffusion processes is given by
where exp(−K P (T −t)) is a matrix exponential. In general, the conditional covariance matrix for affine diffusion processes is given by
Stationarity of the system under the P -measure is ensured if the real components of all the eigenvalues of K P are positive, and this condition is imposed in all estimations. For this reason, we can start the Kalman filter at the unconditional mean and covariance matrix 11
However, the introduction of stochastic volatility implies that the factors are no longer simply Gaussian. We choose to approximate the true probability distribution of the state variables using the first and second moments and use the Kalman filter algorithm as if the state variables were Gaussian. 12 The state equation is given by
where ∆t is the time between observations and V t−1 is the conditional covariance matrix given in Equation (5). Furthermore, the approximation can cause the square-root processes to become negative despite the fact that the parameter sets are forced to satisfy Feller conditions 11 In the estimation, we calculate the conditional and unconditional covariance matrices using the analytical solutions provided in Fisher and Gilles (1996) .
12 A few notable examples of papers that follow this approach include Duffee (1999) , Driessen (2005) , and Feldhütter and Lando (2008) . Jacobs and Karoui (2009) and other non-negativity restrictions. Whenever this happens, we follow the literature and simply truncate those processes at zero; see Duffee (1999) for example.
In the Kalman filter estimations, the error structure is given by
where H is assumed to be a diagonal matrix of the measurement error standard deviations, σ ε (τ i ), that are specific to each yield maturity in the data set. The linear least-squares optimality of the Kalman filter requires that the white noise transition and measurement errors be orthogonal to the initial state; i.e., E[f 0 η ′ t ] = 0 and E[f 0 ε ′ t ] = 0. Finally, the standard deviations of the estimated parameters are calculated as
where ψ denotes the optimal parameter set.
Model-Implied Conditional Yield Volatility
Throughout the paper, the model-implied predicted one-month conditional yield volatility measures we refer to are given by the square root of
where V P t [X T ] is the conditional covariance matrix of the state variables provided in Equation (5), T − t = 1 12 , and τ is the yield maturity in years.
Model Estimates from Daily U.S. Treasury Yields
We estimate our AFNS models with stochastic volatility using U.S. Treasury zero-coupon bond yields from the Gürkaynak et al. (2007, henceforth GSW) database. 13 The following eight maturities are included: 3, 6, 12, 24, 36, 60, 84 , and 120 months. We use daily data and limit our sample to the period from January 2, 1985, to June 30, 2011. Researchers have typically found that three factors are sufficient to model the time-variation in the cross section of U.S. Treasury bond yields (e.g., Litterman and Scheinkman, 1991) . Indeed, for 13 These data are available at http://www.federalreserve.gov/econresdata/researchdata/feds200628 1.html our daily U.S. Treasury bond yield data, 99.98% of the total variation is accounted for by the first three principal components, which have level, slope, and curvature loadings across maturities. Such a pattern motivates an AFNS model with its level, slope, and curvature factor structure. Our estimated AFNS state variables are close to but not identical to the principal components.
We first examine in-sample estimation results for the most parsimonious specification with diagonal K P and Σ matrices for each AFNS model class. For example, the AFNS 1 -L model has P -dynamics given by
It suffices to only look at the parsimonious specification because the models in each AFNS i class deliver essentially identical decompositions of the data into level, slope, and curvature factors independent of the specification of the P -dynamics. 14 Since it is this factor decomposition that determines the shape and form of the model-implied stochastic volatility, at least at the short one-month horizon we focus on in this paper, this restriction comes at a minimal loss of generality. Furthermore, it makes the results readily comparable across model classes.
Tables 1 and 2 present our parameter estimates of the four models. 15 The parameter estimates exhibit similarities across the model specifications, especially for the K P matrix. 16
The estimated K P parameter for the level factor indicates the most persistence, while the curvature factor is the least persistent, in all specifications. As for both the mean parameters in θ P and the σ volatility parameters, we see some notable differences across the various models depending on whether the factor in question is generating stochastic volatility or not.
For the θ P parameters, the variation in the estimated values is tied to differences in the scale 14 The inclusion of stochastic volatility into the AFNS model prevents us from obtaining the exact NelsonSiegel factor loadings unlike what is the case for the AFNS0 model class. Importantly, though, the NS factor loading structure is approximately preserved in all the new model classes, as desired by construction, independent of the differences in the models' ability to generate stochastic volatility.
15 The fact that the θ Q parameters are not statistically identifiable and fixed at zero in the Gaussian AFNS0 model is a warning that the θ Q parameters in the AFNS models with stochastic volatility are likely to warrant careful treatment. For the AFNS2-LC model these issues lead us to fix θ Q 2 at a low value of 0.08. Unreported results show that this comes at a minimum loss of generality.
16 Our conclusions on volatility are likely not affected by the finite-sample bias discussed in Bauer, Rudebusch, and Wu (2012) due to the short one-month horizon for our volatility measures. Table 1 : Parameter Estimates of the P -Dynamics.
The table contains the estimated K P matrix, θ P vector, Σ matrix, and β volatility sensitivity parameters for the P -dynamics in the AFNS i models for U.S. Treasury yields. Estimated standard deviations for the parameter estimates are given in parentheses. The estimations are based on daily observations from January 2, 1985, to June 30, 2011. at which each factor operates. Since the factors are latent, this level varies and depends on which factors generate stochastic volatility and therefore have to be bound away from the zero-boundary. Finally, the β volatility sensitivity parameters suggest that the level factor plays a role in generating stochastic volatility for the slope factor, but not for the curvature factor. Furthermore, there is little evidence that slope and curvature play a role for the Table 2 : Parameter Estimates of the Q-Dynamics.
The table contains the estimated θ Q vector and λ parameters for the Q-dynamics in the AFNS i models for U.S. Treasury yields. Estimated standard deviations for the parameter estimates are given in parentheses. The estimations are based on daily observations from January 2, 1985, to June 30, 2011. The maximum log likelihood values are reported, although the models are non-nested.
volatility of the level factor in this sample of U.S. Treasury yields.
If we turn to a performance comparison of the various AFNS i specifications, we can start by comparing the obtained maximum log likelihood values reported in Table 2 . Even though all AFNS i models are non-nested and therefore not directly comparable, the relatively large differences in likelihood values still suggest that the AFNS 1 -L model provides the overall best fit to the cross-sectional and time-series variation of the data. On the other hand, the AFNS 3 model obtains a markedly lower maximum likelihood value than any of the other models. This model is restricted by the fact that all three factors have to remain non-negative, and one or more of these restrictions are binding periodically, not least during the last three years of the sample with the low interest rate environment in the wake of the financial crisis of 2007 and 2008. Duffee (2002) , in his analysis of general affine A i (3) term structure models, also finds that the A 1 (3) model class performs the best, and the A 3 (3) model class the poorest.
Note, though, that he only uses essentially affine risk premium specifications, which are less general than the extended affine risk premium specifications applied in this paper.
Another way to assess the performance of the different AFNS specifications of stochastic volatility is to examine the cross-sectional fit of the yield curve, as shown in Table 3 using root-mean-squared-error for the models' fitted yields. Relative to the AFNS 0 specification, the introduction of stochastic volatility reduces the RMSE of the fitted yields for the shortterm three-and six-month maturities. However, for the remaining maturities, the stochastic volatility specifications do not necessarily insure a reduction in the RMSE measure with one exception, the AFNS 1 -L model does deliver a uniform improvement in model fit over the has the ability to induce the greatest degree of stochastic volatility of all the specifications and thus should be best suited ex ante to closely match the observed data characteristics in terms of yield volatility in addition to providing a good in-sample fit to the cross section of yields.
Yield Volatility Analysis
Here we analyze the ability of the AFNS models with stochastic volatility to predict conditional realized yield volatility at a high frequency. The results favor the AFNS 3 model, which has stochastic yield volatility generated through all three spanned factors. Thus, we test the ability of this model to match the unconditional first and second moments of our realized yield volatility series, where the results again are generally favorable.
Conditional Yield Volatility Results
Collin-Dufresne et al. (2009) argue that there is a potential tension in affine models between fitting the cross section of yields and capturing their stochastic volatility. They further The table contains the pairwise correlations between the one-month conditional standard deviations of the three-month, the two-year, the five-year, and the ten-year U.S. Treasury yields predicted by the AFNS i models. The estimations are based on daily data from January 2, 1985 , to June 30, 2011 demonstrate that to allow only one factor to generate stochastic volatility in a three-factor affine model appears to be too restrictive to fit both aspects of the data. By allowing for more factors to generate stochastic volatility in our AFNS specifications, we hope to mitigate this potential tension. The AFNS specifications with stochastic volatility do not differ markedly in terms of fitting the observed U.S. Treasury yield curve. However, predicted volatility measures of these specifications do differ. Table 4 reports a large dispersion in the pairwise correlations of the predicted conditional yield volatility series for four maturities across all four AFNS i models.
To evaluate the fit of these predicted one-month-ahead conditional yield standard deviations, we compare them to a standard measure of realized volatility based on the daily data used in the model estimations. We generate the realized standard deviation of daily changes in interest rates for the 31-day period ahead on a rolling basis. The realized variance measure is used by Andersen and Benzoni (2010) , Collin-Dufresne et al. (2009) , as well as Jacobs and Karoui (2009) in their assessments of stochastic volatility models. This measure is fully nonparametric and has been shown to converge to the underlying realization of the conditional variance as the sampling frequency increases; see Andersen et al. (2003) for details.
The square root of this measure retains these properties. For each observation date t we determine the number of trading days N during the subsequent 31-day time window (where N is most often 21 or 22). 18 We then generate the realized standard deviation as
where ∆y t+n/N (τ ) is the change in yield y(τ ) from trading day (n − 1) to trading day n. 19 Figure 1 plots the realized 31-day ahead volatility series over the full sample period for four maturities: 3 months, 2 years, 5 years, and 10 years. In each chart, we include the corresponding predicted yield volatility from our four AFNS models. The figure highlights three empirical features of the realized volatilities. First, the realized volatility series become less volatile as the maturity increases. Table 5 shows that the standard deviation of the realized standard deviation for the changes in the three-month yield is almost 1.5 times greater than that of the ten-year yield. 20 This pattern of declining variation as maturity increases suggests that the standard deviations generated by all the model specifications should exhibit better fit as maturity increases, which is, in general, the pattern observed in Table 6 , which contains the summary statistics of the errors between the model-implied onemonth conditional standard deviations and the 31-day-ahead realized volatility for all eight maturities in the U.S. Treasury data.
Second, note that the AFNS 0 and AFNS 2 -SC models produce consistently low RMSE values between predicted and realized standard deviations for all maturities. However, the degree of variation exhibited by these predicted standard deviations is quite low relative to the AFNS 3 specification. As our objective is to best capture the stochastic volatility of these interest rate series, the AFNS 3 specification stands out as a model that delivers a reasonable fit to both the cross section of yields and the cross section of realized yield volatilities.
Third, aside from measures of fit, the correlations between the predicted and realized standard deviations have been used as measures of how well a model is able to capture the stochastic volatility observed in the data. The top panel of Table 7 presents the correlations across the model specifications and maturities that we examine over the full sample period.
The correlations are relatively low, reaching a maximum of just 0.31, and often being negative with the lowest value being -0.24. While these low values could be interpreted to imply that the AFNS i model specifications are not capable of capturing the stochastic volatility in the data very well, the subsample correlation results reported by Jacobs and Karoui (2009) The table presents the mean and root mean squared error of the model-implied one-month conditional bond yield standard deviations relative to the 31-day realized standard deviations based on the daily U.S. Treasury data over the period from January 2, 1985, to June 30, 2011. All numbers are measured in basis points.
that sample periods could play a key, but as of yet not well understood, role in this analysis.
For their monthly and weekly U.S. Treasury yields, they find that term structure models Our subsample results are similar to those of Jacobs and Karoui (2009) . The second panel of Table 7 shows these correlations for the seven years from January 2, 1985 to December 31, 1991. Clearly, these correlations are all positive, but still only reaching a maximum of 0.33.
The AFNS 2 -SC and AFNS 3 specifications generate the highest correlations with the realized volatility series, but the greater degree of variation in the predicted standard deviations generated by the AFNS 3 specification gives this model the edge. However, the bottom two panels of Table 7 Table 8 .
We emphasize that all stochastic yield volatility in the simulated data is generated by the AFNS 3 model and therefore spanned by construction. Despite this fact the median correlation across the N = 1,000 simulated samples is surprisingly low for most maturities.
Another observation is that the size of the median correlation is highly correlated with the measurement noise in the yield data reported in the second column of the top panel of Table   22 We thank Mikhail Chernov for suggesting this exercise. 23 See Christensen, Lopez, and Rudebusch (2013) for details of the model simulation. 24 These error standard deviations are reported in the second column of the top panel of Table 8 . The table reports the distributions of correlations between ex ante predicted and ex post realized 31-day yield standard deviation series. The data is simulated from the AFNS 3 model as described in the text. The second column contains the error standard deviations (measured in basis points) used in the simulations, while the last column indicates the probability of observing the full-sample correlations between predicted and realized yield standard deviations reported for the AFNS 3 model in the top panel of Table 7. 8. The correlation is -97.2 percent. This motivates us to re-run the above exercise using a uniform low value of one basis point for all σ ε (τ i ) values. 25 The results are reported in the bottom panel of Table 8 . Consistent with the theoretical results of Andersen et al. (2003) , the predicted yield standard deviations approximate closely the realized yield volatility measures as the added white noise decline in importance. However, random microstructure noise of a size similar to the in-sample fitted errors from standard three-factor models like ours can blur this relationship significantly. To exemplify that that kind of noise likely exists in the GSW data analyzed in this paper, we note that the average absolute yield prediction errors in the construction of the data are, with few exceptions, of the order of a few basis points over the 1985-2007 period. Thus, this experiment shows that correlations between model-implied predictions and ex post realizations of yield volatility at high frequency may not be a reliable measure of a given model's ability to capture, or span, yield volatility unless the data quality and model fit are extremely (read: unrealistically) good.
Finally, we note that our simulation experiment is close to one undertaken by Bikbov and Chernov (2009) using an A 1 (3) model estimated on weekly data for eurodollar futures rates. However, they impose zero measurement error in their simulated data to avoid reestimating their model. Thus, unlike our experiment, their study is silent about both the role of measurement error and parameter uncertainty for the inference drawn from correlations between model-implied and realized measures of yield volatility. In terms of the latter, they use GARCH(1,1) estimated series. Still, their results are consistent with ours in that they find that correlations between the model-and GARCH(1,1)-implied yield volatility series range from -0.44 to 0.51 even though all volatility in the simulated data is spanned by their A 1 (3) model.
To summarize, the empirical results suggest that the AFNS 3 model can generate predicted volatility measures that exhibit a reasonable degree of variation and simultaneously provide a close fit to the realized volatility measures in this sample of U.S. Treasury data. Still, at a daily frequency, the correlation between the model-implied yield standard deviations and the realized yield volatility is rather low, frequently even negative. However, a simulation study reveals that this can be the case even in a situation where all structural volatility is spanned.
Matching Unconditional Moments of Realized Yield Volatility
To provide support for the view that affine term structure models with spanned factors only are able to capture key elements of yield level and volatility dynamics both in the time series dimension and cross-sectionally, we compare the AFNS 3 model's unconditional moments of the predicted yield volatility to those of the realized yield standard deviations. 26
Even though high frequency correlations between predicted and realized yield volatilities may not be informative, a good model should still be able to match the average level and variation of the realized yield volatility series. Therefore, we compare the unconditional mean and standard deviation of the model-implied one-month conditional bond yield standard Illustration of the unconditional mean and standard deviation of the one-month conditional yield volatility in the AFNS 3 model. Shown are also the mean and standard deviation of the 31-day realized volatility of the eight yield maturities in the GSW Treasury data.
deviation to the mean and standard deviation of the 31-day realized yield volatilities reported in the first two columns of Table 5 . The way we proceed is to simulate N = 10,000 random draws from the unconditional distribution of X t = (X 1 t , X 2 t , X 3 t ) in the AFNS 3 model using the estimated parameters from the full sample. 27 For each drawn vector of X t , we calculate the model-implied one-month conditional yield standard deviation for all yield maturities τ ∈ (0, 10). As all the draws are equally likely, the mean and standard deviation of the N = 10,000 simulated yield standard deviations for each maturity τ represent the estimate of the unconditional mean and standard deviation, respectively, of the one-month conditional yield volatility. Figure 2 shows the model results and the sample equivalents and reveals a good fit by the AFNS 3 model to these unconditional moments. 28
Conclusion
In this paper, we generalize the AFNS model introduced by CDR to allow for stochastic volatility. In doing so, we introduce new specifications whose sources of stochastic volatility are different permutations of the AFNS model's three spanned factors. Our empirical exercises 27 See Christensen et al. (2013) for details of the model simulation. 28 We have also examined whether the AFNS3 model is able to reproduce the failure of the expectations hypothesis as per Dai and Singleton (2002) . We find that it is able.
show that the introduction of these volatility factors does not have a significant impact on the models' fitted yield values relative to the constant volatility AFNS 0 model. Furthermore, our results suggest that the AFNS 3 model in particular, in which all three factors exhibit stochastic volatility, is able to generate a reasonable amount of volatility dynamics. For our daily U.S. Treasury yield data, the AFNS 3 model generates the most variation in its predicted yield standard deviations and provides the closest fit to our realized yield volatility measures.
None of the models generate large correlations with those realized yield volatility measures at high frequency. However, a simulation study shows that this metric is not informative about a model's ability to capture yield volatility. Furthermore, in other model validation exercises, the AFNS 3 model is able to approximate the entire term structure of unconditional means and standard deviations of our realized yield volatility measures.
In conclusion, we find evidence that the modified AFNS modeling framework captures an important fraction of the stochastic volatility observed in the data in addition to preserving the good in-sample yield fit and ease of estimation that is the advantage of the original Gaussian AFNS 0 model class. Still, at daily frequency, parts of the observed volatility in interest rates is only weakly associated with any of the spanned term structure factors. However, to expand the presented model framework to address these issues, is beyond the scope of this paper. Certainly, more research needs to be done to better understand whether there are any significant economic benefits to modeling the unspanned component of yield volatility, as per Collin-Dufresne and Goldstein (2002) and Collin-Dufresne et al. (2009) . In a related paper, Christensen, Lopez, and Rudebusch (2012) are able to price deflation protection options embedded in Treasury inflation-protected securities (TIPS) accurately using spanned yield factors only, which suggests limited economic benefit of unspanned stochastic volatility factors. Similarly, Almeida, Graveline, and Joslin (2011) , who use A 1 (3) and A 2 (3) affine models to analyze LIBOR and swap rates, find systematically large positive correlations between oneweek model-implied predicted and EGARCH(1,1) estimated yield volatilities. Furthermore, they show that these models are able to accurately price both interest rate swaps and volatility sensitive at-the-money caps-again suggesting that spanned risk factors may be sufficient to capture all economically relevant information.
