Abstract-A novel pseudo noise code acquisition combined with the newly proposed adaptive sampling rate and threshold control (ASTC) algorithm is derived for low-power spread-spectrum systems with complementary metal-oxide-semiconductor implementations. Low-power performance can be achieved by reducing the sampling rate of the proposed system while maintaining the system performance. The sampling rate is dynamically updated due to the change of the channel noise level. Under the assumptions that the channel is additive white Gaussian noise slow-fading channel, up to 74.3% reduction in power consumption compared to the conventional fixed-sampling rate and fixed-threshold architecture is demonstrated with insignificant increase of system complexity. The proposed architecture can be applied to the design of low-power and controllable-performance spread-spectrum communication systems.
I. INTRODUCTION

I
NCREASING the system capacity for wireless communication systems is required due to the explosion of wireless applications such as data and multimedia. According to the requirements for large system capacity and interference rejection immunity, code-division multiple-access (CDMA) becomes one of the most popular candidates for modern wireless communication systems. The spread-spectrum technique plays a vital role in the CDMA system and the pseudo noise (PN) code acquisition system is the major module for receiver performance.
Among the design parameters of the mobile wireless communication system, power consumption is one of the major concerns. In this paper, we propose a novel low-power code acquisition structure applied to spread-spectrum systems. The design is targeted for complementary metal-oxide-semiconductor (CMOS) implementation to be applied to fully silicon wireless terminals.
It is well-known that the power consumption in a CMOS very large scale integration (VLSI) system is dominated by the dynamic power. Therefore, low-power designs are mostly focused on reducing the dynamic power consumption. The dynamic power consumption of CMOS VLSI can be modeled 
The dynamic power consumption of a CMOS VLSI system could be reduced by reducing either switching frequency [2] - [7] , power-supply voltage [8] - [14] , or switched capacitance [15] - [18] . In this paper, the low-power system is derived by reducing the switching frequency.
For the low-power architectures of the PN code acquisition system, two different approaches were proposed in [19] and [20] . The architecture in [19] combines the matched filters and serial correlators to achieve low-power application. The parallel spread-spectrum correlator was applied in [20] to reduce the power consumption of the code acquisition system. Research about adaptation of threshold by estimating power level value to maintain system performance was proposed in [21] . Multiplying the estimated background power level with threshold coefficient is an implementation with simple system complexity.
This paper proposes an adaptive PN code acquisition system and achieves low-power operation by dynamically reducing the sampling rate and updating the threshold according to varying channel noise. System performance is maintained above a desired specification. The sampling rate and the threshold of the proposed architecture will be dynamically updated due to changes in the channel noise level. The adaptation engine for sampling rate and threshold to the channel noise level can be implemented either real-time or off-line by power management modules. The system architecture is illustrated in Fig. 1 . Detailed functional blocks in the proposed system will be disclosed in the next section. The low-power adaptive code acquisition system is described in Section II. In Section III, we analyze the power consumption and system performance. We propose a novel adaptive sampling rate and threshold control algorithm in Section IV. Simulations of system performance are demonstrated in Section V. Comparisons of the power consumption and system performances are also listed. The expansion and limitation about the proposed architecture are discussed in Section VI. Finally, conclusions were made in Section VII.
II. LOW-POWER ADAPTIVE CODE ACQUISITION SYSTEM
A. System Architecture of the Proposed Code Acquisition System
Functional blocks of the proposed low-power code acquisition structure are shown in Fig. 2 . The received baseband signal added with the channel noise is the input signal of this code acquisition structure. The output is the decision of the "adaptive detector." The "adaptive sampler" adjusts the sampling tone according to the sampling rate generator. The output data of this adaptive sampler is then despread by the PN sequence in the block of "despreader." The output data of the despreader is then accumulated for the period of the PN sequence. After that, the "adaptive detector" makes the detection result according to the output data of the accumulator. The decision threshold in the block of adaptive detector is adapted according to the threshold generator to optimize the system performance.
The received baseband signal is also processed to extract the clock signal, which is required to generate the local PN sequence. The function of the "noise estimator" is to estimate the channel noise level from the received baseband signal. The noise estimator can be implemented by several well-known techniques [22] - [24] . The operating frequency of the proposed acquisition structure is the sampling rate , which is generated by the sampling rate generator according to the estimated channel noise level . The thresholds and are generated by a threshold generator according to the estimated channel noise level and system specifications. The adaptive detector makes the decision based upon these two threshold values. Because the operating frequency of this structure is adaptive, the "clock generator" is designed to be variable. Accordingly, the "PN code generator" is designed to generate the PN sequence with a varying sampling rate.
For the conventional PN code acquisition system with the fixed sampling rate and the fixed decision thresholds, there always exists the trade off between power consumption and system performance. For example, the system performance of one conventional PN code acquisition system can be improved by increasing the sampling rate, but the power consumption is also increased accordingly. However, the power consumption and the system performance are considered together in the proposed architecture.
B. System Complexity
The proposed system contains two blocks, the acquisition structure, and the power management module. Two modules make up the acquisition structure as shown in Fig. 2 . They are the adaptive sampler and adaptive detector blocks. The varying sampling rate of the adaptive sampler is implemented by varying the system clock with no extra circuitry needed. The adaptive detector is implemented with adjusted threshold and, thus, there is actually no hardware required. The acquisition structure is, therefore, implemented without hardware support.
The power management module can be easily implemented by a processor or digital signal processor (DSP) module. [25] - [27] The sampling rate and threshold generators are realized using a lookup table with the input being the estimated channel noise level and the outputs are sampling rate and threshold value, respectively. Therefore, the adaptation can be implemented with simple memory access instructions. With minor hardware and software additions, the adaptive sampler and detector can be implemented to achieve significant performance improvement.
III. ADAPTATION ANALYSIS OF POWER CONSUMPTION AND SYSTEM PERFORMANCE
In this section, the analysis of power consumption and system performance of the proposed structure is discussed according to the adaptive scheme of sampling rate and decision threshold.
A. System Performance Analysis
Considering the system performance of the PN code acquisition system, the average acquisition time is most important. However, the average acquisition time depends on the system structure and the probability of detection and false alarm [28] . The average acquisition time decreases when the probability of detection is increasing or the probability of false alarm is decreasing. The PN code acquisition system with the smaller average acquisition time has better performance than that with larger average acquisition time. Therefore, the probabilities of false alarm and detection are two important specifications for the PN code acquisition system. To improve the system performance, the probability of detection should be increased and the probability of false alarm should be decreased. In the following, the probabilities of detection and false alarm of the proposed system are analyzed as the functions of channel noise level and sampling rate.
The functional block diagrams of the proposed direct sequence spread-spectrum (DSSS) communication system are shown in Fig. 3 . The source data is with the data rate and in the format of 0 and 1. Before the source data is modulated and transmitted, it will be multiplexed by the PN sequence . is the PN sequence with code length and chip rate , which is applied in this DSSS communication system. The relationship between the data rate and the chip rate is , where is called the processing gain of the system. In general, is equal to the length of the PN code sequence.
is the spreaded data with the chip rate , which is ready for modulation and transmitting. The relationship between and can be modeled as (2) where is the remainder of divided by and is the largest integer less than or equal to . The value of is either 1 or 1. After demodulation, the received signal is converted to through the matched filter. With channel, demodulation and RF front end being modeled with additive white Gaussian noise (AWGN) and phase noise , the received spreaded signal can be modeled as the transmitted signal plus the channel noise , which is shown
The phase noise introduced can be modeled in the despreading procedure. The received signal at the receiver is sampled (4) That is to say, there are samples in each period of the chip of the received signal. The sampled signal is then despreaded by the local generated PN sequence, with the phase difference compared to . If , the phase of and is the same and the absolute of the output value of the accumulator should be larger than the threshold of the detector. In this condition, data is recognized. Otherwise, with the output value of the accumulator being smaller than the threshold, next chip will be checked until the correct phase is detected.
The output value of the accumulator is termed as " " and the thresholds of the detector are and . If , then the system detects the "1" signal. If , then the system detects the "0" signal. If the phase of the PN sequence is not synchronized with that of the received signal , the phase of the received signal is not locked and no output values are decided at the detector. In the following, we want to derive the expressions for the probability distributions of detection and false alarm of the proposed system. Let us denote the hypothesis that signal "1" is transmitted by . The hypothesis that signal "0" is transmitted is termed by . On the other hand, we also denote the hypothesis that the phase of the local-generated PN sequence is synchronous with that of the received signal by and it is denoted by if the sequence is not synchronous. Table I summarizes these hypothesis.
There are two possible events for probability of detection, which is denoted by . One event is that the receiver detects the "1" signal and the phase is synchronous between local PN sequence and received signal when "1" signal is transmitted. Another event is that the receiver detects the "0" signal and the phase is synchronous between local PN sequence and received signal when "0" signal is transmitted. Therefore, the probability of detection can be expressed as (5) The probability of false alarm, which is denoted by , is the probability that the receiver detects "1" or "0" signal when the phase is not synchronous. The expression for is shown as (6) According to the expressions of and in (5) and (6), respectively, we can derive and for the proposed PN code acquisition receiver system. Let us assume that the PN code used in the DSSS communication system is with code length . Because is generated by over-sampling by times. Therefore, if , then the expression of is shown as (7) where and , . As described in Fig. 3 , the output value of the accumulator can be expressed as (8) where
. In the expression of , is the channel noise with the zero mean and variance . In the following, we will derive the expressions for and . If is true, then . If is true, then . Therefore, can be reduced to (9) in this condition (9) Because are the identical independent Gaussian distributions with mean zero and variance and , which are constant values, is the Gaussian distribution with mean and variance . Therefore, is the Gaussian distribution with mean and variance , which is denoted by . By the similar derivation, is the if and are true. Let us assume that . Therefore, the probability of detection can be expressed as (10) where is the error function, which is defined as
If is true, can be derived as (12) where is defined as (8) for . In this condition, the probability distribution of is a normal distribution with mean and variance , where is defined as (13) From (13), the mean value depends on and values. In fact, it also depends on the data pattern of the transmitted data . There are ( ) different values for , which are , and there are four different data patterns, which are "00," "01," "10," and "11." Therefore, there are total different values for . We denoted these different mean values as , where . Let us assume that the probabilities of these different events are the same, which is equal to . In this condition, the distribution of is for in the AWGN channel for each event and the probability for each event is
. Therefore, the probability of the false alarm can be expressed as (14) According to the definition of error function in (11), we can see that the is a monotonic increasing function of . That is to say, the larger the value, the larger the is. Due to this monotonic increasing property of , we can easily derive that is a monotonic decreasing function of and a monotonic increasing function of . As the same is also a monotonic decreasing function of and a monotonic increasing function of . In the general conditions, and . Therefore, is a monotonic decreasing function of channel noise level and a monotonic increasing function of , which is the over-sampling number in each chip period. For the similar reasons, is a monotonic increasing function of channel noise level and a monotonic decreasing function of . These properties of the probability of false alarm and detection are summarized in Table II . According to these monotonic properties, there exists single optimized solution of design parameters to maximize or minimize . The algorithm to solve this optimization problem will be shown in the next section.
The probability of detection and false alarm versus the channel noise level and are demonstrated in Figs. 4-6, respectively. The PN sequence applied to this analysis is the 11-length Barker code sequence. The distributions shown in Fig. 4 is calculated under the condition that , , and
. The signal-to-noise ratio (SNR) value ranges from 15 to 15 dB. It is easy to verify that is a monotonic increasing function of SNR and, therefore, is a monotonic decreasing function of channel noise level. The distributions plotted in Fig. 5 is calculated under the condition that 
and
. The value ranges from 1 to 20. The conditions for different SNR values are also plotted in this figure. It can be verified from the figure that and are both monotonic decreasing functions of . The effect of the SNR value is also disclosed in this figure. From Fig. 6 , is a monotonic increasing function of over-over-sampling number under every different SNR values. The calculation of this figure is based on the condition that and . The SNR value ranges from 20 to 0 dB and the value ranges from 1 to 20 dB.
B. Power Consumption Analysis
As mentioned in (1), the dynamic power consumption of digital VLSI system depends on switching frequency . For the proposed PN code acquisition in Fig. 2 , the switching frequency of the acquisition structure is , which is proportional to the sampling rate and chip frequency . For given PN sequence and communication system architecture, chip frequency can be decided. Therefore, the power consumption of the acquisition structure is proportional to the over-sampling number . For the power management module, the functional blocks of noise estimator, sampling rate generator, and threshold generator are included in this module. The operating frequencies of sampling rate generator and threshold generator are exactly the refresh rate of the noise estimator, which is denoted by . is the rate at which the noise estimator update the estimated channel noise level. The refresh frequency depends on the coherent time of the channel. For example, the refresh frequency of the system with fast-fading channel will be larger than that with slow-fading channel. According to this reason, we assume that the channel is slow-fading channel. There are several practical considerations when designing the refresh rate. The data rate is usually several times of refresh rate. And the sampling rate is also several times of data rate. Because the switch frequency of the power management module is much less than that of the PN acquisition structure, the power consumption of this module can be ignored. Therefore, the power consumption of this proposed architecture is dominated by the code acquisition structure, which is mainly depends on the sampling rate.
Therefore, by controlling the sampling rate and the decision threshold dynamically according to the estimated channel noise level, the power consumption of the system can be reduced and the performance is maintained above some specifications. In the next section, we proposed a novel algorithm to control the sampling rate and threshold of the proposed PN code acquisition system to minimize the power consumption without degradation of the system performance.
IV. THE PROPOSED ADAPTIVE SAMPLING RATE AND THRESHOLD CONTROL (ASTC) ALGORITHM
In this section, the algorithm proposed to control the sampling rate and the threshold of the PN code acquisition system is described in detail. we assume that the channel noise is additive white Gaussian noise with zero mean and variance .
We assume that the SNR value of received baseband signal is dB. The SNR value of the system can be related to by (15) For given channel noise and the over-sampling number in each chip period , the optimal threshold of the detector can be decided by the optimized threshold decision (OTD) algorithm proposed in [29] . The brief introduction of OTD algorithm is included in the Appendix. The OTD algorithm can calculate the threshold of a code acquisition system to make the probability of detection maximal and the probability of false alarm equal to a specific constant. The optimized threshold values and , found by OTD algorithm has the relationship of . In order to implement the sampling rate and threshold lookup tables, the OTD algorithm is applied to calculate the optimal threshold and the maximal probability of detection for given SNR dB, over-sampling number , and the specific probability of false alarm . In the following analysis and simulation, we take 11-length Barker code as the PN sequence. Let us take an example of 0 dB, , and . The thresholds and the maximal probability of detection calculated by the OTD algorithm are , , and . The thresholds and the maximal probability of detection for each SNR and over-sampling number values should be calculated at first. For each SNR value in the range 10 to 10 dB, the threshold and the probability of detection as functions of SNR and over-sampling number should be calculated by OTD algorithm. The SNR range of 10 to 10 dB is flexible. For larger range of SNR values, the system performance will be improved at the cost of system complexity.
In Table III , the calculated thresholds and the maximal probability of detection for dB, varying from 1 to 11, and are listed for illustration. The threshold of decreases when the over-sampling number is increasing. The probability of detection increases when the over-sampling number is increasing. By the values listed in Table III , the sampling rate of the code acquisition system can be choosen to meet some specific probability of detection for given dB. For example, if the performance specifications of the acquisition system are and , then the over-sampling number should be three to meet the specifications. Under this condition, the probability of false alarm is 0.01 and the probability of detection is 0.9218. If the probability of detection is required to be larger than 0.99, then the over-sampling number should be six and the probability of detection is 0.9959. The thresholds are also adaptive due to the over-sampling number and the SNR value.
With Table III for each SNR values, the lookup tables implemented in the PN code acquisition structure can be formed. We assume that the specifications of the system performance are and . The over-sampling number, threshold, probability of false alarm, and probability of detection are listed in Table IV as functions of SNR value. For each SNR value, the values in Table IV can be calculated from the  tables such as Table III . The over-sampling number decreases when the SNR value is increasing. At the same time, the probability of detection is always larger than 0.90, which meets the system specifications.
The proposed ASTC algorithm is described in the following.
Step 1: Given the system specifications of the performance of the proposed PN code acquisition system.
where is the minimum specification of the probability of detection and is the maximal specification of the probability of false alarm.
Step 2: Set the ranges and resolutions of the SNR value as (17) Step 3: For each dB , calculate the minimal over-sampling number and In the following, we take an example to demonstrate the operation of the lookup table implemented in the blocks of "sampling rate generator" and "threshold generator", which is shown in Fig. 2 . We assume that the specifications of the system performance are and . The lookup table implemented in the proposed system is listed in Table IV . We denote the over-sampling number and the threshold as and , which emphasize that they are functions of SNR value. For the optimized solution and found by OTD, they meet the relationship , when the channel noise is AWGN. Let be the estimated SNR value, which is the output of the noise estimator in Fig. 2 . This will be sent to the blocks of "sampling rate generator" and "threshold generator" to generate the over-sampling number and the threshold . These two values will be generated by (19) shown at the bottom of the next page, where dB is the value listed in the row at dB in Table V the following, we will prove that the system performance will be guaranteed to meet the system specifications due to the (19) and (20) except the condition when is less than 10 dB. However, the probability of the event that is less than 10 dB is very low. In the following discussion, we denote the probability of detection and the probability of false alarm by (21) and (22), respectively (21) (22) Assume that the estimated value is in the range of dB dB (23) Then the probability of detection of the proposed system becomes dB dB dB (24) where dB , dB and dB are the values in Table IV . By the characteristics of Table IV, the following  equation is always true:   dB  dB  dB  dB  (25)  where is the minimum specification of the probability of detection. From Table II , the probability of detection is the decreasing function of and is the decreasing function of SNR value by (15) . Therefore, the probability of detection is the increasing function of SNR value. By applying this characteristics of the probability of detection, the probability of detection can be proved to meet the system specifications in the proposed system by dB dB dB dB dB dB dB because dB (26) For the condition of dB , it is trivial that the proposed system will meet the system specifications under this condition. By the similar derivations, the probability of false alarm of the proposed system can be proved to always meet the system performance specifications. Therefore, by applying the lookup table in Table IV into the PN code acquisition system, a low-power system with controllable system performance can be implemented.
V. THE SIMULATIONS OF POWER CONSUMPTION AND SYSTEM PERFORMANCE
The simulation results for the proposed PN code acquisition system and the conventional code acquisition system are presented in this section.
We assume that the specifications of the system performance are and . The lookup table of Table IV is used in the proposed structure. In the simulations described below, we assume that the channel is a time-varying AWGN channel. The channel noise have the Gaussian distribution , the Gaussian distribution with mean zero and variance . However, the variance is not a constant for the real channel condition and it is time-varying. Therefore, we model as a random variable and the distribution of is modeled as the random variable . is modeled as the square of one Gussian distribution, which is expressed as (27) where is the Gaussian distribution with . We assume that the channel is a slow fading channel. With the appropriate design of the refresh frequency of the noise estimator, the variance of the channel noise will nearly keep the dB dB dB dB dB dB dB same within one refresh period, which is . The channel can be viewed as a time-invariant AWGN channel with within one refresh period, where is the variance of the channel noise within the th refresh period. The distributions of and derived in (10) and (14) can be applied to the analysis of the system performance within one refresh period. The variance of the channel noise may be different in different refresh periods, with the distribution modeled in (27) . For the proposed architecture, the noise estimator will estimate the noise variance and update the sampling rate and the threshold of the proposed system according to the estimated variance.
The values of the over-sampling number and the threshold versus SNR are plotted in Fig. 7 . The SNR values in this simulation range from 10 to 44 dB and 200 different SNR values are included in this simulation. When the SNR value is low, which means the channel noise level is high, the over-sampling number , which represents the sampling rate , is adaptively tuned to a high level to compensate the high channel noise level. At the same time, the threshold is updated to optimize the system performance. The dynamic range of the threshold value is not as wide as that of the over-sampling number. The updates of over-sampling number and the threshold follow the equations of (19) and (20) by the functional blocks of sampling rate generator and threshold generator in Fig. 2 . The probability of detection and the probability of false alarm for this simulation are shown in Figs. 8 and 9 , respectively. From these two figures, these two probabilities have been verified to meet the system specifications. The probability of detection is always larger than 0.90. The probability of false alarm is always less than 0.01.
For simulations of the power consumption, several parameters are defined to analyze the proposed system and compare it to the conventional code acquisition system with fixed sampling rate and threshold. is the average value of the over-sampling numbers.
and are the maximal value of probability of false alarm and the minimal value of probability of detection, respectively. In the analysis in Section III-B, the power consumption of the proposed system is proportional to the sampling rate, which is the linear function of the over-sampling number. Therefore, one system with lower average over-sampling number has the lower power consumption.
For the simulation of the conventional code acquisition system, the conventional code acquisition system is designed to meet the system specifications at the 95% of the period. By (27) , the variance of the channel noise is the square of , which is Gaussian distribution with mean zero and variance one. Due to is Gaussian distribution, . For 95% of the period, the variance of the channel noise will be less than 5.85 dB. By observing Table IV , the over-sampling number of the conventional system is set at nine and the thresholds are set to 8 and 8. Equation (10) and (14) are calculated to verify that the system meets the and specifications at 5.85 dB. Therefore, the conventional system will meet the performance specifications for 95% of the period.
In Table V , the values of , , and of the proposed and the conventional systems are listed for comparison. For the proposed one, the average over-sampling number is 2.655, which is only 29.5% of the over-sampling number of the conventional one. The over-sampling number of the conventional one is nine. Therefore, the power consumption of the proposed one is only about 30% of the conventional one. About 70% of the power consumption is reduced by applying the proposed code acquisition structure. The maximal probability of false alarm for the proposed one is 0.01, which is no larger than the specifications. However, this is not the case for the conventional one. The maximal probability of false alarm for the conventional one is 0.222, which is larger than the specifications. The reason is that the conventional system only meets the specifications for 95% of the period. There are similar conditions for the probability of detection.
More simulation cases were done to show the low-power properties of the proposed system. In Table VI , ten cases of the simulation conditions are summarized. These simulation cases are with different maximal specification of the probability of For the fourth case, the percentage of the power consumption reduction is even 74.3%. All the ten simulation cases show that the proposed system is an power-efficient system and it can be applied to a large range of system performance specifications.
VI. EXPANSION AND LIMITATION
The analysis and simulation of the proposed ASTC algorithm are based on the assumption that the channel noise is known and distributed as the AWGN channel. However, under the assumptions that the probability distribution of channel noise is known and the mean and variance of the channel noise could be estimated, the proposed ASTC algorithm can be easily expanded to spread-spectrum system under arbitrary channel noise distribution functions. This is demonstrated in the Appendix.
The power consumption analysis performed in this paper is focused on the PN code acquisition system, which is just one part of the entire wireless communication system. The power consumption of the entire wireless system depends on the architecture of the entire wireless system and what applications the system applied. System architecture issues such as hardware software partition, processor or DSP module implementation, and RF front-end architecture will have effects to how much power the PN acquisition system consumes with respect to the entire wireless system. For general case, the wireless receiver is one of the most complex parts in the wireless hardware design. Clock recovery and synchronization circuits are two of the most complex parts in the receiver design. Therefore, the PN acquisition system dissipates large percentage of power consumption with respect to the entire wireless system. However, it is difficult to declare a exact percentage.
VII. CONCLUSION
By adaptively controlling the over-sampling number and threshold of the proposed PN code acquisition system, the power consumption is greatly reduced when compared to a conventional structure with fixed sampling rate and threshold. At the same time, the system performance of the proposed system also meets the system specifications. Simulations of a large range of the system specifications have revealed that the proposed system consumes 70% less power than the conventional one. It had been shown that the proposed adaptive code acquisition architecture combined with the proposed algorithm is an efficient design methodology for the low-power spread-spectrum communication systems.
APPENDIX
The brief introduction of the OTD algorithm and the expansion of the proposed architecture to the non-AWGN channel are included in this appendix.
A. Brief Introduction to OTD Algorithm
The optimized system performance of a PN acquisition system can be achieved by maximizing or minimizing . The OTD algorithm is one searching algorithm used to find the optimized solution of the decision threshold values to optimize the system performance. Two approaches exist for the optimal system performance. This is an optimal problem under constrained conditions. The OTD algorithm is an iterative approach with two loops to solve this problem. The first loop is moving the initial guess of point of the second loop toward the optimized solution by moving at the direction of gradient of . The second loop is moving toward the constant contour line of by Newton's method. After both two loops are converged, the optimized solution is found. The monotonic properties of and will guaranteed the convergence of this searching algorithm.
B. The Expansion of the Proposed Architecture to Non-AWGN Channel
Let us assume the channel noise level in (3) has the following probability density function and probability accumula- where the number one in PN sequence is larger than the number zero by . The value of may be positive or negative. The value of is usually near to zero for general PN sequence. Assume that is the normalized distribution of , which is correlated to by (A.10)
It is easy to verify that the mean and variance of is zero and one, respectively. We assume that the probability density function and probability accumulation function of are and . One part of can be expressed as (A.11)
After similar manipulations, the probability of detection can be expressed as (A.12)
After the manipulations above, the probability of detection had been expressed as functions of over-sampling number , sequence length of PN sequence , threshold values , mean of channel noise , and variance of channel noise . Because is a probability accumulation function, is a monotonic increasing function of . Therefore, it is easy to verify that is a monotonic decreasing function of and a monotonic decreasing function of . Under the assumptions that and , is a monotonic increasing function of and a monotonic decreasing function of .
After similar procedures, the monotonic properties of also can be proved. Therefore, the and in non-AWGN channel also have the properties shown in Table II . Therefore, the OTD algorithm can be applied to find the optimized threshold values for given estimated mean and variance of the channel noise. The proposed architecture together with the proposed ASTC algorithm can be applied to the non-AWGN channel.
