We prove Manin's conjecture over imaginary quadratic number fields for a cubic surface with a singularity of type E 6 .
Central techniques to prove Manin's conjecture are harmonic analysis in case of varieties that are equivariant compactifications of algebraic groups [BT98a, CLT02] , the circle method in case of varieties defined by forms in many variables [Bir62, Pey95] , and universal torsors [CTS87, Sal98] for varieties without such a special structure. For cubic surfaces, one may alternatively use conic fibrations to parameterize rational points.
For many years the only cubic surfaces for which Manin's conjecture could be proved were forms of the cubic surface defined by the equation
of singularity type 3A 2 (as special cases of [BT98a, Sal98] ; see [Fre13] for references to articles giving other proofs of Manin's conjecture for this particular surface). The reason is that it is toric, so that on the one hand, it is accessible to the harmonic analysis method, and on the other hand, its universal torsor is particularly simple [Cox95] . However, no other cubic surface is an equivariant compactification of an algebraic group [DL10, DL13] . Furthermore, cubic surfaces are clearly out of reach of the circle method. The conic fibration approach gave the best available upper bounds N U,H (B) ≪ B 4/3+ǫ for certain smooth cubic surfaces over Q [HB97] . The universal torsor approach led to the proof of Manin's conjecture over Q for the cubic surface defined by
with an E 6 singularity [BBD07] , based on the computation of its Cox ring [HT04] and analytic number theory. Proofs of Manin's conjecture over Q via universal torsors for several further cubic surfaces followed, overcoming new obstacles in each case (singularity types D 5 [BD09], 2A 2 + A 1 [LB12] , A 5 + A 1 [BD13] , D 4 [LB13] ). Recently, we started to generalize the universal torsor approach from Q to other number fields. This is inspired by the work of Schanuel [Sch79] , which can be interpreted as the proof of Manin's conjecture for projective spaces over arbitrary number fields via universal torsors.
Our first step was to revisit the toric singular cubic surface defined by (1.1) using universal torsor techniques (with Janda [DJ13] over imaginary quadratic fields of class number 1, [Fre13] over arbitrary number fields).
Our second step was to go beyond toric varieties over imaginary quadratic fields. The testing ground were certain del Pezzo surfaces of higher degree (just as over Q, where the investigation of Manin's conjecture beyond equivariant compactifications of algebraic groups and forms in many variables started with smooth quintic [Bre02] and singular quartic [BB07] del Pezzo surfaces). In [DF13a] , we developed the necessary techniques over imaginary quadratic fields in some generality and applied them to a first example, and in [DF13b] we showed that they apply to some other singular quartic del Pezzo surfaces. While our general techniques apply in principle to del Pezzo surfaces of arbitrary degree, they do not provide sufficiently strong bounds for the error terms to prove Manin's conjecture for any cubic surface.
Our third step is to prove here that Manin's conjecture holds over an arbitrary imaginary quadratic field K for the cubic surface S ⊂ P 3 K of type E 6 defined by (1.2), continuing the investigations from [BBD07] .
Theorem 1.1. Let K ⊂ C be an imaginary quadratic field. Let S be the cubic surface over K of type E 6 defined by (1.2), and let U be the complement of the line
where H is the usual exponential Weil height, and
Here, ∆ K is the discriminant, h K the class number, |O × K | the number of units in the ring of integers O K of K, p runs over all nonzero prime ideals of O K , and Np is the absolute norm of p, while
The implied constant in the error term is allowed to depend on K. Theorem 1.1 agrees with Manin's conjecture since S is split over K, hence its minimal desingularization S has a Picard group of rank 7.
We present the proof of Theorem 1.1 in Sections 4-6: First, the rational points of bounded height on U are parameterized by integral points on universal torsors over S, subject to some coprimality-and height conditions. Then, these points on the universal torsors are counted by means of analytic number theory, in several summations, one for each coordinate. The main challenge here is the treatment of the error terms.
One key analytic ingredient is the following variant of the Gauß circle problem where, in addition, the center is summed over quadratic residues modulo an ideal q of O K . This is proved in Section 2 and may be of independent interest. Let ω K and φ K denote the prime divisor function and Euler's φ-function on the nonzero ideals of O K . Moreover, we write φ * K (a) := φ K (a)/Na. Theorem 1.2. Let a, q be nonzero ideals of O K , α ∈ O K with a + q = αO K + q = O K , and ǫ > 0. Then, for t ≥ 0,
Here, ρ runs over a reduced residue system of O K modulo q.
Just summing the (naive) error terms of the inner sum over ρ would yield the total error O((tNq/Na) 1/2 + Nq), which is insufficient for our applications. If K = Q(i), q = a = Z[i], Theorem 1.2 gives the Gauß circle problem with Sierpiński's [Sie06] classical error term O(t 1/3 ) and an additional error O(1) to take care of small t. If q = Z[i], α = 1, Theorem 1.2 can be interpreted as counting only quadratic residues modulo q in the circle problem.
To obtain a sufficiently strong error term, we use Poisson summation. Additional difficulties arise from the fact that we do not only need error cancellation in terms of the circle's radius, but also in terms of the norm of q. To this end, we estimate quadratic exponential sums over K. This new approach leads, in particular, to a crucial improvement of the general treatment of the second summation in [DF13a, Section 6]; see Section 3.
1.1. Notation. As in [DF13a] , we use the following notation. Let C be a fixed system of integral representatives for the ideal classes of the ring of integers O K . The symbol p always denotes a nonzero prime ideal of O K , and products indexed by p are understood to run over all such prime ideals. We say that x ∈ K is defined (resp. invertible) modulo an ideal a of O K if v p (x) ≥ 0 (resp. v p (x) = 0) for all p | a, where v p is the usual p-adic valuation. For x, y defined modulo a, we write
We write I K for the monoid of nonzero ideals of O K and µ K for the Möbius function on I K . For a fractional ideal a of O K , we write a =0 := a {0}.
The implied constants in Vinogradov's ≪and Landau's O-notation may depend on K and on ǫ > 0. Additional dependencies are indicated by appropriate subscripts.
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The circle problem
In this section, we prove Theorem 1.2. We identify C with R 2 and use the inner product a + bi, c + di := ac + bd. For a lattice Λ ⊂ C, we denote its dual lattice with respect to ·, · by
If Λ ⊂ K then the dual lattice with respect to the trace pairing is denoted by
Since v, w = Tr(vw/2), we have Λ * = 2Λ ∨ , and if Λ = q is a fractional ideal of K then q ∨ and q * are as well, namely
We will apply the Poisson summation formula with respect to ·, · and estimate exponential sums with respect to Tr(·). The above paragraph shows how to translate between the two pairings.
The following two lemmas adapt the result of [Hua51] on exponential sums over number fields to our needs.
Lemma 2.1. Let q be a nonzero ideal of O K and let w ∈ q ∨ . Then, for ǫ > 0,
Therefore, the summand depends only on β mod qd −1 and we obtain β mod q e 2πi Tr(wβ 2 ) = Nd β mod qd −1 e 2πi Tr(wβ 2 ) . Now wD K = aq −1 = ad −1 /(qd −1 ). Since the numerator and denominator of this expression are relatively prime, we can apply [Hua51, Theorem 1] to obtain the upper bound
Minkowski's second theorem and the fact that λ 1 ≥ √ Na (see, e.g., [MV07, Lemma 5]) imply that λ 2 ≪ √ Na and det a/(λ 2 ) ≫ √ Na.
Proof of Theorem 1.2. Denote the left-hand side by Z. If t < 4 √ NqNa then
so the lemma holds. We assume from now on that t ≥ 4 √ NqNa. Define
where χ rD is the characteristic function of the disc
for z ∈ D, and R 2 ψ dz = 1, and write ψ δ (z) := δ −2 ψ(δ −1 z). Then ψ δ is a bump function for δD. We define
where * denotes the usual convolution of functions. Then F ± δ are Schwartz functions and
Using (2.1), (2.2), and the Poisson summation formula, we obtain
By properties of the Fourier transform,
Clearly, χ D (0) = π, ψ(0) = 1, and S(0) = φ K (q), so the summands corresponding to w = 0 in the upper and lower bound from (2.3) are
. This gives the correct main term and an acceptable error term. To prove the theorem, we need to bound the sums
For |w| > 0, it is well known that
where J 1 is the first-order Bessel function of the first kind. Moreover, ψ is a Schwartz function, so ψ(w) ≪ min{1, |w| −1 }.
Hence, the sums in (2.4) are
Since wα ′ ∈ (aq) ∨ a = q ∨ , we can apply Lemma 2.2 to bound
This allows us to bound the sums in (2.4) by
so the conditions under the inner sum imply w ∈ (aq) ∨ b = (aq/b) ∨ , and we further estimate
Then the above expression is
Nq 1/3+2ǫ .
An improved second summation
In this section, we use Theorem 1.2 to obtain an improved error term in [DF13a, Proposition 6.1] (for n = 2). To this end, let us briefly recall the setup from there:
We consider a nonzero fractional ideal O of K, a nonzero ideal q of O K , and A ∈ K with v p (AO) = 0 for all prime ideals p dividing q.
Let ϑ : I K → R be a function satisfying a∈IK Na≤t |(ϑ * µ K )(a)| · Na ≪ c ϑ t(log(t + 2)) C (3.1) for all t > 0, with constants c ϑ > 0 and C ≥ 0. We write
Na .
For 1 ≤ t 1 ≤ t 2 , we consider a function g : [t 1 , t 2 ] → R for which there exists a partition of [t 1 , t 2 ] into at most R(g) intervals on whose interior g is continuously differentiable and monotonic. Moreover, with constants c g > 0 and a ≤ 0, we assume that
In [DF13a, Proposition 6.1], we proved an asymptotic formula for the sum
Here, we improve the error terms to obtain the following result.
Proposition 3.1. Let ǫ > 0. Under the above assumptions, we have
Moreover, the same formula holds if, in the definition of S(t 1 , t 2 ), the range
The proof is analogous to the proof of [DF13a, Proposition 6.1], except that we use the lemma below instead of [DF13a, Lemma 6.4].
Lemma 3.2. Let a, q be ideals of O K and let α ∈ O K with a + q = αO K + q = O K , and ǫ > 0. Then, for t ≥ 0,
Proof. We proceed similarly to the proof of [DF13a, Lemma 6.4]. Let L be the expression on the left-hand side. Then
The inner sum is zero whenever b + q = O K and can be estimated by Theorem 1.2 otherwise. Hence,
This gives the main term in the lemma plus an error term ≪
The first part is ≪ C c ϑ log(t + 2) C , the second part is ≪ C c ϑ t 1/3 Nq 1/3+ǫ , and the third part is ≪ C c ϑ 2 ωK (q) Nq 1/2 log(t + 2) C+1 .
Proof of Proposition 3.1. With
(a)g(Na). For any given C = (C 0 , . . . , C 6 ) ∈ C 7 , we define u C := N(C 3 0 C −1 1 · · · C −1 6 ) and
By Lemma 3.2, the last expression is
For η j ∈ O j , we define
For B ≥ 0, let R(B) be the set of all (η 1 , . . . , η 9 ) ∈ C 9 with η 4 η 5 η 7 = 0 and η 2 1 η 3 2 η 4 3 η 4 4 η 5 5 η 6 6 η 3 7 ∞ ≤ B, (4.2) the torsor equation η 2 1 η 3 η 3 8 + η 2 η 2 9 + η 2 4 η 5 η 3 7 η 10 = 0, (4.7) and the coprimality conditions Figure 1 .
(4.8)
Lemma 4.1. Let K be an imaginary quadratic field. Then S of the projection ρ • π −1 : S P 2 K , (x 0 : · · · : x 4 ) → (x 0 : x 2 : x 3 ) given by (y 0 : y 1 : y 2 ) → (y 0 y 2 1 : −y 2 0 y 1 − y 3 2 : y 3 1 : y 2 1 y 2 ), and the map Ψ from [DF13a, Claim 4.2] sending (η 1 , . . . , η 10 ) to (η 1 η 2 2 η 2 3 η 4 η 2 5 η 3 6 η 9 , η 10 , η 2 1 η 3 2 η 4 3 η 4 4 η 5 5 η 6 6 η 3 7 , η 2 1 η 2 2 η 3 3 η 2 4 η 3 5 η 4 6 η 7 η 8 ), we see that the requirements of [ Moreover,
.
Here, A = A(η 2 , . . . , η 7 ) := −η 3 /(t 2 η 2 ), for a t = t(η 4 , η 5 , η 6 , η 7 ) ∈ K × such that
is a prime ideal not dividing I 4 I 5 I 6 I 7 . Moreover, η 8 A is invertible modulo k c I 2 4 I 5 I 3 7 whenever θ 0 (I ′ ) = 0.
Proof. For fixed η 1 , . . . , η 8 , the first summation estimates the number of η 9 , η 10 with (η 1 , . . . , η 10 ) ∈ M C (B). This is considered in general in [DF13a, Proposition 5.3], which we apply with the following data: (A 1 , A 2 , A 0 ) = (3, 1, 8), (B 1 , B 0 ) = (2, 9), (C 1 , C 2 , C 3 , C 0 ) = (5, 4, 7, 10), D = 6, and u C B instead of B. Moreover, we define Π 2 = Π 2 (η 4 , η 5 , η 6 , η 7 ) := η 1 η 8 t and Π 1 = Π 1 (η 4 , η 5 , η 6 , η 7 ) := η 3 η 8 t −2 , so η 2 1 η 3 η 3 8 = Π 1 Π 2 2 . We obtain a main term, which is the one given in the statement of this lemma, and an error term, which we still need to sum over η 1 , . . . , η 8 .
Let us consider the error term. For given η ′ , the set of all η 9 with (η 1 , . . . , η 9 ) ∈ R(u C B) is contained in two balls of radius
If η 8 = 0 this follows from taking the geometric mean of both expressions in the minimum in [DF13a, Lemma 3.5, (1)] applied to (4.5). If η 8 = 0 then it follows from (4.4). Thus, the error term is 
where, for t 1 , . . . , t 7 ≥ 1,
with a real variable t 8 and a complex variable η 9 .
Proof. We follow the strategy described in [DF13a, Section 6] in the case b 0 ≥ 2, except that we use Proposition 3.1 instead of [DF13a, Proposition 6.1]. We write
with ϑ(I 8 ) :=θ 9 (I ′ , k c ) and g(t) := V 9 (NI 1 , . . . , NI 7 , t; B). By [DF13a, Lemma 5.5, Lemma 2.2], the function ϑ satisfies (3.1) with C := 0, c ϑ := 2 ωK(I2I3I4I5I6I7) . By (4.3), we have g(t) = 0 if t > t 2 := B/N(I 2 1 I 2 2 I 3 3 I 2 4 I 3 5 I 4 6 I 7 ), and, using Lemma [DF13a, Lemma 3.5, (2)] applied to (4.5), we have g(t) ≪ B 1/2 /(NI . Clearly, 1 0 g(t) dt and the error term O(ϑ(0)g(0)) are dominated by the other error term. Using [DF13a, Lemma 6.3] we see that the main term in the lemma is correct.
For the error term, we may sum over k c and over the ideals I j instead of the η j , since |O × K | < ∞. By (4.2), it suffices to sum over k c and all (I 1 , . 
