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ABSTRACT
We investigate the use of deep learning in the context of X-ray polarization detection from astrophysi-
cal sources as will be observed by the Imaging X-ray Polarimetry Explorer (IXPE), a future NASA
selected space-based mission expected to be operative in 2021. In particular, we propose two models
that can be used to estimate the impact point as well as the polarization direction of the incoming
radiation. The results obtained show that data-driven approaches depict a promising alternative to the
existing analytical approaches. We also discuss problems and challenges to be addressed in the near
future.
1 Introduction
The Imaging X-ray Polarimetry Explorer1 (IXPE), which is a space-based mission selected by the NASA, is expected
to be launched in 2021. IXPE will conduct precise polarimetry in the X-ray energy band (between 2 and 8 kilo
electronvolts), which is a poorly investigated field so far, see (Weisskopf, 2018) for a recent review. The data collected
by this mission will be important for the analysis of various astrophysical sources, from stellar-mass black holes, neutron
stars and pulsar wind nebulae, to supernovae remnants and active galactic nuclei.
IXPE exploits the so-called Gas Pixel Detector (GPD) design to perform measurements of linear polarization (Bellazzini
et al., 2006). In particular, when an X-ray photon is absorbed in the gas gap of the GPD, a photo-electron (PE) is
ejected, producing an ionization pattern that defines a track. Each track is drifted by a uniform electric field to the
Gas Electron Multiplier (GEM), which amplifies the charge keeping the shape unchanged (Costa et al., 2001). The
amplified charge is then read out through a grid of hexagonal pixels and the image of the PE is recorded. An example of
a PE track image is given in Figure 1: the green dot represents the impact point, where the X-ray converted into a PE,
1https://ixpe.msfc.nasa.gov
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Figure 2: Examples of simulated images
and the green line shows the emission direction of the secondary particle, which lies preferentially in the oscillation
plane of the X-ray electric field.
Figure 1: Example of a PE track: The darker the color, the
higher the charge value recorded.
A correct reconstruction of the impact point is crucial to
carry out the imaging of observed extended sources in the
sky, while the estimation of the PE emission direction is
fundamental to determine the polarization of the incom-
ing radiation. The reconstruction of IXPE events can be
reduced to the estimation of these two main parameters:
(1) the impact point, and (2) the polarization angle φ. Cur-
rently, an analytic approach is used to infer both the impact
point and the polarization angle from the charge-waited
pixel content exploiting a geometrical moments analysis
technique. This approach shows its weaknesses by well
reconstructing (on average) only ∼20% of the events, loos-
ing mostly the low-energy ones, which are generally less
featured (less elongated tracks, more spot-like). The weak-
ness of the analytical approach brings up the necessity of
an alternative reconstruction method and, since the IXPE
track reconstruction is based on images, it is very appealing from the deep learning point of view.
Deep learning has successfully been applied in various domains such as medical image analysis, remote sensing, or
astronomy (LeCun, Bengio, and Hinton, 2015). In this work, we report results of two first attempts to address the
estimation tasks sketched above, i.e., we propose deep neural networks for (1) the impact point estimation and for (2)
the estimation of the emission direction. We also outline strategies for further improvements of deep learning based
models for both tasks.
2 Data and Reconstruction efficiency
For this study, we simulated IXPE observations of an unpolarized source emitting X-rays of energies uniformly
distributed in the range of the IXPE sensitivity. In particular, Monte Carlo simulations were used to generate 500,000
PE track images. Each track image was labelled with the following set of parameters: (1) the energy of the incoming
X-ray (EX ), (2) the coordinates (j, i) of the pixel containing the impact point, and (3) the polarization angle φ.
Figure 3: Left: Illustration of a 100% polarized radiation as seen by IXPE.
Right: Same as left image but for an unpolarized radiation.
The generated images were subsequently
normalized (i.e., pixel values in [0,1])
and upsampled to a cartesian grid (up-
sampling factor ≈ 2, equally-shaped
square images). In Figure 2, some exam-
ples of such generated images are shown.
A separate additional test set of 35,838
observations for a pi/4 polarized source
emitting X-rays at 4 kilo electronvolts
was processed in the same way.
A relevant characteristic is that the dis-
tribution of φ of the events collected ob-
serving an X-ray source in the sky would
show a cos2 modulation in the case that
the target is linearly polarized, while it would be uniform in case of unpolarized source, as illustrated in Figure 3. The
capability of an algorithm of reproducing this modulation in the final distribution of φ can be translated in an efficiency
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Figure 4: Left: neural network prediction efficiency. Right: state of the art analytical method. The efficiency 10 and
the modulation factor µ are reported on top of the plots.
evaluation useful to compare reconstruction algorithms. We can define the modulation factor µ as the response to
a fully polarized sample: the closer to 1 the modulation factor, the more efficient the algorithm. In addition to the
modulation factor, we define the efficiency, ε10, to compare the performance of different algorithms in predicting φ. It
is given by the number of events whose predicted polarization angle lies within 10 degrees (arbitrary but reasonable
number) of the true value. Given the periodicity of the polarization angle distribution a shifting phase of ±pi and ±2pi
of the reconstructed angle is still good, since the overall distribution would not be altered (as long as the number of
positive-shifted events is balanced by the number of negative shifted events).
3 Angle and Impact Estimation
We propose two different neural network architectures to estimate (a) the emission direction (angle) and (b) the impact
point of a given track, respectively.
3.1 Polarization Angle Reconstruction
For this subtask, we resort to a M-head ensemble of VGG-16 networks with M = 8 heads in the ensemble, where all
but the last block of CNN filters are shared (Lee et al., 2015; Simonyan and Zisserman, 2014). The network produces a
normalized direction vector and we consider the cosine similarity loss between the network predictions and the ground
truth directions as loss function. Following (Lee et al., 2015), we assign a higher weight factor to the loss for the
ensemble head, which gives most accurate prediction, and lower weights for the other heads in order to prevent network
heads from becoming too similar. At inference stage, the average over ensemble heads is returned as the final prediction.
For typical low energy events accurate direction regression can be impossible, therefore it is important to quantify
predictive uncertainty of the model, which we accomplish by using ensembling. It is known that ensembles of neural
networks typically yield the best estimate of predictive uncertainty (Ovadia et al., 2019), compared to methods such as
dropout (Gal and Ghahramani, 2015) and SVI (Blundell et al., 2015), in addition to improvements in accuracy over
single models. In Figure 4, histograms of the reconstructions of the pi/4-polarized test data together with 10-degree
efficiency estimates ε10 and the modulation factors µ for both the neural network and the classical reconstructions
are provided. It can be seen that the baseline model gives nearly the same efficiency as the state-of-the-art analytical
method. Ideally, the goal is to outperform the analytical method, and we will discuss potential strategies for that in the
conclusion.
3.2 Impact Point Reconstruction
Figure 5: Training and validation loss
For the impact point estimation task, we resorted to
the ResNet-34 model (He et al., 2016) with pre-trained
weights (based on ImageNet). That is, we follow a trans-
fer learning approach (Pratt, 1993) and only fine-tune the
last layer according to the new task. The image sample
are labeled based on the true (simulated) impact point
coordinates. For training the last layer, we used 60,000
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Figure 6: Subfigure 1 and 2 - Left: Ground truth, Right: Regression prediction.
events from the available track samples, 20% samples were used for validation. We obtained 15,000 events separately
for the purpose of testing the model.
For training the model, we considered the Mean Square Error (MSE) as the loss function, an initial learning rate of
3e− 2 with weight decay of 1e− 3, a batch size of 64, and five epochs. The image size of the samples is 64× 64. The
training loss starts with a value of 0.0372 (Figure 5) and later follows a downward path with the increase in the number
of batches processed.
The validation loss starts with a similar value of 0.0257 and later decreases steadily. Near the end of the batch processing,
the training and the validation loss reach a value of 0.011 and 0.010 respectively. We use Root Mean Square Error
(RMSE) as the performance measure and the model showed RMSE in x to be 7.807 whereas RMSE in y as 7.368 for
evaluation on test data.
4 Conclusions and Future Work
We have introduced the track reconstruction challenge for the IXPE mission and have shown that existing neural network
architectures can achieve results close to the state-of-the-art reconstruction algorithms. In addition to comparable
efficiency of the reconstruction, the machine learning techniques provide means of estimating the uncertainties associated
to the predicted values, which is an important advantage over the analytic approach, and allows us to set quality cuts on
the final reconstructed data, enhancing the accuracy of the IXPE scientific observations. Furthermore, there are multiple
directions for further research:
• Firstly, it is worth stressing that the current image pre-processing is not optimal: Since the original images are
cropped around the cluster of pixels above the trigger threshold, they exhibit different sizes, meaning that our
attempt to produce equally-sized images alters the aspect ratio of the actual tracks.
• Secondly, since the sensor has hexagonal pixels, conventional ‘cartesian’ convolutional filters in fact do not
yield equivariant feature maps when applied to the raw image data coming from the sensor and can, therefore,
lead to a suboptimal performance. For the baseline experiments we used 2× upsampling to a cartesian grid
from the original hexagonal grid, but a better approach would be to use hexagonal convolutions instead, which
work with raw data and take the actual sensor grid shape into account. Hexagonal convolutions have been
implemented, e.g., in the HexagDLy library (Steppa and Holch, 2019) for PyTorch. A further step in this
direction would be to investigate hexagonal group convolutions (Cohen and Welling, 2016; Hoogeboom et al.,
2018), which capture rotational feature symmetries and result in higher parameter efficiency.
• Thirdly, model calibration should be improved as well. We see in Figure 4 that, compared to the neural network,
the analytical method results in a very clear sinusoidal shape of the histogram. Increasing the ensemble size
and using alternative methods for sampling from the posterior distribution of directions could potentially
reduce the irregularities for the neural network reconstructions. A possible improvement could be achieved by
adding the information about the location of the impact point as input parameters in addition to the images.
• Finally, the basic direction regression and hit point detection tasks can be combined in a single model for
simultaneous prediction on both tasks, as is typically done for multi-task learning (Ruder, 2017) tasks. Multi-
task learning, intuitively, adds additional supervision signals to the network, and such additional signals could
lead to an overall model outperforming the individual models trained exclusively for single tasks.
We plan to investigate the aforementioned extensions and research directions in the near future.
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