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ABSTRACT 
We give a precise and conceptual definition of separation of variables 
for partial differential equations. We derive necessary and sufficient con-
ditions for a linear homogeneous second order partial differential equation 
to be separable into second order ordinary differential equations. In the· 
case of the Helmholtz equation on a Riemannian manifold these conditions 
coincide with the classical Stackel-Robertson conditions. We prove that 
separability of Lu+u = 0 (L second order partial differential operator in 
n variables) implies the existence of n linearly independent, mutually com-
muting second order operators, including L. Finally we show that separable 
second order equations do have an underlying (formal) Riemannian manifold. 
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fold. 
*) To appear in the Proceedings of the Scheveningen Conference on Differ-
ential Equations (August 1979), Lecture Notes in Mathematics, Springer-
Verlag. 

1 
1. INTRODUCTION 
The work presented here originated from a review [8] I wrote on MILLER's [9] 
book "Symmetry and separation of variables". This book discusses the relationship be-
tween group theory and the coordinate systems for which a given partial differential 
equation is solvable by separation of variables. A remarkable omission in this book 
is that it does not contain a precise definition for one of the key words: separation 
of variables. However, when looking in older oapers which discuss criteria for seoara-
tion of variables (cf. ROBERTSON [14], EISENHART ~3], MOON & SPENCER [10]), I could 
not find a precise definition either. Probably the aoplied mathematician will not be 
bothered very much by this omission, since he will have a fairly good informal notion 
of the method of separation of variables, which he can use in ad hoc cases. But if 
one wants to prove general theorems giving necessary and sufficient conditions for 
separation of variables or if one wants to classify all separable coordinates for a 
given partial differential equation then it becomes crucial to have a precise defini-
tion. 
In section 2, after discusslng some definitions from literature, I will propose 
a new definition of separation of variables which meets the -three requirements of 
(i) being precise, (ii) being conceptual rather than formal, (iii) admitting a rigo-
rous proof that the Stackel-Robertson conditions (cf. ROBERTSON U4]) are necessary 
and sufficient for separability of the Helmholtz equation on a Riemannian manifold in 
given coordinates. In section 3 I derive Stackel-Robertson type conditions which are 
necessary and sufficient for a linear homogeneous second order partial differential 
equation to separate into second order ordinary differential equations. Without proof 
I state some generalizations of this result for higher order equations and for non-
linear equations. As a side result I show that a certain transformed version of the 
two-variable sine-Gordon equation, which is known to separate into first order 
o.d.e.'s, cannot separate into second order o.d.e.'s. 
Section 4 deals with certain conditions equivalent to Stackel's condition. T.he 
main result relates separability of Lu= 0 (L linear second order operator) with a 
family of n~l linearly independent, mutually commuting second order operators com-
muting with ~L for some function~- In section 5 we will see that it is no accident 
that classical and recent work on separation of variables is focused on equations 
living on (pseudo-) Riemannian manifolds: A general separable linear second order 
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equation has ar: underlying (formal) Riemannian manifold. The oaoer concludes with a 
result stating that on an Einstein manifold the separability of lrn + C(x)u = O for 
some function C will imply the separability of Liu+ u = O. 
2. THE DEFINITION OF SEPARATION OF VARIABLES 
Let us start with a simple example. The Helmholtz equation in two variables 
u 
xx 
+ u 
yy 
2 
+ w u 0 
is certainly separable as it stands. A slightly less trivial case occurs when we in-
troduce polar coordinates x = r cos 8, y = r sin 8: 
( 2. 1) -1 -2 2 Urr + r Ur+ r u 88 +WU 0. 
Now suppose u is a function of the form u(r,8) = f(r)g(8), not identically zero. Then 
u is a solution of (2.1) if and only if there is some constant k such that f and g 
satisfy the ordinary differential equations 
(2 .2) { 
2 2 2 2 
r f"(r) +
2
rf' (r) + ~ r -k )f(r) 
g" (8) + k g(8) 0. 
The general solutions of the o.d.e.'s (2.2) are 
{
f(r) 
g (8) 
+ a2J -k (wr), 
-ik8 
+ s2e 
where Jk and ,J -k are Bessel functions. 
0 
This exmnple illustrates the way special functions arose in history: as factor-
ized solutions of the p.d.e. 's of mathematical physics when written in separable co-
ordinates. Suitable boundary conditions for (2.1) will restrict the generality of the 
solutions to be considered for (2.2). More general solutions of (2.1) can be obtained 
as linear combinations of factorized solutions. However, all these aspects will not 
bother us in this paper. We will concentrate on making precise the relationship be-
tween a p.d.e. like (2.1) and o.d.e. 's like (2.2). 
Historically, a more systematic research on separability for P.d.e. 's was done 
in the context of 1 Riemannian manifold. For local coordinates x 1 ,x2 , ... ,xn on the 
manifold let c· '.Xi l:e the fundamental tensor and write gi := gii. Assume the co-
ordinates arc 'l :1a:_, i.e., the tensor gij is diagonal. STACKEL 1161 proved in 
1891 that t' · --~~cobi equation 
(2. 3) i -1( au \ 2 = 2 l gi \ax_·) w 
i=l 1. 
(w>0) 
is separable by solutions of the form u(x) = x1 (x1) + ••• + Xn(xn) if and only if the 
following condition (the so-called Stackel condition) holds: 
(i) There is a nonsingular n x n matrix (c . . (x.)) with inverse (y .. (x)) such that 
-1 1.J 1. 1.J 
(gi (x)) = yli (x). 
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For orthogonal local coordinates (x 1 , •.. ,xn) the Laplace-Beltrami ooerator ~ on 
the Riemannian manifold takes the form 
n 
(2.4) ~ I 
i=l 
-½ g a ax. 
1. 
a 
ax. ' 
1. 
where g := det(g .. ) 
1.J 
n:=l gi. ROBERTSON [14] proved in 1928 that the Helmholtz type 
equation 
(2.5) 0 (w>0) 
is separable by solutions of the form u(x) 
condition (i) holds and, furthermore: 
rf. 1 X . (x.) if and only if the Stackel 1.= 1. 1. 
(ii) There are functions fk (k = 1, ... ,n) in one variable such that 
det(c .. (x.)) 
1.J 1. 
EISENHART [3] (see also [4, Appendix 13]) observed in 1934 that Robertson's con~ 
dition (ii) can be replaced by the condition (cf. section 5): 
(ii}' The Ricci tensor R .. (x) is diagonal. 
1.J 
For certain classes of Riemannian manifolds, for instance for flat spaces, this con-
dition is always satisfied if g .. is diagonal. By way of application, EISENHART [3] 
1.J 
classified the eleven separable coordinate systems for the three-variable Helmholtz 
equation 
(2.6) 2 u + u + u + w u 
xx yy zz 0. 
Although the above-mentioned authors state and prove necessary and sufficient 
conditions for the separability of (2.3) or (2.5), they do not give a precise defini-
tion of separation of variables. Therefore, in order to learn about the definition 
they have in mind, we have to look for the implicit assumptions they make in their 
proofs. Let us consider ROBERTSON [14] (with his potential energy V being zero), 
see also the same proof in MOON & SPENCER [10, Theorem 1]. In the necessity proof of 
conditions (i) and (ii) Robertson states that separability of (2.5) implies that the 
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coefficients of a2u/axf and au/axi in (2.5) are proportional by a factor only de-
pending on x .• Furthermore, he concludes from the separability assumDtion that there 
1. 
must be a family of factorized solutions u(x) = ~=l Xi (xi) of (2.5) depending on n 
2 parameters a 1 := w, a 2 , ... ,an such that 
det( }-cx~1 (f.(x.)X~(x.))']) I 0 
aa. i. i. i. 1. 1. 
J 
(fi as in condition (ii)) for some (a1 , •.. ,an). Apparently, Robertson assumes that 
(2.5) is simultaneously separable for all values of w. On the other hand, Robertson 
proves the sufficiency of conditions (i), (ii) by showing that there are n o.d.e.'s 
jointly depending on parameters a 1 := w2 ,a2 , ... ,an such that, if u(x) = ~=l Xi (xi) 
satisfies (2.5), then x1 , ... ,Xn satisfy the o.d.e.'s for some choice of (a1 , ... ,an). 
I think it is difficult to extract from the above elemehts a clear and precise picture 
of the definition of separation of variables Robertson had in mind. 
Let me next discuss three different definitions of separation of variables I met 
in literature. 
DEFINITION A. Cf. MORSE & FESHBACH [11, §5.1, p.497]. 
Write the three-variable Helmholtz equation (2.6) in new coordinates s1 , s2 , s3 . 
These coordinates are called separable for equation (2.6) if each solution of (2.6) 
is a linear combination of solutions of the form Fl (s1 )F2 (s2 )F3 (s3 ). 
Discussion. This is typically a definition from the user's point of view: one can use 
the method of separation of variables if one can build the general solution as a 
linear combination of factorized solutions. However, the definition is not precise, 
since it is not specified in which topology these linear combinations have to con-
verge. It will also be hard to derive a separability criterium or a classification 
result starting from this definition. Finally it is remarkable that the definition 
does not require that the functions Fi satisfy certain o.d.e.'s. 
DEFINITION B. Cf. SNEDDON [15, Ch.3, §9, p.123.J. 
A second order homogeneous linear p.d.e. in two variables 
(2.7) 0 
is called separable if, for each solution u of the form u(x,y) 
(2.7) can be written as 
(2.8) 
X(x)Y(y), equation 
where o1 and o2 are second order ordinary differential operators in x and y, respec-
tively. 
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Discussion. This is a formal criterium for separability. By manipulation of (2.7) one 
has to try to achieve an equation of the form (2.8) .. It is apparent that (2.8) sepa-
rates into two o.d.e.'s, but it is left unspecified what is meant by this last and 
most important step. 
DEFINITION C. Cf. NIESSEN [12, p.329]. 
A linear partial differential operator Lin x 1 , ... ,xn is called separable if there is 
an n x n matrix (L .. ) , with the matrix element L .. being an ordinary (possibly zero 
l.J l.J 
order) linear differential operator in x., such that, for all sufficiently often dif-
J 
ferentiable functions x. ➔ X. (x.) (i = 1, ..• ,n) we have 
(2 .9) 
n 
L( TT 
i=1 
X,) 
l. 
l. l. l. 
det(L .. X.). 
l.J J 
Discussion. Call the equation Lu= 0 separable if the ooerator Lis separable accord-
ing to Definition C. Definition B can be viewed as a soecial case of Definition C if 
we put 
(L .. X,) 
l.] J 
The criticism to Definition B also applies here. Further objections are that the def-
inition does not cover nonlinear equations or the case of a linear second order p.d.e. 
separating into first order o.d.e.'s. However, positive aspects of Definitions Band 
Care their preciseness and the fact that they can easily be used for the derivation 
of separability criteria. 
I will conclude this section by proposing yet another definition of separation 
of variables, which will meet the three requirements mentioned in the introduction. 
Let m E lN. Consider for real x 1 ,x2 , ... ,xn the p.d.e. 
(2.10) o, 
where the derivatives of u are running over all orders such that i 1+ ••. +in $ m, where 
u is allowed to be a complex-valued function, and where Fis assumed to be analytic 
in all its arguments. 
DEFINITION 2.1. The p.d.e. (2.10) is called separable for (x 1 , ... ,xn) lying in some 
open connected region rl c JRn if there are n analytic o.d.e. 's 
(2. 11) o, i 1, ... ,n, 
jointly depending in an analytic way on n-1 independent complex parameters a 2 , •.. ,an, 
such that, for each (a2 , ... ,an) and for each set of solutions (x 1 , ... ,Xn) of (2.11) 
6 
with arguments (x1 , ... ,xn) inn, the function 
(2 .12) 
is a solution of (2.10). 
n 
:= TT 
i=l 
X. (x.) 
]. ]. 
DEFINITION 2.2. The n-1 complex parameters a 2 , ..• ,an in (2.11) are called independent 
if the nx(n-1) matrix 
has rank n-1 whenever rf 1 Yo . f 0. i= ,i 
REMARK 2.3. If the function Fin (2.10) is not defined globally as a function of u 
and its derivatives then suitable modifications have to be made in Definition 2.1, 
such that it can be understood locally. 
REMARK 2.4. The requirement of analyticity for (2.10) and (2.11) is not very string-
ent, but just for convenience. Because an analytic function in one variable, not 
identically zero, has the properties that it is completely determined by its restric-
tion to some real interval and that its zeros are isolated, we will be able in later 
proofs to divide by such a function, neglecting possible zeros. 
REMARK 2.5. In certain circumstances, the condition ~=l Yo,i f O in Definition 2.2 
may not be the right choice. Anyhow, for each value of x 1 , ... ,x, a 2 , .•. ,a, the 
. n n 
rank of (elf. /cla.) should be n-1 for generic values of Yk- -1 i, ... , y 0 . (i = 1, ... ,n) . ]. J ]. , ,i 
REMARK 2.6. Under the terms of Definition 2.1 a converse implication often holds: If 
u is a function of the form (2.12), analytic and not identically zero, and if u satis-
fies (2.10) then the functions X., i = 1, ... ,n, satisfy (2.11) for some choice of the 
]. 
parameters a 2 , ... ,an. In section 3 we will prove this converse implication in the 
case of a linear second order p.d.e. which separates into second order o.d.e.'s. 
REMARK 2.7. It is easy to make a connection between our Definition 2.1 and NIESSEN's 
[12] Definition C. Let the linear partial differential operator L have the property 
of formula (2.9). Now, for each value of (a1 ,a2 , ... ,an), if the functions x 1 , .•. ,Xn 
satisfy the o.d.e.'s 
n 
I 
i=l 
a. L .. X. (x.) ]. l.J J J 0 
then u := ~=l Xi satisfies Lu= 0. However, without further assumptions on the 
Lij's it is not clear whether n-1 of the parameters a 1 , ... ,an form a set of indepen-
dent parameters for this set of o.d.e.'s. 
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EXAMPLE 2.8. Clearly the p.d.e. (2.1) se?arates into the o.d.e.'s (2.2) according to 
Definition 2.1 and also the converse implication of Remark 2.6 holds. Similarly, the 
p.d.e. 
(2 .13) 2 u + u + w u 
xx yy 0 
separates, under the Ansatz u(x,y) 
X" (x) + (: -k )X(x) = 0, { 
2 2 
Y"(y) + k Y(y) = 0, 
X(x)Y(y), into the o.d.e.'s 
and again the converse implication holds. However note that (2.13) also separates in-
to the first order o.d.e.'s 
(2.14) {
X' (x) + i/22-k21 X(x) 
Y' (y) + ikY(y) 0. 
0, 
The converse implication of Remark 2.6 no longer holds in this case, but it does hold 
for a three-parameter family of pairs of o.d.e.'s extending (2.14): Let u be a func-
tion of the form u(x,y) = X(x)Y(y), not identically zero. Then u satisfies (2.13) if 
and only if X and Y satisfy the o.d.e's 
{ 
2 2 2 2 (X' (x)) + (w -k ) (X(x)) 
(Y' (y))2 + k2(Y(y))2 B2 
for some value of (k,A,B). 
2 
A , 
EXAMPLE 2.9. Consider the sine-Gordon equatioq 
$xx - $tt =sin$. 
Put u(x,t) := tg(\$(x,t)). The transformed equation reads 
(2 .15) 
Under the Ansatz u(x,t) 
order o.d.e.'s 
½ 
a X(x) 
2 
u(l-u ) • 
X(x)T(t) this nonlinear p.d.e. separates into the first 
f'(x) 
T' (t) la-1 T(t), 
8 
according to Definition 2.1. On the other hand, let u(x,t) = X(x)T(t) be an analytic 
solution of (2.15) such that ux and ut are not identically zero. Then it can be shown 
that, for some choice of a,6,y, the functions X and T satisfy the o.d.e.'s 
f (X' i2 
l (T') 2 
4 2 sx + ax + y, 
4 2 
-yT + (a-l)T - 6, 
see also OSBORNE & STUART r13]. It will follow from Lemma 3.6 that equation (2.15) 
does not separate into second order o.d.e. 's. 
3. SEPARATION OF VARIABLES FOR LINEAR SECOND ORDER EQUATIONS 
In this section we will derive criteria for seoarability of a general linear 
homogeneous second order o.d.e. 
n 
( 3. 1) I 
i,j=l 
a2u 
A .. (x) ~ ~ lJ oX.oX. 
l J 
n clu 
+ l B. {x) -0 - + C(x)u 
i=l i xi 
0. 
Here A .. , Band Care complex-valued analytic functions of x = 
lJ 
ooen connected recrion r2 in JRn . We may assume A. . = A .. 
(x 1 , ... ,xn) on some 
and we will write A. ·= A ... 
l] J l l ll 
Furthermore, we require that, for each i, (3.1) contains some nonvanishincr term in-
valving a derivative with respect to xi, i.e., for each x E r2 and for each 
i c {1, ... ,n} not all of the nU!llDers Ail (x), Ai 2 (x) , ... ,Ain(x), Bi (x) are zero. Let 
us formulate the main theorem. 
THEOREM 3.1. The p.d.e. (3.1) separates on r2 ·into n second order o.d.e. 's if and only 
if the following three conditions hold: 
fi) A .. = 0 .if if j and Al.(x) f O for all x and i. 
l] 
(ii) There are analytic functions bi (i 
(3. 2) B. (x) 
l 
b.(x.)A. (x). l l l 
(iii) There are analytic functions c .. (i,j 
l] 
( 3. 3) 
then x (n-1) matrix 
, c12 (xl) · · .cln (xl)) 
\ c 2 (x ) ..• c (x ) n n nn n · 
has rank n-1 for all x 
1, ... ,n) in one real variable such that 
1, ... ,n) in one real variable such that 
9 
n 
(3.4) J c .. (x.) A. (x) = C (x) o. 1 , j i=l lJ 1 1 J, 1, •.• ,n. 
Under the assumption of conditions (i), (ii), (iii), the p.d.e. (3.11) takes the form 
n 
(3.5) I 
i=l 
f ,lu 
Ai (x)l -2- + 
ax. 
1 
au \ 
b. (x. ) -"- + c. 1 (x.) u J = 0. 1 1 ox, 1 1 · 
1 
Furthermore, if a function u has the form u(x) = rf 1 X. (x.) and if u is not identi-1= 1 1 
cally zero on n, then u is a solution of (3.5) if and only if, for some 
n-1 (a.2 , ••• ,a.n) E f: , the functions Xi are solutions of the o.d.e.'s 
(3 .6) X'.'(x.)+b.(x.)X~(x.)+{c. 1 (x.)+ I c .. (x.))x.(x.) = 0, 1 1 1 1 1 1 , 1 1 j=2 1] 1 1 1 i 1, ... ,n. 
For the proof we will need a lemma, see Lemma 3.2. First we introduce some nota-
tion and we formulate alternatives to condition (iii). Consider an (nxn) matrix-valued 
function 
(3.7) 
Let 
(3.8) 
(3.9) 
M .. (x) := cofactor of c(x) for entry(i,j), 
1] 
S(x) := det c(x). 
Mij(x) only deoends on x 1 , ... ,xi_ 1 ,xi+l'···,xn. If conditions (i) and (iii) of the 
theorem hold then, by (3.4), 
(3 .10) i,j 1, ... ,n, 
and, hence, Mil (x) f O for all x and i. 
Let condition (i) hold. If C(x) = 0 for all x then (iii) is equivalent to: 
(iii)' There is an analytic matrix-valued function c of the form (3.7) such that, 
for all x En, the matrix (3.3) has rank n-1, cil (xi) = 0 (i = 1, ••. ,n) and 
(3.10) holds. 
If C(x) f O for all x En then (iii) is equivalent to: 
(iii)" There is an analytic matrix-valued functioncof the form (3.7) such that, for 
( 3. 11) 
all x En, S(x) f O and 
C(x)Mil (x) 
S(x) 
cu 
Note that (3.11) can also be written as A. (x) 
l. 
-1 1 C (x) (c (x) ) li, where c (x) - is 
the matrix inverse of c (x) • 
LEMMA 3.2. Suppose there are n second order o.d.e. 's 
( 3 .12) X'.'(x.) + f (X'.(x.), X.(x.),x.) 
l. l. i l. l. l. l. l. 
o, i 1, ... ,n, 
with fi analytic, such that 
tion u given by u(x) = ~=l 
Theorem 3.1 holds and there 
for each set of solutions (X 1 , ... ,Xn) of (3.12) the func-
X. (x.) is a solution of (3.1). Then condition (i) of 
l. l. 
are analytic functions bi and ci (i = 1, ... ,n) in one 
real variable such that (3.2) is valid and also 
n 
( 3 .13) C(x) I 
i=l 
c. (x. )A. (x) , 
l. l. l. 
(3 .14) b. (x.)X'. (x.)+c. (x.)X. (x.), 
l. l. l. l. l. l. l. l. 
i 1, ... , n. 
PROOF. Substitute (3.12) into (3.1) with u = ~=l Xi. Then 
n f. (X'. (x.) ,x. (x.) ,x.) 
( 3 .15) I A. (x) l. l. l. l. l l X. (x.) + i=l l. l. l. 
X'. (x. )X'. (x.) n X'. (x.) 
I A .. (x) l. l. J J I B. (x) l l. + C(x) 0. + X. (x.) X. (x.) + 
i;.fj 1.J i=l l X. (x.) l. l. J J l. l. 
It follows from the assumptions ,in the lemma and from the theory of second order or-
dinary differential equations that, for each x ED, equation (3.15) will be satisfied 
for all complex values of X '. (x.) (i = 1, ... ,n) and for all nonzero complex values of 
X. (x.) 
l l. 
l. l. 
(i = 1, ... ,n). Fix x ED. Successive differentiation of (3.15) with respect 
to X '. (x.) and X '. (x.) (i ;if j) yields that A .. (x) = 0 for if j. Next, by differentia-
1.J l. l J J 
tion of (3.15) with 
B. (x) 
:L 
respect to x1 (xi) we obt~in 
A. (x) 
l. 
elf. (X'. (x.) ,x. (x.) ,x.) 
l 1. l. l 1. l. 
ax: (x.) 
l. l. 
Ai (x) = 0 would imply Bi (x) = 0, contradicting the original assumptions about (3.1). 
So Ai (x) ;if O and condition (i) of Theorem 3.1 is proved. It also follows that 
( 3. 16) f. (X'. (x.) ,X. (x.) ,x.) 
l. l. l. l. l. l 
b. (x.)X'. (x.)+c. (X. (x.) ,x.)X. (x.) 
l. l. l. l. l. l. l. l. l. l. 
for certain analytic functions bi and C,, 
l. 
with bi satisfying (3.2). Substitution of 
( 3 . 16) and ( 3. 2) into (3.15) yields 
n 
C (x) I 
i=l 
c.(X.(x.),x.)A (x). 
l. l. l. l. i 
By differentiating this formula with resoect to X. (x.) we obtain 
l. l. 
11 
clc. (X. (x.) ,x. )/3X. (x.) 
l l l l l l 
0. Thus ci only depends on xi. Now (3.13) and (3.14) are 
J?roved. D 
Lemma 3.2 states that, if a linear homogeneous second order p.d.e. (3.1) "seJ?a-
rates" into one set of n o.d.e.'s (3.12), not a priori linear and not depending on 
additional parameters, then this assumption already forces the o.d.e.'s to be linear 
and also imposes strong restrictions on the coefficients A,, B., C in (3.1). However, 
l l 
for the proof of this lemma it seems to be crucial to assume that u = ~=l Xi satis-
fies (3.1) for all possible solutions (x1 , ••• ,Xn) of the o.d.e. 's, not just for one 
set of solutions. 
PROOF of Theorem 3.1. 
(a) Necessity of the conditions (i), (ii), (iii). 
Suppose (3.1) separates into n second order o.d.e.'s. Then we know from Lemma 3.2 
that conditions (i) and (ii) are satisfied and that (3.1) separates into o.d.e.'s of 
the form 
x'.' (x. )+b. (x. )X'. (x. )+c. (x. ,a.2 , ••• ,a. )X. (x.) l l l l l l l l n l l 
where b. satisfies (3.2) and 
l 
n 
l c.(x.,a.2 , ••• ,a. )A. (x) i=l l l n l C(x). 
Differentiate the last identity with respect to a..: 
J 
o, 
n 3c. 
\ l 
l " (x1·'a.2,·••1a.n)A1.(x) = 0, 
i=l oa.j 
j = 2, ... ,n. 
i 1, ... ,n, 
dC, 
l By Definitions 2.1 and 2.2 then x (n-1) matrix ( ~--:--(x. ,a.2 , •.• ,a. )) has rank n-1. oa.. l n 
Choose a fixed (a. 2 , ••. ,a.n) and define J 
:= c.(x.,a.2 , •.• ,a. ), l l n i 1, ... ,n, 
·:= i 1, ... ,n, j 
With this choice of the functions c .. condition (iii) holds. 
l] 
(b) Sufficiency of the conditions (i), (ii), (iii). 
2, .•. ,n. 
Assume conditions (i), (ii), (iii) hold. Then (3.1) takes the form (3.5). Let, for 
some (a.2 , ••• , a.n) 
for all x and i. 
n 
n-1 
E ~ , (X 1 , ... ,Xn) be a set of solutions of (3.6), with Xi (xi) f 0 
Multinlv (3.6) by A. (x)/X. (x.) and sum over i. Using (3.4) we obtain 
. - l l l 
(3 .17) I 
i=l 
·(x'.' (x.) X'. (x.) 
l l + b. (X.) l l ( ) ) A. (x) \ ( ) ( ) + c 1. 1 x 1. 1 ~i xi 1 1 Xi xi 
0. 
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If u = ~=l Xi then (3.17) implies (3.5). 
(c) Proof that the factors in the factorized solutions of (3.5) satisfy (3.6). 
Without loss of generality we may assume X. (x.) f O (cf. Remark 2.4). Compare (3.17) 
l l 
with the n-1 equations (3.4) for j = 2, ... ,n. Since the matrix (3.3) has rank n-1 we 
conclude that 
x•:• (x.) x~ (x.) n 
ll ll 1 
X.(x.) + bi(xi) X.(x.) + cil(xi) + l a..(x)c .. (x.) 
l. l l l j=2 J lJ l 
0 
for certain coefficients a. (j 
J 
1, •.. ,n) depending on x. Hence, for fixed l: 
n 
l (a.j(x1 , ... ,xl, ... ,xn)-a.j(x1 , ... ,xl, ... ,xn)) cij(xi) 0, j=,2 
i 1, ... ,l-1,l+l, ... ,n. 
The determinant of the (n-l)x(n-1) matrix 
and the first column in (cij (xi)), equals 
which is obtained by deleting the l th row 
l+l (-1) Ml1 (x) (cf. (3.8)).Becauseof 
(3.10) this determinant is nonzero. Hence a.j(x 1 , ... ,xl, ... ,xn) = a.j(x 1 , ... ,xl, ... ,xn), 
so a. does not depend on x 0 (l = 1, ... ,n). Thus (3.6) holds for these a .. n 
J ~ J 
REMARK 3.3. The relationship between our Theorem 3.1 and NIESSEN's ~12] definition C 
is easily established (cf. also Remark 2.7). Indeed, the o.d.e. (3.1) satisfies the 
conditions (i), (ii), (iii) of Theorem 3.1 if and only if the left hand side of (3.1), 
after multiplication by some function of x and for functions u of the form u(x) 
= n11 X (x), can be written as det(L .. X. (x.)), where i=l i i lJ J J 
d2 
·= --2 + 
dx. 
J 
b. (x. l _..9.._ + cJ. 1 (xJ.) , J J dx. 
J 
L. . := c .. (x.), if 1, 
l] J l J 
and the matrix (3.3) has rank n-1. 
REMARK 3.4. Consider the Helmholtz equation (2.5) on a Riemannian manifold. On com-
paring (2.5) with (3.1) we have: 
1 0 if t 2 A. , A .. i j , C w , l gi lJ 
a ½ B. dX. (log£.....). l gi gi l 
If A. takes the form ( 3. 11) then 
]_ 
B. a ½ l log g 
A. dX. <si. 
l l 
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Hence our separability conditions (i), (ii), (iii) of Theorem 3.1, if aoplied to the 
p.d.e. (2.5), are equivalent to the Stackel-Robertson conditions (i) and (ii), men-
tioned in §2. 
Next we mention some generalizations of Theorem 3.1 and Lemma 3.2 to higher or-
der and nonlinear p.d.e. 's. The proofs, which are omitted, are similar to the proofs 
earlier in this section. 
th LEMMA 3.5. Consider a linear homogeneous analytic p.d.e. of m order 
( 3. 18) I 
la[:Sm 
A (x) 
a 
o: 1 + ... +a 
a nu 
0:1 n 
dXl ••• axn 
0 
such that, for each x and i, not all terms involving derivatives with respect to xi 
will vanish. Suppose there are n analytic o.d.e. 's of mth order 
( 3. 19) (m) (m-1) X. (x.)+f.(X. (x.), ... ,X.(x.),x.) 
l l l l l l l l 
0, i 1, ... , n, 
such that, for each set of solutions (x 1 , ... ,Xn) of (3.19), the function 
u(x) n:=l Xi (xi) is a solution of (3.18). Then (3.18) and (3.19) must have the 
form 
n 
I 
i=l 
m-1 
l b~ (x.) 
j=l l l 
+ C(x)u 0, 
j . (.) 
b. (x.)X_J (x.)+c. (x.)X. (x.) 0, 
l l l l l l l l 
respectively, for certain analytic functions bI, 
n 
C(x) I 
i=l 
A. (x) c. (x. ) 
l l l 
and A. (x) f O for all x and i. 
l 
c., 
l 
where 
i 1, .... ,n, 
LEMMA 3.6. Consider a (generally nonlinear) second order p.d.e. of the form 
n 
(3. 20) I 
i=l 
A. (x) 
l 
with Ai and F analytic and Ai (x) f O for all x and i. Suppose there are n analytic 
second order o.d.e. 's 
( 3. 21) X'.' (x. )+f. (X'. (x.) ,X. (x.) ,x.) 
l l l l l l l l 
0, i 
such that, for each set of solutions (x 1 , ... ,Xn) of (3.21), the function u{x) 
= rf 1 X. (x.) is a solution of (3.22). Then (3.20) and (3.21) must have the form i= l l 
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n 
I 
i=l 
( clu \\ 
B,1-a-, u,xi /I+ D(x) u log u 
l, Xi 
0, 
X'.'(x.) + B.(X'.(x.),X.(x.),x.) + d.(x.)X.(x.)loq X.(x.) 
l l l l l l l l l l l l . l l 
0, i 1, ... ,n, 
respectively, for certain analytic Bi, di and D, where Bi is homoaeneous of degree 1 
in its first two arguments and 
(3.22) A. (x)d. (x.) 
l l l 
D(x), i 1, ... ,n. 
Note that, in case Dis not identically zero, equation (3.22) highly restricts 
the possible choices for the Ai's. 
REMARK 3.7. It follows from Lemma 3.6 that the nonlinear second order p.d.e. (2.15) 
does not separate into second order o.d.e.'s. 
THEOREM 3.8. Consider a (generally nonlinear) mth order p.d.e. 
n 
(3.23) I 
i=l 
( m-1 
B ~ 
i\ m-1 \3x 
i 
clu \ \ 
, ... , ax ,u,xi/) 
i 
0, 
where A. and B. are analutic, A. (x) i 
i m~l m-1 · i 
0 for all x and i, and B. is homogeneous of 
l 
separates into n mth order o.d.e. 's degree 1 in cl u/clx. , ... ,clu/clx. ,u. Then (3.23) 
l l 
if and only if there are analytic functions c .. (i = 1, ... ,n, j 
lJ 
real variable such that then x (ri-1) matrix (c .. (x.)) has rank 
lJ l 
n 
I 
i=l 
c .. (x. )A. (x) 
l] l l 
o, j 2, ... ,_n. 
= 2, ... ,n) in one 
n-1 for all x and 
Jn case of separability a function 
solution of (3.23) if and only if, 
solutions of the o.d.e. 's 
u(x) = rf. 1 X. (x.), not identically zero, is a i= l l . 
n-1 for some (a 2 , ••• ,a) c ~ , the functions X. are n l 
(m) (m-1) , X. (x.)+B.(X. (x.), ... ,X.(x.),X.(x.),x.) + 
l l l l l l l l l l 
n 
+ ( I 
j=2 
a. c .. (x.)) X. (x.) 
J lJ l l l 
0, i 1, ... , n. 
Finally we turn to the case of the Hamilton-Jacobi equation (2.3) considered by 
STACKEL 1161. We will now use Definition 2.1 with the Ansatz (2.12) replaced by 
(3.24) u(x) 
n 
I 
i=l 
X. (x.). 
l l 
In Definition 2.2 the condition rf 1 y 0 . f 0 can then be omitted. It is easy to prove 1= , 1. 
the following analogue of Theorem 3.1. 
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THEOREM 3.9. Consider the first order nonlinear p.d.e. 
(3.25) n ( au \2 I Ai (x)\~/ = C(x), 
i=l ' i 
where A. and C are analytic and A. (x) ,f O for all x and i. Then the p.d .e. (3 .25) 
i i 
separates into first order o.d.e.'s under the Ansatz (3.24) if and only if condition 
(iii) of Theorem 3.1 holds. 
4. ON CONDITIONS EQUIVALENT TO STACKEL's CRITERIUM 
The main result in this section is Theorem 4.5, which associates n linearly in-
dependent, mutually commuting partial differential onerators with a separable second 
order p.d.e .. Theorem 4.6 and Corollary 4.7 will be needed in section 5. 
Lemma 4.2 and Theorems 4.3 and 4.4 will involve: 
4.1. The functions c .. (i,j = 1, ... ,n) are analytic on an open connected 
------- iJ ASSUMPTION 
region [l C 
denoted by 
lRn such that det(c .. (x)) ,f O on n. The matrix inverse of (c .. (x)) is 
iJ iJ 
(y .. (x)). Assume that y1 . (x) ,f O (i = 1, ••• ,n) on n. iJ i 
LEMMA 4.2. Let c .. and y .. be as in Assumption 4.1. Then the following three state-
iJ iJ 
ments are equivalent: 
c .. only depends on x; iJ • 
ay1. ayk. 
y J - y J 
kp ~ - lp ~
p p 
(a) 
(b) 
(i,j = 1, ... ,n). 
(k =.2, ••• ,n; j,p 1, ... ,n). 
(c) 
amyl. amykj 
ykp __ J = Ytp -- (j ,k,l,p 1, ... ,n; m 1, 2, 3, ... ) . 
axm axm 
p p 
PROOF. We prove (a) • (c) • (bl • (a). 
(a) • (c): l cik (xi) ykJ" (x) = cS ••• 
k iJ 
Hence 
So 
Since also 
l c.k(x.)yk (x) k i i p 0, 
o, i 'F p. 
m 
a ykj \ 
Ytp~/ 
p 
i 'F p, 
o, i 'F p. 
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it follows that 
m 
1 ( a y lj _ 
y- I ykp ~xm 
kp ' a p 
is independent of k. So (c) will follow if Y,e_p f- IJ. Suppose Y,e_p(y) 
Then l f- 1. For a€~ let 
yij := y ij + at\,e_Y lj' 
0 for some y € fl. 
Then (y, .(x)) and (c .. (x.)) are matrix inverses of each other and y 0 p(y) f- 0 if 1.J 1.J i ·L 
a f- 0. Hence (c) is valid for (y .. (y)) if a f- 0 and the case a= 0 follows by con-
lJ 
tinuity. 
(b) ~ (a) : Let p f- i. 
yields 
Differentiation of 
0 .. 1.J 
aykj = - - ay1 j l c ik ax cl l c · k Y k = 0 · k I_) y lp xi_) k l p □ 
THEOREM 4.3. Let cij and yij be as in Assumption 4.1. Let bi, ci (i = 1, ... ,n) be 
analytic functions in one real variable. Consider then linearly independent partial 
differential operators 
n 
Lk := l 
i=l 
b. (x.) _a_ + C. (x.) \ 
l 1. ax. l 1. ) 
1. 
Then the following three statements are equivalent: 
(a) c .. only depends on x. (i,j = 1, ... ,n). 
1.J l 
(b) Lk commutes with L1 for k = 2, ••• ,n. 
(c) The operators L1 , ... ,Ln mutually commute. 
PROOF. A calculatio.n shows that 
k 1, ... ,n. 
+ (y 
\ ki 
a \ b. (x. )-~ - + c. (x.) .J 
J J oXj J J 
Now apply Lemma 4.2. 0 
The implication (al=<- (c) in the above theorem formally coincides with a result 
in KALLSTROM & SLEEMAN [6, Theorem 1]. (See also ATKINSON [1, Theorem 6.7.2 1 .) These 
authors are working in a Hilbert space context. Our result is obtained from formula 
(0.1) in ~6] by putting a.0 := 1, a. := O (i = 1, ... ,n), 
2 2 1. 
A.:= -(3 /3x.+b.(x.)3/3x.+c.(x.)),S .. := c .. (x.). 
1. 1. 1. 1. 1. 1. 1. 1.J 1.J 1. 
Let F, G be C00-functions in the 2n real variables x = (x1 , ... ,xn), 
p (pl' ... ' 9 n ) . The .noisson bracket of F and G is defined by 
n ( 3F 3G 3F 3G \ {F,G} := I ,-----, 
k=l ,axk 3pk 3pk 3xk . 
THEOREM 4.4. Let c and y be as in Assumption 4.1. Consider then functions 
ij ij 
Then the following three statements are equivalent: 
(a) c .. only depends on xl.. (i,j = 1, ... ,n). 
1.J 
(b) {Fk,Fl} 0 (k = 2, ... ,n). 
(c) {Fk,Fl} 0 (k,l = 1, ... ,n). 
PROOF. We have 
2 
Now apply Lemma 4.2. n 
Theorem 4.4 is contained in a result by EISENHART 13, p.289 7 , who gives neces-
sary and sufficient conditions for the existence of orthogonal separable coordinate 
systems for the Hamilton-Jacobi equation on a Riemannian manifold. These conditions 
involve the existence of n-1 independent quadratic first integrals for the equations 
of geodesics. Eisenhart's conditions were considerably improved by KALNINS & MILLER 
[7, Theorem 6]. 
THEOREM 4.5. Consider the analytic p.d.e. 
n 
(4.1) I 
i=l 
(-a2 
Ai (x) \ ~ + 
·ax 
i 
0, 
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with A. (x) f O for all x and i. Suppose (4.1) separates into n second order o.d.e. 's. 
1. 
Then there are n linearly independent, mutually commuting linear partial differential 
operators L1 , ... ,Ln of second order such that L1 = ~L for some analytic function~ 
(~(x)-/0) and such that all solutions u of (4.1) oF the form u(x) = ~=l Xi (xi) are 
joint eigenfunctions of L2 , ... ,Ln. 
PROOF. By the separability assumption, condition (iii) of Theorem 3.1 holds. Let 
(c .. (x.)) be the matrix considered there and put 
1.J 1. 
18 
c .. (x.) := c .. (x.), 
l.J l. l.J l. 
i 1, ... ,n, j 2, .•• ,n. 
Let (yij(x)) be the inverse of the matrix (cij(xi)). Then, by (3.4), yli (x) 
Ai (x) /,A1 (x). Define the operators Lk by 
n 
I 
i=l 
( 32 
yki (x)\-2 + 
ax. 
l. 
i 1, ... ,n. 
-1 Then L1 = A1 L, the operators Lk are linearly independent and, by Theorem 4.3, they 
mutually commute. Let u(x) = n1_1 1 X. (x.) f O be a solution of (4.1). By Theorem 3.1, 
n-1 i= 1 1 
there is (a2 , ... ,an) EC such that (X 1 , ... ,Xn) satisfy the o.d.e.'s (3.6). Hence 
a2u 
--2 + 
ax. 
l. 
au n 
b.(x.) --+ (c 1. 1 (x1.) + l a.c .. (x.))u l. i ax. . 2 J l.J i l. J= 
o, i 1, ... ,n. 
Multiplication of this equation by yki (x) (k = 2, ... ,n) and summation over i yields 
Lku+aku=O. 0 
Theorem 4.5 is well-known for many special separable second order p.d.e. 's (cf. 
MILLER ~91), but it seems that the general statement of the theorem has not been 
proved before. 
Obviously, there still exists a commuting family of operators L1 , ... ,Ln with 
L1 = ~L if Lu= 0 is separable after a transformation of coordinates. Conversely as-
sume that a second order operator L can be extended to a family of n linearly inde-
pendent, mutually commuting secqnd order operators L1 := L,L2 , ... ,Ln. It would be in-
teresting to formulate a criterium, under which conditions the existence of such a 
commuting set im~lies that Lis separable into second order o.d.e.'s after some trans-
formation of coordinates. The result by KALN!NS & MILLER r7, Theorem 6], which we al-
ready mentioned, may be helpful in achieving such a criterium. 
The next theorem was already proved by EISENHART [3, p.289]. We include the 
proof in order to make the paper more self-contained. The subsequent corollary may be 
new. 
THEOREM 4.6. Let A1 ; .•. ,An be analytic functions on an open connected region n in 
lRn, not taking the value zero. Then, locally, the following two statements are 
equivalent: 
(a) There are analytic functions c .. (i,j 
l.J 
det(c .. (x.)) f O such that 
l.J l. 
n 
I 
i=l 
c .. (x. )A. (x) 
l.J l. l. 0. 1' J, 
j 
1, ... ,n) in one real variable with 
1, ... ,n. 
(b) The functions Ai satisfy the system of p.d.e.'s 
(4.2) A. J;p,q 0, p,q,j 1, ... ,n, .D F q, 
where 
a2 log A, a log A, a log A. a log A a log A. 
(4. 3) A. J + J J p J + J;P,q ax ax ax ax ax clx p q p q q p 
a log A a log A. q J 
ax ax p q 
PROOF. First we prove (a) ⇒ (b). Suooose that (a) holds. Let (y,. (x)) be the matrix 
lJ 
inverse of (c .. (x.)). Then (b) ofLemma4.2holds. Put lJ l 
p} . (x) : = yk. (x) /y1 . (x) . 
,J ,J J 
Then, for each k = 1, ... ,n, the functions pkl'" .. ,pkn satisfy the system 
(4 .4) :\j 3 loq A. (pko -pk') J j ,p 1, ... ,n. dX 
-- J ax p D 
Hence 
0 
a ( 3Pkj\ a ( 30kj\ 
~x \--) - - \--1 = (p -p )A. • 
0 ax ax ax / ko kq J ; DI q p , q q D 
Fix p and q with pf q. Then pkp f pkq for some k, because, otherwise, 
Ykp (y 1p/y1q)ykq (k 1, ... ,n), contradictincr the nonsingularity of the matrix 
(y,. (x)). Thus A. 0 for pf q. lJ J ;p,q 
Next we prove (b) ⇒ (a). SuTi>pose (4.2) holds. Bv a theorem of Frobenius (cf. 
DIEUDONNE ,2"ch.X, p.3147) this imolies the complete integrability of the system 
clp' 
_ _]_ 
ax p 
(p -p ') 
p J 
3 loq A. 
J 
ax p 
Hence, locally, there are n linearly indeperdent analytic solutions (pk 1 , ... ,pkn), 
k = 1, ... ,n, of this system, including the trivial solution (r 11 , ... ,p 1n) := 
·= (1, ... ,1) .. Put y. := A. p .• Then (4.4) imolies (b) of Lemma 4.2. Since (y .. (x)) kJ J kJ - lJ 
is a nonsingular matrix, we conclude that (a) of Lemma 4.2 is valid for its matrix 
inverse (c .. (x.)). This proves (a) of the present theorem. n lJ l 
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COROLLARY 4.7. Let A1 , ... ,An be analytic functions on an open connected region 0 in 
IRn, not tak:ing the value zero. Then, locally, the following two statements are equiv-
alent: 
(a) There are analytic functions c. . (i 
lJ 
r,,1ith rank (c .. (x.)) = n-1 such that 
lJ l 
(b) /,• I 
c .. (x.)A.(x) lJ l l 0' j 
/,-, ,icfinecl by (4.3). Then 
1, ... ,n; j 2, ... ,n) in one real variable 
2, ... ,n. 
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A ll ;p,q A 2;p,q A , n;p,q p,q 1, .... ,n, D-/ q. 
PROOF. First we prove (a)=> (b). Suppose that (a) holds. Let cil (xi) := oil 
(i = 1, ..... ,n). Let, A. := A./A 1 (i = 1, ..... ,n). Then the A. 's satisfy (a) of Theorem 
l l ~ l 
0 (p-/q). A calculation shows that A. J;p,q 4.6. Hence A. J;p,q A. J;p,q A 1 ;o,q 
Hence A. = A (j J ;p,q 1 ;p,q = 2, ..... ,n; p 
Next assume (b) and put again A. 
J 
0 A. J ;p,q 
A 1 ;p,q A. J ;p,q (p-/q) , 
so (a) of Theorem 4.6 is valid for the Ai's, hence (a) of the corollary holds for 
the A.' s. 
l 
5. SEPARATION OF VARIABLES AND EQUATIONS ON RIEMANNIAN MANIFOLDS 
( 5. 1) 
In (2.4) we introduced the Laplace-Beltrami oµerator 
n 
I 
i=l 
-½ g a 
ax. 
l 
a 
ax. 
l 
n -l ( 32 ( a I g_ 1-2 + \~ 
i=l i ax i 
!- \ a \ log(g,/g.) I--, 
l ax. 
l 
for orthogonal local coordinates on a Riemannian manifold. More generally, we will 
consider operators 6 of the form (5.1) without this geometric interpretation, so it 
is no longer required that gi (x) > 0, but gi may be a comolex-valued analytic func-
tion on an open connected region D in ]Rn , with g. (x) cl O on D. We still out 
l 
g := ~=l gi. Note that the second expression for 6 in (5.1) is independent of the 
choice of the branches for the square root or the logarithm. 
Our first result, contained in Theorem 5.1 below, shows that a linear second 
~rder p.d.e. inn~ 3 variables which separates into second order o.d.e. 'scan al-
ways be written in the form 6u + V(x)u = 0, with 6 as in (5.1). Historically, a 
general theory of separation of variables was usually given in the context of a 
Riemannian manifold. Our theorem shows that this meant no loss of generality. 
THEOREM 5.1. Let 
n 
(5. 2) L := I 
i=l 
( a2 
A.(x)l-2 
l dX, 
l 
cl \ + b. (x. )-~-, 
l l oX, 
l 
be a partial differential operator on an open connected region D in ]Rn , i,.,here A. 
l 
and b. are analytic and A. (x) -/ 0 on D. Suppose that the p.d.e. Lu= 0 separates in-
l l 
to second order o.d.e. 's. Then for each analytic function¢ on D (¢(x) cl O on D) there 
is an analytic function Ron D (R(x) cl O on D) such that 
(5.3) ¢L -1 -1 R 6 o R - R (6JR ) , 
where l is given by (5.1) and 
(5.4) g ·= i . 4>A. 
l. 
If n ~ 3 then, in particular, we can choose q, such that R - 1, i.e. 
4>L l, g, = 1/q,A,. 
l. l. 
PROOF. By the separability of Lu= 0, condition (iii)' of Theorem 3.1 holds. For the 
matrix c .. (x.) introduced there, let M1.. 1 (x) be defined by (3.8) and let Rand qi be l.J l. 
functions related by 
(5.5) 
XOi 
n 1/n 
<TT. 1 M. 1) 1.= l. 
(fil ) 1/n-1/2 
i=l Ai 
for some (x01 , .•• ,x0n) c n. Let gibe given by (5.4). Then 
and 
-1 -1 
R l O R - R (lR) = 
b. (x.) 
l. l. 
n 
I 
i=l 
-1( a2 g -- + 
i '-ax2 
i 
2,.,1-n/2 R., A. 
l. 
where we used (5. 4), (5. 5), (3 .10) and the fact that Mi1 does not de:oend on xi. For-
mula (5.3) now follows immediately. D 
The second topic of this section deals with EISENHART's [3] condition on the 
vanishing of the Ricci tensor off the diagonal, which is necessary for separability 
of ( 2. 5) . Let n be an open connected region in ]Rn on which a fundamental tensor g .. 
l.J 
is defined, where the functions g,. are complex-valued and analytic on n and 
l.J 
det(g .. (x)) f 0. We may call n, together with the tensor g, ., a formal Riemannian 
l.J . l.J 
manifold. The Christoffel symbol of the second kind associated with this formal 
i 
Riemannian structure, which we denote by rkj' is defined by 
21 
(cf. EISENHART [4, (7.2)]). Next, theRiemannian curvature tensor is expressed in terms 
of these Christoffel symbols by 
p k p k cl k 
<r,or, - r:or. ) + -a- rJ,o J~ 1.p 1.~ JP xi ~ 
cl k 
ax. r il 
J 
22 
(cf. EISENHART [4, (8.3) ]) . The Ricci tensor R .. is obtained by contraction of the 
l] 
Riemannian curvature tensor: 
R .. 
l] 
(cf. EISENHART [4, p.21]); it is a symmetric tensor. !J is called a (formal) F:instein 
space if 
R .. (x) = f(x)g .. (x) 
l] lJ 
for some scalar function f. Clearly, on an Einstein space the Ricci tensor is diagonal 
_if the fundamental tensor is diagonal. The class of Einstein spaces includes all 
Riemannian spaces of dimension 2, the flat scaces and the spaces of constant curvature. 
If g,. is diagonal and gi gii then l] 
12 
a2 log g. a log 
(5.6) R ¼ I J + pq ax ax dX jfp,q - p q D 
a log 
ax 
p 
which follows from EISENHART ~ 4, p. 119]. 
THEOREM 5.2. Let n? 3. Consider the p.d.e. 
n 
(5.7) l'lu + Cu ·= I 
i=l 
( a 
\-
·ax i 
gj a log a. a log gp a log a. J _____ ] + 
clx clx ax q q p 
q cl log qjl q 
D f q, 
ax J q 
0. 
(a) Suppose that condition (iii)" of Theorem 3.1 holds for Ai := g: 1 , C(x) = 1. 
Then (5.7) with C(x) = 1 separates into second order o.d.e.'s if and only if the 
corresponding Ricci tensor is diagonal. 
(b) If the Ricci tensor is diaaonal and if (5.7) separates into second order o.d.e. 's 
for some specific function C = c0 then (5.7) separates into second order o.d.e.'s 
for the function C(x) = 1. 
-1 PROOF. Let A. := g, and let A. be defined by (4.3). Under the assumptions of (a) 
--- l l J;p,q 
we have A. 0 (pfq), cf. Theorem 4.5, and the separation assumption of (b) im-J ;p,q 
Plies A. A (pfq), cf. Theorem 3.1 and Corollary 4.7. So we have 
- J ;p,q 1 ;P,q 
A. A (pfq) in both cases. It follows from (5.6) that, for pf q, J ;p,q 1 ;p,q 
R pq 
Putting b. (x) 
l 
¼(n-2)A 1; n,q 
l1 
cl log(g /gi) 
ax. 
l 
+ :la I 
kfp,q 
2 
a log gk 
ax dX 
p q 
we also have 
I 
kfp,q 
2 
a log gk 
ax ax p q 
since Mpl gp M ql gq (cf. (3.10)) and 
ab 
(5.8) 3 D R ~(n-2)A + ---pq l;p,q 2 ax q 
2 
Mil does not 
2 ½ 
a loq(g /gp) 
ax ax p q 
depend on x .. 
l. 
ab 
2 --2. 
ax q 
Hence 
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Formula (5.8) implies that, if two of the three exoressions R , A and ab /ax p,q l;p,q p q 
vanish then also the third one vanishes. This yields orecisely the three required im-
plications in (a) and (bl of the theorem (use Theorems 3.1 and 4.6). n 
Part (a) of Theorem 5.2 was already proved by EISENHART [3]. Part (bl may be 
new. It would be of interest to prove or disprove the two imolications in (a) of 
Theorem 5.2 without the assumption that C(x) = 1, but still assuming that Ai 
and C satisfy condition (iii) of Theorem 3.1. 
Part (bl of Theorem 5.2 is related to ROBERTSON's [14] result that the equation 
(5.9) 2 ~u + k (E-V(x))u 0 
(~ given by (5.1), k f 0) separates into second order o.d.e.'s simultaneously for all 
constants E if and only if (i) the coefficients A. := q~l satisfy condition (iii)" of 
l. -i 
Theorem 3.1 with C(x) = 1, (ii) a loq(g½g~ 1)/ax. only deoends on x. and (iii) Vis 
- l. l. - l. 
of the form V(x) = }:. c. (x)/g. (x). Our theorem shows that, in case of a diagonal 
l. l. l. . 
Ricci tensor (for instance, on an Einstein manifold), Robertson's conditions already 
hold if (5.9) separates for one specific value of E. 
We conclude this paper with an example of a quite general class of separable 
p.d.e. 's of the form ~u +au= O. 
EXAMPLE 5.3. Consider a formal n-dimensional Riemannian manifold n with diagonal 
fundamental tensor 
gi (x) := 
where f. (x.) f 0 and X. f X. (i f j) for x E n. Then 
l. l. l. J 
n f. (x.) ( a2 f'. (x) a \ ~ I l. l. ½ l. 1--2 + f. (x.) ax. I i=l TTkfi (xi-xk) ·ax. l. l. 1· l. 
It turns out that the p.d.e. 
(5 .10) 0 
separates into the o.d.e.'s 
24 
( 5. 11) 
f'.(x.) 
X'.'(x.) + ½ l l X!(x.) + 
l l f. (X.) l l 0. 
l l 
If n is small and f. (x.) is a polynomial of low degree, the equations (5.11) 
l l 
yield well-known equations of mathematical physics. For instance, if n = 2 and 
f. (x) = x(l-x) then (5.11) becomes Mathieu's equation (cf. ERDELYI [5, 16.2(3)]) and 
l 
(5.10) is just the two-variable Helmholtz equation in elliptic coordinates (cf. 
MILLER [9, p.19]), disguised in algebraic form. The case that n = 3 and f is a fourth 
degree polynomial arises from a certain R-separable form of the three-variable Laplace 
equation (cf. MILLER r9, p.209]). 
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