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a b s t r a c t
To model fuzzy binary observations, a new model named ‘‘Fuzzy Logistic Regression’’ is
proposed anddiscussed in this study. In fact, due to the vaguenature of binary observations,
no probability distribution can be considered for these data. Therefore, the ordinary logistic
regression may not be appropriate. This study attempts to construct a fuzzy model based
on possibility of success. These possibilities are defined by some linguistic terms such as . . . ,
low, medium, high. . . . Then, by use of the Extension principle, the logarithm transformation
of ‘‘possibilistic odds’’ is modeled based on a set of crisp explanatory variables observations.
Also, to estimate parameters in the proposed model, the least squares method in fuzzy
linear regression is used. For evaluating the model, a criterion named the ‘‘capability index’’
is calculated. At the end, because of widespread applications of logistic regression in
clinical studies and also, the abundance of vague observations in clinical diagnosis, the
suspected cases to Systematic Lupus Erythematosus (SLE) disease is modeled based on
some significant risk factors to detect the application of themodel. The results showed that
the proposed model could be a rational substituted model of an ordinary one in modeling
the clinical vague status.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
1.1. Categorical variables and vague observations
Nowadays, vague or non-precise observations include a large amount of research data. Depending on the kind of
variables, vague observations arise for different reasons. In quantitative variables which are measured in terms of
real numbers, no suitable or developed measuring instruments may lead to non-precise observations. Also, sometimes,
unavailability of original characteristics may cause approximate measures.
In contrast, qualitative variables which express a qualitative attribute, take on a finite number of codes. These codes
do not imply numerical properties and refer to the distinct categories of the variable. The definition of categories is
very important in categorical variables. Ambiguous definition may cause confusion in classification. Indeed, borderlines of
categories are not crisp and cases near the categories’ borderline have a vague status. In addition, some categorical variables
are inherently measured by fuzzy scale. For example, the observations are described by linguistic terms such as large, heavy,
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or approximately equal to five. The best description of these kinds of observations is that they are fuzzy outputs. Modeling
the relationship between these observations and making a prediction under the fuzzy environment is a challenge for the
classical modeling analysis.
1.2. Motivation of study
Logistic regression analysis is one of the famous non-linear methods used to model the binary response variable
based on ordinary explanatory variables. This method is particularly appropriate for models involving disease state
(diseased/healthy), patient survival (alive/dead) and decision making (yes/no). So, it is widely used in studies in the health
sciences [1,2].
Problems arise in classical logistic regression in situations such as
(1) Contravention of distribution assumptions (Bernoulli probability distribution for the binary response variable,
uncorrelated explanatory variables, independency and identically distribution of error terms . . . ).
(2) Low sample size.
(3) Vagueness in the relationship between variables which do not follow the random error patterns in logistic regression
models, and
(4) Non-precise observations.
In fact, non-precise or vague observations, which occur frequently in practice, may cause all other difficulties.
Consider clinical researches as an example; for some diseases, there are no biological examinations and the disease is
diagnosed by some defined and wholly accepted criteria. To distinguish patients in these diseases, cases which have some
of those defined criteria (not all of them) have a vague status. Lupus1 and Behcet2 are the examples in this field [3]. Also, in
hypertension, determining a point3for blood pressure as a crisp borderline to detect the patients is not rational. Furthermore,
some variables such as pain severity or disease severity are described by linguistic terms such as low, medium and high.
Widespread applications of logistic regression in clinical studies and also, the abundance of vague observations in clinical
diagnosis, motivate us to think about a proper substituted model in a fuzzy environment. Section 2 makes a brief review
on preliminary theory rules which are useful for introducing the new model. Section 3 discusses the proposed model in
details. A goodness- of- fit criterion is used in this section. To detect the application of our proposed model, a real numerical
example in clinical research is used in Section 4. Finally in Section 5, a discussion on the presented model is drawn.
2. Underlying preliminary theory for the proposed model
2.1. Fuzzy linear regression model
Regression analysis is a powerful and comprehensive methodology to model the relationships between a response
variable, called the dependent variable, and one or more explanatory variables called independent variables.
By the classical statistical technique, the observations, either the response variable or the explanatory variables, are
required to follow certain probability distributions [4]. In addition, deviations between the observed and the estimated
values are assumed to be due to random errors. But, by the fuzzy observations, the distribution assumptions do not hold.
Also, in this case, one cannot assign all the uncertainty of model to the randomness aspect of variables.
In the analysis of fuzzy data, the study of the relationship between a set of (crisp or fuzzy) independent variables and
one or more dependent fuzzy variables is an important issue. Such a relationship can be studied, for instance, through fuzzy
linear regression techniques [5]. Fuzzy regression analysis is an extension of (or an alternative for) the classical regression
analysis in which some elements of the model are represented by fuzzy numbers. The uncertainty in this type of regression
model becomes fuzziness, not randomness. This aspect of uncertainty is called ‘‘possibility’’ [6]. The article by Tanaka et al. [7]
is probably the first research on fuzzy linear regression. Fuzzy regressionmethods have been successfully applied to various
problems such as forecasting [8,9] and engineering [10].
There are two general categories of fuzzy regression analysis [11]; the first is a possibilistic regression analysis which is
based on possibility concepts. Possibilistic regression analysis uses a fuzzy linear system as a regression model whereby the
total vagueness of the estimated values for the dependent variables is minimized. It was first proposed by Tanaka et al. [7].
The second category of fuzzy regression analysis adopts the Fuzzy Least Squares Method (FLSM) for minimizing errors
between the given outputs and the estimated outputs [12]. The advantage of Tanaka’s possibilisticmodel is in its simplicity in
programming and computation, while FLSM in itsminimumdegree of fuzziness between observed and estimated values [7].
2.2. Ordinary logistic regression model
Logistic regression is a mathematical modeling approach that is used to describe the relationship between a binary
response variable and one or more explanatory variables. Explanatory variables may be continuous, discrete, and binary
1 Systemic lupus erythematosus is a chronic autoimmune connective tissue disease that can affect any part of the body.
2 Behcet disease can be interpreted as a chronic disturbance in the body’s immune system.
3 Systolic blood pressure≤ 120 mg/dl and diastolic blood pressure≤ 80 mg/dl.
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or a mix of any of these. That is, no assumptions are made about the distribution of the explanatory variables [11]. But the
binary response variable should follow Bernoulli probability distribution. It can take the value of 1 with a probability of
success π , or the value of 0 with probability of failure 1−π . The relationship between the predictor and response variables
is not linear in logistic regression. Instead, the logit transformation of π is used,
π = 1
1+ eb0+b1x1+···+bnxn .
So,
ln

π
1− π

= b0 + b1x1 + · · · + bnxn (1)
in which π1−π = eb0+b1x1+···+bnxn is named probability odds and bj, j = 0, 1, . . . , n are the model’s parameters.
The parameters in this model are usually estimated bymaximum likelihood estimatingmethods. The importance of each
explanatory variable is assessed by carrying out statistical tests of significance of the coefficients. Ordinary test statistics for
this purpose are the Wald statistic and likelihood ratio test. Usually, overall goodness of the fit of the model is tested by χ2
statistics for models with one explanatory variable and the Hosmer–Lemeshow test for more than one explanatory variable.
And finally, one way to detect the ability of the model discrimination between two groups defined by the response variable
is proposed by the area under the receiver operating characteristic curve (ROC) [1].
2.3. Some rules in fuzzy set theory
In this section, we give a brief review on some rules and definition in fuzzy set theory which will be referred to during
this paper.
Definition 1. Let E denote a function space, such that u ∈ E if and only if u : R → [0, 1] is a function which satisfies the
following requirements:
(i) normality: u(x0) = 1 for some x0,−∞ < x0 < +∞;
(ii) u is a convex fuzzy set, i.e.
u(λx+ (1− λ)y) ≥ min{u(x), u(y)}, x, y ∈ R, 0 ≤ λ ≤ 1; (2)
(iii) u is upper semicontinuous, i.e.
lim
x→t sup f (x) = f (t), −∞ < t < +∞; (3)
(iv) (u)0 = closure {t|t ∈ R, u(t) > 0} is compact.
The space E is called a fuzzy number space and each u ∈ E is called a fuzzy number [6,13].
Definition 2. Let u ∈ E and α : 0 ≤ α ≤ 1, then
(u)α =
{t|u(t) ≥ α}, 0 < α ≤ 1,
{t|u(t) > 0}, α = 0. (4)
is called α-cuts or α-level sets of u.
The requirements (i)–(iv) imposed on the elements of E imply that (u)α, 0 < α ≤ 1, are closed intervals and the set
(u)0 is an open interval.
Note. An especial case of fuzzy numbers called L–R fuzzy numbers is represented by
u(t) =

L

m− t
a

t ≤ m, a > 0
R

t −m
b

t > m, b > 0
(5)
where L and R are non-increasing nonnegative real-valued functions defined over [0,∞) which satisfy L(0) = R(0) = 1
and possess compact supports. If L(t) = R(t) = T (t), where
T (t) =

1− t, 0 ≤ t ≤ 1,
0, t > 1, (6)
then u(t) of Eq. (5) is a triangular fuzzy number. It is symbolically denoted by (m, a, b)T . The real number m is called
the mean value of u. Also, a and b (positive numbers) are called the left and right spreads, respectively. By equal spreads
(a = b = s), u(t) is called a symmetric triangular fuzzy number and is denoted by (m, s)T symbolically.
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We will now introduce arithmetic in E by firstly reviewing some definitions.
Definition 3 (Extension Principle). Let F denote fuzzy sets space (therefore, E ⊆ F ). So, for each arbitrary m ∈ F ,m : R →
[0, 1], consider X to be the Cartesian product of universes X1, . . . , Xn i.e. X1×· · ·×Xn andm1,m2, . . . ,mn are n fuzzy sets in
X1, . . . , Xn respectively. Also, suppose that f is a mapping from X to a universe Y and y = f (x1, . . . , xn). Then the extension
principle allows us to define a fuzzy set in Y by [6].
l = { (y, l(y))|y = f (x1, x2, . . . , xn), (x1, x2, . . . , xn) ∈ X }, where
l(y) =

sup
(x1,x2,...,xn)∈f−1
min(m1(x1), . . . ,mn(xn)) f −1(y) ≠ 0
0 otherwise
(7)
in which f −1 is the inverse image of f .
And in one dimension case
l(y) =

sup
x∈f−1
m(x) f −1(y) ≠ 0
0 otherwise.
(8)
Proposition 1. Let u = (m, a, b)LR be a LR-type fuzzy number and λ ∈ R. Then
λu =

(λm, λa, λb)LR λ ≥ 0
(λm,−λb,−λa)RL λ < 0. (9)
Proposition 2. Let u = (m, a, b)LR and v = (n, c, d)LR be two LR-type fuzzy numbers. Then
u⊕ v = (m, a, b)LR ⊕ (n, c, d)LR = (m+ n, a+ c, b+ d)LR. (10)
3. Fuzzy logistic regression
In contrast to fuzzy linear regression, there have been only a few articles on fuzzy nonlinear regression. Buckley and
Feuring [14] proposed an algorithm for fitting some particular parametric fuzzy non-linear models. The algorithm searches
functions that best fit the data including linear, polynomial, exponential, and logarithmic functions. Researchers considered
data with the form of crisp inputs-fuzzy output and fuzzy inputs-fuzzy output in fuzzy nonlinear regression [15,16].
However, a lot of effort still needs to be devoted towards expanding the methodology of fuzzy nonlinear regression in order
to apply it to real data.
In the class of nonlinear models, there are some models that are intrinsically linear. That is, by some transformations on
variables, the relationship between them becomes linear. The logistic regression model is one of these models. It uses logit
transformation for linearity (Eq. (1)). This property simplifies the work on logistic regression in a fuzzy environment and
avoids the complexity of nonlinear fuzzy regression methods. Accordingly, a new adaptive model can be proposed in which
the logit transformations of the output observations, which are linearly dependent to the inputs observations (Eq. (1)) are
used as the model’s outputs. Therefore, Tanaka’s possibilistic approach [7] and Diamond’s least squares method [12] can be
used for parameter estimation in this adaptive model.
It should be mentioned that over the last few years there have been a few attempts to combine fuzzy regression models
and statistical logistic regression.
A common viewpoint which is applied by Dom et al. [11,17] and Nagar and Srivastava [18] simultaneously, used a
possibilistic-based approach to investigate a certain fuzzy logistic regression model. In fact, they used this approach to
predict the oral cancer based on some real data sets. In their method, fuzzy relation between crisp inputs-crisp output
observations is modeled by the proposed model and then compared to the results with a fuzzy neural network method.
Also, Kaanodia and Rizwanullah [19] used this adaptive fuzzy regression model to solve the problem of an optimal
number of tracks and quantities in a stochastic material dispatching system. They detected the faster and optimal
performance of this method compared with traditional ones such as neuro-response surfaces and mean demand heuristic
methods. Pourahmad et al. [20] introduced and applied a new term called possibilistic odds and then, developed a
possibilistic-based logistic regression in which the observations of the dependent variables are reported as a real number in
(0, 1) representing the possibility of belonging to category 1. They applied their proposed method to describe the diabetic
status of some suspected cases based on the related variables. Takemura [21] used a fuzzy logistic regression model in
which input data, output data and parameters were all represented by L–R fuzzy numbers. He modeled the probability
odds in fuzzy environment and applied both possibilistic and fuzzy least squares approaches to estimate the parameters
in his proposed model. Yang and Chen [22] proposed a model to describe the effects of crisp explanatory variables on a
binary response variable with fuzzy class in logistic regression mixture analysis and also in the fuzzy clustering approach.
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To estimate the parameters in the proposed model, they extended the Expectation Maximization (EM) algorithm in logistic
regression mixture analysis.
In this study, we construct a model which will be able to describe the relation between crisp inputs-fuzzy binary output
observations through the fuzzy logistic regression model. So, we define a measure of possibility for each case and then use
the logarithm transformation of possibilistic odds as fuzzy output observations. By this method, Diamond’s least squares
method in fuzzy linear regression [12] can be used to estimate our model’s parameters.
3.1. Theory of the proposed model
To model the relationship between a binary response variable and a set of explanatory variables, let the input–output
data consist of the observations
(xi0, xi1, . . . , xin, Y˜i), 1 ≤ i ≤ m, (11)
where xij j = 0, 1, . . . , n are real crisp values in R and Y˜i is a fuzzy observation detecting the status of each case relative to
binary response categories i.e. it takes two labels: approximately 1 or approximately 0 instead of 1 or 0.
Due to the vague status of cases relative to response categories, the binary response observations are not precise.
Therefore, Bernoulli probability distribution cannot be assumed for such data. As a result, the probability of success
(P(Yi = 1) = πi) cannot be calculated andmodeled exactly based on explanatory variables. In this situation, the probability
odds expression

πi
1−πi

is meaningless. One strategy here is to consider the possibility of success instead of the probability.
Possibility is another aspect of uncertainty. It measures the consistent degree of case’s status to the known and predefined
criteria which is named success here. Then, a new term named ‘‘Possibilistic odds’’ [20] is defined and modeled.
Definition 4 (Possibilistic Odds). Let µi, i = 1, . . . ,m be the possibility of success, µi = poss(Yi ≈ 1). It can be defined in
two manners: (i) A real crisp value, µi ∈ R : 0 ≤ µi ≤ 1 or (ii) A linguistic term, µi ∈ {. . . , low, medium, high, . . .}.
These terms should be defined in such a way that the union of their supports cover the whole range of (0, 1). Then the ratio
µi
1−µi i = 1, . . . ,m is considered as possibility odds of the ith case which detects the possibility of success relative to the
possibility of non success.
By the first definition, the expert compares cases to criteria of success category and assigns a consistent degree as a
real number in the (0, 1) interval. This model is introduced and discussed in our previous study [20]. In the present study,
we discuss the second situation and propose a logistic regression model with fuzzy binary observations and possibility of
success as a linguistic term such as: Very Low, Low, Medium, High or Very High. To distinguish between these two types of
definitions, we denote the second by µ˜i, i = 1, . . . ,m from now on. So, our proposed model is:
W˜i = ln µ˜i1− µ˜i = A0 + A1xi1 + · · · + Anxin i = 1, . . . ,m (12)
in which A0, A1, . . . , An ∈ E indicating fuzzy relationship.
One can transform back the estimated outputs (W˜i) into the possibility of success (µ˜i(x)) by use of extension
principle [23].
In this model, the expert assigns a linguistic term like µ˜i ∈ {very low, low, medium, high, very high} as the possibility of
success and then the logarithm transformation of possibility odds, w˜i = ln µ˜i1−µ˜i i = 1, . . . ,m are considered as the observed
outputs. The membership function of these observed outputs is calculated from the defined membership function of µ˜i and
extension principle (Eq. (8)) as follows
w˜i(y) = sup
∀x:ln x1−x=y
µ˜i(x) (13)
in which f (x) = ln x1−x , 0 < x < 1 is a one-to-one function. So, there is one and only one x ∈ (0, 1) such that ln x1−x = y.
Therefore,
w˜i

y = ln x
1− x

= µ˜i

exp(x)
1+ exp(x)

. (14)
3.2. Least squares method for fuzzy data
The fuzzy least-squares approach, which is proposed by Diamond [12] and Celmins [24] simultaneously, is a fuzzy
extension of the ordinary least squares based on a new defined distance on the space of fuzzy numbers.
The least-squares approach involves ideas of goodness-of-fit and this requires a notion of distance between the fuzzy
values predicted by a parametric model and the fuzzy data that is actually observed. The definition of a function which
describes well the distance between two fuzzy numbers is somehow difficult. But, the principal advantage of these
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techniques is that the residuals give some idea of the accuracy of the model [25] and the fuzziness between the observed
and estimated values is minimized. This method is extended in different aspects (for an example see [26]).
The linear least-squares technique for m pairs of real crisp numbers (xi, yi) 1 ≤ i ≤ m, consist of finding a, b ∈ R such
that the sum
r(a, b) =
−
(a+ bxi − yi)2 (15)
will be minimized. In the case of fuzzy data, u = A1 + A2v, u, v ∈ E. We seek numbers A1 and A2 such that the distance
between observations and estimations will be minimized. Therefore a proper definition for a distance function between
fuzzy data is required.
One definition, which is introduced by Xu and Li [27] is as follows:
Definition 5. For arbitrary u, v ∈ E, their distance based on a function f (α) is
d(u, v) =
[∫ 1
0
f (α)d2((u)α, (v)α) dα
] 1
2
(16)
in which
d2((u)α, (v)α) = [a1(α)− b1(α)]2 + [a2(α)− b2(α)]2 (17)
and (u)α = [a1(α), a2(α)], (v)α = [b1(α), b2(α)] are α-cuts of u and v respectively (Eq. (4)). f (α) is an increasing function
on [0, 1] for which f (0) = 0 and  10 f (α) dα = 0.5.
Function f (α) can be regarded as a weighting factor for d2((u)α, (v)α). In determining the distance between two fuzzy
numbers, monotonously increasing behaviour of f (α) leads to placing more importance on higher membership degrees.
The conditions f (0) = 0 and  10 f (α) dα = 0.5 ensure that the above-mentioned distance will be only a generalization of a
conventional distance in R. Usually, f (α) = α is used as the weighting function.
3.3. Estimation of model parameters
To obtain an optimal model of the form of Eq. (12) by the least squares method, the sum of squared errors (SSE) between
w˜i and W˜i i = 1, . . . ,m should be minimized.
Using distance d in Eq. (16), we get
SSE =
m−
i=1

d(w˜i, W˜i)
2
(18)
where, d(w˜i, W˜i) =
 1
0 f (α)d
2((w˜i)α, (W˜i)α) dα
 1
2
Without loss of generality, we suppose Aj = (aj, sj)T , j = 1, . . . ,m in Eq. (12); then, the estimated outputs are
symmetric triangular fuzzy numbers W˜i = (f (a), f (s))T , i = 1, . . . ,m in which fi(a) = a0 + a1xi1 + · · · + anxin and
fi(s) = s0 + s1xi1 + · · · + snxin (Propositions 1 and 2). Therefore, by some algebraic calculation we get,
(W˜i)α = [(α − 1)fi(s)+ fi(a), (1− α)fi(s)+ fi(a)] (Triangular fuzzy numbers).
To calculate (w˜i)α based on (µ˜i)α = [b1, b2]we have
(w˜i)α =
[
ln
b1
1− b1 , ln
b2
1− b2
] 
One-to-one property of f (x) = ln x
1− x

.
So, d2((w˜i)α, (W˜i)α) =
[
ln
b1
1− b1 − (α − 1)fi(s)− fi(a)
]2
+
[
ln
b2
1− b2 − (1− α)fi(s)− fi(a)
]2
. (19)
Substituting Eq. (19) in Eq. (18) leads to
SSE =
m−
i=1
∫ 1
0
f (α) ·
[
ln
b1
1− b1 − (α − 1)fi(s)− fi(a)
]2
+
[
ln
b2
1− b2 − (1− α)fi(s)− fi(a)
]2
dα. (20)
This function depends on the model’s coefficients just through fi(a) and fi(s).
The minimization process includes setting the partial derivatives of the SSE with respect to aj and sj to 0,
∂SSE
∂ aj
= 0 and ∂SSE
∂ sj
= 0.
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This leads to the following equations,
m−
i=1
∫ 1
0
2α xij ·
[
2fi(a)− ln b11− b1 − ln
b2
1− b2
]
dα

= 0, j = 0, 1, . . . , n
m−
i=1
∫ 1
0
2α(1− α)xij ·
[
2(1− α)fi(s)+ ln b11− b1 − ln
b2
1− b2
]
dα

= 0, j = 0, 1, . . . , n.
(21)
The quantities in Eq. (21) depend on definition of possibility of success (µ˜i) assigned to each case by the expert. By
substituting these values and calculating related integrals, the following equations are derived:
a0
m−
i=1
xi0xij + a1
m−
i=1
xi1xij + · · · + an
m−
i=1
xinxij =
m−
i=1
zixij, j = 0, 1, . . . , n
s0
m−
i=1
xi0xij + s1
m−
i=1
xi1xij + · · · + sn
m−
i=1
xinxij =
m−
i=1
kixij, j = 0, 1, . . . , n
(22)
where xi0 = 1, i = 1, . . . ,m and zi, ki are the results of integral computation for each case.
Also, Eq. (22) can be represented in matrix form
Aa = Z, As = K (23)
in which
A = X ′X, X =
 1 x11 · · · x1n1 x21 · · · x2n· · · · · · · · · · · ·
1 xm1 · · · xmn

m×(n+1)
a = (a0, a1, . . . , an)T , Z =

m−
i=1
zixi0,
m−
i=1
zixi1, . . . ,
m−
i=1
zixin
T
s = (s0, s1, . . . , sn)T , K =

m−
i=1
kixi0,
m−
i=1
kixi1, . . . ,
m−
i=1
kixin
T
.
If Rank(X) = n+1, thenmatrixA is positive definite andA−1 is computable. Therefore, ifA−1K ≥ 0, then theminimization
problem has a unique solution which can be achieved as follows [27],
a = A−1Z, s = A−1K . (24)
Remark 1. The condition A−1K ≥ 0 guarantees that the spread of fuzzy parameters, i.e. si, i = 1, . . . , n will be non-
negative. However, it is possible to encounter conditions that A−1K < 0. Under this circumstance, two strategies are
recommended. One can set the negative spreads equal to zero and consider the corresponding coefficients as crisp ones
especially when they are very close to zero, or follow the procedure suggested in [28]. In this procedure, the model is run
again but with considering such parameters as crisp, i.e. the spread of those fuzzy coefficients are set to zero. Then, the
center values, ai, are estimated as before, but the spreads should be calculated by s∗ = A∗−1K ∗, where K ∗ is a vector like K
in which elements corresponding to crisp coefficients are omitted, and A∗ is a matrix like A in which its rows corresponding
to a crisp coefficient are removed.
Remark 2. Definitions of linguistic terms which detect the possibility of success are important. One definition for µ˜i i =
1, . . . ,m suggested by the authors is in the form of triangular fuzzy numbers as follows (Fig. 1):
Very Low(x) =

1− 0.02− x
0.01
0.01 ≤ x ≤ 0.02
1− x− 0.02
0.18
0.02 < x ≤ 0.18
Low(x) =

1− 0.25− x
0.15
0.1 ≤ x ≤ 0.25
1− x− 0.25
0.15
0.25 < x ≤ 0.4
Medium(x) =

1− 0.5− x
0.15
0.35 ≤ x ≤ 0.5
1− x− 0.5
0.15
0.5 < x ≤ 0.65
High(x) =

1− 0.75− x
0.15
0.6 ≤ x ≤ 0.75
1− x− 0.75
0.15
0.75 < x ≤ 0.9
Very High(x) =

1− 0.98− x
0.18
, 0.8 ≤ x ≤ 0.98
1− x− 0.98
0.01
, 0.98 < x ≤ 0.99.
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Fig. 2. α-cuts for µ˜k = High and its dependent w˜k .
Consider µ˜k = ‘‘High’’ for the kth observation as an example, to derive Eq. (22) we have
(µ˜k)α = [0.75− 0.15(1− α), 0.75+ 0.15(1− α)]
and by Eq. (14), w˜k =
1−
0.75−

exp(x)
1+exp(x)

0.15
0.405 ≤ x ≤ 1.098
1−

exp(x)
1+exp(x)

− 0.75
0.15
1.098 < x ≤ 2.2
.
So (Fig. 2),
(w˜k)α =

ln
High
1− High

α
=
[
ln
0.75− 0.15(1− α)
1− 0.75+ 0.15(1− α) , ln
0.75+ 0.15(1− α)
1− 0.75− 0.15(1− α)
]
=
[
ln
0.75− 0.15(1− α)
0.25+ 0.15(1− α) , ln
0.75+ 0.15(1− α)
0.25− 0.15(1− α)
]
.
Substituting these expressions in Eq. (21) leads to two following equations:
(1)
∂ SSE
∂ aj
= 0
m−
i=1
[
2xijfi(a)
∫ 1
0
2α dα − 2xij
∫ 1
0
α ln
0.75− 0.15(1− α)
0.25+ 0.15(1− α) dα − 2xij
∫ 1
0
α ln
0.75+ 0.15(1− α)
0.25− 0.15(1− α) dα
]
= 0
S. Pourahmad et al. / Computers and Mathematics with Applications 62 (2011) 3353–3365 3361
m−
i=1

2xijfi(a)− 2× 0.4264xij − 2× 0.7014xij
 = 0, j = 0, 1, . . . , n.
(2)
∂SSE
∂ sj
= 0
m−
i=1
xijfi(s)
∫ 1
0
4α(1− α)2 dα + 2xij
∫ 1
0
α(1− α) ln 0.75− 0.15(1− α)
0.25+ 0.15(1− α) dα
− 2xij
∫ 1
0
α(1− α) ln 0.75+ 0.15(1− α)
0.25− 0.15(1− α) dα
 = 0
m−
i=1
[
1
3
xijfi(s)+ 2× 0.1225xij − 2× 0.2615xij
]
= 0, j = 0, 1, . . . , n.
Finally, by some algebraic calculation, the following equations are derived−
i
xij(a0 + a1xi1 + · · · + a5xi5) =
−
i
1.1278xij−
i
xij(s0 + s1xi1 + · · · + s5xi5) =
−
i
0.834xij.
The above equations are in the form of Eq. (22) in which zi = 1.1278 and ki = 0.834.
3.4. Goodness- of- fit criteria:
We propose an index for evaluating our newmodel. By this index, the goodness- of- fit between the observed values and
the estimated values obtained by the model are evaluated.
Definition 6 (Capability Index). Suppose u, v ∈ E. Then, the capability index between u and v is defined by [29]
IUI = Card(u ∩ v)Card(u ∪ v) , where Card(u) =

∫
t
u(t)dt continuous case−
t
u(t) discrete case.
(25)
We use ‘‘min’’ operator for the intersection of two fuzzy sets and ‘‘max’’ operator for the union of them.
Theorem 1. Let u, v ∈ E. Then,
1. 0 ≤ IUI(u, v) ≤ 1
2. u = v ⇔ IUI(u, v) = 1
3. IUI(u, v) = IUI(v, u)
4. u ⊆ v ⊆ w⇒ IUI(u, w) ≤ min{IUI(u, v), IUI(v,w)}.
Definition 7. For fuzzy logistic regression, themean of capability index is used as ameasure of evaluatingmodel’s goodness-
of- fit
MCI = 1
m
m−
i=1
IUI(w˜i, W˜i) (26)
in which 0 ≤ MCI ≤ 1, so that the larger MCI corresponds with better goodness-of-fit [29,30].
4. A real clinical example
Lupus is a chronic (long-lasting) autoimmune4 disease where the immune system, for unknown reasons, creates
antibodies5 which instead of protecting the body from bacteria and viruses, attack normal body tissues. This attack causes
symptoms of extreme fatigue, joint pain, muscle aches, anemia, etc. Systematic Lupus Erythematosus (SLE) is one kind of
lupus which attacks multiple systems in the body including the skin, joints, blood, lungs, kidneys, heart, brain and nervous
4 ‘Auto’ means ‘self’, so autoimmune literally means that the immune system fights the body itself.
5 Antibodies are proteins produced by white blood cells. Their normal function is to glue up bacteria and make them easy for the white blood cells to
capture and destroy.
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system. This disease does not typically develop rapidly, but develops slowly and evolves over time. It can take months or
even years for enough symptoms to show up. Therefore, there is no single diagnostic test for SLE [3]. Physicians have to
gather information from a variety of sources such as past medical history, lab tests and current symptoms. They use a list
of 11 criteria to help them in the diagnosis of SLE [3]. Generally, a person needs to satisfy at least 4 out of the 11 criteria
before a diagnosis can be made. The question which arises here is about a person with 3 symptoms. Is he/she considered as
a healthy case without any therapy? Or is the severity of disease the same in patients with 4, 5, . . . , 11 criteria?
In our point of view, the distinction borderline between patients and healthy people should not be considered crisp in SLE
disease. Also, the degree of disease is different depending on patient group. Therefore, to model the relationship between
possibility odds of this disease and a set of significant risk factors (explanatory variables), our proposed model is a good
choice. Recent researches show that approximately 80% of lupus patients develop the disease between the ages of 15 and 45.
Also, about 90% of lupus sufferers are female. In addition, relatives of lupus patients have an approximately 5%–12% greater
tendency of getting the disease if family members have it. Furthermore, exposure to sunlight can be considered another
cause of disease occurrence. Therefore, our sample contains 15 females aged 18–40 who are suspected to SLE disease. An
expert is asked to assign a possibility of disease to each case using a term like Very Low, Low, Medium, High, and Very High.
Sun exposure (X1), family history (X2) and some diagnostic blood tests such as ANA6 test (Negative test ≤ 25 U/ml7), Anti
DNA8 test (Normal Range ≤ 25 U/ml) and ESR9 test (Normal Range: Male ≤ (Age)/2 and Female ≤ (Age + 5)/2) [3] are
used as the significant risk factors (Table 1).
To develop the relationship between possibility odds of SLE disease and the above-mentioned five risk factors, according
to Eq. (12), the proposed model is:
W˜i = ln

µ˜i
1− µ˜i

= A0 + A1xi1 + A2xi2 + A3(ANA test)i3 + A4(Anti DNA test)i4 + A5(ESR test)i5 i = 1, . . . ,m.
To estimate, Aj = (aj, sj)T j = 0, 1, . . . , 5, using Eq. (23), the system of equations becomes:
X =
 1 1 · · · 11 0 · · · 0· · · · · · · · · · · ·
1 1 · · · 1

15×6
A = X ′X =

15 4 9 1216 1146 9
4 4 2 372 149 4
9 2 9 862 586 5
1216 372 862 119564 78864 808
1146 149 586 78864 149738 711
9 4 5 808 711 9

6×6
a = (a0, a1, . . . , a5)T , Z = (−0.0258 0.9532 4.3698 730.1350 −109.6486 2.1182)T
s = (s0, s1, . . . , s5)T , K = (13.2 5.0 7.5 1044.6 891.8 8.7)T .
Since Rank(X) = 6, the above system of equations has a unique solution as:
a = A−1Z = −3.8591 0.4248 −0.1309 0.0431 0.0091 −0.6083T
s = A−1K = 1.1617 0.3832 0.0366 −0.0043 −0.0019 0.1451T .
Considering s3 and s5, the condition A−1K ≥ 0 is violated. But, since these numbers are closed to zero, we can set them
equal to zero and consider the corresponding coefficients in the model as crisp numbers.
As a result, the optimal model, based on our observed data is:
W˜ = ln

µ˜
1− µ˜

= (−3.8591, 1.1617)T + (0.4248, 0.3832)T x1 + (−0.1309, 0.0366)T x2 + 0.0431 Anti ANA test3
+ 0.0091 Anti DNA test4 + (−0.6083, 0.1451)TESR test5.
5. Discussion
Based on 15 fuzzy status cases, we presented a model which is able to estimate the possibilistic odds and also the
possibility of SLE disease for each case.
For Case 3, as an example, the output estimated by themodel is (the final result in computations is rounded to 2 decimals
for simplicity):
W˜3 = ln

µ˜3
1− µ˜3

= (−3.8591, 1.1617)T + (0.4248, 0.3832)T × 0+ (−0.1309, 0.0366)T × 1+ 0.0431× 115
+ 0.0091× 15+ (−0.6083, 0.1451)T × 0 = (1.1030, 1.1983)T = (1.10, 1.20)T .
6 Anti Nuclear Antibody, literally means substance against the cell nucleus. So, it can damage or destroy cells and tissues.
7 25 U/ml stands of 25 unique per milliliter of blood.
8 The nucleus of living cells contains many chemicals, including the well known DNA & RNA. Anti DNA is an immunoglobulin specific against DNA.
9 Erythrocyte Sedimentation Rate is a marker of non-specific inflammation which tends to be raised in lupus. ESR is higher in women and older persons.
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Fig. 3. The observed and estimated possibilistic odds for the 3rd case.
Table 1
Fuzzy binary observations in SLE disease and the values of related risk factors.a .
ID Family history (yes/no) Sun exposure (yes/no) ANA test Anti-DNA test ESR test Possibility of disease µ˜i
1 1 1 112 105 1 High
2 0 1 80 23 0 Medium
3 0 1 115 15 0 High
4 0 1 105 107 1 High
5 0 0 89 150 1 Medium
6 1 1 160 10 1 Very high
7 0 1 100 23 0 Medium
8 0 0 100 85 1 High
9 0 1 48 83 0 Low
10 1 0 15 19 1 Very low
11 0 0 50 91 0 Low
12 0 1 59 200 1 Medium
13 0 1 83 20 1 Low
14 0 0 15 200 0 Low
15 1 0 85 15 1 Medium
a Data are gathered in the Lupus Health Center of Hafez Hospital, Shiraz, Iran.
Now by the extension principle we get,
µ˜3
1− µ˜3

(x) = exp(W˜3(x)) =

W˜3(ln x) x > 0
0 otherwise
=

1− 1.10− ln x
1.20
−0.24 ≤ ln x ≤ 1.10⇒ 0.79 ≤ x ≤ 3.00
1− ln x− 1.10
1.20
1.10 < ln x ≤ 2.45⇒ 3.00 < x ≤ 11.59
whereas the observed possibilistic odds for this case are

µ˜3
1−µ˜3

(x) =

High
1−High

(x) = High  x1−x 
Fig. 3 compares these two outputs.
Also, by the extension principle (Definition 3), the estimated possibility of SLE can be calculated.
ˆ˜µ3(x) is about 0.52 whereas µ˜3 = High
µ˜3(x) = W˜3

ln
x
1− x

=

1− 1.10− ln
 x
1−x

1.20
, 0.44 ≤ x ≤ 0.52
1− ln
 x
1−x
− 1.10
1.20
, 0.52 < x ≤ 0.92.
Now for a new case with the information such as x1 = 1, x2 = 0, ANA test = 110, Anti − DNA test = 87, ESR = 0,
the estimated possibilistic odds of disease by our proposed mode is
W˜new = (−3.8591, 1.1617)T + (0.4248, 0.3832)T × 1+ (−0.1309, 0.0366)T × 0+ 0.0431× 110
+ 0.0091× 87+ (−0.6083, 0.1451)T × 0 = (1.4901, 1.5449)T = (1.49, 1.54)T
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µ˜new
1− µ˜new

(x) = exp(W˜new(x)) =

W˜new(ln x) x > 0
0 otherwise
=

1− 1.49− ln x
1.54
, 0.95 ≤ x ≤ 4.44
1− ln x− 1.49
1.54
, 4.44 < x ≤ 20.80.
And also, the possibility of disease for this case is
µ˜new(x) = W˜new

ln
x
1− x

=

1− 1.49− ln
 x
1−x

1.54
, 0.49 ≤ x ≤ 0.82
1− ln
 x
1−x
− 1.49
1.54
, 0.82 < x ≤ 0.95.
To evaluate the model based on a proposed index (Def. 6), we get,
MCI = 1
m
m−
i=1
IUI(w˜i, W˜i) = 115 (7.860) = 0.52.
However, the value of MCI reveals fairly good fitting; further attempts may be needed to discover probably outliers or
other important risk factors.
6. Conclusion
In this paper we proposed fuzzy logistic regression and discussed fuzzy least squares method to estimate model’s
parameters. We aimed to illustrate that the ideal assumptions of ordinary logistic regression like other statistical models
may not hold in practice. Also, we emphasized on the vague nature of boundaries in categorical variables which leads
to non-precise observations. Especially in binary variables, cases should be categorized to two distinct categories while
some cases have vague status confronting to this general categorization. Ignoring these observations in the modeling
process is not rational. Also, considering them may lead to contravening distributional assumptions. This problem is more
important when the observations of the response variable are non-precise. In logistic regression analysis, no assumptions
are made about the distribution of the explanatory variables [11]. But the binary response variable should follow Bernoulli
probability distribution. Obviously no probability distribution can consider for non-precise observations. The inability of
ordinary logistic regression inmodeling vague binary observations and frequency of these observations in clinical researches
motivated us to discuss this new model. The proposed model was recommended for crisp input- fuzzy binary output
observations. Instead of probabilistic odds, we modeled an equal term named ‘‘possibilistic odds’’ [20]. Indeed, we defined
and modeled the logarithmic transformation of possibility of success, µ˜i (a consistent degree to success criteria) for each
case. Also, we expressed that there are two definitions for µ˜i, considering it as a real number on (0, 1) or assigning a linguistic
term to it consisting of very low, low,medium, high and very high. These terms are fuzzy sets in turns. They should be defined
in such a way that the union of their supports covers the whole range of (0, 1) interval. We chose the second definition.
By detecting on intrinsically linearity property of logistic regression model, the fuzzy least squares approach was used to
estimate model’s parameters. Also, one goodness-of-fit criterion was introduced to evaluate our model, and at the end, a
numerical example in the clinical field was used to detect the applied aspect of our model.
In comparisonwith other previousworks on the logistic regressionmodel in fuzzy environment, our proposedmodel has
some advantages. For instance, ourmethod is based on the fuzzy least squaresmethod. Itmodels the fuzzy relations between
crisp inputs-fuzzy output (as a linguistic term) observations. Also, the estimated outputs are fuzzy numbers representing the
possibility values of the interested event (coded 1).Whereas, Domet al. [11,17] andNagar and Srivastava [18]modeled fuzzy
relation between crisp inputs- crisp output observations based on a possibilistic approach. In addition, Yang and Chen [22]
proposed a logistic mixedmodel with fuzzymixture value which is commonly used for fuzzy clustering not fuzzymodeling.
It is worthmentioning that Takemura [21] also proposed amethod for fuzzy logistic regression. But ourmethod has some
advantages compared to his method as follows:
1- He used probabilistic odds while we have introduced and applied the concept of possibilistic odds and therefore our
model is a full fuzzy model.
2- He did not represent any index for evaluating his method while we have used an index for this purpose.
3- The observed fuzzy outputs in our method are linguistic terms considered as L–R fuzzy number (detecting the possibility
of belonging to the desired category (category 1))whereas in Takemura’smethod, the ambiguous probability of belonging
to category 1 was rated by fuzzy rating method and then the rating was considered as L–R fuzzy number. It is obvious
that expressing the possibility values as linguistic terms is simpler and also more common in practice.
4- He used three (first, middle and last) points to calculate the distance between the observed and estimated values while
we have used all α cuts of the fuzzy numbers to calculate these distances.
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As a result, the proposed method in the present study displays differently to the logistic regression model in a fuzzy
environment and represents some new methodology aspects in this field. However, the proposed model may be extended
for the case when both explanatory and response variables are fuzzy. Also, different methods of parameters estimation or
model evaluation can be used to improve the model.
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