We discuss uncertainty quantification in multisensor data integration and analysis, including estimation methods and the role of uncertainty in decision making and trust in automated analytics. The challenges associated with automatically aggregating information across multiple images, identifying subtle contextual cues, and detecting small changes in noisy activity patterns are well-established in the intelligence, surveillance, and reconnaissance (ISR) community. In practice, such questions cannot be adequately addressed with discrete counting, hard classifications, or yes/no answers. For a variety of reasons ranging from data quality to modeling assumptions to inadequate definitions of what constitutes "interesting" activity, variability is inherent in the output of automated analytics, yet it is rarely reported.
INTRODUCTION
National security decisions frequently rely on semi-automated, statistical analysis of sensor data such as images, waveforms, or radar. Increasingly, such analyses incorporate data from multiple sources in a chain (pipeline) of processing and inference steps in an effort to reach better decisions. Machine learning algorithms establish the statistical relationships between observable variables (data) and some unobservable state of the world (detections and predictions). Statistical mappings are important for domains in which theoretical mappings are incomplete or missing, ranging from image analysis to cyber security to climate modeling. However, statistical models are fundamentally stochastic: predicted and inferred values are random variables and inherently uncertain.
Uncertainty quantification provides a measure of sufficiency of the available data and the selected modeling approach for answering a question of interest. Currently, such determinations depend heavily on expert opinion, using a mix of domain and modeling expertise with traditional evaluation metrics, such as precision-recall or ROC curves. Model induction is an ill-posed problem however, meaning that the resulting model parameterizations may not be unique and may be highly sensitive to the input data.
1 Traditional evaluation metrics do not address questions of uniqueness or stability, so these issues often go unexamined. Determining the reliability of datadriven models and their predications is an important issue for many data modeling applications. For example, the 2016 Networking and Information Technology Research and Development program (NITRD), which identifies goals and activities in big data research and development across the U.S. federal government, calls out ensuring trustworthiness of knowledge derived from data and capturing uncertainty as a key strategy.
In this paper, we report on ongoing research into data-driven uncertainty quantification for multi-sensor analytics. Although many with a background in statistics are familiar with uncertainty, most machine learning research focuses on model induction and performance evaluation as opposed to the rigorous evaluation of the suitability of a learned model to a particular task. Our goal is to demonstrate that uncertainty analysis of learned models provides detailed information about the relationship between sensor data and target variables that improves the entire data analysis process. More specifically, a rigorous, end-to-end, data-driven analysis of uncertainty enables fusion of data from many sources of variable quality, lowers the signal-to-noise threshold at which events can be detected, and improves decision making by exposing the strengths and weaknesses of the underlying data sources and models.
The next section begins by motivating uncertainty quantification in data-driven analysis tasks, identifying the different sources of uncertainty, and distinguishing between uncertainty and more traditional measures of performance. We then describe one possible uncertainty analysis approach and discuss its application to a multimodal data analysis task. Next, Section 4 presents four experiments and interprets their results. Finally, we conclude with a discussion of lessons learned from the experiments along with future research steps and additional analyses enabled by uncertainty quantification.
MOTIVATING UNCERTAINTY QUANTIFICATION
If machine learning establishes relationships between observable and unobservable variables, then uncertainty quantification characterizes the variability in those relationships. Variability arises from multiple points within the machine learning process, but generally reduces to a single interpretation: What is the range of possible responses that a model might make given the available data and what are the relative likelihoods of each? Explicitly quantifying variability in a model and its outputs has a number of implications for the machine learning community, which we highlight throughout the paper. In this section, we discuss what uncertainty means in a machine learning context, where it comes from, and why analyzing uncertainty is important.
Why Uncertainty Matters
Consider spell checking with automatic replacement as implemented in many smartphones, tablets, and other environments. Most approaches combine limited context and the potentially incorrect or incomplete spelling of the word in question. The results can sometimes turn a simple typo into nonsensical statements, or worse, alter the author's intent. We argue that such issues do not stem from poor language modeling -performance is limited given the available information and computational resources -but from a neglect of uncertainty.
For a given misspelling and context, the number of possible corrections can be large and many of them may be similarly appropriate given the available data. This case corresponds to high uncertainty -many similarly plausible solutions -and automatically selecting a replacement amounts to random guessing among alternatives. The available information is not sufficient to strongly indicate one spelling over another.
The issue becomes more complex for problems in which data comes from multiple sources. Suppose we observe a single geospatial location using optical, lidar, and thermal sensors. The resulting multimodal analysis problem then relies on color, height, and heat information to distinguish objects in the scene. Ideally, two or more sources may provide complementary information, which improves performance and reduces variability in detection or segmentation analyses. A second possibility is that some sources contribute very little to the final result, such as when the distinguishing feature (heat) is not captured by other modalities (optical and lidar). Data sources may also disagree on identification, which, at a minimum, increases the variability in the results. Importantly, the cases outlined above can only be distinguished by evaluating uncertainty.
Uncertainty, Probability, and Performance
Quantifying variability and characterizing a range of possible outputs naturally evokes the notion of probability. However, probability and uncertainty are two separate concepts. Probability measures the likelihood or belief in an inferred outcome, while uncertainty characterizes the range of possible outcomes or beliefs due to imperfect information. For example, in the context of a probabilisitic classifier, uncertainty can take the form of a probability density function (PDF) over each class' probability. For a time series change detection task, the uncertainty might be a probability distribution over the possible change points (times). Uncertainty can also be represented as a discrete enumeration of alternate hypotheses. For example, in a game of Sudoku, suppose that we eliminate all but two digits for a given cell, then the remaining set of two logically possible digits represents our uncertainty for the cell.
Traditional performance evaluation metrics also differ from uncertainty quantification. Confusion matrices, ROC curves, precision-recall curves, and F-Scores all use the true and false positive and negative rates to quantify a classifier's performance.
3 These methods provide a global measure of a classifier's ability to discriminate among examples of different classes based on a set of known test examples. Likewise, standard cross-validation methods 4 estimate future performance on new examples assuming that they are drawn from the same distribution as the test examples.
However, none of these methods accounts for the variability in a classifier's output or for changes in the underlying sampling distribution. Traditional performance evaluation does not distinguish between a lucky guess (imagine a broad and flat PDF) and a consistently correct response (highly peaked PDF). Thus, a model that assigns high probability with high uncertainty to a given prediction may be less reliable than one that places the prediction closer to the decision boundary yet exhibits low uncertainty. When uncertainty is high, minor changes in the training or test data can lead to large and unpredictable shifts in predictions by the model. Similarly, if the data sampling distribution changes, 5, 6 for example due to some change in sensor properties, conditions or targets, then the performance estimates will likely be overly optimistic. Uncertainty analysis can help to identify such cases.
Uncertainty Quantification
Quantifying the uncertainty in a learned model relative to a given input example requires first identifying the different sources of error. Figure 1 shows a breakdown of the problem space for a typical machine learning problem. In general, the goal is to map observed sensor data (a) to unobservable properties of interest (e). For example, an object detection task may entail using an image collected by a remote sensor (observable data) to infer the presence of vehicles (unobservable property of interest). Importantly, the observed sensor data itself may include a variety of measure errors, such as noise or other loss of quality due to environmental effects. A statistical approach first conditions the data (b) either to improve model fit, such as by applying a filter, or to prepare for subsequent fusion steps, such as by interpolation and co-registration. These preprocessing steps alter the data and possibly the analysis results. Next, we induce a model (c), which includes many design decisions such as model structure and fit criterion, all of which influence the model's ability to detect vehicles. For example, model structures might include deep neural nets, Gaussian mixture models, or a variety of other methods, each of which produces different detection results. Finally, the inference procedure (d) depends on the specific model used, and can range from vector multiplication to randomized sampling.
The object detection problem represents one complete application of machine learning and uncertainty quantification. However, it may be only one of several serial steps in a larger analysis. For example, we may want to combine other types of detections from other sensors over time to identify specific activities. Critically, these points at which information feeds from one analysis to the next leak information. If uncertainty represents alternate hypotheses, then methods based on traditional point estimates, such as maximum likelihood, ignore all but one hypothesis. Small changes in detections made by one model can significantly alter downstream analyses, so maintaining secondary hypotheses broadens the scope of the overall analysis and may increase the overall sensitivity of event or activity detection.
APPROACH
To illustrate the importance of uncertainty quantification in machine learning applications, we consider an image analysis case study. In this section, we outline a simple framework for clustering and classifying pixels that are described by multiple sensors and demonstrate its use on a specific example based on lidar and optical data in Section 4. Our preliminary work focuses almost entirely on quantifying model-form uncertainty. More specifically, we focus on evaluating how specific observations (pixels) provided to the machine learning algorithm impact the resulting model parameterizations and pixel class assignments. We then use these results to infer information about both classifier performance properties and the relative value of the individual data sources. In Section 5, we return to the general problem of uncertainty analysis to outline research questions associated with other sources of uncertainty and longer-term implications for the work.
To quantify uncertainty in unsupervised image classification, we use the Gaussian mixture model (GMM) with bootstrap 7 sampling. Our unsupervised approach builds on the Bayesian pixel classification methods surveyed by Falk et al. 8 We also consider uncertainty quantification in a supervised pixel classification setting based on the CART decision tree algorithm. 9 Given that the goal is to illustrate uncertainty quantification, we set aside discussion of which models are most appropriate to the task. We choose to use GMMs, decision trees, and bootstrap since they are well known and allow our discussion to focus on uncertainty analysis rather than the model itself. Likewise, our task selection of supervised and unsupervised pixel classification is not critical to the lessons of our work. The issues and methods of uncertainty quantification adapt easily to other ISR tasks, such as image segmentation and object detection.
Setting
Consider N data sources, D i for i = 1, . . . , N , such that each source consists of a regularly spaced lattice indexed by j = 1, . . . , n. Each index refers to a specific pixel, y i j which may belong to one of K i categories or classes. We use category to refer to unsupervised pixel clusters and class to refer to the supervised labels applied to pixels.
For simplicity and without loss of generality, we assume that the N data sources may also be combined into observations D * = y * 1 , . . . , y * n , such that each y * j represents the concatenated data vectors from all sources. Each y * j is a noisy observation of pixel j. The true category for each pixel, z j , is not directly observable, but is a random variable conditioned on the observations and assumed model.
Our goal is the posterior estimation of the model parameters, and therefore the true pixel category or class, conditioned on the observations. To estimate the desired posteriors, we take a two-step approach. First, we use a bootstrap procedure to resample the original image data, D = y 1 , . . . , y n , and obtain S independent samples that allow us to estimate the distribution of the probability, P (z j = k|D), that k is the true category of pixel j. Second, we fit a statistical model, either GMM or CART, to each bootstrapped sample, obtaining point estimates for P (z j = k|D) from each sample. Note that the bootstrapping process is very similar to that used in some ensemble-based machine learning methods (see Rokach's review, 10 for example). The aggregation of point estimates then provides the posterior distribution over category or class probabilities.
Algorithm Details
To get a sense of the information provided by uncertainty quantification, we explore four variants of our multisource image analysis task. All four variants rely on the bootstrap to construct the posterior probability distributions over parameter values and category or class assignments. In all applications we work with K = 6 categories or classes except for categorization of lidar data alone (no combination with optical), which uses K lidar = 3. These values of K were chosen based on pilot experiments, but were not rigorously optimized as the goal of the work is to demonstrate uncertainty analysis as opposed to maximizing system performance. For the bootstrap, we use S = 1, 000 samples of n observations (pixels) each, sampled with replacement, for all four variants. Note that when sampling with replacement from a set of n observations, we expect a sample size of n to yield .632n unique samples with the remainder being duplicates.
All four pixel categorization and classification experiments follow the same procedure shown in Table 1 . Experiments based on unsupervised learning algorithms follow the procedure as shown. Supervised learning algorithms are slightly more complex in that the training step divides sample (reference Table 1 ) into 90% training and 10% test sets. Each resulting model is tested for accuracy on the test set, which is also aggregated and reported along with the posterior. Note that the posterior includes a probability distribution for all K classes -equivalent to a histogram for each possible class (or category) at each pixel. Table 1 . Base algorithm for uncertainty quantification in supervised and unsupervised models.
The four experimental variants are as follows.
1. Individual unsupervised categorization, in which we apply Gaussian mixture models to the optical and lidar images individually.
2. Combined unsupervised categorization, in which we apply a GMM to the concatenated optical and lidar sources as described above. We then compare the results to the individual unsupervised categorization results to demonstrate the role of uncertainty in determining the value of adding lidar to the optical analysis.
3. Combined supervised classification, in which we apply CART to the concatenated optical and lidar sources.
4.
Supervised classification based on the individual unsupervised categorizations, in which we use the individual optical and lidar pixel categorizations from variant 1 as the input features to the CART algorithm. The resulting uncertainty analysis procedure is slightly more complex. For each bootstrap iteration s, we first identify the pixels to be sampled from the images and then use the same pixel locations for both optical and lidar. We then apply GMMs to the individual samples. Next, we concatenate the category probability assignments to form a new data vector for each pixel. These new data vectors are then split into training and testing sets as above, and used to train a CART model. The resulting class probabilities are then aggregated into a posterior as before. We use this two-layer analysis approach to demonstrate the propagation of uncertainty across multiple analysis tasks.
The specific tasks considered below may not duplicate a typical ISR data analysis workflow. However, the underlying machine learning tasks, such as clustering and classification, and the underlying analytic structure, in which the results of one analysis feeds into another, are fairly common. We therefore assert that the lessons demonstrated by the experiments below apply broadly to a variety of intelligence-oriented data analysis tasks. 
DEMONSTRATION ON OPTICAL AND LIDAR DATA
We demonstrate uncertainty quantification on a multimodal imagery analysis task. The images cover a small region in Philadelphia that contains trees, grass, water, pavement, a building, and a variety of small, undetermined objects. Figure 2a shows the 100x100 pixel optical image of the target area. Each pixel contains red, green, and blue values scaled from 0 to 1. Figure 2b shows the same region imaged with lidar which has been preprocessed into a height map (lighter colors indicate taller data points). We use the data as prepared by O'Neil-Dunne et al. 11 and merge the two sources into a single, four-dimensional vector containing the R, G, B, and height-above-ground values.
Experiment 1: Individual Unsupervised Categorization
We apply the Gaussian mixture model with K = 6 categories and S = 1, 000 bootstrap iterations to the RGB optical image, and K = 3 categories to the lidar heightmap, shown in Figure 2 . Panels (a) and (c) of Figure 3 show the most likely category assigned to each pixel using only optical or lidar data respectively. Panels (b) and (d) show the standard deviation of the posterior distributions for the most likely category. The standard deviation provides a measure of dispersion in the distribution, with lighter colored pixels indicating larger standard deviations and therefore higher uncertainty in the category assignment. Figure 3 . The selected pixel is near the lower left corner of the building's roof and difficult to distinguish from the adjacent shadow and clutter pixels. The dark blue distributions in the plot represent smoothed histograms over the category probabilities calculated by the bootstrap procedure. For example, in category 1 of panel (a), the distribution is broad and multi-modal, indicating that different runs of 10 Probability the GMM assigned the selected pixel to category 1 with widely varying probabilities depending on which pixels were included in the bootstrapped sample. The corresponding pixel in panel (b) is also bright white, indicating high dispersion (uncertainty). The lighter colored blue bar that extends along the distribution to probability 0.51 indicates the mean of the underlying distribution. Thus, for selected pixel, the blue category is (marginally) the most likely class with high uncertainty. Similar results apply to the lidar data with the magenta category being slightly more likely with high uncertainty.
Optical Categories
Lidar Categories Optical Categories (a) (b) (c) As a point of comparison, Figure 4c shows the posterior for one of the red category pixels several rows above and to the left of the pixel used in panels (a) and (b). In this case, the posterior shows higher probability for the most likely class and lower uncertainty. The result implies that the specific pixels sampled during each bootstrap iteration have much lower impact on the category probabilities estimated by the GMM than in the previous example.
The relationship between the bootstrap data and the model uncertainty implies a critical lesson on the role of uncertainty in data-driven analysis. High uncertainty implies that the available data are insufficient to produce a reliable pixel categorization. More specifically, uncertainty is high in certain areas of the optical image, such as the cluttered region below and to the left of the roof and around the two trees. In these areas, the pixel colors are not strongly predictive of the appropriate category, for example because the ground is visible between the bare tree branches. The GMM therefore needs either more data, or additional information for the available data.
Experiment 2: Combined Unsupervised Categorization
In the second experiment, we follow the implication that the GMM needs more information describing the pixels in the optical image. We applied the Gaussian mixture model with K = 6 categories to the concatenated optical and lidar data, D * . Figure 5 shows the most likely pixel categories (a), the uncertainty or dispersion (b), and the category uncertainty plot (c) for the same pixel indicated in Figure 3a . The results show some changes to both the pixel categorization and uncertainty. For example, many pixels near the tree in the upper left quadrant of the image changed category, while region near the lower left corner of the roof shows reduced uncertainty. In particular, the category uncertainty plot (c) shows much less dispersion in the probability distributions.
The low category probabilities in Figure 5c , indicated by the colored bars, combined with the reduction in uncertainty imply that the added information remains insufficient to determine pixel categories. Did the lidar help at all? If so, under what conditions? Figure 6 attempts to answer these questions by focusing on the green category. Panels (a) and (b) show probability maps for green class based the optical alone and combined sources respectively. The maps show the probability that a given pixel will be assigned to the green class, regardless of the other categories. The shade of each pixel indicates the probability that the pixel belongs to the category, with dark green indicating high probability and white indicating zero probability.
Panel(c) shows the absolute value of the difference in probability between the first two panels, which corresponds to the impact on the green category of adding lidar to the optical data. Although it does not distinguish between increased and decreased probabilities, it does indicate which areas of the data are impacted by the new information. Finally, panel (d) shows the Jensen-Shannon divergence between the posterior distributions of optical only (a) and combined (b) results at each pixel. The Jensen-Shannon distance 12 is similar to Kullback-Leibler divergence 13 except that it is scaled from 0 to 1. It provides an objective measure of change in the uncertainty distribution. Darker pixels indicate greater divergence in the uncertainties due to the lidar. In this case, the lidar data does not substantially change category assignments or reduce uncertainty except for a few small pockets.
Using the probability maps to determine the impact of a new data source on an analysis implies a second important lesson on the role of uncertainty in data-driven analysis. Even in the absence of supervision, uncertainty can provide information about the relative contribution of different data sources. Both changes in probability and uncertainty may be useful for determining which data to collect, store, and analyze during future iterations of an analysis or alternate versions of an analysis (grass versus tree coverage, for example). This is particularly important in the content of remote sensing applications in which different sensors can be selected and scheduled to achieve a desired result, and background knowledge may not always be sufficient to determine the best sensor combination.
Experiment 3: Combined Supervised Classification
In the third experiment, we train CART decision trees 9 using the hand-constructed labels shown in Figure 2c . The resulting pixel classifications and uncertainties are shown in Figure 7 . As expected, the addition of supervision to the data improves the ability to distinguish the major objects in the scene. For example, the tree in the lower right corner and the small boats at the bottom center of the image are better separated than in the unsupervised results.
The supervised approach also shows much less uncertainty in its classifications than the GMM did in its categorizations. Even when the class probabilities are distributed across many classes and the most likely class has probability less than 0.5, as in Figure 7c , the underlying class probability distributions are tightly clustered rather than broadly dispersed. More importantly, the areas of Figure 7b that show higher uncertainty, including parts of the upper left tree and the water, suggest interactions among the optical and lidar data sources.
For example, the uncertainty in the tree classification indicates disagreement between the light blue (water) class and the yellow (tree) class. At issue appears to be that the lidar does not consistently register the height of the tree, possibly due to sparsity of the branches, and the optical color combines the bare branches with the underlying grass to get an undistinguished amalgam of the two. In other words, none of the available features is strongly indicative of a class, which produces high uncertainty. Similarly in the water (lower left side), the color features vary somewhat as does the height (lidar is unreliable over water), which leads the classifiers to produce different classifications for those pixels depending on the data included in the bootstrap sample.
Even in a supervised setting, uncertainty analysis provides information about how well classifiers are able to capture the data. Importantly, the uncertainty is evaluated on a per-example (pixel) basis, which lets us determine whether specific pixels are well-represented by the classification model, even when no ground truth is available (new test examples). Also important is that the uncertainty analysis reveals areas in which the classifier is unreliable even when it correctly classifies many of the examples. For example, the water pixels are correctly classified most of the time, but uncertainty is high. This implies that any slight deviations in the observation, such those that might arise by applying the trained classifier to a different (similar) area, could easily lead the classifier to misclassify the new examples.
Experiment 4: Supervised Classification of Unsupervised Categories
The fourth experiment follows the same procedure as the third, except that we substitute the unsupervised categories produced by the first experiment for the raw pixel observations. The input to CART is therefore the six category probabilities for the optical data concatenated with the three category probabilities for the lidar data for each pixel. Note that these category probabilities depend on the specific pixels selected for each bootstrap iteration, so the bootstrapped classifiers receive different descriptions (input features) on each iteration, even when there is overlap in the selected pixels. Figure 8 shows the resulting pixel classifications, which are very similar to those produced by the classifier applied directly to the pixel values in the previous experiment. The number of spurious misclassified pixels is larger in this case, as are the number of pixels showing high uncertainty. The overall classification accuracy rates were 84% for the Experiment 3 classifier and 74% for the Experiment 4 classifier. Part of this stems from the uncertainty in the underlying pixel categorizations; the pixel category probabilities change from one bootstrap iteration to the next, so we expect that the resulting classifications will be more variable.
The primary goal for this experiment is to illustrate the propagation of uncertainty across multiple analytic tasks. The particular task illustrated here, pixel clustering on two data sources individually and then classifying the combined results, may not be a typical workflow in the ISR space. However, more complex applications, such as image segmentation followed by object labeling followed by a pattern-of-life analysis on the labeled objects are structurally very similar. From this perspective, propagation of uncertainty across data analysis tasks is of great interest. Figure 9 shows a comparison of the posterior probability distributions between the supervised classifiers from Experiments 3 and 4. Each plot shows, for each pixel, the Jensen-Shannon distance between the posteriors for one of the six classes. White pixels indicate no difference in the distributions while increasingly dark colors correspond to increasingly large differences. The plots illustrate areas of the data in which the classifiers either disagreed about the class label, which are typically very dark because the entire posterior is changed, or produced predictions with different uncertainties. Pixels for which the classes are the same, but the uncertainties differ are of particular value. For example, the magenta plot shows a substantial section of the roof in which the uncertainties differ but the class assignments agree. The source images in Figure 2 show minor differences in both color and height in that region relative to other sections of the roof, implying that the two classifiers responded to those differences by shifting the probability assigned to the roof class in opposite directions. Neither classifier shows high uncertainty in the label itself (Figures 7b and 8b) .
The key lesson from Experiment 4 is therefore that we can use uncertainty analysis to evaluate and compare different modeling approaches and to trace the origin of uncertainty back to specific data sources and analysis steps. For example, the lidar categorization generated very little uncertainty (Figure 3d ), while the optical categorization generated much more (Figure 3b ). The combination of the two helped to eliminate some of the uncertainty (Figures 7b and 8b) , such as around the trees, but also generated new uncertainties, such as over the water. Thus, the uncertainty analysis provides insight into the performance of our machine learning algorithms that is not captured by traditional performance metrics, such as improvements or differences in classifier consistency. Moreover, we can conduct the uncertainty-based performance analysis in cases for which no labeled examples are available.
DISCUSSION
In the context of machine learning, uncertainty quantification provides an objective measure of sufficiency of the available data and the selected modeling approach for answering a question of interest. The four experiments described in Section 4 illustrate some of the ways in which uncertainty analysis can inform algorithm and system designers about the performance of their analytic methods. Toward this end, we identify four specific lessons.
1. High classification or cluster assignment uncertainty implies that the available data are insufficient to produce a reliable pixel classification or categorization. This extends from our use of the bootstrap in particular, though Bayesian methods should draw similar conclusions. 14 In practice, this conclusion implies that we should be able to develop an empirical approach to evaluating data sufficiency that considers not only the number of examples, but their usefulness in identifying decision boundaries.
2. Uncertainty analysis provides information about the relative contribution of different data sources. As the amount of sensor data collected continues to increase, questions of when and how to incorporate data collected for other purposed are becoming more important. Uncertainty reduction offers one possible metric for determining which data to include in an analysis, and how much weight a given source should be afforded. Critically, the absence of labeled training data does not limit the use of uncertainty as a performance criteria. Multimodal data fusion is an active area of research, though uncertainty analysis is not well represented. See Khaleghi et al. 15 for a recent and extensive review.
3. Uncertainty provides a window into the trustworthiness of supervised classifiers, particularly in deployed settings that may produce observations not well covered by the original training and validation data. For example, uncertainty can diagnose cases in which classifiers correctly label examples, but are sensitive to small changes in either the training data or new observations. In practice, we want to distinguish robust classifiers from those whose performance can easily be degraded by small changes in the sensing environment.
4. Uncertainty may also provide a useful tool in diagnosing the performance of machine learning models, both individually and relative to other classifiers. For example, we can identify both data sources and analysis steps that increase or decrease overall uncertainty as demonstrated above. We can also identify particular objects or classes within the data for which model performance is particularly strong or weak, which is an important aspect of calibrating any classifier or predictive model. All of the demonstrations described in Section 4 are based on relatively simplistic efforts to quantify uncertainty in the machine learning models. Our work focuses particularly on the model form (parameter) uncertainty that arises from variation in the training data. A more thorough approach needs to address all of the sources shown in Figure 1 . However, evaluating every uncertainty source can become arbitrarily complex. For example, in model induction, the number of possible model structures and the number of possible fitting criteria are virtually unlimited. In practice, some options are better than others and we have limited resources with which to evaluate them. Thus a tradeoff exists between analytic completeness and the impact of results on decision making that we need to explore further.
Likewise, we also address the question of how to propagate uncertainty from one analysis task to another by simply coupling the different learning algorithms within each bootstrap iteration. Ideally, we would like to decouple the individual analyses so that they can be performed independently. However, existing algorithms often assume point estimates as input and may require reformulation to incorporate uncertainty. Alternatively, we may need to extract distributional information from the inputs and outputs of each analysis stage to support propagation.
Finally, a third area for future work concerns the bi-directional interface between uncertainty analysis and the human users of a system. Conveying uncertainty information to users must consider what kinds of uncertainty matter to decision makers, when and how they impact decision making, and what representations make this information most intuitive and useful. At a minimum, the simple visualization methods used above require further refinement, and very little research has been conducted on uncertainty visualization. Ideally, we would also be able to insert human expertise into the modeling process. For example, decisions made by domain analysts could be used to alter Bayesian priors to make the model more consistent with expert judgments, which could improve overall human-system performance.
CONCLUSION
Our goal in this work is to demonstrate the importance of uncertainty quantification in machine learning, illustrate the implications of uncertainty quantification for the larger problem of data analysis, and to identify several areas in which additional research is needed. Broadly speaking, uncertainty analysis provides detailed insights into the variability and reliability of predictions and results generated by machine learning and statistical models. To be clear, uncertainty does not speak to the correctness of an output. However, in the absence of ground truth and supervised data, uncertainty does provide a alternative measure for model evaluation. Greater variability in output values indicates that the model has very little (or conflicting) evidence to support its result. Importantly, the uncertainty distributions refer to a particular example; they are not aggregated across many different examples.
Aside from the implications for determining the value of information and source selection discussed above, uncertainty can also speak to broader questions of resource allocation, algorithm selection, and so on. For example, given large quantities of data and limited processing capability, allocating extra cycles to examples that have high uncertainty based on an initial analysis may be productive. Similarly, we can start considering the trade-off between the accuracy and variability in results produced by learning algorithms. Finally, the results of many machine learning problems are used as the basis for decision making by human data analysts or systems operators. Providing uncertainty information may yield deeper insight into how a model produced its result, and the trustworthiness of that result. Given these issues, we anticipate that uncertainty quantification will play an increasing role in data analysis applications as the diversity of data and information available continues to increase.
