As an essential approach to understanding human interactions, emotion classification is a vital component of behavioral studies as well as being important in the design of context-aware systems. Recent studies have shown that speech contains rich information about emotion, and numerous speech-based emotion classification methods have been proposed. However, the classification performance is still short of what is desired for the algorithms to be used in real systems. We present an emotion classification system using several one-againstall support vector machines with a thresholding fusion mechanism to combine the individual outputs, which provides the functionality to effectively increase the emotion classification accuracy at the expense of rejecting some samples as unclassified. Results show that the proposed system outperforms three stateof-the-art methods and that the thresholding fusion mechanism can effectively improve the emotion classification, which is important for applications that require very high accuracy but do not require that all samples be classified.
Introduction
Emotions are a primary form of communication in humans and carry the potential to convey a wealth of information Scherer (2005) . In particular, human speech contains rich information for effectively conveying emotions and communicating wants, needs, and desires. The richness of human speech for understanding emotions within human interactions has motivated researchers to explore the area of emotion classification based on speech Black et al. (2013) .
Existing methodologies for assessing behavioral data for emotions are based largely upon using trained observational coders who manually decode different parameters in the speech signal according to some prescribed criteria Kerig and Baucom (2004) . This is very time intensive and requires hours of training as well as methods to ensure that coders are accurate and consistent with one another Bakeman (1997) . Furthermore, such procedures are costly from a time and financial standpoint and have the potential to be subjective and error-prone. While prosodic features are easy to capture, and thus have been widely used in automatic emotion classification, mining useful emotion information solely from prosodic features is still a challenging task, and the classification accuracy is still not adequate Bitouk et al. (2010) Rachuri et al. (2010) .
Therefore, improved emotion classification methods are needed, and a thorough analysis of the emotion classification accuracy under real scenarios is necessary, such as where modalities are captured in noisy environments. Speech has been used in conjunction with other modalities such as text Lee and Lee (2007) Bellegarda (2013) Goyal et al. (2010) , body gestures, and facial expressions to build multi-modal models for emotion classificationÖzkul et al. (2012) Wu et al. (2013) Huisman et al. (2013) , but in this paper we focus on emotion classification based solely on vocal features.
There are a variety of applications that use speech-based emotion classification. Ticket reservation systems employ emotion detection to recognize annoyed or frustrated customers and respond accordingly Ang et al. (2002) . Call centers employ emotion classification to prioritize impatient customers Gupta and Rajput (2007) Lee and Narayanan (2005) . Warning systems have been developed to detect aggressive driving Al Machot et al. (2011) or to keep the driver alert Schuller et al. (2004) . In the healthcare field, emotion classification is used by clinicians for assessment or treatment of patients with psychological disorders or conditions that create emotional difficulties, such as autism or depression Tacconi et al. (2008) Cowie et al. (2000) . Speech-based emotion sensing technologies have been implemented on mobile devices, such as smartphones, for behavioral studies Rachuri et al. (2010) Chang et al. (2011) or patient monitoring Yang et al. (2013) . Emotion attribute can also be used for speaker recognition Bao et al. (2007) or emotional speech synthesis Qin et al. (2006) Barra-Chicote et al. (2010) Steidl et al. (2012) Kawanami et al. (2003) .
The emotion classification system used in this paper extracts the speech signal's fundamental frequency, energy and other speech features, and the widely employed Support Vector Machine (SVM) learner is used for One-Against-All (OAA) classification for each emotion. To improve the classification performance, we use the thresholding fusion mechanism proposed in Vapnik (1998) , which fuses confidence scores from multiple OAA classifiers by comparing the highest confidence score with a pre-set threshold to determine whether to classify the sample or reject it. The goal in utilizing a thresholding fusion mechanism is to increase the accuracy of the classification system at the expense of unclassified samples. In many of the applications for speech-based emotion classification described above, the cost of a mis-classification is high, and hence it is better to achieve high classification accuracy for those samples (e.g., 3 second segments of the speech) that are classified rather than trying to classify all samples.
Initial results using this system were presented in our previous work Yang et al. (2012) , which, however, we subsequently found contained erroneous results due to an issue with the voice feature data that was used in the classification. In this work, we have corrected the problem and also changed the SVM kernel function to be Radial Basis Function (RBF), instead of the hybrid kernel proposed in Yang et al. (2012) . We added Mel-Frequency Cepstral Coefficients (MFCCs) and speaking rate to the speech feature set. Additionally, feature selection and over-sampled methods were used to further improve the classification performance. More thorough evaluations and discussions are presented in this work as well.
Our method achieves a decision-level correct classification rate of 80% for six emotions using the LDC dataset Liberman et al. (2002) spoken by actors and actresses, and 45% on a noisy dataset spoken by ordinary speakers using the UGA dataset Bri (2016) . Our system outperforms a state-of-the-art method proposed in Rachuri et al. (2010) , which achieves a decision-level correct classification rate of 71% for classifying five emotions based on the same LDC dataset.
Our system allows defining a confidence threshold level to improve the performance at the expense of rejecting more samples as unclassified. As an example, the decision-level correct classification rate can be increased to 93% and 56% when half of the samples are rejected as unclassified for the aforementioned LDC dataset and UGA dataset, respectively. This can be contrasted with results from a human user study presented in Eskimez et al. (2016) , in which naive coders on Amazon Mechanical Turk were asked to classify the emotions in the LDC dataset. Results from this test show that naive human coders cannot improve their classification accuracy by rejecting samples where they are not confident in their decision. Hence, this proposed system can potentially replace humans in classifying emotions in scenarios where humans cannot be easily trained. The MATLAB code for our emotion classification system is available on the University of Rochester Wireless Communications and Networking Group's website Bri (2016) .
The contributions of this work are:
• We build upon our preliminary work Yang et al. (2012) to construct a complete and effective speech-based emotion classification system, by employing more features (e.g., MFCC and speaking rate) and adding three performance enhancement strategies (i.e., speaker normalization, training using over-sampled datasets, and feature selection). We also conduct a thorough comparison with state-of-the-art methods and a systematic analysis of system components in different scenarios (e.g., general tests and gender dependent tests).
• We employ the thresholding fusion mechanism proposed in Vapnik (1998) to further improve the emotion classification accuracy at the expense of rejecting some speech samples. We illustrate that this strategy will be beneficial in many practical situations.
• We investigate the emotion classification performance for real scenarios including speaker-independent tests, tests on noisy speech signals, and tests using a dataset with non-professional acted emotions.
The rest of the paper is organized as follows. Section 2 provides a brief survey of two components of a speech-based emotion classification system, i.e., speech features and classifiers. Section 3 describes our proposed emotion classification system, including the thresholding fusion method and three performance enhancement strategies. Section 4 explains the speech datasets and evaluation metrics used in this work. Extensive experimental results of the system using different databases and different scenarios are presented in Section 5. Finally, Section 6 concludes the paper.
Related work
A speech-based multiclass classification system consists of two components: a set of speech features to extract from the speech signals of the dataset and a classifier to classify the speech signals based on their extracted features. Therefore, we survey existing emotion classification techniques according to these two aspects.
Speech features
An important issue in the design of a speech-based emotion classification system is the extraction of suitable features that efficiently characterize different emotions and perform consistently, regardless of the speaker. Bitouk et al. (2010) . A new speech feature called weighted frequency is proposed in Sethu et al. (2008) , which is representative of the spectral region containing the most energy. Besides weighted frequency, the speech features used in Sethu et al. (2008) include zero crossing rate, F 0 , and energy. Longterm spectro-temporal features are used for emotion classification in Wu et al. (2009) . Some psychology and behavior studies also adopt speech features such as F 0 , energy, and speaking rate Bänziger et al. (2014) Sauter et al. (2010 )Scherer (2003 . The set of features that we use in our system is presented in Sec. 3.1.
Emotion classifiers
For multiclass emotion classification systems, commonly used generative classifiers include Naive Bayes and Gaussian Mixture Models (GMM) Rachuri et al. (2010) Sethu et al. (2008) Yun and Yoo (2012) , for which the feature distributions for each emotional state are modeled. An extended version of GMM for emotion classification was proposed by H. Tang et al. Tang et al. (2009) by introducing a boosting algorithm for a reliable and accurate estimation of the class-conditional GMM. Commonly used discriminative classifiers, which do not employ any probability density modeling, include Support Vector Machines 
Emotion classification system
In this section, we present our multiclass SVM system for speech-based emotion classification. In order to improve the classification performance, we use three enhancement strategies: speaker normalization, feature selection, and using over-sampled datasets for OAA SVM training. The effectiveness of using these strategies is investigated in Section 5.2. A thresholding fusion mechanism is also used, which provides the functionality to effectively increase the classification accuracy at the expense of rejecting some samples as unclassified.
Speech features
We divide each speech utterance into 60 ms segments with 10 ms time shifts, and only extract speech features for the voiced segments. The following describes what features are used and how they are extracted:
• Fundamental frequency (F 0 ): we use the noise-resilient BaNa F 0 detection algorithm Ba et al. (2014) to extract the F 0 values.
• Energy: we calculate the energy for each segment by taking the summation of all the squared values of the samples' amplitudes.
• Difference of F 0 and difference of energy: the difference of F 0 or energy values between two neighboring segments. More fluctuations may indicate active emotions, such as happiness or anger.
• Frequency and bandwidth for the first four formants: we use the linear predictive coding method for formant calculation.
• Mel-frequency Cepstral Coefficients (MFCCs): we use the VOICE-BOX toolkit voi to find the 12 MFCCs for each speech frame.
• Speaking rate: measured in the number of syllables per second. We use the method described in de Jong and Wempe (2007).
Since speaking rate is measured on each speech utterance, and the other features are measured on each 60-ms frame, we calculate five statistics: the mean, maximum, minimum, range, and standard deviation for each feature vector except speaking rate, resulting in 24 × 5 + 1 = 121 attributes that are sent to the classifier.
Speaker normalization
The characteristics of speech features differ from person to person, which increases the difficulties of speech-based emotion classification and speech recognition related research. For example, speaking with a higher tone, i.e., a higher F 0 , is often a sign of active emotions, such as happy or anger. However, some speakers' average F 0 is higher than others'.
As we intend to analyze emotion independent of the speaker, speaker normalization is used as an enhancement strategy to reduce inter-speaker variability and increase the classification accuracy Schuller et al. (2007) . Speaker normalization aims to narrow the difference in speech features between speakers, and only retain the differences between emotion categories. Speaker normalization was first introduced by L. Lee and R. Rose Lee and Rose (1996) for frequency warping procedures. Later on, speaker normalization showed its benefits in the areas of both automatic speech recognition Shrawankar and Thakare (2013) and speech-based emotion classification Vlasenko et al. (2007) .
The z-score normalization method Farrús et al. (2007) has been widely used to eliminate the difference between speakers. We calculate the mean and standard deviation of a specific feature across all frames of the utterances across all the emotions for each speaker individually. Then, each feature value is z-score normalized using the mean and standard deviation. (2005) Lee et al. (2002) . Mutual information, as one of the techniques which is calculated between each feature and the class label, has been widely used since mutual information measures arbitrary dependencies between random variables, which makes it suitable for assessing the "information content" of features in complex classification tasks Roberto (1994) . Therefore, mutual information is used on the speaker-normalized feature values to select the the most relevant features as well as to prevent the learner from overfitting. The MATLAB implementation of mutual information that we use here is from mut (2007).
Feature selection using mutual information

OAA SVM multiclass emotion classification
We choose SVM as our classifier. Compared to generative models such as GMM, SVM has been shown to have better discrimination power Ling et al. Two approaches are commonly used to construct a multi-class SVM classifier by combining results from a number of ordinary binary SVMs: One Against All (OAA), which constructs one SVM per class to distinguish it from all the other classes, and One Against One (OAO), which constructs one SVM to distinguish each pair of classes. In this study, we choose the OAA approach for the sake of a better classification accuracy. There are two main approaches to combine these binary decisions from multiple OAA classification models, i.e., anding binary decisions Vapnik (1995) , or choosing the class with the largest confidence value Vapnik (1998) . We use the latter approach in this work to make sure that only one emotion is classified.
We use the default C parameter of the box constraint for the soft margin in the SVM. The Radial Basis Function (RBF) kernel is used, and the scaling factor σ in the RBF kernel is optimized to be 5. Sequential minimal optimization (SMO) Platt (1999) is used for a faster training of SVM.
Over-sampled training set
Another performance enhancement strategy employed in our emotion classification system is to use over-sampled datasets for OAA classifier training using the SMOTE method Chawla et al. (2002) . For multiclass classification problems, there are three approaches to train each individual OAA SVM classifier, i.e., using the raw uneven datasets, over-sampling the minority class, and under-sampling the majority class.
Take the 'happy or not' OAA classifier as an example. To train the classifier using the raw uneven dataset, all samples with happiness emotion are used as positive samples, and all samples from the other five emotions are used as negative samples. Studies show that the OAA class-boundary learned by imbalanced datasets can be severely skewed towards the positive class. As a result, the false-negative rate can be excessively high Wu and Chang (2003) .
To train the classifier using an over-sampled dataset using SMOTE Chawla et al. (2002) , m − 1 synthetic samples are generated around each minority class training sample in the feature space, where m denotes the number of emotion classes.
Since for the LDC dataset Liberman et al. (2002) we use in this paper, the numbers of samples for different emotion classes are approximately the same, the numbers of samples of the majority class and the minority class are approximately the same after over-sampling, resulting in a balanced training set for the OAA SVM classifier.
To train the classifier using an under-sampled dataset, all samples with happiness emotion are used as positive samples, and the same number of randomly selected samples from the other five emotions are used as negative samples.
Thresholding fusion mechanism
We extend our emotion classification system by adding a thresholding fusion mechanism module Vapnik (1998) . When the module is off, we always classify a sample to the class with the highest confidence value, as described in Section 3.4.
When the module is on, however, we output the class label only when the highest confidence exceeds a certain threshold; otherwise, we reject classifying this sample.
This thresholding fusion mechanism essentially avoids classifying difficult samples in order to achieve high accuracy in the samples that are classified. This will make the system more robust in practice. As the system classifies emotion at the utterance level, oftentimes it is better to classify fewer utterances with a higher accuracy than classifying all utterances with many classification errors.
Take the aggressive driver detection system as an example. The system should take interventions or issue warnings only if it is very confident that the driver is in a very emotional state. Similarly, in a behavioral study, it is more important to have reliable estimates of the participants' emotional states during a few times rather than continuous estimation that is less accurate. Therefore, utilizing a rejection strategy is beneficial for many emotion classification systems. the number of testing utterances. Assuming that model X p yields the highest confidence measure for utterance j, the confidence measure C Xp (j) is then compared against a user-controlled confidence threshold γ to decide whether to reject the sample as unclassified. We show in Section 5.3 that setting the confidence threshold γ to a higher value can result in a higher emotion classification accuracy. However, more instances are left as unclassified.
Datasets and evaluation metrics
Before we present the experimental evaluation of our emotion classification system, we explain the speech datasets and the evaluation metrics used in this work.
LDC and UGA datasets
To train our emotion classification system as well as to test its performance, we select two speech emotion analysis datasets, which are the LDC dataset Liberman et al. (2002) and the UGA dataset Bri (2016) . A few samples of the speech utterances from the LDC and the UGA datasets are available on the University of Rochester Wireless Communications and Networking Group's website Bri (2016) , to provide readers with a better understanding of these two datasets.
For English speech-based emotion analysis that our system is designed for, the LDC dataset Liberman et al. (2002) The UGA dataset contains utterances spoken by students from the University of Georgia. Similar with the LDC dataset, the utterances in the UGA dataset are also dates and numbers. The same six emotions are acted by each one of the 133 students, and 10,489 utterances are included in the UGA dataset in total. Though more data can be used to train the emotion classification system, the diverse ways of expressing emotions by different speakers raises a challenge to the system as well. Also, people who are not actors or actresses tend to convey their emotions in a more implicit way, which makes it more difficult to classify emotions based only on speech. Additionally, the data is much noisier in the UGA dataset than it is in the LDC dataset.
Evaluation metrics
Since different state-of-the-art emotion classification systems use different performance evaluation metrics, to compare our system with these systems, we explain several evaluation metrics as follows.
We define the ratio of unclassified instances in the test set as rejection rate.
We can vary the rejection rate by tuning the threshold parameter γ from Fig. 1 .
To measure the average classification performance for all classified emotions after fusion, we define the metric 'decision-level (DL) correct classification rate'
as:
where Dtp i denotes the number of decision-level true positive utterances for emotion i, m denotes the number of emotion classes, and N denotes the total number of utterances.
To evaluate the emotion classification performance for each individual emotion, we use the metric 'decision-level (DL) recall for emotion i', which is defined as:
where, as defined in (1), Dtp i and Df n i denote the number of decision-level true positive and false negative utterances, respectively, for emotion i.
The classifier-level (CL) accuracy is used to evaluate the performance for each individual OAA classifiers. Note that this value is not used for the final emotion classification, which is derived after fusing the OAA binary decisions.
The 'CL-accuracy' for classifier X i , i.e., for the classification of an instance as 'Emotion i or Not' is defined as:
where Ctp i and Ctn i denote the number of classifier-level true positive and true negative utterances for emotion i, respectively. N denotes the total number of utterances.
Emotion classification performance
In order to analyze the performance of our OAA SVM-based thresholding fusion emotion classification system, we first compare the proposed full system with three state-of-the-art studies when no data is rejected. Then we show the effectiveness of using the three enhancement strategies through evaluations.
Additionally, the performance improvement by using the thresholding fusion mechanism is presented for a general test and gender-dependent tests. Finally, the performance on more challenging scenarios is evaluated, including a speakerindependent test, a test on noisy speech samples, and a test on speech samples from ordinary speakers. Unless noted otherwise, for each individual testing scenario, we present our results using 80 selected features, a small feature set that still provides a relatively high emotion classification accuracy.
Comparison with state-of-the-art systems
We first compare the performance of our emotion classification system with three state-of-the-art emotion classification methods that were also evaluated using the LDC dataset. The LDC dataset is used for both the training and testing through seven rounds of cross-validations. A summary of the comparison of the systems is presented in Table 1 . Unlike SVM, the GMM classifier used in Rachuri et al. (2010) and Sethu et al. (2008) is not a binary classifier.
Therefore, no over-sampling is needed, and thus we leave the entries for these two reference system as N/A in Table 1 . We provide either decision-level emotion classification recall or classifier-level emotion classification accuracy depending on what metrics were provided by the reference systems.
Performance comparison for general test
The work in Rachuri et al. (2010) we leave the result for disgust for the reference system blank in the figure. We can see that our system outperforms the method in Rachuri et al. (2010) for four emotions, i.e., anger, sadness, happiness, and fear.
Another method, proposed in Bitouk et al. (2010) , also classifies the same six emotions as our work using the LDC dataset. They use classifier-level (CL) accuracy, as defined in (3), to evaluate the performance for each OAA classifier in their system. Hence, in Fig. 3 , we compare the classifier-level emotion classification accuracy for our system with that obtained by the method we use the results derived by using their best setting, i.e., 'combined features', which is class-level spectral features plus utterance-level prosodic features. We can see in Fig. 3 that the classifier-level accuracy for our system outperforms the results in Bitouk et al. (2010) for all individual OAA classifiers.
Performance comparison for speaker independent test
The authors in Sethu et al. (2008) classify five emotions: anger, sadness, neutral, happiness, and boredom using the LDC dataset. In Fig. 4 , we compare the decision-level recall for each individual emotion for our system with that obtained by the method in Sethu et al. (2008) . For Sethu et al. (2008) , we use the results obtained by using their best feature set 'ZEP+WF' (including zero crossing rate, energy, pitch, and weighted frequency). Since disgust and fear are not among the emotion categories evaluated in Sethu et al. (2008) , we leave the results for disgust and fear for the reference system blank in the figure. Comparing the results for the speaker-independent test in Fig. 4 with the results for the general test in Fig. 2 , we can see that our system performance drops greatly when no data from the user has been used for training. Compared with the results derived by Sethu et al. (2008) , our system provides higher decisionlevel recall values for sadness, neutral, and happiness, but lower decision-level recall values for anger.
The effectiveness of three enhancement strategies
Our proposed system contains three performance enhancement strategies, i.e., speaker normalization, feature selection, and over-sampling the training set.
In order to gain a better understanding of the system, it is important to analyze the effectiveness of each individual strategy on the final system performance. In this section, we evaluate the effectiveness of these three strategies. The LDC dataset is used for both the training and testing through seven rounds of crossvalidations.
First, we compare the decision-level correct classification rates, as defined in (1) with and without speaker normalization when no data is rejected. All features are used in this evaluation, and the training set is over-sampled using SMOTE Chawla et al. (2002) , as described in detail in Section 3.5. Due to the randomness in the synthetic sample generation process in the SMOTE algorithm, we generate the over-sampled training set for five different trials, and the performance is calculated by averaging these five trials. Results show that using speaker normalization achieves a decision-level correct classification rate of 81.0%, which is slightly higher than the result without using speaker normalization, which is 80.5%.
Second, we evaluate the benefit of using feature selection. We compare the emotion classification performance using the LDC dataset with a feature set chosen by mutual information and a referenced feature set with randomly selected features, respectively. Features are randomly selected five times for the referenced feature set, and the average results are calculated. An oversampled dataset is used for training, as explained in Section 3.5, and speaker normalization is used.
Results show that using features selected by mutual information achieves about 5 percentage points higher classification rate than using randomly selected features when 20 features are selected. This difference becomes smaller as the number of selected features decreases. However, using features selected by mutual information sometimes can achieve a lower classification rate than using randomly selected features. This is because the features are selected independently from each other, and features are selected only based on their mutual information to the class label. Thus "the m best features are not the best m features" Peng et al. (2005) . Therefore, using mutual information cannot guarantee that the optimal feature set, which provides the highest correct classification rate, is selected.
We calculate the correct classification rates using different numbers of selected features using the LDC dataset, when all samples are classified. We find that using 80 out of 121 selected features can already provide a relatively high emotion classification rate, while one third of the features are not used, which reduces the computational complexity of the SVM classification.
To investigate which features are the most relevant to emotion classification, we illustrate in Table 2 which features are selected as the total number of features changes. We can see that MFCCs account for the largest portion of the selected features. Additionally, almost all energy and F 0 features are included in the selected feature set. Formants and speaking rate features are the last ones included in the feature set as the total number of selected features increases. Finally, we compare the correct classification rates when using the three sampling methods for generating the training set as presented in Section 3.5, using all the features and speaker normalization. Results show that using an oversampled dataset for OAA classifier training achieves a slightly higher correct classification rate of 81.0%, than using the raw uneven dataset, which achieves a correct classification rate of 79.6%. Due to the reduced number of samples in the under-sampled training set, the under-sampling method achieves the lowest classification accuracy of 75.1%.
Performance evaluation using thresholding fusion
In order to determine how much benefit is gained by using thresholding fusion and thereby leaving some samples as unclassified, we performed several tests. First, we evaluate the performance as we increase the threshold and thus increase the number of rejected samples using the entire LDC dataset. Then, we examine the impact of the thresholding fusion using gender-dependent tests, where only the female (or male) samples from the LDC dataset are used for training and testing.
General test
The LDC dataset is used for both the training and testing through seven rounds of cross-validations. Figure 5 shows the decision-level correct classification rate when we change the rejection rate by tuning the confidence score threshold γ. 80 features are selected for this test. When most of the testing data is rejected, very few samples are left, and we cannot obtain a reliable classification performance. Thus, we do not show the decision-level correct classification rate when the rejection rate is above 80%.
As we can see from Fig. 5 , the decision-level correct classification rate generally increases as a higher confidence threshold is used, and hence, as more data is rejected. This number can be increased to 93% when 50% of the data is rejected. Therefore, using the thresholding fusion method can provide a more reliable emotion classification at the expense of leaving some data unclassified.
As discussed previously, this can be valuable for a number of applications that provide actions based on the classification outcome. For these applications, it is much more important that the classification is accurate than it is to classify every sample with a lower accuracy.
Gender-dependent tests
Speech features differ between male and female speakers. For example, the F 0 of speech varies from 40 Hz for low-pitched male voices to 600 Hz for children or high-pitched female voices Huang et al. (2001) . In order to illustrate how gender affects the emotion classification performance, we compare the results for gender-dependent tests with those for the previous general test that uses both male and female samples for both training and testing. For the genderdependent tests, cross-validation is performed on all the samples for one gender for training and testing. The gender-dependent emotion classification performance for females is higher than that for males. Since the number of samples for female speakers is larger than that for male speakers in the LDC dataset, we have also tried using the same number of samples for both genders to train the model. Results are not shown in this paper, but similar conclusions are obtained that the genderdependent test for females provides better results than those for males. Another important result that we can see from this data is that the thresholding fusion mechanism improves the performance for males significantly, which is important since the performance for males when the thresholding fusion module is off is much lower than for females.
Comparing with naive human coders
As shown in the above tests, our proposed system can increase the classification accuracy by rejecting to classify utterances for which it is not confident. However, it is not clear how well this system, which in many applications would replace human classification of the emotion, compares to a naive human coder performing the same emotion classification task. Therefore, in our work in Eskimez et al. (2016) , we asked Amazon Mechanical Turk workers (Turkers) to listen to speech samples from the LDC dataset of emotions and classify them into six categories. There were 138 unique Turkers that classified 7,270 audio samples, with individual Turkers classifying between 10 and 100 audio samples.
If we compare the Turkers accuracy in classifying the emotions when all samples are classified with the accuracy when only those samples for which they were confident in their classification are considered, we see very little difference in the accuracy values. The Turkers' accuracy increases from 60.4% when no samples are rejected to 60.6% when 20% of the samples are rejected. This tells us that humans are not able to accurately estimate their performance and reliability on the emotion classification task. Hence, we see that one clear advantage of an automatic emotion classification system over human coders is this ability to improve classification accuracy by rejecting to classify some samples. In applications where not all samples must be classified and the cost of misclassification is high, this can be a valuable means to increase emotion classification accuracy.
Performance evaluation for more challenging scenarios
In this section, we analyze the performance of our system in more challenging scenarios, namely when the speaker is not included in the training set (speakerindependent test), when the speech data is noisy, and using data from the UGA dataset with non-professional acted emotions.
Speaker-independent test
Emotions are expressed in different ways by different speakers, and the speech features for different speakers vary as well. Thus, to get an idea of how our system performs when it is used on a new speaker, we run a speakerindependent test, where data from the tested speaker is not used in the training phase.
For the speaker-independent tests, we use the same 80 features as the feature set used for the general test. Figure 6 shows the decision-level correct classification rate for the speaker-independent tests using the LDC dataset with the over-sampled training dataset and speaker normalization. The legend denotes the initials of the seven speakers, where the gender of the speakers is added after the initials as 'm' for male speakers and 'f' for female speakers. We also show the speaker-independent result averaged over all seven speakers.
As shown in Fig. 6 , the decision-level correct classification rate increases from 47% when no data is rejected to 65% when 80% of the data is rejected.
Compared with the general test results shown in Fig. 5 , the decision-level correct classification rate drops by about 33 percentage points when no samples from the target speaker are included in the training set. This shows the need for prior training with the subjects to achieve a good performance in our emotion classification system.
Test on noisy data
For emotion classification in real scenarios, noise is a factor that inevitably needs to be considered when we evaluate the system performance. We add babble and white noise to the LDC speech signals to generate a noisy dataset.
The noise database we use is Varga et al. (1992) . A moderate noise level, i.e., noisy data at 5 dB Signal-to-Noise Ratio (SNR), is used for testing.
In order to classify emotions on noisy data, there are two approaches to train the system: using clean data or noisy data. In Fig. 7 , we compare the results for both approaches with the results for training and testing on clean data. Results are shown for training on an over-sampled dataset using feature selection and speaker normalization. We can see that for emotion classification on noisy data, it is more effective to train the system using noisy data than using clean data.
Although speaker normalization helps to combat the overall increase in energy for the noisy data, it does not help with features in the frequency domain. When trained with noisy data, the system can, on the other hand, learn the spectral features for noisy speech. Therefore, we can see from Fig. 7 that the decisionlevel correct classification rate does not drop too much for training and testing on noisy data.
Test on UGA data
We also evaluate our emotion classification system on the UGA dataset Bri (2016) , in which different emotions are acted by university students. As with the prior tests, cross-validation is performed using the UGA dataset, and the decision-level correct classification rates are shown in Fig. 8 for the general test and the gender-dependent tests. Speaker normalization, feature selection, and the over-sampled training sets are used.
Although the UGA dataset contains many more samples than the LDC dataset to train the system, the decision-level correct classification rate for the UGA dataset is decreased from 80% for the LDC dataset to 45% for the UGA dataset for general tests with no data rejected. This drop in performance is mainly due to the fact that the emotion expressed in the UGA data is not very strong and explicit, which makes it hard to effectively train the system. The decision-level correct classification rate increases from 45% to 56% when 50% of the data is rejected as unclassified. We can see that the decision-level correct classification rate is increased by 24.4% of 45% for the UGA dataset when the rejection rate increases from 0 to 50%. Compared with the decision-level correct classification rate for the LDC dataset shown in Fig. 5 , in which this increase is only 16.2% of 80%, we find that the thresholding fusion mechanism may provide more benefit for more realistic scenarios.
Similar with the gender-dependent results for the LDC dataset, the genderdependent tests using the UGA dataset provide better results for female speakers than for male speakers. Also, since the UGA dataset contains 133 speakers, speaker normalization becomes important. 
Conclusions and future work
In this paper, we present a speech-based emotion classification system based on multi-class SVM and a thresholding fusion mechanism. A full analysis is provided for different test scenarios. A summary of the results are presented in Table 3 .
Results show that our system outperforms several state-of-the-art methods.
Also, the thresholding fusion mechanism is proven to effectively increase the emotion classification accuracy, and the increase is more prominent for nonprofessionally acted recordings. Naive human coders, on the other hand, do not show a significantly higher classification accuracy for their confident utterances versus unconfident ones, showing an advantage of the thresholding fusion mechanism of the proposed computer system. In addition, the system performance drops for some more realistic and challenging situations, but the overall results are still acceptable. For emotion classification on noisy data, it is more effective to train the system using noisy data than using clean data. For future work, we will explore other noise-resilient speech feature extraction methods in addition to F 0 detection using the BaNa algorithm. Also, we are developing an Android implementation to extract the speech features used in this paper, which are then sent to an online server for emotion classification.
Since the application only sends the statistics of the speech features to the server for processing instead of the entire speech utterance, the privacy of the user is better preserved and the bandwidth for transmission is reduced. 
