Abstract. We derive a root test for degenerations as described in the title. In the case of Dynkin quivers this leads to a conceptual proof of the fact that the codimension of a minimal disjoint degeneration is always one. For Euclidean quivers, it enables us to show a periodic behaviour. This reduces the classification of all these degenerations to a finite problem that we have solved with the aid of a computer. It turns out that the codimensions are bounded by two. Somewhat surprisingly, the regular and preinjective modules play an essential role in our proofs.
Introduction
Throughout this article we are dealing with finite dimensional modules over the path algebra kQ of a finite connected quiver without oriented cycles, i.e., with finite dimensional representations of Q. Thus the Auslander-Reiten quiver Γ has a preprojective component containing all indecomposable projectives, and we call a module preprojective if its indecomposable direct summands all belong to that component. We denote by U V the usual partial order between preprojective indecomposables, saying that there is a path from U to V . The distance d(U, V ) between U and V is then the length of a shortest path leading from U to V .
By [4, corollary 4.2] , it is easy to see when a preprojective module M degenerates to another preprojective N of the same dimension vector. This happens to be true iff the inequality dim Hom(M, W ) ≤ dim Hom(N, W ) holds for all indecomposable preprojectives W that are predecessors of some indecomposable direct summand of M ⊕ N iff there is a finite number of extensions 0 → U i → M i → V i → 0 with M = M 1 , M i+1 = U i ⊕ V i and N = U r ⊕ V r . We denote this by M ≤ N . It follows from [5, theorem 4] that the minimal degenerations M < N all come from a "minimal" extension 0 → U → M → V → 0 with indecomposable ends by adding an appropriate common direct summand X, and by setting M = M ⊕X and N = U ⊕ V ⊕ X. Here, M and U ⊕ V are disjoint, i.e., they have no indecomposable direct summand in common. However, the minimal disjoint degenerations induced by 0 → U → M → V → 0, and interesting invariants thereof like the codimension of the orbit closures, are not known in general even though for given U and V a computer can easily determine all possible M , at least in principle. Thus for Dynkin quivers, using the shrinking of bijectively represented arrows that reduces the infinite families A n , D m to the cases n ≤ 3, m ≤ 6, one ends up with a finite list that has already been determined with the help of a computer in [10] . For a
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Euclidean (or tame or extended Dynkin) quiver of typeÃ n ,D m ,Ẽ 6 ,Ẽ 7 orẼ 8 it is not so obvious that the classification is a finite problem that can be solved with a computer. We now want to explain how and in which sense this can be achieved.
First of all, one can always tilt to the case where U is the only simple projective. From now on this will be taken for granted. By shrinking some appropriate arrows one reduces further to the finite list of quivers of typeÃ n ,D m ,Ẽ 6 ,Ẽ 7 orẼ 8 with n ≤ 3, m ≤ 8. These quivers have finite diameter d ≤ 7 and Coxeter numbers p ≤ 30, i.e., p is the order of the corresponding Coxeter-transformation modulo the space generated by the null-root. Now, as soon as d(U, V ) ≥ 4(p + d), the following holds for any minimal degeneration M < U ⊕ V : M can be decomposed into M 1 ⊕ M 2 such that all indecomposable direct summands W of M 1 satisfy d(U, W ) < 2(p+d) and dually all direct summands of M 2 satisfy d(W, V ) < 2(p+d). Furthermore, M 1 ⊕ T rD p M 2 has U ⊕ T rD p V as a minimal degeneration, and any minimal degeneration ending there is of this form. This correspondence preserves the codimensions. However, finer invariants like the type of singularities are not even preserved in the simple case of the double arrow (see [3] ).
Since we only have to look at the finitely many modules V reachable from the finitely many U by paths with at most 6p + 4d arrows the enumeration of all minimal disjoint degenerations is now a finite problem. In particular, there exist natural numbers n and c such that for any pair U, V of indecomposable preprojective representations over any tame quiver one has at most n minimal degenerations M < U ⊕ V and the codimension of such a degeneration is always at most c. In fact, the best values for n, resp. c, are 613, resp. 2, as found with the help of a computer. For some more details on the numerical aspects we refer to the tables at the end of this article. Full details and the source-code of the programs can be found at http://wmaz.math.uni-wuppertal.de by clicking first at the link "activities", then at "minimal degenerations of extended Dynkin quivers", then at "Web-Interface" and by following the instructions given there.
The above reduction and an algorithm fast enough to carry through the classification on a personal computer are both based on the following root test for minimal degenerations that is valid for arbitrary quivers. Let 0
Suppose that the decomposition of M is directed, i.e., that no direct summand of M 2 is a proper predecessor of a direct summand of M 1 . Then for M 1 = 0 the right end term in the induced exact sequence 0 → U → M 1 → R → 0 is indecomposable. It follows in particular that the function W → dim Hom(U ⊕ V, W )− dim Hom(M, W ) is a root or 0 when restricted to any slice.
We use the root test also for a conceptual proof of the known fact that the codimensions of minimal disjoint degenerations are always one for representations of Dynkin quivers.
The problem dealt with in this article was posed by the first author to the second author as a computer-aided "Diplomarbeit ". However, the more or less evident algorithms used before the root-test was available were too slow to ever reach the large bounds the first author had at that time for typeẼ 8 . He was led to the root test by inspection of the numerical results the second author had obtained so far. Thus the dialectical process between theory and experiment was useful for both sides (and for both authors).
First suppose that [M 2 , T ] = 0. By (4 * ) we also have [M 2 , T ] = 0. Using (2 * ) and (1 * ), we find that
1 for the submodule M 1 of M 1 . Using (2 * ),(4 * ),(1 * ) and (3 * ) in this order, we obtain
Since M , M and U ⊕ V all have the same dimension vector and contain only predecessors of V as direct summands, we get for all indecomposable modules W that are not preprojective or not -smaller than DT rV the equalities
Thus we have proved our claim
If M is isomorphic to U ⊕V , we have M 1 U , whence the contradiction R 1 = 0. So we have M M by minimality, and it remains to be seen that R 2 = 0.
If not, we have dim
we split off an exact sequence of type
with Z of maximal dimension, and we denote the remaining sequence again as in (4) . By the Krull-Remak-Schmidt theorem there is an indecomposable direct summand X in M 2 also occuring in M 1 , and we fix such an X. We write 
We claim that this vector or its negative is always a root of Q, i.e., the dimension vector of an indecomposable. By a deep result of Kac ([9] ) this notion coincides with the usual definition in Lie theory. In particular, it is independent of the orientation of the quiver. For Dynkin quivers and Euclidean quivers the situation is much easier, because the roots are precisely the nonnegative integer vectors where the quadratic form attached to the quiver takes values 1 or 0.
Lemma 1. Using the above notation, we have:
a) The vector s or its negative is a root of Q. If V is not a predecessor of some module in S, it is a root.
Proof. a) Of course, we can assume that each direct summand of M 1 is a predecessor of some module in S, because the others do not contribute to s. The direct sum T of all the modules in S is a tilting module whose endomorphism algebra is again the path algebra of a quiver with the same underlying graph as Q. We distinguish several possibilities.
, whence dualization and tilting show that s is a dimension vector. If M 1 does not vanish, we look at an exact sequence
with indecomposable end as in theorem 1. For any X in S we obtain an induced exact sequence
Since T is a tilting module and R is not 0, we cannot have
1 for some X, X in S. Then we get X T rDX R X, so that X and T rDX belong to the slice S, which is path closed. This contradiction shows that there are only two possibilities left.
Either we have
In the first case, DT rR is generated by T as a successor of a slice module. So our claim follows directly from tilting theory. In the second case we dualize first and apply tilting afterwards.
If V is not a predecessor of some X in S, then also R is not a predecessor. This implies [R, X] = 0 for all X, and excludes the second possibility above. b) Let M 1 be the direct sum of all indecomposable summands with multiplicities of M that are predecessor of some module on S, and let M 2 be the remaining part. If V is not a predecessor of some module on S, we can apply part a) and obtain a root. If V is a predecessor, we have M = M 1 and R = V . Then our vector is 0.
An application to Dynkin quivers.
Here we consider a Dynkin quiver Q with associated positive definite quadratic form q and corresponding symmetric bilinear form b. The next result has been shown in [5, 10] by a tedious calculation.
Lemma 2. A minimal disjoint degeneration between representations of a Dynkin quiver has codimension one.

Proof. If not, there is by [5, lemma 4] a minimal degeneration induced by
for some indecomposable X. Then no sectional path with start X ends up in a
Thus there is a slice S containing X as a sink. Then we take as M 1 all indecomposable summands of M (counted with multiplicities) that are predecessors of some module in S. In M 1 we remove two copies of X. For the corresponding vectors s and s we have s = s + 2e with the canonical base vector e to the point x. The relations
give us the desired contradiction.
3. Tame quivers 3.1. Some known results and the shrinking of an arrow. We recall some well-known facts that the reader can find in [7, 13] . For tame quivers, an indecomposable representation is either preprojective or else preinjective or else regular. Accordingly, any module M can be decomposed in an essentially unique way into its preprojective part M P , its regular part M R and its preinjective part M I . An important fact is that there are no nonzero maps from preinjectives to regular or preprojective modules and from regular modules to preprojectives. The full subcategory R of all regular modules is an abelian subcategory which breaks up into a direct sum of subcategories T (p), p ε P 1 (k). Each of these categories is equivalent to the category N (n p ) of nilpotent representations of an oriented cycle with n p points. In fact, for all but at most three values of p we have n p = 1, i.e., T (p) has only one simple object; and these categories are called homogeneous. In the other cases the simples are conjugate under DT r.
The tame quivers are characterized by the fact that the associated quadratic form
is positive semi-definite on R Q0 . Its radical admits a generator n in N Q0 with strictly positive entries, one of which is 1. The sum of the dimension vectors of all simple regular modules in a category T (p) as above equals n. The global dimension of a quiver algebra is at most one, so that the map
induces a bilinear form on the Grothendieck group K 0 (A). Identifying K 0 (A) and Z Q0 by dim, we see that its associated quadratic form is q.
There is a linear form ∂ on K 0 (A), called the defect, whose values on the dimension vector of an indecomposable are strictly negative for a preprojective, zero for a regular and strictly positive for a preinjective. Given any module E with dimension vector n, one has
. Quite often we simply write ∂U instead of ∂(dimU ). Another definition of the defect uses the Coxeter transformation c. This is the unique endomorphism of R Q0 that sends dimU to dimDT rU for each nonprojective indecomposable U . In particular, n is fixed by c, which induces on the quotient space an automorphism of finite order p = p(Q). Then there is for any indecomposable U the formula
where ε(Q) is a strictly positive natural number depending on Q.
To reduce the infinite families of quivers of typesÃ n andD m to the cases n ≤ 3 and m ≤ 8 we apply the known technique of shrinking an arrow to a point. Thus we look at some arrow ϕ : x → y in Q. Then we obtain the shrunken quiver Q by identifying the two points x and y and by forgetting ϕ. Clearly, the full subcategory C of all representations M of Q with bijective M (ϕ) is under the obvious functor M → M equivalent to the category of all representations of Q . If N belongs to C, then all degenerations M to N also do, because bijectivity is an open condition. Furthermore, M → M induces a bijection between the set of all minimal degenerations to N and the set of all minimal degenerations to N . This bijection respects codimensions of orbits, decompositions into indecomposables, and even finer invariants like types of singularities occurring in orbit closures.
We want to show that this reduction applies to the direct sum U ⊕ V of two indecomposable preprojectives over a path algebra of typeÃ n orD m as soon as n ≥ 4 or m ≥ 9. By our general convention, U is the projective simple P (ω) to the only sink ω in Q. To find an arrow ϕ : x → y represented by a bijection in U and V we only have to check whether dim V (x) = dim V (y) holds for some arrow not ending in ω (see [13, page 76] ). Then the quiver Q again contains no oriented cycle, and V is still preprojective. Now, by a result of Moody in [11] or [7, lemma 1.8] , the dimension vector dimV of a preprojective indecomposable can always be written as dimV = nn + v for some appropriate natural number n and some root v = n with v ≤ n. Here v ≤ n means v (i) ≤ n(i) for all points i in the quiver.
First, we look at a quiver of typeÃ n . Let α be the only source in Q. Then we have v (α) = 0, because v is the dimension vector of a preprojective indecomposable. If there is a path from α to ω with at least three arrows, one of these is represented by a bijection in U and V , so that we can reduce to Q , which is of typeÃ n−1 . Thus we can reduce to the case n ≤ 3 with at most two composable arrows.
Similarly, for a quiver of typeD m we look at the m − 4 arrows between the two branching points. In a preprojective indecomposable, at most two of them are not represented by a bijection. Thus we can always reduce for m ≥ 9. Proof. By the additivity of the defect in short exact sequences, R is a regular indecomposable module. If dimR ≤ n is not true, we find short exact sequences of regular modules of the form
with dimR 1 = n = dimR 1 . Namely, R 1 , resp. R 1 , is the uniquely determined regular uniserial submodule, resp. factor module, of R that contains each simple belonging to the tube of R exactly once as a regular composition factor. As in the proof of theorem 1, we consider the two diagrams induced from the exact sequence
by the inclusion R 1 → R and from the exact sequence
by the projection R → R 1 . Then we obtain the four exact sequences
Since the dimension vectors of the dashed and undashed regular modules R i and R i coincide, we find for all indecomposable preprojectives T the equalities
Arguing as in the proof of theorem 1, we construct a module
Again, M cannot be isomorphic to U ⊕ V . But this time, it cannot be isomorphic to M either, because R 2 = 0. This contradiction to the minimality shows that dimR ≤ n is true.
3.3. Direct summands of defect ≤ −2 are not far away from the ends. In the following lemma we have not tried to give the sharpest bounds that are possible, because this would make the arguments much more involved.
Proof. Suppose not. Unfortunately, we have to consider various cases, so our proof is a bit technical. However, the reasoning runs always as follows:
We start with a -minimal direct summand X in M 2 with d(U, X) ≥ 2(p + d) and ∂X < −1. Applying the general strategy of [1, 12] , we construct another possibly trivial or decomposable direct summand
To show the last inequality, we verify with the help of the root test that for all preprojective indecomposables W we have
Here δ(W ) is always at most one, so we only have to check that the support of δ is contained in the support of ε.
First, we treat the difficult casesẼ 6 ,Ẽ 7 andẼ 8 , using the following notation with r ≥ s ≥ t ≥ 1 :
the slice S through X with only one source A r lying in the T rD-orbit of P (a r ) exists in the Auslander-Reiten quiver. Observe that the defect of A r is always −1, so that X is different from A r . For all points y in the quiver, the module in S belonging to the T rD-orbit of P (y) is simply denoted by Y . Part b) of lemma 1 says that the restriction of ε to S is a root or 0. We claim that ε(Y ) ≥ n(y) holds for the only predecessor Y of X in S. Namely, one has
b P (y) for some point y and some b ≥ p. Thus our claim follows immediately in the case M 1 = 0. In the other case we consider the exact sequence
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given by theorem 1. By our assumptions on the defects, R equals DT r a I for some injective indecomposable I. Applying Hom( , Y ) to the above sequence gives
A similar argument will be used in the sequel quite often for modules other than Y . Now we study the different possibilities for X. We start with the simple case that X = A i for some i < r. If we have ε(A j ) > 0 for all j > i, we set X = 0, Z = A r ⊕ T rDA i+1 , and obtain M < M ⊕ Z < U ⊕ V . If ε(A j ) = 0 for some j > i, we get from ε(A i+1 ) ≥ n(a i+1 ), the shape of the null root n and the tables of the roots for Dynkin quivers in [6] 
Therefore M 1 contains some T rDA j as a direct summand with T rDA j X. We take the smallest index j with this property, and set X = T rDA j and
Observe that by symmetry the proof is already complete for the typeẼ 6 , and forẼ 7 only the case X = C 1 remains to be done. If S lies in the support of ε, we can take X = 0 and Z = A 3 ⊕ T rDB 3 . There remain only two possibilities for the vanishing of ε on S, because we have ε(A 0 ) ≥ 4 and because the restriction to S is a root (see again the tables in [6] ). Either we have ε(A 3 ) = 0, or else ε(B 3 ) = 0. In the first case, there is (as in the case X = A i treated before) a smallest index j > 0 such that T rDA j is a direct summand of M 1 . Then we choose X = T rDA j and Z = A j−1 ⊕ T rDB 3 . In the second case, we have 
Thus there is a smallest index j ≥ 1 such that B j is a direct summand of M 2 . Then X = B j and Z = A 3 ⊕ T rDB j−1 solve our problem.
Here we set B 0 = A 0 . ForẼ 8 , three cases remain to be done. First consider X = C 1 . Then we have ε(A 0 ) ≥ 6, whence ε vanishes at most in A 5 . The arguments used in the last case can be applied again. Furthermore, the case X = B 1 is quite similar to the case
So we finally analyze in detail the most complicated case X = B 2 . We want to replace X by A 5 ⊕ T rD 7 A 5 , as shown in the figure below. E E
This is possible provided ε does not vanish on S or on T rD i+1 A i for some i = 0, 1, . . . , 5. Because ε(B 1 ) ≥ 4 and because of the root test, ε vanishes at most in A 5 and in T rD 6 A 5 . If T rDA 0 is a direct summand of M , we put X = T rDA 0 and Z = B 1 ⊕ T rDB 1 . So we assume from now on that T rDA 0 is not a summand of M .
If ε vanishes in A 5 but not in T rD 6 A 5 , one gets [T rDA 5 , M 1 ] = 0, and one can take the smallest index j such that T rDA j is a direct summand of M 1 . The case j = 0 has just been done, and for j > 0 we take X = T rDA j and Z = A j−1 ⊕ T rD 7 A 5 . If ε vanishes in T rD 6 A 5 but not in A 5 , one has [M 2 , T rD 6 A 5 ] = 0, because otherwise one gets 0 = [U, T rD 6 A 5 is a direct summand of M 2 , and we choose for W the -smallest of these modules. We always take X = W . For X = C 1 we set
. Finally, it is also possible that we have a direct summand T rDA j of M 1 as well as a direct summand W of M 2 . The case where T rDA 0 is a direct summand of M is already solved. In all the other cases one defines X = T rDA j ⊕W . For W = C 1 one has Z = A j−1 ⊕ T rDB 2 , and for
For quivers of typeÃ n orD n the proof is similar, but much easier. Namely, for A n all indecomposable preprojectives have defect −1, so that the lemma is trivial. ForD n we argue as in the previous cases, using the following notation. 
Theorem 2. Let U and V be two indecomposable preprojective representations over a tame quiver satisfying d(U, V ) ≥ 4(p + d). Then the following are true:
Here one has 
Let us compare ε with the functionε(
If this is not a minimal degeneration, there is one M 1 ⊕ M 2 in between, where by part a) the direct summands of M 1 , resp. M 2 , have distance at most 2(p+d) from U , resp. T rD p V . One sees by similar trivial calculations as above that M 1 ⊕ DT r p M 2 is then a degeneration properly between the original M and U ⊕ V , a contradiction. The same argument shows that the image of the injective map
is the set of all minimal degenerations to U ⊕ T rD p V . Finally, the codimensions are preserved, because we have
The numerical results
4.1. Some remarks on the program. Given two indecomposables U ≺ V in a preprojective component of some path algebra kQ, one has the following obvious algorithm to determine the set of predecessors of U ⊕ V with respect to the degeneration order.
• S1: Determine the finite set
The trouble with this naive algorithm is that the small set K 3 we are interested in is constructed with the help of the much bigger sets K 1 and K 2 . So we refined the algorithm as follows:
• R1: The candidates for M are built by adding a new indecomposable direct summand X to a "partial candidate"M , and then one checks immediately
Then modules with codimension one are automatically minimal extensions, and it is much easier to find afterwards all the remaining minimal extensions. But even this refined algorithm is not nearly fast enough to perform the calculations necessary for typeẼ 8 in a reasonable time on a personal computer. Apart from some additional tricks described in [8] , the root test of section 2.2 makes the algorithm work for tame quivers. This is by chance, because theorem 1 gives only a necessary condition for minimal degenerations. However, the root test can be checked immediately after the addition of a new direct summand as in R1, and it turns out that most of the nonminimal degenerations are thrown away immediately.
Of course, there might be mistakes in our program, but the following facts indicate that it is correct: a) We confirmed the results found by U. Markolf in [10] for Dynkin quivers (within a few seconds). b) We did not implement symmetries of the quiver into our program, but the results reflected all symmetries and dualities. c) We checked some small cases by hand. d) We checked the periodicity guaranteed by theorem 2, not only by comparing the numbers, but also by verifying the bijection described in theorem 2.
4.2. Some facts found by computer, and some tables. The best of these results is that the codimensions of the minimal extensions are at most 2. By theoretical means we could only show that 1 − ∂(U ⊕ V ) is an upper bound. Next, the numbers e(U, V ), resp. c(U, V ), of all minimal extensions between U , resp. V , of those with codimension 2 are bounded by 613, resp. 76, and both bounds are reached for certain representations of anẼ 8 -quiver. Moreover, the highest multiplicity of a direct summand occurring in M for some minimal degeneration M < U ⊕ V is 2, and there are at most 12 nonisomorphic indecomposable direct summands. The last statement is an easy consequence of the additivity of the defect in short exact sequences.
At the end of this article we include some tables to indicate the combinatorial complexity of the problem we are dealing with. For more details we refer to [8] as well as to http://wmaz.math.uni-wuppertal.de.
First of all, we give no table for typeÃ n , because there are always at most two possible minimal extensions, both having two indecomposable direct summands. If one cannot reduce to the double-arrow by shrinking some arrows, the codimension is one. So this case is trivial.
The tables included for typeD 8 contain the following information. In each table, we fix the simple projective P (ω) and we look at the slice S in the AuslanderReiten quiver with ω as the only source. Of course, up to symmetry and duality, we only have to choose a, c 1 , c 2 and c 3 for ω. Furthermore, for ω = c 1 the points a, b and the points c, d are symmetric, so that we have to consider only one of these. Similar remarks apply to the other choices of ω. The slice S contains the indecomposable projectives P (x) to all the points in Q. The first row of the table shows the labels a, b, c 1 , c 2 , . . . , c 5 , d , e of these points as in section 3.3. The two entries standing in the i+1 th row under the label x are the numbers e(U, T rD i P (x)) and c(U, T rD i P (x)) separated by a slash. Now in each table, two rows are separated by a small gap. At this step the periodic behaviour guaranteed by theorem 2 starts. The length of the period coincides always with the Coxeter number p = 6 ofD 8 , but the periodic behaviour starts at different levels depending on ω. The smallest index that works for all ω's is 13 = 2p + 1. Thus theorem 2 is best possible for the length of the period, but not for the starting point. Each table stops 6 steps after the periodic behaviour has started.
The tables for the other types are similar. Again we have used the symmetries. To save even more space, we have skipped the somewhat nonregular beginnings and we have given the numbers only from the smallest index where one has the periodic behaviour. This index is always 2p + 1, where p = 6, resp. p = 12, resp. p = 30, is the Coxeter-number of typeẼ 6 , resp.Ẽ 7 , resp.Ẽ 8 . 4.3. Examples of minimal degenerations. The last tables show, for two modules U, V over anẼ 6 -quiver, up to symmetry and duality all minimal extensions M < U ⊕ V by marking them in the piece of the Auslander-Reiten quiver lying between the two modules. By analyzing such examples we were led to theorem 1. The interested reader can find the same kind of pictures for all minimal disjoint degenerations at http://wmaz.math.uni-wuppertal.de.
