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The GW method is a many-body approach capable of providing quasiparticle bands for realistic
systems spanning physics, chemistry, and materials science. Despite its power, GW is not routinely
applied to large complex materials due to its computational expense. We perform an exact recasting
of the GW polarizability and the self-energy as Laplace integrals over imaginary time propagators.
We then “shred” the propagators (via energy windowing) and approximate them in a controlled
manner by using Gauss-Laguerre quadrature and discrete variable methods to treat the imaginary
time propagators in real space. The resulting cubic scaling GW method has a sufficiently small
prefactor to outperform standard quartic scaling methods on small systems (' 10 atoms) and also
represents a substantial improvement over several other cubic methods tested. This approach is
useful for evaluating quantum mechanical response function involving large sums containing energy
(difference) denominators.
Density Functional Theory (DFT) [1, 2] within the lo-
cal density (LDA) or generalized gradient (GGA) [3, 4]
approximation provides a solid workhorse capable of real-
istically modeling an ever increasing number and variety
of physical systems spanning condensed matter, chem-
istry, and biology. Generally, this approach provides a
highly satisfactory description of the total energy, elec-
tron density, atomic geometries, vibrational modes, etc.
However, DFT is a ground-state theory for electrons and
DFT band energies do not have direct physical meaning
(DFT is not a quasiparticle theory). In addition, there
are significant failures when DFT band structures are
used to predict electronic excitations [5–7].
The GW approximation to the electron self-energy [8–
11] is one of the most accurate fully ab initio methods for
the prediction of electronic band structures which can be
used to correct the approximate DFT results. Despite its
power, GW is not routinely applied to complex materials
systems due to its unfavorable computational scaling: the
cost of a standard GW calculation scales as O(N4) where
N is the number of atoms in the simulation cell whereas
Kohn-Sham DFT calculations scale as O(N3).
Hence, reducing the expense of GW calculations has
been the subject of numerous studies. O(N4) GW meth-
ods with smaller prefactors avoid the use of unoccupied
states via iterative matrix inversion [12–18] or use sum
rules or energy integration to greatly reduce the number
of unoccupied states [19–21]. Prior cubic-scaling O(N3)
methods include a spectral representation approach [22]
(which has a large prefactor as we discuss below) and
a space/imaginary time method [23] requiring analyti-
cal continuation from imaginary to real frequencies. Fi-
nally, even linear scaling GW is possible via stochastic ap-
proaches [24] for the total density of electronic states with
the caveat that the non-deterministic stochastic noise
must be added to the list of usual convergence param-
eters.
Here, we present a deterministic O(N3) GW approach
in real space based on sum-over-states arising from a
imaginary time formulation which forms the basis for
controlled approximations. The method shows excel-
lent convergence by using an exact energy windowed
Laplace transform over imaginary time allowing for ac-
curate treatment with Gauss-Laguerre quadrature inte-
gration. As we show below, the windowing strategy leads
to very efficient reduced order method with a small pref-
actor, and hence our O(N3) method is already compet-
itive with both O(N4) approaches for small unit cells
(and is thus guaranteed to win for even larger systems).
Similarly, it outperforms other O(N3) methods we have
tested. As our approach works directly in frequency do-
main bypassing imaginary time samplings or analytic
continuation [23], it is easy to implement in standard
GW implementations [25, 26].
To keep the discussion simple, we describe how the
new approach works for the basic and most widely used
“G0W0” level of GW theory: both the screening and self-
energy are computed based on the DFT band structure
with no further self-consistency. Our approach is directly
applicable to G0W0, while applying it to more complex
GW calculations requires further developments. For clar-
ity, we develop our method using the static random phase
approximation irreducible polarizability matrix P for an
insulating system with an energy gap to demonstrate the
basic principles. The modifications needed to handle fi-
nite temperature, metals the self-energy are described
afterwards (and in Ref. [26]).
In real space, for a zero temperature gapped system
we have
Pr,r′ = −2
Nv∑
v
Nc∑
c
ψ∗r,vψr,cψ
∗
r′,cψr′,v
Ec − Ev (1)
where Nv and Nc are the number of occupied (valence v)
and unoccupied (conduction c) states. The single particle
states have real-space wave function values ψr,n = ψn(r)
and energies En. For clarity, we suppress non-essential
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2quantum numbers such as spin σ and Bloch k-vectors.
(Spin is simply tacked onto r via r → (r, σ); including
crystal momentum requires these replacements: Pr,r′ →
P qr,r′ where q is momentum transfer, ψr,v → ψr,vk, Ev →
Evk, ψr,c → ψr,ck+q, Ec → Eck+q, sum Eq. (1) over k and
divide by the number of k-points.) Current numerical
methods for computing P based on the sum-over-states
formula of Eq. (1) have an O(N4) scaling (e.g., Ref. [25]).
Approaches that reduce the expense of computing P , the
most computational intensive part of GW, are welcome.
The key advantage of working in the real space repre-
sentation of P (Eq. 1) is that the product over wave func-
tions is already separable: if the energy dependence (i.e.,
the energy denominator) can be made separable, one can
reduce the algorithmic scaling by an order to O(N3).
We describe a method based on Laplace transforms over
imaginary time and subsequent numerical approximation
by Gaussian quadrature that delivers high performance
(see Ref. [26] for an alternative but less efficient approach
based on interpolation).
Since Ec − Ev ≥ Eg > 0, where Eg is the energy gap,
the Laplace transform
1
Ec − Ev =
1
a
∫ ∞
0
dx e−x(Ec−Ev)/a (2)
neatly creates the desired separability under the integral;
here a is an energy scale parameter discussed below. In-
serting Eq. (2) into Eq. (1) leads to the separable form
Pr,r′ = −2
a
∫ ∞
0
dx e−xEg/a ρ¯r,r′(x/a) ρr′,r(x/a) (3)
where
ρ¯r,r′(τ) =
Nc∑
c
e−τ∆Ecψr,cψ∗r′,c , (4)
ρr,r′(τ) =
Nv∑
v
e−τ∆Evψr,vψ∗r′,v , (5)
are the unoccupied and occupied imaginary time prop-
agators (Green’s functions), respectively. We have in-
troduced the valence band maximum Emaxv , conduction
band minimum Eminc and band gap Eg = E
min
c −Emaxv to
ensure we have decaying exponentials with increasing en-
ergy away from band edges by defining ∆Ev ≡ Emaxv −Ev
and ∆Ec ≡ Ec − Emaxc . The imaginary time formalism
connects our work to that of Ref. [23, 27, 28].
Formally, the exact formula Eq. (3) represents an
O(N3) method for systems represented in a finite basis
set scaling with N , since the sums over v and c are sep-
arable. In practice, the integral over imaginary time x/a
must be replaced by a discrete quadrature. If a quadra-
ture is applied directly to Eq. (3) without further refine-
ment, to achieve tolerable errors quadrature grid must be
taken to be very fine. The reason is straightforward: for
a well-converged GW calculation, many high energy con-
duction bands are needed so that the energy differences
Ec − Ev becomes quite large leading to rapidly decay-
ing exponentials in x which necessitates dense quadra-
ture grids in x. More precisely, the smallest and largest
energy scales are the gap Eg = E
min
c − Emaxv and the
bandwidth Ebw = E
max
c − Eminv , and Ebw/Eg > 100 is
typical especially for small-gapped materials.
To alleviate the large bandwidth/small gap problem,
we introduce an exact energy windowing approach based
on shredding (decomposing) the propagators: we divide
the energy range of the valence band into Nvw contiguous
energy windows and similarly for Ncw conduction band
windows. Valence window l ranges from Eminvl to E
max
vl
(conduction band windows are indexed by m). Figure 1
shows a simple example of a 2×2 window decomposition.
This exact rewriting simply regroups the band summa-
tions into batches over pairs of energy windows:
Pr,r′ =
Nvw∑
l
Ncw∑
m
P lmr,r′ (6)
where each window pair (l,m) contributes
P lmr,r′ = −
2
alm
∫ ∞
0
dx e−xE
lm
g /alm ρ¯mr,r′(x/alm)ρ
l
r′,r(x/alm).
Note, each window pair has its own energy range alm and
the imaginary time density matrices for the windows are
given by
ρ¯mr,r′(τ) =
∑
c∈m
e−τ∆Ecmψr,cψ∗r′,c , (7)
ρlr,r′(τ) =
∑
v∈l
e−τ∆Evlψr,vψ∗r′,v . (8)
and ∆Evl = E
max
vl − Ev and ∆Ecm = Ec − Emincm de-
fined with respect to the extreme band energies in each
window. A good choice of windows can significantly re-
duce the ratio Elmbw/E
lm
g for a window pair which allows
the use of coarse quadrature grids and hence an efficient
method.
While Eq. (6) is exact as written, we need to calcu-
late it accurately via controlled, efficient approximations.
First, we must discretize the r-coordinate to generate
finite-sized matrices. For the widely used plane wave
Fourier basis, which we employ herein, we use a uni-
form grid in r-space that is dual to the finite Fourier (g-
space) basis; one combines this with fast Fourier trans-
forms (FFTs) to move between the Fourier and r rep-
resentations exactly. For other basis sets, appropriate
real-space discrete variable representations (DVRs) can
be used [29–31]. Second, the imaginary time integrals
must be discretized, which is what we focus on below.
Given the exponentials being integrated, we use Gauss-
Laguerre (GL) quadrature with NGL points:∫ ∞
0
dx e−xf(x) ≈
NGL∑
k=1
wk f(xk) (9)
3FIG. 1. Example of 2 × 2 windowing with two valence and
two conduction windows Nvw = Ncw = 2. E
∗
v and E
∗
c are the
energy points dividing the valence and conduction windows.
where {wk} and {xk} are weights and nodes for GL
quadrature [32] whose NGL dependence has been sup-
pressed for clarity. The contribution from window pair
(l,m) to Eq. (6) is approximated by
P lmr,r′ = −
2
alm
N lmGL∑
k=1
wke
−xk(Elmg /alm−1)ρ¯mr,r′(xk/alm)ρ
l
r′,r(xk/alm) .
(10)
Choosing the energy scale alm is a straightforward
matter of minimizing errors [26]: a ≈
√
Elmg E
lm
bw is very
close to the optimal choice. To quantify NGL, we con-
sider the target function Pˆ where all ψn(r) = 1,
Pˆ =
∑
c
∑
v
1
Ec − Ev . (11)
We then repeat the Laplace transform, windowing and
quadrature steps for Pˆ . Assuming a flat density of
states for valence and conduction bands, the errors in GL
quadrature of Pˆ for each window pair turn out to depend
primarily on Elmbw/E
lm
g for that window pair. For a fixed
error tolerance, we find that N lmGL ∝
√
Elmbw/E
lm
g [26].
For a material such as Si where the DFT Eg ≈ 0.5 eV
and Ebw ≈ 55 eV is needed for good convergence, not
using any windows translates into NGL ≈ 20 which is
large; windowing is the remedy.
The final step is to choose an optimal windowing that
minimizes the overall computational cost. The cost to
compute Plm scales as N
lm
GL(N
lm
c +N
lm
v ). Assuming flat
densities of states Dv and Dc for the valence and conduc-
tion bands, respectively, where Dv = Nv/(E
max
v −Eminv )
(and similarly for Dc), we have that N
lm
v = (E
max
vl −
Eminvl )Dv (and similarly for N
lm
c ). Altogether, the total
computational cost C of evaluating P is
C∝
Nvw∑
l
Ncw∑
m
√
Elmbw
Elmg
[
Emaxvl −Eminvl
Emaxv −Eminv
Nv+
Emaxcm −Emincm
Emaxc −Eminc
Nc
]
.
(12)
This expression for C compares very well to a more ex-
plicit evaluation of C using actual values of N lmGL and
sums over the transition energies in the windows, which
can alternatively be employed to optimize for systems
with complicated DOS structure [26].
In principle, we should minimize Eq. (12) over all pos-
sible number of windows and positions of the window
0 0.2 0.4 0.6 0.8 1
ratio of computation to N 4 method
10-4
10-3
10-2
10-1
100
101
102
e
rr
o
r 
(%
)
Si
Interpolation
Laplace
Laplace + windowing
0 0.1 0.2 0.3 0.4 0.5
ratio of computation to N 4 method
10-2
10-1
100
101
102
e
rr
o
r 
(%
)
MgO
Interpolation
Laplace
Laplace + windowing
FIG. 2. Error in the macroscopic RPA optical dielectric con-
stant ∞ for the interpolation, the naive Laplace GL, and the
windowed Laplace GL methods with respect to the quartic
O(N4) method. The horizontal axis is the ratio of computa-
tional load of the cubic to O(N4) method for a system of 16 Si
atoms. Left: data generated by using fixed percentage errors
in Pˆ of 0.1, 1, 10 and 20% for interpolation; 0.1, 1, 10, 30, and
50% for naive Laplace; and 0.1, 1, 10, 30, 50, and 80% for the
windowed Laplace for bulk Si. Right: same for bulk MgO.
Fixed errors are set to be 0.1, 1, and 10% for interpolation;
0.1, 1, 10, 30, and 70% for naive Laplace; and 0.1, 1, 10, 20,
and 40% for windowed Laplace.
boundaries. A posteriori, this is unnecessary given the
smooth behavior of C: simpler approaches are equally
effective. We vary the number of windows Ncw and Nvw
from 1 to 10 independently, and the window boundaries
are always chosen to be from a list of fixed list of ener-
gies that divide each band into 10 equal segments. For
a given number of windows (Nvw, Ncw), we minimize the
cost function of Eq. (12) over all the discrete window
choices. For example, to simulate bulk Si with its rela-
tively small gap of Eg = 0.5 eV, when Ebw = 54.5 eV,
the minimum number of computation occurs at Nvw = 1
and Ncw = 4 [26].
To evaluate the performance of our method, we chose
two materials: Si and MgO. We run standard plane wave
pseudopotential DFT calculations for both materials to
describe the ground state and DFT band structure [26].
Si is a prototypical covalent crystal with a moderate band
gap (0.5 eV in DFT-LDA) while rocksalt MgO is an ionic
crystal with a relatively large gap (4.4 eV with LDA). We
monitor the errors in two basic observables: the macro-
scopic optical dielectric constant ∞ and the band gap.
4Figure 2 shows the error in ∞ as a function of the com-
putational savings achieved by our N3 method compared
to the N4 method for a fixed system size of 16 atoms.
Each data point is generated by fixing a maximum error
tolerance for Pˆ to derive parameters for energy windows
and GL quadratures. Then the error tolerance is var-
ied to generate the plots. Figure 3 shows data for the
band gaps within the COHSEX approximation for the
GW self-energy [8].
The windowed Laplace GL approach is the clear win-
ner, especially for Si which has a much smaller band gap
than MgO. The interpolation method works better for
MgO than Si: the larger gap in MgO means that func-
tions of energy are easier to interpolate. For both ma-
terials, we achieve better than 0.1 eV accuracy of the
band gap with at least an order of magnitude reduction
in computation. These results are for a fixed system size
of N = 16 atoms, so the savings improve linearly with
the number of atoms for N > 16.
For a complete GW calculation, one must handle
metallic systems and also compute the self-energy. For
metals, one replaces 1/[Ec − Ev] in Eq. (1) by [f(Ev) −
f(Ec)]/[Ec − Ev] where f(E) is a smoothed step func-
tion around the chemical potential µ (Fermi level) [33–35]
which leads to smooth behavior when Ev = Ec = µ; only
minor changes to our method are needed [26]. Turning
to the self-energy, if the poles of the screened interac-
tion W (ω)r,r′ are at ωp with residues B
p
r,r′ , the dynamic
(frequency-dependent) part of the GW self-energy is
Σ(ω)dynr,r′ =
∑
p,n
Bpr,r′ψrnψ
∗
r′n
ω − n + sgn(µ− n)ωp . (13)
We can apply windows-plus-quadrature to generate a cu-
bic scaling method that delivers Σdyn(ω) directly for real
frequencies ω [36]. We create two sets of windows for
the two sets of energies {ω − n} and {ωp} and write
Σdyn as a sum over window pairs as per Eq. (6) where
each window pair has its own quadrature. Almost all
the terms in Eq. (13) can use the above Laplace with
GL quadrature scheme with no modification since the
denominator x = ω− n±ωp is finite and with fixed sign
for two non-overlapping windows. The difficulty is that,
for overlapping windows, the denominator x changes sign
inside the energy windows so we can not use Eq. (2). We
have created a Gaussian-type quadrature for the over-
lapping window cases [26] that delivers accurate results
with small quadrature grids. Figure 3 shows the method
in action for the band gap of Si: high accuracy is pos-
sible with large computational savings compared to the
N4 method.
The final point is to verify the scaling of our method
and to see if it confers any benefits compared to ex-
isting methods in practice. To verify scaling, we time
the P calculation versus the number of atoms and show
the compute time per operation in Figure 4: the num-
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FIG. 3. Error of the bulk band gap (Γ−X gap for Si and at Γ
for MgO) for different methods as a function of computational
savings over the “exact” quartic method (horizontal dashed
line). All data are for a fixed system size of 16 atoms. Same
nomenclature and approach as Fig. 2. The top two figures
are COHSEX approximation gaps and the bottom figure is
the G0W0 Si band gap.
ber of operations are NvNcN
2
r for the N
4 method and∑
l,mN
lm
GL(N
m
c +N
l
v)N
2
r for the windowed Laplace. The
essentially flat nature of the data shows that the algo-
rithms scale as claimed [37]. It is exciting that all the
compute times per operation are very close to each other:
our N3 method has a prefactor that is comparable to
the N4 method already for small systems, so we get a
speedup even for small N ' 10. A direct comparison
between our windowed Laplace method and accelerated
O(N4) methods shows that our method is already com-
petitive for small systems [26]. Comparison to existing
O(N3) methods also shows sizable improvements for our
windowed Laplace approach [26].
In summary, we have presented a real-space cubic-
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FIG. 4. Compute time per operation for evaluation of P .
Black squares indicate the N4 method, and red circles and
blue asterisks indicate the N3 Laplace windowed GL method
(LW) with accuracy settings of 1% and 10% for Pˆ . A serial
linux computer is used.
scaling sum-over-states method for GW calculations that
works directly in frequency space and does not require an-
alytic continuation from the imaginary to real axis. The
method is already competitive with standard N4 scaling
methods for unit cells of 10-20 atoms as above and pro-
vides significant computational savings for desired band
gap accuracies of 10-100 meV. Finally, the method is
straightforward to implement in a number of existing
GW implementations using any basis set for which an
efficient DVR can be constructed.
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