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ABSTRACT
Just as they were half a century ago, automobile accidents are, unfortunately,
one of the leading causes of death today. Therefore, it is no surprise that
automated traffic analysis systems generate a supreme amount of interest.
Despite the rapid advances in technology today, many traffic monitoring
systems require substantial amounts of careful annotation. As such, a fully
automated traffic analysis system that can perform accident prediction would
be highly beneficial to multiple parties. Such systems would make a traffic
analyst’s workload more manageable and would provide a more sophisticated
tool for determining the root causes of traffic accidents.
In this thesis, we present an automatic vision-based system for both acci-
dent prediction and recognition. Our method first detects and tracks vehicles
using Robust Principal Component Analysis (Robust PCA) and Kalman Fil-
ters in order to extract trajectories. Pairs of vehicles trajectories are then
segmented and classified by a Support Vector Machine (SVM) in order to de-
termine the likelihood of a collision. We also tackle the problem of accident
recognition by classifying crashing trajectory pairs into distinct categories.
An ontology is used to define the relationships between the accident types
and to train a tree-based classifier for recognition. We demonstrate the ef-
fectiveness of each algorithm by evaluating them on a crash dataset provided
by the Toyota Motor Corp.
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CHAPTER 1
INTRODUCTION
1.1 Brief Overview
Since their invention more than a century ago, personal automobiles have
completely transformed the transportation landscape. The world has experi-
enced rapid growth in the number of registered vehicles from approximately
125,000 in 1960 to over a billion in 2011 [1]. Unfortunately, automobile ac-
cidents are just as much a problem today as they were half a century ago,
if not more so, due to the ubiquity of motored vehicles. Accidents at road
intersections are of particular concern given that approximately 21% of fatal
accidents have occurred at intersections in recent years [2].
With recent advances in technology, a conscious effort has been made to
build sophisticated surveillance systems that can monitor traffic activity in
busy intersections. These setups usually involve stationary cameras provid-
ing overhead shots of intersections from multiple locations. These videos
are subsequently analyzed by a traffic control worker to isolate and process
anomalies (i.e. unusual events) such as traffic accidents. Naturally, having a
human process hours and hours of video can be very tedious and time- con-
suming. Therefore, having a system that can automatically detect and notify
the observer when an incident has occurred is extremely desirable. Such sys-
tems will allow workers to react to traffic accidents in a timely and efficient
manner and can easily document key information about the crash such as the
accident type as well as each vehicle’s position and velocity. Finally, if the
system detects that an accident between two vehicles is imminent, it could
attempt to prevent the accident from occurring by sending an alarm signal
to both of the drivers to reduce their speed. This framework may prove to
be instrumental in reducing the number of automotive fatalities.
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1.2 Proposed Approach
In this thesis, we present a fully automatic system that can perform both
accident prediction and recognition. Given a video sequence, the full func-
tionality of the system can be broken up into four main tasks. First, the ve-
hicles are detected in each frame using background subtraction with Robust
Principal Component Analysis (Robust PCA). Then, each vehicle’s position
is tracked to produce a point trajectory via a Kalman filter. For each pair of
trajectories, accident prediction is done by using a two-class Support Vector
Machine (SVM) to determine whether the selected vehicles will collide. Ac-
cident recognition is performed with a tree classifier trained using our own
ontology. Our experiments show our system is able to achieve high accuracy
in both the prediction and recognition tasks in a variety of settings. A visual
representation of our system is provided in Figure 1.1.
Figure 1.1: System Overview
1.3 Thesis Outline
The remainder of this thesis is organized as follows. Chapter 2 surveys the
prior work on crash prediction and recognition. Chapters 3 and 4 describe
how vehicles are automatically detected with Robust Principal Component
Analysis (Robust PCA) and subsequently tracked with Kalman filters re-
spectively. Chapter 5 discusses our method for crash prediction and presents
the ontological tree and classification procedure used for crash recognition.
Chapter 6 presents our experimental results, and concluding remarks with
directions for future work are given in Chapter 7.
2
CHAPTER 2
PRIOR AND RELATED WORK
One of the earliest methods for traffic accident prediction was done by Hu et
al. [3] where point trajectories were extracted using 3D-model-based track-
ing. The authors then constructed a feature vector for each vehicle by aug-
menting the point trajectories with each vehicle’s velocity and size. These
samples were used as training samples for a neural network that attempted
to learn common activity patterns exhibited in the scene. Then when a new
pair of vehicles was being considered, its partial trajectories were fed into the
neural network to obtain a distribution over the learned activity patterns.
The activity patterns with the highest score were used to predict the future
motion for each of the vehicles and determine whether the vehicle pair would
collide. While this technique presented very impressive results, the experi-
ments were conducted on a synthetic dataset. In addition, constructing a 3D
model for each vehicle during tracking has proven to be very computationally
expensive.
Some of the more popular methods involved comparing incoming trajecto-
ries to a set of commonly observed trajectory samples obtained by clustering.
If a trajectory deviated from the set of common routes, then it was consid-
ered an anomaly. When doing clustering, a distance metric is required to
measure the similarity between two trajectories. Unfortunately, trajectories
extracted from videos rarely have the same length. Therefore, several dis-
tance metrics cannot be used without adjustments. Some of the metrics
considered include the Euclidean distance, Dynamic Time Warping (DTW)
[4], and Longest Common Sub-Sequence (LCSS) [5, 6]. More clustering and
processing techniques are surveyed in [7].
Another common approach is to use Hidden Markov Models (HMMs) to
learn the underlying common paths in a scene. In [8], Saunier and Sayed
fit an HMM to each trajectory and clustered them using K-means on each
track’s parameters, namely the transition, observation, and prior probability
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matrices. HMMs are also key components in a system proposed by Ako¨z
and Karsligil in [9, 10, 11]. Their system extracted trajectories using com-
mon detection and tracking techniques and subsequently matched to common
routes in the intersection. The common routes were encoded using contin-
uous HMMs and are learned using expectation maximization. Once again,
if an incoming trajectory did not match one of the existing common routes,
then the track was labeled an anomaly.
Several of these methods involve computing the intersection points of two
trajectories in order to determine if they will crash or not, however few model
the vehicle trajectory pairs directly. Also, the majority of these works use
generative models such as HMMs to predict a vehicle’s position. We will
show that using fixed length windows and a discriminative model can still
yield high accuracy when doing accident prediction or recognition.
4
CHAPTER 3
VEHICLE DETECTION
3.1 Background Subtraction with Robust PCA
The first step for most vehicle crash prediction systems is to automatically
detect and localize the cars within a given scene. Oftentimes in video surveil-
lance, the camera is stationary resulting in a more or less static scene layout.
Such a configuration would mean that the background will exhibit very little
variation while the majority of the dynamic content in the scene will be the
objects of interest, better known as foreground objects.
3.1.1 Drawbacks of Gaussian Mixture Models (GMMs)
One common approach to separate these dynamic foreground objects from
the relatively constant background is background subtraction. Some simple
but reasonably effective techniques for background subtraction include frame
differencing and the approximate median filter [12]. However, the most popu-
lar method by far is adaptive Gaussian Mixture Models (GMMs) [13, 14, 15].
These works describe how every pixel in the background of a video scene can
be modeled as a probability distribution formed by a linear combination of
weighted Gaussian distributions. If the feature value of an incoming pixel
deviates considerably from the feature values at the same pixel in the back-
ground model, then the model is updated and the pixel is labeled foreground,
otherwise the pixel is considered background.
While powerful, GMMs are not without their drawbacks. Video data cap-
tured from outdoor surveillance cameras is often of low-resolution and qual-
ity. Since GMMs possess several parameters that require careful tuning,
low-resolution or low-quality videos may lead to inaccurate pixel labels. In
addition, GMMs have difficulty determining when a foreground object has
5
stopped moving and blended into the background of the scene, better known
as the foreground aperture problem.
3.1.2 Robust Principal Component Analysis (RPCA)
To combat these weaknesses, we propose the use of subspace methods to
estimate the background model of the video sequence. Subspace methods
model the background of a video sequence as the linear combination of ba-
sis elements deriving from a space of possibly lower dimension. Since the
video sequence was captured by a stationary camera, the data contains a fair
amount of redundant temporal information. This suggests that the subspace
that models the background of the scene possesses low rank. Also, since
foreground objects occupy only a small portion of the scene, they can be
modeled as sparse deviations from the background model.
Oliver et al. [16] proposed using Principal Component Analysis (PCA) to
learn the subspace for the video background. The subspace was represented
using the eigenvectors of the covariance matrix (C = (X−µ)(X−µ)T ) where
each column of X is a vectorized frame in the video and µ is the mean frame.
Although this method succeeds in learning the background subspace it does
not ensure that the foreground regions are sparse.
This idea that the background should be low rank and the foreground
sparse is very well suited for the application of Robust Principal Component
Analysis (Robust PCA) [17]. Consider a video sequence of length T consist-
ing of images with dimensions M x N . If we took each frame in the video
sequence and stacked them as vectors in matrix D, then the matrix would
have dimensions (MN) x T . Upon closer inspection of the matrix D, one
would notice that the columns are highly correlated, further supporting the
idea that the background lies on a low-dimensional subspace.
Robust PCA attempts to find matrices L and S such that D = L + S,
while ensuring that L is of low rank and S is sparse. This process can be
compactly represented via the following minimization problem:
minimize
L,S
rank(L) + λ||S||0
subject to D = L+ S
(3.1)
where || · ||0 is the number of nonzero entries i.e. the L0 “norm”. Performed
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correctly, each of the columns in L would contain the background of each
frame while each column of S would contain the sparse foreground pixels.
Unfortunately, this problem is NP-hard and therefore, intractable. The min-
imization in 3.1 is simplified via convex relaxation to yield:
minimize
L,S
||L||∗ + λ||S||1
subject to D = L+ S
(3.2)
where || · ||1 and || · ||∗ are the L1 norm and nuclear norm of a matrix re-
spectively. In Section 3.2 we will describe how some simple modifications to
the Robust PCA algorithm can lead to some major performance gains when
detecting foreground objects.
3.2 Modifications to Robust PCA
3.2.1 Robust PCA on Individual Color Channels
In most works found in the literature, Robust PCA is applied to intensity
images only. In this thesis, we apply Robust PCA on each of the color
channels individually. In tasks such as vehicle detection, color is a highly
distinctive feature. Therefore, performing Robust PCA on each of the color
channels will make cars appear more prominently in the sparse foreground
images. For example consider the red car in the traffic displayed in Figure
3.1(a). When Robust PCA is performed on the intensity channel alone, the
red car appears in the spare foreground image as desired, however it is not
very pronounced, as shown by the intensity of the gray scale image in Figure
3.1(b). However, when Robust PCA is done on the red channel, the car is
detected with much higher confidence as shown in Figure 3.1(c).
Now instead of having one sparse foreground image, there are three. How-
ever, each of these sparse images is somewhat noisy. To reduce the noise
we apply a hard threshold to the wavelet coefficients of each sparse image
as described in [18]. In order to ensure that an object detected in one color
channel is preserved when combining the three channels, we take the max-
imum value at each pixel to construct a fused sparse image. This image is
subsequently thresholded to create a binary foreground mask.
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(a) Original (b) RPCA Result (c) RPCA on Red Channel
Figure 3.1: Improvements with Color Channels
3.2.2 Subsampling in Time
Color information improves the object detection process as a whole, however
another problem that must be addressed is when foreground objects blend
into the background, i.e. the foreground aperture problem [19]. In subspace
estimation techniques, objects are classified as background when they can be
easily represented using a basis element in the subspace. This means that if
the background subtraction algorithm coarsely samples the video sequence,
then the stationary object cannot be easily expressed using the subspace’s
basis and will therefore be considered a sparse corruption.
Figure 3.2 provides a visual comparison of how temporal subsampling of
a video sequence leads to more accurate foreground detection. Notice that
when Robust PCA is performed on the entire video sequence (Figure 3.2(b)),
the stopped cars are considered background and thus are very faint in the
foreground image. However, when the video is temporally subsampled, the
cars are far more salient (Figure 3.2(c)). In our algorithm, we sample the
video sequences at every Nth frame where N ∈ {10, 20}. We examine the
effects of the subsampling interval, N , on the algorithm’s detection accuracy
in Section 3.3. The reader may be curious as to how we extract the foreground
activity from frames that were not used when estimating the background
model. Since the frames were captured using a stationary camera, we simply
subtracted the background frame closest in time to the frame in question in
order to obtain the desired sparse frame.
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(a) Original (b) RPCA Result (c) Reduced RPCA Result
Figure 3.2: Improvements with Subsampling in Time
3.3 Quantitative Comparison
We now present some experimental results that support our claim that sub-
space learning methods outperform GMMs in background subtraction. For
our experiments we use crash sequences provided by the Toyota Motor Cor-
poration. Several of the crash sequences can be found in the TRIMARC
dataset from [20]. This dataset contains 351 videos of traffic crashes and
near crashes (116 crash, 235 near crash) occurring at a busy intersection in
Louisville, KY over the span of approximately five years. These sequences
were captured using a stationary overhead camera and were subjected to
various types of weather conditions such as rain, snow, etc. The videos have
relatively low-resolution (240x352 pixels), possess distortions due to high lev-
els of CCD noise and contain varying levels of illumination. Unfortunately,
at some point during the five year period, the CCD sensor became defective.
As such, the affected sequences were subsequently removed from the dataset.
From the remaining 272 sequences we selected a frame approximately 70
frames from the end of each video sequence. Every sequence was about 300
frames long. We then manually mark the pixels in each frame as foreground
or background to establish our ground truth for evaluation. These labeled
frames are publicly available at [21].
We compare the performance of our modified Robust PCA algorithm with
three other algorithms: (i) Gaussian Mixture Models (GMMs), (ii) the origi-
nal intensity-based Robust PCA, and (iii) an online Robust PCA method pro-
posed by He et al. called Grassmannian Robust Adaptive Subspace Tracking
Algorithm (GRASTA) [22]. For GMMs, we used the implementations pro-
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(a) Ground Truth Labels (b) GMM Result
(c) GRASTA Result (d) Our Result
Figure 3.3: Pixel Label Comparison
vided in the OpenCV library. For the other two methods, we used the code
provided by the authors for intensity-based RPCA [23] and the GRASTA
algorithm [24].
During evaluation, we modeled each pixel as a binary classification prob-
lem and computed the true positive and false positive rates over all of the
pixels in the 272 frames. Figure 3.3 compares how each algorithm does on
one of the 272 selected video frames. The white pixels correspond to the
ground truth pixels while the green and red pixels represent the true positive
and false positive pixels respectively. From the images in Figure 3.3 we can
easily see that GMMs do a rather poor job of detecting all of the foreground
objects in the scene. Meanwhile, the subspace techniques label almost all
of the ground truth pixels correctly. In addition, our modified Robust PCA
technique has fewer false positive pixels than the GRASTA method. In Fig-
ure 3.4, we plot Receiver Operating Characteristic (ROC) curves for each of
the four algorithms. We easily see that all three subspace-based background
subtraction techniques outperform GMMs by a fair margin. In addition, our
method performs significantly better than all of the other methods.
We also conduct additional experiments to show how each of the proposed
modifications affected the overall performance of the original Robust PCA
algorithm. Figure 3.5 shows the results of each algorithm and compares their
ROCs with that of the original Robust PCA algorithm. We can see from the
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Figure 3.4: Algorithm ROC Comparison
plot that indeed, each proposed change leads to a marked improvement in
detection accuracy. In particular, temporal subsampling with an interval
length of 20 frames proves to be the most effective.
One possible reason why increasing the subsampling interval leads to better
performance is that the algorithm is able to combat the foreground aperture
problem. Increasing the subsampling interval is equivalent to taking fewer
and fewer frames to build the background subspace. Therefore, an object that
was once moving and becomes stationary will have a smaller chance of being
found in subspace’s basis when there are fewer samples from the sequence.
The algorithm will instead consider other features of the scene when forming
the background model and the stopped object will be considered foreground.
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CHAPTER 4
VEHICLE TRACKING WITH KALMAN
FILTER
4.1 Types of Object Trackers
Now that we can successfully detect the vehicles in each video frame, we
move on to tracking each individual vehicle over time in order to extract
its corresponding point trajectory. In [25], Yilmaz et al. list three broad
categories of methods in object tracking. They include point tracking, kernel
tracking, and silhouette tracking.
Point tracking techniques attempt to model objects of interest using a
single point usually through position and velocity. The algorithms then at-
tempt to create correspondences between points in the current and future
frames. Kernel tracking involves building a specific template for the object,
usually based on shape or appearance, and determining the alteration of
this template from one frame to the next via some pre-specified parametric
transformation. Some common kernel tracking methods include mean shift
[26, 27] and the Kanade Lucas Tomasi (KLT) feature tracker [28, 29]. Silhou-
ette tracking methods [30, 31] build accurate models of the object’s shape
or contour and then attempt to locate and segment objects in subsequent
frames that prescribe to the previously mentioned shape or contour models.
Unfortunately, both kernel and silhouette tracking methods require accu-
rate representations of the object’s appearance or shape/contour respectively.
The low resolution and quality of the video sequences found in the dataset
suggest that these types of trackers will not produce reliable point trajecto-
ries. Therefore, we elect to use a Kalman filter [32] to track the positions
and velocities of the vehicles.
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4.2 Tracking via Bayesian Filtering
The Kalman filter is a special subset of Bayesian object trackers [33, 34]. In
all types of Bayesian object trackers, the object of interest is modeled using
a state space. The object’s state, commonly denoted as xt, provides the
observer with a compact representation of the object at time t. In tracking,
the state is commonly the object’s position and velocity in the x and y
directions. Bayesian object trackers also need a function (ft), commonly
called the system model, which relates previous states to the current state:
xt = ft(xt−1, t−1) (4.1)
along with a function (ht), often called the measurement model, that relates
an estimate of the state (zt) to the current state:
zt = ht(xt,ρt) (4.2)
where t and ρt represent the process and measurement noises respectively.
The main objective of Bayesian filtering is to estimate the posterior distri-
bution of the object’s state at time t given all of the measurements up until
time t ( p(xt|z1:t) ). The state vector possesses an initial distribution (p(x0)),
called the prior, based on contextual or background information. The prior
distribution provides the initial estimate for the state’s posterior distribu-
tion, p(x0|z0), which is subsequently updated and estimated in a recursive
fashion. This process can be divided into two steps: (i) prediction and (ii)
update. The prediction step pushes the posterior distribution from time t-1
forward in time using the system model (ft) in order to find the state’s prior
distribution at time t. Then in the update step, the state’s posterior distri-
bution at time t, p(xt|z1:t), is computed by updating the prior. This is done
by taking the new state measurement (zt) obtained from the measurement
model (ht) and applying Baye’s rule:
p(xt|z1:t) = p(zt|xt) p(xt|z1:(t−1))
p(zt|z1:(t−1)) (4.3)
The quantity p(zt|z1:(t−1)) is a normalizing constant to ensure the p(xt|z1:t)
is a valid probability distribution. The computed posterior distribution is
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then used as the prior distribution of the state at time t+1 and the process
is repeated until the object can no longer be detected.
p(xt|z1:t)→ p(xt+1) (4.4)
4.3 Kalman Filter Background Information
Kalman filters are types of Bayesian filters whose state estimation and mea-
surement functions (f, h) are known and linear. In addition, the process
and measurement noises have Gaussian distributions. This means that the
state estimation and measurement equations can be modeled in the following
fashion:
xt = Atxt−1 +Btut−1 + t−1 (4.5)
zt = Htxt + ρt (4.6)
where At relates the previous state estimate to the current state without any
external influence. Bt relates an exterior control input to the current state
and Ht relates the state to the measurement. Also, as mentioned before,
both p(t) and p(ρt) have Gaussian distributions:
p(t) ∼ N (0,Q) (4.7)
p(ρt) ∼ N (0,R) (4.8)
and Q and R are the covariance matrices for the process and measurement
noises respectively. Using the notation from [35], we define the xˆ−t to be the
a priori state estimate and xˆt to be the a posteriori state estimate. The a
priori state error and its covariance matrix (P−t ) are defined as:
e−t = xt − xˆ−t (4.9)
P−t = E[e
−
t e
−
t
T
] (4.10)
Likewise, the a posteriori state error and its covariance matrix (Pt) are ex-
pressed as:
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et = xt − xˆt (4.11)
Pt = E[etet
T ] (4.12)
The state estimation can now be broken up into two steps:
Prediction Step:
xˆ−t = Atxˆt−1 +Btut−1 (4.13)
P−t = At−1Pt−1A
T
t−1 +Qt−1 (4.14)
Update Step:
Kt = P
−
t H
T
t (HtP
−
t H
T
t +Rt)
−1
(4.15)
xˆt = xˆ
−
t +Kt(zt −Htx−t ) (4.16)
Pt = (I−KtHt)P−t (4.17)
4.4 Applying Kalman Filter for Vehicle Tracking
In the context of vehicle tracking, we represent a vehicle’s state using its
position and velocity as follows: xt = [px(t), py(t), vx(t), vy(t)]
T . We also
assume that there is no external forcing function (i.e. ut = 0) and that
matrices At and Ht do not change with time and take the following forms:
A =

1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1
 (4.18)
H =
[
1 0 0 0
0 1 0 0
]
(4.19)
These simplifications are applied to equations (4.5) and (4.6) to yield:
xt = Axt−1 + t−1 (4.20)
zt = Hxt + ρt (4.21)
These changes cause the Kalman prediction and update equations (4.13)-
(4.17) to become:
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Prediction Step:
xˆ−t = Axˆt−1 (4.22)
P−t = APt−1A
T +Qt−1 (4.23)
Update Step:
Kt = P
−
t H
T(HP−t H
T +Rt)
−1
(4.24)
xˆt = xˆ
−
t +Kt(zt −Hx−t ) (4.25)
Pt = (I−KtH)P−t (4.26)
When tracking, we first do object detection through background subtrac-
tion with Robust PCA. This gives us D measurement quantities (zit =
[px(t) py(t)]
T ∈ R2, i ∈ {1, .., D}). Then for the T tracks already present,
we estimate the prior state using the prediction step equations (4.22) and
(4.23). We then try to match the D measurements to the T tracks. For all
the tracks that get assigned a new measurement, we update each track’s state
using the Kalman update equations (4.24)-(4.26). If a measurement is not
assigned to one of the existing tracks, then a new instance of a Kalman filter
is created. On the other hand, if a track is not assigned a new measurement,
it is flagged as being inactive. Tracks that remain inactive for an extended
amount of time are considered complete and subsequently removed. The
pseudocode of our technique is provided in Algorithm 1.
Figures 4.1 and 4.2 show the results of applying the Kalman filter to two
videos sequences: one captured during the day and the other at night. Both
figures show frames from three specific instances in time. They include the
moment of impact along with 10 and 20 frames before. The first two rows dis-
play the point trajectories of each individual car while the third row displays
both point trajectories together.
4.5 Trajectory Formation
After the algorithm has tracked all of the vehicles in a given scene, it outputs
the point trajectory of each vehicle. The algorithm also keeps track of the
vehicle’s velocities in the x and y directions (vx, vy) as well as the vehicle’s
size in pixels (s) and the frame number (f). These features are combined
to form a six-dimensional vector at each point in time. If a vehicle appears
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Algorithm 1 Multiple Vehicle Tracking with Kalman Filter
function Mult Kalman Filt
while (Frames to Read == true) do
F = Read Video Frame()
Detect Vehicle Positions (pi) in Frame F, i ∈ {1, ..., D}
if Vehicle Tracks (tj) are already present, j ∈ {1, ..., T} then
Kalman Prediction Step:
Predict position (pˆj) formed by each track (tj)
Find matches between detections (pi) and existing tracks (pˆj)
Let Tm and Tu be the sets of matched and unmatched tracks
LetDm andDu be the sets of matched and unmatched detections
Note: |Tm| = |Dm|
Kalman Update Step:
Update tracks with assigned detections → Eqs. (4.24)-(4.26)
end if
if |Du| 6= 0 then
Start new tracks tˆk, k ∈ {1, ..., |Du|}
end if
if |Tu| 6= 0 then
Mark tracks {t` ∈ Tu, : ` ∈ {1, ..., |Tu|}} as inactive
end if
Remove tracks that have been inactive for too long
end while
end function
17
(a) 20 Frames
Before Impact
(b) 10 Frames
Before Impact
(c) Moment of
Impact
Figure 4.1: Kalman Filtering Results - Day Scene
(a) 20 Frames
Before Impact
(b) 10 Frames
Before Impact
(c) Moment of
Impact
Figure 4.2: Kalman Filtering Results - Night Scene
in L frames, then the trajectory feature will be a 6 x L matrix formed by
concatenating all of the observed feature vectors. These trajectories will then
be used to perform accident prediction and recognition.
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CHAPTER 5
ACCIDENT PREDICTION AND
RECOGNITION
After tracking, each video has N trajectories for each of the N vehicles that
appear in the sequence. In this chapter, we will discuss how the trajecto-
ries can be used to automatically determine whether a pair of vehicles will
crash and if they do, how they will crash. First, the car trajectories in each
sequence are grouped into pairs. These pairs are then broken up into equal
length windows working backward from the time of impact. The windows are
then labeled depending on their proximity in time to the crash. Finally, the
data is divided into training and test sets and a classifier is used to perform
either prediction or recognition. The entire process is shown in Figure 5.1.
Figure 5.1: Classification Flowchart
5.1 Trajectory Windowing
In order to determine whether two cars will collide or how they collide, we
first need to populate the feature space with samples containing trajectories
from pairs of vehicles. Using the data collected from tracking, we know that
each car has five features at every point in time. These features include:
(i) x coordinate, (ii) y coordinate, (iii) velocity in x direction, (iv) velocity
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in y direction, and (v) spatial area in pixels. If the trajectory is L frames
long then the feature vector for the car will naturally have length 5L. We
also have access to the frame number of each point, however these are not
included and will be used during data labeling instead. A sample feature for
a trajectory of length L is provided in Figure 5.2.
T =

x1 ... xi ... xL
y1 ... yi ... yL
(vx)1 ... (vx)i ... (vx)L
(vy)1 ... (vy)i ... (vy)L
s1 ... si ... sL

Figure 5.2: Sample Trajectory
Unfortunately, different cars have different trajectory lengths. This means
that different pairs of vehicles will have different feature vector lengths when
grouped together. When training a classifier, it is almost always necessary to
have features of the same dimensionality. One rather natural way to address
this problem is to segment the trajectories into windows of a given length.
Starting from the time of the accident, each trajectory is segmented into
windows of fixed length W. Pairs of trajectories are then time-aligned to
ensure correspondence. If one trajectory does not fully fill out a window,
then that segment is discarded. Figure 5.3 illustrates the windowing process
when W = 10 frames.
Figure 5.3: Trajectory Windowing
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Despite being time-aligned, there is still one more problem when construct-
ing the paired trajectory features. This has to do with how the features are
ordered. Given that there is no established convention, na¨ıve concatena-
tion will not suffice. Thus, we present our own convention for feature vector
construction to remove any ambiguity.
5.1.1 Vehicle Selection Convention
In the vast majority of the video sequences considered, the cars travel in one
of two directions. The first is from the bottom-left corner of the frame to the
top-right corner, and the other is from the bottom-right corner of the frame to
the top-left corner. These directions correspond to Brook Street and Jefferson
Street in the scene respectively. We define our convention for selecting the
first vehicle in a trajectory pair based on each car’s starting point. The vector
formed from the center of the image to the car’s starting point provides a
rough estimate of the direction. First, we normalize the location coordinates
by subtracting away the image center µ = [µx, µy]
T = [176, 120]T . We then
compute the angle (θ) each vector makes with the y-axis. An example with
three vehicles is shown in Figure 5.4. In this case, the bottom-right-hand
corner corresponds to positive x and y coordinates.
Figure 5.4: Trajectory Selection
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If we let each car’s initial pixel coordinates be Ci =
[
Cix
Ciy
]
, then x¯i and y¯i
are defined thusly:
x¯i = Cix − µx (5.1)
y¯i = Ciy − µy (5.2)
We then construct the vector (~vi) and compute its angle with the y-axis
as follows:
~vi = y¯i + x¯ij (5.3)
θi = arctan
(
x¯i
y¯i
)
(5.4)
Now, given a pair of car trajectories, we establish the convention that the
car with the most negative angle (θ) will be selected as the first trajectory in
the feature vector. To make this idea clear, consider the following example.
Suppose we observe the scene depicted in Figure 5.4, then we detect three
cars at the intersection in total. The presence of three vehicles indicates that
there are three possible pairs of trajectories. Our algorithm then takes the
starting points C1, C2, and C3 of the cars and computes their corresponding
angles θ1, θ2, and θ3. Suppose the angles turn out to be 30
◦,−15◦, and 10◦ for
cars 1, 2, and 3 respectively. If each car’s trajectory data is called Ti ∈ R1×5W
for i ∈ {1, 2, 3}, then the trajectory feature pair for cars 1 and 2 (F12) will be[
T2 T1
]T
∈ R10W . This also means that the other two feature pairs (F13)
and (F23) will be
[
T3 T1
]T
∈ R10W and
[
T2 T3
]T
∈ R10W respectively.
5.2 Accident Prediction
Given this carefully constructed method to process incoming trajectory data,
we need to define how we will judge whether an accident will occur or not.
Our proposed technique will first separate the point trajectory pairs into
either the training or the test set. Each trajectory pair is then broken up
into windows of length W going backward from the time of impact and given
a binary label (0/1). The window labels are also based directly on the time
of impact. If the time of impact for a given sequence is frame I ′, then the
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window from [I ′ − τ −W, I ′] is labeled 1, where τ is a buffer time, typically
10 frames, and W is the window length. For the accident trajectory pair,
only the window with label 1 is used. For the other non-accident pairs, the
trajectory pair is broken up in a similar fashion to that shown in Figure 5.3
except all of the labels are 0.
Accident prediction is performed by first taking the window samples found
in the training set and training a classifier. Then, given a new incoming win-
dow, the classifier decides whether the cars, from which the point trajectories
were extracted, will have an accident or not. We present our results on acci-
dent prediction in Chapter 6.
5.3 Accident Recognition with an Ontology
5.3.1 Accident Ontology
Though useful, accident prediction does not provide any extra contextual
information about an accident. Oftentimes it is beneficial to know the type
of accident that occurred in order to obtain more informative statistics about
driving habits and fatality trends of certain intersections. Therefore, we
provide a method that not only indicates whether an accident took place,
but also the type and approximate location.
Ontologies [36] provide a way to organize the relationships between a va-
riety of high-level concepts using a simple graphical representation. In ad-
dition, they allow users to model semantic content in multimedia data that
is not immediately evident from just observing the features. In our case,
the concepts that will populate our ontology will be the types of accidents
that occur at the intersection. After analyzing the 351 videos found in the
dataset, we noticed that the data can be organized very concisely using the
ontology shown in Figure 5.5. We see that the two main types of accidents
were either head-on (one car in Brook St. and one car in Jefferson St.) or
on the same side (both cars were on Brook St. or Jefferson St.). The same
side node is then split to indicate the specific street where the accident oc-
curred. The “Other” category represents cases where one car was coming in
the opposite direction of the street. We also included a case for no accident
at all.
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Figure 5.5: Ontology of Accident Types
Label Accident Type
1 Head-On
2 Same Side
3 Other
4 None
5 Jefferson St.
6 Brook St.
Table 5.1: Accident Types and Labels
5.3.2 Simple Multi-Class Classification
The simplest approach for doing accident recognition is to label each trajec-
tory window using just the leaf nodes of the ontology. Suppose we give each
node in the ontology the labels found in Table 5.1. Then all we would need
to do is train any standard multi-class classifier that decides between classes
1, 3, 4, 5, and 6. In Chapter 6 we will show that while simple, this technique
is quite effective nonetheless.
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5.3.3 Training the Ontological Classifier
Though simple and intuitive, training a multi-class classifier to do acci-
dent recognition does not take advantage of the hierarchical structure of
the classes. Knowledge of such a structure should hopefully help in the clas-
sification process. However, an algorithm that only uses two classifiers (one
for each level in the ontology) will not be sufficient. Such an approach would
be very dependent on the performance of the first classifier. Instead we pro-
pose a method for learning a tree that obeys the ontology’s structure devised
by Xu and Huang [37] and show that it achieves comparable performance to
several kinds of multi-class classifiers.
We advocate the use of a tree-based classifier where each node in the tree
contains a subset of the data samples, the labels associated with the data
subset, a classifier, and an output label. The algorithm recursively trains and
applies a classifier to shrinking subsets of the data until a stopping condition
is reached. We consider the following stopping criteria:
(i) insufficient number of data samples
(ii) labels have become homogeneous
(iii) maximum tree depth reached
If the first condition is true, the node is marked as a leaf node and the
algorithm returns. On the other hand, if one of the other two conditions is
true, then the current node is marked as a leaf node and its output label is
assigned the majority label of the remaining data samples. Finally, if none
of the above conditions hold, a classifier is trained using the data samples
X and their true labels y. For each predicted label pi ∈ P, where P is the
set of all predicted labels outputted by the classifier. A new tree node is
constructed with the data samples that were predicted to be pi along with
their corresponding labels. A tentative estimate for the output label is set to
be pi, but can be changed in a future step. This process repeats until each
branch of the tree reaches a stopping criterion. The basic outline of the tree
construction algorithm is provided in Algorithm 2.
In this work, we make some modifications to the method presented in
[37]. First, one will notice that the tree-based classifier is flexible in that it
allows for any type of classifier to be used at each node. In addition, the
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work in [37] classifies each sample using a soft assignment at each of the leaf
nodes, while the tree-based classifier in this thesis uses a hard assignment.
We demonstrate the effectiveness of using our tree-based ontology classifier
versus standard multi-class classifiers in Chapter 6.
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Algorithm 2 Tree Classifier Construction
Let: N = # of Data Samples, D = Max. Depth, I = Set of Intermediate
Classes, P = Set of Predicted Labels, k = Min. # of Samples
function build ont tree(TreeNode T)
Let: X = T.data, y = T.labels, d = T.depth
// If no data samples left
if (X == ∅) then
T.is leaf = true
return
end if
Majority Label: c∗ = get maj label(y)
C = unique(y)
if (|C| == 1) then
if (c∗ ∈ I) then
Replace samples labeled c∗ with labels of children
else
T.is leaf = true
T.out label = c∗
return
end if
end if
// If maximum depth reached
if d ≥ D then
T.is leaf = true
T.out label = c∗
return
end if
// Train New Classifier
for all pi ∈ P do
N = TreeNode(Xp, yp, d+1, out label=pi)
BUILD ONT TREE(N)
end for
end function
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CHAPTER 6
EXPERIMENTAL RESULTS
In this chapter, we demonstrate the effectiveness of our proposed system in
performing accident prediction as well as accident recognition on the Toy-
ota Motor Corp. dataset. First, we discuss our experimental setup for each
individual task. Then we present the average accuracy for accident predic-
tion. Finally, for accident recognition, we illustrate how using an ontologi-
cal classifier yields comparable and sometimes superior results to traditional
multi-class classifiers.
6.1 Experimental Setup
First, we collect the trajectory pairs from all of the video sequences in the
Toyota Motor Corp. dataset. We then split the data into four groups in
order to do 4-fold cross validation. For accident prediction, we train a binary
Support Vector Machine (SVM) with a Radial Basis Function (RBF) kernel
to do the classification. The RBF SVM possesses two parameters that need
to tuned. To do this, we execute a grid search over the parameters C ∈
{0.1, 1, 10, 100} and γ ∈ { 1
1500
, 1
150
, 1
30
, 1
15
} via 3-fold cross-validation on the
training set.
When doing accident recognition, we apply a similar procedure to that
used for accident prediction, except instead of training a binary SVM, we
consider three different types of classifiers: a multi-class SVM with a RBF
kernel, random forests and na¨ıve Bayes. Once again we perform a grid search
and 3-fold cross-validation on the training set to find the best parameters for
the SVM and the random forests. For the multi-class SVM, we consider the
following parameter ranges: C ∈ {1, 10, 100} and γ ∈ { 1
150
, 1
30
, 1
15
}. For the
random forests, we tune the number of estimators ( N ∈ [10 : 10 : 100] ) and
the maximum depth of each decision tree ( D ∈ {10, 20,∞}).
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For the ontological classifier, we use the same classifiers and parameters
considered by the standard multi-class trajectory classifiers and we also do
a grid search and 3-fold cross validation on each node’s training set to find
the best parameter estimates.
6.2 Accident Prediction Results
Table 6.1 displays the performance of the two-class SVM on each fold of the
dataset. It also shows the average accuracy of the algorithm for different
trajectory window lengths. In our experiments, we considered trajectory
lengths of T ∈ {5, 10, 15, 20}. The results in Table 6.1 show that we are able
to achieve over 90% accuracy for all of the window lengths. We also see that
as the trajectory window length increases, the average prediction accuracy
steadily increases. This trend reflects our intuition that the classifier can
make more informed decisions when provided with more time samples.
Table 6.1: Accident Prediction Accuracies (%)
Fold 1 Fold 2 Fold 3 Fold 4 Average
T = 5 93.1 96.0 92.8 90.9 93.2
T = 10 95.0 96.7 93.6 94.0 94.8
T = 15 96.6 97.0 94.2 97.3 95.8
T = 20 97.2 96.9 94.2 97.3 96.4
6.3 Accident Recognition Results
We now compare the results between an ontological classifier and traditional
multi-class classifiers for accident recognition. Tables 6.2, 6.3, and 6.4 dis-
play the average recognition accuracies when using an SVM, a random for-
est, and na¨ıve Bayes as the classifier respectively. These average recognition
accuracies were computed using the 4-fold cross validation procedure pre-
viously mentioned in the Section 6.1. For our experiments, we considered
trajectory window lengths (T) of varying lengths. Specifically, we considered
T ∈ {5, 10, 15, 20, 25}. In each table, the algorithm with the higher average
recognition accuracy is denoted by bold font.
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Table 6.2: Average Recognition Accuracy (%) - SVM
T=5 T=10 T=15 T=20 T=25
w/o Ontology 94.3 96.9 97.8 98.2 98.4
w/ Ontology 96.8 97.4 97.7 98.2 98.5
Table 6.3: Average Recognition Accuracy (%) - Random Forests
T=5 T=10 T=15 T=20 T=25
w/o Ontology 98.2 98.2 98.4 98.0 98.0
w/ Ontology 98.1 98.1 98.1 98.1 98.1
Table 6.4: Average Recognition Accuracy (%) - Na¨ıve Bayes
T=5 T=10 T=15 T=20 T=25
w/o Ontology 93.5 93.3 93.0 93.4 93.3
w/ Ontology 96.9 97.0 96.9 96.3 96.6
From Tables 6.2, 6.3, and 6.4, we can see that using an ontological clas-
sifier produces a higher recognition accuracy for 10 out of the 15 scenarios
tested. Upon closer inspection, we notice that the amount of improvement
is rather dependent on the chosen classifier. An ontology appears to be the
most helpful when using a somewhat simple classifier such as na¨ıve Bayes.
This is expected considering a tree of multiple na¨ıve Bayes classifiers should
yield higher average performance than using just one classifier. Specifically,
lower-level nodes would correctly test samples that were originally misclas-
sified because of the feature independence assumption used by na¨ıve Bayes
classifiers.
On the other hand, when using a more powerful classifier like SVMs or
random forests, we see from Tables 6.2 and 6.3 that using ontology provides
slight improvements in accuracy but not as pronounced as those shown in
Table 6.4. Our explanation for this trend is that since the standard multi-
class classifier performs very well on its own, the misclassified samples must
be particularly difficult to categorize. These samples usually correspond to
outliers of their respective class distributions. Oftentimes, this is because
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the point had great similarity with another point in a different class or the
extracted features were unsuccessful in modeling the discriminative informa-
tion needed for classification. For such rare cases, the chosen classifier will
have little effect on how well the point is classified.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
In this thesis, we presented a fully automatic system for accident prediction
and recognition. Given a video sequence captured by a stationary camera,
our algorithm will: (i) detect the vehicles in each frame using Robust PCA,
(ii) track the vehicles using multiple instances of a Kalman filter, and (iii)
use the trajectory pairs to determine which cars will collide. In addition,
we developed our own ontology for determining different accident types to
be used for recognition. Our results demonstrate that we are able achieve
higher than 90% recognition rates. We also show that using an ontological
tree classifier can further improve the recognition performance in a variety
of settings.
We now turn our focus to directions for future work. One possible area
for consideration is to procure other crash datasets. As is, the Toyota Motor
Corp. dataset is rather limited in the number of video samples and types of
accidents exhibited. Having larger and richer datasets would certainly boost
the accident prediction and recognition algorithm’s abilities to generalize to
new settings. We could use these datasets to further refine our accident
ontology and learn more diverse types of collisions.
Finally, we could try to incorporate more contextual information about
the scene, such as road conditions, in order to aid in accident prediction.
Traffic accidents often occur during inclement weather conditions such as
rain, sleet, or snow. Therefore if the system can automatically detect the
road conditions, the results could possibly be used as features when doing
accident prediction. However, na¨ıve concatenation of car trajectory features
and weather features may not necessarily lead to improved performance.
It may be fruitful to consider techniques such as Multiple Kernel Learning
(MKL) [38] in order to determine the optimal weighting between the two
types of features and eventually lead to better classification.
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