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ABSTRACT
The Ring of Malcev-Neumann Series and the Residue Theorem
A dissertation presented to the Faculty of
the Graduate School of Arts and Sciences of
Brandeis University, Waltham, Massachusetts
by Guoce Xin
We develop a theory of the field of double Laurent series, iterated Laurent series,
and Malcev-Neumann series that applies to most constant term evaluation problems.
These include (i) MacMahon’s partition analysis, counting solutions of systems of
linear Diophantine equations or inequalities, counting the number of lattice points in
convex polytopes, (ii) evaluating combinatorial sums and their generating functions,
and proving combinatorial identities, and (iii) lattice path enumeration such as walks
on the slit plane and walks on the quarter plane.
In the general setting of this new theory, the natural definition of “taking the
constant term” of a formal series works well and thus the operators of taking con-
stant terms commute with each other. The proof of Bousquet-Me´lou and Schaeffer’s
conjecture about walks on the slit plane is included. In addition, the counting prob-
lem of walks on the half plane avoiding the half line is solved. Jacobi’s multivariate
residue theorem is generalized to a field of Malcev-Neumann series, which gives a
new interpretation and a better understanding of the residue theorem. One appli-
cation of the residue theorem is a concise proof of Dyson’s conjecture.
A new algorithm for partial fraction decompositions is developed. This new
algorithm is fast and uses little storage space. It also results in an efficient algorithm
for MacMahon’s partition analysis and related constant term evaluations.
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CHAPTER 0
Introduction
This thesis is about combinatorial applications of formal Laurent series. Our
central topic is constant term evaluations, or equivalently, residue evaluations. We
will develop a general setting for working with constant term evaluations that arose
in many areas. These include three major ones: (i) MacMahon’s partition analysis,
counting solutions of systems of linear Diophantine equations or inequalities, count-
ing the number of lattice points in convex polytopes, (ii) evaluating combinatorial
sums and their generating functions, and proving combinatorial identities, and (iii)
lattice path enumeration such as walks on the slit plane and walks on the quarter
plane.
Simply speaking, we mainly deal with formal Laurent expansion of multivariate
rational functions.
Let K be a field. Starting from the field K((x)) of Laurent series, we study
the field K((x))((t)) of double Laurent series, which is the field of Laurent series
in t with coefficients in K((x)). Then we generalize to the multivariate case, the
field K〈〈x1, . . . , xn〉〉 of iterated Laurent series. Finally we generalize to the ring of
Malcev-Neumann series. The latter three fields and rings have been little studied
by combinatorists but have many applications. Our general setting is in them.
0-1. Connection to Complex Analysis
To understand formal Laurent expansions of rational functions in a simple fash-
ion, we connect them with complex analysis. Note that the arguments in this section
are not rigorous.
1
2 0. INTRODUCTION
First let A and B be two complex numbers. Then A − B has a reciprocal if
A 6= B. We have the following geometric series expansion
1
A−B =


1
B
−1
1−A/B = −
∑
n≥0A
n/Bn+1, if A < B,
1
A
1
1−B/A =
∑
n≥0B
n/An+1, if A > B.
(1)
The observation is that in order to get a series expansion of 1/(A−B), we need
to know what is A and B is greater. Note that the above expansions makes no sense
when C is replaced with an arbitrary field K.
Now let K be a field. By introducing a new variable x, and treating x as o(1), or
equivalently x < c for all 0 6= c ∈ K, we informally get the field K((x)) of Laurent
series.
Now let A and B be two series in K((x)). How can we expand 1/(A − B) in
K((x))? Informally, we have the expansions in (1), except that the relation A < B
is replaced with A = o(B). When A = O(B) we cannot expand 1/(A−B) in terms
of A and B. This argument can be made rigorous by the composition law of K[[x]].
How to generalize this idea to the two variable case? The obvious way of letting
t = o(x) does not work, because we will have trouble in expanding 1/(x2 − t). The
solution is letting t < c for all 0 6= c ∈ K((x)). This is our field K((x))((t)) of
double Laurent series, i.e., the field of Laurent series in t with coefficients in K((x)).
This idea naturally generalizes to the multivariate case, the field of iterated
Laurent series, and we always have the expansions in (1) depending on A = o(B)
or B = o(A).
Let us recall the well-known result about residues in complex analysis:
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Theorem 0-1.1. Let γ be a simple curve in C. If f is meromorphic function that
has no singularity on γ, then
1
2πi
∫
γ
fdz =
∑
a∈E
Res
z=a
f,
where E is the set of singularities of f that lie inside γ.
In our general setting, e.g., for F = F (x, t) in K((x))((t)), Resx F is defined to
be [x−1]F . It can be thought of as
Res
x
F =
1
2πi
∫
γ
F (z, t)dz,
where γ is the curve |z| = x, and the plane of complex numbers should be replaced
with the plane of K((x))((t)) as shown in Figure 1.
0 t x 1
1
x
1
t
Figure 1. The plane of K((x))((t))
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The shaded regions are described as follows. Note that there are gaps between
those shaded regions.
{ 0 } →֒ tK((x))[[t]] →֒ tK((x))[[t]] ∪ xK[[x, t]]
→֒ tK((x))[[t]] ∪K[[x, t]] →֒ K((x))[[t]] →֒ K((x))((t)).
When integrating along the curve |z| = x, we need only consider those singulari-
ties inside the curve. Since the singularities must be independent of x, they belongs
to K((t)). Using this understanding, Theorems 1-3.14 and 1-5.17 can be thought as
variations of the complex residue theorem.
The plane for K〈〈x1, . . . , xn〉〉 can be drawn similarly, but the shaded regions
would be hard to describe.
0-2. Structure of This Thesis
This thesis consists of five chapters. Chapter 0 is this introduction. We connect
our theory to complex analysis in the previous section. This connection will give a
guide on how to expand rational functions.
In Chapter 1 we rigorously develop the theory of K((x))((t)), the field of double
Laurent series. The study of this field was inspired by the application of K[[x, t/x]]
by (Gessel 1980). Results by (Bousquet-Me´lou and Schaeffer 2002) about walks on
the slit plane stimulated our research.
We proceed by introducing the basic concepts and operators, in which three
decompositions of double Laurent series are formally given. The first one is used
frequently. It says that we can uniquely separate a given f into two parts: one
with only nonnegative powers in x, and the other with only positive powers in x.
The second decomposition gives the concept of initial term that evolves from that
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of K((x)). In terms of complex analysis, a monomial f is the initial term of F
if and only if F = f + o(f). This gives a guide on expanding 1/F into a double
Laurent series. The third decomposition comes from the unique factorization lemma
in (Gessel 1980) and (Bousquet-Me´lou and Schaeffer 2002). It says that if the initial
term of f is 1 then f can be uniquely factored into three parts: one with only positive
powers in x, one being independent of x, and one with only negative powers in x.
It is obtained from the first decomposition by taking a logarithm. It has many
applications to lattice path enumeration.
An element f(x, t) ∈ K((x))((t)) has the form
f(x, t) =
∑
n≥n0
an(x)t
n,
where an(x) is a Laurent series in x for all n. It can also be written in the form
f(x, t) =
∑
m∈Z
∑
n≥n0
amnx
mtn,
where amn is in K.
We define the constant term of f in x to be
CT
x
f(x, t) =
∑
n≥n0
(
CT
x
an(x)
)
tn =
∑
n≥n0
a0nt
n.
Now let F and G in K((x))((t)) contain only nonnegative powers in x. One basic
problem is to evaluate the constant term CTx xF/G, or equivalently Resx F/G.
The most useful result in Chapter 1 is Theorem 1-3.14, which gives a formula
for ResF/G in terms of Y when G has only one simple root Y that is o(x). It is
a generalization of the Lagrange inversion formula (Stanley 1999, Theorem 5.4.2),
and can be used to derive the multivariate Lagrange inversion formula as described
6 0. INTRODUCTION
in Section 3-3. Other applications of Theorem 1-3.14 can be found in Chapter 4
on lattice path enumerations. It plays an important role in proving a conjecture of
Bousquet-Me´lou about walks on the slit plane. See Section 4-5 or (Xin 2004).
Another useful result is Theorem 1-3.6, which gives a formula for ResF/G in
terms of all the roots that are o(x).
As an application, we give a short proof of the well-known result: the diagonal
of a rational power series in two variables is algebraic. See, e.g., (Stanley 1999,
Theorem 6.33). Note that we also use Puiseux’s Theorem.
In evaluating CTx xF/G, knowing the properties of the roots of G(x, t) will be
helpful. This is the motivation of Section 1-5. We generalize Puiseux’s Theorem a
little bit and use it to evaluate CTx xF/G.
In Chapter 2 we study the field of iterated Laurent series K〈〈x1, . . . , xn〉〉. The
fundamental result is Proposition 2-1.2, which says that a formal series is an iterated
Laurent series if and only if it has a well-ordered support.
This result validates the application of the constant term operator CTxj naturally
defined by
CT
xj
∑
(i1,...,in)∈Zn
ai1,...,inx
i1
1 · · ·xinn =
∑
(i1,...,in)∈Zn,ij=0
ai1,...,inx
i1
1 · · ·xinn ,
where ai1,...,in belongs to K.
This natural definition has some nice properties, such as CTxi commutes with
CTxj , and CTxi commutes with
∑
. It is also consistent with the previous definitions.
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For example, Zeilberger (1999) proved a conjecture of Chan et al. (2000) by
showing an identity equivalent to
CT
x1
· · ·CT
xn
1∏n
i=1(1− xi)
1∏
i<j(xi − xj)
= C1 · · ·Cn−1, (1)
where Cn is the Catalan number. As pointed out in (Baldoni-Silva and Vergne
2001), this identity should be interpreted as taking iterated constant terms; i.e.,
while applying CTxn to a rational function, we expand it as a Laurent series in xn.
The result is still a rational function and we can apply CTxn−1 , . . . , CTx1 iteratively.
Note that in this definition, CTxi does not commute with CTxj .
Our approach is to treat a rational function as an element in K〈〈x1, . . . , xn〉〉,
and then take the constant terms. So after specifying the working field, the iterated
constant term operator is simply CTx1,...,xn.
Once knowing this general setting, the basic computational rules are easy to use.
In fact, the residue computation can be done similarly as in complex analysis. The
difference is that we shall use the plane of K〈〈x1, . . . , xn〉〉 instead of the plane of
complex numbers.
Section 2-3 is the application to combinatorial sums. We did not include many
examples because much of this work has been done in (Egorychev 1984). But we
believe that our approach is simpler.
Section 2-4 gives a new algorithm for partial fraction decompositions of rational
functions. This new algorithm is fast and uses little storage space. We give a natural
proof of the nice reciprocity law for higher dimensional Dedekind sums in (Zagier
1973).
Section 2-5 is the application to MacMahon’s partition analysis, which has been
given a new life by Andrews et al. (2001c) in a series of papers. The problem is
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reduced to evaluating the constant term of a special type of rational function, which
we call the Elliott-rational functions. The denominators of these rational functions
have simple factors of one or two terms. The constant terms of Elliott-rational
functions are still Elliott-rational. Thus taking constant term in several variables
can be reduced to iteratively taking constant term in one variable.
Our approach is to embed the rational functions in a field of iterated Laurent
series, so that its series expansion is separated from its rationality. More precisely,
we first use partial fraction decomposition and then apply its series expansion. This
approach results in an efficient algorithm as given in Section 2-5.
Chapter 3 develops the most general setting: the ring of Malcev-Neumann series
(or MN-series for short). Let K be a field and let G be a totally ordered group; i.e.,
G has a total ordering that is compatible with its group structure. Let Kw[G] be
the set of all formal series in G that have a well-ordered support. Malcev (1948) and
Neumann (1949) showed that Kw[G] is a division algebra that includes the group
ring K[G] as a subalgebra. The importance of this result was to solve an algebraic
problem: K[G] has no zero divisors if G can be made a totally ordered group.
Using the construction of MN-series in (Passmann 1985), we show that the field
K can be replace with a commutative ring R with a unit, and that G can be a
monoid. So Rw[G] is the ring of MN-series.
In Section 3-2, we show that under the reverse lexicographical ordering, the
field Kw[Z
n] is isomorphic to K〈〈x1, . . . , xn〉〉. So the field of iterated Laurent series
is a special case of the field of MN-series. Next we give the residue theorem for
the ring of MN-series. This is a twisted multivariate residue theorem. This is the
most significant result in the thesis from several aspects. First of all, there is no
known analogous explanation of this twisting in complex analysis. Next, as we will
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discuss in Section 3-2, this result includes other (combinatorial) residue theorems
as special cases, and it has fewer conditions. Finally, our result asserts that the
residue theorem in fact involves two rings (or fields), which has been overlooked by
combinatorists.
Using our residue theorem, we give another view of the Lagrange inversion for-
mula in Section 3-3, and we give two proofs of Dyson’s conjecture in Section 3-4.
Section 3-5 simplifies the proof of the Morris identity by (Baldoni-Silva and Vergne
2001). Section 3-6 talks about the theoretical aspects of MacMahon’s partition anal-
ysis. We give a new proof of the reciprocity theorem for a system of homogeneous
linear Diophantine equations by Stanley (1974).
Chapter 4 is the applications to lattice path enumeration. We use the bridge
lemma in (Bousquet-Me´lou and Schaeffer 2002) and the concept of Gessel pair, that
results from (Gessel 1980), to work with lattice path enumeration problems.
We simplify the previous works about walks slit plane in (Bousquet-Me´lou and Schaeffer
2002; Bousquet-Me´lou 2001). Section 4-4 solves a problem proposed by (Bousquet-Me´lou
2001) and solves some new types of lattice path problems. Section 4-5 solves a con-
jecture in (Bousquet-Me´lou and Schaeffer 2002). In all of this work, Theorem 1-3.14
is a basic tool.
Section 4-6 is about walks on the quarter plane, studied by (Bousquet-Me´lou
2002; Bousquet-Me´lou 2002; Bousquet-Me´lou and Petkovsˇek 2003) in several papers.
We give a simple description for the functional equation we need to solve, and
described the solution for a simple case.
CHAPTER 1
The Field of Double Laurent Series
1-1. Notations and Background
In this thesis, R is always a commutative ring with unit, and K is always a
field of characteristic 0. Let t be a formal variable. We review some conventional
notation.
(1) R[t]: the ring of polynomials in t with coefficients in R.
(2) R(t): the ring of rational functions in t.
(3) R[[t]]: the ring of formal power series in t.
(4) R[t, t−1] the ring of Laurent polynomials in t.
(5) R((t)) the ring of Laurent power series in t.
The ring K[[x]] has been studied by many authors. Generating functions of most
combinatorial objects are inK[[x]], or inK[[x1, x2, . . . , xn]] for the multivariate case.
The ring K[[x]] is a local ring. Its unique maximal ideal is generated by x. Thus
by adjoining x−1, we can get its quotient field K((x)), which is called the field of
Laurent series in x. We can identify K((x)) with K[[x]][x−1], the polynomial ring
in x−1 with coefficients in K[[x]]. We will see that in many situations, it is more
advantageous to work in K((x)), because of its field structure, than in K[[x]].
An element η ∈ K((x)) has the form
η =
∑
n≥n0
anx
n,
11
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where an ∈ K for all n. If an0 6= 0, then we say that η has order n0, and η can
be written as xn0ρ, with ρ an ordinary power series with nonzero constant term.
Moreover, η−1 has order −n0 since η−1 = x−n0ρ−1. We have the following three
situations.
(1) If η has positive order, then η ∈ xK[[x]].
(2) If η has order zero, then η is a unit in K[[x]].
(3) If η has negative order, then η−1 ∈ xK[[x]].
Obviously, if η(x) ∈ K((x)), then η(x−1) ∈ K((x−1)). The field K((x−1)) will
turn out to be useful later. Now let us look at some basic facts.
Clearly we have K((x))∩K((x−1)) = K[x, x−1], the ring of Laurent polynomials
in x. Now let η ∈ K[x, x−1]. The expansion of η−1 in K((x)) is usually different
from the expansion of η−1 in K((x−1)). For example, consider η = 1 − x ∈ K[x].
The expansion of η−1 in K((x)) is
1
1− x =
∑
n≥0
xn,
while the expansion of η−1 in K((x−1)) is
1
1− x =
x−1
x−1 − 1 = −
x−1
1− x−1 =
∑
n≥0
−x−n−1.
So we shall specify the working field whenever the reciprocal η−1 comes into
account.
Remark 1-1.1. The set of all elements of the form
∑
n∈Z anx
n is not a ring under
the usual multiplication.
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The field of double Laurent series K((x))((t)) is a field extension of K((x)).
It contains all the Laurent series in t with coefficients in K((x)). The study of
K((x))((t)) is inspired by Gessel’s work on the ring K[[x, y/x]] in (Gessel 1980),
and stimulated by the work in (Bousquet-Me´lou and Schaeffer 2002).
Algebraic power series form a frequently used class of generating functions in
combinatorial theory. We include the definition of (Stanley 1999) as follows.
Definition 1-1.2. Let K be a field. A formal power series η ∈ K[[x]] is said to be
algebraic if there exist polynomials P0(x), P1(x), . . . , Pd(x) ∈ K[x], not all 0, such
that
P0(x) + P1(x)η + · · ·+ Pd(x)ηd = 0. (1-1.1)
The smallest positive integer d for which (1-1.1) holds is called the degree of η.
Note that an algebraic series η has degree one if and only if η is rational. We
denote Kalg[[x]] the set of all algebraic power series over K.
Example 1-1.3. Let
η = (1− 4x)− 12
Then we have (1 − 4x)η2 − 1 = 0. Hence η is algebraic of degree one or two. It is
easy to check that η is algebraic of degree one if and only if the characteristic of K
is 2.
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1-2. Basic Concepts and Operators
a. Concepts
An element f(x, t) ∈ K((x))((t)) could be written in the form
f(x, t) =
∑
n≥n0
an(x)t
n,
where an(x) is a Laurent series in x for all n. It can also be written as
f(x, t) =
∑
m∈Z
∑
n≥n0
amnx
mtn,
where all the amn are in K and some of them are restricted to be zero.
We denote by [xmtn]f(x, t) the coefficient of xmtn in f(x, t). Two elements in
K((x))((t)) are equal if and only if all of the corresponding coefficients are equal.
Note that K((x))((t)) is different from K((t))((x)). It is not hard to see that the
intersection of the two fields is K((x, t)), which is called the ring of Laurent series
in x and t. It can be identified with K[[x, t]][x−1, t−1].
Similarly, we can consider the fieldK((x−1))((t)), which is isomorphic toK((x))((t)).
It is easy to see that f(x, t) ∈ K((x))((t)) if and only if f(x−1, t) ∈ K((x−1))((t)).
The map induced by x→ x−1 connects these two fields. The intersection
K[x, x−1]((t)) = K((x))((t)) ∩K((x−1))((t))
is the ring of Laurent series in t with coefficients that are Laurent polynomials of x.
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Polynomials in x, t are clearly in K((x))((t)). Several other basic series that we
are going to use are listed as follows.
1
1− t =
∑
n≥0
tn,
(1 + t)α =
∑
n≥0
(
α
n
)
tn, for all α ∈ C,
log
1
1− t =
∑
n≥1
1
n
tn,
et =
∑
n≥0
1
n!
tn
We call the following the composition law of K((t)).
Lemma 1-2.1. If u = u(t) ∈ K[[t]] has constant term 0, and f(t) ∈ K((t)), then
f(u(t)) ∈ K((t)).
Proof. Write f(t) = tn0g(t) where g(t) ∈ K[[t]] with nonzero constant term.
Then g(u(t)) ∈ K[[t]] by the composition law of formal power series (see, e.g.,
(Stanley 1997)). Hence f(u(t)) = (u(t))n0g(u(t)) belongs to K((t)) by its field
structure. 
In K((x))((t)), the composition law is just the application of Lemma 1-2.1 on
K((x)), and on K((x))((t)) by passing the base field to K((x)).
Proposition 1-2.2. If f(x, t) ∈ K((x))((t)), g(x, t) ∈ tK((x))[[t]], and h(x) ∈
xK[[x]], then f(h(x), g(x, t)) ∈ K((x))((t)).
The field structure of K((x))((t)) and the composition law make it possible for
us to work with a large class of series. For example, we can work with rational
functions.
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Every rational function P (x, t)/Q(x, t) with P (x, t), Q(x, t) ∈ K[x, t] has a unique
expansion in K((x))((t)). To expand it, we write
Q(x, t) =
m∑
i=d
ai(x)t
i,
where ad(x) 6= 0. Then
P (x, t)
Q(x, t)
=
P (x, t)
ad(x)td
1
1 + t
∑m
i=d+1 ai(x)t
i−d−1/ad(x)
.
By symmetry, every rational function also has an expansion in K((t))((x)). But
these two expansions are usually different. For example, in K((x))((t)) we have
1
t− x =
1
−x
1
1− t/x =
∑
n≥0
−x1−ntn,
but in K((t))((x)) we have
1
t− x =
1
t
1
1− x/t =
∑
n≥0
t1−nxn.
For any element f(x, t) ∈ K((x))((t)), we have the following three decomposi-
tions, which help us to understand the behavior of double Laurent series. The first
decomposition is straightforward but frequently used.
Lemma 1-2.3 (First Decomposition). Any f(x, t) in K((x))((t)) can be uniquely
written as f1+ f2, where f1 contains only nonnegative powers in x, and f2 contains
only negative powers in x.
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We call f1 the nonnegative part of f in x, denoted by PTx f(x, t), and f2 the
negative part, denoted by NTx f(x, t). Thus f(x, t) = PTx f(x, t)+NTx f(x, t) and
PT
x
f(x, t) =
∑
n≥n0
∑
m≥0
amnx
mtn,
NT
x
f(x, t) =
∑
n≥n0
∑
m<0
amnx
mtn.
Note that f1(x, t) is in K[[x]]((t)), but f2(x, t) is actually in K[x
−1]((t)).
If f contains only nonnegative powers in x, then f = PTx f , and we say that
f is PT in x. Similarly we can define f to be NT in x if f contains only negative
powers in x. Of course we can define PTt f(x, t) and NTt f(x, t), but they are not
as useful.
On the issue of finding the right expansion for a reciprocal, the second decom-
position, as shown below, is going to be helpful.
Lemma 1-2.4 (Second Decomposition). Any f(x, t) in K((x))((t)) can be uniquely
written as
f(x, t) = cxm0tn0g(x)h(x, t), (1-2.1)
where c ∈ K is a constant, g(x) ∈ K[[x]] with constant term g(0) = 1, and h(x, t) ∈
K((x))[[t]] with h(x, 0) = 1.
In the second decomposition of f(x, t), as given by (1-2.1), we call cxm0tn0 the
initial term of f(x, t), and (m0, n0) the order of f(x, t). Moreover the second de-
composition of 1/f(x, t) is given as follows:
1
f(x, t)
=
1
c
x−m0t−n0
1
g(x)
1
h(x, t)
,
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where the meanings of 1/g(x) and 1/h(x, t) are clear.
In the following Lemma 1-2.5, h(x, t), as in Lemma 1-2.4, can be decomposed
further. This decomposition is called the Unique Factorization Lemma by (Gessel
1980), and by (Bousquet-Me´lou and Schaeffer 2002). It follows from the first de-
composition through taking a logarithm, and has some nice applications in lattice
path enumeration, as we shall discuss later in chapter 4.
Lemma 1-2.5 (Third Decomposition). Let h(x, t) be an element in K((x))[[t]], in
which the constant term in t is 1, i.e., h(x, 0) = 1. Then h has a unique factorization
in K((x))[[t]] such that h = h−h0h+, where h− ∈ K[x−1][[t]], h0 ∈ K[[t]], and
h+ ∈ K[[x, t]]. Moreover, all the constant terms of h−, h0, and h+ are 1.
Proof. Let log h =
∑
i,j bijx
itj. Then
h− = exp
( ∑
i<0,j>0
bijx
itj
)
,
h0 = exp
(∑
j≥1
b0jt
j
)
,
h+ = exp
( ∑
i>0,j>0
bijx
itj
)
.
The uniqueness follows from the first decomposition. 
The importance of the third decomposition is due to Gessel (1980), who con-
nected it with the factorization of lattice paths. It is also an important tool in the
work of (Bousquet-Me´lou and Schaeffer 2002).
Remark 1-2.6. Note that we shall still get a unique factorization if we group h0
and h+ together. More precisely, if h = h1h2 with h1 ∈ K[x−1][[t]] and h2 ∈ K[[x, t]],
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and both have initial term 1, then h1 = h− and h2 = h0h+. Similarly we can group
h− and h0 together.
b. Operators
One of the basic operators on K((x))((t)) is CTx, which takes the constant term in
x of a series.
Definition 1-2.7. For any a(x) ∈ K((x)), we denote by CTx a(x) the constant
term [x0]a(x) of a(x). Also for f(x, t) ∈ K((x))((t)), we define
CT
x
f(x, t) =
∑
n≥n0
(
CT
x
an(x)
)
tn =
∑
n≥n0
a0nt
n.
Clearly, we have CTx f(x, t) = PTx f(x, t)|x=0 . On the other hand, we will give
a formula for PTx f(x, t) in terms of CTx.
For any Laurent series h(x), the residue of h(x) in x is defined to be
Res
x
h(x) = [x−1]h(x) = CT
x
xh(x).
So essentially, the operator Resx plays the same role as the operator CTx. Mathe-
maticians are familiar with residue computations, because in complex analysis, the
residue can be represented as an integral. For example, see (Egorychev 1984). The
operator CTx is also frequently used, for it is more convenient in many situations.
For instance, if f(x, t) is PT in x, then CTx f(x, t) = f(0, t). This fact is seldom
noticed in residue computation, but easy to use in constant term evaluation. We
will use both operators. Note that Resx f = CTx xf , and CTx f = Resx x
−1f .
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Definition 1-2.8. The Hadamard product of two series f(t) =
∑
n≥0 ant
n and
g(t) =
∑
n≥0 bnt
n is defined to be
f(t)⊙ g(t) =
∑
n≥0
anbnt
n.
The computation of Hadamard product can be converted into constant term
evaluation. We have
f(t)⊙ g(t) = CT
x
f(t/x)g(x).
We can prove the following well-known result. See, e.g., (Stanley 1997).
Theorem 1-2.9. If f, g ∈ K[[t]] are also rational, then f ⊙ g is rational.
We will give a more general form of this result in terms of constant terms later.
Now let us do an example.
If we want to compute f ⊙ g for rational f and g, we can use the partial fraction
method. For example, if f and g are both the generating function of Fibonacci
numbers, i.e.
f(t) = g(t) =
1
1− t− t2 ,
then we can compute f ⊙ g as follows.
Using Maple we can convert f(t/x)g(x) into partial fraction in x,
(
1− t
x
− t
2
x2
)−1 (
1− x− x2)−1
=
t (x+ t− t2)
(1− 2t− 2t2 + t3)x2 (1− t/x− t/x2) + 1− t+ tx(1− 2t− 2t2 + t3) (1− x− x2) .
We see that on the right hand side of the above equation, the first term contains
only negative powers in x and the second term contains only nonnegative powers in
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x. So by setting x = 0 in the second term, we get
f(t)⊙ f(t) = CT
x
f(t)f(t/x) =
1− t
1− 2t− 2t2 + t3 .
The above argument can be used to compute the Hadamard product of several
rational functions.
Definition 1-2.10. The diagonal of an element
f(x, t) =
∞∑
m=−∞
∞∑
n=n0
amnx
mtn
in K((x))((t)) is defined to be
diag(f)(t) =
∞∑
n=n0
annt
n.
The diagonal can be converted into constant term evaluation. We have
diag(f)(t) = CT
x
f(x, t/x).
If f(x, t) is also in K((t))((x)), then diag(f)(x) = CTt f(x/t, t) by symmetry.
We will see that some results on diagonal are more suitably reformulated in terms
of constant terms.
The partial differential operators
∂
∂x
and
∂
∂t
are useful. One important fact is
that Resx
∂f(x, t)
∂x
= 0 for any f(x, t) ∈ K((x))((t)), and similarly for t. As a direct
consequence, we have that for any f, g ∈ K((x))((t)),
Res
x
∂f
∂x
(x, t) · g(x, t) = −Res
x
f(x, t) · ∂g(x, t)
∂x
,
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since Resx
∂
∂x
[f(x, t)g(x, t)] = 0. This shows why it is sometimes more convenient
to use residues than to use constant terms.
The integration operator
∫ · dx can only be applied to elements f(x, t) with
Resx f(x, t) = 0.
The last useful operator in this section is the divided difference operator.
Definition 1-2.11. The divided difference operator ∂a with respect to x defined
on functions or series f(x) is given by
∂af(x) =
f(x)− f(a)
x− a .
In this thesis, we are only going to use divided difference operators with respect
to one particular variable. When this variable is clear, we will omit it.
Let R be a commutative ring with unit. If u is a new variable, then ∂u is a linear
operator from R[[x]] to R[[x, u]]. We have
∂u
∑
n≥0
anx
n =
∑
n≥0 anx
n −∑n≥0 anun
x− u =
∑
n≥0
an
(
xn−1 + xn−2u+ · · ·+ un−1) .
If u belongs to xR[[x]], then ∂uf(x) ∈ R[[x]]. If u = x, then ∂x reduces to the
derivative.
It is easy to see that ∂uf(x) is symmetric in u and x, and if f(x) ∈ R[x] is a
polynomial, then the degree of ∂uf(x) in x is one less than that of f(x). Moreover,
the result of ∂u acting on a rational function is still a rational function.
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Let
∆(z1, . . . , zn) =
∏
i<j
(zi − zj) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
un0 u
n
1 · · · unn
un−10 u
n−1
1 · · · un−1n
...
...
...
...
1 1 1 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
be the Vandermonde determinant in z1, . . . , zn. Then we have the following result,
which will be used in the next section.
Lemma 1-2.12. Taking divided difference with respect to u0, we have
∂u1∂u2 · · ·∂unf(u0) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
f(u0) f(u1) · · · f(un)
un−10 u
n−1
1 · · · un−1n
...
...
...
...
1 1 1 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
∆(z1, . . . , zn)
−1 (1-2.2)
=
n∑
i=0
f(ui)∏
j 6=i(ui − uj)
. (1-2.3)
In particular,
∂u1∂u2 · · ·∂unum+n0 = hm(u0, . . . , un) =
∑
0≤i1≤···≤im≤n
ui1 · · ·uim, (1-2.4)
which is a complete symmetric function of u0, . . . , un.
Proof. The equivalence of (1-2.2) and (1-2.3) follows by expanding the deter-
minant by the first row. It is a well-known result in the theory of symmetric function
that equation (1-2.2) reduces to (1-2.4) when f(u0) = u
m+n
0 .
Now by linearity, it suffices to show that the lemma is true for all integers m
and f(u0) = u
m
0 . For m ≥ 0, we can look at the result of applying ∂u1∂u2 · · ·∂un to
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the generating function 1/(1− u0z). By induction on n, we have
∂u1∂u2 · · ·∂un
1
1− u0z =
1
(1− u0z) · · · (1− unz) . (1-2.5)
Equation (1-2.4) hence follows by equating coefficients of z. The case m < 0 is
similar. 
1-3. Computational Rules in K((x))((t))
In this section we shall establish the computation rules and the residue theorem
in the field of double Laurent series. These rules will be generalized in the next two
chapters. In all situations, we shall see that the right expansion of a reciprocal is
important to our computations.
We start from the following easy fact: If u is independent of x, then
CT
x
(∑
n≥0
un/xn
)
· xk =

 u
k if k ≥ 0,
0 if k < 0.
Thus by linearity, we have the following.
Lemma 1-3.1. If f(x) =
∑
n≥0 anx
n, i.e., f is PT in x, then
CT
x
(∑
n≥0
un
xn
)
· f(x) = f(u).
Note that in the field K((x))((u)) we can say that
∑
n≥0
un
xn
=
1
1− u/x =
x
x− u.
But the above equation is not true in K((u))((x)).
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In order to use rational functions, we shall specify the ring in which we are
working. In this section, we are working in K((x))((t)) or K((x−1))((t)), i.e., series
in t.
We have three situations for the expansion of 1/(x−u), as stated in the following
lemma.
Lemma 1-3.2. Let R be a commutative ring with unit. Suppose u = u(t) is a
Laurent series in t, and v(t) = 1/u(t). Then we have
a) If u(t) ∈ tR[[t]], then (x− u(t))−1 belongs to x−1R[x−1][[t]]. The following
expansion is valid in both R((x))[[t]] and R((x−1))[[t]].
1
x− u(t) =
1
x
1
1− u(t)x−1 = x
−1∑
n≥0
x−nu(t)n. (1-3.1)
b) If v(t) ∈ tR[[t]], then (x−u(t))−1 belongs to R[x][[t]]. The following expan-
sion is valid in both R((x))[[t]] and R((x−1))[[t]].
1
x− u(t) =
v(t)
v(t)x− 1 = −
v(t)
1− xv(t) = −
∑
n≥0
xnu(t)−n−1. (1-3.2)
c) If u(t) ∈ R[[t]] and u(0) 6= 0, then the expansion of (x−u(t))−1 in R((x))[[t]]
is (1-3.2), and the expansion in R((x−1))[[t]] is (1-3.1).
Remark 1-3.3. Note that only in case c) do we have different expansions of 1/(x−
u) in the two rings R((x))[[t]] and R((x−1))[[t]]. This small difference results in
parallel theories.
Convention: If we write CTx, then we are working in R((x))((t)). If we write
CTx−1 f(x, t), then we are working in R((x
−1))((t)). So f is PT in x−1 means that
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f belongs to the ring R((x−1))((t)), and that f contains only nonnegative powers in
x.
Now applying Lemma 1-3.1 to the above lemma, we have
Corollary 1-3.4. If Q(x, t) is PT in x and u = u(t) ∈ tR[[t]], then
CT
x
x
x− uQ(x, t) = Q(u, t). (1-3.3)
If Q(x, t) is PT in x−1 and u = u(t) ∈ R[[t]], then
CT
x−1
x
x− uQ(x, t) = Q(u, t).
Remark 1-3.5. Note that if u has constant term nonzero, the composition law
will not guarantee the existence of Q(u, t), but the condition of Q(x, t) being PTx−1
is sufficient. The condition of Q(x, t) being PTx is equivalent to t
kQ(x, t) ∈ R[[x, t]]
for some integer k. Since t can be factored out when taking the constant term in
x, we can simply say that Q(x, t) ∈ R[[x, t]] instead of Q(x, t) is PTx in the two
variable case. A similar situation does not happen in the multivariate case.
Now we show that the PT operator can also be realized by CT. Let Q(x, t) =
Q1(x, t) + Q2(x, t) be the first decomposition of Q(x, t) in x. Then Q2(x, t) is NT
in x, which implies that Q2(x, t)
x
x−u is also NT in x, and thus has a zero constant
term in x. Now we have
CT
x
Q(x, t)
x
x− y = CTx Q1(x, t)
x
x− y = Q1(y, t) = PTy Q(y, t).
We can generalize Corollary 1-3.4 in two directions. One is the following result.
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Theorem 1-3.6. If u1, . . . , un ∈ tR[[t]] for all n, then for any Q(x, t) that is PTx
we have
PT
x
Q(x, t)
n∏
i=1
1
x− ui = ∂un∂un−1 · · ·∂u1Q(x, t).
In particular,
CT
x
xQ(x, t)
n∏
i=1
1
x− ui =
n∑
i=1
Q(ui, t)
∏
1≤j≤n
j 6=i
1
ui − uj .
We need the following lemma.
Lemma 1-3.7. If Q(x, t) is PT in x, and if u = u(t) is a formal power series in t
with constant term 0, then
1
x− uQ(x, t) = x
−1 Q(u, t)
1− ux−1 + ∂uQ(x, t), (1-3.4)
in which the first part is NT in x and the second part is PT in x.
Proof. Equation (1-3.4) follows from direct computation. We have
x−1
Q(u, t)
1− ux−1 +
Q(x, t)−Q(u, t)
x− u =
Q(u, t)
x− u +
Q(x, t)−Q(u, t)
x− u =
Q(x, t)
x− u .
Now clearly on the left most sides of the above equation, the first term is NT in x
and the second term is PT in x. This completes the proof. 
Remark 1-3.8. Note that equation (1-3.3) can be obtained by a specialization in
(1-3.4). We have
CT
x
x
x− uQ(x, t) = PTx
1
x− uxQ(x, t)
∣∣∣∣
x=0
=
xQ(x, t) − uQ(u, t)
x− u
∣∣∣∣
x=0
= Q(u, t)
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Proof of Theorem 1-3.6. The proof is by repeatedly using equation (1-3.4).
In the following computation, “other terms” refers to terms with only negative
powers in x. Using the fact that 1/(x− ui) belongs to x−1R[x−1][[t]], we have
1
(x− u1)(x− u2) · · · (x− un)Q(x, t)
=
1
(x− un)(x− un−1) · · · (x− u2)(∂u1Q(x, t) + other terms)
=
1
(x− un)(x− un−1) · · · (x− u2)∂u1Q(x, t) + other terms.
Since ∂u1Q(x, t) is still in R[[x, t]], we can repeat the above computation, and get
1
(x− un)(x− un−1) · · · (x− u1)Q(x, t) = ∂un∂un−1 · · ·∂u1Q(x, t) + other terms.
This completes the proof of the first part of the theorem. Now
∂un∂un−1 · · ·∂u1xQ(x, t) ∈ R[[x, t]], and
∂un∂un−1 · · ·∂u1xQ(x, t) =
n∑
i=0
uiQ(xi)
∏
1≤j≤n
j 6=i
1
ui − uj ,
where we identify t as u0. Then by setting u0 = t = 0, we get the constant term
n∑
i=1
Q(xi)
∏
1≤j≤n
j 6=i
1
ui − uj .

Remark 1-3.9. We shall mention two things about this theorem. First, ui is
allowed to be 0. Second, ui is allowed to be equal to uj for some j 6= i. For example,
to deal with the case ui = uj, we replace uj with ui+ a, let a approach 0, and apply
L’Hoˆpital’s rule.
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As an application, we give a short proof of the well-known theorem about the
diagonal. See (Stanley 1999, Theorem 6.33). We also need the Puiseux’s Theorem,
which will be discussed later in the last section of this chapter.
Theorem 1-3.10. The diagonal of a rational power series in two variables is al-
gebraic.
This result is clearly a consequence of the following theorem.
Theorem 1-3.11. If f(x, t) ∈ K((x))((t)) is rational, then CTx f(x, t) is algebraic.
Sketch of the proof. Write f(x, t) = N(x, t)/D(x, t) as a quotient of two
polynomials. By Puiseux’s Theorem, there exists a positive integer M such that we
can factor D(x, t) as A(t)(x − u1) · · · (x − um)(x − v1) · · · (x − vn), where A(t) is a
rational function in t, and ui, vj lie in K((t
1/M )) with ui having positive order and
vi having nonpositive order.
Thus Theorem 1-3.6 can be applied after multiplying f by x/(x − u0), where
u0 = 0. The result will be a rational function in the ui’s, vi’s and t, possibly obtained
after some derivatives and specializations, and hence is algebraic. 
Gessel observed a more practical method when dealing with the situation in
Theorem 1-3.6. The idea is to use partial fraction decomposition, together with the
following lemma.
Lemma 1-3.12. If u ∈ tR[[t]] then for any nonnegative integer k and Q(x, t) that
is PT in x, we have
CT
x
xQ(x, t)
1
(x− u)k+1 =
1
k!
∂k
∂xk
Q(x, t)
∣∣∣∣
x=u
.
The proof of this Lemma is trivial by linearity.
30 1. THE FIELD OF DOUBLE LAURENT SERIES
Since we have a partial fraction decomposition of the product
∏n
i=1 (x− ui)−1,
we can apply Lemma 1-3.12 to the evaluation of CTx xQ(x, t)
∏n
i=1 (x− ui)−1.
Let G(x, t) belong to K[[x, t]]. If X = X(t) satisfies G(X, t) = 0, then we say
that X is a root of G(x, t) for x. Such X is usually a fractional Laurent series, which
we will discuss later, so the order of X is well defined. If X is a root of G(x, t) for
x and if X has positive order, then we say X is a positive root of G(x, t).
Using the following well-known result (see e.g., (Gessel 1980, Theorem 4.2)), we
can generalize Corollary 1-3.4 in another direction. See Theorem 1-3.14 below.
Lemma 1-3.13. If G(x, t) ∈ R[[x, t]] and G(x, 0) can be written as ax+higher terms
with a 6= 0, then G(x, t) has a unique positive root X(t) for x, and this X = X(t)
belongs to tR[[t]].
Theorem 1-3.14 below is the most useful result in chapter 1. It is a generaliza-
tion of the Lagrange inversion formula. In the case that F is independent of t and
G(x, t) = x− tH(x), where H(x) is a power series, we can easily derive Lagrange’s
inversion formula. See Stanley (Stanley 1999, Theorem 5.4.2). Moreover, the mul-
tivariate Lagrange inversion formula can be deduced from it, as discussed further in
section 3-3.
Other applications of Theorem 1-3.14 can be found in chapter 4 on lattice path
enumeration. In the proof of a conjecture in (Bousquet-Me´lou and Schaeffer 2002)
about walks on the slit plane, Theorem 1-3.14 plays an important role.
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Theorem 1-3.14. Let G(x, t), F (x, t) ∈ K[[x, t]]. If G(x, 0) can be written as
ax+ higher terms with a 6= 0, then
CT
x
x
G(x, t)
F (x, t) =
F (x, t)
∂
∂x
G(x, t)
∣∣∣∣∣∣∣
x=X
, (1-3.5)
where X = X(t) is the unique element in tK[[t]] such that G(X, t) = 0.
Proof. Since X(t) is the unique root of G(x, t) = 0 that lies in tK[[t]], we have
G(x, t)
x−X =
G(x, t)−G(X, t)
x−X = ∂XG(x, t).
This is an element in K[[x, t]] with nonzero constant term. Thus applying Corollary
1-3.4, we get
CT
x
x
G(x, t)
F (x, t) = CT
x
x
x−X
(
G(x, t)
x−X
)−1
F (x, t)
=
(
G(x, t)
x−X
)−1
F (x, t)
∣∣∣∣∣
x=X
=
F (X, t)
1− t ∂
∂x
G(x, t)
∣∣∣∣∣
x=X

Remark 1-3.15. In Theorem 1-3.14, if we are working in the ring K((x−1)), we
shall require that X is the unique root of G(x, t) that lies in K[[t]].
The well-known rule for change variables in the computation of residues is the
following.
Theorem 1-3.16. Let K be a field, and h(x) ∈ K((x)). Suppose n ∈ Z be such
that h(x)/xn ∈ K[[x]] has nonzero constant term. Then for any Φ(x) ∈ K((x)), we
32 1. THE FIELD OF DOUBLE LAURENT SERIES
have
Res
x
Φ(h)h′(x) = nRes
y
Φ(y), (1-3.6)
provided Φ(h(x)) ∈ K((x)).
There is also a similar result for residues in K((x))((t)).
Theorem 1-3.17. Let K be a field, and f(x, t) ∈ K((x))((t)). Suppose the initial
term of h(x) is cxbta. Then for any Φ(x, t) ∈ K((x))((t)), if Φ(h, t) ∈ K((x))((t)),
then we have
Res
x
Φ(h, t)
∂h
∂x
(x, t) = bRes
y
Φ(y, t). (1-3.7)
Proof. By linearity, it suffices to show that this is correct for Φ(x, t) = xitj .
Since t can be factored out, we can assume Φ(x, t) = xi. Then the right-hand side
of (1-3.7) becomes 0 for i 6= −1 and b for i = −1. Now let us compute the left-hand
side. If i 6= −1, then
Res
x
hi
∂h
∂x
= Res
x
1
i+ 1
∂h
∂x
i+1
= 0.
If i = −1, then h−1∂h
∂x
=
∂ log h
∂x
. But log h is not in K((x))((t)). We can overcome
this by using the formula
(fg)−1
∂fg
∂x
= f−1
∂f
∂x
+ g−1
∂g
∂x
,
which can be easily checked.
By the second decomposition, h(x, t) can be uniquely factored as
h(x, t) = ctaxbh1(x)h2(x, t),
where h1(x) ∈ K[[x]] with constant term 1, h2(x, t) ∈ K((x))[[t]] with constant term
1, and c ∈ K is a constant. Hence log h1 and log h2 belong to K((x))[[t]], and we
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have
Res
x
h−1(x, t)
∂h
∂x
(x, t) = Res
x
(ctaxb)−1
(
∂ctaxb
∂x
)
+ h−11 (x)
∂h
∂x 1
(x) + h−12 (x, t)
∂h
∂x 2
(x, t)
= Res
x
bx−1 +
∂ log
∂x
(h1(x)) +
∂ log
∂x
(h2(x, t)) = b

1-4. Binomial Coefficients and Combinatorial Sums
Binomial coefficients
(
n
k
)
are the most frequently used numbers in combinatorics.
They are defined by (
n
k
)
=
n(n− 1) · · · (n− k + 1)
k!
.
This holds for all nonnegative integers k and complex numbers n. From the well-
known binomial theorem, we see that
(
n
k
)
= CT
α
(1 + α)n
αk
. (1-4.1)
Starting from this identity, we can prove many identities involving binomial coeffi-
cients.
Example 1-4.1. Compute f(n) =
∑n
k=0
(
n
k
)
.
The clever way is to use the formula
(1 + x)n =
n∑
k=0
(
n
k
)
xk.
By setting x = 1, we get f(n) = 2n. This is a specialization of a more general
formula. But we are not always so lucky to find the corresponding general formula.
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Here we give two methods to apply Theorem 1-3.14 on this trivial example. We shall
see that working in the field K((x−1))((t)) might be better than in K((x))((t)).
Method 1 is to show that
∑
n≥0 f(n)x
n = 1/(1 − 2x). The working field is
K((α))((x)).
∑
n≥0
f(n)xn =
∑
n≥0
∑
0≤k≤n
(
n
k
)
xn
=
∑
n≥0
∑
0≤k≤n
CT
α
(1 + α)n
αk
xn
= CT
α
∑
k≥0
α−k
∑
n≥k
(1 + α)nxn
= CT
α
∑
k≥0
α−k
(1 + α)kxk
1− (1 + α)x
= CT
α
α
α− (1 + α)x ·
1
1− (1 + α)x.
Now the term after the “·” contains only positive powers in α. Solving the denom-
inator α − (1 + α)x for α, we get α = x/(1 − x), which is in xC[[x]]. Thus we can
apply Theorem 1-3.14 and get
∑
n≥0
f(n)xn =
1
1− x ·
1
1− (1 + α)x
∣∣∣∣
α=x/(1−x)
=
1
1− 2x.
Method 2. The working field is K((α−1)). Since
(
n
k
)
= 0 for k > n, we have
f(n) =
∑
k≥0
(
n
k
)
=
∑
k≥0
CT
α
(1 + α)nα−k = CT
α−1
α
α− 1 · (1 + α)
n
=
1
1
(1 + α)n|α=1 = 2n.
Comparing the above two method, we see that in some cases, it is much simpler to
work in K((α−1)) than to work in K((α)).
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The next example shows that the residue theorem might simplify the computa-
tion a lot. The drawback is that in general we might not know how to change the
variables.
Example 1-4.2. Compute f(n) =
∑n−1
k=0
(
n+k−1
k
)
2−k. (Stanley 1997, p. 98, Exer
5.53)
Method 1. We compute the generating function of f(n).
∑
n≥0
f(n)xn =
∑
n≥0
xn
n−1∑
k=0
CT
α
(1 + α)n+k−1α−k2−k
= CT
α
∑
k≥0
(1 + α)k−1α−k2−k
∑
n>k
xn(1 + α)n
= CT
α
∑
k≥0
(1 + α)k−1α−k2−k
(1 + α)k+1xk+1
1− (1 + α)x
= CT
α
2α
2α− (1 + α)2x ·
x
1− (1 + α)x.
Now compute the positive root (root with positive order) of 2α − (1 + α)2x for α,
and denote it by A. Then A = 1−x−
√
1−2x
x
. Apply Theorem 1-3.14, and simplify. We
get
∑
n≥0
f(n)xn =
x
1− 2x
Method 2. We use the residue theorem. Observe that
f(n) = [xn−1](1− x)−1(1− x/2)−n.
Then we have
f(n) = Res
x
1
(x− x2/2)n
1
1− x.
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Change variables by y = x− x2/2. Then dy/dx = 1− x, and (1− x)2 = 1− 2y.
Hence
f(n) = Res
y
y−n(1− 2y)−1 = 2n−1.
Example 1-4.3. Show that [xn−1](1+x)2n−1(2+x)−n = 1
2
is an identity in K((x)).
(Stanley 1999, p. 98, Exer 5.57)
We use the residue theorem.
[xn−1](1 + x)2n−1(2 + x)−n = Res
x
(1 + x)2n−1(2x+ x2)−n
Change variables by y = 2x + x2. Then dy
dx
= 2 + 2x and (1 + x)2 = 1 + 2y. The
above becomes
Res
y
(1 + x)2n−1y−n(2 + 2x)−1 =
1
2
Res
y
(1 + y)n−1y−n =
1
2
.
We can see that the advantage of working in K((x−1))((t)) happens when we
can extend a finite sum to an infinite sum, in which case the formula for the sum
of a geometric series has a simple form. But the formula (1-4.1) does not work in
many situations. For example, let us investigate the following summation.
⌊n/2⌋∑
k=0
(
n− k
k
)
. (1-4.2)
This summation can be extended to 0 ≤ k ≤ n, but not to all nonnegative
integer k, because
(
n−k
k
)
is nonzero for k > n.
In order to extend this sum to all integer k, we need to interpret
(
n
k
)
as zero
when n is a negative integer. This can be done in the field K((α−1)), for we have
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Lemma 1-4.4.
CT
α−1
(1 + α)n
αk
=


(
n
k
)
if n ≥ 0
0 if n < 0
. (1-4.3)
Proof. The lemma is clearly true for nonnegative integer n. When n is a
negative integer, m = −n is a positive integer, and we have the following expansion
in K((α−1)).
(1 + α)n
αk
= α−k
1
(1 + α)m
= α−k−m
1
(1 + 1/α)m
= α−k−m
∑
i≥0
(
m+ i− 1
i
)
α−i.
Hence the lemma follows. 
Now the evaluation of (1-4.2) can be done as follows.
∑
k≥0
CT
α−1
α−k(1 + α)n−k = CT
α−1
∑
k≥0
(1 + α)nα−k(1 + α)−k
= CT
α−1
α
α2 + α− 1 · (1 + α)
n+1.
Using the quadratic formula, we can solve for x in the denominator and get two
roots −1±
√
5
2
, denoted by A and B. Then applying Theorem 1-3.6, we get
(1 + A)n+1 − (1 +B)n+1
A−B ,
which turns out to be a Fibonacci number.
1-5. Fractional Laurent Series and Puiseux’s Theorem
a. Motivation and Background
In both Theorem 1-3.6 and Theorem 1-3.14, the third decomposition is obtained
first. The evaluation of the constant term of F (x, t)/G(x, t), where both F and G
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belong to K[[x, t]], seems easier if we know its third decomposition. It turns out
that the positive roots of G(x, t), i.e., the X satisfying G(X, t) = 0 and having
positive order, play a central role. Theorem 1-3.14 deals with a special case of such
evaluations. Our purpose in this section is to deal with a more general case.
The root of a polynomial or power series G(x, y) can be expressed as a fractional
Laurent series. Puiseux’s Theorem 1-5.2 deals with the case that G(x, y) belongs to
K[[x]][y]. In most cases, this is sufficient. But we would like to consider a larger set
of G(x, y). This results in a more general form of Puiseux’s Theorem.
Before going further, let us review some basic concepts.
A fractional Laurent series (or Puiseux series) η has the form
η =
∑
n≥n0
anx
n/N
for some N ∈ N. Let K fra((x)) (respectively, K fra[[x]]) denote the set of all fractional
Laurent series (respectively, fractional power series) over K. More precisely,
K fra((x)) =
⋃
N≥1
K((x))[x1/2, x1/3, . . . , x1/N ].
Or in modern terminology, K fra((x)) is a direct limit.
Similarly we can define K fra[[x]]. It is clear that K fra((x)) is the quotient field
of the ring K fra[[x]], which contains only nonnegative powers in x. Note that∑
N≥1 x
1/N is not a fractional series in our sense of the term.
For completeness, we include the following result. See (Stanley 1999)
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Proposition 1-5.1. The field K fra((x)) is an algebraic extension of K((x)); i.e.,
every η ∈ K fra((x)) satisfies an equation
P0(x) + P1(x)η + · · ·+ Pd(x)ηd = 0,
where Pi(x) ∈ K((x)) and not all Pi(x) = 0.
Proof. Let η =
∑
n≥n0 anx
n/N ∈ K fra((x)). There are then unique series
η0, η1, . . . ηn−1 ∈ K((x)) such that
η = η0 + x
1/Nη1 + x
2/Nη2 + · · ·+ x(N−1)/NηN−1.
Since xi/N are clearly algebraic over K((x)) for i = 1, 2, . . . , N − 1, the theorem
follows from a general result in field theory: For any extension field E of any field
F , the elements of E that are algebraic over F form a subfield of E containing
F . 
Theorem 1-5.2 (Puiseux’s Theorem). Let K be an algebraically closed field of
characteristic zero (e.g., K = C). Then the field K fra((x)) is algebraically closed.
There are many proofs of this theorem. One uses Newton polygons. Here we
will give another approach to Puiseux’s Theorem. This new approach handles a
more general case. It bypasses the Newton polygon argument. Of course Newton
polygons will give us more details about the roots.
Let G(x, y) ∈ K[[x, y]]. We say that Y = Y (x) ∈ K fra((x)) is a root of G(x, y) if
G(x, Y (x)) = 0. Puiseux’s Theorem characterizes all the roots ofG(x, y) ∈ K[[x]][y].
Here we want to characterize the roots of G(x, y) ∈ K[[x, y]].
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A problem arises in this consideration: the substitution of Y ∈ K fra((x)) for y in
G(x, y) in general is not well defined. This problem exists even if we only consider
Y ∈ K fra[[x]].
To avoid this situation, we define Y to be a positive root of G(x, y) ∈ K[[x, y]] if
Y ∈ K fra[[x]] with Y (0) = 0, for such a root has positive order. By the composition
law, the substitution of such Y for y always results in an element in K fra[[x]]. So
one of our tasks is to characterize all the positive roots of G(x, y) ∈ K[[x, y]]. We
can also consider roots Y ∈ K fra[[x]] of G(x, y) ∈ K[y][[x]], with which restriction,
the substitution of Y for y is always valid. Note that the ring K[y][[x]] contains the
ring K[[x]][y]. Finally, we will show that our theory implies Puiseux’s Theorem.
Now let us study the roots of G(x, y) ∈ K[[x, y]]. If Y ∈ K[[x1/N ]] is a root of
G(x, y), then G(x, Y ) = 0. By setting x = 0, we get G(0, Y (0)) = 0. This is to say
that Y (0) is a root of G(0, y), which belongs to K[[y]]. In combinatorics, infinite
sum of nonzero elements in K does not make sense. Thus it makes no sense to say,
for instance, that π is a root of sin y in the ring of formal power series. In fact, we
have the following:
Lemma 1-5.3. Let Y = Y (x) be a fractional power series with nonzero constant
term, then G(x, Y ) makes sense if and only if G(x, y) belongs to K[y][[x]].
Remark 1-5.4. The lemma is trivial when Y is a nonzero constant. The general
case follows from a more general result. At this moment, let us take this lemma as
a fact.
So when characterizing those roots of G(x, y) with nonzero constant term, we
require that G(x, y) belong to K[y][[x]], but when characterizing positive roots of
G(x, y), there is no restriction.
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b. Main Results
To state our main results, we need some concepts. Let us first establish some basic
properties of the roots of G(x, y) that lie in K fra[[x]].
In what follows, we always assume that G(0, y) is a polynomial unless specified
otherwise. We will see that this assumption will not lose any roots from reduction
1 in the next subsection.
Lemma 1-5.5. If for some positive integer N , Y ∈ K[[x1/N ]] is a root of G(x, y),
then F (x, y) := G(x, y)/(y−Y ) belongs to K[[x1/N , y]], and degF (0, y) = degG(0, y)−
1.
Proof. Write G(x, y) = A(y) + xH(x, y) with A(y) ∈ K[y] and H(x, y) ∈
K[[x, y]]. In the following, the divided difference is taken with respect to y. Since
G(x, Y ) = 0, we have
F (x, y) :=
G(x, y)
y − Y =
G(x, y)−G(x, Y )
y − Y = ∂YG(x, y),
which belongs to K[[x, y, Y ]] ⊂ K[[x, y, x1/N ]] = K[[x1/N , y]].
By setting x = 0, we see that F (0, y) = G(0, y)/(y − Y (0)) belongs to K[y].
Thus degF (0, y) = degG(0, y)− 1. 
The following is the main lemma for us in studying the positive roots of G(x, y).
We will give five reduction procedures to prove this result in the next subsection.
Lemma 1-5.6 (Main Lemma). If for some positive integer d, we can write G(0, y) =
ydA(y), where A(y) belongs to K[[y]], then G(x, y) has at least one positive root.
Using Lemma 1-5.6, we can show that:
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Lemma 1-5.7. If G(x, y) = yd + xH(x, y) ∈ K[[x, y]] for some positive integer d,
then there are positive integers N , k1, . . . , kr, with k1 + · · · + kr = d, and distinct
Yi ∈ K[[x1/N ]] with constant term 0 for 1 ≤ i ≤ r, and F (x, y) ∈ K[[x1/N , y]] with
constant term 1, such that G(x, y) can be written as:
G(x, y) = (y − Y1)k1 · · · (y − Yr)krF (x, y), (1-5.1)
and this form is unique up to the order of the factors.
If (1-5.1) is a factorization of G(x, y) as above, then we say the multiplicity of
Yi is ki.
Proof of Lemma 1-5.7. By Lemma 1-5.6, we can suppose that Z1 ∈ K[[x1/N1 ]]
is a root of G(x, y) with constant term 0.
Let
G1(x, y) :=
G(x, y)
y − Z1 .
Then by Lemma 1-5.5, G1(x, y) ∈ K[[x1/N1 , y]]. By setting x = 0, we get G1(0, y) =
yd−1.
Thus we can repeat the above argument and get Ni for i = 2, 3, . . . , d such that
Gi(x, y) :=
Gi−1(x, y)
y − Zi ,
with Ni−1 dividing Ni, Zi ∈ K[[x1/Ni ]], Gi(x, y) ∈ K[[x1/Ni , y]], and Gi(0, y) = yd−i.
Now let N = Nd, and let F (x, y) = Gd(x, y). Then
G(x, y) = F (x, y)
d∏
i=1
(y − Zi). (1-5.2)
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Clearly every Zi is a root of G(x, y). Equation (1-5.1) is hence obtained by collecting
equal terms of Zi’s and then renaming.
The uniqueness follows from the following two facts. First, K[[x1/N , y]] is an
integral domain. Second, If Y ∈ K fra[[x]] is a positive root of G(x, y), then Y = Yi
for some i. For otherwise, by setting y = Y in (1-5.1), we get F (x, Y ) = 0, which
contradicts the fact that F (0, y) = 1. 
Now we can give our main results.
Theorem 1-5.8 (Generalized Puiseux Theorem). For all G(x, y) ∈ K[[x, y]], the
number of positive roots (counted with multiplicity) of G(x, y) that lie in K fra[[x]]
equals the order of G(0, y).
For all G(x, y) ∈ K[y][[x]], the number of roots (counted with multiplicity) of
G(x, y) that lie in K fra[[x]] and have constant term α equals the multiplicity of α as
a root of G(0, y).
Proof. The first part follows from Lemma 1-5.7. The second is obtained by a
linear transformation. For details, see reduction 3 in the next subsection. 
To see that Theorem 1-5.8 implies Puiseux’s Theorem, we prove it as follows.
Proof of Puiseux’s Theorem. Suppose G(x, y) ∈ K[[x]][y] is of degree d in
y. Let s be the degree of G(0, y), and let
G(0, y) = a(y − α1)k1 · · · (y − αr)kr ,
be the factorization of G(0, y) in K[y]. Since G(x, y − α) ∈ K[[x]][y] for all α ∈ K,
by Theorem 1-5.8, it has ki roots with constant term αi for i = 1, . . . , r. Thus, we
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get s roots of G(x, y) that lie in K fra[[x]], among which, the number of positive roots
equals the order of G(0, y).
Now consider H(x, y) := ydG(x, 1/y) ∈ K[[x]][y]. Then the order of H(0, y) =
ydG(0, 1/y) is d − s. By theorem 1-5.8, H(x, y) has d − s positive roots that lie
in K fra[[x]], the reciprocals of which are clearly roots of G(x, y) that have negative
order. 
A direct consequence of the above argument is the following.
Corollary 1-5.9. Suppose that G(x, y) ∈ K[[x]][y]. If d is the degree of G(x, y) in
y, then among all of the d roots of G(x, y), ord(G(0, y)) roots have positive order,
deg(G(0, y)) − ord(G(0, y)) roots have zero order, and d − deg(G(0, y)) roots have
negative order.
Let us see some consequence of the generalized Puiseux Theorem 1-5.8.
Corollary 1-5.10. Any G(x, y) ∈ K[[x, y]] can be uniquely factored as
G(x, y) = (y − Y1) · · · (y − Yd)F (x, y),
where d equals the order of G(0, y), Yi ∈ K fra[[x]] with Yi(0) = 0 for all i = 1, . . . , d,
and 1/F (x, y) ∈ K[[x, y]]. Moreover, (y − Y1) · · · (y − Yd) belongs to K[[x]][y].
Proof. We only show that (y − Y1) · · · (y − Yd) ∈ K[[x]][y], for the other part
is easy.
Let f = F (0, 0) which is not zero. In the field K((y))((x)), the constant term of
G(x, y)/(fyd) in x is 1, and
G(x, y)
fyd
=
(
1− Y1
y
)
· · ·
(
1− Yd
y
)
· F (x, y)
f
.
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By the uniqueness of the third decomposition (Lemma 1-2.5), we must have (1 −
Y1
y
) · · · (1− Yd
y
) ∈ K[y−1][[x]]. Therefor (y − Y1) · · · (y − Yd) ∈ K[[x]][y]. 
Corollary 1-5.11. Let G(x, y) ∈ K[[x, y]]. If the order of G(0, y) is positive and
less than the degree of G(x, y) in y, then G(x, y) is not irreducible in K[[x, y]].
Proposition 1-5.12. Let H(x, y) ∈ K[[x, y]]. Working in K((y))((x)), we have
an expression of (1− xH(x, y)/yd)− in K((y))fra((x)) as follows.(
1− xH(x, y)
yd
)
−
=
(
1− Y1
y
)
· · ·
(
1− Yd
y
)
, (1-5.3)
where Y1, · · ·Yd ∈ K fra[[x]] are the d positive roots of yd − xH(x, y).
Proof. Let G(x, y) = yd − xH(x, y) ∈ K[[x, y]]. Then from Lemma 1-5.7, we
have a decomposition
G(x, y) = (y − Y1) · · · (y − Yr)F (x, y),
where Y1, . . . , Yd are the d roots of G(x, y) and F (x, y) ∈ K[[x1/N , y]] has constant
term 1. Thus
G(x, y)
yd
= 1− xH(x, y)
yd
= (1− Y1
y
) · · · (1− Yd
y
)F (x, y)
is the third decomposition in K((y))((x1/N )). Thus equation (1-5.3) follows from
the uniqueness (Lemma 1-2.5). 
Theorem 1-5.13. Suppose H(x, y) ∈ K[[x, y]] and Y1, Y2, . . . , Yr in K[[x1/N ]] be
the r positive roots of yr−xH(x, y) . Then for k > 0, we have the following identity.
r∑
i=1
Y ki = k[y
−k] log
1
1− xH(x, y)/yr (1-5.4)
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Proof. By Theorem 1-5.7 we have a decomposition
yr − xH(x, y) = (y − Y1)(y − Y2) · · · (y − Yr)F (x, y),
where F (x, y) ∈ K[[x1/N ]] has constant term 1. Then we have
log
1
1− xH(x, y)/yr = logF (x, y) +
r∑
i=1
log
1
1− Yi/y (1-5.5)
The first term on the right hand side of (1-5.5) contains only positive powers in y,
and the other terms contains only negative powers in y. The theorem then follows
by equating coefficients of y−k on both sides of (1-5.5). 
In the special case of H(x, y) being a polynomial, we can say something more.
Theorem 1-5.14. Suppose that H(x, y) is a polynomial. Let Y1, . . . , Yr be the r
positive roots of G(x, y) = yr − xH(x, y), and let Yr+1, . . . , Yd be the other roots of
G(x, y), where d is the degree of G(x, y) in y. Then
(1− xH(x, y)/yr)0 = (−1)d−rYr+1 · · ·Yd [yd] (yr − xH(x, y)) (1-5.6)
= (−1)rY −11 . . . Y −1r [y0] (yr − xH(x, y)) . (1-5.7)
Proof. As a polynomial in y, we have the factorization
yr − xH(x, y) = A(x)(y − Y1) · · · (y − Yr)(1− y/Yr+1) · · · (1− y/Yd), (1-5.8)
where A(x) is fractional power series and we can check that the initial term of A(x)
is 1. Thus we have the following third decomposition with respect to y:
1− xH(x, y)
yr
= A(x)(1− Y1/y) · · · (1− Yr/y)(1− y/Yr+1) · · · (1− y/Yd).
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Thus A(x) = (1− xH(x, y)/yr)0.
By comparing coefficient in yd on both sides of equation (1-5.8), we get
[yd] (yr − xH(x, y)) = (−1)d−rA(x)Y −1r+1 · · ·Y −1d .
Equation (1-5.6) thus follows. Equation (1-5.7) follows from the fact that
(−1)dY1 · · ·Yd [yd] (yr − xH(x, y)) = [y0] (yr − xH(x, y)) .

When r = 1, Theorem 1-5.13 reduces to the following, which was first obtained
in (Gessel 1980) and was shown to be equivalent to Lagrange inversion formula.
Proposition 1-5.15. Let H(x, y) belong to K[[x, y]], and let Y be the unique pos-
itive root of y − xH(x, y). Then
Y k = k[y−k] log
1
1− xH(x, y)/y .
Now let us see an application of Theorem 1-5.14.
Example 1-5.16. In a complete solution to the so-called tennis ball problem
(Mier and Noy 2004, Theorem 1), the final generating function is given by
Q(z) =
−1
z
(1− w1) · · · (1− wl),
where w1, . . . , wl are fractional power series that satisfying the equation
(w − 1)l − zwk+l = 0.
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By changing variables w = 1 + u and wi = 1 + ui, we have
Q(z) =
−1
z
(−1)lu1 · · ·ul,
with ui being the positive roots of u
l− z(1 + u)k+l. Thus applying Theorem 1-5.14,
we get
logQ(z) = CT
u
log
1
1− z(1 + u)k+l/ul =
∑
n≥0
1
n
(
nk + nl
nl
)
.
Therefore, we get the following concise formula:
Q(z) = exp
(∑
n≥0
1
n
(
nk + nl
nl
)
zn
)
(1-5.9)
This result is very similar to the generating function of paths with steps (1, k)
or (1,−l) that start at 0, 0, end on the horizontal axis, and never goes below the
horizontal axis. Let R(t) be the generating function, then we have (Bizley 1954)
R(z) = exp
(∑
n≥0
1
nk + nl
(
nk + nl
nl
)
zn
)
.
Theorem 1-5.17. Suppose that H(x, y) ∈ K[[x, y]]. If Y1, Y2, . . . , Yr are the r
distinct positive roots of yr−xH(x, y) in K[[x1/N ]]. Then for any Φ(x, y) ∈ K[[x, y]],
we have
CT
y
y
yr − xH(x, y)Φ(x, y) =
r∑
i=1
Φ(x, y)
ryr−1 − x ∂
∂y
H(x, y)
∣∣∣∣∣
y=Yi
(1-5.10)
Proof. Clearly, we have a factorization of yr − xH(x, y)
yr − xH(x, y) = (y − Y1) · · · (y − Yr)F (x, y),
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where F (x, y) has constant term 1 and belongs to K[[x, y]]. So we have
CT
y
y
yr − xH(x, y)Φ(x, y) = CTy
y
(y − Y1) · · · (y − Yr) ·
1
F (x, y)
Φ(x, y).
Now 1/F (x, y) contains only nonnegative powers in y, and so does Φ(x, y), and Yi
has positive order. In the field K((y))fra[[x]], we can apply Theorem 1-3.6. Equation
(1-5.10) then follows by putting F (x, y) = G(x, y)/
∏r
i=1(y − Yi), and applying the
L’Hoˆpital’s rule. 
The application of this theorem will appear in the chapter on lattice path enu-
meration.
c. Proof of the Main Lemma
The main lemma says that if the order of G(0, y) is positive, then G(x, y) has at
least one positive root. The basic idea of proving this lemma is: Find the initial
term of the assumed positive root and then inductively find the next one. This idea
also works when the characteristic of K is nonzero.
We shall give five reduction procedures to prove the main lemma. Reduction
1 reduces the general G(x, y) to the case G(0, y) = yd for some positive integer d.
Reduction 2 deals with the base case when G(0, y) = y. Reduction 3 says that using
a linear transformation, the computation of roots of G(x, y) with constant term α
can be converted into the computation of positive roots of some H(x, y) ∈ K[[x, y]].
Reduction 4 handles the case G(x, y) = yd + xH(x, y) for some H(x, y) ∈ K[[x, y]]
with H(0, 0) 6= 0. Reduction 5 will be used to deal with the case G(x, y) = yd +
xH(x, y) for some H(x, y) ∈ K[[x, y]] with H(0, 0) = 0. The first 4 reduction
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procedures are routine. The fifth is complicated. Note that reduction 5 covers all
the cases of G(0, y) = yd.
Now we begin to give these reductions.
Reduction 1. G(x, y) −→ G(x,y)
A(y)
, where G(0, y) = ydA(y).
For any G(x, y) ∈ K[[x, y]], G(0, y) clearly belongs to K[[y]]. Thus it can be
written as ydA(y) for some d ≥ 0 and A(y) ∈ K[[y]] with constant term nonzero.
Since A(y) is invertible, i.e., 1/A(y) ∈ K[[y]], replacing G(x, y) by G(x, y)/A(y) will
not change any positive roots.
Now we can assume G(0, y) = yd. Note that if d = 0, i.e. G(0, y) = 1, G(x, y)
does not have any positive roots since it is invertible.
Reduction 2. If G(0, y) = y, then apply Lemma 1-5.18 to get the unique root.
This is the base case of d = 1. We have the following well-known result, e.g.,
(Gessel 1980, Theorem 4.2).
Lemma 1-5.18. For any H(x, y) ∈ K[[x, y]], there is a unique Y ∈ K fra[[x]] with
Y (0) = 0 such that Y + xH(x, Y ) = 0. Moreover, this Y belongs to K[[x]].
The proof of this lemma is by assuming Y (x) = a1x + a2x
2 + · · · , and solve
for a1, a2, and so on subsequently. In fact, every ai is obtained after finitely many
additions and multiplications. In other words, ai lies in the ring generated by the
coefficients of H(x, y).
Reduction 3. G(x, y) −→ H(x, y) := G(x, y − α), Y := Y ′ + α.
Let G(x, y) ∈ K[[x, y]] with G(0, y) ∈ K[y]. If α 6= 0 is a root of G(0, y), and
H(x, y) = G(x, y − α) belongs to K[[x, y]], (i.e. G(x, y) ∈ K[y][[x]]), then Y ′ is a
root of H(x, y) with constant term 0 if and only if Y = Y ′ + α is a root of G(x, y).
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Reduction 4. If d ≥ 2, and G(x, y) = yd+ xH(x, y) with H(0, 0) 6= 0 then apply
Lemma 1-5.19.
This case is covered by the following lemma.
Lemma 1-5.19. If G(x, y) = yd+xH(x, y) ∈ K[[x, y]] with d ≥ 2 and H(0, 0) 6= 0,
then G(x, y) has d distinct positive roots.
Proof. Let c = H(0, 0). Since c 6= 0, H(x, y)/c has constant term 1 and thus
(H(x, y)/c)1/d (with constant 1) is well defined in K[[x, y]]. Thus we have
yd + xH(x, y) =
d∏
i=1
(
y + ζix
1/d
(
H(x, y)
c
)1/d)
where yd+ c =
∏d
i=1(y+ ζi). Then solving the above d factors will give us d distinct
elements, Yi = −ζix1/d + · · · for 1 ≤ i ≤ d, that lie in K[[x1/d]]. All these Yi are
clearly roots of G(x, y). Thus by Lemma 1-5.7, G(x, y) has no other roots. 
Remark 1-5.20. Lemma 1-5.19 does not apply when the characteristic of K is
p 6= 0. The reason is that if p divides d then we can not take the d-th root. We shall
see a counterexample later.
Reduction 5 needs more explanations. Let G(x, y) = yr + xH(x, y) ∈ K[[x, y]]
with r ≥ 2 and H(0, 0) = 0. The basic idea is to factor out a power of x in the
assumed positive root Y of G(x, y).
Rewrite G(x, y) in the following form
G(x, y) = yr − x
∞∑
i=0
xniAi(x)y
i,
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where Ai(x) ∈ K[[x]] has nonzero constant term and ni ≥ 0 for all i. Let
s = min
0≤j≤r−1
nj + 1
r − j and y = x
sy˜.
Then s > 0 and
G(x, y) = xsry˜r + x
∑
i≥0
xniAi(x)x
siy˜i = xsr
(
y˜r +
∑
i≥0
xni+1+si−srAi(x)y˜i
)
Clearly, ni + 1 + si − sr ≥ 0 for all i ≥ r. By the choice of s, ni + 1 + si− sr ≥ 0
for 0 ≤ i ≤ r− 1, and the equality holds for at least one i with 0 ≤ i ≤ r− 1. Let j
be the smallest such that nj + 1− s(r − j) = 0, which yields s = nj+1r−j .
So if we let
G˜(x, y˜) = y˜r +
∑
i≥0
xni+1+si−srAi(x)y˜i,
then G˜(x, y˜) ∈ K[[x1/(r−j), y]], and we have the relation
xsrG˜(x, y˜) = G(x, xsy˜).
This relation guarantees that G˜(x, y˜ + α) ∈ K[[x1/(r−j), y˜]] for any α ∈ K, since
xsrG˜(x, y˜ + α) = G(x, xs(y˜ + α)) = G(x, y + αxs)
belongs to K[[x1/(r−j), y]]. Thus the condition in reduction 3 is satisfied.
Moreover, if we denote G˜(0, y˜) by B(y˜), then it is a polynomial and
B(y˜) = y˜r +
∑
i
Ai(0)y˜
i,
where the sum runs over all 0 ≤ i ≤ r − 1 such that ni + 1 + si − sr = 0. Clearly,
B(y˜) has the highest term y˜r and lowest term Aj(0)y˜
j.
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Pick a root α of B(y) and apply reduction 3 and then reduction 1. Denote the
result of the above procedure by G′(x, y), and the assumed root of G′(x, y) by Y ′.
Then G′(0, y) = yk for some k with 0 ≤ k ≤ r, and Y = xsY ′ + αxs.
Observation: The only chance for k to be r is when B(y) = (y − α)r for some
α 6= 0. In this case, j = 0 and Ar−1(0) = r(−α)r−1 6= 0 (which is not true when the
characteristic of K is not 0), and hence nr−1 + 1+ s(r− 1)− sr = 0, which implies
that s = nr−1 + 1 is a positive integer.
Reduction 5: G(x, y) −→ G′(x, y), and Y := xsY ′ + αxs.
Now we can prove our main lemma.
Proof of the Main Lemma 1-5.6. We prove this lemma by induction on d.
Lemma 1-5.18 shows that the lemma is true for the base case d = 1. Now suppose
it is true for 1, 2, . . . , d− 1. Then we need to show it is true for d.
We apply the following reduction procedure.
(1) Apply reduction 1 to make G(0, y) = yd for some d ≥ 0.
(2) If G(0, y) = y, then apply reduction 2 to get the unique root.
(3) If G(x, y) = yd+xH(x, y) with d ≥ 2 and H(0, 0) 6= 0, then apply reduction
4 to get d distinct roots.
(4) If G(x, y) = yd+xH(x, y) with H(0, 0) = 0 and d ≥ 2, then apply reduction
5.
Steps 1, 2, and 3 will give us the result immediately. In step 4, if applying reduction
5 gives us G′(0, y) = yk for some k < d, then we can get a root by the induction
hypothesis.
So the above reduction procedure will stop unless beginning at some point, every
application of reduction 5 results in some G′(0, y) = yd. Therefore, we can assume
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that at this point, G0(x, y) = y
d + xH0(x, y), and that Gi+1(x, y) is obtained from
Gi(x, y) by applying reduction 5 for i = 0, 1, 2, . . ..
When applying reduction 5 on Gi(x, y), we get a positive rational number si+1,
and Gi+1(x, y) = y
d+xHi+1(x, y), and αi+1 6= 0. The relation between the assumed
root Yi of Gi(x, y) and Yi+1 of Gi+1(x, y) is given by
Yi = αi+1x
si+1 + Yi+1.
Now let
Y =
∑
i≥1
αix
s1+s2+···+si.
From the construction of Y , we see that G0(x, Y ) = 0, provided that Y is a fractional
power series. In fact Y is a power series, since from the observation, every si+1 is a
positive integer. 
Example 1-5.21. We consider the positive roots of G(x, y) = y3+x3+x4+3x2y+
3xy2 − y4exy.
First, we shall apply reduction 5. Using the notation in reduction 5, we have
r = 3, n0 = 2, n1 = 1, n2 = 0, and hence
nj+1
r−j equals 1 for j = 0, 1, 2. Therefore
s = 1, and we shall let y = xy1. Now
G(x, y) = x3y31 + x
3 + x4 + 3x3y1 + 3x
3y21 − x4y41ex
2y1
= x3
(
y31 + 1 + x+ 3y1 + 3y
2
1 − xy41ex
2y1
)
.
Let G1(x, y1) = y
3
1 +1+3y1+3y
2
1 +x−xy41ex2y1. Then G1(x, Y1) = 0 if and only
if G(x, Y ) = 0, where Y = xY1.
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To find the roots of G1(x, y1) for y1, we use reduction 3. Let y1 = y2 − 1. Then
G1(x, y1) = G2(x, y2) = y
3
2 + x(1− (y2 − 1)4ex
2(y2−1))
= y32 + x
(
1− e−x2 + e−x2(4− x2)y2 − e−x2(6− 4x2 + x
4
2
)y22
+ higher order terms
)
.
To find the roots ofG2(x, y2), we need to use reduction 5 again. This time r = 3, n0 =
2, n1 = 0, n2 = 0, and
nj+1
r−j equals 1, 1/2, 1 for j = 0, 1, 2 respectively. Therefore
s = 1/2, and we shall let y2 = x
1/2y3. After some algebraic manipulations, we get
G3(x, y3) = y
3
3 +
(
x−1/2(1− e−x2) + e−x2(4− x2)y3
− e−x2(6− 4x2 + x4/2)x1/2y22 + x1/2 · higher ordered terms
)
.
Now G3(0, y3) = y
3
3 + 4y3 = y3(y3 + 2
√−1)(y3 − 2
√−1). One positive root of
G3(x, y3) for y3 can be found immediately by reduction 2. The other two zero order
roots have constant terms 2
√−1 and −2√−1.
Recalling that y = xy1, y1 = y2 − 1, and y2 = x1/2y3, we find that the three
positive roots of G(x, y) are −x+2√−1x3/2+higher order terms, −x−2√−1x3/2+
higher order terms, and −x + x2 · T (x) with T (x) ∈ K[[x1/2]]. All of the three
positive roots are in K[[x1/2]].
Example 1-5.22. Let K be an algebraically closed field with characteristic p 6= 0.
Consider the roots of G(x, y) = yp − y − x−1.
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(Chevalley 1951) proved that yp−y−x−1 does not have a root for y in K fra((x)).
In addition, he gave the following factorization in a certain field:
yp − y − x−1 =
p−1∏
i=0
(
i+
∞∑
k=1
x−1/p
k
)
.
We will describe how to obtain this result. At this moment let us see that
reduction 4 fails in this situation.
Obviously, Y = Y (x) is a root of yp − y − x−1 if and only if it is a root of
x(yp−y)−1, if and only if 1/Y is a root of x(1−yp−1)−yp. So yp−x(1−yp−1) has
no roots in K fra((x)). Reduction 4 fails because (1− yp−1)1/p is not a power series.
Now let us see how to obtain the roots of G(x, y). Assume that Y = Y (x) is
a root of G(x, y) and that Y = axs + higher order terms. It is easy to see that
s = −1/p and a = 1. Thus substituting Y = x−1/p+Y1 for y in G(x, y), we see that
Y1 is a root of y
p − y − x−1/p. This above argument applies repeatedly and we can
assume that Y = Y0 +
∑
k≥1 x
−1/pk , where the order of Y0 is great than −1/pk for
any positive integer k. Now substituting this Y for y in G(x, y), we see that Y0 is a
root of yp− y. Thus Y0 equals 0, 1, . . . , p− 1, and we have the desired factorization.
CHAPTER 2
The Field of Iterated Laurent Series
After studying the field of double Laurent series, it is natural to study the mul-
tivariate theory. The proofs of many combinatorial identities involve more than two
variables. The theory we are going to develop in this chapter has three major appli-
cations. The first application is to the evaluation of combinatorial sums (Egorychev
1984); the second is to MacMahon’s partition analysis, which has been restudied by
(Andrews et al. 2001c) in a series papers; and the last is to lattice path enumeration,
which will be carried out in Chapter 4.
2-1. The Fundamental Structure of K〈〈x1, . . . , xm〉〉
In what follows, we denote m-vectors by bold face letters. Thus n denotes the
vector (n1, n2, . . . , nm). Then x
n := xn11 x
n2
2 · · ·xnmm and n! := n1!n2! · · ·nm!. We also
identify ni with ni.
By a formal Laurent series in x, we mean a series that can be written in the
form
∞∑
n1=−∞
· · ·
∞∑
nm=−∞
an1...nmx
n1
1 · · ·xnmm ,
where an1...nm are elements in K. Obviously, the set of all formal Laurent series in
x does not form a ring. However, some of its subsets do. In fact, one well-known
ring is the ring of Laurent series in x, denoted by K((x)) = K((x1, . . . , xm)), which
is a subset of the set of formal Laurent series. A formal Laurent series belongs to
K((x)) if and only it has a lower bound for the power of each xi. Indeed, we have
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the following identification
K((x1, . . . , xn)) = K[[x1, . . . , xn]][x
−1
1 , . . . x
−1
n ].
Suppose that x = (x1, x2, . . . , xm) is an ordered set of formal variables. We
define Km〈〈x〉〉 = K〈〈x1, x2, . . . , xm〉〉 inductively by Km〈〈x〉〉 = Km−1〈〈x〉〉((xm)),
with K0〈〈x〉〉 = K. So K1〈〈x〉〉 = K((x1)) is the field of Laurent series in x1, and
K2〈〈x〉〉 = K((x1))((x2)) is the field of double Laurent series in x1, x2, which has
been studied in chapter 1.
Clearly, Km〈〈x〉〉 is a field. We callKm〈〈x〉〉 the field of iterated Laurent series. We
shall see that many rings, such as the ring of polynomials K[x], the field of rational
functions K(x), the ring of Laurent series K((x)), and the ring K[λ−1, λ][[x]], can
be embedded into the field of iterated Laurent series. Thus the results on the field of
iterated Laurent series apply to many situations. Right now we are going to focus
on the field of iterated Laurent series to develop the general theory of this field.
This does not seem to have been done before.
Now let us look at some simple properties of iterated Laurent series. An element
f(x) belongs to Km〈〈x〉〉 if and only if it can be written in the form
f(x) =
∑
nm≥Nm
anmx
nm
m ,
where anm ∈ Km−1〈〈x〉〉. So f(x) is firstly regarded as a Laurent series in xm, then
a Laurent series in xm−1, and so on.
Similar to the two variable case, we have the composition law.
Proposition 2-1.1. If f(x) ∈ Km〈〈x〉〉, and gi ∈ xiKi−1〈〈x〉〉[[xi]] for i = 1, 2, . . . , m,
then f(g1, g2, . . . , gm) ∈ Km〈〈x〉〉.
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This law is in fact the application of the composition law of the one variable
Laurent series. It is not so useful since it does not implies the composition law
of the ring K[[x1, . . . , xm]]. A general composition law will be given in the next
Chapter.
Clearly we can write f as a formal Laurent series
f(x) =
∑
(i1,...,im)∈Zm
ai1,...,imx
i1
1 · · ·ximm .
But it is not clear what the restrictions on these coefficients is. The structure of
K((x)) is clear, and the structure of K((x))((t)) is simple enough for our purpose.
But for the three variable case, it is not obvious whether the obvious definition of
the operator CTxi works or not. In fact, the obvious definition works. To see this,
we need to describe the structure of K〈〈x〉〉 more clearly.
Recall that a totally ordered set S is well-ordered if each nonempty subset of
S contains a minimal element. Applying the basic theory of well-ordered sets, we
get the fundamental structure (Proposition 2-1.2) for the field of iterated Laurent
series, which is going to play an important role in our further development.
Let M be the group of monomials in x1, . . . , xm with usual multiplication, and
let Zm be the group written additively. Clearly M is isomorphic to Zm. The reverse
lexicographic ordering< on Zm is defined by (n1, n2, . . . , nm) < (k1, k2, . . . , km) if and
only if there is an i such that ni < ki and nj = kj for all j > i. This ordering is clearly
a total ordering on Zm that is compatible with its group structure. Transferring this
total ordering to M , we get a total ordering “”, which plays a central rule when
expanding 1/f into an iterated Laurent series. Thus if 1 ≤ i < j ≤ m, then for
any positive integer s, we have xsi ≺ xj, and the expansion of 1/(xsi − xj) is given
by x−si
∑
n≥0 (xj/x
s
i )
n. The analogous situation for complex variables would be
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informally written as 1 >> x1 >> · · · >> xn when expanding rational functions into
Laurent series, where >> means “much greater”. See (Wilson 1962) and (Stanley
1974, p. 231).
The order of a monomial cxn (where c ∈ K) is defined to be n. We say that
the order of xn is smaller than the order of xk if n < k in the reverse lexicographic
ordering, or equivalently, xn ≺ xk.
Suppose that bn ∈ K and that
f(x) =
∑
n∈Zm
bnx
n
is a formal series. Then the support of f is defined to be the set {n | bn 6= 0 }.
Now we can give the fundamental structure of the field K〈〈x〉〉, the proof of which
will be provided later.
Proposition 2-1.2 (Fundamental structure). A formal Laurent series in x belongs
to K〈〈x〉〉 if and only if it has a well-ordered support.
This new result not only gives an overall view of iterated Laurent series, but also
validates the following natural definition.
Definition 2-1.3. The operator CTxj acts on a formal series in x1, . . . , xm by
CT
xj
∑
(i1,...,im)∈Zm
ai1,...,imx
i1
1 · · ·ximm =
∑
(i1,...,im)∈Zm,ij=0
ai1,...,imx
i1
1 · · ·ximm ,
where ai1,...,im belongs to K.
This natural definition has some obvious commutativity properties. (See P2 and
P3 below.) But the set of all formal series in x1, . . . , xn does not form a ring, which
means that we cannot apply multiplication.
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From the fundamental structure and the simple and useful fact that any subset
of a well-ordered set is well-ordered, it is easy to see the following three properties
hold.
P1. The operator CTxi results in an iterated Laurent series when acting on an
iterated Laurent series.
P2. The operator CTxi commutes with
∑
.
P3. The operator CTxi commutes with CTxj .
Property P1 is necessary to make our definition applicable, and it is nontrivial
for n ≥ 3 without the fundamental structure. The commutativity property P2
is the key to converting many problems into simple algebraic computations. The
commutativity property P3 may significantly simplify the constant term evaluations.
Let us compare with another definition of CTxi by an example.
Example 2-1.4. Zeilberger (1999) proved a Conjecture of Chan et al. by showing
an identity that is equivalent to the following
CT
x1
· · ·CT
xn
1∏n
i=1(1− xi)
1∏
i<j(xi − xj)
= C1 · · ·Cn−1, (2-1.1)
where Cn is the Catalan number. As pointed out in (Baldoni-Silva and Vergne
2001), this identity should be interpreted as taking iterated constant terms; i.e., in
applying CTxn to the displayed rational function, we expand it as a Laurent series
in xn; the result is still a rational function and we can apply CTxn−1 , . . . , CTx1
iteratively. The CTxi does not commute with CTxj .
Our approach is to expand rational functions in K〈〈x1, . . . , xn〉〉 and then take
the constant term in x1, . . . , xn. So after specifying the working field, the iterated
constant term operator is simply CTx1,...,xn.
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Proof of Proposition 2-1.2. We proceed by induction on m. If m = 1,
then we are considering K((x1)). The proposition is clearly true. Suppose it is true
for m− 1. Now we prove that it is also true for m.
Suppose that bn ∈ K, and that
f(x) =
∑
n∈Zm
bnx
n.
On the one hand, if f(x) ∈ K〈〈x〉〉, then we have
f(x) =
∑
nm≥Nm
anmx
nm
m =
∑
n∈Zm
bnx
n,
with anm ∈ Km−1〈〈x〉〉 and Nm an integer. Let S be any subset of P := {n | bn 6= 0 }.
Thus for all n ∈ P , nm is greater than or equal to Nm. Thus minn∈S nm, denoted
by Bm, exists and is ≥ Nm. Let S ′ = {n ∈ S | nm = Bm }. Since S ′ is a subset of
the set of powers of the nonzero terms in aBm ∈ Km−1〈〈x〉〉, it is a well-ordered set.
Using induction on m, we see that S ′ has a minimum, written as (B1, . . . , Bm−1).
Then (B1, . . . , Bm) is the minimum of S.
On the other hand, if P := {n | bn 6= 0 } is a well-ordered set, then it has a
minimum, say (N1, . . . , Nm). Therefor, Nm is the minimum of {nm | n ∈ P }, and
anmx
nm
m =
∑
k∈Zm,km=nm
bkx
k1
1 · · ·xkm−1m−1 xnmm .
Since the set of powers of the nonzero terms in anmx
nm
m is a subset of P , it is well-
ordered. By induction on m, we get that anm ∈ K〈〈x1, . . . , xm−1〉〉, and that f can
be written as
f(x) =
∑
n∈Zm,nm≥Nm
anmx
nm
m .

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Now for any f(x) ∈ K〈〈x〉〉, we define ord(f) to be the minimum of the support
of f . If ord(f) = k, then we call bkx
k the initial term of f . It is clear that the
initial term of fg equals the initial term of f times the initial term of g.
Similar to the case of double Laurent series, we have the following three de-
compositions for iterated Laurent series. The first decomposition follows from the
fundamental structure (Proposition 2-1.2).
Lemma 2-1.5 (First Decomposition in K〈〈x〉〉). For each 1 ≤ i ≤ m, and f ∈
K〈〈x〉〉, f can be uniquely written as f = f1+f2, where f1 contains only nonnegative
powers in xi and f2 contains only negative powers in xi.
Thus we can define PTxi f(x) = f1 and NTxi f(x) = f2. If f = PTxi f (or
f = NTxi f), then we say f is PT (or NT) in xi, just the same as in the two variable
case. We shall mention that without using our fundamental structure, it is not
obvious that PTxi f(x) ∈ K〈〈x〉〉 for m ≥ 3.
Now CTxi f(x) is in K〈〈x1, . . . , xi−1, xi+1, . . . , xm〉〉, and CTxi1 ,...,xir f(x) is inde-
pendent of xi1 , . . . xir . The residue is defined by
Res
xi1 ,...,xir
f(x) = CT
xi1 ,...,xir
xi1 · · ·xirf(x).
In the following, we will see that the second decomposition is useful in expanding
1/f .
Lemma 2-1.6 (Second Decomposition in K〈〈x〉〉). If f(x) ∈ K〈〈x〉〉, then f can be
uniquely factored into the form
f(x) = axkf1(x1)f2(x1, x2) · · · fm(x1, x2, . . . , xm), (2-1.2)
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so that a ∈ K, and fi(x1, . . . , xi) ∈ Ki−1〈〈x〉〉[[xi]] with constant term 1 for all i.
Moreover, axk is the initial term of f(x), and the second decomposition of 1/f(x)
is given by
1
f(x)
=
1
a
x−k
1
f1(x1)
1
f2(x1, x2)
· · · 1
fm(x1, x2, . . . xm)
.
Proof. We prove this lemma by induction on m. It is trivial for m = 1. When
m = 2, we have shown it in chapter 1. Now suppose it is true for m − 1. We want
to show it is true for m.
Since K〈〈x〉〉 can be written asKm−1〈〈x〉〉((xm)), the Laurent series in xm with co-
efficients inKm−1〈〈x〉〉, andKm−1〈〈x〉〉 is also a field, we can write f(x) = bxNmm fm(x),
where b ∈ Km−1〈〈x〉〉 and fm(x) ∈ Km−1〈〈x〉〉[[xm]] with constant term 1. By induc-
tion, we can write
b = axk11 x
k2
2 · · ·xkm−1m−1 f1f2 · · · fm−1
with a ∈ K and fi ∈ Ki−1〈〈x〉〉[[xi]]. So we have the decomposition (2-1.2).
Now let f(x) = a′xrg1 · · · gm be another decomposition, and let c = f(x)/(xrmm gm).
Then c ∈ Km−1〈〈x〉〉, and f = cxrmm gm. By the uniqueness of the decomposition of
Km−1〈〈x〉〉((xm)), we must have b = c and xkmm fm = xrmm gm. Since fm and gm are both
in Km−1〈〈x〉〉[[xm]] with constant term (in xm) 1, we have km = rm and fm = gm.
By induction, gi = fi and ri = ki for all i and a = a
′. This shows uniqueness.
It is clear that the initial term of fi is 1 for all i, so ax
k is the initial term of
f(x). The remaining assertions are obvious. 
Remark 2-1.7. With the above notation, we can see that log fi(x1, . . . , xi) belongs
to the ring xiK〈〈x1, . . . , xi−1〉〉[[xi]]. Therefore log(f1 · · · fm) equals the sum of log fi,
and hence belongs to K〈〈x〉〉. This fact will be used later for proving a generalized
residue theorem.
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Lemma 2-1.8 (Third Decomposition in K〈〈x〉〉). If f(x) ∈ K〈〈x〉〉 has initial term
1, then for each i with 1 ≤ i ≤ m, we have a unique decomposition in K〈〈x〉〉
f = fi+ fi0 fi−, where fi+ contains only positive powers in xi, fi0 does not contain
xi, fi− contains only negative powers in xi, and each of them has initial term 1.
Proof. Similar to the two variable case, this lemma follows from the first de-
composition through taking a logarithm. The difference is that we need to show
that log f belongs to K〈〈x〉〉, which follows from Remark 2-1.7. 
Applications of the third decompositions will be give in the chapter about lattice
path enumeration.
We conclude this section by giving some properties of the operator “ord”. We
have the following properties of the operation “ord”:
(1) ord(fg) = ord(f) + ord(g).
(2) ord(f + g) ≥ min(ord(f), ord(g)), the greater only happens when the sum
of the initial terms of f and g equals 0.
(3) For any N ∈ Z we have ord(fN) = Nord(f). In particular, ord(f−1) =
−ord(f).
The first two properties are obvious. The third property is trivial when N is non-
negative. So it suffices to show that ord(f−1) = −ord(f), which follows from the
second decomposition (Lemma 2-1.6).
2-2. Basic Computational Rules
Depending on the working field, rational functions Q(x1, x2, . . . , xm) may have
as many as m! different expansions. More precisely, if σ is a permutation of [m],
then Q(x) will have a unique expansion in K〈〈xσ1 , xσ2 , . . . , xσm〉〉. The expansions
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of Q(x) for different σ are usually different. So we need to specify the working field
whenever a reciprocal comes into account. Note that the intersection of all these m!
sets K〈〈xσ1 , xσ2 , . . . , xσm〉〉 is the ring of Laurent series K((x1, x2, . . . , xm)).
The computational rules in the working fieldK〈〈x1, . . . , xm〉〉 are listed as follows,
where F and G are in K〈〈x1, . . . , xm〉〉. These rules are similar to those for the field
of double Laurent series.
Rule 1: (linearity) For any a, b that are independent of xi,
CT
xi
(aF (x) + bG(x)) = aCT
xi
F (x) + bCT
xi
G(x).
Rule 2: If F can be written as
∑
k≥0 akx
k
i , then
CT
xi
F = F |xi=0 .
Rule 3:
Res
xi
∂F (x)
∂xi
G(x) = −Res
xi
F (x)
∂G(x)
∂xi
.
Rule 4: Suppose F is PT in xi. If G can be factored in K〈〈x1, . . . , xm〉〉 as (xi−u)H
such that u is independent of xi and ord(u) > ord(xi), and 1/H is PT in
xi, then
CT
xi
F (x)
xi
G(x)
=
F (x)
∂G(x)
∂xi
∣∣∣∣∣∣∣∣
xi=u
Rule 3 follows from the well-known property of the residues
Res
xi
∂H(x)
∂xi
= 0.
Rule 4 is a reformulation of Theorem 1-3.14 in the multivariate case.
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2-3. Application to the Evaluation of Combinatorial Sums
One major application of our theory is on the evaluation of combinatorial sums.
To apply our theory, we first use the binomial theorem and the formula for geometric
series to convert the sums into constant terms, and then Theorem 1-3.14 (rule 4).
Let α be short for α1, . . . , αr. The working field in this section is alwaysK〈〈α,x〉〉.
Example 2-3.1. Saalschu¨tz’s Theorem is equivalent to the following identity.
∑
k≥0
(−1)k
(
a + k − 1
k
)(
a+ e
n− k
)(
d+ e+ k − 1
e
)
=
(
d− a+ n− 1
n
)(
d+ n− 1
e− n
)
,
where the sum ranges from 0 to n.
Proof. We prove this identity by showing that both sides have the same gener-
ating function. The generating function for the left side can be evaluated as follows:
CT
α1,α2,α3
∑
a,d,e,n≥0
n∑
k=0
(−1)e (1 + α1)−a (1 + α2)a+e (1 + α3)−d−k x1ax2dx3ex4n
α1kα2n−kα3e
= CT
α1,α2,α3
α1α2α3 (1 + α1) (1 + α3)
2
(α2 − x4) (α1 + α1α3 − x4) ·
1
(1 + α1 − (1 + α2)x1) (1 + α3 − x2) (α3 + (1 + α2)x3) .
Now we take the constant term in α1 first. Only the second factor in the denominator
can result in negative powers in α1, and it has a unique root x4/(1 + α3), whose
order is higher than that of α1. Thus we can apply Theorem 1-3.14 and get
CT
α2,α3
α2α3 (1 + α3) (1 + α3 + x4)
(α3 + x3 + α2x3) (1 + α3 − x2) (1 + α3 − (1 + α2)(1 + α3)x1 + x4) (α2 − x4) .
Similarly, we take the constant term in α2. Only the last factor in the denominator
can result in negative powers in α2, and it has a unique root x4. Applying Theorem
68 2. THE FIELD OF ITERATED LAURENT SERIES
1-3.14 we get
CT
α3
α3 (1 + α3) (1 + α3 + x4)
(α3 + x3 + x3x4) (1 + α3 − x2) (1 + α3 − x1 + x4 − α3x1 − x1x4 − α3x1x4) .
Now only the first factor in the denominator can result in negative powers in α3, and
it has a unique root x3+x3x4. Applying Theorem 1-3.14 we get the final generating
function
(1− x3) (1− x3 − x3x4)
(1− x1 − x3 + x1x3 + x1x3x4) (1− x2 − x3 − x3x4) .
For the right side, we can evaluate the generating function as follows.
CT
α1,α2
(−1)e (1 + α1)−d+a (1 + α2)−d−n x1ax2dx3ex4n
α1nα2e−n
= CT
α2
CT
α1
α1α2 (1 + α1) (1 + α2)
2
(α1 + α1α2 − α2x4) (1− x1 − α1x1) (1 + α1 + α2 + α1α2 − x2) (α2 + x3) .
Only the first factor in the denominator will result in negative powers in α1, and
it has a unique root α2x4/(1 + α2). Applying Theorem 1-3.14 we get
CT
α2
α2 (1 + α2) (1 + α2 + α2x4)
(α2 + x3) (1 + α2 − x2 + α2x4) (1 + α2 − x1 − α2x1 − α2x1x4) .
Only the first factor in the denominator will result in negative powers in α2, and
it has a unique root −x3. Applying Theorem 1-3.14 we get the final generating
function
(1− x3) (1− x3 − x3x4)
(1− x1 − x3 + x1x3 + x1x3x4) (1− x2 − x3 − x3x4) .
Saalschu¨tz’s Theorem thus follows. 
Example 2-3.2. Evaluate the generating function
∞∑
m,n=0
m−2∑
a=0
n−2∑
b=0
(
n + a− 1
a
)(
m+ b− 1
b
)(
m+ n− a− b− 4
n− b− 2
)
xmyn.
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This evaluation arose in counting directed convex polyominoes with certain param-
eters.
First we convert the sum into a constant term evaluation. We get
CT
α1,α2,α3
∞∑
m,n=0
m−2∑
a=0
n−2∑
b=0
(1 + α1)
n+a−1 (1 + α2)
m+b−1 (1 + α3)
m+n−a−b−4 xmyn
α1aα2bα3n−b−2
.
The summation can be computed by first summing on m ≥ a + 2, n ≥ b + 2, and
then summing on a ≥ 0 and b ≥ 0. We get
CT
α1,α2,α3
α1α2α3 (1 + α1) (1 + α2)x
2y2
(1− x(1 + α2 + α3 + α2α3)) (α3 − y(1 + α1 + α3 + α1α3)) ·
1
(α1 − x(1 + α1 + α2 + α1α2)) (α2 − y(1 + α1 + α2 + α1α2)) .
We first take the constant term in α1. Only the third factor in the denomina-
tor will result in negative powers in α1, which is linear and has a unique root
x (1 + α2) / (1− x(1 + α2)). Thus applying Theorem 1-3.14 we get
CT
α2,α3
α2α3(1 + α2)y
2x2
(α2 − y(1 + α2)− x(α2 + α22)) ·
1
(α3 − y(1 + α3)− x(α3 + α2α3)) (1− x(1 + α2 + α3 + α2α3)) .
Now taking the constant term in α3 is better than α2. Only the second factor
in the denominator will result in negative powers in α3, which has a unique root
y/(1− x− α2x− y). Applying Theorem 1-3.14, we get
CT
α2
α2 (1 + α2) x
2y2
(1− 2 x− y − 2α2x+ x2 + 2α2x2 + α22x2) (α2 − x(α2 + α22)− y(1 + α2) .
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To take the constant term in α2, we need to solve for α2 in the first factor of the
denominator. Only one root has order great than α2, which may be found by the
quadratic formula,
A =
1− x− y −√(1− x− y)2 − 4xy
2x
.
Applying Theorem 1-3.14, and simplifying, we get the generating function
xy
(
1− x− y −√(1− x− y)2 − 4xy)
2 ((1− x− y)2 − 4xy) .

Example 2-3.3. Super Catalan numbers S(m,n) are defined
S(m,n) =
(2m)! (2n)!
m!n! (m+ n)!
. (2-3.1)
They were first stated to be integers by (Catalan 1874).
We compute the generating function of S(m,n) as follows. It is easy to check
that
S(m,n) = (−1)n4m+n
(
m− 1/2
m+ n
)
.
Thus we have
∑
m,n≥0
S(m,n)xmyn =
∑
m,n≥0
(−1)n4m+n
(
m− 1/2
m+ n
)
xmyn
= CT
α
∑
m,n≥0
(−1)n4m+n(1 + α)m−1/2α−m−nxmyn
= CT
α
(1 + α)−1/2
1
1− 4(1 + α)x/α
1
1 + 4y/α
= CT
α
α
(1− 4x)√1 + α ·
α
(α− 4x/(1− 4x)) (α + 4y)
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Thus we have two roots A1 = 4x/(1− 4x), A2 = −4y for α in the denominator that
will result in negative powers in α. We can use partial fractions or apply Theorem
1-3.6 to get
1
1− 4x
A1√
1+A1
− A2√
1+A2
A1 − A2 =
1
x+ y − 4xy
(
x√
1− 4x +
y√
1− 4y
)
.
2-4. A New Algorithm for Partial Fraction Decompositions
The original purpose of this section is for the application of our theory to MacMa-
hon’s partition analysis. But these results are of independent interest.
The partial fraction decomposition (or expansion) of a one variable rational
function is very useful in mathematics. For example, it is crucial to get the par-
tial fraction decomposition of a rational function when integrating it. Kovacic’s
algorithm (Kovacic 1986) for solving the differential equation y′′(x) + r(x)y(x) = 0
requires the full partial fraction expansion of r(x) over the complex numbers.
The classical algorithm for partial fraction expansion relies on the following
theorem. To make it simple, we consider rational functions in C(t).
Theorem 2-4.1. If a1, . . . , an are n distinct numbers, m1, . . . , mn are positive inte-
gers, and the degree of p(t) is less than m1+ · · ·+mn, then there are unique numbers
Ai,j, where 1 ≤ i ≤ n and 1 ≤ j ≤ mi, such that
p(t)
(t− a1)m1 · · · (t− an)mn =
n∑
i=1
mi∑
j=1
Ai,j
(t− ai)j . (2-4.1)
The classical algorithm multiplies both sides by the denominator, and then
equates coefficients to solve a large system of linear equations for the Ai,j ’s.
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It is the key observation of our new algorithm that linear transformations will
keep the structure of the partial fraction expansion. We illustrate this idea by an
example and will give a precise argument later. See Lemma 2-4.9.
Example: The partial fraction expansion of f(t) is A/(t− a) +B/(t− b) if and
only if the partial fraction expansion of f(t+ c) is A/(t+ c−a)+B/(t+ c− b). So if
ai is not 0 for all i, then we can compute the partial fraction expansion of f(t+ a1),
after that, replacing t with t− a1.
For example, let f(t) = (t−a)−10(t−b)−20. Maple will get stuck when converting
f(t) into partial fractions, in which it needs to solve a system of linear equations of
30 unknowns. But Maple can convert f(t+ b) into partial fractions quickly, and the
replacing of t by t − b costs little time. This is because after that transformation
most of coefficients in those 30 linear equations become 0.
a. The Theorems and the Algorithm
In this section we develop a completely new algorithm for computing partial fraction
decompositions of rational functions. This new algorithm not only has theoretical
applications, but also is very fast. When the base field is algebraically closed, our
algorithm is surprisingly simple. When the base field is not algebraically closed,
we also have a fast algorithm, and we will explain how to compute the full partial
fraction decompositions of rational functions.
Denote by F (t) the left hand side of equation (2-4.1). Let M be the degree
of the denominator of F (t), which is m1 + m2 + · · · + mk. Compared with the
classical algorithm for obtaining the partial fraction decomposition of F (t), our new
algorithm has three improvements. This comparison is under the assumption of
fast multiplications of (usually rational) numbers. In the following, when we say
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that an algorithm takes O(m) time, we mean that the algorithm will do O(m)
multiplications.
(1) The new algorithm is fast. The classical algorithm needs to solve M linear
equations of M unknowns, which takes O(M3) time by using the Gauss-
ian elimination algorithm. See (Sedgewick 1988, Property 37.1). But our
algorithm only takes about O(M2) time.
(2) The new algorithm needs little storage space. The classical algorithm needs
to record all of the M2 coefficients in those M linear equations. So the
storage space is about O(M2). But our new algorithm needs only to record
two polynomials of degree m, where m is the maximum of the mi’s. So the
storage space is only O(m).
(3) The new algorithm computes the partial fraction expansion at different ai’s
separately, so it is more suitable for parallel programming.
Let K be any field, and t be a variable. It is well-known that K[t] has many
nice properties. Here we use the fact that K[t] is a unique factorization domain.
In what follows, the degree of an element r ∈ K[t], denoted by deg(r), is the
degree of r as a polynomial in t. The degree of the 0 polynomial is treated as −∞.
We start with the division theorem in K[t].
Theorem 2-4.2. Let D,N ∈ K[t] and suppose D 6= 0. There is a unique pair
(p, r) such that p, r ∈ K[t], N = Dp+ r, and deg r < degD.
Remark 2-4.3. In the above theorem, r is called the remainder. The well-known
division algorithm computes both p and r for given N and D. It is easy to see that
this will take O(deg(p) deg(D)) time. If we only care about p, or only care about r,
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there exist faster algorithms, especially in some special cases. We will discuss this
later.
A rational function N/D with N,D ∈ K[t] is said to be proper if degN < degD.
A proper rational function is simply called a proper fraction. The unit 1 is not
proper, but 0 is considered to be proper. It is clear that the sum of proper fractions
is a proper fraction, and the product of proper fractions is a proper fraction. But
the set of all proper fractions does not form a ring, for 1 does not belong to it.
By Theorem 2-4.2, any rational function N/D can be uniquely written as the
sum of a polynomial and a proper fraction. Such a decomposition is called a ppfrac-
tion (short for polynomial and proper fraction) of N/D. If N = Dp + r with
deg(r) < deg(D), then N/D = p + r/D is a ppfraction. We denote by Poly(N/D)
the polynomial part of N/D, and by Frac(N/D) the fractional part of N/D.
Recall the following well-known result in algebra.
Lemma 2-4.4. Let N,D ∈ K[t] with D 6= 0. If D = D1 · · ·Dk is a factorization of
D in K[t], and all the Di are pairwise relatively prime, then N/D can be uniquely
written as
N
D
= p +
r1
D1
+ · · ·+ rk
Dk
, (2-4.2)
where ri is a polynomial of degree smaller than deg(Di) for all i, and p equals the
polynomial part of N/D. We call such decomposition the ppfraction expansion of
N/D with respect to (D1, . . . , Dk).
Suppose that D = D1D
′ and that D1 and D′ are relatively prime. Then we have
a ppfraction of N/D with respect to (D1, D
′): N/D = Poly(N/D) + r1/D1 + r′/D′.
In such a decomposition, we call r1/D1 the fractional part of N/D with respect to
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D1, and denote it by Frac(N/D,D1). If D1 = (t − a)m for some a ∈ K, then we
simply denote it by Frac(D/D, t = a).
Clearly Frac(N/D, 1) is always 0, and Frac(N/D,D1) is always a proper fraction
with denominator D1. We have the following simple property.
Lemma 2-4.5. Let M,N,D,D1 ∈ K[t] with D 6= 0 and D1 dividing D. If D1 and
D/D1 are relatively prime, then Frac(MN/D,D1) = Frac(M · Frac(N/D,D1)).
Proof. Let D′ = D/D1, and let N/D = p + r1/D1 + r′/D′ be the ppfraction
expansion of N/D with respect to (D1, D
′). Then Frac(N/D,D1) = r1/D1. Now
MN
D
=Mp +
Mr1
D1
+
Mr′
D′
=Mp + Poly
(
Mr1
D1
)
+ Poly
(
Mr′
D′
)
+ Frac
(
Mr1
D1
)
+ Frac
(
Mr′
D′
)
,
in which the sum of the first three terms is a polynomial, the fourth term is a
proper fraction with denominator D1, and the fifth term is a proper fraction with
denominator D′. Hence Frac(MN/D,D1) = Frac(Mr1/D1) as desired. 
Theorem 2-4.6. For any N,D ∈ K[t] with D 6= 0, if D1, . . .Dk ∈ K[t] are
pairwise relatively prime, and D = D1 · · ·Dk, then
N
D
= Poly
(
N
D
)
+ Frac
(
N
D
,D1
)
+ · · ·+ Frac
(
N
D
,Dk
)
is the ppfraction expansion of N/D with respect to (D1, . . . , Dk).
Proof. Suppose that
N
D
= p+
r1
D1
+ · · ·+ rk
Dk
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is the ppfraction expansion ofN/D with respect to (D1, . . . , Dk). LetD
′ = D2 · · ·Dk.
Then D1 and D
′ are relatively prime and r2/D2 + · · · + rk/Dk is a proper frac-
tion with denominator D′. Denote it by r′/D′. By the uniqueness of ppfraction
of N/D with respect to (D1, D
′), we have r1/D1 = Frac(N/D,D1). Similarly
ri/Di = Frac(N/D,Di) for all i. 
Thus to find the ppfraction expansion of N/D with respect to (D1, . . . , Dk),
it suffices to find Poly(N/D), which can be easily done by the division algorithm,
and Frac(N/D,Di) for every i. From this idea, we can give a fast algorithm for
computing the ppfraction expansion with respect to D1, . . . , Dk. For this problem,
the classical way is to assume that N/D is a proper fraction, assume also that
ri(t) = ai,0 + ai,1t + · · · + ai,di−1tdi−1 for every i, where di = deg(Di), then solve a
system of linear equations in d1+ · · ·+ dk indeterminates by equating coefficients of
the equation N = r1D/D1 + · · ·+ rkD/Dk.
Theorem 2-4.7. Suppose that N ∈ K[t] and that D = D1 · · ·Dk is a factorization
of D in K[t] such that D1 is relatively prime to Di for i = 2, . . . , k. Suppose also
that 1/(D1Di) = si/D1 + ri/Di, which is not required to be a ppfraction expansion.
Then Frac(N/D,D1) = Frac(Ns2s3 · · · sk/D1).
Proof. We have
1
D
=
1
D1D2
· 1
D3 · · ·Dk =
s2
D1D3 · · ·Dk +
r2
D2D3 · · ·Dk
Applying a similar procedure successively to D1D3, D1D4, . . . , D1Dk in the first
term, we get
1
D
=
s2s3 · · · sk
D1
+
s2 · · · sk−1rk
Dk
+
s2 · · · sk−2rk−1
Dk−1Dk
+ · · ·+ r2
D2 · · ·Dk .
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Now denoted by Ti the ith term on the right hand side of the above equation. Then
T1 is a rational function with denominator D1, and for i ≥ 2, Ti is a rational function
with denominatorDkDk−1 · · ·Dk−i+2, which divides D′, whereD′ = D2 · · ·Dk. Thus
Frac(T2) + · · · + Frac(Tk) is a proper fraction with denominator D′. Denote it by
r′/D′. Now
1/D = Poly(T1) + · · ·+ Poly(Tk) + Frac(T1) + Frac(T2) + · · ·+ Frac(Tk).
The sum of the polynomial part of all the Ti’s has to be equal to the polynomial
part of 1/D, which is 0. Thus we get 1/D = Frac(T1) + r
′/D′. This is a ppfraction
expansion of 1/D with respect to (D1, D
′). So
Frac(1/D,D1) = Frac(T1) = Frac(s2s3 · · · sk/D1).
Thus by Lemma 2-4.5 Frac(N/D,D1) = Frac(Ns2s3 · · · sk/D1). 
Given relatively prime polynomials D1 and D2, we can use the classical method
to find s2, r2 such that 1/(D1D2) = s2/D1 + r2/D2 with deg(s2) < deg(D1) and
deg(r2) < deg(D2). Alternatively, we can write the equation in the form 1 =
s2D2 + r2D1 and find s2 and r2 by the Euclidean algorithm.
From Theorem 2-4.7, after solving k − 1 linear equations, with the ith having
deg(D1) + deg(Di) indeterminates for i = 2, . . . , k, we can compute Frac(N/D,D1),
which is equal to the fractional part of Ns2 · · · sk/D1. This algorithm is much more
efficient than the classical method for large k.
If D = apm11 · · · pmkk , where a ∈ K, is a factorization of D into monic primes in
K[t], then pm11 , . . . , p
mk
k are pairwise relatively prime. Let Di = p
mi
i , and let ri be a
polynomial with deg(ri) < deg(Di). Then every ri/Di can be uniquely written in
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the form
∑mi
j=1Aj/p
j
i with deg(Aj) < deg(pi) for all j. The partial fraction expansion
of N/D is the result of applying the above decomposition to the ppfraction of N/D
with respect to (D1, . . . , Dk). In this case, we can use the following lemma to reduce
the problem to computing only the partial fraction expansion of 1/(pipj) for all
i 6= j.
Lemma 2-4.8. Let p, q ∈ K[t] be relatively prime polynomials. If r and s are two
polynomials such that 1/(pq) = r/p+ s/q, then for any positive integers m,n,
1
pmqn
=
1
pm
m−1∑
i=0
(
m+ i
i
)
rnsipi +
1
qn
n−1∑
j=0
(
n + j
j
)
rjsmqj. (2-4.3)
Proof. Using the formula 1/(pq) = r/p+ s/q, we have
1
pmqn
=
1
pq
· 1
pm−1qn−1
=
r
pmqn−1
+
s
pm−1qn
.
If we let A(m,n) = 1/(pmqn), then the above equation is equivalent to
A(m,n) = rA(m,n− 1) + sA(m− 1, n).
Using this recursive relation, we can express A(m,n) in terms of A(0, j) and A(i, 0),
where 1 ≤ j ≤ n and 1 ≤ i ≤ m.
Either using induction or a combinatorial argument, we can easily get
A(m,n) =
m−1∑
i=0
(
m+ i
i
)
rnsiA(m− i, 0) +
n−1∑
j=0
(
n+ j
j
)
rjsmA(0, n− j).
Equation (2-4.3) is just a restatment of the above equation. 
Let b ∈ K and τb by the transformation defined by τb f(t) = f(t + b) for any
f(t) ∈ K[t] or f(t) ∈ K(t). Then τb is clearly an automorphism on K[t] and on
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K(t), and its inverse is τ−b. The following properties can be easily checked for any
p, q ∈ K[t] and b ∈ K.
(1) p is prime in K[t] if and only if τb p is.
(2) τb gcd(p, q) = gcd(τb p, τb q).
(3) deg(τb p) = deg(p).
(4) p/q is a proper fraction if and only if τb p/q is.
Thus for any N,D ∈ K[t] with D 6= 0, N/D = p + r1/D1 + · · · + rk/Dk is the
ppfraction expansion of N/D if and only if τb N/D = (τb p) + (τb r1/D1) + · · · +
(τb rk/Dk) is a ppfraction expansion of τb N/D. The partial fraction expansion
can be obtained by first computing the partial fraction expansion of τb N/D, then
applying τ−b to the result. Choosing b appropriately can simplify the computation.
The above argument gives us the following lemma.
Lemma 2-4.9. For any N,D,D1 ∈ K[t] with D 6= 0, D/D1 ∈ K[t], and
gcd(D1, D/D1) = 1, we have
Frac(N/D,D1) = τ−b Frac(τb N/D, τb D1).
Now consider the case when K is algebraically closed. This is the simplest case,
since every prime in K[t] is linear and can be written as t− a for some a ∈ K.
Let ⌈tm⌉ be the map from K[[t]] to K[t] given by setting tn = 0 for all n ≥ m.
More precisely,
⌈tm⌉
∑
n≥0
ant
n =
m−1∑
n=0
ant
n.
where ai ∈ K for all i. The following properties can be easily checked for all
f, g ∈ K[[t]].
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(1) ⌈tm⌉ (f + g) = ⌈tm⌉ f + ⌈tm⌉ g.
(2) ⌈tm⌉ (fg) = ⌈tm⌉ ( ⌈tm⌉ f ⌈tm⌉ g).
(3) If 0 < k < m then ⌈tm⌉ tkf = tk ⌈tm−k⌉ f .
(4) If g(0) 6= 0, then ⌈tm⌉ f/g = ⌈tm⌉ ( ⌈tm⌉ f/ ⌈tm⌉ g).
Proposition 2-4.10. Let P (t) and Q(t) be two polynomials of degree m− 1, then
⌈tm⌉P (t)Q(t) can be computed in O(m1.58) time.
It is known that the multiplication of two polynomial of degree m − 1 can be
done in O(m1.58) time. See, e.g., (Sedgewick 1988, Property 36.1).
Fact: Let P (t) and Q(t) be two polynomials in t of degree m − 1. To obtain
⌈tm⌉P (t)Q(t) needs only half of the time to obtain P (t)Q(t). This fact follows from
the following observation.
Bisect P (t) into P (t) = P1(t)+t
dP2(t), where d = ⌊m/2⌋ and P1(t) and P2(t) are
both polynomials of degree no more than d. Bisect Q(t) into Q(t) = Q1(t)+ t
dQ2(t)
similarly. Then we have
⌈tm0⌉P (t)Q(t) = ( ⌈tm⌉P1(t)Q1(t)) + td
( ⌈tm−d⌉ (P1(t)Q2(t) + P2(t)Q1(t))) .
Now it is easy to analyze this to see the fact is true.
Theorem 2-4.11. Let N,D ∈ K[t] and D = tmE with E ∈ K[t] and E(0) 6= 0.
Then
tmFrac(N/D, tm) = ⌈tm⌉ N(t)
E(t)
.
Proof. Since E(0) 6= 0, tm and E are relatively prime. Let
N(t)
D(t)
= p(t) +
r(t)
tm
+
s(t)
E(t)
(2-4.4)
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be the ppfraction of N/D with respect to (tm, E). Thus deg(r(t)) < m, and r(t) =
tmFrac(N/D, tm).
Because K(t) can be embedded into the field of Laurent series K((t)), equation
(2-4.4) is also true as an identity of K((t)). On the right hand side of equation
(2-4.4), when expanded as Laurent series in K((t)), the the second term contains
only negative powers in t, and the other term contains only nonnegative powers in
t. Therefore, r(t)/tm equals the negative part of N/D when expanded as a Laurent
series. More precisely, for i = 1, . . . , m, we have
[t−i]
N(t)
D(t)
= [t−i]
r(t)
tm
.
This is equivalent to [tm−i]N(t)/E(t) = [tm−i]r(t) for i = 1, . . . , m. Now r(t) is a
polynomial of degree at most m− 1, and N(t)/E(t) ∈ K[[t]], so
r(t) = ⌈tm⌉ N(t)
E(t)
.

Remark 2-4.12. The idea of using Laurent expansion to obtain part of the par-
tial fraction expansion of rational functions appeared in the proof of (Gessel 1997,
Theorem 4.4).
Gessel observed that this same idea can also be used to compute the polynomial
part of a rational function. And it is fast when the polynomial part has small degree.
Proposition 2-4.13. If R(t) is a rational function in K(t), then the polynomial
part P (t) could be computed by the following equation.
t−1P (t−1) = Frac(t−1R(t−1), t = 0).
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Proof. Let R(t) = P (t) + N(t)/D(t) be the ppfraction of R(t), and let p =
deg(P ), d = deg(D), and n = deg(N). Then n < d. Now we have
t−1R(t−1) = t−1P (t−1) + t−1N(t−1)/D(t−1) = t−1P (t−1) + td−n−1N˜(t)/(D˜(t)),
where D˜(t) = tdD(t−1), and similarly for N˜(t).
Apply ppfraction expansion to the second term. Since D˜(t) has nonzero constant
term, it is relatively prime to tp+1. Now it is clear that t−1P (t−1) is the fractional
part of t−1R(t−1) with respect to tp+1. 
Example 2-4.14. It is easy to check that
R(t) =
t3 + 2 t2 − 3 t+ 4
t2 − 4 t+ 2 = t+ 6 +
−8 + 19 t
t2 − 4 t+ 2 .
Now we compute it by Proposition 2-4.13.
t−1R(t−1) =
1 + 2 t− 3 t2 + 4 t3
t2 (1− 4 t+ 2 t2)
t2Frac(t−1R(t−1), t2) = ⌈t2⌉ 1 + 2 t− 3 t
2 + 4 t3
(1− 4 t+ 2 t2)
= ⌈t2⌉ 1 + 2t
1− 4t = 1 + 6t.
So we obtain that the polynomial part of R(t) is t+ 6.
Note that when expanded as Laurent series in t, we have
⌈tm0⌉ 1
(t− ai)mi =
m0−1∑
j=0
(−1)mi
(
mi − 1 + j
j
)
tj
ami+ji
.
Hence by Theorem 2-4.7, we get
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Corollary 2-4.15. Let N ∈ K[t] and D = tm0(t− a1)m1 · · · (t− ak)mk with all the
ai’s being distinct and not equal to 0. Then
tm0Frac
(
N
D
, tm0
)
= ⌈tm0⌉Ns1 · · · sk,
where
si =
m0−1∑
j=0
(−1)mi
(
mi − 1 + j
j
)
tj
ami+ji
.
We following the notation in Corollary 2-4.15. Because the ratios of the con-
secutive terms in the si above are simple rational numbers multiplied by t, the
construction of si needs only O(m0) time. Thus from Proposition 2-4.10, the com-
putation of Frac(N/D, tm0) can be done in O(km1.580 ) time.
Therefore, combining Theorem 2-4.6, Lemma 2-4.9 and Corollary 2-4.15, we
obtain an algorithm for computing the partial fraction decomposition of a proper
rational function of the general form
F (t) =
N(t)
(t− a1)m1 · · · (t− ak)mk .
(1) Let S := 0
(2) For i from 1 to k do G(t) := F (t+ ai), S := S + Frac(G(t), t
mi) next i.
(3) Return S.
The computation of Frac(G(t), tmi) will take O(km1.58i ) time. Sum on all i this
gives us k/2(m1.581 +m
1.58
2 + · · ·+m1.58k ). Now the only part left is the computation
of F (t+ ai) for all i, which can be easily checked to be no more than O(M
2). So in
any case, our new algorithm will take no more than O(M2) time.
This new algorithm also enables us to work with some difficult rational functions
by hand.
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Example 2-4.16. Compute the partial fraction expansion of f(t), where
f(t) =
t
(t+ 1)2(t− 1)3(t− 2)5 .
Solution. Clearly, the polynomial part of f(t) is 0. Although applying Corollary
2-4.15 is faster, we compute the fractional part of f(t) at t = −1 and t = 1 differently.
For the fractional part of f(t) at t = −1, we apply τ−1, and compute Frac(f(t−1), t2)
by Theorem 2-4.11. We have
t2Frac(f(t− 1), t2) = ⌈t2⌉ t− 1
(t− 2)3(t− 3)5
= ⌈t2⌉ t− 1
(−8 + 12t)((−3)5 + 34 · 5t)
= ⌈t2⌉ t− 1
8 · 35(1− 19/6t)
= ⌈t2⌉ (t− 1)(1 + 19/6t)
8 · 35 = −
1
8 · 35 (1 +
13t
6
).
Thus
Frac(f(t), (t+ 1)2) = − 1
23 · 35(t+ 1)2 −
13
24 · 36(t+ 1) .
Similarly, we can compute the fractional part of f(t) at t = 1. We have
t3Frac(f(t+ 1), t3) = ⌈t3⌉ t+ 1
(t+ 2)2(t− 1)5
= ⌈t3⌉ t+ 1
(t2 + t+ 4)(−10t2 + 5t− 1)
= ⌈t3⌉ t+ 1−4 + 16t− 21t2
= −1
4
⌈t3⌉ (t+ 1)(1 + 4t− 21
4
t2 + 16t2)
= −1
4
(1 + 5t+
59
4
t2).
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Thus
Frac(f(t), (t− 1)3) = − 1
4(t− 1)3 −
5
4(t− 1)2 −
59
16(t− 1) .
The fractional part of f(t) at t = 2 can be obtained similarly, but it is better to use
Corollary 2-4.15. In fact, this computation becomes quite complicated. Although it
is still possible to work by hand, we did use Maple.
t5Frac(f(t+ 2), t5)
= ⌈t5⌉ (t+ 2)
(
1
9
− 2t
27
+
t2
27
− 4t
3
243
+
5t4
729
)(
1− 3t+ 6t2 − 10t3 + 15t4)
=
2
9
− 19
27
t+
13
9
t2 − 593
243
t3 +
2689
729
t4.
Apply theorem 2-4.6, we get the partial fraction expansion of f(t), which is too
lengthy to be worth giving here.
Now we come back to the general case. In Maple, the full partial fraction ex-
pansion of a rational function will involve a form like
∑
α=root of p(t)
m∑
j=1
hj(α)
(t− α)j ,
where p(t) is a prime polynomial, and hj(t) will be a polynomial of degree no more
than deg(p(t)). This expansion is useful in some situations. We can also get this kind
of expansion by applying Theorem 2-4.11. This is best illustrated by an example.
Example 2-4.17. Compute the partial fraction expansion of f(t), where
f(t) =
t
(t2 − t− 1)2(t2 − t+ 2) .
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Solution. Suppose α is a root of the prime polynomial p(t) := t2 − t− 1. Since
K(α) is a field, and α2 = α + 1, we can use this relation to get rid of all terms
containing αn for n ≥ 2. Because p(t) is a prime polynomial, α can only be a simple
root of p(t). Then t divides p(t+ α) and p(t+ α)/t has nonzero constant term. In
the present example,
p(t+ α) = (t+ α)2 − (t+ α)− 1 = t(t+ 2α− 1).
Note that the constant term of p(t+ α) is always 0.
Clearly, τα (t
2 − t + 2) has constant term nonzero, for otherwise it will not be
relatively prime to p(t). In the present situation,
(t+ α)2 − (t+ α) + 2 = t2 + (2α− 1)t+ 3.
By Lemma 2-4.9 and Theorem 2-4.11, we can work in K(α)[[t]].
⌈t2⌉ t2f(t+ α) = ⌈t2⌉ t+ α
(t+ 2α− 1)2(t2 + (2α− 1)t+ 3)
=
1
15
⌈t2⌉ t+ α
1 + (2α− 1)11t/15
=
1
15
⌈t2⌉ (t+ α)(1− 11(2α− 1)t/15)
=
1
15
α +
(−11α + 7)
152
t.
Thus the fractional part of f(t) at α that satisfies p(α) = 0 can be written as
α
15(t− α)2 +
(7− 11α)
225(t− α) .
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Similarly, the fractional part of f(t) at β that satisfies β2−β+2 = 0 can be written
as (
4
63
− 1
63
β
)
(t− β)−1 .
Together with the fact that the polynomial part of f(t) is clearly 0, the full partial
fraction expansion of f(t) is hence
f(t) =
∑
α2−α−1=0
[
α
15(t− α)2 +
(7− 11α)
225(t− α)
]
+
∑
β2−β+2=0
4− β
63(t− β) .
b. Applications to Generalized Dedekind Sums
Proposition 2-4.18. If the denominator of R(t) is relatively prime to p(t), and
p(t) has only nonzero simple roots, then
∑
p(α)=0
R(α)
αp′(α)
= −Frac(p−1(t)R(t), p(t))|t=0. (2-4.5)
Proof. Let F (t) = R(t)/p(t), and let α be a root of p(t). Then t divides p(t+α)
and the constant term of p(t+ α)/t is
lim
t→0
p(t+ α)
t
= lim
t→0
p′(t+ α) = p′(α),
where p′(t) is the first derivative of p(t) with respect to t. Since α is a simple root,
p′(α) 6= 0.
By Theorem 2-4.11, Frac(F (t+ α), t) is then equal to
⌈t1⌉ 1
p′(α) + higher terms
R(t+ α) =
R(α)
p′(α)
.
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Thus the ppfraction expansion of F (t) at p(t) can be written as
Frac(F (t), p(t)) =
∑
p(α)=0
R(α)
(t− α)p′(α) .
If p(0) 6= 0, then by setting t = 0, we get
Frac(F (t), p(t))|t=0 = −
∑
p(α)=0
R(α)
αp′(α)
,
which is equivalent to (2-4.5). 
Corollary 2-4.19. If R(α) has no poles at α with αn = 1, then
∑
αn=1
R(α) = −nFrac(R(t)/(tn − 1), tn − 1)|t=0. (2-4.6)
If R(α) has no poles at α with αn = 1 except α = 1, then
∑
αn=1,α6=1
R(α) = −nFrac(R(t)/(tn − 1), tn−1 + · · ·+ t+ 1)|t=0. (2-4.7)
Proof. For the first part, let p(t) = tn − 1. Then tp′(t) = ntn. When αn = 1,
αp′(α) = n. Therefore equation (2-4.6) follows from Proposition 2-4.18.
For the second part, let p(t) = tn−1 + · · · + t + 1 = (tn − 1)/(t − 1). Then
tp′(t) = ntn/(t− 1)− t(tn− 1)/(t− 1)2. With the condition that αn = 1 and α 6= 1,
we have αp′(α) = n/(α − 1). Hence equation (2-4.7) follows from Proposition
2-4.18. 
Generalized Dedekind sums are sums of the following form:
∑
αn=1,α6=1
R(α),
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where R(t) is a rational function. Sometimes α is allowed to be 1. This kind of
sums has been studied by many authors.
One important class of generalized Dedekind sums is the class of higher dimen-
sional Dedekind sums, which are defined by
d(n; a1, . . . , am) =
∑
αn=1,α6=1
m∏
i=1
αai + 1
αai − 1 , (2-4.8)
where n and ai’s are positive integers, and n is relatively prime to ai for all i. For
other equivalent definitions, see (Zagier 1973).
Don Zagier gave a nice reciprocity law for higher dimensional Dedekind sums in
(Zagier 1973). The proof used a kind of residue theorem.
Theorem 2-4.20. If a0, . . . , am are pairwise coprime positive integers, then
m∑
j=0
1
aj
d(aj ; a0, . . . , aˆj, . . . , am) = φn(a0, . . . , an), (2-4.9)
where the hat over aj denotes its omission from the list, and φn is a certain rational
function in n+ 1 variables.
This theorem seems more naturally to be discovered by using partial fraction
expansion. Let
F (t) =
m∏
i=0
tai + 1
tai − 1 .
Then by Corollary 2-4.19, it is easy to see that
d(a0; a1, . . . , am) = −a0
2
Frac(F (t), ta0 + · · ·+ t+ 1)|t=0.
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Note that F (t) is symmetric in a0, . . . , an. Thus we have
m∑
j=0
1
aj
d(aj ; a0, . . . , aˆj, . . . , am) = −1
2
m∑
i=0
Frac(F (t), tai + · · ·+ t+ 1)|t=1.
Now F (t) has a ppfraction expansion of the form
F (t) = Poly(F (t)) + Frac(F (t), (t− 1)m+1) +
m∑
i=0
Frac(F (t), tai + · · ·+ t+ 1).
It is easy to see that Poly(F (t)) = 1 and F (0) = 1. Thus by setting t = 0, we obtain
that
m∑
j=0
1
aj
d(aj ; a0, . . . , aˆj, . . . , am) =
1
2
Frac(F (t), (t− 1)m+1)|t=0.
Note that Zagier used a residue theorem to express this in terms of Bernoulli
numbers.
2-5. Applications to MacMahon’s Partition Analysis
a. Background
Definition 2-5.1. An Elliott-rational function is a rational function that can be
written in such a way that its denominator can be factored into products of one
monomial minus another, with the 0 monomial allowed.
In the one-variable case, this concept reduces to the generating function of a
quasi-polynomial. There is much interest in problems of counting solutions to sys-
tems of linear Diophantine equations and inequalities, and counting lattice points in
convex polytopes. Such counting problems can be converted into evaluating the con-
stant term of certain Elliott-rational functions. This conversion has been known as
MacMahon’s partition analysis, and has been given a new life by Andrews et al. in a
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series of papers (Andrews et al. 2001c,d,e,a,b,f; Andrews 2000; Andrews and Paule
1999; Andrews 1998).
MacMahon’s idea was to introduce new variables λ1, λ2, . . . to replace linear con-
straints. For example, suppose we want to count the nonnegative integral solutions
to the linear equation 2a1 − 3a2 + a3 + 2 = 0. We can compute the generating
function of such solutions as the following:
∑
a1,a2,a3≥0
2a1−3a2+a3+2=0
xa11 x
a2
2 x
a3
3 =
∑
a1,a2,a3≥0
CT
λ
λ2a1−3a2+a3+2xa11 x
a2
2 x
a3
3 .
Now apply the formula for the sum of a geometric series. It becomes
CT
λ
λ2
(1− λ2x1)(1− λ−3x2)(1− λx3) .
The above expression is a power series in xi but not in λ.
It is clear that if there are r linear equations, we can resolve them by introducing
r variables λ1, . . . , λr. Thus counting solutions of a system of linear Diophantine
equations can be converted into evaluating the constant term of an Elliott-rational
function.
So the central problem in this section is to evaluate the constant terms of Elliott-
rational functions. One important result to this problem is the following.
Theorem 2-5.2. If F is Elliott-rational, then the constant terms of F are still
Elliott-rational.
This result follows from “The method of Elliott” (see (MacMahon 1915–1916,
p. 111–114)) developed from the following identity. Note that we have not specified
the working field yet.
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Lemma 2-5.3 (Elliott Reduction Identity). For positive integers j and k,
1
(1− xλj)(1− yλ−k) =
1
1− xyλj−k
(
1
1− xλj +
1
1− yλ−k − 1
)
.
Elliott’s argument is that after finitely many applications of the above identity
to an Elliott-rational function, we will get a summation of rational functions, in
which the denominators contains either all factors of the form 1−xλi, or all factors
of the form 1− y/λi. Now taking the constant term of each summand is easy.
Theorem 2-5.2 reduces the evaluation of CTΛ F to the univariate case CTλ F by
iteration. Unfortunately, the Elliott reduction algorithm is not efficient in practice.
Other algorithms have been developed, and computer programs have been set up,
such as the “Omega” package (Andrews et al. 2001c). But we can do much better
by the partial fraction method and working in a field of iterated Laurent series.
Before going further, let us review some of the work in (Andrews et al. 2001c).
The key ingredient in their argument is MacMahon’s Omega operator Ω≥.
Definition 2-5.4. The operator Ω≥ is defined by
Ω
≥
∞∑
s1=−∞
· · ·
∞∑
sr=−∞
As1,...,srλ
s1
1 · · ·λsrr :=
∞∑
s1=0
· · ·
∞∑
sr=0
As1,...,sr ,
where the domain of the As1,...,sr is the field of rational functions over C in several
complex variables and λi are restricted to a neighborhood of the circle |λi| = 1. In
addition, the As1,...,sr are required to be such that any of the 2
r − 1 sums
∞∑
si1=0
· · ·
∞∑
sij=0
Asi1 ,...,sij
is absolute convergent within the domain of the definition of As1,...,sr .
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Another operator Ω= is given by
Ω
=
∞∑
s1=−∞
· · ·
∞∑
sr=−∞
As1,...,srλ
s1
1 · · ·λsrr := A0,...,0.
It was emphasized in (Andrews et al. 2001c) that it is essential to treat every-
thing analytically rather than formally because the method relies on unique Laurent
series representations of rational functions.
It is not hard to see their definition always works if we are working in a ring such
as the ring of formal power series in x with coefficients Laurent polynomials in Λ,
where x is short for x1, . . . , xn and Λ is short for λ1, . . . , λr. In fact, this approach
was used in (Han 2003).
By Theorem 2-5.2, it suffices to consider the case of r = 1, since the general
case can be done by iteration. In the previous work by Andrews et al. or by Han,
the problem was reduced to evaluating the constant term (with respect to λ) of a
rational function of the form
λk∏
1≤i≤m(1− λjixi)
∏
1≤i≤n(1− yi/λki)
. (2-5.1)
This treatment has assumed the obvious geometric expansion. In our terms, 1 is
the initial term of each factor in the denominator.
We find it better to do this kind of work in a certain field of iterated Laurent se-
ries, because in such a field, we can use the theory of partial fraction decompositions
in K(λ) for any field K and any variable λ.
We illustrate this idea by solving a problem in (Andrews et al. 2001c, p. 2) with
the partial fraction method.
Problem Find all nonnegative integer solutions a, b to the inequality 2a ≥ 3b.
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First of all, using geometric series summations we translate the problem into a
form which MacMahon calls the crude generating function, namely
f(x, y) :=
∑
a,b≥0,2a−3b≥0
xayb = Ω
≥
∑
a,b≥0
λ2a−3bxayb = Ω
≥
1
(1− λ2x)(1− λ−3y) ,
where everything is regarded as a power series in x and y but not in λ.
Now by converting into partial fractions in λ, we have
1
(1− λ2x)(1− λ−3y) =
y(1 + λx2y + λ2x)
(1− x3y2)(λ3 − y) +
1 + λx2y
(1− x3y2)(1− λ2x) .
When the right-hand side of the above equation is expanded as a power series in x
and y, the second term contains only nonnegative powers in λ, and the first term,
y(1 + λx2y + λ2x)
(1− x3y2)(a3 − y) =
y
1− x3y2
λ−3 + λ−2x2y + λ−1x
1− λ−3y
contains only negative powers in λ. Thus by setting λ = 1 in the second term, we
obtain
f(x, y) =
1 + x2y
(1− x3y2)(1− x) .
By a geometric series expansion, it is easy to deduce that
{ (a, b) ∈ N2 : 2a ≥ 3b } = { (m+ n+ ⌈n/2⌉, n) : (m,n) ∈ N2 }.
b. Algorithm by Partial Fraction Decomposition
Working in the field of iterated Laurent series has two advantages. First, the expan-
sion of a rational function into Laurent series is determined by the total ordering
“ ” on monomials, so we can temporarily forget its expansion as long as we work
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in this field. Second, the fact that F is a rational function in λ with coefficients in
a certain field permits us to apply the theory of partial fraction decompositions.
Note that the idea of using partial fraction decompositions in this context was
first adopted in (Stanley 1974, p. 229–231), but without the use of computers, this
idea was thought to be impractical.
MacMahon’s partition analysis always works in a ring like K[Λ,Λ−1][[x]], where
Λ−1 is short for λ−11 , . . . , λ
−1
r . This ring can be embedded into a field of iterated
Laurent series, such as K〈〈Λ,x〉〉.
While working in the field of iterated Laurent series, MacMahon’s operators can
be realized as the following.
Ω
≥
F (Λ,x) = PT
λ
F (Λ,x)
∣∣∣
Λ=(1,...,1)
, (2-5.2)
Ω
=
F (Λ,x) = CT
Λ
F (Λ,x) = PT
λ
F (Λ,x)
∣∣∣
Λ=(0,...,0)
. (2-5.3)
So it suffices to find PTΛ F .
In fact, it is well-known that Ω≥ can be realized by Ω=. This is just like the
fact that PT can be realized by CT as we described in chapter 1. So either an
algorithm for PTΛ F or an algorithm for CTΛ F will be sufficient for our purpose.
Generally speaking, PT is more suitable for the algorithm, and CT is more suitable
for theoretical analysis. This will be seen from our further discussion.
Now we need an algorithm to evaluate PTλ F (λ) with
F (λ) =
P (λ)∏
1≤i≤n(λ
ji − zi)
where P (λ) is a polynomial in λ, ji are nonnegative integers, and zi are independent
of λ. Note that we allow zi to be zero, so that the case of P (λ) being Laurent
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polynomial is covered. Also note that our approach is different from the previous
algorithms, which deal with rational functions expressed as in (2-5.1).
We have the following result.
Theorem 2-5.5. Suppose that the factors in the denominator of F are pairwise
relatively prime, and that the partial fraction decomposition of F is
F = f(λ) +
∑
1≤i≤n
pi(λ)
λji − zi ,
where f(λ) is a polynomial in λ, and pi(λ) is a polynomial of degree less than ji for
each i. Then
PT
λ
F = f(λ) +
∑
i
pi(λ)
λji − zi ,
where the sum ranges over all i such that zi ≺ λji.
Proof. The condition that zi is independent of λ implies that either λ
ji ≺ zi or
zi ≺ λji. In the former case, we observe that the expansion of pi(λ)/(λji − zi) into
Laurent series contains only negative powers in λ, hence has no contribution when
applying PTλ. In the latter case, the expansion contains only nonnegative powers
in λ. Thus the the theorem follows. 
Now we need an efficient algorithm for the partial fraction decompositions. The
classical algorithm does not seem to work efficiently. This is the motivation of our
new algorithm for partial fraction decomposition in last section.
By Theorem 2-4.7, we need two formulas to develop our algorithm. One is for the
fractional part of p(λ)/(λj−a), and the other for the partial fraction decomposition
of (λj−a)−1(λk− b)−1. These are given as Propositions 2-5.6 and 2-5.9 respectively.
Let rmd(n, k) be the remainder of n when divided by k. We have
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Proposition 2-5.6. The fractional part of p(λ)/(λj−a) can be obtained by replac-
ing λd with λrmd(d,j)a⌊d/j⌋ in p(λ) for all d.
Proof. By linearity, it suffice to show that the remainder of λd when divided
by λj − a equals λrmd(d,j)a⌊d/j⌋, which is trivial. 
It is easy to see that this operation takes time linear in the number of nonzero
terms of p(λ), where we assumed fast arithmetic operations.
Remark 2-5.7. Observe that the numerator of the fractional part of p(λ)/(λj−a)
is always a Laurent polynomial in all variables.
Lemma 2-5.8. For positive integers j and k, if ak 6= bj, then the following is a
partial fraction expansion.
1
(λj − a)(λk − b) =
1
bj − akFrac
(∑k−1
i=0 λ
ijak−1−i
λk − b
)
− 1
bj − akFrac
(∑j−1
i=0 λ
ikbj−1−i
λj − a
)
(2-5.4)
Proof. First we show that if ak 6= bj , then λj − a and λk − b are relatively
prime. If not, say ξ is their common root in a field extension, then ξj = a and
ξk = b. Thus we have ak = (ξj)k = ξjk = (ξk)j = bj , a contradiction.
We have
bj − ak
(λj − a)(λk − b) =
λjk − ak
(λj − a)(λk − b) −
λjk − bj
(λj − a)(λk − b)
=
∑t−1
i=0 λ
ijak−1−i
λk − b −
∑s−1
i=0 λ
ikbj−1−i
λj − a .
Now the polynomial part of b
j−ak
(λj−a)(λk−b) is clearly 0. Thus the sum of the polynomial
parts of the two terms on the right side of the above equation also equals 0. So
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taking the fractional part of both sides and then dividing both sides by bj−ak gives
the desired result. 
Now if gcd(j, k) is not 1, then we can replace λgcd(j,k) with µ and apply the above
lemma. This gives us the following result.
Let
F(λj − a, λk − b) =
∑j′−1
i=0 λ
ik′bj
′−1−i
ak′ − bj′ ,
where j′ = j/ gcd(j, k) and k′ = k/ gcd(j, k).
Proposition 2-5.9. For positive integers j and k, if ak 6= bj, then we have
Frac
(
1
(λj − a)(λk − b) , λ
j − a
)
= Frac
(F(λj − a, λk − b)
λj − a
)
, (2-5.5)
Remark 2-5.10. Note that a similar result appeared in (Andrews et al. 2001c),
but their proof was lengthy.
Now by Theorem 2-4.7, we have the following:
Theorem 2-5.11. With the notation of Theorem 2-5.5, the polynomial ps(λ) equals
the remainder of
P (λ)
n∏
i=1,i6=s
F(λjs − as, λji − ai),
when divided by λji − zi as a polynomial in λ.
In Theorem 2-5.5, we assumed that λji − zi and λjk − zk are relatively prime.
Now let us consider the case that λji − zi and λjk − zk have a nontrivial common
factor. This happens if and only if zjki = z
ji
k , which can be easily checked. If
they are identical, then we can combine them together and apply Lemma 2-4.8.
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Otherwise, we can temporarily regard zi and zj as two different variables. After the
computation, we replace them.
Thus the above argument, Theorem 2-5.5, and 2-5.11 together will give us an
efficient algorithm for evaluating CTλ F .
Remark 2-5.12. From Remark 2-5.7, Theorem 2-5.5, and Theorem 2-5.11, we see
that PTλ F is Elliott-rational when F is. This is another way to prove Theorem
2-5.2.
Example 2-5.13. Evaluate the constant term of F (Λ), where
F (Λ) =
1
(1− λ2x
λ21
)(1− λ3x
λ21
)(1− λ1x
λ22
)(1− λ3x
λ22
)(1− λ1x
λ23
)(1− λ2x
λ23
)
.
Although is in K[Λ,Λ−1][[x]], we shall work in K〈〈Λ, x〉〉.
First, we take the constant term in λ1. Applying Theorems 2-5.5 and 2-5.11 to
the factors of F (Λ) containing λ1, we get
CT
λ1
1
(1− λ2x
λ21
)(1− λ3x
λ21
)(1− λ1x
λ22
)(1− λ1x
λ23
)
= − λ3
2λ2
7(
λ2
3 − x3) (λ24 − λ3x3) (λ22 − λ32) +
λ2
2λ3
7(
λ3
4 − λ2x3
) (
λ3
3 − x3) (λ22 − λ32) .
Denote by F1 and F2 the above two summands. At this stage, we note that the
expansion of (λ22−λ3)−1 dones not exist in K[Λ,Λ−1][[x]], and there is no advantage
in getting rid of the factor λ22 − λ33 in the denominator by combining the above two
summands into one rational function.
Now we have
CT
Λ
F (Λ) = CT
λ2,λ3
λ22λ
2
3F1
(λ22 − λ3x)(λ23 − λ2x)
+ CT
λ2,λ3
λ22λ
2
3F2
(λ22 − λ3x)(λ23 − λ2x)
. (2-5.6)
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We shall take the constant term in λ2 first, since in the expansion of
λ22λ
2
3F1
(λ22 − λ3x)(λ23 − λ2x)
= − λ3
4λ2
9(
λ2
3 − x3) (λ24 − λ3x3) (λ22 − λ32) (λ22 − λ3x)(λ23 − λ2x) ,
only one factor, λ23 − λ2x, in the denominator will produce nonnegative powers in
λ2. Our procedure gives the first term in (2-5.6) as
CT
λ3
− λ3
16x2(
x2 − λ32
) (
x6 − λ36
) (−λ37 + x7) (−λ33 + x3) = 0,
and the second term in (2-5.6) as
CT
λ3
[
λ3
10(
x3 − λ33
)2 (
x2 − λ32
)2 − λ316x2(x3 − λ33) (x6 − λ33) (x2 − λ32) (x7 − λ37)
]
= 1.
Note that in evaluating the constant terms in the above two Elliott-rational func-
tions, we need only their polynomial parts. Thus CTΛ F = 1.
To see this in another way, we solve the corresponding linear equations

−2 −2 1 0 1 0
1 0 −2 −2 0 1
0 1 0 1 −2 −2


· [x1 x2 x3 x4 x5 x6]T = 0. (2-5.7)
The solution is
{
x4 =
3
2
x1 + 7/2x6 + 3x5, x2 = −3
2
x1 − 3
2
x6 − x5, x3 = −x1 − 3x6 − 3x5
}
with free parameters x1, x5, x6. Now it is easy to see that xi = 0 for all i is the only
nonnegative integral solution of (2-5.7).
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2-6. About the Residue Theorem
As for the field of double Laurent series, we need a residue theorem for the field
of iterated Laurent series.
(Jacobi 1830) proved the following theorem for m = 3:
Theorem 2-6.1. Let f1(x), . . . , fm(x) be Laurent series and let n
(i) ∈ Zm be such
that fi(x)/x
n(i) is a formal power series with nonzero constant term. Then for any
Laurent series Φ(y) such that Φ(f) belongs to K((x1, . . . , xm)),
Res
x
∣∣∣∣ ∂fi∂xj
∣∣∣∣Φ(f) =
∣∣∣n(i)j ∣∣∣Res
y
Φ(y). (2-6.1)
This is a theorem on the ring of multivariate Laurent series. The diagonal
(Good’s) Lagrange inversion formula can be easily derived from it. (There is a good
summary for this in (Gessel 1987).) We shall discuss this later.
The term homogeneous Laurent series was introduced in (Cheng et al. 1997).
They used “homogeneous expansion” to explain the residue theorem in the ring
of homogeneous Laurent series and derived a simple formula for the non-diagonal
Lagrange inversion formula. A homogeneous Laurent series is better understood
by adding a redundant variable t. It is defined to be a Laurent series in t, with
coefficients in K((x1, . . . , xm)), such that in each nonzero term, the sum of the
powers of the x’s equals the power of t. The set of homogeneous Laurent series
form a ring, and we denote it by Kh((x1, . . . , xm)). This t plays an important role
in expanding reciprocals. Note that in (Cheng et al. 1997), the redundant variable
t was replaced by 1, and the ring of homogeneous Laurent series was denoted by
K(((x1, . . . , xm))).
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Because the residue theorems are developed over rings (K((x1, . . . , xm))
and Kh((x1, . . . , xm))), they can be applied only if every fi has a reciprocal in
the corresponding ring. Now we are going to give a residue theorem for the field
of iterated Laurent series, in which this restriction no longer exists since we are
working in a field.
Now let us see the residue theorem for the field K〈〈x1, . . . , xm〉〉 relative to
x1, . . . , xm.
Proposition 2-6.2. Let F1, . . . , Fm be iterated Laurent series. Suppose that the
initial term of Fi is fi = aix
ni,1
1 · · ·xni,mm , where ai is independent of x1, . . . , xm. Then
for any formal Laurent series Φ(y1, . . . , ym) such that Φ(f1, . . . , fm) converges, we
have
Res
x1,...,xm
∣∣∣∣∂Fi∂xj
∣∣∣∣
1≤i,j≤m
Φ(F1, . . . , Fm) = |ni,j|1≤i,j≤m ResF1,...,Fm Φ(F1, . . . , Fm). (2-6.2)
On the right hand side of (2-6.2), every Fi is temporarily regarded as a new variable.
The proof of this proposition will not be given here, because we are going to
give a more general result in the next chapter. At this moment, we only give some
remarks on this proposition. Note that in Proposition 2-6.2, Φ(x1, . . . , xm) need not
belong to K〈〈x1, . . . , xm〉〉.
There are several deficiencies of Proposition 2-6.2.
First: With respect to x1, . . . , xm, we can give a residue theorem for the field
of K〈〈x1, . . . , xm+n〉〉. But to state it clearly will be lengthy. This same situation
persists if we want to give a residue theorem for K〈〈xσ(1), . . . , xσ(n+r)〉〉, where σ ∈
Sn+r.
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Second: The condition that Φ(F1, . . . , Fm) belongs to K〈〈x1, . . . , xm〉〉 is not de-
sirable. At least we should have a simple criterion.
Now let us see the following phenomenon, which need an explanation.
I will describe the basic idea of our residue theorem by a simple example in the
field of double Laurent series K((x))((t)).
Example 2-6.3. Let F = x2t and G = xt2. Our residue theorem gives us the
identity
CT
x,t
Φ(F,G) = CT
F,G
Φ(F,G) (2-6.3)
for any rational Φ, where on the left hand side, we are taking the constant term
inside K((x))((t)). We claim that on the right hand side, the constant term cannot
always be taken in K((F ))((G)) or in K((G))((F )). This can be seen from the
following two examples.
First example: let Φ(F,G) := F
F+G
. Direct computation in K((x))((t)) shows
that
CT
x,t
Φ(F,G) = CT
x,t
x2t
x2t+ xt2
= CT
x,t
1
1 + t/x
= CT
x,t
∑
n≥0
(−t/x)n = 1.
Equation (2-6.3) is true in K((F ))((G)) but false in K((G))((F )). The correct
expansion is
CT
F,G
Φ(F,G) = CT
F,G
1
1 +G/F
= CT
F,G
∑
n≥0
(−G/F )n = 1.
Second example: let Φ(F,G) := F
2
F 2+G
. Direct computation shows that
CT
x,t
Φ(F,G) = CT
x,t
x4t2
x4t2 + xt2
= CT
x,t
x3
x3 + 1
= 0.
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Equation (2-6.3) is false in K((F ))((G)) but true in K((G))((F )). The correct
expansion is
CT
F,G
Φ(F,G) = CT
F,G
F 2
G
1
F 2/G+ 1
= CT
F,G
∑
n≥0
(−1)n (F 2/G)n+1 = 0.
In these two examples, only one expansion of Φ(F,G) into a series in F and G
works. Writing such expansions as series in x and t gives elements in K((x))((t)). In
fact, the correct expansions we used for these two examples have a consistency. In the
first example, F = x2t ≺ xt2 = G, and in the second example G = xt2 ≺ x4t2 = F 2.
The conclusion is that the expansion of Φ(F,G) on the right hand side of (2-6.3) is
determined in K((x))((t)).
To improve the above situation and give a nice residue theorem is the motivation
of the next chapter.
CHAPTER 3
The Ring of Malcev-Neumann Series and the Residue
Theorem
In the last chapter, we developed the theory of the field of iterated Laurent series.
It has many applications, as we have already seen, but at the same time, there is
something missing in it. First, the field K((x−1))((t)) turned out to be useful, but
in the multivariate case, we have 2n fields: K〈〈xe11 , . . . , xenn 〉〉 with ei being ±1. This
makes it hard to describe the general theory. Second, the residue theorem needs to
be further developed.
In searching for a satisfactory solution for the above two problems, the ring of
Malcev-Neumann series (or MN-series for short) arises naturally. With this tool,
fields like K〈〈x1, x−12 , x−13 〉〉 can be easily described through an endomorphism of Z3.
As for the residue theorem, we will see that it indeed involves two fields, which had
been commonly overlooked by combinatorists.
The algebra of MN-series was first constructed by (Malcev 1948) and (Neumann
1949). See (Passmann 1985) for further references. It is defined in the following
fashion.
Let R be a commutative ring with unit, and let G be a group. Define R[G] to
be the set of all elements of the form
∑
g∈G
agg,
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where ag belongs to R and g is regarded as a symbol, such that only finitely many
ag’s are nonzero. Then under the natural addition and multiplication (by linearly
extending the multiplication of G), R[G] is a R-algebra, called the group algebra of
G.
Now suppose R is a field, denoted by K. The MN-series was developed to answer
a problem in algebra: Can we embed K[G] into a K-division algebra? The answer
is yes for a special class of groups as we shall explain later.
The structure of this chapter goes roughly like this: the construction of the ring
of MN-series is included in the first section; in the second section, we will give the
residue theorem for MN-series; then, we will take a different point of view about
the Lagrange inversion formula; finally, we will discuss the theoretical aspects of
MacMahon’s partition analysis.
3-1. The Construction of the Ring of MN-series
The construction of MN-series that we are going to give comes from some similar
ideas in (Passmann 1985). The new points are that we construct the ring from a
totally ordered monoid instead of a totally ordered group, and that we use the finite
decreasing chain condition for well-ordered sets, which makes the proof clearer than
using the definition directly as in (Passmann 1985).
Recall that a partial ordering ≤ on a set S is a relation on S that is reflexive
(x ≤ x for all x ∈ S), antisymmetric (x ≤ y and y ≤ x implies x = y) and transitive
(x ≤ y and y ≤ z implies x ≤ z).
A poset (S,≤) (short for partially ordered set) is a set S together with a partial
ordering ≤ on S. If for all x, y ∈ S, either x ≤ y or y ≤ x holds, then we call (S,≤)
a totally ordered set, and ≤ a total ordering of S.
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Let ≤ be a partial ordering on S. We say that S is a well-ordered set if every
nonempty subset A of S has a smallest element a. (Thus a ≤ b for every b ∈ A.) In
this case, ≤ is also called a well-ordering of S.
We are going to study the properties of well-ordered sets. The following property
is trivial but important.
• Any subset of a well-ordered set is well-ordered.
The following equivalent definition of a well-ordered set is useful.
Proposition 3-1.1. Let ≤ be a total ordering on S. Then S is well-ordered if and
only if S does not contain an infinite decreasing sequence.
Proof. If S has an infinite decreasing sequence, say a1 > a2 > · · · , then { ai }i≥1
is a subset of S without smallest element. Hence S is not well-ordered.
On the other hand, if S is not well-ordered, then S has a nonempty subset A
which has no smallest element. Pick an element from A, say a1. Since a1 is not the
smallest element in A, we can pick a2 < a1 from A. This procedure will continue,
and we will get an infinite decreasing sequence a1 > a2 > · · · . 
Examples.
(1) Totally ordered finite sets are well-ordered.
(2) Under the natural order, N is the simplest infinite well-ordered set.
(3) Under the natural order, Z,Q, and R are not well-ordered sets.
Now let ≤ be a total ordering on S, but not necessarily a well-ordering. Consider
the set WS of all well-ordered subsets of S.
Lemma 3-1.2. If wα ∈ WS for all α, then ∩αwα is also in WS; if w1, w2 ∈ WS,
then w1 ∪ w2 belongs to WS.
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Proof. The first part is obvious. We prove the second part by contradiction. If
w1 ∪w2 is not well-ordered, then there is an infinite decreasing chain a1 > a2 > · · ·
in w1 ∪ w2.
Picking out all elements in w1, we get a sequence ai1 > ai2 > · · · in w1. Since
w1 is well-ordered, this decreasing sequence has to be finite. Similarly, picking out
all elements in w2, we get a finite decreasing sequence aj1 > aj2 > · · · . But every
element of the infinite set { an|n ≥ 1 } decreasing sequences as two sets is { an }n≥1
is in one of these two finite sequences, a contradiction. 
From the above lemma, we see that WS is closed under infinite intersection and
finite union. Therefore, we have the following:
Proposition 3-1.3. For any totally ordered set S, WS∪{S } is the set of all closed
sets of a topology on S.
We call this topology the well-ordered topology, denoted by Tw(S). Note that the
closure of any well ordered subset is itself and that the closure of any other subset
is S.
Examples.
(1) If S itself is well-ordered, then all subsets of S are closed, and Tw(S) is the
discrete topology.
(2) For the set of integers Z under the natural order, the closed sets in Tw(Z)
are all subsets of Z that have a least element.
(3) For the set of rational numbers Q, the elements of WQ do not have a sim-
ple description. Any subset of Q that has both a minimal element and a
maximal denominator is well-ordered. For if we let A be a subset of Q,
with minimal element a and maximal denominator d, then d!A is a subset
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of Z with minimal element d! a. So it is well-ordered. But the converse is
not true. For example, { 1− 2−n }n≥1 is an increasing sequence and hence
well-ordered. But it has no maximal denominator.
The study of the well-ordered topology might be interesting. It would be good
to give a simple description of the well-ordered subsets of Q, or even R.
A monoid is a semigroup with a unit. A totally ordered monoid or TO-monoid
is a monoid G equipped with a total ordering ≤ that is compatible with the mul-
tiplication of G; i.e., for all x, y, z ∈ G, x < y implies that zx < zy and that
xz < yz. An immediate consequence is that if x < y and x′ < y′, then xx′ < yy′.
For x < y implies xx′ < yx′, x′ < y′ implies yx′ < yy′, and the transitivity of <
yields xx′ < yy′.
If a TO-monoid G is also abelian and written additively, then < is said to be
translation invariant; i.e., x < y implies x + z < y + z. Similarly we can define a
TO-group. The abelian groups Z,Q, and R are all totally ordered abelian groups.
Given two subsets X and Y of G, we define the product X · Y to be the set
{ xy : x ∈ X, y ∈ Y }. We also define X ·n to be the product X · · ·X (n times).
Now we consider WG, the set of all well-ordered subsets of G. The following
lemma will be useful.
Lemma 3-1.4. If S is a totally ordered set, then any infinite sequence a1, a2, . . .
in S contains at least one of the following.
(1) An infinite increasing subsequence.
(2) An infinite constant subsequence.
(3) An infinite decreasing subsequence.
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Proof. Suppose a1, a2, . . . has neither an infinite decreasing subsequence nor
an infinite constant subsequence. We want to show that it has an infinite increasing
subsequence.
Since it contains no infinite decreasing subsequence, it has a smallest element,
say ai1 . For otherwise we can construct an infinite decreasing subsequence. Delet-
ing the first i1 elements from { an }n≥1 leaves an infinite sequence. Since there are
only finitely many an’s that equal ai1 , deleting all of them still results in an infinite
sequence. In this new sequence, every element is greater than ai1 , and there is no in-
finite decreasing or constant subsequence. Thus we can repeat the above procedure,
and get an infinite increasing subsequence ai1 < ai2 < · · · . 
Proposition 3-1.5. If G is a TO-monoid and w1, w2 ∈WG, then w1 · w2 ∈WG.
Proof. If not, we can assume that
a1b1 > a2b2 > · · ·
is an infinite decreasing sequence with ai ∈ w1 and bi ∈ w2.
Since w1 is well-ordered, the infinite sequence { an }n≥1 has no infinite decreasing
sequence. By Lemma 3-1.4, it has an infinite weakly increasing subsequence, say
ai1 ≤ ai2 ≤ · · · . Together with the condition that ai1bi1 > ai2bi2 > · · · , we get an
infinite decreasing sequence bi1 > bi2 > · · · in w2. This contradicts the fact that w2
is well-ordered. 
Now we can construct the ring of MN-series. Let G be a totally ordered monoid,
and let R be a commutative ring with unit.
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A formal series η on G has the form
η =
∑
g∈G
agg,
where ag ∈ R and g is regarded as a symbol. The support of η is defined to be
supp(η) = { g ∈ G : ag 6= 0 }.
A Malcev-Neumann series is a formal series on G that has a well-ordered support.
We define Rw[G] to be the set of all such MN-series.
If η ∈ Rw[G], then we can define the order of η to be ord(η) = min (supp(η)).
The initial term of η refers to the term with the smallest order. It is clear that
ord(ητ) = ord(η)ord(τ). We denote by [g]η the coefficient of g in η.
Theorem 3-1.6. If G is a TO-monoid, then under the natural addition and mul-
tiplication, Rw[G] is a ring.
Proof. By linearity, it suffices to show that Rw[G] is closed under addition and
multiplication. Let η, τ ∈ Rw[G], and let A = supp(η) and B = supp(τ). Then A
and B are well-ordered. Since [g]η + τ = [g]η + [g]τ , supp(η + τ) is contained in
A ∪ B, which is well-ordered by Lemma 3-1.2. So η + τ belongs to Rw[G].
For the multiplication, we have
[g]ητ =
∑
ab=g
[a]η · [b]τ, (3-1.1)
where the sum can be restricted to a ∈ A and b ∈ B, for otherwise the summand is
zero. So the support of ητ is contained in A ·B, which is well-ordered by Proposition
3-1.5.
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Now we show that the summation on the right hand side of (3-1.1) is a finite
sum; i.e., for any g ∈ G there are only finitely many (a, b) ∈ A×B such that ab = g.
If not, suppose g = anbn for n = 1, 2 . . . . Then { an }n≥1 is an infinite sequence
of distinct elements of A, which is well-ordered. By Lemma 3-1.4, it contains an
infinite increasing subsequence, say ai1 < ai2 < · · · . But then bi1 > bi2 > · · ·
forms an infinite decreasing sequence of B. This contradicts the fact that B is
well-ordered. 
The ring Rw[G] has some nice properties. For example, it contains R[G] as a
subring, because elements in R[G] have finite support.
If G is also a group and K is a field, then Kw[G] is maximal in the sense that
if η =
∑
g∈G agt
g is not in Kw[G], then adding η into Kw[G] cannot form a ring.
For if supp(η) is not well-ordered, we can assume that g1 > g2 > · · · is an infinite
decreasing sequence in supp(η). Let τ =
∑
n≥1 a
−1
g g
−1
n . Note that τ ∈ Rw[G], since
g−11 < g
−1
2 < · · · is well ordered. But the constant term of ητ equals an infinite sum
of 1’s, which diverges.
Let η1, η2, . . . be a series of elements in Rw[G]. Then we say that η1 + η2 + . . .
exists or strictly converges to η ∈ Rw[G], if for every g ∈ G, there are only finitely
many i such that [g]ηi 6= 0, and
∑
i≥1[g]ηi = [g]η. Note that
∑
n≥1 2
−n does not
strictly converge to 1.
Let f(t) =
∑
n≥0 bnt
n be a formal power series in t, and let η ∈ Rw[G]. Then we
define the composition f ◦ η to be
f ◦ η := f(η) =
∑
n≥0
bnη
n
if it exists.
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We have the following composition law for Rw[G].
Theorem 3-1.7. If f ∈ R[[t]] and η ∈ Rw[G] with ord(η) > 1, then f ◦ η strictly
converges in Rw[[G]].
The proof of this theorem consists of two parts: one is to show that the support
of f ◦ η is well-ordered; the other is to show that for any g ∈ G, [g]f ◦ η is a finite
sum of elements in R.
Proposition 3-1.8. If A ∈ WG, and A > 1, i.e., for all a ∈ A, a > 1, then⋃
n≥0
A·n ∈WG.
In order to prove this proposition, we introduce a new concept. Let S be a subset
of G. If S > 1, then we say that S is Archimedean if for all x, y ∈ S, there is a
positive integer n such that x <G y
n.
Lemma 3-1.9. If A ∈WG, A > 1 and A is Archimedean, then
⋃
n≥0
A·n ∈WG.
Proof. If not, we shall have an infinite decreasing sequence in
⋃
n≥0
A·n, say
a(1) > a(2) > · · ·
with a(i) ∈ A·ni for some positive integer ni for all i. Since A is well-ordered and
A > 1, we can assume that 1 < a ∈ A is the smallest element of A.
Write a(1) = d1d2 · · · dn1, where di in A. Then by the assumption that A is
Archimedean, there are positive integers mj for j = 1, 2, · · · , n1 such that dj < amj .
Let m = m1 +m2 + · · ·+mn1. Then a(1) < am.
Clearly a(i) ≥ ani , so ni < m for all i, and the infinite decreasing sequence a(1) >
a(2) > · · · in fact belongs to
m⋃
n=0
A·n, which is a finite union of well-ordered sets (by
Proposition 3-1.5), and is hence well-ordered (by Lemma 3-1.2), a contradiction. 
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For x, y ≥ 1, we define x << y to mean that for all n ∈ N, xn <G y. If there are
positive integers m and n such that x <G y
n and y <G x
m, then we say that x and
y are Archimedean equivalent, denoted by x ∼ y. The following properties are clear
for any x, y, z ≥ 1.
(1) Exactly one of the three conditions holds: x >> y, or x ∼ y or x << y.
(2) ∼ is an equivalence relation.
(3) If x ∼ z, and y ∼ z or y << z, then xy ∼ yx ∼ z.
(4) If x << y and y << z, then x << z.
(5) If x ∼ y, and y << z, then x << z.
One consequence of (3) is the following. Suppose x1x2 · · ·xn is a product of
elements in G. Let n0 be such that xn0 is the largest among all the xi’s. Then
for 1 ≤ i ≤ n, either xi ∼ xn0 or xi << xn0 . Using (3) inductively, we see that
xn0 ∼ x1x2 · · ·xn.
Proof of Proposition 3-1.8. We give a proof by contradiction. Suppose
that
⋃
n≥0
A·n is not well-ordered. Then we shall have an infinite decreasing sequence
in
⋃
n≥0
A·n, say
a(1) > a(2) > · · ·
with a(i) a finite product of terms in A.
In every product a(i), there is at least one factor that is equivalent to a(i). Let
ai be the rightmost one. Then we can write a
(i) = x(i) · ai · y(i), with ai ∈ A, x(i) and
y(i) being finite products, and ai ∼ x(i) · ai ∼ a(i) >> y(i).
Case 1. If there is an N such that a1 >> aN , then we also have a1 >> an for
all n ≥ N . Therefore we get an infinite decreasing sequence a(N) > a(N+1) > · · · in
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∪n≥0A·n, whose terms are all << a1. Record the above sequence as
a1 >> b
(1) > b(2) > · · · .
Case 2. If a1 ∼ ai for all i, we let A1 be the set of all elements in A that
are Archimedean equivalent to a1. Then A1 is well-ordered, greater than 1, and
Archimedean. By Lemma 3-1.9,
⋃
n≥0
A·n1 is well-ordered. So the infinite sequence
x(1) · a1, x(2) · a2, . . . in
⋃
n≥0
A+n1 has an infinite weakly increasing subsequence, say
x(j1) · aj1 ≤ x(j2) · aj2 ≤ · · · . Then y(j1) > y(j2) > · · · , whose terms are all << a1, is
an infinite decreasing sequence in
⋃
n≥0
A+n. We can still record it as
a1 >> b
(1) > b(2) > · · · .
Thus in either case, we can repeat the argument to get a1 >> b1 >> c1 >> · · · ,
which is an infinite decreasing sequence in A. This contradicts the fact that A is
well-ordered. 
Proof of Theorem 3-1.7. Suppose A = supp(η). Then A is well-ordered
and greater than 1. Let a = minA = ord(η), and let W =
⋃
n≥0
A·n. By Proposition
3-1.8, we see that W is well-ordered. Let f =
∑
n≥0 bnt
n. Then
[g]f ◦ η =
∑
a1a2···am=g
bm[a1]η · · · [am]η,
where the sum is over all m ∈ N and a1, a2, . . . , am ∈ A, we see that supp(f ◦ η) is
a subset of W , and hence is well-ordered.
Now we let P (g) be the claim that there are only finitely many tuples
(m, a1, a2, . . . , am), where m ∈ N and ai ∈ A, such that a1a2 · · ·am = g. In order to
show that f ◦ η is well defined, it suffices to show that P (g) is true for all g ∈W .
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It is clear that the least element of W is 1. In this case m = 0, so P (1) is true.
The second least element of W is a. In this case m = 1 and a1 = a, so P (a) is true.
If P (g) is false for some g ∈W and g > 1, then we can assume that g is the smallest
such, for W is well-ordered. So there are infinitely many tuples, say for i = 1, 2, . . . ,
a
(i)
1 a
(i)
2 · · ·a(i)mi = g,
where mi is a positive integer and a
(i)
j ∈ A for all 1 ≤ j ≤ mi.
Consider a
(1)
1 , a
(2)
1 , . . . as an infinite sequence in A. By Lemma 3-1.4, it contains
an infinite increasing subsequence or an infinite constant subsequence or both.
If a
(i1)
1 < a
(i2)
1 < · · · is an infinite increasing subsequence, then a(i1)2 · · ·a(i1)mi1 >
a
(i2)
2 · · ·a(i2)mi2 > · · · is an infinite decreasing sequence in W . This contradicts the fact
that W is well-ordered.
If a
(i1)
1 = a
(i2)
1 = · · · is an infinite constant sequence, then let h = a(1)2 · · ·a(1)m1 < g.
We have h ∈ W and a(ij)2 a(ij )3 · · ·a(ij)mij = h for all j. Thus P (h) is false. This
contradicts the assumption that g is the smallest for P (g) to be false. So P (g) is
true for all g ∈ W . 
Corollary 3-1.10. For any η ∈ Rw[G] with initial term 1, η−1 ∈ Rw[G].
Proof. Write η = 1− τ . Then τ ∈ Rw[G] and ord(τ) > 0. By Theorem 3-1.7,∑
n≥0 τ
n strictly converges in Rw[G]. One can check that (1− τ) ·
∑
n≥0 τ
n = 1. 
So for any η ∈ Rw[G] with initial term f , η is invertible if and only if f is
invertible. Write f = agg with ag ∈ R. Then f is invertible if and only if ag is
invertible in R and g is invertible in G. Thus if G is a group, then η is invertible if
and only if the coefficient ag is invertible. Hence we have the following.
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Corollary 3-1.11. If K is a field, and G is a totally ordered group, then Kw[G] is
a K-division algebra. Moreover, if G is also abelian, then Kw[G] is a field.
Definition 3-1.12. If G and H are two TO-monoids, then the Cartesian product
G×H is defined to be the set G×H equipped with the usual multiplication and the
reverse lexicographic order, i.e., (x1, y1) ≤ (x2, y2) if and only if y1 <H y2 or y1 = y2
and x1 ≤ x2.
We define Gn to be the Cartesian product of n copies of G. It is an easy exercise
to show the following.
Proposition 3-1.13. The Cartesian product of finitely many TO-monoids is a
TO-monoid.
One important example is that Zn is a totally ordered abelian group.
When considering the ring Rw(G×H), it is natural to treat (g, h) as gh, where
g is identified with (g, 1) and h is identified with (1, h). With this identification, we
have the following.
Proposition 3-1.14. The ring Rw[G×H ] is the same as the ring (Rw[G])w [H ] of
Malcev-Neumann series on H with coefficients in Rw[G].
Proof. Let η ∈ Rw[G×H ], and let A = supp(η). Let ρ be the second projection
of G×H , i.e., ρ(g, h) = h.
We first show that ρ(A) is well-ordered. If not, then we have an infinite de-
creasing sequence in H , say ρ(g1, h1) > ρ(g2, h2) > · · · , which by definition be-
comes h1 > h2 > · · · . Then in the reverse lexicographic order, this implies that
(g1, h1) > (g2, h2) > · · · is an infinite decreasing sequence of A, a contradiction. So
ρ(A) is well-ordered.
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Now η can be written as
η =
∑
h∈ρ(A)
( ∑
g∈G,(g,h)∈A
ag,hg
)
h.
Since for each h ∈ ρ(A), the set { g ∈ G : (g, h) ∈ A } is a clearly a well-ordered sub-
set of G,
∑
g∈G,(g,h)∈A ag,hg belongs to Rw[G] for every h, and hence η ∈ Rw[G]w[H ].
Now let τ =
∑
h∈D bhh ∈ Rw[G]w[H ], where D = supp(τ) is a well ordered subset
of H , and bh ∈ Rw[G]. Let Bh denote the support of bh. We need to show that⋃
h∈D
Bh × { h }) is well-ordered in G × H . Let A be any subset of
⋃
h∈D
Bh × { h }).
We show that A has a smallest element. Since ρ(A) is a subset of the well-ordered
set D, we can take h0 to be the smallest element of ρ(A). The set A∩Bh0 × { h0 })
is well-ordered for it is a subset of the well-ordered set Bh0 ×{ h0 }). Let (g0, h0) be
the smallest element of A∩Bh0 × { h0 }). Then (g0, h0) is also the smallest element
of A. 
3-2. The Residue Theorem for MN-series
The main topic of this section is to describe and prove the residue theorem for
MN-series. We describe the theorem in the first subsection and give the proof in
the second.
a. The Residue Theorem
From now on, we let R be a commutative ring with unit, and by a monoid, we
mean an abelian monoid written additively. Thus if G is a monoid, then R[G] is a
commutative monoid ring.
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Now let G be a totally ordered monoid. Then the ring of MN-series Rw[G] is
commutative. In order to distinguish between the addition in R and the addition
in G, we replace g by tg. Thus tg1tg2 = tg1+g2. Correspondingly, a formal series η on
G has the form ∑
g∈G
agt
g,
where ag ∈ R and tg is regarded as a symbol. We also call tg a monomial. Other
terminologies are defined correspondingly.
Examples.
(1) Kw[Z] ≃ K((x)) is the field of Laurent series.
(2) Kw[Q] strictly contains the field K
fra((x)) of fractional Laurent series, and
is more complicated.
(3) By Proposition 3-1.14, Kw[Z
2] ≃ K((x1))w[Z] ≃ K((x1))((x2)). Using
induction, Kw[Z
n] ≃ K〈〈x1, x2, . . . , xn〉〉, is a field of iterated Laurent series,
which turns out to be the most useful special case.
Observe that any submonoid of a TO-monoid is still a TO-monoidunder the
induced total ordering. Let G be a TO-monoid and let H be a monoid. If ρ : H → G
is an injective homomorphism, then ρ(H) ≃ H is a submonoid of G. We can thus
regard H as a submonoid of G through ρ. The induced ordering ≤ρ on H is given
by h1 ≤ρ h2 ⇔ ρ(h1) ≤G ρ(h2). Thus H is a TO-monoid under ≤ρ. Clearly a subset
A of (H,≤ρ) is well-ordered if and only if ρ(A) is well-ordered in (G,≤G).
Let G be a TO-monoid. We can give G a different ordering so that under this
new ordering G is still a TO-monoid. For instance, the total ordering ≤ˆ defined by
g1 ≤ g2 ⇔ g2≤ˆg1 is clearly such an ordering. One special class of total orderings is
interesting for our purpose. If ρ : G → G is an injective endomorphism, then the
120 3. THE RING OF MALCEV-NEUMANN SERIES AND THE RESIDUE THEOREM
induced ordering ≤ρ is also a total ordering on G. We denote the corresponding ring
of MN-series by Rρw[G].
For example, if G = Zn, then any nonsingular matrix M ∈ GL(Zn) induces
an injective endomorphism. In particular, Kw[Z
2] ≃ K〈〈x, t〉〉 is the field of double
Laurent series, and Kρw[Z
2] ≃ K〈〈x−1, t〉〉, where the matrix corresponding to ρ is
the diagonal matrix diag(−1, 1). It is easy to see that K〈〈xe11 , . . . , xenn 〉〉 with ei = ±1
are special fields of MN-series, and the corresponding matrices are diagonal matrices
with entries ±1.
In order to state the residue theorem, we need more concepts. Consider the
following situation. Let G and H be monoids with H ≃ Zn, and suppose that we
have a total ordering ≤ on the direct sum G ⊕H such that G ⊕H is a TO-monoid.
We identify G with G ⊕ 1 and H with 1⊕H. Let e1, e2, . . . , en be a basis of H. Let
ρ be the endomorphism on G ⊕ H that is generated by ρ(ei) = gi +
∑
jmijej for
all i, where gi ∈ G, and ρ(g) = g for all g ∈ G. Then ρ is injective if the matrix
M = (mij)1≤i,j≤n belongs to GL(Z
n).
It is natural to use new variables xi to denote t
ei for all i. Thus monomials in
Rw[G⊕H] can be represented as tgxk11 · · ·xknn . Correspondingly, ρ acts on monomials
by ρ(tg) = tg for all g ∈ G, and ρ(xi) = tgixmi11 · · ·xminn .
Notation: If fi are monomials, we use f to denote the homomorphism ρ generated
by ρ(xi) = fi.
An element η of Rw[G ⊕H] can be written as
η =
∑
k∈Zn
∑
g∈G
ag,kt
gxk11 · · ·xknn =
∑
k∈Zn
bkx
k,
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where ag,k ∈ R and bk ∈ Rw[G]. We call the bkxk an x-term of η. Since the set
{ ord(bkxk) : k ∈ Zn} is a subset of supp(η), it is well-ordered and hence has a least
element. Because of the different powers in the x’s, no two of ord(bk)x
k are equal.
So we can define the x-initial term of η to be the x-term that has the least order.
Now the operators ∂
∂xi
, CTxi, Resxi, PTxi, NTxi , and CTx are all well defined in
the ring of MN-series Rw[G ⊕H]. Similar to the field of iterated Laurent series, we
have the basic computational rules for the field of MN-series.
Lemma 3-2.1 (Computational Rules). In a field of MN-series Kw[G ⊕ H] with
H ≃ Z, we identify t(0,1) with x, where (0, 1) ∈ G⊕H. Let F and G be two elements
in Kw[G ⊕H].
Rule 1: (linearity) For any a, b that are independent of x,
CT
x
(aF (x) + bG(x)) = aCT
x
F (x) + bCT
xi
G(x).
Rule 2: If F can be written as
∑
k≥0 akx
k, then
CT
x
F = F |x=0 .
Rule 3:
Res
x
∂F (x)
∂x
G(x) = −Res
x
F (x)
∂G(x)
∂x
.
Rule 4: Suppose that F is PT in x. If G can be factored as (x−u)H such that u is
independent of x and ord(u) > ord(x), and 1/H is PT in x, then
CT
x
F (x)
x
G(x)
=
F (x)
∂G(x)
∂x
∣∣∣∣∣∣∣
x=u
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Now we come back to the multivariate case, and suppose Fi ∈ Rw[G ⊕H] for all
i.
Definition 3-2.2. The Jacobian determinant (or simply Jacobian) of F with re-
spect to x is defined to be
J (F|x) := J
(
F1, F2, . . . , Fn
x1, x2, . . . , xn
)
= det
(
∂Fi
∂xj
)
1≤i,j≤n
.
When the x’s are clear, we write J(F1, F2, . . . , Fn) for short.
Definition 3-2.3. If the x-initial term of Fi is aix
bi1
1 · · ·xbinn , then the Jacobian
number of F with respect to x is defined to be
j (F|x) := j
(
F1, F2, . . . , Fn
x1, x2, . . . , xn
)
= det (bij)1≤i,j≤n .
Definition 3-2.4. The log Jacobian of F1, . . . , Fn is defined to be
LJ(F1, . . . , Fn) :=
x1 · · ·xn
F1 · · ·FnJ(F1, . . . , Fn).
We call it the log Jacobian because formally it can be written as (Wilson 1962)
LJ(F1, . . . , Fn) = J
(
logF1, . . . , logFn
log x1, . . . , log xn
)
,
since
∂ logF
∂ log x
=
∂ logF
∂F
∂F
∂ log x
=
1
F
∂F
∂x
∂x
∂ log x
=
x
F
∂F
∂x
.
Remark 3-2.5. Generally speaking, the Jacobian is convenient in residue evalua-
tions, while the log Jacobian is convenient in constant term evaluations.
The following lemma is devised for the proof of our residue theorem. It is also a
kind of composition law.
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Lemma 3-2.6. Let Φ be a formal series in x1, . . . , xn with coefficients in Rw[G].
Then Φ(F1, . . . , Fn) ∈ Rw[G⊕H] if and only if Φ(f1, · · · , fn) ∈ Rw[G⊕H], where fi is
the x-initial term of Fi for all i. Moreover if j(F1, . . . , Fn) 6= 0, then Φ(F1, . . . Fn) ∈
Rw[G ⊕H] if and only if Φ(x1, . . . , xn) ∈ Rfw[G ⊕H].
This lemma reduces the convergence of Φ(F1, . . . , Fn) to that of Φ(f1, . . . , fn).
For example, the ring of formal power series R[[x1, . . . , xn]] is isomorphic to Rw[N
n],
where Nn itself is well-ordered under the reverse lexicographic ordering. If Φ is a
formal power series in x, then Φ(f1, . . . , fn) is also a formal power series when fi
are monomials in R[[x1, . . . , xn]]. Thus Lemma 3-2.6 implies the composition law of
R[[x1, . . . , xn]].
Proof of Lemma 3-2.6. Write every Fi as fi(1 + τi), where fi is the x-initial
term and ord(τi) > 1 or τi = 0.
For the first part, we show that if Φ(F1, . . . , Fn) ∈ Rw[G ⊕H], then replacing Fi
by Fi(1+ τ) with ord(τ) > 0 results in an element of Rw[G⊕H]. Then the first part
follows by replacing Fi by fi = Fi(1 + τi)
−1, (or conversely, fi by Fi = fi(1 + τi))
one by one for i from 1 to n.
We deal with the case i = 1 as follows. The case of arbitrary i is similar. Let
A = supp(Φ(F1, . . . , Fn)) and T = supp(τ). Then by assumption, A is well-ordered,
and T is positive and well-ordered. We can write
Φ(F1, . . . , Fn) =
∑
k∈Z
dkF
k
1 ,
where dk is a formal series in F2, . . . , Fn with coefficients in Rw[G]. Then
Φ(F1(1 + τ), . . . , Fn) =
∑
k∈Z
dkF
k
1 (1 + τ)
k =
∑
k∈Z
dkF
k
1
∑
l≥0
(
k
l
)
τ l (3-2.1)
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Now we see that the support of Φ(F1(1 + τ), . . . , Fn) is a subset of
⋃
l≥0
(A+ T+l) = A+
⋃
l≥0
T+l,
which is well-ordered by Proposition 3-1.5 and Proposition 3-1.8.
To see that the coefficient of tg+h is a finite sum for every g and h, we observe
that replacing each
(
k
l
)
by 1 will not decrease the number of summands. The right
side of equation (3-2.1) then becomes
(∑
k∈Z
dkF
k
1
)(∑
l≥0
τ l
)
,
in which the coefficient of tg+h is a finite sum, because it is a product of two elements
in Rw[G ⊕H].
For the second part, if j(F1, . . . , Fn) 6= 0, then ρ : xi → fi induces an injective
endomorphism on G ⊕H. We see that supp(Φ(f1, . . . , fn)) is well-ordered in G ⊕H
if and only if ρ (supp(Φ(x1, . . . , xn))) is well-ordered. This, by definition, is to say
that Φ(x1, . . . , xn) ∈ Rfw[G ⊕H]. The lemma now follows from the first part. 
Notation. Starting with a totally ordered abelian monoid G⊕H as described above,
let Φ be a formal series on G ⊕H. When we write CTρxΦ(x1, . . . , xn), we mean both
that Φ(x1, . . . , xn) belongs to R
ρ
w[G⊕H], and that the constant term is taken in this
ring. When ρ is the identity map, it is omitted. When we write CTFΦ(F1, . . . , Fn),
it is assumed that Φ(x1, . . . , xn) ∈ Rfw[G ⊕H], and we are taking the constant term
of Φ(x1, . . . , xn) in the ring R
f
w[G ⊕H]. Or equivalently, we always have
CT
F
Φ(F1, . . . , Fn) = CT
x
fΦ(x1, . . . , xn).
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This treatment is particularly useful when dealing with rational functions, as we
shall see soon.
Now comes our residue theorem for Rw[G ⊕ H], in which we will see how an
element in one ring is related to an element in another ring through taking the
constant terms.
Theorem 3-2.7 (Residue Theorem). Suppose for each i, Fi ∈ Rw[G ⊕ H] has x-
initial term fi = aix
bi1
1 · · ·xbinn with ai, a−1i ∈ Rw[G]. If j(F1, . . . , Fn) 6= 0, then for
any Φ(x) ∈ Rfw[G ⊕H], we have
CT
x
Φ(F1, . . . , Fn)LJ(F1, . . . , Fn) = j(F1, . . . , Fn) CT
F
Φ(F1, . . . , Fn). (3-2.2)
Proof of Theorem 3-2.7. With the hypothesis, both sides of equation (3-2.2)
converge. In fact, Lemma 3-2.6 is designed for this convergence.
Now by multilinearity, it suffices to show the theorem is true for monomials Φ.
This is the main topic of the next subsection. See Lemmas 3-2.14 and 3-2.15. 
Remark 3-2.8. If j(F1, . . . , Fn) = 0, then Φ(F1, . . . , Fn) is only well defined in
some special cases.
Remark 3-2.9. If Φ(x1, . . . , xn) is a Laurent polynomial, then Φ(F1, . . . , Fn) al-
ways exists. In this case, it is not necessary to consider the map f .
Now let K be a field and let G be a group. We are going to consider both fields
Kw[G⊕H] andKfw[G⊕H], where f is an injective endomorphism. Both fields contain
Kw[G][H] as a subring, and thus contain the quotient field of Kw[G][H], which is the
field of rational functions. The operator CTxi is always well defined. But the results
of CTxi acting on a rational function Φ will be different when working in different
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fields. More precisely, let η be the denominator of Φ. Because of the different
orderings, ord(η) in Kw[G⊕H] is usually different from ordf (η) in Kfw[G ⊕H]. Thus
η−1 has different expansions in the two fields.
Remark 3-2.10. If R = K is a field and G is a group, then Kfw[G ⊕ H] is a field
for all injective f . Thus Kfw[G ⊕ H] contains all rational Φ. In applications of this
theorem, we need only to expand Φ correctly in a specified field.
b. The Proof of the Theorem
The proof of our residue theorem and lemmas basically comes from (Cheng et al.
1997), except for the proof of Lemma 3-2.15.
In what follows, we suppose Fi, F
−1
i ∈ Rw[G ⊕H] for all i.
The following properties of Jacobians can be easily checked.
Lemma 3-2.11. Let the Jacobian be defined as in the previous subsection. Then
(1) J(F1, F2, . . . , Fn) is Rw[G]-multilinear.
(2) J(F1, F2, . . . , Fn) is alternating; i.e., J(F1, F2, . . . , Fn) = 0 if Fi = Fj for
some i 6= j.
(3) J(F1, F2, . . . , Fn) is anticommutative; i.e.,
J(F1, . . . , Fi, . . . , Fj , . . . , Fn) = −J(F1, . . . , Fj , . . . , Fi, . . . , Fn).
(4) (Composition Rule) If g(z) ∈ K((z)) is a series in one variable, then
J(g(F1), F2, . . . , Fn) = g
′(F1)J(F1, F2, . . . , Fn).
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(5) (Product Rule)
J(F1G1, F2, . . . , Fn) = F1J(G1, F2, . . . , Fn) +G1J(F1, F2, . . . , Fn).
(6) J(F−12 , F2, . . . , Fn) = 0.
Lemma 3-2.12. If all Fi are x-monomials, then
LJ(F1 . . . , Fn) = j(F1, . . . , Fn). (3-2.3)
Proof. Suppose that for every i, Fi = aix
bi1
1 · · ·xbinn , where ai is in Rw[G].
Factoring Fi = aix
bi1
1 · · ·xbinn from the ith row of the Jacobian matrix for all i and
then factoring x−1j from the jth column for all j, we get
J(F1, F2, . . . , Fn) =
F1 · · ·Fn
x1 · · ·xn det(bij).
Equation (3-2.3) is just a rewriting of the above equation. 
Lemma 3-2.13.
Res
x
J(F1, . . . , Fn) = 0.
Proof. By multilinearity, it suffices to check monomials Fi. Suppose that they
are given as in Lemma 3-2.12. Then equation (3-2.3) gives us
J(F1, . . . , Fn) = j(F1, . . . , Fn)
F1 · · ·Fn
x1 · · ·xn .
More explicitly,
J(F1, . . . , Fn) = a1 · · ·an det(bij)x−1+
∑
bi1
1 · · ·x−1+
∑
bin
n j(F1, . . . , Fn).
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If
∑
bi1 =
∑
bi2 = · · · =
∑
bin = 0, then the Jacobian number is 0, and therefore
the residue is 0. Otherwise, at least one of the xi’s has exponent 6= −1, so the
residue is 0 by definition. 
Lemma 3-2.14. For all integers ei with at least one of ei 6= −1, we have
Res
x
F e11 · · ·F enn J(F1, . . . , Fn) = 0. (3-2.4)
Proof. The clever proof in (Cheng et al. 1997, Theorem 1.4) also works here.
Permuting the Fi and using (3) of Lemma 3-2.11, we may assume that e1 6=
−1,. . . , ej 6= −1, but ej+1 = · · · = en = −1, for some j with 1 ≤ j ≤ n− 1. Setting
Gi =
1
ei+1
F ei+1i for i = 1, . . . , j, we have
F e11 F
e2
2 · · ·F enn J(F1, F2, . . . , Fn) = F−1j+1 · · ·F−1n J(G1, . . . , Gj, Fj+1, . . . , Fn).
Then applying the formula
F−1j+1J(G1, . . . , Gj, Fj+1, . . . , Fn) = J(F
−1
j+1G1, G2 . . . , Gj, Fj+1, . . . , Fn)
repeatedly for j + 1, j + 2, . . . , n, we get
J(F−1j+1 · · ·F−1n G1, G2, . . . , Gj, Fj+1, . . . , Fn).
The result now follows from Lemma 3-2.13. 
For the case e1 = e2 = · · · = en = −1, we have
Lemma 3-2.15.
Res
x
F−11 · · ·F−1n J(F1, . . . , Fn) = j(F1, . . . , Fn). (3-2.5)
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The simple proof for this case in (Cheng et al. 1997) does not apply in our
situation. The reason will be explained in Proposition 3-2.16.
Note that Lemma 3-2.15 is equivalent to saying that
CT
x
LJ(F1, . . . , Fn) = j(F1, . . . , Fn). (3-2.6)
Proof. Let fi := aix
bi1
1 · · ·xbinn be the x-initial term of Fi. Then Fi = fiBi,
where Bi ∈ Rw[G ⊕ H] has x-initial term 1. By the composition law, log(Bi) ∈
Rw[G ⊕H]. Now applying the product rule, we have
F−11 · · ·F−1n J(F1, F2, . . . , Fn)
= f−11 F
−1
2 · · ·F−1n J(f1, F2, . . . , Fn) +B−11 F−12 · · ·F−1n J(B1, F2, . . . , Fn)
= f−11 F
−1
2 · · ·F−1n J(f1, F2, . . . , Fn) + F−12 · · ·F−1n J(log(B1), F2, . . . , Fn).
From Lemma 3-2.14, the last term in the above equations has no contribution to
the residue in x, and hence can be discarded.
The same procedure can be applied to F2, F3, . . . , Fn. Finally we will get
Res
x
F−11 · · ·F−1n J(F1, F2, . . . , Fn) = Res
x
f−11 · · ·f−1n J(f1, f2, . . . , fn),
which is equal to the Jacobian number by Lemma 3-2.12. 
The following proposition gives a good reason for using the log Jacobian.
Proposition 3-2.16. The x-initial term of the log Jacobian LJ(F1, . . . , Fn) equals
the Jacobian number j(F1, . . . , Fn) when it is nonzero.
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Proof. From the definition,
LJ(F1, . . . , Fn) =
x1 · · ·xn
F1 · · ·Fn det
(
∂Fi
∂xj
)
.
To obtain the x-initial term, we replace every term with its x-initial term. The
result will be of the least order unless it is zero. Therefore by Lemma 3-2.12, we
can write
LJ(F1, . . . , Fn) = j(F1, . . . , Fn) + higher order terms.
To show that j(F1, . . . , Fn) is the x-initial term, we need to show that all the other
term that are independent of x cancel. (Note that we do not have this trouble when
all the coefficients belong to R.) This is equivalent to saying that
CT
x
LJ(F1, . . . , Fn) = j(F1, . . . , Fn),
which follows from Lemma 3-2.15. 
Example 3-2.17. Consider the field K〈〈x, t〉〉. Let F = x2 + xt + x3t. Then the
initial x-term of F is x2. Now let us see what happens to the log Jacobian LJ(F |x)
of F with respect to x.
LJ(F |x) = x
F
∂F
∂x
=
x(2x+ t+ 3x2t)
x2(1 + t/x+ xt)
= (2 + t/x+ 3xt)
∑
k≥0
(−1)k(t/x+ xt)k
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It is not clear that 2 is the unique term in the expansion, but all the other terms
cancel. We continue to check as the following.
CT
x
LJ(F |x) = CT
x
(2 + t/x+ 3xt)
∑
k≥0
(−1)k(t/x+ xt)k
= 2
∑
k≥0
(
2k
k
)
t2k − t
∑
k≥0
(
2k + 1
k
)
t2k+1 − 3t
∑
k≥0
(
2k + 1
k + 1
)
t2k+1
= 2 +
∑
k≥1
(
2
(
2k
k
)
− 4
(
2k − 1
k
))
t2k.
Now it is easy to see that the terms not containing x in the expansion of the log
Jacobian really cancel.
From Theorem 3-2.7 and Lemma 3-2.12, we see directly the following result.
Corollary 3-2.18. If Fi are all x-monomials in Kw[G ⊕H], and Φ ∈ KFw [G ⊕H],
which indicates that j(F1, . . . , Fn) is nonzero, then
CT
x
Φ(F1, . . . , Fn) = CT
F1,...,Fn
Φ(F1, . . . , Fn).
This is saying that change of variables by monomials will not change the constant
terms. Now it is easy to understand the phenomenon of Example 2-6.3.
In the case that all Fi are monomials inK[x,x
−1] with j(F) 6= 0, Φ is inK[x,x−1]
if and only Φ(F1, . . . , Fn) is. We always have
CT
F1,...,Fn
Φ(F1, . . . , Fn) = CT
x1,...,xn
Φ(x1, . . . , xn).
More generally, we have the following result, which will be used later.
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Corollary 3-2.19. Suppose y is another set of variables. If Φ ∈ K[x,x−1]〈〈y〉〉,
and if Fi are all monomials in x with j(F) 6= 0, then
CT
x
Φ(F1, . . . , Fn) = CT
x
Φ(x1, . . . , xn).
Example 3-2.20. Evaluate the following constant term in C〈〈x, y, t〉〉.
CT
x,y
−x3e txy (3 xy − 2 t)
(
x3ye
t
xy − tx− ty
)−1
(x− y)−1
(
−1 + x3e txy
)−1
. (3-2.7)
This is an example that is hard to evaluate without using our residue theorem.
Let F = x2ye
t
xy , G = xy2e
t
xy . It is easy to compute the log Jacobian and the
Jacobian number. We have
LJ(F,G|x, y) = 3− 2t
xy
, and j(F,G|x, y) = 3.
We can check that (3-2.7) can be written as
CT
x,y
F 3G
(F 2 − (F +G)t)(F −G)(G− F 2)LJ(F,G|x, y).
Thus by the residue theorem, the above constant term equals
CT
F,G
3F 3G
(F 2 − (F +G)t)(F −G)(G− F 2) = CTF,G
3
(1− (F+G)t
F 2
)(1− G
F
)(1− F 2
G
)
, (3-2.8)
where on the right hand side of (3-2.8), we can check that 1 is the initial term of
each factor in the denominator.
At this stage, we can use the series expansion to obtain the constant term. But
we will evaluate it by the computational rule 4 in Lemma 3-2.1.
Starting from the left hand-side of (3-2.8), we first take the constant term in G.
We can solve for G in the denominator since all these three factors are linear in G.
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Only one root, F 2, has higher order than G. Thus we can apply rule 4 and get
CT
F,G
3F 3G
(F 2 − (F +G)t)(F −G)(G− F 2) = CTF
3F 3
(F 2 − (F + F 2)t)(F − F 2)
= CT
F
3F
(F − (1 + F )t)(1− F )
=
3
(1− t)(1− t
1−t)
,
where in the last step, we applied rule 4 again. One can check that the two roots of
the denominator for F are t/(1− t) and 1, and that only the former root has higher
order than F .
After simplification, we finally get
CT
x,y
−x3e txy (3 xy − 2 t)
(
x3ye
t
xy − tx− ty
)−1
(x− y)−1
(
−1 + x3e txy
)−1
=
3
1− 2t .
3-3. Another View of Lagrange’s Inversion Formula
Let F1, . . . , Fn be power series in variables x1, . . . , xn of the form Fi = xi+
“higher degree terms”, with indeterminate coefficients for each i. It is known, e.g.,
(Jacobi 1830, Proposition 5, p. 219), that F = (F1, . . . , Fn) has a unique composi-
tional inverse, i.e., there exists G = (G1, . . . , Gn) where each Gi is a power series in
x1, . . . , xn such that Fi(G1, . . . , Gn) = xi and Gi(F1, . . . , Fn) = xi for all i.
Lagrange inversion gives a formula of G’s in terms of F ’s.
The above case is known as non-diagonal case. The diagonal case is when Fi
divides xi for every i, or equivalently, Fi = xiHi, where Hi ∈ K[[x1, . . . , xn]] with
constant term 1.
The formula of Good deals with the case when xi in fact divides Fi. Such a
formula is called diagonal (or Good’s) Lagrange inversion formula. This formula
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can be easily derived by the ordinary residue theorem. We can illustrate this in our
terms.
In the diagonal case, we can suppose that Fi = xiHi, whereHi is inK[[x1, . . . , xn]]
with constant term 1. Consider this in the field K〈〈x1, x2, . . . , xn〉〉. Then xi is the
initial term of Fi, and the Jacobian number j(F1, . . . , Fn) = 1.
Change variables by yi = Fi(x), we will have xi = Gi(y). Then
[yk11 · · · yknn ]Gi(y) = Res
y
y−1−k11 · · · y−1−knn Gi(y)
= Res
x
F−1−k11 · · ·F−1−knn xiJ(F),
where J(F) is the Jacobian of F1, . . . , Fn.
Now let us consider the non-diagonal case. In this case, we cannot apply the
residue Theorem 3-2.7 directly, because when working in K〈〈x1, . . . , xn〉〉, we might
meet the situation that the Jacobian number equals 0. For example, if xn does not
divide Fn, then it is easily seen that the power of xn in the initial term of Fi is zero
for all i. So the Jacobian number of F1, . . . , Fn is 0.
This difficulty can be overcome by introducing a new variable t. After we get a
suitable formula, replace t by 1. The result obtained this way is equivalent to the
homogeneous expansion introduced in (Cheng et al. 1997).
The working field is K〈〈x1, x2, . . . , xn, t〉〉. In stead of dealing with F1, . . . , Fn
directly, we consider the compositional inverse of the system yi = Fi(x1t, . . . , xnt).
Clearly if there is a solution, we shall have xit = Gi(y). Then by setting t = 1, we
will get the desired result.
Since the initial term of Fi(x1t, . . . , xnt) is xit, the Jacobian number is 1. It is
also easy to see that J(F(tx)) = tnJ(F)|x=tx. So we have the same formula, but
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interpreted differently. Setting t = 1 in the result is valid, since the power in t equals
the sum of powers in the xi’s. This is equivalent to the homogeneous expansion.
Let Φ ∈ K[[y1, . . . , yn]]. We get the formula
[yk11 · · · yknn ]Φ(G) = Res
x
F−1−k11 · · ·F−1−knn Φ(x)J(F). (3-3.1)
Multiplying both sides of the above equation by yk11 · · · yknn , and summing on all
nonnegative integers k1, k2, . . . , kn, we get
Φ(G(y)) = Res
x
1
F1 − y1 · · ·
1
Fn − ynJ(F)Φ(x), (3-3.2)
which is true as power series in the yi’s.
It’s natural to ask if we can get this formula directly from the Residue Theorem.
The answer is yes. The argument is given as follows.
Working in K〈〈x1, . . . , xn, y1, . . . , yn〉〉. We make the change of variables by zi =
Fi − yi. Then xi = Gi(y + z), and the initial term of Fi − yi is xi, for yi has higher
order. Thus the Jacobian number is 1. The Jacobian determinant still equals to
J(F). Applying the residue theorem, we get
Res
x
1
F1 − y1 · · ·
1
Fn − ynJ(F)Φ(x) = Resz
1
z1z2 · · · znΦ(G(y + z)).
Since Φ(G(y + z)) is in K[[y, z]]. The final result is obtained by setting z = 0 in
Φ(G(y + z)).
Note that J(F) ∈ K[[x]] has constant term 1. Therefore J(F)−1Φ(x) is also in
K[[x]]. Hence we can reformulate (3-3.2) as
Res
x
1
F1 − y1 · · ·
1
Fn − ynΦ(x) = Φ(x)J(F)
−1|x=G.
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Here is another way to prove Lagrange’s Inversion formula. We only give the
proof for the case n = 2. The general case is similar by induction.
Applying Theorem 1-3.14 with respect to x1, we get
CT
x1,x2
x1x2
1
F1 − y1
1
F2 − y2Φ(x1, x2) = CTx2 x2
1
∂F1(x1, x2)
∂x1
1
F2 − y2Φ(x1, x2)|x1=H1,
where H1 = H1(x2, y1) ∈ K[[x2, y1]], so that
F1(H1, x2)− y1 = 0.
Now let H2 = H2(y1, y2) ∈ K[[y1, y2]], so that
F2(H1, x2)− y2 = 0.
Applying Theorem 1-3.14 with respect to x2, we get
CT
x1,x2
x1x2
1
F1 − y1
1
F2 − y2Φ(x1, x2) =
1
∂F1(H1, H2)
∂x1
1
∂F2(H1,H2)
∂x2
Φ(H1, H2).
Now it is routine to check that
∂F1(H1, H2)
∂x1
∂F2(H1, H2)
∂x2
equals the Jacobian.
3-4. About Dyson’s Conjecture
We give an example of the application of the residue theorem. The following is
a conjecture of Dyson.
Theorem 3-4.1. Let a1, . . . , an be n nonnegative integers. Then the following equa-
tion holds as Laurent polynomials in z.
CT
z
∏
1≤i6=j≤n
(
1− zi
zj
)aj
=
(a1 + a2 + · · ·an)!
a1! a2! · · ·an! . (3-4.1)
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For n = 3 this assertion is equivalent to the familiar Dixon identity:
∑
j
(−1)j
(
a+ b
a + j
)(
b+ c
b+ j
)(
c+ a
c+ j
)
=
(a+ b+ c)!
a! b! c!
. (3-4.2)
Theorem 3-4.1 was proved by Wilson (1962) and Gunson (1962) independently. A
similar proof was given in (Egorychev 1984). Theses proofs use integrals of analytic
functions. A simple induction proof was found by Good (1970). We are going to
give a proof by using the Residue Theorem for Malcev-Neumann series.
Let z be the vector (z1, z2, . . . , zn). If z appears in the computation, we use z
for the product z1 = z1z2 · · · zn. We use similar notation for u.
Let ∆(z) = ∆(z1, . . . , zn) =
∏
i<j(zi − zj) = det(zn−ji ) be the Vandermonde
determinant in z, and let ∆j(z) = ∆(z1, . . . , zˆj, . . . , zn), where zˆj means to omit zj .
We introduce new variables uj = (−1)j−1zn−1j ∆j(z). Then they satisfy the equations
∆(z) =
n∑
j=1
(−1)j−1zn−1j ∆j(z) = u1 + u2 + · · ·+ un,
u1 · · ·un =
n∏
j=1
(−1)j−1zn−1j ∆j(z) = (−1)(
n
2)zn−1(∆(z))n−2.
We also have
n∏
i=1,i6=j
(
1− zi
zj
)
= (−1)j−1zn−1j
∆(z)
∆j(z)
=
u1 + u2 + · · ·+ un
uj
.
Thus equation (3-4.1) is equivalent to
CT
z
(u1 + u2 + · · ·+ un)a1+a2+···+an
ua11 · · ·uann
=
(a1 + a2 + · · ·an)!
a1!a2! · · ·an! ,
which is a direct consequence of the multinomial theorem and the following propo-
sition.
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Proposition 3-4.2. For any series Φ(z) ∈ Ku〈〈z〉〉, we have
CT
z
Φ(u1, . . . , un) = CT
u
Φ(u1, . . . , un).
In fact, we can prove a more general formula. Let r be an integer and let
u
(r)
j = (−1)j−1zrj∆j(z). Then u(r)1 + · · · + u(r)n equals hr−n+1(z1, z2, . . . , zn)∆(z) for
r ≥ n− 1 and equals 0 for 0 ≤ n ≤ n− 2. We have the following generalization.
Theorem 3-4.3. If r is not equal to one of 0, 1, · · · , n−2, or −(n−1
2
)
, then for any
series Φ(z) ∈ Kρ〈〈z〉〉, where ρ(zi) = u(r)i , we have
CT
z
Φ(u
(r)
1 , . . . , u
(r)
n ) = CT
u(r)
Φ(u
(r)
1 , . . . , u
(r)
n ).
Note that Proposition 3-4.2 is the special case for r = n − 1 of Theorem 3-4.3.
By Theorem 3-2.7, the above result is equivalent to saying that the log Jacobian is
a nonzero constant. To show this, we use the argument by (Wilson 1962).
Lemma 3-4.4. Let G(x1, . . . , xn) be a function of n variables such that
(1) G is a symmetric function of x1, . . . , xn.
(2) G is a ratio of two polynomials in the x’s.
(3) G is homogeneous of degree 0 in the x’s.
(4) The denominator of G is ∆(x1, . . . , xn).
Then G is a constant.
Proof. Since the denominator of G changes sign when the values of any pairs
xi, xj are exchanged, the numerator must also change sign under such an exchange.
Thus, the numerator vanishes when xi = xj . Hence the numerator has xi − xj as
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a factor for any i and j, i.e., it has the entire denominator as a factor. So G is a
polynomial. Together with the degree 0 condition, G must be a constant. 
Proof. In order to compute the log Jacobian, we let
J = det(Jij) = det
(
∂ log u
(r)
i
∂ log zj
)
.
Then Jii = r and Jij =
∑
k 6=i
zi
zk−zj for i 6= j. We first show that J is a constant by
Lemma 3-4.4. It is easy to see that J satisfies the conditions 1, 2 and 3 in Lemma
3-4.4. Now we show that the denominator of J is ∆(z), so that we can claim that
the Jacobian is a constant, and hence equals the Jacobian number.
Evidently J is the ratio of two polynomials in the z’s, whose denominator is a
product of factors zi − zj for some i 6= j. From the expression of Jij, we see that
zi− zj only appears in the ith or the jth column. Every 2 by 2 minor of the ith and
jth columns are of the following form, in which we assume that k and l are not one
of i and j.
∣∣∣∣∣∣
Jki Jkj
Jli Jlj
∣∣∣∣∣∣ =
∣∣∣∣∣∣
zk
zj−zi +
∑
s 6=i,j
zk
zs−zi
zk
zi−zj +
∑
s 6=i,j
zk
zs−zj
zl
zj−zi +
∑
s 6=i,j
zl
zs−zi
zl
zi−zj +
∑
s 6=i,j
zl
zs−zj
∣∣∣∣∣∣ ,
in which the terms containing (zi − zj)2 as the denominator cancel. Therefore,
expanding the determinant according to the ith and jth column, we see that ∆(z)
is the denominator of J .
Now the initial term of zi − zj is zi if i < j. We see that the initial term of u(r)1
is zr1z
n−2
2 z
n−3
3 · · · zn−1. Similarly we can get the initial term for u(r)j . The Jacobian
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number, denoted by j(r), is thus the determinant
j(r) = det


r n− 2 n− 3 · · · 0
n− 2 r n− 3 · · · 0
...
...
...
...
...
n− 2 n− 3 n− 4 · · · r


,
where the displayed matrix has diagonal entries r, and other entries in each row are
n− 2, n− 3, . . . , 0, respectively from left to right.
Since the row sum of each row is r+
(
n−1
2
)
, j(−(n−1
2
)
) = 0. We claim that j(r) = 0
when r = 0, 1, . . . , n− 2. For in those cases, u(r)1 + · · ·+ u(r)n = 0. This implies that
the Jacobian is 0, and hence j(r) = 0. We can regard j(r) as a polynomial in r of
degree n, and we have already got n zeros. So j(r) = r(r−1) · · · (r−n+2)(r+(n−1
2
)
).
up to a constant. This constant equals 1 through comparing the leading coefficient
of r.
In particular, j(n − 1) = (n
2
)
(n − 1)! = n−1
2
n!. Note that in (Egorychev 1984),
the constant was said to be n−3
2
n!, which is wrong. 
Another proof of Dyson’s conjecture by our residue theorem is to use the change
of variables by (Wilson 1962).
Let
vj =
∏
1≤i≤n,i6=j
(1− zj/zi)−1.
Then the initial term of vj is z
n−jzj+1 · · · zn up to a constant. Since the order of vn
is 0, we have to exclude vn from the change of variables, for otherwise, the Jacobian
number will be 0. In fact, we have the relation v1 + v2 + · · ·+ vn = 1, which can be
easily shown by Lemma 3-4.4.
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Dyson’s conjecture is equivalent to
CT
z
n∏
j=1
v
−aj
i =
(a1 + a2 + · · ·an)!
a1!a2! · · ·an! (3-4.3)
Another Proof of Dyson’s Conjecture. Using Lemma 3-4.4 and Wil-
son’s argument, we can evaluate the following log Jacobian. (Or see (Wilson 1962)
for details.)
∂(log v1, log v2, . . . , log vn−1)
∂(log z1, log z2, . . . , log zn−1)
= (n− 1)!vn.
Then by the residue theorem
CT
z
Φ(v1, . . . , vn−1, zn) = CT
v1,...,vn−1,zn
(1− v1 − · · · − vn−1)−1Φ(v1, . . . , vn−1, zn).
In particular, (since the initial term of 1− v1 − · · · − vn−1 is 1), we have:
CT
z
n∏
j=1
v
−aj
i = CT
v1,...,vn−1,zn
(1− v1 − · · · − vn−1)−an−1
n−1∏
j=1
v
−aj
i
= [va11 · · · van−1n−1 ]
∑
m≥0
(
an +m
an
)
(v1 + · · ·+ vn−1)m
=
(
an + a1 + · · ·+ an−1
an
)(
a1 + · · ·+ an−1
a1, . . . , an−1
)
.
Equation (3-4.3) then follows. 
3-5. About Morris’s Identity
We give a simplified proof of the following form of Morris’s identity (Baldoni-Silva and Vergne
2001, Theorem 27, Corollary 28), which was proved by using total residue.
Theorem 3-5.1. If k1, k2, k3 ∈ N and k1 + k2 ≥ 2, then
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CT
x
r∏
i=1
x−k1+1i
r∏
i=1
(1− xi)−k2
∏
i<j
(xi − xj)−k3
=
r−1∏
j=0
Γ(1 + k3
2
)Γ(k1 + k2 − 1 + (r + j − 1)k32 )
Γ(1 + (j + 1)k3
2
)Γ(k1 + j
k3
2
)Γ(k2 + j
k3
2
)
. (3-5.1)
Let Pl,r be the symmetric function defined by
Pl,r =
∑
w∈Sr
w · (x1x2 · · ·xl) = l! (r − l)! el,
where Sr is the symmetric group on 1, 2, . . . , r and w acts by permuting the indexes
of the x’s, and el is the elementary symmetric function. In particular,
P0,r = r! Pr,r = r! x1x2 · · ·xr.
When r is fixed, we write Pl for Pl,r. Let
φr(l, k1, k2, k3) =
Pl∏r
i=1 x
k1−1
i
∏r
i=1(1− xi)k2
∏
i<j(xi − xj)k3
,
where k1, k2, and k3 are nonnegative integers. If k3 is odd, this function is anti-
symmetric in x1, . . . , xr. If k3 is even, this function is symmetric.
Now let Cr(l, k1, k2, k3) be the constant term of φr(l, k1, k2, k3).
The following is in (Baldoni-Silva and Vergne 2001, Theorem 27).
Theorem 3-5.2. Let k1, k2, k3 ≥ 0, 0 ≤ l ≤ r. The constants Cr(l, k1, k2, k3) are
uniquely determined by the relations:
(1) Cr(r, k1, k2, k3) = r!Cr(0, k1 − 1, k2, k3).
(2) Cr(r − 1, 1, k2, k3) = Cr−1(0, k3, k2, k3).
(3) Cr(0, 1, k2, 0) = r!.
(4) C1(l, 0, k2, k3) = 0.
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(5) For 1 ≤ l ≤ r,
(
k1 + k2 − 2 + k3
2
(2r − l − 1)
)
Cr(l, k1, k2, k3)
=
(
k1 − 1 + k3
2
(r − l)
)
Cr(l − 1, k1, k2, k3).
We only prove these five relations, which in fact give a recursive formula for
Cr(l, k1, k2, k3). Note that the proof of relation 2 by using total residue was lengthy
in (Baldoni-Silva and Vergne 2001).
Proof. Relation 1 follows directly from the definition.
Now
∏r
i=1(1−xi)−k2
∏
i<j(xi−x2)−k3 is always a power series in xr. So if k1 = 0
or k1 = 1, then we can get the constant term in xr by setting xr = 0. When k1 = 0,
we get relation 4. When k1 = 1, we get
CT
x
∑
w∈Sr w · (x1 · · ·xr−1)∏r
i=1(1− xi)k2
∏
i<j(xi − x2)k3
= CT
x1,...,xr−1
∑
w∈Sr−1 w · (x1 · · ·xr−1)∏r−1
i=1 x
k3
i
∏r−1
i=1 (1− xi)k2
∏
i<j(xi − xj)k3
.
This implies relation 2.
Relation 3 is equivalent to
CT
x
r∏
i=1
1
(1− xi)k2 = 1,
which is obvious.
Now we show relation 5. Let l > 0, and let
U =
1∏r
i=1 x
k1
i
∏r
i=1(1− xi)k2
∏
i<j(xi − xj)k3
.
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Then Cr(l, k1, k2, k3) = Resx PlU . We have
∂
∂x1
(1− x1)x1x2 · · ·xlU
=(k2 − 1)x1 · · ·xlU + (1− k1)(1− x1)x2 · · ·xlU − k3(1− x1)x1 · · ·xl
r∑
j=2
U
x1 − xj
=(k1 + k2 − 2)x1 · · ·xlU + (1− k1)x2 · · ·xlU − k3(1− x1)x1 · · ·xl
r∑
j=2
U
x1 − xj
If k3 is odd, then U is antisymmetric. Anti-symmetrizing over Sr, we get
∑
w∈Sr
(−1)ww ·
(
∂
∂x1
(1− x1)x1x2 · · ·xlU
)
= (k1 + k2 − 2)PlU + (1− k1)Pl−1U − k3
∑
w∈Sr
w · (1− x1)x1 · · ·xl
r∑
j=2
U
x1 − xj .
To compute ∑
w∈Sr
w · (1− x1)x1 · · ·xl
r∑
j=2
1
x1 − xjU,
we first sum over the transpositions (j, 1). For 2 ≤ j ≤ l, we use the formula
(1− x1)x1xj
x1 − xj +
(1− xj)x1xj
xj − x1 = −x1xj .
For j > l, we use the formula
(1− x1)x1
x1 − xj +
(1− xj)xj
xj − x1 = 1− x1 − xj .
We obtain that
2
∑
w∈Sr
w · (1− x1)x1 · · ·xl
r∑
j=2
1
x1 − xj = (−(l − 1)− 2(r − l))PlU + (r − l)Pl−1.
Thus finally we get relation 5 when k3 is odd.
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If k3 is even, then U is symmetric. Symmetrizing over Sr, we get
∑
w∈Sr
w ·
(
∂
∂x1
(1− x1)x1x2 · · ·xlU
)
= (k1 + k2 − 2)PlU + (1− k1)Pl−1U − k3w · (1− x1)x1 · · ·xl
r∑
j=2
1
x1 − xjU.
The rest of the proof of relation 5 for k3 even proceeds as in the case of k3 odd. 
3-6. MacMahon’s Partition Analysis Revisited
In section 2-5, we discussed the algorithmic aspect of MacMahon’s partition
analysis. In this section, we shall discuss the theoretical aspect. Some work was done
in (Stanley 1974, p. 229–231) by using residue computations and partial fraction
decompositions. We are going to work in a field of MN-series. The foundation of
this part is Theorem 2-5.2, which says that the constant term of an Elliott-rational
function is still Elliott-rational. This statement is true for any field of MN-series.
Our goal in this section is to give new proof of the reciprocity theorem for a system
of homogeneous linear Diophantine equations. See Theorem 3-6.7 below.
First, we shall clarify the notation. Let ρ be an injective endomorphism of Zr+n,
or more generally a total ordering on the group of monomials that is compatible
with its group structure. We use Λ to denote the vector (λ1, . . . , λr) and x to
denote the vector (x1, . . . , xn). Then C
ρ〈〈Λ,x〉〉 is a field of MN-series. The field
C(Λ,x) of rational functions can be embedded into Cρ〈〈Λ,x〉〉, and any rational
function F (Λ,x) has a unique expansion in Cρ〈〈Λ,x〉〉.
It is convenient for our purposes to denote by K the field C(x). The field
of rational functions C(Λ,x) can be identified with K(Λ). Usually we are taking
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constant terms in the ring C[Λ,Λ−1][[x]], where Λ−1 refers to (λ−11 , . . . , λ
−1
r ). This
ring can be embedded into C〈〈Λ,x〉〉, where ρ is omitted since it is the identity map.
a. The Case of r = 1
In this case, we need not restrict ourselves to Elliott-rational functions. Thus we
need to consider the following problem.
Problem: Given a rational function Q(λ) (short for Q(λ,x)) of λ and x, compute
PTρλQ(λ,x). Recall that PT
ρ
λ indicates that Q(λ,x) is treated as an element of
Cρ〈〈λ,x〉〉.
To deal with this problem, we shall understand that Q(λ) is not only an element
of K(λ), but also an element of Cρ〈〈λ,x〉〉. As an element of K(λ), Q(λ) can be
written as p(λ)/q(λ), where p(λ) and q(λ) are both in K[λ]. As an element of
Cρ〈〈λ,x〉〉, the denominator q(λ) plays a central role.
Recall that Cρ〈〈λ,x〉〉 is equipped with an operator ordρ and a total ordering on
its monomials. Let us write q(λ) =
∑d
i=0 aiλ
i, with ai ∈ C(x) and ad 6= 0. To
expand Q(λ) into a series in Cρ〈〈λ,x〉〉, we need to find the λ-initial term ajλj, or
equivalently, the j such that ordρ(ajλ
j) is smaller than ordρ(aiλ
i) for all i 6= j. This
can be achieved because of the different powers in λ. Then
1
q(λ)
=
1
ajλj
1
1 +
∑
i6=j ai/ajλ
i−j =
1
ajλj
∑
k≥0
(−1)k
(∑
i6=j
ai/ajλ
i−j
)k
.
It is now clear that we have the following three situations.
(1) If j equals 0, then for any polynomial p(λ), p(λ)/q(λ) contains only non-
negative powers in λ. In this case, we say that 1/q(λ) is PTρ in λ.
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(2) If j equals d, then for any polynomial p(λ) of degree in λ less than d,
p(λ)/q(λ) contains only negative powers in λ. In this case, we say that
1/q(λ) is NTρ in λ.
(3) If j equals neither 0, nor d, then 1/q(λ) contains both positive and negative
powers in λ. Thus 1/q(λ) is neither PTρ nor NTρ in λ.
Lemma 3-6.1. Let q1 and q2 be polynomials. Then for any fixed ρ
• Both 1/q1(λ) and 1/q2(λ) are PTρ in λ if and only if 1/(q1q2) is.
• Both 1/q1(λ) and 1/q2(λ) are NTρ in λ if and only if 1/(q1q2) is.
• For all the other cases, 1/(q1q2) is neither PTρ in λ nor NTρ in λ.
Proof. We prove the first case for PT as follows. The other cases are similar.
Write
q1 =
d1∑
i=0
aiλ
i, q2 =
d2∑
i=0
biλ
i, and q1q2 =
d1+d2∑
i=0
ciλ
i.
Suppose that aj1λ
j1 and bj2λ
j2 are the λ-initial term of q1 and q2 respectively. Now if
we expand the product q1q2 but do not collect terms, then aj1bj2λ
j1+j2 is the unique
term with the least order. So the order of cj1+j2λ
j1+j2 has to equal the order of
aj1bj2λ
j1+j2. This implies that the λ-initial term of q1q2 is cj1+j2λ
j1+j2. The assertion
for PT in the lemma hence follows from the fact that j1+j2 = 0⇔ j1 = 0 and j2 = 0.
(Remember that j1, j2 ≥ 0). 
A direct consequence of the above lemma is the following corollary.
Corollary 3-6.2. If 1/q1(λ) is PT
ρ in λ and 1/q2(λ) is NT
ρ in λ, then q1(λ)
and q2(λ) cannot have a nontrivial common divisor in K[λ], i.e., they are relatively
prime.
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Definition 3-6.3. If q(λ) can be factored as q1(λ)q2(λ) such that 1/q1(λ) is NT
ρ
in λ and 1/q2(λ) is PT
ρ in λ, then we say that q(λ) is ρ-factorable, and q(λ) =
q1(λ)q2(λ) is a ρ-factorization. Such factorization is unique (if it exists) up to a
constant in K.
Theorem 3-6.4. Let p(λ), q(λ) ∈ K[λ]. If q(λ) is ρ-factorable, then CTρλ p(λ)/q(λ)
is in K, i.e., is rational.
Proof. Suppose q(λ) = q1(λ)q2(λ) is such a ρ-factorization. Since 1/q1(λ) is
PTρ in λ and 1/q2(λ) is NT
ρ in λ, q1(λ) and q2(λ) are relatively prime in K[λ]. Thus
we have the unique partial fraction expansion in K(λ):
p(λ)
q(λ)
= p0(λ) +
p1(λ)
q1(λ)
+
p2(λ)
q2(λ)
, (3-6.1)
where pi are polynomials in λ for i = 0, 1, 2 and deg pi(λ) < deg qi(λ) for i =
1, 2. Since when expanded as series in Cρ〈〈λ,x〉〉, p1(λ)/q1(λ) contains only negative
powers in λ, and p0 and p2(λ)/q2(λ) contains only nonnegative powers in λ, we have
PT
λ
ρ p(λ)
q(λ)
= p0(λ) +
p2(λ)
q2(λ)
.
Thus CTρλ = p0(0) + p2(0)/q2(0) is in C(x). 
This result clearly implies Theorem 1-2.9.
Corollary 3-6.5. Suppose the degree of p(λ) is less than the degree of q1(λ)q2(λ),
and p(0) = 0. If 1/q1(λ) is NT
ρ in λ, but is PTσ in λ, and 1/q2(λ) is PT
ρ in λ but
is NTσ in λ, then
CT
λ
ρ p(λ)
q1(λ)q2(λ)
= −CT
λ
σ p(λ)
q1(λ)q2(λ)
,
where the equation is regarded as an element of K.
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Proof. From the hypothesis, it is easy to see that for i = 1 or 2 qi(0) 6= 0, and
qi(λ) can not be of degree 0. Thus the corollary follows from equation (3-6.1) by
setting λ = 0. 
As an element of K[λ], q(λ) can be factored into the product of irreducible
polynomials. Let q(λ) = q1(λ) · · · qk(λ) be such a factorization. Then q(λ) is ρ-
factorable if and only if every 1/qi is either PT
ρ or NTρ. When this is true, the
ρ-factorization can be obtained by collecting similar terms.
All Elliott-rational functions are ρ-factorable for any ρ. For in such a function,
the denominator is a product of the form λj − a, where a ∈ K and j is a positive
integer. Thus for any ρ, 1/(λj − a) is either NTρ or PTρ in λ.
More precisely, any Elliott-rational function F can be written as follows:
F =
p(λ)
(λj1 − a1) · · · (λjn − an)(λk1 − b1) · · · (λkm − bm) , (3-6.2)
where p(λ) is a polynomial of λ, ji and ki are positive integers, m and n are non-
negative integers, and ai, bl ∈ K. For a particular ρ, we require that 1/(λji − ai) is
NTρ in λ, and 1/(λki − bi) is PTρ in λ. Note that a1 can be 0. The conclusion is
that CTρλ F is always rational.
For any total ordering ρ on the monomials of K(λ), we let ρˆ be the total ordering
such that ρˆ(m1) ≤ ρˆ(m2) if and only if ρ(m1) ≥ ρ(m2) for all monomials m1, m2.
Then we have a sort of reciprocity formula.
Corollary 3-6.6. Let F (λ) be of the form (3-6.2). If F (0) = 0, and F (λ) is a
proper rational function in λ, then for any ρ, we have the reciprocity
CT
λ
ρ F (λ) = −CT
λ
ρˆ F (λ),
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where both sides are regarded as elements in K.
b. The General Case
MacMahon’s partition analysis can be applied to solve a system of linear Diophantine
equations or inequalities. It is well-known that inequalities can be replaced with
equations by introducing new variables.
Solving linear Diophantine equations means finding all vectors α ∈ Nn that
satisfy Aα = 0, where A is an r by n matrix with integral entries. More precisely,
we want to solve the following system of equations:
a1,1α1 + a1,2α2 + · · ·+ a1,nαn = 0
a2,1α1 + a2,2α2 + · · ·+ a2,nαn = 0
· · · · · · = 0
ar,1α1 + ar,2α2 + · · ·+ ar,nαn = 0.
Let Ci be the ith column vector of A. Then the above system is the same as
C1α1 + C2α2 + · · ·+ Cnαn = 0.
Now let E and E¯ be the sets of all such solutions in Nn and Pn respectively. It
is natural to study the generating functions of E and E¯:
E(x) = E(x1, . . . , xn) =
∑
α∈E
xα, E¯(x) = E¯(x1, . . . , xn) =
∑
α∈E¯
xα (3-6.3)
where if α = (α1, . . . , αn), then x
α := xα11 · · ·xαnn .
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Using MacMahon’s partition analysis, we can realize the the r linear constraints
by introducing λ1, λ2, . . . , λr and then taking the constant terms. We have
E(x) = CT
Λ
∑
α∈Nn
λ
a1,1α1+···+a1,nαn
1 · · ·λar,1α1+···+ar,nαnr xα
= CT
Λ
n∏
i=1
1
1− λa1,i1 λa2,i2 · · ·λar,ir xi
= CT
Λ
n∏
i=1
1
1− ΛCixi , (3-6.4)
where we are working in C[Λ,Λ−1][[x]], which can be embedded into C〈〈Λ,x〉〉. Sim-
ilarly:
E¯(x) = CT
Λ
n∏
i=1
ΛCixi
1− ΛCixi . (3-6.5)
The well-known reciprocity theorem (Stanley 1997) for homogeneous linear dio-
phantine equations is the following:
Theorem 3-6.7 (Reciprocity Theorem). Let E and A be as above. If the rank of
A is r, and E¯ is nonempty, then as rational functions
E(x) = (−1)n−rE¯(x−1). (3-6.6)
Previous proofs of this theorem use simplex decompositions, but we want to give
a proof directly from (3-6.4) and (3-6.5). We will use the Elliott reduction identity
to derive this result.
We shall see that all of the work is done algebraically. First, let us see some facts.
Exchanging column i and j corresponds to exchanging xi and xj . Row operations,
which will not change the solutions of Aα = 0, are equivalent to multiplying A on
the left by an invertible matrix. This fact can be obtained by applying the residue
theorem. (In fact, Corollary 3-2.19.)
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We define E(x) to be the crucial generating function of E(x):
E(x) =
n∏
i=1
1
1− ΛCixi . (3-6.7)
The crucial generating function E¯(x) of E¯(x) is defined similarly. Now apply the
residue theorem, in fact Corollary 3-2.19, by changing variables in equation (3-6.5)
by Λ→ Λ−1, i.e., λi → λ−1i for all i. Then we have:
E¯(x) = CT
Λ−1
n∏
i=1
Λ−Cixi
1− Λ−Cixi = CTΛ−1
n∏
i=1
1
ΛCix−1i − 1
.
Now we are taking the constant term of an element in the ring C[Λ−1,Λ][[x]], which
is the same as the original ring. So we have:
E¯(x) = CT
Λ
n∏
i=1
1
ΛCix−1i − 1
= (−1)nCT
Λ
E(x−1). (3-6.8)
Note that in the denominator of the right side of (3-6.8), 1 is not the initial term.
Now if we replace x with x−1, then we have shown that the reciprocity theorem
is the full rank case of the following proposition:
Proposition 3-6.8. Suppose that E¯ is nonempty. Then
CT
Λ
E(x) = (−1)rank(A) CT
Λ
ρ E(x), (3-6.9)
where ρ is the endomorphism defined by ρ(xi) = x
−1
i and ρ(λi) = λi.
On the other hand, it is easy to deal with the case of rank(A) < r. So the
reciprocity Theorem 3-6.7 is equivalent to Proposition 3-6.8.
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Before we give the proof of this proposition, let us see the simple case of r = 1.
In this case, E(x) has the form:
E(x) =
n∏
i=1
1
1− λaixi .
The condition that E¯ is nonempty is equivalent to saying that some of ai have to
be positive and some of ai have to be negative. Thus when written in the normal
form of a rational function in λ, E(x) is proper and its numerator divides λ. So
Proposition 3-6.8 follows from Corollary 3-6.5.
The general case does not seem to work along this line because of two problems.
One is how to use the conditions that E¯ is nonempty, and the other is how to
connect to the rank of A. The proof we are going to give uses induction and Elliott’s
reduction identity.
Clearly if a11, . . . , a1,n are all positive or are all negative, then E¯ is empty. So
we can assume that a11 > 0 and a12 < 0. Applying Elliott’s reduction identity on
λ1, we get:
E(x) = 1
1− ΛC1+C2x1x2
(
1
1− ΛC1x1 +
1
1− ΛC2x2 − 1
)∏
i≥3
1
1− ΛCixi
Now expand E(x) according to the middle term, and denote the resulting three
summans by E1, E2, and E3 respectively. We have
E(x) = E1(x1, x1x2, x3, . . . ) + E2(x1x2, x2, x3, . . . )− E3(x1x2, x3, . . . ). (3-6.10)
Then these Ei are very similar to E . Correspondingly, they are associated to matrices,
and hence solution spaces that lie in Nn and Pn. More precisely, Ei, i = 1, 2, 3, are
associated to A1 = (C1, C1 + C2, C3, . . . , Cn), A2 = (C1 + C2, C2, C3, . . . , Cn), and
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A3 = (C1 + C2, C3, . . . , Cn) respectively. Thus Ei, Ei(x) and E¯i, E¯i(x) are defined
correspondingly.
Now the matrix A1 is obtained from A by adding the second column to the first;
the matrix A2 is obtained from A by adding the first column to the second. They
are obtained from A through a column operation. So the rank of A1 and A2 are
both equal to that of A. The rank of A3 might not equal the rank of A.
Applying CTΛ and (−1)n CTρΛ to 3-6.10 respectively, we get our key induction
equations.
E(x) = E1(x1, x1x2, x3, . . . ) + E2(x1x2, x2, x3, . . . )−E3(x1x2, x3, . . . ), (3-6.11)
E¯(x) = E¯1(x1, x1x2, x3, . . . ) + E¯2(x1x2, x2, x3, . . . )
+ (−1)rank(A)−rank(A3)E¯3(x1x2, x3, . . . ). (3-6.12)
Looking more closely at these Ei, we can see that up to isomorphism, E1, E2,
and E3 are obtained from E by intersecting the half spaces α1 ≥ α2, α1 ≤ α2, and
the hyperplane α1 = α2 respectively. For instance, (α1, α2, . . . , ) belongs to E with
α1 ≥ α2 if and only if (α1 − α2, α2, . . . ) belongs to E1. Thus Elliott’s reduction
identity in fact corresponds to a signed decomposition of E. Equation (3-6.11) and
(3-6.12) could be explained directly from geometry.
We need two more lemmas to give our proof of Proposition 3-6.8. We shall see
that the condition on E¯ plays an important role.
If E¯ is nonempty, then dimE = dim E¯ = n− rank(A). Clearly, the dimension of
the solution space of Aα = 0 is n− rank(A). Let γ ∈ E¯, and let Υ1, . . . ,Υn−rank(A)
be a Z-basis of the solution space in Zn with Υ1 = γ. Then for sufficiently large m,
mγ +Υ1, . . . , mγ +Υn−rank(A) will be a linearly independent set in E¯.
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Lemma 3-6.9. Suppose that E¯ is nonempty, and that E¯i is defined as above for i =
1, 2, 3. Then any two of the E¯i being nonempty implies that they are all nonempty.
Proof. Suppose that E¯1 and E¯2 are nonempty. Then we have elements β and
γ in E¯ such that β = (β1, β2, . . . ) with β1 > β2 and γ = (γ1, γ2, . . . ) with γ1 < γ2.
Then (γ2 − γ1)β + (β1 − β2)γ is in E¯ with the first two entries being equal. This
means E¯3 is nonempty.
Suppose that E¯1 and E¯3 are nonempty. Then we have elements β and δ in E¯
such that β = (β1, β2, . . . ) with β1 > β2 and δ = (δ1, δ2, . . . ) with δ1 = δ2. Then
for sufficiently large m, mδ − β is in E¯ with the first entry being smaller than the
second. This means E¯2 is nonempty.
The case that E¯2 and E¯3 are nonempty is similar to the previous case. 
Lemma 3-6.10. If all of the E¯i are nonempty, then rank(A3) = rank(A).
Proof. By hypothesis, it is clear that E is not contained in the hyperplane
α1 = α2. Thus the intersection of E with the hyperplane has dimension dimE − 1.
So dimE3 is also dimE−1 and the rank of A3 equals n−1−dimE3 = rank(A). 
Proof of Proposition 3-6.8. The base case, when A is the zero matrix, is
trivial.
By exchanging rows, we can assume that not all of the entries in the first row of
A are zero. Moreover, since the entries can not be all positive or negative, we can
assume the first entry is positive and the second is negative by exchanging columns.
We use induction on S1(A), which is defined to be the sum of the absolute values
of all the entries in the first row. Now the above argument applies, and it is easy to
see that S1(Ai) < S1(A) for i = 1, 2, 3. Applying Lemma 3-6.9, we can reduce the
seven cases of Ei being nonempty or not into the following four cases:
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Case 1: only E¯1 is nonempty. Let β in E¯ be such that β1 > β2. We claim that
all α with Aα = 0 satisfy the condition α1 > α2, so that E2(x1x2, x2, x3, . . . ) equals
E3(x1x2, x3, . . . ), and hence by induction we have
E(x) = E1(x1, x1x2, x3, . . . )
= (−1)rank(n−A1)E¯1(x−11 , x−11 x−12 , x−13 , . . . )
= (−1)n−rank(A)E¯(x−1).
If the claim does not hold, then α1 ≤ α2. But for sufficiently large m, mβ − α
will produce an element in E¯2 or E¯3, a contradiction.
Case 2: only E¯2 is nonempty. This is similar to case 1.
Case 3: only E¯3 is nonempty. This means that E is contained in the hyperplane
α1 = α2. Thus
E1(x1, x1x2, x3, . . . ) = E2(x1x2, x2, x3, . . . ) = E3(x1x2, x3, . . . ),
and we have
rank(A3) = n− 1− dim(E3) = n− dim(E)− 1 = rank(A)− 1.
So
E(x) = E3(x1x2, x3, . . . )
= (−1)n−1−rank(A3)E¯3(x−11 x−12 , x−13 , . . . )
= (−1)n−rank(A)E¯(x−1).
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Case 4: all of E¯i are nonempty. By induction, we see that
Ei(x) = (−1)n−rank(Ai)E¯i(x−1)
for i = 1, 2, and that
E3(x2, x3, . . . ) = (−1)n−1−rankA3E¯(x−12 , x−13 , . . . ).
From Lemma 3-6.10, rank(A3) = rank(A). Thus together with our key induction
equations (3-6.11) and (3-6.12), we get
E(x) =E1(x1, x1x2, x3, . . . ) + E2(x1x2, x2, x3, . . . )− E3(x1x2, x3, . . . )
=(−1)n−rank(A) (E¯1(x−11 , x−11 x−12 , x−13 , . . . )
+E¯2(x
−1
1 x
−1
2 , x
−1
2 , x
−1
3 , . . . ) + E¯3(x
−1
1 x
−1
2 , x
−1
3 , . . . )
)
=(−1)n−rankAE¯(x).

CHAPTER 4
Applications to Lattice Path Enumeration
In this section, we will use two methods to work on some lattice path enu-
meration problems. One method is to use the bridge lemma, which was used in
(Bousquet-Me´lou and Schaeffer 2002). The other method is to use the factoriza-
tion lemma, which was first discovered by (Gessel 1980), and later rediscovered by
(Bousquet-Me´lou and Schaeffer 2002).
4-1. Basic Concepts and the Bridge Lemma
A path σ in Z2 is a finite sequence of lattice points (a0, b0), . . . , (an, bn) in Z
2, in
which we call (a0, b0) the starting point, (an, bn) the ending point, (ai−ai−1, bi−bi−1)
the steps of σ, and n the length of σ.
In what follows, the starting point of a path is always (0, 0) unless specified
otherwise. The theory for other starting points is similar.
Given two paths σ1 and σ2, we define their product σ1σ2 to be the path whose
steps are those of σ1 followed by those of σ2. If π = σ1σ2, then we call σ1 a head of
π, and σ2 a tail of π.
For compatibility with the theory we developed on Z2, we still use the reverse
lexicographic order. Let S be a well-ordered subset of Z2. We are interested with
paths all of whose steps lie in S. Denote by S∗ the set of all such paths. Then any
σ ∈ S∗ can be uniquely factored as σ = s1s2 · · · sn for some n ≥ 0, and si ∈ S for
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all i. The si’s are called the unit steps of σ. Note that the empty path ǫ belongs to
S∗.
The weight of a step (a, b) ∈ S is defined to be Γ((a, b)) = xaybt, and the weight
of a path σ = s1 · · · sn is defined to be Γ(σ) = Γ(s1) · · ·Γ(sn). It is easy to see that
for any two paths σ1 and σ2, we have Γ(σ1σ2) = Γ(σ1)Γ(σ2). If P is a subset of S
∗,
then we define
Γ(P ) =
∑
σ∈P
Γ(σ).
In the special case that P is the whole set S∗, we have
Γ(S∗) =
∑
n≥0
(Γ(S))n = (1− Γ(S))−1,
since each term in (Γ(S))n corresponds to a path of n steps. This equation is
interpreted as an identity in the field of iterated Laurent series C〈〈x, y, t〉〉. In fact,
we can do all of the computations inside the ring C〈〈x, y〉〉[[t]]. Because Γ(S) is always
the product of an element in C〈〈x, y〉〉 with t, it has positive order and (1− Γ(S))−1
is in C〈〈x, y〉〉[[t]].
We can also write
Γ(P ) =
∑
n≥0
∑
i,j∈Z
ai,j(n)x
iyjtn, (4-1.1)
where ai,j(n) is the number of paths in P of length n that end at (i, j). The ai,j(n)
in Γ(P ) is always finite since this is true when P = S∗. We also call Γ(P ) the
generating function of P with respect to the ending points and the lengths.
The requirement of S being a well-ordered subset of Z2 is necessary. For other-
wise the ai,j(n) in Γ(P ) might be infinite. For example, let S = { (m, 0) : m ∈ Z },
and consider the number of paths in S∗ that end at (0, 0) and have length 2.
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Since S is uniquely determined by Γ(S), sometime we write Γ(S) instead of S.
When S is finite, Γ(S) is a Laurent polynomial, and Γ(S∗) is in C[x, y, x−1, y−1][[t]].
Much work has been done in this case.
Some operators on C〈〈x, y〉〉[[t]] have simple combinatorial interpretations. Let
P be a subset of S∗ with generating function given by (4-1.1).
(1) The generating function for those paths in P that end on the line y = 0 is
given by CTy Γ(P ).
(2) The generating function for those paths in P that end above the line y = −1
is given by PTy Γ(P ).
(3) The generating function for those paths in P that end below the line y = 0
is given by NTy Γ(P ).
Similar properties hold for x. The diagonal generating function, or the generating
function for those paths in P that end on the line y = x, is given by
diagx=yΓ(P ) =
∑
n≥0
∑
i∈Z
ai,i(n)y
itn. (4-1.2)
This can be written in terms of CT. If we write F (x, y, t) = Γ(P ), then
diagx=yΓ(P ) = CT
x
F (x, y/x, t).
Note that F (x/y, y, t) is not in the ring C〈〈x, y〉〉[[t]], unless F (x, y, t) ∈ C((x, y))[[t]].
In the computations, we will use Theorem 1-3.14. Recall that a positive root is
a root with positive order.
Example 4-1.1. If S = { (1, 0), (−1, 0), (0, 1), (0,−1) }, then Γ(S) = t(x + y +
x−1 + y−1). The generating function of paths in S∗ that end on the line y = 0 (or
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x-axis) can be computed as follows.
CT
y
Γ(S∗) = CT
y
1
1− t(x+ y + x−1 + y−1)
= CT
y
y
y − t(x+ x−1)y − ty2 − t
=
1
1− t(x+ x−1)− 2tY ,
where Y = Y (x, t) is the unique positive root of y − t(x+ x−1)y − ty2 − t. This Y
can be found by quadratic formula. We have
Y =
1− t (x+ x−1)−
√
(1− t (x+ x−1))2 − 4t2
2t
.
After simplifying, the desired generating function can be written as
CT
y
Γ(S∗) =
[(
1− t (x+ x−1))2 − 4t2]−1/2 .
Similarly, we can obtain the generating function for those paths in S∗ that stay
above the line y = −1. The generating function for those paths in S∗ that stay
below the line y = 0 is similar.
PT
y
Γ(S∗) =
1
1− t(x+ x−1)− 2tY
y
y − Y ,
The bridge lemma is a basic tool for studying S-paths that never touch a certain
area.
Let SR be a nonempty subset of S∗ with the condition that P ∈ SR implies that
all the heads of P are also in SR. We call R a restriction and say that SR is the set
of S-paths satisfying this restriction. Note that the empty path belongs to SR since
it is a head of any path.
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The most common restrictions are avoiding some points. In particular, S∗ is the
set of S-paths avoiding nothing, or with no restriction.
Let SRb be the set of all S-paths that are not in SR, but for which deleting the
last step results in a path in SR. The last step of a path in SRb is like a bridge.
Without it we get a path in SR, but with it we get a path not in SR.
Lemma 4-1.2 (Bridge Lemma). Let R be a restriction. Then we have
Γ(SR) =
1− Γ(SRb)
1− Γ(S) . (4-1.3)
Proof. For all n ≥ 1, if we add another S-step to a path in SR of length n− 1,
then we will get either a path in SR or a path in SRb. On the other hand, by deleting
the last step of a path of length n in SR, we will get a path of length n− 1 in SR.
This bijection gives us the equation
1 + Γ(S)Γ(SR) = Γ(SR) + Γ(SRb).
The lemma then follows by solving for Γ(SR). 
The bridge lemma is useful when Γ(SRb) has a certain kind of nice form. This
is best illustrated by examples.
We start by considering Catalan numbers, which are the most frequently used
numbers in combinatorics other than binomial coefficients.
Example 4-1.3. Let S = { (1, 0), (0, 1) }. In this case, if the ending point of a
path is (i, j), then the path has length i + j. Hence we can omit the parameter t,
which keeps track of the length.
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Let R be the restriction that the path starts at (0, 0), and never go above the line
y = x. Then the number of paths in SR that end at (n, n) is the Catalan number
Cn.
From the restriction, we see that the bridge paths must end on the line y = x+1.
Hence Γ(SRb) can be written as x−1B(xy), where B(z) is a power series in z with
B(0) = 0 and B′(0) = 1. Denote by p(x, y) the generating function Γ(SR). Then
by the bridge lemma, we have
p(x, y) =
1− x−1B(xy)
1− x− y .
Since any path in SR never goes above the line y = x, its end point cannot
be (n − 1, n). Therefore [xn−1yn]p(x, y) = 0 for all n ≥ 0. This is the same as
diag xp(x, y) = 0. Now we can solve for B as follows.
diag xp(x, y) = CT
x
xp(x, y/x)
= CT
x
x(1− x−1B(y))
1− x− y/x
= CT
x
x
x− x2 − y · (x− B(y))
=
1
1− 2X (X − B(y)),
where X = 1−
√
1−4y
2
= yC(y) is the root of x in x − x2 − y that belongs to yC[[y]].
Hence we have B(y) = yC(y) and
p(x, y) =
1− yC(xy)
1− x− y .
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By setting y = t and x = t, we will get the generating function for paths in SR that
are weighted by their lengths, but we do not care where they end. We have
p(t, t) =
(
1− t1−
√
1− 4t2
2t2
)
1
1− 2t
=
−1
2t
+
√
(1 + 2t)(1− 2t)
2t(1− 2t)
=
−1
2t
+
1 + 2t
2t
√
1− 4t2
=
∑
n≥1
1
2
(
2n
n
)
t2n−1 +
∑
n≥0
(
2n
n
)
t2n.
Hence the number of paths that start at (0, 0), with length 2n, and never go above
the line y = x is
(
2n
n
)
; the number of paths that start at (0, 0), with length 2n− 1,
and never go above the line y = x is
(
2n
n
)
/2.
Since the computation of the diagonal is always converted into the computa-
tion of constant terms, it is convenient to use Dyck paths, which are paths with
northeast or southeast steps, that never go below the horizontal axis. This time S
is { (1,−1), (1, 1) }, and we use t for the horizontal coordinate, and y for vertical
coordinate. Note that x is redundant since it also records the number of steps. The
height of a Dyck path D is the y coordinate of the highest points in D.
Example 4-1.4. Let S = { (1,−1), (1, 1) }, and let R be the restriction that a path
never goes below the line y = 0 and never touches the line y = m, where m is a
positive integer. Denote by Hm(y, t) the generating function Γ(S
R). Then Hm(y, t)
is the generating function for Dyck paths of height at most m−1. This problem can
be solved in many ways, but the method we are going to give here has advantages.
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We use the bridge lemma and boundary conditions to solve for it. The working field
for this problem is C〈〈y, t〉〉.
It is easy to see that the paths in SRb either end on the line y = −1 or end on the
line y = m, and paths in SR never touch these two lines. Thus denote by y−1B(t)
the generating function for paths in SRb that end on the bottom line y = −1, and
denote by ymT (t) the generating function for paths in SRb that end on the top line
y = m. Then the bridge lemma and the boundary conditions give us:
Hm(y, t) =
1− y−1B(t)− ymT (t)
1− y−1t− yt
CT
y
yHm(y, t) = 0
CT
y
y−mHm(y, t) = 0.
To solve for B, T , and Hm, we have
CT
y
yHm(y, t) = CT
y
y (1− y−1B(t)− ymT (t))
1− y−1t− yt
= CT
y
y
y − ty2 − t(y − B(t)− y
m+1T (t))
=
1
1− 2tY
(
Y − B(t)− Y m+1T (t)) ,
where Y = 1−
√
1−4t2
2t
= tC(t2) is the root of y in y − ty2 − t that belongs to tC[[t]].
So
tC(t2)− B(t)− (tC(t2))m+1T (t) = 0 (4-1.4)
Similarly, we have
CT
y
y−mHm(y, t) = CT
y−1
ymHm(y
−1, t)
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=
ym(1− yB(t)− y−mD(t)
1− y−1t− yt
=
y
y − ty2 − t(y
m − ym+1B(t)− T (t))
=
1
1− 2tY (Y
m − Y m+1B(t)− T (t)),
where Y = tC(t2) is the unique root of y in y − ty2 − t that belongs to C[[t]]. So
(tC(t2))m − (tC(t2))m+1B(t)− T (t) = 0. (4-1.5)
Now we can solve for B(t) and T (t) from (4-1.4) and (4-1.5). This gives us
B(t) = tC(t2)
1− (tC(t2))2m
1− (tC(t2))2m+2 , T (t) =
(tC(t2))m − (tC(t2))m+2
1− (tC(t2))2m+2 .
4-2. Applications to Walks on the Slit Plane
Denote by H the half line { (−k, 0); k ∈ N }. Given a well-ordered subset S of
Z2, walks on the slit plane are paths that start at (0, 0) with steps in S and never
hit the half line H after the starting point.
The problem of counting walks on the slit plane was first solved by (Bousquet-Me´lou and Schaeffer
2002). Much work has been done since then. See (Bousquet-Me´lou 2001; Bousquet-Me´lou and Schaeffer
2000) The basic tools for solving this kind of problem are the bridge lemma and the
unique factorization lemma. In the next section, we shall see that using the concept
of “Gessel pair”, we can solve it directly by the unique factorization lemma. We
will work with walks on the slit plane by using the bridge lemma.
The set of all walks on the slit plane is equal to SR, where R is the restriction
that a path never hits the half line H after the starting point. Therefore, paths
in SRb must end at some (−k, 0) for some k ≥ 0, and Γ(SRb) can be written as
B(x−1, t), which contains only negative powers in x except 1. Denote by S(x, y; t)
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the generating function Γ(SR). Then
S(x, y; t) =
∑
n≥0
∑
i∈Z
∑
j∈Z
ai,j(n)x
iyjtn,
where ai,j(n) is the number of n-step walks on the slit plane that end at (i, j). This
is an element of C〈〈x, y〉〉[[t]]. When S is finite, S(x, y; t) is a formal power series in
t with coefficients in C[x, x−1, y, y−1].
Applying the bridge lemma, we get the functional equation
S(x, y; t) =
1− B(x−1, t)
1− Γ(S) , (4-2.1)
Let S0(x, t) be the generating function of walks on the slit plane that end on the
line y = 0. Then S0(x, t) contains only positive powers in x except S0(x, 0) = 1.
The boundary condition is given by
CT
y
S(x, y; t) = S0(x, t). (4-2.2)
Bousquet-Me´lou (2001) defined bilateral walks to be paths in S∗ that end on the
x-axis. Let Sx(x; t) be the generating function of bilateral walks. Then we have
Sx(x; t) = CT
y
1
1− Γ(S) .
One important result for slit plane walks is the following theorem, which was
obtained in (Bousquet-Me´lou 2001) for the case of S being a finite set. This result
says that the S0(x, t), B(x
−1, t), and S(x, y; t) can be theoretically computed. In
practice, computing them is not a easy task. Only special cases have been thoroughly
studied.
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Theorem 4-2.1. Let S be a well-ordered set in Z2. Using notation as above, we
have:
S0(x, t) = (Sx(x, t))+ , (4-2.3)
1
1− B(x−1, t) = (Sx(x, t))0 (Sx(x, t))− , (4-2.4)
S(x, y; t) =
1
(1− Γ(S)) (Sx(x, t))0 (Sx(x, t))−
. (4-2.5)
Proof. Substituting (4-2.1) into (4-2.2), we get
S0(x, t) = CT
y
1−B(x−1, t)
1− Γ(S) = (1− B(x
−1, t)) CT
y
1
1− Γ(S) ,
which can be written as
S0(x, t)
1
1− B(x−1, t) = Sx(x; t). (4-2.6)
Now we can check that Sx(x; 0) = 1, S0(x, 0) = 1, and 1−B(x−1, 0) = 1. Recall
that except for 1, S0(x, t) contains only positive powers in x, (1 − B(x−1, t))−1
contains only negative powers in x. Thus the unique factorization lemma applies,
and the theorem follows. 
Remark 4-2.2. A combinatorial interpretation of equation (4-2.6) can be given by
using the cycle lemma (Bousquet-Me´lou 2001). We will give another interpretation
in the next section.
From the proof of the theorem, we see that logS0(x, t) = PTx log Sx(x; t). Now
if log S0(x, t) has the form b(t)x
p + higher degree terms, then so does S0(x, t) − 1.
This gives us the following result (Bousquet-Me´lou 2001, Proposition 4).
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Proposition 4-2.3. Let p be the smallest positive integer such that there is a walk
on the slit plane that ends at (p, 0). Then the generating function for such walks is
given by
Sp,0(t) = [x
p] logSx(x; t).
Bousquet-Me´lou shows in addition that Sk,0 is D-finite for every k. We give an
explicit example as follows, and we will discuss this further in the next section.
Example. We shall give an example where Γ(S) = t/(xy(1− x)(1− y)). In this
example, S(x, y; t) does not seem to be algebraic.
First we need to compute the generating function Sx(x; t) of bilateral walks.
Sx(x; t) = CT
y
1
1− t/(xy(1− x)(1− y)) = CTy
y(1− y)
y(1− y)− t/(x(1− x)) .
Solving the denominator for y, we get a unique positive root
Y = Y (x; t) =
1−√1− 4t/(x(1− x))
2
.
Applying Theorem 1-3.14, we get
Sx(x, t) =
1− Y
1− 2Y =
1 + (1− 4t/(x(1− x)))−1/2
2
.
It is easy to expand this into a series. We have
Sx(x, t) =
1
2
+
∑
n≥0
∑
k∈Z
1
2
(
2n
n
)(
2n+ k − 1
n+ k − 1
)
xktn.
In particular, the constant term of Sx(x, t) in x is:
CT
x
Sx(x, t) = 1 +
∑
n≥1
(
2n
n− 1
)2
tn.
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Though Sx(x, t) is a simple algebraic series, S0(x, t) = (Sx(x, t))+ does not seem to
be algebraic.
We can get a formula for logS0(x, t) by computing the series expansion of
log Sx(x, t), and then collecting all the terms containing positive powers in x.
Now log Sx(x, t) is a power series in t with constant term 0. Its series expansion
can be obtained by finding the series expansion of its derivative in t, and then
integrating. We have
∂
∂t
log Sx(x, t) =
∂
∂t
log
1 + (1− 4t/(x(1− x)))−1/2
2
=
1
2t
(
1
1− 4t/(x(1− x)) −
1√
1− 4t/(x(1− x))
)
,
where the final formula is obtained after some simplification and rationalization.
Now it is easy to see the following:
logS0(x, t) =
∑
n≥1
∑
k≥1
1
2n
tn
(
4n −
(
2n
n
))(
2n− 1 + k
n− 1
)
xk.
In particular,
S0(x, t) = [x] log S0(x, t) =
∑
n≥1
1
2n
(
4n −
(
2n
n
))(
2n
n− 1
)
tn
= t+ 10t2 + 110t3 + 1302t4 + 16212t5 + 209352t6 + · · · .
Let S be a set of steps. Then we say that S satisfies the small height variation
condition if for all (i, j) ∈ S, |j| ≤ 1. In this case, it is clear that we have
Γ(S) = t
∑
(i,j)∈S
xiyj = tA−1(x)y−1 + tA0(x) + tA1(x)y.
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Slit plane walks satisfying this condition have been thoroughly studied. We have
the following result, which is a slight variation of (Bousquet-Me´lou 2001, Theorem
17).
Theorem 4-2.4. Let S be a well-ordered set of steps with small height variations.
Let
∆(x; t) = (1− tA0(x))2 − 4t2A1(x)A−1(x). (4-2.7)
Then the generating function for bilateral walks is
Sx(x; t) =
1√
∆(x; t)
.
If ∆−(x−1; t)∆0(t)∆+(x; t) is the third decomposition of ∆ with respect to x, then
the generating function for walks on the slit plan with steps in S is
S(x, y; t) =
√
∆0(t)∆−(x−1; t)
1− Γ(S) .
Remark 4-2.5. If ∆(x; t) is rational, then ∆−,∆0, and ∆+ are algebraic, and
hence S(x, y; t) is algebraic. This is always true when S is a finite set, as has been
discussed in (Bousquet-Me´lou 2001).
Proof. First let us compute the generating function for bilateral walks. We
have
Sx(x; t) = CT
y
1
1− t(A−1(x)y−1 + A0(x) + A1(x)y)
= CT
y
y
y − t(A−1(x) + A0(x)y + A1(x)y2)
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By Theorem 1-3.14, if we let Y = Y (x) be the unique positive root for y in the
above denominator, i.e.,
Y =
1− tA0(x)−
√
∆(x; t)
2tA1(x)
,
then
Sx(x; t) =
1
1− tA0(x)− 2tA1(x)Y (x) =
1√
∆(x; t)
.
The formula for S(x, y; t) is obtained by applying the formula (4-2.5). 
In (Bousquet-Me´lou 2001), three examples were computed explicitly. They are:
(1) The example of the ordinary lattice, with
Γ(S) = t(y + x+ x−1 + y−1) = t(x+ y)(1 + x−1y−1).
(2) The example of the diagonal lattice, with
Γ(S) = t(xy + x−1y + xy−1 + x−1y−1) = t(x+ x−1)(y + y−1).
(3) The example of the triangular lattice, with
Γ(S) = t(y + xy + x+ x−1 + y−1 + x−1y−1)
All of the above three examples are symmetric in x and y. We give another example
as follows.
Example 4-2.6. Let S be given by A1(x) = A−1(x) = x−1 and A0 = 1/(x(1−x)).
First we compute ∆.
∆(x; t) =
(
1− t
x (1− x)
)2
− 4 t
2
x2
=
x4 − 2 x3 + (1− 4 t2 + 2 t)x2 + (−2 t+ 8 t2) x− 3 t2
x2 (x− 1)2 .
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The four roots are given by
X1(t) =
1−√1 + 4t2
2
− t, X2(t) = 1−
√
1− 8t+ 4t2
2
+ t,
X3(t) =
1 +
√
1 + 4t2
2
− t, X4(t) = 1 +
√
1− 8t+ 4t2
2
+ t,
where X1 and X2 have positive order, and X3 and X4 have zero order. Therefore
1√
∆(x; t)
=
1√
(1−X1/x)(1−X2/x)
· L(t) · 1− x√
(1− x/X3)(1− x/X4)
is the third decomposition of Sx(x, t), where L(t) =
√
X3(t)X4(t) can be obtained
by equating coefficients of x2 in ∆(x; t). Thus
S0(x, t) =
1− x√
(1− x/X3)(1− x/X4)
,
S(x, y, t) =
√
(1−X1/x)(1−X2/x)/X3(t)/X4(t)
1− t(y/x+ 1/(x(1− x)) + 1/(xy)) .
4-3. Unique Factorization Lemma and Gessel Pairs
We now introduce the combinatorial interpretation to the factorization lemma in
terms of lattice paths in the plane. This idea was first introduced in (Gessel 1980).
We modify this idea to fit in a more general setting.
A monoid is a set M , equipped with a multiplication which is associative, and
having a unit element 1.
For the set of paths, the multiplication of two paths is just the product of two
paths as we defined earlier. Thus the empty path is the unit.
Let H be a set of paths with steps in S that start at (0, 0). If H is closed under
multiplication of paths and contains the empty path, then H is a monoid. We call
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a nonempty path σ ∈ H a prime if it cannot be factored into two nonempty paths
in H . We say that H is a free monoid if any element in H can be uniquely factored
into products of primes in H .
If H is a free monoid, then for any σ ∈ H with its factorization into primes as
σ = h1h2 · · ·hm, we say that h1h2 · · ·hi is an H head of σ for i = 0, 1, . . . , m. If we
let P be the set of primes in H , then Γ(H) = 1/(1− Γ(P )).
For example, S∗ is a free monoid, whose primes are all the elements in S.
The set of all paths in S∗ that end on the x-axis is a free monoid, whose primes
are those paths that return to the x-axis only at the end point.
The set of all paths in S∗ that end at (k, 0) for some k ≥ 0 is a free monoid.
The primes are those paths that only return the nonnegative half of the x-axis at
the end point.
Let ρ be a map from H to Z. We say that ρ is a homomorphism from H to Z if
ρ(ǫ) = 0 and for all σ1, σ2 ∈ H , ρ(σ1σ2) = ρ(σ1) + ρ(σ2). The ρ value of a path σ is
ρ(σ).
If H is a free monoid, then any map from H to Z defined on the primes of H
induces a homomorphism. If in addition, H is a subset of S∗, then the natural
map to the end point of a path is a homomorphism from H to Z2. Therefore, any
homomorphism from Z2 to Z induces a homomorphism from H to Z through that
natural map. The following two homomorphisms are useful. Define ρx(σ) to be the
x coordinate of the ending point of σ, then ρx is clearly a homomorphism. Similarly
we can define ρy.
If H is a free monoid, and ρ is a homomorphism from H to Z, then we call (H, ρ)
a Gessel pair. For a Gessel pair (H, ρ), we define:
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A minus-path is either the empty path or a path whose ρ value is negative and
less than the ρ values of all the other H heads.
A zero-path is a path with ρ value 0 and all of whose H heads have nonnegative
ρ values.
A plus-path is a path all of whose H heads (except ǫ) have positive ρ values.
For a Gessel pair (H, ρ), we denote by H−, H0, and H+ respectively to be the sets
of minus-, zero-, and plus-paths in H . Note that the empty path, but no other path,
belongs to all three classes. The path h1h2 · · ·hn, where hi ∈ H , is a minus-path if
and only if hnhn−1 · · ·h1 is a plus-path; thus the theories of minus- and plus-paths
are identical.
Lemma 4-3.1. Let (H, ρ) be a Gessel pair, and let π be a path in H. Then π has
a unique factorization π−π0π+, where π− is a minus-path, π0 is a zero-path, and π+
is a plus-path.
Proof. Let a be the smallest among all the ρ values of the H heads of π. Let
π− be the shortest H head of π whose ρ value equals a. Then if π = π−σ, let π−π0
be the longest H head of π whose ρ value equals a, and let π+ be the rest of σ. It
is easy to see that this factorization satisfies the required conditions.
To see that it is unique, let τ−τ0τ+ be another factorization of π. By definition,
any H head of τ0τ+ has a nonnegative ρ value. So the minimum ρ value among all
of the H heads of π is achieved in π−. By definition, it equals ρ(τ−) and is unique
in τ−. Therefore, ρ(τ−) = a and τ− = π− by the selection of π−. The reasons for
π0 = τ0 and π+ = τ+ are similar.

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Proposition 4-3.2. If (H, ρ) is a Gessel pair, then H−, H0, and H+ are all free
monoids. The map from H to H− × H0 × H+ defined by π → (π−, π0, π+) is a
bijection.
Proof. By Lemma 4-3.1, the map defined by π → (π−, π0, π+) is clearly a
bijection. Now we show that H−, H0, and H+ are all free monoids.
It is easy to see that they are monoids. We only show that H− is free. The other
parts are similar. Let P be the subset of H− such that σ ∈ P if and only if ρ(σ) is
negative and every other H head of σ has nonnegative ρ value. We claim that P is
the set of primes in H−.
Clearly any σ ∈ P cannot be factored as the product of two nontrivial elements
in H−. Now let π ∈ H−. In order to factor π into factors in P , we find the shortest
H head of π that has negative ρ value, and denote it by σ1. Then π is factored as
π = σ1π
′ for some π′ in H . From the definition of minus-path, ρ(σ1) is either less
than ρ(π), in which case π′ is clearly in H−, or ρ(σ1) = ρ(π), in which case π′ has
to be the unit and π = σ1 is in P . So we can inductively obtain a factorization of
π into elements in P .
The uniqueness of this factorization is clear. 
In a Gessel pair (H, ρ), the weight of an element π ∈ H is defined to be Γ(π)zρ(pi),
where z is a new variable. When H is also a subset of S∗ and we are considering
the Gessel pair (H, ρx), the power in z is always the same as the power in x for
any π in H . So we can replace z by 1 and let x play the same role as z. Since the
factorization in H is with respect to ρ, the factorization of generating function is
with respect to z.
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Theorem 4-3.3. For any Gessel pair (H, ρ), we have Γ(H−) = [Γ(H)]−, Γ(H0) =
[Γ(H)]0, and Γ(H+) = [Γ(H)]+.
Proof. From Proposition 4-3.2, it follows that Γ(H) = Γ(H−)Γ(H0)Γ(H+).
Clearly except 1, which is the weight of the empty path, Γ(H−) contains only nega-
tive powers in z, Γ(H0) is independent of z, and Γ(H+) contains only positive power
in z. The theorem then follows from the unique Factorization Lemma with respect
to z. 
Gessel (1980) gives many interesting examples about lattice paths on the plane.
We introduce the most classical example as the following:
Example 4-3.4. Let S be { (1, r), (1,−1) } with r ≥ 1, and H = S∗. Consider the
Gessel pair (H, ρy).
Note that in this case the length of a path equals the x coordinate of its end
point. Replacing x by 1 will not lose any information.
Clearly we have
Γ(H) = Γ(S∗) =
1
1− t(yr + 1/y).
We see that H+ is the set of paths in S
∗ that never go below level 1 after the
starting point. The set H0 contains all paths in S
∗ that end on level 0 and never go
below level 0. When r = 1, this becomes Dyck paths.
To compute Γ(H0) := F (t), we let Y (t) be the unique positive root of y − t(1 +
yr+1). By Theorem 1-5.14, F (t) = Y (t)/t). Now it is easy to see that F (t) =
1+ tr+1F (t)r+1. So F (t) equals the generating function of complete r+1-ary trees.
Example 4-3.5. Let S be { (1, 1), (1,−1) }, and let H = S∗. Let ρ be determined
by ρ(1, 1) = r and ρ(1,−1) = −1.
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It is easy to see that this example is isomorphic to the previous one.
Example 4-3.6. In general if H = S∗, then (H, ρy) is a Gessel pair.
We see that H+ is the set of paths in S
∗ that never go below the line y = 1 after
the starting point.
If we let J = H+, then J is also a free monoid. The primes of J are paths that
start at (0, 0), end at some positive level d, and never hit level d− 1 or lower.
The set H0 contains all paths in S
∗ that end on the line y = 0, and never go
below the line y = 0. In other words, H0 contains all paths in S
∗ that stays in the
upper half plane and end on the x-axis.
If we let J = H0, then (J, ρx) is a Gessel pair. The set J+ contains all paths in
J that avoiding the half line H after the starting point. This is the same as walks
on the half plane avoiding the half line in (Bousquet-Me´lou 2001).
The set J0 contains all paths in J that ending at (0, 0) and never touch the half
line H except (0, 0).
Example 4-3.7. For any S, let H be the set of paths that end on the x-axis. Then
(H, ρx) is a Gessel pair.
The set H+ contains all paths that end on the x axis and never hit the half line
H = { (−k, 0) | k ≥ 0 } after the starting point. This is exactly the walks on the slit
plane that end on the x-axis.
The set H0 contains all paths that end at (0, 0), and never touch (−k, 0) for
k = 1, 2, . . .. This was call the set of loops in (Bousquet-Me´lou 2001).
As we proposed, we shall give a combinatorial explanation of equation (4-2.6).
The set H−H0 is a free monoid. It contain all paths that end at (−k, 0) for some
k ≥ 0. Its primes are all paths that hit (−k, 0) only once at its end point. These
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primes are exactly the bridge paths. So we have
Γ(H−H0) =
1
1−B(x−1; t) , and Γ(H+) = S0(x, t).
Equation (4-2.6) then follows.
Example 4-3.8. For any S, let H be the set of paths that end on the x-axis and
never go below the line y = −d for some given d > 0. Then it is easy to check that
(H, ρx) is a Gessel pair.
The set H+ contains all paths that end on the x-axis, and never hit the half line
H after the starting point, and never go below the line y = −d.
The set H0 can be similarly described.
Example 4-3.9. For any S, let H be the set of paths that end on the x-axis and
never go below the line y = −d and never go above the line y = f +1 for some given
positive integers d and e. Then it is easy to see that (H, ρx) is a Gessel pair.
This example is similar to the previous one.
4-4. Explicit Examples
We will do some explicit examples, several of which were proposed in (Bousquet-Me´lou
2001). Our task is to find a formula for log Γ(H+) for an algebraic Γ(H) as previously
described.
The idea is as follows. Let P (x, y, t) be a polynomial and let Y (x; t) be the
unique positive root of y − tP (x, y, t) for y. The problem will be reduced to finding
the third decomposition of Q(x, Y (t), t) with respect to x for some rational Q. We
are especially interested in [xp]Q+(x, Y (t), t) for some positive integer p, which is
D-finite by the argument in (Bousquet-Me´lou 2001). This generating function can
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be obtained if we can get a nice form of ∂
∂t
logQ(x, Y (t), t). Our approach to finding
such a nice form is to do all the computation implicitly. It is best illustrated by
examples.
Example 4-4.1. Let S be the set { (1, 0), (−1, 0), (0, 2)(0,−1) }, or equivalently
Γ(S) = t(x + x−1 + y2 + y−1). (Bousquet-Me´lou 2001) proposed the problem of
solving walks on the slit plane in this model, or even replace the 2 by a general
positive integer q.
Our method works for general q, but so far we have found a reasonable formula
only for q = 2. We have:
Proposition 4-4.2. The number of walks on the slit plane, with steps in
{ (1, 0), (−1, 0), (0, 2), (0,−1) }, of length N , and ending at (1, 0) equals
a1,0(N) =
(
N
N−1
2
)
+
⌊N/3⌋∑
n=1
33n−1
n22n
(
N − 1
3n− 1
)(
N − 3n
N−3n
2
)
+
∑
n,m,k
33m+2
nN22m+2
(
n
k, 2k + 1, n− 3k − 1
)(
N − n
3m+ 2
)(
N − 3m− 3k − 3
N−3m−3k−4
2
)
, (4-4.1)
where
(
A
B+1/2
)
is interpreted as 0 for all integers A,B, and the second sum ranges
over all n,m, k such that 1 ≤ n ≤ N , 0 ≤ m ≤ N−n−2
3
, and 0 ≤ k ≤ n−1
3
.
Proof. We proceed by computing Sx(x; t). Let b = x + x
−1. Then Γ(S) =
t(b+ y2 + y−1). We have
Sx(x; t) = CT
y
y
y − t(y3 + by + 1) =
1
1− tb− 3tY 2 ,
where Y = Y (t) = Y (b, t) = Y (x, t) is the unique positive root of the denominator
for y. More precisely, Y is the unique power series in t with constant term 0 that
182 4. APPLICATIONS TO LATTICE PATH ENUMERATION
satisfies
Y (t)− t(Y (t)3 + bY (t) + 1) = 0. (4-4.2)
Using the Lagrange inversion formula we get
Y (t) =
∑
n≥1
⌊n−13 ⌋∑
k=0
(
n
k, 2k + 1, n− 3k − 1
)
bn−3k−1tn. (4-4.3)
We can compute logSx(x; t) explicitly in order to obtain logS0(x, t). We have
∂
∂t
log Sx(x; t) =
b+ 3 (Y (t))2 + 6tY (t) ∂
∂t
Y (t)
1− tb− 3tY (t)2
=
b− tb2 + 3 (Y (t))2 − 3 (Y (t))4 t+ 6 tY (t)
(1− tb− 3tY (t)2)2 (4-4.4)
where
∂
∂t
Y (t) =
1 + bY (t) + Y (t)3
1− tb− 3tY (t)2
is determined implicitly by equation (4-4.2).
Since Y (t) satisfying (4-4.2), we can rewrite (4-4.4) as C0 + C1Y (t) + C2Y (t)
2,
where Ci are rational functions in b and t. This can be done by Maple, and we get
∂
∂t
logSx(x; t) =
(4 b3 + 27) t2 − 8 tb2 + 4 b
4(1− bt)3 − 27t3 +
9tY (t)
4(1− bt)3 − 27t3 . (4-4.5)
The first term has a simple form:
∫
(4 b3 + 27) t2 − 8 tb2 + 4 b
4(1− bt)3 − 27t3 dt = log
(
4(1− bt)3 − 27t3)−1/3 + C,
where C is independent of t. After some manipulation, we get
∫
(4 b3 + 27) t2 − 8 tb2 + 4 b
4(1− bt)3 − 27t3 dt = log
1
1− bt +
∑
N≥1
⌊N/3⌋∑
n=1
33n−1
n22n
(
N − 1
3n− 1
)
bN−3ntN .
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For the second term, we have
9t
4(1− bt)3 − 27t3 =
9t
4(1− bt)3
1
1− 27t3/(4(1− bt)3) .
After some manipulation, we get
9t
4(1− bt)3 − 27t3 =
∑
m≥0
33m+2
22m+2
∑
r≥0
(
3m+ r + 2
3m+ 2
)
brt3m+r+1.
Thus together with the expansion of Y (t) given by (4-4.3), we obtain
∫
9tY (t)
4(1− bt)3 − 27t3dt =
∑
N≥1
N∑
n=1
⌊N−n−23 ⌋∑
m=0
⌊n−13 ⌋∑
k=0
33m+2
nN22m+2
(
n
k, 2k + 1, n− 3k − 1
)(
N − n
3m+ 2
)
bN−3m−3k−3tN .
Note that the power in b is always nonnegative. It is easy to separate the negative
power and positive powers in bM = (x + x−1)M for every nonnegative integer M .
Thus we can obtain a formula for logS0(x, t). In particular, from the formulas
[x](x+ x−1)M =
(
M
M−1
2
)
and S1,0(t) = [x] log Sx(x; t), we get (4-4.1). 
Example 4-4.3. We consider walks on the half plane avoiding half line; more
precisely, walks that never touch the half line H and never hit a point (i, j) with
j < 0. This is a continuation of Example 4-3.6. We denote by HS(x, y; t) the
generating function for such paths.
It turns out that this case is simpler than the previous one. We obtain the
following result, which includes (Bousquet-Me´lou 2001, Proposition 25) as a special
case.
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Theorem 4-4.4. For any well-ordered set S, let p be the smallest positive number
such that there is an S-path end at (p, 0). Then the number of walks on the half
plane avoiding the half line that end at (p, 0) and are of length n is equal to 1/nth
times the number of S-paths that end at (p, 0) and are of length n.
Proof. We use the notation of Example 4-3.6. From the Gessel pair (S∗, ρy),
we have Γ(H0) = (Γ(S
∗))0 and
log Γ(H0) = CT
y
log Γ(S∗)) = CT
y
log
1
1− Γ(S) .
Now let J = H0 and consider the Gessel pair (J, ρx). Then
log Γ(J0J+) = PT
x
log Γ(J).
In particular, we have
[xp]Γ(J+) = [x
p] log Γ(J) = [xp] log Γ(H0) = [x
p] CT
y
log Γ(S∗).
Therefore,
[xptn]Γ(J+) = [x
py0tn]
1
n
Γ(S)n.
This prove the theorem. 
4-5. Proof of a Conjecture about Walks on the Slit Plane
Let ai,j(n) denote the number of walks in n steps from (0, 0) to (i, j), with steps
(±1, 0) and (0,±1), never touching a point (−k, 0) with k ≥ 0 after the starting
point. These are called walks on the slit plane.
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Let x−1 denote x−1 and y−1 denote y−1. Bousquet-Me´lou and Schaeffer (2002,
Theorem 1) showed that
S(x, y; t) =
∑
n≥0
∑
i,j∈Z
ai,j(n)x
iyjtn
=
(1− 2t(1 + x−1) +√1− 4t)1/2(1 + 2t(1− x−1) +√1 + 4t)1/2
2(1− t(x+ x−1 + y + y−1)) , (4-5.1)
where S(x, y; t) is the complete generating function for walks on the slit plane.
The authors also conjectured a closed form for a−i,i(2n) for i ≥ 1. By reflecting
in the x-axis, we see that a−i,i(2n) = a−i,−i(2n), the closed form of which is given
as (4-5.2) in the following theorem.
Theorem 4-5.1. For i ≥ 1 and n ≥ i, we have
a−i,−i(2n) =
i
2n
(
2i
i
)(
n+ i
2i
) (4n
2n
)
(
2n+2i
2i
) , (4-5.2)
ai,i(2n) = a−i,−i + 4n
i
n
(
2i
i
)(
2n
n− i
)
. (4-5.3)
We will prove this theorem in the next section. Theorem 1-3.14 is a basic tool
to prove the conjecture.
There are two key steps in proving the conjecture that might be worth men-
tioning: one is using Theorem 1-3.14 to obtain the generating function (4-5.5) that
involves ai,i(2n) for all integers i; the other is guessing the formula (4-5.3).
Let
C(t) =
∑
n≥0
Cnt
n =
1−√1− 4t
2t
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be the Catalan generating function, and let
u = tC(t)C(−t) =
√
1 + 4t− 1√
1− 4t+ 1 .
Much of the computation here involves rational functions of u. We shall use the
following facts from (Bousquet-Me´lou and Schaeffer 2002).
C(u) = C(t,
√
1− 4t,√1 + 4t),
C(t) =
1 + u2
1− u , C(−t) =
1 + u2
1 + u
, C(4t2) =
(1 + u2)2
(1− u2)2 .
We shall prove Theorem 4-5.1 by computing the diagonal generating function
F (y; t). More precisely, let
F (y; t) =
∑
n≥0
∑
i∈Z
ai,i(2n)y
it2n.
Since S(x, yx−1; t) belongs to C[x, y, x−1, y−1][[t]], it is easy to check that
F (y; t) = CT
x
S(x, yx−1; t) = CT
x
S(x−1, xy; t). (4-5.4)
Lemma 4-5.2.
F (y; t) =
[
1+
√
1−4t
2
− t
(
1 +
1−
√
1−4t2(1+y)2/y
2t(1+y)
)] 1
2
[
1+
√
1+4t
2
+ t
(
1− 1−
√
1−4t2(1+y)2/y
2t(1+y)
)] 1
2
√
1− 4t2(1 + y)2/y .
(4-5.5)
Proof. Using (4-5.4) and (4-5.1), we get
F (y;t)
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=CT
x
S(x−1, xy; t)
=CT
x
(1− 2t(1 + x) +√1− 4t)1/2(1 + 2t(1− x) +√1 + 4t)1/2
2(1− t(x+ x−1 + xy + x−1y−1))
=CT
x
x(1− 2t(1 + x) +√1− 4t)1/2(1 + 2t(1− x) +√1 + 4t)1/2
2(x− t(x2 + 1 + x2y + y−1)) .
Applying Theorem 1-3.14 with R = C[y, y−1], this becomes
1
2 (1− t(2X + 2Xy))(1− 2t(1 +X) +
√
1− 4t)1/2(1 + 2t(1−X) +√1 + 4t)1/2,
where X = X(t) is the unique solution in tR[[t]] such thatX = t(X2+1+y−1+X2y).
We can solve for X by the quadratic formula:
X =
1−√1− 4t2(1 + y)2/y
2t(1 + y)
.
Equation (4-5.5) then follows. 
It is clear that for any G(y; t) ∈ R[y, y−1][[t]], there is a unique decomposition
G(y; t) = G+(y; t)+G0(t) +G−(y−1; t), such that G+(y; t), G−(y; t) ∈ yR[y][[t]] and
G0(t) ∈ R[[t]].
Our task now is to find this decomposition of F (y; t). There is no general theory
to do this. For this particular F (y; t), thanks to the work of Bousquet-Me´lou and
Schaeffer, we can guess the formulas for F+ and F− and prove them.
The variable s defined by the following is useful:
s = tC(4t2) =
u
1− u2 and t =
s
1 + 4s2
. (4-5.6)
Note that s is also S0,1(t), the generating function of walks on the slit plane that
end at (0, 1). See (Bousquet-Me´lou and Schaeffer 2002, P. 11).
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Lemma 4-5.3. We have the decomposition
F (y; t) = F+(y, t) + 1 + F−(y−1, t),
where
F+(y, t) = F−(y, t) +
1
2
((1− 4s2y)−1/2 − 1), (4-5.7)
F−(y, t) =
(1− u2)s2yC(s2y)
1 + u2C2(s2y)s2y
1√
1− 4s2y . (4-5.8)
Proof. Let
T (y; t) =
(1− u2)s2yC(s2y)
1 + u2C2(s2y)s2y
1√
1− 4s2y +
1
2
((1− 4s2y)−1/2 − 1) + 1+
(1− u2)s2y−1C(s2y−1)
1 + u2C2(s2y−1)s2y−1
1√
1− 4s2y−1 .
From Lemma 4-5.2, the expression of F (y; t) is:
[
1+
√
1−4t
2
− t
(
1 +
1−
√
1−4t2(1+y)2/y
2t(1+y)
)]1/2 [
1+
√
1+4t
2
+ t
(
1− 1−
√
1−4t2(1+y)2/y
2t(1+y)
)]1/2
√
1− 4t2(1 + y)2/y .
Therefore, it suffices to show that T (y; t) = F (y; t). Since it is easy to see
that T (y; 0) = F (y; 0) = 1, the proof will be completed by showing that T 2(y; t)−
F 2(y; t) = 0.
Using the variable u, we can get rid of the radicals
√
1− 4t and √1 + 4t by the
following:
√
1− 4t = 1− 2u− u
2
1 + u2
, and
√
1 + 4t =
1 + 2u− u2
1 + u2
.
The radicals left areD =
√
1− 4s2y, E =
√
1− 4s2y−1, and
√
1− 4t2(1 + y)2/y,
which is easily checked to be equal to DE.
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Rewriting T 2−F 2 in terms of u,D,E, we get a rational function of u,D,E. For
i = 1, 2 (the degrees in D and E are both 4), replacing D2i by (1− 4s2y)i, D2i+1 by
(1 − 4s2y)iD, E2i by (1 − 4s2y−1)i, and E2i+1 by (1 − 4s2y−1)iE, we find that the
expression reduces to 0. 
Now we need to show the following.
Lemma 4-5.4.
F−(y, t) =
∑
n≥0
∑
i≥1
bi(2n)t
nyi, (4-5.9)
where
bi(2n) =
i
2n
(
2i
i
)(
n+ i
2i
) (4n
2n
)
(
2n+2i
2i
) . (4-5.10)
We will give two proofs of this lemma. The first one starts from a formula in
(Bousquet-Me´lou and Schaeffer 2002). We include it here as an example of comput-
ing the generating function by Theorem 1-3.14. The second proof is self-contained,
and is simpler.
Let
f(y, t) =
∑
n≥1
∑
i≥1
bi(2n)t
nyi. (4-5.11)
We need to show that F−(y, t) = f(y, t).
First Proof of Lemma 4-5.4. It was stated in (Bousquet-Me´lou and Schaeffer
2002) that ∑
n≥0
bi(2n)t
n =
(−1)i
(1− u2)2i−1
2i−1∑
k=i
(
2i− 1
k
)
(−1)ku2k. (4-5.12)
190 4. APPLICATIONS TO LATTICE PATH ENUMERATION
Let s be as in (4-5.6). Using the following fact
(
n
k
)
= CT
α
1
αk
(1 + α)n,
we can compute f(y, t) by Theorem 1-3.14:
f(y, t) =
∑
i≥1
(−1)i
(1− u2)2i−1
2i−1∑
k=i
(
2i− 1
k
)
(−1)ku2kyi
=
∑
i≥1
(1− u2)(−1)i
(1− u2)2i
i−1∑
r=0
(
2i− 1
i+ r
)
(−1)i+ru2i+2ryi, where r = k − i
= (1− u2)
∑
r≥0
(−1)ru2r
∑
i≥r+1
(
2i− 1
i− 1− r
)
u2i
(1− u2)2iy
i
= (1− u2)
∑
r≥0
(−u2)r
∑
i≥r+1
CT
α
(1 + α)2i−1
(
1
α
)i−1−r
(s2y)i
= CT
α
(1− u2)
∑
r≥0
α
1 + α
(−u2)rαr
∑
i≥r+1
(1 + α)2i
αi
(s2y)i
= CT
α
α
1 + α
(1− u2)
∑
r≥0
(−u2α)r
(
(1 + α)2
α
s2y
)r+1
1
1− (1 + α)
2
α
s2y
= CT
α
(1− u2)(1 + α)s2y 1
1 + u2(1 + α)2s2y
· 1
1− (1 + α)
2
α
s2y
.
Now
(1− u2)(1 + α)s2y 1
1 + u2(1 + α)2s2y
is a power series in t with coefficients in C[y][α], and
1
1− (1+α)2
α
s2y
=
α
α− (1 + α)2s2y .
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Solving the denominator for α, we get two solutions:
1− 2s2y +
√
1− 4s2y
2s2y
and
1− 2s2y −
√
1− 4s2y
2s2y
.
Only the latter is a power series in t with constant term 0, which can also be written
as A = C(s2y)− 1.
Thus we can apply Theorem 1-3.14 to get
f(y, t) =CT
α
α
α− (1 + α)2s2y (1− u
2)(1 + α)s2y
1
1 + u2(1 + α)2s2y
=(1− u)2s2y(1 + A) 1
1 + u2(1 + A)2s2y
1
1− 2s2y(A+ 1)
=(1− u2)s2yC(s2y) 1
1 + u2C2(s2y)s2y
1√
1− 4s2y ,
which completes the proof. 
The second proof derives a different form of F−(y; t).
Second Proof of Lemma 4-5.4. We begin with finding the generating func-
tion of 2nbi(n), which equals t
∂
∂t
f(y, t).
We claim that
∑
n≥0
(
n+ i
2i
) (4n
2n
)
(
2n+2i
2i
)t2n =
√
1 + 4s2s2i
1− 4s2 , (4-5.13)
where the relation between t and s is given in (4-5.6).
It is easy to check that
(
n+ i
2i
) (4n
2n
)
(
2n+2i
2i
) = (2n− 1/2
n− i
)
4n−i.
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In the well-known formula
C(x)k√
1− 4x =
∑
n≥0
(
2n+ k
n
)
xn,
by setting x = 4t2, and k = 2i− 1/2, we get
∑
n≥0
(
n + i
2i
) (4n
2n
)
(
2n+2i
2i
)t2n = t2iC(4t2)2i−1/2√
1− 16t2 .
Using (4-5.6) to write the above in terms of s, we get (4-5.13).
Now we have
t
∂
∂t
f(y; t) =
∑
i≥1
∑
n≥0
i
(
2i
i
)(
n+ i
2i
) (4n
2n
)
(
2n+2i
2i
)t2nyi = 2s2y
(1− 4s2y)3/2
√
1 + 4s2
1− 4s2 .
Hence
f(y; t) =
∫
2s2y
(1− 4s2y)3/2
√
1 + 4s2
1− 4s2
dt
t
=
∫
2s2y
(1− 4s2y)3/2
√
1 + 4s2
1− 4s2
1− 4s2
s(1 + 4s2)
ds
=
y
√
1 + 4s2
2(1 + y)
√
1− 4s2y + constant,
where the constant is independent of t. By setting t = 0, and hence s = 0, we get
f(y; 0) = y
2(1+y)
+ constant.
Recalling equation (4-5.11), we see that f(y; 0) = 0. Thus the constant equals
− y
2(1+y)
. This gives another form of f(y; t):
f(y; t) =
y
√
1 + 4s2
2(1 + y)
√
1− 4s2y −
y
2(1 + y)
=
y(1 + u2)
2(1 + y)(1− u2)
√
1− 4s2y −
y
2(1 + y)
,
which is easily checked to be equal to F−(y; t) as given in (4-5.8). 
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Proof of Theorem 4-5.1. We gave a formula for the generating function
F (y; t) =
∑
n≥0
∑
i∈Z
ai,i(2n)y
it2n
in Lemma 4-5.2. In Lemma 4-5.3, we showed that
F−(y, t) =
∑
n≥0
∑
i>0
a−i,−i(2n)yit2n
has a formula as given in (4-5.8). The proof of (4-5.2) is thus accomplished by
Lemma 4-5.4.
For equation (4-5.3), once we get the formula (4-5.7), it is an easy exercise to
show that
1
2
((1− 4s2y)−1/2 − 1) =
∑
n≥1
∑
i≥1
4n
i
n
(
2i
i
)(
2n
n− i
)
yit2n.

4-6. Walks on the Quarter Plane
Walks on the quarter plane are walks that stays in the first quadrant x > 0, y > 0.
Note that in some literature, the quarter plane refers to x ≥ 0, y ≥ 0. Walks on
the quarter plane has be studied by many authors. See, e.g., (Fayolle et al. 1999).
Bousquet-Me´lou (2002) used a functional equation approach to solve the enumera-
tion problems for walks in the quarter plane. See also (Bousquet-Me´lou and Petkovsˇek
2003; Bousquet-Me´lou 2002). Here we will use the same ideas, but work by our the-
ory.
Let S be a finite subset of Z2, and let R be the restriction that starts at (1, 1)
and stays in the first quadrant x > 0, y > 0. Then the walks in the quarter plane
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problem is to study the properties of those paths in SR. One basic problem is to
give a formula for the generating function Γ(SR).
Denote by Q(x, y; t) the generating function Γ(SR). Then it can be written as
Q(x, y; t) =
∑
n≥0
tn
∑
i,j>0
ai,j(n)x
iyj,
where ai,j(n) is the number of walks in the first quadrant that start at (1, 1), end at
(i, j).
Using the bridge lemma, we can get a functional equation. But we do not have
a general theory to solve this kind of functional equation. Up to now, we can only
deal with some simple situation.
To make things simpler, we suppose that S contains only (r, s) with −1 ≤ r, s ≤
1. (Even in this situation, some problems are left unsolved.) Such S is said to be
having small lengths. In this case, Γ(S) can be written as:
Γ(S) = t(A(x)y−1 +B(x) + C(x)y),
where xA(x), xB(x), and xC(x) are polynomials in x of degree at most 2.
If S has small lengths, then the bridge paths must end at (k, 0) or (0, k) for some
k ≥ 0. Now let H(x, t) be the generating function for bridge paths that end at (k, 0)
for some k > 0, let V (y, t) be the generating function for bridge paths that end at
(0, k) for some k > 0, and let O(t) be the generating function for bridge paths that
end at (0, 0). Then the bridge lemma gives us the following functional equation:
Q(x, y; t) =
xy −H(x, t)− V (y, t)− O(t)
1− Γ(S) , (4-6.1)
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where the xy in the numerator is the weight of the starting point (1, 1).
The boundary conditions are CTyQ(x, y; t) = 0 and CTxQ(x, y; t) = 0.
Now it is routine to apply equation (4-6.1) to these two boundary conditions.
From the first boundary condition, we get
CT
y
Q(x, y) = CT
y
y
y − t(A−1(x) + A0(x)y + A1(x)y)(xy −H(x)− V (y)− O(t))
=
1
1− 2Y (xY −H(x)− V (Y )− O(t)),
where Y = Y (x) is the unique positive root for y, in the denominator y−t(A−1(x)+
A0(x)y + A1(x)y). This denominator can also be written as yΓ(S), and Y can be
found by the quadratic formula.
Hence we get our first functional equation:
xY −H(x)− V (Y )− O(t) = 0. (4-6.2)
Similarly, from the second boundary condition, we derive our second functional
equation:
Xy −H(X)− V (y)−O(t) = 0, (4-6.3)
where X is the unique positive root for x, in x− xΓ(S).
From the composition law, both X ◦ Y and Y ◦ X are well defined. One can
check that X ◦ Y = x and Y ◦ X = y. A simple reason for this to be true is that
both X and Y are solved from xyΓ(S).
Using the above fact, we deduce that equations (4-6.3) and (4-6.2) are equivalent,
because (4-6.3) can be obtained from (4-6.2) by replacing x with X, and (4-6.2) can
be obtained from (4-6.3) by replacing y with Y .
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Now the problem is how to solve the functional equation (4-6.3) for H, V,O.
This can be done in some simple cases.
Case 1: If additionally S is symmetric in y, i.e.
Γ(S) = Γ(S)|y=y−1 ,
then we know how to solve (4-6.3). The case that S is symmetric in x is similar.
It is clear that in this case X(y) = X(y−1). Substituting y by y−1 in (4-6.3), we
get
Xy−1 −H(X)− V (y−1)− O(t) = 0. (4-6.4)
Taking the difference on both sides of equations (4-6.3) and (4-6.4), we get
V (y)− V (y−1) = Xy −Xy−1. (4-6.5)
Since V (y) ∈ ytC[y][[t]], V (y) + 0 + (−V (y−1)) is the first decomposition of Xy −
Xy−1. Hence V (y) equals the positive part of Xy −Xy−1.
Similarly we can solve for H(x). Then O(t) can be obtained from equation
(4-6.3).
Example 4-6.1. If S = { (1, 0), (−1, 0), (0, 1), (0,−1) }, then this is called ordinary
lattice paths.
The corresponding generating function Q(x, y) has the form
Q(x, y) =
xy −H(x)− V (y)−O(t)
1− t(x+ y + x−1 + y−1) .
By symmetry in x and y, H = V , and it is easy to see that O(t) = 0.
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Solve for y in 1− t(x+ y + x−1 + y−1) = 0, we get
Y =
1− t (x+ x−1)−
√
(1− t (x+ x−1))2 − 4t2
2t
.
So by extracting the positive part of xY − x−1Y , we will get V (y).
The above argument is in fact the algebraic version of the well-known reflection
principle.
Using the reflection principle, we can solve the case that S is symmetric in y
and has small lengths in x. In other words, this is to say that (s, t) ∈ S implies
that |s| ≤ 1 and that (−s, t) ∈ S. Of course we require that S be a well-ordered
subset of Z2.
Let a(i, j, n) be the number of paths of length n that start at (1, 1), end at (i, j),
and stay inside the quarter plane. Let p(i, j, n) be the number of paths of length
n that start at (1, 1), end at (i, j), and stay above the line y = 0. Then among all
paths of length n from (1, 1) to (i, j) that stays above the line y = 0, those paths
that never touches the line x = 0 are counted by a(i, j, n), and those paths that
touch the line x = 0 are counted by P (i + 2, j, n), since they are the same as the
number of paths of length n that start at (−1, 1), end at (i, j), and stay above the
line y = 0 by the reflection principle.
Let P (x, y; t) be the generating function of paths that start at (0, 0) and stay
above the line y = −1. Then the above argument gives us the equation
V (x; t) = PT
x
xyP (x, y; t)− x−1yP (x, y; t).
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