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Abstract
Applying selective emphasis to photographs is a critical aspect of the visual design pro-
cess. There is evidence from psychophysics that contrast in texture is a key contributor
to saliency in an image, yet unlike other low-level perceptual features, texture cannot be
directly modified with existing image-processing software. We present a post-processing
technique to subtly change the salience of regions of an image by modifying spatial vari-
ation in texture. Our method is inspired by computational models of visual attention that
capture sensitivity to outliers in local feature distributions. We use the steerable pyramid,
which encodes multiscale oriented image features and compute a set of power maps which
capture the local texture content at each scale and orientation. With this representation, tex-
ture variation can be modified to selectively add or remove emphasis in the image. Two user
studies provide qualitative and quantitative psychophysical validation of our approach.
Thesis Supervisor: Fredo Durand
Title: Assistant Professor
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Chapter 1
Introduction
Visual attention plays an important role in the understanding of scenes and sequential con-
cepts. An important task of the human visual system is to sift through complex visual
stimuli to find objects or regions of interest for further processing and attention. The ability
to direct attention to important subsets of that stimuli is a key component of cognition.
Important steps in the visual design process are creating emphasis and directing the
viewer's attention to the relevant parts of an image in order to create a mood, tell a story
and make information easier to process [Tuf9O, Zek99, TMB02]. This aspect is particularly
important for educational materials. The order in which viewers scan an image determines
the mental representation formed from it [BTss]. Viewers of images often don't know
where to look, in contrast to reading, where convention dictates left-to-right, top-to-bottom
scanning. The eye is guided by what is visually salient, for example, areas of high contrast
such as edges and corners.
Enhancing images using emphasis devices can provide paths for viewers to "read"
them. Cognitive studies have shown that image comprehension is significantly improved
when a subject is provided with visual cues to guide the gaze path to semantically important
regions [TMB02]. In technical illustrations, highlighting and colorization are commonly
used to guide viewers through a sequence of instructions or to visually explain the opera-
tion of a complex device [Mar89, BRT95]. In paintings and educational diagrams, dramatic
techniques such as circling or strong color variations can be used to put create focal points.
However, photorealistic styles and photography require more subtle means that maintain
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the "naturalness" of the image while appropriately directing the gaze of the viewer.
Much of the art of photography involves creating emphasis and directing the viewer's
attention to the relevant parts of an image. When possible, a professional photographer
will carefully compose and light a scene before taking a picture to ensure that the subject
stands out from the background. However, in many real-world settings, such control over
composition and lighting is not possible or not sufficient. Over the years, photographers
have developed a variety of post-processing techniques, first in the darkroom and now using
a computer, to emphasize important image elements.
Many common post-processing emphasis techniques involve selectively altering low-
level perceptual features such as sharpness, brightness, chromaticity, or saturation [War00,
Eis04]. The human visual system is particularly attuned to differences in the low-level
features manipulated by these techniques.
Human visual attention is driven by a combination of top-down and bottom-up pro-
cesses. Top-down mechanisms describe how attention is influenced by scene semantics
(such as the presence of human faces) and by the task presented to the viewer. Top-down
processes are important to understanding attention, however, in this thesis, we focus on
image processing techniques that are independent of content.
Bottom-up processes describe the effect of low-level properties of visual stimuli on at-
tention. In a nutshell, the human eye is attracted to change and contrast. Computational
models of visual attention shed important light on these processes and provide the inspi-
ration for our work. Several influential models have been developed for predicting the
likelihood of a given region of an image to attract visual attention by identifying large dif-
ferences and outliers in these bottom-up feature distributions [Ros99, IKOl, PN04]. By
selectively increasing or decreasing one or more of these features in post-processing, pho-
tographers adjust the salience of chosen regions and guide viewers' gaze through their
images [Sol96, Zek99].
Surprisingly, there is one low-level feature that cannot be directly manipulated with
existing image-editing software: texture variation. Contrast in texture is cited by many
visual design and photography manuals as a key element of emphasis in a picture. From
a perceptual standpoint, variations and outliers in texture are salient to the human visual
10
system, and the human and computer vision literature show that discontinuities in texture
can elicit an edge perception similar to that triggered by color discontinuities [BPR81,
MP90, WarOG, MBLS01]. We have developed a new technique for selectively altering
texture variation to redirect attention in an image.
We make the following contributions in this thesis.
Image manipulation with power maps The texture discrimination tools we call power
maps have been heavily used in image analysis. Our work introduces their applica-
tion to image editing. We show how power maps capture local texture content in an
image and provide a powerful representation for manipulating frequency content.
Image emphasis through texture variation. We introduce a perceptually-motivated tech-
nique for selective manipulation of texture variation (local frequency content). Our
method is complementary to traditional post-processing image emphasis techniques
(sharpening and brightening, for example), and we show how it can be applied in
instances where traditional techniques may look unnatural.
User study. We conduct two user studies as experimental validation of our technique's
effectiveness. Qualitative changes in user fixations on original and modified images
are provided using an eyetracker. In addition to showing quantitatively that our image
manipulation technique is effective for emphasis and de-emphasis, a visual search
experiment verifies the hypothesis that texture is a salient image feature.
1.1 Related work
Human visual attention is driven by a combination of top-down and bottom-up processes.
Top-down mechanisms describe how attention is influenced by scene semantics (such as the
presence of human faces) and by the task presented to the viewer. Top-down processes are
important to understanding attention, however, in this thesis, we focus on image processing
techniques that are independent of content.
Bottom-up processes describe the effect of low-levelfeatures of visual stimuli on atten-
tion. The human visual system is neuronally turned to changes and contrast and contrast
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in color, contrast, and orientation [Pal99]. Computational models of visual attention shed
important light on these processes and provide the inspiration for our work. Several in-
fluential models have been developed for predicting the likelihood of a given region of
an image to attract visual attention by identifying large differences and outliers in these
bottom-up feature distributions [Ros99, IKO1, PN04]. By increasing or decreasing the the
presence of outliers or large variations in the feature distribution in post-processing, pho-
tographers adjust the salience of chosen regions and guide viewers' gaze through their
images [Sol96, Zek99]. In Section 2.2, we discuss traditional emphasis techniques fitting
this model.
1.1.1 Texture
The effects that the low-level visual features listed above have on attention are straightfor-
ward. Ware [WarOO], Parkhurst and Niebur [PNO4], Healey [HTER04], and others have
shown that contrasts in the second-order feature of texture can also be effectively exploited
to guide visual attention.
In computer graphics, Interrante [IntOO] has used oriented textures to convey shape, and
Healey [HTERO4] has explored the use of texture in information visualization by modify-
ing its perceptually-significant characteristics of scale, orientation, and contrast. We rec-
ommend the latter paper for its excellent survey of using first- and second-order features to
direct attention.
1.1.2 Applied visual attention in computer graphics
The variable resolution of the retina can be exploited to simplify parts of an image outside
of the fovea. This idea has been explored using computational prediction of salient regions
and has been applied to a number of computer graphics problems including global illumi-
nation [YPGOl], automatic image cropping [CXF+02, SLBJO3], and animation [PO03].
These approaches combine bottom-up saliency metrics with additional top-level informa-
tion such as face detection.
Santella et al. [SD04] have evaluated the effect of non-photorealistic image abstrac-
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tion on visual attention. They used physical eye-tracking measurements to determine re-
gions of interest in photographs. This information then modulates such properties as stroke
density in the painterly filtering of the photograph [DSO2, SD02]. They found that their
eye-tracking-driven technique performed more effective abstraction than non-perceptually-
based methods.
Our work is related to these approaches, however we focus on photographs and photo-
realistic styles. In addition, while previous techniques exploited the natural saliency present
in images and reinforced it through abstraction [DS02, SD02], our method can also be used
to re-direct attention to regions of the image that are not salient in the original.
1.2 Overview
Our method is based on perceptual models of attention that hypothesize that salience can
be created by contrast in texture. We first review the filter-based model of texture discrim-
ination that forms the theoretical basis of our work and the computational models of visual
attention based on it (Sections 2.3 and 2.4). We review the steerable pyramid representation
(Section 2.5) before discussing how it allows us to to analyze and manipulate multiscale
oriented features and texture variation using power maps (Chapter 3). Images enhanced
using our technique are presented in Chatper 4. We present experimental validation of our
technique's effectiveness in Chapter 5 and conclude in Chapter 6 with a discussion of our
findings and directions for future work.
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Chapter 2
Background
2.1 Perception and saliency
In order to attract or redirect attention in an image, we must consider how the human
visual system works. We first review the basics of bottom-up visual attention and the com-
putational models that have been developed to capture these processes. This background
provides a unifying framework for the traditional post-processing techniques for modifying
saliency and our new texture-manipulation emphasis technique (e.g. sharpening, brighten-
ing).
Experiments have shown that visual neurons are tuned to respond to specific classes
of stimuli ranging from low-level attributes (intensity contrast, color, direction of motion)
to specialized, high-level cues (corners, shape-from-shading) [IK01]. Visual attention is
driven by a combination of these top-down and bottom-up processes. Top-down mecha-
nisms describe how attention is influenced by semantic content (such as human faces) and
by the task presented to the viewer.
In contrast, bottom-up processes describe the effect of low-level properties of visual
stimuli on visual attention. In an early paper on sensory messages, Barlow noted that
frogs' eyes contain specialized "fly detector" cells that are sensitive to small, dark objects
moving against a light background [Bar6l]. Recent studies have suggested that human
visual attention is similarly based on neuronal tuning for such low-level features in the
field of view [IKG 1]. In a nutshell, the human eye is attracted to changes and contrast.
14
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Figure 2-1: Three simple images containing salient, low-level features triggering pop-out
phenomena.
The bottom-up view of visual attention theorizes that the human eye first processes an
entire scene in parallel at low resolution. This is the first stage at which simple visual
features (an area of high intensity contrast, for example) may "pop out" [Ros99]. Figure 2-
1 illustrates three types of pop-out phenomena. As attention is disengaged from the foveal
region, the eyes move to focus on the first region of interest. The fovea finally focuses on the
region of interest for further inspection at high resolution [DucO3]. Computational models
of visual attention shed important light on these processes and provide the inspiration for
our work.
2.2 Traditional emphasis techniques
As part of an ongoing study of computer depiction and non-photorealistic rendering, we
have identified a number of pictorial techniques employed by artists to add emphasis in
photographs and illustrations.
Contrast and brightness.
Color highlighting. Color variation, desaturation.
Blurring and sharpening.
15
(a) (b)
(d) (e) (f)
Figure 2-2: Limitations of traditional emphasis techniques. (a) Original image. (b) Vi-
gnetting. (c) Adjusting saturation. (d) Adjusting chromaticity. (e) Gaussian blur. (f)
Adjusting edge contrast.
Haloing and outlining. Contrast with color and saturation of surrounding objects, con-
trasting shell edges, fake drop shadows.
Gradient. Brightness, transparency, ghosting, shape and sharpness of edges.
Non-linear scaling and exaggeration.
Levels of detail, simplification. Line density, Tonal modeling.
Metagraphic elements. Arrows, labels, guidelines.
Insets and callouts. Zooming, cropping.
Viewpoint choice. Occluding irrelevant details.
Lines. Style, converging to a point, for physical reference, conveying shape, conveying
shading.
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(c)
These pictorial devices guide the eye by artificially bringing important regions to the fore-
ground and pushing others to the background. Our long-term goal is a more complete for-
mal analysis of a taxonomy of photorealistic and non-photorealistic emphasis techniques.
2.2.1 Limitation of traditional techniques
Traditional post-processing techniques for manipulating saliency increase or decrease sharp-
ness, brightness, chromaticity, or saturation. These techniques directly alter low-level
bottom-up features that affect visual attention.
The technique of vignetting, for example, uses a smooth gradient to make the center of
attention brighter than the rest of the image, thereby increasing the brightness feature and
local contrast. In some cases, however, vignetting has the undesirable effect of darkening
large parts of the image and lowering overall contrast (Figure 2-2(b)). Similarly, increasing
saturation in a target region draws attention to it, but the effect may look unnatural when it
conflicts with viewer expectations about the appearance of familiar objects such as people
(Figure 2-2(c)). Conflict with viewer expectations also makes changing chromaticity an
undesirable choice when photorealism is important (Figure 2-2(d)).
Another common technique is selective sharpening and blurring of an image to simulate
depth-of-field effects This method works well when the emphasized object lies at a different
distance than the rest of the scene. However, the resulting image looks unnatural when
only one object is modified in a group at a given distance (Figure 2-2(e)); the depth cue
introduced by the selective blurring conflicts with the viewer's understanding of the scene.
Similarly, if the object to be emphasized is isolated in front of the background, contrast
at the occluding edges can be increased to reinforce figure-ground separation. However,
this approach works only when the part to emphasized is separated from a background, and
it does not work if part of a continuous object is to be emphasized (Figure 2-2(f)).
Though these techniques all have their limitations, experienced photographers know
how to use them in combination to achieve the desired spatial saliency in their images.
The techniques draw their effectiveness from the direct manipulation of low-level features
and the increase of feature-response variation in regions of an image. Our work shows
17
how a complementary higher-order feature, texture, can be altered to selectively increase
or decrease salience.
2.3 Texture segmentation and discrimination
The ability of humans to perceive texture edges and discriminate between two different
textures has received much attention in computational and human vision [BPR81, MP90,
MBLSO1, LG04]. Precisely defining and representing texture are open problems in vision,
but most researchers agree that texture is related to local frequency content. Computational
approaches to texture segmentation and texture edge detection have computed local varia-
tions in frequency content to detect texture edges. Most approaches roughly follow Malik
and Perona's biologically-inspired model of texture discrimination [MP90] which repre-
sents texture as a response to a set of multi-scale oriented filters and predicts the salience of
the boundary between two different textures. We illustrate this technique with a ID exam-
ple (Figure 2-3). The overall principle follows that of edge detection but is applied to local
averages of the responses to multiscale-oriented filters rather than to the image intensity.
The first stage of most texture discrimination models is linear filtering with multi-scale
oriented Gabor-like functions (Figure 2-3(b)). Note how the response to such filters cap-
tures differences in texture frequency and amplitude. However, because the response con-
tains both positive and negative lobes, the response to such a filter averaged over a small
neighborhood is usually zero. The signal must be rectified to the unsigned magnitude of
the response in order to be a meaningful measure of per-pixel power for each filter. Possi-
ble non-linearities include full-wave rectification (absolute value) and energy computation
(square response); the absolute value is shown in Figure 2-3(c).
The rectified filter responses encode the per-pixel power of each oriented multi-scale
filter (Figure 2-3(c)). These signals still contain many oscillations. Applying a low-pass
filter produces the local average of the filter response strength (Figure 2-3(d)). We call this
result the power map.
As suggested by Northdurft [Nor85], an analysis similar to intensity images can then
be performed on these power maps at each scale and orientation. While most work on
18
(h) Scaled steerable coefficients
Texture discrimination
(b) Bandpass response
(d) Lowpass response
(f) Highpass response
(e) Conversion to log space
(g) Conversion to linear space
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(c) Full-wave rectification
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Figure 2-3: Texture discrimination and manipulation in ID.
(a) Input
computational and machine vision has focused on edge detection and image segmentation,
in this paper, we show how power maps can be applied to image manipulation and picture
emphasis.
This approach to texture discrimination has also inspired texture synthesis methods that
match histograms of filter responses [HB95], but to the best of our knowledge, it has not
been applied to photo editing. While more elaborate texture representations based on it
have been presented (e.g. [PS00a]), we can rely on this simpler representation because our
goal is not to synthesize or recognize texture, but to subtly alter texture variation. This filter-
based texture representation naturally affords image manipulation. We will use the ideas of
filtering, non-linearity, and pooling to represent texture and alter its spatial variation in an
image.
2.4 Computational models of visual attention
Regions of an image are characterized by a set of low-level features such as color, con-
trast, and orientation at multiple scales that correspond to the early stages of the human
visual system [Pal99, IKOl]. A number of influential models of attention have identi-
fied salient objects as statistical outliers in low-level feature distributions [KU85, IKN98,
PS00b, RZ99]. Intuitively, a region is salient if it differs greatly from surrounding regions
in one or more feature channels. Most computational models focus on the response to filter
banks such as Laplacian pyramids or Gabor wavelets that extract contrast and orientation
in the image. Various non-linearities are then be used to extract and combine maxima of
the response to each feature. These first-order salience models deal directly with low-level
features such as contrast, color, and orientation. Sharpening or blurring an image or editing
its local contrast directly modifies these features, thereby modifying local saliency.
2.4.1 Itti-Koch model
Based on a biologically plausible model proposed by Koch and Ullman [KU85], the bottom-
up computational attention model of Itti et al. attempts to simulate feature-specific neuronal
responses with center-surround filtering of an input image [IKN98]. Their physiological
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experiments suggest that the brain processes visual information at multiple levels of detail
in feature-specific channels. They focus on three early visual features that, biologically,
are computed in parallel across the entire visual field: intensity contrast, color double-
opponency [EZW97], and orientation contrast.
To simulate these early visual processes, the Itti model takes as input an image and
outputs a saliency map, a spatial representation of the saliency of every location in the
visual field as a combination of the conspicuity measures for each channel (Figure 2-4).
We review the basics of the model here and refer the reader to the above references for
further detail. 1
The input image is first decomposed into a nine-scale dyadic Gaussian pyramid [GBP-94]
for each of the three conspicuity channels: intensity, color, and orientation. A set offeature
maps Mi is generated for each channel, each computed as the center-surround difference
between two levels of the corresponding pyramid.
The center-surround computation, a difference-of-Gaussians filter, takes the across-
scale difference between two scales: the finer, excitatory center Ic and the coarser, in-
hibitory surround Is, where scale c E {2,3,4} and s = c + 6,6 C {3,4}. The across-scale
difference is simply a pixel-by-pixel difference between Ic and the interpolation of I, to
scale c.
In practice, 42 feature maps are computed for an image: 6 for intensity, 12 for color
(6 each for red/green and blue/yellow chromatic opponency), and 24 for orientation (6
each for the preferred orientations 00, 45', 90', and 135'). The combination results in the
saliency map for the image. The architecture of the model is illustrated in Figure 2-4.
2.4.2 Parkhurst-Nieber model
Recently, Parkhurst and Niebur [PN04] presented a model of saliency that captures texture
variation in order to explain psychophysical experiments by Einhauser and Konig [EK03]
who reported salience effects that could not be explained by first-order models. Their
second-order model performs additional image processing on the response to a first-order
tItti et al. have made a C++ implementation of their model of bottom-up visual attention available for
non-commercial use at http: //ilab . usc. edu/toolkit.
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intensity .
color
00
input
orientation
Gaussian
pyramids
saliency
map
feature conspicuity
maps maps
Figure 2-4: Architecture of Itti-Koch bottom-up computational model of human visual
attention.
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input image
highpass residual subband
oriented bandpass subbands
J lowpass residual subband
Figure 2-5: System diagram illustrating the process of building a steerable pyramid. The
input image is first filtered into a highpass residual subband and a lowpass subband. The
lowpass subband is filtered into a set of 4 oriented bandpass subbands and a lower-pass
subband which is then bilinearly downsampled. The filtering and downsampling process
is repeated. For visualization purposes, the bandpass subbands are displayed as false-color
images in which positive coefficients are red, negative blue, and zero black. Note the clear
oriented responses to the input image's weave pattern and wavy lines.
filter bank effectively performing the same computation as first-order models but on what
we call power maps (Chapter 3) rather than on image intensity 2. This motivates our strategy
of performing image manipulations on power maps in order to modify contrast in texture.
Although it is beyond of the scope of this paper, we recommend the discussion in
Parkhurst and Niebur's article [PN04] because it highlights the challenges of designing
psychophysics experiments, as well as the opportunities provided by computer graphics
and image processing to validate perceptual hypotheses through image manipulation.
2.5 Steerable pyramids
In Section 2.3, we reviewed how the response to multiscale oriented filters can be used for
texture discrimination. A plethora of such filters has been developed, and in our work we
2Unfortunately, the term 'nth-order' has a number of definitions related to texture models, including nth-
order statistics and the one described by Landy [LG04].
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use steerable pyramids [FA91, SF95] because they permit not only the analysis of images,
but also reconstruction and processing.
The multi-scale, multi-orientation steerable pyramid, which uses an overcomplete wavelet
transform, is a perceptually meaningful image representation. Because real-world scenes
contain features of varying size and distance from the viewer, it is insufficient to consider
an image as simply an array of pixel intensities to be processed at a single scale. Psy-
chophysical experiments suggest that the visual cortex processes scenes using orientation-
and spatial-frequency-selective filters [WB79]. The low-level features that we use as the
basis of our texture model correspond to oriented multi-scale filters encoded in an image
pyramid [AAB+84, OABB85].
The steerable pyramid can be seen as an extension of the Laplacian pyramid that also
encodes orientation. The corresponding filters are similar to Gabor wavelets and model the
response of cells in the early stages of the human visual system. We review the basics of
steerable pyramids here and refer the reader to the above references for further detail 3.
The steerable pyramid has the desirable properties of near-perfect image reconstruction
and encoded orientation information about the original image and has been used for image
denoising [PSWSO3, SA96], texture synthesis, [HB95, PS00a, BJEYLWO1] and orientation
analysis [SF96], among other applications.
The steerable pyramid transform decomposes an image into a set of oriented bandpass
images. Each level, or subband, of the pyramid is computed from the previous level by
convolving with a bank of linear filters and subsampling. For each scale, a set of subbands
is constructed, one corresponding to each orientation.
Figure 2-5 shows the decomposition of a simple image into three-scale, four-orientation
steerable pyramid. The image is first filtered into a highpass residual subband and a low-
pass subband. The lowpass subband is further filtered into a set of four oriented bandpass
subbands and one lowpass subband. The lower-pass subband is then bilinearly subsampled
by a factor of two. This filtering and subsampling is repeated on successively lower-pass
3In addition, Simoncelli et al. have made a steerable pyramid software package available for non-
commercial use at http: //www.cns.nyu. edu/~eero/STEERPYR. We have used this Matlab code
in the implementation of our algorithms.
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subbands to generate the multi-scale pyramid.
The signed coefficients of each bandpass subband correspond to the response to the
scaled oriented filters shown in the figure. For visualization purposes, the bandpass sub-
bands are displayed as false-color images in which positive coefficients are colored red,
negative blue, and zero black.
Orientation is a key feature encoded in the steerable pyramid. Because we use Malik
and Perona's notion of texture edges [MP90], we consider orientation to be an important
discriminant in our analysis. Consider the weave pattern in the input image of Figure 2-5.
Although the textures of the individual woven pieces are identical except for orientation,
we clearly perceive texture edges between them. Two non-oriented residual subbands are
also computed for the pyramid to encode the lowest and highest frequencies of the image
for which oriented information cannot be accurately derived.
The steerable pyramid is self-inverting; the analysis filters are also used for synthe-
sis. This property of symmetry is important for image manipulation because it guarantees
consistency between the analysis and synthesis stages, in contrast to Laplacian pyramids
for which the analysis filters are sharper than the synthesis filters. However, the steerable
pyramid is overcomplete; that is, it contains more coefficients than the original number
of pixels. While this means that the decomposition is non-orthogonal, overcompleteness
prevents aliasing within subbands.
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Chapter 3
Texture variation with power maps
We have developed a post-processing technique to emphasize or de-emphasize regions of
a photograph by modifying contrast in texture. Informally, our goal is to invert the outlier-
based computational model of saliency. Recall that this model defines salient regions as
outliers from the local feature distribution. Our technique modifies the power maps de-
scribed in the previous section to increase or decrease spatial variation of texture, as cap-
tured by the response to steerable oriented filters. The following pseudocode summarizes
our approach to capturing and manipulating texture variation in 2D.
3.1 Power maps to capture local energy
In Section 2.3, we illustrated a filter-based texture-discrimination approach using a ID ex-
ample. Now considering the approach in 2D, we compute the local energy content at every
scale and orientation of the steerable pyramid. We illustrate the steps for one subband in
the figures below. Because the subbands are bandlimited and contain oscillations between
positive and negative values, the local average of steerable coefficients for each is zero.
As in the ID case, we perform a full-wave rectification to correct this, taking the absolute
values of the steerable coefficients (Figure 3-2(a)).
We next perform a low-pass filtering with a Gaussian kernel to compute the local av-
erage of the response magnitude (Figure 3-2(b)); we call the resulting image the power
map.
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for each subband p
//Full-wave rectification.
pabs = abs(p)
//Low pass filter to capture local texture => power map.
filterlow = lowpassfilter(gaussian, sigma)
plow = filter(pabs, filterlow)
//Conversion to log space.
plog = ln(plow)
//High pass filter to capture global texture variation.
filterlow = lowpassfilter(gaussian, sigma)
phigh = plog - filter(plog, filterlow)
//Clamp the high pass map to eliminate strong edges.
kh = clampamt * max(phigh)
phigh = (kh*phigh) / (kh+phigh)
//Use these values to scale (blur or sharpen) subband.
pnew = p * exp(phigh * ks)
end
Figure 3-1: Pseudocode for capturing and manipulating texture variation.
We must choose a value of a for the Gaussian kernel that is large enough to blur the
response oscillation but small enough to selectively capture response variations. In practice,
we have found that a value of Y = 5 pixels worked consistently well. Note that the low-pass
filter has the same size for each subband, meaning that if it is translated to image-space, it
varies at each pyramid level. For coarser scales, the power map averages responses over
a larger region of the image. This follows the intuition that local low-frequency content
cannot be defined for regions that are smaller than the wavelength.
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(a) Rectified signal
Figure 3-2: Power maps to capture local texture content. A low-pass filter with Gaus-
sian kernel a = 5 is applied to the rectified signal (a) to compute the local average of the
response magnitude (b).
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(b) Power map
(b) Power map in log domain
Figure 3-3: Log power manipulation.
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(a) Power map
3.2 Log power manipulation
Because the computation of power maps includes a rectifying non-linearity, propagating
modifications on the power map to the image is not straightforward. In particular, applying
the final scaling factors directly in the original linear domain may result in negative values
that are invalid power map coefficients. While these issues are not a concern for analysis,
they are crucial for our image editing context.
Consider the ID example of Figure 2-3, where the power map indicates a large disparity
between two textures. It is clear that increasing this variation using high-pass sharpening in
the linear domain would result in a power map containing negative values, which violates
our definition of power maps.
Thus, we perform all subsequent processing in the natural logarithmic domain of the
power map, which maps all positive values onto R (Figure 3-3). An additive change to
the log power map translates to a multiplicative change to the original steerable pyramid
coefficients.
3.3 Capturing and modifying global texture variation
The power maps capture local texture content in the image. Figure 3-4 shows how high-
pass filtering reveals the texture variation over the image. We have experimented with
different values of a for the Gaussian kernel for the high-pass filter. The high-pass filter
should scale with the size of the subband such that if it is translated to image-space, it is the
same at each pyramid level. In practice, we have found that a maximum value of a = 60
pixels for the finest subband worked consistently well. Interestingly, we found that the
maximum T for the high-pass Gaussian had only a small effect on the final result.
Our goal now is to selectively increase or decrease texture variation across an image.
Intuitively, to reduce the variation, we want to subtract the high frequencies of the power
maps. To increase texture variation, we want to amplify them. Both of these are trivial
image-processing operations, however we need to define how a modification of the power
map translates into a modification of the pyramid coefficients.
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(a) Power map in log domain
Figure 3-4: High-pass filtering to capture global texture variation. A high-pass filter with
Gaussian kernel a = 60 is applied to the power map in the log domain.
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(b) High-pass filter response
This translation is clear if we refer back to the ID example (Figure 2-3). Overlaying
the high-pass response signal with the band-pass response (the ID analogy to the steerable
pyramid subband), we see that the former describes the change we want to apply to the latter
if our goal is to amplify high frequencies to increase variation (Figure 2-3(h)). Simply using
the high-pass response (or some multiple of it) to scale coefficients achieves this because
the original high frequencies are multiplied by a factor greater than 1 and low frequencies
are multiplied by a factor less than 1. This pushes high frequency and low frequency
regions further apart (Figure 3-6). Decreasing texture variation works similarly; we simply
use the negative of the high-pass response as the scale. This reduces high frequencies and
amplifies low frequencies, pushing the two regions closer together (Figure 3-7).
We must convert back to linear space from log space before the final scaling of the
steerable coefficients. As given in the pseudocode above, the final scaling of the subband
is as follows.
pnew p * e(phigh*ks)
In practice, we have found a value of ks = 1 or 2 to work well as the multiple of the
high-pass response to use as the final coefficient scale factor for increasing texture variation;
k = -1 or -2 work well for decreasing texture variation.
3.3.1 Clamping
It is necessary to clamp the isolated extreme values in the scaling (high-pass response) map
to avoid amplifying noise present in the original subband. We use a simple non-linearity to
clamp the values to a specified fraction of the maximum, as shown in the pseudocode.
clamp = c * max(phigh)
=high clamp*phigh
clamp+phigh
In practice, we have found that a value of c = 0.5 works well for most images.
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(a) Before clamping (b) After clamping
Figure 3-5: High-pass response before (a) and after (b) clamping. A non-linearity is applied
to clamp the values in (a) to half of the maximum. Both before and after maps are visualized
with a colormap ranging from maximum negative blue to maximum positive red. It is clear
that these isolated extreme values are removed by clamping.
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(a) Original subband (b) Texture 'blurred' subband
Figure 3-6: Decreasing texture variation in steerable subband. For visualization purposes,
the bandpass subbands are displayed as false-color images in which positive coefficients
are red, negative blue, and zero black.
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(a) Original subband (b) Texture 'sharpened' subband
Figure 3-7: Increasing texture variation in steerable subband. For visualization purposes,
the bandpass subbands are displayed as false-color images in which positive coefficients
are red, negative blue, and zero black.
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Chapter 4
Results
As discussed in the previous chapter, our goal is to increase or decrease texture variation in
image. Intuitively, to reduce variation, we suppress the high frequencies of the power maps,
and to increase variation, we amplify them. We refer to these techniques as second-order
'blurring' and 'sharpening' of texture, although their effects may not appear intuitive: to
achieve their goals of increasing or decreasing texture uniformity, the two techniques we
introduce may make use of either or both of pixel-level blurring and sharpening.
Figure 4-1 shows our texture variation technique used to enhance an image taken by
an amateur photographer. Texture variation has been made globally uniform in the middle
image, 'blurring' texture edges while preserving true edges. Applied globally, this tech-
nique de-emphasizes previously salient objects to produce an image of relatively uniform
saliency.
A common post-processing technique for de-emphasis is selective Gaussian blurring to
simulate depth-of-field effects. This method works well when the modified object lies at
a different distance than the rest of the scene. However, the resulting image may appear
unnatural when only one object is modified in a group at a given distance (Figure 4-7). The
depth cue introduced by the selective blurring conflicts with the viewer's understanding of
the scene. Figure 4-8 shows that a reduction in texture variation is a less obtrusive effect.
Figure 4-2 shows our technique applied to increase texture variation globally. This has
the effect of further emphasizing salient objects by increasing contrast at texture bound-
aries. Note in Figures 4-6 and 4-4 how this method does not globally sharpen all pixels in
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the image; rather, it sharpens texture edges by amplifying regions of high frequency and
damping regions of low frequency.
Figure 4 shows how increasing global texture variation 'sharpens' texture boundaries
while removing noise. Unsharp mask, a standard pixel-space method, sharpens globally
and amplifies existing noise and artifacts in an image. In contrast, our technique sharpens
texture boundaries by strengthening highly-textured regions and denoising less-textured
regions. Sharpening at every scale and orientation prevents haloing artifacts that often
result from direct image-space modifications.
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Figure 4-1: Decreasing texture variation: angel. This photograph taken by an amateur
photographer (left) was globally modified to illustrate the effects of decreasing texture vari-
ation (right).
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Figure 4-2: Increasing texture variation: angel. This photograph taken by an amateur
photographer (left) was globally modified to illustrate the effects of increasing texture vari-
ation (right).
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Figure 4-3: Decreasing texture variation: trunk. This photograph taken by an amateur
photographer (left) was globally modified to illustrate the effects of decreasing texture vari-
ation (right).
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Figure 4-4: Increasing texture variation: trunk. This photograph taken by an amateur
photographer (left) was globally modified to illustrate the effects of increasing texture vari-
ation (right).
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Figure 4-5: Decreasing texture variation: tr ee. This photograph taken by an amateur pho-
tographer (left) was globally modified to illustrate the effects of decreasing texture variation
(right).
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Figure 4-6: Increasing texture variation: tree. This photograph taken by an amateur pho-
tographer (left) was globally modified to illustrate the effects of increasing texture variation
(right).
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Figure 4-7: Comparison of Gaussian and texture blur: crosswalk. This photograph
taken by an amateur photographer (top) was selectively modified with Gaussian blur of
radius 1.5 (bottom) to de-emphasize the woman. Notice how the Gaussian blurring (even
with a relatively small radius) causes a conflicting depth cue in this case because the viewer
expects the two objects to be at the same distance. Compare this with the texture blurring
shown in Figure 4-8.
44
Figure 4-8: Comparison of Gaussian and texture blur: crosswalk. This photograph
taken by an amateur photographer (top) was selectively modified to de-emphasized the
woman by reducing texture variation in that region. Unlike with the Gaussian blurring
shown in the previous figure, this technique does not cause a depth-of-field effect.
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Figure 4-9: Texture 'sharpening' for denoising. The input image (left) was sharpened with
an unsharp mask with radius 2 pixels (middle) and our texture sharpening technique (right).
Note that while the unsharp mask sharpens globally and amplifies existing noise and JPEG
artifacts, our technique sharpens strong texture edges and smoothes the facial region.
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(a)
(b) (c)
(d) (e)
Figure 4-10: Comparison with Gaussian blur and unsharp mask. (a) Original image, (b)
with Gaussian blur of radius 1.0 applied, (c) with texture variation reduced to exhibit 'blur'
in texture space, (d) with unsharp mask with radius 1.0 applied, (e) and with texture varia-
tion increased to exhibit texture 'sharpness'.
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Chapter 5
Psychophysical validation
In addition to evaluating our results through visual inspection, we have conducted two user
studies to experimentally validate, qualitatively and quantitatively, the effectiveness of our
emphasis and de-emphasis techniques.
We have conducted a standard visual search experiment to show that our texture manip-
ulation technique succesfully alters image saliency. Subjects were shown images contain-
ing many equally salient objects as well as the same images with our technique applied to
selectively emphasize search targets and de-emphasize distractors. We hypothesized that it
would take the subjects less time to find the target in the enhanced images.
We showed subjects a series of photographs in their original state and after processing
with our techniques. Using an eyetracker, we recorded subjects' eye movements as they
viewed the images [Duc03]. The changes in gaze paths confirmed our hypothesis that
selectively emphasized image regions attract visual fixation earlier and for greater duration.
These experiments also provided important experimental validation of the outlier-based
computational attention models of visual attention that form the theoretical basis of our
work [IKN98, Ros99]. Analysis of variance (ANOVA) confirmed that our results are sta-
tistically signficant.
48
5.1 Visual search experiment
Saliency is commonly studied through visual search for a target object in the presence of
distractors in a scene. Time to fixation has been shown to be an accurate and reliable in-
dicator of target saliency [JH01]. Psychophysical studies have shown that a target is easier
to find if its low-level feature values (chromaticity, intensity, orientation) are more distant
from the statistical distribution of the distractors. Our work is based on the insight that
texture is an additional low-level feature whose spatial distribution contributes to saliency
[PN04].
We conducted a controlled visual search experiment to show that our texture variation
technique affects saliency. Subjects were shown a series of images and asked to locate
a target object as quickly as possible. We confirmed our hypothesis that search time is
reduced when search targets have been emphasized and/or distractors de-emphasized using
our technique.
5.1.1 Stimuli
The stimuli used in this experiment were 20 photographs of "messy" scenes, each depicting
approximately 50 objects of comparable scale (Figure 5-2). Five versions of each photo-
graph were displayed:
Original. The unmodified photograph.
Blurry. Texture variation of the target is reduced to 'blur' it in texture space. Selected,
already-salient objects in the scene are 'sharpened' in texture space to act as distractors.
For both 'blurring' and 'sharpening', the following parameters were used: low-pass filter
c = 5, high-pass filter maximum a = 60, high-pass clamping factor = 0.5, and final scale
factor = 1.
Blurrier. The modifications of the previous case are applied with final scale factor = 2.
Sharp. Texture variation of the target is increased to 'sharpen' it in texture space. The
rest of the image is 'blurred' in texture space. The texture variation parameters used were
the same as in the Blurry case above.
Sharper. The modifications of the previous case are applied with final scale factor = 2.
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Condition Search time (sec)
Sharper 2.12
Sharp 2.28
Original 2.34
Blurry 2.36
Blurrier 2.76
Table 5.1: Mean time to fixation for visual search experiment.
We refer to the 20 distinct scenes as layouts, each of which has 5 conditions, for a total
of 100 distinct images. Grayscale versions of all images were used to isolate the effect of
texture variation on saliency without interference from color. Images were displayed on a
36 x 29 centimeter LCD screen at a resolution of 1024 x 768 pixels.
5.1.2 Experimental procedure
Data were collected from 21 volunteer subjects. Each subject was shown the series of 20
layouts on the computer screen. For each layout, one of the 5 conditions was randomly
displayed. To prevent a learning effect, no subject was shown the same layout twice.
Subjects were asked to locate the target object and click on it with a mouse. Time to
fixation was approximated by the time required for a subject to click on the found search
target. A calibration screen was displayed between consecutive layout images, and subjects
were required to click on a point at the center of the screen to view the next layout; this was
to ensure that all mouse movements begin at the center of the screen.
The target (figure 5.1.2) was selected for its several desirable properties. Without any
modification, it is of about average salience in the search scene. Its responses to both
our and traditional blurring and sharpening are clear and distinct enough to illustrate the
differences between these emphasis techniques.
5.1.3 Analysis
Analysis of variance (ANOVA) was used to test the statistical significance of the difference
in conditions. A three-way ANOVA produces a value p for each variable (subject, image,
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(b) (c)
Figure 5-1: Search target (a) cropped from an unmodified 'mess' photograph, (b) with
texture variation reduced to exhibit 'blur' in texture space, (c) and with texture variation
increased to exhibit texture 'sharpness'.
Figure 5-2: Search stimuli: Original.
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(a)
Figure 5-3: Search stimuli: Blurry.
Figure 5-4: Search stimuli: Blurrier.
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Figure 5-5: Search stimuli: Sharp.
Figure 5-6: Search stimuli: Sharper.
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condition) estimating the probability that the results occurred by chance. In general, if
p < 0.05, it is concluded that the variable does have an effect on the measured outcome. A
probability p = 0.0346 was computed for the condition variable, indicating that the effect
of the condition is significant.
5.2 Fixation experiment
Subjects were shown a series of amateur photographs in their original state and after pro-
cessing with our technique. Using an eyetracker, we recorded subjects' eye movements as
they viewed the images [Duc03], hypothesizing that selectively emphasized image regions
would attract fixation earlier and for longer.
5.2.1 Experimental procedure
The subject's eye movements were recorded by an ISCAN ETL 400 table-mounted eye-
tracker with an accuracy of 1 visual degree. The subject's head was secured on an opto-
metric chin-rest to minimize head movement and to ensure a distance of eye to screen 75
centimeters, a distance of eye to camera of 65 centimeters, and a subtended visual angle of
30 x 20 degrees. The eyetracker outputs a data file of screen fixations sampled at a rate of
240 Hz.
Each subject was shown a series of 24 natural images on a 40 x 30 centimeter CRT
screen at a resolution of 1024 x 768 pixels. Two versions of each image were displayed:
the original and one in which texture variation had been selectively increased or decreased.
The subject was shown each image, in random order, for 5 seconds and was asked to study
it; no specific task was provided.
5.2.2 Discussion
We evaluated the results of the eyetracking experiment by visual inspection of scan paths
(Figure 5-7) and fixation maps [Woo02] (Figure 5-8). This qualitative evaluation supported
our expectation that image regions emphasized using our technique would attract and hold
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fixations. Although this experiment was not as controlled as the visual search and did not
include as many subjects, the initial qualitative results are promising. We intend to conduct
an extended study in the future.
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(a)
(b)
Figure 5-7: Scan paths: brick. The change in scan paths recorded by the eyetracker
shows that salient objects in the original image (a) have been successfully de-emphasized
by reducing overall texture variation (b). Blue circles show saccadic jumps while red circles
represent fixations, with the duration indicated by the radius of the circle.
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(a)
(b)
Figure 5-8: Fixation maps: brick. This alternative visualization of Figure 5-7 shows the
saliency of the before and after images as variations in intensity. Brighter regions are those
on which subjects fixated for longer.
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Chapter 6
Conclusions and future work
We have presented a novel post-processing technique for modifying texture variation in
images. Our method is inspired by bottom-up models of visual attention that predict a
strong response to statistical outliers in low-level feature distributions. We have exploited
this behavior to alter saliency in an image by adding or removing outliers in the feature
distribution to increase or decrease variations in local frequency content.
We use the steerable pyramid decomposition to define for an image a set of power maps
which capture local texture content at each scale and orientation and provide a perceptually-
meaningful framework for image manipulation.
A visual search experiment verified our hypotheses that texture is a salient image feature
and that modifying texture of the search target directly affects time to fixation. ANOVA
showed these results to be statistically significant.
We also recorded subjects' eye movements as they viewed original and modified images
without a specific search task. Although this experiment was not as controlled as the visual
search, the qualitative results supported our hypothesis that objects emphasized with our
technique are effective at attracting and holding fixation.
Our texture variation technique is complementary to existing post-processing emphasis
methods, such as sharpening and brightening, that modify pixels of the image directly. In
instances where these techniques result in objectionable artifacts, our multi-scale method
may have more success. We have shown that reduction of texture variation (texture 'blur-
ring') can be used in cases where traditional blurring creates an unnatural depth-of-field
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effect. Increasing texture variation (texture 'sharpening') effectively adds emphasis to im-
ages and, in many cases, has the desirable effect of noise removal. Traditional unsharp
mask tends to amplify existing noise in images.
Our technique also has its limitations. The large scale effect of decreasing texture
variation across an image is to add oriented noise in less-textured regions. This is achieved
by effectively amplifying existing texture at multiple scales. If large regions of the image
are too smooth, this has the effect of only amplifying artifacts.
It is difficult to do a fair comparison between image processing techniques because the
various control parameters are not typically comparable. One strategy is to use eyetracking
and automatic saliency metrics to calibrate different techniques, e.g. to determine which
size Gaussian blur kernel is comparable to the strength of texture blurring we use. This
study is future work.
Our technique is not general-purpose, but neither are the existing image processing
techniques discussed in this paper. Our contribution is another tool in the toolbox for
image emphasis and enhancement.
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Appendix A
Consent form for user study
CONSENT TO PARTICIPATE IN
NON-BIOMEDICAL RESEARCH
Effects of image enhancement algorithms on eye movement and fixation
You are asked to participate in a research study conducted by Sara Su and Fredo Durand
from the Department of Electrical Engineering and Computer Science at the Massachusetts
Institute of Technology (M.I.T.). The results of the study will contribute to the Master's
thesis of Sara Su. You were selected as a possible participant in this study because of your
affiliation with the computer graphics and/or vision community. You should read the in-
formation below, and ask questions about anything you do not understand, before deciding
whether or not to participate.
PARTICIPATION AND WITHDRAWAL
Your participation in this study is completely voluntary and you are free to choose whether
to be in it or not. If you choose to be in this study, you may subsequently withdraw from it
at any time without penalty or consequences of any kind. The investigator may withdraw
you from this research if circumstances arise which warrant doing so.
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PURPOSE OF THE STUDY
This study is designed to assess the effectiveness of techniques we have developed for
adding visual emphasis to images. This research is applicable to the fields of computer
graphics and image processing. Our goal is to provide a tool for novice photographers to
subtly enhance images in order to redirect viewers' attention. You will be shown a series
of images on a computer screen, and as you view each one, your eye movements will be
tracked by a camera. Studying the change in eye movements and fixations when subjects
view unaltered and altered photographs will allow us to assess the effectiveness of our im-
age processing algorithms.
PROCEDURES
If you volunteer to participate in this study, we will ask you to do the following things:
You will be shown a series of approximately 20 images on a computer screen. 4 to 6
versions of each image will be shown: an original photograph taken by a novice plus ver-
sions subtly altered by our image processing algorithm or existing techniques. You will see
one image at a time on the screen in a random order, and you will be asked to study each
for approximately 15 seconds. You will be asked to perform a simple task for each image
such as search for an object in the scene or judge its aesthetic quality. You will not be asked
to make explicit comparisons between different versions of an image. Your eye movements
will be recorded by a non-invasive camera system made by ISCAN, Inc. To prepare the
camera system, you will be shown a standard calibration image before the test begins; this
step should take less than five minutes to complete. The complete test, including informed
consent, should taken approximately 45 to 60 minutes.
All testing will take place in an office in the Computational Visual Cognition Laboratory
in MIT Building NE20.
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POTENTIAL RISKS AND DISCOMFORTS
Each participant in the study will be viewing images on a computer screen for approxi-
mately 30 minutes and will be asked to remain relatively still for the duration. If you have
a prior history of eye strain, you may want to reconsider your participation in the study.
POTENTIAL BENEFITS
It is not expected that you will receive any direct, personal benefits as a result of your
participation in this study.
This research will be used to evaluate the relative performance of image processing al-
gorithms for adding subtle emphasis to photographs. The results of the study will help to
contribute to the general knowledge of the computer graphics and human perception com-
munities.
PAYMENT FOR PARTICIPATION
No financial compensation will be offered in exchange for participation in this study.
CONFIDENTIALITY
Any information that is obtained in connection with this study and that can be identified
with you will remain confidential and will be disclosed only with your permission or as
required by law.
The only identifiable information that will be included in this study are the participant's
name and e-mail address. This information will be stored electronically and will be acces-
sible only to the researchers who are directly involved in administering the study. Data will
be electronically archived following the study. If other researchers use the data in future
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projects, personal identifiable information will be excluded.
IDENTIFICATION OF INVESTIGATORS
If you have any questions or concerns about the research, please feel free to contact one of
the following investigators:
Fredo Durand, Principal Investigator
Daytime phone: 617-253-7223
MIT Office: 32-D426
E-mail address: fredo@mit.edu
Sara Su, Associated Investigator
Daytime phone: 617-253-8835
MIT Office: 32-D416
E-mail address: sarasu@mit.edu
EMERGENCY CARE AND COMPENSATION FOR INJURY
"In the unlikely event of physical injury resulting from participation in this research you
may receive medical treatment from the M.I.T. Medical Department, including emergency
treatment and follow-up care as needed. Your insurance carrier may be billed for the cost of
such treatment. M.I.T. does not provide any other form of compensation for injury. More-
over, in either providing or making such medical care available it does not imply the injury
is the fault of the investigator. Further information may be obtained by calling the MIT
Insurance and Legal Affairs Office at 1-617-253-2822."
RIGHTS OF RESEARCH SUBJECTS
You are not waiving any legal claims, rights or remedies because of your participation
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in this research study. If you feel you have been treated unfairly, or you have questions re-
garding your rights as a research subject, you may contact the Chairman of the Committee
on the Use of Humans as Experimental Subjects, M.I.T., Room E32-335, 77 Massachusetts
Ave, Cambridge, MA 02139, phone 1-617-253-6787.
SIGNATURE OF RESEARCH SUBJECT OR LEGAL REPRESENTATIVE
I understand the procedures described above. My questions have been answered to my
satisfaction, and I agree to participate in this study. I have been given a copy of this form.
N am e of Subject ..................................................................
Name of Legal Representative (if applicable).........................................
S ign atu re .........................................................................
D ate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
SIGNATURE OF INVESTIGATOR
In my judgment the subject is voluntarily and knowingly giving informed consent and
possesses the legal capacity to give informed consent to participate in this research study.
Signature of Investigator.....................................................
Date .....................................................................
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