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Abstract
A range of acoustic engineering problems require the inclusion of viscous and thermal
dissipation to be modelled accurately. The dissipative effects are especially relevant
when the geometric dimensions of the acoustic domain become small which is the
case in acoustic transducers and hearing aids. Computer-based numerical tools such
as the Finite Element Method can be used to model and investigate the performance of
acoustic devices without expensive prototyping. Directly including acoustic dissipation
into the Finite Element Method comes at a significant computational cost, sometimes
making simulations on modest hardware problematic. An interesting alternative to the
Finite Element Method, is the Boundary Element Method that is capable of including
dissipation and at the same time avoid so-called boundary layer meshing. However,
a potential shortcoming of the existing boundary element implementation is its use of
tangential derivative finite difference coupling terms, that may lead to undesirable in-
accuracies.
This work presents two new coupling strategies that avoid the use of finite difference
by either using boundary element itself or the shape functions to estimate the tangential
derivatives. Numerical experiments demonstrate increased stability and error reduction
when using the new coupling strategies.
Furthermore, based on the improved viscothermal Boundary Element Method, a
gradient-based shape optimization technique is developed. The shape optimization
technique is used to optimize the absorption coefficient of two-dimensional quarte-
wave and Helmholtz resonators located at an impedance tube termination. Shape opti-
mization results show that high absorption coefficients are only obtained when viscous
and thermal dissipation is modelled accurately. The shape optimization technique has
the future potential of improving the design of acoustic devices which require the in-
clusion of viscous and thermal dissipation.
iv
Resumé
En række ingeniørmæssige akustiske problemstillinger kræver præcis modellering af
viskose og termiske tab. Tabseffekterne er specielt relevante når de geometriske di-
mensioner af det akustiske domæne bliver små, hvilket ofte er tilfældet i akustiske
transducere og høreapparater. Computerbaserede numeriske beregningsværktøjer, så-
som finite element metoden, kan bruges til a modellere og undersøge kvaliteten af et
akustiskapparat uden brugen af bekostelige prototyper. At inkludere de akustiske tab
i finite element metoden gør beregningsarbejdet betydeligt tungere, hvilket kan gøre
det svært at realisere simuleringer med normal computerhardware. Boundary element
metoden udgør et interessant alternativ til finite element metoden. Med denne er det
muligt at inkludere tab og på samme tid undgå såkaldt grænselagsdiskretisering. Imple-
menteringen af boundary element metoden gør på den anden side brug af tangentielle
afledte koblingstermer beregnet med finit difference, hvilket kan føre til en uønsket
beregningsunøjagtighed.
Dette ph.d. arbejde, præsenterer to nye koblingsstrategier som undgår brugen af fi-
nite difference, ved enten at bruge boundary element metoden eller shape funktioner til
at estimere de tangentielle afledte. Med numeriske eksperimenter bliver det vist at de
to nye koblingsstrategier giver øget stabilitet og kan minimere beregningsfejl.
Desuden bliver en gradientbaseret formoptimeringsteknik udviklet der er baseret på
den forbedrede boundary element metode. Formoptimeringsteknikken er demonstreret
ved at optimere absorptionskoefficienten af henholdsvis kvartbølge- og helmholtzres-
onatorer der er placeret i enden af et impedansrør. Formoptimeringsresultater viser
at høje absorptionsværdier kan kun opnås når de viskose og termiske tab er mod-
elleret præcist. Den udviklede formoptimeringsteknik har et fremtidigt potentiale til
at forbedre designet af akustiske apparater der kræver tabsmodellering.
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Chapter 1
Introduction
1.1 Motivation
The popularity of small electronic mobile devices, such as the smartphone, has created
a need for acoustic transducers that maintain high performance when incorporated into
confined spaces. In other acoustic devices, like hearing aids, the reduced device size
is necessary to improve the usability for the end-user, yet at the same time achieve
accurate reproduction of acoustic signals. Common for these acoustic device types is
that their size is small, and that sound waves need to propagate in complicated narrow
channels and chambers. To accurately model and estimate the propagation of sound
in such scenarios will require appropriate modelling methods that include the effect
of viscosity and thermal conduction. Viscosity and thermal conduction will in narrow
passages act as a loss mechanism that attenuates and changes the phase of sound waves.
Sometimes, the effect of losses is so significant that if neglected, results may become
inaccurate [1, 2, 3, 4].
On the other hand, in many situations, sound waves are usually adequately modelled
without directly accounting for viscous and thermal dissipation, and losses can typi-
cally be included using simple impedance conditions. If possible, it is often attractive
to neglect, or model dissipation with simplified assumptions, since direct modelling and
incorporation of the acoustic viscous and thermal effects into, e.g., numerical methods
such as the Finite Element Method (FEM) or Boundary Element Method (BEM) comes
at a significant computational cost. Additionally, it can be challenging to predict if the
inclusion of viscous and thermal dissipation is necessary.
Besides the aforementioned mobile devices and hearing aids, it is well known that
losses can significantly influence acoustic MEMS transducers [5, 6], condenser micro-
phones [7, 8, 9], compression horn drivers [10, 11, 12] and the importance of losses
can even be found in room acoustics, where the characterisation of micro-perforated
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absorbers requires modelling of viscothermal effects [13, 14].
In recent years, acoustic metamaterials have been given much attention in the literature.
Acoustic metamaterials are artificial structures created from scatters and resonators or-
ganised in periodic patterns [15]. If observed as a whole, metamaterials can show
extraordinary properties, e.g. negative speed of sound and/or negative bulk modulus.
The understanding of how viscous and thermal loss influences acoustic metamaterials
is only sparsely studied in the literature, but examples have been appearing during this
project [16, 17, 18, 19] and Paper A also studies the viscothermal effects on a metama-
terial.
Computer-based numerical simulations tools, such as the FEM and the BEM, are valu-
able when investigating and improving the broad range of acoustic devices discussed
so far. Simulations allow engineers and researchers to predict the physical behaviour
of such sophisticated devices, which can reduce the need for costly prototyping or give
a more profound understanding of an acoustic phenomenon. Interpretation of simu-
lations are often difficult, and ideas on how to improve a specific device design can
be even harder. In such cases, optimization based on numerical methods has proven
to be a helpful tool in discovering new high performing acoustic designs and creating
otherwise non-intuitive design choices [20, 21, 22].
However, the acoustic devices discussed so far require modelling of viscous and ther-
mal losses. In the literature, numerical acoustic optimization methods applicable to
more general acoustic problems that include accurate modelling of viscous and ther-
mal losses are very scarce. To the best of this author’s knowledge, only one example
exists of such optimization. In a very recent publication, Christensen [23] showed the
possibility of performing topology optimization using FEM by applying the so-called
low reduced frequency formulation, making it possible to topology optimize the cross-
section of tubes and slits.
1.2 Project goals
In this project, methods for improving the reliability and stability of an existing BEM
implementation that incorporates viscous and thermal losses are sought. The current
BEM implementations are subject to certain shortcomings that can lead to undesired
inaccuracies in some situations.
Additionally, it is the desire to improve the understanding of how viscous and thermal
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losses impact novel acoustic devices such as metamaterials, but also use these often
complex acoustic devices to benchmark the viscothermal BEM.
Finally, it is the goal to develop a shape optimization technique that relies on the im-
proved viscothermal BEM and is capable of including losses accurately. The shape
optimization technique has the potential to advance the knowledge of how viscothemal
losses affects acoustic optimization and improve the design of acoustic devices where
losses are relevant.
1.3 Thesis structure
The thesis is organized as follows. In Chapter 2, the mathematical description of sound
waves in a lossless fluid is introduced, and the fundamentals of the corresponding FEM
and BEM are explained. Chapter 3 gives an overview of the state-of-the-art meth-
ods that incorporate viscous and thermal losses, with special attention to full FEM
and BEM implementations. At the end of the chapter, two modelling examples from
Paper A and Paper B, that investigate the effect of viscous and thermal losses on a
metamaterial and an acoustic cloaking device, are summarised. Chapter 4 introduces
Paper C and Paper D, where new ideas on how to improve the existing viscothermal
BEM is given. Chapter 5 presents general acoustic shape optimization methods and
discusses the viscothermal shape optimization technique developed in Paper E. Addi-
tionally, the Chapter also includes unpublished shape optimization results of an acous-
tic cloaking device. Finally, in Chapter 6, the included papers and the thesis are sum-
marized with some general conclusions and suggestions for future research.
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Chapter 2
Isentropic propagation of sound
waves
2.1 The wave equation
The mathematical description of sound waves in an elastic medium can be deduced
from the fundamental equations of fluid mechanics, i.e., the conservation of mass, en-
ergy and momentum equations. The equations describe the motion of a fluid including,
e.g. non-linearities, viscosity and thermal conduction [1]. Direct evaluation of acoustic
wave propagation from the fundamental equations is, in most cases, not feasible due
to their complexity. Therefore, assumptions simplifying the general problem are desir-
able to make the computational effort reasonable.
In acoustics, the propagation of sound waves is usually based on the assumption that the
fluctuations around the equilibrium are so small that linearity is a good approximation.
Besides linearity, the thermodynamic process of sound waves can be approximated as
adiabatic and reversible, i.e. an isentropic process - meaning that no acoustic energy
is lost. As an addition, if air is approximated as an ideal gas, the result is the wave
equation: [1]
∇2 p(x, t)− 1
c20
∂ p(x, t)
∂ t
= 0 (2.1)
where p(x, t) is a pressure perturbation of the static pressure at the location x at time t
and c0 is the speed of sound in air.
It is convenient to solve the wave equation in the frequency domain, which can be
accomplished by assuming a time-harmonic solution to Eq. (2.1), that is
p(x, t) =ℜ
{
p(x)eiωt
}
(2.2)
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where i is the imaginary unit. Substitution of Eq. (2.2) into Eq. (2.1) and omitting the
time-dependency leads to
∇2 p(x)+ k2 p(x) = 0 (2.3)
which is commonly known as the Helmholtz equation. The wavenumber is k = ωc0
where ω is the angular frequency. The included papers only consider time-harmonic
solutions to the wave equation. For simplicity, we will in the following and in the in-
cluded papers exclude the x dependency.
Modelling of isentropic acoustic wave problems, that extends beyond analytical so-
lutions, can be accomplished with numerical methods. In this work, two methods are
used, namely the FEM and the BEM.
2.2 Finite Element Method
The FEM is a numerical domain method, first introduced for structural stiffness and
deflection analysis [24], and now widely used to approximately solve physical phe-
nomena.
Γ
Ω
Ωc
p≈ Np
Figure 2.1: On the left, a two-dimensional illustration of the domain Ω. On the right, FEM
discretization in terms of triangles. Here, Γ represents the boundary andΩc is the complementary
domain.
To apply the FEM to the Helmholtz equation, Eq. (2.3) is multiplied with a test function
φ and integration is carried out over the domain Ω (illustrated in Fig. 2.1). This yields
the expression ∫
Ω
φ
[
∆p+ k2 p
]
dΩ= 0. (2.4)
By Green’s first identity the term containing the Laplace operator is transformed into a
domain and a boundary integral, so that
−
∫
Ω
∇φ ·∇pdΩ+
∫
Γ
φ (∇p ·n) dΓ+
∫
Ω
k2φ pdΩ= 0. (2.5)
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Eq. (2.5) is the weak form of Eq. (2.3). Assuming that the pressure can be approx-
imated by p ≈ Np, where N is the interpolation functions (or shape functions), and
applying the Galerkin approach where the test function is assumed to be same as the
interpolation functions. The resulting expression is the FEM description applicable for
estimation of acoustic isentropic wave propagation,
−
∫
Ω
∇NT ·∇NdΩp+
∫
Γ
NT (∇Np ·n) dΓ+
∫
Ω
k2NTNdΩp= 0 (2.6)
where the terms, from the left to the right, are called the acoustic; stiffness, natural
boundary condition and mass matrices, respectively. The matrices are real, sparse and
symmetric. However, in the case of, e.g., damping, this might not always be true.
2.3 Boundary Element Method
Γ
p(Q)
R
p(P)
~n(Q)
Ω
Ωc
Figure 2.2: Illustration of the direct BEM by collocation.
The isentropic BEM takes its starting point at Eq. (2.4), where the test function is
replaced by the fundamental solution G(R). To remove the domain integrals, Green’s
first identity is applied twice, and, after some manipulation, we arrive at the Kirchoff-
Helmholtz integral equation: [25, 26]
C(P)p(P) =
∫
Γ
∂G(R)
∂n(Q))
p(Q)dΓ−
∫
Γ
G(R)
∂ p(Q)
∂n(Q)
dΓ (2.7)
where the first term on the right hand side is the double layer potential, and the second
term on the right hand side is the single layer potential. In the presented work, only
direct collocation BEM is considered. The process of collocation is illustrated in Fig.
2.2. Here, P is the collocation point, Q is an integration point on the generator and
R = |P−Q| is the distance between collocation point and integration point. Only the
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most common form of collocation, where P is located at nodal points on the boundary
element, is used. Additionally, C(P) is the geometric depended integral free term,
which is 12 on a smooth boundary and 1 in the domain. In the case of collocation points
at non-smooth boundaries, C(P) is determined by following the procedure in Ref. [27].
The fundamental solution G(R) is defined in two and three dimensions by
2D: G(R) =
1
2pi
K0(ikR) (2.8)
3D: G(R) =
e−ikR
2piR
. (2.9)
In Eq. (2.8), K0 is the modified Bessel function of the second kind of zero order. After
discretization, i.e. assuming that p≈ Np, the BEM system of equations is
Ap−B∂p
∂n
= 0. (2.10)
The matrices in direct collocation BEM are complex, fully populated and
non-symmetric. Other BEM exists where symmetry can be obtained [28]. Never-
theless, the simplest form of BEM is adopted in this project. A large part of the
BEM simulations is performed using the OpenBEM [29] research code implemented in
MATLAB R© as the foundation, but also a faster two-dimensional compiled C++/MEX
code has been developed. However, the faster compiled code is only used in Paper E.
2.3.1 Non-uniqueness
Non-uniqueness (sometimes denoted as irregular frequencies or spurious modes) is a
purely mathematical problem arising in the direct BEM due to ill-conditioned matrices
in exterior Neumann problems. It was first described in a paper by Schenck [30], where
the author suggested the Combined Helmholtz Integral Equation Formulation (CHIEF)
to overcome the problem. By selecting what is commonly known as CHIEF-points, an
overdetermined system of equations can be created that is solved in the least square
sense. The CHIEF-points are located in the complementary domain Ωc (see Fig. 2.2)
where the acoustic pressure is expected to be equal to zero. However, it is difficult to
choose an appropriate number of CHIEF-points and their performance is location and
frequency dependent. A strategy to overcome some of these implications is discussed
in e.g Ref. [31].
Another more robust method to eliminate the problem of non-uniqueness is the Bur-
ton and Miller Method [32]. In this method, non-uniqueness is removed by creating
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an additional boundary element equation derived from taking the normal derivative of
Eq. (2.7). By combining the normal derivative equation with Eq. (2.7) as a linear
combination using a complex coupling parameter, the system becomes free of irregular
frequencies. The choice of coupling parameter was recently discussed in a publication
by Marburg [33], where the author showed that a large part of the BEM community is
utilizing an incorrect sign of the coupling parameter. Besides the coupling parameter,
one of the implications of the Burton-Miller method is the requirement of a unique
normal at the collocation point and the cumbersome evaluation of hypersingular inte-
gration kernels that appear in the normal derivative equation.
In this project, the non-uniqueness problem is encountered in Paper B, where it is
solved by utilizing the CHIEF.
2.4 Boundary conditions
In the included papers, the boundary conditions encountered when solving the isen-
tropic wave problems are pressure, normal velocity, normal impedance and unbounded
conditions. The pressure condition is expressed as a superposition of an incident pres-
sure pI and the scattered pressure pS, so the total pressure is
p = pI + pS on Γ. (2.11)
The relation between the normal fluid velocity vn and the normal pressure gradient is
given by
∇p ·~n = ∂ p
∂~n
=−iωρ0vn on Γ (2.12)
where ρ0 is the static density of the fluid. Normal impedance conditions can be in-
cluded by
vn− vs = 1Zn p on Γ (2.13)
with vs being the structural velocity and Zn being the normal impedance. In the case of
unbounded domains, the Sommerfeld radiation condition needs to be fulfilled, which
is
lim
r→∞r
n−1
2
[(
∂ p
∂ r
+ ikp
)]
= 0 (2.14)
where r is the radial distance to a source and n is the spatial dimension. In the BEM
the Sommerfeld radiation condition is implicitly fulfilled; this is however not the case
in FEM. Historically, the implicit fulfillment of the Sommerfeld radiation condition is
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one of the reasons why BEM has been a popular method in the field of acoustics and
electromagnetics. In the FEM, some truncation of the domain is necessary. The sim-
plest way to approximate unbounded domains with the FEM is to use an appropriate
impedance boundary condition at the truncation. Unfortunately, in many cases this will
lead to unwanted reflections. Other more elaborate methods exist, such as infinite ele-
ments [34, 35, 36] and perfectly matched layers (PML) [37, 38, 39]. In these methods,
an artificial region surrounding the computational domain is created where the wave is
more efficiently attenuated and reflections are limited.
In the papers A, B and D, isentropic FEM simulations are performed using COMSOL
Multiphysics R© [40] and unbounded domains are handled with PML.
Chapter 3
Viscothermal losses in acoustics
and its modelling
In this PhD project, the goal has been to explore when the assumptions of isentropic
wave propagation are insufficient, meaning that viscous and thermal losses cannot be
neglected, but also to improve the reliability of an existing BEM implementation that
incorporates such losses. Therefore, in this chapter, we will first introduce state-of-the-
art modelling methods that can account for acoustic viscous and thermal dissipation.
Special theoretical attention is given to the viscothermal BEM implementation since
it is the foundation and starting point of the next chapter. Finally, at the end of this
chapter, two modelling examples from Paper A and Paper B are introduced where the
effects of viscous and thermal losses on a metamaterial and an acoustic cloaking device
are investigated.
3.1 State-of-the-art
The interest in acoustic viscous and thermal losses dates back to at least Kirchhoff [41]
and Rayleigh [42]. Kirchhoff studied the attenuation of sound waves in cylindrical
tubes due to viscous and thermal effects, and showed that the full linearised Navier-
Stokes equations, i.e. the linearised conservation of mass, energy and momentum, can
be decoupled into independent acoustic, entropic and vortical modes that are only cou-
pled through boundary conditions. The entropic mode is described in terms of thermal
diffusion, and the vortical mode as momentum diffusion. Often, the entropic and vorti-
cal modes are called the thermal pressure and viscous velocity, respectively. A naming
convention that is also adopted in the included papers. Additionally, the decoupling is
referred to as the Kirchhoff decomposition or Kirchhoff’s dispersion law. It is called
the dispersion law because the decoupled modes have a corresponding wavenumber
that is dependent on the angular frequency. The decomposition allowed Kirchhoff to
analytically study the attenuation of sound waves in cylindrical tubes. Later, Rayleigh
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revisited Kirchhoff’s work and included propagation of sound in very narrow tubes.
In this case, the entire cross-section of the tube can be considered a thermodynamic
isothermal process which simplifies the problem, so only viscosity needs to be con-
sidered. In Rayleigh’s revisit, sound propagation in two-dimensional slits is also dis-
cussed.
Zwikker and Kosten [43] proposed an approximate evaluation of Kirchhoff’s origi-
nal work, distinguishing between low (narrow tube) and high (wide tube) frequencies.
Their approach was later named the low reduced frequency (LRF) method by Tijdeman
[44]. In the publication by Tijdeman, a range of approximate methods proposed by sev-
eral authors on the propagation of sound waves in cylindrical tubes are discussed; the
finding is that the LRF approach is the best approximate solution over a broad range
of frequencies. In the LRF method, it is assumed that the acoustic wavelength is much
larger as compared to the cross-section of the tube, and that the sound pressure can be
considered constant across the cross-section. With this, it is possible to split the equa-
tions into a cross-sectional and propagational direction whereby propagation in the
tube can be described by a propagation constant. The propagation constant is a mea-
sure of how the amplitude and the phase changes in the propagation direction, making
it possible to describe sound propagation in tubes as a purely one-dimensional problem.
Several authors have later extended the LRF model beyond circular tubes to include ar-
bitrary cross-sectional shapes relying on some numerical calculations [45, 46]. A very
elaborate introduction to the LRF model can, for example, be found in Beltman’s PhD
thesis [47] and in the Refs. [48] and [49]. Beltman also shows the possibility of using
the LRF model in combination with FEM [50]. While the LRF method is an efficient
way to include viscothermal losses into FEM, it is limited to the study of waveguides
and slits. Additionally, the LRF approach will fail to give accurate solutions in the case
of higher order acoustic modes where the pressure cannot be considered constant.
The approximate methods treating sound propagation in simple tubes can also be ex-
tended into transmission line theory, where series impedances and shunt admittances
can be extracted to account for attenuation and phase shifts [51, 52, 53]. With transmis-
sion line theory more complex acoustic systems containing several tubes and cavities
can be studied [54].
The modelling approaches considered so far are somewhat limited in their application
with requirements to the specific geometry. It is possible to treat more general prob-
lems using more elaborate numerical methods, such as the FEM and the BEM. FEM
models that include viscothermal dissipation, and are suitable for simulations of arbi-
trary geometries, can either be full models that solve the full linearised Navier-Stokes
13 3.1. State-of-the-art
(FLNS) equations without any simplification or methods where additional approximate
assumptions are made to the governing equations. Among the authors who have dis-
cussed full models are Malinen [55], Nijhof [56], Cheng [57], Joly [58] and Kampinga
[59].
Malinen [55] uses a mixed formulation with an auxiliary unknown, the temperature
and the velocity as the dependent variables. However, it turns out that the auxiliary
unknown is just the density. In Malinen’s formulation the equations are discretized
using MINI elements. Nijhof’s [56] implementation is very similar to that of Malinen,
but uses the pressure as the unknown variable instead of density. In the publication by
Nijhof, the two implementations are compared through convergence studies, showing
very similar results. It should be noted that using the pressure as the dependent vari-
able should be considered the more appropriate choice since the density will in fact
form boundary layers, which is not the case for the pressure. Cheng [57] also uses
a mixed formulation with displacement and pressure as dependent variables, but the
formulation completely neglects thermal conduction. In Joly’s work, the final system
of equations only depends on velocity and temperature.
Kampinga [59] establishes a complex symmetric mixed formulation with temperature,
pressure and velocity as the dependent variables. The complex symmetric formulation
has several advantages over the previous implementations since solvers like PARDISO
and SPOOLS can take advantage of complex symmetry. As a result, the computational
time is faster, and the method yields reduced memory requirements. The publication
by Kampinga includes convergence studies of several finite elements. From the conver-
gence studies, it is shown that Crouzeix Raviat or Taylor Hood elements with velocity
and temperature discretized by quadratic shape functions yields the best results. In
general, the FLNS FEM publications considers mixed formulations to avoid so-called
locking in the case of a nearly incompressible fluid; the same phenomenon is also en-
countered in elastodynamics. One of the drawbacks of the FLNS implementations is
the increased system size due to the additional variables in the final system of equa-
tions. This adds to the computational time and memory requirement. Additionally,
the FLNS FEM requires careful meshing of the boundary layers to accurately resolve
viscous an thermal effects in the vicinity of the boundaries. Martins [60], for example,
studies boundary layer meshing and its importance for the accuracy. An implemen-
tation of the FLNS can be found in COMSOL R©. The COMSOL R© implementation
is very comparable to the implementation discussed here by Kampinga, with the de-
pended variables being pressure, temperature and velocity.
The computational complexity of the FLNS FEM implementations often makes three-
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dimensional simulations with modest hardware problematic. Therefore, several authors
have investigated approximate methods which are still reliable but computationally
cheaper. Here we will reproduce the classification of approximate methods given by
Kampinga [4]. Numerical approximate acoustic viscothermal models can be catego-
rized as boundary layer impedance (BLI) models, the aforementioned LRF models or
the sequential linearised Navier-Stokes (SLNS) model.
In the BLI models, simplifying assumptions are used to create impedance-like con-
ditions that account for the boundary layer effects. The requirement is that the ge-
ometric dimensions are larger as compared to the boundary layer thickness. Bossart
[61] proposes an admittance-like condition solved in a three step procedure. First,
an isentropic FEM or BEM pressure solution is calculated. The isentropic solution is
then used to approximate a tangential wavenumber which is applied in a final FEM
or BEM calculation. In the work by Schmidt [62] so-called Wentzell type boundary
conditions are used to include viscous losses through the normal pressure derivative,
which can be substituted directly into the weak from of the Helmholtz equation. In a
very recent publication by Berggren [12], a similar Wentzell type boundary condition
is derived that also includes thermal losses. The BLI models proposed by Schmidt and
Berggren are interesting because they are of the same complexity as the regular isen-
tropic Helmholtz problem and therefore very efficient and do not require meshing of
boundary layers. On the other hand, one must be careful when using the method in
very narrow regions where boundary layers can overlap.
The SLNS is an approximate FEM proposed by Kampinga [63, 4]. It is deduced from
similar assumptions as the LRF model, but is not limited to simple tubes. In the SLNS
method, two completely uncoupled viscous and thermal fields governed by inhomoge-
neous wave equations are solved. The viscous and thermal fields are then used as input
to a homogeneous wave equation where the pressure is the only unknown variable.
Several advantages can be identified in terms of computational speed and the ability
to accurately handle narrow gaps with overlapping boundary layers. Computationally,
each equation reassembles similar complexity as the isentropic wave equation. How-
ever, careful meshing of the boundary layers is necessary when computing the viscous
and thermal fields.
Three authors have treated modelling of acoustic viscous and thermal losses using the
BEM; namely Dokumaci [64, 65], Karra [66, 67], and Cutanda Henríquez [7, 68, 69,
70].
In the BEM formulation by Dokumaci [64] viscosity is included through a boundary
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layer approximation, assuming that the viscous velocity can be approximated purely
through its boundary tangential component. The approach was later extended to also
include thermal losses [65]. Due to the way viscosity is included, the method can only
be considered approximate.
Using a variational BEM formulation, Karra [67], includes losses. However, the for-
mulation completely neglects viscous effects and only considers thermal losses which
makes the development much easier. The approach is a direct application of the gen-
eralised version of Kirchhoff’s original dispersion relation developed by Bruneau [71].
Bruneau’s generalisation extents the dispersion relations to include both bulk viscosity
and evanescent modes. Hereafter, the generalised approach by Bruneau is referred to
as the Kirchhoff decomposition.
Cutanda Henríquez extended the idea of Karra using the Kirchhoff decomposition as
a convenient starting point for a direct collocation BEM implementation. The Kirch-
hoff decomposition consists of two scalar wave equations describing the acoustic and
thermal pressures, and a vector wave equation with the viscous velocity as the variable.
Each of the equations can be discretized separately with BEM and coupled through
boundary conditions. With Schur complement operations, it is possible to establish
a system of equations relating the acoustic pressure to the boundary normal and tan-
gential velocities. However, this requires the evaluation of coupling terms described
by both first and second order surface tangential derivatives of the acoustic pressure.
In early implementations, the coupling terms were develop individually for specific
geometries [54], but the model was later generalised to handle arbitrary geometries, fa-
cilitating both axisymmetric and full three-dimensional simulations. Even though the
implementation can handle more general geometries, the coupling methodology in the
Refs. [68] and [70] uses finite difference. The use of finite difference is known to be
subject to several shortcomings and is cumbersome to implement in three dimensions.
3.2 General assumptions
In the following as well as in the included papers, it is assumed that acoustic wave prop-
agation in a viscous and thermally conductive fluid can be based on the assumptions
of:
• Linearity and time-harmonic wave behaviour.
• The medium is considered uniform, at its equilibrium and without flow.
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• The material properties are based on a Newtonian fluid, follow Fouriers law of
heat conduction and the fluid (air) can be approximated as an ideal gas.
• The wavelength and the dimensions of the computational domain is larger than
the molecular mean-free-path (approximately 10−7 m for air at ambient condi-
tions).
3.3 Viscothermal FEM
In the papers A, B, C and E, COMSOL’s FEM implementation of the time-harmonic
FLNS is mainly used as a comparative tool to validate the viscothermal BEM simula-
tions. The time-harmonic FLNS is given by the linearised conservation of mass, energy
and momentum equations, which are
iωρ+ρ0∇ ·~v = 0 (3.1)
iωρ0CpT−λ∆T − iω p = 0 (3.2)
iωρ0~v =−∇p+
(
µB+
4
3
µ
)
∇(∇ ·~v)−µ∇×∇×~v+~f (3.3)
where the properties of the medium are characterised by the static density ρ0, the spe-
cific heat at constant pressure Cp, the thermal conductivity λ , the shear viscosity µ
and the bulk viscosity µB. It is possible to include volumetric body forces through the
vector ~f (sometimes volumetric heat sources are also included into the energy equa-
tion, but they are in this case not used and simply ignored). Only Paper A makes use
of the volumetric force term, where it is applied to artificially excite the waveguide in
which the metamaterial is located. The volumetric force term is specific for the FEM
simulations and is not used when discussing the implementation of the viscothermal
BEM.
Besides pressure fluctuations, the FLNS also includes small fluctuations in tempera-
ture, density and velocity, given by the variables T , ρ and ~v, respectively. To solve
the Eqs. (3.1)-(3.3), it is necessary to eliminate one of the acoustic variables. This is
accomplished by substitution of the linearised ideal gas law into Eq. (3.1) which elim-
inates the density, whereby only pressure, temperature and velocity are the depended
variables.
The FLNS equations can be solved with the FEM by directly applying the Galerkin
method as presented in Section 2.2. By multiplication of corresponding test functions,
integration over the domain Ω and applying Green’s formula to eliminate the second
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order derivatives, the weak form of Eqs. (3.1)-(3.3) can be established (assuming that
the density is eliminated from Eq. (3.1)). The weak form and the coupled system is not
presented here, but can be found in e.g. Ref. [59].
3.3.1 Boundary conditions
Thermal conduction and viscosity are the two primary mechanisms responsible for
losses in confined acoustic domains. Their effect is relevant in the vicinity of bound-
aries where thermal and viscous boundary layers form as a consequence of boundary
conditions.
Temperature boundary condition
The heat capacity and thermal conductivity of the boundaries are usually much greater
as compared to the fluid. Therefore, it is in most cases reasonable to consider the
boundaries as isothermal, so that
T = 0 on Γ. (3.4)
At the boundary, the acoustic temperature fluctuations are forced to zero, and as a re-
sult, an exchange of heat between the boundary and the fluid will occur. This creates
a transition region in the proximity of the boundary where the temperature behaviour
changes from isothermal into that of the bulk (the bulk is the region where wave prop-
agation can be considered isentropic). The transition region is commonly known as a
thermal boundary layer. Fig. 3.1 illustrates the process and the formation of thermal
boundary layers.
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Figure 3.1: An illustration of the formation of a thermal boundary layer. An incoming plane
wave has associated pressure changes, but also changes in temperature. Since the boundary has
a higher heat capacity, the boundary temperature can be considered isothermal. Therefore, the
temperature fluctuations of the incident wave are forced to zero at the boundary. This creates the
thermal boundary layer where the behaviour changes from isothermal into that of the bulk. The
thickness of the boundary layer is given by δh.
The thickness of the thermal boundary layer as a function of the frequency f is [1, p.
286]
δh =
√
2λ
ρ0ωCp
air≈ 2.5 1√
f
mm (3.5)
which in the audible range, assuming the medium to be air, is approximately between
550 µm to 20 µm.
Velocity boundary condition
Frictional forces between the boundary and the fluid will restrict movement of the
fluid. It is usually said that the fluid particles closest to the boundary tend to stick to
the boundary, resulting in a no-slip boundary condition where
~v =~vb on Γ, (3.6)
with ~vb being the the boundary velocity. In the case of a stationary boundary ~vb =
0. As the distance to the boundary increases, the frictional effect of the boundary
will be reduced and the particle velocity gradually adopts the behaviour of the bulk.
This transition region is denoted the viscous boundary layer. Fig. 3.2 illustrates the
formation of viscous boundary layers.
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Figure 3.2: An illustration of the formation of viscous boundary layers. Due to frictional forces
between the boundary and the fluid, the particles closest to the boundary will tend to stick to the
boundary forming what is commonly known as a viscous boundary layer. The thickness of the
boundary layer is given by δv
The thickness of viscous boundary layers as a function of the frequency f is [1, p. 286]
δv =
√
2µ
ρ0ω
air≈ 2.1 1√
f
mm. (3.7)
In air, the thicknesses of the viscous and thermal boundary layers are very comparable,
which yields a Prandtl number close to unity.
3.4 Viscothermal BEM
We will now review the BEM implementation including viscous and thermal losses as
presented by Cutanda Henríquez in the Refs. [70] and [68]. For simplicity only two
dimensions are considered as opposed to the axissymmetric and three-dimensional im-
plementations found in the references. The starting point for the BEM implementation
is the Kirchhoff decomposition of the FLNS equations. The Kirchhoff decomposition
is a convenient starting point, since regular acoustic BEM can be deployed directly
without modification. The Kirchhoff decomposition of the FLNS leads to the equa-
tions [71]
∆pa+ k2a pa = 0 (3.8)
∆ph+ k2h ph = 0 (3.9)
∆~vv+ k2v~vv =~0 (3.10)
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where pa is the acoustic pressure, ph is the thermal pressure,~vv is the viscous velocity,
ka is the acoustic wavenumber, kh is the thermal wavenumber and kv is the viscous
wavenumber. The wavenumbers are in this case complex and depended on the fre-
quency and the physical properties of the fluid (see e.g Appendix A in Ref. [70] for
their definition). While the Eqs. (3.8)-(3.10) are on the Helmholtz form, Eqs. (3.9) and
(3.10) should rather be considered as diffusion-like equations, where the thermal pres-
sure and the viscous velocity (entropic and vortical modes) only exist in the vicinity of
the boundary.
As a consequence of the Kirchhoff decomposition, the total pressure is split into a
superposition of the acoustic and the thermal pressure so that
p = pa+ ph. (3.11)
And in a similar way, the total velocity is split into
~v =~va+~vh+~vv (3.12)
where ~va and ~vh are the irrotional part of the velocity associated with pa and ph, re-
spectively. The rotational part of the velocity is the viscous velocity. Therefore, the
relations
∇× (~va+~vh) = 0 and ∇ ·~vv = 0 (3.13)
should be fulfilled. If each of the Eqs. (3.8)-(3.10) is discretized separately using
regular collocation BEM as presented in Section 2.3, the result is
Aapa−Ba
∂pa
∂~n
= 0 (3.14)
Ahph−Bh
∂ph
∂~n
= 0 (3.15)
Avvv,x−Bv ∂vv,x∂~n = 0 (3.16)
Avvv,y−Bv ∂vv,y∂~n = 0 (3.17)
where Eq. (3.10) has been split into its Cartesian components, and the subscripts a, h
and v indicates the acoustic, thermal and viscous matrices, respectively.
3.4.1 Boundary conditions
The next step is coupling of the discretized equations, i.e. Eqs (3.14) - (3.17), by as-
suming isothermal and no-slip boundary conditions. Due to the nature of the Kirchhoff
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decomposition, the form of the boundary conditions is slightly different as presented in
the FLNS FEM. In this case, the temperature is related to the acoustic and the thermal
pressures through two complex constants, τa and τh, which are a function of frequency
and the fluid properties. The expression for the isothermal boundary condition is
T = τa pa+ τh ph = 0 on Γ. (3.18)
In a similar way, the no-slip boundary condition can be described in terms of the acous-
tic pressure, the thermal pressure and the viscous velocity. The boundary velocity is
~vb = φa∇pa+φh∇ph+~vv on Γ (3.19)
where φa and φh are complex constants. For the definition of τa, τh, φa and φh see e.g.
Appendix A in Ref. [70]. To make the boundary conditions suitable for the BEM they
are transformed into a local normal and tangential coordinate system, so
vb,n = φa
∂ pa
∂~n
+φh
∂ pa
∂~n
+~vv,n on Γ (3.20)
and
vb,t = φa
∂ pa
∂~t
+φh
∂ pa
∂~t
+~vv,t on Γ (3.21)
where the subscripts n and t denote the boundary normal and tangential component,
respectively.
3.4.2 System of equations and coupling method
Through a lengthy Schur complement styled derivation, translating between Carte-
sian and local node-related boundary normal and tangential coordinates, fulfilling the
boundary conditions and ensuring that ∇ ·~vv = 0, it is possible to derive a system of
equations relating the acoustic pressure to the boundary normal velocity ~vb,n and the
boundary tangential velocity ~vb,t . The resulting system of equations is expressed as
[70] [
φaB−1a Aa−φhB−1h Ah
τa
τh
+
(
φa− τaτh φh
)
×
(
N1 ◦
(
B−1v Av
))−1
×
(
N2 ◦
(
B−1v AvDT1
)
+DT2
)]
pa
= vb,n+
[
N1 ◦
(
B−1v Av
)]−1× [N2 ◦ (B−1v Av)+DT1]vb,t
(3.22)
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where the ◦ operator is the so-called element-wise Hadamard product (see e.g. Ap-
pendix A in Paper C for some properties of the Hadamard product) and the matrices,
N1 and N2, contain the boundary normal and tangential components at the discrete
nodes. These matrices originate from a necessary translation between a Cartesian de-
scription of the viscous velocity into the local boundary normal and tangential vectors.
The translation is carried out on the discrete nodes located on the generator. In fact,
this procedure requires that the normal and tangential components are uniquely defined
at all nodes. In other words, the boundary elements need to be C1-continuous at collo-
cation points. Unfortunately, this requirement is not fulfilled with regular continuous
Lagrange elements. However, the implementation do use such elements. Therefore, it
is necessary to calculate the normal and tangential vectors as an average when nodes
are shared by multiple elements. This is a possible shortcoming of the implementation.
Another concern regarding the formulation and implementation is the matrices DT1
and DT2. These matrices contain first and second order tangential derivatives cre-
ated with the use of centered finite difference schemes, and used to estimate tangential
derivatives of the acoustic pressure. The use of finite difference is known to be prone
to errors and its implementation is problematic when the boundaries are curved and the
element size irregular. Additionally, the implementation into three-dimensions is even
more cumbersome relying on Voronoi cells [68, 72, 73]. Nevertheless, the implemen-
tation as discussed here (and in other earlier versions) has been successfully applied to
calculate and analyse complex viscothermal problems [7, 3, 54, 69] and is also used in
Paper A and Paper B.
3.4.3 Narrow gap and low frequency breakdown
Besides the aforementioned concerns regarding the implementation and coupling
method, one should be careful when performing BEM calculations containing narrow
gaps. The use of the BEM in domains with narrow regions requires certain treatment,
where the so-called narrow gap breakdown (or thin-shape breakdown) can lead to un-
wanted inaccuracies if integration is not treated correctly. The narrow gap breakdown
problem is for example discussed by Martinez [74]. It is caused by the singular nature
of the boundary element kernels. When boundaries are close in distance, the integra-
tion becomes nearly singular which makes regular gauss integration insufficient. To
overcome the narrow gap breakdown, narrow passages encountered in the BEM im-
plementation are treated with an adaptive recursive integration scheme [75] which is
capable of treating the nearly singular integrals and accurately model narrow gaps.
Additionally, the BEM is subject to inaccuracies in low frequency interior problems due
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to the absence of a quasi-static component [76, 77]. In certain viscothermal BEM prob-
lems, more specifically the condenser microphone simulations presented in Paper D,
the low frequency problem is known to exist. However, it is not observed in the other
test cases studied in this thesis.
3.5 Metamaterial (Paper A)
Paper A studies the influence of viscous and thermal losses on the acoustic metamate-
rial seen in Fig. 3.3. The particular metamaterial was originally presented and devel-
oped by Graciá-Salgado in Ref. [78]. Its design is based on unit cells containing both
scatterers and quarter-wave resonators arranged in a periodic pattern. In Ref. [78], isen-
tropic numerical and analytical experiments show that, at a certain frequency range, the
unit cells experience the so-called double negative behaviour (negative effective bulk
modulus and negative effective mass). As a consequence, it is possible to observe spe-
cial wave propagation phenomena such as tunnelling through narrow channels, control
of the radiation field, perfect transmission through sharp corners and power splitting.
However, measurements of the unit cells placed in a waveguide do not show the ex-
pected properties. It is mentioned by the authors in Ref. [78] that the discrepancies are
believed to be caused by viscous and thermal damping.
a) b)
PML
PML
Force excitation
Characteristic
impedance
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impedance
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velocity
Figure 3.3: The geometry of the metamaterial studied in Paper A. Here, a) is the FEM mesh
with corresponding boundary conditions and b) is the BEM mesh with corresponding boundary
conditions.
With the help of viscothermal FEM and BEM simulations, Paper A investiges the trans-
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mittance through the metamaterial. Fig. 3.3 shows the FEM and the BEM setup of the
metamaterial including boundary conditions. Good agreement between lossy transmis-
sion simulations and measurements are found, confirming the hypothesis that losses are
in fact preventing the metamaterial from working as intended.
3.6 Cloak based on scattering cancellation (Paper B)
Paper B investigates the effect of losses on an existing acoustic cloak presented by
García-Chocano in Ref. [79]. Acoustic cloaks are devices that can effectively hide an
object, so that sound waves in the neighbourhood of the object seem unaffected. In this
case, the object is a large cylinder subject to an incoming plane propagating wave. In
Ref. [79], a genetic optimization approach is used to locate 120 small cylinders around
the large cylinder in such a way that scattering is minimized. As a result, incident plane
waves near 3kHz are not disturbed by the object. In Ref. [79] some discrepancies be-
tween isentropic FEM simulations and measurements are observed; therefore, it has
been of interest to investigate how much viscous and thermal losses influence this type
of cloak.
Acoustic cloakIncident plane wave
Object
Figure 3.4: The geometry of the acoustic cloak studied in Paper B and the incident plane wave.
By proper distribution of 120 small cylinders the large cylindrical object is effectively hidden
and propagation of the plane wave appears unaffected.
The averaged visibility (a measure of how well the object is hidden) is used to validate
the performance of the cloak. In general, it is shown that losses have very little impact
on the average visibility, but some attenuating effects can be observed both due to the
cloak but also due to the finite hight of the waveguide in which the cloak is placed. It is
noted that discrepancies between simulations and measurements are mainly due to the
experimental setup, where it is difficult to achieve an ideal plane wave.
25 3.7. Contribution
3.7 Contribution
In Paper A, losses are proven to have a significant influence on the performance of the
metamaterial. The performance degradation ultimately leads to a metamaterial with-
out the desired properties. Apart from the investigation of losses, the metamaterial
has served as a benchmark case to validate the three-dimensional viscothermal BEM
implementation. The benchmark is challenging, and while there is good agreement
between simulations and measurements, it is far from an exact match, and deviations
between the FEM and BEM simulated transmittance are observed. However, it should
be noted that the FEM and the BEM simulations uses different boundary conditions,
which might lead to some of the observed differences.
On the contrary, Paper B shows that the performance of the cloak is not influenced
by losses. However, this is not too surprising since the cloak does not contain narrow
gaps and resonators.
The intention is that Paper A and Paper B can concribute to an increasing awareness of
acoustic viscothermal losses in novel acoustic devices and establish some basic guide-
lines for when losses cannot be neglected.
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Chapter 4
Improving the BEM implemen-
tation with losses
In the previous chapter, the BEM including viscothermal losses was presented, and
potential shortcomings of the current implementation were identified. In this chapter,
two new approaches are introduced which improve the previous implementation. In-
depth theoretical development and validation of the proposed improvements are found
in Paper C and Paper D. The focus of the papers is to find new solutions to the cou-
pling of the discretized viscothermal BEM equations, and avoid the problematic finite
difference coupling terms.
4.1 Tangential derivative BEM (Paper C)
Paper C presents a two-dimensional implementation of the viscothermal BEM, where
the finite difference derivative matrices, DT1 and DT2, are removed and replaced by
an additional set of tangential derivative boundary element equations used to estimate
the derivatives of pa, ph, and~vv. Tangential derivatives of these quantities are obtained
by taking the tangential derivative of Eq. (2.7) at the collocation point, which leads to
the boundary integral
C(P)
∂ p(P)
∂~t(P)
=
∫
Γ
∂ 2G(R)
∂~t(P)∂~n(Q)
p(Q)dΓ(Q)−
∫
Γ
∂G(R)
∂~t(P)
∂ p(Q)
∂~n(Q)
dΓ(Q) (4.1)
where~t is the tangential vector at the collocation point. Here,~t should not be confused
with time. The tangential vector and its location on the generator are sketched in Fig.
4.1. The tangential derivatives of the Greens functions are expressed as [80]
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Figure 4.1: A sketch of the tangential derivative collocation BEM used to estimate tangential
derivatives of boundary variables according to Eq. (4.1).
∂G(R)
∂~t(P)
=
ik
2k
K1(ikR)
∂R
∂~t
(4.2)
∂ 2G(R)
∂~t(P)∂~n(Q)
=
ik
2piR
(
K1(ikR)
(
~n ·~t)− (2K1(ikR)+ ikRK0(ikR)) ∂R∂~n ∂R∂~t
)
, (4.3)
if the domain is assumed to be two-dimensional. The second integral in Eq. (4.1)
is of the Cauchy principal value (CPV) type. Usually, CPV integrals require careful
treatment to be evaluated accurately. Yang [81], for example, proposes a substration-
addition technique for their evaluation. However, in Paper C the integrals are evaluated
using an adaptive integration scheme. Results show that this is a feasible procedure for
their evaluation, but more appropriate kernel regularization techniques might yield bet-
ter results. Based on Eq. (4.1), it is possible to establish a set of discretized equations
relating pa, ph and~vv to their corresponding tangential derivatives:
C
∂pa
∂~t
= Aa,tpa−Ba,t
∂pa
∂~n
(4.4)
C
∂ph
∂~t
= Ah,tph−Bh,t
∂ph
∂~n
(4.5)
C
∂vv,x
∂~t
= Av,tvv,x−Bv,t ∂vv,x∂~n (4.6)
C
∂vv,y
∂~t
= Av,tvv,y−Bv,t ∂vv,y∂~n (4.7)
where the subscript t denotes that the matrix is created by taking the tangential deriva-
tive of the integration kernel. Eqs. (4.4)-(4.7) can be used to fulfill the boundary
conditions and ensure null-divergence of the viscous velocity, e.i. ∇ ·~vv = 0.
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4.1.1 System of equations
The derivation and resulting system of equations in Paper C has many similarities to
the previous BEM formulation by Cutanda Henríquez. The system is derived through
Schur complement operations, and it only considers acoustic pressure and boundary
velocity variables as unknowns. A limitation of this type of formulation is that tem-
perature boundary conditions are not easily accessible. In other words, boundaries are
always assumed to be isothermal, which restricts the class of problems that the method
is directly capable of solving. On the other hand, it should be possible to develop other
configurations of the final system with access to the boundary temperature. Neverthe-
less, the system of equations as presented in Paper C is applicable to a broad range of
acoustic problems where boundaries are assumed to be isothermal.
The main difference from the previous implementation is the way the BEM itself is
used to estimate the tangential derivatives of pa, ph,~vv. As a result, the new implemen-
tation completely avoids finite difference tangential derivatives, but also excludes the
use of second-order tangential derivatives. It should be noted that the proposed imple-
mentation requires a full assembly of an additional set of matrices, making the method
less efficient.
4.1.2 Unique normal and tangential vectors
Eq. (4.1) requires that the tangential vector is uniquely defined at the collocation point,
meaning that the collocation point needs to be C1-continuous. As previously discussed
in Section 3.4.2, this requirement is not fulfilled with continuous Lagrange boundary
elements. To make the vectors at the collocation point unique, Paper C utilizes dis-
continuous boundary elements. Discontinous boundary elements are elements that are
not continuous at element interfaces, but allows for any order of continuity at the col-
location point (depending on the element order). Additionally, they are known to be
advantageous over continuous boundary elements [82]. More specifically, Paper C uses
quadratic discontinuous boundary elements with the shape functions defined as [83]
N1 =
1
2η2
ξ (ξ −η) (4.8)
N2 =
1
η2
(η−ξ )(η+ξ ) (4.9)
N3 =
1
2η2
ξ (ξ +η) . (4.10)
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In Eqs. (4.8)-(4.10), the local coordinate ξ is defined on a reference element with
[−1≤ ξ ≤ 1] and η = 1−α , where α is a variable that determines the location of the
nodes in the reference element. The use an equidistant distribution of nodes is sug-
gested in Ref. [83], meaning that α = 13 . Therefore, the equidistant distribution of
the nodes is adopted in Paper C. When using discontinuous elements, the geometry
is disctretized with regular quadratic continuous elements and only pa, ph and ~vv are
described through the discontinous shape functions.
Other examples exist of discretization methods that can achieve C1-continuity at the
collocation point, e.g cubic splines [84] or Overhauser elements [85, 86, 87]. How-
ever, such elements are cumbersome to implement in comparison to the discontinuous
elements.
4.1.3 Evaluation of the formulation
In Paper C, the new tangential derivative BEM (TD-BEM) implementation is validated
through two numerical test cases and compared with the previous finite difference im-
plementation (FDD-BEM).
The first test case is a convergence study using an analytical description of an infinite
oscillating cylinder in a viscous fluid as a reference [88]. In Fig. 4.2, the convergence
study found in Paper C of the infinite oscillating cylinder is reproduced. Convergence
is carried out at 25 Hz and 50 Hz.
The second test case studies wave propagation in a narrow slit. The narrow slit test case
contains boundary layers that tend to fill the setup, making it more challenging. It also
shows the robustness of the TD-BEM when the mesh is irregular. Here, viscothermal
COMSOL FLNS FEM simulations are used for comparison.
4.2 Shape function derivatives (Paper D)
Paper D suggests a different approach to remove of the finite difference matrices. First,
it should be noted that in this case the derivations are performed assuming three dimen-
sions, so the tangential derivative is expressed through two surface tangential vectors.
In Paper D, the tangential derivatives are estimated by using the shape functions di-
rectly. This is accomplished by a translation from the global (x,y,z) coordinate system
into a local node-related coordinate system described by the normal and tangential vec-
tors (n, t1, t2). In this way the tangential derivatives at specific nodes can be estimated
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Figure 4.2: Convergence plots at 25 and 50 Hz of the BEM formulations with losses for the case
of an infinite oscillating cylinder. Both pressure and normal viscous velocity error are plotted for
TD-BEM (solid) and FDD-BEM (dashed).
from the shape functions. Regular continuous elements are used in the implemen-
tation, meaning that the tangential derivatives, the normal vector and the tangential
vectors need to be calculated as an average at element interfaces. As a benefit, the
derivation only requires evaluation of the tangential derivative of the acoustic pressure
and the viscous velocity. The formulation is named the shape function derivative BEM
(SFD-BEM).
4.2.1 System of equations
As previously, the system of equations is derived by Schur complement operations,
but in this case the viscous velocity is included as a depended variable in the resulting
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system of equations. The final form is given by
S

pa
vv,x
vv,y
vv,z
=

vb,n
0
vb,t1
vb,t2
 (4.11)
where the matrix S is a combination of the acoustic, thermal and viscous matrices. In
Paper D, this system type is referred to as an expanded system. To isolate and study
the effect of the expanded system, an alternative expanded version of the FDD-BEM is
also investigated. It is denoted as the FDD2-BEM.
4.2.2 Evaluation of the formulation
In Paper D, the new formulation is evaluated through two test cases. In the first test
case, an analytical solution of an oscillating sphere [89, p. 435] is used to compare
the accuracy of SFD-BEM, FDD-BEM and FDD2-BEM. In the second test case, the
response of a condenser microphone is calculated and the three different formulations
are compared with existing measurements.
4.3 Contribution
In Paper C, the main contribution is the way that tangential derivative BEM is used to
avoid the finite difference coupling terms in the existing two-dimensional viscothermal
BEM. The paper also suggests the use of discontinuous boundary elements to remove
the unnecessary averaging of the normal and tangential vectors at element interfaces,
which is new for the viscothermal BEM but not for BEM in general. Through two
test cases, it is demonstrated that the new implementation facilitates improved stability
for irregular meshes and reduced errors at high mesh densities. However, convergence
studies also reveal that low mesh densities might lead to larger errors in the viscous ve-
locity computation. The low mesh density error and its impact on other computational
examples will require more elaborate studies over what is presented in Paper C.
With a different approach, Paper D removes the finite difference matrices from the
three-dimensional viscothermal BEM implementation, by utilising the shape functions
to estimate the tangential derivatives of the acoustic pressure and viscous velocity. In
comparison to the two-dimensional implementation, the calculation of the tangential
pressure and viscous velocity derivatives with finite difference in three dimensions is
very cumbersome. Paper D demonstrates that the shape function approach leads to
33 4.3. Contribution
a significantly more accurate and stable solution. However, the implementation still
relies on continuous Lagrange interpolated elements where the normal and tangential
vectors are averaged at element interfaces. Discontinuous elements are proposed as a
future improvement.
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Chapter 5
Acoustic shape optimization in-
cluding losses
Optimization relying on numerical methods has gained an increasing interest due to
the possibility of improving the design, the performance or to find new solutions to
problems in engineering. This has become achievable through the evolution of more
powerful computers and the possibility of combining numerical computations with op-
timization algorithms.
Optimization can be categorized by either parameter, shape or topology optimization.
Topology optimization in particular, has gained much attention during the last decade,
in part due to its ability to find completely new and surprising designs, but also be-
cause additive manufacturing processes have made the realization of such complicated
designs possible. However, from a viscothermal acoustic perspective, topology opti-
mization has some disadvantages. The discretization in the entire design domain needs
to resolve the boundary layers, thus making it very computationally demanding. As
an alternative, the focus of the presented work is showing the applicability of the vis-
cothermal BEM in combination with shape optimization, and use it to optimize vis-
cothermal acoustic problems.
We will now continue with an introduction to general optimization methods and shape
optimization. This is followed by a section summarizing Paper E. In Paper E, the vis-
cothermal BEM is combined with shape optimization to optimize the absorption of
an impedance termination. Additionally, some unpublished isentropic shape optimiza-
tion results are shown utilizing the previous presented acoustic cloaking device as an
example.
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5.1 Optimization problem
When performing optimization, an adequate measure of the performance of the spe-
cific problem is necessary. In optimization, such measure is usually called an objective
function. The objective function is used by the optimization algorithm to determine
how a specific design variable needs to change to improve the design. In general, the
way that a design change affects the objective function is described by the governing
equations. In optimization, these equations are denoted as the state equations. In an
acoustic context, the state equation would be the isentropic wave equation, or the FLNS
equations if losses are to be considered.
A constrained shape optimization problem can be expressed as
minimize:
v
φ(v)
subject to F(v) = 0
a(v)≤ 0
b(v) = 0
(5.1)
where φ(v) is the objective function, which depends on the design variables v. In
shape optimization, the vector v will determine the shape of the boundary and F(v) is
the state equation. Additionally, the optimization problem can be constrained by the
equality constraint b(v) and the inequality constraint a(v).
5.2 Gradient-based optimization
Paper E performs shape optimization relying on an iterative gradient-based optimiza-
tion approach. In gradient-based optimization, gradient information, and sometimes
the Hessian of the objective function, is used to search for minima of the objective func-
tion. Usually, gradient-based optimization will lead to some local minimum, mean-
ing that an optimal solution most often cannot be guaranteed. In most engineering
situations, local minima are considered sufficient for improving and developing new
designs. One of the simplest gradient-based optimization algorithms is the steep-
est decent. However, other more elaborate and efficient gradient-based optimization
algorithms exist such as the Method of Moving Asymptotes, Sequential Linear and
Quadratic Programming, Interior Point Methods and Quasi-Newton Methods. In the
following shape optimization examples, the Sequential Quadratic Programming (SQP)
method found in the MATLAB function fmincon is used [90]. For an introduction to
the aforementioned methods consult, e.g. Ref. [91].
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Besides gradient-based optimization, other optimization methods exist such as evolu-
tionary and genetic algorithms. For engineering purposes, they are usually considered
too inefficient, especially if the problem consists of a large amount of design vari-
ables [92]. Nevertheless, evolutionary and genetic algorithms have also been applied
to acoustic shape optimization problems [93, 94, 95, 96].
5.3 Shape optimization and parametrization
Shape optimization and its application in engineering can be found in a vast variety of
disciplines, ranging from fluid mechanics [97] to electromagnetics [98], as well as in
acoustics [99].
In shape optimization, the choice of boundary parametrization is important, since it will
restrict the possible shapes of the boundary and limit the design freedom. In Paper E,
cubic splines are used to represent the boundary shape. Cubic splines were chosen
because it is a simple way of achieving some boundary regularization. Additionally, it
also allows for the calculation of the boundary curvature, which is used as a constraint.
On the other hand, the boundary is not able to form sharp features like corners and
edges. Similarly, the boundary could also be represented with polynomials or other
types of splines. During this project, Bézier curves, for example, have also been tested
and used.
Another more direct approach is to manipulate the position of the nodes in the mesh
directly. This has some advantages in terms of the design freedom. However, it will
require some sort of boundary regularization relying on, e.g. filtering techniques. Reg-
ularization is necessary to avoid large numerical errors that can occur if the nodes are
distorted too much. Additionally, this approach will lead to more design variables com-
pared to a parametrization utilizing splines or polynomials.
A survey including the parametrization approaches presented here and other methods
are given in the work by Samareh [100].
5.4 Sensitivity analysis
Sensitivity analysis is the process of finding the gradients of the objective function with
respect to the design variables. In other words, it is a measure of how the objective
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function is influenced by a change in the boundary shape. The gradient information is
then used by the optimization algorithm to minimize or maximize the objective func-
tion. This means that the gradients should be calculated as efficiently and accurately as
possible to improve the overall optimization time. In the BEM, the sensitivity analysis
is usually carried out working on the continuous equations using direct differentiation
[101, 102, 103] or an adjoint method [104, 105, 106].
However, no existing literature contains examples of direct differentiation or adjoint
methods for the estimation of sensitivities in the case of the viscothermal BEM. Dur-
ing the last part of this PhD project, a considerable amount of work has been put into the
development of an adjoint method capable of calculating viscothermal BEM sensitives.
Unfortunately, due to time limitations, no completely developed and tested formulation
exists. Therefore, sensitivities in Paper E are obtained using the less efficient forward
finite difference scheme
∂φ
∂vi
=
φ(v+∆vi · ei)−φ(v)
∆vi
, (5.2)
where vi is a single design variable, ei is a unit vector for the i-th variable and ∆vi is
the step length. To achieve some additional optimization speed, the sensitivities are
calculated in parallel using the UseParallel option in fmincon.
5.5 Sparse assembly
Additional computational speed of the viscothermal BEM simulations is achieved by a
concept here called sparse assembly. The BEM matrices are by default fully populated
and dense. However, in the assembly of the viscous and thermal matrices, most of
the integrals do not contribute to the construction of the matrices. In fact, element
integration only contributes to the viscous and thermal matrices when the distance to
the collocation point is comparable with the boundary layer thickness. Therefore, as a
criterion in the assembly routine of the matrices, integration is only carried out when
the distance between the element and the collocation point is below twenty times the
boundary layer thickness. Fig. 5.1 depicts the concept of sparse assembly where δlim =
20δv is the threshold that determines if integration is to be carried out. Therefore,
integration is only performed if R< δlim or when the collocation point is on the element.
Sparse assembly makes the assembly of the viscous and thermal matrices about an
order of magnitude faster.
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Figure 5.1: An illustration of the sparse assembly approach used in Paper E. To improve the
assembly speed of the viscous and thermal matrices, integration is only carried out when R <
δlim. This avoids the calculation of integrals that do not contribute to the viscous and thermal
matrices.
5.6 Constraints
In the shape optimization technique developed in Paper E, the goal is to increase the de-
sign freedom and the realizable shapes. This is achieved by allowing the xy-coordinates
of the cubic spline control points to move freely. As a consequence, the boundaries can
overlap and create non-physical designs. Since non-physical designs are not desirable,
two sets of inequality constraints are used to only allow meaningful shapes. The first
constraint limits the allowed curvature at the control points. The curvature constraint
is defined by
κ (v)−κmax ≤ 0 (5.3)
with κ (v) being a vector containing the curvature at each control point and κmax being
the maximum allowed curvature. The boundary curvature constraint for a single control
point is depicted in Fig. 5.2a. Since the parametrization is based on cubic splines, the
curvature at the i-th control point is obtained by
κ j =
|x′(t)y′′(t)− y(t)′x(t)′′|
(x′(t)2+ y′(t)2)3/2
(5.4)
where x and y are the coordinates of the i-th control point as a function of the cubic
spline parameter t ∈ [0,1] and the primes denotes the derivative with respect to t.
The second inequality constraint is a combination of a distance and self-intersection
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Figure 5.2: Illustration of the two types of constraints used in Paper E. Figure a) illustrates
the curvature constraint where κ j is the curvature at the j-th control point. Geometrically the
curvature can be described from the red circle which is the best approximation of the curve at
the control point. The curvature is defined as the inverse of the circle radius r j. Figure b) shows
the distance constraint where D j is the distance between individual control points and β is a
parameter that is -1 if the boundary self-intersects and 1 otherwise.
constraint, defined as
Dmin−βD(v)≤ 0. (5.5)
In Eq. (5.5), the vector D(v) contains the distances between all the control points
and Dmin specifies the minimum distance allowed. Additionally, the parameter β is
equal to -1 if the boundary self-intersect and 1 if the design is meaningful and does
not contain any overlapping boundaries. Fig. 5.2b shows the case where the design is
non-physical and β = −1. Using the proposed constraints comes at a computational
cost and requires calculation of the curvature, the distance between control points and
the detection of boundary self-intersection at each iteration during optimization.
5.7 Shape optimization including losses (Paper E)
Paper E demonstrates the applicability of the viscothermal BEM in combination with
shape optimization and investigates how acoustic losses can impact shape optimiza-
tion. As an example, an impedance tube represented by a two-dimensional domain is
used as a test case. At the termination of the impedance tube, either four quarter-wave
or Helmholtz resonators are located. Fig. 5.3 depicts the initial parametrization of the
two resonator types using cubic splines to represent their shape. The resonators are de-
scribed symmetrically so only the upper boundary of a single resonator is parametrized.
The shape of the resonators is controlled by changing the location of the control points
illustrated by blue dots in Fig. 5.3. All resonators use the same parametrization, mean-
41 5.7. Shape optimization including losses (Paper E)
ing that the shape of the four resonators is the same. However, they are allowed to
individually scale 10% in length as an additional design variable.
a)
b)
Quarter-wave resonators
Helmholtz resonators
Control points
symmetry
Control points
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Tube termination
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Figure 5.3: The initial parametrization of the impedance tube termination. The two resonator
types used are a) quarter-wave resonators and b) Helmholtz resonators. At the left-hand side of a)
and b), the full design is shown. The parametrization of a single resonator is magnified, showing
the initial locations of the control points (blue dots) that determine the shape of the resonators.
The control points define the cubic spline interpolation.
5.7.1 Optimization problem
The objective of the optimization problem in Paper E is to maximize the absorbing
capabilities of the resonators by changing their shape. Thus, the objective function is
defined as the absorption coefficient of the resonators located at the impedance termi-
nation. The absorption coefficient is estimated in Paper E using the transfer function
method [107].
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Two different objective functions are defined to compare and investigate the effect of
losses. The first objective function is calculated using the viscothermal BEM and de-
noted φV T . The second objective function is called φLL and is obtained using lossless
BEM. Designs can hereby be optimized based on either a lossy or lossless assumption.
In general, the absorption coefficient will range from 0 to 1, corresponding to null or
maximum absorption, respectively.
5.7.2 Summery of shape optimization results
Several numerical optimization experiments are performed to evaluate the influence of
losses on the shape optimized quarter-wave and Helmholtz resonators. The optimiza-
tion results and different studies are summarized in the following:
• The first study is a comparison of the quarter-wave resonators optimized at a
single-frequency either with or without losses. The study includes an investiga-
tion of the absorption coefficient as a function of frequency for the optimized
designs. Here it is interesting to note that lossless optimization results in φLL
= 1, thus full absorption is achieved using a formulation without losses. The
reason for this is a peculiar phenomenon in the BEM called numerical damping.
Numerical damping acts as artificial losses, and is utilized by the optimizer to
obtain a design that seemingly fully absorbs the sound wave. The discussed here
designs are reproduced in Fig. 5.4. In the figure, it is observed that as soon as
losses are introduced, the performance of the lossless design is degraded.
• A second study performs multi-frequency optimization of the quarter-wave res-
onators with the objective function defined as the sum of the absorption coeffi-
cients at 3 frequencies. As a result, it is possible to broaden the frequency range
and still achieve high absorption.
• In a third study, shape optimization of the quarter-wave resonators is performed
assuming that losses can be described through a bulk loss. This method is often
employed in the literature [108]. Losses are introduced into the isentropic BEM
through a complex wave number defined as kB = kLL− iτs, with kLL being the
lossless wavenumber and τs being a variable that determines the amount of bulk
loss. Optimization experiments sweeping the value of τs show that it is difficult
to choose an appropriate value of τs that yields a design with high absorption.
• The last study is single-frequency optimization of the Helmholtz resonators with
and without losses. Here, it is found that the design of the Helmholtz resonators
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based on lossy optimization yields the best performance, and the absorption ca-
pabilities of the lossless optimized design is even worse when compared to the
initial design.
In all the numerical experiments presented in Paper E, it is found that for this particular
optimization problem, designs created including viscous and thermal losses yield the
best performance.
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Figure 5.4: Comparison (crosscheck) of the lossless and lossy optimized designs of the
impedance tube termination reproduced from Paper E. Here, φLL and φV T are the lossless and
lossy objective functions calculated for the two designs. The initial design consists of simple
quarter wave resonators controlled using a cubic spline representation of the boundary as de-
picted in Fig. 5.3a. The plotted field variable is the real part of the pressure in Pascal.
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5.8 Shape optimization of an acoustic cloak
In Paper B, an existing acoustic cloaking design was investigated with the conclusion
that losses are negligible. The particular cloak used 120 small cylinders to achieve
high performance in terms of a low averaged visibility. We will demonstrate here how
the shape optimization technique proposed in this chapter can also be utilized in op-
timizing devices like the acoustic cloak. Since losses are negligible, optimization is
carried out using isentropic BEM. In this case, 16 small cylinders are located around
the object. Four of the cylinders acts as reference cylinders parametrized using cubic
splines, and the remaining cylinders follow the shape of the reference cylinders sym-
metrically. By minimizing the total scattered pressure field surrounding the cloak, a
design is created with similar properties as the design consisting of 120 cylinders. Fig.
5.5 shows the initial design and the optimized design. The figure also includes field
pressure calculations showing how the optimized cloaking design reconstructs the field
into an undisturbed plane propagating wave.
x [m] x [m]
y[
m
]
y[
m
]
Initial design Optimized design
Figure 5.5: Shape optimization of an acoustic cloaking device. On the left, the initial design
consisting of 16 small cylinder parametrized using cubic splines. On the right, the optimized
cloak. The colormap in both plots represents the real part of the pressure.
To validate the performance of the shape optimized cloak, the average visibility is com-
pared with the existing cloak consisting of 120 cylinders. The average visibility for the
two designs is plotted in Fig. 5.6. It is shown that the shape optimized cloak achieves
almost the same performance as the existing cloak. However, the shape optimized
cloak achieves the desirable low visibility with much fewer scatters.
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Figure 5.6: A comparison of the two cloaking designs. On the left, the average visibility of
the two designs. The black curve is the visibility of the cloak from Ref [79] consisting of 120
cylinders and the red curve is the visibility of the shape optimized cloak. On the right, the two
cloak designs. The red coloured cloak is optimized using shape optimization and the design of
the black coloured cloak is taken from Ref. [79].
5.9 Contribution
Paper E is among the first publications to discuss how acoustic viscous and thermal
losses can affect optimization. Furthermore, the combination of viscothermal BEM and
shape optimization is new. This combination is attractive because viscothermal BEM
avoids domain meshes and can handle complex domains with overlapping boundary
layers. From a shape optimization perspective, the fact that domain meshes and bound-
ary layer meshes can be avoided makes the optimization implementation simple and it
is possible to circumvent, for example, re-meshing during optimization.
Several steps have been taken to improve the optimization time and hence the usability
of the proposed shape optimization technique. One approach is the sparse assembly
method that enhances the assembly speed of the viscous and thermal matrices another
is the implementation of the two-dimensional BEM assembly routine into compiled
C++/MEX , which has contributed with increased optimization speed.
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In Paper E, results show that viscous and thermal dissipation can have a significant
impact on the performance of the shape optimized resonators. However, the effect of
losses depends on the problem. In other cases, the extra effort of including losses might
not be necessary. As an example, viscothermal losses have very little influence on the
acoustic cloaking device and can be shape optimized with regular isentropic BEM as
in Section 5.8.
Chapter 6
Discussion and conclusions
The PhD thesis has treated three different subjects related to acoustic viscous and ther-
mal dissipation; namely, an investigation of the effect of acoustic losses on two novel
acoustic devices, improving an existing viscothermal BEM implementation and the
development of a shape optimization technique based on the viscothermal BEM.
Modelling of two novel acoustic devices
Including viscous and thermal dissipation into numerical acoustic simulations based on
the FLNS equations comes at a significant computational cost. Therefore, if possible,
it is desirable to simplify the problem using isentropic assumptions. In some cases,
this requires a profound understanding of the given problem to decide on the suitable
modelling strategy. As an example, Paper A presents a metamaterial developed un-
der the assumptions that the acoustic wave behaviour can be considered lossless. This
assumption leads to an analytically and numerically designed metamaterial that ex-
hibits double negative behaviour using the combined effect of periodically distributed
scatterers and quarter-wave resonators. Unfortunately, measurements in Ref. [78] and
lossy numerical FEM and BEM simulations in Paper A reveal that viscothermal losses
negatively impacts the performance of the metamaterial, making the initially proposed
design lose its double-negative band. A similar comparison is made in Paper B where
numerical experiments investigate the effect of losses on an acoustic cloaking device
based on scattering cancellation. In this type of device, it is found that losses can be
considered negligible, and the isentropic assumption is sufficient to give an accurate
estimate of the cloaking performance. The main difference between the two types of
devices is the fact that the metamaterial utilizes quarter-wave resonators to obtain the
desired effects. The quarter-wave resonators, and other resonators for that matter, will
in most cases contribute with a considerable amount of loss.
The metamaterial simulations has served as a good benchmark to show the capabili-
ties of the viscothermal BEM and its applicability to solve complicated large problems.
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While not used in this project, the SLNS FEM implementation is an alternative to
the FLNS FEM and could be used to more efficiently simulate the metamaterial in a
FEM framework. In situations where it is not directly apparent that losses can play
an important role, i.e. the geometry is far from having overlapping boundary layers,
computationally cheaper methods like the BLI models are very interesting, since they
would allow for a cheap estimation of how losses influence a given problem. Addi-
tionally, the BLI formulation should also be suitable for implementation into the BEM
framework used here.
Improving the viscothermal BEM
A potential shortcoming of the previous viscothermal BEM is the use of first and
second order finite difference coupling terms to estimate tangential derivatives of the
acoustic pressure. The use of finite difference is prone to some error and is cumber-
some to implement in three dimensions. This is addressed in Paper C and Paper D,
where two new coupling strategies are discussed which improve on the existing imple-
mentation by removing the use of finite difference.
The first approach is TD-BEM which uses the boundary element itself to estimate
the tangential derivatives by an additional set of two-dimensional tangential derivative
boundary element equations. As a result, only first order tangential derivative calcu-
lations are necessary. Moreover, the previous implementation relies on an averaging
of the normal and tangential vectors at the element interfaces. In the TD-BEM imple-
mentation, the averaging is avoided by using discontinuous elements where the normal
and tangential vectors are uniquely defined at the collocation points. The approach
is evaluated and compared with the previous implementation through two simple test
cases. The first test case is a convergence study using an analytical solution of an os-
cillating cylinder as a reference (Fig. 4.2). It is found that higher mesh densities seem
to favour the TD-BEM with slightly lower errors in the pressure and viscous velocity
calculation. On the other hand, the viscous velocity is found to have larger errors at
low mesh densities. It is not fully understood why this is the case, but it might be that
the estimation of the tangential derivatives of the rapid decaying viscous velocity using
boundary element itself requires a better mesh resolution. A plausible solution would
be to use a coarse pressure mesh and a more refined mesh describing the viscous ve-
locity. However, such implementation would come at an increased computational cost.
Nevertheless, it should be noted that the lowest mesh densities corresponds to very
coarse meshes, considered insufficient in general. The second test case is a narrow
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duct, which highlights some of the potential issues with the FDD-BEM and demon-
strates the strength of TD-BEM. It is shown that the FDD-BEM is very sensitive to
irregular element sizes which can lead to a larger error. The same instability issue
is not observed when using TD-BEM. Computationally, the TD-BEM has some dis-
advantages since the method requires an assembly of an additional set of tangential
derivative BEM matrices.
The second approach, SFD-BEM, directly uses the shape functions to estimate the
tangential derivatives. The result is an expanded system of equations where both the
acoustic pressure and viscous velocity becomes dependent variables. In Paper D, the
SFD-BEM concept is implemented into a three-dimensional formulation and tested
through two test cases: an oscillating sphere and a condenser microphone. It is shown
that the SFD-BEM is an improvement over the previous finite difference implementa-
tion with better stability and reduced errors. Notably is the calculation of the viscous
velocity which is significantly better. It should be noted, that the use of finite differ-
ence in three-dimensions is more problematic and prone to considerably larger errors
as compared to two dimensions. SFD-BEM, as presented in Paper D, relies on con-
tinuous elements which require averaging of both the normal and tangential vectors at
element interfaces, but also the tangential derivatives. However, the averaging can be
avoided by using the aforementioned discontinuous elements. Additionally, since the
approach relies on the shape functions to estimate the tangential derivatives, the tan-
gential derivative will always become one order lower than the element order. There-
fore, higher order elements are a requirement. In Paper D, isoparametric continuous
quadratic elements are used, meaning that the description of the tangential derivative
is linear. As a benefit over the TD-BEM, the SFD-BEM only requires assembly of
the acoustic, thermal and viscous matrices. In the BEM implementation, most of the
time is spent on the assembly of matrices, making the SFD-BEM faster as compared to
TD-BEM.
In this project, much effort is given towards solutions that match the boundary con-
ditions described in a local node-related coordinate system. In other words, the no-slip
condition is described in terms of its normal an tangential components using Eq (3.20)
and Eq. (3.21). During this project another possibility was considered but not imple-
mented due to time limitations: fulfilling the boundary conditions using a Cartesian
description of the no-slip condition, i.e. Eq. (3.19). As an example, the gradients of
pa and ph can be found by taking the Cartesian derivative of the Kirchoff-Helmholtz
integral. This approach would in theory avoid the necessary translation using the
Hadamard product. On the other hand, such method would require integration of hy-
persingular kernels. Another idea is to solve and fulfil the boundary conditions using
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some kind of iterative approach.
Acoustic shape optimization with losses
In Paper E, a two-dimensional shape optimization technique based on the SFD-BEM
that includes modelling of acoustic viscous and thermal dissipation is developed. The
technique is applied to maximize the absorption coefficient of quarter-wave and
Helmholtz resonators located at an impedance tube termination. A series of numer-
ical experiments investigate the role of losses when performing shape optimization.
For the particular test cases, it is found that losses play a significant role and near per-
fect absorption can only be obtained if losses are included.
During the development and testing of the shape optimization technique multiple test
cases have been studied which are not included in this thesis. The primary goal has
been to establish an awareness that losses can play an important role when perform-
ing optimization. The example chosen here, an impedance tube, is found to be a good
benchmark for lossy optimization since it isolates the effect of losses. In fact, opti-
mization can only be performed if the numerical model contains some loss, otherwise
the absorption coefficient will always be equal to zero. In isentropic BEM, intrin-
sic numerical damping contributes with losses and makes shape optimization of the
quarter-wave and Helmholtz resonators possible. It has been observed in some test
cases that numerical damping contributes to the optimization by creating meaningful
designs that sometimes are similar to what is obtained with the viscothermal BEM. A
similar situation is seen in the optimization of the quarter-wave resonators, where the
final lossless optimized design has some absorbing capabilities.
Another observation worth noting is that visothermal dissipation stabilizes the opti-
mization process, and lossy optimization usually requires less iterations.
6.1 Conclusions
The most important conclusions from the papers can be summarized as follows:
• It is numerically verified in Paper A that acoustic dissipation is the reason why
the metamaterial is not behaving as intended when measured.
• Paper B shows that losses have very little influence on the averaged visibility and
the acoustic cloaking device performance in general.
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• By utilizing either tangential derivative boundary element or the shape func-
tions it is found possible in Paper C and Paper D to avoid the use of the tangen-
tial derivative finite difference coupling terms used in the previous viscothermal
BEM implementations. The two new approaches demonstrate increased stability
and error reduction.
• Paper E sussesfully implements a two-dimensional gradient-based shape opti-
mization technique that is capable of including acoustic viscous and thermal
dissipation. The technique is demonstrated by maximizing the absorption co-
efficient of quarter-wave and Helmholtz resonators. Shape optimization results
confirm that accurate modelling of acoustic losses is necessary to obtain designs
with nearly perfect absorption.
6.2 Future research
It is intended that the shape optimization technique developed in this thesis can be used
to design and improve the performance of acoustic transducers and hearing aids, but
also be applied to create new metamaterial designs where the effect of losses is in-
cluded in the design process. The developed optimization technique seems promising;
however, the thesis has only considered two-dimensional simple academic problems.
Therefore, the extension into three dimensions is necessary to facilitate optimization
of real-world problems. Such an extension would require a more efficient sensitivity
analysis based on e.g. an adjoint method. Additionally, the work carried out here is
purely numerical, and experimental validation should be performed to verify the usabil-
ity of the proposed shape optimization technique. The realization of optimized designs
would require the inclusion of manufacturing constraints and robustness measures in
the optimization process. Another direction is to extend the shape optimization tech-
nique to account for the mechanical coupling which is important in, e.g. hearing aids.
As already briefly discussed, other directions for the viscothermal BEM implemen-
tation are possible, and methods to fulfil the boundary conditions differently or relying
on iterative methods could be subject for further research. Moreover, more direct stud-
ies comparing viscothermal FEM and BEM models are necessary to give a better idea
of the computational benefits of the BEM in large-scale computations. To do this on an
equal footing, implementation of the three dimensional viscothermal BEM into more
efficient languages like C++ or fortran is required.
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In recent years, boundary element method (BEM) and finite element method (FEM) implementa-
tions of acoustics in fluids with viscous and thermal losses have been developed. They are based on
the linearized Navier–Stokes equations with no flow. In this paper, such models with acoustic losses
are applied to an acoustic metamaterial. Metamaterials are structures formed by smaller, usually
periodic, units showing remarkable physical properties when observed as a whole. Acoustic losses
are relevant in metamaterials in the millimeter scale. In addition, their geometry is intricate and
challenging for numerical implementation. The results are compared with existing measurements.
Keywords: Boundary element method; acoustic metamaterials; viscous and thermal acoustic losses.
1. Introduction
Acoustic metamaterials are artiﬁcial periodic structures with unit cells containing features
such as resonators or scatterers.1 The macroscopic acoustic properties may show values that
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are outside the limits of what is achievable with regular materials in the sub-wavelength
range, leading to interesting applications. Acoustic metamaterials have been studied with
approximate analytical models and numerical methods, and measurements have been carried
out.2
Sound waves are subject to losses due to ﬂuid viscosity and heat exchange. Such losses
are particularly relevant in the vicinity of boundaries: On one hand, particle velocity must
match boundary velocity in its normal and tangential components (nonslip condition), cre-
ating a viscous boundary layer where viscous losses are relevant. On the other hand, the
boundary usually has a much higher thermal conductivity than the ﬂuid, thus reducing
the temperature variations associated with acoustic waves, generating losses in a thermal
boundary layer of a similar thickness, which for audible frequencies in air varies from a
fraction of a millimeter to a few micrometers. These viscous and thermal losses are usually
taken into account as an acoustic impedance of the boundary, and the sound ﬁeld can be
described by the lossless wave equation.3 However, when the dimensions of the domain or
some part of it are similar to the boundary layer thickness, it becomes necessary to take
losses in the domain into account. This is the case of small acoustic devices such as acoustic
transducers, couplers, hearing aids and small-scale acoustic metamaterials.
Recent research has led to new implementations of viscous and thermal losses in numer-
ical methods. The boundary element method (BEM) is the basis of a full implementation
with acoustic losses.4,5 It is based on the Kirchhoﬀ decomposition of the Navier–Stokes
equations, where the so-called viscous, thermal and acoustic modes are described with dif-
ferent equations and coupled at the boundaries.3,6,7 As in the lossless case, BEM meshes are
deﬁned on the boundaries, where the three modes are coupled through boundary conditions.
The BEM with losses has been implemented for research purposes with the objective of deal-
ing with particularly challenging and computationally demanding cases, such as condenser
microphones and the structure brought forward in this paper.8,9
The ﬁnite element method (FEM) can also be used to directly solve the no-ﬂow linearized
Navier–Stokes equations with no further hypotheses, and is suitable for any geometry.10–13
The FEM implementation with losses is available with some commercial FEM software
packages.14
Besides the full BEM and FEM with viscous and thermal losses, there are other imple-
mentations where some restricting assumptions are made.15,16 These alternative implemen-
tations are not investigated in this paper.
In a recent publication an acoustic metamaterial was studied using theoretical models,
complemented with experiments.17 However, poor agreement was found, and the authors
speculated that the possible cause was the fact that no losses were included in the theo-
retical models. In this paper, BEM and FEM models with viscous and thermal losses are
presented and employed for modeling the metamaterial. This particular problem has three
features, that makes it relevant as a test case: (i) it has implications that are relevant for
metamaterial research where acoustics losses are often neglected, (ii) it is a suitable problem
where implementations of losses need to handle an intricate geometry, and (iii) it is on the
limit of what is possible with numerical tools in terms of computational load. The present
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paper is motivated by issues (ii) and (iii). There are indeed in the literature some examples
of computationally heavy models and also containing intricacies.15,18 Acoustic metamate-
rials, however, must contain and are based on internal, often complex, periodic structures
where losses in individual units add up in the complete setup. They are a class of problems
where full numerical models with no geometrical restrictions such as the aforementioned
full BEM and FEM implementations with losses are the obvious choice.
In Sec. 2, the acoustic metamaterial and its desired properties are described, outlining
the relevant background of the investigation in Ref. 17. Section 3 contains descriptions of
the BEM and FEM models with losses employed. The results of the simulation with losses
are presented and compared with existing measurements in Sec. 4. The paper is summarized
in Sec. 5.
2. The Acoustic Metamaterial
An acoustic metamaterial is presented and studied in Ref. 17 using analytical and numer-
ical models that do not include losses. This material is formed by unit cells as shown in
Fig. 1, which are arranged in a periodic structure embedded between two horizontal planes
separated by the distance h. The unit cell contains a number of wells of depth L acting as
resonators. If the periodic structure is observed as a whole, there is a range of frequencies
where it shows the so-called double-negative behavior: negative eﬀective bulk modulus and
negative eﬀective mass. As a consequence, the lossless models predict that the metamate-
rial has extraordinary properties such as tunneling through narrow channels, control of the
radiation ﬁeld, perfect transmission through sharp corners and power splitting.
Fig. 1. Metamaterial single unit as described by Gracia´-Salgado et al. with the relevant dimensions. The
structure is embedded between two horizontal planes separated by distance h, leaving the lower part of
length L below the lower plane and forming wells that may act as resonant elements. Ra is the inner radius,
Rb is the outer radius and α is the angle that corresponds to a well (or between wells) sector. The units are
arranged regularly as a grid to form the metamaterial, as shown in the sketch to the left.
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Fig. 2. Picture of one of the two metamaterial samples that were fabricated and measured by Gracia´-Salgado
et al. labeled Sample A. This sample is modeled in this paper using FEM and BEM with losses.
Table 1. Geometrical parameters of the two metamaterial
samples used in experiments by Gracia´-Salgado et al. See
Fig. 1 for a graphical description.
Sample Ra Rb h L a α
(mm) (mm) (mm) (mm) (mm) (rad)
A 4.6 9.2 9 31.5 21 π/8
B 3.5 7 9 22.5 21 π/8
Two versions of the metamaterial were produced by 3D printing and used for measure-
ments by Gracia´-Salgado et al. The scattering units were distributed in a hexagonal lattice
with a lattice constant a of 21mm. The measurements in Ref. 17 were made by inserting the
fabricated section of the periodic structure into a rectangular duct and exposing it to a wave
propagating inside. In order to evaluate the transmittance, the sound pressure measured at
the end of the duct was compared with an equivalent reading in a rectangular duct with no
metamaterial. The duct is narrow enough to ensure a good approximation to a plane wave
with no high-order propagating modes in the bandwidth of interest (1–5 kHz). Two diﬀerent
samples of the metamaterial were fabricated with diﬀerent geometrical parameters, one of
them shown in Fig. 2. The dimensions are listed in Table 1. The samples are delimited by
hard walls that are smooth and rigid, creating reﬂections and resembling a structure that
extends inﬁnitely in the direction normal to the wave on the lattice plane.
The measurement results did not conﬁrm the expected double-negative behavior in any
of the two samples. In the following sections, these results will be compared to models with
losses. Only results for Sample A are presented in this paper.
3. Description of the Numerical Implementations
The two numerical implementations of acoustics with thermal and viscous losses are outlined
in the following. A short description of each of them is followed by model details of the
metamaterial test case.
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3.1. BEM with losses
The BEM implementation with losses is based on the Kirchhoﬀ decomposition of the Navier–
Stokes equations,6,7
(∆ + k2a)pa = 0, (1)
(∆ + k2h)ph = 0, (2)
(∆ + k2v)vv = 0, with ∆ · vv = 0, (3)
where the indexes (a, h, v) represent the so-called acoustic, thermal and viscous modes,
which can be treated independently in the acoustic domain and linked through the boundary
conditions. The total pressure is the sum p = pa+ph of the acoustic and thermal components
(there is no pressure associated with the viscous mode), while the velocity has contributions
from all three modes v = va + vh + vv. The wavenumbers ka, kh and kv are based on
the lossless wavenumber k and physical properties of the ﬂuid, such as the viscosity, bulk
viscosity and thermal conductivity coeﬃcients, air density, and speciﬁc heats. Equation (1)
is a wave equation, while Eqs. (2) and (3) are diﬀusion equations, given the large imaginary
part of kh and kv . Equation (3) is a vector equation and therefore it can be split into three
components, giving a total of ﬁve equations with ﬁve unknowns.
The implementation in BEM is made by discretizing Eqs. (1)–(3) independently and
combining them into a single matrix equation using the boundary conditions. The matrix
equation is solved for the acoustic pressure pa and subsequently other variables are obtained
on the boundary. From the boundary values, any domain ﬁeld point can be calculated.4,5 The
implementation is based on the research software OpenBEM, which solves the Helmholtz
wave equation using the direct collocation technique.19 Equations (1)–(3) are formally equiv-
alent to the Helmhotz wave equation.
In BEM, only the domain boundary is meshed, saving degrees of freedom as com-
pared with other numerical methods like the FEM. However, the BEM coeﬃcient matrices
are frequency dependent and fully populated, which may counterbalance the mesh reduc-
tion when compared with other methods. In the case of BEM with viscous and thermal
losses, three sets of coeﬃcient matrices are used, corresponding to the three modes: acous-
tic, thermal and viscous. The thermal and viscous coeﬃcient matrices are usually sparse
due to the short reach of such eﬀects, as compared with the overall dimensions of the
setup.
3.1.1. Description of the BEM metamaterial model
The boundary mesh, shown in Fig. 3, has been created using the Gmsh grid generator.20 The
metamaterial mesh has 6799 nodes and 13 606 elements. The BEM implementation, and the
OpenBEM software it is based on, are fully implemented in the Matlab programming lan-
guage and no external solvers or preconditioners are used. The calculation of the coeﬃcient
matrices needs about 1 h per frequency in a six-core 3.5GHz processor with 64GB of mem-
ory. The limiting factor is processor capacity, rather than memory. Solving the system takes
1750006-5
October 26, 2017 15:31 WSPC/S0218-396X 130-JCA 1750006
V. C. Henr´ıquez et al.
Fig. 3. Boundary mesh employed in the BEM model with losses. Upper, metamaterial sample; lower, empty
duct. Linear three-node triangular elements are used.
6mins per frequency. The size of the system to be solved is the same as the number of
degrees of freedom of the boundary mesh. The calculated frequencies are spaced by 100Hz
from 1 kHz to 5 kHz, giving 41 frequencies. The sparsity of the thermal and viscous coeﬃ-
cient matrices is believed to enable some speed increase of the calculation, but it has not
been directly exploited.
In parallel, an empty rectangular duct of the same dimensions has been calculated. The
purpose of the empty duct is acting as a reference for the calculation of the metamaterial
transmittance and reﬂectance. This reference could also be calculated analytically, but the
numerical version serves as a test for the calculation issues described in the following.
The duct where the metamaterial is inserted and the empty duct used as a reference are
assumed suﬃciently long so that no reﬂections are created on any of the two terminations,
emitting and receiving. In the FEM calculation described later, perfectly matched layers
are used for this purpose. In the BEM code, the emitter and receiving lids are given an
impedance of ρc instead, to make them anechoic to an incoming plane wave. One of the
terminations acts as a plane piston with a normal velocity of 1/ρcm/sec amplitude, so as
to normalize the resulting plane wave to an amplitude of one.
The boundary conditions are set so as the mesh nodes on the rim of the lids can represent
a sharp transition between the lid and the duct walls. This is done by splitting the columns
in the acoustic coeﬃcient matrix corresponding to the normal derivative of the pressure in
the acoustic mode.21
In order to compare with the measurements in Ref. 17, transmitted power at the receiving
end needs to be calculated. Pressure and particle velocity in the propagation direction (X-
coordinate, duct length direction) are calculated on 10 ﬁeld points situated on a plane that
is normal to the propagation direction, thus allowing an estimation of the acoustic intensity
and power. An equivalent calculation is made at the emitting side which is used to calculate
the reﬂectance of the metamaterial. Measurement results are not available for the latter
calculation, and it is not shown in this paper.
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3.2. FEM with losses
Corresponding FEM simulations were carried out using the commercial software COM-
SOL. To accurately capture the eﬀects of viscosity and thermal conduction for complex
geometries like the metamaterial, the full linearized Navier–Stokes description is necessary.
The equations solved are the momentum, continuity and energy equations,
iωρ0u = ∇ ·
(
−pI+ µ (∇u+∇uT )− (2
3
µ− µB
)
(∇ · u) I
)
+ F, (4)
iωρ + ρ0∇ · u = 0, (5)
iωρ0CpT = −∇ · (−k∇T ) + iωα0T0p, (6)
ρ = ρ0(βT p− α0T ). (7)
The acoustic variables are; particle velocity u, pressure p, temperature T . F is a volume
force acting on the ﬂuid. The parameters of air are expressed as: ρ0 the equilibrium density,
T0 the equilibrium temperature, µ the dynamic velocity, µB the bulk viscosity, Cp the heat
capacity at constant pressure, k thermal conductivity, α0 coeﬃcient of thermal expansion
and βT isothermal compressibility.
The above equation set is solved using the regular FEM approach, transforming the
equations into weak form. This results in a system of equations having pressure, particle
velocity and temperature as variables. Five degrees of freedom are introduced per node,
meaning that the system in general will be ﬁve times larger as compared to the lossless
counterpart for the same mesh.
3.2.1. Description of the FEM metamaterial model
The model geometry is shown in Fig. 4, highlighting the Perfectly Matched Layers (PML)
and the excitation. The models of the empty duct and the actual metamaterial are shown
together, but the two geometries are solved separately, so that more elements in the meta-
material computation can be employed. Excitation of the waveguides is done though a body
force with a small gap of air followed by a PML. This conﬁguration was chosen to ensure
full absorption at the inlet of waves reﬂected back from the metamaterial. Similarly, waves
emerging at the other end of the metamaterial section are absorbed in the model with
another PML.
In order to capture the eﬀects of viscosity and thermal conduction in FEM, the viscous
and thermal boundary layers need to be meshed with mesh densities that are much higher
than in the remaining domain regions. In complex models like the metamaterial sample
modeled in this paper, this will mean a substantial increase of the number of degrees of
freedom. The computer used for the FEM simulations has a six-core processor with 128GB
of memory. The presented results are computed with a memory load of approximately
100GB. Computation of the full frequency range is carried out with a 25Hz stepping,
taking approximately 21 h. The resulting system consists of 3.6million degrees of freedom,
solved with an iterative solver using direct preconditioners.22
1750006-7
October 26, 2017 15:31 WSPC/S0218-396X 130-JCA 1750006
V. C. Henr´ıquez et al.
Fig. 4. Geometry of the FEM model with losses, including the metamaterial sample and the reference
rectangular duct. The PML terminations and force excitations are marked in the drawings.
Due to the usually larger system size of the viscothermal FEM formulation, special
attention must be paid to the meshing of the domain, especially near wall regions where
viscosity and thermal conduction become important. Boundary layer meshes for the entire
geometry have been applied. Several conﬁgurations ranging from one to ﬁve element layers
within the viscothermal boundary layers have been studied. These diﬀerent computations
only show insigniﬁcant changes in the computational result, indicating that the calculations
can be limited to a very rough boundary layer mesh containing only one element within
the boundary layer, thus reducing the overall computational load. Nevertheless, the pre-
sented FEM results correspond to simulations with the highest possible mesh density near
boundaries.
4. Results
As previously mentioned, there are measurements available from Gracia´-Salgado et al. of
the transmittance (transmitted power/incident power) of the metamaterial. Figure 5 shows
these measurements together with the results from BEM and FEM with losses. The FEM
calculation with no losses (also from Ref. 17) is also shown. The lossless metamaterial
exhibits negative density and bulk modulus (double-negative behavior) within a narrow
band close to 2.5 kHz, which disappears when losses are present. This is an important
outcome that may have an impact in metamaterial design.
In this paper we are concerned however with the performance of the numerical methods.
The BEM and the FEM calculations with losses appear to be rather close to each other,
and away from the measurement results. Only at high frequencies this picture is less clear,
possibly a consequence of the BEM mesh density becoming insuﬃcient. Indeed all three
results with losses (BEM, FEM and measurements) are diﬃcult to obtain and subject to
errors, so no clear-cut conclusion can be drawn. In FEM, it has not been possible to increase
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signiﬁcantly the mesh at the boundary layers in order to study its eﬀect. In BEM, a mesh
with less nodes than the one employed in this paper showed similar results. Also in BEM,
a drastic increase in mesh density would also make the calculation unaﬀordable. However,
to some extent the FEM and BEM results validate each other.
Using the numerical calculations, it is possible to examine the behavior of the structure
in a detail that is not reachable to measurements. As an example, Fig. 6 shows the pressures
along the propagation direction on the boundary of the metamaterial within the double-
negative band, calculated using BEM. Note that the BEM predicts the double-negative
behavior at a frequency of around 2600Hz, and this value is used in Fig. 6. The FEM
calculation with no losses in Fig. 5 shows a double negative band at 2400–2500 Hz.
If the duct was plain and empty, the boundary conditions would produce a plane pro-
gressive wave of amplitude 1, which is marked in Fig. 6 as thin solid lines. The amplitudes
Fig. 5. Transmittance, obtained at the receiving end of the setup. Solid line, FEM model without losses;
dotted line, FEM model with losses; dash-dotted line, BEM model with losses; dashed line, measurements
by Gracia´-Salgado et al.
Fig. 6. Sound pressure at a given instant of time on the surface mesh, calculated with BEM. The abscissas
are the positions of the nodes in the propagation direction. The frequency is 2600Hz, which is within the
double-negative band predicted by BEM. Left, calculation with no losses; right, calculation with viscous and
thermal losses.
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in the resonator units are much larger, and in the simulation with no losses they combine
in such a way as to produce the extraordinary behavior described by Gracia´-Salgado et al.
The same ﬁgure shows the eﬀect of losses, which prevent wave propagation to the receiving
end and destroy the interplay between metamaterial units.
5. Conclusions
A metamaterial test case from the literature has been modeled using BEM and FEM
with losses. The simulations conﬁrm the conclusion from existing measurement results:
the double-negative behavior associated with the metamaterial’s extraordinary properties
is prevented by viscous and thermal losses. This conclusion applies in principle to this par-
ticular metamaterial, but may serve as a warning when estimating the behavior of similar
structures.
The test case is a challenging calculation both for BEM and FEM with losses. Numerical
transmittance results with losses using FEM and BEM are not far from each other, and both
predict less losses than the measurements. This can serve, to some extent, as a veriﬁcation
of the numerical implementations with losses. However, it should be kept in mind that
measurements are also challenging and subject to deviations. Further reﬁnement of the
numerical models would be necessary to obtain a better estimation, but this would lead to a
drastic increase of the computational burden, which is not bearable with the computers used
in this work. A possible way forward would be the creation of more eﬃcient implementations
of acoustic losses.
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One of the curves in Figure 5 of the published paper should be modified. It corresponds
to the transmittance measurement results. The results were obtained from a previous pub-
lication (reference [17] in the published paper), but the data was incorrectly squared.
Figure 1 below is a new version of Figure 5 in the original paper, where the measurement
curve has been plotted without squaring. The measurement plot is now closer to the trans-
mittance curves calculated using the Finite Element Method and the Boundary Element
Method with losses.
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Fig. 1. Transmittance, obtained at the receiving end of the setup. Solid line, FEM model without losses;
dotted line, FEM model with losses; dash-dotted line, BEM model with losses; dashed line, measurements
by Gracia´-Salgado et al..
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ABSTRACT
Recent research has shown that the performance of acoustic metamaterials can be greatly influ-
enced by the effects of viscous and thermal dissipation. In the worst case, an isentropic assumption
can lead to an undesired performance. To further investigate the impact of losses on novel acous-
tic devices, an already known acoustic cloak is validated numerically, including the viscous and
thermal dissipation effects. The specific cloaking device is realized using 120 small aluminium
cylinders distributed around a larger cylindrical object, in such a way, that plane waves incident
to the cloak will appear to be undisturbed, at the operational frequency of 3061 Hz. The initial
optimization procedure for determining the positions of the small cylinders assumes isentropic
conditions neglecting dissipative effects, meaning that the actual realization of the cloak might be-
have differently than intended. Through numerical simulations the acoustic cloak performance is
compared with and without dissipation, giving an estimate of the differences that can be expected
in similar cases. The results show that losses have very little impact on the key performance char-
acteristic, the averaged visibility.
1 INTRODUCTION
The effect of viscous and thermal acoustic losses is often neglected when developing, for example,
acoustic metamaterials or other type of acoustic devices, due to the assumption that viscous and
thermal boundary layers are much smaller compared to the geometry under consideration. This
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sometimes overlooked effect was recently discussed in several papers, showing that losses can play
a significant role for the behaviour of such devices, meaning that the usual isentropic assumption
might not be sufficient.[1–3] To further investigate the effect of losses, this paper validates the dis-
sipative impact on an already existing acoustic cloak found in a paper by Garcı´a-Chocano.[4] The
specific cloak was designed from an inverse design optimization procedure by distributing small
rigid cylinders around a larger cylindrical object a in way that effectively hides the larger cylinder
due to scattering cancellation. The general acoustic behaviour of the cylinders is described through
a 2D multiple scattering method assuming isentropic conditions and an incident plane wave.[5] The
final optimized cloak design consists of 120 small cylinders distributed around the object, with an
operational frequency of 3061 Hz. Similar cloaking designs based on scattering cancellation de-
veloped through topology optimization can be found in the literature of both acoustic and optical
cloaks.[6–8] In the paper by Garcı´a-Chocano the design is validated both experimentally and nu-
merically using a two-dimensional isentropic Finite Element Method (FEM) description of the
cloak. One of the findings is that the experimental cloaking performance deviates from the FEM
simulations assuming an incident plane wave to the cloak. This difference is partly improved by
fitting the actual, non-plane, shape of the experimental incident wave to the FEM calculations. But
even with this improvement, experimental and numerical results still seem to deviate outside the
operational frequency. In the experimental work an attenuation of the pressure amplitude of 15 %
as compared to simulations is also observed.
In the following, the cloak will be evaluated numerically using both FEM and Boundary Element
Method (BEM) including the effects of acoustic viscous and thermal losses, to give an estimate of
how the performance can be expected to change due to losses. Simulations will, for simplicity and
clarity, restrict themselves to incident plane waves, since this is also the initial design assumption.
Firstly, the cloak geometry and performance parameter, the averaged visibility, are introduced.
This is followed by sections on the numerical implementations including losses and simulation
results. Finally, conclusions are given on what to expect due to losses on this type of acoustic
device.
2 ACOUSTIC CLOAKING DEVICE
This section provides a brief introduction to the actual acoustic cloak under study here. For a more
comprehensive description, the reader is referred to the original paper by Garcı´a-Chocano.[4] The
final optimized distribution of the 120 cylinders is seen in Figure 1. Each of the small cylinders
has the same radius of 0.75 cm and the radius of the larger central cylindrical object is 11.25 cm.
The experiment was realized using aluminium cylinders placed in a two dimensional acoustic
wave guide with the dimensions 4.6×3.66×0.05 m3, ensuring that the chamber is well below the
cut-off frequency of plausible modes in the z axis. This experimental setup is expected to be equiv-
alent to simplified two-dimensional numerical simulations. While these two-dimensional type of
wave guide computations are simpler to conduct, they do lack the losses due to the upper and lower
walls of the wave guide. In order to examine this, the results section also contains simulations of
an empty duct including losses, investigating the effect of not including the upper and lower walls
of the wave guide.
2.1 Visibility
The main validation of the performance and impact due to losses will be done in terms of the so-
called averaged visibility, which is a measure of how well the cloak hides the larger cylinder. The
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averaged object visibility, γ, is defined as [4]
γ =
1
N
∑
j
|Pmax,j| − |Pmin,j|
|Pmax,j|+ |Pmin,j| (1)
with Pmax,j and Pmin,j being the maximum and minimum pressure amplitudes along the wave
front j in the measurement region shown in Figure 1, located behind the cloak. The measurement
region will contain around five wavelengths near the operational frequency.
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Figure 1: The acoustic cloak geometry as proposed in [4]. The cloak consists of 120 cylinders,
all with the same radius of 0.75 cm, distributed around a larger central cylindrical object with a
radius of 11.25 cm. Evaluation of the visibility, γ, is done by observing the acoustic pressure in
the measurement region as seen in the figure.
3 NUMERICAL METHODS INCLUDING VISCOUS AND THERMAL LOSSES
The two main mechanisms accounting for the loss of energy in an acoustic wave are viscous and
thermal effects. Fluid particles tend to stick to the surfaces (no-slip condition), forming the so-
called viscous boundary layer. The viscous boundary layer thickness is frequency dependent. For
the operational frequency of the cloak, the expected boundary layer thickness is approximately 38
µm. [9] A similarly sized thermal boundary layer will also form near boundaries, due to the much
higher heat capacity of the boundary material, essentially withholding an isothermal boundary
condition, forcing flux of heat between the boundary and the acoustic medium. To account for the
effects of both viscous and thermal losses in numerical acoustics simulations the full linearised
Navier-Stokes equations assuming no flow are utilized. Mainly two numerical acoustic methods
for the full linearised Navier-Stokes equations exist, namely the BEM and the FEM. Both methods
will be used in the following sections to account for losses.
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3.1 BEM with losses
The BEM implementation including losses relies on the Kirchoff decomposition of the Navier-
Stokes equations,
∆pa + k
2
apa = 0 (2)
∆ph + k
2
hph = 0 (3)
∆~vv + k
2
v~vv = 0, with ∇ · ~vv = 0 (4)
discretized individually using direct collocation BEM and coupled at the boundary through the no-
slip and isothermal boundary conditions. The subscripts a, h and v indicate the acoustic, thermal
and viscous modes, respectively. While Eq. (2) resembles an actual acoustic Helmholtz equation,
Eqs. (3) and (4) can rather be considered as diffusion equations. A full review of the method
and implementation aspects can be found in the work by Cutanda and co-workers [10, 11]. This
approach was further extended by the first author to include two dimensions using the research
software OpenBEM.[12, 13] The following BEM simulations apply a mesh using quadratic con-
tinuous Lagrange elements, having an element size well above the usual 6 elements per wave
length assumption. The resulting system of equations consists of approximately 6000 degrees of
freedom.
3.2 FEM with losses
The FEM implementation of the Navier-Stokes equations relies on a more direct approach. Apply-
ing FEM to the linearised conservation of mass, energy and momentum equations.[14, 15] Simula-
tions were carried out using the ”Thermoviscous” implementation in COMSOL MULTIPHYSICS R© .
The simulated geometry requires free field conditions, which is full-filled by using a surrounding
perfectly matched layer (PML) of the acoustical domain. Further, simulations are carried out using
a sufficient boundary layer mesh adapted to the expected layer thickness and having eight ele-
ments covering the surface’s perpendicular direction. The complete system solved for has around
4 million degrees of freedom.
4 SIMULATION RESULTS
In the following subsections, simulation results are presented of the acoustic cloak, and the influ-
ence of viscous and thermal losses is discussed. A direct comparison of the acoustic pressure at
the operational frequency of the cloak is introduced first, followed by a section on the main perfor-
mance characteristics of the cloak in terms of the average visibility. In the end, simulation results
are shown of an empty waveguide with a finite height, to give an estimate of the attenuation due to
the upper and lower walls of the wave guide used in the experiment.
4.1 Acoustic pressure field at the operational frequency
The real part of the acoustic pressure is shown in Figure 2 in the computational domain for both
the isentropic and lossy FEM solution of the cloak at the operational frequency, 3061 Hz. The
Figure also contains an absolute difference plot of the two field calculations showing that some
differences exist. Especially, the interior of the cloak seems to show the larger differences. The
measurement region presents smaller differences, having a periodic difference behaviour, perhaps
indicating some phase shifting of the resulting wave due to losses.
4.2 Visibility of the cloak
The averaged visibility with and without losses is seen in Figure 3. The black curve is the isen-
tropic solution for a FEM calculation, similar lossless BEM calculations have been conducted
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Figure 2: A comparison of the real part of the acoustic pressure for FEM simulations a) insentropic
caculation b) including viscous and thermal losses c) the absolute difference between the lossy and
isentropic real part of the pressure. The frequency is 3061 Hz
showing identical visibility, but for brevity only the FEM solution is plotted. The average visibil-
ity of the lossy FEM (green curve) and BEM (Red dots) simulations is also plotted, showing that
the FEM solution is deviating more from the isentropic solution compared to BEM calulations.
It is not fully understood why there is this difference between lossy FEM and BEM calculations.
The BEM calculations are very similar to the isentropic calculation. Due to the difference in the
simulation parameters, speed of sound and temperature conditions of the experimental data, all
simulated data is shifted 26 Hz to match the operational frequency of the measurements, 3061
Hz. For all the numerical results there is a large deviation in averaged visibility from the actual
measurements, which is also the case for the plane incident wave calculations in the original paper
by Garcı´a-Chocano. The reason for this is assumed to be the non-plane incident wave front of
the actual experiment. It should also be noted that comparing the original insentropic plane inci-
dent wave averaged visibility calculations found in the work by Garcı´a-Chocano, there is a slight
disagreement in the averaged visibility outside the operational frequency. It is unclear why this
difference exists, but an explanation could perhaps be the different simulation boundary conditions
or parameters employed. The averaged visibility results presented in Figure 3 do in general have a
slightly more broadband nature.
4.3 Empty waveguide
Since the simulations so far have shown that the losses seem to only have a minor impact on the
solution of the averaged visibility, it is interesting to investigate what amount of attenuation can
be expected from the finite height of the waveguide itself, since this effect is not included when
considering the cloak as a two-dimensional study case. Therefore, yet another FEM simulation
has been conducted representing an empty infinite slit in two dimensions, see Figure 4, containing
the height of the actual waveguide and using a perfectly matched layer to replicate an infinite
termination. In the numerical simulations, the duct is set with a pressure magnitude of 1 Pa at
the inlet. The acoustic pressure is then measured at the central part of duct, giving an average
estimate of what kind of attenuation is to be expected due to losses from the upper and lower
walls of the waveguide. The average attenuation for different waveguide heights is seen in Figure
5. In the experiment, the waveguide height is 5 cm, which simulations show corresponds to an
average attenuation of 2.5 % in the measurement region. As it is observed, the average attenuation
magnitude is sensitive to the chosen height of the waveguide, so care must be taken when designing
experiments of this type to avoid the influence from losses.
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Figure 3: Average visibility of the cloak, comparing the effect of lossy FEM simulations (green
dashed line ), lossy BEM simulations (big red dots) to an isentropic FEM calculation (black solid
line). The Figure also includes measurements (small blue dots) found in Ref. [4]
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Figure 4: Empty duct geometry, containing the positions of the inlet which is at the entrance of the
cloak and the measurement region in which visibility and average attenuation are calculated.
5 CONCLUSIONS
The effect of viscous and thermal losses on a acoustic cloaking design consisting of 120 small
cylinders has been investigated using numerical methods. From a direct comparison of the acoustic
domain pressure, losses seem to have some influence on the solution, as seen in Figure 2. But these
differences do not translate into any major change in the characteristics of the averaged visibility,
plotted in Figure 3. Simulations including the cloak design are performed on a two dimensional
domain not taking into account the dissipative effect of the actual waveguide walls. Through
a very simple study of the empty waveguide, Figure 5, the walls are expected to contribute with
approximately 2.5 % attenuation of the acoustic wave, in the region of the visibility measurements.
These simulations also show that the chosen height of the waveguide can have great influence on
the amount of attenuation. The pressure amplitude decreases about 5 - 7 % due to viscothermal
losses in the cylinders forming the cloak, while another 2.5 % is due to dissipation in the waveguide
itself. These values are smaller than the 15 % of losses reported in the work by Garcia-Chocano
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Figure 5: FEM simulations of the average attenuation in the measurement region of Figure 4, for
different waveguide heights: (blue dashed) 10 cm, (red dot dash) 5 cm, (yellow dotted) 2.5 cm and
(blue dashed) 1 cm.
[4]. So, it can be concluded that the additional losses measured in the experiment might be due to
the setup employed. Future studies could cover full three-dimensional simulations including the
wall effects, or the wall attenuation could simply be included in the incident wave to investigate its
impact on the averaged visibility.
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In recent years, the boundary element method has shown to be an interesting alternative to the ﬁnite
element method for modeling of viscous and thermal acoustic losses. Current implementations rely
on ﬁnite-diﬀerence tangential pressure derivatives for the coupling of the fundamental equations,
which can be a shortcoming of the method. This ﬁnite-diﬀerence coupling method is removed here
and replaced by an extra set of tangential derivative boundary element equations. Increased stability
and error reduction is demonstrated by numerical experiments.
Keywords: Boundary element method; viscous and thermal losses; acoustics.
1. Introduction
The isentropic acoustic wave equation is appropriate for modeling a vast variety of appli-
cations, but fails to give accurate solutions, especially if the acoustic domain is small and
contains narrow gaps. In such situations, the eﬀects of viscous and thermal dissipations
must be considered. Two numerical approaches can be used for modeling of viscous and
thermal acoustic dissipations, namely the ﬁnite element method (FEM) and the boundary
∗Corresponding author.
This is an Open Access article published by World Scientiﬁc Publishing Company. It is distributed under
the terms of the Creative Commons Attribution 4.0 (CC-BY) License. Further distribution of this work is
permitted, provided the original work is properly cited.
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element method (BEM). FEM implementations for arbitrary geometries rely on a direct
evaluation of the full linearized Navier–Stokes equations. This was initially proposed by
Bossart et al.,1 realized by Malinen et al.2 and later presented in diﬀerent variations by
Cheng et al.,3 Joly et al.4 and Kampinga et al.5 FEM can be computationally demanding,
since the loss mechanisms require proper meshing of the associated boundary layers. Fur-
ther, temperature and velocity are added as extra degrees of freedom. A numerically less
costly method was recently proposed by Kampinga named the sequential linearized Navier–
Stokes.6 It is realized by removing some contributions, deemed negligible after an order of
magnitude analysis and thus making it possible to separately solve uncoupled scalar viscous
and thermal ﬁelds. While being more cost-eﬃcient, it is an approximation and also requires
careful meshing of the viscous and thermal boundary layers.
As opposed to modeling viscous and thermal losses with FEM, BEM is an interesting
alternative, avoiding cumbersome meshing of boundary layers. Early BEM implementations
relied on the work by Bruneau et al.,7 turned into BEM by Dokumaci8,9 and Karra and Ben
Tahar.10 Their contributions were either having some restrictions or completely neglecting
viscosity. Later, Cutanda Henr´ıquez extended the ideas of Karra and Ben Tahar,10 relying
on the Kirchhoﬀ’s decomposition of the Navier–Stokes equations to include the eﬀects of
viscosity.11 This approach was further developed into more general axisymmetric and three-
dimensional formulations.12–14 While recent publications have shown the capabilities of this
method, tackling large complicated problems,15,16 the method might still have some short-
comings. Especially, the coupling of the Kirchhoﬀ’s decomposition equations is troublesome.
In the current formulation of Cutanda Henr´ıquez the coupling is handled through ﬁrst- and
second-order tangential derivatives evaluated with the use of ﬁnite diﬀerences. While this
approach works for a large range of problems, it may be problematic for interior problems
at low frequency, where the acoustic pressure is nearly uniform, potentially making ﬁnite
diﬀerences inaccurate. The low-frequency implications were discussed in a recent conference
paper by the authors, where a combined FEM and BEM approach was presented.17
In the following, a new two-dimensional BEM approach is developed avoiding the use
of ﬁrst- and second-order ﬁnite-diﬀerence schemes in the coupling of the fundamental equa-
tions. This is shown possible by using an extra set of BEM tangential derivative equations
for a more natural coupling of the equations. Finally, the new formulation will be evalu-
ated through two simple academic test cases comparing it to the original ﬁnite-diﬀerence
formulation.
2. Two-Dimensional Dissipative Boundary Element Formulation
Previous BEM implementations including the eﬀects of viscous and thermal dissipations
were based on the Kirchhoﬀ’s decomposition of the Navier–Stokes equations to achieve
a form suitable for BEM discretization. The same approach is adopted in the following
derivations. A large part of the present work relies on the formulation found in Ref. 12 and
this work uses the same notation. In Refs. 12 and 7, the parameters (τa, τh, φa, ka, kh and
kv) of the Kirchhoﬀ’s decomposition are discussed in more detail.
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2.1. Kirchhoﬀ ’s decomposition and boundary conditions
The ﬁnal form of the decomposed Navier–Stokes equations is given in Eqs. (1)–(3), resulting
in three equations of the Helmholtz form, where pa and ph are the so-called acoustic and
thermal pressures, respectively.18,19 Their sum p = pa + ph represents the total pressure.
The vector ~vn is the rotational part of the velocity, also known as viscous velocity. In
this paper, magnitudes written with an arrow vector on top are vectorial ﬁelds, while bold
letters indicate matrices. While pa resembles an actual acoustic pressure wave, the equations
containing ph and ~vv can be considered as heavily damped wave equations. ka, kh and kv
denote the acoustic, thermal and viscous wavenumbers, respectively:
∆pa + k
2
apa = 0, (1)
∆ph + k
2
hph = 0, (2)
∆~vv + k
2
v~vv = 0 with ∇ · ~vv = 0. (3)
Equations (1)–(3) are coupled at the boundary through boundary conditions. It is reason-
able to assume isothermal boundary conditions. The heat capacity is very much higher
at the boundary than in the ﬂuid that temperature variations at the boundary can be
neglected. An isothermal boundary condition can be expressed in terms of the acoustic
and thermal pressures and two frequency-dependent terms τa and τh relating the acous-
tic and thermal pressures to the temperature ﬂuctuations T . This results in a frequency-
dependent thermal boundary layer forming at the boundary, with a thickness ranging from
micrometers to millimeters in the audible frequency range. Isolating ph in the isothermal
boundary condition, Eq. (4), is discretized as,
T = τapa + τhph = 0, (4)
which will be used as the ﬁrst condition to couple the equations of Kirchhoﬀ’s decomposition.
A second boundary condition states that the ﬂuid will tend to stick to the boundaries (no-
slip condition). A viscous boundary layer will form, having similar thickness as the thermal
boundary layer. This boundary condition is expressed as
~vb = φa∇pa + φh∇ph + ~vv, (5)
where ~vb is the boundary velocity and φa and φh are constants depending on physical
parameters and frequency. For the further development, it is convenient to describe the
no-slip conditions in a local boundary coordinate system:
vb,n = φa
∂pa
∂n
+ φh
∂ph
∂n
+ vv,n, (6)
vb,t = φa
∂pa
∂t
+ φh
∂ph
∂t
+ vv,t, (7)
with the subscripts n and t denoting the normal and tangential components to the
boundary.
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2.2. Boundary element discretization
The boundary element implementation for regular isentropic acoustic problems starts with
the integral form of the harmonic Helmholtz equation:
C(P )p(P ) =
∫
Γ
∂G(R)
∂n(Q)
p(Q)dΓ(Q)−
∫
Γ
G(R)
∂p(Q)
∂n(Q)
dΓ(Q), (8)
where C(P ) is the integral-free term. The ﬁrst term on the right-hand side is the double-
layer potential and the second term is the single-layer potential. P is a calculation point, Q
is an integration point on the generator, R = |Q − P | is the distance between calculation
and integration points and G(R) is the fundamental solution in free space. An eiωt time
convention is assumed. It should be noted that inclusion of a source term is omitted for
simplicity, but could be added as an extra term. Meshing and collocation of the Helmholtz
integral equation in matrix form is given by
Cp = Hp−B∂p
∂n
, (9)
where C is a diagonal matrix containing the integral-free term, H and B are the discretized
double- and single-layer potential matrices, respectively, and p and ∂p∂n are vectors. A more
compact notation with A = H − C will be used in the following development. Since the
Kirchhoﬀ’s decomposition produces equations formally equivalent to the Helmholtz wave
equation, it is straightforward to apply BEM to Eqs. (1)–(3) using collocation and replacing
the isentropic wavenumber k with ka, kh and kv:
Aapa −Ba
∂pa
∂n
= 0, (10)
Ahph −Bh
∂ph
∂n
= 0, (11)
Avvv,x −Bv ∂vv,x
∂n
= 0, (12)
Avvv,y −Bv ∂vv,y
∂n
= 0, (13)
where Eq. (3) is split into its Cartesian components forming Eqs. (12) and (13). Note that
we here and in the following limit the formulation to two dimensions (x, y) for simplicity. In
two dimensions, the fundamental solution is given by G(R) = 12πK0(ikR) where Kj(ikR) is
the modiﬁed Bessel function of the second kind of order j. The argument of the fundamental
solution is the imaginary unit i and the wavenumber k can be either acoustic, thermal or
viscous.
2.3. Coupling of equations
The previous boundary element implementations with losses make use of ﬁnite diﬀerences
to couple the fundamental equation set. The new approach presented here utilizes the
boundary element itself to estimate tangential derivatives. Taking the tangential derivative
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of Eq. (8) with respect to the collocation point yields
C(P )
∂p(P )
∂t(P )
=
∫
Γ
∂2G(R)
∂t(P )∂n(Q)
p(Q)dΓ(Q)−
∫
Γ
∂G(R)
∂t(P )
∂p(Q)
∂n(Q)
dΓ(Q), (14)
thus allowing for the evaluation of the tangential derivative of the pressure on the collocation
points from boundary pressures p(Q) and their normal derivatives ∂p(Q)∂n . Equation (14) con-
tains second derivatives of the fundamental solution. A similar situation arises when dealing
with irregular frequencies for exterior problems using the Burton–Miller formulation, which
contains double normal derivative kernels that are said to be hypersingular and require spe-
cial treatment.20 However, the integrals arising from the tangential derivative equations are
Cauchy principal value (CPV) integrals. The kernel description can for example be found
in the work by Gallego and Mart´ınez-Castro.21 The viscothermal implementation presented
here relies on an adaptive integration scheme for the evaluation of near-singular integrals
arising in the case of narrow gaps,22 but also for the evaluation of the CPV integrals. Ini-
tial convergence studies have shown that this approach is feasible for the evaluation of the
tangential kernels.
A second set of discretized equations can now be formed containing the tangential deriva-
tive kernels:
C
∂pa
∂t
= Aa,tpa −Ba,t
∂pa
∂n
, (15)
C
∂ph
∂t
= Ah,tph −Bh,t
∂ph
∂n
, (16)
C
∂vv,x
∂t
= Av,tvv,x −Bv,t ∂vv,x
∂n
, (17)
C
∂vv,y
∂t
= Av,tvv,y −Bv,t ∂vv,y
∂n
. (18)
It is possible to describe the no-slip condition in terms of the discretized equations by
isolating ∂pa∂n ,
∂ph
∂n ,
∂pa
∂t and
∂ph
∂t in Eqs. (10), (11), (15) and (16), respectively. The boundary
condition equations, i.e. Eqs. (6) and (7), can then be described by
vb,n = φa(B
−1
a Aa)pa + φh(B
−1
h Ah)ph + vv,n, (19)
vb,t = φaC
−1(Aa,tpa −Ba,t((B−1a Aa)pa)) + φhC−1(Ah,tph −Bh,t((B−1h Ah)ph)) + vv,t.
(20)
Isolating ph in the isothermal boundary condition (4),
ph = −
τa
τh
pa, (21)
the thermal pressure can be eliminated from Eqs. (19) and (20). Finally, the boundary
conditions of the discretized equations can be stated as
vb,n = Enpa + vv,n, (22)
vb,t = Etpa + vv,t, (23)
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where
En = φa(B
−1
a Aa)− φh
τa
τh
(B−1h Ah), (24)
Et = φa[C
−1(Aa,t −Ba,t(B−1a Aa))]− φh
τa
τh
[C−1(Ah,t −Bh,t(B−1h Ah))]. (25)
2.4. Null-divergence of the viscous velocity
The viscous velocity forms a rotational vector ﬁeld, meaning that∇ ·~vv = 0 must be fulﬁlled.
This is ensured through the null-divergence in a normal and tangential coordinate system
(note that the tangential direction only has a single component in a 2D problem):
∂vv,n
∂n
+
∂vv,t
∂t
= 0, (26)
which will require a relation between local and global quantities on the boundary, achieved
in an all-geometry approach for the individual discrete nodes by
vv,n = nx ◦ vv,x + ny ◦ vv,y, (27)
vv,t = tx ◦ vv,x + ty ◦ vv,y, (28)
where ◦ is the element-wise Hadamard product (see Appendix A) and nx, ny, tx and ty are
the Cartesian components of the normal and tangential vectors at each node. The transform
of the viscous velocity back to the Cartesian coordinates is
vv,x = nx ◦ vv,n + tx ◦ vv,t, (29)
vv,y = ny ◦ vv,n + ty ◦ vv,t. (30)
The goal is now to establish an expression for each of the terms in Eq. (26) using the
discretized equations, containing only local normal and tangential components of the viscous
velocity. This requires taking the derivative of Eqs. (27) and (28) with respect to the normal
and tangential components, respectively. Doing so yields
∂vv,n
∂n
= nx ◦ ∂vv,x
∂n
+ nx ◦ ∂vv,y
∂n
, (31)
∂vv,t
∂t
= tx ◦ ∂vv,x
∂t
+ ty ◦ ∂vv,y
∂t
. (32)
By isolating
∂vv,x
∂n and
∂vv,y
∂n in Eqs. (12) and (13) and substituting into Eq. (31), we
obtain
∂vv,n
∂n
= nx ◦ (B−1v Avvv,x) + ny ◦ (B−1v Avvv,y). (33)
Using Eqs. (29) and (30) to describe the viscous velocity in terms of the normal and tan-
gential components, Eq. (33) becomes
∂vv,n
∂n
= nx ◦ (B−1v Av(nx ◦ vv,n + tx ◦ vv,t)) + ny ◦ (B−1v Av(ny ◦ vv,n + ty ◦ vv,t)). (34)
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Applying the properties of the Hadamard product for diagonal terms, the terms in Eq. (34)
can be rearranged so that
∂vv,n
∂n
= N1 ◦ (B−1v Av)vv,n +N2 ◦ (B−1v Av)vv,t, (35)
where
N1 = nxn
T
x + nyn
T
y , (36)
N2 = nxt
T
x + nyt
T
y . (37)
The result of Eq. (35) will be used later to ensure that the null-divergence condition is
fulﬁlled. Proceeding with the second term in Eq. (26), a connection between the discretized
equations and
∂vv,t
∂t is established. By isolating
∂vv,x
∂t and
∂vv,y
∂t in Eqs. (17) and (18) and
substituting the result into Eq. (28), an expression for the tangential derivative of the
tangential viscous velocity is found:
∂vv,t
∂t
= tx ◦
(
C−1
(
Av,tvv,x −Bv,t ∂vv,x
∂n
))
+ ty ◦
(
C−1
(
Av,tvv,y −Bv,t ∂vv,y
∂n
))
. (38)
The Cartesian viscous quantities can be transformed into the local form by combining
Eqs. (29), (30), (12) and (13) into
∂vv,t
∂t
= tx ◦ (C−1(Av,t(nx ◦ vv,n + tx ◦ vv,t)−Bv,t(B−1v Av)(nx ◦ vv,n + tx ◦ vv,t)))
+ ty ◦ (C−1(Av,t(ny ◦ vv,n + ty ◦ vv,t)−Bv,t(B−1v Av)(ny ◦ vv,n + ty ◦ vv,t))).
(39)
Rearranging the terms and using the Hadamard product properties, the following equation
is obtained:
∂vv,t
∂t
= N3 ◦ (C−1(Av,t −Bv,t(B−1v Av)))vv,n +N4 ◦ (C−1(Avt −Bvt(B−1v Av)))vv,t,
(40)
where
N3 = txn
T
x + tyn
T
y , (41)
N4 = txt
T
x + tyt
T
y . (42)
The result of the normal and tangential derivatives of the local viscous velocity components,
Eqs. (35) and (40), is substituted into the local form of the null-divergence, Eq. (26), forming
(N1 ◦V)vv,n + (N2 ◦V)vv,t + (N3 ◦T)vv,n + (N4 ◦T)vv,t = 0, (43)
where V and T are deﬁned as
V = B−1v Av, (44)
T = C−1(Av,t −Bv,tV). (45)
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The result of Eq. (43) will be used in the following to ensure that the viscous velocity has
null-divergence.
2.5. System of equations and boundary quantities
It is now possible to establish a system of equations containing boundary normal and tan-
gential velocities and the acoustic pressure. Isolating vv,n and vv,t in Eqs. (43) and (23),
respectively, and substituting them into Eq. (22) yields the ﬁnal system of equations:
[[(N1 ◦V) + (N3 ◦T)]En + [(N2 ◦V) + (N4 ◦T)]Et]pa
= [(N1 ◦V) + (N3 ◦T)]vb,n + [(N2 ◦V) + (N4 ◦T)]vb,t, (46)
which allows for applying boundary velocity conditions and solving for the nodal acoustic
pressures pa. The total pressure can be described as the sum of the acoustic and thermal
pressures, by assuming isothermal boundary conditions:
p = pa + ph = pa −
τa
τh
pa. (47)
The normal and tangential viscous velocities can be found by rearranging Eqs. (22) and (23),
so that
vv,n = Enpa − vb,n, (48)
vv,t = Etpa − vb,t. (49)
The evaluation of ﬁeld points can be done by following the approach in Ref. 12. The expres-
sion using the ﬁnite-diﬀerence approach originally developed by Cutanda Henr´ıquez, is
reproduced here for comparison:[
φaB
−1
a Aa − φhB−1h Ah
τa
τh
+
(
φa − τa
τh
φh
)
× (N1 ◦ (B−1v Av))−1
× (N2 ◦ (B−1v AvDT1) +DT2)
]
pa
= vb,n + [N1 ◦ (B−1v Av)]−1 × [N2 ◦ (B−1v Av) +DT1]vb,t, (50)
where DT1 and DT2 denote the ﬁrst and second tangential surface ﬁnite-diﬀerence matri-
ces, respectively. Equation (50) is developed by taking the tangential derivative of the
boundary condition, Eq. (7), whereas the new approach presented in this paper achieves
this goal through a set of tangential boundary element matrices, Eq. (38). As a consequence,
the use of ﬁnite diﬀerence but also the evaluation of second tangential pressure derivatives
are avoided.
3. Test Cases
Only few analytical solutions are available for testing of acoustic viscothermal implementa-
tions. In the ﬁrst example, the implementation will be compared with an analytical solution
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for an oscillating cylinder.23 This example considers only viscosity, but this is not an impor-
tant limitation since it is the implementation of viscosity that poses a challenge in BEM
with losses. Thermal losses are easily removed from the formulation by neglecting the terms
containing thermal quantities in En and Et. The second example is a narrow duct. This
example highlights a problematic behavior that might be present in the ﬁnite-diﬀerence
implementation for some cases.
3.1. Discretization
One requirement when dealing with the tangential derivative integration kernels is the need
for C1 continuity at the collocation points. This can be achieved by using discontinuous
elements. Discontinuous elements are also known to perform well for boundary element
implementations.24 In order to evaluate the eﬀect of the new tangential derivative formu-
lation on equal footing, the ﬁnite-diﬀerence formulation and the new formulation will use
the same boundary element matrices created using discontinuous quadratic elements. In the
second example, however, the ﬁnite-diﬀerence implementation uses the full approach found
in Ref. 12, with regular continuous quadratic Lagrangian elements.
3.2. Oscillating inﬁnite cylinder
The inﬁnite cylinder geometry is shown in Fig. 1. The radius R is set to 1m and the
amplitude of oscillation is 1m/s. A relative error measure will be deﬁned as,
p =
Nn∑
j=1
|pj − pj,ref |
|pj,ref | , (51)
with the index j denoting the individual nodal solutions, Nn is the total number of nodes and
pj,ref is the corresponding reference solution. Figure 2 shows the convergence of the pressure
Fig. 1. Geometry of the inﬁnite cylinder.
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Fig. 2. Convergence plots at 25Hz and 50Hz of the new and existing BEM formulations with losses for
the case of an inﬁnite oscillating cylinder. Both pressure and normal viscous velocity errors are plotted for
TD-BEM (solid) and FDD-BEM (dashed).
and the normal viscous velocity, comparing the new tangential derivative boundary element
method (TD-BEM) and the ﬁnite-diﬀerence derivative boundary element method (FDD-
BEM) implementations at 25Hz and 50Hz. These frequencies where chosen to avoid any
inﬂuence from irregular frequencies. Higher frequency solutions could be obtained by using
for example the combined Helmholtz integral equation formulation,25 but this is considered
beyond the scope of the paper. The normal viscous velocity is usually much smaller than the
corresponding tangential component and more diﬃcult to compute accurately. The error in
pressure is similar for the two implementations above approximately 100 degrees of freedom,
but higher mesh densities seem to favor TD-BEM. The convergence situation is slightly
diﬀerent in the case of the normal viscous velocity. In this case, TD-BEM experiences a larger
error for low degrees of freedom, as compared to FDD-BEM, but for higher mesh densities
TD-BEM is again a better choice. It is not fully understood why TD-BEM experiences a
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higher error at low mesh densities. A plausible explanation could be related to the use of
BEM to estimate the tangential derivatives of the viscous velocity, which might require
more elements to be captured appropriately.
3.3. Traveling wave in narrow duct
As a second test case, a traveling wave in a narrow duct is considered. Approximate analyt-
ical solutions for this case exist, that are applicable in the extreme case of very narrow or
wide tubes. To highlight a problematic behavior of FDD-BEM, the case of slightly overlap-
ping boundary layer is studied, therefore an FEM solution with a very ﬁne mesh is chosen
as a reference. The geometry is shown in Fig. 3. The left end of the duct is excited with a
normal boundary velocity with an amplitude of 1/(ρc), where ρ is the density and c is the
speed of sound for air. The other end of the duct is ﬁtted with an impedance of value ρc.
For isentropic acoustic problems this would resemble a fully absorbing boundary, but this
is not necessarily true when the duct is narrow and the boundary layers ﬁll up most of the
domain. The reference FEM solution is implemented in COMSOL Multiphysics with the
same boundary conditions and approximately 300,000 degrees of freedom, using an equally
spaced structured quadrilateral mesh. The boundary layers are covered with about 50 ele-
ments in the direction perpendicular to the boundary. To ensure similar conditions in the
Kirchhoﬀ’s decomposition and the COMSOL implementation, simulations were carried out
assuming an ideal gas and no ﬂow. The length of the duct, L, will be ﬁve times the viscous
boundary layer thickness, δv , which for air is 2.21/
√
f (mm),18 with f being the frequency
of the oscillation. The pressure magnitudes are plotted in Fig. 4 along the boundary in the
x-direction for three diﬀerent duct heights, h. The heights are half, equal and two times
the viscous boundary layer thickness. Simulations were carried out at 2 kHz, meaning that
the wavelength is much larger than the computational domain, resulting in a relatively uni-
form pressure. It is seen how FDD-BEM fails to give accurate solutions, especially when
the height is equal to the viscous boundary layer thickness. This result is invoked by using
slightly smaller elements on the top and bottom parts of the duct compared to the sides (30
elements on the top and bottom parts and ﬁve elements on the sides). To further investi-
gate this behavior, the worst case with h = δv is tested with diﬀerent numbers of elements.
The sides of the duct are ﬁxed to ﬁve elements on each boundary, and the top and bot-
tom boundaries keep the same element count, but with varying size. The error measure of
Fig. 3. Narrow duct geometry and boundary conditions.
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(a) (b) (c)
Fig. 4. Numerical solution at 2 kHz for narrow duct test case. The pressure magnitudes are plotted as a
function of the x-coordinate of the boundary for FDD-BEM (dashed), viscothermal FEM (dotted), isentropic
BEM (crosses) and TD-BEM (solid) simulations. The boundary element formulations use a mesh consisting
of ﬁve elements on the side and 30 elements on the top and bottom of the duct, while the reference FEM
result is calculated in the FEM software COMSOL Multiphysics using 300,000 degrees of freedom. The plots
correspond to (a) h = δv/2, (b) h = δv and (c) h = 2δv .
Fig. 5. Comparison of TD-BEM and FDD-BEM in terms of pressure errors in the narrow duct for diﬀerent
mesh conﬁgurations. Simulations are conducted at 2 kHz and the height of the duct is equal to the length
of one viscous boundary layer.
Eq. (51) is used, but with the FEM solution as a reference. The results are shown in Fig. 5,
where the total number of elements in the geometry is ranging from 30 to 90. Surprisingly,
FDD-BEM shows an initial low error but a rapid error increase followed by a low error at 60
elements, recovering the high error at higher element counts. In the 60-element geometry,
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all elements, including those on the lid, are of equal size. This means that FDD-FEM is
more likely to behave with low errors, for a controlled environment with elements of equal
size. This is also the case for the oscillating inﬁnite cylinder. It appears that FDD-BEM
might result in instability problems if the element sizes are dissimilar and the pressure is
nearly uniform, as seen in the example. On the other hand, the new TD-BEM shows a much
more stable error response to the change in element size.
4. Conclusions
A new approach to the numerical implementation of the coupling of the Kirchhoﬀ’s decom-
position describing the propagation of sound waves with viscous and thermal losses is shown
possible through development of an extra set of tangential boundary element equations. The
new formulation completely removes ﬁnite diﬀerences as a coupling method. This leads to an
improvement over the previous BEM implementation with losses. The method is compared
to an earlier implementation through a simple convergence study of an inﬁnite cylinder,
showing that for higher element counts the new method can be expected to give slightly
lower errors. Coarser meshes might lead to a larger error in the viscous velocity computation.
In the second example, a narrow duct, the original ﬁnite-diﬀerence implementation presents
some instability issues, leading to an unwanted behavior when element sizes are diﬀerent.
On the other hand, the presented new approach shows a much more stable error behavior.
There exists a hope that the new coupling concept can be extended to three dimensions,
where the use of tangential ﬁnite-diﬀerence derivatives is more cumbersome.
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Appendix A. The Hadamard Product
The Hadamard product (deﬁned by ◦) is used extensively in the paper. This Appendix
brieﬂy discusses its deﬁnition and properties for diagonal matrices. The Hadamard product
is deﬁned as the entry-wise product of two equally sized matrices. If A and B are two m×n
matrices, the Hadamard product is given by
[A ◦B]i,j = [A]i,j[B]i,j, (A.1)
where i and j are the row and column indices, respectively. If D and E are diagonal matrices,
having sizes m × m and n × n, respectively, then one of the properties of the Hadamard
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product is26
D(A ◦B)E = (DAE) ◦B = (DA) ◦ (BE), (A.2)
from which it can be deduced that
D1FD2 = (d1d
T
2 ) ◦ F, (A.3)
where D1 and D2 are diagonal matrices of size m×m and F is a matrix of the same size.
In Eq. (A.3), d1 and d2 are m-sized column vectors, created from the diagonals of D1 and
D2, respectively. The relation (A.3) is used several times in the paper.
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Sound waves in ﬂuids are subject to viscous and thermal losses, which are particularly relevant in the
so-called viscous and thermal boundary layers at the boundaries, with thicknesses in the micrometer
range at audible frequencies. Small devices such as acoustic transducers or hearing aids must then
be modeled with numerical methods that include losses. In recent years, versions of both the Finite
Element Method (FEM) and the Boundary Element Method (BEM) including viscous and thermal
losses have been developed. This paper deals with an improved formulation in three dimensions
of the BEM with losses which avoids the calculation of tangential derivatives on the surface by
ﬁnite diﬀerences used in a previous BEM implementation. Instead, the tangential derivatives are
obtained from the element shape functions. The improved implementation is demonstrated using
an oscillating sphere, where an analytical solution exists, and a condenser microphone as test cases.
Keywords: Boundary element method; viscous and thermal acoustic losses.
1. Introduction
The eﬀect of viscous and thermal losses in sound waves has been described long ago and
is part of the general theory of physical acoustics.1–3 In free-ﬁeld propagation in the audio
range, such eﬀects are only important over long distances such as in large auditoria, or
outdoor sound propagation. However, they become very relevant at very close distance to
the domain boundaries because (i) air molecules cannot slide over the boundary so that
particle velocity must match boundary velocity in the normal and tangential directions,
and (ii) boundaries usually have such higher thermal conductivity than the ﬂuid, that
temperature variation is negligible at the boundary. The viscous and thermal boundary
layers are generated by these eﬀects, and are usually accounted for as boundary acous-
tic impedance. In the case of small setups with dimensions comparable to the boundary
layer thicknesses, which vary from a fraction of a millimeter to a few micrometers, such
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approximation is not possible, and some other analytical or numerical model is necessary.
Devices of this kind are acoustic transducers, couplers, hearing aids and small-scale acoustic
metamaterials.4–6
For intricate and highly coupled devices, approximate solutions taking limiting hypoth-
esis may not be suﬃcient for appropriate modeling. They must be tested or even replaced
by full numerical models of the sound ﬁeld with viscous and thermal losses. On the one
hand, the Finite Element Method (FEM) can be employed for solving the no-ﬂow linearized
Navier–Stokes equations with no further hypotheses.7–10 The FEM implementation with
losses is included in some commercial FEM software packages.11
On the other hand, an equally full implementation with losses uses the Boundary Ele-
ment Method (BEM).12,13 The BEM is applied to the so-called viscous, thermal and acous-
tic modes resulting from the Kirchhoﬀ decomposition of the Navier–Stokes equations.2,3,14
These three modes are coupled at the boundary with extended boundary conditions. The
particle velocity boundary condition in the existing BEM with losses includes ﬁrst and sec-
ond tangential derivatives of the pressure at the boundary, which use ﬁnite diﬀerences and,
as will be shown in this paper, can trigger numerical errors. The tangential derivative scheme
is particularly cumbersome in the three-dimensional BEM implementation with losses.13
It is therefore desirable that the BEM with losses can be reformulated in a way that
avoids ﬁnite diﬀerence intermediate calculations. One possibility is based on setting the
tangential derivative as an initial variable to be solved for and reformulating the integral
equations.15 In this paper, another alternative is presented, which preserves the integral
equations but replaces the ﬁnite diﬀerences by derivatives of the element shape functions.
The modiﬁed implementation is developed for three-dimensional domains and two examples
are used to test its performance.
After this introduction, Sec. 2 outlines the theoretical foundation on which the existing
BEM for acoustics with viscous and thermal losses is based. Section 3 explains the new
method for imposing the particle velocity boundary conditions. As a veriﬁcation, Sec. 4
presents an oscillating sphere test case where the new formulation is compared with the
previous three-dimensional BEM implementation with losses and an analytical solution.
Section 5 examines the performance of the new and existing formulations with a model of a
condenser microphone. A discussion section comments the results of the tests, followed by
a ﬁnal section with conclusions and future work.
2. BEM Formulation with Losses
The previously published three-dimensional BEM implementation with losses is described
in detail in Ref. 13. In this section, a short account of it is given with special focus on the
issues that motivate this paper. The physical framework is characterized by:
(∆ + k2a)pa = 0, (1)
(∆ + k2h)ph = 0, (2)
(∆ + k2v)~vv = ~0 with ∇ · ~vv = 0. (3)
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Equations (1)–(3) represent the three modes of the Kirchhoﬀ decomposition of the
Navier–Stokes equations on which the BEM implementation is based.2,14 Harmonic time
dependence eiωt is omitted. The indexes (a, h, v) indicate the so-called acoustic, thermal
and viscous modes, respectively, which can be treated independently in the acoustic domain
and linked through the boundary conditions. The total pressure can be obtained as the
sum p = pa + ph of the acoustic and thermal components (there is not a viscous pv), while
the particle velocity has contributions from the three modes as ~v = ~va + ~vh + ~vv. In this
paper, magnitudes written with an arrow vector on top are vectorial ﬁelds, while bold let-
ters indicate matrices. The three wavenumbers ka, kh and kv are function of the lossless
wavenumber k and the physical properties of the ﬂuid: viscosity, bulk viscosity and thermal
conductivity coeﬃcients, air density, and speciﬁc heats.14 Equation (1) is a wave equation,
while Eqs. (2) and (3) are diﬀusion equations. There are ﬁve equations and ﬁve unknowns
because the viscous velocity ~vv is a three-component vector and therefore Eq. (3) is split
into three components. The boundary conditions are:
T = Ta + Th = τapa + τhph = 0, (4)
~vboundary = ~va + ~vh + ~vv = φa∇pa + φh∇ph + ~vv. (5)
Equation (4) states that the temperature T , the sum of its acoustic and thermal compo-
nents Ta and Th, remains constant at the boundary, leading to a condition that links the ther-
mal and acoustic pressures pa and ph. Equation (5) ensures that the total particle velocity,
expressed as the sum of acoustic, thermal and viscous contributions, matches the boundary
velocity in any direction. The parameters τa, τh, φa and φh depend, like the wavenumbers in
Eqs. (1)–(3), on physical constants and the frequency. The velocity equation (5) is a vector
equation, which can be split for convenience into normal and tangential components:
~vboundary,n = φa
∂pa
∂n
+ φh
∂ph
∂n
+ ~vv,n, (6)
~vboundary,t = φa∇tpa + φh∇tph + ~vv,t. (7)
Note that Eqs. (1)–(3) are of the same form as the lossless harmonic Helmholtz equation.
The BEM implementation with losses starts by discretizing these three equations indepen-
dently, using the same procedure as in the lossless BEM, that is, converting the Helmholtz
equation into its integral form16,17
C(P )p(P ) =
∫
S
[
∂G(Q)
∂n
p(Q)− ∂p(Q)
∂n
G(Q)
]
dS + pI(P ), (8)
where p is the sound pressure, G is the Green’s function and P and Q are points in the
domain and on the surface, respectively. C(P ) is a geometrical constant and pI(P ) is the
incident pressure, if present. The boundary is then divided into surface elements and Eq. (8)
is discretized as
Ap−B∂p
∂n
+ pI = 0. (9)
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Equation (9) is deﬁned over the boundary. Given a set of boundary conditions, it can
be solved for obtaining the boundary pressure and normal particle velocity. The acoustic
magnitudes in the domain are obtained from the surface solution by re-applying the dis-
cretized Helmholtz Integral Equation.
The harmonic Eqs. (1)–(3) of the Kirchhoﬀ decomposition can be discretized as
Aapa −Ba ∂pa
∂n
+ pI = 0, (10)
Ahph −Bh ∂ph
∂n
= 0, (11)
Av~vv −Bv ∂~vv
∂n
= ~0 with ∇ · ~vv = 0. (12)
The development in Ref. 13 makes use of coordinate transformations between the node-
based local reference system (normal and tangential vectors n, t1 and t2) and the global
Cartesian reference (x, y, z) to combine Eqs. (10)–(12). The coupling conditions in Eqs. (4)
and (5) and the null divergence of the viscous velocity in Eq. (12) are employed. The
resulting system of equations for obtaining the acoustic component of the pressure on the
boundary is[
φaB
−1
a Aa − φhB−1h Ah
τa
τh
+ [N11 ◦ (B−1v Av)]−1
(
φa − τa
τh
φh
)
×
(
[N12 ◦ (B−1v Av)]
∂
∂t1
+ [N13 ◦ (B−1v Av)]
∂
∂t2
+ ∆t
)]
pa
= ~vboundary,n + [N11 ◦ (B−1v Av)]−1
[[
N12 ◦ (B−1v Av)
]
+
∂
∂t1
]
~vboundary,t1
+ [N11 ◦ (B−1v Av)]−1
[
[N13 ◦ (B−1v Av)] +
∂
∂t2
]
~vboundary,t2 − φaB−1a pI . (13)
The “◦” operator in Eq. (13) is the Hadamard matrix product and the constant matrices
N11, N12 and N13 are obtained as
N11 = nxn
T
x + nyn
T
y + nzn
T
z ,
N12 = nxt
T
1,x + nyt
T
1,y + nzt
T
1,z,
N13 = nxt
T
2,x + nyt
T
2,y + nzt
T
2,z,
(14)
where the right-hand sides contain products of the (x, y, z) components of the node-based
normal and tangential vectors n, t1 and t2.
Equation (13) relates the prescribed normal and tangential velocities on the boundary
(~vboundary,n, ~vboundary,t1 and ~vboundary,t2) and the incident pressure p
I with the boundary
pressures associated with the acoustic mode pa. After solving this system, it is possible to
derive the remaining magnitudes on the boundary (ph, ~vv), and on the domain, as described
in Ref. 13.
1850039-4
September 17, 2018 10:20 WSPC/S2591-7285 130-JTCA 1850039
Shape-Function Derivative BEM with Losses
The ∂∂t1 ,
∂
∂t2
and ∆t operators in Eq. (13) are tangential derivatives and tangential
laplacian, respectively. They are implemented in Ref. 13 as matrices with a ﬁnite diﬀerence
scheme based on Voronoi cells over nonregular meshes.18,19 This method implies that the
ﬁnite diﬀerence step size is equivalent to the element dimensions of the boundary mesh. The
implementation described in this section will be termed Finite Diﬀerence Derivative BEM
(FDD-BEM).
3. BEM Implementation with Losses Using Shape Function Derivatives
It has been found that the ﬁnite diﬀerence scheme just described in the previous section
can be detrimental for the performance of the BEM with viscous and thermal losses, as will
be shown in the test case calculations further in this paper. In this section, we propose a
modiﬁed implementation that does not include ﬁnite diﬀerences. It is based on the same set
of equations and coupling conditions in the previous section, but in this case, the tangential
derivatives are adapted from the analytical derivatives of the element shape functions.
In this paper, a direct collocation implementation of the BEM is used.20 The boundary
surface is meshed with isoparametric quadratic triangular elements. Other elements could be
used, providing they are second-order (quadratic) or higher. This ensures that the tangential
derivative approximation is at least ﬁrst-order (linear).
By using the chain rule derivation, the derivatives of the shape functions with respect to
the local element coordinates can be converted into derivatives with respect to the global
coordinates as21 
∂Ni
∂x
∂Ni
∂y
∂Ni
∂z

=

∂x
∂ξ1
∂y
∂ξ1
∂z
∂ξ1
∂x
∂ξ2
∂y
∂ξ2
∂z
∂ξ2
∂x
∂ξ3
∂y
∂ξ3
∂z
∂ξ3

−1
∂Ni
∂ξ1
∂Ni
∂ξ2
∂Ni
∂ξ3

, (15)
where the inverted matrix in the right-hand side is the Jacobian and Ni is a shape function.
The derivatives (∂Ni∂ξ1 ,
∂Ni
∂ξ2
, ∂Ni∂ξ3 ) are obtained analytically. Equation (15) is written for three-
dimensional elements, but it is possible to rewrite it for surface elements in three-dimensional
domains. Surface elements have only two independent local coordinates (ξ1, ξ2), so the last
row of the Jacobian matrix is obtained as the vector product of the ﬁrst two rows.22 In
our case, the tangential derivatives ( ∂∂t1 ,
∂
∂t2
) at the nodal positions are needed. The global
(x, y, z) coordinate system is therefore replaced by the node-related local coordinate system
(n, t1, t2) using a linear coordinate change. This procedure is repeated for all shape functions
on every node. We calculate the two tangential derivatives of the viscous velocity vector as
∂vv,x
∂t1
=
∑
i
(
∂Ni
∂t1
vv,x,i
)
,
∂vv,y
∂t1
=
∑
i
(
∂Ni
∂t1
vv,y,i
)
,
∂vv,z
∂t1
=
∑
i
(
∂Ni
∂t1
vv,z,i
)
,
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∂vv,x
∂t2
=
∑
i
(
∂Ni
∂t2
vv,x,i
)
,
∂vv,y
∂t2
=
∑
i
(
∂Ni
∂t2
vv,y,i
)
,
∂vv,z
∂t2
=
∑
i
(
∂Ni
∂t2
vv,z,i
)
,
(16)
where vv,x, vv,y and vv,z are the Cartesian components of the viscous velocity vector. Their
tangential derivatives are expressed as a function of the nodal values vv,x,i, vv,y,i and vv,z,i.
Note that if the elements are continuous, nodes can be shared by several elements. In this
case, the contributions to the tangential derivatives from all elements the node belongs to
are averaged. The tangential derivatives of the acoustic pressure are obtained in the same
way,
∂pa
∂t1
=
∑
i
(
∂Ni
∂t1
pa,i
)
,
∂pa
∂t2
=
∑
i
(
∂Ni
∂t2
pa,i
)
. (17)
The viscous velocity is a rotational vector ﬁeld; its divergence is zero (
∂vv,n
∂n +
∂vv,t1
∂t1
+
∂vv,t2
∂t2
= 0). The three terms of this divergence can be expressed as
∂vv,n
∂n
= nx ◦ (B−1v Avvv,x) + ny ◦ (B−1v Avvv,y) + nz ◦ (B−1v Avvv,z), (18)
∂vv,t1
∂t1
= t1,x ◦
∑
i
(
∂Ni
∂t1
vv,x,i
)
+ t1,y ◦
∑
i
(
∂Ni
∂t1
vv,y,i
)
+ t1,z ◦
∑
i
(
∂Ni
∂t1
vv,z,i
)
, (19)
∂vv,t2
∂t2
= t2,x ◦
∑
i
(
∂Ni
∂t2
vv,x,i
)
+ t2,y ◦
∑
i
(
∂Ni
∂t2
vv,y,i
)
+ t2,z ◦
∑
i
(
∂Ni
∂t2
vv,z,i
)
. (20)
Equation (18) is obtained by taking the normal derivative of the coordinate change
vv,n = nx ◦ vv,x + ny ◦ vv,y + nz ◦ vv,z and replacing the three Cartesian components of
Eq. (12). Equations. (19) and (20) are the result of replacing the relations of Eq. (16) in
the tangential derivatives of the remaining coordinate change equations vv,t1 = t1,x ◦vv,x +
t1,y ◦ vv,y + t1,z ◦ vv,z and vv,t2 = t2,x ◦ vv,x + t2,y ◦ vv,y + t2,z ◦ vv,z.
Using the properties of the Hadamard operator “◦”, Eqs. (18)–(20) can be rearranged as
∂vv,n
∂n
= [(nxI) ◦ (B−1v Av)]vv,x + [(nyI) ◦ (B−1v Av)]vv,y + [(nzI) ◦ (B−1v Av)]vv,z , (21)
∂vv,t1
∂t1
= [(t1,xI) ◦Dt1 ]vv,x + [(t1,yI) ◦Dt1 ]vv,y + [(t1,zI) ◦Dt1 ]vv,z , (22)
∂vv,t2
∂t2
= [(t2,xI) ◦Dt2 ]vv,x + [(t2,yI) ◦Dt2 ]vv,y + [(t2,zI) ◦Dt2 ]vv,z , (23)
whereDt1 andDt2 are matrices implementing the tangential derivatives and I is the identity
matrix. We may also impose the no-slip condition Eq. (7) by using Eq. (17). After some
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manipulation, it becomes
~vboundary,t1 =
[(
φa − τa
τh
φh
)
Dt1
]
pa + (t1,xI)vv,x + (t1,yI)vv,y + (t1,zI)vv,z, (24)
~vboundary,t2 =
[(
φa − τa
τh
φh
)
Dt2
]
pa + (t2,xI)vv,x + (t2,yI)vv,y + (t2,zI)vv,z. (25)
Finally, the normal velocity coupling condition Eq. (6) can be arranged as
~vboundary,n =
[
φaB
−1
a Aa − φhB−1h Ah
τa
τh
]
pa + (nxI)vv,x + (nyI)vv,y
+(nzI)vv,z + φaB
−1
a p
I . (26)
The preceding equations are combined into a system of equations of the form
Normal velocity coupling, Eq. (26)
Null divergence of ~vv, Eqs. (21)–(23)
No-slip condition t1, Eq. (24)
No-slip condition t2, Eq. (25)


pa
vv,x
vv,y
vv,z

=

~vboundary,n − φaB−1a pI
0
~vboundary,t1
~vboundary,t2

. (27)
Note that the system in Eq. (27) has four sets of unknowns, pa, vv,x, vv,y and vv,z,
while the original system in Eq. (13) is solved for pa alone. This means that a coeﬃcient
matrix that is 4×4 times larger avoids the need of a second-order tangential derivative. The
system is solved, as for FDD-BEM, using the Matlab backslash operator. The expanded
coeﬃcient matrix is not fully populated: in the sphere test case, only about 1/3 of the
matrix coeﬃcients in Eq. (27) are nonzero. The solving could be made more eﬃcient by
making use of sparsity, e.g. by using dedicated solvers.
From the solution of Eq. (27), it is possible to obtain all other magnitudes on the
boundary and the domain using the procedure described in Ref. 13. This new version of the
BEM with losses will be called Shape Function Derivative BEM (SFD-BEM).
In order to evaluate independently the eﬀect of using shape function derivatives and the
expanded system of equations of Eq. (27), a combined version of the two methods is also
employed. It is named FDD2-BEM, and it uses the ﬁnite diﬀerence tangential derivatives
from Sec. 2 into Eq. (27).
4. Oscillating Sphere Test Case
The performance of the SFD-BEM against the FDD-BEM is studied using a test case con-
taining losses: a sphere with a radius of 1m that radiates sound by oscillating as a whole
with a velocity of 10−2 m/sec along the z-axis. Only the results at the boundary are calcu-
lated; domain results are possible, but less suitable for the purpose of this study. This test
case has an analytical solution and has been previously used for testing the axisymmetrical
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Fig. 1. BEM mesh of the sphere employed in the test case with 2406 nodes and 1202 elements.
version of the BEM with losses.12,23 Note that the analytical solution does not consider
thermal losses. This is not however a problem since the main diﬃculties of all formulations
with losses lie in the viscous mode, which is largely dominant in this test case.
The boundary mesh is generated using the software package Gmsh.24 It contains 2406
nodes and 1202 quadratic 6-node triangular elements and is shown in Fig. 1. The Gmsh
initial surface element size is speciﬁed as 1/7 times the sphere radius.
The oscillating sphere is centered on the origin, and generates a viscous mode velocity
on its surface, which is larger and tangential to the boundary at its equator (z = 0).
The tangential component of this viscous velocity must cancel the acoustic and thermal
tangential velocities so as to fulﬁll the no-slip condition. The normal component of the
viscous velocity is much smaller than its normal component, and it has its magnitude
maxima at the poles (z = ±1). Four frequencies have been calculated: 200Hz, 500Hz,
800Hz and 1000Hz. For these frequencies and the mesh in Fig. 1, the approximate numbers
of nodes per wavelength are 22, 8.8, 5.4 and 4.4, respectively, so that the last two are below
the six nodes per wavelength rule of thumb. The frequencies are chosen away from internal
eigenfrequencies of the sphere so as to avoid the nonuniqueness problem of the BEM.22
Figure 2 shows the results on the surface of the acoustic mode pressure and the normal
and tangential components of the viscous mode velocity at 1 kHz. The FDD-BEM fails to
calculate the relatively small normal component of the viscous velocity, as can be seen in the
mid-left plot. The combined version FDD2-BEM using ﬁnite diﬀerences in the expanded
system of equations in Eq. (27) brings some improvement, as shown in the central plot.
Only the SFD-BEM, in the left column graphs, calculates all three magnitudes satisfacto-
rily. Comparison of FDD-BEM and FDD2-BEM allows estimating the eﬀect of expanding
the system of equations from Eq. (13) to Eq. (27), while the comparison of FDD2-BEM and
SFD-BEM shows the eﬀect of using shape function tangential derivatives over ﬁnite diﬀer-
ences. Similar results are obtained at the remaining calculated frequencies, leading to the
same conclusions. The diﬃculty in the calculation of the normal component of the viscous
velocity may be a consequence of its relatively small amplitude, making it more seriously
aﬀected by machine errors.
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Fig. 2. Solution on the surface over an arc from pole to pole (from z = 1 to z = −1) of an oscillating sphere,
at 1 kHz. The plots on the left column are calculated using the existing FDD-BEM, the plots in the central
column use the FDD2-BEM (ﬁnite diﬀerences combined with Eq. (27)), and the plots on the right column
come from the new SFD-BEM. The values are all real parts of the indicated magnitudes. The underlying
solid line is the analytical solution, and the dots are BEM results on the mesh nodes. Note the diﬀerent
scales on the normal viscous velocity plots.
Figure 3 examines the relative error for the three formulations (FDD-BEM, SFD-BEM
and the combined FDD2-BEM) at four diﬀerent frequencies. In order to avoid diﬃculties
when the solution is close to zero, the error measure is made relative to the maximum
absolute value of the analytical solution over the geometry as
Error =
∑
i
|Analyticali − Calculatedi|
|max(Analytical)| . (28)
The ideal expected behavior of the errors would be a steady increase as the frequency
grows and the mesh is kept constant.
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Fig. 3. Relative error at diﬀerent frequencies of the BEM boundary solution for an oscillating sphere of 1 m
radius with the mesh in Fig. 1. The circles correspond to the FDD-BEM, the crosses are obtained with the
SFD-BEM and the asterisks are the combined formulation FDD2-BEM. The left-side plot is the acoustic
pressure error, the central plot is the normal viscous velocity error and the right-side plot is the tangential
viscous velocity error.
5. Microphone Test Case
In many cases, the SFD-BEM performance is similar to the original FDD-BEM formulation,
for example, a metamaterial model.6 However, the SFD-BEM shows its beneﬁts in cases
where the calculation is aﬀected by several sources of instability. In this section, we use a
three-dimensional BEM model of a condenser microphone as a test case. Such a model has
to cope with (i) a very narrow gap behind the membrane with a thickness that is comparable
to the thicknesses of the viscous and thermal boundary layers at the membrane resonance
frequency, (ii) the coupling of an FEM model of the membrane and a BEM model with
losses of the interior, (iii) the intrinsic instability of the BEM for closed cavities.25
We revisit here the model of a measurement condenser microphone Bru¨el & Kjær type
4938 that was used as an example in Ref. 13. This is a 14 inch pressure-ﬁeld microphone
with a gap thickness of 20µm and a resonance frequency of the membrane of 60 kHz. The
Fig. 4. Photograph (left) and BEM mesh (right) of a Bru¨el & Kjær microphone type 4938, as in Ref. 13.
The mesh has 6322 nodes and 3160 quadratic triangular elements. The membrane is modeled with a two-
dimensional FEM and coupled to the interior. The mesh has been cut in half to show the interior with the
narrow gap, the back plate electrode and the ring-shaped back cavity.
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Fig. 5. Normalized sensitivity response with actuator excitation of a Bru¨el & Kjær microphone type 4938.
The dotted lines represent the upper and lower bounds of the measured sensitivities of 183 microphone units.
The circles correspond to the FDD-BEM, the crosses are obtained with the SFD-BEM and the asterisks are
the combined formulation FDD2-BEM.
microphone and the corresponding BEM mesh are represented in Fig. 4. The interior of
the microphone is modeled using BEM with losses, and coupled to a membrane, which is
modeled with a two-dimensional FEM, also written for this purpose. The excitation is made
to resemble an electrostatic actuator measurement of the microphone sensitivity response by
setting a uniform sound pressure over the membrane. In Ref. 13, a node in the back cavity
(vent node) was given a ﬁnite impedance to stabilize the calculation. We have removed the
vent node and recalculated this microphone using SFD-BEM, FDD-BEM and FDD2-BEM
in the frequency range around the membrane resonance. The result is shown in Fig. 5. Note
that it is not possible to match the model with particular measurement results, given the
uncertainties in the model input parameters.
6. Discussion
The three formulations analyzed in this paper, the existing FDD-BEM, the new SFD-BEM
and the combined FDD2-BEM are studied through two test cases, an oscillating sphere
where an analytical solution exists and a measurement condenser microphone.
6.1. Oscillating sphere test case
In view of the results in Figs. 2 and 3, we can make the following observations:
(1) The SFD-BEM consistently produces smaller errors than the other two formulations
for the three magnitudes examined, as shown in Fig. 3.
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(2) As expected from the observation of Fig. 2, the errors in the calculation of the normal
component of the viscous velocity are greater in the case of FDD-BEM, followed by
FDD2-BEM and SFD-BEM.
(3) Again in Fig. 3 (right-side plot), the FDD-BEM and FDD2-BEM have errors of the tan-
gential component of the viscous velocity that actually decrease as frequency increases,
the reason probably being that ﬁnite diﬀerences have larger numerical errors as the
wavelength grows and the diﬀerence is closer to the machine precision, counterbalanc-
ing the error reduction due to a better discretization.
(4) In the calculation of the tangential component of the viscous velocity and the pres-
sure, FDD-BEM shows smaller errors than FDD2-BEM, indicating that the use of the
expanded system of equations in Eq. (27) comes with some cost.
(5) The SFD-BEM has a larger error (yet below 1%) for the normal component of the
viscous velocity than for the other two magnitudes. As pointed out in Sec. 4, its relatively
lower amplitude may be an explanation, together with the fact that the shape function
derivatives follow a linear approximation rather than quadratic.
The error behavior of the three shown magnitudes is diﬀerent as a result of the involved
calculation process. Only the acoustic pressure, which is the ﬁrst obtained result in all
formulations, has an error that grows with the frequency. All in all, the results shown in
Figs. 2 and 3 indicate that the expansion of the system of equations (Eq. (27)) and the
new strategy using shape functions for the tangential derivatives are advantageous over the
other strategies when combined into the SFD-BEM.
6.2. Condenser microphone test case
Condenser microphones rely on the viscous and thermal losses in the gap between membrane
and back electrode for the correct damping of the membrane resonance: a model with losses
is necessary. As mentioned in Sec. 5, the BEM, unlike FEM, becomes unstable for closed
interior domains, particularly at mid-low frequencies where the interior pressure tends to
be uniform.25 This problem aﬀects the BEM with or without losses. We have experienced
this issue as a source of instability in all closed microphone models, and we have dealt
with it in previous publications by adding a ﬁnite impedance to one of the nodes in the
back cavity, resembling the vent all condenser measurement microphones have. We are
working on more fundamental solutions to this ﬂaw of the BEM, since the vent node just
forces the pressure to vary in the back cavity without addressing the intrinsic instability of
the BEM.
The model should be able to run without a vent node, but the fact is that its removal
makes the BEM calculation more prone to instability, as the results presented here conﬁrm.
The formulations that are based on ﬁnite diﬀerences have diﬃculties to overcome the insta-
bility, and this manifests as a system of equations that is close to being singular. In the
case of the FDD-BEM, the Matlab solver is just able to cope with the solution, however
issuing warnings on the unreliability of the solution. The expanded system, Eq. (27), in the
FDD2-BEM adds some extra diﬃculty that makes the solver fail; this is compatible with
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the observation made in item (4) in Sec. 6.1, about the oscillating sphere results. The solver
has no diﬃculty with the new SFD-BEM, which shows to be more stable and succeeds in
providing a solution despite using the expanded system of equations in Eq. (27).
7. Conclusions and Future Work
A modiﬁed implementation of the BEM for acoustic waves with viscous and thermal losses is
presented in this paper. The technique based in two-dimensional ﬁnite diﬀerences employed
in the previous version13 of BEM with losses is replaced by analytical derivatives of the
element shape functions, thus simplifying the implementation and making it less prone to
errors. This is demonstrated through two test cases: an oscillating sphere, which shows a
clear improvement for the same mesh density, and a condenser microphone model, where
the intrinsic instability of the setup threatens the solution when ﬁnite diﬀerence tangential
derivatives are used. The new shape function tangential derivatives perform well in both
test cases.
The beneﬁts of the technique come with some drawbacks. The coeﬃcient matrix of the
system of equations is 4 × 4 times larger, since it must be expanded from one to four sets
of unknowns. However, obtaining the six coeﬃcient matrices for the three visco-thermal
modes in Eqs. (10)–(12) takes most of the calculation eﬀort and this is the same for both
formulations. Another issue is the need for the order of the elements to be suﬃcient for a
good representation of the tangential derivatives, which are one order lower than the shape
functions. The quadratic elements employed lead to a linear representation of the derived
magnitudes.
The formulation presented here is deﬁned in three dimensions. BEM formulations with
losses, based on ﬁnite diﬀerences, also exist for two-dimensional and axisymmetric prob-
lems.12,26 The shape function derivative technique has not been thoroughly tested in these
cases. However, considering that the one-dimensional ﬁnite diﬀerence scheme employed in
two-dimensional and axisymmetric implementations is much more straightforward and pre-
cise in these cases, less beneﬁt is expected.
A possible future reﬁnement of the technique is the use of discontinuous elements, where
element nodes are not shared.27–29 The shape function derivative formulation takes an
average of the contributions to normal vectors and tangential derivatives from all the ele-
ments a node belongs to; this would be avoided by using discontinuous elements, and may
lead to even better performance. Another possible improvement is the use of elements of
higher orders than quadratic, which would improve the representation of the tangential
derivative.
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Abstract
Since the late 1980s, numerical acoustic shape optimization has been applied
successfully to improve the design and development of novel acoustic devices.
Most often, viscous and thermal dissipation effects are neglected in the opti-
mization process, as this is an acceptable assumption in e.g. room acoustics,
etc. However, in many acoustic devices, ranging from hearing aids to metamate-
rials, dissipation can significantly influence the acoustic wave behavior. In this
paper, we propose a numerical acoustic shape optimization technique and we
demonstrate it using two-dimensional quarter-wave and Helmholtz resonators
including accurate modelling of viscous and thermal dissipation. By combin-
ing a dissipative boundary element method with shape optimization, the sound
absorption capability of the resonators located at an impedance tube termi-
nation is maximized. Numerical experiments demonstrate the importance of
viscothermal dissipation and its impact on the optimization outcome. The re-
sulting resonator shapes, optimized using a lossy assumption, yield significantly
better performance compared to their lossless counterpart, with near perfect
absorption at the desired optimization frequencies.
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1. Introduction
Accurate modelling of acoustic devices with small dimensions requires the
inclusion of viscous and thermal dissipative effects. The dissipative effects are
especially dominant near boundaries, within the viscous and thermal boundary
layers, which are in the order of 550-15 µm for air in the audible range. There-5
fore, as the size of the acoustic domain decreases, the portion of the domain
covered by the boundary layers increases, leading to changes in acoustic wave
propagation. This situation is very common in small acoustic devices, such as
hearing aids, acoustic MEMS devices and condenser microphones, where the di-
mensions are comparable to the thickness of the boundary layers. In such cases,10
correct modelling of acoustic dissipation is necessary, making the assumption
of isentropic wave propagation insufficient[1, 2, 3, 4, 5]. The same phenom-
ena is also observed in acoustic transducers such as compression drivers where
the response is influenced by dissipation, due to narrow channels and chambers
[6, 7, 8].15
Even within the field of room acoustics, micro structures have found their
everyday use. For example, the performance of absorbing panels, realized using
micro-perforated plates, quarter-wave or Helmholtz resonators, is often very
dependent on viscothermal dissipative effects[9, 10].
Another research field that has received attention in recent years is acoustic20
metamaterials, where unusual bulk behavior and extraordinary wave propaga-
tion effects can be achieved[11, 12]. Recent research has shown that ignoring
losses in the design of metamaterials may lead to a degraded behaviour[13, 14].
Other publications propose metamaterial designs which take advantage of vis-
cothermal dissipation[15, 16].25
Numerical shape and topology optimization have proven to be valuable tools
in the discovery of new and better acoustic designs. In the literature, several
numerical acoustic optimization approaches exist, making use of either the Fi-
nite Element Method (FEM) or the Boundary Element Method (BEM). Es-
2
pecially, optimization of acoustic horns is well studied [17, 18, 19]. Most of30
these acoustic optimization procedures are based on an isentropic assumption.
However, if the influence of viscous and thermal losses is significant, such op-
timizations might lead to poorly performing designs. In a recent publication,
Christensen [20] proposed a method for acoustic FEM topology optimization
including viscothermal losses. By applying the so-called low reduced frequency35
approximation, the author shows how to optimize the cross section of tubes
and slits. While topology optimization has certain advantages compared to,
e.g., shape optimization, sometimes yielding non-intuitive designs, viscothermal
topology optimization requires a mesh that can resolve the boundary layers in
the entire design region. This significantly increases the computational load and40
as a consequence heavily limits the application to full 3D models.
Efficient and reliable optimization tools that include viscothermal losses can
be very beneficial in the design of acoustic devices where losses are relevant,
such as those mentioned earlier in the introduction. In this work, we propose a
shape optimization technique based on BEM and demonstrate it by designing45
an anechoic termination of a two-dimensional wave-guide by using quarter-wave
and Helmholtz resonators. The absorbing properties of the resonators are op-
timized, showing how viscous and thermal dissipation alters the final layout
of the design. Shape optimization is conducted using a BEM implementation
incorporating both viscous and thermal dissipation without any simplification50
other than linearity and absence of flow. BEM with losses only requires dis-
cretization of the boundaries, thus avoiding the adaptation of the domain mesh
and boundary layer meshing, making it very suitable for shape optimization.
The proposed method has no restrictions to the geometry and can be applied
to any viscothermal acoustic problem. The paper is organized as follows; firstly,55
BEM with losses and the optimization approach are introduced. This is followed
by a series of simulations investigating shape optimization of quarter-wave and
Helmholtz resonators. Finally, the possibilities and limitations of the proposed
methodology are discussed.
3
2. Boundary Element Method with losses60
Numerical modelling of acoustic losses using e.g. FEM, the Finite Difference
Method or the Finite Volume Method, is usually realized by discretization of
the linearized time-harmonic Navier-Stokes equations [21]. BEM with losses
requires a further reformulation of linearized Navier-Stokes equations using the
Kirchhoff decomposition[1, 2], resulting in an equation-set given by [22]
∆pa + k
2
apa = 0 (1)
∆ph + k
2
hph = 0 (2)
∆~vv + k
2
v~vv = ~0 with ∇ · ~vv = 0 (3)
which consists of three separate equations with the unknown variables being the
acoustic pressure pa, the thermal pressure ph and the viscous velocity ~vv. Simi-
larly, ka, kh and kv are the acoustic, thermal and viscous complex wavenumbers,
respectively. Eqs. (1-3) are formally equal to the Helmholtz equation. The Kir-
choff decomposition is convenient because each of the equations can easily be
transformed into integral from, so that
C(P )pa(P ) =
∫
Γ
∂G(R)
∂n(Q)
pa(Q)dΓ−
∫
Γ
G(R)
∂pa(Q)
∂n(Q)
dΓ (4)
C(P )ph(P ) =
∫
Γ
∂G(R)
∂n(Q)
ph(Q)dΓ−
∫
Γ
G(R)
∂ph(Q)
∂n(Q)
dΓ (5)
C(P )vv,x(P ) =
∫
Γ
∂G(R)
∂n(Q)
vv,x(Q)dΓ−
∫
Γ
G(R)
∂vv,x(Q)
∂n(Q)
dΓ (6)
C(P )vv,y(P ) =
∫
Γ
∂G(R)
∂n(Q)
vv,y(Q)dΓ−
∫
Γ
G(R)
∂vv,y(Q)
∂n(Q)
dΓ (7)
with C(P ) being the integral-free term, P is the collocation point, Q is an
integration point on the generator, R = |Q − P | is the distance between P
and Q and G is the fundamental solution in two dimensions. In this case we
assume two-dimensional domain, and the viscous velocity ~vv is split into its
two Cartesian components vv,x and vv,y. Eqs. (4)-(7) can then be discretized
and coupled at the boundary by applying a no-slip and an isothermal boundary
4
condition[23]
~vb = φa∇pa + φh∇ph + ~vv (8)
T = τapa + τhph ' 0 (9)
where φa, φh, τa and τh are complex constants, derived from the physical quanti-
ties: the static density, the speed of sound, the ratio of specific heats at constant
pressure, the thermal conductivity, the coefficient of viscosity, the bulk viscosity
and the frequency. T is the temperature perturbation at the boundary and ~vb is
the boundary velocity. The total pressure perturbation is the sum of the acous-
tic and thermal pressures. After coupling and discretization, the final linear
system has the form
S

pa
vv,x
vv,y
 =

vb,n
0
vb,t
 . (10)
The small bold letters represent the discretized variables and the subindices n
and t indicate the boundary normal and tangential components. The matrix
S is the system matrix assembled according to the method found in Ref. [24],
with the assumption of two dimensions. Note that ph has been eliminated from
the final system by a Schur complement operation.65
Because the optimization approach introduced in the following sections re-
quires repeated function evaluations, code efficiency is important. Therefore, as-
sembly of the BEM matrix is carried out using a compiled MATLABR© MEX/C++
framework, inspired by the BEM software OpenBEM [25]. The C++ implemen-
tation has proven to be an order of magnitude faster as compared to the pure70
MATLABR© OpenBEM code, thus improving the efficiency and usability of the
proposed optimization approach.
Additionally, it is possible to take advantage of the sparse nature of the
viscous and thermal matrices (the matrices assembled by discretization of Eqs.
(5)-(7)). An increase of the computational speed is gained by only performing75
integration when the distance between P and Q is less than twenty times the
boundary layer thickness, or if P and Q are located on the same element. This
5
threshold is considered sufficient, but could probably be further reduced. By
using this simple approach an additional order of magnitude in computational
speed is achieved when creating the viscous and thermal matrices.80
Design regioni i
Termination
p2p1
300 [mm]
50 [mm]
Figure 1: The two-dimensional computational domain Ω including the design region. The
two acoustic pressures at p1 and p2 are used to calculate the absorption coefficient of the
impedance tube termination.
3. Geometry and parametrization
In acoustics, characterization of absorbing materials is often realized using
the impedance tube method [26]. Fig. 1 depicts the two-dimensional com-
putational domain Ω, which can be regarded as conceptually equivalent to a
three-dimensional tube. It will be referred to as an impedance tube in the85
following. At the left-hand boundary, the impedance tube is excited by a nor-
mal velocity condition with vb,n = 1mm/s, arbitrarily chosen. The impedance
tube is terminated at the right end by a design zone that is occupied by four
resonators of either the quarter-wave or Helmholtz types. The resonators are
parametrized independently using the same symmetric cubic spline description.90
Therefore, all resonators have the same shape. The initial parametrized shape
and the locations of the cubic spline control points forming the quarter-wave
and Helmholtz resonators are seen in Fig. 2a and Fig. 2b, respectively. The
shape of the resonators is controlled by changing the positions of the control
points (illustrated by blue dots in Fig. 2). Four additional design parameters95
are used to allow the resonators to scale up to 10% in length individually.
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Figure 2: The initial parametrization of the impedance tube termination. The two resonator
types used are a) quarter-wave resonators and b) Helmholtz resonators. At the left-hand side
of a) and b), the full design is shown. The parametrization of a single resonator is magnified,
showing the initial locations of the control points (blue dots) that determine the shape of the
resonators.
In shape optimization, choosing an appropriate parametrization method is
often difficult. The cubic spline parametrization proposed in this work pro-
vides a degree of boundary regularization, at the cost of restricting the possible
boundary shapes. This means, e.g., that the resonators cannot form sharp edges100
and corners. To ensure maximum design freedom, the control points are allowed
to move freely in any direction, with the constraints that boundaries are not
allowed to intersect and the maximum curvature is limited. The boundary is
discretized using approximately 1400 continuous quadratic isoparametric La-
grange boundary elements. Quadratic elements will help maintain boundary105
7
smoothness when distorted. The cubic spline parametrization consists of 23 or
26 control points describing the shape of the quarter-wave or the Helmholtz
resonators, respectively.
4. Optimization approach
The shape optimization is performed using the gradient-based sequential
quadratic programming approach found in MATLABR©’s ”fmincon” function[27].
The optimization problem is given by
max:
v
φ(v)= 1−
∣∣∣∣∣∣e
−ikLLd − p2(v)p1(v)
p2(v)
p1(v)
− eikLLd
∣∣∣∣∣∣
2
s. t. κ(v)− κmax ≤ 0
Dmin − βD(v) ≤ 0.
Eq. (10)
(11)
where v are the design variables and φ(v) is the objective function. The goal
is to maximize the absorption coefficient, ranging from 0 (no absorption) to 1
(perfect absorption). The objective function represents therefore the absorption
coefficient, obtained using the transfer function method [26]. This method only
requires the evaluation of the complex pressure at two positions p1 and p2,
located at x = 200 mm and x = 210 mm, respectively. The location of p1 and
p2 is depicted in Fig. 1. Furthermore, d = 10 mm is the distance between p1
and p2 and kLL is the lossless wavenumber. The domain pressures p1 and p2 are
obtained via field point calculations of the corresponding acoustic and thermal
pressures, using
C(Pj)pa(Pj) =
∫
Γ
∂G(R)
∂n(Q)
pa(Q)dΓ−
∫
Γ
G(R)
∂pa(Q)
∂n(Q)
dΓ (12)
and
C(Pj)ph(Pj) =
∫
Γ
∂G(R)
∂n(Q)
ph(Q)dΓ−
∫
Γ
G(R)
∂ph(Q)
∂n(Q)
dΓ (13)
where Pj represents the location of either p1 or p2 and R = |Pj −Q|. The total110
pressure on the two positions is found using that p = pa+ph. Note that the state
8
problem is fullfilled at every cycle, i.e., following the so-called nested formulation
[28]. The absorption coefficient is a function of the boundary parametrization
v, which is a vector containing the coordinates of the control points as well as
the scaling factor for the resonator length.115
To avoid non-physical boundary behavior, the parametrized boundary is con-
strained using the curvature magnitude κ located at the control points and the
distance between control points D. Additionally, we introduce the parameter
β which equals -1 if the parametrized boundary self-intersects or 1 otherwise.
In this way, too sharp boundaries and self-intersection are avoided. The max-120
imum allowed curvature at the control points is κmax = 6.3 mm
−1 and the
minimum distance between the individual control points is Dmin = 1µm, cf.
the dimensions given in Fig 1. Because the boundary is parametrized using C2
continuous cubic splines, the curvature at a control point is easily obtained in
a two-dimensional Cartesian coordinate system as125
κ =
|x′(t)y′′(t)− y(t)′x(t)′′|
(x′(t)2 + y′(t)2)3/2
(14)
where x and y are the coordinates of a control point as a function of the cu-
bic spline parameter t ∈ [0, 1], with the primes denoting the derivative with
respect to t. The constraints require additional distance calculations between
control points, detection of boundary intersections and curvature calculations,
making optimization more computationally demanding. Constraints could be130
avoided by selecting a more restricted parametrization, that enforces a physical
behaviour. This would however limit the possible shapes and design freedom.
As a benefit, the constraints can also be used to specify and include manufac-
turing tolerances in the design process.
Gradient information is obtained using a simple forward finite difference135
(FD) scheme
∂φ
∂vi
=
φ(v+ ∆vi · ei)− φ(v)
∆vi
(15)
where vi is a single design variable, ei is a unit vector for the i-th variable
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and ∆vi is the step length determined internally by fmincon. Efficient adjoint
methods can be found in the literature for lossless acoustic BEM shape optimiza-
tion [29, 17]. However, equivalent adjoint methods for lossy BEM are currently140
not available. To improve the speed of the FD gradient evaluation fmincon’s
UseParallel option is enabled, allowing the FD gradients to be calculated in
parallel. Optimization is performed on a desktop PC with six cores. The FD
gradient estimation used is computationally reasonable for the presented case.
However, performing optimization of larger problems including more design vari-145
ables would require an adjoint approach. This is, however, deemed outside the
scope of the presented work.
5. Results
In the following, we investigate how viscous and thermal damping affect
the design obtained by shape optimization for the impedance tube example.150
In Section 5.1, quarter-wave resonators are optimized using lossless and lossy
BEM formulations, including single- and multi-frequency optimization. As an
additional test, the quarter-wave resonators are optimized using a simple bulk
loss model. In the second example in Section 5.2, the impedance termination is
initialized as Helmholtz resonators which are then further optimized.155
5.1. Quarter-wave resonators
Fig. 3 shows the result of a single frequency shape optimization for the
quarter-wave resonators problem. The resonators are optimized for maximum
absorption at 2 kHz. The optimization was conducted using both lossless and
lossy BEM formulations, with φLL and φV T denoting the objective function of160
the final design, calculated either using a lossless or lossy assumption, respec-
tively. This makes it possible to analyze how the viscothermal losses will impact
the final resonator shape. As seen in Fig 3, the two designs deviate in shape
depending on whether losses are considered in the design (right side plots) or
not (left side plots). The lossless design forms narrower resonators and has165
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Figure 3: Comparison (crosscheck) of the lossless and lossy optimized designs of the impedance
tube termination. Here, φLL and φV T are the lossless and lossy objective functions calculated
for the two designs. The initial design consists, of simple quarter wave resonators controlled
using a cubic spline representation of the boundary as depicted in Fig. 2a. The plotted field
variable is the real part of the pressure in Pascal.
different features compared to that of the lossy design. This is an interesting
result because narrow domain parts should contribute to increased absorption,
and here, the narrowest design is achieved assuming no losses. It is worth not-
ing that both designs perform perfectly under the settings for which they are
optimized, i.e. φLL = 1 for the lossless design and φV T = 1 for the lossy design.170
The performance of the lossless model is a particularly surprising result, as the
lossless design is not expected to include any dissipation. Hence, it should not
be capable of absorbing any sound. The reason for this surprising result is due
11
to a peculiarity of numerical BEM: interior BEM problems are prone to nu-
merical damping as reported in [30, 31, 32]. This is most often not a problem175
when only performing standard analysis of acoustic devices. When optimization
is applied using lossless BEM, the optimizer makes use of numerical damping.
The design is therefore stable, but unphysical. Had the optimization been per-
formed using a standard FEM model for the analysis, this would no have been
the case. Lossless FEM does not introduce any additional phase with respect180
to the excitation, which translates into a purely imaginary complex pressure.
However, in BEM the complex pressure has a real part indicating an additional
phase shift due to numerical damping. The real part of the pressure is therefore
plotted in Fig 3 as a demonstration. Finally, it is worth noting that while the
lossless design does in fact have an absorption coefficient of 0.49 when analysed185
using the lossy model, the lossy design has almost no absorption capabilities
when modelled using the lossless model. This makes it interesting to investigate
the influence of the damping mechanism on the optimized designs and also, how
much can be achieved using the simple ”lossless” BEM model.
First, we examine how the numerical damping performs as compared to190
the true physical viscothermal model. We start by noting that for the lossless
BEM design, convergence can only be achieved when the tubes are allowed to
scale in length individually. This allows the quarter-wave resonators to become
slightly de-tuned, making it possible for the acoustic energy to be exchanged
between the resonators rather than being reflected. This effect is often used in195
recent publications on metamaterial absorbing surfaces, such as [33, 34]. The
resonators in the example form two de-tuned pairs, upper and lower, with the
same properties. Combining the phenomena of de-tuned resonators with the
inherent numerical damping, consequently gives a lossless design that appears
to be a perfect absorber.200
On the other hand, the lossy design perfectly absorbs sound at the optimiza-
tion frequency. Here, the thickness of the resonators is larger compared to the
lossless design and the entrance of the resonators has a rippled funnel-shape.
The entrance presumably acts as an impedance match, so the acoustic wave can
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propagate easier into the narrow region where losses are more significant. At205
the end of the quarter wave resonators, the boundary is slightly expanded, a
possible attempt to maximize boundary length in the region where the pressure
magnitude is larger, contributing with additional losses. The lengths of the
resonators are organized in a similar pattern as the lossless design, seemingly
taking advantage of the de-tuned resonator phenomena. However, the length210
difference between the de-tuned resonators is slightly larger, and the pressure
in the tubes is significantly reduced as compared to that of the lossless design.
Iteration number
φ
Figure 4: The evolution of the objective function for lossless (blue curve) and lossy (red
curve) quarter-wave resonator shape optimization. Selected design shapes obtained at specific
iterations are included.
Fig. 4 shows the evolution of the objective function during the optimization
process for both lossless and lossy models, with blue and red curves correspond-
ing to φLL or φV T , respectively. In this example, optimization with losses215
requires less iterations to achieve perfect absorption as compared to lossless op-
timization. In the lossless case, there is a large change in the objective function
between iteration 5 and 6, which is most likely due to the unstable nature of
13
resonances. Such behaviour is not observed when losses are included. Viscother-
mal losses stabilize and reduce high-pressure amplitudes near resonance. The220
total optimization time is 194 min for the lossless design and 135 min for the
lossy design. More importantly, we note that the chosen optimizer solves the
chosen problem in Eqs. (11) to stationarity, i.e., to an actual KKT point. This
is clearly seen in Fig. 4 where the change in objective, as well as the change
in layout, is negligible after reaching half of the used iterations. Hence, from225
an engineering perspective, one could with confidence apply a stopping criteria
based on the objective function and the change in layout, and thus save 50% of
the computational time.
φ
V
T
Frequency [Hz]
Figure 5: Absorption coefficients, calculated including losses, as a function of frequency for
the initial, lossless and lossy designs. The solutions for the lossless and lossy designs are
compared with corresponding lossy FEM simulations.
The absorption coefficient as a function of frequency, calculated including
losses, is plotted in Fig. 5 for both initial, lossless, and lossy design. As expected,230
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the lossy design outperforms the lossless design, yielding perfect absorption at
the optimization frequency. However, it is worth noting that the lossless design
provides an improvement as compared to the initial design. For comparison, Fig
5 includes lossy FEM calculations (red curves) of the corresponding lossless and
lossy design. BEM and FEM simulations show almost the same frequency ab-235
sorption response; however, a 5 Hz frequency shift is observed between the two
methods. It is not uncommon to register differences between BEM and FEM
models near resonances [35, 36, 37]. Additionally, the FEM geometry might be
slightly altered when compared to that of the BEM. The FEM simulations were
performed in COMSOL MultiphysicsR©[38], with a geometry made up of very240
fine polygons, obtained from an interpolation that uses the BEM shape func-
tions to create additional points along the boundary. This strategy destroys the
quadratic geometry discretization in the FEM simulations and most likely con-
tributes to some discrepancies. On the other hand, the FEM simulations were
discretized using significantly more elements (approximately 8 million degrees245
of freedom).
5.1.1. Multi-frequency optimization of quarter-wave resonators
Single frequency optimization limits absorption of the quarter-wave res-
onators to a narrow band, and in acoustic applications broadband absorption is
often desired. A broader absorption response is obtained by including additional
optimization frequencies as a part of the objective function. The multi-frequency
objective function is defined as the sum of individual objective functions calcu-
lated at different frequencies,
φ =
∑
i
φ˜i (16)
where index i denotes the specific optimization frequency and φ˜ is the objec-
tive function evaluated at a single frequency. Fig. 6 presents multi-frequency
optimization results of the quarter-wave resonators. In this case, the setup is250
optimized at 1950 Hz, 2000 Hz, and 2050 Hz. The additional optimization fre-
quencies increase the frequency range at which sound waves are absorbed, with
15
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T
Frequency [Hz]
Figure 6: Multi-frequency optimization results, using the sum of the objective functions
at 1950, 2000 and 2050 Hz. Field pressure magnitudes are plotted for each optimization
frequency. The solid blue and dashed red lines are BEM and FEM simulations, respectively.
Both BEM and FEM simulations are calculated including viscothermal losses.
almost full absorption from 1900 to 2100 Hz. The figure also includes insets
with the optimized design and the corresponding pressure field magnitudes at
the three optimization frequencies. Compared to the previous single frequency255
designs, the resonators have slightly narrower passages and increased variation
along the quarter-wave resonator boundaries. Note also, that the behaviour of
the individual quarter-wave resonators changes with frequency. At 2050 Hz, the
highest pressure magnitude is observed in the shortest resonator, whereas lower
frequencies tend to excite the longer resonators. The length of the quarter-wave260
resonators is seen to be the primary factor that determines the operational fre-
quency. By having different quarter-wave resonator lengths, the frequency span
with high absorption is therefore increased.
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Figure 7: A series of shape optimization results of quarter-wave resonators at 2 kHz with the
acoustic losses modeled using a complex wavenumber with a tunable imaginary part. Here, τs
is the value of the imaginary part of a complex wavenumber and α is the absorption coefficient
calculated including viscothermal losses for a given design. The figure includes selected designs
obtained with τs equal to 10−6, 10−4, 0.05, 1.6 and 32.
5.1.2. Bulk loss description
A common practice when comparing experimental work with lossless simula-265
tions is to correct the simulations with an added bulk loss, e.g., using a complex
wavenumber with a controllable imaginary part. However, no general proce-
dure exists to estimate the magnitude of the imaginary part, and it is typically
problem dependent [39]. It is therefore interesting to investigate how varying
the imaginary part of the wavenumber affects the optimization of the quarter-270
wave resonators. This is accomplished by defining the complex wavenumber
as kB = kLL − iτs, where τs is the tunable parameter. In Fig. 7, optimized
designs are presented using different values of τs and compared to the actual
absorption coefficient, calculated including viscothermal losses. It is seen how
certain values of τs result in high absorption coefficients above 80 %. However,275
none of the used values for τs results in a design with perfect absorption. It
should also be noted that only a limited amount of simulations with different
17
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Figure 8: Optimization results of Helmholtz resonators located at the impedance tube termi-
nation. The designs are based on either a lossless or a lossy assumption. The field variables
are the pressure magnitudes in Pascal
values of τs were performed and that there might exist values of τs resulting
in higher absorption coefficients. In the range τs ∈ {0.01, 3}, the absorption
coefficients are very sensitive to the choice of τs, making it difficult to choose280
an appropriate value for this particular example. Fig. 7 also depicts inserts
with selected designs. It is noteworthy to highlight the design corresponding to
τs = 0.05 because it is very similar to the single frequency lossy quarter-wave
resonator design, although its performance is inferior.
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5.2. Helmholtz resonators285
In this section, the impedance tube termination is initially parametrized
forming four equally sized Helmholtz resonators as described in Fig 2b. The neck
and cavity dimensions of the initial shape of the resonators yields an operational
frequency near 2 kHz. The Helmholtz resonators are, as in the case of the
quarter-wave resonators, optimized under both lossless and lossy conditions.290
The optimization is carried out at 2 kHz. Fig. 8 contains the resulting lossless
and lossy designs which are overlaid with acoustic pressure magnitude field
calculations of both the lossless and lossy solutions. Similar to the quarter-
wave optimization results, the performance of the lossless design is degraded
when introducing losses. When calculated without losses, the lossless design295
contains varying high pressure amplitudes between the individual cavities of
the Helmholtz resonators, which are de-tuned in a similar way to the quarter-
wave resonators. However, the pressure differences and de-tuning disappears
when calculated with losses.
In the case of optimization including losses, the design outcome deviates far300
from the classical Helmholtz resonator shape, with the cavity best described
as a four-leaf clover. Usually, the neck of Helmholtz resonators is the primary
source of viscothermal dissipation. In this case, however, it is believed that the
clover shape contributes to increased damping, with closer boundaries. Whether
the lossy design can still be considered a Helmholtz resonator is unclear, but it305
does include a neck and a slightly unconventionally shaped cavity. While the
overall shape between the lossless and lossy design deviates, the neck shape at
the entrance of the Helmholtz resonators is very similar.
The absorption coefficient as a function of frequency is plotted in Fig. 9.
Interestingly, optimized designs based on a lossless assumption produce poorer310
designs when compared to the initial guess, indicating that numerical damping
alone is not sufficient in this case. On the other hand, including viscothermal
losses during optimization results in an improved design, with perfect absorption
at the optimization frequency. The figure includes viscothermal FEM calcula-
tions, with conclusions similar to those in Section 5.1.315
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Figure 9: The absorption coefficient as a function of frequency for the Helmholtz resonators,
shape optimized under lossless and lossy conditions. Both BEM and FEM simulations are
calculated including viscothermal losses.
Another relevant performance criterion besides the absorption coefficient is
the impedance at the termination. For a perfect absorber, with an absorption
coefficient equal to 1, an impedance close to the characteristic impedance is ex-
pected. Calculations of the average impedance magnitude and phase across the
terminations are given in Table 1 and compared to the characteristic impedance320
corresponding to the ambient conditions assumed in the simulations. While the
lossy design matches the average characteristic impedance very well, it should,
however, be noted that the impedance across the termination varies slightly
across the cross-section. For the lossless design, it is obvious that the impedance
criterion is not fulfilled. Since the aim of this paper is on viscothermal losses,325
we do not investigate the impedance mismatch in the lossless setting further.
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Lossless design Lossy design Characteristic impedance
|Zavg|
[
Pa·s
m
]
261.66 412.86 413.09
6 Zavg [rad] 0.59 -0.02 0
Table 1: The average impedance and phase near the impedance tube termination compared
with the characteristic impedance.
6. Discussion
This paper presents an acoustic BEM shape optimization technique includ-
ing viscous and thermal dissipation. It is successfully applied to maximize the
absorption coefficient of two classical two-dimensional acoustic resonators lo-330
cated at an impedance tube termination. The potential problems when neglect-
ing acoustic dissipation during optimization are investigated. In both the case
of quarter-wave and Helmholtz resonator simulations, the designs yield signif-
icantly better performance if optimized upon a lossy assumption. In all lossy
designs, the final resonators yield perfect absorption at the desired frequen-335
cies. On the other hand, lossless optimization has proven to develop poorly
performing resonators. However, the outcome depends on the resonator type.
The quarter-wave resonators, optimized on a lossless assumption, deliver an im-
proved design over the initial starting guess. This is mainly due to the existence
of numerical damping in BEM. In the case of the Helmholtz resonators, opti-340
mization without viscothermal losses creates a poorer design when compared to
the initial resonator shape. Additionally, it is examined whether a simplified
bulk loss description of losses can be used to improve the optimization result. It
turns out to be difficult to estimate an appropriate value of the loss parameter
τs. Moreover, none of the studied values of τs has resulted in perfect absorption345
when analysed using the viscothermal model.
The combination of viscothermal BEM and shape optimization is a promis-
ing tool and can be applied to the development of a range of acoustic appli-
cations where viscothermal losses are relevant. The current implementation is
however limited to computationally light problems, due to the utilization of an350
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inefficient FD sensitivity estimation. Future work should therefore investigate
methods for obtaining more accurate and efficient sensitivities, i.e., development
and implementation of an adjoint method. This would allow for the study of
three-dimensional test cases suitable for experimental validation. In general,
experimental realization of optimized acoustic designs will require the inclusion355
of manufacturing constraints and robustness measures. The proposed technique
includes constraints that might be applicable, but not necessarily sufficient for
this purpose, i.e., the curvature and distance constraints. Additionally, the pro-
posed shape optimization technique can be extended to account for mechanical
coupling which often plays an important role in small micro-acoustic devices. Fi-360
nally, it would be interesting to pursue alternative objectives or multi-objectives
such as impedance and total energy loss.
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