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Abstract
We determine the joint asymptotic normality of kernel and weighted least-squares estimators of the upper tail
index of a regularly varying distribution when each estimator is a bivariate function of two parameters: the tuning
parameter is motivated by possible underlying second-order behavior in regular variation, while no such behavior
is assumed, and the fraction parameter determines that upper portion of the sample on which the estimator is based.
Under the hypothesis that the scaled asymptotic biases of the estimators vanish uniformly in the parameter points
considered, these results imply joint asymptotic normality for deviations of ratios of the estimators from 1, which
in turn yield asymptotic chi-square tests for checking the small-bias hypothesis, equivalent to the constructibility of
asymptotic conﬁdence intervals. The test procedure suggests adaptive choices of the tuning and fraction parameters:
data-driven (t)estimators.
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1. Introduction and main results
For a constant > 0, let R be the class of all probability distribution functions F(x)= P {Xx} for




, 1x <∞, (1.1)
where 
 is somepositive function on the half-line [1,∞), slowly varying at inﬁnity, so that 
(tx)/
(x)→ 1
as x →∞ for every t > 0. IfQ(s)=QF(s)=F−1(s), 0s1, denotes the corresponding left-continuous
quantile function, deﬁned as
Q(s)= inf{x : F(x)s}, 0<s1, Q(0)=Q(0+),
where −∞Q(0)<Q(1)∞, then F ∈ R if and only if
Q+(1− s)= L(s)
s
, 0<s < 1, (1.2)
for the right-continuous version Q+ of Q, where L is a left-continuous function on the interval (0, 1),
which is positive in a neighborhood of zero and is slowly varying at zero, that is, L(ts)/L(s) → 1 as
s ↓ 0 for every t > 0. The functions 
 and L uniquely determine each other. Substituting Karamata’s










, 0<s < 1, (1.3)
for some functions a(·) and b(·) such that lims↓0b(s) = 0 and lims↓0a(s) = a0 for some ﬁnite constant
a0> 0. We set R= ∪>0R.
Given a sampleX1, . . . , Xn of sizen ∈ N fromapopulationwith distribution functionF(x)=P {Xx},
x ∈ R, that is, independent random variables with the common distribution function F for which F ∈ R
for some > 0, the task is to estimate the unknown parameter > 0 in the presence of the corresponding
unknownnuisance function 
 orL.A substantial part of the enormous literature on this problem is reviewed
by Csörgo˝ and Viharos [6,7], up to about 1999; we refer to the acknowledgement in the ﬁrst of these
two papers for the pioneering inﬂuence of Jef Teugels. The fast development of the ﬁeld continued in the
last ﬁve-six years at the same pace, here we only refer to Beirlant et al. [1] and their references. Letting
X1,n · · · Xn,n denote the order statistics pertaining to the sample, most estimators are based on some
upper order statistics Xn−2kn,n · · · Xn,n, where, in all asymptotic considerations,
kn ∈ {2, 3, . . . , n− 1}, kn →∞ and kn
n
→ 0 as n→∞. (1.4)
Assuming throughout for convenience that F(1−) = 0 for all F ∈ R, and setting X0,n = 1, we ﬁrst
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for the special kernel functions K : (0,∞)→ [0,∞), indexed by a parameter  ∈ [0,∞], where, with
IB(·) denoting the indicator function of B ⊂ R, the extreme members are K0(t) = I[0,1)(t), t0, and

















2+  < t.














is the celebrated Hill [8] estimator. General kernel estimators were proposed by Csörgo˝ et al. [4], where
the special kernel functionsK(·) above turned out to be optimal in minimizing asymptotic mean-square
errors in a special submodel of R. It was noticed by Viharos [13] that this optimal property of the family
{̂n(, kn) : 0< <∞} of estimators among all kernel estimators with a ﬁnite support holds even more
generally, namely, whenever a second-order condition for the entering slowly varying nuisance function








u−1 du+ t (s), where lim
s↓0 t (s)= 0 for all t > 0. (1.5)
Under (1.5), the optimal kernel function is given by K1/. For > 0, asymptotic normality takes place in
that subset R∗ of R, in which slow-variation is standardized, so that a(s) = a0 for all s in some right
neighborhood of zero in (1.3). If F ∈ R∗ for some > 0, then it follows as a special case of Theorem 1
in Csörgo˝ et al. [4] that for each  ∈ [0,∞] and for every sequence {kn} of integers satisfying (1.4),
Âknn () :=
√
kn[̂n(, kn)− − n] D−→ N(0, 2), (1.6)
where with all convergence, asymptotic equality and order relations meant throughout as n→∞ unless
otherwise speciﬁed, D−→ denotes convergence in distribution, N(, 2) stands for the normal distribution
with mean  ∈ R and standard deviation  ∈ (0,∞) and, as pointed out in Csörgo˝ and Viharos [6], the
bias term n is given by













) d[tK(t)] → 0.
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for the special weight functions J(·) : (0, 1] → R, indexed by a parameter  ∈ [0,∞), where the







Note that lim↓0J(s) = J0(s) for every s ∈ (0, 1]. (However, the value  = ∞ of the tuning param-
eter, for which we would have J∞(s) = lim→∞J(s) = 1, 0<s < 1, is not permissible for a weight
estimator ˜n(, kn).) As discussed by Csörgo˝ and Viharos [6,7], in most practical situations the esti-
mator ˜n(0, kn) numerically agrees with the unweighted “doubly logarithmic least-squares estimator”
considered independently by Kratz and Resnick [9] and Schultze and Steinebach [12], and, without a
formal deﬁnition, it was extensively used already by Zipf [14]. The general weight estimators appear
in Viharos [13] as “weighted doubly logarithmic least-squares estimators,” generalizing ˜n(0, kn), and,
unlike kernel estimators, they are universally asymptotically normal over the whole class R. The special
family {˜n(, kn) : 0<∞} of weight estimators above, also taken from Viharos [13], is motivated
similarly as the special kernel family: under the second-order condition (1.5), J(·)minimizes asymptotic
mean-square error; for a full discussion we refer to Csörgo˝ andViharos [6]. As a special case of Theorem
1.1 in Viharos [13], for each  ∈ [0,∞) and for any sequence {kn} of integers satisfying (1.4),
A˜knn () :=
√








whenever F ∈ R for some > 0, where the bias term bn this time is













) ds → 0.
Let Nd(m,) denote the d-dimensional normal distribution with mean vector m ∈ Rd and a non-
negative deﬁnite d × d covariance matrix , d ∈ N, and introduce x = max{k ∈ N ∪ {0} : kx}
and x = min{k ∈ N : kx} for the lower and the upper integer parts of x > 0. Setting now r =
min((2+21)/(2+1), (s/t) (2+22)/(2+2)) and q= (2+)/(2+2) and recalling the notation
in (1.6) and (1.7), the following three theorems serve as themathematical basis of the statistical procedures
entertained later. They are respective extensions of the three theorems in Csörgo˝ andViharos [7], in which
different tuning parameters  and  are considered, but the fraction parameter t = 1 is the same.
Theorem 1.1. IfF ∈ R∗ for some > 0, then for any sequence {kn} satisfying (1.4) the ﬁnite-dimensional
distributions of the stochastic processes {Âkntn () : 0∞, 0< t <∞} converge to those of a
Gaussian process {G(, t) : 0∞, 0< t <∞}with zeromeanand covariance functionE(G(1, t)












































2 − 12 log t2s
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2 r − 1(q1r)1+1/1
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2 − r2 log r2
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)+ 2q1+1/22 ( trs )1/2 r2 (− 21+2 + log r2)) if 0< 2< 1 =∞,√
t
s




1− 12 log ts
)
if 1 = 2 =∞





2 − 2 ( ts )1/
)
for ts. Therefore,
(Âknt1n (1), . . . , Âkntln (l))
D−→ Nl(0, 2 (1, . . . , l; t1, . . . , tl))
for any l ∈ Nand01, . . . , l∞, 0< t1, . . . , tl <∞,with thed×d matrix(1, . . . , l; t1, . . . , tl)=(
ti ,tj (i , j )
)l
i,j=1.
Theorem 1.2. Whenever F ∈ R for some > 0, for any sequence {kn} satisfying (1.4) the ﬁnite-
dimensional distributions of the stochastic processes {A˜kntn () : 0<∞, 0< t <∞} converge to
those of a Gaussian process {G◦(, t) : 0<∞, 0< t <∞} with zero mean and covariance function


















− 1 + 1
2(1 + 2 + 1)
t2+ 12
s2+ 12
































if 1 = 2 = 0
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for ts, and ◦t,s(1, 2)=◦s,t (2, 1) for s < t . In particular, ◦t,t (1, 2)= (1+ 2+ 2)/(1+ 2+ 1).
Therefore,
(A˜knt1n (1), . . . , A˜kntmn (m))
D−→ Nm(0, 2 ◦(1, . . . , m; t1, . . . , tm))
for any m ∈ N and 01, . . . , m <∞, 0< t1, . . . , tm <∞, with the d × d matrix ◦(1, . . . , m;
t1, . . . , tm)= (◦ti ,tj (i , j ))mi,j=1.
Theorem 1.3. If F ∈ R∗ for some > 0, then for any sequence {kn} satisfying (1.4),
(Âknt1n (1), . . . , Âkntln (l), A˜kns1n (1), . . . , A˜knsmn (m))
D−→
Nl+m(0, 2 (1, . . . , l; 1, . . . , m; t1, . . . , tl; s1, . . . , sm))
for any l, m ∈ N,any01, . . . , l∞, 01, . . . , m <∞, 0< t1, . . . , tl <∞and0<s1, . . . , sm <∞,
where (1, . . . , l; 1, . . . , m; t1, . . . , tl; s1, . . . , sm) = (i,j )l+mi,j=1 such that i,j = ti ,tj (i , j ) for
1i, j l,l+i,l+j=◦si ,sj (i , j ) for1i, jmandi,l+j=l+j,i=∗ti ,sj (i , j ) for1i l, 1jm,










x−1K(x) dx dy (1.8)








































































if =∞, 0< <∞,
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1+  if =∞, 0< <∞.
The three theorems contain all possible information that can be acquired from the asymptotic analysis of
kernel and weight estimators, and, therefore, may become useful for developing statistical ideas different
from those that follow here. It appears natural to ask whether the theorems could be strengthened to weak
convergence results in corresponding spaces of bivariate continuous functions, but, as discussed in more
detail by Csörgo˝ and Viharos [7], we were unable to get a handle of the tightness problem even in the
corresponding univariate cases for tuning parameters only.
To motivate the difﬁculty of the estimation problem at hand, consider ﬁrst a single  ∈ [0,∞] or
a single  ∈ [0,∞). It follows from (1.6) or (1.7) that an asymptotic conﬁdence interval with center
̂n(, kn) or ˜n(, kn) can be constructed for the tail index  if and only if
√
kn n(, kn, L) → 0 or√
kn bn(, kn, L)→ 0, respectively. The aim of this paper is to try and check such “small bias” conditions
from the data.
Even without consideration of conﬁdence intervals, the greatest problem is the choice of the tuning
parameters and kn. One way out is to trust a second-order condition in (1.5) literally and estimate also the
secondary exponent  to come up with an adaptive kn that minimizes a form of the estimated asymptotic
mean-square error, either with an estimated tuning parameter, or sticking, possibly in a somewhat subop-
timal fashion, to a particular estimator, such as the Hill estimator. The best examples of such procedures
are in Beirlant et al. [2,3] and Beirlant et al. [1]. A second approach is to entertain the possibility of a
second-order condition in (1.5) only to restrict the classes of general kernel and weight estimators, and
thus to delineate the one-parameter subclasses indexed by tuning parameters as considered above, but not
to take (1.5) seriously otherwise. This is our attitude in this paper, as it was in Csörgo˝ and Viharos [6],
where adaptive choices of the tuning parameters and kn were proposed, minimizing estimated asymptotic
mean-square error over the respective classes, based on some preliminary estimators extracted from a
representative sample of all the estimators in those classes.
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, kns) − 1
}





˜n(, knw) − 1
}
.
Fix the sequences of pairs (	1, t1), . . . , (	l , tl), (
1, s1), . . . , (
l , sl), (1, z1), . . . , (m, zm), (1, w1), . . . ,
(m,wm) of parameter values, where 0 l, m ∈ N, l + m> 0, and, with the superscript T denoting
transpose, consider the (l +m)-dimensional random row vector
ﬂTkn = (R̂knn (	1, 
1, t1, s1), . . . , R̂knn (	l , 
l , tl, sl), R˜knn (1, 1, z1, w1), . . . , R˜knn (m, m, zm,wm)),
so that ﬂkn is the corresponding column vector. If√
kn n(	i , knti, L)→ 0,
√
kn n(
i , knsi, L)→ 0, i = 1, . . . , l (1.9)
and √
kn bn(j , knzj, L)→ 0,
√
kn bn(j , knwj, L)→ 0, j = 1, . . . , m (1.10)
then the vector ﬂkn is asymptotically normal withmean 0 and the known covariancematrix=(i,j )l+mi,j=1,
where as a straightforward consequence of Theorem 1.3,
i,j =





















, 1i, j l,
l+i,l+j =















(i , j )√
wiwj
, 1i, jm
and for 1i l and 1jm,
i,l+j = l+j,i =

















i , j )√
siwj
.
Furthermore, if  is nondegenerate, then the test statistic
T knn = ﬂTkn−1ﬂkn
has the asymptotic 2 distribution with l +m degrees of freedom, where −1 is the inverse matrix of .
From large values of the quadratic form Tkn we conclude that no conﬁdence intervals are allowed for the
l +m pairs of tuning and fraction parameters chosen.
It appears natural to select an adaptive estimator at this stage, from the same setup that is used for
testing, particularly if Tkn is not signiﬁcant. In this paper we only concentrate on the pure cases of either
kernel or weight estimators separately, and based only on the comparison of pairs. In the kernel case,
given a collection of different tuning parameters 1, . . . , l ∈ [0,∞] and a collection of different fraction
parameters t1, . . . , tv > 0, l, v2 for all 1i, j l and 1k, rv we consider









, (i, j) = (k, r), (1.11)
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where i,j,k,r is the asymptotic standard deviation of R̂
kn
n (i , k, tj , tr ), given by
i,j,k,r =
√













Similarly, given a collection of different tuning parameters 1, . . . , m ∈ [0,∞) and a collection of
different fraction parameters t1, . . . , tv > 0, in the weighted least squares case for all 1i, jm and
1k, rv we look at






˜n(k, kntr) − 1
}
, (i, j) = (k, r), (1.12)
where ◦i,j,k,r is the asymptotic standard deviation of R˜
kn
n (i , k, tj , tr ), given by
◦i,j,k,r =
√





























r ) be the respective members of the sets in (1.11) and
(1.12) that have the smallest absolute value in their own set. Then the adaptive weight estimator choice
˜n(
,, knt,) is that one of the two remaining estimates ˜n(,i , knt,j ) and ˜n(,k, knt,r ) which has
smaller asymptotic variance, given by ,=max(,i , ,k). Since the kernel estimator has asymptotic variance
1 for all the shape parameters, for the adaptive kernel choice ̂n(,, knt,) one may ﬂip a coin at the
end. The vulnerability of the procedure is obvious right at the outset: it may happen that the selected two
estimates we choose from are close to each other exactly because they are both bad. Nevertheless, if L
is close to a constant in (1.2), the simple method works ﬁne as can be concluded from the simulations in
Section 3 below.
2. Proofs
Proof of Theorem 1.1. Recall again the notation in (1.6). Using the Proposition of Csörgo˝ and Viharos
[7], on a rich enough probability space (,A, P )we may write, without loss of generality, that Âknn ()=














for a suitable sequence {Bn(s) : 0s1} of Brownian bridges. It is clear that {Zn,knt() : 0∞,
0< t <∞} is a bivariate Gaussian process with zero mean and covariance function t,s,n(1, 2) =
E(Zn,knt(1)Z

n,kns(2)). Following the proof of Theorem 1 in Csörgo˝ and Viharos [7], it turns out
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Since kntknt<knt+1, it is easy to see that in the calculation we can omit the integer parts ·. Thus,





}= 0, we have
























for ts. From here, very tedious but otherwise straightforward calculations give the ﬁnal form of the
covariance t,s(1, 2). 
Proof of Theorem 1.2. Recalling this time the notation in (1.7) but still using the Proposition of Csörgo˝


















for some sequence ln = ln(, t) ∈ [1, kn] such that ln/kn → 0. Again, the asymptotic covariance of
A˜
knt
n () may be calculated omitting the integer parts ·. Thus, deﬁning ◦t,s,n(1, 2)=E(Z◦n,knt(1)
Z◦n,kns(2)) andwritinght,s,n(u, v)=E(Bn(kntu/n)Bn(knsv/n)) andGz,n(w)=logQ+(1−(knzw)/n),
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) → d log u−,
which implies that both∫ 1
ln(1,t)
knt




















The elementary calculation for the rest of the proof is much simpler than that for Theorem 1.1 and is
omitted again. 
Proof of Theorem 1.3. Similarly as in the previous two proofs, replacing also ln/kn by 0, we see that
E(Zn,knt()Z
◦





























Using an argument as in the proof of Theorem 1.1 and treating separately the cases s/t2 and s/t > 2,
we get (1.8). The next step in the calculation is to separate the two cases s/t(2 + 2)/(2 + ) and
s/t > (2+ 2)/(2+ ) and to cut the integrals in (1.8) to makeK(x) under the second integral positive.
Again, rather tedious but elementary integrations give the ﬁnal form of the covariance. 
3. Simulation results
We study only the homogeneous cases: pure kernel estimators (l > 0,m=0) and pure weight estimators
(l=0,m> 0). Noting that kn need not be an integer since the knt values will be integers anyway, for both
cases we choose kn=log n. Given an integer l2 and some tuning parameters 01< 2< · · ·< l∞,
in the kernel case we choose here the same number of fraction parameters 0< t1< t2< · · ·< tl such that










n1/3 + {n3/4 − n1/3} i − 1
l − 1
]
, i = 1, . . . , l.
Thus the adaptive procedure constructed here will depend on kn and on ti only through the product values
knti , so that in fact it does not matter how we choose the original proportion parameter kn between 2 and
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n− 1. In this sense the choice kn= log n is just to maintain the mathematical illusion that condition (1.4)
is satisﬁed; after all the sample size n is ﬁxed in every simulation or concrete application.
Similarly for weight estimators, given m2 and 01< 2< · · ·< m <∞, we keep kn = log n and
again choose the same number of fraction parameters 0< t1< t2< · · ·< tm, but, even though condition































, i = 1, . . . , m.
Simulations show that the ﬁrst choice is wrong for weight estimations and, vice versa, the second choice
is wrong for kernel estimators: the testing procedures give inconsistent large rejection regions. We are
unable to offer any reasonable explanation for the phenomenon.
For the testing procedures we use only consecutive parameter values in both cases, so in the kernel and







n (1, 2, t1, t2),
. . . , R˜
kn
n (m−1, m, tm−1, tm)
)
, respectively, and then form the corresponding quadratic form statistics
T̂
kn
n = ﬂ̂Tkn−1 ﬂ̂kn and T˜ knn = ﬂ˜
T
kn
−1◦ ﬂ˜kn , where  and ◦ are the corresponding l × l and m × m
covariance matrices.
We selected 13 distributions to assess the performance of the testing procedure and adaptive estimators.
Twelve distributions belong to the following slowlyvarying functions for themodel of (1.2) studied already
in Csörgo˝ and Viharos [6]:
L0(s)= 2, L1(s)= exp{(log(1/s))/ log log(1/s)} ,
L2(s)= 1+ s sin(1/s), L3(s)= 1+ s,
L4(s)= exp{log1/4(1/s)}, L5(s)= exp{log1/3(1/s) cos(log1/3(1/s))},
L6(s)= exp{log1/2(1/s)}, L7(s)= log(1/s),





L10(s)= log log(1/s), L11(s)= exp{log1/3(1/s)}.
The 13th distribution is given byQ12(1−s)=s−1L12(s)withL12(s)=2〈log2s〉, where 〈·〉 denotes fractional
part and log2 is the logarithm to the base 2. This distribution belongs to the famous St. Petersburg game,
and L12 is not slowly varying at zero. Also, the distributions pertaining to L2 are not inR, and, as shown
by Csörgo˝ and Viharos [5], for the underlying laws with L2 the Hill estimator ̂n(0, n2/3) does not
converge in distribution for any deterministic centering and norming sequences.
For the kernel case the twenty-threevalues 0, 0.02, 0.04, 0.07, 0.11, 0.15, 0.19, 0.23, 0.3, 0.38, 0.46,
0.55, 0.67, 0.79, 0.91, 1.1, 1.5, 1.9, 2.75, 3.75, 7, 15,∞ were chosen. According to Csörgo˝ and Viharos
[6], these values may pretty well represent the whole range  ∈ [0,∞]. For the weight estimator also
twenty-three  values were chosen, namely 0, 1/3, 2/3, 1, 4/3, 5/3, 2, 2.5, 3, 4, 5, 6.5, 8, 10, 12, 14.5,
17, 22, 27, 37, 47, 72, 97, with similar background. The ﬁrst set was rareﬁed from the 89 values, while
the second from the 111 values discussed in Csörgo˝ and Viharos [6].
Simulations were done for = 1/2, 1 and = 2, for sample sizes n= 100, 200, 500, 1000, 5000, using
signiﬁcance levels  = 1%, 5% and  = 10%. Since the quantile function Q has to be monotone, the
function L2 cannot be applied to = 1/2. Thus for the testing procedure we ended up in both cases with
2 tests with l =m= 23 degrees of freedom.
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Table 1
Rejection ratios for the kernel estimators, = 1/2
L0 L1 L3 L4 L5 L6 L7 L8 L9 L10 L11
n= 100
= 1% 26.5 31.8 45.5 43.7 58.4 46.2 80.1 40.9 37.1 100 46.5
= 5% 37.0 42.9 61.4 54.4 68.2 56.0 89.5 51.8 47.8 100 56.3
= 10% 43.4 50.8 70.1 60.2 73.5 62.3 93.0 57.4 54.3 100 62.5
n= 200
= 1% 11.4 10.5 4.2 21.5 28.8 24.1 64.7 21.0 18.6 99.8 23.5
= 5% 18.5 18.8 9.6 32.3 41.2 35.4 77.3 31.5 28.6 100 34.8
= 10% 24.4 25.7 15.7 39.1 48.8 42.3 83.1 38.4 35.3 100 41.6
n= 500
= 1% 6.9 20.2 11.2 18.3 24.6 22.7 73.9 18.6 15.3 100 21.3
= 5% 14.0 40.0 27.3 30.3 38.2 35.4 85.2 30.8 26.9 100 33.9
= 10% 20.3 52.2 40.2 38.7 47.0 44.7 89.8 38.9 34.2 100 42.8
n= 1000
= 1% 3.5 29.6 6.6 11.7 15.5 16.0 70.7 12.4 9.8 100 14.5
= 5% 9.5 57.2 21.2 23.2 27.9 29.3 84.6 24.3 20.6 100 27.1
= 10% 14.7 71.9 34.1 32.4 37.6 38.5 89.5 33.4 29.1 100 36.5
n= 5000
= 1% 1.6 100 20.9 8.3 7.4 14.4 86.3 10.4 7.2 100 11.6
= 5% 6.1 100 47.9 20.3 19.1 30.6 94.9 24.1 18.6 100 25.9
= 10% 11.0 100 62.9 30.2 28.8 41.4 97.0 35.0 28.0 100 37.1
Tables 1–3 contain the simulated percentage rejection ratios for the kernel estimator, while Tables 4–6
those percentages for the weight estimator. All the simulations were repeated 5000 times.
Sailing on unchartered waters, the ﬁrst question is whether the large-sample tests work at all. It is the
strict Pareto case L0 where this is expected in the usual fashion, for all the other cases it was unclear what
to expect. The answer appears to be yes: for both methods the test levels seem to converge to the nominal
levels for L0, apparently much faster for the second method based on weight estimates. Both methods
have large power against the two cases L2 and L12 when the distribution is not in R, for L2 the power is
larger if  is smaller, the St. Petersburg case is rejected with absolute certainty. For the cases L3–L9 and
L11 the results are contradictory: with increasing sample size and increasing , the kernel-based method
tends to “tolerate” these slowly varying functions more and more, the power against such deviations
from the Pareto situation decreases, while the other method, operating on weighted least squares, is very
sensitive to seemingly every possible type of deviations from the Pareto model.
Figs. 1 and 2 depict average simulated adaptive kernel estimates and Figs. 3 and 4 draw average
simulated adaptive weight estimates, both for n = 200 and n = 5000. On the horizontal axes the in-
dices of the slowly varying functions are labeled. The pictures for n = 100, 500, 1000 and 5000 are
very similar and hence are not included. The two kinds of adaptive estimators are described at (1.11)
and (1.12) with v = l = m = 23, since here we also use the two sets of 23 tuning parameters, given



















Rejection ratios for the kernel estimators, = 1
L0 L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12
n= 100
= 1% 25.0 33.9 95.9 21.7 33.7 34.9 36.2 59.3 34.1 32.1 100 35.3 100
= 5% 35.8 45.8 99.1 32.7 43.7 45.5 46.2 70.6 44.0 42.3 100 45.4 100
= 10% 42.3 52.9 99.6 39.7 50.6 51.9 52.5 76.4 50.8 48.8 100 52.0 100
n= 200
= 1% 10.5 15.9 92.0 5.4 15.4 15.2 17.8 40.5 16.5 15.3 99.2 16.8 100
= 5% 17.8 27.8 98.3 10.3 25.1 25.2 28.4 54.3 26.6 24.8 99.9 26.9 100
= 10% 24.4 36.2 99.4 14.5 32.4 32.2 35.1 61.2 33.7 32.0 100 34.0 100
n= 500
= 1% 7.0 30.4 100 3.5 11.6 10.5 14.1 42.1 12.9 11.6 100 12.8 100
= 5% 13.6 51.5 100 9.8 21.0 19.9 24.7 57.1 23.1 21.3 100 23.0 100
= 10% 19.7 63.4 100 15.4 29.0 27.3 33.2 65.1 31.5 29.4 100 31.4 100
n= 1000
= 1% 3.6 40.0 100 1.9 6.9 5.9 8.9 33.3 8.3 7.2 100 8.0 100
= 5% 9.2 67.9 100 5.9 15.3 13.5 19.1 51.0 17.8 15.9 100 17.0 100
= 10% 14.5 79.5 100 11.1 22.7 20.5 26.8 60.7 25.5 23.6 100 25.0 100
n= 5000
= 1% 1.3 100 100 1.8 3.5 2.2 6.0 36.0 5.2 4.2 100 4.6 100
= 5% 6.0 100 100 7.8 11.0 8.4 15.8 56.9 14.7 12.6 100 13.4 100



















Rejection ratios for the kernel estimators, = 2
L0 L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11
n= 100
= 1% 26.4 36.1 40.2 22.2 30.4 30.4 32.2 47.8 31.5 30.4 99.8 31.4
= 5% 37.0 48.6 54.0 33.0 40.7 40.5 42.4 57.9 41.9 41.0 100 41.8
= 10% 43.2 55.8 62.2 40.3 47.1 46.9 48.5 63.9 47.8 47.1 100 47.7
n= 200
= 1% 10.8 14.2 26.2 7.4 13.4 12.9 14.7 24.6 14.5 13.8 99.5 14.0
= 5% 18.4 26.2 40.0 13.9 21.9 21.0 23.7 36.8 23.2 22.4 99.8 22.7
= 10% 24.5 35.3 48.6 19.0 28.4 27.6 30.0 44.3 29.6 28.7 99.9 29.2
n= 500
= 1% 7.3 33.1 66.4 5.0 9.9 9.2 11.1 22.1 10.9 10.4 99.9 10.4
= 5% 14.9 55.1 83.5 11.0 18.4 17.6 20.3 35.0 19.9 19.2 100 19.4
= 10% 20.8 66.1 90.3 16.5 24.8 23.3 27.1 43.9 26.6 25.7 100 25.9
n= 1000
= 1% 3.0 50.1 93.6 1.9 4.4 3.8 5.1 13.6 5.0 4.7 99.8 4.7
= 5% 8.7 76.5 98.5 6.4 11.4 10.3 13.0 26.1 12.7 12.1 100 12.1
= 10% 14.4 86.1 99.5 11.1 17.9 16.4 19.8 34.8 19.4 18.8 100 18.7
n= 5000
= 1% 1.8 100 100 1.4 2.5 2.0 3.3 10.2 3.3 2.9 91.9 2.9
= 5% 6.3 100 100 5.5 7.9 6.9 9.9 24.0 9.8 9.1 97.2 8.6
= 10% 11.2 100 100 9.8 14.1 12.1 16.6 33.0 16.5 15.4 98.5 15.0
S. Csörgo˝, L. Viharos / Journal of Computational and Applied Mathematics 186 (2006) 232–252 247
Table 4
Rejection ratios for the weight estimators, = 1/2
L0 L1 L3 L4 L5 L6 L7 L8 L9 L10 L11
n= 100
= 1% 9.5 16.2 41.9 57.0 91.6 48.8 100 34.3 26.4 100 57.8
= 5% 19.0 28.2 71.1 71.9 96.0 64.6 100 49.2 40.7 100 72.8
= 10% 26.5 36.6 82.9 79.2 97.5 72.6 100 57.4 49.2 100 79.7
n= 200
= 1% 3.4 10.5 96.5 70.4 99.0 57.1 100 31.7 20.5 100 71.3
= 5% 8.7 22.8 99.6 83.9 99.6 74.3 100 49.9 35.8 100 84.7
= 10% 14.7 31.8 99.9 89.3 99.8 81.8 100 59.8 45.6 100 89.9
n= 500
= 1% 1.9 12.8 100 97.8 100 91.7 100 58.3 32.7 100 98.0
= 5% 6.3 29.2 100 99.4 100 97.3 100 76.5 52.6 100 99.5
= 10% 10.7 40.7 100 99.7 100 98.4 100 83.8 63.7 100 99.7
n= 1000
= 1% 1.3 32.0 100 100 100 99.9 100 91.9 62.8 100 100
= 5% 5.7 55.8 100 100 100 100 100 97.3 81.5 100 100
= 10% 10.8 67.7 100 100 100 100 100 98.4 88.4 100 100
n= 5000
= 1% 1.2 99.7 100 100 100 100 100 100 100 100 100
= 5% 5.6 100 100 100 100 100 100 100 100 100 100
= 10% 10.4 100 100 100 100 100 100 100 100 100 100
described at the beginning of this section. Note that for these estimates not only consecutive param-
eter values are used, but, according to (1.11) and (1.12), both are chosen comparing 529×528=279 372
deviations.
In the strict Pareto model both adaptive estimators perform well, the kernel estimator even for small
sample sizes. The tolerable values for L1 and L2, and maybe even for L3, are surprising, particularly
for small sample sizes, and particularly for L2 in view of the testing results. The functional form of L5
with the disturbing cosine ingredient gives the smallest  estimates in all cases. Estimation is always poor
for the large slowly varying functions L5–L10. However, the renegade St. Petersburg distribution is just
great for the problem, slow or not slow variation! Perhaps a reasonable overall conclusion is that only
small deviations from the strict Pareto model, belonging to constant 
 or L functions in (1.1) or (1.2), are
amenable to estimating the tail index of a heavy tailed distribution.
4. Example: Danish and Norwegian ﬁre insurance
As discussed in Csörgo˝ and Viharos [6], McNeil [10] and Resnick [11] study the cumulative data of
2156 ﬁre insurance losses over one million Danish krone for the eleven years 1980–1990, adjusted for
inﬂation to reﬂect values in 1985. Ignoring the small portion of the data below the one million threshold



















Rejection ratios for the weight estimators, = 1
L0 L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12
n= 100
= 1% 10.3 21.7 86.8 4.2 33.0 46.6 31.9 98.8 24.3 20.3 100 35.0 100
= 5% 18.9 35.4 96.4 9.6 49.7 63.1 48.3 99.9 39.0 33.6 100 51.9 100
= 10% 26.7 43.8 98.5 15.2 59.1 71.0 57.7 100 48.2 42.1 100 61.0 100
n= 200
= 1% 4.2 16.0 99.6 1.4 32.1 53.5 29.8 100 18.6 13.1 100 34.4 100
= 5% 10.2 29.7 100 6.5 50.3 69.4 47.1 100 32.9 26.1 100 53.2 100
= 10% 16.2 39.4 100 12.2 60.3 77.4 57.5 100 42.7 34.4 100 62.9 100
n= 500
= 1% 1.5 26.3 100 10.1 60.0 88.9 53.4 100 27.3 14.7 100 65.3 100
= 5% 5.8 46.7 100 30.1 78.9 95.6 73.3 100 46.8 31.5 100 81.7 100
= 10% 10.6 58.5 100 45.7 85.1 97.6 81.3 100 58.5 42.2 100 87.9 100
n= 1000
= 1% 1.3 55.6 100 61.6 92.0 99.8 87.2 100 52.5 28.1 100 93.9 100
= 5% 5.4 76.1 100 83.5 96.9 99.9 94.7 100 72.8 48.7 100 98.1 100
= 10% 10.3 85.0 100 90.8 98.4 100 97.2 100 81.5 60.9 100 98.9 100
n= 5000
= 1% 1.0 100 100 100 100 100 100 100 100 98.9 100 100 100
= 5% 5.0 100 100 100 100 100 100 100 100 99.8 100 100 100



















Rejection ratios for the weight estimators, = 2
L0 L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11
n= 100
= 1% 10.1 23.4 16.1 5.9 19.8 21.7 20.3 86.0 17.6 16.0 100 20.9
= 5% 19.3 36.4 30.0 12.7 31.7 34.2 32.3 96.9 29.0 26.7 100 33.2
= 10% 25.6 45.8 40.3 18.6 40.4 43.3 41.1 99.0 37.0 34.2 100 42.0
n= 200
= 1% 3.9 18.2 15.3 1.9 13.7 16.6 14.1 100 10.5 8.5 100 15.1
= 5% 10.3 31.8 32.9 5.4 27.1 31.4 27.3 100 21.8 18.5 100 29.0
= 10% 15.7 41.6 44.7 9.6 35.8 40.3 36.7 100 30.2 26.6 100 37.9
n= 500
= 1% 1.7 35.6 64.3 1.0 17.5 24.7 17.7 100 9.8 6.8 100 20.7
= 5% 5.9 56.1 84.6 4.5 34.3 42.3 34.2 100 23.0 17.2 100 37.4
= 10% 10.8 68.2 91.7 9.3 44.2 53.2 44.5 100 32.4 25.8 100 48.2
n= 1000
= 1% 1.3 68.7 99.0 1.9 34.2 49.5 34.3 100 16.8 9.8 100 40.4
= 5% 5.5 86.3 99.9 10.0 56.3 70.5 56.4 100 34.2 23.2 100 62.4
= 10% 10.3 92.0 100 18.2 67.8 79.3 67.5 100 46.7 33.4 100 73.0
n= 5000
= 1% 1.0 100 100 65.3 99.7 100 99.7 100 88.5 60.1 100 99.9
= 5% 5.5 100 100 84.5 100 100 99.9 100 96.0 79.5 100 100
= 10% 10.7 100 100 91.1 100 100 100 100 98.1 86.9 100 100
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Fig. 2. Adaptive kernel estimates for sample size n= 5000 and for = 1/2 (solid), = 1 (dotted) and = 2 (dashed).
adaptive estimates are ̂2156 = 0.714 and ˜2156 = 0.707. The associated p-values pertaining to the test
statistics T̂2156 and T˜2156 are p̂ = 0.317 and p˜ = 0.0001, respectively.
Beirlant et al. [2] present 21 data sets describing yearly ﬁre insurance claims in Norway for the years
1972–1992. The adaptive kernel and weight estimates and the associated p-values of the tests for this data
are contained in Table 7.
In many cases the two testing results based on p̂ and p˜ yield the same statistical conclusion. In these
situations there is little doubt about the behavior of the data. As in many statistical investigations, in the
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Fig. 4. Adaptive weight estimates for sample size n= 5000 and for = 1/2 (solid), = 1 (dotted) and = 2 (dashed).
other cases, when p̂ and p˜ are very different, the decision is left open. Our adaptive estimates for the
aggregated data covering all 21 years are ̂9181 = 0.802 and ˜9181 = 0.761. The p-values of the tests are
p̂ = 0.152 and p˜ = 0, respectively. The estimation results are broadly consistent with those in Beirlant
et al. [2] and Csörgo˝ and Viharos [6].
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Table 7
Adaptive kernel and weight estimates and the associated p-values for Norwegian ﬁre insurance data
Year 1972 1973 1974 1975 1976 1977 1978
n 97 109 110 142 207 235 299
̂n 0.861 0.925 0.875 0.823 0.892 0.843 0.782
p̂ 0.127 0.000 0.166 0.162 0.185 0.949 0.560
˜n 0.866 0.698 0.905 0.860 0.966 0.875 0.821
p˜ 0.741 0.002 0.123 0.133 0.421 0.792 0.173
Year 1979 1980 1981 1982 1983 1984 1985
n 355 373 429 428 407 557 607
̂n 0.792 0.841 0.876 0.789 0.786 0.767 0.831
p̂ 0.000 0.000 0.914 0.014 0.474 0.123 0.839
˜n 0.800 0.858 0.899 0.806 0.807 0.779 0.862
p˜ 0.592 0.166 0.003 0.003 0.510 0.000 0.159
Year 1986 1987 1988 1989 1990 1991 1992
n 647 767 827 718 628 624 615
̂n 0.889 0.703 0.858 0.762 0.627 0.622 0.756
p̂ 0.075 0.841 0.117 0.331 0.194 0.043 0.872
˜n 0.830 0.720 0.886 0.799 0.675 0.629 0.784
p˜ 0.000 0.000 0.000 0.000 0.000 0.000 0.000
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