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Abstract
Humans can build a mental map of a geographical area
to find their way and recognize places. The basic task we
consider is geo-localization – finding the pose (position &
orientation) of a camera in a large 3D scene from a single
image. We aim to experimentally explore the role of geom-
etry in geo-localization in a convolutional neural network
(CNN) solution. We do so by ignoring the often available
texture of the scene. We therefore deliberately avoid using
texture or rich geometric details and use images projected
from a simple 3D model of a city, which we term lean im-
ages. Lean images contain solely information that relates
to the geometry of the area viewed (edges, faces, or relative
depth). We find that the network is capable of estimating
the camera pose from the lean images, and it does so not by
memorization but by some measure of geometric learning of
the geographical area. The main contributions of this pa-
per are: (i) providing insight into the role of geometry in the
CNN learning process; and (ii) demonstrating the power of
CNNs for recovering camera pose using lean images.
1. Introduction
Recently, several works in the field focused on trying to
understand how neural networks represent data and tackle
their limits [33]. Our paper’s main goal is to study the role
of geometry in a CNN solution to the geo-localization task
rather than propose a working system for application pur-
poses.
What is the geo-localization task? Imagine you are
brought blindfolded to a street corner of a city you know
well. Now, you remove the blindfold. Can you tell where
you are? In the computer vision field, this amounts to es-
timating the position (and sometimes the orientation) of a
camera given its current view. Although localization de-
vices such as Global Positioning Systems (GPS) have im-
proved significantly over the last years, they often do not
work well in city scenes and do not provide highly accu-
rate results. Autonomous cars, drones, and IOT devices are
expected to benefit tremendously from the ability to deter-
mine their pose (position & orientation) accurately in their
environment.
A solution for geo-localization, either by a human or
by a machine, can use appearance cues (e.g., texture of a
unique building), geometric cues (e.g., a unique shape of
a building), or both. In the ‘80s and ‘90s, many computer
vision tasks were based on edge images (i.e., mostly ge-
ometry). More recently, significant improvements were ob-
tained in object recognition, scene recognition, and local-
ization tasks, largely by exploiting the appearance of the
scene (e.g., color and texture and image features such as
SIFT [26, 15, 14]). Later, these methods were improved
by adding coarse geometric constraints to the image fea-
tures (e.g., [20, 2]). Nowadays, methods are based on ma-
chine learning, in particular convolutional neural networks
(CNNs), where the input is the unprocessed image. Clearly,
both appearance and geometry play an important role in
these methods.
We aim to explore the role of geometry alone in geo-
localization using end-to-end deep learning neural network,
while ignoring the often available texture of the scene. To
do this, we consider the geo-localization task using lean im-
ages. Lean images contain mostly information that relates
to the geometry of the scene while lacking texture or rich
geometric details. In particular, we use a city scene and con-
sider two types of binary images that consist of the edges of
the buildings’ outline and the buildings’ facades. In addi-
tion, we also consider depth images that contain more geo-
metric information.
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Figure 1: Top: lean images contain mostly geometric fea-
tures: edges (left), faces (center), and depth information
(right). We train a CNN to solve the localization problem
using such images alone. Bottom: a top view of a city area
(buildings are marked as white) where color indicates the
localization success rate of the network from red (high) to
blue (low). For instance, note how open spaces are more
distinct than narrow streets.
Figure 2: Bird’s-eye view of one of the areas we used.
Examples of the three types of lean images are shown in
Figure 1 (top). Note that in the first row, the view contains
dominant landmarks, while the second row shows very little
distinct information that might be expected to assist local-
ization. Such non-distinct views are very common in large
environments such as a city, making localization with lean
images very challenging. Further note that we deliberately
do not consider real images or synthetic images with tex-
ture, since our goal is to study only the information avail-
able from purely geometry information.
We use an untextured 3D mesh model of Berlin [3] to
generate our data. A bird’s-eye view of one of the areas
is shown in Figure 2. Using such a model allows us to
study the role of geometry for geo-localization in a con-
trolled manner and in a larger scale than ever before, both in
terms of the area covered (many city streets) and in terms of
the number of images (up to hundreds of thousands). Our
images are obtained simply by projecting the model onto
various positions in the scene. Each image is defined by
four parameters: (x, y) represents the camera position on
the ground plane and (θ, φ) represents the Y aw and Pitch
angles of the camera respectively. We assume for simplicity
that the picture is taken at a fixed height, and the roll angle
is fixed as horizontal.
A typical geo-localization solution will return either the
pose from which an image was taken or the most similar
image from a database. We consider two variants of the geo-
localization tasks. The first task is recognizing a previously
seen view of the scene, which we refer to as Geo-Matching.
The second is determining the camera pose in a previously
unseen view, which we refer to as Geo-Interpolation.
The geo-matching task can be regarded as image re-
trieval from a database of all available views of the city.
A naı¨ve solution would store all images and then perform a
brute-force search in the database. However, this is ineffi-
cient and can become infeasible as the database gets larger.
Defining a compact representation and an efficient search
is clearly desired, and it is often performed by manually
engineered image representation (e.g., a dictionary of im-
age features) and an image retrieval approach, including
the metric between the stored representation and a target
one (e.g., [27, 15, 21, 34, 18, 25, 7, 14]). Neural networks
were shown to be effective in geo-localization tasks (e.g.,
[12, 31, 17]). They may be used to perform both functions:
provide storage and learn the metric. The questions we ad-
dress here are (i) whether CNNs can also be used to solve
the geo-matching task from lean images and (ii) whether
geometric information is used by the CNN to solve the task.
In the geo-interpolation task the image query is not part of
the training set. In this case we ask (iii) can the CNN gen-
eralize and support geo-interpolation in such large environ-
ments using only geometric and spatial data?
As discussed in the results section (Sec. 6), we found
positive answers to all these questions, but the results de-
pend on the number of images and their sampling density.
We believe this indicates that networks can learn some sort
of a spatial map for an area using only geometric data, since
no colors or textures are available in our data. The success
of geo-localization also depends on the specific position.
Figure 1 (bottom) shows how certain positions in the streets
of a city are more recognizable than others.
The paper presents an empirical study regarding the in-
formation that can be used by CNNs; we do not propose a
practical solution based on lean images. The main contri-
butions of our study are: (i) proposing a systematic method
to study the role of geometry in CNNs when trained to
solve geo-localization tasks; (ii) demonstrating the power
of CNNs to use the geometric information efficiently; and
(iii) showing that lean images contain sufficient information
for solving the geo-matching and geo-interpolation tasks.
2. Related Work
Place recognition (e.g., recognizing the Eiffel Tower in
an image) can be regarded as a coarse geo-localization task.
Finding images of the same place is a basic tool for solving
this task. Classic approaches use visual features to represent
each image in a set of images of a given location (e.g., by a
bag of words) and then match a target image with the stored
representations (e.g., [26, 27, 15, 21]). Hays & Efros [7]
were the first to address the place recognition task using
millions of geo-tagged images. In their study they compare
the results obtained when various visual features are used
(tiny images, color histograms, texton histograms, line fea-
tures, gist descriptors with color and geometric context).
In our study, we consider the geo-localization task,
where both position and orientation of a camera with respect
to a scene should be estimated. A possible solution can be
obtained using triangulation with images with known pose
(e.g., [34]). In most studies, 3D models of the scene are
used by means of point-clouds (e.g., [9, 23, 16, 29]), Dig-
ital Elevation Maps (DEM) (e.g., [1, 2]), or full 3D mod-
els (e.g., [20]). One of the main challenges of these works
is to develop an efficient computation of 2D to 3D feature
matching. The matching can then be used to determine the
query image pose with respect to the model. Computing the
matching requires dealing with a very large search space,
and outliers must also be discarded. Works that deal with
these challenges include classic studies of outliers removal
(e.g., [5, 6, 29, 13, 24]).
New 3D feature representation have also been developed
(e.g., [9, 23]). Bansal & Daniilidis [2] introduce a feature
more closely related to the lean images we consider. It con-
sists of 3D corners and direction vectors extracted from a
Digital Elevation Map (DEM) to be matched geometrically
to the corners and roof-line edges of buildings visible in a
street-level query image.
Efficiency and robustness become even more important
when dealing with a city-scale 3D model. A fast method
for inliers detection that enables solving the correspon-
dence problem on such a scale was suggested by Sva¨rm et
al. [28]. Recent survey on existing localization methods can
be found in [19].
One of the key ideas that bypasses the challenge of defin-
ing an efficient and robust 2D-3D feature matching required
by the abovementioned methods is to use an end-to-end
CNN solution that performs both feature extraction and
matching. PoseNet [12] is an impressive CNN based ap-
proach for solving the pose of real images. A dataset of
images was used for training Google LeNet [30] where the
6-DoF pose of the camera was used as ground truth. The
softmax final layer of Google LeNet, which was used for an
object classification task, was replaced by a vector for a re-
gression task. The Google LeNet was pre-trained on the Im-
ageNet dataset for the object recognition challenge [4, 22].
Walch et al. [31] suggested an improvement to the PoseNet
CNN architecture by adding an LSTM, which reduces the
dimensionality of the feature vector. Melekhov et al. [17]
used ResNet34 [8], which uses encoder-decoder structure to
improve model accuracy. Kendall & Cipolla [10] improved
their earlier work [12] by applying an uncertainty frame-
work to the CNN pose regressor. In another work, Kendall
& Cipolla [11] studied the affect of various loss functions
on the result of PoseNet.
In our study we assume a 3D model of a city is given.
Our setup is very challenging since the model and the im-
ages consists of only coarse 3D structure of the scene with-
out texture for computing image features. On the other
hand, our images are noise-free and there are no object-level
occlusions such as trees, cars and people. Our method uses
a CNN in a similar manner to PoseNet. However, we use the
ResNet50 architecture, also modified for regression, which
produced better results for our task. We trained our net-
work from scratch since we use lean images, which are pro-
jections of an untextured 3D model, i.e. using pre-training
done on texture images is irrelevant. In addition, we were
not limited by data size, as we projected as many images as
we chose.
Most importantly, our goal differs from that of the afore-
mentioned methods: whereas they focus on obtaining a bet-
ter and faster solution for geo-localization, we focus on
trying to understand the role of geometry, alone, in geo-
localization, by systematically training and testing the same
neural network on controlled datasets.
3. Data
“Your network is as good as your data” is a common
phrase in the world of neural networks. Our case is no dif-
ferent. In this respect, using a 3D model as the data source
is highly advantageous: we can sample as many images as
Figure 3: Example of sampling positions on a area of the
map. For the training set: green indicates valid samples
and red invalid samples. For the test set: blue indicates
valid samples and orange invalid samples. (Better viewed
on screen.)
necessary from the 3D model in any position, orientation
and resolution.
All images used in our study are projections of a 3D
model of Berlin [3] without textures. This model is very
simple, it contains only the geometry of building walls and
rooftops, and does not contain any fine geometric details
such as window frames or doors (see bird-eyes view in Fig-
ure 2). We consider three types of images: edge, face, and
depth map, see Figure 1 (top), and we call them lean im-
ages since they contain no texture or structural details. Face
images are actually the buildings’ facades.
We generated several image datasets that are sampled
uniformly along a 4D grid, where each image is defined
by its camera pose. That is, (x, y, θ, φ), where (x, y) is the
position on the ground plane and (θ, φ) is the camera orien-
tation. The density in the (x, y) domain varies between the
datasets but fixed in the (θ, φ) domain. Each set of images
is created in a defined area of the city. The number of im-
ages in the set is determined by the size of the area and the
grid sampling density. The three types of lean images were
generated for each sample pose.
When dealing with lean images, care must be taken not
to include empty images. For example when the camera is
facing a building wall from a short distance. Such images
contain almost no visual information and do not contribute
to the learning process. We define an invalid image as an
image that has less than 8 edges, or an image that does not
contain a skyline (at least 50% of its top-most pixel row
is sky). Moreover, images associated with a pose inside
a building are irrelevant to geo-localization, and are also
defined as invalid. We remove invalid images from both the
training and the test sets (see Figure 3).
Although the representation of Euler angles using (θ, φ)
is natural and easier to comprehend, it suffers from ambigu-
ity and Gimbal lock. Therefore, in practice we use quater-
nions which offer stability, efficiency and compactness
(see [12]). Each image sampled from the 3D model was de-
fined by a 6D pose vector in the form of (x, y, q1, q2, q3, q4),
which in fact represents 4 degrees of freedom.
4. Network
We examined several convolutional neural network
(CNN) architectures that proved to be successful on ob-
ject recognition tasks. Specifically, we tested VGG, Google
LeNet [30] and ResNet50 [8], built for the ImageNet Large
Scale Visual Recognition Challenge (ILSVRC) [22, 4].
Our geo-matching task could have been defined as a clas-
sification task where each (x, y, θ, φ) is considered as a
class. However, this would involve learning a huge num-
ber of classes (∼ 170K). In addition, a classification setup
loses the spatial relations among the images because each
class is considered completely unrelated to others. This
prevents the network from exploiting the geometric struc-
ture and information, and can preclude an answer to one of
our main research questions: Can a network use geometric
information?
Thus, more suitable for our problem is to consider a
CNN for solving a regression task. This also allows to
use the same trained CNN for the geo-interpolation task,
by directly returning the pose of unseen images in the test
set. Otherwise, if a classification CNN was used, it would
have required a post-processing of the result, e.g. by clas-
sic methods such as averaging the K-nearest classification
matches. Because the considered CNNs were designed for
classification tasks, we follow [12] and modify them to
solve a regression task by simply removing the last softmax
layer and replacing it by a fully connected layer of our re-
sult vector (x, y, q1, q2, q3, q4). Although position and ori-
entation are considered as different tasks [12] which should
have some weighting factor during the learning process, we
noticed that normalizing (x, y) with respect to the total area
size eliminates the need for such weighting. Our loss func-
tion is `2 for the position (x, y) and `2 for the orientation
(q1, q2, q3, q4).
In a set of preliminary experiments we found that
ResNet50 had the combination of smallest network size in
terms of parameters and the best training and testing re-
sults. Therefore, we report our experiments using only
the ResNet50 architecture. We decided not to use trans-
fer learning using pre-trained weights, since the networks
we tested were trained with ImageNet, which contains real
photographs. Our assumption is that the pre-trained mod-
els are tuned for texture information that is not available
in lean images. Hence, in our experiments, we trained the
CNNs from scratch (note that we did use transfer learning
within our setup; see Section 6.4).
5. Tasks & Hypothesis
We considered two localization tasks: retrieving the
camera pose of an image from the training set (geo-
matching), and recovering the camera pose of an image not
in the training set (geo-interpolation).
Our goal was to answer the following questions: (i) Does
geometry play a role when training the CNN for localiza-
tion? (ii) Can a CNN be trained to solve these localization
tasks from lean images?
5.1. Geo-Matching Task
Given an image from the training set, we tested whether
the correct camera pose could be determined. In a sense, the
network is trained to overfit. However, this would mean that
the network managed to encode the entire set of images in
some feature space as well as compute an efficient matching
function between the features of the images to find the right
pose.
(A) Geometrically Correlated: We examined whether a
CNN can solve the geo-matching task using lean images.
In this test, the camera pose for generating the image was
used as ground truth for training. Hence, the pose of nearby
images is correlated and the network has access to this geo-
metric information.
(B) Geometrically Decorrelated: An alternative inter-
pretation of the geo-matching task is that the network solves
a simple indexing task, where the image’s pose serves as a
4D label. Under this interpretation, the CNN does not use
the available geometric information. Hence, an arbitrary la-
bels of images would work just as well as in task A. To test
this, we used arbitrary poses as the image ground truth for
task B. We randomly shuffled the pose information between
images so that poses were not spatially correlated with re-
spect to the images. If no geometry is used by the CNN,
the results on this training data are expected to be similar to
those obtained with the real pose as a ground truth.
Evaluation: Since our network is a regression network,
the computed pose does not necessarily match exactly a
pose of an image from the training set (see Figure 4a). We
used the nearest neighbor (nn) grid sample to the computed
pose as the pose retrieval. We report the percentage of im-
ages whose correct pose is the nearest neighbor (1nn) and
also report the percentage of images whose correct pose is
among the three nearest neighbors (3nn) of the computed
pose. These evaluations were used for both (A) and (B)
geo-localization tasks. An additional advantage of using
this measure is that it is given in grid steps and not in me-
ter/angle units, circumventing the difficulty of comparing
distances and angles and enabling a comparison of results
with different grid densities (we do provide numerical `2
errors in Table 2).
(a) Nearest Neighbor (b) Manhattan Distance
Figure 4: Illustration in 2D of the evaluation measures for
geo-matching (a) and geo-interpolation (b). The real mea-
sures are 4D in nature.
5.2. Geo-Interpolation Task (C)
We tested whether the network can estimate the pose of
an image that is not in the training set. To avoid over-fitting
and allow generalization, the network was trained until best
result was achieved on a validation set. We do not expect
the network to return a correct position that is outside the
learned area. Thus, this task is viewed as an interpolation
task from known samples on the grid to unknown positions.
For this reason our test set is comprised of images sampled
at midpoints of the training grid. These are images that are
farthest from the training set samples.
Evaluation: We considered the hyper-cube of the com-
puted pose. A computed pose is considered correct if it lies
within the same grid hyper-cube as the test sample. We re-
port the number of correctly computed poses (D < 1). In
addition, we considered the Manhattan distance between the
hyper-cubes of the computed pose and the test sample (see
Figure 4b). We report the number of images for which this
distance is smaller than 3 (D < 3). Note that these measure-
ments are invariant to the sampling step size. Thus, we are
able to compare results of experiments that were sampled
with different step sizes. For completness, we also provide
the standard `2 errors in Table 2.
6. Experiments & Results
We tested and evaluated the ResNet50 network for the
three tasks described in Section 5. The datasets, which are
described in Section 3, are defined by the following param-
eters:
1. Area of interest (AOI): (x, y, width, height).
Input type
Geo-Matching Geo-Interpolation
(B) Arbitrary Pose (A) Correct Pose (C) Correct Pose
1nn 1nn 3nn 2D (x, y) 4D (x, y, θ, φ)D<1 D<3 D<1 D<3
Area 400x400
step 20
37K images
Edges 0.45 0.97 0.99 0.64 0.82 0.58 0.75
Faces 0.35 0.99 0.99 0.56 0.76 0.51 0.69
Depth 0.23 0.99 0.99 0.61 0.79 0.55 0.72
Edges+Faces 0.29 0.98 0.99 0.72 0.88 0.65 0.82
Edges+Faces+Depth 0.24 0.98 0.99 0.71 0.88 0.64 0.81
Area 400x400
step 10
140K images
Edges 0.11 0.98 0.98 0.85 0.94 0.84 0.93
Faces 0.05 0.97 0.97 0.80 0.90 0.79 0.88
Depth 0.06 0.97 0.97 0.83 0.92 0.82 0.91
Edges+Faces 0.09 0.97 0.97 0.88 0.96 0.87 0.95
Edges+Faces+Depth 0.08 0.94 0.95 0.88 0.96 0.87 0.95
Area 800x800
step 20
170K images
Edges 0.06 0.96 0.96 0.62 0.78 0.59 0.75
Faces 0.01 0.96 0.96 0.51 0.68 0.48 0.65
Depth 0.01 0.96 0.97 0.61 0.77 0.59 0.73
Edges+Faces 0.04 0.92 0.93 0.70 0.86 0.67 0.83
Edges+Faces+Depth 0.03 0.95 0.96 0.70 0.85 0.67 0.81
Table 1: Results of our experiments. The fraction of images on which a correct estimation was obtained out of the total
number of valid images evaluated (the higher the better). For geo-matching we use the nearest neighbor measure (nn) and for
geo-interpolation the Manhattan distance (D). Number of images – average number of valid views in the training set of three
experiments on different AOIs. See detailed discussion in the text.
2. Grid-step, δ: the distance between adjacent (x, y)
position of the sampling grid. That is, adjacent to
(x, y, θ, φ) are (x± δ, y, θ, φ) and (x, y± δ, θ, φ). The
grid density in (θ, φ) domain was fixed.
3. Input type: edges, faces, depth, edges + faces, edges +
faces + depth. For the last two input types the images
were fed to the network by stacking them channel-
wise.
4. Validation set created by randomly choosing 10% of
the training samples.
5. Test set created by images that were sampled at mid-
points of the training grid.
We used various step sizes for the camera position on
the grid: δ = 10, 20, 40 in model units (1 unit ∼ 1 meter).
θ (yaw) was sampled at 5◦ steps between 0◦ and 360◦, and
φ (pitch) was sampled at 3◦ steps between 0◦ and 15◦. The
height was set to a fixed value of z ' 1.7 above ground
(human height) and no roll was used.
We report the main results in Table 1, for tasks (A)-(C).
Each block of three rows consists of a different dataset, de-
fined by the area size and δ. For each block we consid-
ered the different types of lean images and evaluated them
on the three tasks as described in Section 5. Each entry is
an average of three different AOIs. For completeness, Ta-
ble 2 shows an example of the mean and median `2 errors
of the pose estimation for edges+faces experiment. Similar
results were obtained in other experiments. Table 4 and Ta-
ble 3 show the results of testing the limitations of the CNN
with respect to the sparsity of the grid (δ = 40) and the
size of the datasets (> 630K images). We next discuss the
obtained results.
6.1. Geo-Matching
Very poor results were obtained for the geo-matching
task when arbitrary poses were used as ground truth (Ta-
ble 1–Task (B)), i.e. when no geometric correlation between
(A) Geo-Matching (C) Geo-Interpolation
(x, y) (θ, φ) (x, y) (θ, φ)
mean median mean median mean median mean median
Area 400x400
step 20
37K images
3.65 3.26 0.84 0.69 26.30 11.26 10.95 1.84
Area 400x400
step 10
140K images
2.37 2.10 0.57 0.48 7.99 3.67 2.65 0.67
Area 800x800
step 20
170K images
5.43 4.71 0.67 0.54 40.23 12.28 9.80 1.40
Table 2: Examples of the `2 errors for an experiment with
Edges+Faces image types in each sub-space: spatial (x, y)
errors in (approx.) meters, and orientation (θ, φ)) errors in
degrees. Similar to this example, usually the errors show a
long-tail distribution: many images have small errors and a
few have very large errors.
the images and their ground truth was available. The high-
est percentage of correct matches (45%) was obtained for
the smallest set of considered images (37K images). For
the largest set (170K images), the percentage of correct
matches was less than 10%. As can be seen, the quality
of the results decreases as the number training samples in-
creases. This is expected because for a fixed number of net-
work parameters, memorization becomes impossible when
more and more training samples are added. Note that we do
not report on the 3nn measure, since it is meaningless for
this randomized pose task.
In contrast, when the correct poses were used as ground
truth (Table 1–Task (A)), the CNN succeeded in 1nn lo-
calization of more than 92% of the training samples in all
cases. These results show that a CNN with around 8.5 mil-
lion parameters is able to exploit the geometric structure of
the scene and match an image with ∼ 170K images with
accuracy of ∼ 90%. That is, an average of 42.5 parameters
are used per image for images of size 160 × 120 = 19200
pixels. Our interpretation is that using a CNN makes it pos-
sible to avoid the direct storage of the images (or its edges)
and their labels. Given the trained network, the matching is
much faster1 than with any traditional search algorithm on
such a large dataset of images.
We believe the significant differences between the two
geo-matching tasks (A) and (B) is due to the network ex-
ploiting the geometric correlations when learning a metric
between images.
We also considered much larger datasets with more than
600K images (Table 3). The percentage of correct matches
dropped to 82% for a dense grid, δ = 10, and to 56% for a
sparser grid, δ = 20. For δ = 20 and > 600K images, the
network capacity is probably saturated. A comparison of
these results to those reported in Table 1 (Task (A)) for the
1Evaluation of an image in a batch takes ∼ 1.7ms on Nvidia GeForce
GTX 1080 GPU.
(A) (C)
Geo-Matching Geo-Interpolation
1nn 3nn 2D (x, y) 4D (x, y, θ, φ)D<1 D<3 D<1 D<3
Area 800x800
step 10
636K images
0.82 0.82 0.80 0.92 0.79 0.92
Area 1600x1600
step 20
666K images
0.58 0.59 0.46 0.69 0.44 0.67
Table 3: Testing network learning capacity. These results
are from a single experiment where the image input type is
only edges. The network ability to learn drops when the
number of images grows beyond a certain point.
same δ values, indicates that both the number of images and
the grid size determine how successfully the CNN models
the data.
In addition, we tested datasets with sparser sampling in
the position domain (Table 4 top 2 blocks), and in both
the position and the orientation domains (Table 4 bottom
2 blocks). For sparse sampling only in the position domain,
the percentage of correct matches is reduced marginally.
However, when reducing the sampling also in the orienta-
tion domain, the percentage of correct matches is dramati-
cally dropped. This indicates that it is easier for the CNN to
model a denser grid (probably because of higher geometric
correlation between images), and it is easier to model fewer
images (probably because of network capacity).
6.2. Geo-Interpolation
Here we tested whether the pose estimation by the CNN
generalizes to unseen images. We used the same training
as in geo-matching with the correct pose as a ground truth,
and we tested it on images sampled from the mid point of
each grid cell. We report our results with respect to the 2D
position as well as with respect to the 4D parameters of a
pose (Table 1).
The network was able to generalize image position with
good accuracy where ∼ 70% of images are correctly posi-
tioned in their grid cell, and above 80% of the computed
poses are within three cells of the correct one. As ex-
pected, this task achieves better results on a tighter grid
(δ = 10,∼ 88%) than on a sparse grid (δ = 20,∼ 70%).
The 4D position error is lower bounded by the 2D position
error, and hence is greater. Moreover, the sampling rate in
the orientation domain is much higher that in the location.
Hence a small error in orientation estimation has a greater
effect on the 4D errors. Still, the accuracy in 4D for δ = 10
is ∼ 87%.
We further tested the effect of the grid density. It is clear
from Table 1–Task(C) that for δ = 10 the results are better
than for δ = 20, even if the number of images is larger. We
further explore this observation for a sparser grid, δ = 40,
where the percentage of correct estimations dropped signif-
icantly below 50% and 30% for 61K and 174K images,
respectively (Table 4-Task(C)). For δ = 10 for 636K im-
ages, 80% of the estimations were correct (Table 3-Task(C).
For this task, sparser sampling is more critical than the geo-
matching task as can be seen in Table 4. For very sparse
sampling of the 4D space the network cannot really gener-
alize to positions not seen before. Here again we believe
that not only the number of images play a role but also their
density. The denser the grid, the higher the correlation be-
tween images, and hence better generalization can be ob-
tained.
A nice application of our results is the ability to rate the
distinctiveness of positions in the city. In Figure 1 (bottom)
Input type
(A) Geo-Matching (C) Geo-Interpolation
1nn 3nn 2D (x, y) 4D (x, y, θ, φ)D<1 D<3 D<1 D<3
Area 800x800
step 40
61K images
Edges 0.90 0.96 0.39 0.62 0.30 0.49
Edges+Faces 0.91 0.97 0.48 0.72 0.38 0.59
Edges+Faces+Depth 0.96 0.98 0.48 0.72 0.38 0.58
Area 1600x1600
step 40
174K images
Edges 0.89 0.90 0.22 0.39 0.19 0.32
Edges+Faces 0.94 0.95 0.30 0.50 0.24 0.41
Edges+Faces+Depth 0.94 0.96 0.32 0.51 0.26 0.43
Area 800x800
step 40 / sparse ang.
2.5K images
Edges 0.40 0.41
Edges+Faces 0.37 0.38 Failed
Edges+Faces+Depth 0.26 0.27
Area 1600x1600
step 40 / sparse ang.
7K images
Edges 0.16 0.18
Edges+Faces 0.17 0.19 Failed
Edges+Faces+Depth 0.13 0.14
Table 4: Low grid density results. Datasets (single experiment each) with sparser spatial sampling (top two blocks), and
sparser spatial and orientation sampling (bottom two blocks) where the pitch angle is ∈ [6, 12], and yaw ∈ {45i}7i=0. The
sparser the data, the worse the results. Geo-interpolation could not succeed in very sparse and very small datasets.
we illustrate how certain places can be easily recognized
(high geo-interploation success rate) while other are more
difficult. Note, for instance, how open spaces are more dis-
tinct than narrow streets.
6.3. Effect of Data Type
We compared the results on several types of lean images
separately, and their combination. Faces alone provides the
least geometric information, and indeed in most cases was
inferior to edges or depth results. Surprisingly, edges alone
provides better information than depth alone.
When combining edges with faces or with faces+depth,
we expect the results of all tasks to be improved with respect
to the results obtained when edges alone are used. For the
geo-matching task (A) with δ ≤ 20 (Table 1), similar results
were obtained for all data types. However, for a very sparse
grid (Table 4 2-upper blocks), richer geometric information
improves the results. We believe it is because the results on
δ ≤ 20 were very high to begin with with only edges.
For the geo-interpolation task (C), adding the faces infor-
mation significantly improved the results, as expected. Sur-
prisingly, the depth information did not show any signifi-
cant performance gain when δ ≤ 20. This may indicate that
edges+faces provide sufficient information for these cases.
However, for a very sparse grid, δ = 40, with a relatively
small number of images, adding the depth significantly im-
proves the results (Table 4, 174K images).
For the data with geometrically decorrelated pose (Task
B) and for the very sparse sampling (Table 4 bottom 2
blocks), the more information we add, the worse results
were. The reason for this is still unclear to us. A possible
explanation is that as the problem becomes more of a mem-
orization task, the increase of information makes it harder
for the CNN to find discriminant features.
6.4. Transfer Learning
Once we had a trained a CNN for some AOI, we applied
transfer learning to a new AOI by using the learned weights
as initialization values for the new area. As can be seen
in Figure 5, doing so improved our learning rate. This in-
dicates that the network managed to learn features of lean
images that assist in other, similar experiments, and it does
not depend only on memorization of the area for learning.
7. Conclusions
In this work we showed that (i) CNN can achieve good
results in geo-localization tasks using only lean images
taken from a very simple 3D model, and (ii) that geome-
try plays an important role in geo-localization, by achieving
good results while ignoring texture and scene details. The
results indicates that noise-free lean images are sufficient
for solving the geo-matching task using a CNN, and that
Figure 5: Transfer learning: learning from scratch vs. start-
ing with pre-trained weights. These graphs are from one ex-
periment where the input type was Edges+Faces, but similar
behavior appeared in other experiments.
the use of uncorrelated images makes it nearly impossible.
In addition, our results indicate that (iii) geo-interpolation
which is a generalization task, can also be solved by CNNs
when using lean images.
From a more practical perspective, it is of interest to ex-
plore whether geometric information can be used for real
life geo-localization tasks, also because 3D models, e.g.,
the Open Street Map project [32] are readily available.
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