Abstract-Brain-computer interface (BCI) has shown explosive growth for multiple applications in the recently years. Removing artifacts and selecting useful brain sources are essential in BCI research. Independent Component Analysis (ICA) has been proven as an effective technique to remove artifacts and many brain related researches are based on ICA. However, the useful independent components with brain sources are usually selected manually according to the scalp-plots. This is great inconvenience and a barrier for real-time BCI applications of EEG. In this investigation, a two-layer automatic identification model is proposed to select useful brain sources. It is based on neural network including support vector machine with radial basis function (SVMRBF) and self-organizing map (SOM). In the first layer, SVM discriminates useful independent components from the artifact effectively. In the second layer, these selected useful components are automatically classified to different spatial brain sources according to SOM. This study suggests this model to one general application for EEG study. It can reduce the effect of subjective judgment and improve the performance of EEG analysis.
I. INTRODUCTION
Brain-computer interface (BCI) based on Electroencephalogram (EEG) has shown explosive growth for multiple applications [1] . The main advantages of EEG are higher temporal resolution and lower cost, but the EEG is easily influenced by artifact. The features extracted from EEG signals with noise would influence the performance of BCI system. Segregating, identifying, and localizing EEG sources are also difficult because EEG data are usually collected from the human scalp induced brain activities within large brain areas. The other factor of performance is the time consuming. The computing time can be reduced according to select less brain sources. For these reasons, removing artifact and selecting useful brain sources are the essential and important steps for BCI applications [2, 3] .
The noises are not always acceptable in all measured systems because it perhaps makes the signals unusable. For EEG analysis, there are many artifacts removing methods categorized to three main types. (1) Finding out the error signal models, and then eliminating all the similar models Chin-Teng Lin is with the Department of Electrical and Control Engineering and Brain Research Center, National Chiao-Tung University (E-mail: ctlin@mail.nctu.edu.tw).
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along the time course [4] . (2) The noises with high frequency are filtered by low pass filter in frequency course [5] . (3) The noises are mixed in the original signal, and we could separate them into different instance [6, 7] . By comparing these methods of artifact removing, the Independent Component Analysis (ICA) performs better performance than others [8] . All of these have motivated us to remove artifact of EEG signals according to ICA.
According to the hypothesis of ICA, the multi-channel EEG signals would be separated to several independent components (IC) which consist of the useful component (UC) and artifact component (AC) [10] . Especially, the ACs are almost the artifact such as eye-blinking, muscle noise, heart signals, breath, environment factors, etc. They are always existent and influence the raw EEG signal. Therefore these two types of components must be identified to get the signals without artifact, and the ACs are removed. The remaining UCs are then classified to distinct brain sources according to the spatial locations. The distinct cognitive functions are controlled by specific brain sources. For different purposes of BCI applications, the signals from specific brain sources are selected. Such procedure has two drawbacks: First, the results are fully dependent on the availability of experts [9] , and the performance of analyzing these selected ICs might be influenced. Some ambiguous components may be the variety by each subjective judgment. Second, the purpose of many BCI applications is online detection, but the manual selection might not behoove.
For the BCI approach and the EEG analysis, one hierarchical structure with two layers is proposed in this investigation. The first layer is selecting UCs and ACs automatically to remove the artifacts from EEG signals. The second layer can identify the selected UCs as distinct brain sources. This hierarchical structure of selecting components may be one standard to reduce the subjective variety and increase the performance of BCI applications.
II. METHODS
Our hierarchical structure was proposed to select and identify components automatically. This structure of our model is depicted in Fig. 1 .
A. Data Collection
The EEG data in this investigation were collected by a virtual reality (VR) based on highway driving environment located at the Brain Research Center of National Chiao Tung University. 32 electrodes (Ag/AgCl electrodes with a unipolar reference at the right earlobe) by the NuAmp system (Compumedics Ltd., VIC, Australia) were mounted on the subject's head to record the physiological EEG with a sampling rate at 500 Hz and 16-bit precision. The EEG electrodes were placed based on a modified international 10-20 system. The contact impedance between EEG electrodes and the cortex was calibrated to be less than 5 kΩ. There are 35 subjects in this experiment. Of these 35, 25 subjects were collected to be the training data and develop one global automatic scheme for selecting useful independent components. The other 10 subjects were collected to be the testing data to verify the proposed hierarchical identification scheme. There are two layers in this model. In layer 1, the SVMRBF is used to distinguish the useful and artifact components from the artifact by 10-fold cross validation. The different brain sources could be identified in the second layer according to SOM. Finally, the meaningful independent components are selected for advance analyzing.
B. Data Processing
The EEG signals were re-sampled from 500 Hz to 250 Hz. The electrode location at Fp1 and Fp2 are closed to the eyes, so the eye-movement influences the raw EEG signal easily. These two channels were removed in pre-processing, and the EEG signals were composed of amplitude collected from 28 electrodes. The low cut-off and high cut-off were applied to remove frequency noise and enhance a periodic pattern around the frequency of interest. Then the remaining data were underwent ICA to find linear projections of the EEG data. ICA is a computational method for separating multi source signals to subcomponents, and the hypothesis is the aggregating signals from distinct sources are mutual statistical independence [10] . Makeig first applied ICA to biomedical time series (EEG data) [11] . Therefore, the ICA effectively separates distinct EEG sources [12] . The sources of EEG signal with artifact could be detected and removed easily. In the final result of ICA, 28 independent components were separated for each subject. Each component was labeled first to useful or artifact (un-useful) by several experienced experts. Then the experts also classified these selected useful independent components to different spatial brain sources as Fig. 2 . 
C. Feature Extraction
There were 700 (28×25) independent components from 25 subjects in this training data and 280 (28×10) components from 10 subjects in the testing data. In order to eliminate the variation among individuals, the weight matrix of each component is normalized according to z-score method. But independent component may be the positive or negative value as shown in Fig. 3 . Although these two types represent the same brain sources, the positive or negative value would influence the results of classification. So the weight values in each component are adjudged to positive.
D. Selecting Components Automatically
In the first layer, the useful or artifact components are identified automatically, and this procedure is the two-class problem. The basic support vector machine (SVM) [13] is formulated for a two class problem. If the training data are linearly separable, then SVM finds an optimum hyper plane that maximizes the margin of separation between the two classes. The kernel of radial basis function (RBF) has been popular in recently researches, so SVM with the RBF kernel called SVMRBF was applied. All training data were equally cut to 10 parts to apply 10-fold cross-validation. In each fold, one part is chosen to be the testing data for this classifier, and the others are the training data. These nine parts were trained by SVMRBF to get one classifier, and this trained classifier was verified by the testing data. If the performance of this trained classifier is more than 80%, it would be kept. Otherwise, another classifier would be created by the same training data. This procedure was repeated 10 times to collect 10 classifiers with different training data. Then these 10 classifiers were combined to one pseudo classifier by majority voting to identify useful or artifact components. In the second layer, the selected components without artifact are identified to specific brain sources. The training data are the selected useful components from 25 subjects, and just 115 UCs were selected after the first layer of automatically artifact removing. In Fig. 2 and Fig. 3 , these specific ICs may include the frontal, central, parietal, occipital, left and right motor components. The detail numbers of each type of ICs are shown in Table I and each type of components are represents different brain sources. So the SOM algorithm was chosen to classify these UCs to specific brain sources in the second layer. SOM can project data from high dimension to lower visual dimension, and the relationship among the training data is easily represented [14] . Then these useful components were classified to six classes by the spatial characters in Fig. 2 and Fig. 3 . In this study, the rectangle lattice with dimensions 8×8 and two-phases learning process were considered. In first phase, the learning rate was decreased from 1 to 0 in 5000 training steps, while the radius of the neighborhood was decreased from 8 to 1. In the second phase, learning rate decreased from 0.1 to 0 in 5000 steps, while the neighboring radius decreased from 2 to 1. At the initialization of training, each neuron was represented by one random reference vector. The pattern of input data was projected to one specific neuron with the smallest value of Euclidean distance. Then that neuron was stimulated and the reference vector in that neuron was adapted to that input pattern. This training procedure closely resembles the growth of human brain. When the training was over, the voting scheme was applied to label the trained neurons. Such a labeling procedure was applied to all the neurons in the map. Each neuron finally represented one specific class that corresponds to the species whose patterns elicited a maximal response with the highest frequency.
III. RESULTS

A. Artifact Removing
The ICs of collected from 10 subjects are the testing data for the model of automatically selecting components, and there are 280 (28×10) independent components in our testing data. The UCs could be selected in the first layer by our automatic selecting model. Fig. 4 shows the outputs for one specific subject in this layer. Each component was labeled as UC or AC according to the experience of serveral experts. The accuracy of correct labeling for each subject is shown in Table II . The average performance is about 90%. In this phase, all bad components could be almost perfect identified, but the useful components might sometimes be classified to bad components. So it is still one challenge to reach the perfect classification between UC and AC. The number of useful components for each subject is also shown in Table II . The average numbers of seperated sources reach about 6 components. These specific UCs are then classified to different spatial brain sources in the second layer. 
B. Sources Selection
The SOM can not only cluster the data but also represent the relation among the data through projecting to lower dimension. After the first layer, there are 115 useful independent components with different spatial characters collected from 25 subjects with 700 components as shown in Table I . In the second layer, the UCs were used to create the universal classifier for identifying distinct spatial components by SOM. This classifier is one 2D map as Fig. 5 . Six perfect clusters in this map. The rate of correct labeling by this map is 100% for each class of component.
The spatial difference of brain sources could be represented by SOM. The left and right motor components are projected to the neighbor neurons on the bottom of the map. There is also spatial character among the neurons represented the frontal, central, and parietal components. Although the neurons labeled as occipital components are located on the middle of this map, they are still proximity to the ones of parietal, left, and right motor components. So the relations of different independent components could be indeed discovered by SOM. After creating this map by SOM, the selected UCs from testing data shown in Table II were identified by this classifier (map). These UCs were classified to different spatial brain sources and the numbers of each source are shown in Table III . The accuracy of classification also reaches 100% for each type of sources.
During analyzing EEG data, the k-means is one traditional method for clustering the selected components. The same data are verified by our model and k-means. The accuracy of them is 100 % and 95.83% respectively. The performance of our model is higher than the results of k-means. Although the testing data were collected from 10 subjects, the number of each kind brain sources might less than 10. The reason is that the signals from that specific brain sources are too week to separate the independent sources. In our testing data, the number of frontal is the least. So this specific brain source is less active during the experiment. On the other hand, the parietal and occipital may be the main activation. By the results of classified, the specific brain sources can be selected automatically for distinct BCI applications. According to the character of SOM, the similar data can be projected to neighbor neurons. Fig. 6 depicts all components which are projected to neuron 1 and its reference vector. The neuron 1 locates on the left-up corner of the map in Fig. 5 . The spatial character can be discovered according to this trained map. This neuron is labeled as frontal, and the UCs projected to this neuron are all also the frontal components with positive or negative weights. Fig 6. The independent components projected to the neuron 1. There are eight frontal components in the neuron 1 and they are the frontal components. The sources in these components are similar.
IV. CONCLUSION
Removing artifacts and selecting specific brain sources are essential in every application of BCI based on EEG. ICA is widely used for this purpose, and distinguishing the components from whole collect data is still the most crucial step. This study proposed one novel model to select useful brain sources automatically. The majority findings include the following: (1) the artifact components are rejected effectively; (2) different spatial brain sources can be separated from the artifact free components. Because the noise is removed from the EEG signals, the performance of BCI system can reach higher performance without the effect of artifact. Each application of BCI can also choose specific brain sources to be the features, and the dimension of features could be reduced. Finally, these results will provide the new insights into the understanding of complex brain sources and machine learning models for real-life applications and analysis.
