We consider the Multilinear polytope defined as the convex hull of the set of binary points (x, y) satisfying a collection of equations of the form yI = i∈I xi, I ∈ I, where I denotes a family of subsets of {1, . . . , n} of cardinality at least two. Such sets are of fundamental importance in many types of mixedinteger nonlinear optimization problems, such as 0−1 polynomial optimization. Utilizing an equivalent hypergraph representation, we study the facial structure of the Multilinear polytope in conjunction with the acyclicity degree of the underlying hypergraph. We provide explicit characterizations of the Multilinear polytopes corresponding to Berge-acylic and γ-acyclic hypergraphs. As the Multilinear polytope for γ-acyclic hypergraphs may contain exponentially many facets in general, we present a highly efficient polynomial algorithm to solve the separation problem. Our results imply polynomial solvability of the corresponding classes of 0−1 polynomial optimization problems and provide new types of cutting planes for a variety of mixed-integer nonlinear optimization problems.
Introduction
We consider the 0−1 multilinear optimization problem of the form max I∈Ī c I i∈I x i s.t. x i ∈ {0, 1}, ∀i ∈ {1, . . . , n},
whereĪ is a family of subsets of {1, . . . , n}, and c I , I ∈Ī are nonzero real-valued coefficients. We refer to the objective function of (ML) as a multilinear function and each product term i∈I x i with |I| ≥ 2 as a multilinear term. Moreover, we refer to r = max{|I| : I ∈Ī} as the degree of Problem (ML). Problem (ML) is a well-known N P -hard optimization problem. Since x p i = x i , for p ∈ Z + and x i ∈ {0, 1}, Problem (ML) is equivalent to unconstrained 0−1 polynomial optimization. In particular, if r = 2, then we obtain the well-studied unconstrained 0−1 quadratic optimization (QP) which is equivalent to the max-cut problem [4, 30, 5, 6, 10] . Moreover, it is simple to show that the maximum value of a multilinear function defined over a box is attained at a vertex of the box. Clearly, multilinear functions are closed under scaling and shifting of variables. It then follows that (ML) is equivalent to maximizing a multilinear function over a box. The latter problem has been studied extensively by the global optimization community [1, 38, 41, 39, 34, 43, 33, 2] .
It is common practice to linearize the objective function of Problem (ML) by introducing a new variable for every multiinear term and obtain an equivalent optimization problem in a lifted space: x i ∈ {0, 1}, ∀i ∈ {1, . . . , n},
where I consists of all elements inĪ of cardinality at least two. Subsequently, a convex relaxation of the feasible region of Problem (EML) is constructed and the resulting problem is solved to obtain an upper bound on the optimal value of Problem (ML).
The Multilinear set
In this paper, we study the problem of constructing sharp polyhedral relaxations for the feasible region of Problem (EML). More precisely, we consider the Multilinear set S defined as: S = (x, y) : y I = i∈I x i , I ∈ I, x ∈ {0, 1} n .
Without loss of generality, we assume that each x i , i ∈ {1, . . . , n} appears in at least one multilinear term. Building convex relaxations for Multilinear sets has been a subject of extensive research by the mathematical programming community [1, 36, 19, 38, 41, 39, 34, 3, 33, 23, 22, 9, 20, 11] . Throughout this paper, we refer to the convex hull of the Multilinear set as the Multilinear polytope (MP). Moreover, we refer to r = max{|I| : I ∈ I} as the degree of the Multilinear set. If all multilinear terms in S are bilinears, i.e., r = 2, the corresponding Multilinear polytope coincides with the Boolean quadric polytope first defined by Padberg [36] in the context of unconstrained 0−1 QPs. In [23] , we study the facial structure of higher degree Multilinear polytopes. In particular, we develop the theory of various types of lifting operations, giving rise to many types of facet-defining inequalities in the space of the original variables. A great simplification in studying the facial structure of the Multilinear polytope is possible when the corresponding Multilinear set S is decomposable into simpler Multilinear sets S j , j ∈ J; namely, the convex hull of S can be obtained by convexifying each S j , separately. In [22] , we study the decomposability properties of Multilinear sets.
In a similar vein to [23, 22] , we define an equivalent hypergraph representation for the Multilinear set. Recall that a hypergraph G is a pair (V, E) where V = V (G) is the set of nodes of G, and E = E(G) is a set of subsets of V of cardinality at least two, called the edges of G. Throughout this paper, we consider hypergraphs without parallel edges (multiple edges containing the same set of nodes). With any hypergraph G, we associate a Multilinear set S G defined as follows:
where d = |V | + |E|. We denote by MP G the polyhedral convex hull of S G . Note that the variables z v , v ∈ V in (2) correspond to the variables x i , i ∈ {1, . . . , n} in (1) and the variables z e , e ∈ E in (2) correspond to the variables y I , I ∈ I in (1). For the Boolean quadric polytope, our hypergraph representation simplifies to the graph representation defined by Padberg [36] and others. Throughtout the paper, we denote by QP G the Boolean quadric polytope associated with a graph G. It then follows that Problem (EML) can be equivalently solved by solving the following linear optimization problem:
c e z e s.t. z ∈ MP G .
(MLG)
Explicit characterization of MP G and tractability of (MLG)
In this paper, we are interested in characterizing sufficient conditions under which the Multilinear polytope admits a "desirable" explicit description. More precisely, for hypergraphs G with certain degrees of acyclicity,
we derive an explicit characterization of the polytope MP G . In addition, we prove that for the same class of hypergraphs, this convex hull characterization enables us to solve Problem (MLG) in polynomial time.
In [36] , Padberg derives closed-form description of of the Boolean quadric polytope QP G , provided that the underlying graph G is acyclic or is series-parallel. Moreover, in those cases, given any objective function coefficient vector c ∈ R |V |+|E| , the corresponding unconstrained 0−1 QP is polynomially solvable [7] . A related question in this context is identifying conditions under which given a "fixed sign pattern" for the vector c, the corresponding 0−1 QP is solvable in polynomial time. For instance, it is well-known that if c e ≥ 0 for all e ∈ E(G), then the unconstrained 0−1 QP is polynomially solvable [37] . Moreover, polynomialtime algorithms have been developed for unconstrained 0−1 QPs over bipartite graphs with c e < 0 for all e ∈ E(G) [36] , balanced signed graphs [30, 17] , and graphs containing no odd K 4 minor [35] .
However, for higher degree multilinear optimization problems, similar tractability results are rather scarce. The explicit characterization of the Multilinear polytope MP G is available for the special case where r = n and the hypergraph G is complete (i.e., the set I in (1) contains all subsets of {1, . . . , n}) (c.f. [42] ). In addition, in [20] , the closed-from description of MP G is given for a hypergraph G consisting of two edges that intersect in more than one node. It is well-known that if the objective function of (ML) is supermodular, then this problem is polynomially solvable [29] . It is however important to note that determining whether a multilinear function is supermodular is N P -hard, in general [18] . In [31] , it is shown that for unimodular functions, Problem (ML) can be solved in polynomial time. In addition, a polynomial-time recognition algorithm for the class of unimodular multilinear functions is presented in [18] .
Motivated by the existing results for the Boolean quadric polytope, in this paper, we provide explicit characterizations of higher degree Multilinear polytopes. Our new characterizations will be given in terms of easily verifiable assumptions on the structure of the corresponding hypergraph, and serve as generalizations of those for unconstrained 0−1 QPs. We start by defining a well-known tractable relaxation of the Multilinear polytope.
Standard linearization of Multilinear sets
A valid polyhedral relaxation of the Multilinear set S G can be obtained by replacing each multilinear term z e = v∈e z v , by its convex hull over the unit hypercube:
z e ≤ z v , ∀v ∈ e, ∀e ∈ E .
The above relaxation has been used extensively in the literature and is often referred to as the standard linearization of the Multilinear set (cf. [28, 19] ). It is well-known that the Boolean quadric polytope QP G coincides with its standard linearization QP LP G , if and only if the graph G is acyclic [36] . To generalize this result to higher degree Multilinear polytopes, it is natural to look into the notion acyclicity for hypergraphs. Interestingly, unlike graphs for which there is a single natural notion of cycles and acyclic graphs, there are several non-equivalent definitions of acyclicity for hypergraphs which collapse to graph acyclicity for the special case of ordinary graphs. In fact, the notion of graph acyclicity has been extended to several different "degrees of acyclicity" of hypergraphs [25] . In the remainder of this section, we briefly review the concept of cycles in hypergraphs, as it plays a crucial role in our subsequent developments.
Cycles in hypergraphs
Let G = (V, E) be a hypergraph. The most restrictive type of acyclicity in hypergraphs is Berge-acyclicity which turns out to be the key concept with regard to the standard linearization of Multilinear sets. A hypergraph is Berge-acyclic when it contains no Berge-cycles, defined as follows (see Chapter 5 of [8] for more details): Definition 1. A Berge-cycle in G of length t for some t ≥ 2, is a sequence C = v 1 , e 1 , v 2 , e 2 , . . . , v t , e t , v 1 with the following properties:
• e 1 , e 2 , . . . , e t are distinct edges of G,
By Definition 1, Berge-cycles of length two are present in hypergraphs containing two edges e 1 and e 2 with |e 1 ∩ e 2 | ≥ 2 (see Figure 1a) . As we prove in Section 3, MP G = MP LP G if and only if the hypergraph G is Berge-acyclic.
The next class of acyclic hypergraphs, in increasing order of generality is the class of γ-acyclic hypergraphs. In Section 4 we provide the explicit description of the Multilinear polytope associated with γ-acyclic hypergraphs. We first recall the notion of a γ-cycle (cf. [24, 12] for more details):
Definition 2. A γ-cycle in G of length t for some t ≥ 3, is a sequence C = v 1 , e 1 , v 2 , e 2 , . . . , v t , e t , v 1 with the following properties:
• for all i ∈ {2, . . . , t}, the node v i belongs to e i−1 , e i and no other e j ,
• v 1 belongs to e 1 and e t (and possibly other e j s).
A hypergraph is called γ-acyclic if it contains no γ-cycles. Clearly, a Berge-acyclic hypergraph is also γ-acyclic, while the converse is not true (see Figure 1a) . In fact γ-acyclic hypergraphs are a significant generalization of Berge-acyclic hypergraphs. For example, γ-acyclic hypergraphs subsume hypergraphs with Berge-cycles of length at most two. It should be noted that γ-acyclic hypergraphs can contain Berge-cycles of arbitrary length, in general. There exist several equivalent characterizations for γ-acyclic hypergraphs. In the following we present an alternative characterization which will be used to prove our results in Section 4. First, we define the notion of a β-cycle [24] .
Definition 3.
A β-cycle in G of length t for some t ≥ 3, is a sequence C = v 1 , e 1 , v 2 , e 2 , . . . , v t , e t , v 1 with the following properties:
• for all i ∈ {1, . . . , t}, the node v i belongs to e i−1 , e i and not other e j , where we define e 0 := e t .
A hypergraph is called β-acyclic if it does not contain any β-cycles. We should remark that β-acyclic hypergraphs have been also called "totally balanced" hypergraphs in the literature [32] . Clearly, β-acyclic hypergraphs subsume γ-acyclic ones (see Figure 1b) . In fact, from Definitions 2 and 3 it follows that a β-cycle is a γ-cycle with the further restriction that the node v 1 is only present in e 1 and e t (see Figure 1c) . Using the notion of β-acyclicity, we have the following characterization of γ-acyclic hypergraphs [12] : 
Note that condition (ii) in the above proposition implies that a γ-acyclic hypergraph does not contain a Berge-cycle of the form v 1 , e 1 , v 2 , e 2 , v 3 , e 3 , v 1 such that v 3 / ∈ e 1 , v 2 / ∈ e 3 and v 1 ∈ e 2 . Clearly, such a Berge-cycle is not a β-cycle as we have v 1 ∈ e 1 , e 2 , e 3 (see Figure 1b) . Throughout this paper, given any cycle C = v 1 , e 1 , v 2 , e 2 , . . . , v t , e t , v 1 , we denote by V (C) = {v 1 , . . . , v t } the nodes of the cycle C, and by E(C) = {e 1 , . . . , e t } the edges of C.
We should remark that polynomial-time algorithms for determining acyclicity degree of hypergraphs are available [25] . In particular, testing Berge-acyclicity of a hypergraph can be done in polynomial time via a direct extension of the depth-first search algorithm for determining acyclicity of an ordinary undirected graph. Moreover, γ-acyclicity of a hypergraph can be tested in polynomial time via a recursive application of a set of rules consisting of node and edge deletion operations (see [21] for details). Together with our results in Sections 3-5, this implies that for hypergraphs G with certain degrees of acyclicity, recognition and solution of Problem (MLG) can be done efficiently. Figure 1 : Some examples of hypergraphs G with different degrees of acyclicity: (a) γ-acyclic but not Berge-acyclic, since C = v 1 , e 12 , v 2 , e 123 , v 1 is a Berge-cycle; (b) β-acyclic but not γ-acyclic, since C = v 1 , e 12 , v 2 , e 123 , v 3 , e 13 , v 1 is a γ-cycle; (c) not β-acyclic, since C = v 1 , e 12 , v 2 , e 23 , v 3 , e 13 , v 1 is a β-cycle.
Paper outline
The remainder of this paper is organized as follows. In Section 2, we present a technical result regarding the decomposability of Multilinear sets which will be used to prove our main results in Sections 3 and 4. In Section 3, we present necessary and sufficient conditions under which the standard linearization of a Multilinear set coincides with its convex hull relaxation. Subsequently, in Section 4, we introduce a new class of valid inequalities for Multilinear sets, referred to as flower inequalities, and show that the polytope obtained by their addition to the standard linearization of S G coincide with the Multilinear polytope MP G if and only if G is γ-acyclic. Finally, as Multilinear sets may have exponentially many flower inequalities, in Section 5, we present a polynomial-time separation algorithm for flower inequalities, when the underlying hypergraph is γ-acyclic.
A sufficient condition for decomposability of Multilinear sets
In this section, we derive a technical result on decomposability of Multilinear sets that will be used to prove our main theorems in Sections 3 and 4.
Let
, and we denote by
Now consider the hypergraph G, and let G 1 , G 2 be section hypergraphs of G such that G 1 ∪ G 2 = G. We say that the set S G is decomposable into the sets S G1 and S G2 , if
whereS Gj , j = 1, 2 is the set of all points in the space of S G whose projection in the space defined by G j is S Gj . The following theorem provides a sufficient condition for decomposability of Multilinear sets (see [22] for more details on decomposability of Multilinear sets). In the following proof, given a vector z and one of its components z p , we denote by z −p the vector obtained from z by dropping the component z p .
Theorem 1. Let G be a hypergraph, and let
, and that for every edge e of G containing nodes in
Proof. Clearly the inclusion convS G ⊆ convS G1 ∩ convS G2 holds, since S G ⊆S G1 ∩S G2 . Thus, it suffices to show the reverse inclusion. If either G 1 or G 2 coincides with G, then the statement is trivial. Henceforth, we assume that both G 1 and G 2 are different from G, implying G \ G 1 and G \ G 2 are nonempty. Let z ∈ convS G1 ∩ convS G2 . We will show thatz ∈ convS G . Letz contain those components ofz corresponding to nodes and edges that are both in G 1 and in G 2 . In particular,zp is a component ofz, wherep = V (G 1 ) ∩ V (G 2 ). Let z 1 be the vector containing the components ofz corresponding to nodes and edges in G 1 but not in G 2 , and let z 2 be the vector containing the components ofz corresponding to nodes and edges in G 2 but not in G 1 . Using these definitions, we can now write, up to reordering variables,z = (z 1 ,z, z 2 ). By assumption, the vector (z 1 ,z) is in convS G1 . Thus, it can be written as a convex combination of points in S G1 ; i.e., there exists µ
where in the last equation we introduced new multipliers
Clearly µ ≥ 0 and r,s−p:(r,s)∈SG 1 µ r,s = 1, for every sp ∈ {0, 1}. Symmetrically, there exists ν ≥ 0 with
Sincezp ∈ [0, 1] can be written in a unique way as a convex combination of points in {0, 1}, by (4) and (5), we have λ 1 = λ ′ 1 =zp, and λ 0 = λ ′ 0 = 1 −zp. We claim that for every (r, s) ∈ S G1 and every (s ′ , t) ∈ S G2 with sp = s ′p we have (r, s, t) ∈ S G . This is clearly true if sp = s ′p = 1, as in this case all components of the two vectors s and s ′ are equal to one. Now, assume sp = s ′p = 0. In this case we show that (s, t) ∈ S G2 , which implies (r, s, t) ∈ S G . Consider a component of t which corresponds to an edge, sayē, of G 2 containing nodes in V (G 1 ). Since s ′p = 0 and by assumption,ē ⊃p, if follows that tē = 0. Since sp = 0, we conclude that (s, t) ∈ S G2 .
Next, for every (r, s) ∈ S G1 and (s ′ , t) ∈ S G2 with sp = s ′p , we define
The multipliers τ r,s,s ′ ,t are nonnegative and satisfy
To prove thatz ∈ convS G , it suffices to show that
The restriction of equation (6) to the variables corresponding to nodes and edges in G 1 is given by
which holds by (4) . The restriction of equation (6) to the remaining variables is given by
which holds by (5).
The Multilinear polytope for Berge-acyclic hypergraphs
In this section, we characterize Multilinear sets S G for which the standard linearization defined by (3) is equivalent to the convex hull relaxation. Namely, we derive necessary and sufficient conditions in terms of the structure of the hypergraph G under which we have MP LP G = MP G . Before proceeding further, we introduce a property of certain relaxations of the Multilinear set that will be used in the remainder of the paper. Given a hypergraph G = (V, E) andV ⊆ V , we define the subhypergraph of G induced byV as the hypergraph GV with node setV and with edge set {e ∩V : e ∈ E, |e ∩V | ≥ 2}. For every edge e of GV , there may exist several edges e ′ of G satisfying e = e ′ ∩V ; we denote by e ′ (e) one such arbitrary edge of G. For ease of notation, we often identify an edge e of GV with the edge e ′ (e) of G. Consider now a function R that maps every hypergraph G to a relaxation
We say that R has the restriction property if, for everyV ⊆ V , the relaxation R(GV ) coincides with the set obtained from R(G) ∩ L by projecting out all variables z v , for all v ∈ V \V , and z f , for all f ∈ E \ {e ′ (e) : e ∈ E(GV )}. Clearly, the Multilinear polytope MP G has the restriction property. To see this, note that MP G and MP GV are both integral polytopes, and each binary point in MP GV can be lifted to a binary point in MP G by setting z v = 1 for every v ∈ V \V . With standard arguments it can be checked that the standard linearization MP LP G has the restriction property as well. Now consider two relaxations of S G denoted by R 1 (G) and R 2 (G) and assume these relaxations have the restriction property. Suppose that we would like to show
where L is the set defined above for someV ⊆ V . By the restriction property of R 1 and R 2 , the latter inclusion can be established by showing that R 1 (GV ) ⊂ R 2 (GV ). Indeed, a careful selection of the subsetV , and employing the above technique is a key step in proofs of Theorem 2 and Theorem 5.
Let QP LP G denote the standard linearization of the Boolean quadric polytope QP G . In [36] , Padberg provides the following characterization:
and only if G is an acyclic graph.
The following theorem generalizes the above result to higher degree Multilinear sets using the notion of hypergraph acyclicity introduced in Section 1. We remark that this result has been discovered independently in [13] using a different proof technique. Proof. We first show that if the hypergraph G contains a Berge-cycle C of length two, then MP LP G does not coincide with MP G . Let E(C) = {e 1 , e 2 } with |e 1 ∩ e 2 | ≥ 2. It then follows that the inequality
is valid for S G . To see this, observe that the value of v∈e2\e1 z v + z e1 does not exceed the right-hand side of inequality (7), unless z v = 1 for all v ∈ e 2 \ e 1 and z e1 = 1; however, this in turn implies that z e2 = 1. Thus, inequality (7) is valid for S G . Now, consider the pointz defined as:z v = 1 for all v ∈ e 2 \ e 1 ,z v = 1/2 for all v ∈ e 1 ,z v = 0 for the remaining nodes in G, z e1 = 1/2, z e2 = 0, z e = 1 for all e ⊆ e 2 \ e 1 , z e = 0 for all e e 1 ∪ e 2 and z e = 1/2 for all remaining edges in G. Clearly, this point does not satisfy inequality (7), as . Denote by C a Berge-cycle of minimum length t, where t ≥ 3. We claim that the subhypergraph G V (C) is a graph that consists of a chordless cycle of length t. To obtain a contradiction, suppose that G V (C) is not a cordless cycle. Since C is a Berge-cycle of minimum length, it follows that there exists an edgeē in E(G V (C) ) containing at least three nodes in V (C). Denote byẽ an edge of G withē =ẽ ∩ V (C). Since by assumption |e i ∩ e j | ≤ 1 for all e i , e j ∈ E(G), there exist no two nodes inē that are also present in another edge of G. Define C = v 1 , e 1 , v 2 , . . . , v t , e t , v 1 . Without loss of generality, Suppose that v 1 ∈ē and v 2 / ∈ē. Let v k be the next node of V (C) after the first node v 1 that is present in e. Clearly, k < t since by assumptionē contains at least three nodes of C. It then follows that the sequence v 1 , e 1 , v 2 , . . . , e k−1 , v k ,ẽ is a Berge-cycle of length k. However, this contradicts the assumption that C is Berge-cycle of minimum length.
As we detailed before, both the Multilinear polytope and the standard linearization of S G have the restriction property. Thus, to prove
. The polytope MP G V (C) is clearly integral. However, it is well known that MP
is not integral, since the graph G V (C) consists of a chordless cycle [36] . Consequently, if the hypergraph G contains a Berge-cycle, we
The proof is by induction on the number of edges of G. In the base case G has only one edge and it is well known that in this case MP LP G = MP G . To prove the inductive step, we assume that G has at least two edges. We first show that there exists at least one edgeẽ of G such thatẽ ∩ {v ∈ e, ∃e ∈ E(G) \ẽ} = {ṽ}, for someṽ ∈ V (G). To obtain a contradiction, suppose that such an edge does not exist. By Berge-acyclicity, every two edges of G intersect in at most one node, as otherwise, they form a Berge-cycle of length two. It then follows that every edge of G intersects with at least two other edges in two distinct nodes. However, this implies that we can always find a sequence C in G satisfying the properties of Definition 1, which is in contradiction with the assumption that G is Berge-acyclic. Hence, G has an edgeẽ withẽ ∩ {v ∈ e, ∃e ∈ E(G) \ẽ} = {ṽ} for somẽ v ∈ V (G). We now define two section hypergraphs of G as follows;
Thus, by Theorem 1, the set S G is decomposable into S G1 and S G2 . Both hypergraphs G 1 and G 2 have fewer edges than G, and are Berge-acyclic since they are section hypergraphs of G. Therefore, by the induction hypothesis we have MP
The Multilinear polytope for γ-acyclic hypergraphs
As we detailed in Section 1, Berge-acyclicity is the most restrictive type of hypergraph acyclicity. Indeed, by Theorem 2, the Multilinear polytope for Berge-acyclic hypergraphs has a very simple structure; that is, MP G = MP LP G . In this section, we study the structure of the Multilinear polytope for the next class of acyclic hypergraphs, in increasing order of generality; namely, the class of γ-acyclic hypergraphs. As we described in Section 1, γ-acyclic hypergraphs represent a significant generalization of Berge-acyclic hypergraphs, and may contain Berge-cycles of arbitrary lengths, in general.
In the sequel, we define the support hypergraph of a valid inequality az ≤ α for MP G , as the hypergraph G(a), where V (G(a)) = {v ∈ V : a v = 0} ∪ {v ∈ V : ∃e ∈ E s.t. v ∈ e, a e = 0}, and E(G(a)) = {e ∈ E : a e = 0}. Let us revisit the valid inequalities for MP G defined by (7) . Clearly, the support hypergraph of these inequalities contains Berge-cycle of length two. Recall that we utilized these inequalities to show that if the hypergraph G contains a Berge-cycle of length two, then MP G ⊂ MP LP G . In fact, in [20] , the authors show that for a hypergraph G consisting of two edges intersecting in more than one node, addition of these inequalities to the standard linearization yields the corresponding Multilinear polytope. In this section, we present a significant generalization of this result. We first introduce a generalization of the inequalities defined by (7), which we will refer to as flower inequalities. Subsequently, we define a new polyhedral relaxation of the Multilinear set, obtained by addition of all flower inequalities to its standard linearization.
Finally, we prove that this new relaxation coincides with the convex hull of the Multilinear set, if and only if the underlying hypergraph is γ-acyclic.
Flower inequalities
Consider a hypergraph G = (V, E). We say that two edges of G are adjacent if their intersection is not empty. Let e 0 be an edge of G and let e k , k ∈ K, be the set of all edges adjacent to e 0 with |e 0 ∩ e k | ≥ 2. Let T be a nonempty subset of K such that e i ∩ e j = ∅ for all i, j ∈ T with i = j. Then the flower inequality centered at e 0 with neighbors e k , k ∈ T , is given by:
It is simple to check that the support hypergraph of flower inequalities contains Berge-cycles of length two only. We first show that inequalities (8) are valid for MP G . Clearly, for any given nonempty subset T of K, the left hand-side of these inequalities could exceed the right hand-side, only if z v = 1 for all v ∈ e 0 \ ∪ k∈T e k and z e k = 1 for all k ∈ T . However, this in turn implies that z e0 = 1. It then follows that inequalities (8) are valid for MP G . We refer to the inequalities of the form (8), for all nonempty T ⊆ K satisfying e i ∩ e j = ∅ for all i, j ∈ T , as the system of flower inequalities centered at e 0 . We define the flower relaxation MP We refer to a hypergraph G as laminar, if the for any two edges e 1 , e 2 ∈ E(G), one of the following is satisfied: (i) e 1 ∩ e 2 = ∅, (ii) e 1 ⊂ e 2 , (iii) e 2 ⊂ e 1 . As we detail shortly, the Multilinear polytope MP G corresponding to a laminar hypergraph G has a simple structure. The following proposition shows that there is a key connection between laminar hypergraphs and γ-acyclic hypergraphs.
Proposition 3. Let G = (V, E) be a γ-acyclic hypergraph, and let e ′ ∈ E. Then the subhypergraph G e ′ is laminar.
Proof. Assume by contradiction that G e ′ is not laminar. Then there exist nodes v 1 , v 2 , v 3 ∈ V (G e ′ ) and edges e i , e j ∈ E(G e ′ ) such that
e ∈ E(G e ′ )}. However, the latter set can be equivalently written as {e ∩ {v 1 , v 2 , v 3 } : e ∈ E}, and by property (ii) of Proposition 1, this is in contradiction with γ-acyclicity of G.
In particular, Proposition 3 implies that if a γ-acyclic hypergraph G has an edge that contains all nodes of G, then G is laminar. In our next result, we characterize the Multilinear polytope for laminar hypergraphs. To do so, we make use of a fundamental result due to Conforti and Cornuéjols regarding the connection between integral polyhedra and balanced matrices. We recall that a 0, ±1 matrix is balanced if, in every square submatrix with exactly two nonzero entries per row and per column, the sum of the entries is a multiple of 4.
Theorem 3 (Theorem 6.13 in [16] ). Let A be a balanced 0, ±1 matrix with rows a i , i ∈ S, and let S 1 , S 2 , S 3 be a partition of S. For each a i , let n(a i ) denote the number of elements equal to −1. Then
is an integral polytope.
The next theorem characterizes the Multilinear polytope for laminar hypergraphs.
Theorem 4. Let G = (V, E) be a laminar hypergraph. Given an edge e ∈ E, we define I(e) := {p ∈ V ∪ E : p ⊂ e, p ⊂ e ′ , for e ′ ∈ E, e ′ ⊂ e}. Then MP G is described by the following system:
∀e ∈ E such that e ⊂ f, for f ∈ E (10)
p∈I(e)
Proof. Let Q be the polyhedron described by inequalities (9)- (12) . In the following, we first show that the integer points in Q coincide with those of MP G . To do so, it suffices to prove that MP G ⊆ Q ⊆ MP LP G . Subsequently, we show that Q is an integral polytope, which together with the first claim implies Q = MP G .
We start by showing that Q is a valid relaxation of S G ; i.e., MP G ⊆ Q. Clearly, inequalities (9) and (10) We now show that Q ⊆ MP LP G . Let us consider the inequalities in the description of MP LP G given by (3). Inequalities z v ≤ 1, for every v ∈ V , are given by (9) . Inequalities z e ≥ 0, for every e such that e is not contained in any other edge are given by (10) . For every other edge e 0 , let e 1 , . . . , e t be a maximal sequence of edges such that e i−1 ∈ I(e i ) for every i = 1, . . . , t. Then inequality z e0 ≥ 0 can be obtained by summing inequalities z ei−1 ≥ z ei in (11), for every i = 1, . . . , t, and inequality z et ≥ 0 in (10) . Inequalities z e ≥ v∈e z v −|e|+1, for every e such that e does not contain any other edge are given by (12) . For every other edge e, inequality z e ≥ v∈e z v − |e|+ 1 can be obtained by summing inequalities z f ≥ p∈I(f ) z p − |I(f )|+ 1 in (12), for every f ⊆ e. Inequalities z e ≤ z v , for every edge e ∈ E and node v ∈ I(e), are given by (11) . Now let e 0 be any edge and let v be a node not in I(e 0 ). Let e 1 , . . . , e t be a maximal sequence of edges such that e i ∈ I(e i−1 ) for every i = 1, . . . , t, and such that v ∈ e t . Then inequality z e0 ≤ z v , can be obtained by summing inequalities z ei−1 ≤ z ei in (11), for every i = 1, . . . , t, and inequality z et ≤ z v in (11).
We now show that Q is an integral polytope. Clearly, inequalities (9)-(12) are of the form defined in the statement of Theorem 3. Thus by this theorem, it suffices to show that the constraint matrix of system (9)- (12) is balanced. In fact, by definition of a 0, ±1 balanced matrix, we can equivalently show that the constraint matrix A corresponding to the system (11)- (12) is balanced as inequalities (9) and (10) introduce singleton rows in the constraint matrix. Assume by contradiction that there exists a square submatrix of A with exactly two nonzero entries per row and per column, such that the sum of the entries is congruous to 2 modulus 4. Let B be a square submatrix of this type with the minimum number of rows.
We show that no column of B corresponds to a node of G. By contradiction assume that a column of B corresponds to a nodev ∈ V . Letē be the unique edge of G that satisfiesv ∈ I(ē). Then zv has a nonzero coefficient only in the following two inequalities from the system (11)-(12): −zv + zē ≤ 0 defined by (11) , and p∈I(ē) z p − zē ≤ |I(ē)| − 1 defined by (12) . Since the column of B corresponding tov has two nonzero entries, these two inequalities must correspond to two rows of B. The first inequality has only one more nonzero coefficient, namely the one corresponding toē. Therefore, a column of B must correspond toē. Now, let B ′ be obtained from B by removing the rows corresponding to the above two inequalities, and the columns corresponding tov andē. The nonzero entries of B present in the removed rows and columns are a −1 and a +1 in the first inequality, and a +1 and a −1 in the second inequality, which implies that the sum of the entries of B ′ is congruous to 2 modulus 4. It follows that B ′ is a square submatrix of A with fewer rows than B, contradicting the minimality of B.
Since the sum of the entries of B is congruous to 2 modulus 4, there is at least one row of B with two entries of the same sign. This row then corresponds to an inequality in (12) , say the one corresponding to an edge e 0 ∈ E. Since no column of B corresponds to a node of G, the two entries of the same sign must correspond to two edges, say e 1 and e ′ 1 in I(e 0 ). In particular, two columns of B correspond to e 1 and e ′ 1 . Since each row contains only two nonzero entries, we also argue that no column of B corresponds to e 0 .
We now show that there is at least one edge in I(e 1 ), and that a column of B corresponds to it. As B has two nonzeros per column, there is another inequality among (11), (12) that corresponds to a row of B with a nonzero corresponding to e 1 . Note that this inequality cannot have a nonzero coefficient corresponding to e 0 , since no column of B corresponds to e 0 . Therefore, such inequality is either −z p + z e1 ≤ 0 in (11), for p ∈ I(e 1 ), or p∈I(e1) z p − z e1 ≤ |I(e 1 )| − 1 in (12) . As no column of B corresponds to a node of G, in both cases we argue that a column of B must correspond to an edge, say e 2 , in I(e 1 ).
Similarly, we show that there is at least one edge in I(e 2 ), and that a column of B corresponds to it. There is another inequality among (11), (12) corresponding to a row of B with a nonzero corresponding to e 2 . This inequality cannot have a nonzero coefficient corresponding to e 1 , as otherwise we would obtain a column of B with three nonzero entries. Therefore, such inequality is either −z p + z e2 ≤ 0 in (11), for p ∈ I(e 2 ), or p∈I(e2) z p − z e2 ≤ |I(e 2 )| − 1 in (12) . In both cases we argue that a column of B must correspond to an edge, say e 3 , in I(e 2 ).
By repeating the latter argument, we can show the existence of an edge e t ∈ I(e t−1 ) in G for any positive integer t, which contradicts the finiteness of G.
Clearly, inequalities (9)-(12) in the statement of Theorem 4 are either flower inequalities or are present in (3): inequalities (9) and (10) (11) is present in the description of MP LP G , for all p ∈ V , and is a flower inequality for all p ∈ E. Finally, inequality (12) corresponds to an inequality in MP LP G provided that I(e) contains no edge of G, otherwise it is a flower inequality. Thus, we have the following result:
Consider a hypergraph G with E(G) = {e k , k ∈ {1, . . . , K}} such that e 1 ⊃ e 2 ⊃ . . . ⊃ e K−1 ⊃ e K . Clearly, this hypergraph is laminar. The Multilinear polytope for this special class of laminar hypergraphs is characterized in [26, 20] .
Before proceeding further, we remark that our proof of Theorem 4 relies on the balancedness of the constraint matrix of the minimal system defining the polytope MP G , which does not hold for γ-acyclic hypergraphs, in general. The following example demonstrates that if we relax the laminarity assumption of G, the constraint matrix of the minimal system defining MP G is no longer balanced. We are now ready to prove our main result. Proof. First, we show that if G is not γ-acyclic, then we have MP G ⊂ MP F G . To do so, we make use of Proposition 1. To obtain a contradiction, first suppose that G violates condition (ii) in Proposition 1. That is, suppose that there exist nodes Next, suppose that condition (ii) in Proposition 1 is satisfied but G contains at least one β-cycle. Denote by C a β-cycle of minimum length. We claim that the subhypergraph G V (C) is a graph that consists of a chordless cycle of length at least three. First note that by Definition 3, the setẼ := {e ∩ V (C) : e ∈ E(C)} is the edge set of a chordless cycle in G V (C) . We would like to show that E(G V (C) ) =Ẽ. Observe that E ⊆ E(G V (C) ). To obtain a contradiction, assume thatẼ ⊂ E(G V (C) ). Since by assumption C is a β-cycle of minimum length, it follows that E(G V (C) ) has an edgeē with |ē| ≥ 3. Denote byẽ an edge of G with e =ẽ ∩ V (C). Two cases arise: Case 1. If {v 1 , v 2 , v 3 } ⊆ē where v 1 , v 2 and v 3 are consecutive nodes in C, it follows that
e ∈ E(G)}, which contradicts the assumption that condition (ii) in Proposition 1 is satisfied. Case 2. Suppose thatē does not contain three consecutive nodes in C. Let the β-cycle C be given by the sequence v 1 , e 1 , v 2 , e 2 , . . . , v t , e t , v 1 . Suppose that v 1 ∈ē and v 2 / ∈ē. Note that this assumption is without loss of generality, sinceē does not contain three consecutive nodes of C. Let v k be the next node of V (C) after the first node v 1 for which v k ∈ē. Clearly, k ≥ 3 since by assumption v 2 / ∈ē. In addition k < t, since by assumptionē contains at least three nodes of C. Finally, by construction we haveē ∩ {v 1 , . . . , v k } = {v 1 , v k }. It then follows that the sequence v 1 , e 1 , v 2 , . . . , e k−1 , v k ,ẽ is a β-cycle of length k, where k < t. However, this contradicts the assumption that C is β-cycle of minimum length.
Hence, we conclude that G V (C) is a graph that consists of a cordless cycle. To show that
, as the odd-cycle inequalities are facet-defining for MP G V (C) [36] and are clearly not present in MP
. Consequently, if the hypergraph G contains a γ-cycle, we have MP G ⊂ MP F G . Let G be a γ-acyclic hypergraph. We show that MP G = MP F G . In the following, we say that an edge of a hypergraph G is maximal if it is not contained in any other edge of G. The proof is by induction on the number of maximal edges of G. First, consider the base case; that is, suppose that G has one maximal edge e ′ = V (G) . In this case, by in Proposition 3, we conclude that G is a laminar hypergraph. Hence, by Theorem 4, we have MP G = MP F G . We now proceed to the inductive step; namely, we assume that MP G = MP F G , for any γ-acyclic hypergraph G with κ maximal edges. We would like to show that the same statement holds if G is a γ-acyclic hypergraph with κ + 1 maximal edges.
Consider a maximal edge e ′ of G, and define E ′ to be the set of edges contained in e ′ , andV := e ′ ∩ (∪ e∈E\E ′ e). Clearly, E \ E ′ = ∅, as by assumption G contains at least two maximal edges. We say that e ′ is a leaf of G, ifV ⊂ẽ for someẽ ∈ E \ E ′ . We claim that G contains a leaf e ′ . To obtain a contradiction, suppose that G does not contain any leaves. It then follows that for every maximal edge e ′ , and every maximal edge e ′′ adjacent to e ′ , there exists another maximal edge adjacent to e ′ , say e ′′′ , such that neither of the two sets e ′ ∩ e ′′ and e ′ ∩ e ′′′ is a subset of another. From Proposition 3, it follows that the sets e ′ ∩ e ′′ and e ′ ∩ e ′′′ are disjoint. We now show that G contains a β-cycle, which violates property (i) of Proposition 1. Let e 1 denote a maximal edge of G. Denote by e 2 a maximal edge of G adjacent to e 1 and let e 3 denote a maximal edge of G adjacent to e 2 such that e 2 ∩ e 3 is disjoint from e 1 ∩ e 2 . Recursively, let e i be a maximal edge of G adjacent to e i−1 such that e i−1 ∩ e i is disjoint from e i−2 ∩ e i−1 . Eventually, there exists an index i such that e i intersects some e j , for j ≤ i − 1. Let t be the first such index, and let s ≤ t − 2 be the largest index such that e s intersects e t . Now let v s be a node in e s ∩ e t , and, for every i = s + 1, . . . , t, let v i be a node in e i−1 ∩ e i . Then the sequence v s , e s , v s+1 , e s+1 , . . . , v t , e t , v s is a β-cycle of length t − s + 1 ≥ 3. Now, let e ′ be a leaf of G and, as before, letV := e ′ ∩ (∪ e∈E\E ′ e). We define G + as the hypergraph obtained by adding the edgeV to G, ifV / ∈ V ∪ E, and G + := G, otherwise. Subsequently, we define G 1 as the section hypergraph of G + induced by e ′ , and G 2 as the section hypergraph of G induced by ∪ e∈E\E(G1) e. Clearly, both G 1 and G 2 are different from G + . In addition, we have G 1 ∪ G 2 = G + and G 1 ∩ G 2 =V . Observe that the edge e ′ of G 1 with e ′ = V (G 1 ) satisfies e ′ ⊃V . Moreover, by applying Proposition 3 to e ′ , we conclude that every other edge e ′′ of G 1 containing nodes in V (G 1 ) \ V (G 2 ) satisfies either e ′′ ⊃V or e ′′ ∩V = ∅. Thus all assumptions of Theorem 1 are satisfied and the set S G + is decomposable into S G1 and S G2 . The hypergraph G 1 is a partial hypergraph of the subhypergraph G e ′ . It then follows by Proposition 3 that the hypergraph G 1 is laminar. Hence, by Theorem 4 we have MP G1 = MP F G1 . Now, consider the hypergraph G 2 . This hypergraph has κ maximal edges which are the κ maximal edges of G that are different from e ′ . In addition, the hypergraph G 2 is γ-acyclic. To see this, suppose that G 2 contains a γ-cycle C. ThenV must be an edge of G 2 and E(C) must contain the edgeV , as otherwise C is a γ-cycle of G as well. Since e ′ ∩ V (G 2 ) =V , it follows that by replacingV with e ′ in C, we obtain a γ-cycle of G, which is in contradiction with the assumption that G is γ-acyclic. Therefore, by the induction hypothesis we have MP G2 = MP F G2 , which together with MP G1 = MP
, we obtain MP G = MP F G and this completes the proof. Henceforth, we assume thatV / ∈ V (G) ∪ E(G). To obtain MP G , it suffices to project out the auxiliary variable zV from the facet-description of MP G + . In the following, we perform this projection using FourierMotzkin elimination. First consider an inequality in the description MP F G + that does not contain zV . Clearly, the support hypergraph of such an inequality is a partial hypergraph of G. Thus, by Remark 1, this inequality is also present in the description MP F G . Thus to complete the proof, we need to show that by projecting out zV from the remaining inequalities of MP G + , we obtain valid inequalities for MP F G . First, consider MP G1 ; denote byē the edge of G 1 containingV such that there exists no other edge e ∈ E(G 1 ) with e ⊃V and e ⊂ē. Note that the edgeē is well-defined by the laminarity of G 1 . Then, by Theorem 4, the auxiliary variable zV appears in the following inequalities, which we will refer to as system (I) in the rest of the proof:
where as in the statement of Theorem 4, I(e) := {p ∈ V (G 1 ) ∪ E(G 1 ) : p ⊂ e, p ⊂ e ′′ , for e ′′ ∈ E, e ′′ ⊂ e}. Note that by definition ofē we haveV ∈ I(ē). Now consider the polytope MP G2 = MP F G2 . LetĒ contain all edges of G 2 that are adjacent toV and let E be the set containing all subsetsẼ ofĒ with e i ∩ e j = ∅ for all e i , e j ∈Ẽ. Observe thatẼ contains the empty set. For eachê ∈Ē, let Uê be the set containing all subsets of adjacent edges toê denoted by Uê such thatV ∈ Uê and e i ∩ e j = ∅ for all e i , e j ∈ Uê. Then, the inequalities in the description of MP F G2 containing the auxiliary variable zV are the following:
v∈V
We should remark that inequalities (17) are flower inequalities provided thatẼ = ∅ and amount to the inequality v∈V z v − zV ≤ |V | − 1 present in the standard linearization of S G2 , otherwise. In the remainder of the proof, we will refer to the inequalities (17)- (19) as system (II). Now consider the system of linear inequalities (I)-(II). We eliminate zV from this system using FourierMotzkin elimination. First consider the case where we select two inequalities from system (I). Denote by . Note that G ′ 2 is γ-acyclic as it is a partial hypergraph of the γ-acyclic hypergraph G 2 . Hence, it suffices to show that the remaining inequalities obtained by projecting out zV are valid for MP F G as well. Therefore, it suffices to examine inequalities obtained by projecting out zV starting from two inequalities one of which is only present in system (I) while the other one is only present in system (II).
We start by selecting one inequality in (13) from system (I). Clearly, this inequality is identical to inequality (17) present in system (II). Hence, by the above discussion, we do not need to consider inequalities (13) . Next, consider inequality (14) from system (I). Since the coefficient of zV in (14) is negative, it suffices to consider inequalities (17) and (19) from system (II). In addition, we do not need to consider (17) since it is already present system (I). By summing inequalities (14) and (19), we obtain v∈ê\∪e∈Uê e z v + e∈Uê\V z e + zē − zê ≤ |ê \ ∪ e∈Uê e| + |Uê| − 1, ∀ê ∈Ē, ∀Uê ∈ Uê.
To show that the above system represents a system of flower inequalities for MP G , it suffices to show that the set (Uê \V ) ∪ē satisfies two properties: (i) all edges in (Uê \V ) ∪ē are adjacent toê and (ii) e i ∩ e j = ∅ for all e i , e j ∈ (Uê \V ) ∪ē. By construction, all edges in Uê are adjacent toê, and e i ∩ e j = ∅ for all e i , e j ∈ Uê. It in addition, we haveê ∩V =ê ∩ē for allê ∈Ē. It then follows that for eachê ∈Ē the above system is contained in the system of flower inequalities for MP G , centered atê.
Next, we select inequalities (15) from system (I). Define a partition of
, where I v (·) and I e (·) contain the nodes and edges of I(·), respectively. It then follows that I e (V ) ∈Ẽ, as the section hypergraph of G induced byV is laminar. Consequently, inequalities (15) are implied by inequalities (18) which in turn implies that we do not need to consider these inequalities and proceed with inequalities (16) from system (I). Since the coefficient of zV in (16) is positive, it suffices to consider inequalities (18) from system (II). By summing inequalities (16) and (18), we get:
As before, define a partition of I(ē) = I v (ē) ∪ I e (ē). Consider the set of edges defined asẼ ′ =Ẽ ∪ (I e (ē) \V ). Clearly, all edges inẼ ′ are adjacent toē asẼ represents a set of edges adjacent toV and by definition all edges in I e (ē) are contained inē. Also, we have e i ∩ e j = ∅ for all e i , e j ∈Ẽ ′ since (i) G 1 is a laminar hypergraph which implies e i ∩ e j = ∅ for all e i , e j ∈ I(ē), and in particular e i ∩V = ∅ for all e i ∈ I(ē) \V , (ii) by definition e i ∩ e j = ∅ for all e i , e j ∈Ẽ and (iii) by definition e i ∩ē ⊆V for all e i ∈Ẽ. It is simple to check thatē \ ∪ e∈Ẽ ′ e = (V \ ∪ e∈Ẽ e) ∪ I v (ē). Moreover, we have
Hence, inequality (20) can be equivalently written as:
Now it is simple to verify that for eachẼ ′ ∈Ẽ ′ , the above inequality is a flower inequality for MP G centered atē with the neighbours e ∈Ẽ ′ . Hence, we have shown that all inequalities obtained by projecting out zē from the facet description of MP G + are implied MP Example 2. Consider a hypergraph G with E(G) = {e 0 , e 1 , . . . , e m }, such that e j ∩ e j ′ = ∅ for all j, j ′ ∈ J = {1, . . . , m}, |e 0 ∩ e j | ≥ 2 and, e j \ e 0 = ∅ for all j ∈ J. In this example, the number of flower inequalities present in MP 
where T denotes a nonempty subset of J. (i) any point z ∈ S G with z e0 = 1 and z ej = 1 for all j ∈ T .
(ii) any point z ∈ S G with z v = 1 for all v ∈ e 0 \ {v ′ } and z v ′ = 0, where v ′ ∈ e 0 \ ∪ j∈T e j and z ej = 1 for all j ∈ T .
(iii) any point z ∈ S G with z v = 1 for all v ∈ (∪ j∈J e j ∪ e 0 ) \ e j ′′ for some j ′′ ∈ T and z v = 0 for all v ∈ V ′′ ⊆ e 0 ∩ e j ′′ , with V ′′ = ∅.
Consider the case where J \ T = ∅ and construct a tight point of type (ii) defined above with v ′ ∈ e 0 ∩ e j ′ for some j ′ ∈ J \ T and z v = 0 for all v ∈ (∪ j∈J\T e j ) \ e 0 . Substituting this point in az ≤ α, gives
Now consider another tight point of type (ii) obtained by letting zṽ = 1 for someṽ ∈ e j ′ \ e 0 in the tight point defined above. Note that if J \ T = ∅ then a node of the formṽ always exists since by assumption e j \ e 0 = ∅ for all j ∈ J. Substituting this point in az ≤ α yields
From (22) and (23) it follows that
Construct a tight point of type (i) with z v = 0 for all v ∈ e j \ e 0 , for all j ∈ J \ T . Subsequently, construct a new tight point of type (i) by letting z e ′ j = 1 for some j ′ ∈ J \ T in the previous point. Substituting these points in az = α and using (24) , we obtain
Next consider a point in S G of type (iii) defined above with z v = 0 for all v ∈ e j ′′ where j ′′ ∈ T . Clearly in this case we have V ′′ = e 0 ∩ e j ′′ . Subsequently, construct a second tight point by letting zv = 1 for somē v ∈ e j ′′ in the previous tight point. Note that the second point is also a tight point of type (iii) for anȳ v ∈ e j ′′ , since by assumption |e 0 ∩ e j ′′ | ≥ 2, which in turn implies V ′′ \ {v} = ∅ for allv ∈ e j ′′ . Substituting these two points in az = α and subtracting the resulting relations, we obtain:
Now, consider a tight point of type (i) with z v = 0 for all v ∈ e j \ e 0 , j ∈ J \ T and construct a tight point of type (iii) by letting z v = 0 for all v ∈ V ′′ ⊆ e 0 ∩ e j ′′ for some j ′′ ∈ T in the first point. Substituting these points in az = α and using (26) , we obtain
Consider the case e 0 \ ∪ j∈T e j = ∅. Construct a tight point of type (i) defined above with z v = 0 for all v ∈ e j \ e 0 , j ∈ J \ T . Now construct a new point by letting z v ′ = 0 for some v ′ ∈ e 0 \ ∪ j∈T e j in the first point. Clearly, the second point is a tight point of type (ii) . Substituting the two points in az = α and subtracting the resulting equalities, we obtain
From (24), (25), (26), (27) , and (28), it follows that the inequality az ≤ α, up to a positive scaling, can be equivalently written as The above example implies that MP F G may not admit an explicit polynomial-size description even for γ-acyclic hypergraphs, due to an exponential increase in the number of flower inequalities. In the following, we present a polynomial separation algorithm over all flower inequalities of MP F G , where G is a γ-acyclic hypergraph. We define the separation problem as follows (see [40] more details).
Moreover by substituting a tight point of type (i) in this inequality

Separation problem
Given a vectorz and a family of inequalities, decide whetherz satisfies all inequalities or not, and in the latter case, find an inequality from the family that is violated byz.
Given a γ-acyclic hypergraph G, we are interested in solving the separation problem over all flower inequalities in polynomial time. By the polynomial-time equivalence of separation and optimization problems, it follows that Problem (MLG) is polynomially solvable over γ-acyclic hypergraphs.
We show that the separation problem over all flower inequalities centered at a given edge of a γ-acyclic hypergraph can be equivalently stated as a minimum-weight perfect matching problem over a related laminar hypergraph. Subsequently, we present a polynomial-time combinatorial algorithm to solve this matching problem. Recall that a matching in a hypergraph is a set of edges M with the property that e ∩ f = ∅ for all e, f ∈ M with e = f . A matching is called perfect if each node is contained in exactly one edge of the matching. Finding a minimum-weight perfect matching in a general hypergraph is N P -hard [27] . However, for balanced hypergraphs, this problem can be solved in polynomial-time by solving a linear optimization problem [14] . A hypergraph is said to be balanced if every Berge-cycle of odd length has an edge containing three vertices of the cycle; that is, a hypergraph is balanced if and only if it does not contain any β-cycle of odd length. As laminar hypergraphs are balanced, this result in particular implies that finding a minimumweight perfect matching in a laminar hypergraph can be done in polynomial time. In the following, we present a highly efficient combinatorial algorithm to solve the latter problem.
Ḡ by removing an edge that is not present in Mmatching algorithm. Since |Ē \L| ≤ |E| for all e 0 ∈ E, we conclude that each minimum weight perfectAs we detailed before, the polytope MP LP G consists of at most |V | + r|E| inequalities. By polynomial equivalence of separation and optimization (cf. [40] ) and Theorem 5, it then follows that:
Corollary 2. Given a γ-acyclic hypergraph G, there exists a polynomial-time algorithm that optimizes a linear function over the Multilinear polytope MP G .
As we mentioned before, Conforti et al. [14] proved that a minimum-weight perfect matching in balanced hypergraphs can be obtained in polynomial time via solving a linear optimization problem. It is simple to show that if G is a balanced hypergraph, then the hypergraphḠ defined in the proof of Theorem 6 is balanced as well. Our proposed separation algorithm over all flower inequalities consists of solving |E(G)| minimum-weight perfect matching problems for hypergraphs of the formḠ. Consequently, we have the following result:
Theorem 7. Given a balanced hypergraph G = (V, E) and a vectorz ∈ R |V |+|E| , there exists a polynomialtime algorithm that solves the separation problem over all flower inequalities.
By the above theorem, we conclude that given a balanced hypergraph G, optimizing a linear function over the polytope MP F G can be done in polynomial time. It is important to note that the class of balanced hypergraphs represents a significant generalization of the class of γ-acyclic hypergraphs. By Theorem 5, MP G = MP F G , if the hypergraph G is balanced but is not γ-acyclic. However, polynomial solvability of the separation problem over flower inequalities for balanced hypergraphs has significant computational benefits as it implies this class of cutting planes can be effectively incorporated in a branch-and-cut framework to solve Problem (MLG) over balanced hypergraphs.
At the time of this writing, the complexity of solving the separation problem over flower inequalities for general hypergraphs remains an open question. Clearly, if a hypergraph G = (V, E) is not balanced but contains a balanced (resp. γ-acyclic) section hypergraph G ′ , we can still benefit from the results of Theorem 7 (resp. Theorem 6) to generate cutting planes as follows: letz be a vector in R |V |+|E| and letz ′ be the restriction ofz to G ′ ; i.e., the vector obtained by removing those components ofz that correspond to nodes and edges of G that are not present in G ′ . Then the separation problem corresponding toz ′ and all flower inequalities in MP F G ′ can be solved in polynomial time. Clearly, any flower inequality generated by this separation algorithm is a valid inequality for MP G and is violated byz as well. More generally, this technique can be used to generate violated flower inequalities as cutting planes for any MINLP whose factorable reformulation contains a collection of Multilinear equations with a balanced (or γ-acyclic) underlying hypergraph.
We conclude this section by remarking that the separation algorithm described in the proof of Theorem 6 can be expedited considerably. Clearly, it suffices to solve separation problems over flower inequalities centered at each edge until the solution to one of these problems provides a flower inequality that is violated byz. It should be noted that to prove the existence of no such inequality, one needs to solve |E| matching problems. However, to identify a violated flower inequality, it often suffices to solve a few matching problems. In addition, since our matching algorithm generates a perfect matching ofḠ at every iteration, to find a flower inequality violated byz, it suffices to repeat the iterative step until a perfect matching satisfying (29) is found; that is, to find a violated flower inequality, solution of the corresponding minimum-weight perfect matching problem to optimality is often not needed. More generally, to minimize the overall cost of the optimization problem, one would like to address the trade-off between the cost of solving separation problems and the "depth" of resulting cutting planes. In our context, this trade-off can be addressed by setting a threshold for the amount by which the left hand-side of inequality (29) should exceed its right hand-side in order for the matching algorithm to terminate.
