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Abstract
A marquee feature of quantum behavior is that, upon probing, the microscopic system emerges
in one of multiple possible states. While quantum mechanics postulates the respective proba-
bilities, the effective abundance of these simultaneous “identities”, if a meaningful concept at
all, has to be inferred. To address such problems, we construct and analyze the theory of func-
tions assigning the quantity (effective number) of objects endowed with probability weights.
In a surprising outcome, the consistency of such probability-dependent measure assignments
entails the existence of a minimal amount, realized by a unique effective number function. This
result provides a well-founded solution to identity-counting problems in quantum mechanics.
Such problems range from counting the basis states contained in an output of a quantum com-
putation, and relevant in the analysis of quantum algorithms, to a novel way to characterize
complex states such as QCD vacuum or eigenstates of quantum spin systems. In accompa-
nying works, we analyze notable consequences of these findings, namely expressing quantum
uncertainty as a measure, the ensuing universal treatment of localization phenomena, and ef-
fective description of quantum states. At the basic level, our results point to useful extensions
for concepts of measure and support, and to a new probability notion of effective choices.
Keywords: quantum identities, quantum uncertainty, localization, quantum computing, effective number, effective
measure, diversity measure, effective choices
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1. Introduction and Summary
Among hallmarks of quantum mechanics is that, in certain regards, quantum system acts as being
simultaneously in many distinct states of given type. Thus, Schrödinger particle with sharp mo-
mentum is often said to reside at all positions, having an equal chance of being detected anywhere.
The underlying theme of this article is to inquire whether such characterizations can be made into
a fully generic quantitative tool for describing quantum states. Consider a canonical setting1 with
state |ψ 〉 being the element of N -dimensional Hilbert space spanned by orthonormal basis { | i 〉}.
In loose terms, we wish to ask
[Q] “How many basis states | i 〉 is the system described by |ψ 〉 effectively in?”
for arbitrary | ψ 〉 and { | i 〉}. Such insight would, among other things, provide a new angle on
quantum uncertainty [1, 2], offer a novel way to describe localization phenomena [3, 4], and could
be used in theoretical analysis of efficiency in quantum computation. However, a well-founded
resolution of [Q] is not readily available,2 raising a deeper issue whether such effective number of
states can be turned into a meaningful quantum notion at all.
In this paper, we present the theoretical framework in which [Q] acquires precise meaning as
well as the following answer
[A] If P =(p1, p2, . . . , pN) , pi = |〈 i |ψ 〉|2, is the probability vector assigned to state |ψ 〉 and
basis { | i 〉} ≡ { | i 〉 | i = 1, 2, . . . , N } by quantum mechanics, then the system described
by |ψ 〉 is effectively in N?[ |ψ 〉, { | i 〉} ] = N?[C] states from { | i 〉}, where
N?[C] =
N∑
i=1
n?(ci) n?(c) = min {c, 1} C = NP (1)
The path leading to [A] is as follows. In order to analyze [Q], we construct the set of all quantifiers
N[ | ψ 〉, { | i 〉} ] = N[C] consistently representing the effective number of states. The resulting
function set contains N? and we will show show that N?[C] ≤ N[C] for all C and all N. While
leading to such minimum, consistency constraints do not generate a maximum. Moreover, for
fixed C, function N can be adjusted so that N[C] assumes any value up to the number of non-zero
ci (number of | i 〉 appearing in | ψ 〉 with non-zero probability). Thus, the information conveyed
by “effective number of states” is in fact stored in N?. Indeed, although each valid N properly
expresses the { | i 〉} - content of states relative to one another, only N? values have absolute mean-
ing. Thus, albeit indirectly, quantum mechanics singles out a privileged quantifier. It represents
the smallest number of basis states | i 〉 that the system described by | ψ 〉 has to be considered
simultaneously in.3
1This setting is in fact entirely generic, including many-body and field-theoretic systems, assuming that quantum
dynamics in question can be defined via lattice regularization.
2One can easily inspect that the sought after characteristics cannot be expressed as the usual quantum-mechanical
expectations of some Hermitian operator, thus leading to an axiomatic approach pursued here.
3There is also a different line of reasoning leading to N? which we will elaborate upon in Ref. [5]. In particular,
the requirement thatN, in addition to encoding the effective number of basis states, also identifies the effective support
(representative subset of { | i 〉}) yields N? as the only possibility. This feature translates, among other things, into a
unique characterization of localized states in terms of their support dimension.
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The novelty ultimately leading to [A] is the requirement that quantifiers N be additive. This
is a necessary step since the effective number of states is an additive concept. However, a proper
formulation requires some care. To that end, as well as to start invoking parallels with localization
to be pursued in Ref. [4], it is useful to consider the simple setting of a spinless Schrödinger particle
on a finite lattice. In position basis, its state | ψ 〉 is represented by N -tuple (ψ(x1), . . . , ψ(xN)),
with pi = ψ?ψ(xi) being the probability of detection at location xi. Denoting by C the set of all
counting weight vectors C=NP , namely4
C ≡ { (c1, c2, . . . , cN) | ci ≥ 0 , N∑
i=1
ci = N , N = 1, 2, . . .
}
= ∪
N
CN (2)
the additivity property for N arises as follows. Assume that the particle is restricted to the lattice
of N1 sites in a state generating the weight vector C1 ∈ CN1 . Separately, let it be restricted to
a non-overlapping adjacent lattice of N2 sites and characterized by C2 ∈ CN2 . With symbol 
representing concatenation operation5, since
C ≡ C1  C2 ∈ CN=N1+N2 (3)
there exists a state of the particle on the combined lattice, producing this composite C. Given the
additivity of numbers, the sum rule for number of available states (N = N1 +N2) has to hold for
its effective counterpart as well (N[C] = N[C1] + N[C2] ). Consequently, the additivity property
we impose is expressed by
N
[
C1  C2, N1 +N2
]
= N
[
C1, N1
]
+ N
[
C2, N2
]
(A)
for all C1, C2 and N1, N2. Dimensions of vector arguments were made explicit here to emphasize
that N[C] represents N modified by distribution C. Notice that N?[C] is manifestly additive,
and that the above reasoning doesn’t depend on the nature of the system, state or basis under
consideration.
Several decades ago, Bell and Dean [6] dealt with the problem analogous to [Q] while ana-
lyzing localization properties of vibrations in glassy silica. In particular, they asked how many
atoms do these vibrations in various frequency bands effectively spread over. Their quantifier, the
participation number Np, is given in terms of C by
1
Np[C]
=
1
N2
N∑
i=1
c2i (4)
and is still widely used in the analysis of localization. However, it can be easily checked that Np is
not additive, and is thus not one of the consistent effective number functions.
On the other hand, incorporating additivity leads to solving the quantum identity problem [Q]
and, in turn, to several novel developments in both physics (quantum uncertainty [2], localization
4As the nature of the problem suggests, working with counting vectors (2) rather than probability vectors P ∈
P = ∪N PN is simply a matter of convenience. All results translate trivially. Also, note that we save the notation
W = (w1, w2, . . . , wN ) ∈ W for general additive weights (see Eq. (10) of Sec. 5).
5If C = (c1, . . . , cN ) ∈ CN and B = (b1, . . . , bM ) ∈ CM , then C  B ≡ (c1, . . . , cN , b1, . . . , bM ). We do not
use the more standard C_B or C ·B to denote concatenation since in follow-up works it is convenient to introduce a
matching symbol   to represent concatenation multiplication.
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[4], effective description of states [5]) and mathematics (effective numbers, measures, function
supports and choices). In this work we focus on [Q] whose solution requires the construction of
effective number theory which subsequently becomes a backbone for all of the mentioned applica-
tions. The core properties of effective numbers are described in Secs. 2-4, with details of formal
aspects and all proofs given in the mathematical Appendix. Sec. 5 deals with the generalization of
quantum identity problem to arbitrary orthonormal sets, and Sec. 6 discusses the use of constructed
framework for characterization of complex quantum states.
2. Effective Numbers
To start, we define functions N =N[C] that consistently assign the effective number of states to
every distribution of weights C ∈ C. This discussion doesn’t depend on the fact that the objects
of interest here are quantum states. We will thus use an unspecific language, and refer to N as the
effective number function (ENF). The goal of the construction is to extend the “counting measure”
for a collection of distinct but otherwise equivalent objects (natural number N ∈ N) to a situation
when objects acquire varied importance by virtue of counting weights (effective number N[C] ∈
R). Additivity (A) is thus required to begin with.
The concept assumes no specific relation among objects themselves. Thus, in the same way the
number of balls in a bag does not change if someone reshuffles them inside, their effective number
will not depend on a particular assignment of weights from the fixed collection of values. In other
words, ENFs are required to be totally symmetric in their arguments6
N(. . . ci . . . cj . . .) = N(. . . cj . . . ci . . .) , ∀ i 6= j (S)
Extensions N → N[C] are by definition such that ordinary counting corresponds to all objects
being equally important, and thus to a uniform distribution. More precisely
N(1, 1, . . . , 1) = N , (1, 1, . . . , 1) ∈ CN , ∀N (B1)
On the other hand, if all weight is given to a single object, all others being irrelevant, the effective
number is required to be one. For example,
N(N, 0, . . . , 0) = 1 , (N, 0, . . . , 0) ∈ CN , ∀N (B2)
Note that (1, 1, . . . , 1) ∈ CN and any (. . . , N, . . .) ∈ CN represent opposite extremes in cumula-
tion of weight. Effective number of objects with arbitrary weights has to fall between the values
assigned to them, leading to
1 ≤ N[C] ≤ N , ∀C ∈ CN , ∀N (B)
The degree of cumulation in distribution of weights plays more detailed role in effective num-
bers than implied by the above boundary properties. Indeed, the concept has to respect the asso-
ciated hierarchy: the change of distribution enhancing its cumulation cannot increase the effective
number. To formulate such monotonicity, consider two objects weighted by C=(c1, c2) ∈ C2 with
c1 ≤ c2. Deformation C → C = (c1− , c2+ ) leads to further cumulation in favor of the second
6Note that we use regular brackets when treating N simply as multivariate function of component variables ci.
However, we will keep the useful “functional” notation with square brackets in other instances.
4
object, and thus N[C] ≤ N[C] is imposed for all 0 ≤  ≤ c1. In situation with arbitrary N , we
require the same for each ordered pair7
N(. . . ci −  . . . cj +  . . .) ≤ N(. . . ci . . . cj . . .) , ci ≤ cj , 0 ≤  ≤ ci (M−)
It is easy to check that (M−)-monotonic N attains its maximal value over CN at (1, 1, . . . , 1), while
the minimum is at one or more fully cumulated vectors (. . . , N, . . .). Conditions (B1), (B2), (B)
are thus compatible with (M−).8 It is worth noting that, albeit not a valid ENF due to the lack of
additivity, the participation number (4) is monotonic.
The final requirement in definition of ENFs is their continuity. The nature of problems with
admitting discontinuities can be illustrated by
N+[C] =
N∑
i=1
n+(ci) n+(c) =
 0 , c = 01 , c > 0 (5)
which counts the number of non-zero weights in C, and will be relevant later in our analysis.
Consider again two objects weighted byC=(c, 2−c). When c approaches zero, thus marginalizing
the first object to arbitrary degree, the effective number needs to approach one. However, this does
not materialize in N+ due to its discontinuity. In general, ENF cannot jump a finite amount upon
arbitrarily small change of weights, and we impose
N = N[C] is continuous on CN , ∀N (C)
The consistency requirements discussed above define the setN of functions representing the ef-
fective number of objects. While these ENFs have to satisfy all conditions, there are dependencies
among them. In particular, it can be easily checked that the boundary condition (B1) is a conse-
quence of (B2) and additivity. Similarly, (B) follows from (B1), (B2), symmetry and monotonicity.
This leaves us with
Definition 1. The real-valued function N = N[C] on C is an effective number function (belongs
to set N) if it is simultaneously additive (A), symmetric (S), continuous (C), monotonic (M−) and
satisfies the boundary condition (B2).
Fig. 1 visualizes some of the features embodied by the ensuing notion of effective numbers.
On the left, natural numbers are depicted as a theoretical model for expressing and manipulating
the quantities of like objects (bags of balls in this case) or that of varied objects but treated as
7To visualize that the elementary deformation in (M−) increases cumulation, picture each object as a cylindrical
column of incompressible liquid in the amount of its counting weight. Arranging the columns by increasing height
from left to right produces a half-peak profile with cumulation on the right. Consider the segment of this profile
delimited by columns containing ci and cj units of the fluid, and enter as a pair in (M−). The monotonicity operation
corresponds to initiating a transverse flow of liquid from left to the right endpoint, through columns between them.
It is understood that the columns are ordered at every moment of the flow and thus, as the amount of liquid at the
endpoints changes, the length of the segment can increase as the final configuration is attained. Since the liquid flows
toward the center of cumulation at every point of the process, the resulting distribution is more cumulated than the
original one.
8Monotonicity (M−) is closely related to a well-known property of Schur concavity. In fact, imposing symmetry
(S) in addition to (M−) is equivalent to it (see e.g. Ref. [7]).
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Figure 1: Graphical representation for the extension of natural numbers (left) to effective
numbers (right). See the discussion in the text.
equivalent. The bags containing differing amounts are assigned different discrete points on the real
axis (natural numbers), with the operation of “merging the bags” (unionsq ) represented by an ordinary
addition. In an extension to objects whose inequivalent status is expressed by counting weights
(right side of Fig. 1), the bags assigned the same natural number N upon ordinary counting, can
be assigned effective number N anywhere in the interval [1, N ], depending on how cumulated the
weight distribution is. With maximal cumulation (δ-function) giving N=1, the effective number
continuously and monotonically changes with decreasing cumulation, and produces N=N if the
point of no cumulation (uniform distribution) is reached. The operation of “merging the bags”
is represented by the additivity property (A). Each element of N consistently implements this
scheme. Thus, to assess the actual content and the meaning associated with the concept of effective
numbers, it is necessary to decipher the structure of N.
3. Effective Counting
The formalization of effective numbers can be viewed as an attempt to improve on quantifiers
Np /∈ N and N+ /∈ N, exhibiting somewhat complementary positives. Indeed, realizing that N+
is additive but not continuous, while Np is continuous but not additive, effectively leads to the
definition of N. It is not difficult to establish that ENFs do exist. For example, one can verify that
the following one-parameter family of functions
N(α)[C] =
N∑
i=1
n(α)(ci) n(α)(c) = min {wα, 1} 0 < α ≤ 1 (6)
which includes N?=N(1) as a special case, belongs to N.9 Rather remarkably, all N ∈ N follow
the basic structure exhibited by (6). Indeed, Theorem A3.2 proved in the Appendix implies the
following central result, namely the explicit description of set N.
9In fact, the family N(α) can be viewed, in a well-defined sense, as a canonical representative of the entire N (see
Theorem 2).
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Theorem 1. FunctionN on C belongs to N if and only if there is a continuous real-valued concave
function n = n(c) on [0,∞) such that
N[C,N ] =
N∑
i=1
n(ci) , n(0) = 0 , n(c) = 1 for c ≥ 1 (7)
for all N and all C = (c1, . . . , cN) ∈ C. Such function n is unique.
Thus, there is one to one correspondence between ENFs and simple functions n specified by The-
orem 1.10 We will refer to n associated with N in this manner as its counting function.
Demonstration of additively separable form for ENFs is the most involved aspect of Theorem 1.
The revelation of this feature also happens to be important conceptually. Indeed, recall that each
ENF extends the “number of equivalent objects” to “number of objects with counting weights”.
While we are well familiar with the former being represented by a sequential procedure of adding
a count for each object, Theorem 1 asserts that this remains the case for every generalization to
the latter. In the extended situation, individual object’s contribution depends on its weight, and is
specified by the counting function involved. The construction of effective numbers thus amounts
to generalizing the procedure of ordinary counting to the procedure of effective counting.
4. Minimal Effective Number
The properties of ENFs that are most relevant for this work are summarized by the following
structural results about the set N, implied by Theorem A3.6 of the Appendix.11
Theorem 2. Let N?∈ N, N+ /∈N be functions on C defined in (1), (5) respectively. Then
(a) N?[C] ≤ N[C] ≤ N+[C] ∀N ∈ N , ∀C ∈ C
(b) N?[C] = N+[C] ⇐⇒ ci /∈ (0, 1) , ∀ i
(c) N?[C] < N+[C] =⇒
{
N[C] | N ∈ N} ⊇ [α, β )
where α = N?[C] , β = N+[C] and C in (b), (c) is arbitrary but fixed vector from C.
To elaborate on Theorem 2, first note that (a) is a refinement of defining condition (B). While
the upper bound is intuitive (N+[C] counts the number of non-zero weights in C), the lower one
is unexpected and consequential. In particular, the effective number of weighted objects has a
restriction on its lowest possible value, specified by N? which itself is an ENF. Consequently, this
feature is inherent to the concept itself: there is a meaningful notion of minimal effective number.
Phrased more technically, the function set N of all additive deformations N = N[C] of counting
measure N , monotonic under the cumulation of weight in C, has a minimum N?. This minimum
is unique.12
10Note that it suffices to require continuity at c = 0 since concavity guarantees it elsewhere.
11The results of Theorem 2 rely heavily on Theorem 1. To see clearly the steps involved, it is instructive to simply
carry out the proof in the restricted context of representative ENFs of Eq. (6), instead of full N.
12In mathematical terms, N? is the least element of N with respect to its partial order: (N1 ≤ N2 ) ⇔ (N1[C] ≤
N2[C], ∀C ∈ C ). It is well-known that the least element of a partially ordered set is unique.
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Note further that, in conjunction with (a), part (b) identifies weight vectors whose effective
number assignments are independent of N. For other weight vectors, the possible effective num-
bers cover the interval indicated in (c). This latter situation is in fact generic, and N ∈N can be
adjusted so that N[C] assumes any desired value from the said range. While reflecting a degree of
arbitrariness present in the concept, this freedom has the elements of necessity. Indeed, consider
N objects with non-zero weights. Here (c) guarantees that a consistent counting scheme (N ∈ N)
can be adopted placing their effective number as close toN as desired. At the same time, whenever
everyday counting involves a diverse collection of objects, the associated mental process relies on
extrapolation of their total to N (or that of an individual count to 1). It is thus a welcome feature
that the concept of effective number provides for the continuum of counting schemes to account
for this extrapolation process.
The above properties of effective numbers form the basis for our solution [A] of a quantum
identity problem [Q], as presented in Sec. 1. The existence of the minimal ENF is particularly
consequential in applications of effective numbers. A notable example is the context of quantum
uncertainty where it leads to a novel form of quantum uncertainty principle [2].
5. Counting Quantum Identities
While not intended at the outset, the theory of effective numbers covers in fact a more general
context for counting of quantum identities than assumed by [Q]. Thus, rather than an orthonormal
basis, consider any collection { | j 〉} of n orthonormal states from an underlying N -dimensional
Hilbert space (1≤n≤N ). How many states from { | j 〉} is a system described by |ψ 〉 effectively
in? Given the additive separability of ENFs and the ensuing association of N with its counting
function n (Theorem 1) we consider
N[ |ψ 〉, { |j 〉} ] ≡
n∑
j=1
n(cj) , cj = N |〈 j |ψ 〉|2 (8)
for each | ψ 〉, { | j 〉} and N ∈ N. This definition is meaningful in the following sense. Given
a fixed { | j 〉}, let { | i 〉} be its arbitrary completion into a basis on the Hilbert space. With “\”
denoting the set subtraction, we have
N[ |ψ 〉, { | i 〉} ] = N[ |ψ 〉, { |j 〉} ] + N[ |ψ 〉, { | i 〉} \ { |j 〉} ] (9)
for all completions { | i 〉}. In other words, the contribution of { | j 〉} to N[ | ψ 〉, { | i 〉} ], when
defined by (8), is independent of { | i 〉}, and is thus uniquely associated with { | j 〉} for any fixed
N ∈ N. It represents the effective number of states from { | j 〉} contained in |ψ 〉 according to N.
Moreover, it is straightforward to check that N?[ |ψ 〉, { |j 〉} ] minimizes the number so assigned:
[A′] Let the physical system be described by the state vector | ψ 〉 from N -dimensional Hilbert
space, and let { |j 〉 | j = 1, 2, . . . , n ≤ N } be the set of n orthonormal states. This system
is effectively in N?[ |ψ 〉, { |j 〉} ] states from { |j 〉}, specified by (8) with n = n?.
There are few points to emphasize with regard to the above.
(i) The extension (8) and the ensuing generalization of [A] to [A’] arises due to the fact that the
number of quantum identities is determined “locally”, namely without reference to states outside
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the subspace in question. Apart from being natural for a measure-like characteristic, this feature
has practical consequences. Indeed, in many-body applications the dimension of the Hilbert space
grows fast with the size of the system, and the possibility of avoiding computations involving full
basis is a welcome feature.
(ii) The participation number (4) cannot be split into contributions from subspaces associated with
partitioned basis. This, of course, has its roots in the absence of additivity and hence of additive
separability. The advantages described in (i) are thus not afforded.
(iii) The above considerations are obviously not limited to counting quantum identities. At the
general level of effective numbers, one formally extends each ENF from domain C of counting
vectors (2) to domain
W ≡ { (w1, w2, . . . , wn) | wi ≥ 0 , n = 1, 2, . . . } = ∪
n
Wn (10)
by virtue of its counting function, in the same way as indicated in Eq. (8).
6. The Structure of Quantum States
While our analysis was carried out in the context of quantum identity problem, the effective num-
ber framework built for this purpose has a substantially larger scope of applications, in physics,
mathematics, and applied sciences. Some of them will be explored in the follow-up works. Here
we discuss generalizations directly concerned with quantum states.
Recalling the steps leading to [A] and [A′], one readily realizes that our analysis applies to
any situation wherein the quantum state | ψ 〉 entails assignment of probabilities to N distinct
possibilities. The latter could be measurement outcomes, but any meaningful association |ψ 〉 →
P = (p1, . . . , pN) can be considered. Our perspective on this variety is that it offers a multitude of
possibilities for targeted insight into the structure of |ψ 〉.
We emphasize that | ψ 〉 may describe the system as simple as a harmonic oscillator, but it
can also be a complex many-body state of quantum spins or a non-perturbative vacuum of gauge
theory. Also, the assignment of probabilities may entail (potentially complicated) decompositions
of | ψ 〉 into orthogonal subspaces spanning the Hilbert space, but it could also have no explicit
reference to the state space at all. Nevertheless, the effective number of possibilities in question is
always conveyed by N?[NP ], with N? specified in (1).
Focusing on a finite discrete case may seem like a restriction, but this is not so either. For one,
this setup is inherent to many physically relevant contexts, including finite lattice systems studied
in condensed matter physics. In other cases, such as field theory in space-time continuum, the
intermediate steps of ultraviolet (lattice) and infrared (volume) regularizations yield the system
directly amenable to discrete formalism. The removal of these cutoffs simply translates into suit-
able forms of N→∞ limit. For related purposes, it is useful to introduce the effective fraction of
possibilities (objects), namely
F[P ] ≡ 1
N
N[NP ] N ∈ N , P ∈ PN (11)
where we treat F as a function of probabilities rather than counting weights, which is strictly a
matter of choice and convenience. Effective fraction F? associated with N? is then
F?[P ] =
N∑
i=1
f?(pi, N) f?(p,N) ≡ min { p, 1/N } (12)
9
and represents the minimal effective fraction consistently achievable.
To make our last point more explicitly, consider a generic situation wherein the removal of a
single cutoff in the theory produces the target state |ψ 〉 in the infinite-dimensional Hilbert space.
Assume we are interested in characterizing | ψ 〉 by the effective fraction of states it occupies in
basis { | i 〉}. Let |ψ(k) 〉 be the representation of |ψ 〉 at the k-th step of the regularization process,
involving the state space of increasing dimension Nk. If the latter is spanned by the basis { | i(k) 〉}
targeting { | i 〉} upon the cutoff removal,13 then
F?
[ |ψ 〉, { | i 〉} ] ≡ lim
k→∞
F?
[ |ψ(k) 〉, { | i(k) 〉} ] ≡ lim
k→∞
F?[Pk] (13)
where Pk = (p
(k)
1 , . . . , p
(k)
Nk
) with p(k)i = | 〈 i(k) |ψ(k) 〉 |2. Note that F? inversely reflects the extent to
which |ψ 〉 is “localized” in { | i 〉}.
As touched upon already, effective numbers/fractions can characterize quantum states also in a
manner that is not directly tied to Hilbert space considerations. For example, the problem of QCD
vacuum structure is often studied in the Euclidean path integral setting, with regularized ground
state represented by the statistical ensemble of lattice gauge configurations U = {Ux,µ}. The
above formalism then, among other things, defines the average fractions of space-time effectively
occupied by various vacuum composite fields O = O(x, U).14 Examples of yet more indirect
vacuum characteristics in this context pertain to space-time properties of Dirac eigenmodes, which
in turn relate to the features of quark dynamics. Here vacuum gauge fields U , distributed according
to Euclidean action of QCD, produce eigenmode distributions of the Dirac operator D(U). The
probability distribution P =P (U, k) relevant for effective fraction of space-time occupied by k-th
normalized eigenmode ψk = ψk(xi) is then
U → P (U, k) = (p1,k, . . . , pN,k) pi,k = |ψ+k ψk(xi) | D(U)ψk=λk ψk (14)
Given the resulting F?[P (U, k)], standard spectral density techniques can be used to facilitate quan-
tum averages and scale dependence of this vacuum characteristic.
8. Epilogue: The Benefits of Diagnosing Quantum Schizophrenia
Quantum state behaves as an ultimate schizophrenic.15 Indeed, it is not only unknown which of its
identities will emerge in the meeting with a “therapist”, the type and scope of possible personalities
depends on the nature of their encounter. Quantum formalism associates the latter with the probing
operator and, ultimately, with the basis { | i 〉}. Thus, to establish a comprehensive diagnosis of
|ψ 〉, the therapist needs to produce an { | i 〉} - dependent description of its disease.
The severity of schizophrenia can be usefully characterized by the abundance of distinct per-
sonalities taking over the afflicted mind. Thus, a quantitatively inclined therapist would arrange
for repeated sessions with | ψ 〉, vary their types { | i 〉} systematically, and infer the probabilities
of identities occurring within them. He would then come up with the theory of effective numbers
13The precise meaning of { | i(k) 〉} ≡ { | i(k) 〉 | i = 1, 2, . . . , Nk} “targeting” { | i 〉} ≡ { | i 〉 | i = 1, 2, . . .}
depends on the specifics of the situation in question but the association is typically straightforward on physics grounds.
14Strictly speaking, one constructs such characteristics for a composite field at a well-defined scale Λ.
15We are really referring to a dissociative identity disorder rather than schizophrenia, but the latter popular culture
term is widely associated with the analogy followed here.
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in order to meaningfully convey his diagnosis as a collection of N? values, one for each encounter
type studied. Clearly, this therapist is in fact a quantum physicist. He could as well find himself
in a situation of analyzing the efficiency of a quantum computation by repeatedly producing the
output state |ψ 〉o and measuring certain quantity related to a computational problem in question,
thus forcing collapse to certain element of a corresponding basis. The more schizophrenic |ψ 〉o is
with respect to this “measurement basis" (larger N?), the less efficient the computation.16
A broadly construed physics message in this work is that the quantitative “schizophrenia diag-
nosis" based on N? (more generally F?) is both truly innate and very useful portrait of a quantum
state. The former stems from its focus on a signature aspect of quantum reality, a new form of
quantum uncertainty in fact, while the latter arises primarily via its ensuing intimate connection to
localization, one of the most frequently invoked concepts in physics today. Both of these important
applications are analyzed with requisite detail in works [2], [4] accompanying this account.
A key to these fruits is the concept of effective numbers and the associated theoretical structure
unraveled here. The revelation that consistent assignment of quantity to objects with probability
weights necessitates the existence of an inherent “minimal amount", exposes a twist in the very
nature of measure. This makes the constructed framework consequential already in contexts that
are far more basic than quantum mechanics. In that vein, our theory is perhaps most fittingly
viewed as an extension of elementary counting measure to what we refer as diversity measure, with
its wide class of contemporary applications such as in social sciences or studies of ecosystems.
Other examples include the notion of effective choices in elementary probability and a useful
concept of effective support (domain) [5] in the context of functions/maps of pure mathematics.
Given this ground up appeal, it is worth understanding that the structure presented here arises
by and large due to effective numbers simultaneously requiring both monotonicity (or Schur con-
cavity) and additivity, which is rather unusual from the mathematics standpoint. Indeed, while
monotonicity is a crucial ingredient in the mathematical theory of majorization (see e.g. [8]), it
has no role in the standard formalization of measure. Conversely, additivity is foundational for the
latter but in no way native to the former. Relaxing either (M−) or (A) in Definition 1 leaves the
resulting pseudo-effective numbers arbitrary, and largely void of definite conceptual value. On the
contrary, the combination of (M−) and (A), leads to the aforementioned insight into the concept of
measure.
Acknowledgments. I.H. acknowledges the support by the Department of Anesthesiology at the
University of Kentucky.
16The precise relation depends on the type of algorithm in question and related issues will be discussed elsewhere.
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Appendix
In this Appendix, we present the theory of effective numbers in a requisite mathematical detail. Our aim is to do this
in a self-contained manner and using elementary mathematics. Given the focus on proving key results, the analysis of
associated abstract-algebraic aspects will be given in a dedicated account.
Due to its technical convenience, the discussion will be carried out in terms of effective complementary numbers
(effective co-numbers) realized by functions
M[C] = N −N[C] , C ∈ CN , N ∈ N (15)
where N = N[C] are ENFs introduced in Sec. 2. We start by axiomatic definition of effective co-number functions
(co-ENFs), implied by the above relationship.
A1 Effective Complementary Numbers
Definition A1.1 M is the set of effective co-number functions M, where M : C → R have the following properties.
For all N,M , for all 1 ≤ i, j ≤ N , i 6= j, for all C = (c1, ..., cN ) ∈ CN , and for all B ∈ CM
(A) additivity: M[C B] = M[C] +M[B]
(co-B2) boundary values: M(N, 0, ..., 0) = N − 1, where (N, 0, ..., 0) ∈ CN
(C) continuity of M restricted to CN whose topology is inherited from the standard topology on RN
(M+) monotonicity: 0 < ε ≤ min{ci, N − cj}, ci ≤ cj ⇒ M(..., ci, ..., cj , ...) ≤M(..., ci − ε, ..., cj + ε, ...)
(S) symmetry: M(..., ci, ..., cj , ...) = M(..., cj , ..., ci, ...)
The following examples will be useful in the context of our analysis.
Example A1.2 The function M(α)[C] =
∑
im(α)(ci) =
∑
ci=0
1 +
∑
ci∈(0,1)(1− cαi ), where
m(α)(c) =

1, c = 0
1− cα, 0 < c < 1
0, 1 ≤ c
belongs to M for α ∈ (0, 1]. This example is complementary to N(α) introduced in (6).
Example A1.3 The function M+[C] = M(0)[C] =
∑N
i=1m+(ci), where
m+(c) = m(0)(c) =
{
1, c = 0
0, 0 < c
satisfies Definition A1.1 except for continuity. Thus, M+ /∈M being complementary to N+ in (5).
Example A1.4 The function M? = M(1)[C] =
∑N
i=1m?(ci), where
m?(c) = m(1)(c) =
{
1− c, 0 ≤ c < 1
0, 1 ≤ c
satisfies all the properties from Definition A1.1, so M? ∈M. This co-ENF is complementary to N? in (1).
Due to its repeated use in what follows, it is useful to formalize the following obvious Lemma.
Lemma A1.5 If M satisfies (A) and (S) then for all N
(i) M[C] = M(c1, . . . , ci−1, 1, ci+1, . . . , cN ) = M(c1, . . . , ci−1, ci+1, . . . , cN ) +M(1), where C ∈ CN ,
(ii) M(1, . . . , 1) = NM(1), where (1, . . . , 1) ∈ CN .
12
A2 Separability
In this section we present results that ultimately lead to key insight into the structure of effective co-numbers, and
thus of effective numbers. The main conclusion of this analysis is that Definition A1.1 constrains all co-ENFs to be
of additively separable form, such as the one exhibited by the family of functions M(α). In the context of effective
numbers this means that the quantity of objects with counting/probability weights can always be represented by a
sequential addition of each object’s “count”, whose magnitude only depends on object’s own weight (effective counting
of Section 3). The property of additive separability is defined as follows.17
Definition A2.1 Additively separable function G on C is one that can be expressed as
G[C] =
N∑
i=1
g(ci) , C ∈ CN , N = 1, 2, . . . (16)
where g(c) is some function defined on [0,∞). Function g(c) is called a generating function of G[C].
Additively separable G is generated by infinitely many distinct functions. However, for co-ENFs, a canonical repre-
sentative can be singled out that is continuous and bounded on [0,∞) (see Proposition A2.7 and Corollary A3.3).
The relevant insight into additive separability is provided by Lemma A2.2 below. As a preliminary step to its
formulation, let us associate with every C ∈ CN the vector C↑ ∈ CN obtained by permuting the components of C
into ascending order. Also, C↑< will denote a vector obtained from C↑ by keeping only components less than one and
removing the rest. Note that for any symmetric function M on C, we have M[C] = M[C↑], and that C↑< /∈C.
Lemma A2.2 (Separability) Let G be a function on C satisfying (A), (S) and the property
∀N , ∀C ,B ∈ CN : C↑< = B↑< =⇒ G[C] = G[B] (17)
The following statements hold:
(a) G is additively separable.
(b) If, in addition, G is continuous on C2, then there exists a continuous function generating it.
Proof :
(a) Assuming C 6= (1, 1, . . . , 1), let C↑ = (c1, . . . , cN ) ∈ CN and C↑< = (c1, . . . , cm). We will distinguish two cases,
namely 2m ≤ N and 2m > N , for which we get using (17)
G[C] = G(c1, . . . , cm, cm+1, . . . , cN ) = G(c1, . . . , cm, 2− c1, . . . , 2− cm, 1, . . . , 1),
G[C  (1, . . . , 1)] = G(c1, . . . , cm, cm+1, . . . , cN , 1, . . . , 1) = G(c1, . . . , cm, 2− c1, . . . , 2− cm),
respectively, with 2 − c` > 1 for ` = 1, ...,m. The vectors on the top line (case 2m ≤ N ) are from CN , while those
on the bottom line (case 2m > N ) are from C2m. In both cases, symmetry (S) and additivity (A) lead to
G[C] = G(c1, 2− c1, . . . , cm, 2− cm) + (N − 2m)G(1)
= G[(c1, 2− c1) . . .  (cm, 2− cm)] + (N − 2m)G(1)
=
m∑
`=1
(G(c`, 2− c`)− G(1) ) + (N −m)G(1).
17Unless stated otherwise, referencing “function” in this section applies to both real and complex-valued function, and referencing “number”
applies to both real and complex options.
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Consequently, introducing the generating function
g(x) =
{G(x, 2− x)− G(1), x ∈ [0, 1]
G(1), x ∈ (1,∞) (18)
facilitates the claimed separability G[C] = ∑Ni=1 g(ci). Note that the separability holds in the same form also for
C = (1, 1, . . . , 1), which was initially excluded.
(b) Given the proof of (a), it is sufficient to show that continuity of G on C2 implies the continuity of g in (18). For
that, one only needs to ascertain the continuity at the gluing point x = 1, which holds since from the continuity of
G(x, 2− x) and additivity, it follows that lim(x→1−) G(x, 2− x)− G(1) = G(1). 2
We now demonstrate that all co-ENFs satisfy (17) and hence they are additively separable.
Proposition A2.3 All functions M ∈M are additively separable.
Proof :
Because of symmetry (S), we will without loss of generality assume C = C↑, i.e. C is in ascending order. For
C = (1, 1, . . . , 1) the claim in (17) is vacuously true, so let C 6= (1, 1, . . . , 1).
Let ` = 1, ...,m, j = m+ 1, ...,m+ n, m+ n = N, and c` ≤ 1 < cj , so n =
∑
j 1. Then by monotonicity (M
+),
Lemma A1.5, and M(1) = 0, which is from (co-B2):
M(. . .c`. . . , . . .cj . . . ) ≤M(. . .c`. . . , cm+1 − ε, cm+2, . . . , cm+n−1, cm+n + ε) , where ε = cm+1 − 1
= M(. . .c`. . . , 1, cm+2, . . . , cm+n−1, 1 + (cm+n − 1) + (cm+1 − 1))
≤M(. . .c`. . . , 1, cm+2 − ε, cm+3, . . . , cm+n−1, 1 + (cm+n − 1) + (cm+1 − 1) + ε)
≤M (. . .c`. . . , 1, . . . , 1, 1 +
∑
(cj − 1))
= M (. . .c`. . . , 1− n+
∑
cj) .
The opposite inequality follows from additivity (A), (co-B2), and (M+). We start with
∑
(dcje − 1) zeroes:
M(. . .c`. . . , . . .cj . . . ) = M
(
. . .c`. . . , . . .cj . . . , 0, . . . , 0, 1 +
∑
(dcje − 1)
)
−
∑
(dcje − 1)
≥M
(
. . .c`. . . , cm+1 + ε, cm+2, . . . , cm+n, 0, . . . , 0, 1 +
∑
(dcje − 1)− ε
)
−
∑
(dcje − 1)
≥M
(
. . .c`. . . , dcm+1e, . . . , dcm+ne, 0, . . . , 0, 1 +
∑
(dcje − 1)−
∑
(dcje − cj)
)
−
∑
(dcje − 1)
= M
(
. . .c`. . . , 1 +
∑
j
(−1)−
∑
(−cj)
)
+
m+n∑
j=m+1
M(0, . . . , 0, dcje)−
m+n∑
j=m+1
(dcje − 1)
= M(. . .c`. . . , 1− n+
∑
cj).
For some `, we could have c` = 1, but the value of M[C] doesn’t depend on those c`. Hence, M satisfies property
(17) of Lemma A2.2. Consequently, due to (A) and (S) being among defining properties of co-ENFs, M is additively
separable by Lemma A2.2(a). 2
Corollary A2.4 All functions M ∈M satisfy (17).
We next deal with non-uniqueness of the generating function which requires some groundwork to begin with.
Lemma A2.5 In real numbers, the following two statements are true
(i) (∀a)(∀b > a)(∀x 6= 1) (∃m,n ∈ Z)(∃z ∈ [a, b]) (mx+ nz = m+ n)
(ii) (∀a > 1)(∀b > a) (∃B) (∀x ∈ [0, 12]) (∃m,n ∈ Z+)(∃z ∈ [a, b]) (mx+ nz = m+ n, and nm ≤ B)
(iii) (∀a > 1)(∀b > a) (∃B) (∀x ∈ [0, 12]) (∃m,n ∈ Z+)(∃z ∈ [a, b]) ( nm ≤ B)
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Proof :
(i) Fit mn between
a−1
1−x and
b−1
1−x using density of rationals in R. Then choose z = 1 + (1− x)mn .
(ii) Choose n = d 1b−ae, then
1
n
≤ b− a ≤ b− a
1− x =
b− 1
1− x −
a− 1
1− x
since 0 ≤ x < 1. Hence there exists m to fit mn between a−11−x and b−11−x . Then choose z = 1 + (1− x)mn . Moreover,
(a− 1) ≤ a− 1
1− x ≤
m
n
and so
n
m
≤ 1
a− 1 .
Consequently, selecting B = 1a−1 completes the proof of (ii).
(iii) This is a trivial consequence of (ii) above. 2
Lemma A2.6 Let G be an additively separable function on C and g, g1, g2 its generating functions. Then
(i) g(c) + (1− c)K is also a generating function of G for every number K,
(ii) if g1(c)− g2(c) is bounded on some interval [a, b], 0 ≤ a < b, then g1(c)− g2(c) = (1− c)K0 for some number
K0 and all c ∈ [0,∞).
Proof :
(i) This follows from
∑N
i=1(1− ci) = 0 for all C = (...ci...) ∈ CN .
(ii) Setting g˜ = g1 − g2 gives the following equation:∑
g˜(ci) = 0 for all N and all C = (c1, . . . , cN ). (19)
We will show that
g˜(c) = (1− c) g˜(0) for all c ∈ [0,∞). (20)
Case c = 1. We get g˜(1) = 0 from (19) for N = 1 and then (20) is satisfied for c = 1.
Case c > 1. Without loss of generality we can assume that 1 /∈ [a, b]. Moreover, if 0 ≤ a < b < 1 then g˜ is bounded
also on [2− b, 2− a] because g˜(2− c) = −g˜(c), which follows from (19) when N = 2. As a result, we can assume
without loss of generality even that 1 < a < b. Under this assumption, we will first show that g˜, bounded on [a, b],
must be bounded also on [0, 12 ]. According to Lemma A2.5(iii) we have
(∀a > 1)(∀b > a) (∃B) (∀x ∈ [0, 12]) (∃m,n ∈ Z+)(∃z ∈ [a, b]) ( nm ≤ B)
Now we choose C = (x, . . . , x, z, . . . , z) in equation (19), where x repeats m times and z repeats n times. Then
mg˜(x) + ng˜(z) = 0 and so |g˜(x)| =
∣∣∣∣−nm g˜(z)
∣∣∣∣ ≤ BA , where
A is a bound for |g˜| on [a, b]. Thus we have g˜ bounded on [0, 12 ] by BA.
Now suppose by contradiction that there is c > 1 such that g˜(c) 6= (1− c) g˜(0).
Let k be an integer restricted more later and set N = dkce , x = 12 (N − kc). Then kc+ 2x = N and x ∈ [0, 12 ].
Choosing C = (c, . . . , c, 0, . . . , 0, x, x) ∈ CN in (19), where c repeats k times, will produce
kg˜(c) + (N − k − 2) g˜(0) + 2g˜(x) = 0 , where
k is large enough that N − k − 2 = dkce − k − 2 ≥ 0. (21)
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We need this last condition on k because one cannot have a negative number of zeroes. Given that N = kc+ 2x, we
get
g˜(c) +
(
c− 1 + 2x
k
− 2
k
)
g˜(0) +
2g˜(x)
k
= 0
g˜(c) = (1− c) g˜(0) + ε, (22)
where we set ε = − 2k ((x− 1) g˜(0) + g˜(x)). This ε can be arbitrarily small because k can be arbitrarily large and kε
is bounded by 4BA. Selecting k large enough that besides (21) also
0 < |ε| < ∣∣g˜(c)− (1− c) g˜(0)∣∣
produces a contradiction with (22). Thus the original assumption g˜(c) 6= (1− c) g˜(0) failed and (20) holds for c > 1.
Case c < 1. We can use the previous case for 2−c > 1 and get g˜(2−c) = (1−(2−c)) g˜(0). This equation transforms
into (20) since we already know that g˜(2− c) = −g˜(c) and thus (20) holds for c < 1 too.
We have shown that if g˜ satisfies (19) then it satisfies (20). Finally, setting K0 = g˜(0) completes the proof. 2
Proposition A2.7
Let M ∈M. Then for each t ∈ R, there is a unique generating function m of M that is continuous and m(0) = t.
Proof :
The existence of one continuous generating function follows from Corollary A2.4 and Lemma A2.2(b). Part (i) of
Lemma A2.6 implies that there is at least one continuous generating function for arbitrary real value of t = m(0). To
show the uniqueness of such function for every t, assume that there are two continuous generating functions m1 and
m2, such that m1(0) = m2(0). Since m1(c) − m2(c) is then bounded on any finite interval due to continuity, we can
use (ii) of Lemma A2.6 to infer that 0 = m1(0)−m2(0) = K0. Using (ii) of Lemma A2.6 again, we finally conclude
m1(c) = m2(c) as claimed.
2
A3 Description and Structure of co-ENFs
Separability results of the previous section give us access to the content and the structure of setM, ultimately providing
key insight into the concept of effective (co-)numbers. We start with the following proposition18
Proposition A3.1
(i) Let G be a real additively separable function defined on C. G is continuous (C) and monotone (M+) if and only if
it can be generated by a function g(c) that is continuous at c = 0 and convex.
(ii) If M ∈M then all its continuous generating functions m(c) are convex.
Proof :
(i) (⇐) Convexity and continuity of g at c = 0 imply its continuity on [0,∞), which guarantees continuity (C) of G.
In the presence of additive separability, conditions entailed by (M+) take the form
g(ci) + g(cj) ≤ g(ci − ε) + g(cj + ε) , ci ≤ cj (23)
To show that this also follows from stated properties of g, consider function g˜ that equals to g everywhere except on
interval (ci, cj) where it is replaced by a linear segment with boundary values g(ci) and g(cj). Such function g˜ is still
convex, which implies
g˜
(
(ci − ε) + (cj + ε)
2
)
≤ g˜(ci − ε) + g˜(cj + ε)
2
.
18The claim (i) of Proposition A3.1 is likely to be known in the context of majorization but we haven’t found a suitable reference.
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Then by linearity the left-hand side is
g˜
(
ci + cj
2
)
=
g˜(ci) + g˜(cj)
2
=
g(ci) + g(cj)
2
.
And the inequality turnes into
g(ci) + g(cj) ≤ g˜(ci − ε) + g˜(cj + ε) = g(ci − ε) + g(cj + ε)
as needed.
(⇒) Consider the (M+) condition G(...ci...cj ...) ≤ G(...ci − ε...cj + ε...) for additively separable G. Setting ci =
cj = c, and subsequently a = c− ε, b = c+ ε, we obtain in turn
g(c) + g(c) ≤ g(c− ε) + g(c+ ε)
g
(
a+ b
2
)
≤ g(a) + g(b)
2
.
Hence g is midpoint convex on [0, N ] for all N . It is well-known that every such function is convex if it is continuous.
We thus select a continuous generating function g, whose existence is guaranteed by Corollary A2.4 and Lemma
A2.2(b). Such resulting g is then both continuous at c = 0 and convex. Note that g is an arbitrary continuous
generating function, so every such function will be convex too. This is needed in the proof of (ii) that follows.
(ii) Proposition A2.3 implies additive separability of M ∈ M and the rest of the demonstration is contained in the
proof of (i)(⇒) above. 2
We are now in a position to describe the set M, specified by Definition A1.1, explicitly.
Theorem A3.2 (Set of co-ENFs)
M ∈ M if and only if it is generated by a convex and continuous function m, which is zero on [1,∞) and m(0) = 1.
Such a generating function m of M is unique.
Proof :
(⇒) M ∈ M is additively separable by Proposition A2.3. Then, as a consequence of additivity (A) and boundary
conditions (co-B2), we have M(0, . . . , 0, N) = (N − 1) ·m(0) + m(N) = N − 1, so that
m(N) = (N − 1) · (1−m(0)) (24)
for all N . Given the continuity of M ∈ M, Proposition A2.7 guaranties the existence of its unique continuous
generating function with m(0) = 1. In conjunction with Eq. (24), this implies that m(N) = 0 for all N . Furthermore,
this continuous generating function is convex by (ii) of Proposition A3.1 and, consequently, it is zero on the entire
[1,∞). This demonstrates the existence of unique m with all required properties.
(⇐) For the opposite direction, let M[C] = ∑m(ci), where m is continuous, convex, m(0) = 1, and m(c) = 0 on
[1,∞). Then (A), (C), (S) and (co-B2) follow immediately, while (M+) is a consequence of Proposition A3.1(i). 2
Note that the unique choice of continuous generating function for co-ENF has been facilitated by a natural choice
m(0) = 1, expressing the fact that the object assigned zero probability should not contribute to the effective number
total (n(0) = 0). However, it is worth pointing out that, as shown below, the same unique choice of a generating
function is selected by the requirement of boundedeness on entire [0,∞).
Corollary A3.3 Let m be the generating function of M ∈M, specified in Theorem A3.2. Then
(i) 0 ≤ m(c) ≤ 1 for all c
(ii) m is the only generating function of M that is bounded on its whole domain [0,∞)
Proof :
(i) This immediately follows from m(0) = 1, m(c) = 0 on [1,∞), and convexity.
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(ii) Boundedness of m follows from (i). To demonstrate uniqueness, assume there is another bounded generating
function m1 of M. Thus, m1 − m satisfies the assumptions of Lemma A2.6(ii), implying the existence of non-zero
K0 such that m1(c) = m(c) + K0(1 − c) for c ∈ [0,∞). However, this contradicts the boundednes of m1 which
demonstrates the claimed uniqueness. 2
Below, we will make use of the following obvious lemma and the corollary proved below.
Lemma A3.4 Let G1 and G2 be real additively separable functions on C. If there are respective generating functions
such that g1(c) ≤ g2(c), for all c, then G1(C) ≤ G2(C), for all C ∈ C.
Corollary A3.5 If M ∈M, then 0 ≤M[C] ≤ N − 1, for all C ∈ C.
Proof :
From (i) of Corollary A3.3 we have
∑
i 0 ≤
∑
m(ci) ≤
∑
i 1, which translates into 0 ≤M[C] ≤ N by Lemma A3.4.
To put the second inequality into the claimed form, note that there is always at least one cj ≥ 1, for which m(cj) = 0.
This lowers the upper bound for M[C] by unity and proves the second inequality. 2
Using the above preparation, we now will demonstrate few structural properties of M.
Theorem A3.6 (Maximality)
If M ∈M then the following holds for all C = (..., ci, ...) ∈ C
(i) M(0)[C] = M+[C] ≤ M[C] ≤ M?[C] = M(1)[C]
(ii) M+[C] = M[C] = M?[C] ⇔ ci /∈ (0, 1), i = 1, 2, ..., N
(iii) β0 = M+[C] < M?[C] = β1 ⇒ {M[C] : M ∈M} ⊇ (β0, β1]
Proof :
(i) To show both inequalities, let m be the continuous generating function of M guaranteed by Theorem A3.2. We
will show that m satisfies m+(x) ≤ m(x) ≤ m?(x) on [0,∞) and then Lemma A3.4 will complete the proof of this
part. The first inequality m+(x) ≤ m(x) follows directly from Theorem A3.2, Corollary A3.3(i), and the definition of
m+. The second inequality holds as equality on [1,∞) by Theorem A3.2 and the definition of m?. To show the second
inequality on [0, 1), note that the graphs of both m and m? pass through the points (0, 1) and (1, 0), m is convex by
Proposition A3.1(ii), and m? is linear between those points. So m+(x) ≤ m(x) ≤ m?(x) on [0,∞) as promised.
(ii) (⇐) If ci /∈ (0, 1) for i = 1, 2, ..., N , then M+[C] = M?[C] and the equality for M[C] follows from (i).
(⇒) Let M+[C] = M?[C]. Then ∑
ci=0
1 =
∑
ci=0
1 +
∑
ci∈(0,1)
(1− ci).
Hence 0 =
∑
ci∈(0,1)(1− ci) and so ci /∈ (0, 1) for i = 1, 2, ..., N .
(iii) From M+[C] <M?[C] we have the existence of at least one ci ∈ (0, 1) by (ii). Then for a fixed C define
g(α) =
∑
ci=0
1 +
∑
ci∈(0,1)
(1− cαi ) = M(α)[C].
The function g is continuous, increasing, and maps interval (0, 1] onto interval (β0, β1]. Then
{M[C] : M ∈M} ⊇ {M(α)[C] : α ∈ (0, 1]} = (M+[C], M?[C]] = (β0, β1].
2
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