INTRODUCTION

A b i o l o g i c a l p o p u l a t i o n , human o r nonhuman, may e x p e r i e n c e m u l t i p l e s t a t e s i n two ways. F i r s t , it may v i s i t d i f f e r e n t s t a t e s i n t h e c o u r s e o f t i m e ,
t h e whole p o p u l a t i o n e x p e r i e n c i n g t h e same ( p o s s i b l y a g e -s p e c i f i c ) v i t a l r a t e s a t any one t i m e .
F o r example, a t r o o p o f baboons moves from one a r e a t o a n o t h e r o f i t s r a n g e , w i t h a s s o c i a t e d changes i n food s u p p l y and r i s k s o f p r e d a t i o n (Altmann and Altmann, 1 9 7 0 ) . A human p o p u l a t i o n e x p e r i e n c e s f l u c t u a t i n g c r o p y i e l d s from one y e a r t o t h e n e x t , w i t h a s s o c i a t e d e f f e c t s on c h i l d b e a r i n g and s u r v i v a l .
T h e r e a r e serial c h a n g e s o f s t a t e o f a homogeneous p o p u l a t i o n .
Second, t h e p o p u l a t i o n may be s u b d i v i d e d i n t o inhomogeneous s u b p o p u l a t i o n s t h a t e x e r c i s e d i f f e r e n t s t a t e s i n parallel. I n d iv i d u a l s may m i g r a t e from one s t a t e t o a n o t h e r i n t h e c o u r s e o f t i m e . The s t a t e s may c o r r e s p o n d t o g e o g r a p h i c a l r e g i o n s , work s t a t u s , m a r i t a l s t a t u s , h e a l t h s t a t u s , o r o t h e r c l a s s i f i c a t i o n s
( R o g e r s , 1 9 8 0 ) .
The p u r p o s e o f t h i s p a p e r i s t o d e s c r i b e p o p u l a t i o n models i n which s e r i a l and p a r a l l e l inhomogeneity a r e combined.
I n demography, theorems that describe long-run behavior that is independent of initial conditions are called ergodic theorems.
Weak ergodic theorems assume that the rates that govern a population's evolution themselves follow some deterministic trajectory. Le Bras (1977) gave the first weak ergodic theorem for multiregional age-structured populations. We shall give four weak ergodic theorems that are more general than that of Le Bras. Stochastic ergodic theorems assume that the rates that govern a population's evolution are selected from a set of possible rates by some stochastic process. We shall state a stochastic ergodic theorem that assumes that the rates of birth, death, and migration or other transition are selected by a Markov chain.
THE FORMALISM OF MULTIREGIONAL POPULATION MODELS
Following Rogers (1966) , we now describe a formalism commonly used for projecting multiregional age-structured populations. Though we speak of regions and of migration, appropriate terminology for other states could be substituted.
Let r be the number of regions and k be the number of age classes. A census by age and region Y(t) is an r k-vector partitioned into rk-vectors Y.(t,.), j = 1,...,r, in which the ith 3 element Y.(t,i), i = 3 1 , ..., k, is the number of individuals at time t in region j in age class i. X is a set of (rk) x (rk) nonnegative matrices. A typical matrix x in X is partitioned into -r2 kxk submatrices 5 gh ' g, h = 1 , ..., r, one such submatrix for each ordered pair (g, h) of regions.
Censuses are assumed to evolve according to the recursion where x(t+l) is a matrix chosen from X. If x(t+l) = 5 , then the -. . . element x (1,j) of the submatrix x is the average number of -gh -gh individuals born from t to t+l, per individual in region h and age class j at time t, who are alive in region g at t+l; g, h = l . . . r ; j = l...k. Also x (j+l,j) is the proportion of in--gh dividuals in age class j and region h at time t who are alive in age class j+l and region g at time t+l; j = l...k-1. The remaining elements of x are zero. -gh In the case of 2 regions, r = 2, and 2 age classes, k = 2, x -and Y(t) have the form There is a 2 x 2 submatrix of x for each region and the elements -within each submatrix refer to age classes. An alternate arrangement of elements by age class is described, e.g., by Willekens and Rogers (1 978) , following Feeney (1 970) .
WEAK ERGODIC THEOREMS FOR YULTIREGIONAL POPULATION MODELS
We now introduce some concepts needed to state ergodic theorems for multiregional (or multistate) populations. We now define four kinds of sets of nonnegative matrices and discuss the relations among them: a contracting set, an exponentially contracting set, a primitive set, and an ergodic set.
A contracting set S (as defined in Cohen, 1979, p. 354 ) is a set of n x n matrices (1 < n < a ) such that if u and v are any two --positive n-vectors, then for any E > O there is an integer N (possibly depending on u and v) such that for all q -> N , and for any sequence xl,. . . ,x -9'"' of matrices chosen from S, if
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A contracting set S is an exponentially contracting set (Cohen, 1979, p. 354) if, for any positive n-vectors u and v, there exist positive constants K < 1 and D (with D possibly depending on u and v) such that for any products H(l ,t) of t t arbitrary matrices from S, d(H(l,t)u, H(1,t)v) DK .
A primitive set S with parameters (n,q), where n and q are positive integers, is a set of n xn nonnegative matrices such that any product of q factors which are matrices in S is positive (i.e. every element of the product is positive). An ergodic set S (~ajnal, 1976) with parameters (n,q,R) where R > 0 is a primitive An e r g o d i c set i s a n e x p o n e n t i a l l y c o n t r a c t i n g s e t ( H a j n a l t 1 9 7 6 ) . But e r g o d i c s e t s have a u n i f o r m p r o p e r t y n o t n e c e s s a r i l y e n j o y e d by e x p o n e n t i a l l y c o n t r a c t i n g s e t s i n g e n e r a l . I f S i s a n e r g o d i c s e t w i t h p a r a m e t e r s ( n , q , R ) , t h e n t h e r e e x i s t c o n s t a n t s D > 0 and K ~( 0~1 ) s u c h t h a t f o r a l l i n i t i a l n -v e c t o r s E x p o n e n t i a l l y c o n t r a c t i n g s e t s need n o t d i s p l a y s u c h u n if o r m i t y .
The p o i n t h e r e i s t h a t D d o e s n o t depend on t h e i n i t i a l u and v . T h i s f a c t i s s t a t e d by
For example, t h e set S c o n t a i n i n g o n l y t h e m a t r i x i s a n e x p o n e n t i a l l y c o n t r a c t i n g , b u t n o t e r g o d i c , s e t . L e t uT = t ( 0 , 1 ) ,
, where 6 c a n b e made a r b i t r a r i l y s m a l l by t a k i n g E t t s m a l l . C o n s e q u e n t l y , f o r any f i x e d t , d ( x U ( E ) , x v ) c a n be made ---a r b i t r a r i l y l a r g e by making E s m a l l enough.
An o b v i o u s way t o a s s u r e t h a t D i n t h e upper bound DK' i s i n d e p e n d e n t o f t h e i n i t i a l v e c t o r s u , v i s t o t a k e i n i t i a l
v e c t o r s o n l y from t h e s e t Y ( 6 ) = { y > O ; m i n . y . / m a x . y > 6 ) .
I n 1 1 I jt h i s c a s e , D d e p e n d s on 6 , n o t on U , v E Y ( 6 ) .
Of t h e f o u r k i n d s o f sets j u s t d e f i n e d , o n l y e r g o d i c sets
and e x p o n e n t i a l l y c o n t r a c t i n g s e t s w i l l a p p e a r i n t h e f o l l o w i n g theorems.
W e s t i l l need two more c o n c e p t s , t h a t o f a n i n c i d e n c e m a t r i x and t h a t o f a s t a t e c o n n e c t i o n m a t r i x .
The i n c i d e n c e m a t r i x k ( A )
-o f any m a t r i x A -= ( a i i ) i s t h e -m a t r i x whose e l e m e n t s k i j ( A ) -R > 0 f o r a l l s i n S , t h e n S i s a n e r g o d i c s e t .
The s t a t e c o n n e c t i o n m a t r i x i s a g e n e r a l i z a t i o n o f t h e i nc i d e n c e m a t r i x .
I f x i s a k r x k r m u l t i s t a t e p r o j e c t i o n m a t r i x , a s d e s c r i b e d
... e a r l i e r , d e f i n e t h e s t a t e c o n n e c t i o n m a t r i x c ( x ) t o b e t h e r x r ... W e c a n now s t a t e a weak e r g o d i c theorem. ... Then X i s a n e r g o d i c s e t w i t h p a r a m e t e r s ( k r , q , R ) , where q = (r-1 ) (2k2-4k+5) .
be a s e t o f m u l t i r e g i o n a l p r o j e c t i o n m a t r i c e s f o r r s t a t e s w i t h k a g e c l a s s e s . Suppose t h a t
Theorem 3 . 1 g o e s beyond t h e weak e r g o d i c theorem o f L e Bras ( 1 9 7 7 ) . Our a s s u m p t i o n ( i ) i s a bound o n l y on t h e r a t i o s o f t h e p o s i t i v e e l e m e n t s w i t h i n one m a t r i x .
Over t h e s e t X m a t r i x e l ements may b e a r b i t r a r i l y l a r g e o r s m a l l . L e B r a s , l i k e G o l u b i t s k y , K e e l e r and R o t h s c h i l d ( 1 9 7 5 ) , assumes f i x e d u p p e r and lower bounds on t h e e l e m e n t s o f t h e m u l t i s t a t e p r o j e c t i o n m a t r i c e s .
P r o o f o f T h e o r e m 3 . 1 .
C o r r e c t i n g an a s s e r t i o n o f L e Bras
( 1 9 7 1 ) , Feeney (1971) hence X i s a n e r g o d i c and e x p o n e n t i a l l y c o n t r a c t i n g set ( H a j n a l ,
To derive q, we note that if A is n xn and primitive, then -> 0 for p < n2 -2n+2 (Berman and Plemmons, 1979, p. 48 ).
- Take We now weaken conditions (ii) and (iii) of Theorem 3.1. THEOREM 3.2. Let X be a set of multistate projection matrices for r states with k age classes. Suppose, in addition to (i) of Theorem 3.1, that (ii) for each g = 1,. ..,r, {x ;x EX) -ggis a primitive set with parameters (k,qg); (iii) {c(x);x E X } is --a primitive set with parameters (r,qo). Then X is an ergodic set with parameters (kr,q,R) where q = q0 (1 + 2maxg=l S 1 -,...,r g Le Bras (1977) assumes that there is a primitive r xr state connection matrix, call it a, such that if x is any multistate --projection matrix, a < c(x). In Theorem 3.2, we require only ---that the set of all state connection matrices be an ergodic set. To see that this requirement is weaker, suppose the state connection matrix of a 3-regional population at any given time were either cl or c2, where --and that the state connection matrix could change from time to time. The largest matrix that is elementwise less than cl and c2 is I, -the 3 x3 identity matrix, which is not primitive. Thus the population just described is not covered by the results of Le Bras (1 977). But it is readily checked that c!: > 0. c: > 0, and flc2 > 0, so {fl,f21 is an ergodic set and the pepulation described may be covered by Theorem 3.2. 
Proof of T h e
5
are arbitrary, we have shown that an arbitrary product of q0(2Q+1) matrices from X is positive. This proves Theorem 3.2.
Condition (ii) of Theorem 3.2 permits an element of a diagonal submatrix of the multistate projection matrices to be 0 at some times and positive at others. For application to real matrices used for multiregional projection, it is desirable to weaken (ii) further. -9h submatrix of x' is zero. Ledent (1972) Ledent's (1972) observation to inhomogeneous matrix products. Then X is an exponentially contracting set.
We cannot conclude X is an ergodic set because the northeast f3 x y corner of every k xk submatrix will always be 0. We have not assumed any quantitative restrictions on the elements of A and B When each submatrix x is interpreted as a -9h
-gh' -gh Leslie matrix, (iv) assumes a positive proportion surviving from age class B to $+1 and (v) assumes positive proportions surviving from age class B+1 to age class k. These conditions are met by human populations.
Proof o f Theorem 3.3.
By a cogredient permutation of rows and columns, each x E X -.
takes the form x 1 -in (3.1) described by Ledent (1 972) . Then assumptions (ii) and (iii) impose on the set of all matrices that occupy the position of M -in (3.1) exactly the same conditions that assumptions (ii) and (iii) that, as q increases from Q+l to Q+y, the minimum number of positive elements in the Bth column of each y x B submatrix of the ry xrB southwest corner of H1(l,q) increases from 1 to y. Thus as q increases from Q+l to Q+yf each of columns hB, h = l,...,r has at least r,2r, ...,y r positive elements. Thus for q >Q+y, -H1(l,q) has at least r positive columns in positions hB, h = 1,. ..,r; has 0 everywhere in columns rB+l, ..., rk; and is strictly positive in the intersection of rows and columns 1, ..., rB.
The proof of Theorem 6 of Cohen (1979, p. 362 ) therefore applies to H(l,q), q > Q+y and shows that X is an exponentially -contracting set. This proves Theorem 3.3.
When the states of a multistate projection matrix correspond to geographical regions, to being employed or unemployed, or to being married or unmarried, it is reasonable to suppose that, in the course of time, there is a positive migration from each state to every other state, in age classes prior to the last age of reproduction, as in Theorem 3.3 (iii). But when the states are {without high school diploma; with high school diploma) or {never married; ever married}, some states cannot be re-entered, once they are left. Even so, there are conditions on multistate projection matrices sufficient to guarantee that a set of them will be exponentially contracting. For simplicity, we describe here only the special case of r = 2 states. THEOREM 3.4. Let X be a set of 2k x2k two-state projection matrices with k age classes. Partition each x E X into four k xk -submatrices (i) Let ;X -E X } be an ergodic set with parameters (k,ql ,R1).
(ii) Let x12 -= ckxk, for all x E X ; there are no transitions from 
X is an exponentially contracting set.
P r o o f o f T h e o r e m 3 . 4 .
Theorem 3.4 is just a restatement, in the context of multistate projection matrices, of Theorem 5 of Cohen (1979, p. 359) .
In applying Theorem 3.4 to real sets of multistate projection matrices, condition (i) can usually be assured by truncating after the largest age class with positive fertility. Condition (iii) assumes positive transitions from state 1 to every age class of state 2. For states defined in terms of education, employment, or marriage, very young children usually do not change states.
If, for example, a 5-year age class and time unit are used, some newborn individuals will change educational, employment or marriage status after 20 years, so all products of 4 matrices from X will have at least one positive element in each row of x21 correspond--ing to young ages. Thus X can be replaced by all products of 4 matrices from X. If adults past a certain age do not change states, these age classes can be truncated, as is commonly done for post-reproductive age classes. Condition (iv,a) requires that the largest survival and effective fertility coefficients in state 2 all be small compared to the smallest coefficients in state 1. Thus the dynamics of state 1 dominate the projection under the conditions assumed in Theorem 3.4.
Le Bras (1977, p. 274 ) mentions qualitatively the case we consider in Theorem 3.4, but he offers no analysis of it.
None of Theorems 3.1 to 3.4 requires the set X of multistate projection matrices to be finite, or even countably infinite.
STOCHASTIC ERGODIC THEOREMS
So far, we have assumed that the sequence x(t) of multistate -projection matrices was chosen by some deterministic mechanism. Now we assume that the sequence x(t) represents the sample path -of a Markov chain. We have chosen a Markov chain as the process governing x(t) because a Markov chain can represent sequential . . . dependence of x (t+l ) on x (t) , yet is simple enough to be analyzed -. . . in detail. Whether the dependence of x(t) on the past is really -Markovian remains to be determined.
We shall proceed naively, without specifying which sets and functions are assumed to be measurable. Readers who recognize the need for such qualifications can supply them from the results already obtained for a single-regional age-structured population (Cohen, 1 977a, b) .
We recall some definitions from the theory of finite Markov chains. Following Kemeny and Snell (1960) , a Markov chain is ergodic if it is possible to go, directly or indirectly, from any state to any other state. A cyclic or periodic chain is an ergodic chain in which each state can only be entered at certain periodic intervals. A regular chain is an ergodic chain that is not cyclic. (ii) There is a limiting probability distribution F(AIB) defined on subsets A of X and subsets B of Y such that lim P [x (t) E A , y (t) E B] = F (A,B) , independent of initial cont+m--ditions. F may be calculated numerically by solving the renewal equation (iii) Let Y6 = ly ; y is a kr-vector, y 1 0 , and miniyi/ max.y >6). If X is an ergodic set, let 6 = 0. If X is not an I Iergodic set (but still is exponentially contracting, as assumed at the outset), fix 0 < 6 < 1 .
Then there exist positive constants a (depending on 6 and X) and b (depending only on X) such that, 
