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Opis:
Zasnujte orodje, ki bo na vhodu prejelo video posnetek, v njem poiskalo
obraze, jih združilo glede na identiteto ter prepoznalo obrazne izraze, vse
skupaj pa vizualiziralo v obliki socialnih razmerij med nastopajočimi. Pri
tem opǐsite in ovrednotite vsako komponento takšnega cevovoda, na koncu
pa ovrednotite tudi celoten cevovod. Orodje naj demonstrira delovanje naj-
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2.1 Nevronske mreže . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Sorodna dela . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3 Metodologija 17
3.1 Cevovod . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Spletna aplikacija . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 Tehnologije in orodja . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Infrastruktura . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4 Evalvacija sistema 49
4.1 Podatkovne zbirke . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Metrike . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
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AUC area under the curve površina pod krivuljo
CA classification accuracy klasifikacijska natančnost
CNN convolutional neural network konvolucijska nevronska mreža
CUDA compute unified device archi-
tecture
enotna računska arhitektura
DBSCAN density-based spatial cluste-
ring of applications with noise
prostorsko rojenje na podlagi
gostote na aplikacijah s šumom
FER2013 facial expression recognition
2013
prepoznava izrazov na obrazu
2013
HTML hypertext markup language jezik za označevanje nadbese-
dila
JSON javascript object notation označevalni jezik
LFW labeled faces in the wild označeni obrazi v divjini




MVT model, view, template model, pogled, predloga
NMS non-maximum supression izločanje nemaksimalnih vre-
dnosti
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SOTA state of the art najsodobneǰsi
SQL structured query language strukturiani poizvedodalni je-
zik
kratica angleško slovensko




Naslov: Orodje za analizo videoposnetkov obrazov z vizualizacijo socialnih
razmerij
Avtor: Andraž Zvonar
V zadnjih letih modeli strojnega vida izredno hitro napredujejo. Na podlagi
razvoja globokih konvolucijskih nevronskih mrež ter inovacij na področju
arhitektur slednjih, lahko dosegamo klasifikacijsko točnost vǐsjo od 95 %.
Med tem v zadnjem desetletju nastajajo vedno večje količine video gradiv,
ki jih zaradi obsega ni mogoče ročno analizirati.
V znanstveni literaturi se avtorji običajno osredotočajo na tehnične vidike
kakovosti ter modele obravnavajo ločeno od cevovoda, v katerem se modeli
v praksi uporabljajo, kar pa ni dovolj za celovit vpogled v primere praktične
uporabe.
Cilj diplomskega dela je razvoj spletne aplikacije, ki integrira SOTA (angl.
state of the art) modele strojnega vida in demonstrira praktično aplikacijo.
Namen aplikacije je analiza video posnetkov, iz katerih izdela graf socialnih
razmerji med ljudmi v video posnetku.
V ta namen smo razvili cevovod, ki izvaja analizo, ter ga integrirali v
spletno aplikacijo. Cevovod in aplikacijo smo preizkusili na odprtih zbirkah
podatkov ter dosegli dobre rezultate, poleg tega pa smo aplikacijo preizkusili
tudi na bolj vsakdanjih video posnetkih.
Ključne besede: strojni vid, nevronska mreža, socialno razmerje.

Abstract
Title: Tool for analysis of faces in videos with social relations visualization
Author: Andraž Zvonar
In the last couple of years the machine vision models have seen significant
improvements. Based on development of deep convolutional neural networks,
we are able to achieve classification accuracy in excess of 95%. In the mean-
while the amount of available video is increasing rapidly with manual analysis
being too slow.
In scientific literature, where the improvements are presented, the authors
usually focus on tehnical aspects of quality and present them separately from
the pipeline, where they are integrated in a real world scenarios. This is not
enough to understand how it works in practial cases.
The aim of this thesis is to develop a web application that integrated
SOTA (state of the art) machine vision models and demonstrates a practical
application. The purpose of the application is to analyse videos and build a
social network graph.
For this purpose, we implemented a pipeline that preforms the analysis
and integrated it into the web application. The pipeline and application
were tested on open-source datasets, where it achieved very good results. In
addition to that the application was also tested on more common everyday
videos.




V uvodu bomo najprej razložili motivacijo za diplomsko delo. Nato si bomo
ogledali idejno rešitev zastavljenega problema, nato pa še cilje in strukturo
dela.
1.1 Motivacija
V zadnjih letih, oziroma celo desetletjih, je začelo nastajati vedno več videov
in slikovnega materiala, ki ga hranimo. Če samo pomislimo: koliko foto-
grafij in videov ustvari množica ljudi na glasbeni prireditvi, ali pa na zbirke
podatkov, ki se vsak dan naložijo na družabna omrežja. Vsekakor gre za ne-
obladljive količine podatkov, ki jih je ročno nemogoče analizirati, saj je ročna
analiza zamudna. Iz teh podatkov pa lahko izluščimo uporabne informacije
kot na primer graf socialne povezanosti.
V literaturi lahko najdemo poskuse analize video posnetkov iz dogodkov
kot so poroke ali pa iz zbirk posnetkov televizjskih novic. Pri čemer so za to
izdelali orodja, ki so sposobna avtomatske analize in ročno delo zmanǰsajo




Izziv lahko naslovimo z uporabnǐsko spletno storitvijo, ki uporabnikom omo–
a analizo socialnih razmerji oseb na podlagi video posnetka. Uporabnǐsko
izkušnjo si lahko predstavljamo tako: kot uporabnik naložite spletno stran
in nato izberete video posnetek, katerega želite analizirati. Za lažjo predstavo
pa je uporabnǐska izkušnja izrisana na sliki 1.1.
Slika 1.1: Diagram uporabnǐske izkušnje.
Ko se video naloži, se prične analiza video posnetka na strežniku, tako
da se celoten video obdela v cevovodu. Na podlagi izhodov iz cevovoda nam
spletna aplikacija pripravi tudi interaktivno poročilo. V poročilu lahko po
potrebi vključimo ali izključimo določene osebe. V poročilu lahko enostavno
razberemo razmerja med posameznimi osebami, njihove izraze na obrazu in
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kako se spreminjajo skozi čas.
Pričakovano najtežji del razvoja takšne uporabnǐske storitve je zgoraj
omenjeni cevovod, ki bo analizo opravil dovolj dobro, da bodo v poročilu
predstavljeni smiselni in uporabni podatki. Ker je to spletna storitev, mora
delovati dovolj dobro, da bomo z učinkovitostjo prepričali uporabnika pro-
grama.
Iz tega razloga bomo za cevovod uporabili SOTA komponente strojnega
vida, ki omogočajo prepoznavo in luščenje značilk (angl. feature embed-
ding) obrazov ter prepoznavanje izrazov na obrazu. Okoli tega pa moramo
izgraditi cevovod, ki bo poskrbel za predprocesiranje podatkov, povezovanje
komponent ter procesiranje in shranjevanje izhodnih podatkov.
1.3 Cilji in struktura dela
Cilji diplomskega dela so:
• Razviti cevovod, ki je sposoben analizirati video in odkriti socialne
povezave med osebami.
• Izdelati aplikacijo, ki omogoča enostavno uporabo cevovoda.
V nalogi si bomo torej pogledali razvoj spletne aplikacije za analizo video
posnetkov, ki je sposobna izdelati analizo socialnih razmerjih med osebami
v video posnetku.
V poglavju 2 si bomo pogledali osnovne koncepte, na katerih diplomsko
delo gradi, nato pa bomo naredili še pregled sorodnih del.
Za tem bomo v poglavju 3 podali metodologijo dela, kjer si bomo po-
drobno pogledali cevovod, spletno aplikacijo in tehnologije, uporabljene za
razvoj.
V poglavju 4 bomo celoten sistem ter posamezne komponente evalvirali
in podali končno oceno delovanja. Delo zaključimo s sklepnimi ugotovitvami




S hitrim napredkom pri razvoju tehnologije za detekcijo objektov v foto-
grafijah je nastalo veliko dobrih aplikacij. Še posebej z razvojem globokih
konvolucijskih nevronskih mrež kot so MTCNN (angl. multi-task cascaded
convolutional neural network), VGG19 (angl. visual geometry group) in po-
dobnih, ki so natančnost klasifikacije drastično povečala, so implementacije
različnih orodji postale še bolj praktično uporabne.
V tem poglavju si bomo pogledali koncept nevronske mreže ter njene
osnovne gradnike. Nato si bomo ogledali še globoko konvolucijsko nevronsko
mrežo, ki je posebna arhitektura nevronske mreže. Poglavje bomo zaključili
s pregledom sorodne literature.
2.1 Nevronske mreže
Nevronska mreža je mreža, poimenovana tudi umetna nevronska mreža, ki je
sestavljena iz nevronov ali vozlǐsč [25]. Konceptualno nevronske mreže pred-
stavljajo in so navdahnjene s strukturo človeških možganov [39]. Nevronske
mreže imajo lahko več milijonov nevronov, ki so povezani v en sam sistem,
ki zna analizirati ali pomniti podatke.
Vse različne vrste nevronskih mrež imajo skupne komponente: nevrone,
sinapse, uteži, pristranskost in aktivacijske funkcije [20].
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Nevronska mreža deluje tako, da vsak nevron prejme vektor x, ki vsebuje
vrednosti enega izmed m primerov iz množice vhodnih podatkov. Vektor
x vedno vsebuje numerične vrednosti, ki pa lahko predstavljajo katerokoli
možno značilko, kot na primer datum in uro, starost osebe, geografske koor-
dinate ali v našem primeru fotografijo.
Nevron sprejme vektor x kot vhod in izračuna napoved ŷ. Vsak nevron
vsebuje tudi uteži w, ki vsak vhodni podatek utežijo (Enačba (2.1)). Na
koncu pa zmnožku vhodnega podatka in uteži (angl. weight) prǐsteje še
parameter pristranskosti (angl. bias), ki se spreminjata skozi proces učenja
(angl. training).
z = w1x1 + w2x2 + w3x3 + ... + wnxn = w
ᵀ · w + b (2.1)
V procesu učenja nevronske mreže torej v vsaki iteraciji nevron izračuna,
z, uteženo povprečje vseh vrednosti vhodnega vektorja x in prǐsteje pristran-
skost. Na koncu uporabi še nelinearno aktivacijsko funkcijo g nad izračunano
vrednostjo z.
2.1.1 Nevron
Nevron ali vozlǐsče je osnovna enota nevronske mreže. Nevron sprejema
vrednosti, nad njimi izvede funkcijo in podatke pošlje naprej.
Nevrone lahko delimo na vhodne, skrite, in izhodne:
• Vhodni nevroni sprejemajo podatke iz zunanjega sveta.
• Skriti nevroni procesirajo podatke v nevronski mreži.
• Izhodni nevroni vračajo izhodne podatke iz nevronske mreže.
2.1.2 Plasti nevronske mreže
V večjih nevronskih mre-ah so nevroni urejeni po plasteh, ki so med sabo
povezane. Mreža se začne z vhodno plastjo, ki vsebuje vhodne nevrone.
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Vhodna plast je povezana z eno ali več skritimi plastmi, ki so med seboj
zaporedno povezane. Zadnja skrita plast pa je povezana z izhodno plastjo.
Poglejmo si podrobneje eno plast, l. Ker je v vsaki plasti več nevronov,
moramo za vsak nevron izvesti izračune opisane v enačbi (2.1). Aktivacijsko
fukcijo bomo poimenovali g, namesto vhodnega vektorja x pa bomo bolj
splošno zapisali vektor a, ki predstavlja aktivacijo plasti. To pomeni, da
imam v vsaki plasti veliko podobnih operacij. Zaradi tega lahko te izračune
zapǐsemo, kot operacije med matrikami (Enačba (2.2)) iz dveh razlogov; prvi
razlog je, da so operacije nad matrikami računsko učinkoviteǰse, drugi pa, da
je matematični zapis enostavneǰsi.
zl = w
ᵀ · a + b ai = gl(zi) (2.2)
Sedaj razumemo, kako plasti nevronske mreže izgledajo in vemo, da med
seboj povezujejo posamezne nevrone, vendar si še nismo pogledali, na kakšne
načine lahko povezave izvedemo.
Polno povezan (angl. fully connected), konvolucijski (angl. convolution),
dekonvolucijski (angl. deconvolution) in rekurenčni (angl. recurrent) so naj-
pogosteǰsi tipi plasti nevronskih mrež.
Polno povezana plast
Polno povezana plast povezuje vse nevrone v plasti z vsemi nevroni v plasti za
njo. Mreže s takšnim plastmi so računsko drage, zato se pogosto uporabljajo
za specifične namene kot na primer za klasifikacijo fotografij.
Konvolucijska plast
Konvolucijska plast je pomemben tip plasti v konvolucijskih nevronskih mre-
žah in se najpogosteje uporablja za zaznavo značilk v fotografijah. Takšna
mreža uporablja filter, ki skenira fotografijo po nekaj slikovnih elementov na
enkrat. Na koncu pa vrne nabor značilk (angl. feature map), ki klasificira
vsako najdeno značilko.
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Ker v nadaljevanju uporabljamo nevronske mreže s konvolucijskimi plast-
mi, si bomo podrobneje pogledali njihovo delovanje.
Filter je vektor n-dimenzionalnih uteži, ki jih pomnožimo z vhodom. Fil-
ter opisuje verjetnosti, da dani vzorec slikovnih elementov predstavlja iskano
značilko. Tako je število uteži filtra manǰse od vhodnega vektorja. Zaradi
razlike v dimenzijah je množenje izvedeno z uporabo konvolucijskega procesa
plasti, ki pa se izvede na krpicah (angl. patches) slike, ki ustrezajo velikosti
filtra.
Množenje se ponavlja od leve proti desni in od zgoraj navzdol po celotni
sliki, tako da za vsako krpico določimo verjetnost značilke. Število slikovnih
elementov, za katere se filter premakne na naslednjo ponovitev, se imenuje
korak.
Nevronske mreže s konvolucijskimi plastmi se pogosto uporabljajo za pre-
poznavanje v fotografijah in klasifikacijo fotografij.
Dekonvolucijska plast
Dekonvolucijska plast je transpozicija konvolucijskega procesa, ki vhodne po-
datke nadvzorči v podatke vǐsje ločljivosti.
Taka plast se lahko uporabi za povečanje ločljivosti po konvolucijski plasti
ali pa za nadvzorčenje nizko ločljivih fotografij.
Rekurenčna plast
Rekurenčna plast vsebuje zanko, ki vhodnim podatkom doda zadnji izhod iz
plasti. Takšna zmogljivost nevronski mreži omogoča neke vrste pomnjenje.
Nevronske mreže z rekurenčnimi plastmi so uporabne za klasifikacijo sen-
timenta, opisovanje vsebine fotografij, in prevajanje besedila.
2.1.3 Sinapse in uteži
Sinapsa povezuje nevrone med sabo, poleg tega pa ima vsaka sinapsa tudi
utež. Podatki, ki prihajajo iz nevrona, ki je povezan z večjo utežjo, so domi-
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nantneǰsi v naslednjem nevronu. To pa pomeni, da ima takšen podatek večji
vpliv na končni rezultat.
Med učenjem nevronske mreže se uteži na sinapsah spreminjajo in načelo-
ma konvergirajo proti takšnim vrednostim, ki skupaj dajo najbolǰse izhodne
podatke, glede na našo metriko natančnosti. To pa pomeni, da lahko naučeno
nevronsko mrežo opǐsemo tudi kot matriko uteži.
2.1.4 Pristranskost
Vrednost pristranskosti omogoča večjo variacijo med shranjenimi utežmi in
bogateǰso predstavitev vhodnega prostora.
Čeprav vrednosti pristranskosti niso nujno potrebne za delovanje nevron-
ske mreže, so skoraj vedno uporabljene v praksi.
2.1.5 Aktivacijska funkcija
Aktivacijska funkcija nevronske mreže je matematična enačba, ki določa ali
bo nevron aktiviran [30]. Aktivacijska funkcija je del vsakega vozlǐsča v
nevronski mreži. Ko vozlǐsče sprejme podatke, se ti uporabijo kot vhod v ak-
tivacijsko funkcijo. Aktivacijska funkcija nato nad podatki izvede operacijo,
ki preslika vhode. Taka funkcija je lahko stopničasta funkcija, ki za podatke
deluje kot vrata (angl. gate) ali pa nad podatki izvede transformacijo, kot
na primer, da podatke normalizira.
Pogosto uporabljene aktivacijske funkcije so logistična, hiperbolična tan-
gentna, usmerjena linearna enota (angl. rectified linear unit) in funkcija
ohlapnega maksimuma (angl. SoftMax).
ReLU ali usmerjena linearna enota je aktivacijska funkcija, ki je skoraj
vedno uporabljena v nevronskih konvolucijskih nevronskih mrežah in globo-
kem učenju. Polovica funkcije je usmerjena, kar pomeni, da negativne vhode
preslika v nič, pozitivne vrednosti pa preslika same vase; tako kot linearna
funkcija.
Funkcija ohlapnega maksimuma preslika vhodni vektor vrednosti v ver-
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jetnosti. To izvede tako, da izračuna vrednost eksponentne funkcije za vsako
vrednost v vektorju. Nato pa vsako vrednost eksponentne funkcije deli z
vsoto vseh vrednosti eksponentne funkcije.
Logistično funkcijo uporabljamo za modele, kjer napovedujemo verje-
tnost, saj je zaloga vrednosti logistične funkcije med 0 in 1.
Hiperbolična tangentna funkcija je podobna logistični. Razlikuje se pred-
vsem po tem, da je njena zaloga vrednosti med -1 in 1. Prednost te funkcije
je, da so negativni vhodni podatki predstavljeni kot negativni ter vrednosti
blizu ničle prav tako predstavljene blizu ničle.
2.1.6 Funkcija izgube
Funkcija izgube (angl. loss function) je glavni vir informacij, ko model učimo.
Namen funkcije izgube je, da nam ”pokaže”kako daleč od idealnih izhodnih
vrednosti je model.
Pogosto uporabljene funkcije izgube so srednja kvadratna napaka (angl.
mean squared error) in prečna entropija (angl. cross entropy).
Srednja kvadratna napaka, kot namiguje ime, je vsota kvadratov razlik
med napovedjo in pravilno vrednostjo. Kvadrate nato delimo s številom






MSE je torej metrika, ki opisuje magnitudo napak, medtem ko smer na-
pake s kvadriranjem izgubimo. Zaradi tega so velike napake bolj kaznovane,
kot manǰse napake.
Prečna entropija se pogosto uporablja za klasifikacijske probleme, saj se
izguba veča, ko napovedane verjetnosti divergirajo od dejanskih vrednosti.
Ko je dejanska vrednost enaka 1 je drugi člen funkcije 0. Kadar pa je
dejanska vrednost enaka 0, je prvi člen funkcije enak 0 (Enačba (2.4)). To
pomeni, da samo množimo logaritem dejanske napovedane verjetnosti ra-
zreda.
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CEL = −(yilog(ŷi) + (1− yi)log(1− ŷi)) (2.4)
Prečna entropija torej kaznuje napovedi, ki imajo visok nivo zaupanja,
vendar so napačne.
2.1.7 Učenje nevronskih mrež
Proces učenja nevronske mreže (angl. trainig) je proces, ki spreminja vre-
dnosti W in b, tako da minimizirama vrednost funkcije izgube.
Za to da minimiziramo izbrano funkcijo izgube uporabimo optimizacijski
algoritem, kot na primer gradienti sestop (angl. gradient descent), ki je
pogosto uporabljen algoritem za minimizacijo funkcije izgube.
Gradientni sestop med učenjem modela v vsaki iteraciji izračuna parci-
alne odvode funkcije izgube, glede na vsak parameter modela. Ker odvod
funkcije opisuje naklon njenega integrala, lahko s pomočjo te informacije
ǐsčemo funkcijske minimume, kjer je vrednost funkcije izgube najmanǰsa in
je natančnost modela najvǐsja.
Gradientni sestop v vsaki iteraciji torej izračuna smer, v katero se moramo
premikati, da se približamo minimumu funkcije izgube. S temi podatki nato
popravimo vrednosti uteži in pristranskost modela. Za koliko spremenimo
uteži in pristranskost modela je odsvisno od stopnje učenja (angl. learning
rate), ki uteži spremembo parametrov.
2.1.8 Učenje globokih nevronskih mrež
Globoko učenje je tehnika, ki uči računalnik, tako kot se običajno uči človek:
učenje z zgledom. Globoko učenje je ključno za samovozeča vozila, zaznavo
goljufije, prevajanje, napovedovanje volitev, barvanje črno-belih fotografij,
upravljanje naprav z glasom ...
Model globokega učenja se nauči izvajati klasifikacijske naloge direktno
iz neobdelanih fotografij, besedila ali zvoka. Modeli lahko dosežejo SOTA
natančnost in včasih tudi presežejo sposobnosti človeka.
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Globoko učenje je specializacija strojnega učenja. Če ju primerjamo: pro-
ces strojnega učenja se začne z ročnim pridobivanjem značilk in fotografij.
Značilke so nato uporabljene za učenje modela. V procesu globokega učenja
pa so značilke avtomatsko pridobljene iz fotografij. Poleg tega modeli globo-
kega učenja izvajajo učenje od začetka do konca (angl. end-to-end learning).
Model globokega učenja pa dobi nalogo in neobdelane podatke, iz katerih se
avtomatsko nauči izvajati nalogo.
Glavni predpostavki za globoko učenje sta velika količina označenih po-
datkov in znatne količine računskih virov.
Za globoko učenje uporabljamo modele globokih nevronskih mrež (angl.
deep neural network). Globoke nevronske mreže so nevronske mreže, ki imajo
več plasti med vhodno in izhodno plastjo [9]. Arhitektura globoke nevronske
mreže omogoča modeliranje kompleksnih nelinearnih razmerij. Dodatni skriti
sloji globoki nevronski mreži omogočajo združevati značilke iz nižjih plasti
in tako modelirati kompleksne modele [9].
Pogosti arhitekturi globokih nevronskih mrež sta rekurzivna nevronska
mreža [21] ter konvolucijska nevronska mreža [28], ki je pogosto uporabljena
za strojni vid.
Ključna prednost globokega učenja je v obsegu podatkov, na katerih
so modeli globokega učenja efektivni. Takšni modeli so se sposobni učiti
na večjih količinah podatkov kot plitveǰsi modeli, saj ne konvergirajo ob
povečanem obsegu.
Slabosti globokega učenja sta predvsem nevarnost previsokega nivoja pri-
leganja učnim podatkom in čas učenja, saj moramo izračunati uteži za ogro-
mne količine nevronov in sinaps. Ker globoke nevronske mreže vsebujejo
velike količine nevronov, jim to omogoča, da modelirajo redke odvisnosti v
množici učnih podatkov. Problem prevelikega prileganja rešujemo z regula-
rizacijo. Primer regularizacije je osip (angl. dropout), ki naključno izključi
podatke med skritimi plastmi med učenjem.
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2.1.9 Globoke konvolucijske nevronske mreže
Globoke konvolucijske nevronske mreže so razred globokih nevronskih mrež,
ki so najpogosteje uporabljene za analizo fotografij [48]. Zanje je značilno
visoko število skritih plasti in uporaba konvolucijskih plasti.
Takšne mreže so navdahnjene z načinom povezovanja nevronov v vidnem
korteksu možganov. Posamezni kortikalni nevroni se na dražljaje odzovejo
le v omejenem predelu vidnega polja, znanem kot sprejemno polje. Polja
sprejema različnih nevronov pa se delno prekrivajo, tako da pokrivajo celotno
vidno polje.
Konvolucijske mreže ne potrebujejo veliko pred-procesiranja podatkov,
saj se mreža nauči filtrov, ki jih je sicer običajno potrebno ročno razviti.
2.2 Sorodna dela
Modeli, ki gradijo na temeljih globokih konvolucijskih nevronskih mrež in
implementirajo zaznavanje obrazov [46], luščenje značilk obrazov [46] in pre-
poznavanje izrazov na obrazu [36], omogočajo relativno hiter razvoj brez
potrebe po razvoju popolnoma novega ali svojega modela.
Poleg tega obstaja tudi množica literature o orodjih, ki uporabljajo novice
za analizo socialnih razmerji, [37, 43, 44]. Stareǰsa literatura je uporabljala
besedila, sedaj pa se uporabljajo tudi video posnetki.
V delu Visual Analytics of Political Networks From Face-Tracking of News
Video [44], avtorji Renoust, Le, Satoh govorijo o zasnovi sistema vizualne
analitike za analizo političnih novic na Japonskem. Sistem je zasnovan z
namenom, da bi razumeli zastopanje opozicije v medijih. Sistem je zasnovan
za analizo obsežnega video arhiva novic, ki temelji na sledenju obrazov, torej
brez analize besedila. Podatki so sestavljeni z 12-letnim arhivom televizij-
skega programa News 7.
Najdemo lahko tudi socialne priporočilne sisteme [26, 33, 53], katerih
razvoj je močno motiviran z razvojem socialnih omrežij.
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V literaturi lahko najdemo dela o orodjih za analizo, ki so bila implemen-
tirana za analizo obrazov in socialnih relacij med ljudmi v filmih [51, 41].
V delu People Connectivity in Image Collections and Videos using Graph
Representations, avtorja Domingo in Florencia [34] implementirata orodje,
ki iz zbirke fotografij sestavi graf oseb. Vozlǐsča grafa predstavljajo osebe iz
zbirke fotografij, robovi pa ustrezajo njihovi povezanosti. Lokacija vozlǐsč in
dolžina robov sta ocenjeni glede na njihovo povezljivost: bližje kot so vozlǐsča,
bolj so povezane osebe. V ta namen minimiziramo Frobeniusovo normo med
matriko razlik (angl. difference matrix) značilk brez povezave in razdaljami
v grafu.
2.2.1 Zaznavanje obrazov
Na področju zaznavanja obrazov v fotografijah je v zadnjih letih nastalo več
novosti, ki so izbolǰsale natančnost zaznavanja.
V RetinaFace: Single-stage Dense Face Localisation in the Wild [18], av-
torji Deng, et al. opǐsejo nov pristop k zaznavanju obrazov v fotografijah, ki
ga poimenujejo RetinaFace. Model je sposoben klasifikacije na podlagi le ne-
kaj primerov (angl. singl-shot learning) in dosega SOTA natančnost. Model
za lokalizacijo obrazov uporablja dodatno nadzorovano učenje (angl. extra-
supervised learning) ter samonadzorovano učenje večih nalog hkrati (angl.
self-supervised multi task learning), kar omogoča izbolǰsave natančnosti. Av-
torji so na podatkovni zbirki WIDER FACE natančnost zaznave izbolǰsali za
1,1 % in tako tudi posledično izbolǰsali prepoznavo obrazov. V delu smo za
detekcijo obrazov uporabili RetinaFace, saj je bil v času pisanja to najna-
tančneǰsi model.
V DSFD: Dual Shot Face Detector [29], se avtorji Li, et al. ukvarjajo s
problemom zaznave obrazov v različnih pozah, velikostih, izgledih, osvetli-
tvah in prekrivanjem. V delu opǐsejo nov model, ki implementira nov način
učenja značilk (angl. feature learning), izvedbe funkcije izgube (angl. loss
design), in ujemanje s sidrom (angl. anchor matching). V primerjavi z Re-
tinaFace, ki je single-shot, je DSFD dual-shot in osnovni mreži dodaja še
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dodatno mrežo, ki jo avtorji imenujejo modul za izbolǰsanje značilk (angl.
feature enhancement module). Vhodni podatki torej potujejo skozi osnovno
mrežo VGG (angl. original feature shot) in tudi skozi dodatno mrežo (angl.
enhanced feature shot), kar avtorjem omogoča doseganje bolǰsih rezultatov.
2.2.2 Razpoznava obrazov
Na področju razpoznave obrazov iz fotografij je k napredku pripomogel razvoj
bolǰsih funkcij izgube in inovacij na področju reprezentacije obrazov.
Avtorji Deng, et al. v ArcFace: Additive Angular Margin Loss for Deep
Face Recognition [17] predlagajo novo funkcijo izgube, ki jo poimenujejo
aditivna kotna marža (angl. additive angual margin). V nevronski mreži
VGG19 nadomestijo funkcijo softmax z njihovo funkcijo, kar jim omogoča,
da dosežejo vǐsjo natančnost pri luščenju značilk obrazov in prepoznavanju
obrazov. Nova funkcija ima bolǰso geometrijsko interpretacijo kot softmax in
omogoča bolǰso diskriminacijo med obrazi in izlušči robustneǰse značilke.
V času pisanja je bila kombinacija RetinaFace in ArcFace VGG19 nevron-
ske mreže kombinacija, ki je dosegala najbolǰse rezultate pri prepoznavanju
obrazov, zato smo ju tudi uporabili v tem delu.
Za prepoznavanje obrazov so avtorji Schroff, Kalenichenko in Philbin v
FaceNet: A unified embedding for face recognition and clustering [45] razvili
sistem za luščenje značilk iz fotografij obrazov. Avtorji so uporabili globoko
konvolucijsko mrežo, ki je optimizirana za luščenje značilk.
Poleg FaceNet je podobna implementacija za prepoznavanje in luščenje
značilk iz obrazov DeepFace: Closing the Gap to Human-Level Performance
in Face Verification [47], ki je delo Taigman, Yang, Ranzato, Wolf, el al. Av-
torji predstavijo globoko nevronsko mrežo, ki zajema več kot 129 milijonov
parametrov z večimi, lokalno povezanimi plastmi, ki nadomeščajo konvolucij-
ske plasti. Model izbolǰsuje poravnavo obraza in luščenje značilk z uporabo
inovativnega načina 3-D modeliranja obraza.
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2.2.3 Prepoznavanje izrazov na obrazu
Veliko je tudi dela na zaznavi in analizi izrazov na obrazu kot na primer
OpenFace 2.0 [8]. Na podlagi fotografij obrazov pa so bila modelirana tudi
razmerja [54].
V delu OpenFace 2.0: Facial Behavior Analysis Toolkit [8], avtorji Baltru-
saitis, Zadeh,Chong, Morency predstavijo orodje OpenFace, ki je sestavljeno
iz nabora algoritmov računalnǐskega vida, ki so sposobni zaznati značilne
točke obraza, oceniti pozo glave, prepoznati obraz in oceniti smer pogleda.
Omogočajo pa tudi zaznavanje spola, starosti, čustev in socialnih signalov.
Mianee in Abdolrashidi v Deep-Emotion: Facial Expression Recognition
Using Attentional Convolutional Network [35] predlagata ogrodje globokega
učenja, ki temelji na pozornostni konvolucijski nevronski mreži (angl. atten-
tional convolutional network), ki vsebuje samo 10 plasti nevronov. Avtorja
opažata, da celoten obraz ni potreben za zaznavanje izraza na obrazu. Zato
z uporabo prostorskih transformatorskih mrež analizo osredotočita na po-
membne dele obraza in tako dosežeta vǐsjo natančnost zaznavanja izrazov na
obrazu s plitkeǰso arhitekturo nevronske mreže.
Poglavje 3
Metodologija
V tem poglavju si bomo ogledali metodologijo razvoja cevovoda strojnega
vida, ki ga bomo razdelali na posamezne komponente. Nato si bomo v pod-
poglavjih pogledali arhitekturo spletne aplikacije, za tem pa še uporabljeno
tehnologijo. Na koncu si bomo pogledali še infrastrukturo in postopek po-
stavitve aplikacije.
3.1 Cevovod
Namen cevovoda je sprejeti video posnetek, ki vsebuje obraze ljudi ter ga
transformirati v podatke, ki jih lahko uporabimo za generiranje poročila o
socialnih razmerjih. Natančneje, poročilo vsebuje graf ljudi, ki se pojavijo
v video posnetku in med njimi vizualizira socialne razdalje na podlagi tega,
kako pogosto so se pojavili skupaj v videu. Poleg tega pa tudi za vsako osebo
prikazuje njihov izraz na obrazu, skozi čas. To pomeni, da bomo kot izhod
iz cevovoda želeli:
• Fotografije vseh ljudi, ki se pojavijo v videu.
• Povezave med njimi.
• Utež vsake povezave.
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• Razred izraza na obrazu za vsako osebo, za vsak interval v video po-
snetku.
Slika 3.1: Diagram cevovoda.
Cevovod obdeluje posamezne okvirje video posnetka (Slika 3.1). Posame-
zni okvirji so najprej obdelani v komponenti za zaznavanje obrazov. Obrazi
so nato izrezani in potujejo naprej v komponento za luščenje značilk obrazov.
Vektorske zapise obrazov nato združujemo, da določimo, katere fotografije
pripadajo isti osebi. S tem lahko določimo, kdaj se katera oseba pojavi v
video posnetku.
Izrezane obraze uporabimo tudi za klasifikacijo izraza na obrazu, kar opra-
vimo s komponento za zaznavanje izraza na obrazu.
Na koncu podatke še agregiramo ter izračunamo razdalje med osebami,
tako da lahko podatke predstavimo v končni analizi.
3.1.1 Zaznava obrazov
Cevovod se torej začne z obdelavo datoteke video posnetka. Za potrebe pri-
kaza ocene časa izvajanja analize bomo najprej ocenili število slik v datoteki.
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Ker je zaradi tehničnih omejitev nemogoče določiti točno število slikovnih
okvirjev v datoteki, ne da iteriramo celotno datoteko, moramo število okvir-
jev oceniti. Preverili smo tudi naivni pristop, ki pa je zelo počasen in bo
analizo po nepotrebnem podalǰsal z linearno kompleksnostjo1.
V tem delu iteriramo po okvirjih video posnetka in jih nalagamo iz dato-
teke, enega za drugim. Okvir najprej obdelamo v komponenti za zaznavanje
obrazov. Ta komponenta vrne koordinate okvirjev okoli zaznanih obrazov
(Slika 3.2).
Slika 3.2: Demonstracija uporabe in zmogljivosti modela RetinaFace za za-
znavanje obrazov na množici ljudi, kot so to naredili avtorji modela [16].
Implementacija komponente gradi na odprto-kodni implementaciji mo-
dela za zaznavanje obrazov imenovanega RetinaFace [18]. RetinaFace je spo-
soben v eni sami komponenti izračunati koordinate pravokotnika, ki obdaja
obraz, ključne točke obraza ter 3-dimenzionalen model obraza. Za potrebe
tega cevovoda pa bomo potrebovali le prvi izhod – koordinate pravokotnika,
ki obdaja obraz.
1Zato smo za to uporabili funkcionalnost knjižnice OpenCV [13].
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Slika 3.3: Diagram delovanja cevovoda RetinaFace [18].
Za iskanje obraza na sliki, RetinaFace uporablja tako imenovani MTCNN
model, ki je eno izmed najbolj popularnih in natančnih orodji za zaznavo
obrazov.
MTCNN (multi-task convolutional neural network) je sestavljen iz treh
različnih nevronskih mrež (Slika 3.3), ki so kaskadno povezane. Tri konvolu-
cijske nevronske mreže (CNN) so imenovane P-Net, R-Net in O-Net.
Celoten cevovod, ki ga implementira RetinaFace razdelimo na 3 stopnje.
V vsaki stopnji se uporabi ena izmed treh nevronskih mrež ter dodatno pro-
cesiranje z namenom, da na koncu dobimo čim bolǰse okvirje okoli obrazov
v fotografiji.
Prva stopnja
Najprej začnemo s samo fotografijo, ki jo moramo transformirati v piramido
slik različnih velikosti (Slika 3.4). Ker je model sposoben klasificirati foto-
grafijo kot obraz ali ne-obraz, poleg tega pa je model najnatančneǰsi, kadar
obraz zapolni celotno fotografijo, moramo narediti piramido fotografij iz ene
fotografije. Originalno fotografijo transformiramo tako, da iz nje izluščimo
kvadrate velikosti 12 × 12 slikovnih elementov. Nekateri od teh kvadratov
bodo vsebovali obraz, drugi ne.
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Slika 3.4: Piramida skaliranih fotografij [50].
Sedaj se bomo z 12×12 oknom premikali po vsaki fotografiji v piramidi in
v njej iskali obraze, tako da bomo vsebino okna uporabili kot vhod v P-Net in
preverili ali P-Net v okvirju zazna obraz. V primeru, da P-Net zazna obraz,
nam bo vrnil 5 parametrov – 2 koordinati, ki označujeta pravokotnik okoli
zaznanega obraza in interval zaupanja za koordinate. Podatke si shranimo
in nadaljujemo s pomikanjem po slikah, dokler postopka ne končamo.
Sedaj imamo seznam okvirjev okoli obrazov, ki jih je P-Net zaznal. Ob-
ıč–bomo isti obraz našli večkrat, ker smo fotografijo skalirali. Nekateri okvirji
bodo imeli večji interval zaupanja, drugi pa manǰsega. Odločiti pa se moramo
za najbolǰse okvirje, tako da enega obraza ne bomo zaznali večkrat. V tem
primeru bi bilo najlažje izbrati tisti okvir, ki ima najvǐsji interval zaupanja.
Vendar, ker ne vemo, koliko obrazov se v fotografiji nahaja, tega ne moremo
storiti.
Problema se lotimo z metodo NMS (angl. non-maximum suppression),
ki nam pomaga odstraniti odvečne okvirje. NMS izvedemo tako, da najprej
okvirje sortiramo po intervalu zaupanja. Nato izračunamo površino vsakega
okvirja ter površino prekrivanja z okvirjem, ki ima najvǐsji interval zaupanja.
Okvirje, ki se prekrivajo z okvirjem, ki ima najvǐsji interval zaupanja, potem
odstranimo (Slika 3.5).
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Slika 3.5: Dva primera delovanja algoritma NMS. V prvem primeru je rumeni
okvir izbrisan, medtem ko v drugem primeru ostaneta oba [50].
Metodo NMS najprej izvedemo na nivoju vsake skalirane fotografije v
piramidi in shranimo okvirje, ki so po selekciji ostali. Nato metodo izvedemo
še enkrat na nivoju celotne fotografije, kjer uporabimo samo okvirje, ki so
ostali po NMS selekciji.
Pred naslednjo stopnjo je potrebno poskrbeti za nekaj stvari: potrebno
je skalirati vse fotografije in koordinate okvirjev v originalno velikost ter
preoblikovati izbrane okvirje okoli obrazov v kvadrate.
Druga stopnja
V primeru, ko je na sliki viden samo del obraza, del pa je za robom slike,
moramo dodati polnilo, tako da ga bo mogoče uporabiti kot vhod v naslednjo
nevronsko mrežo (Slika 3.6). Skopiramo torej vidni del fotografije in dodamo
vrednosti 0, kjer je obraz odrezan.
Vrednosti v matrikah fotografij obrazov nato normaliziramo na intervalu
[-1, 1], saj so trenutno na intervalu [0, 255] (RGB).
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Slika 3.6: Obrazi, ki so bili zaznani v drugi stopnji. Opazimo lahko obraz na
skrajni desni, ki ni v celoti viden na fotografiji [50].
Sedaj lahko začnemo z uporabo nevronske mreže R-Net. Pripravljene fo-
tografije, eno po eno uporabimo kot vhod v R-Net ter shranjujemo izhode
iz mreže. Izhod R-Neta je podoben izhodu P-Neta. Izhod vsebuje koordi-
nate okvirjev okoli obrazov ter intervale zaupanja. Razlika je v tem, da so
koordinate sedaj natančneǰse.
Ponovno izvedemo metodo NMS in zavržemo vse nepotrebne okvirje.
Pred vstopom v zadnjo stopnjo fotografije spet skaliramo v originalne di-
menzije ter okvirje preoblikujemo v kvadrate.
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Tretja stopnja
Preden uporabimo zadnjo nevronsko mrežo, moramo ponovno zapolniti fo-
tografije obrazov v primeru, da so te slučajno odrezane. Te fotografije nato
skaliramo na dimenzijo 48×48 slikovnih elementov ter jih uporabimo kot
vhod v O-Net.
Rezultate shranjujemo, dokler ne obdelamo vseh fotografij v mreži O-
Net. Izhodi mreže O-Net so nekoliko drugačni od ostalih dveh mrež, saj
poleg koordinat in intervala zaupanja vsebujejo tudi ključne točke obraza
(oči, nos, kotički ust). Tudi tokrat so koordinate okvirja obraza natančneǰse
kot v preǰsnjih stopnjah.
Fotografije in okvirje spet skaliramo na originalno velikost. Zdaj jih še
zadnjič filtriramo z uporabo metode NMS. Sedaj pričakujemo, da nam ostane
samo še en okvir na obraz v fotografiji.
Algoritem na koncu vrne koordinate okvirjev obrazov ter koordinate klju-
nih točk za vsak zaznani obraz.
Ker nam algoritem vrača koordinate in ne tudi obrezanih fotografij obra-
zov, moramo pred vstopom v naslednjo fazo cevovoda poskrbeti, da pripra-
vimo izrezke obrazov iz originalne fotografije. To je z izhodom iz RetinaFace
mreže enostavna naloga, saj lahko z uporabo koordinat ter knjižnice Numpy
slike kot matrike hitro obrežemo in shranimo za nadaljno uporabo.
3.1.2 Prepoznava obrazov
Pomen luščenja značilk
Z uporabo seznama izrezov obrazov iz preǰsnjega koraka pa se lahko lotimo
prepoznavanja obrazov. Da bi lahko uporabili fotografije obrazov, ki smo
jih zaznali z uporabo preǰsnje komponente, jih moramo pretvoriti v obliko,
v kateri jih bo mogoče primerjati. To pomeni, da bomo morali izračunati
podobnost, med dvema fotografijama obrazov.
To je pomembno, saj želimo določiti, katere fotografije obraza pripadajo
istemu obrazu oziroma isti osebi. Ko bomo imeli matriko razdalj med vsakim
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možnim parom obrazov, bomo lahko izluščili fotografije obrazov, ki so si
dovolj podobne, da lahko za njih rečemo, da pripadajo isti osebi.
Da bomo lahko izračunali razdalje, pa moramo fotografije naprej spreme-
niti v obliko, ki bo omogočala računanje razdalj. Najpomembneǰsa lastnost
te oblike je, da je za 2 fotografiji istega obraza podobna, za 2 fotografiji
različnih obrazov pa različna.
Če to ponazorimo s poenostavljenim primerom, si lahko predstavljamo,
da smo fotografirali 2 osebi; Jako in Mojco. Naredili smo 2 fotografiji Jake
in 1 fotografijo Mojce. Fotografije obrežemo tako, da zajemajo samo obraz
in jih pretvorimo v obliko, ki omogoča tako primerjanje. V našem primeru
je to celo število na intervalu [0, 10].
Prva fotografija Jake je v novi obliki predstavljena s številom 1, druga pa
s številom 2. Fotografija Mojce je predstavljena s številom 7.
V tem primeru lahko intuitivno zaključimo, katere fotografije pripadajo
isti osebi. Ker pa v cevovodu delamo z velikimi količinami fotografij in
visoko-dimenzionalnimi vektorji, moramo za to uporabiti algoritem za ro-
jenje. Takšen algoritem podobne fotografije dodeli v isti roj in s tem določi,
katere fotografije pripadajo isti osebi na podlagi podobnosti med obrazi.
Podobnost med obrazi najenostavneje izračunamo tako, da izračunamo
absolutno razdaljo med števili. Ko izračunamo razdaljo med fotografijami
Jake dobimo razdaljo 1. Ko izračunamo razdaljo med fotografijami Jake in
Mojce dobimo 5 in 6.
Na podlagi tega lahko zaključimo, da sta si fotografiji Jake podobneǰsi,
kot fotografiji Mojce.
Luščenje značilk obraza
Koncept luščenja značilk fotografij obrazov je v našem cevovodu enak zgoraj
opisanemu primeru, razlikuje se le v prefinjenosti. Namesto ene številke
bo komponenta za luščenje značilk obraz ponazorila s 512-dimenzionalnim
vektorjem.
Za luščenje značilk uporabljamo nevronsko mrežo ResNet [23] s funkcijo
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izgube ArcFace [17].
ResNet je globoka konvolucijska nevronska mreža z arhitekturo rezidualne
mreže (angl. residual network). ResNet uporabljamo, ker so zelo globoke
konvolucijske nevronske mreže zelo dobre pri luščenju značilk iz fotografij,
kar potrebujemo za prepoznavo oseb v video posnetku.
Slika 3.7: Primerjava arhitektur VGG19, klasične nevronske mreže in ResNet
[23].
Za namen luščenja značilk bi lahko uporabili tudi kakšno enostavneǰso
CNN arihitekturo, vendar se pri globokih nevronskih mrežah pojavi pro-
blem degradacije klasifikacijske točnosti, ko mreža začne konvergirati [23].
Ta problem rešujemo z rezidualno arhitekturo, ki z bližnjicami povezuje pla-
sti (Slika 3.7). Bližnjice povezujejo plasti, ki med seboj sicer niso povezane,
kar omogoči, da pri visokem številu plasti ne prihaja do degradacije klasifi-
kacijske točnosti.
Za učenje nevronske mreže uporabljamo funkcijo izgube ArcFace (Slika
3.8), ki nadgrajuje funkcijo SoftMax. ArcFace je okraǰsava za aditivno kotno
maržo (angl. additive angular margin) Funkcija izgube je pomembna samo
takrat, ko mrežo učimo, saj po učenju nima več nobenega vpliva. Zaradi
tega funkcije izgube ne bomo razdelali v podrobnosti.
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Slika 3.8: Učenje nevronske mreže z uporabo ArcFace [17].
Vsak obraz, pošljemo v komponento za luščenje značilk obrazov. Kom-
ponenta nam nato vrne obraze v obliki 512-dimenzionalnih vektorjev. Ti
vektorji pa so uporabni za rojenje.
Izhodne vektorje si shranjujemo, dokler ne obdelamo vseh okvirjev v po-
snetku, saj jih bomo lahko rojili šele, ko bomo izluščili značilke za vse obraze
v posnetku.
Preden iz fotografij obrazov izluščimo značilke, jih poravnamo z uporabo
R-Net in O-Net nevronskih mrež, zato da imamo za vhodne podatke samo
fotografijo obraza, brez nepotrebnega ozadja.
Predprocesirane fotografije obrazov nato uporabimo kot vhod v nevronsko
mrežo za luščenje značilk.
Mreža nam nato vrne 512-dimenzionalni vektor, ki ga shranimo v seznam.
Paziti moramo, da si ga shranimo tako, da bomo kasneje vedeli, kateri sliki
pripada.
3.1.3 Prepoznava izrazov na obrazu
Ostaja nam še zadnja komponenta, ki jo bomo uporabili, ko se sprehajamo
po okvirjih video posnetka. Slike obrazov, ki smo jih obrezali in shranili v
seznam, bomo poslali še v komponento za prepoznavanje izrazov na obrazu.
Ta komponenta vrne razred, v katerega je izraz klasificirala. Tudi to si
bomo shranili za vsak obraz, da bomo lahko ta podatek uporabili v končnem
28 Andraž Zvonar
poročilu.
Za klasifikacijo izrazov na obrazu uporabljamo nevronsko mrežo VGG19
(angl. visual geometry group). VGG19 je 19 nivojev globoka konvolucij-
ska nevronska mreža, namenjena klasifikaciji fotografij (Slika 3.9). V našem
primeru je bil model naučen na množici podatkov FER2013 (angl. facial
expression recognition 2013), ki vsebuje preko 10.000 označenih fotografij
izrazov na obrazu.
Slika 3.9: Primer arhitekture globoke konvolucijske mreže VGG19, ki smo jo
uporabili za zaznavanje izrazov na obrazu [52].
Predprocesiranje
Sliko najprej naložimo in jo pretvorimo iz RGB (red, green, blue) barvnega
prostora v črno-belo fotografijo. To pomeni, da dobimo iz matrike dimenzije
(x, y, 3) matriko dimenzije (x, y, 1), kjer sta x in y vǐsina in širina fotografije
v slikovnih elementih.
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Fotografijo nato preoblikujemo na dimenzijo (48, 48, 1) in matriki dodamo
še eno dimenzijo, ki vsebuje ničle, da bo kompatibilna z vhodom v nevronsko
mrežo.
Klasifikacija
Vhodni podatki so sedaj pripravljeni za nevronsko mrežo. Zato naložimo
naučeni model mreže VGG19 in uporabimo mrežo za klasifikacijo nad vho-
dnimi podatki. Mreža nam vrne klasifikacijo med 0-6, kjer so oznake razredov
sledeče: 0. jeza, 1. gnus, 2. strah, 3. veselje, 4. žalost, 5. presenečenje, 6.
nevtralno.
3.1.4 Prepoznava oseb
Sedaj se lahko lotimo rojenja vektorjev obrazov. Shranjene vektorje bomo
rojili z uporabo algoritma DBSCAN (angl. density-based spatial clustering
of applications with noise), ki nam omogoča rojenje, ne da bi v naprej po-
znali število rojev. Ker niti mi, niti uporabnik vnaprej ne more podati tega
podatka, bomo morali znati izpeljati analizo brez njega.
Algoritem za rojenje nam bo vrnil identifikacijsko številko za vsak vektor,
kar nam pove, katere fotografije obrazov pripadajo isti osebi.
Preden pa se lotimo rojenja, je potrebno vhodne podatke, 512D vektorje,
ki predstavljajo obraze, normalizirati. Ker so posamezni atributi vektorjev
lahko na različnih intervalu kot drugi, lahko v rojenju dominirajo, kar pa bo
prineslo slabe roje. Nad vektorji izvedemo L2 normalizacijo, kar pomeni da
skaliramo vrednosti vektorja tako, da je vsota kvadratov vrednosti enaka 1.
Normalizirane podatke lahko sedaj uporabimo za rojenje. Uporabili bomo
algoritem DBSCAN. Kot mero izberemo kosinusno razdaljo in pričnemo z
rojenjem.
Algoritem DBSCAN roji tiste primere, ki so posejani gosto skupaj. Zmo-
en je identificirati roje v velikih množicah podatkov na podlagi lokalne go-
stote, poleg tega pa ne potrebuje števila rojev kot začetnega parametra.
30 Andraž Zvonar
Algoritem poleg podatkov zahteva dva hiperparametra: eps in minimalno
število primerov, pri čemer eps določi, kako blizu morata biti dva primera,
da zanju lahko rečemo, da sta del roja. Če je razdalja med dvema primeroma
manǰsa ali enaka eps, sta ta dva primera soseda.
Parameter minimalnega števila primerov določuje število primerov, ki je
potrebno, da lahko območje določimo kot gosto. Če je na primer minimalno
število primerov 5, bomo potrebovali vsaj 5 primerov, da bomo lahko iz njih
naredili roj.
Za potrebe algoritma imamo 3 vrste primerov, ki jih glede na parametra
eps in minimalno število primerov kategoriziramo kot: jedrni primer, mejni
primer, šumni primer.
Jedrni primer
Primer je kategoriziran kot jedrni primer, če ima v radiju manǰsem ali ena-
kem eps, vsaj toliko drugih primerov kot znaša minimalno število primerov.
Posledično jedrni primer vedno pripada gostemu območju.
Mejni primer
Primer je kategoriziran kot mejni primer, če ima v radiju manǰsem ali enakem
eps manj primerov kot znaša minimalno število primerov. Poleg tega pa je
sosed ene izmed jedrnih točk.
Šumni primer
Vsi primeri, ki niso jedrni ali mejni primeri, so kategorizirani kot šumni
primeri.
DBSCAN algoritem
DBSCAN torej deluje tako, da v prvem koraku vse točke kategorizira v eno
izmed treh možnih kategorij – jedrni, mejni ali šumni primer. Nato pa od-
strani vse šumne primere.
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Nato vsak primer, ki še ni del roja, definira kot nov roj s primerom p in
doda v roj vse točke, ki so z gostoto povezane s primerom p.
Dve točki sta povezani, kadar sta obe točki jedrni točki in med njima
obstaja pot, ki je kraǰsa od eps.
V zadnjem koraku nam preostanejo samo še mejne točke, ki jih pridružimo
roju najbližji jedrni točki.
Kot izhod algoritma dobimo seznam številk rojev, ki kategorizirajo v
kateri roj spada posamezna fotografija obraza. Vsak roj torej predstavlja
eno osebo, razen roj, ki vsebuje šum. Tist roj je običajno označen s številom
-1 in ga zavržemo.
Da izračunamo, koliko različnih oseb se v videu pojavi, enostavno iz se-
znama izberemo unikatna števila in jih preštejemo. Dolžina seznama unika-
tnih števil je tudi število oseb v videu, ki smo jih identificirali.
Besedo je vredno nameniti tudi robnemu pogoju, kjer klasificiramo fo-
tografije obrazov ljudi, ki so zajete iz profila. Običajno, ko oseba obrne
glavo ali pa je enostavno zajeta iz profila (običajno med premikanjem ali
v ozadju), kamera zajame sliko obraza, ki je, kar se tiče našega cevovoda,
precej drugačna od fotografij obraza iste osebe, ki gleda v kamero z manǰsim
odklonom. Zaradi tega bodo te fotografije klasificirane v drugem roju.
Ta problem lahko rešujemo na več načinov. V splošnem je takšnih foto-
grafij relativno malo v primerjavi z vsemi fotografijami, ki jih bomo pridobili,
razen če se ukvarjamo s specifično množico video posnetkov, ki vsebuje ve-
liko kadrov, kjer so obrazi vidni iz profila. V takem primeru je potrebno ta
robni pogoj vzeti v obzir in ga rešiti tako, da nima velikega vpliva na končne
rezultate.
V video posnetkih, ki smo jih testirali za potrebe tega dela, je preprosto
izločevanje majhnih rojev rešilo problem z marginalnim vplivom na končne
rezultate.
Alternativno bi lahko problem reševali tudi tako, da bi povečali mini-
malno število primerov, ki jih mora roj vsebovati v algoritmu rojenja. Če se
odločimo za tak pristop, moramo v obzir vzeti tudi vpliv na samo izvajanje
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rojenja, saj lahko s tem pokvarimo ostale roje. Na primer, če bomo analizi-
rali kratke video posnetke, zahtevali pa visoko število primerov na roj, bodo
rezultati rojenja slabi. V ravno obratnem primeru pa sprememba ne bi prǐsla
do izraza.
3.1.5 Poprocesiranje podatkov
Pridobili smo torej klasifikacije in roje, vendar takšnih podatkov še vedno ne
morem prikazati uporabniku na razumljiv način, ne da jih še naprej obde-
lamo.
Izračun moči socialnih razmerji
Za potrebe poročila potrebujemo povezave med osebami. Te pridobimo tako,
da preverimo vsak okvir posnetka ter štejemo ali se 2 osebi pojavita v okvirju.
Ker na podlagi rojenja vemo, katere slike obrazov pripadajo točno določeni
osebi, lahko naredimo množico parov vseh oseb, ki so se pojavile. Ko se
katerikoli par pojavi, temu paru prǐstejemo eno skupno pojavitev.
Spodnja enačba (3.1) definira izračun, kjer sta x1 in x2 osebi, med ka-
terima računamo moč povezave, l število okvirjev video posnetka, On pa




1 x1 ∈ On ∧ x2 ∈ On0 sicer
l
(3.1)
Tako bomo vedeli, kakšna je frekvenca pojavitve parov. Oziroma, razu-
meli bomo, kako močno je socialno razmerje med osebami v video posnetku.
Izračun večinskih razredov izrazov na obrazu
Za potrebe prikaza izraza na obrazu osebe, moramo podatke še dodatno
obdelati, tako da bomo za poročilo pripravili izraz za vsak interval videa. Ker
smo klasificirali vse fotografije obrazov, imamo klasifikacijo za vsak okvir, v
Diplomska naloga 33
katerem se obraz pojavi, kar pa je za razumevanje analize preveč informacij.
Ker se izrazi na obrazu ne spreminjajo z vsakim okvirjem, bomo definirali
intervale in na teh intervalih prikazali le večinski razred izraza na obrazu.
Priprava fotografij obrazov za prikaz v spletni aplikaciji
Da bo poročilo analize intuitivno in razumljivo, bomo uporabili fotografije
obrazov, da bo uporabniku jasno, za katero osebo gre, ko bo gledal poročilo.
Za to bomo uporabili unikatne številke, ki označujejo roje, ki smo jih
pridobili v preǰsnjem koraku. Za cevovod smo tudi zasnovali posebno podat-
kovno strukturo, ki hrani obraze, zaznane v vsakem okvirju video posnetka
ter številke rojev, h katerim pripadajo.
Fotografije torej pridobimo tako, da za vsak unikatni indentifikator roja
poǐsčemo eno fotografijo iz naše baze obrazov. Za potrebe estetike vsako
fotografijo obrežemo v obliki kroga2.
3.2 Spletna aplikacija
3.2.1 Arhitektura spletne aplikacije
Zahteve in uporabnǐska izkušnja
Namen spletne aplikacije je omogočiti enostavno uporabo storitve cevovoda
strojnega vida uporabnikom brez znanja programiranja in razvoja orodji
strojnega učenja, kjerkoli že so, samo z dostopom do spleta in računalnika
brez strojne opreme za potrebe strojnega učenja.
Poleg teh uporabnǐskih zahtev mora storitev zagotavljati uporabo več
uporabnikom hkrati, ne da bi na to morali čakati v vrsti. Poleg tega je
neobčutljiva na strojno opremo uporabnika in omogoča, da se uporabnik
2To dosežemo z uporabo knjižnice OpenCV, kjer za vsako fotografijo izdelamo masko
s krogom na sredini fotografije. Od fotografije nato odstranimo slikovne elemente, ki jih
zajema maska. Fotografije nato shranimo na disk, da jih lahko kasneje uporabimo za
prikaz v spletni aplikaciji.
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Slika 3.10: Spletna stran za nalaganje video posnetkov.
od kjerkoli prijavi v sistem in začne analizo ali pogleda podatke oziroma
rezultate analize. Vse skupaj pa opravlja na informacijsko varen način.
Slika 3.11: Stran, ki prikazuje stanje analize.
Za optimalno uporabnǐsko izkušnjo pa smo se osredotočali na to, da je
uporabnǐski vmesnik enostaven za uporabo. Da je uporaba intuitivna in
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za osnovno uporabo ni potrebno brati dokumentacije ali pa v uporabnǐski
vmesnik dodajati velikega števila razlag.
Slika 3.12: Stran za izbiro oseb za analizo.
Spletna storitev je sestavljena iz spletnega strežnika, delavcev, ki v ozadju
izvajajo naloge cevovoda, podatkovne baze ter posrednika za naloge.
Implementirali smo aplikacijo z uporabnǐskim vmesnikom, ki je takšen
kot smo ga načrtovali. V končni fazi je aplikacija sestavljena iz: strani za
nalaganje video posnetka (Slika 3.10), strani, ki prikazuje napredek analize
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Slika 3.13: Poročilo končne analize.
(Slika 3.11), strani za izbiro oseb (Slika 3.12) ter končnega poročila (Slika
3.13).
Spletni strežnik
Spletni strežnik je implementiran na podlagi MVT (angl. model-view-template)
arhitekture, ki je sodoben vzorec za oblikovanje spletnih aplikacij. Sama ar-
hitektura je sestavljena iz treh delov – modela, pogleda in predloge.
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Model
Model deluje kot vmesnik do podatkov. Odgovoren je za vzdrževanje podat-
kov v logični podatkovni strukturi, na kateri stoji celotna spletna aplikacija.
V našem primeru so v naši podatkovni shemi modeli video posnetki, upo-
rabnik in analiza (Slika 3.14). Vsak od teh modelov vsebuje podatke, ki jih
aplikacija za delovanje potrebuje in so med sabo logično povezani.
Slika 3.14: Struktura podatkovne baze.
Model uporabnika Vsebuje podatke, ki so potrebni za upravljanje upo-
rabnikov. V to vključujemo akcije kot so prijava in registracija uporabnika,
kar uporabniku omogoča dostop do omejenih strani aplikacije. Poleg tega
tudi omogoča, da si lahko uporabnik podatke shrani, kar si bomo ogledali na
modelu video posnetka.
Model video posnetka. Ko prijavljen uporabnik naloži video posnetek
na strežnik, se ta shrani na disk, v bazi pa moramo voditi evidenco, kateri
38 Andraž Zvonar
video posnetek je uporabnik naložil, zato da ga bomo lahko obdelali. Ne
smemo pozabiti, da aplikacijo lahko uporablja več uporabnikov naenkrat in
njihovih podatkov nikakor ne smemo pomešati, še posebej zato, ker bomo
video posnetek kasneje poslali v cevovod, ki se bo izvajal v ozadju in se cel
proces ne bo izvedel, dokler ima uporabnik odprto sejo.
Model video posnetka torej hrani podatke o imenu datoteke video po-
snetka, lokaciji datoteke in jo povezuje z lastnikom posnetka.
Model analize vsebuje podatke izhoda iz cevovoda. Ko se obdelava vi-
deo posnetka v cevovodu konča, cevovod spletnemu strežniku preda množico
podatkov, kot so fotografije oseb, povezave med njimi, uteži povezav, izraze
na obrazu. Ker uporabniku omogočamo, da se lahko kasneje prijavi in po-
datke pogleda večkrat, moramo te podatke hraniti.
Poleg tega omogočamo konfiguracijo poročila, ki ga lahko uporabnik spre-
minja tudi po končanemu procesiranju v cevovodu. Ravno iz tega razloga
končno procesiranje podatkov ni opravljeno takoj po koncu izvajanja cevo-
voda, ampak so izhodni podatki shranjeni v bazo. Tako lahko uporabnik
spreminja konfiguracijo, brez ponovnega poganjanja analize v cevovodu, ki
pa ni instantna.
Ostali modeli, kot na primer model za sledenje stanja nalog v cevovodu.
Za potrebe prikazovanja vrstice napredka moramo na prednji del dostaviti
podatke o tem, kako daleč je analiza. Ker se naloga izvaja v ozadju, ti podatki
niso direktno dostopni spletnemu strežniku. Zaradi tega delavci, ki naloge
opravljajo, spletnemu strežniku preku API (angl. application programming
interface) poročajo o napredku. Ko delavec opravi klic, spletni strežnik shrani
podatek v bazo, kjer je na voljo za prednji del, da ga po potrebi uporabi. Če
ima uporabnik spletno stran odprto, bo prednji del preko asinhronih klicev
poizvedoval po napredku, strežnik pa mu pošlje zadnji podatek iz baze. Tako
lahko uporabniku tudi prikažemo realno stanje procesiranja v cevovodu.
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Pogled
Pogled definira kaj se zgodi, ko uporabnik zahteva posamezno spletno stran.
Torej, ko strežnik prejme zahtevo za točno določeno povezavo, strežnik izvede
kodo v pogledu za to določeno povezavo. Koda v pogledu običajno poskrbi
za to, da poǐsče podatke, ki jih uporabnik zahteva in jih pošlje v odgovoru
na zahtevo.
Kot primer si lahko predstavljamo pogled za poročilo analize video po-
snetka. V tem primeru bo pogled poiskal podatke v podatkovni bazi. Če
podatkov ni, bo pogled vrnil napako. Če pa so podatki na voljo, jih bo upo-
rabil, da bo izpolnil predlogo in končen HTML (angl. hyper-text markup
language) dokument poslal nazaj uporabniku.
Predloga
Predloge uporabljamo za pripravo HTML dokumentov, ki jih brskalnik upo-
rabniku izrǐse. Ker gre za generacijo HTML dokumenta na strani strežnika,
uporabimo predloge, ki vsebujejo stil in strukturo strani. Podatki pa se v
predlogo napolnijo, ko uporabnik od strežnika zahteva strežbo spletne strani.
Kot primer si lahko predstavljamo poročilo analize video posnetka. Po-
ročilo ima strukturo, kjer je na vrhu navigacijska vrstica s povezavami na
podstrani, pod njo pa se nahaja graf in drsnik. Ko to uporabnik zahteva,
bo strežnik s spletne strani zahteval predlogo za poročilo. V predlogo pa
bo dodal povezave za gumbe v navigacijski vrstici, podatke za izris grafa in
podatke za izris drsnika.
3.2.2 Izvajanje v ozadju
Kot smo že omenili, za izvajanje cevovoda uporabljamo tehnologijo za iz-
vajanje v ozadju. Tehnologijo izvajanja v ozadju uporabljamo iz več prej
omenjenih razlogov. Glavni razlogi so, da ne želimo, da bi uporabniki čakali,
da lahko izvedejo analizo, če to dela že nekdo drug, poleg tega pa želimo za-
gotoviti, da spletni strežnik deluje med analizo brez upočasnitev. Na primer,
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uporabniku moramo vrniti neko sporočilo, da je analiza v izvajanju. Tega pa
ne moremo storiti, če spletni strežnik izvaja cevovod, uporabnik pa čaka, da
mu bo ta odgovoril.
Aplikacija zato uporablja Celery [1]. Celery je enostaven in fleksibilen
distribuiran sistem za procesiranje velikih količin podatkov. Drugi izraz za
takšen sistem je tudi čakalna vrsta opravil (angl. task queue), ker opravila
dajemo v vrsto za izvedbo.
Osnovna ideja takšnega sistema je, da vzpostavi skalabilen sistem za iz-
vajanje nalog izven spletnega strežnika. To nam omogoči, da lahko izvajamo
več opravil naenkrat ter razbremenimo spletni strežnik. Poleg tega pa je
skaliranje enostavno. Če imamo veliko število zahtev naenkrat, enostavno
vzpostavimo dodatne Celery instance, ki začnejo jemati iz čakalne vrste in
pospešijo izvajanje.
Arhitektura sistema za izvajanje v ozadju
Programe v sistemu Celery poimenujemo kot prozvajalec (angl. producer)
in porabnik (angl. consumer). Proizvajalec je program, ki dodaja opravila v
čakalno vrsto, porabnik pa je program, ki opravila jemlje iz čakalne vrste in
jih izvaja.
V našem primeru imamo enega proizvajalca, vendar bi jih lahko bilo več.
V primeru, da en sam spletni strežnik ne bi zmogel obdelati vseh zahtevkov
ali pa bi želeli imeti več instanc spletnih strežnikov, da bi zagotovili rezervni
strežnik. Tudi na strani porabnikov imamo lahko enega ali več porabnikov,
odvisno od potrebe. Vsak porabnik je instanca Celeryja, ki ima določeno
število delavcev (angl. workers), ki izvajajo naloge.
Omeniti moramo tudi, kako opravila pridejo od proizvajalca do porab-
nika. Ta del sistema zapolnjuje tako imenovani posrednik, ki proizvajalcem
omogoči, da vanj shranijo opravila, ki se nato distribuirajo med porabnike in
delavce. V praksi je to običajno NoSQL baza Redis [5] ali RabbitMQ [4].
Na koncu procesa delavec proizvajalcu vrne rezultat. Za vračanje upora-
blja poseben mehanizem, kjer se rezultati shranijo, da jih lahko proizvajalec
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prevzame. Po potrebi pa lahko delavec doda tudi nova opravila v čakalno
vrsto.
V našem primeru uporabe se vse začne, ko uporabnik požene analizo.
Spletni strežnik pripravi novo opravilo z vsemi podatki, ki jih bo delavec
potreboval (lokacija video posnetka, konfiguracija analize). V našem primeru
se vsi podatki nahajajo v objektu analiza. Ker objektov ne moremo varno in
zanesljivo poslati preko vmesnika, je objekt potrebno serializirati. Zato smo
pripravili JSON (angl. JavaScript object notation language) pretvornik, ki
objekt serializira, kar pretvorimo v niz in ga dodamo kot parameter opravila.
Novo opravilo spletni strežnik pošlje posredniku, v našem primeru ne-
relacijski bazi Redis. Takoj ko je porabnik to sposoben, novo opravilo tudi
sprejme in prenese podatke. Najprej moramo iz prejetega niza v opravilu
rekonstruirati objekt. Najprej niz pretvorimo v JSON zapis, potem pa JSON
s pretvornikom preberemo in iz njega rekonstruiramo objekt. Objekt vsebuje
lokacijo video posnetka, ki ga delavec prenese in naloži v spomin.
Tako se tudi začne izvajati cevovod, kot je opisano v poglavju 3.1. Ko
se vsi okvirji v video posnetku obdelajo v cevovodu in se obdelava podatkov
konča, podatke pripravimo za pošiljanje nazaj v spletni strežnik. Podatke
spet serializiramo in pošljemo posredniku. Kot smo že opisali Celery delavec
po vsaki iteraciji na spletni strežnik pošlje podatek o tem, koliko okvirjev je
že obdelal. Tako je uporabnik obveščen, kako daleč je analiza.
Ko posrednik spletnemu strežniku sporoči, da je opravilo končano, re-
zultate opravila prenese in jih shrani v bazo. V primeru, da je uporabnik
spremljal procesiranje, ga spletni strežnik tudi preusmeri (angl. redirect) na
stran z rezultati analize.
3.3 Tehnologije in orodja
V fazi prototipiranja smo kot glavno orodje uporabili razvojno orodje Jupyter
Notebook [42] ter programski jezik Python 3.8 [49]. Ta interaktivni način
pisanja in testiranja kode nam je omogočil hitro testiranje, preučevanje in
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integracije komponent.
Ko običajno pǐsemo programsko kodo, jo pǐsemo v urejevalniku besedila
ter jo testiramo, ko jo poženemo v Pythonovemu tolmaču. Takšen način
pisanja kode je dober, kadar natančno vemo, kaj bomo napisali, kakšna bo
struktura kode in kako točno bo delovala. Ker je na začetku pisanja komple-
ksne kode, kot na primer cevovoda strojnega vida, še veliko neznank, nam
takšen način pisanja ne koristi. Ravno zaradi tega z interaktivnim ureje-
valnikom besedila razvoj in prototipiranje zelo pospešimo, končno kodo pa
spǐsemo v našem najljubšem urejevalniku besedila, v našem primeru Jet Bra-
ins PyCharm [27], šele ko točno vemo, kaj bomo napisali.
Za razvoj cevovoda smo uporabili knjižnice za delo z večjimi količinami
podatkov, ki so tudi namenjene strojnemu učenju. Sem sodijo knjižnice
Numpy [2], Tensorflow [11], Pandas [3], Sklearn [14], MXnet [6], Keras [12]
ter OpenCV [13].
Za hitro obdelavo velike količine podatkov ter posledično hitreǰse predik-
cije, smo za pospeševanje izvajanja uporabili grafično kartico s tehnologijo
CUDA [38]. Z uporabo grafične kartice smo pohitrili procesiranje za 100-krat.
Za razvoj spletne aplikacije smo spet uporabljali programski jezik Python
[49]. Kot ogrodje smo uporabili popularen Django [24], ki nam je služil kot
temelj, na katerem smo gradili celotno spletno aplikacijo. Za hranjenje po-
datkov o uporabnikih in za hranjenje drugih administrativnih podatkov, smo
uporabili relacijsko podatkovno bazo PostgreSQL [22], kot posrednika za po-
razdeljevanje nalog v ozadju pa ne-relacijsko podatkovno bazo Redis [5]. Za
izvajanje nalog v ozadju smo uporabili knjižnico Celery [1], ki tudi upora-
blja prej omenjeno instanco Redisa. Za vizualizacijo podatkov uporabljamo
knjižnico D3.js [10], za postavitev elementov prednjega dela pa knjižnico Bo-
otstrap [40].
3.4 Infrastruktura
Za postavitev aplikacije potrebujemo naslednje storitve:
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Slika 3.15: Arhitektura celotne aplikacije.
• Spletni strežnik Django [24].
• Relacijsko bazo PostgreSQL[22].
• Nerelacijsko bazo Redis[5].
• Čakalno vrsto opravil Celery[1].
• Knjižnice za globoko učenje MXNet [6] in TensorFlow [11].
• Platformo za pospeševanje z grafičnim procesorjem CUDA [38].
• Ostale podporne Python knjižnice, ki jih najdemo v requirements.txt,
ki se nahaja v korenu projekta.
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Za enostavno postavitev aplikacije lahko uporabimo enega samega gosti-
telja, ki bo poganjal vse zgoraj navedene storitve. Takšen gostitelj potrebuje
zmogljiv grafični procesor s CUDA podporo.
Možna je tudi skalabilneǰsa postavitev, kjer postavimo Django, Postgre-
SQL, Redis, in Celery kot ločene instance. Bistvenih razlik za postavitev ni,
le da je takšna postavitev zmogljiveǰsa in dražja.
Navodila za postavitev
Opisali bomo postavitev infrastrukture za aplikacijo, ki bo tekla na enem
samem gostitelju (Slika 3.15). Po potrebi se lahko posamezne storitve vedno
ločijo od gostitelja. Torej v primeru pomislekov lahko infrastrukturo z nekaj
dela vedno skaliramo.
Najprej moramo naložiti operacijski sistem, na katerem bodo vse storitve
tekle. Priporočamo uporabo Ubuntu [32] 20.04.2 LTS verzije, kjer je aplika-
cija testirana. Ubuntu že sam po sebi prihaja s podatkovno bazo PostgreSQL,
kar nam nekoliko olaǰsa delo.
Operacijski sistem
Ko je operacijski sistem naložen in smo se prijavili ter smo poskrbeli, da tudi
pravilno deluje (razen grafičnega procesorja, za to bomo poskrbeli kasneje),
prenesemo naš projekt iz GitHub repozitorija [55]. Projekt je obsežen, saj
poleg izvorne kode vsebuje tudi naučene modele.
Python in knjižnice
Postavimo se v projektno mapo in ustvarimo novo virtualno okolje (angl.
virtual environment). Virtualno okolje bomo uporabili, da ne bomo imeli
težav z uporabo napačnih verzij knjižnic ali verzije Python tolmača. V novo
ustvarjeno okolje naložimo Python 3.8.
Sedaj lahko naložimo vse knjižnice, ki jih projekt potrebuje za delovanje.
Pazimo, da smo še vedno v virtualnem okolju in poženemo komando
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python -m pip install requirements.txt
NVidia gonilnik in CUDA ogrodje
Inštalacija bo trajala do 1h. Med tem pa lahko poskrbimo za CUDA podporo.
Najprej moramo iz nvidia.com prenesti gonilnik za našo grafično kartico ter
CUDA ogrodje (angl. toolkit) [38]. Paziti moramo, da prenesemo gonilnik
in CUDA ogrodje, ki sta kompatibilna med sabo ter tudi z grafično kartico
in knjižnico MXNet [6], ker vsaka kombinacija ni podprta. Kompatibilnost
lahko preverite v dokumentaciji MXNeta in NVidie.
Ko ukaz pip konča z nalaganjem Python knjižnic, najprej naložimo os–3
gonilnik.Potempa, česejevsenaložilopravilno, tudiCUDAogrodje.Dapreverimoalijevsepravilnonaloženo, stestiramoskratkimprogramom :
__global__ void cuda_hello(){






Program prevedemo z ukazom:
nvcc hello.cu -o hello
in poženemo z ukazom:
./hello
PostgreSQL
Ker je PostgreSQL [22] že prednaložen na Ubuntu, ga je potrebno samo skon-
figurirati in nastavitve dodati v projekt. PostgreSQL poženemo s komando
sudo -i -u postgres in poženemo interaktivni vmestnik s komando psql.
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S komando createdb ustvarimo novo podatkovno bazo in nato s komando
createuser ustvarimo novega uporabnika z geslom in mu damo pravice za
pisanje in branje baze.
Nato v projektu odpremo datoteko settings.py in v sekciji Database za-
menjamo podatke host, user, password, port s podatki naše baze.
Redis
Nato bomo naložili Redis [5] z ukazom:
sudo apt update
sudo apt install redis-server
Po inštalaciji poženimo Redis
sudo systemctl restart redis.service
in preverimo da deluje:
sudo systemctl status redis
Izpisati se nam mora nekaj podobnega:
redis-server.service - Advanced key-value store
Loaded: loaded (/lib/systemd/system/redis-server.service
Active: active (running) since Thu 2021-02-03 23:26:54 UTC
Docs: http://redis.io/documentation,
man:redis-server(1)
Process: 36552 ExecStart=/usr/bin/redis-server /etc/redis
Main PID: 36561 (redis-server)
Tasks: 4 (limit: 2345)
Memory: 1.8M
CGroup: /system.slice/redis-server.service
-- > 36561 /usr/bin/redis-server 127.0.0.1:6379
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Nato v projektu odpremo datoteko settings.py in v sekciji Broker zame-
njamo URL z nizom našega URL. Redis URL vsebuje vse podatke, ki ji
strežnik potrebuje za povezavo in je formata:
redis://HOST[:PORT][?db=DATABASE[&password=PASSWORD]]
Datoteko shranimo. Redis je postavljen in skonfiguriran.
Poganjanje strežnika
Če smo natančno sledili korakom in preverili, da vsaka posamezna kompo-
nenta deluje, smo pripravili okolje.
Sedaj je potrebno pognati še Celery [1] in spletni strežnik.
Celery poženemo z ukazom:
celery -A socialdistance worker
Spletni strežnik pa poženemo z ukazom:
python manage.py runserver
Spletna aplikacija je sedaj lokalno na voljo na povezavi:
127.0.0.1:9000/socialdistance/login.




V tem poglavju bomo najprej naredili pregled protokola evalvacije, nato pa
bomo predstavili rezultate posameznih komponent in evalvacijo celotne apli-
kacije. Zaključili pa bomo z interpretacijo rezultatov.
4.1 Podatkovne zbirke
Za evalvacijo sistema smo uporabili podatkovni zbirki LFW (angl. labeled
faces in the wild) ter FER2013 (angl. facial expression recognition 2013).
LFW je bil uporabljen za verifikacijski test ter izračun natančnosti prepo-
znavanja oseb. FER2013 pa smo uporabili za izračun klasifikacijske točnosti
prepoznavnja izrazov na obrazu.
4.1.1 LFW
Podatkovna zbirka LFW (labeled faces in the wild) zajema 13.233 fotografij
oseb, ki so bile zbrane na spletu ter zaznane z detektorjem obrazov Viola-
Jones [31]. LFW je odprta podatkovna zbirka za testiranje natančnosti pre-
poznavanja obrazov. Vsebuje 1680 oseb, ki jim pripadata 2 ali več fotografij.
Fotografije v zbirki so večinoma frontalne, opazimo pa, da se med sabo
razlikujejo v pozi, pogledu in ozadju (Slika 4.1). Poleg tega so obrezane
široko okoli samega obraza, tako da lahko vidimo več kot samo obraz.
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Slika 4.1: 8 primerov iz podatkovne zbirke LFW. V primerih nastopajo 3
osebe od katerih imata 2 osebi vsaka po 2 fotografiji, tretja pa 4.
Podatkovna zbirka ponuja več načinov uporabe, ki raziskovalcem om-ø–a,
da svoje modele učijo in testirajo. Eden od načinov je verifikacijski test, kjer
nam zbirka poda 2 fotografiji, model pa mora določiti ali sta fotografiji iste
osebe ali ne. Poleg tega pa lahko uporabimo tudi vse fotografije, na primer
za preučevanje homogenosti rojev.
4.1.2 FER2013
FER2013 je podatkovna zbirka, ki je nastala za testiranje detektorjev na
tekmovanju o prepoznavanju izrazov na obrazu na platformi Kaggle [19].
Množica vsebuje 35.685 črno-belih fotografij obrazov v dimenzijah 48×48
slikovnih elementov. Vsak primer ima poleg fotografije tudi razred izraza na
obrazu. Razred ima 7 vrednosti, tako kot naš model za prepoznavanje izrazov
na obrazu. Te vrednosti so jeza, gnus, strah, veselje, žalost, presenečenje in
nevtralen izraz.
Fotografije v zbirki so večinoma frontale, vseeno pa FER2013 vsebuje
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Slika 4.2: 27 primerov iz podatkovne zbirke FER.
več fotografij iz strani kot LFW. Za razliko od LFW ta zbirka vsebuje tudi
fotografije otrok in dojenčkov. Prav tako se med sabo razlikujejo v pozi,
pogledu in ozadju (Slika 4.2).
4.2 Metrike
4.2.1 Homogenost rojev
Natančnost prepoznavanja oseb smo preverili z metriko homogenosti rojev
obrazov. S to metriko smo ocenjevali, kako dobro deluje celoten cevovod za
prepoznavanje oseb, ki vključuje komponento za zaznavanje obrazov, kom-
ponento za luščenje značilk obrazov ter komponento za rojenje.
Homogenost je metrika, ki jo izračunamo na podlagi rojev in oznak, ki
nam povedo, kateri primeri spadajo v isti roj. Rezultat rojenja je homogen,
če vsi roji vsebujejo le podatke enega razreda. Metrika je tudi neodvisna od
absolutnih oznak, kar nam omogoča izračunati oceno ne glede na to ali so
primeri z oznako ,,1” tudi v roju z oznako ,,1”.
Za potrebe našega testa smo uporabili oznake, ki označujejo vsako sliko z
osebo, ki v posamezni fotografiji nastopa. To nam omogoča, da vemo, katere
fotografije pripadajo posamezni osebi, oziroma spadajo v isti roj.
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4.2.2 Klasifikacijska točnost
Za merjenje točnost prepoznavanja izrazov na obrazu smo uporabili metriko
CA (angl. classification accuracy) oziroma klasifikacijsko točnost.
Klasifikacijska točnost je metrika, ki se uporablja za klasifikacijo z več
oznakami. Izračuna se na podlagi števila pravilno klasificiranih primerov, kjer
mora biti vsak primer klasificiran točno tako, kot je to zapisano v referenčnih
podatkih, da se šteje za pravilno klasifikacijo:
CA =
PP + PN
PP + PN + NP + NN
(4.1)
V enačbi spremenljivke pomenijo:
• PP - pravilna pozitivna klasifikacija (angl. true positive).
• PN - pravilna negativna klasifikacija (angl. true negative).
• NP - nepravilna negativna klasifikacija (angl. false positive).
• NN - nepravilna negativna klasifikacija (angl. false negative).
4.2.3 ROC krivulja
ROC (angl. reciever operating characteristic) krivulja prikazuje diagnostično
sposobnost binarnega klasifikatorja, medtem ko spreminjamo prag vektorja
verjetnosti razreda.
Na grafu ROC krivulje ordinatna os predstavlja frekvenco pravilno po-
zitivnih klasifikacij, medtem ko abscina os predstavlja frekvenco nepravilno
pozitivnih klasifikacij. To pomeni, da lahko iz ordinatne osi razberemo, ko-
liko pozitivnih primerov je bilo pravilno klasificiranih. Iz abscisne osi pa
lahko razberemo, koliko pozitivnih primerov je bilo narobe klasificiranih.
AUC ROC (angl. area under the curve of the reciever operating charac-
teristic) oziroma površina pod krivuljo delovne karakteristike sprejemnika je
metoda za vizualizacijo sposobnosti razlikovanja med razredi pri klasifikaciji
v več razredov.
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Idealen model ima AUC enak 1, kar pomeni, da popolnoma natančno
klasificira. Na primer, če bi klasificirali v razreda 0 in 1, bi model klasificiral
vsako dejansko 0 v 0 in 1 v 1.
4.3 Natančnost zaznavanja obrazov
Ker uporabljamo isti model za zaznavanje obraza kot avtorji v članku Retina-
Face, lahko za mero natančnosti pogledamo njihov rezultat. Natančnost za-
znavanja obrazov modela RetinaFace je na podatkovni zbirki LFW 99,80 %,
kot to poročajo avtorji [18].
4.4 Verifikacijski test LFW
Z LFW verifikacijskim testom na podatkovni zbirki preverjamo natančnost
prepoznavanja obrazov modela. Avtorji testa so za ta način uporabe pripra-
vili 6000 parov fotografij. Prvih 3000 parov pripada isti osebi, drugih 3000
parov pa vsebuje fotografiji različnih oseb. Naloga testiranega modela pa je,
da pravilno klasificira ujemanje ali neujemanje med fotografijama.
V našem primeru smo uporabili celotno zbirko in dobili skupen rezultat
AUC 0.99 (Slika 4.3).
4.5 Natančnost rojenja oseb
Za testiranje smo vse fotografije iz množice LFW naložili v spomin in posebej
naložili tudi oznake, ki seveda niso upoštevane v cevovodu. Cevovod smo
prilagodili tako, da je namesto videa sprejel fotografije, ki smo jih naložili.
Pri tem smo tudi izklopili komponento za prepoznavanje izrazov na obrazu,
ker ta ni bila potrebna. Izhod iz cevovoda so zrojeni primeri obrazov (Slika
4.4), ki smo jih primerjali z oznakami iz podatkovne množice LFW1.
1Z uporabo metode sklearn.metrics.homogeneity score.
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Slika 4.3: ROC krivulja za verifikacijski test LFW.
Model smo testirali na celotni podatkovni zbirki, ki vsebuje 6000 parov,
fotografije pa vsebujejo 5749 različnih oseb. Polovica parov vključuje foto-
grafiji iste osebe, druga polovica pa fotografiji dveh različnih oseb.
Vsak par smo testirali posebej, saj se osebe ponavljajo. V vseh testih
skupaj pa smo naredili 8609 rojev.
Homogenost na celotni podatkovni množici LFW je 92,33 %.
4.6 Natančnost prepoznavanja izrazov na o-
brazu
Ocene klasifikacijske točnosti prepoznavanja obrazov smo se lotili tako, da
smo najprej naložili testne primere iz FER2013. Iz teh smo izbrali samo
primere z oznako PrivateTest, tako kot so to naredili na tekmovanju. Tako
nam je ostalo 3,589 primerov, kar zadostuje za test.
Cevovod smo prilagodili tako, da je uporabljal fotografije iz naložene
množice FER2013, namesto video posnetka. Ker vse fotografije niso nujno
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Slika 4.4: Primer večjih rojev, ki smo jih ustvarili med testiranjem homoge-
nosti.
Slika 4.5: 4 primeri iz podatkovne zbirke RaFD, ki smo jih pri testiranju
klasificirali kot presenečenje, veselje, jeza ter nevtralen izraz.
poravnane, smo jih zato tudi poslali skozi komponento za detekcijo obraza
in jo po potrebi obrezali. Nato pa smo izraz na obrazu še klasificirali. Kom-
ponente za luščenje značilk in rojenje v tem primeru nismo poganjali.
Klasifikacije primerov smo nato primerjali z referenčnimi oznakami iz
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Tabela 4.1: Matrika zamenjav za test na podatkovni zbirki FER
jeza gnus strah veselje žalost presenečenje nevtralno
jeza 43 0 6 1 12 2 8
gnus 2 5 1 0 0 0 0
strah 2 0 40 0 16 5 4
veselje 1 0 2 102 4 1 5
žalost 6 0 9 3 46 1 12
presenečenje 2 0 4 2 3 42 1
nevtralno 2 0 4 5 14 0 83
FER20132 in izračunali klasifikacijsko natančnost 72,05 %, poleg tega si re-
zultate testiranja lahko ogledamo tudi v matriki zamenjav (Tabela 4.1), ki
nam predstavlja klasifikacije za vsak razred.
4.7 Ovrednotenje celotnega sistema
Najprej smo si ogledali evalvacijo posameznih komponent, vendar pa je v
tem primeru delovanje celotnega sistema prav tako pomembno. Za potrebe
evalvacije celotnega sistema smo izbrali 2 video posnetka, ki vsebujeta več
kot 3 ljudi, ti ljudje pa se tudi pojavijo skupaj.
Prvi video, katerega analizo smo izvedli za evalvacijo je 27 sekundni po-
snetek iz platforme youtube.com [7]. V posnetku nastopa kitarist in pevec
znane glasbene zasedbe, ki se poleg ekipe nahaja v glasbenem studiu. Med
snemanjem je prekinjen, kar posnete osebe nasmeji. Na poročilu (Slika 4.6)
lahko opazimo 2 roja oseb. V enem se nahajajo 3 osebe, ki so bile skupaj
videne večino posnetka. V drugem roju pa je le ena sama oseba, ki je sedela
posebej in je bila posneta sama.
Izrazi na obrazu so, v trenutku prikazanem na fotografiji zaslona, veseli,
kar je tudi pravilno. Pri osebi, ki ima namesto klasifikacije izraza na obrazu
2Z uporabo sklearn.metrics.accuracy score.
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Slika 4.6: Poročilo analize video posnetka iz glasbenega studia, kjer hči kita-
rista zmoti, zaradi česar se vsi nasmejijo.
prikazan vprašaj, pa izraz ni bil klasificiran, saj nismo zajeli frontalne foto-
grafije.
Drugi video, katerega analizo smo izvedli za evalvacijo je 9-sekundni iz-
rezek iz nanizanke Friends [15], kjer se osebe nahajajo na sceni nanizanke.
Med dve-skupinama, ki sedita vsaka svojem koncu dnevne sobe, se odvija de-
bata. Video je posnet tako, da lahko večino časa naenkrat vidimo samo eno
skupino in nato še drugo. Nekaj oseb, ki sedijo blizu pa je občasno mogoče
videti tudi skupaj, kar je razvidno iz poročila na sliki 4.7.
Tukaj smo izraze na obrazu klasificirali v širši spekter kot v preǰsnjem
videu. Veseli in nevtralni izrazi so pravilni, medtem ko žalosten izraz pri eni
izmed oseb ni pravilna klasifikacija.
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Slika 4.7: Poročilo analize dela epizode popularne nanizanke Friends, kjer
nastopa 6 prijateljev v dnevni sobi.
4.8 Diskusija
Na podlagi evalvacije posameznih komponent lahko ugotovimo, da kompo-
nente za zaznavo obrazov, luščenje značilk iz obrazov ter rojenje delujejo
dobro, poleg tega pa posamezno dosegajo dobre (SOTA) rezultate. Model za
prepoznavanje izrazov na obrazu deluje nekaj razredov slabše, kot na primer
model za zaznavanje obrazov, kar je tudi razvidno iz evalvacije celotnega sis-
tema, kjer zgreši klasifikacijo tudi pri relativno enostavnih primerih. Kljub
temu je model dovolj dober za aplikacijo.
Pri evalvaciji celotnega sistema vidimo, da celotna aplikacija uspešno
izvaja analizo in na koncu tudi predstavi smiselne rezultate. Kljub temu




V sklepnih ugotovitvah bomo delo zaokrožili z zaključkom, na koncu pa pred-
stavimo še možne izbolǰsave.
5.1 Zaključek
Delo smo začeli z motivacijo, da demonstriramo zmogljivosti sodobne teh-
nologije strojnega vida na konkretni aplikaciji, ki je enostavna za uporabo.
Delali smo na preseku spletnih tehnologij ter tehnologij in pristopov stroj-
nega vida in strojnega učenja, da smo izdelali tesno integrirano programsko
rešitev.
Primarno smo se osredotočili na razvoj cevovoda strojnega učenja, ki zna
prepoznati osebe in izraze na njihovih obrazih. Na podlagi tega pa smo izde-
lali interaktivno poročilo, kjer si uporabniki lahko vizualno ogledajo socialna
razmerja med osebami v video posnetku ter izraze na njihovih izrazih.
Čeprav nismo modelov razvili sami, temveč smo uporabili že naučene
modele, je bila sama integracija v cevovod velik izziv. Največji izziv je bilo
pomanjkanje dokumentacije, oziroma splošno nedokumentirana koda, ki je
tudi slabo napisana in jo je potrebno popravljati, da sploh deluje. Na takšne
težave smo naleteli pri prav vseh modelih, ki smo jih uporabili, kar je bila
glavna ovira pri razvoju.
59
60 Andraž Zvonar
Kljub preprekam pa smo vseeno uspeli razviti relativno dobro aplikacijo,
ki izpolnjuje začetne cilje demonstrira izjemno moč globokih konvolucijskih
nevronskih mrež ter navsezadnje moč spleta in odprtokodne skupnosti, ki to
z nami deli.
Celoten projekt je na voljo za naslednji povezavi:
https://github.com/andrazvonar/socialdistance
5.2 Možne izbolǰsave
V prihodnje lahko spletno orodje nadgradimo na več načinov. Izbolǰsave
smo razdelili na 3 področja: uporabnǐska izkušnja, cevovod, in skalabilnost.
Izbolǰsave uporabnǐske izkušnje poenostavljajo uporabo spletne aplikacije in
dodajo uporabnǐske zmogljivosti na nivoju spletne aplikacije. Izbolǰsave ce-
vovoda vključujejo dodatne zmogljivosti, ki izbolǰsajo natančnost cevovoda
ali pa dodajo novo zmogljivost. Izbolǰsave skalabilnosti pa povečajo skalabil-
nost sistema in omogočijo, da lahko spletno orodje uporablja več uporabnikov
hkrati.
5.2.1 Izbolǰsave uporabnǐske izkušnje
Projekti
Trenutno ima lahko uporabnik samo en aktiven projekt. Uporabniku lahko
delo olaǰsamo tako, da mu omogočimo dostop do preteklih analiz, tako da im-
plementiramo pogled, kjer se vsi projekti, do katerih ima uporabnik dostop,
izpǐsejo. Poleg tega lahko izpǐsemo osnovne podatke, kot so datum analize,
ime projekta, ime video posnetka, za vsak projekt.
Ponovno izvajanje projektov
Trenutno je analizo video posnetka mogoče izvesti samo enkrat. Če želimo
spremeniti parametre, ki jih po analizi ni mogoče spremeniti, moramo analizo
pognati ponovno. Uporabniku bi namesto tega ponudili možnost, da isti
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video posnetek ponovno analizira, vendar z drugačnimi parametri. Novo ter
stara poročila pa shranimo. Tako imamo do vseh podatkov še vedno dostop.
Integracija s socialnimi omrežji
Dodatne podatke o socialnih razmerjih po naravi uporabe vsebujejo soci-
alna omrežja. Z uporabo podatkov iz socialnih omrežji lahko izbolǰsamo
natančnost prikaza socialnih razmerji ali pa v analizo dodamo dodatne infor-
macije. Na primer lahko prikažemo osebe, s katerim je nekdo povezan, tudi
če te osebe ne nastopajo v video posnetku.
Uporaba različnih formatov podatkov
Trenutno aplikacija podpira samo MP4 kodirane video posnetke. Če vho-
dni material ni v takšni obliki, bo uporabnik moral podatke sam spraviti v
pravilen format.
To lahko izbolǰsamo tako, da v spletni aplikaciji podpremo širši nabor
video kodekov ter podpremo nalaganje sekvenc fotografij.
Uporaba več video posnetkov
Trenutno je možno naložiti 1 video posnetek in ga analizirati. Če imamo
večjo zbirko posnetkov, bi jih lahko uporabili več naenkrat v analizi. Zaradi
tega bi uporabnikom lahko omogočili, da naložijo več video posnetkov in
cevovod obravnava vse video posnetke hkrati.
Poimenovanja oseb
Osebe, ki jih odkrijemo niso poimenovane, saj na podlagi video posnetka ne
moremo vedeti, kako jim je ime. Velika verjetnost je, da uporabniki imena
oseb poznajo in bi jih tudi lahko ročno dodali.
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5.2.2 Izbolǰsave cevovoda
Bogatenje informacij s pridobivanjem le-teh iz spleta
Podatke v analizi lahko dodatno obogatimo s pridobivanjem podatkov iz
spleta. Na primer pridobimo lahko dodatne vhodne podatke (fotografije in
video posnetke) ali pa poǐsčemo dodatne podatke, ki lahko vplivajo na soci-
alno razmerje – kot recimo da zaznamo sentiment, da se osebi ne marata.
Analiza oddaljenosti
Ker se ljudje, ki se pojavijo v kadru lahko pojavijo blizu ostalih oseb ali pa
daleč stran od njih, lahko to metriko uporabimo tako, da izbolǰsamo mero
socialnega razmerja med dvema osebama.
Oddaljenost izračunamo tako, da izračunamo evklidsko razdaljo med dvema
osebama, kjer za koordinati x in y uporabimo razdaljo slikovnih elementov,
koordinato z pa ocenimo na podlagi velikosti glave.
Analiza govora
Ker trenutno analiziramo samo video posneteke, je v prihodnje smiselno iz-
koristiti tudi zvočni zapis. Poskušamo lahko analizirati govor in na podlagi
tega ugotoviti sentiment pogovora. Je pogovor med dvema osebama prijazen
ali pa sta mogoče jezna.
Analiza okolja
Sedaj smo se popolnoma osredotočili na osebe, nismo pa se ukvarjali z oko-
ljem okoli njih. Klasificiramo lahko predmete iz ozadja in s tem dodamo
kontekst k poročilu. Analiziramo lahko tudi, kako se spreminjajo kadri, če
gre za film, oziroma prostori, če gre za domač video.
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5.2.3 Izbolǰsave skalabilnosti
Ločitev spletnega strežnika in Celery delavcev
Trenutno spletni strežnik in Celery delavci tečejo na istem strežniku, kar za
demonstracijo zadostuje. V primeru povečanja števila hkratnih uporabnikov,
pa bi bilo potrebno Celery delavce postaviti na ločenih instancah.
S3 hramba datotek
Datoteke kot naložene video posnetke in generirane fotografije trenutno hra-
nimo na spletnem strežniku. Namesto, da jih hranimo poleg strežnika, bi jih
bilo bolje hraniti na za to namenjeni storitvi, ki ni omejena z velikostjo diska.
Paralelizacija posameznih nalog
Ker ni pomembno, v kakšnem vrstnem redu obdelujemo okvirje video po-
snetka v cevovodu, lahko video razdelimo na več kratkih odsekov in jih
pošljemo na več kot enega delavca. S tem lahko izjemno pospešimo čas
procesiranja, če imamo dostop do dovolj veliko strojne opreme.
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