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Abstract
We prove that generalized exponential splitting methods making explicit use of
commutators of the vector fields are limited to order four when only real coef-
ficients are admitted. This generalizes the restriction to order two for classical
splitting methods with only positive coefficients.
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1. Introduction
1.1. Splitting methods
We consider evolution equations on Rd or Cd where the right-hand side is
split into two components,
∂ty(t) = A(y(t)) +B(y(t)), t ≥ t0, y(t0) = y0. (1)
In this introduction we only consider the linear case where A,B are linear oper-
ators represented by real or complex matrices. For the numerical solution of (1)
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we consider s-stage splitting methods, where one step (tn, yn) 7→ (tn+1, yn+1)
with step-size τ is given by
yn+1 = S(τ)yn = e
bsτBeasτA · · · eb1τBea1τAyn. (2)
A splitting method has convergence order p if it holds
S(τ)yn = e
τ(A+B)yn +O(τ
p+1).
1.2. Positive coefficients
For certain applications only splitting schemes with non-negative coefficients
are suitable. In particular this is the case if A is a discretized sectorial opera-
tor associated with a parabolic equation, because in this case the flow of A is
non-reversible and does not tolerate negative time increments in the numerical
approximation, whence aj is required to be non-negative. A splitting method
of order p = 2 with all coefficients positive is given by Strang splitting
S(τ) = e
1
2
τAeτBe
1
2
τA.
It is known that p = 2 is the maximum order of a splitting method with all
coefficients positive, a fact which is established by the following theorem.
Theorem 1. If S is a splitting method (2) of order p ≥ 3 with real coefficients,
then at least one of the coefficients aj is strictly negative, and also at least one
of the coefficients bj is strictly negative.
This theorem was first proved in [1], see also [2]. A weaker version stating that
at least one of all coefficients aj , bj combined is strictly negative, was proved
earlier in [3].
1.3. Generalized splitting methods
In many applications the commutator [B, [B,A]] and its exponential are
readily computable, see [4]. This suggests to consider generalized splitting meth-
ods of the form
yn+1 = S(τ)yn = e
csτ
3[B,[B,A]]ebsτBeasτA · · · ec1τ
3[B,[B,A]]eb1τBea1τAyn, (3)
or
yn+1 = S(τ)yn = e
bsτB+csτ
3[B,[B,A]]easτA · · · eb1τB+c1τ
3[B,[B,A]]ea1τAyn, (4)
which possibly allow orders higher than 2 while involving only positive coeffi-
cients. Indeed, the scheme
S(τ) = e
1
6
τBe
1
2
τAe
2
3
τB− 1
72
τ3[B,[B,A]]e
1
2
τAe
1
6
τB
proposed in [5, 6] has order p = 4 and positive coefficients aj and bj . However,
as established by the following theorem, p = 4 is the maximum order of such
a generalized splitting method with all coefficients aj positive. This holds even
under the additional assumption [B, [B, [B,A]]] = 0, which in many applications
is satisfied, see [4].
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Theorem 2.
(i) If S is a generalized splitting method of the form (3) or (4) of order p ≥ 5
with real coefficients, then at least one of the coefficients aj is strictly negative.
(ii) If S is a generalized splitting method (4) with real coefficients which is
of order p ≥ 5 if applied to an equation (1) where the operators A,B satisfy
[B, [B, [B,A]]] = 0, then at least one of the coefficients aj is strictly negative.
It is clear1 that part (i) follows immediately from part (ii), which immediately
follows from the following theorem, which may be interesting in itself.
Theorem 3. If S is a splitting method (2) with real coefficients which is of
order p ≥ 5 if applied to an equation (1) where the operators A,B satisfy
[B, [B,A]] = 0, then at least one of the coefficients aj is strictly negative.
A proof of Theorem 2 was proposed in [7]. In Section 2 we will give a new
independent proof by showing that Theorem 3 (and thus also Theorem 2) is an
easy consequence of a recent result proved by the authors in [8].
2. Proof of Theorem 3
The essential step leading to the main result of [8] is comprised by the
following proposition.2
Proposition 1. Let u(t) be the exact solution of
∂tu(t) = H(t)u(t) = (H0 + tH1)u(t), u(0) = u0 (5)
with H0, H1 ∈ C
d×d and
v(τ) = easτH0+csτ
2H1 · · · ea1τH0+c1τ
2H1u0 (6)
with given coefficients aj , cj ∈ R. If
v(τ) − u(τ) = O(τ6),
then at least one of the coefficients aj is strictly negative.
3
Here (6) can be interpreted as one step with step-size τ of a commutator-free
exponential integrator applied to the special non-autonomous equation (5). To
1By logical transposition: If an object (here a generalized splitting method with all coeffi-
cients aj nonnegative) does not exist under some restrictive assumptions, then it cannot exist
under more general assumptions.
2Note that we have changed some denotations: H(t), H0, H1, s, aj , cj correspond respec-
tively to the denotations A(t), A0, A1, J , bj , yj of [8].
3See Remark 2 below.
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show that Theorem 3 follows from Proposition 1 we first use the standard re-
formulation
y(t) =
(
s(t)
u(t)
)
, ∂ty(t) =
(
0
H(s(t))u(t)
)
︸ ︷︷ ︸
A(y(t))
+
(
1
0
)
︸ ︷︷ ︸
B(y(t))
, y(0) = y0 =
(
0
u0
)
(7)
of the non-autonomous problem (5) as an autonomous problem by adding the
component s(t) = t. Here the operators A,B : Rd+1 → Rd+1 are nonlin-
ear, therefore a direct application of the splitting method (2) is not possi-
ble. However, by associating the flows EA(t, y0), EB(t, y0) of the subproblems
∂ty(t) = A(y(t)), ∂ty(t) = B(y(t)) with exponentials of Lie derivatives
4 etDA ,
etDB , which act on a smooth map F : Rd+1 → Rd+1 as
(etDAF )(y) = F (EA(t, y)), (e
tDBF )(y) = F (EB(t, y)),
and thus
EA(t, y0) = (e
tDA Id)(y0), EB(t, y0) = (e
tDB Id)(y0),
each splitting method (2) of order p for linear problems (1) can be promoted to
a splitting method
yn+1 = S(τ, yn) = EB(bsτ, ·) ◦ EA(asτ, ·) ◦ . . . ◦ EB(b1τ, ·) ◦ EA(a1τ, yn)
=
(
ea1τDAeb1τDB · · · easτDAebsτDB Id
)
(yn) (8)
of the same order for nonlinear problems, see [9, Section III.5.1].
Remark 1. The convergence order of a (generalized) splitting method is deter-
mined by order conditions, which are polynomial equations in the coefficients
of the method. Usually these conditions are derived in a purely formal way in
the abstract algebra of formal power series in the non-commuting variables A, B
and its embedded Lie algebra with Lie bracket defined by [X,Y ] = XY − Y X ,
see [10, 11]. By associating A, B with the matrices A, B in the linear case, and
with the Lie derivatives DA, DB in the nonlinear case, it follows that (2) and (8)
indeed have the same order [9].
For the special problem (7) the Lie derivatives are given by
DA =
d+1∑
i=1
Ai(y)
∂
∂yi
=
d∑
i=1
[H(s)u]i
∂
∂ui
=
d∑
i=1
[(H0 + sH1)u]i
∂
∂ui
and
DB =
d+1∑
i=1
Bi(y)
∂
∂yi
=
∂
∂s
.
4We adopt the notation from [9, Chapter III].
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A straightforward calculation leads to
[DB, DA] =
d∑
i=1
[H ′(s)u]i
∂
∂ui
=
d∑
i=1
[H1u]i
∂
∂ui
and
[DB, [DB, DA]] =
d∑
i=1
[H ′′(s)u]i
∂
∂ui
= 0,
which shows that the condition [B, [B,A]] = 0 of Theorem 3 promoted to the
nonlinear case is satisfied. Repeated application of the formal identity
eXeY = eY+[X,Y ]]eX for [X, [X,Y ]] = 0
to (8) yields
S(τ, y0) = (9)
=
(
ea1τDAea2τDA+c2τ
2[DB ,DA] · · · easτDA+csτ
2[DB ,DA]e(b1+...+bs)τDB Id
)
(y0)
with well-defined coefficients c2, . . . , cs ∈ R. Here a single exponential acts as(
eajτDA+cjτ
2[DB ,DA]F
) ( s
u
)
= F
( s
eajτH(s)+cjτ
2H′(s)u
)
= F
( s
eajτH0+ajτsH1+cjτ
2H1u
)
,
and thus, substituting s = 0,
(
eajτDA+cjτ
2[DB ,DA]F
)( 0
u
)
= F
(
0
eajτH0+cjτ
2H1u
)
.
It follows that for y0 =
(
0
u0
)
the lower components of (9) can be written as
easτH0+csτ
2H1 · · · ea2τH0+c2τ
2H1ea1τH0u0,
which is of the form (6). From Proposition 1 it follows that if the splitting
method (8) has order p ≥ 5 if applied to the special problem (7), or, a fortiori5,
if applied to nonlinear problems with [B, [B,A]] = 0 in general, then at least
one of the coefficients aj is strictly negative. We have thus proved the nonlinear
version of Theorem 3. For similar formal reasons as in Remark 1, the linear
version of Theorem 3 follows as well.
Remark 2. Strictly speaking, only a version of Proposition 1 with the weaker
conclusion that at least one of the coefficients aj is non-positive has been proved
in [8]. Since we may assume form the outset that aj 6= 0 for j = 2, . . . , s in (2),
it is clear that this weaker version already suffices for the proof of Theorem 3.
Conversely, Proposition 1 follows from Theorem 3, as can be shown by a similar
reasoning as before. Thus, the version of Proposition 1 given here follows from
the weaker version proved in [8].
5See footnote 1.
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