Abstract. We show that the results of the paper Symplectic Reduction and Riemann-Roch for Circle Actions 5] of Duistermaat, Guillemin, Meinrenken and Wu can be expressed entirely in K-theory. We show that their quantization is simply a pushforward in K-theory, and use Lerman's symplectic cutting and the localization theorem in equivariant K-theory to prove that quantization commutes with reduction. Only the case where the action is free on the zero level set of the moment map is addressed.
Introduction
In their paper, Symplectic Reduction and Riemann-Roch for Circle Actions 5] , H. Duistermaat, V. Guillemin, E. Meinrenken and S. Wu use E. Lerman's symplectic cutting technique 11] to prove that quantization commutes with reduction, in the case of a circle action (see 6]). They de ne the quantization of a compact symplectic manifold M via index theory, as the index of the Spin C operator (the \Riemann-Roch number") associated to an almost-complex structure compatible with the symplectic structure. If M is a Hamiltonian G-space, this is a virtual G-module, i.e. an element of R(G). In section 2 we show that this can be expressed as the pushforward p ! L of the prequantum line bundle L by the map p : M ! , provided we use the correct K-orientation. This is a straightforward use of the index theorem; however, since the arguments in section 4 depend heavily on signs, we go through the construction slowly to make sure that the orientation is correct.
The rest of the paper is devoted to showing that the proof in 5] can be directly translated into K-theory. In particular, the index theorem is not necessary at this point, and the crucial ingredient is the localization theorem in equivariant K-theory, which we review in section 3. This relates the pushforward on the whole manifold M (i.e. Q(M)) to the pushforwards from the xed point sets of the circle action. Since the xed point sets are trivial G-spaces, their equivariant K-theory splits up as K G (F ) = K(F ) R(G) = K(F ) Z z; z ?1 ] so we can treat K-classes on the xed point sets as Laurent polynomials with coe cients in K(F). It turns out that we only need to know a few basic facts about the z-dependence of these polynomials. In section 4.1 we state without proof the properties of symplectic cutting which we need; in particular, that the reduced space M G embeds into each of the \cut" spaces as a component of the xed point set.
In section 4 we use these tools to prove that quantization commutes with reduction (Theorem 3). We show that Q(M) G = Q(M G ) by equating both to Q(M + ), where M + is one of the \cuts" of M (Props. 1 and 2). We prove both of these propositions by embedding the rings K(F ) z; z ?1 ] into two di erent rings of formal In a forthcoming paper 13] we will extend the ideas in section 4 to generalized S 1 equivariant cohomology theories. That work will generalize the result of Kalkman 9] on localization for manifolds with boundary.
To x notation and conventions, let G be a compact Lie group, and let M be a Hamiltonian G-space with symplectic form ! and moment map : M ! g (say (M; !; ) for short). (In section 3 we require G to be topologically cyclic; in sections 4.1 and 4 we specialize to the case G = S 1 .) Choosing a Riemannian metric g gives an almost-complex structure J, unique up to isotopy, by the requirement g(v; w) = !(Jv; w). We assume M is prequantizable, with prequantum line bundle L and connection r, and that the action of G extends to an equivariant action on (M,L). Then the in nitesimal action of G on sections of L is given by the formula of Kostant 8 We form an elliptic operator @ L from @ L by adding it to its adjoint:
The quantization is de ned as
where I have labeled this \a-Ind" to emphasize the analytical nature of this de nition, as opposed to the topological one I will give below.
Given an action of G on (M; L) we can choose r to be preserved by G, and The pullback of ( @ L ) to T M is given by the complex Now is exactly the Thom isomorphism applied to the vector bundle L ( 4], 493). We can also express the Thom isomorphism as a push-forward by the zero
(17) The next step in calculating the index is to embed M equivariantly in a trivial Gspace C n . We can in fact choose n large enough so that the normal bundle N M will have a (unique) complex structure 2], de ned by the exact sequence of complex vector bundles
We then have the following diagram:
Here i is the inclusion of the xed point set F (which will come into the picture soon), j is the chosen embedding of M in C n , with corresponding tangent map T j; a and b are the zero sections of T M and T C n respectively; and k and l are the inclusions of the origin into C n and T C n = C n C n respectively. The topological index of @ L is de ned to be the pushforward
It would seem that functoriality of the pushforward immediately gives
where the last equality is the de nition of the pushforward of L by the map p : M ! . However, we need to be careful about K-orientations. Each of these pushforwards requires a K-orientation, for example a complex structure, on the corresponding normal bundle for a precise de nition. Let us adopt the temporary notation (f) to denote the complex structure on the normal bundle to an embedding f : X ! Y to be used in the pushforward f ! :
for the identi cation of (T j).) The last equation shows that the right-hand triangle in the pushforward diagram
commutes (this is just Bott periodicity); what we need is the correct (j) to make the square commute. But if the square is to commute we must have The fact that we must use N M will be signi cant when we look at localization in section 3. There we will be concerned with the xed point set F of the G-action. We have a diagram
which we want to commute. We now know how to precisely de ne p ! and q ! to agree with the quantization: we use the complex structures (p) = N M and (q) = N F on the respective stable normal bundles. Letting N be the usual complex normal bundle of F in M, de ned by
so (i) = N. This will be important in getting the signs correct in the next section.
Localization in Equivariant K-theory
The key tool we use is the localization theorem of Atiyah and Segal 3] 14] in equivariant K-theory, which we brie y review. We follow the treatment in 3] except that they are doing index theory and hence work on the tangent bundle, while we work on M itself.
We wish to calculate Q(M) = p ! L 2 K G ( ) = R(G). Since every element of R(G) is determined by its character, we can specify Q(M) by evaluating its character at every element g 2 G, or even on a dense subset of elements g. For simplicity, assume G is topologically cyclic. (Of course eventually G will simply be S 1 .) Fix a (topological) generator g 2 G, i.e. let (g) be dense in G. Then M g = M G = F . The localization theorem gives a formula for computing the character of p ! L, evaluated at g, in terms of data on F .
We start with the diagram (24). All of these rings are actually R(G)-algebras, so we can localize at g (this inverts all characters not vanishing at g).
Theorem 2 ( 3] ). The map (i ! ) g is an isomorphism of R(G) g -modules.
This allows us to calculate the pushforward by p in terms of the pushforward by q, at least in the localized ring R(G) g . This is good enough, since we are interested in evaluating p ! L at g, and the evaluation map ev g : R(G) ! C factors through the localization R(G) g . In fact we have the following commutative diagram:
s s g g g g g g g g g g g g g g g g g g g g g g g g (32) so when we localize at g, the inverse is simply
Using this explicit inverse we can write down the localization formula giving the result of evaluation at G:
where the quantity in parentheses is in K(F ) C , and the evaluations i L(g) and N(g) are de ned by the composite map
In other words, to use this formula, we need to represent i L and N(g) as sums of G-xed bundles tensored with characters of G, and then evaluate at g by the prescriptions In the case of a Hamiltonian circle action, we can express the localization formula (34) in the following way. First, we recall that the xed point set F breaks up into connected components F r , on each of which the action of S 1 on L has weight ? r . The localization formula becomes
It turns out that we need to know very little about the quantity p ! L to prove the propositions. This allows us to do everything within K G (F ) g C = K(F ) C z; z ?1 ] g , without actually evaluating the pushforward. (We tensor with C so that later operations involving tensors will be exact; since the nal result (p ! L)(g) is in C this is su cient.)
We want to consider the contribution of each component of the xed point set in turn. So x r, and let l r = i r L with the trivial action of G. Then as an element 
where the N r;k are vector bundles with trivial G-action. (Note they are not necessarily line bundles. In fact we will not need to use a splitting principle.) Let n r;k = rank N r;k . The only di cult step is inverting N r . To formally invert polynomials, it is useful to embed the polynomial ring in the larger ring of formal power series. In our case, we need to embed our ring K(F ) C z; z ?1 ] g of formal Laurent polynomials with coe cients in K(F ) (localized at g), into two di erent rings of formal Laurent series, depending on which proposition we want to prove: We have 
Here O(z k ) indicates a term that has no nonzero coe cients below the kth power. 
Here o(z k ) indicates a term that has no nonzero coe cients above the kth power. Let R be a ring. We want to formally invert Laurent polynomials, i.e. elements of R z; z ?1 ]. For our purposes we only need to know the most basic facts about the dependence of these inverses on z, and for that purpose, it is useful to embed R z; z ?1 ] into the two rings of formal Laurent series, R z]] z and R z ?1 ]] z ?1 .
We look at the case of R z]] z , formal Laurent series in at z = 0. 
