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PHASE RETRIEVAL FROM 4N–4 MEASUREMENTS
FRIEDRICH PHILIPP
Abstract. We prove by means of elementary methods that phase retrieval of
complex polynomials p of degree less than N is possible with 4N − 4 phaseless
Fourier measurements of p and p′. In addition, we provide an associated algorithm
and prove that it recovers p up to global phase.
1. Introduction
Phase retrieval is the recovery (up to a global phase factor) of signals from intensity
measurements, i.e. from the absolute values of (scalar) linear measurements of the
signal. This particularly challenging task is motivated by applications in, e.g., X-
ray crystallography [8, 13], optical design [6], and quantum mechanics [5, 11, 12].
In many applications it is usually the Fourier transform of the signal from which
the phase gets lost. While in practice one tries to overcome the resulting under-
determination by exploiting a priori information on the phase, mathematicians and
engineers are also interested in the question whether phase retrieval (without prior
knowledge) is possible when the number of measurements is increased. In fact, there
are several kinds of phase retrieval problems. Among them are the following two:
(a) Which systems of vectors allow for phase retrieval of “generic” signals and
how large are these?
(b) Which systems of vectors allow for phase retrieval of every signal and how
large are these?
Here, we restrict ourselves to the finite-dimensional complex case1, i.e., phase
retrieval in CN , where N ≥ 2. While for (a) at least the second question has been
answered (the answer is 2N , cf. [9]), the questions in (b) have remained unanswered
to date. However, there are results which give us an idea of possible answers. Let
us briefly recall the history of problem (b). In 2004, it has been shown in [9] that
systems as in (b) must contain at least 3N − 2 vectors. In 2011 (Arxiv version),
this lower bound could be improved to 4N − 2α− 3, where α denotes the number of
ones in the binary representation of N − 1, see [10]. In [1] the authors proved that
a “generic” system consisting of 4N − 2 vectors allows for phase retrieval of every
signal in CN . Moreover, it was shown in [2] (see also [1]) that a system as in (b) must
necessarily have the so-called complement property, meaning that if some subsystem
is not spanning CN , then its complement is.
Recently, it has been conjectured in [2] (the (4N– 4)-Conjecture) that phase re-
trieval is never possible with less than 4N − 4 measurements, and that “generic”
1For phase retrieval in RN , question (b) has been answered completely in [1].
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measurement systems consisting of 4N − 4 vectors allow for phase retrieval. This
would correspond to the real case where this statement holds true with the lower
bound 2N − 1 (cf. [1]). And indeed, the second part of the (4N– 4)-Conjecture has
very recently been proved by means of algebraic geometry in [4]. The first part is
true for the dimensions N = 2 and N = 3, cf. [2].
However, in order to understand the full picture, one seeks for structured measure-
ment systems with 4N − 4 vectors allowing for phase retrieval. The first example of
this kind was given by Bodmann and Hammen in [3]. They constructed a system
of 4N − 4 vectors in the N -dimensional linear space PN of complex polynomials of
degree less than N and proved that it allows for phase retrieval, cf. [3, Theorem 2.3].
Since the second part of the (4N– 4)-Conjecture was not proved when Bodmann and
Hammen published their work, their result was the first showing that phase retrieval
with 4N − 4 measurements is possible. Another measurement ensemble consisting
of 4N − 4 vectors and allowing for phase retrieval was provided in [7]. This system
consists of the magnitudes of DCT-like measurements of the signal and a modulated
version of it. In their proof, the authors make heavily use of the so-called circular
autocorrelation. A recovery algorithm is presented as well.
In the present contribution, we will prove a variant of the main theorem in [3].
The measurements in [3] are in fact intensities of polynomial evaluations at points
on the unit circle T and on another circle intersecting T. Our main theorem is the
following.
Theorem 1.1. Let p be a polynomial with complex coefficients of degree at most
N − 1, and let
w1, . . . , w2N−1 ∈ T as well as z1, . . . , z2N−3 ∈ T
be mutually distinct points on the unit circle, respectively. Then the 4N −4 intensity
measurements
|p(wj)|, j = 1, . . . , 2N − 1, and |p′(zk)|, k = 1, . . . , 2N − 3, (1.1)
determine p uniquely, up to a global phase factor.
Note that point evaluations of p and p′ are linear measurements of p. Hence, the
measurements in (1.1) are indeed intensity measurements of p.
Theorem 1.1 bears two advantages over Theorem 2.3 in [3]. First, its proof (given
in Section 2) is self-contained and simpler than that of [3, Theorem 2.3]. Second, the
linear measurements in Theorem 1.1 are evaluations of polynomials at points on the
unit circle only and hence correspond to Fourier measurements2 in CN . However,
we remark that the second set of measurements in Theorem 1.1 consists of Fourier
measurements of p′ and not of p itself.
The rest of this paper consists of two parts. In Section 2 we prove Theorem 1.1.
In the second part (Section 3) we present a corresponding algorithm in Section 3
(Algorithm 1) and prove in Theorem 3.4 that it in fact recovers any polynomial in
PN from 4N − 4 intensity measurements as in Theorem 1.1, up to global phase.
2Hereby, we mean the scalar product in CN with a vector
(
1, ωj , ω2j , . . . , ω(N−1)j
)T
, where |ω| =
1.
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2. Proof of Theorem 1.1
Recall that a trigonometric polynomial of degree at most m has the form
f(t) =
m∑
n=−m
αne
int =
m∑
n=1
α−ne
−int + α0 +
m∑
n=1
αne
int, t ∈ R, (2.1)
where αn ∈ C, n = −m, . . . ,m. The trigonometric polynomial f is said to be real if
α−n = αn for n = 0, . . . ,m. For the proof of Theorem 1.1 we only need the following
two simple lemmas. Although Lemma 2.1 directly follows from [14, Satz 10.6], we
prove it here for the convenience of the reader.
Lemma 2.1. A trigonometric polynomial f of degree at most m is uniquely deter-
mined by any 2m+ 1 mutually distinct point evaluations of f in [0, 2π).
Proof. Let f be as in (2.1) and put
p(z) :=
m∑
n=−m
αnz
n+m =
2m∑
k=0
αk−mz
k, z ∈ C.
Now, let t1, . . . , t2m+1 ∈ [0, 2π) be 2m+1 distinct real points so that f(tk) is known
for k = 1, . . . , 2m+1. Then, as p(eitk) = eimtkf(tk), k = 1, . . . , 2m+1, the values of
the polynomial p are known at 2m+ 1 distinct points. These determine p uniquely
since the degree of p is at most 2m. Hence, from f(t) = e−imtp(eit) we obtain f . 
Lemma 2.2. Let f and g be two real trigonometric polynomials such that |f(t)| =
|g(t)| for all t ∈ R. Then g = −f or g = f .
Proof. It is no restriction to assume f 6= 0 and g 6= 0. Since the values f(t) and g(t)
are real for each t ∈ R and f and g are continuous, it follows that there exists t0 > 0
such that on ∆ = (0, t0) we have either g|∆ = −f |∆ or g|∆ = f |∆. But as f and g
are restrictions of entire functions to R it follows that g = −f or g = f . 
The above two simple lemmas now allow us to prove Theorem 1.1.
Proof of Theorem 1.1. First of all, we observe that t 7→ |p(eit)|2 and t 7→ |p′(eit)|2 are
trigonometric polynomials of degrees at most N−1 and N−2, respectively. Thus, by
Lemma 2.1 the measurements in Theorem 1.1 uniquely determine the restrictions of
|p| and |p′| to the unit circle. Hence, we have to prove that two polynomials p ∈ PN
and q ∈ PN with
|p(eit)| = |q(eit)| and |p′(eit)| = |q′(eit)| for all t ∈ R (2.2)
must be linearly dependent. Without loss of generality we assume that both poly-
nomials p and q do not vanish identically. Now, we define functions gp, gq : C → C
by
gp(z) := zp
′(z)p(z) and gq(z) := zq
′(z)q(z), z ∈ C.
Then (2.2) implies
|gp(eit)| = |gq(eit)| (2.3)
for all t ∈ R. But also
Im gp(e
it) = Im gq(e
it) (2.4)
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for all t ∈ R since we have
d
dt
|p(eit)|2 = 2Re
(
ieitp′(eit)p(eit)
)
= −2 Im gp(eit),
and, similarly, d
dt
|q(eit)|2 = −2 Im gq(eit). As a consequence of (2.3) and (2.4) we
obtain
|Re gp(eit)| = |Re gq(eit)| (2.5)
for all t ∈ R. But Re gp(eit) and Re gq(eit) are real trigonometric polynomials in
t, so that Lemma 2.2 implies that Re gq(e
it) = Re gp(e
it) for all t ∈ R or that
Re gq(e
it) = −Re gp(eit) for all t ∈ R. Combining this and (2.4), it follows that
either
gq(e
it) = gp(e
it) for t ∈ R or gq(eit) = −gp(eit) for t ∈ R. (2.6)
In the first case, we have
p′(z)p(z) = q′(z)q(z) for all z ∈ T. (2.7)
Taking (2.2) into account, we see that multiplication of (2.7) with p(z)q(z), z ∈ T,
leads to
p′(z)q(z) = q′(z)p(z) for all z ∈ T.
This implies p′(z)q(z) = q′(z)p(z) for all z ∈ C and thus d
dz
p(z)
q(z) ≡ 0. Consequently,
p and q are linearly dependent.
Let us assume that the second case in (2.6) applies, i.e.
eitq′(eit)q(eit) = −e−itp′(eit)p(eit) for all t ∈ R. (2.8)
We will show that both p and q must be constant and therefore linearly dependent.
For this, let
p(z) =
N−1∑
k=0
αkz
k and q(z) =
N−1∑
k=0
βkz
k.
Then the relation (2.8) reads
N−1∑
k=0
N−1∑
j=1
jβjβke
i(j−k)t = −
N−1∑
k=0
N−1∑
j=1
jαjαke
i(k−j)t for all t ∈ R.
If we now compare the zero-th coefficients (i.e. those for j = k) on right and left
hand side of the previous equation, we obtain
N−1∑
j=1
j|βj |2 = −
N−1∑
j=1
j|αj |2.
Thus, β1 = . . . = βN−1 = α1 = . . . = αN−1 = 0, which implies p(z) = α0 and
q(z) = β0. 
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3. A Reconstruction Algorithm
We say that two polynomials p and q are equivalent (in terms of global phase),
and write p ∼ q, if q = eiϕp with some ϕ ∈ [0, 2π). Theorem 1.1 shows that for any
two ensembles
w1, . . . , w2N−1 ∈ T and z1, . . . , z2N−3 ∈ T
of mutually distinct points on the unit circle, respectively, the (well-defined) magni-
tude map
PN/ ∼→ R2N−1 × R2N−3, [p] 7→
(
(|p(wj)|)2N−1j=1 ,
(∣∣p′(zj)∣∣)2N−3j=1
)
,
is injective. However, Theorem 1.1 does not provide an inverse map, nor is its proof
constructive.
Algorithm 1 below reconstructs a signal p ∈ PN (up to a global phase factor) from
the following 4N − 4 phaseless measurements (where ωm := e 2piim for m ∈ N):∣∣∣p(ωj2N−1)∣∣∣ , j = 0, . . . , 2N − 2 and ∣∣∣p(ωj2N−3)∣∣∣ , j = 0, . . . , 2N − 4. (3.1)
Before we present the algorithm, let us prove a couple of preparatory lemmas. The
following one is a well known interpolation result (see also the proof of Theorem 2.3
in [3]). For the convenience of the reader we provide its short proof below.
Lemma 3.1. Let f be a trigonometric polynomial of degree at most N − 1, i.e.
f(t) =
N−1∑
n=−N+1
ane
int, t ∈ R,
where an ∈ C, n = −N +1, . . . , N − 1. Moreover, put tj = 2πj2N−1 , j = 0, . . . , 2N − 2.
Then we have
an =
1
2N − 1
2N−2∑
j=0
f(tj)e
−intj , n = −N + 1, . . . , N − 1.
In particular, the values f(tj), j = 0, . . . , 2N − 2, uniquely determine f .
Proof. This fact is easily checked by using the identity
∑m−1
j=0 e
2piilj
m = 0, which holds
for integers l,m ∈ Z, l/m /∈ Z, and follows directly from the well known formula
m−1∑
j=0
zj =
1− zm
1− z , z 6= 1,
with z = e
2piil
m . 
Lemma 3.2. Let p ∈ PN , p(z) =
∑N−1
k=0 αkz
k, and put
fn :=
1
2N − 1
2N−2∑
j=0
|p(ωj2N−1)|2 exp
(
− 2πijn
2N − 1
)
, n = 0, . . . , N − 1, (3.2)
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as well as
f ′n :=
1
2N − 3
2N−4∑
j=0
|p′(ωj2N−3)|2 exp
(
− 2πijn
2N − 3
)
, n = 0, . . . , N − 2. (3.3)
Moreover, set d := deg(p). Then we have3
|p(eit)|2 =
d∑
n=1
fne
int + f0 +
d∑
n=1
fne
−int, t ∈ R, (3.4)
|p′(eit)|2 =
d−1∑
n=1
f ′ne
int + f ′0 +
d−1∑
n=1
f ′ne
−int, t ∈ R. (3.5)
as well as
fn =
d−n∑
ℓ=0
αℓαℓ+n, n = 0, . . . , d, and fn = 0 if n > d (3.6)
f ′n =
d−n∑
ℓ=1
ℓ(ℓ+ n)αℓαℓ+n, n = 0, . . . , d− 1, and f ′n = 0 if n > d− 1. (3.7)
Proof. The formulas (3.4) and (3.5) (with d replaced by N − 1) follow directly from
Lemma 3.1. On the other hand, we also have
|p(eit)|2 =
N−1∑
k,n=0
αkαne
i(n−k)t and |p′(eit)|2 =
N−1∑
k,n=1
knαkαne
i(n−k)t.
This implies that
fn =
N−1−n∑
ℓ=0
αℓαℓ+n, n = 0, . . . , N − 1, (3.8)
f ′n =
N−1−n∑
ℓ=1
ℓ(ℓ+ n)αℓαℓ+n, n = 0, . . . , N − 2. (3.9)
Now, if αj = 0 if j > d, we obtain (3.6)–(3.7), and thus also (3.4)–(3.5). 
In the following, it is convenient to define f ′N−1 := 0.
Lemma 3.3. Let p ∈ PN , p(z) =
∑N−1
k=0 αkz
k, assume that p is not a constant, and
let fn and f
′
n be defined as in (3.2)–(3.3). Let
k := max{n : fn 6= 0} and k′ := max{n : f ′n 6= 0},
and set
m := −k
2
+
√
f ′k
fk
+
k2
4
. (3.10)
3Here and in the following, sums
∑n
j=m with m > n should be read as zero.
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Then k ≥ k′, m ∈ N0, and we have
αj = 0 for j < m
αm 6= 0, αm+k 6= 0
αj = 0 for j > m+ k.
(3.11)
In particular, deg(p) = m+ k.
Proof. Let d := deg(p) ≤ N − 1. Then formulas (3.6)–(3.7) imply that k, k′ ≤ d.
First of all, we prove that
k ≤ d− 1 =⇒ α0 = . . . = αd−1−k = 0, αd−k 6= 0. (3.12)
Towards an induction argument, assume that αj = 0 if j < n, where 0 ≤ n ≤ d−k−1
(which is true for n = 0). Then d − n > k, and thus (3.6) yields 0 = fd−n = αnαd,
which implies αn = 0 as αd 6= 0. Hence, α0 = . . . = αd−1−k = 0 is proved. αd−k 6= 0
now follows from (3.6): 0 6= fk = αd−kαd.
To prove k ≥ k′, we observe that if k+1 > d−1, then f ′n = 0 for n ≥ k+1 follows
from (3.7). Let k + 1 ≤ d− 1. Then (3.12) implies αj = 0 for j < d− k. Hence, for
n ≥ k + 1, we have d − k > d − n and thus f ′n = 0 (see (3.7)). Therefore, in both
cases, f ′n = 0 for n ≥ k + 1, which implies k ≥ k′.
Let k > k′. Then f ′k = 0 and thus also m = 0. Suppose that d ≥ k + 1. Then
(3.12) implies that α0 = . . . = αd−1−k = 0. In addition, from f
′
k = 0 we further
obtain
0 =
d−k∑
ℓ=1
ℓ(ℓ+ k)αℓαℓ+k = (d− k)dαd−kαd,
and thus αd−k = 0. We conclude
fk =
d−k∑
ℓ=0
αℓαℓ+k = 0,
contrary to the definition of k. Therefore, k = d follows. This also yields fk = α0αk,
which implies α0 6= 0 and αk 6= 0. This proves (3.11) in the case k > k′.
Let k = k′. We define r := d−k. As f ′n = 0 if n ≥ d, it follows that k = k′ ≤ d−1.
Thus, r ≥ 1, and by (3.12) we have
α0 = . . . = αr−1 = 0 and αr 6= 0.
Thus, if we can show that r = m (where m is as defined in (3.10)), then also (3.11)
follows, and the lemma is proved. To prove r = m, we obtain from (3.6) and (3.7)
that
fk = αd−kαd and f
′
k = (d− k)dαd−kαd.
Therefore,
f ′k
fk
= (d− k)d = r(r + k) = r2 + kr =
(
r +
k
2
)2
− k
2
4
,
which implies r = m. 
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Algorithm 1 Phase Retrieval from the Measurements in (3.1)
Input: The data (3.1) obtained from p ∈ PN , p(z) =
∑N−1
k=0 αkz
k.
Output: A polynomial q such that q = eitp for some t ∈ R.
With the given data (3.1) define fn for n = 0, . . . , N−1 and f ′n for n = 0, . . . , N−2
as in (3.2)–(3.3).
if f ′n = 0 for all n = 0, . . . , N − 2 then
return q =
√
f0
end if
k := max{n : fn 6= 0}, m := −k
2
+
√
f ′k
fk
+
k2
4
, and δm,m+k := fk. (3.13)
if k ≥ 1 then(
δm,m+k−1
δm+1,m+k
)
:=
1
2m+ k
(
(m+ 1)(m+ k) −1
−m(m+ k − 1) 1
)(
fk−1
f ′k−1
)
. (3.14)
end if
if k ≥ 2 then
for n = 2 to k do
for ℓ = m+ 1 to m+ n− 1 do
Set
δℓ,ℓ+k−n :=
δℓ,m+k
δm,m+k
δm,ℓ+k−n.
end for
Put
α := fk−n −
m+n−1∑
ℓ=m+1
δℓ,ℓ+k−n (3.15)
β := f ′k−n −
m+n−1∑
ℓ=m+1
ℓ(ℓ+ k − n)δℓ,ℓ+k−n (3.16)
and (
δm,m+k−n
δm+n,m+k
)
:=
1
n(2m+ k)
(
(m+ n)(m+ k) −1
−m(m+ k − n) 1
)(
α
β
)
. (3.17)
end for
end if
With r :=
√
δm,m (δm,m will be a positive nunber) define the polynonial
q(z) :=
m+k∑
j=m
δm,j
r
zj . (3.18)
return q
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Let us now prove that Algorithm 1 indeed recovers p up to global phase.
Theorem 3.4. Let p ∈ PN , p(z) =
∑N−1
n=0 αnz
n. Then Algorithm 1 recovers p, up
to a global phase factor.
Proof. The initial if query checks on whether p is constant and returns this constant
if this is the case. In the following we assume that p is not a constant. It then follows
from Lemma 3.3 that with k and m in (3.13) we have d := deg(p) = m + k. Next,
we shall show that Algorithm 1 defines δj,k such that
δi,j = αiαj, i, j = m, . . . ,m+ k, j ≥ i. (3.19)
First of all, we have (cf. (3.11) and (3.6))
δm,m+k = fk =
d−k∑
ℓ=m
αℓαℓ+k = αmαm+k 6= 0.
If k = 0, then this proves (3.19). Let k ≥ 1. Then(
1 1
m(m+ k − 1) (m+ 1)(m+ k)
)(
αmαm+k−1
αm+1αm+k
)
=
(
fk−1
f ′k−1
)
.
And as the 2 × 2-matrix in (3.14) is the inverse of the one above, we have proved
δi,j = αiαj for j − i ≥ k − 1. If k = 1, this implies (3.19). Assume that k ≥ 2.
In the following, we shall proceed by induction. We assume that δi,j = αiαj holds
for j − i ≥ k − s, where s ≥ 1. Let us prove that δi,j = αiαj is then also true
for j − i = k − s − 1. Define n := s + 1 ≥ 2. Then, due to the algorithm, for
ℓ = m+ 1, . . . ,m+ n− 1 we have
δℓ,ℓ+k−n =
δℓ,m+k
δm,m+k
δm,ℓ+k−n =
αℓαm+k
αmαm+k
· αmαℓ+k−n = αℓαℓ+k−n.
For α and β, defined in (3.15)–(3.16), this implies
α = fk−n −
m+n−1∑
ℓ=m+1
αℓαℓ+k−n = αmαm+k−n + αm+nαm+k.
Similarly, one gets
β = m(m+ k − n)αmαm+k−n + (m+ n)(m+ k)αm+nαm+k.
Therefore, it follows from (3.17) that αmαm+k−n = δm,m+k−n and αm+nαm+k =
δm+n,m+k, and (3.19) is proved.
Since p is only unique up to global phase, we may assume without loss of generality
that αm ∈ (0,∞). Hence, if r is defined as in the algorithm (r =
√
δm,m) we see
from (3.19) that r = αm and thus αℓ = δm,ℓ/r for ℓ = m+ 1, . . . ,m+ k. Hence, the
polynomial q defined in (3.18) is a unimodular multiple of p. 
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