Technical Details in Estimating Model Coefficients
where 1, , , , , for 1, , ∑ stand for one intercept and features, and the binary outcomes are represented by 0 or 1 for 1, , ∑ . As Figure A1 shows, all records can be horizontally decomposed based on their site. Using the Newton-Raphson method 43 , which is the default in statistical software such as SAS, the maximum likelihood estimator 55 (MLE) for based on (A1) can be recursively obtained by
where is the weight vector, , Equation (A2) shows that the computation can be decomposed by records (i.e., obtained from calculation on the data that were divided according to multiple sites) in each iteration. Hence, the parameter update is composed of term each only involving data from one single site.
Technical Details in Estimating the Variance-Covariance Matrix
Maximum likelihood estimation theory 55 tells us that approaches normal distribution with mean zero and variance-covariance matrix as the sample size increases, where is the Fisher information matrix. Hence, the variance-covariance matrix for MLE can be approximated by
Equation (A3) indicates that, like finding the point estimator , the estimated variancecovariance matrix can be obtained without sharing the raw data between two sites.
Experiments to compare computing times between GLORE and LR
Note that the computation cost for GLORE model fitting is lower in both simulation studies and the clinical data studies due to the way matrix multiplication is conducted in R. Since we see in (A2) that the matrix dimension has been largely reduced from ordinary LR to GLORE, and the calculations are done in parallel at the sites, the computing time will also be reduced.
Simulated data
In this study, we choose sample total size from 1,000 to 10,000, feature numbers from 1 to 10 (including the intercept). First we simulate all features from a standard normal distribution, then simulate the response from a binomial distribution assuming log odds of the response being 1 calculated as a linear function of features with coefficients all being 1. Table A1 compares the times of running 2-site GLORE (evenly partitioning the total sample in two parts) and ordinary LR with sample sizes from 1,000 to 10,000 and 10 features. Table A2 compares the times of running GLORE and ordinary LR with sample size of 1000 and 1-10 features. We can see that GLORE can reduce computing time to half, when compared to classical LR. 
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