The ultimate goal of descriptive data mining -in fact of descriptive data analysis in general -is to gain insight in the structure of the data. While the best model may reflect all important structure of D, this is not true for a good model and algorithms often only return a good model rather than the best. Data sets, however, have many models. Different models of the same data set D highlight different aspects of the structure of D. Hence, it makes sense to consider multiple good models of D. The question is: which good models?
Introduction
The fundamental assumption in data analysis is that a data set D has a structural component and an accidental component. The structural component is to be captured by a model, while the accidental component is the data as generated from that model. In the optimal case, the structural component captures all information present in D and, thus, the accidental component contains no information at all.
Clearly, it is only the best possible model that will capture all the structure in the data. What if we do not have the best possible model? After all, even if an algorithm is proven to find the best model -which isn't true in many cases -this will only hold if all assumptions (e.g., on the data distribution) are met. That is, in practice, we often have good models rather than the best model.
In this paper we present an alternative approach to data mining that does not depend on having the best model. Rather we characterise a data set by a series of models, each of which describes some structural aspects * Universiteit Utrecht, arno@cs.uu.nl † Universiteit Utrecht, r.m.kersten1@students.uu.nl of D, but not necessarily all.
The intuition behind our approach is that a model M describes many data sets and that a data set D satisfies many models. All data sets that are described by M share the structure embodied by M , each individual data set may (and often, will) have more structure than prescribed by M . Similarly, each data set D has many models. Each such model captures some of the structure of D, D may (and often will) have more structure than prescribed by each individual model. So, to gain deeper insight in the structure of D, one should look at multiple models.
All models of D is, of course, too large a set to contemplate. Moreover, many of these models will not be very good models of D. That is, they describe only a small, uninteresting, part of the structure of D or they do not generalise very well because they overfit D. Clearly, one needs to look only at good models to understand the structure of D. The question is, of course, which good models?
In this paper we propose a solution in the case of transaction data [2] . We focus on one particular class of models, viz., code tables as introduced in [8] . Informally, a code table has two columns, the first contains item sets, the second contains codes. When a database is encoded with a code table, occurrences of the item sets in the lefthand column of the table are replaced by the corresponding code in the righthand column; both code tables and the coding process are described in detail in Section 2.
We describe the structure of D using a series of models -code tables -each of which is the best from a set of alternative models for D. This set of alternative models all have the same complexity. The complexity of a code table is the number of non-singleton item sets in its left-hand column. The intuition is that non-singleton item sets describe correlation structure in D.
To define the best model from such a set of alternatives we employ the Minimum Description Length (MDL) principle [6] . That is, from the set of all models of the same complexity we choose the one that compresses D best. MDL ensures that each such model conveys relevant structural information of D. In other words, the non-singleton item sets in the code table describe essential correlation structure in D. By varying the complexity of the sets of alternative models, we define a (partial) function from the set of natural numbers to the set of models of D. This function is a structure function, which we denote by K D to honour its relation with Kolmogorov's structure function [10] .
K D allows us to study the correlation structure of the data at different levels of granularity. Different models exhibit different parts of the structure of the data. More in particular, for small values of k, K D (k) returns code tables that explain the large scale structure of D. While for large(r) values of k K D (k) returns code tables that explain small(er) scale structure of D. Item sets that are important at one level do not have to be important at another level and vice versa.
Moreover, K D also provides insight in data from the perspective of a single items i. At any level of granularity (value for k) we can inspect the item sets in the code table -if any -in which i occurs. These item sets exhibit the essential correlations of i at this level of granularity. These correlations may -and often will -vary for different levels.
In figure 1 this is illustrated on the mammals data set. This data set consists of presence/absence records of European mammals 1 within geographical areas of 50x50 kilometres. Figure 1 depicts the item sets in which the Red Fox occurs for k ∈ {1, 16, 31}. At each location the colour signifies which item set -containing the red fox -is used to encode part of the "transaction" at that location. For k = 1 there is, obviously, only 1 non-singleton item set, which happens to contain the red fox. For k = 16, there are 5 different item sets that contain the red fox in the code table. Finally, for k = 31, there are 7 such item sets. Even without knowing the 1 The full version of the mammal dataset is available for research purposes upon request from the Societas Europaea Mammalogica. http://www.european-mammals.org item sets one can already see that the picture gets more and more detailed and that the relevant item sets vary with k. See Section 6 for more discussion and results.
Data, Models, and MDL
In this section we briefly review some preliminaries. Firstly, we recall some relevant notions from transaction databases. Next we introduce our models, i.e., code tables and show how they can be used to code and decode a database. Finally we introduce the Minimum Description Length (MDL) principle and its application to code tables and transaction databases. This section follows largely [8] , differences are pointed out explicitly.
Data
As already noted in the Introduction, we restrict our attention to transaction or item set databases [2] . The generalisation to databases with categorical data is straight forward and not discussed. In the experiments in Section 6, however, we use such categorical databases.
We are given a finite set of items, denoted by I. A transaction t over I is a set of items, i.e., t ∈ P(I); where P(I) denotes the powerset of I. A database D over I is a bag of transactions over I; D I denotes the set of all databases over I, i.e., D I = B(P(I)); where B(X) denotes the set of all bags over X.
An item set I over I is, again, a set of items, i.e., I ∈ P(I). An item set I over I occurs in a transaction t over I iff I ⊆ t. The support of an item set I over I in a database D ∈ D I is the number of transactions in D in which I occurs, i.e.,
An item set I is frequent in D ∈ D I iff its support is equal to or larger than some user-defined minimal support θ. The set of all item sets that are frequent in D ∈ D I with a minimal support of θ is denoted by F From now on we assume that I is fixed and, thus, we drop it as a subscript. Moreover, we will simply talk about databases, item sets and transactions, omitting the phrase "over I". Finally, whenever D is clear from the context, we will also drop it as subscript.
Models
As already noted in the Introduction, our models are code tables. To define these code tables we need a prefix code, i.e., a set of code words such that no code word is a prefix of another code word [10] . Denote by C the set of all finite prefix codes. A code table is then defined as follows.
Definition 2.1. Given a prefix code C ∈ C a code table CT over I and C is a two-column table containing item sets in the left-hand column and their associated codes in the right-hand column such that:
• each I ∈ P(I) and each c ∈ C occurs at most once in CT
• if both I, J ∈ P(I) occur in CT and I ⊂ J, then J occurs before I in CT .
The set of all code tables over I and C is denoted by CT I,C .
Slightly abusing notation, we will write I ∈ CT and c ∈ CT . Readers familiar with the code tables introduced in [8] should note that our definition differs subtly from those code tables. Firstly, we do not require that all singleton item sets are present in a code table. Secondly, while not part of their definition, all code tables produced by the Krimp algorithm [8] satisfy stronger restrictions on order of the item sets, e.g., based on the support of those item sets. Such restrictions do not hold for the code tables considered in this paper. Code tables are intended as models of a data set D. • compute the cover of each transaction t ∈ D
• replace each I ∈ Cover(CT, t) by its code and concatenate these codes
Decoding is easy because C is a prefix code:
• determine the codes in a code string
• take the union of the item sets that belong to these codes; this is the transaction that belongs to the code string.
Note that we follow [8] and call the code tables our models. Technically this is not correct. A model is a code table together with the Cover algorithm. Since the Cover algorithm is the same for all code tables (in a sense a "constant") we follow the terminology of [8] .
Using arbitrary codes may result in code tables that are not very characteristic of D. For the code table may assign very long codes to item sets that occur very frequently in D and very short codes to item sets that hardly occur. To eliminate such code tables as models, we require the code lengths to be optimal in the following sense.
The usage of an I ∈ CT while coding D is defined by:
Usage yields a probability distribution on the I ∈ CT :
A Shannon code for CT and D is a prefix code with:
Such a code is optimal in the sense that the encoded size of D is shortest over all code tables that have the same item set column. That is, this code compresses the database maximally given the Cover algorithm.
We can now define the code tables for a particular data set D as follows.
• the codes in CT are a Shannon code for D
The reason for the last requirement is that entries with usage D (I) = 0 contain no (positive) information about D.
As before we assume I fixed and, thus, drop it as a subscript. Moreover, since we are only interested in code-lengths rather than in the actual codes, we will also drop the subscript C.
MDL
The Minimum Description Length principle [6] can be paraphrased as the best model compresses the data best. Slightly more formal it can be stated as follows.
Given a set of models H for D, the best model H ∈ H is the one that minimises
• L(H) is the length, in bits, of the description of H, and
• L(D|H) is the length, in bits, of the description of the data when encoded with H.
Note, this is lossless compression. To make this concrete for our code tables, note that we already know the size of D given a CT for D in bits:
• encode D with CT
• sum the size of all encoded transactions
Similarly, we already know the size of the second column of CT , it is simply the sum of the code-lengths of the codes c ∈ CT . For the size of the first column, we encode each of the item sets in CT with a special code table, viz., CT D α . This code table contains the singleton item sets of P(I) (as far as they occur in D) and has a Shannon code based on usage D ({i}) = sup D ({i}) for i ∈ I. Note that this means that we can reconstruct D upto an arbitrary relabelling of the item sets. This is good since the structure of the data set should not depend on the name of the items.
The sum of the resulting size of the two columns is denoted by L(CT |D). The total size of the encoded database is thus given by: [8] , our goal is different. We want to find a set of good models, to gain more insight in the structure of D. How we attain that goal is the subject of the rest of this paper.
Sets of Models
Before we formalise our ideal set of models -i.e., the structure function -we first study the set of all models. Most importantly, we introduce and characterise a partial order on this set. This order is used in Section 4 to motivate the structure function. 
Sets of Models and Databases
Similarly, given an arbitrary code table CT we can construct a database D CT for which CT is a code table. From CT we know P(I) for each I ∈ CT . Let n be the least common multiple of the denominators of the P(I). Define D CT ∈ D as the database that has n × P(I) copies of I as transactions for all I ∈ CT . The order requirement in Definition 2.1 on the item sets in CT ensures that CT is indeed a code table of D CT . Hence, we have the following result. Because of this, the following sets are well-defined. 
Two code tables may appear as different models, while they are actually the same. That is, there exists an equivalence relation on CT . Let CT 1 , CT 2 ∈ CT , CT 1 and CT 2 are equivalent, denoted by CT 1 ≡ CT 2 , iff
• For I, J ∈ CT 1 (and thus CT 2 ),
This is indeed an equivalence relation of models as can be seen from the following result, which follows directly from the Cover algorithm.
Databases are completely characterised by their code tables.
Proof. (⇒) For I ∈ P(I), denote by CT I , the code table for D 1 that has -next to singleton item sets -I as its only non-singleton element. Then, for any D ∈ D for which CT I is a code table:
Let CT ∈ CT | D1 , the usage of I ∈ CT is a sum of supports of item sets. The supports are the same, hence, so are the usages. To make this more precise, let V I k denote the set of k−element sets consisting of item sets in CT that occur before I. Then:
Note that this theorem shows that CT | D tells us everything about D. That is, whatever structure D has, it is reflected by at least one of its code tables. In fact, a simple corollary is the following.
Just as databases are characterised by their code tables, code tables are characterised by the databases they model; upto equivalence, of course. 
If any of these J l ∈ CT 1 , CT 1 and CT 2 would have different usages for J l while coding D CT1 . Which means that CT 1 doesn't have an optimal code for J l ∈ D CT2 . Hence, none of the J l are in CT 1 . So, for each J l there are
Repeating the argument we have that CT 1 and CT 2 have the same item sets with the same usages.
To see that they have the same order for those item set pairs for which that matters, assume I, J ∈ CT 1 , CT 2 such that I ∩ J = ∅ and the order of I and J differs in CT 1 and CT 2 . Obviously, there is a D ∈ D| CT1 = D| CT2 containing the transaction t = I ∪ J. Because of t, CT 1 and CT 2 will have different usages for I and J while coding D. This is a contradiction.
Order on the Models
Some code tables are more restrictive than others: they are satisfied by smaller sets of databases. Hence, there is a natural partial order on code tables based on these associated sets.
Definition 3.2. Let CT 1 , CT 2 ∈ CT :
Since ⊆ is a partial order, so is . While the order is defined semantically, it can also be characterised syntactically. If D| CT1 ⊇ D| CT2 , CT 1 is a model of any database CT 2 is a model of. In particular, CT 1 is a model of D CT2 . This implies that CT 1 can cover each item set in CT 2 . This is an easy syntactic check on CT 1 and CT 2 .
Unfortunately, in general, this simple check alone does not guarantee that D| CT1 ⊇ D| CT2 ; after all, it is a check on the item set columns only! Let CT 1 and CT 2 be two tables which have the same left-hand column, but for each I ∈ CT 1 (so I ∈ CT 2 also) length(code CT1 (I)) = length(code CT2 (I)), i.e., CT 1 and CT 2 assign different code lengths to each of their item sets. Clearly, CT 1 can cover the item sets in CT 2 (and vice versa). However, D| CT1 ∩ D| CT2 = ∅. The problem is that the code lengths don't match.
While possible, it is quite complex to formulate a syntactic check for matching code lengths for the general case. It is far easier if we assume that CT 1 and CT 2 are models of the same data set D. In that case, the code lengths match, because they match on D. Since this is all we need, we provide the syntactic check for this special case only. Hence, we have the following result.
In other words, to get a more restrictive model of a data set, we should either extend one of the item sets or add a new item set.
An easy consequence of Theorem 3.4 is that CT D has a smallest and a largest element.
Theorem 3.5 sheds some light on the structure of CT , for an easy corollary is the following.
The Structure Function
In general, CT D α will be an under-specified model of D, while CT D ω will be an over-specified model. In other words, the series of models characterising D we are looking for should occur somewhere between these two extremes.
The syntactic characterisation of the partial order states that there are two ways to make a code table more restrictive: either extend one of its item sets or add an item set. The second way -adding an item set -suggests a natural partitioning of CT | D . Hence, we define our series to consist of the best models in the different CT | k D , where "best" is determined using MDL. That is, our structure function is defined as follows.
If there is more than one CT that achieves the minimal compression, we take the first in some (arbitrary) total
Given this definition we can state our problem as follows:
• Give an algorithm that computes K D
• Show how K D provides insight in the structure of D.
Groei
Since CT | k D is finite, K D is clearly computable. Unfortunately, this doesn't mean that it is feasible to compute 
In other words, there appears to be not enough structure on CT | D to compute K D efficiently. Hence, we introduce a heuristic algorithm to approximate K D .
The first step is that we do not consider all code tables with all possible item sets, but restrict the nonsingletons to frequent item sets. The union of all frequent item sets with the set of all singletons are our candidate item sets.
The basic algorithm is then a simple beam search on the CT | As for the name, "Groei" is a Dutch verb meaning "to grow", it is chosen in analogy with Krimp from [8] , which is also a Dutch verb meaning "to shrink". Whereas Krimp aims to reduce the number of frequent item sets, Groei aims to grow more and more complex code tables (though, in general, simpler than those produced by Krimp) to yield more insight into the structure of D.
The Krimp algorithm has an interesting feature called pruning. Whenever an item set is added successfully to the code table (i.e., it improves compression), it is checked whether the compression gets even better if one of the other item sets is removed. We decided to adopt this pruning strategy for Groei.
For Groei pruning works as follows. When Besttables k has been computed, each of these b code tables is pruned. That is we compute the subset Prune k of CT | k−1 D consisting of the code tables in Besttables k minus one of their item sets. We then compute the subset Prunewell k of Prune k consisting of those code tables that are better than (some of) the code tables in Besttables k−1 . Each of the code tables in Prunewell k is then grown again into an element of CT | k D using Generate(Prunewell k , Cand). The result of this is merged with Besttables k . Out of this set, the b best are again chosen as the "new" Besttables k and the Groei algorithm continues as before. This variant of the Groei algorithm is called Groei-p.
There are two factors that make Groei into an expensive algorithm. Firstly this is, of course, pruning since this may force to visit a far larger part of the search space. Therefore we have variants with and without pruning; Groei-p and Groei. Secondly it is the fact that we add the candidates in all possible positions in the code table. For larger code tables this can be quite costly. Therefore we have also a variant in which new item sets are always appended as the last non-singleton item set; we call this the "fast" variant to distinguish it from the "slow" variant"; its full-name is Groei-f. The rationale behind Groei-f is that if an item set should be higher up in the code table, it should have been selected earlier in the search process. Clearly, Groei-f can, of course, also be combined with pruning, this variant is refered to as Groei-fp.
Experiments
In this section we present the results of experiments with Groei on some well-known UCI data sets [3] (transformed using [4] ) as well as the mammals data set we already used in the Introduction.
First we report on experiments to test whether or not Groei and its variants delivers good code tables as well as to test the effect of the parameters.
While some of these experiments also illustrate that Groei offers more insight in the data than the best discovered model only, this is the explicit goal of our final set of experiments.
6.1 Groei: Compression Ratio's The first experiments investigates the behaviour of Groei by graphing the compression rate of Groei-f for increasing k, see figure 2 . Note that all graphs in this figure start at (0, 1), i.e., the compression rate is with regard to CT D α . The first observation is that the compression rate goes down very quickly. With just a few non-singleton item sets we already have a code table that is rather characteristic of the data. The improvements for large(r) values for k are far smaller.
The second observation is that Groei needs only a few non-singleton item sets to converge. This is even more clear in Table 1 : k and compression ratio (%) at convergence of Groei-f; beam-width = 10 and θ denotes the minimum support used computed with the same settings as in table 1.
As an aside note that we list compression ratio's rather than absolute values in bits. The reason is that Groei is not a compression algorithm like, e.g., gzip. Rather, it identifies a set of good -characteristic -item sets (code tables) through compression. Compression is not the goal, it is a means.
The Variants
The compression rate at convergence for the four variants of the Groei algorithm is given in Groei-fp, Groei is the best choice. However, Groei -fp is not that much worse, except for led7 . The run-times are, however, completely different. On the Wine data set, Groei-f takes minutes, Groei and Groei-fp take hours -Groei-fp being notably the fastest of the two -and Groei-p takes days.
Both observations are true on some other small data sets. Given these observations, we use Groei-f for the remaining experiments. code table started in a code table ranked 10th in the beam search. In fact, the majority of the non-singleton item sets for chess were at first not part of the best code table. In other words, without a beam search they would never have become part of the final best code table. As an aside, note that this also implies that Groei indeed deems different item sets important for different k. The fact that an item set is important in CT k D does not imply that it is still important in CT k+1 D . In conclusion, the small effect of the width of the beam should be interpreted as "enough is enough", rather than as implying that the beam search is not necessary.
Classification
The good compression ratio's that Groei achieves quickly are a good indicator that Groei computes code tables that characterise the data distribution well. For an independent verification of this claim we also performed some classification experiments with these code tables. The basic set-up is the same as in [9] . That is, we divided the databases according to class and ran Groei on each of these class-databases separately. Classification accuracy is then tested on an independent test set, a transaction is assigned to the class whose code table gives the best compression.
The difference with Krimp is that here we tested the accuracy for each k. The results of these experiments are given in figure 4 ; the graphs show the averages of 10-fold cross-validation.
The first observation is that just like a few nonsingleton item sets are sufficient for a good compression rate, a few non-singleton item sets are already sufficient for good accuracy; the base-line (always assign to the majority class) for Mushroom is 51.8% and for Wine it is 39.9% and the graphs are way higher.
The second observation is that in all graphs the accuracy converges very fast. The notable exception is for mushroom with a minimal support of 2500. The reason is simply that at this low-level of detail the different classes are hard to distinguish. Note that these results by no means imply that Groei induces a stateof-the-art classifier. That would be a tall order for such a naive scheme. Rather, the results reconfirm that Groei yields characteristic code tables.
More Information
The previous experiments show that Groei -and all its variants -deliver a relatively small set of code tables. Code tables that capture the data distribution rather well with just a few non-singleton item sets. This important, after all what would the use of a set of not so good models be? But, having such a just a set of good code tables is not the goal of the structure function. That goal is to have a set of good models that together provide more insight in the structure of the data.
Some of the results presented already provide some proof that Groei delivers such a set. In Figure 1 we visualised the results of Groei-f on the mammals data set with minsup = 1000 and a beam-width of 10; these settings are used for all experiments on this data set.
At k = 1 this provides a high level view, "Red fox" is in the item set { Red fox, Least weasel, Eurasian badger, Red squirrel, Roe deer, Bank vole, Eurasian pigmy shrew, Eurasian water shrew }.
At k = 16 this item set has disappeared and we find item sets such as { Red fox, Least weasel } and { Red fox, Eurasian badger, European otter }. For k = 31, we have both { Red fox, Eurasian badger } and { Red fox, European otter }. In other words, when k becomes bigger we get a more and more detailed view.
Note that it may seem paradoxical that the more detailed view is given using smaller item sets, i.e., by item sets with a larger support. However, it is not the support of an item set that matters but its usage. Moreover, larger and larger parts of the individual transactions get covered by non-singleton item sets. In Figure 5 we see the number of item sets the Red fox occurs in, the dark bars indicate the number of new item sets relative to the item sets at k − 1. For k = 2, 9, and 10, not only new item sets containing the Red fox appear, but also old ones dissappear. This can also be seen from Figure 6 , which shows the number of item sets -combined over all k -different mammals appear in; 114 non-singleton sets in total, while Table 1 lists only 48 such sets at convergence. Some mammals appear in many, some appear in just a few. The Figure 6 : The number of non-singleton item sets mammals appear in.
appearance and disappearance of item sets is illustrated in Figure 7 , which shows all non-singleton item sets that are used in the Groei-p code tables for Wine with a minimal support of 30 and a beam-width of 10. The dots indicate in which code table which non-singletons are used. The difference between k = 9 and k = 10 is especially striking. This shift also illustrates, like Figure 3 earlier, the importance of the beam-search to Groei; adding more than one "new" item set can happen because of the beam-width.
Finally, as a further illustration that increasing k means focusing on more and more detail we have Figure 8 . This figure shows the maximum, average, and minimum area covered by the mammal item sets; this area is defined by usage × size (the number of items in the set). Both the average and the minimum decrease with increasing k, exactly what one would expect for increasing detail.
Discussion
The main reason to introduce the structure function K D and the heuristic algorithm Groei was to get more insight in the structure of D than a single good model offers. The results in the previous subsection show that this goal is reached. Patterns that are important at a global scale (i.e., k is small) differ from those that one needs when one tries to understand the detailed distribution (k is high).
Both the compression ratio's and the classification results show that Groei yields good -characteristic -code tables. Moreover, the experiments show that only a few such code tables with few non-singleton item sets suffice to understand the structure; Groei converges fast. A small number of small sets means that an analyst can still inspect all models, all the more as much information is conveyed by the differences between the different code tables, as illustrated in the previous section. Finally, the differences between the various variants of Groei are small, the choice is mainly governed by the time available. The effect of the parameters is larger, with the minimal support more influential than the beam width. Again, these are choices that are mainly governed by the time available.
The Perils of Local Search
Optimising the MDL score with a theoretically better heuristic can, paradoxically, decrease the compression rates attained. It can be seen in table 3, that in some cases a bigger beam leads to slightly worse performance. This can happen when a really bad choice at k becomes a really good choice in k + 1, and thus flooding the whole beam with offsprings of the originally bad choice at k + 2. It may turn out at a later point that, had the bad choice not been considered, the results would be better. This same paradox can happen with pruning, as can be seen on the wine dataset at minsup = 30. This shows how tricky it is to do a local search algorithm on MDL optimisation problems. As shown in [1] , iteratively improving the MDL score does not necessarily lead the algorithm closer to the global optimum.
There is no way around the problem though, as a full expansion of the search space is impossible. Moreover, while the seeming paradox might happen, the tables show that it usually doesn't happen and when it does, the effect is small. 
Related work
On an abstract level all data mining research based on MDL, such as [5] , is related to the this paper. However, the goal of most, if not all, that research is to find a single good (possible best) model. Our goal is different, we want to get as much insight in the structure of the data as possible.
Closest related is Krimp [8] , its goal is to reduce the humongous set of frequent item sets into a small, manually inspectable, set. The goal of our structure function K and its approximation algorithm Groei are to provide a deeper understanding of the structure of a data set D.
Rather than computing a single code table, we compute a series of code tables. For small values of k, K D (k) returns a set of item sets that together explain as much of the global structure of D as possible. For large(r) values of k, K D (k) focuses much more on the local structure of D. Having access to both global and local structure provides more insight than having access to one only.
Clearly, one could also modify Krimp such that it outputs code tables with 1, 2, . . . , k non-singleton item sets. In fact, while computing its final code table, Krimp computes such code tables. There is a very big difference, though. Firstly because these intermediate code tables that Krimp produces strongly depend on the order in which Krimp is willing to add item sets to its code table. Secondly, once rejected Krimp will never reconsider an item set. Both are not true for Groei. Groei approximates K D (k) for all k, Krimp doesn't.
If despite these differences one would still like to compare the results of the two algorithms, Groei tends to yield smaller code tables, while Krimp tends to achieve better compression. Closest in spirit to our research is the Kolmogorov structure function [10] . This function is defined by: h x (α) = min S {log |S| : x ∈ S, C(S) ≤ α} Explaining all the details of this function is beyond the scope of this paper. We will, however, point to some similarities and differences.
Firstly, S in the definition is similar to our CT | D , i.e., it are models of x and D respectively. The difference is that a model S is a set of strings of which x is a typical element (which is not a computable notion), while CT | D simply consists of code tables for D (a computable notion). The requirement that C(S) ≤ α means that the Kolmogorov complexity (uncomputable) should not be more than α. Our restriction to CT | k D is a similar restriction (computable) on the complexity of models.
A somewhat deeper difference is that Kolmogorov's structure function can be used as a basis for MDL. In his recent book [7] , Rissanen, the founding father of MDL, does exactly this. We use MDL to define our structure function. The reason for this reversal is rather pragmatic: as data miners we require computable foundations. In fact, we have to settle for approximations for the sake of efficiency.
The advantage of Kolmogorov's structure function is that is has a number of desirable and provable properties: such as the fact that it computes the best model (for a number of different definitions of "best"). The disadvantage is that it is not computable. The advantage of our approach is that it is computable, though we still need a heuristic algorithm! The disadvantage is that we can only establish properties of Groei through experiments.
Conclusions
The most important goal of data mining is to discover the structure of a data set. In this paper we introduced a new way to achieve this goal. For a specific class of models, the code tables introduced in [8] , we introduced a structure function K D (k).
This structure function defines a series of characteristic models of the data. For small values of k, K D (k) returns code tables that explain the large scale structure of D. While for large(r) values of k, K D (k) returns code tables that explain small(er) scale structure of D. Item sets that are important at one level do not have to be important at another level and vice versa. Hence, together these models provide far more insight than one single (good) model can.
Moreover, we introduced the heuristic algorithm Groei which approximates K D (k) reasonable efficiently. With a series of experiments we showed firstly that the code tables computed Groei are characteristic of the data, both by compression ratio and by classification accuracy.
Next we performed a series of experiments to illustrate that the complete series of models computed by Groei provide more insight in the data than any of these models alone. Firstly, because different item sets are used at different granularity. Secondly, because the differences between the code tables at different levels show how the more detailed view on the data is accomplished. Finally, because these effects can also be seen for a single item i. By investigating in what nonsingleton item sets these items occur across k values, one sees what global associations are relevant from i as well as what local associations relevant. Such insight at different levels of granularity is beyond most single models.
