In many fields, a mass of algorithms with completely different hyperparameters have been developed to address the same type of problems. Choosing the algorithm and hyperparameter setting correctly can promote the overall performance greatly, but users often fail to do so due to the absence of knowledge. How to help users to effectively and quickly select the suitable algorithm and hyperparameter settings for the given task instance is an important research topic nowadays, which is known as the CASH problem. In this paper, we design the Auto-Model approach, which makes full use of known information in the related research paper and introduces hyperparameter optimization techniques, to solve the CASH problem effectively. Auto-Model tremendously reduces the cost of algorithm implementations and hyperparameter configuration space, and thus capable of dealing with the CASH problem efficiently and easily. To demonstrate the benefit of Auto-Model, we compare it with classical Auto-Weka approach. The experimental results show that our proposed approach can provide superior results and achieves better performance in a short time.
I. INTRODUCTION
In many fields, such as machine learning, data mining, artificial intelligence and constraint satisfaction, a variety of algorithms and heuristics have been developed to address the same type of problem [1] , [2] . Each of these algorithms has its own advantages and disadvantages, and often they are complementary in the sense that one algorithm works well when others fail and vice versa [2] . If we are capable of selecting the algorithm and hyperparameter setting best suited to the task instance, any particular task instance will be well solved, and our ability of dealing with the problem will be improved considerably [3] .
However, it is not trivial to achieve this goal. There are a mass of powerful and different algorithms to deal with a certain problem, and these algorithms have completely different hyperparameters, which have great effect on their performance. Even domain experts cannot easily and correctly select the appropriate algorithm with corresponding optimal hyperparameters from such a huge and complex choice space. Nonetheless, the suitable solution for the particular task instance is still desperately needed in practice. Therefore, the researchers presented combined algorithm selection and hyperparameter optimization (CASH) problem [4] , attempting to find easy approaches to help users simultaneously select the most suitable algorithm and hyperparameter setting to solve the practical task instance.
To the best of our knowledge, Auto-Weka [4] is the only approach that is capable of addressing this problem. Auto-Weka approach [4] transforms the CASH problem into a single hierarchical hyperparameter optimization problem, in which even the choice of algorithm itself is considered as a hyperparameter. Then it utilizes the effective and efficient hierarchical hyperparameter optimization technique [5] , [6] to find the algorithm and hyperparameter settings appropriate to the given task instance. While Auto-Weka approach can deal with the CASH problem effectively, it causes two fatal shortcomings.
On the one hand, the algorithm implementation is quite complicated. Auto-Weka approach requires users or researchers to implement algorithms related to the problem before making a rational choice for the task instance. There are usually a mass of related algorithms, and generally a majority of them are not open source. If users want to solve the problem well utilizing Auto-Weka approach, a great deal of algorithms should be implemented, and this is extremely difficult and laborious. On the other hand, the configuration space is quite huge. The configuration space of hyperparameters of a single algorithm can be very large and complex [7] , let alone the configuration space, which considers the choice of algorithm and hyperparameters of many algorithms, in Auto-Weka approach. Searching the optimal configuration from such a huge space is very difficult, and this makes Auto-Weka unable to obtain good result within a short time.
We observe that many research papers related to machine learning have been proposed with a great deal of experiments, which carefully analyzed the performance of many related algorithms with certain hyperparameter settings on different task instances. Such reported experiences are pretty valuable to guide effective algorithm selection and reduce the search space. Thus, we attempt to adopt these experiences to deal with the CASH problem. However, the usage brings two challenges. One the one hand, it is nontrivial to extract the experiences in the research papers to the knowledge which could be used for the automatic algorithm selection. On the other hand, with the consideration that the existing knowledge may contain various kinds of algorithm (with different time complexity), the hyperparameter decision approach should be universal. However, existing approaches only apply to some algorithms.
For the first challenge, we represent the machine learning task instances as a feature set, and model the knowledge as the mapping from the task instance to the optimal corresponding algorithm. Such mapping is constructed according to the experimental results reported in the research papers. With the consideration that different papers may report conflicting results and the experiences in papers are fragmented, we model the all the pieces of experiences as a information network, and resolve the conflicts and find such mapping with the information network. With the knowledge as experiences and the instances, we train a neural network to select the most suitable machine learning algorithm for the given task according to its features.
For the second challenge, we combine Baysian and Genetic hyperparameter optimization (HPO) approach, which are complementary and cover almost all machine learning algorithm instances. For a given algorithm, we develop the strategy to determine whether Baysian or Genetic approach should be used according to the evaluation time on a small sample.
Major contributions of this paper are summarized as follows.
• We first propose to utilize the knowledge in research papers combining with HPO techniques to solve the CASH problem, and present Auto-Model approach to deal with the CASH problem efficiently and easily. To the best of our knowledge, this is the first work to involve human experiences in algorithm selection and hyperparameter decision for data analysis. • We design the effective knowledge acquisition mechanism. The usable experience in the related papers are fragmented possible with conflict information. Our designed information integration approach and conflict resolve approach derives effective knowledge. • We design extensive experiments to verify the rationality of our Auto-Model approach, and compare Auto-Model with classical Auto-Weka approach. Experimental results show that the design of Auto-Model is reasonable, and Auto-Model has stronger ability of to deal with the CASH problem. It can provide a better result within a shorter time. The remainder of this paper is organized into four sections. Section II discusses the HPO techniques used in our proposed approach, and defines some concepts related to HPO. Section III introduces our proposed Auto-Model approach. Section IV evaluates the validity and rationality of our proposed Auto-Model, and compares Auto-Model with classical Auto-Weka approach. Finally, we draw conclusions and discuss the future works in Section V.
II. PREREQUISITES
In our proposed Auto-Model approach, the classical HPO techniques are used for some steps, including automatic feature identification, automatic neural architecture search and optimal hyperparameter setting acquisition. In this section, we introduce the HPO techniques used in Auto-Model, and define some related concepts.
A. HPO Techniques
Many modern algorithms, e.g., deep learning approaches and machine learning algorithms, are very sensitive to hyperparameters. Their performance depends more strongly than ever on the correct setting of many internal hyperparameters. In order to automatically find out suitable hyperparameter configurations, and thus promote the efficiency and effectiveness of the target algorithm, some HPO techniques [8] - [12] have been proposed. Among them Grid Search (GS) [13] , Random Search (RS) [14] , Bayesian Optimization (BO) [15] and Genetic Algorithm (GA) [16] are very famous.
GS asks users to discretize the hyperparameter into a desired set of values to be studied, and then it evaluates the Cartesian product of these sets and finally chooses the best one as the optimal configuration. RS explores the entire configuration space, samples configurations at random until a certain budget for the search is exhausted, and outputs the best one as the final result. These two techniques have one thing in common, i.e. they ignore historical observations. That is, they fail to make full use of historical observations to intelligently infer more optimal configurations. This shortcoming often makes them incapable of providing the optimal solutions within short time, since the choice space they explore is always very complex and huge, and blind search can waste lots of time on useless configurations. BO and GA, which are used in our Auto-Model approach, overcome this defect and exhibit better performance.
BO is a state-of-the-art optimization approach for the global optimization of expensive black box functions [7] . It works by fitting a probabilistic surrogate model to all observations of the target black box function made so far, and then using the predictive distribution of the probabilistic model, to decide which point to evaluate next. Finally, consider the tested point with the highest score as the solution for the given HPO problem. Many works [17] , [18] apply BO to optimize hyperparameters of expensive black box functions due to its effectiveness.
GA is a heuristic global search strategy that mimics the process of genetics and natural selection. It works by encoding hyperparameters and initializing population, and then iteratively produces the next generation through selection, crossover and mutation steps. The iteration stops when one of the stopping criteria is met, and finally the optimal individual (i.e., configuration) is treated as the solution for the given HPO problem. GA is the intelligent exploitation of random search provided with historical data to direct the search into the region of better performance in the solution space. It is routinely used to generate high-quality solutions for complex optimization problems and search problems, due to its effectiveness.
Both BO and GA add intelligent analysis for better results. However, they are appropriate in different circumstances due to their different working principles. Each time BO infers an optimal configuration, it need take quite some time to estimate the posterior distribution of the target function using Bayesian theorem and all historical data. This working principle is suitable for the HPO problems whose tested algorithm has high complexity, and thus the hyperparameter configuration evaluations are very expensive and time-consuming (far more than BO's analysis time). The reason is that only few evaluations, which may be smaller than the size of population in GA, are allowed, and BO can make more thorough analysis of historical data and thus provide better solution.
As for GA, its analysis time (not include the time cost on configuration evaluations) is very short, and it can provide a totally new population, i.e., a large number of optimal configuration candidates, after analyzing each iteration. This working principle is suitable for the HPO problems whose tested algorithm has low complexity, and thus the hyperparameter configuration evaluations are cheap and fast (far less than BO's analysis time). The reason is that a large number of evaluations are allowed, and GA can fully bring into play the advantage of genetics and natural selection, and thus find out the excellent solution. In our Auto-Model approach, we will choose to use GA or BO technique according to feature of the HPO problem.
B. Concepts of HPO
Consider a HPO problem P = (D, A, P N ), where D is a dataset, A is an algorithm, and P N = {P 1 , P 2 , . . . P n } are n hyperparameters. We denote the domain of the i t h hyperparameter P i by Λ P Ni , and the overall hyperparameter configuration space of P N as Λ P N = ΛP N 1 × . . . × Λ P Nn . We use λ ∈ Λ P N to represent a configuration of P N , and f (λ, A, D) to represent the performance score of A in D under λ. Then, the target of the HPO problem P = (D, A, P N ) is to find
from Λ P N , which maximizes the performance of A in D.
III. Auto-Model APPROACH
The target of Auto-Model approach is to efficiently provide users with the high-quality solution for a task instance, including a quite appropriate algorithm and the optimal hyperparameter setting. To achieve this goal, we need to efficiently selected a suitable algorithm for the given task instance that users want to solve, and then efficiently find a proper hyperparameter setting for the selected algorithm. With many HPO approaches for various machine learning algorithms, the optimal setting search of our system is implemented by choosing a suitable and effective HPO technique. As for the algorithm selection, we propose to leverage the existing available information to obtain an effective decision-making model, which is used to make a good algorithm choice efficiently. We observe that research papers often report extensive performance experiments, which are pretty valuable to guide effective algorithm selection. Thus, we extract effective knowledge from these reported experiences to build the effective decision-making model to reduce manpower and resource consumption.
In Section III-A, we introduce some basic concepts on the knowledge in our approach. Section III-B gives the overall framework of Auto-Model. Section III-C and Section III-D explain in detail the two main parts in Auto-Model, respectively.
A. Concepts
Task Instance. A task instance in machine learning corresponds to a dataset. For example, a task instance of the classification problem I C is a available dataset with category labels. A task instance could be described with a set of features called task instance features (TIFs for brief) for the ease of algorithm selection with Auto-Model. For different kind of task instances, TIFs may be different. Consider I C , the features may include the number of records, numerical attribute and the predefined class number in I C .
Knowledge. In the Auto-Model approach, the extracted knowledge is used for providing guidance for the algorithm selection, which aims at selecting the most optimal algorithm (OA I ) for the given task instance (I). Therefore, the knowledge required in Auto-Model is a set of pairs as the correspondence relationship between the task instance I and its optimal algorithm OA I , i.e. (I, OA I ).
Experience. Research papers may contain rich information. However, only a small share is useful for knowledge acquirement, which is called experience. The algorithm with the highest performance on I in each paper is a candidate of the OA I . To further determine OA I , the performance comparison relations among candidates are necessary. Thus, the experience required in Auto-Model is a set of quadruples (P, I, BestA P I , OtherAs P I ), where P is the paper that provide this piece of experience, I ∈ IList P is a task instance in P i , BestA P I is the algorithm with highest performance on I in P , OtherAs P I is the set of other algorithms analyzed in P with lower performance than BestA P I , and IList P is the set of task instances analyzed in P .
The reason why we need P is that there may exists conflict performance comparison relationships between two algorithms due to different experimental design or experimental errors. We can deal with these conflicts according to the reliability of papers, and thus get more reliable performance relationship, as will be discussed in Section III-C1. Fig. 1 gives the overall framework of our proposed Auto-Model with two major components: Decision-Making Model Designer (DMD) and User Demand Responser (UDR). DMD (introduced in Section III-C) selects and trains the suitable model for the algorithm selection, which contains three steps.
B. Overall Framework
The first step acquires knowledge from the paper set (introduced in Section III-C1). The second step selects suitable features from feature candidates F s to represent the task instance (introduced in Section III-C2), which is taken by the model as the input. Then in the third step, the effective model When the user inputs the task instance I to solve, the UDR part of Auto-Model provide the user with algorithm SN A(KF s(I)) and hyperparameter OHS that are well suited to the given task instance I.
is selected and trained based on the knowledge from step 1 and the features from step 2 (introduced in Section III-C3).
The UDR (introduced in Section III-D) takes the welltrained decision-making model SN A whose input contents are F s, and the task instance I as the input. It interacts with the users, and aims at responding reasonably rapidly to the user demand and providing users with the high-quality solution by making the best of the suitable HPO technique and SN A. SN A can help UDR to quickly select a suitable algorithm from large amount of choices, and thus tremendously reduce the search space. And the selected suitable HPO technique can quickly promote the performance of the selected algorithm. Their cooperation makes UDR capable of providing highquality solution within shorter time.
C. Decision-Making Model Designer (DMD)
1) Knowledge Acquiremet: Whether we want to select instance features or find the suitable fit model, the knowledge that describes the correspondence between the task instance and its optimal algorithm is necessary, since it is the basis for the rationality evaluation of the feature set and decisionmaking model.
The key points of effective knowledge extraction are complete information network building, and to design our own judgment standards of the optimal algorithm. Let Inf All denote all usable experience extracted from related papers, and RInf I be the experience related to instance I in Inf All. Then, the best algorithm of I should be among OACs={BestAs contained in RInf I }. However, to judge which one is the best, we need as many performance relations among OACs as possible for assistance. Therefore, in our knowledge acquisition problem, the complete information network is a directed graph DGraph that contains all potential performance relationships among OACs.
RInf I provides us with some performance relations. Considering a tuple (P,I,A i ,OtherAs) in RInf I , if there exists A j ∈OtherAs satisfying A j ∈OACs, then we add a directed edge A i →A j with weight Rel ij (the reliability value of paper P ). We can also apply the breadth-first search on each algorithm in DGraph to obtain other potential relationships among OACs. Now, we obtain all available performance relationships among OACs.
Note that there may exists contradictory relations in DGraph, due to the different experimental designs of different papers or the experimental errors of certain papers. We propose to use the reliability of the relations, i.e., edge weight, to handle these conflicts. We only preserve one directed edge with the highest weight. Now, we obtain a reasonable and complete information network DGraph related to I. We can acquire the optimal algorithm of I by analyzing DGraph.
The algorithm whose in-degree is 0 in DGraph is proved to have better performance on I, and we can consider it as the optimal algorithm of I, denoted by OA I . However, more than one candidates in DGraph may satisfy this condition, due to the inadequacy of the available relations. In this situation, we propose to analyze the comparison experience of each candidate, i.e., the number of algorithms that are proved to be less effective than the candidate according to RInf I and DGraph. And we select the one with the richest experience as the OA I . Thus, we obtain a piece of knowledge (I,OA I ), and acquire many such knowledge from Inf All in this way. Fig. 2 is an example of the process to acquire an piece of knowledge.
Detail Workflow. Algorithm 1 shows the pseudo code of knowledge acquisition approach. Firstly, it collects all instances in Inf All (IList) and the reliability value of each paper involved in Inf All (the index of the paper in P Rank), and initializes CRelations (Line 1-3). Then, the iteration Fig. 2 . An example of the process to acquire a piece of knowledge, i.e., the correspondence between an task instance (Wine Dataset) and its optimal classification algorithm. Suppose RInf W ineDataset is shown in (a), and the parameter information of papers involved [19] - [23] are in (b). Then, OACs = {RandomF orest, BayesN et, LDA, J48, LibSV M }, the process to obtain performance relationship among OACs are shown in (c), and (d) is the process that we determine the optimal classification algorithm (BayesNet or J48) of Wine Dataset. Note that we only consider the algorithms implemented in Weka or Sklearn library of Python in this example. 2) Instance Features Selection: In our Auto-Model approach, we select the suitable algorithm for the given task instance according to its features. An instance may have many possible features, but not all of them are correlated to the algorithm performance. Selecting features correlated to the algorithm performance to represent the instance can not only reduce the feature calculation cost, but also help algorithm selection approach to better differentiate between instances and thus be more effective. Because of these benefits, we design the algorithm to automatically select suitable task instance features from the candidate feature set denoted by F s.
Motivation. To select a suitable feature subset from F s, we should define a metric M to reasonably evaluate the quality of the selected feature subsets. Since the available information in this step is F s and the obtain knowledge as the correspondence relations CRelations={(I i ,OA Ii )|i=1,...,t}, which could be treated as a classification dataset, we have to find a method that utilizes such information to compute M .
It is known that when unrelated features are involved or correlated features are not completely considered, the performance of the classification model will be greatly affected, since much noise will cause much interference, and lacking of important features will make it hard to differentiate some records with different categories. This fact makes it feasible to utilize the known classification dataset to obtain M . We can select a classification model CM , e.g., a MLP classifier. And for each feature subset F Sub, we use the performance score of CM on the classification sub-dataset {(F Sub(I i ),OA Ii )|i=1,...,t} to assess the quality of F Sub. The higher the score is, the better F Sub is. Thus, we get M , and can find suitable instance features with the help of M .
Design Idea. According to above discussions, the problem of finding the feature subset with the highest score is transformed into a HPO problem P =(D,A,P N ) aiming RInf I ← tuples related to instance I in Inf All 6: if RInf I involves > 5 algorithms then 7:
DGraph ← build directed graph according to Relations, where (A i , A j , Rel ij ) ∈ Relations denotes a directed edge A i → A j with weight Rel ij 10:
for each node A i in DGraph, start from it and apply breadth-first search. Record all nodes visited (BF SA i ), and the minimum weight in the path from
DGraph ← if 2 nodes A i ,A j in DGraph have conflict relations, only preserve one with bigger weight 13: OACs ← nodes in DGraph with no internal edges 14: OACs ← { (A i ,|ComAs i |) | A i ∈OACs, ComAs i ={t [3] |t∈RInf I &t [2] ∈BF SA i } } 15: OA I ← an algorithm in OACs with highest score 16: CRelations ← CRelations {(I, OA I )}
17:
end if 18: end for 19: return CRelations at finding the optimal configuration of P N that maximizes the performance of A in D. In this problem, we consider {(F s(I i ),OA Ii )|i= 1, ..., t} as D, a multilayer perceptron (MLP) classifier with default structure as A, and the features in F s as hyperparameters P N . Each feature f i corresponds to a hyperparameter with two options, i.e, "True" meaning "consider f i in D" and "False" meaning "ignore f i in D". Thus, we convert the instance feature selection problem to a HPO problem P =(D,A,P N ). We can utilize the classical HPO algorithm to deal with P effectively, and finally obtain suitable instance features according to the optimal configuration of P N provided by the HPO technique. In Section II, we have pointed out that two classical and well-performed HPO techniques, i.e., BO and GA, are suit for different circumstances. Due to the fact that there are not many instances in the related research papers (generally less than 10 3 ), the dataset D in P is small, and the hyperparameter configuration evaluations in As the result, we choose to use GA to deal with P designed in this part.
Detail Workflow. Algorithm 2 shows the pseudo code of instance feature selection approach. Firstly, FeatureSelection approach designs a HPO problem P =(D,A,P N ) related to the instance feature selection (Line 1-4). Then, it applies the GA technique to deal with P and obtain an optimal configuration of P N (OptimalConf ) (Line 5). Finally, it obtains key features in F s by picking out features that are set to "True" in OptimalConf (Line 6-7).
3) Model Training: Based on the key instance features KF s and knowledge CRelations={(I i ,OA Ii )|i=1,...,t}, DMD trains the decision-making model that accurately maps KF s(I) to OA I , so as to help UDR make reasonable decisions.
Motivation. The difficulty is to ensure the precision of the model. The ability of most classification algorithms and regression algorithms to deal with the new dataset related to KF s(I) and OA I are unsure, since there has not been a theory or a study yet to explain clearly their ability to deal with different datasets, to the best of our knowledge. If we select a model from such kind of algorithms, there is a very good chance that no high-precision models will be found in the end. Therefore, we do not consider this kind of algorithms. Since Neural networks are proved to be capable of approximating any function by arbitrary precision in theory [24] , we choose to use the multilayer perception (MLP), a feedforward artificial neural network, as our fit model.
Note that the architecture of MLP has great effect on its performance. Therefore, to achieve high precision, we need to design a proper architecture for MLP. We can utilize known (KF s(I),OA I ) pairs to evaluate the quality of the architecture of MLP, and thus find a high-precision fit model under the guidance of the quality score. Design Idea. The problem of finding the proper MLP architecture with the highest score can also be transformed into a HPO problem. Consider {(KF s(I i ),OneHot'(OA Ii ))|i=1,...,t} as D 1 , a MLP regressor as A, and consider hyperparameters in TABLE II, which decide the architecture of MLP, as P N . Thus, we convert the MLP architecture search problem to a HPO problem P =(D,A,P N ).
We can utilize the classical HPO algorithm to deal with P effectively, and finally obtain a proper architecture according to the optimal configuration of P N provided by the HPO algorithm. Note that, to avoid selecting algorithms that are unable to deal with the given instance, we use OneHot'(OA I ) instead of OA I or OneHot(OA I ) as the output of MLP, and we choose to use MLP regressor instead of classifier because of this output format. Besides, note that the dataset D in P is small, and the hyperparameter configuration evaluations in P are fast and cheap. Therefore, we choose to use GA to deal with P designed in this part.
Detail Workflow. Algorithm 3 shows the pseudo code of MLP architecture search approach. Firstly, the algorithm 1 To obtain OneHot'(OA I i ), firstly change OA I i into the one hot label OneHot(OA I i ), where except for the index correspond to OA I i all other places are 0, then set the position of algorithms which cannot deal with ithe nstance I i (e.g., some classification algorithms cannot deal with the instances with neural features) into -1. 
D. User Demand Responser (UDR)
The goal of UDR, is to efficiently provide users with effective solution, including the suitable algorithm and its optimal hyperparameter setting. If UDR searches the optimal solution from a huge search space, which contains the related algorithms, the cost will be pretty large. Therefore, its first step is to prune the search space by determining a quite suitable algorithm utilizing the effective decisionmaking model obtained by DMD. Then, it only considers the selected algorithm and choose a suitable HPO technique to optimize its hyperparemeters to improve the performance. In Section II, we have analyzed that BO and GA suit for different algorithms. Selecting a suitable HPO technique according to the algorithm feature discovered with a small sample can get better hyperparameter setting within short time. In this way, UDR obtains a high-quality solution.
Detail Workflow. Algorithm 5 gives the pseudo code of UDR. UDR of Auto-Model takes: (1) an task instance I which is provided by users, (2) key features KF s and a trained MLP with a suitable architecture SN A which are the findings of the DMD, as input. It determines a suitable algorithm (SA) Algorithm 5 AutoModelUDR Approach Input: An instance I, key features KF s, and the suitable neural architecture SN A Output: An optimal algorithm SA and its optimal hyperparameter setting OHS 1: SA ← SN A(KF s(I)) # If SA has not been implemented yet, notify the user to implement it 2: P N ← the hyperparameters of SA 3: construct a HPO problem P = (I, SA, P N ) 4: OHS ← HPOAlg(P ) # HPOAlg is BO or GA. If the calculation of f (λ,SA,I) generally costs less than 10 minutes, then we set HPOAlg=GA, else, HPOAlg=BO # User can stop HPOAlg at any time, and OHS is the optimal configuration obtained so far 5: return SA, OHS for I with the help of KF s and SN A (Line 1). Then, it automatically finds the optimal hyperparameter setting (OHS) of the chosen algorithm by making full use a suitable HPO technique (Line 2-4). Finally, it provides users a reasonable solution (SA,OHS) (Line 5).
Complexity Analysis. Calculating the key features of the given instance I and running the HPO algorithm dominate the running time of UDR. The time complexity of calculating instance features is O(kd 2 ), where d is the dimension of the input instance, and the time cost by HPO techniques is determined by the users.
IV. EXPERIMENTS
In the experiments, we test the proposed approach on classification CASH problem, which aims at finding the most suitable classification algorithm with the optimal hyperparameter setting in Weka 2 for the given classification dataset (we then denote this CASH problem by CASH-Weka). We use the CASH-Weka problem to explain the rationality of our proposed Auto-Model approach (Section IV-A), and compare the effectiveness of Auto-Model and Auto-Weka approach (Section IV-B). We implement all the approaches in Python, and run experiments on a machine with an Intel 2.3GHz i5-7360U CPU and 16GB of memory.
A. The rationality of Auto-Model
We extract the knowledge Inf All from 20 research paper [19] - [23] , [25] - [39] related to classification algorithms. Considering the classification dataset features in TABLE III as F s, we construct the inputs of the DMD of Auto-Model. Note that since we aim at solving the CASH-Weka problem in the experiments, we only consider the classification algorithms 2 In the experiments, various classification algorithms should be implemented for examining the CASH techniques. To ensure the fairness of the comparison, we adopt the implementation of the classification algorithms in Weka, an open source software, which contains large amount of classification algorithms. We simplify the problem by only considering the classification algorithms implemented in Weka, and utilize the CASH-Weka problem to examine CASH techniques.
in Weka when generating Inf All. Then, we input Inf All and F s to the AutoModelDMD algorithm, and thus obtain the KF s = {f 1 , f 3 , f 5 , f 7 , f 9 , f 10 , f 13 , f 14 , f 15 , f 16 , f 19 } and SN A, a MLP with a suitable architecture, which can select the suitable classification algorithm according to the KF s values of a dataset. In the UDR of Auto-Model, for each classification dataset D, we input (D,KF s,SN A) to the AutoModelUDR approach and thus get a solution for D, i.e., a classification algorithm with a hyperparameter setting. And we can examine the effectiveness of Auto-Model approach by analyzing the solutions provided by Auto-Model approach.
Then we explain the rationality of Auto-Model approach by analyzing CRelations and SN A. In AutoModelUDR, after selecting an algorithm using SN A, the other algorithm and their hyperparameter settings will not be considered as the solution any more, and AutoModelDMD only optimizes the hyperparameters of the selected algorithm to obtain the final solution for the given dataset. This design makes Auto-Model effective, but if the algorithm selected by SN A is quite inappropriate, this design will be infeasible. Therefore, reasonable design of SN A is crucial, it has a great influence on the rationality of Auto-Model approach. Note that, CRelations is the main criterion to evaluate the quality of the SN A's architecture. If the quality of CRelations is poor, the designed SN A will also be invalid. Therefore, both CRelations and SN A have considerable influence on the rationality of Auto-Model method. In this part, we will analyze the quality of the obtained knowledge CRelations (Section IV-A1) and the effectiveness of the obtained decision-making model SN A (Section IV-A2), and thus explain the rationality of our Auto-Model.
TABLE IV shows the all classification algorithms involved in Inf All and TABLE V gives the notations commonly used in Section IV-A.
1) The Quality of Knowledge CRelations: In the DMD part of Auto-Model, after inputting Inf All to the KnowledgeAcquisition approach (Algorithm 1), CRelations={(D i , OA Di )|i = 1, . . . , 69}, which contains 69 (dataset, best algorithm) pairs, is obtained. The meaning of a pair (D i , OA Di ) in CRelations is as follows: the classification algorithm OA Di is quite suitable for dealing to the classification dataset D i . If the ability of OA Di to deal with D i is better than most of classification algorithms, then this information is valid. And if almost all pairs in CRelations are valid, then we can say that the quality of CRelations is very high. Based on this idea, we design P ORatio to quantify the quality of the CRelations. Definition 1. (Performance Over Ratio, PORatio) Consider a classification algorithm A ∈ CAList, and classification dataset D contained in CRelations. The Performance Over Ratio (P ORatio) of A on D is defined as: ORatio(A, D) is the proportion of the algorithms in CAList that are not more effective than A on D. It ranges 
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The maximum value in the variances of numeral attributes from 0 to 1, and its higher value means the stronger ability of A to solve D and the fewer number of classification algorithms that outperform A on D. P ORatio(CRelations(D), D) can measure the validity of a pair (D, CRelations(D)) in CRelations effectively. We then can utilize the average P ORatio of CRelations(D) over all classification datasets contained in CRelations to quantify the quality of CRelations.
Experimental Results. We calculate the average P ORatio of CRelations(D) over all classification datasets in The performance of A on D. We utilize GA algorithm (timelimit=10 3 s) to obtain the optimal hyperparameter setting λ of A, use the 10-fold cross-validation accuracy to calculate f (λ, A, D) and consider it as P (A, D).
P max(D)
The performance score of A, which performs the best among CAList on D, on D. P max(D)= max The optimal classification algorithm SN A selects for D CRelations, and analyze the distribution of P ORatios of CRelations(D) over all classification datasets in CRelations, results are shown in TABLE VIII and Fig. 3 . We can observe that, the validity of the pairs in CRelations is generally high, and the quality of the obtained CRelations is high. This shows that the KnowledgeAcquisition approach is effective, and it is feasible to acquire the correspondence between the instance and its optimal algorithm from the related research papers. Besides, we examine the average P ORatio and the average P of a single algorithm A ∈ CAList over all datasets in CRelations, and report the top 3 values and their correspond- This shows that the obtained CRelation is useful. It means that we can achieve higher performance under the guidance of CRelation.
2) The Effectiveness of Decision-Making Model SN A: The target of SN A is to map the classification dataset D to a classification algorithm that is best suited to D. If the solution provided by SN A, i.e., SN A(D), outperforms most of the classification algorithms, then SN A is effective and its design is reasonable. Thus, we propose to use P ORatio(SN A, D) = P ORatio(SN A(D), D) to measure the effectiveness of SN A on D, and we then can utilize the P ORatio of SN A on different classification datasets to examine the effectiveness of SN A.
Experimental Results. We record the SN A(D) and calculate the P ORatio(SN A, D), P (SN A(D), D), P max(D) and P avg(D) on different classification datasets in TA-BLE XI, results are shown in TABLE VI and TABLE VII. We can observe that, the P ORatio(SN A, D) is generally very high, and P (SN A(D), D) is always superior to P avg(D). This shows that the SN A designed by the DMD part of Auto-Model is reasonable and effective, and the design of AutoModelUDR approach is feasible. Besides, we examine the average P ORatio and the average P of a single algorithm A ∈ CAList over the classification datasets in TABLE XI, and report the top 3 values and their corresponding classification algorithms, results are shown in TABLE XII and TABLR XIII. We can find that, the overall performance of SN A(D) outperforms a single classification algorithm. This shows that the obtained SN A is effective, i.e. SN A can select quite appropriate algorithm, and thus help us achieve better performance. Two key contents of Auto-Model approach, i.e., CRelations and SN A, are proved to be reasonable and effective. Therefore, the whole design of Auto-Model approach is feasible and rational.
B. Compare Auto-Model with Auto-Weka
In this part, we examine the ability of Auto-Model approach and Auto-Weka approach to deal with the CASH-Weka problem, and thus compare their effectiveness. Notations that are commonly used in this section are shown in TABLE XIV.
For each classification dataset D used for testing, we divide it into 10 folds equally and utilize the measure f (T, D) defined in Table XIV , where T is Auto-Model or Auto-Weka, to examine the effectiveness of T . The higher f (T, D) is, Method  D1  D2  D3  D4  D5  D6  D7  D8  D9  D10  D11  D12  D13  D14  D15  D15  D17  D18  D19  D20  D21 30s the better the solution T (D) is and thus the more effective T is. We also analyze the effectiveness of Auto-Weka and Auto-Model under different time limits, results are shown in TABLE X. Note that, for each f (T, D), we calculate it 20 times, and report the average value in TABLE X. We can observe that Auto-Model can often obtain better solutions within short time (30 minutes), and the quality of the solutions provided by it improves more markedly when the time limit becomes longer (5 minutes). Let us analyze the reasons. Auto-Model can efficiently select a quite suitable classification algorithm with the help of reasonable designed SN A, and utilize the left time to find the optimal hyperparameter setting for optimizing the performance of selected algorithm, whereas, Auto-Weka considers a huge search space which contains the algorithms and their hyperparameters, and unable to find out suitable algorithms in a short time. As the comparison, Auto-Weka needs to waste much time on evaluating inappropriate classification algorithms with various hyperparameter settings. Therefore, its performance is lower than that of Auto-Model.
Overall, the design of our Auto-Model approach is reasonable. Auto-Model can provide high-quality solutions for users within shorter time, and tremendously reduces the cost of algorithm implementations. It outperforms Auto-Weka and can more effectively deal with the CASH problem. 
Notations Meaning

T (D)
The optimal algorithm with the optimal hyperparameter setting provided by T for solving D f (T, D)
The performance of T (D) on D. We use the 10-fold cross-validation accuracy to calculate f (T, D).
V. CONCLUSION AND FUTURE WORKS
In this paper, we propose the Auto-Model approach, which makes full use of known information in the research papers and introduces hyperparameter optimization techniques, to help users to effectively select the suitable algorithm and hyperparameter setting for the given problem instance. Auto-Model tremendously reduces the cost of algorithm implementations and hyperparameter configuration space, and thus capable of dealing with the CASH problem efficiently and easily. We also design a series of experiments to analyze the reliability of information derived from research papers by our proposed Auto-Model, and examine the performance of Auto-Model and compare with that of classical Auto-Weka approach. The experimental results demonstrate that the information extracted is relatively reliable, and our Auto-Model is more effective and practical than Auto-Weka. In the future works, we will try to design an algorithm to accurately and automatically extract the information we need from the research papers, and thus achieve the total automation of our Auto-Model approach. Besides, we tend to utilize our CASH technique to help users to deal with more problems, and develop a system with high usability.
