Recent work has demonstrated that, for content caching, joint design of storage and delivery can yield significant benefits over conventional caching approaches. This is based on storing content in the caches in a way that creates coded-multicast opportunities even among users with different demands. Such a coded-caching scheme has been shown to be order-optimal for a caching system with single-level content, i.e., one where all content is uniformly popular. In this work, we consider a system with content divided into multiple levels, based on varying degrees of popularity. The main contribution of this work is the derivation of an information-theoretic outer bound for the multi-level setup, and the demonstration that, under some natural regularity conditions, a memory-sharing scheme, which operates each level in isolation according to a single-level coded caching scheme, is in fact order-optimal with respect to this outer bound.
I. INTRODUCTION
Content-distribution networks (CDNs) have enabled broadband delivery of content (driven by video streaming) in the wired Internet by mirroring content in several locations, in order to bring frequently requested content closer to where it is consumed; see [1] , [2] , [3] , [4] and references therein. Cellular data traffic is also increasingly dominated by such broadband content access. Unfortunately, the CDN solution addresses the content placement aspect of the problem in isolation from the delivery scheme, offering the most gains when the local storage is large enough to store most of the popular content, and the local communication link is not a bottleneck. Therefore, in cellular networks, where the local communication link is rate-limited, there is a need to jointly design content placement with broadcast delivery.
The emerging wireless architecture (illustrated in Figure 1 ), consists of a dense deployment of wireless access points (APs) with small coverage and relatively large data rates, in combination with sparsely deployed cellular base-stations (BS) with large coverage and smaller data rates. The consequence of this emerging architecture is that a user could potentially listen to a BS as well as access several wireless APs. We envisage equipping each AP with a cache, which can be used to store part of the content without specific knowledge of future user requests. Our main goal is to design a content placement strategy at the APs, jointly with BS delivery, so that all user requests can be satisfied while minimizing the required BS transmission rate.
This work was supported in part by NSF award 1136174 and MURI award AFOSR FA9550-09-064. Additionally, the authors gratefully acknowledge support by Intel and Verizon. Recently, [5] , [6] proposed a coded caching scheme that jointly optimizes the content placement with broadcast delivery, and demonstrated a significant improvement over conventional schemes. This was enabled by content placement that creates (network-coded) multicast opportunities among users across different APs, even when they have different requests. The setup that was studied consisted of single-level content, i.e., every file in the system is uniformly demanded. However, it is well understood that content demand is non-uniform in practice, with some files being more popular than others. In this paper, we model this asymmetry with multi-level content, where we divide the entire content into discrete levels based on popularity. We then design a wireless content delivery scheme 1 for such a multi-level content structure, based on a storage, access, and delivery architecture that is motivated by the emerging heterogeneous wireless network architecture 2 . We demonstrate the approximate optimality of our design with respect to information-theoretic bounds.
The core theoretical contribution of this work is to develop an information-theoretic outer bound for such a setup, and to demonstrate that a memory-sharing scheme is order-optimal with respect to this outer bound, under some natural regularity conditions. A striking aspect of this order-optimal solution is that, in some regimes, it is better to store some less popular content without completely storing the more popular content 1 In [7] , the approach of [5] , [6] was extended to non-uniform content popularities; we compare our setup to theirs later in the section. 2 The main result of this paper focuses on the case where each user connects to a single AP. For the setting where users can access multiple APs, we refer the interested reader to [8] .
first, even when AP memory is available.
Our work is closest in spirit to [7] , [9] . The case of different file popularities was recently studied in [7] , where a single user per AP requests a file from the content according to a certain probability distribution, and where the goal is to minimize the expected BS transmission rate. A memory-sharing scheme, similar to the one considered in our work, is considered, and its performance is compared to the information-theoretic optimal. Our work differs in that we model the different file popularities as multiple levels of content and varying number of users per AP requesting files from each level. This deterministic setup allows us to optimize the splitting parameters for the memorysharing scheme, and prove a stronger result demonstrating the order-optimality of the scheme with respect to informationtheoretic lower bounds.
The caching architecture studied here is similar to the one proposed in [9] for heterogeneous wireless networks, with the small-cell or WiFi access points acting as helpers by storing part of the content. A content placement scheme was formulated and posed as a linear program. Our work differs from [9] in several aspects. We utilize the macro-cell base station broadcast to assist in content delivery, which helps improve the system performance significantly. Moreover, the performance of our scheme is compared against informationtheoretic bounds, which do not have any restrictions on the structure of the placement and delivery schemes. This paper is organized as follows. Section II discusses our problem formulation and provides some illustrative examples. We present our main result in Section III and provide a brief proof sketch in Section IV. For brevity, we skip most of the proofs here and refer the reader to [10] for the details. We illustrate our problem setup with the small example shown in Figure 2 . The BS holds files of L = 2 different popularity levels: N 1 = 2 popular files {W 1 1 , W 1 2 }, and N 2 ≥ 4 unpopular files {W 2 1 , W 2 2 , . . . , W 2 N2 }. Each file has a size of F bits. There are K = 2 APs in the macro-cell, each equipped with a cache of size M F bits whose contents are denoted by Z 1 and Z 2 . There are U = 3 users in the system.
II. PROBLEM SETUP AND FORMULATION A. A small, illustrative examplê
The system is operated in two phases. During the placement phase, each cache stores content related to the files without any prior knowledge of the user requests. Later, during the delivery phase, the users place their requests. Users 1 and 2 request popular files, say W 1 r1 and W 1 r2 respectively, and user 3 requests an unpopular file, say W 2 r3 . Furthermore, users 1 and 2 access the cache contents of AP 1 and 2 respectively, while user 3 is required to access both APs. In addition, all users can listen to a common BS broadcast X r of size RF bits, where r = (r 1 , r 2 , r 3 ) denotes the request vector. Using only the accessed cache contents and the BS transmission, each user attempts to recover their requested file.
The pair (M, R) is said to be feasible if there exists a placement scheme with normalized cache size M , such that, for every request vector r, there exists a BS broadcast transmission X r of rate no greater than R such that all the requests are satisfied. For any value of the memory size M , denote the optimal BS transmission rate over all possible schemes by
where the minimization is over all feasible strategies. For the example in Figure 2 , we illustrate the minimum achievable rate R * (M ) for every value of memory size M in Figure 3 . Let us consider the corresponding achievable scheme for the specific tuple (M, R) = (1, 3 2 ). Recall that a memory of M = 1 means that each cache can hold up to the size of one file. We split each of the popular files W 1 1 and W 1 2 into two halves:
, thus satisfying the memory size constraint. When the user requests are revealed, the BS sends a broadcast of two parts: X r = (X r 1 , X r 2 ). The first part, X r 1 = W 2 r3 , satisfies the request of user 3 for an unpopular file. The second part, X r 2 = W 1 r1b ⊕W 1 r2a , along with the accessed AP cache content, enables both users 1 and 2 to recover their requested files. Additionally, we use an information-theoretic bound to prove the optimality of the above described scheme for M = 1.
While, for this small example, we were able to derive the optimal scheme for every value of M , it is in general difficult to extend this method to networks with a larger number of caches, users, or file classes. Hence, we will instead focus on identifying order-optimal schemes, for which the achievable rate R(M ) is within a constant multiplicative factor of the optimal rate R * (M ), i.e., R(M )/R * (M ) ≤ c, where c is independent of the problem parameters. Furthermore, while our ideas extend to the case where users may access more than one AP during the delivery phase 3 , we henceforth restrict our attention to the case where each user accesses a single AP. This enables us to solely focus on the effect of multi-level content on the minimum achievable rate of the system.
In the next section, we illustrate our achievability scheme on a specific example with four levels. Later, our main result in Theorem 1 proves the order-optimality of the general scheme.
B. Example: achievability scheme
Suppose the BS holds a total of N = 62,100 files of size F bits each, divided into L = 4 levels with N 1 = 900, N 2 = 2700, N 3 = 10,500, and N 4 = 48,000 files in different levels. The four levels represent different file popularities, with level 1 consisting of the most popular files and level 4 including the least popular files. Suppose also that there are K = 25 APs, and U 1 = 25, U 2 = 16, U 3 = 7, and U 4 = 1 users accessing each AP, requesting files of levels 1, 2, 3, and 4, respectively. Finally, suppose that each AP has a cache of size M F = 3600F bits.
Given such a setup, we want to identify what should be stored in each AP cache and how the requested files should be delivered, so that the associated BS transmission rate is minimized. One natural strategy would be to allocate the entire memory of each cache to store as many popular files as possible. Since M = N 1 + N 2 in this example, this would mean storing all the files of levels 1 and 2 in each of the caches. As a result, the users requesting files from levels 1 or 2 can satisfy their demands by only accessing the corresponding APs. On the other hand, the K(U 3 +U 4 ) = 200 users requesting files of levels 3 and 4 have to rely solely on the BS broadcast. Since all these requests can be for different files, the peak BS transmission size is RF = 200F bits.
Let us now consider an alternate scheme. We partition the set of file levels {1, 2, 3, 4} into three subsets: H, I, and J. Each level i is allotted a portion α i M of each cache memory, α i ∈ [0, 1], depending on the set to which it belongs. Levels in H are assigned no cache memory (α i M = 0), and thus the corresponding requests are solely served by the BS transmission. Each level in the set J is assigned enough memory so that every cache can hold all its constituent files, i.e., α i M = N i . Finally, the remaining memory is shared among the levels in set I, so as to minimize the resulting BS transmission rate. Note that the values of the α i parameters depend on the cache memory M . The assignment of the levels to the subsets H, I, and J is done such that the levels assigned 3 We refer the reader to [8] for details of this multiple-access case. to J are more popular than the levels in I, which in turn dominate the levels in H. This ensures that more popular content is given a relatively larger portion of the cache.
For our setup with M = 3600, let H = {4}, I = {3, 2}, J = {1}, and set α 1 = N 1 /M = 0.25, α 2 = 0.35, α 3 = 0.4, and α 4 = 0. Next, we treat each level i as a separate subsystem with N i files, K APs, U i users per AP, and α i M cache memory. Each of these sub-systems has single-level content, and, as mentioned earlier, such a setup was studied in [5] . Using the coded caching scheme proposed in [5] for each of these sub-systems, the total required BS transmission rate is given by
denotes the achievable rate in a single-level system with N files, K APs, each with memory size M , and U users accessing every cache. Evaluating the rate expression for our choice of α i 's, we get a peak BS transmission size of approximately 76.4F , which is an improvement by a factor of about 2.62 over the first scheme. The scheme illustrated for the above example can be extended to the general setup by carefully choosing the subsets (H, I, J) and the memory-sharing parameters α i 's. We briefly discuss this in Section IV-A and give details in [10] .
Illustrated by the examples above, our general problem statement is as follows. Consider a caching system with a BS holding L levels of content, consisting of N 1 , . . . , N L files. There are K APs, each equipped with a cache of normalized size M , and U 1 , . . . , U L users accessing each AP with requests for a file from level 1, . . . , level L, respectively. Given such a setup, we want to characterize the minimum achievable BS transmission rate R * (M ), for any cache memory size M .
III. MAIN RESULTS
The main contribution of this paper is the proof of the order-optimality of the memory-sharing achievability scheme described above, under certain natural regularity conditions which we discuss below.
Without loss of generality, we label the content levels as {1, . . . , L} such that i < j implies that the files in level i are more popular than those in level j. Then, we make the following three assumptions regarding the levels, all of which are observed in practice. a) N i ≤ N j for i < j: This means that there are more files in a more popular level than there are in a less popular level. This is found to be true in real content distribution systems. Figure 4 , which shows the popularity profile of about 18,000 Netflix movies, illustrates this effect, with only the first 600 files or so (about 3%) having high popularity, beyond which popularities decrease following a power law. b) U i /N i ≥ q · U j /N j for i < j, q 1: This condition implies that the average number of users requesting a particular file from a level is much higher for the more popular levels. Again, this is commonly observed since there are many more user requests for a small number of popular files. c) N i ≥ KU i for all i: This represents the most relevant case where, for any level i, the number of files N i is greater than the number of users KU i simultaneously requesting them in the system.
We now present the main result of this paper.
Theorem 1. Let the regularity conditions above hold true and the number of APs K be large enough. Then the BS transmission rate R(M ) achieved by our proposed memorysharing scheme is within a constant multiplicative factor of the optimal rate R * (M ), where the constant is independent of K, {N i }, {U i }, and M . In particular, there exists a constant c > 1 such that, for all M ∈ [0, i N i ), we have
While we have not made any attempt to optimize c in our analysis, numerical results suggest that its value is quite small. For instance, in the example presented in Section II-B, the gap does not exceed 4.85 for all M . Moreover, we recognize that the gap depends on the number of levels L. However, based on empirical evidence, we strongly believe that, for typical popularity profiles, dividing the content into a small number of levels is sufficient for order-optimality. For example, Figure 5 plots the performance of the memory-sharing scheme for different choices of L, over the Netflix popularity profile illustrated in Figure 4 . As is apparent, the achievable rate is more or less constant for L ≥ 4. Formalizing this intuition will be part of our future work. Our setup, as described in Section II, assumes that the files are divided into a small, discrete set of popularity levels, and that the number of users U i accessing each level i is fixed and known a priori. In practice, what is available is not such a partition of the files, but rather a "continuous" popularity profile, which reflects, for each file, the probability that a user will request that file. Figure 4 shows such a profile for movies in the Netflix database. In these situations, we propose that the designer group the files into a small set of popularity levels ("discretizing" the popularity). Because the resulting number of levels is small, and because there is generally a large number of users, the law of large numbers will guarantee that each level will have a fixed number of users, with negligible variation. This justifies our assumption that the parameters {U i } i are fixed and known in advance. Formalizing and strengthening the connection between the continuous and discrete popularity profiles will also be part of our future work.
The proof of Theorem 1 is discussed briefly in Section IV, and is given in full in the extended version of this paper [10] .
IV. PROOF SKETCH FOR THEOREM 1

A. Achievable rate
As illustrated in Section II-B, our achievability scheme partitions the popularity levels into subsets H, I, and J, such that H contains levels with no cache memory allocation, J contains levels with the maximal cache memory allocation, and I contains the rest of the levels that optimally share the remaining memory. We refine this partition by further splitting the set I into three parts, namely (I 0 , I , I 1 ). Next, we describe how the levels are divided into the subsets H, I 0 , I , I 1 , and J, for any given cache memory size M .
To choose an appropriate such partition, we first define, for any subset A ⊆ {1, . . . , L}, the following quantities:
and then introduce the following definition.
Definition 1. For any memory M , a partition (H, I 0 , I , I 1 , J) of the set of levels {1, . . . , L} is said to be a refined M -feasible partition if it satisfies the following inequalities:
where Q i = Ni Ui for each i,M = (M − T J + V I )/S I , and β = 2/ √ q with q defined in regularity condition (b).
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Given M , we choose a refined M -feasible partition (H, I 0 , I , I 1 , J) and allocate cache memory to each level as illustrated in Section II-B. As a result, we get the following individual rates corresponding to each level:
By adding up the above individual rates, we get the achievable BS transmission rate for any refined M -feasible partition (H, I 0 , I , I 1 , J).
B. Order-optimality
The proof of Theorem 1 involves the derivation of information-theoretic lower bounds on the optimal BS transmission rate, and the bounding of the gap between them and the rate achieved by our proposed scheme. We utilize two lower bounds, a cut-set bound and a general bound, presented in Lemmas 1 and 2, respectively. The cut-set lower bound is similar to the one presented in [5] , where it had proven sufficient to establish order-optimality in the single-level setup. Lemma 1. For any level i ∈ {1, . . . , L} and v ∈ {1, . . . , KU i }, the optimal BS transmission rate must satisfy:
Lemma 2. For any disjoint sets A, B ⊆ {1, . . . , L}, any s ∈ {1, . . . , K}, and any b ∈ N + , the optimal BS transmission rate must satisfy:
Proof sketch: Consider the first s APs, and let X (k) 1 , . . . , X (k) b , with k ∈ {1, . . . , s}, denote s sets of b BS broadcasts each. We choose the sb broadcasts so that the following hold true: 1) For every level i ∈ A and each AP k, consider the U i users connected to AP k and requesting files from level i. Then, listening to the b broadcasts X (k) 1 , . . . , X (k) b , and accessing the cache content of AP k, the U i users are able to recover a total of t i files W i 1 , . . . , W i ti , where t i = min {b · U i , N i } .
2) For every level j ∈ B, consider the set of sU j users connected to any one of the s APs. Then, listening to all the sb BS broadcasts and accessing their corresponding AP's cache content, the sU j users are able to recover a total of v j files W j 1 , . . . , W j vj , where v j = min {sb · sU j , N j } .
Thus, accessing s caches of size M F bits each and sb BS transmissions of size RF bits each, the users can recover st i files per level i ∈ A and v j files per level j ∈ B. Using Fano's inequality, this yields
To understand the lemmas, we first need to introduce the concept of "effective memory". The effective memory is the part of the memory that contributes to a non-zero broadcast rate. Recall that a level j ∈ J receives a cache memory of N j , and, as a result, no information about files in level j is needed in the broadcasts. The part of the memory dedicated to J, namely j∈J N j = T J , is thus a part that contributes nothing to the broadcast. The effective memory is therefore what is left, namely M − j∈J N j . The reader will notice that, in the expressions for the achievable rate (2), the cache memory always appears as the effective memory (as M − T J ).
In the proof, we use Lemma 1 when J = φ, since the effective memory is exactly M . When J = φ, then the effective memory becomes M − j∈J N j , and this is where we need Lemma 2. Typically, we use it by choosing A = J and B = {i} for some level i / ∈ J. We then carefully choose s and b in order to get a bound of the form:
an expression that relates the rate to the effective memory.
