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reduksjon av  lekkasjestrøm  i en  laveffekts mikrokontroller. Effektforbruket  i et System on a 
Chip(SoC)  kan  deles  inn  i  dynamisk  og  statisk,  hvor  det  statiske  opptrer  som  følge  av 
lekkasjestrømmer. Denne  lekkasjestrømmen er  eksponentielt økende med nedskaleringen 
av geometrien  i CMOS.  I teknologier  fra 65nm og nedover kan det statiske effektforbruket 
væer den dominerende del av det totale effektforbruket. Dette vil  føre til at batteridrevne 











menes  en  tilstand  hvor  spenningstilførselen  til  logikken  reduseres  eller  tas  bort,  slik  at 
lekkasjestrømmen  reduseres.  Dette  arbeidet  innebærer  design  av  spenningskontroller, 


















































Først og  fremst ønsker  jeg å  takke mine veiledere, Professor  Jim Tørresen ved  Institutt  for 
Informatikk og Øyvind Janbu ved Energy Micro, for all tid dere har avsett til meg  i  løpet av 




relativt  mye  tid  til  å  plages  med  ”barnesykdommer”  som  nye  programmer  ofte  har.  




























































































Utviklingen  av  silisiumsbaserte  halvledere  kan  kalles  vår  tids  oppfinnelse  av  hjulet. 
Teknologien finner vei inn i flere og flere applikasjoner, og fører til bedre og bedre ytelse. 
Der en prosessor inneholdt rundt 2500 transistorer pr 1971, har vi i dag godt over 1 mrd 
transistorer,  som  ikke  er  større  enn  24  nm  hver. Og  utviklingen  ser  ut  til  å  fortsette. 
Gordon Moore fikk  i 1965 publisert en artikkel [4]  i Electronics Magazine hvor han kom 
med  påstanden  at  antall  transistorer  i  prosessorer  vil  dobles  annethvert  år.  Det 
innebærer også at den fysiske størrelsen på transistorene stadig må krympes. Påstanden 








transistorer  er  meget  små,  noe  som  fører  med  seg  en  stor  utfordring.  Der  hvor  en 






Lekkasjestrømmen mellom  drain  og  source,  ISUB,  i  en  transistor  kaller man  gjerne  for 
statisk  strømtrekk, mens  det  aktive  strømtrekket  kalles  dynamisk.  Faktisk  kan  det  for 
veldig små teknologier (ca 65 nm og ned) være det statiske effektforbruket som er den 
dominerende del av totalt effektforbruk, noe vi kan se av Figur 2. Det er dermed opplagt 



























       
(eq.1) 
hvor W  er  bredde  på  transistoren,  L  er  lengde,  VGS  er  gate‐source  spenning  og  VT  er 
terskelspenning. Vi ser ut  i  fra dette at  lekkasjestrømmen er eksponentialt avhengig av 
differansen mellom VGS og VT.  Så når VDD(som VGS er proporsjonalt avhengig av) og VT 
skaleres ned i takt med teknologien vil samtidig lekkasjestrømmen forverres drastisk. 
Tidligere  har  effektreduksjon  vært  nedprioritert  i  design  av  System  on  a  Chip(SoC),  til 
fordel  for elementer  som  kostnad,  areal og  timing.  I dag er effektbudsjettet en  av de 
viktigste faktorene ved design av SoC. Det jobbes hardt med problemstillinger tilknyttet 




Vi  vil  i  denne  rapporten  få  et  lite  innblikk  i  hvilke  metoder  som  er  tilgjengelig  for 
reduksjon av  statisk effektforbruk. Den metoden  som er  funnet mest  lovende, og  som 
hovedsakelig  fokuseres på  er Power Gating. Denne metoden benytter  seg  av  virtuelle 
spenningsskinner(se Figur 3), som man ved hjelp av sovetransistorer kan skru av og på. 
Man vil da i teorien kunne oppnå at VDD og VSS får samme spenning. Dette vil føre til at 
det  ikke  ligger noen  spenning over  transistorene, og  lekkasjestrømmen går mot null.  I 









Kapittel 2  i denne rapporten tar  for seg eksisterende metoder  for redusering av statisk 
strømtrekk. Vi vil også få en innføring i designutfordringer ved bruk av Power Gating, og 






som  er  nødvendig  for  å  etterlikne  bruk  av  sovemodus  i  en  FPGA  prototype  av  en 
mikrokontroller, før vi ser på implementering av UPF, som kan benyttes i et ASIC design.  




Kapittel  4  inneholder  simuleringer  for  de  endringer  som  er  utført  i  kapittel  3,  hvor 
funksjonaliteten  blir  verifisert.  Det  vil  også  vises  hvilke  besparelser  som 
implementeringene muliggjør, samt hvilke kostnader de medfører.  
 
Kapittel  5  inneholder  tall  på  mulig  effektbesparelse  ved  bruk  av  Power  Gating  i  en 























Som  nevnt  i  kapittel  1  er  problemet  med  statisk  strømtrekk  rimelig  nytt  av  dato.  Selve 
fenomenet har vært kjent lenge, men det er i den siste tiden at teknologien har nådd et nivå 
hvor det blir kritisk å komme med  løsninger  for å takle det. Flere og  flere selskaper velger 
også å satse på en ”grønn” profil, og produkter som har et minimalt effektforbruk vil derfor 
trolig bli mer og mer etterspurt i fremtiden. Dette kapittelet tar for seg tradisjonelle metoder 










et  ønske  fra  oppdragsgiver  at  maksimal  lekkasjestrøm  når  mikroprosessoren  er  satt  i 




dermed  redusere  forholdet  ( GS TV V− ),  da    øker.  Denne  metoden  kan  redusere 







Ut  i  fra  (eq.1)  er  det  klart  at  lekkasjestrømmen  kan  reduseres  ved  ikke  å  benytte 
minimumslengde på  transistorene. Men dette vil  igjen  føre  til  lavere dynamisk strøm, noe 
som  fører  til  lavere  ytelse.  Det  vil  også  medføre  større  transistorer  som  har  større  gate 
kapasitans,  som  igjen  vil  redusere  ytelsen  ytterligere.  I  tillegg  vil  det  være  en  betydelig 
arealkostnad ved bruk av lengre kanaler. Grunnet dette er ikke denne metoden særlig godt 




Dynamisk  spenningsskalering(DSS)  benyttes  hovedsakelig  for  å  redusere  dynamisk 
effektforbruk. Men denne metoden kan også benyttes for å redusere statisk effektforbruk. 
DSS  virker  slik  at  når  arbeidsprofilen  ikke  krever  maksimal  ytelse  reduseres  VDD.  Ved  å 
redusere VDD når kretsen er  inaktiv er det rapportert om  lekkasjebesparelser på 8x til 16x 
[7]. DSS  kan også  kombineres med VTCMOS  for ennå bedre  reduksjon  [8]. Bakdelen med 












ut de cellene som  ikke er timingskritiske med  lav ytelse‐ og  lekkasjeekvivalenter. Den store 












man  kan  skru  av  og  på,  og  dermed  skru  driftsspenningen  til  logikken  av  og  på.  For  ennå 











Tilfellet  hvor  sovetransistoren  plasseres  mellom  VDD  og  VVDD(virtuell  VDD)  kalles 






Super  Cut‐off  CMOS  [11].  ZigZag  Power  Gating  metoden  benytter  seg  av  både  topp  og 
bunnsvitsj.  Fordelen  med  dette  er  at  oppvåkningstiden  reduseres,  siden  de  virtuelle 
spenningsskinnene trenger kortere tid til å stabiliseres. Bakdelen med denne metoden er at 
bruk av både nMOS og pMOS krever et veldig komplisert spenningsnettverk. Spenningsfallet 
som  sovetransistorene  medfører  vil  også  kunne  bli  stort.  Super  Cut‐off  CMOS  benytter 









logikk. All  informasjon  vil da  gå  tapt  så  fremt man  ikke benytter bevarende  registre. Den 











For mer  aggressiv  reduksjon  av  statisk  effektforbruk  er  det mulig  å  benytte  seg  av  flere 
sovemodi[2][10].  Dette  realiseres  ved  å  ha  flere  spenninger  som  kan  koples  til  virtuell 
spenningsskinne. Denne metoden har  vist  seg å  kunne gi opptil 17 % ekstra  reduksjon av 
effektforbruk[2].  Siden  Power  Gating  medfører  en  tidskostnad  er  det  ikke  alltid 
hensiktsmessig  å  sette  en  blokk  til  å  sove,  da  aktivitetsprofilen  til  logikken  tilsier  at  den 
forventede sovetiden er for kort i forhold til oppvåkningstiden. Ved å kunne tilby en mindre 
reduksjon av spenningen på spenningsskinnen vil man også redusere oppvåkningstiden, og 
det  vil  kunne  være  mulighet  for  å  aktivere  soving  oftere.  Selv  om  ikke  det  statiske 
strømtrekket reduseres like mye som når man skrur driftspenningen helt av, vil det fortsatt 
være  en  forbedring  fra  å  ha  full  driftspenning.  Figur  6  gir  et  eksempel  på  ekstra 





av  spenningsmodi.  Jo  lavere  av‐  spenningen  settes,  jo  lengre  tid  vil  det  ta  for  blokken  å 
oppnå  full  driftspenning  ved  oppvåkning.  Figur  7  illustrerer  en  tidskostnad  versus 
lekkasjestrøm profil for bruk av flere sovemodi. Ved tilstanden Snore er det  lavest  lekkasje, 
men  også  størst  oppvåkningstid.  Denne  tilstanden  vil  realiseres  ved  å  skru  virtuell 
spenningsskinne, VVDD, helt av. Tilstandene Dream og Sleep har lavere oppvåkningstid, men 
også større lekkasje. Disse tilstandene realiseres ved å skru VVDD delvis av. Tilstanden Active 

























En  av  faktorene  som  kan  føre  til  effektforbruk  når  man  går  inn  og  ut  av  sovemodus  er 
forbundet med bevaring av  tilstand. Setter man en blokk  i en  tilstand hvor kritisk  innhold 
ikke  blir  bevart,  må  man  gjøre  handlinger  for  å  kunne  gjenopprette  tilstanden.  Denne 
gjenopprettningen  vil  føre  med  seg  effekt‐  og  tidsforbruk.  Det  er  ikke  alltid  at  der  er 
nødvendig å erstatte  innholdet  i registrene. Er det for eksempel snakk om sendebufferet til 
en UART kan man anta at den har fullført oppgaven sin når den går i sovemodi, og dermed 






Realisering  av  sovetransistorene  kan  skje  ved  bruk  av  to  forskjellige  framgangsmåter, 
finkornet og grovkornet. I den finkornede metoden ligger svitsjen lokalt inni hver celle. Siden 








være skrudd av  i  lengre perioder kan det være best med ekstern svitsj, som vist  i Figur 9, 
ettersom  den  har mest  effektiv  reduksjon  av  lekkasjestrømmen.  Denne  har  derimot  den 
ulempen at den krever  lang  tid, og mye energi  for å gjenopprette spenningen  til en blokk. 
























Power  Switching  Fabric  fra  Figur  10  består  typisk  av  flere  CMOS  svitsjer  som  er  plassert 
omkring  eller  inne  i  den  Power  Gatede  blokken.  Disse  blir  kontrollert  av  Power  Gating 
Controller, som i denne rapporten vil bli referert til som spenningskontroller.   
 
Hvorvidt man  skal benytte  topp‐ eller bunnsvitsjing  (Figur 5,  side 10) må  vurderes  i hvert 
enkelt tilfelle, da begge har sine fordeler og ulemper. Grunnen til at man ikke bruker begge 
er at det vil  føre til et betydelig spenningsfall, som ofte vil  føre til et ytelsestap større enn 
hva  som  er  akseptabelt.  Toppsvitsjing  benytter  pMOS  transistorer  som  sovetransistorer. 
Disse  har  mindre  mobilitet  enn  nMOS  av  samme  størrelse,  noe  som  vil  føre  til  at 
toppsvitsjing vil kreve mer areal  for å kunne  levere  samme  strøm. Fordelen er derimot at 
pMOS  har  lavere  lekkasje  enn  nMOS.  En  annen  stor  faktor  i  denne  avgjørelsen  vil  være 




”single‐well”  prosess.  Siden  nMOS  deler  substratkoplinger  på  chippen  i  en  single‐well 
prosess er det vanskelig å bruke bunnsvitsjing. Brønnisoleringen som trengs for å forhindre 
kortsluttninger  kan  gjøre  at  arealbesparelsen  av  bunnsvitsjing  forsvinner. Det  finnes  flere 
grunner til at topp celler burde benyttes, blant annet er det sterkt anbefalt at man benytter 
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Power Gated  Functional Block  kan bevege  seg  veldig  sakte  fra 1  til 0 når man  stenger  av 
blokken.  Dette  fører  til  at  utgangen  befinner  seg  ved  terskelspenningen  til  Always  On 





























For  å unngå uheldige utgangssignaler er det  viktig  at utgangene  forblir  isolert under hele 
power‐up prosessen, og at de forblir isolert til spenningen er stabilisert. Denne prosessen er 
enkel  med  isoleringscellene,  men  kan  være  noe  utfordrende  med  opptrekk‐
/nedtrekkstransistorer. Disse  løsningene  fører også med  seg  flere  andre  problemer,  blant 
annet  kan  de  være  problematisk  å  produksjonsteste.  Derfor  anbefales  det  å  benytte  de 





Signalet kan både  isoleres ved kilden  til  signalet eller ved destinasjonen.  I praksis kan det 
føre med seg noen vanskeligheter når man isolerer ved destinasjonen til signalet. Vi kan for 
eksempel se for oss at det isolerte signalet går til mer enn en blokk. Dette vil kreve isolering 
på  alle  blokkene  hvis  man  skal  isolere  ved  destinasjonen.  Det  er  derfor  ofte  mer 
arealeffektivt å isolere ved kilden. Dette vil også gjøre analyse enklere, ettersom det vil være 
mye enklere å sjekke at signalet faktisk er  isolert. Bakdelen med å  isolere  inni den sovende 
blokken er at det vil kreve en spenningskilde ekstra, ettersom isoleringscellen alltid må være 








satt  i  sovemodi.  Gjenopprettelse  av  denne  informasjonen  kan  være  både  tids‐  og 






som  er  kontinuerlig  på,  og  som  leser  tilstanden  til  blokken  som  skal  sove.  Informasjonen 
lagres  så  i  prosessorens  minne.  Motsatt  blir  den  lastet  tilbake  ved  oppvåkning.  Denne 
metoden har flere ulemper, som for eksempel at trafikken på bussen fører til et tregt skifte 
fra våken til sovemodi og motsatt. Alle registrene må også gjøres tilgjengelig på bussen, noe 
som krever endringer  i hardwarestrukturen. Den krever  i  tillegg at alle  tilstandene  finnes  i 
software,  noe  som  ikke  nødvendigvis  er  tilgjengelig.  Disse  ulempene  gjør  at  den  ikke  er 
veldig praktisk å benytte. 
 
Scankjeder  som  er  implementert  for  fabrikasjonstesting  kan  brukes  til  å  gjenopprette 
informasjonen nesten uten å øke arealet. For å  realisere dette  shifter man  scanregistrene 
som i testing, men laster utgangen til et minne med kontinuerlig spenning. Ved oppvåkning 
gjentas samme prosess men man shifter fra minnet til registrene. En utfordring med denne 
metoden er at  scankjeder  ikke blir satt  inn  før man kommer  til  syntetisering, mens det er 
nødvendig  å  kunne  feilsøke på RTL(Register  Transfer  Level) nivå,  som  er  før  syntesen.  En 
løsning på dette kan være å benytte dummy scankjeder under testing på RTL nivå. Bruk av 






Dette  skyggeregisteret  er  alltid  på,  men  har  et  lavere  effektforbruk.  Informasjonen  i 
hovedregisteret blir kopiert  til skyggeregisteret når man går  i sovemodi, og kopiert  tilbake 
etter  oppvåkning.  Denne  metoden  har  noe  arealkostnad,  typisk  20  %.  Enkelte 
bevaringsregistre bruker en spesiell type isolering mellom skyggeregisteret og det registeret 
som skal sove. I disse kan arealkostnaden være opp mot 50 %. Bruk av bevaringsregistre vil 









og metode  for gjenopprettelse av  tilstand kan man designe  spenningskontrolleren. Det er 
denne  som  styrer  rekkefølgen  blant  annet  isolering  og  bevaring  skal  inntreffe  på.  For 





Ved  avstenging  av  spenningen  vil  man  først  stoppe  klokken  i  riktig  fase  for  å  minimere 
lekkasje. Deretter setter man på  isoleringssignalet  for å sikre  trygge utgangsverdier. Signal 
for lagring av tilstanden til registrene settes så, før de registre som ikke skal bevares resettes 
slik at de våkner opp  i en  resatt  tilstand. Til  sist blir  spenningen  til blokken  satt av  slik at 
blokken blir  satt  i  sovemodi. Ved oppvåkning  vil det da  forløpe  seg  som  illustrert  i høyre 
halvdel av Figur 15.  
 









Verifikasjon  av  en  Power  Gated  krets  kan  være  en  utfordring,  ettersom  HDL  (Hardware 
Description Language)  ikke tilbyr en mekanisme for å beskrive spenningstilkoplinger på RTL 
nivå. For å simulere Power Gating må vi utvide HDL’en, enten med modifikasjon av koden 
eller med å benytte  separate  sett med kommandoer  for å beskrive  spenningskoplinger og 
spenningssvitsjing.  Et  alternativ  er  å  benytte UPF(The Unified  Power  Format),  som  er  en 
relativt  ny  standard  fra  Accellera.  UPF  tilbyr  blant  annet  mekanismer  for  å  definere  et 
spenningsdomene  og  et  sett  med  spenningsforsyninger  til  domenet.    Det  har  også 
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eller  multiplekses  når  man  er  i  test  modus.  Minimum  krav  er  at  restore  og 










Innføring  av  Power  Gating  fører  med  seg  spenningstap  og  redusert  ytelse.  Dette  er  en 
kostnad som er viktig å ta i betraktning når arkitekturen til en chip lages. Bruk av flere sove‐










skrur  av  domene  B?  Utgangen  fra  A  til  C  vil  da  bli  feil,  ettersom  den  går  gjennom  B. 
Løsningen  vil  da  bli  å  rute  signalet  en  annen  vei. Men  hadde  det  for  eksempel  vært  en 
forutsetning  at  C  måtte  være  av  for  at  B  skulle  kunne  skrus  av,  hadde  det  ikke  vært 
nødvendig. Disse  hensynene  inngår  i  Power  Routing  reglene,  og  kan  ende  opp med  å  bli 
ganske  kompliserte.  Her  tilbyr  igjen  UPF  konsise  måter  for  at  disse  reglene  skal  bli  tatt 




UPF(The  Unified  Power  Format)  er  en  HDL  standard  fra  Accellera,  som  fungerer  som  et 
tillegg  til  tradisjonelle HDL  som  VHDL  eller  Verilog. Det muliggjør  design med  hensyn  på 
effektforbruk tidlig i designprosessen, på RTL(Register Transfer Level) nivå eller tidligere. UPF 
beskriver  bare  spenningsdistribusjonen,  genererer  spenningsnett  og 
spenningsdistribusjonsobjekter.  Det  genererer  ingen  signaler.  Figur  17  illustrerer  at  UPF 











































ZPU er utviklet av Øyvind Harboe ved Zylin AS, og har en BSD  lisens  for HDL  filene. Dette 
betyr  at  den  fritt  kan  videreutvikles  og  videredistribueres  så  lenge  den  opprinnelige 




bits  timer. Det  inneholder  også  noen  ferdige  simuleringsfiler,  blant  annet  en  hello world 
simulering. Siden ZPU ikke inneholder en komplett UART skriver disse simuleringene diverse 
data  til  en  loggfil.  ZPU  kommer  i  to  versjoner,  en  standard  mikroprosessor,  og  en  liten. 
Standard  versjon  har  støtte  for  flere  funksjoner  enn  den  lille. Arealmessig  er  den  ca  18x 
større.  
 
Prosjektmappen  til  ZPU  inneholder  også  et  script  som  lar  brukeren  generere  en  VHDL 
minnefil  fra  sin  softwarekode.  Kort  forklart  kompilerer  man  koden  sin  med  ZPUs 
verktøykjede. Dette  vil  gi en  Executable and  Linking  Format(elf)  fil,  som  igjen brukes  til  å 
generere  en  binær(bin)  fil. Deretter  bruker man  det medfølgende  scriptet  for  å  generere 
minneblokkene. Disse kopieres, og settes  inn  i en av de eksisterende minnefilene. Man har 











tilstand  hvor  spenningstilførselen  til  logikken  reduseres  eller  tas  bort,  slik  at 




må utføre  for å muliggjøre disse  funksjonene. Hendelsesforløpet som  inntreffer når soving 
iverksettes  er  at  klokken  først  stoppes.  Deretter  isoleres  utgangene  til  ZPU  for  å  unngå 
effektforbruk  beskrevet  i  2.2.2.  Registrene  som  er  nødvendig  å  ta  vare  på  vil  deretter 





kunne  sette  ZPU  i  sovemodus. Denne  vil  få noen  tillegg  i de  etterfølgende  kapitler,  for  å 
støtte flere funksjoner. Kapittel 3.2 tar for seg tidsbasert soving. Dette vil si at ZPU settes til å 
sove,  og  en  timer  sørger  for  at  spenningskontrolleren  vekker  den  opp  igjen  etter  en 
forhåndsbestemt tid. Kapittel 3.3 ser på hvordan tilstanden til ZPU bevares ved soving, samt 
isolering av utangene.  Implementeringen  i dette kapittelet er gjort på en slik måte at man 
kan  lage  en  FPGA  prototyp  av mikrokontrolleren.  Kapittel  3.4  vil  vise  hvordan  forskjellige 
komponenter i en mikrokontroller kan benyttes til å initiere vekking av ZPU. I kapittel 3.5 ser 
vi på en implementering av flere sovemodi, mens vi i 3.6 ser på hvordan UPF er benyttet for 






For  å ha mulighet  til  å benytte Power Gating  til  å  skru  av  ZPU er det nødvendig med en 








laget  som  en  egen  blokk,  på  lik  linje med  for  eksempel  prosessoren,  som  plasseres  i  det 
øverste spenningsdomenet. Den vil dermed alltid ha driftsspenning. Spenningskontrolleren 
er oppbygd som en  tilstandsmaskin med  inaktiv, sove og oppvåknings  tilstand. Ved  inaktiv 
tilstand gjør den ingenting foruten å vente på at ZPU skal gi beskjed om at den vil sove. Den 
sørger  da  for  initiering  av  sekvensen  vist  i  Figur  15,  side  20.  Deretter  skrur  den  av 
spenningen(SW_VDD  eller  VVDD)  til  ZPU,  før  den  går  over  i  sovetilstand.  Merk  at 
sovetilstand her  indikerer at ZPU sover, mens spenningskontrolleren fortsatt vil være aktiv. 
Inaktiv  tilstand  i  spenningskontrolleren  indikerer  at  ZPU  er  våken.  Under  soving  vil 
spenningskontrolleren vente på ekstern  stimuli  som  tilsier at ZPU  skal vekkes,  for da å gå 









den  legges  inn  i  IO enheten til ZPU, og signalene fra den må rutes dit de er ment. Den må 
også  gis  en  egen  adresse  slik  at  skriving  til  den  blir  mulig.  Adressen  som  er  gitt 
spenningskontrolleren  er  0x80A2000.  Adressedelen  0x80A  indikerer  at  det  er  en  ekstern 
komponent (sett fra ZPU, ikke mikrokontrolleren), mens 0x2000 er IO adressen. De relevante 
data som skrives til spenningskontrolleren er  foreløpig to bit. Verdien på disse bit  forteller 
hvilken  sovemodi  som  skal  aktiveres.  Implementeringen  i  dette  kapittelet  støtter  kun  en 
sovemodus, slik at man kun kan skrive verdien 0x01. Andre verdier vil ikke gi noen respons. 










      clock_gater <= '1'; 
      if clock_gater = '1' then 
        isol <= '1'; 
        if isol = '1' then  
          retain_n <= '0'; 
          if retain_n = '0' then 
            reset_n <= '0'; 
            if reset_n = '0' then 
              pwr_req <= '0'; 
            end if; 
            
       




En av de viktigste  funksjonene  i spenningskontrolleren vil være den som sørger  for at  ikke 
oppvåkningssekvensen initieres før ZPU har oppnådd full driftspenning. Dette kan gjøres på 
to måter. Den ene er ved bruk av UPF og synteseverktøy. Denne metoden kommer vi tilbake 
til  i  kapittel  3.6. Den  andre metoden  er  ved  bruk  av  timer.  Vi  er  her  avhengig  av  å  vite 










      Power on <= ”1”; 
      Timer <= Timer + ”1”; 
      If Timer > oppladningstid then 
        Driftsspenning <= ”1”; 
        If Driftsspenning = “1” then 
          Start oppvåkningssekvens 
 
Oppladningstiden  spenningskontrolleren  implementeres  med  er  hentet  fra  simulert 




beskjed  om  at  oppvåkning  skal  skje  når  spenningskontrolleren  holder  på  å  sette  ZPU  i 





å  iverksette  soving  og  hvor  mye  lekkasjestrøm  man  sparer  per  tidsenhet.  Det  er  derfor 
brukers ansvar å påse at aktivitetsprofilen til ZPU tilsier at sovetiden forventes å være  lang 
nok  til  at  det  vil  være  en  effektbesparelse.  Mer  om  dette  i  4.9,  ”Bruk  av  sovemodus”. 
Metoden beskrevet har  to  fordeler  framfor alternativet,  som er å  vente  til ZPU har gått  i 
sovemodus, for så å vekke den opp igjen. Den første, og mest opplagte, er tidsbesparelsen. 





at  spenningsskinnene  er  slått  av må man  vente  den  tiden  det  tar  å  lade  de  opp  helt  fra 
nullnivå. Dette vil føre til at oppvåkningstiden blir den samme som i vanlige tilfeller, men det 









Som  figuren  over  indikerer  vil  oppladningstiden  være  mye  lengre  enn  utladningstiden  i 








av  brukeren  ved  hjelp  av  software  på  ZPU.  Ved  å  skrive  data  til  spenningskontrollerens 
adresse,  0x80A2000,  kan  brukeren  aktivere  sovemodus,  og  bestemme  forskjellige 

































ZPU  sover.  Oppgaven  til  timeren  når  ZPU  sover  vil  gå  ut  på  å  sammenlikne  nåværende 











For  at  timeren  skal  kunne  motta  oppvåkningstidspunktet  er  det  nødvendig  å  muliggjøre 
skriving til den, noe den  ikke har fra før. Som nevnt  i 2.4 har timeren som følger med ZPU 
opprinnelig  64  bit.  Hva  gjelder  adressering  her  er  disse  fra  før  av  delt  i  to.  De  32  mest 























Softwaren  som  ZPU  er  programmert  med  er  laget  med  programmeringsspråket  C++. 
Eksempelet under illustrerer hvordan software setter ZPU i tidsbasert sovemodus.  
 
 address = 0x080A0014;  //adresse til timer     
 *(address) = 0x02;     //sampler timer         
   
 address = 0x080A0014;  //adresse til timer         













ZPU(zpu_arch.html  på  vedlagt  CD). Den  samplede  verdien  hentes  deretter  ut  og  legges  i 
timerBuffer.  Vi  peker  så  på  adressen  til  sammenlikningsregisteret,  og  laster  inn 














ligger  lagret  i dem. Dette medfører at kritisk  innhold  i registrene til ZPU må  lagres bort før 
soving blir  initiert. Deretter må  innholdet  lastes tilbake ved oppvåkning slik at prosessoren 



















det nødvendig å vekke ZPU opp  i en bestemt tilstand. Hvis denne tilstanden er  feil vil  ikke 
ZPU klare å gjenopprette alle registrene, og vi vil få feil med programkjøringen. Derfor sørger 
reset signalet for at den blir satt i en resynkroniserende tilstand ved oppvåkning. 






resetverdi  når  ZPU  går  i  sovemodus,  for  så  å  se  om  den  klarer  å  gjenoppta  kjøringen  av 
programmet  etter  oppvåkning. Hvis  den  klarer  dette  antas  det  at  dette  ikke  er  et  kritisk 
register, og dermed ikke er nødvendig å bevare. Hvis den ikke klarer å gjenoppta kjøringen er 
det antatt at verdien av dette  registeret må bevares. Dette har  ført  til konklusjonen at de 
registre med kritisk  innhold er programtelleren(pc) og  stakkpekeren(sp). Videre analyse av 




gjenopprettet  slik  at  videre  operasjoner  blir  vellykket.  Alle  registre  som  ikke  er  bevart 
resettes  ved  oppvåkning.  Dette  gjør  at  ZPU  kan  våkne  opp  i  en  resatt  tilstand,  for  så  å 






registeret.  Dette  er  etterliknet  ved  å  lage  nye  ”skyggeregistre”  for  de  registrene  som 
trengtes å bevares. Disse mister ikke verdien sin når ZPU blir satt til å sove. 
ZPU opererer med aktiv høye signaler. Isolering er derfor realisert slik at alle utganger settes 






























toppsvitsjing  for  å  skru  av  spenningen  på  spenningsskinnene.  Hvis  man  benytter 
bunnsvitsjing  her  er  ikke  VSS  tilgjengelig  når  ZPU  sover.  Man  må  i  så  fall  gi 
isoleringsklemmene en egen  spenningstilførsel, noe  som  fører  til ekstra arealkostnad. Den 
siste  testen  i  kodesnutten  over  sjekker  om  ZPU  har  spenning  nok  til  å  holde  på 
registerverdiene.  Signalet  er  hentet  fra  spenningskontrolleren. Hvis  spenningen  er  for  lav 
ødelegges  alle  registrene,  noe  som  etterlikner  oppførselen  i  et  design  hvor  spenningen 












































nødvendig at hver enkel enhet må ha mulighet  til å vekke ZPU.  La oss  først  tenke oss en 
sensor som skal gjøre en måling hvert minutt. Det vil da være nødvendig med en timer som 
gir beskjed om å vekke den hvert minutt slik at den kan foreta målingene. Men det er også 














En  faktor  som  er  viktig  i  forhold  til  produkter  som  retter  seg  mot  forbrukere  er 
brukervennlighet.  For  å  øke  brukervennligheten  til  mikrokontrolleren  vil  det  være 
hensiktsmessig å la brukeren ha full kontroll over hvilke komponenter som skal kunne vekke 




av disse bit settes ved å velge en soveprofil, noe vi kommer mer  tilbake  til  i 3.4.2. Når de 
først er satt fungerer det slik at spenningskontrolleren lar mikrokontrolleren våkne opp ved 
ekstern  stimuli  kun hvis det  tilhørende utløserbit  er  satt. Den  vet da  at det er brukerens 




må  det  implementeres  en.  Valget  faller  her  på  miniUART,  utviklet  av  Oividu  Lupas,  fra 
opencores.org. For at denne skal kunne vekke opp ZPU når den sover er det nødvendig med 
et  kontrollsignal  som  forteller  spenningskontrolleren  når  det  er  aktivitet  på  UART.  Hvis 
brukerkonfigurasjonen  tilsier  det  skal  ZPU  vekkes  opp  til  aktiv  tilstand  når  dette  signalet 
settes,  og  kan  gå  videre  til  å  lese  dataen  som  er  tilgjengelig.    Dette  er  realisert  ved  at 
spenningskontrolleren  leser  interruptsignalet som UART bruker til å  fortelle prosessoren at 
data er tilgjengelig. Dette krever ingen endringer i arkitekturen til UART.  









Bit 4  Bit 3  Bit 2  Bit 1  Bit 0 
Pinne 
Interrupt 
UART  Timer  Sleepmode  Sleepmode 
Tabell 1 – Data til spenningskontroller 
 
Tabell  1  viser  datastrengen  som  skrives  til  spenningskontrolleren.  Vi  ser  også  hvilken 




forteller om  timeren  skal benyttes  som utløser  for oppvåkning, bit 3 velger om UART  skal 

















1  Off  On  On  On 
2  Off  On  On  Off 
3  Off  On  Off  On 
4  Off  On  Off  Off 
5  Off  Off  On  On 
6  Off  Off  On  Off 
7  Off  Off  Off  On 









hvis  man  ønsker  å  gå  i  SLEEP  modus.  Man  kan  på  samme  måte  benytte  REST  eller 
HIBERNATE, noe vi kommer tilbake til  i 3.5. Bruker man en profil som  ikke benytter seg av 





























































































Det  gjøres  oppmerksom  på  at  den  sistnevnte  tilstanden  hvor  registerinnholdet  bevares 
forutsetter  at man  benytter  SRAM,  eller  annet minne  som  ikke  trenger  oppfriskning,  for 




inn  i  spenningskontrolleren  for denne  tilstanden.  Soveprofilene beskrevet  i  kapittel 3.4 er 
tilgjengelig med alle sovemodiene implementer her.  
Denne  delen  tar  for  seg  de  endringer  som  er  nødvendig  i  spenningskontrolleren  for  å 





De  nye  sovemodiene  blir  implementert  i  spenningskontrolleren  på  lik  måte  som  den 






    if sleepdata(1 downto 0) = "01" then         .  
      sleep_requested <= '1';           
    elsif sleepdata(1 downto 0) = "10" then         
      rest_requested <= '1';         
    elsif sleepdata(1 downto 0) = "11" then 
      hibernate_requested <= '1'; 
    else  







sette  sovesignaler høyt avhengig av hvilke  instrukser den har mottatt. Sekvensene  som  så 
blir  iverksatt er  individuell  for hver av de  tre  tilstandene. Denne sekvensen er blant annet 
avhengig av hvilken spenning som påføres ZPU. Tilstanden REST er i motsetning til SLEEP og 
HIBERNATE bevarende og vi har derfor ikke noe behov for å ha med signaler for bevaring og 











data  som  blir  skrevet.  SLEEP  oppnås  ved  å  skrive  den  binære  verdien  ”xxx01”  til 
spenningskontrolleren, mens REST og HIBERNATE oppnås med å skrive ”xxx02” og ”xxx03”, 







Simuleringene  fram  til nå har  ikke benyttet seg av UPF. Dette vil vise  funksjonaliteten ved 
soving, og dermed egne seg til design av FPGA prototyp, men vil ikke fungere når spenningen 







av UPF. Forskjellen  i kodene er at  isolering,  resetting og bevaring  ikke skal  skje  i koden  til 
ASIC  designet,  men  automatisk  håndteres  av  UPF.  Konfigureringsfilen  til  ZPU  er  derfor 













spenningstilførsler  kan  vi  definere  brytere  til  domenene.  Denne  definisjonen  inneholder 
informasjon om hvilke spenningstilførsler den skal benytte, samt hvilke kontrollsignaler som 
skal styre bryteren. Bryteren kan også implementeres med kvittering for oppvåkning. Denne 
kvitteringen  kan  settes  til  å  opptre  etter  en  forsinkelse,  slik  at  man  er  sikker  på  at 
spenningen er kommet på. Et problem her er at det ikke er støtte for flere verdier på denne 
forsinkelsen,  noe  som  er  ideelt  ved  bruk  av  flere  spenninger.  Forsinkelsen  er  derfor  ikke 




verdi.  Som  tidligere  er  det  valgt  å  isolere  til  inaktiv  verdi,  ”0”. Deretter  bestemmer man 
hvilke spenningsforsyning som skal benyttes på isoleringscellene. Det er her valgt å benytte 




toppsvitsjing er dette mulig. Det gis også  valget om  isolering av  innganger, utganger eller 
begge.  Isolering  av  innganger  vil  kunne medføre  vanskeligheter  som nevnt  i 2.2.2. Det er 




at  de  skal  kunne  bevare  verdiene  sine  når  virtuell  VDD  går mot  0  Volt.  Vi  kan  her  også 
definere hva vi ønsker å bevare. Dette kan være fra registre, til hele blokker. Jamfør 3.3 er 


















































De  forskjellige domenene her er også  implementert med en  tilhørende bryter, på  lik  linje 
med bryteren til ZPU, og styres av kontrollsignaler fra spenningskontrolleren. For å forenkle 
bildet er ikke bryterne illustrert her. Hvorvidt blokkene skal implementeres med samme type 
bryter  som  ZPU;  med  støtte  for  flere  spenningsnivåer,  vil  være  en  vurderingssak. 
Begrunnelsen for å benytte flere spenningskilder er for å kunne redusere oppvåkningstiden. 
Denne  tiden  er  avhengig  av  kapasitansen  til  blokken,  som  igjen  er  proporsjonal  med 
størrelsen.  Gevinsten  med  implementering  av  en  slik  bryter  kan  derfor  være  ikke‐
eksisterende. Små blokker vil ha mindre oppvåkningstid enn store blokker, og gevinsten ved 
støtte  for  flere  spenninger  kan  være  mindre  enn  arealkostnaden  den  utvidede  bryteren 
medfører.  Det  antas  her  at  timer  og  UART  er  av  en  slik  størrelsesorden  at  flere 
spenningsalternativ for VDD ikke kan forsvares. Det antas også at oppvåkningstiden for disse 
er mindre  enn  den  oppvåkningstiden  ZPU  har  ved  tilstanden  REST. Denne  tilstanden  har 
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kortest  oppvåkningstid.  Dermed  kan  begge  settes  til  å  sove  sammen  med  ZPU  i  alle 
sovemodi. 
 
På  samme  måte  som  med  ZPU  er  det  nødvendig  å  gjøre  en  analyse  av  hvilke  registre  i 
komponentene  som  trengs  å  bevares  ved  soving.  Som  forenkling  er  det  valgt  å  anse  alle 
registre  som  kritiske,  noe  som  gjør  at  denne  analysen  ikke  er  nødvendig,  samt  at 
arkitekturen  til  komponentene  ikke  trengs  implementeres  med  resetting  av  ubevarte 




Figur  24  inneholder  ikke  alle  de  komponenter  som  tradisjonelt  vil  befinne  seg  i  en 
mikrokontroller, som for eksempel en analog til digital omformer(ADC). Slike komponenter, 
som  ikke vil benyttes som oppvåkningsstimuli, kan plasseres  i egne spenningsdomener, slik 
at de kan  settes  til å  sove  sammen med ZPU. Grunnen  til at det  ikke er en god  løsning å 
plassere  de  i  samme  domene  som  ZPU  er  at  brukeren  burde  ha  mulighet  til  å  sette  de 
forskjellige komponentene til å sove selv om ZPU er  i aktiv tilstand. Mulighet for reduksjon 






å bevare alle registre  for å  forenkle  jobben noe. Dette vil også medføre at  ingen signaler  i 
blokkene må resettes ved soving.  
Det er ønskelig at spenningskontrolleren ikke skal bli veldig kompleks. For å ha mulighet til å 
sette  flere  blokker  i  sovemodus  samtidig  som  ZPU  er  det  valgt  å  gjenbruke  de 




Dermed vil alle disse  inaktive blokker bli  satt  til å  sove  samtidig med ZPU. Et eksempel er 
illustrert under, hvor signalet for bevaring av UART settes avhengig av hvorvidt den er i bruk 
under soving.   
  If UART_trigged = ’1’ then    ‐‐UART skal ikke settes til å sove 
    U_retain_n <= ’1’;    ‐‐og sovesignalene til UART holdes inaktive 
else          ‐‐UART ikke benyttet. Skal da benytte  




Alternativet  til  metoden  beskrevet  over  er  at  hver  komponent  har  en  egen  prosess  i 
spenningskontrolleren hvor dens sovesignaler blir styrt. Bakdelen med denne metoden er at 
den vil kreve mer areal, samt vil ha et høyere statisk effektforbruk. Dette vil bli vist i 4.7 
Siden det er  sovesignalene  til  ZPU  som  tvinges  inaktiv under  testing  vil dette medføre  at 
sovesignalene til alle komponentene blir tvunget  inaktive under test. På samme måte som 
tidligere er også  styringssignalet  til alle  spenningsbryterne gjort ekstern  kontrollerbare. Vi 
har  da mulighet  til  å  skru  spenningen  på  de  forskjellige  blokkene  av  og  på  uavhengig  av 





Endringene  beskrevet  i  3.7.1  krever  ingen  ekstra  jobb  fra  software.  Det  som  derimot  er 
nødvendig med tanke på en mikrokontroller er at softwarekoden som styrer hvilke data som 
skrives til spenningskontrolleren  ligger  i et eget bibliotek. Dette vil normalt gjøres skjult for 
brukeren,  da  det  ofte  er  konfidensielt.  Derfor  er  all  kode  som  beregner  data  som 
spenningskontrolleren  plassert  i  en  headerfil.  Denne  kan  inkluderes  i  brukerens 
programkode,  og  man  har  da  mulighet  til  å  sette  ZPU  til  å  sove.  Soving  initieres  ved  at 
brukeren gir kommandoen ”sovemodus”(”soveprofil” ”sovetid”). Sovemodus er enten SLEEP, 
REST eller HIBERNATE. Soveprofil er profilene beskrevet i kapittel 3.4, mens sovetid er antall 


















Dette  fører  til  at  spenningskontrolleren  iverksetter  soving  på  feil  tidspunkt,  og  som  regel 
også  feil  sovemodus.  Grunnen  til  at  denne  glitchen  kommer  er  at  de  bit  som  tilhører 
spenningskontrolleren er aktiv når adressen er en såkalt ikke‐IO adresse. Når neste adresse 
er en IO adresse tror spenningskontrolleren at dataen på bussen er ment for den, og initierer 






gjort  ved  å  sette  klokken  inn  til  ZPU  lik  0  når  spenningskontrolleren  setter  signalet  for 
klokkegating høyt. Det som er viktig  i denne prosessen er å sørge  for at dette skjer på en 





















tre  prosesser.  Hver  av  disse  prosessene  leser  signalet  for  klokkegating  av  sin  respektive 



















for areal som er oppnådd med syntese  i dette kapittelet er  relative. De er kun ment  for å 















simuleringene kjørt  for å se at de  fortsatt  fungerer. Ettersom software som kjøres  i denne 













Figuren  over  viser  denne  simuleringen.  Alle  innganger(fem  øverste  signaler)  er  styrt  av 
testbenken,  og  vi  kan  observere  hvordan  sovesignalene  ut  ifra  spenningskontrolleren 
oppfører seg i forhold til dem. Signalet we, eller write enable, går høy når ZPU skriver data til 
spenningskontrolleren. Spenningskontrolleren kontrollerer  så den dataverdien  sleep_mode 
har, og gjør en handling ut  ifra det.  I  tilfellet over er det verdien ”0x01”  som blir  skrevet. 
Spenningskontrolleren  setter  så  de  nødvendige  signalene,  for  deretter  å  indikere  at  ZPU 







































er  kommet,  og  oppladningstiden  til  VVDD.  Effektbesparelsen  er  lik  effektforbruket  som 




viser  tall  for  effektforbruk  ved  bruk  av  transistorer  med  standard,  lav  og  høy 
terskelspenning.  Tallene  er  oppnådd  ved  hjelp  av  Cadence  RTL  Compiler.  Siden 










viser  også  dynamisk  effektforbruk.  Tallene  for  dynamisk  effektforbruk  er  estimert  av  RTL 
Compiler, og anses ikke som veldig reelle. Grunnen til dette er at de beregnes ut i fra default 
konstanter  som  beskriver  svitsjeaktivitet.  Siden  spenningskontrolleren  kun  opererer  ved 
initiering av soving og oppvåkning vil det reelle tallet være mye  lavere. For et mer nøyaktig 



















Figur  32  viser  hvordan  verdien  til  sammenlikningsregisteret  blir  skrevet  til  timeren.  Ved 
første  simuleringsmelding blir  timeren  samplet. Ved andre  simuleringsmelding blir verdien 
lest ut til minnet, og verdien som sammenlikningsregisteret skal ha blir beregnet. Ved tredje 
blir denne verdien  lagt  inn  i sammenlikningsregisteret, og ved  fjerde settes ZPU  til å sove. 
Som  vi  ser  av  verdien  til  telleren,  cnt,  ved  den  fjerde  meldingen  er  ikke  den  faktiske 
sovetiden 100000  sykluser, men nærmere 99600. Dette er på  grunn  av  at det  tar  ca 400 
klokkeperioder  fra  timeren blir samplet,  til spenningskontrolleren kan sette ZPU  til å sove. 
Dette betyr at soving med bruk av timer vil føre til en 400 klokkeperioder lengre periode før 
ZPU  settes  i  sovemodus, enn ved bruk av UART eller ekstern  interrupt  for oppvåkning. På 








er  det  ikke  ønskelig  å  redusere  størrelsen  på  telleren.  Det  vil  da  heller  kreve  et 










Figur  33  viser  hvordan  isolering  og  bevaring  inntreffer  ved  soving.  Vi  ser  at  en  utgang, 
out_mem_addr, blir  satt  lav når  signalet  for  isolering går høyt(1). Videre kan vi observere 
hvordan verdien på programtelleren blir lastet over i det tenkte bevaringsregisteret, ret_pc, 
når  signalet  for bevaring  settes  lavt(2). Andre  registre blir  resatt når  signalet  for  reset går 
lavt(3). Det øverste signalet, ZPU Power, forteller om ZPU har spenning på VDD. Som vi ser 
blir  verdien  av  registrene  ødelagt  når  spenningen  forsvinner(4),  foruten  om 
bevaringsregistrene.   
 
Figur  34  viser  hvordan  registerverdiene  blir  gjenopprettet  når  ZPU  vekkes  opp  igjen.  De 
registre som  ikke bevares vekkes opp  igjen med en  forhåndsbestemt verdi(1), når ZPU har 







Figur  35  viser  gjenomkjøringen  av  programmet  som  setter  ZPU  til  å  sove.  De 
simuleringsgenererte meldingene viser at ZPU skriver data over UART etter oppvåkning, og 
den genererte loggfilen viser at data som skrives ut samsvarer med de data softwarefilen er 





Sammenlikning av  synteseresultater  fra original ZPU, og  revidert ZPU viser at arealet øker 
med 2 % når  funksjonen  for  resetting  ved  soving  implementeres. Da det  ikke er benyttet 
synteseverktøy  med  støtte  for  UPF  i  denne  masteroppgaven  vil  vi  ikke  kunne  se 






som  er  en  økning  på  0,5  %.  Vi  kan  også  estimere  arealkostnaden  ved  bruk  av 
bevaringsregistre.  Hvis  vi  antar  at  implementeringen  gjøres  ved  bruk  av  standard 













Figuren  over  viser  resultatet  når  kommandoen  ”sleep(4,  100000)”  gis  av  brukeren. Dette 
fører  til  at  verdien  0x05,  eller  den  binære  ekvivalenten  00101,  skrives  til 
spenningskontrolleren.  Hvis  vi  sammenlikner  med  Tabell  1,  side  37,  ser  vi  at  dette  skal 








kan  motta  oppvåkningsbeskjed  fra  timer  og  interrupt(1).  Vi  ser  at  spenningskontrolleren 
setter  signalet  for  initiering av oppvåkning, wakeup_requested, høyt når det blir detektert 
eksternt interrupt. Det er også lagt inn stimuli på UART, men siden soveprofilen ikke tilsier at 
UART  skal  vekke  ZPU  opp  reagerer  ikke  spenningskontrolleren  på  det.  På  lik  linje  som 
beskrevet over er også oppvåkning ved hjelp av stimuli  fra UART verifisert. Endringer gjort 









Figur 38  viser  to nye  sovemodi. Vi  kan observere  at  tilstanden REST  ikke benytter  seg  av 
signaler  for bevaring og  resetting(1). Dette er,  som nevnt  i 3.5,  siden denne  tilstanden er 
tiltenkt  en  spenning  på  VVDD  som  bevarer  innholdet  i  vippene.  Tilstanden  HIBERNATE 
derimot er tiltenkt en VVDD som ikke bevarer innholdet i vippene, og må derfor benytte seg 





Nivåindikatoren  for  VVDD  som  ble  vist  i  kapittel  4.1  muliggjør  raskere  oppvåkning  ved 
tilstandene REST og HIBERNATE enn ved SLEEP. Dette er siden den settes til en verdi høyere 






Ved  hjelp  av  RTL  Compiler  er  det  vist  at  bruk  av  tre  sovemodi  framfor  en  vil  gi  en 
arealkostnad på ca 32 % for spenningskontrolleren. Cellearealet ved bruk av kun SLEEP var 
på  232, mens  arealet med  bruk  av  tre  sovemodi  er  på  307,  noe  Vedlegg  8  viser.  Statisk 






Den  viktigste  arealkostnaden  ved  bruk  av  flere  sovetilstander  er  den  som  følger  av  mer 
komplekse sovetransistorer. Implementering av sovetransistorer er ikke gjennomført i denne 





med  er  å  kunne  velge  sovemodi  ut  i  fra  aktivitetsprofil.  Ut  i  fra  dette  er  det  avgjort  at 













signaler  som UPF  leser  fra  spenningskontrolleren,  samt  spenningsegenskaper  innført  som 
følge av UPF konfigurasjonen. Vi observerer at  isolering og bevaring blir  registrert av UPF 








Questasim  har  noen  simuleringskommandoer  for  UPF  konfigurasjonen.  En  av  disse  er  ‐










Figur  41  illustrerer  samme  simuleringen  som  Figur  40,  men  med  fokus  på 
oppvåkningstidspunktet. Vi kan her observere oppførselen ZPU har avhengig av signalene  i 
spenningskontrolleren. Utgangen vil  frigjøres når  signalet  for  isolering  tas bort(1), bevarte 
registre  får tilbake verdien sin når signalet  for bevaring  inntreffer(2), og andre registre blir 
holdt i resatt tilstand så lenge signalet for reset er lavt og spenningen er på.  
 
Som nevnt  i  innledningen til dette kapittelet er  ikke sovetransistorer  implementert  i denne 
masteroppgaven. Dette skyldes at synteseverktøy med støtte  for UPF viste seg vanskelig å 
anskaffe.  De  synteseverktøy  som  er  benyttet  støtter  Cadences  laveffekts 
konfigureringsspråk,  CPF.  Det  er  ikke  valgt  å  prioritere  oversettelse  fra  UPF  til  CPF,  da 
erfaring  viser  at dette  kan  være  tidskrevende. Arealkostnader  forbundet med UPF/CPF er 
derfor  estimater  og  antakelser.  Estimater  for  arealkostnad  forbundet  med  isolering  og 










Vi  vil  her  se  på  simuleringer  av  et  litt  større  system,  for  å  få  en  indikator  på  hvordan 
maksimal  statisk  effektbesparelse  kan  realiseres  i  en  mikrokontroller.  Alle  inaktive 
komponenter  blir  da  satt  til  å  sove  samtidig  som  ZPU.  Arkitekturen  til  de  forskjellige 





Figuren  over  viser  resultatet  ved  soveprofil  4  og  sovemodusen  SLEEP.  Denne  profilen 
benytter bare timer og ekstern interrupt som oppvåkningsstimuli, noe som vil si at UART ikke 
er  i bruk. Som  forklart  i kapittel 3.7 vil da spenningskontrolleren  registrere dette, og sette 
UART  til  å  sove  sammen  med  ZPU.  Simuleringen  over  viser  at  kontrollsignalene  for 
sovesekvensen blir videredistribuert til UARTs sovesignaler(1), men sovesignalene til timeren 




Begrunnelsen  for  å  benytte  seg  av  selektiv  framfor  full  Power  Gating,  som  beskrevet  i 
innledningen til kapittel 2.2, er at det vil muliggjøre større reduksjon av statisk effektforbruk. 




UART,  samt en ekstern pinne  for oppvåkning. Tallene  for opprinnelig  statisk effektforbruk 










ZPU  165433nW  ~165433nW  660nW 
Timer  5511nW  8081nW  32nW 
UART  15521nW  ~15521nW  62nW 
Spenningskontroller  ‐‐  1319nW  ‐‐ 
Tabell 4 – Effekttabell 
 
Som  tabellen  over  viser  oss  er  det mulighet  for  stor  statisk  effektbesparelse  ved  bruk  av 
Power  Gating.  La  oss  sammenlikne  bruk  av  Power  Gating  med  den  mer  tradisjonelle 
metoden  for  dynamisk  effektbesparelse,  klokkegating.  Ved  klokkegating  vil  ikke  statisk 
strømtrekk bli redusert, noe som vil si at systemet har et statisk effektforbruk  lik 186 µW. 






aktiv. For en komplett mikrokontroller vil disse  tallene være  større, da  flere komponenter 
innføres.  Total  besparelsesfaktor  for  hele  systemet  vil  da  også  bli  større,  ettersom 
lekkasjebidraget fra spenningskontrolleren vil utgjøre en mindre andel.  
 
Alternativet  til  å  implementere  spenningskontrollen  med  videredistribuering  av 
sovesignalene  som  ZPU  benytter  er  å  ha  en  egen  prosess  for  hver  komponent.  Denne 
prosessen sjekker da om data inn til spenningskontrolleren tilsier at den skal aktiveres. Dette 
vil medføre en  større  arealkostnad.  Syntese  av en  spenningskontroller designet på måten 
beskrevet over indikerer at den vil få en arealøkning på ca 10 % for hver ekstra komponent 













































Tallene  baserer  seg  på  de  arealkostnader  beskrevet  i  tidligere  kapittel.  Kostnad  for 
implementering  av  sovetransistorer  er  også  inkludert.  Det  antas  av  ZPU  benytter  tre 
sovemodi, men  timer og UART benytter  seg av en. Tallene  i  tabell 4 viser at  for  systemet 








[10],  samt egne matematiske beregninger.  [10]  viser at en effektbesparelse med  faktoren 
250  er  mulig  ved  bruk  av  Power  Gating  for  90nm  teknologi,  og  det  er  denne  faktoren 
besparelsen  for  SLEEP  benytter  seg  av.  Vi  vil  dermed  anta  at  faktoren  er  lik  for  45nm. 
Spenningsverdier for VVDD ved REST og HIBERNATE ble gitt i 4.5. Ved bruk av (eq. 1) kan vi 
da beregne  statisk effektforbruk  ved disse modi, ut  ifra de  synteserapporter  som er gitt  i 
Vedlegg 9.  Denne utregningen finnes i Vedlegg 12.  
 














For  å  beregne  korrekt  oppvåkningsforsinkelse  for  ZPU  er  det  nødvendig  å  vite  maksimal 




En  enklere,  men  mer  unøyaktig  metode  for  estimering  er  å  anta  at  kapasitansen  er 
proporsjonal med arealet. Hvis vi tar for oss enkle porter slik som NAND2, NOR2 og invertere 
kan vi se på hvor stor del av arealet de utgjør, for så å regne ut hva kapasitansen ville vært 
hvis alt arealet besto av disse portene. Maksimal kapasitans  sett  fra VDD vil være  tilfellet 




kapasitansen  medfører  da  at  maks  kapasitans  på  VDD  vil  være  på  ca  145000  C.  I  følge 
databladet  til  45nm  cellebibliotek  som  er  benyttet  inngangskapasitansen  på  en  inverter 
0,45fF. Siden gatekapasitansen på en inverter er 3 C får vi da at C er lik 0,15fF. Dette gir en 
faktisk maksimal  kapasitans  sett  fra VDD  på  ca  21,5pF. Da  denne  estimeringsmetoden  er 
unøyaktig er det  viktig å ha god  feilmargin.  Så  lenge den  faktiske  kapasitansen er mindre 
eller lik den beregnede er det ikke noe fare, men i motsatt tilfelle vil oppladningsforsinkelsen 
som  spenningskontrolleren  opererer  med  bli  for  liten.  Vi  risikerer  da  å  initiere 
oppvåkningssekvensen før driftsspenning er oppnådd, og feil kan oppstå. For å ta høyde for 
andre  kapasitanser,  som  for  eksempel  brønnkapasitanser,  velges  det  å  skalere  maks 
kapasitans sett fra VDD opp med en faktor på 10, slik at verdien blir 215pF. Effektforbruket 














For  effektiv  bruk  av  soving  er  det  nødvendig  å  vite  hvor  lenge  blokken må  befinne  seg  i 
sovemodus  for at det  skal medføre en effektbesparelse. Denne  tiden, Tnull, er avhengig av 
statisk effektbesparelse per tidsenhet ved bruk av Power Gating, og effektforbruk  inn og ut 
av  sovemodi.  De  tre  sovemodiene  vil  som  tidligere  nevnt  ha  forskjellige 
oppvåkningsforsinkelser,  effektforbruk  ved  oppvåkning  og  lekkasjebesparelse.  Dette 























SLEEP  164750  130  789ns 
HIBERNATE  124083  74  569ns 

























Som  vist  i  kapittel  4  er det noe  arealkostnad  forbundet med muliggjøring  for  soving  i  en 
mikrokontroller. Som eksempel velger vi å se på et system bestående av ZPU, UART og timer. 
Det  totale  cellearealet  for  dette  systemet  er  opprinnelig  ca  9450.  Ved  de modifikasjoner 











de  enkelte  komponentene.  Dette  er  grunnet  innføring  av  en  spenningskontroller,  som 






%  i  forhold  til  bruk  av  en. Det  er  vist  at  bruk  av  flere  sovemodi  har  en  betydelig  større 













32nm  0,9  42 % 49 % 
45nm  0,5  33 % 38,5 % 







Som vi  ser av  tabellen  forsvinner  fortjenesten med  flere  sovemodi ved  større geometrier. 
Siden  arealkostnaden  vil  være  den  samme  uansett  geometri,  vil  det  ikke  være 
hensiktsmessig å implementere støtte for tre sovemodi i større geometrier. Hvor grensen vil 
gå  er  en  vurderingssak  i  de  forskjellige  situasjoner.  Dersom  designeren  anser  det  som 
hensiktsmessig  med  en  arealkostnad  på  20  %  ekstra  for  å  kunne  redusere  det  totale 
effektforbruket  med  1  %  så  er  det  mest  sannsynlig  det.    Hvis  vi  tenker  oss  at 






bruk  av  sovemodus  skal  være  effektbesparende.  I  tillegg  må  det  vurderes  om 
oppvåkningsforsinkelsen er akseptabel.  
 
  Aktiv  REST  HIBERNATE SLEEP 
Virtuell VDD  1,1V  0,72V  0,27V  0V 




































bevaring  og  isolering  er  utført  slik  som  beskrevet  i  kapittel  3.3,  hvor  også  ødelegging  av 
registre  er  implementert,  er  for  å  kunne  lage  en  FPGA  prototyp.  Det  samme  gjelder 
implementering  av UART.  Siden denne  ikke har  spenningsdomener er det  gjort endringer 
som etterlikner den oppførselen som vil opptre ved bruk av Power Gating  i et ASIC design. 
Grunnen  til  dette  er  at  produksjon  av  ASIC  er  meget  kostbar.  Ved  å  benytte 














Som  nevnt  i  kapittel  4  er  ikke  sovetransistorene  implementert.  Det  vil  være  veldig 
interessant å sammenlikne implementeringer med toppsvitsjing og med bunnsvitsjing, samt 
soveceller som kreves for bruk av flere sovemodi. Både den totale arealkostnaden, men også 
arealkostnaden som  isoleringscellene krever  for å ha VSS  tilgjengelig. Denne  rapporten  tar 
ikke  for  seg  ytelsestap  som  følge  av  spenningstap  over  sovetransistorer,  men  antar  at 
sovetransistorene  er  optimalisert  av  utleggsverktøyet.  Ut  i  fra  resultater  fra  [10]  er  det 




Spenningskontrolleren  er  kun  aktiv  i  perioden  rett  før  soving,  og  rett  etter.  I  de  andre 
periodene  vil den  føre  til  et økt dynamisk  effektforbruk når  klokken endres. Det  vil  være 

















1  Off  On  On  On 
2  Off  On  On  Off 
3  Off  On  Off  On 
4  Off  On  Off  Off 
5  Off  Off  On  On 
6  Off  Off  On  Off 
7  Off  Off  Off  On 
8  On  On  On  On 
9  On  On  On  Off 
10  On  On  Off  On 
11  On  On  On  Off 
12  On  Off  On  On 
13  On  Off  Off  Off 





Slik  nivåindikatoren  beskrevet  i  3.5  fungerer  nå  vil  den  kun  fungere  når  den  har  en 
klokkehastighet  på  100MHz.  Denne  er  nødt  å  endres  slik  at  frekvensen  er  en  faktor  i 








eller skrus av  for reduksjon av  lekkasjestrøm,  i et system bestående av en mikroprosessor, 
UART  og  timer.  En  spenningskontroller  for  kontroll  av  soveegenskaper  er  designet,  og 
metoder for bevaring av tilstander, og isolering av utganger er vurdert. Det er også foreslått 
strategier  for maksimal besparelse av  statisk effektforbruk  i  systemet  som er benyttet. På 
bakgrunn av disse observasjoner er det mulig å si at bruk av Power Gating som metode for 
effektreduksjon  i en mikrokontroller kan være svært  lønnsomt. Det er vist at  for systemet 
beskrevet i denne rapporten er det mulig å redusere statisk effektforbruk med en faktor på 
ca 90. Selv om statisk effektreduksjon på de enkelte komponenter er med en faktor på 250, 








av  hvor  stor  del  av  totalt  effektforbruk  som  er  statisk.  Ved  større  geometrier  utgjør  det 






på  30 %,  og  øke  til  ca  50 %  ved  bruk  av  tre  sovetilstander  for mikroprosessoren. Denne 

















































































































































int sleepdata = 0x01;          //verdi for sleep 








if (sleepmode== 1 || sleepmode==3 || sleepmode==5 || sleepmode==7){       
  sleepdata=sleepdata+0x10; }   
if (sleepmode== 1 || sleepmode==2 || sleepmode==3 || sleepmode==4){       
                                    //kun nødvendig å skrive til timeren når i bruk 
  address = 0x080A0014;       // Peker på adressen til timeren. 
  *(address) = 0x02;         //timeren skal bli samplet når bit[1] er lik 1. 
  address = 0x080A0014;         
  timerBuffer = *(address);      // Deretter leses verdien til timeren ut   
  NewTimerBuffer = timerBuffer + sleeptime + 400; 
  address = 0x080A0018;       // Peker på adressen til sammenlikningsregisteret 
  *(address) = NewTimerBuffer;      //Skriver oppvåkningstidspunkt 
} 
address = 0x080A2000;         //Peker på adressen til spenningskontrolleren 













if (sleepmode== 1 || sleepmode==2 || sleepmode==3 || sleepmode==4)  {       
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  address = 0x080A0014;      
  *(address) = 0x02;                  
  address = 0x080A0014;              
  timerBuffer = *(address);             
  NewTimerBuffer = timerBuffer + sleeptime + 400; 
  address = 0x080A0018;        
  *(address) = NewTimerBuffer;  } 
address = 0x080A2000;            
*(address) = sleepdata;   } 
         
void hibernate(int sleepmode, int sleeptime) { 
unsigned long *address; 
int sleepdata = 0x03;           
long timerBuffer;                
long NewTimerBuffer; 
if (sleepmode== 1 || sleepmode==2 || sleepmode==3 || sleepmode==4){       
  sleepdata=sleepdata+0x04; }   
if (sleepmode== 1 || sleepmode==2 || sleepmode==5 || sleepmode==6){     
    sleepdata=sleepdata+0x08; }   
if (sleepmode== 1 || sleepmode==3 || sleepmode==5 || sleepmode==7){     
    sleepdata=sleepdata+0x10; }     
if (sleepmode== 1 || sleepmode==2 || sleepmode==3 || sleepmode==4){     
    address = 0x080A0014;              
  *(address) = 0x02;                
  address = 0x080A0014;              
  timerBuffer = *(address);           
  NewTimerBuffer = timerBuffer + sleeptime + 400; 
  address = 0x080A0018;            
  *(address) = NewTimerBuffer;  }       
address = 0x080A2000;              











      clk : in std_logic; 
       areset : in std_logic; 
      testing : in std_logic;              
      sleep_enabled : out std_logic; 
      out_retain_n : out std_logic;       
      out_reset_n : out std_logic;       
      out_isol : out std_logic;        
      out_clock_gater : out std_logic; 
      ZPU_pwr : out std_logic;         
      U_clock_gater : out std_logic; 
      T_clock_gater : out std_logic; 
      sleep_timeout : in std_logic; 
      UART_Activity : in std_logic; 
      Interupt_detected : in std_logic; 
      test_ZPU_pwr : in std_logic;    
      test_UART_pwr : in std_logic;       
      test_TIMER_pwr : in std_logic; 
      powerdata : in std_logic_vector(4 downto 0); 






























































      sleep_enabled <= '0';       
      pwr_req <= '1'; 
      pwr_low_req <= '0';   
      pwr_reduced_req <= '0';       
      isol <= '0'; 
      clock_gater <= '0'; 
      retain_n <= '1';     
      reset_n <= '1';       
      state <= State_idle;       
      Timer_trigged <= '0'; 
      UART_trigged <= '0'; 
      Interupt_trigged <= '0';      
      sleep_requested <= '0'; 
      rest_requested <= '0'; 
      hibernate_requested <= '0'; 
      wakeup_requested <= '0'; 
      wakeup_done <= '0'; 
     
    elsif (clk'event and clk = '1') then 
      state <= nextstate;       
 
85Vedlegg 2 – VHDL for spenningskontroller
       
      if testing = '1' then             
isol <= '0       
        retain_n <= '1'; 
        reset_n <= '1'; 
        clock_gater <= '0'; 
        pwr_req <= test_ZPU_pwr;     
        U_pwr_req <= test_UART_pwr; 
        T_pwr_req <= test_TIMER_pwr; 
      else       
       
  if (wakeup_requested = '1') then  
        pwr_req <= '1';      ‐‐Ber om driftsspenning 
        pwr_low_req <= '0'; 
        pwr_reduced_req <= '0'; 
         
        if pwr_ack = '1' then            
    ‐‐ skal sikre at spenning er kommet helt på for å få en sikker oppvåkning. 
          reset_n <= '1'; 
          if reset_n = '1' then 
            retain_n <= '1'; 
            if retain_n = '1' then 
              isol <= '0'; 
              if isol = '0' then  
                clock_gater <= '0'; 
                if clock_gater = '0' then 
                  wakeup_done <= '1'; 
                  if wakeup_done = '1' then 
                    wakeup_done <= '0'; 
                    wakeup_requested <= '0'; 
                    sleep_enabled <= '0'; 
                    sleep_requested <= '0';  
                    rest_requested <= '0'; 
                    hibernate_requested <= '0'; 
                    Timer_trigged <= '0'; 
                    UART_trigged <= '0'; 
                    Interupt_trigged <= '0'; 
                  end if; 
                end if;   
              end if; 
            end if;   
          end if;     
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      elsif (sleep_requested = '1') then  
        clock_gater <= '1'; 
        if clock_gater = '1' then 
          isol <= '1'; 
          if isol = '1' then  
            retain_n <= '0'; 
            if retain_n = '0' then 
              reset_n <= '0'; 
              if reset_n = '0' then 
                pwr_req <= '0'; 
                pwr_low_req <= '0'; 
                pwr_reduced_req <= '0'; 
                sleep_requested <= '0'; 
                sleep_enabled <= '1';     
              end if; 
            end if; 
          end if; 
        end if;     
           
         
      elsif (hibernate_requested = '1') then  
        clock_gater <= '1'; 
        if clock_gater = '1' then 
          isol <= '1'; 
          if isol = '1' then  
            retain_n <= '0'; 
            if retain_n = '0' then 
              reset_n <= '0'; 
              if reset_n = '0' then 
                pwr_low_req <= '1'; 
                pwr_req <= '0'; 
                pwr_reduced_req <= '0'; 
                hibernate_requested <= '0'; 
                sleep_enabled <= '1';   
              end if; 
            end if; 
          end if; 
        end if;     
         
         
      elsif (rest_requested = '1') then  
        clock_gater <= '1'; 
        if clock_gater = '1' then 
          isol <= '1'; 
          if isol = '1' then      
            pwr_reduced_req <= '1'; 
            pwr_req <= '0'; 
            pwr_low_req <= '0'; 
            rest_requested <= '0'; 
            sleep_enabled <= '1'; 
          end if; 
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        end if; 
      end if; 
 
      if (we = '1') then  ‐‐Spenningskontrolleren mottar instruksjoner.  
 
        Timer_trigged <= powerdata(2); 
        UART_trigged <= powerdata(3);   
        Interupt_trigged <= powerdata(4); 
       
        if powerdata(4 downto 2) = "000" then 
          report "No wakeup triggers selected" severity warning; 
        end if; 
       
        if sleep_mode = "01" then         
          sleep_requested <= '1';          
        elsif sleep_mode= "10" then     
          rest_requested <= '1';         
        elsif sleep_mode= "11" then 
          hibernate_requested <= '1'; 
        else  
          report "Invalid sleepmode selected" severity warning; 
        end if; 
       
         
      elsif (sleep_timeout = '1') then        
          if Timer_trigged = '1' then       
            sleep_requested <= '0'; 
            rest_requested <= '0'; 
            hibernate_requested <= '0'; 
            wakeup_requested <= '1'; 
          end if; 
         
      elsif (UART_activity = '1') then 
          if UART_trigged = '1' then   
            sleep_requested <= '0'; 
            rest_requested <= '0'; 
            hibernate_requested <= '0'; 
            wakeup_requested <= '1';       
          end if; 
           
      elsif (Interupt_detected = '1') then 
          if Interupt_trigged = '1' then 
            sleep_requested <= '0'; 
            rest_requested <= '0'; 
            hibernate_requested <= '0'; 
            wakeup_requested <= '1';     
          end if;   
      end if; 
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        T_retain_n <= '1'; 
        T_isol <= '0'; 
        T_reset_n <= '1'; 
        T_pwr_req <= '1'; 
        T_clock_gater <= '0'; 
      else                       ‐‐Timer er ikke i bruk   
        T_retain_n <= retain_n;   ‐‐Settes til å sove med ZPU 
        T_isol <= isol; 
        T_reset_n <= reset_n; 
        T_pwr_req <= pwr_req; 
        T_clock_gater <= clock_gater; 
      end if; 
 
      if UART_trigged = '1' then 
        U_retain_n <= '1'; 
        U_isol <= '0'; 
        U_reset_n <= '1'; 
        U_pwr_req <= '1'; 
        U_clock_gater <= '0'; 
      else              ‐‐UART ikke benyttet.  
        U_retain_n <= retain_n; 
        U_isol <= isol; 
        U_reset_n <= reset_n; 
        U_pwr_req <= pwr_req; 
        U_clock_gater <= clock_gater; 
      end if;       










    pwr_ack <= '1';     
    nextstate <= State_idle; 
  end if; 
    case state is         
    when State_idle =>   
 
      if pwr_req = '0' and pwr_low_req = '0' and pwr_reduced_req = '0' then 
        nextstate <= state_sleep;   
      elsif pwr_req = '0' and pwr_low_req = '1' and pwr_reduced_req = '0' then 
        nextstate <= state_hibernate;         
      elsif pwr_req = '0' and pwr_low_req = '0' and pwr_reduced_req = '1' then 
        nextstate <= state_rest;   
      end if; 
   
    when State_sleep =>                 
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      pwr_ack <= '0';          ‐‐ikke lenger driftspenning
       
      if pwr_req = '1' then 
        nextstate <= state_wakeup; 
      end if; 
       
    when State_rest =>     
      pwr_ack <= '0';       
      if pwr_req = '1' then 
        nextstate <= state_wakeup; 
      end if; 
       
    when State_hibernate =>   
      pwr_ack <= '0';         
      if pwr_req = '1' then 
        nextstate <= state_wakeup; 
      end if; 
       
    when State_wakeup =>        
      if power_counter= "10000" then      ‐‐power is on 
        pwr_ack <= '1';             
      end if; 
       
      if wakeup_done = '1' then 
        nextstate <= state_idle; 
      end if;   
         
    when others =>  
      null;  











      when State_idle =>   
        power_counter <= "10000";      ‐‐full driftspenning
       
      when State_sleep =>               
        power_counter <= "00000";           
       
      when State_rest =>     
        power_counter <= "01000"; 
       
      when State_hibernate =>   
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      when State_wakeup =>        
        if power_counter < "10000" then 
          power_counter <= power_counter + 1;     























connect_supply_net VDD ‐ports {VDD}               
       



































































############ Power domains ################             
create_power_domain TOP \ 
‐elements{powerinst} 














# VDD_HIGH (1.0V)                 
create_supply_port VDD   




connect_supply_net VDD ‐ports VDD                 
 































































































































































































  ZPUclk : out std_logic;        ‐‐ZPU clock 
  UClock : out std_logic;        ‐‐UART clock 








    if (ZPUClk_gater = '0') then             
      ZPUclk <= clk; 
    elsif clk'event and clk = '0' then          
      ZPUclk <= '0';       




UARTClock: process(clk, UARTClk_gater)         
  begin 
    if (UARTClk_gater = '0') then       
      Uclock <= clk; 
    elsif clk'event and clk = '0' then  
      Uclock <= '0';       
    end if;   
end process; 
     
TIMERClock: process(clk, TIMERClk_gater)         
  begin   
    if (TIMERClk_gater = '0') then       
      Tclock <= clk; 
    elsif clk'event and clk = '0' then  
      Tclock <= '0';       









Report Datapath Area 
 
• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: May 30 2009 14:01:27 
• Module: powerstate (en prosess for tre komponenter) 
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: typical (balanced_tree) 
• Wireload mode: enclosed 
 
Report Datapath Area 
Type  Cell Area Area % 
datapath 0.00 0.00 
external 0.00 0.00 
others  307.50 100.00 
TOTAL 307.50 100.00 
 
 
• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: May 30 2009 14:02:42 
• Module: powerstate2 (2 prosesser for 2 blokker) 
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: typical (balanced_tree) 
• Wireload mode: enclosed 
 
Report Datapath Area 
Type  Cell Area Area % 
datapath 0.00 0.00 
external 0.00 0.00 
others  331.17 100.00 






• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: May 30 2009 14:03:21 
• Module: powerstate3 (3 prosesser for 3 blokker) 
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: typical (balanced_tree) 
• Wireload mode: enclosed 
 
Report Datapath Area 
Type  Cell Area Area % 
datapath 0.00 0.00 
external 0.00 0.00 
others  363.36 100.00 
TOTAL 363.36 100.00 
 
 
• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: May 30 2009 14:05:22 
• Module: powerstate4 (kun SLEEP mode støtte) 
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: typical (balanced_tree) 
• Wireload mode: enclosed 
 
Report Datapath Area 
Type  Cell Area Area % 
datapath 0.00 0.00 
external 0.00 0.00 
others  231.95 100.00 






• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: Jun 11 2009 12:36:04 
• Module: powerstate  
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: slow (balanced_tree) (Høy VT) 
• Wireload mode: enclosed 
 
Report Power 
Instance  Cells Leakage (nW) Internal (nW) Net (nW) Switching (nW) 
powerstate 214 1319.89 10603.47 2615.45 13218.92 
 
 
• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: Jun 11 2009 12:45:20 
• Module: powerstate  
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: typical (balanced_tree) (Standard VT) 
• Wireload mode: enclosed 
 
Report Power 
Instance  Cells Leakage (nW) Internal (nW) Net (nW) Switching (nW) 
powerstate 214 2136.34 14398.52 3867.16 18265.68 
 
 
• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: Jun 11 2009 12:17:01 
• Module: powerstate  
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: fast (balanced_tree) (Lav VT) 
• Wireload mode: enclosed 
 
Report Power 
Instance  Cells Leakage (nW) Internal (nW) Net (nW) Switching (nW) 






• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: Jun 11 2009 12:38:07 
• Module: powerstate3 (Tre prosesser for tre blokker) 
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: slow (balanced_tree) 
• Wireload mode: enclosed 
 
Report Power 
Instance  Cells Leakage (nW) Internal (nW) Net (nW) Switching (nW) 




Report Datapath Area 
• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: Jun 01 2009 13:34:25 
• Module: zpu_core_big 
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: fast (balanced_tree) 
• Wireload mode: enclosed 
 
Report Datapath Area 
Type  Cell Area Area % 
datapath 3115.66 40.76 
external 0.00 0.00 
others  4527.85 59.24 
TOTAL 7643.51 100.00 
 
Report Power 
• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: Jun 11 2009 11:56:53 
• Module: zpu_core_big 
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: fast (balanced_tree) 
• Wireload mode: enclosed 
 
Report Power 
Instance  Cells Leakage (nW)  
Internal 
(nW)  Net (nW) 
Switching 
(nW)  
zpu_core_big  3870 165443.08 629460.57 225991.41 855451.97 
zpu_core_big/add_504_18  17 1479.44 5619.69 1033.98 6653.67 
zpu_core_big/add_758_25  33 3590.82 11890.91 2023.44 13914.35 
zpu_core_big/add_772_96  15 1478.52 5183.44 948.83 6132.27 
zpu_core_big/add_845_24  33 3587.25 11361.50 1919.92 13281.42 
zpu_core_big/inc_add_211_14 36 974.13 1267.03 300.00 1567.03 
zpu_core_big/inc_add_268_17 42 1088.28 1683.54 516.80 2200.34 
zpu_core_big/le_650_31  101 2359.89 5500.97 1697.27 7198.23 
zpu_core_big/le_672_39  101 2359.89 5547.83 1707.81 7255.64 




Report Mapped Gates 
• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: Jun 14 2009 15:25:55 
• Module: zpu_core_big 
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: fast (balanced_tree) 
• Wireload mode: enclosed 
 
Report Mapped Gates 
Gate  Instances Area  Library v  
AND2_X2  12 12.77 NangateOpenCellLibrary_PDKv1_2_v2008_10 
AND2_X4  41 43.62 NangateOpenCellLibrary_PDKv1_2_v2008_10 
AND3_X2  3 3.99 NangateOpenCellLibrary_PDKv1_2_v2008_10 
AND3_X4  4 5.32 NangateOpenCellLibrary_PDKv1_2_v2008_10 
AND4_X4  2 3.19 NangateOpenCellLibrary_PDKv1_2_v2008_10 
AOI211_X1 17 22.61 NangateOpenCellLibrary_PDKv1_2_v2008_10 
AOI21_X1  156 165.98 NangateOpenCellLibrary_PDKv1_2_v2008_10 
AOI21_X2  1 1.06 NangateOpenCellLibrary_PDKv1_2_v2008_10 
AOI221_X1 71 113.32 NangateOpenCellLibrary_PDKv1_2_v2008_10 
AOI221_X2 1 1.60 NangateOpenCellLibrary_PDKv1_2_v2008_10 
AOI222_X1 78 165.98 NangateOpenCellLibrary_PDKv1_2_v2008_10 
AOI22_X1  632 840.56 NangateOpenCellLibrary_PDKv1_2_v2008_10 
BUF_X4  14 11.17 NangateOpenCellLibrary_PDKv1_2_v2008_10 
DFFR_X1  2 11.17 NangateOpenCellLibrary_PDKv1_2_v2008_10 
DFFR_X2  85 474.81 NangateOpenCellLibrary_PDKv1_2_v2008_10 
DFFS_X2  15 83.79 NangateOpenCellLibrary_PDKv1_2_v2008_10 
DFF_X2  136 651.17 NangateOpenCellLibrary_PDKv1_2_v2008_10 
FA_X1  336 1608.77 NangateOpenCellLibrary_PDKv1_2_v2008_10 
HA_X1  24 70.22 NangateOpenCellLibrary_PDKv1_2_v2008_10 
INV_X2  236 125.55 NangateOpenCellLibrary_PDKv1_2_v2008_10 
INV_X4  233 123.96 NangateOpenCellLibrary_PDKv1_2_v2008_10 
MUX2_X2  5 9.31 NangateOpenCellLibrary_PDKv1_2_v2008_10 
NAND2_X1 315 251.37 NangateOpenCellLibrary_PDKv1_2_v2008_10 
NAND2_X2 1 0.80 NangateOpenCellLibrary_PDKv1_2_v2008_10 
NAND2_X4 1 1.33 NangateOpenCellLibrary_PDKv1_2_v2008_10 
NAND3_X1 70 74.48 NangateOpenCellLibrary_PDKv1_2_v2008_10 
NAND4_X1 61 81.13 NangateOpenCellLibrary_PDKv1_2_v2008_10 
 
108  Vedlegg 9 – Synteserapporter for ZPU
Report Mapped Gates 
Gate  Instances Area  Library v  
NOR2_X1  220 175.56 NangateOpenCellLibrary_PDKv1_2_v2008_10 
NOR2_X2  18 14.36 NangateOpenCellLibrary_PDKv1_2_v2008_10 
NOR2_X4  1 1.33 NangateOpenCellLibrary_PDKv1_2_v2008_10 
NOR3_X1  29 30.86 NangateOpenCellLibrary_PDKv1_2_v2008_10 
NOR3_X2  1 1.06 NangateOpenCellLibrary_PDKv1_2_v2008_10 
NOR4_X1  15 19.95 NangateOpenCellLibrary_PDKv1_2_v2008_10 
OAI211_X1 49 65.17 NangateOpenCellLibrary_PDKv1_2_v2008_10 
OAI21_X1  182 193.65 NangateOpenCellLibrary_PDKv1_2_v2008_10 
OAI221_X1 39 62.24 NangateOpenCellLibrary_PDKv1_2_v2008_10 
OAI222_X1 2 4.26 NangateOpenCellLibrary_PDKv1_2_v2008_10 
OAI22_X1  273 363.09 NangateOpenCellLibrary_PDKv1_2_v2008_10 
OAI33_X1  4 7.45 NangateOpenCellLibrary_PDKv1_2_v2008_10 
OR2_X4  62 65.97 NangateOpenCellLibrary_PDKv1_2_v2008_10 
OR3_X2  4 5.32 NangateOpenCellLibrary_PDKv1_2_v2008_10 
OR3_X4  4 5.32 NangateOpenCellLibrary_PDKv1_2_v2008_10 
OR4_X2  10 15.96 NangateOpenCellLibrary_PDKv1_2_v2008_10 
OR4_X4  1 1.60 NangateOpenCellLibrary_PDKv1_2_v2008_10 
SDFFR_X2  1 6.92 NangateOpenCellLibrary_PDKv1_2_v2008_10 
SDFF_X2  218 1333.72 NangateOpenCellLibrary_PDKv1_2_v2008_10 
XNOR2_X1 177 282.49 NangateOpenCellLibrary_PDKv1_2_v2008_10 
XNOR2_X2 8 12.77 NangateOpenCellLibrary_PDKv1_2_v2008_10 
XOR2_X1  9 14.36 NangateOpenCellLibrary_PDKv1_2_v2008_10 




Report Datapath Area 
• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: Jun 02 2009 10:38:27 
• Module: miniUART 
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: fast (balanced_tree) 
• Wireload mode: enclosed 
 
Report Datapath Area 
Type  Cell Area Area % 
datapath 0.0 0 
external 0.0 0 
others  748.79 100.00 
TOTAL 748.79 100.00 
 
Report Power 
• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: Jun 11 2009 12:22:13 
• Module: miniUART 
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: fast (balanced_tree) 
• Wireload mode: enclosed 
 
Report Power 
Instance  Cells Leakage (nW) Internal (nW) Net (nW) Switching (nW) 
miniUART  396 15525.20 37169.82 8558.98 45728.80 
miniUART/ClkDiv 98 3373.82 8180.65 1497.27 9677.91 
miniUART/RxDev 130 3953.77 14124.99 2623.05 16748.04 






Report Datapath Area 
 
• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: May 30 2009 13:39:19 
• Module: timer (original) 
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: typical (balanced_tree) 
• Wireload mode: enclosed 
 
Report Datapath Area 
Type  Cell Area Area % 
datapath 182.48 17.35 
external 0.00 0.00 
others  869.02 82.65 




• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: May 30 2009 13:38:14 
• Module: timer2 (med sammenlikningsregister) 
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: typical (balanced_tree) 
• Wireload mode: enclosed 
 
Report Datapath Area 
Type  Cell Area Area % 
datapath 372.67 22.67 
external 0.00 0.00 
others  1270.95 77.33 






• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: Jun 11 2009 12:29:12 
• Module: timer (original) 
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: typical (balanced_tree) 
• Wireload mode: enclosed 
Report Power 
Instance  Cells Leakage (nW) Internal (nW) Net (nW) Switching (nW) 
timer  372 5511.81 49502.65 6976.26 56478.90
timer/inc_add_36_15 186 1370.08 4242.98 825.22 5068.20
 
• Generated by: Encounter(R) RTL Compiler v07.20-s009_1 (Feb 7 2008) 
• Generated on: Jun 11 2009 12:33:21 
• Module: timer2 (med sammenlikningsregister) 
• Technology library: NangateOpenCellLibrary_PDKv1_2_v2008_10 revision 1.0 
• Operating conditions: typical (balanced_tree) 
• Wireload mode: enclosed 
Report Power 
Instance  Cells Leakage (nW) Internal (nW) Net (nW) Switching (nW) 
timer2  648 8081.14 86796.27 16750.94 103547.21 
timer2/inc_add_38_15 186 1382.44 5012.73 1103.52 6116.25 
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