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SCATTERING BELOW THE GROUND STATE FOR THE
INTERCRITICAL NON-RADIAL INHOMOGENEOUS NLS
MYKAEL CARDOSO, LUIZ GUSTAVO FARAH, CARLOS M. GUZMA´N,
AND JASON MURPHY
Abstract. We consider the focusing inhomogeneous nonlinear Schro¨dinger
equation
i∂tu+∆u+ |x|
−b|u|αu = 0 on R× RN ,
with N ≥ 2, 0 < b < min{N
2
, 2}, and 4−2b
N
< α < 4−2b
N−2
. These constraints
make the equation mass-supercritical and energy-subcritical. We extend the
results of Farah–Guzma´n [14] and Miao–Murphy–Zheng [28] and prove scat-
tering below the ground state with general initial data.
1. Introduction
We consider the focusing inhomogeneous nonlinear Schro¨dinger equation{
i∂tu+∆u+ |x|
−b|u|αu = 0,
u|t=0 = u0 ∈ H
1(RN ),
(1.1)
where u : R × RN → C is a complex-valued function of space-time. Here we work
in dimensions N ≥ 2 and choose the parameter b so that 0 < b < min{N2 , 2}. The
power α is chosen so that 4−2b
N
< α < 4−2b
N−2 , where here and below we understand
the upper bound to be ∞ when N = 2. These constraints guarantee that (1.1) is
mass-supercritical but energy-subcritical, as we now explain.
The equation (1.1) enjoys the scaling symmetry u(t, x) 7→ λ
2−b
α u(λ2t, λx), which
identifies the unique invariant homogeneous L2-based Sobolev space of initial data
as H˙sc , where
sc :=
N
2 −
2−b
α
.
When sc = 0, the critical space is L
2, which is naturally associated to the conserved
mass of solutions, defined by
M [u] =
∫
|u|2 dx.
On the other hand, when sc = 1, the critical space is H˙
1, which is naturally
associated to the conserved energy of solutions, defined by
E[u] =
∫
1
2 |∇u|
2 − 1
α+2 |x|
−b|u|α+2 dx.
The constraints on α guarantee that 0 < sc < 1, which we call intercritical (i.e.
mass-supercritical and energy-subcritical).
The inhomogeneous NLS model has been the subject of a great deal of recent
mathematical interest. The well-posedness problem has been studied in works such
as [4, 6, 12, 16, 18, 26], with a focus on treating as wide of a range of parameters as
1
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possible (including taking b to be as large as possible). We will record the precise
well-posedness result that we need in Section 2 below.
Our interest in this work is the problem of scattering for (1.1). Here we say that
a solution to (1.1) scatters (in H1) if there exist u± ∈ H
1 such that
lim
t→±∞
‖u(t)− eit∆u±‖H1(RN ) = 0,
where eit∆ is the free Schro¨dinger propagator, defined as the Fourier multiplier
operator with symbol e−it|ξ|
2
. Standard local well-posedness arguments show that
scattering holds for solutions with sufficiently small initial data. On the other hand,
if we let Q denote the ground state solution to
∆Q −Q+ |x|−bQα+1 = 0
(see [16,31]), then we find that u(t, x) = eitQ(x) is a global, non-scattering solution
to (1.1). Our goal is to find the sharp scattering threshold for solutions that are
‘below the ground state’ in an appropriate sense. In particular, we will describe
the threshold in terms of scale-invariant quantities related to the mass and energy
of the initial data.
Our main result is the following.
Theorem 1.1. Suppose N ≥ 2, 0 < b < min{N2 , 2}, and
4−2b
N
< α < 4−2b
N−2 .
Suppose u0 ∈ H
1(RN ) obeys
E[u0]
scM [u0]
1−sc < E[Q]scM [Q]1−sc (1.2)
and
‖∇u0‖
sc
L2
‖u0‖
1−sc
L2
< ‖∇Q‖sc
L2
‖Q‖1−sc
L2
. (1.3)
Then the corresponding solution u to (1.1) is global-in-time and scatters.
Theorem 1.1 is a direct extension of the results appearing in [3, 7, 13, 14, 28, 30]
(see also [8] for scattering results in the defocusing case). In particular, in [3,
13, 14] the same problem was considered with slightly stricter restrictions on the
parameter b and with the more significant restriction to radial solutions. In [28],
the authors introduced the essential new ingredient that allowed for the inclusion
of non-radial initial conditions, albeit only in the case of the 3d cubic equation
with b ∈ (0, 12 ). In the present work, we adapt this argument to treat the general
(non-radial) intercritical setting and also extend the range of allowed parameters
(N, b, α) beyond what has appeared in previous works.
Our result fits into the broader context of sharp scattering thresholds for focusing
intercritical nonlinear Schro¨dinger equations. Such results were first established in
the setting of the pure power-type NLS (see e.g. [1,9–11,17,19]), while by now many
extensions to related models are available (see e.g. [2,13,23–25,27,32]). The general
strategy in many of these works, as well as in the present paper, is to follow the
‘Kenig–Merle roadmap’ of [21], which entails reducing the problem of scattering for
arbitrary solutions below the ground state threshold to the problem of precluding
compact sub-threshold solutions (or ‘minimal blowup solutions’). The reduction to
compact solutions relies heavily on concentration-compactness arguments, while the
preclusion of such solutions is typically achieved using virial arguments. For models
like (1.1) involving broken symmetries (i.e. space translation in our setting), new
difficulties arise in the construction of the minimal blowup solutions, specifically in
the construction of certain nonlinear solutions to (1.1). In our case, we must show
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that we can construct scattering solutions associated to certain initial data involving
translation parameters xn with |xn| → ∞. Because of the broken translation
symmetry, this cannot be achieved simply by incorporating a space-translation into
a fixed nonlinear solution.
In previous works on the inhomogeneous NLS (e.g. [3, 13, 14]), this issue was
avoided by restricting to radial solutions—for such solutions, the translation pa-
rameters that one encounters may be chosen such that xn ≡ 0. In [28], the authors
adapted a strategy appearing in works such as [22,23,27] (related in turn to many
other recent works on dispersive equations with broken symmetries), demonstrating
that in the setting of (1.1) one can use solutions to the linear Schro¨dinger equation
and a stability result for the nonlinear equation to construct solutions in the case
|xn| → ∞; indeed, in the regime |x| → ∞ one expects the effect of the nonlinearity
|x|−b|u|αu to become very weak.
In the present work, we utilize a similar argument and are thereby able to es-
tablish the existence of minimal blowup solutions (see Proposition 3.2 and Propo-
sition 3.1). In this part of the argument, we also make some improvements to the
allowed range of parameters (N, b, α) compared to the works [3,13,14], which relies
on the careful selection of suitable function spaces (see e.g. Lemma 2.1). Once we
have constructed our compact blowup solution, the rest of the argument follows
from the virial argument essentially as in [3, 14]. In fact, this also relies on the
observation that profiles with |xn| → ∞ correspond to scattering solutions to (1.1).
In particular, this fact guarantees that such profiles do not appear when construct-
ing minimal blowup solutions. Accordingly, the ‘spatial center’ x(t) of our compact
solution may be taken to be x(t) ≡ 0, which in turn facilitates the use of a localized
virial argument.
The rest of this paper is organized as follows: In Section 2 we first introduce some
basic notation. We also discuss the well-posedness theory and stability theory for
(1.1), as well as some variational analysis related to the ground state and the virial
identity. In Section 2.4, we discuss the concentration-compactness tools needed
to construct minimal blowup solutions to (1.1). In Section 3, we show that if
Theorem 1.1 fails, then we may construct a sub-threshold blowup solution to (1.1)
with strong compactness properties. Finally, in Section 4 we describe how to use
the virial argument to show that such a solution cannot exist, thus completing the
proof of Theorem 1.1.
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2. Notation and preliminaries
We write SC = RN\S for the complement of S ⊂ RN . We write a . b to denote
a ≤ cb for some c > 0, denoting dependence on various parameters with subscripts
when necessary. If a . b . a, we write a ∼ b.
We utilize the standard Lebesgue spaces Lp, the mixed Lebesgue spaces LqtL
r
x, as
well as the homogeneous and inhomogeneous Sobolev spaces H˙s,r and Hs,r. When
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r = 2, we write H˙s,2 = H˙s and Hs,2 = Hs. If necessary, we use subscripts to
specify which variable we are concerned with. We use ′ to denote the Ho¨lder dual.
We also need the standard Littlewood–Paley projections P≤N , defined as Fourier
multipliers, with the multiplier corresponding to a smooth cutoff to the region
{|ξ| ≤ N}. In particular, we use the following Bernstein type inequality
‖|∇|sP≤Nf‖L2x ≤ N
s‖f‖L2x. (2.1)
2.1. Well-posedness theory. To discuss the well-posedness theory for (1.1), we
first recall the Strichartz estimates in the form that we will need them. We call a
pair of space-time exponents (q, r) H˙s-admissible if they obey the scaling relation
2
q
+ N
r
= N2 − s along with the constraints

2N
N−2s ≤ r <
2N
N−2 , N ≥ 3,
2
1−s ≤ r <∞ N = 2,
2
1−2s ≤ r <∞ N = 1.
We call the pair (q, r) H˙−s-admissible if they obey 2
q
+ N
r
= N2 + s and the same
constraints as above.
Given s ∈ R, we define As to be the set of H˙
s-admissible pairs and introduce
the Strichartz norm
‖u‖S(H˙s) = sup
(q,r)∈As
‖u‖LqtLrx .
Here we assume space-time norms are taken over R × RN . Restriction to a time
interval I and/or a subset A ⊂ RN may be indicated by writing S(H˙s(A); I).
We define the dual Strichartz norm by
‖g‖S′(H˙−s) = inf
(q,r)∈A−s
‖g‖
L
q′
t L
r′
x
,
with similar notation for the restriction to subsets of R× RN .
In the notation above, we may write the Strichartz estimates in the following
form (see e.g. [5, 15, 20]):
‖eit∆f‖S(H˙s) . ‖f‖H˙s ,∥∥∥∥
∫ t
0
ei(t−t
′)∆g(t′) dt′
∥∥∥∥
S(H˙s)
. ‖g‖S′(H˙−s).
Strichartz estimates are one of the essential ingredients in the well-posedness
theory for (1.1), including small-data scattering, existence of wave operators, and
stability theory. Another key ingredient will be the following set of estimates on
the nonlinearity. In particular we extend [14, Lemma 4.7] to all the intercritical
regime and a larger range of the parameter b. Recall that sc =
N
2 −
2−b
α
is the
scaling invariant Sobolev index.
Lemma 2.1 (Nonlinear estimates). Let N ≥ 2, 0 < b < min{2, N2 } and
4−2b
N
<
α < 4−2b
N−2 . Then there exists θ ∈ (0, α) sufficiently small that
(i)
∥∥|x|−b|u|αv∥∥
S′(H˙−sc )
. ‖u‖θL∞t H1x
‖u‖α−θ
S(H˙sc)
‖v‖S(H˙sc ),
(ii)
∥∥|x|−b|u|αv∥∥
S′(L2)
. ‖u‖θ
L∞t H
1
x
‖u‖α−θ
S(H˙sc)
‖v‖S(L2),
(iii)
∥∥∇(|x|−b|u|αu)∥∥
S′(L2)
. ‖u‖α−θ
S(H˙sc)
(
‖u‖θL∞t H1x
‖∇u‖S(L2) + ‖u‖
1+θ
L∞t H
1
x
)
.
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Proof. In view of the singular factor |x|−b in the nonlinearity, we frequently divide
our analysis in two regions. To this end we define B ≡ B(0, 1) = {x ∈ RN ; |x| ≤ 1}.
We introduce the parameters
qˆ = 4α(α+2−θ)
α(Nα+2b)−θ(Nα−4+2b) , rˆ =
Nα(α+2−θ)
α(N−b)−θ(2−b) , (2.2)
as well as
a˜ = 2α(α+2−θ)
α[N(α+1−θ)−2+2b]−(4−2b)(1−θ) , aˆ =
2α(α+2−θ)
4−2b−(N−2)α . (2.3)
Then, for any small θ, we have that (qˆ, rˆ) is L2-admissible, while (aˆ, rˆ) is H˙sc -
admissible and (a˜, rˆ) is H˙−sc-admissible. These exponents obey the scaling relations
1
a˜′
= α−θ
aˆ
+ 1
aˆ
and 1
qˆ′
= α−θ
aˆ
+ 1
qˆ
. (2.4)
We first prove (i), using the pair La˜
′
t L
rˆ′
x . We let r1 ∈ (
1
θ
,∞) be a free parameter
to be chosen below and define γ so that
1
rˆ′
= 1
γ
+ 1
r1
+ α−θ
rˆ
+ 1
rˆ
. (2.5)
Then, with A ∈ {B,BC}, we can first use Ho¨lder’s inequality to estimate∥∥|x|−b|u|αv∥∥
Lrˆ
′
x (A)
.
∥∥|x|−b∥∥
Lγ(A)
‖u‖θ
L
θr1
x
‖u‖α−θ
Lrˆx
‖v‖Lrˆx. (2.6)
Using the scaling relations above, we derive
N
γ
− b = θ(2−b)
α
− N
r1
. (2.7)
Thus, if A = B and N ≥ 3 we choose r1 so that θr1 =
2N
N−2 , which therefore implies
|x|−b ∈ Lγ(B). If N = 2 we just choose θr1 >
Nα
2−b so that the right hand side
of (2.7) is positive. On the other hand, if A = BC , we choose θr1 = 2, which
similarly implies |x|−b ∈ Lγ(BC). In both cases, we have by Sobolev embedding
thatH1 ⊂ Lθr1. Thus, continuing from above, we take the La˜
′
t -norm, apply Ho¨lder’s
inequality, and use the first scaling relation in (2.4) to obtain∥∥|x|−b|u|αv∥∥
La˜
′
t L
rˆ′
x (A)
. ‖u‖θL∞t H1x‖u‖
α−θ
LaˆtL
rˆ
x
‖v‖LaˆtLrˆx ,
which yields (i). The estimate of (ii) is similar. In this case, we use the second
scaling relation in (2.4) and derive∥∥|x|−b|u|αv∥∥
L
qˆ′
t L
rˆ′
x
. ‖u‖θL∞t H1x‖u‖
α−θ
LaˆtL
rˆ
x
‖v‖
L
qˆ
tL
rˆ
x
. (2.8)
It remains to establish (iii). We must estimate two terms, one of the form
|x|−b|u|α∇u and one of the form |x|−b[|x|−1|u|αu]. Using Hardy’s inequality, we
may estimate these two terms in essentially the same way, provided we choose
function spaces in which Hardy’s inequality may be applied. For the case N ≥ 3,
such spaces were worked out explicitly in [3, Lemma 2.7]. Thus we will restrict our
attention to the case N = 2.
For the case N = 2, we use the following exponents:
a¯ = 2(α+1−θ)1−sc+θ , r¯ =
2α(α+1−θ)
α(1−b+sc)+2−b−θ(2−b+α)
, q¯ = 2(α+1−θ)1+αsc+θ(1−sc) (2.9)
and
a∗ = 2(α−θ)1+θ , r
∗ = 2α(α−θ)
α(1−b)−θ(2−b+α) , q =
2
1−θ , r =
2
θ
, (2.10)
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for 0 < θ ≪ 1. In particular, for θ sufficiently small we have that (q¯, r¯) is L2-
admissible and that (a¯, r¯), (a∗, r∗) are H˙sc-admissible. Furthermore, we have the
scaling relations
1
q′
= α−θ
a¯
+ 1
q¯
and (α− θ)q′ = a∗. (2.11)
As before, we take A ∈ {B,BC} and from (2.11) we deduce∥∥∇ (|x|−b|u|αu)∥∥
L
q′
t L
r′
x (A)
≤
∥∥∥∥∥|x|−b∥∥
Lγ(A)
‖u‖θ
L
θr1
x
‖u‖α−θLr¯x
‖∇u‖Lr¯x
∥∥∥
L
q′
t
+
∥∥∥∥∥|x|−b−1∥∥
Lγ˜(A)
‖u‖θ+1
L
(θ+1)p1
x
‖u‖α−θ
Lr
∗
x
∥∥∥
L
q′
t
. ‖u‖θ
L∞t L
θr1
x
‖u‖α−θ
La¯tL
r¯
x
‖∇u‖Lq¯tLr¯x + ‖u‖
θ+1
L∞t L
(θ+1)p1
x
‖u‖α−θ
La
∗
t L
r∗
x
,
where r1 and p1 will be chosen below and the choice of γ, γ˜ is then dictated by
Ho¨lder’s inequality, i.e.
1
r′
= 1
γ
+ 1
r1
+ α−θ
r¯
+ 1
r¯
= 1
γ˜
+ 1
p1
+ α−θ
r∗
.
Using the definition of r, r¯ and r∗ in (2.9)-(2.10) one has
2
γ
− b = θ(2−b)
α
− 2
r1
, 2
γ˜
− b− 1 = θ(2−b)
α
− 2
p1
.
If A = B, then we choose θr1 and θp1 ∈ (
2α
2−b ,∞) (and observe that
2α
2−b > 2). We
then arrive at an acceptable estimate for the weights, as 2
γ
−b > 0 and 2
γ˜
−b−1 > 0.
If instead A = BC , then we choose θr1, θp1 ∈ (2,
2α
2−b ) and again obtain a suitable
estimate. Using the Sobolev embedding H1 ⊂ Lθr1 ∪ L(θ+1)p1 , we finally arrive at
the estimate∥∥∇ (|x|−b|u|αu)∥∥
L
q′
t L
r′
x
≤ ‖u‖θL∞t H1x‖u‖
α−θ
La¯tL
r¯
x
‖∇u‖Lq¯tLr¯x + ‖u‖
θ+1
L∞t H
1
x
‖u‖α−θ
La
∗
t L
r∗
x
,
which completes the proof of (iii). 
With these nonlinear estimates in place, standard arguments utilizing Strichartz
estimates suffice to establish the following result (see e.g. [14, Proposition 1.4 and
Proposition 4.15])
Proposition 2.2 (Well-posedness). Let N ≥ 2, 0 < b < min{2, N2 } and
4−2b
N
<
α < 4−2b
N−2 .
(i) For any u0 ∈ H
1, there exists a local-in-time solution to (1.1). The time of
existence depends on the H1-norm of u0. In particular, any solution that
remains uniformly bounded in H1 throughout its lifespan exists for all time.
If u0 is sufficiently small in H
1, then the corresponding solution to (1.1) is
global-in-time and scatters.
(ii) A solution u to (1.1) may be extended as long as its S(H˙sc)-norm does
not blow up. A global solution that remains bounded in H1 and has finite
S(H˙sc)-norm scatters in both time directions.
(iii) For any ψ ∈ H1, satisfying
‖ψ‖
2(1−sc)
L2
‖∇ψ‖2sc
L2
< 2scM [Q]1−scE[Q]sc , (2.12)
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there exists a global and uniformly bounded in H1 solution u to (1.1) that
scatters to ψ as t→∞, that is
lim
t→∞
‖u(t)− eit∆ψ‖H1(RN ) = 0.
Proof. Item (i) is the standard well-posedness result, while item (ii) gives the stan-
dard scattering criterion. Item (iii) gives the existence of wave operators. To prove
it, one firstly solves the local problem around t =∞. The condition (2.12) guaran-
tees (using Lemma 2.4 below) that the solution constructed lies below the ground
state and in particular has uniformly bounded H1-norm throughout its lifespan,
which in turn allows the solution to be extended for all time. 
In addition, we will need the standard stability result for equation (1.1) (see
e.g. [14, Proposition 4.14]).
Proposition 2.3 (Stability). Let N ≥ 2, 0 < b < min{2, N2 }, and
4−2b
N
< α <
4−2b
N−2 . Let 0 ∈ I ⊆ R and u˜ : I × R
N → C be a solution to
i∂tu˜+∆u˜+ |x|
−b|u˜|αu˜ = e,
with initial data u˜0 ∈ H
1(RN ) satisfying
sup
t∈I
‖u˜‖H1x ≤M and ‖u˜‖S(H˙sc ;I) ≤ L.
for some positive constants M,L.
Let u0 ∈ H
1(RN ) such that
‖u0 − u˜0‖H1 ≤M
′ and ‖eit∆[u0 − u˜0]‖S(H˙sc ;I) ≤ ε,
for some positive constant M ′ and some 0 < ε < ε1 = ε1(M,M
′, L).
Suppose further that
‖e‖S′(L2;I) + ‖∇e‖S′(L2;I) + ‖e‖S′(H˙−sc ;I) ≤ ε.
Then, there exists a unique solution u : I × R3 → C with u|t=0 = u0 obeying
‖u− u˜‖S(H˙sc ;I) .M,M ′,L ε,
‖u‖S(H˙sc ;I) + ‖u‖S(L2;I) + ‖∇u‖S(L2;I) .M,M ′,L 1.
2.2. Variational analysis. In this section we collect a few results from [12] related
to the ground state Q, which is the unique radial, nonnegative, decaying solution
to
−∆Q−Q+ |x|−bQα+1 = 0
(see [16, 31]). This solution may be constructed as an optimizer to the Gagliardo–
Nirenberg inequality
‖ |x|−b|u|α+2‖L1 ≤ CGN‖∇u‖
Nα+2b
2
L2
‖u‖
4−2b−α(N−2)
2
L2
.
In particular, the sharp constant can be expressed in terms of the parameters
(N,α, b) and the L2 and H˙1 norms of Q. Using this, one can obtain the following
coercivity result (see e.g. [14, Lemma 4.2]).
Lemma 2.4 (Coercivity). Let v ∈ H1 obey
M [v]1−scE[v]sc < M [Q]1−scE[Q]sc and ‖u‖1−sc
L2
‖∇u‖sc
L2
≤ ‖Q‖1−sc
L2
‖∇Q‖sc
L2
.
(2.13)
Then we have the following:
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(i) E[v] ∼ ‖∇v‖2
L2
,
(ii) ‖v‖1−sc
L2
‖∇v‖sc
L2
< (1 − δ)‖Q‖1−sc
L2
‖∇Q‖sc
L2
for some δ > 0,
(iii) 8‖∇v‖2
L2
− 4(Nα+2b)
α+2 ‖ |x|
−b|v|α+2‖L1 > δ‖∇v‖
2
L2
for some δ > 0.
In particular, item (i) shows the coercivity of the energy under the sub-threshold
assumption, while (ii) shows a quantitative improvement to the second assumption
in (2.13). Finally, (iii) shows that below the ground state the quantity appearing
in the virial computation is quantitatively positive (see below).
2.3. Virial identities. In this section, we recall the virial identity obtained in [14,
Proposition 7.2]. In particular, for a solution u to (1.1), we define
zR(t) =
∫
RN
R2φ( x
R
)|u(t, x)|2 dx,
where φ is a smooth function. Then
z′R(t) = 2R Im
∫
RN
∇φ( x
R
) · ∇u(x)u¯(x) dx,
and
z′′R(t) = 4Re
∫
∂ku∂ju¯∂jkφ(
x
R
)− 1
R2
|u|2(∆2φ)( x
R
) dx
− 2α
α+2
∫
|x|−b|u|α+2(∆φ)( x
R
) + 4R
α+2∇(|x|
−b) · ∇φ( x
R
)|u|α+2 dx,
where repeated indices are summed.
The standard virial identity corresponds to choosing φ(x) = |x|2, in which case
the second derivative reduces to the quantity appearing in Lemma 2.4(iii). In
particular, this term has a good sign for solutions below the ground state. However,
in this case, the virial quantity z′R cannot be controlled uniformly in time. For
the localized virial argument, one takes φ to be a smooth, compactly supported
supported function equal to |x|2 for |x| ≤ 1 and equal to zero for |x| > 2. Then in
the second derivative term, one still obtains the quantity in Lemma 2.4(iii), up to
errors that are controlled by∫
|x|>R
|∇u(t, x)|2 + 1
R2
|u(t, x)|2 + 1
Rb
|u(t, x)|α+2 dx. (2.14)
Such error terms can be controlled uniformly in time for solutions with pre-compact
orbit in H1. With this localization, one also has the bound
|z′R(t)| . R‖u(t)‖
2
H1 , (2.15)
which (for fixed R) has the potential to be bounded uniformly in t.
2.4. Concentration compactness. An essential ingredient in the construction
of minimal blowup solutions is the following linear profile decomposition for H1-
bounded sequences adapted to the Strichartz estimates discussed above. The ver-
sion we need can be found, for example, in [11, Theorem 5.1] (see also [29, Theorem
1.10]).
Proposition 2.5 (Linear profile decomposition). Let {φn} be a bounded sequence
in H1(RN ). There exists M∗ ∈ N ∪ {∞} so that for each 1 ≤ j ≤ M ≤ M∗ there
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exists a profile ψj in H1(RN ), a sequence tjn of time shifts, a sequence x
j
n of space
shifts, and a sequence WMn (x) of remainders in H
1(RN ), such that
φn(x) =
M∑
j=1
e−it
j
n∆ψj(x− xjn) +W
M
n (x) (2.16)
along a subsequence, with the following properties:
• Asymptotic orthogonality of the parameters: for 1 ≤ k 6= j ≤M ,
lim
n→+∞
|tjn − t
k
n|+ |x
j
n − x
k
n| =∞. (2.17)
• Asymptotic vanishing for the remainders:
lim
M→+∞
(
lim
n→+∞
‖eit∆WMn ‖S(H˙sc )
)
= 0. (2.18)
• Asymptotic mass/energy decoupling: for M ∈ N and any s ∈ [0, 1], we have
‖φn‖
2
H˙s
=
M∑
j=1
‖ψj‖2
H˙s
+ ‖WMn ‖
2
H˙s
+ on(1) as n→∞. (2.19)
Finally, we may assume either tjn ≡ 0 or t
j
n → ±∞, and either x
j
n ≡ 0 or |x
j
n| → ∞.
3. Construction of minimal blowup solutions
In this section, we show that if Theorem 1.1 fails, we may find a minimal blowup
solution below the ground state threshold that obeys strong compactness prop-
erties. A similar result was obtained in [14] for radial solutions and under more
stringent restrictions on the parameters (N, b, α), while the non-radial case was
addressed in [28] for the 3d cubic case. The key ingredients are the linear profile
decomposition (Proposition 2.5), stability theory (Proposition 2.3), and the con-
struction of scattering solutions living far from the origin (Proposition 3.2 below).
In the next result we construct the minimal blowup solution. In particular, we
extend [14, Proposition 6.1] to the non-radial setting for all the intercritical regime.
Proposition 3.1 (Existence of a minimal blowup solution). Suppose Theorem 1.1
fails for some choice of (N, b, α) as in the statement of the theorem. Then there
exists a function uc,0 ∈ H
1 so that the corresponding solution uc to (1.1) is global,
uniformly bounded in H1, and obeys the following:
(i) M [uc] = 1,
(ii) E[uc] < E[Q],
(iii) ‖∇uc,0‖
sc
L2
‖uc,0‖
1−sc
L2
< ‖∇Q‖sc
L2
‖Q‖1−sc
L2
,
(iv) ‖uc‖S(H˙sc ;R+) = ‖uc‖S(H˙sc ;R−) = +∞.
Furthermore, the orbit {uc(t) : t ∈ R} is pre-compact in H
1.
Proof. For each δ > 0, we define the set Aδ of all u0 ∈ H
1(RN ) satisfying
E[u0]
scM [u0]
1−sc < δ and ‖∇u0‖
sc
L2
‖u0‖
1−sc
L2
< ‖∇Q‖sc
L2
‖Q‖1−sc
L2
.
We define δc to be the supremum of δ > 0 such that data in Aδ leads to global
scattering solutions to (1.1) with finite space-time norm. The assumption that
Theorem 1.1 fails for a choice of (N, b, α) is then equivalent to the statement that
δc < M [Q]
1−scE[Q]sc .
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We may now take a sequence of solutions un to (1.1) with H
1 initial data un,0
obeying the following:
‖un,0‖L2 ≡ 1, (3.1)
‖∇un,0‖
sc
L2
< ‖∇Q‖sc
L2
‖Q‖1−sc
L2
, (3.2)
E[un]→ δ
1
sc
c as n→∞, (3.3)
lim
n→∞
‖un‖S(H˙sc ;R+) = limn→∞
‖un‖S(H˙sc ;R−) =∞. (3.4)
We will now apply the linear profile decomposition (Proposition 2.5) to the
sequence un,0 and establish the following facts:
(a) there is a single profile ψ present in the decomposition;
(b) the time shifts obey tn ≡ 0;
(c) the space shifts obey xn ≡ 0; and
(d) the error Wn converges to zero strongly in H
1.
In particular, items (a)–(d) imply that the sequence un,0 converges strongly to
some limit uc,0 (after passage to an appropriate subsequence). The solution uc
to (1.1) with initial data uc,0 will then obey all of the conditions appearing in
Proposition 3.1. Indeed, items (i)—(iii) follow from the strong H1 convergence,
while (iv) follows from the stability result (Proposition 2.3). To establish the pre-
compactness of the orbit of uc, one must prove convergence (along a subsequence)
for {uc(tn)} for an arbitrary sequence of times tn. To this end, one simply repeats
arguments of the present proof to the sequence uc(tn) (in place of the sequence
un,0); indeed, this sequence and obeys (3.1), (3.2), (3.3), and (3.4) above.
It therefore remains to establish items (a)–(d). We apply Proposition 2.5 to
obtain
un,0(x) =
M∑
j=1
e−it
j
n∆ψj(x− xjn) +W
M
n (x), (3.5)
where the shifts, profiles, and remainders obey all of the conditions stated in Propo-
sition 2.5.
Before proceeding to the proof of items (a)–(d), let us collect a few facts about
the profiles appearing in the decomposition above. First, using the Pythagorean
expansion (2.19), we can obtain
M∑
j=1
‖ψj‖2L2 + lim sup
n→∞
‖WMn ‖
2
L2 ≤ 1, (3.6)
for all M . Similarly, using Lemma 2.4 as well, we can deduce that
E[e−it
j
n∆ψj ] ≥ 0 and E[WMn ] ≥ 0,
for all j and all n large, along with the fact that
lim sup
n→+∞
[ M∑
j=1
E[e−it
j
n∆ψj ] + E[WMn ]
]
= δ
1
sc
c . (3.7)
Moreover we have that for both the profiles and the remainder, the energy is com-
parable to the square of the H˙1-norm (see Lemma 2.4).
Item (a). We turn to item (a) and suppose towards a contradiction that more
than one profile appears in the decomposition above. (Note that there must be at
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least one profile, for otherwise an application of the stability result Proposition 2.3
with the approximate solution eit∆WMn would imply global space-time bounds for
the solutions un, contradicting (3.4).) In this case, we can construct scattering
solutions to (1.1) corresponding to each profile, as we now explain.
First, if xjn ≡ 0 and t
j
n ≡ 0, then we take v
j to be the solution to (1.1) with
initial data ψj . This solution scatters due to the fact that it is below the critical
scattering threshold (see (3.5) and (3.7)). If instead xjn ≡ 0 and t
j
n → ±∞, we take
vj to be the solution that scatters to eit∆ψj as t → ±∞ (cf. Proposition 2.2(iii)).
In both cases we then set vjn(t, x) = v
j(t+tjn, x). Finally, if |x
j
n| → ∞, then we must
appeal to Proposition 3.2, proved below, to construct a global scattering solution
vjn to (1.1) obeying v
j
n(0, x) = e
−itjn∆ψ(x− xjn).
We now define a sequence of approximate solutions to (1.1) via
u˜Mn =
M∑
j=1
vjn.
We now claim the following:
1. We have asymptotic agreement of the initial data:
lim sup
M→∞
[
lim sup
n→∞
‖eit∆[un(0)− u˜
M
n (0)]‖S(H˙sc )
]
= 0 (3.8)
2. The functions u˜Mn obey uniform space-time bounds: There exist L > 0 and
S > 0 independent of M such that for any M , there exists n1 = n1(M)
such that
n > n1 =⇒ ‖u˜
M
n ‖S(H˙sc ) ≤ L and ‖u˜
M
n ‖L∞t H1x ≤ S. (3.9)
3. The functions u˜Mn are good approximate solutions to (1.1). That is, defining
f(z) = |z|αz and
eMn = (i∂t +∆)u˜
M
n + |x|
−bf(u˜Mn ) = |x|
−b
[
f
( M∑
j=1
vjn
)
−
M∑
j=1
f(vjn)
]
,
we have the following: for each M and ε > 0, there exists n0 = n0(M, ε)
such that
n > n0 =⇒ ‖e
M
n ‖S′(H˙−sc ) + ‖e
M
n ‖S′(L2) + ‖∇e
M
n ‖S′(L2) ≤ ε. (3.10)
Once we have established these three claims, we may apply the stability result
(Proposition 2.3) to deduce that the solutions un inherit the space-time bounds of
the approximate solutions u˜Mn , thus leading to a contradiction to (3.4) and com-
pleting the proof of item (a).
For the third claim, it is enough to quote [14, Proposition 6.1]. The proof relies
essentially on the orthogonality of the functions vjn in the form of (2.17), which is
used in conjunction with approximation by C∞c (R × R
3) functions. In particular,
one applies pointwise estimates to the difference appearing in eMn (as well as to the
gradient) and then utilizes both the orthogonality condition as well as the global
space-time bounds obeyed by the individual vjn.
We therefore turn to the first claim and prove (3.8). By construction, we have
un(0, x)− u˜
M
n (0, x) =
M∑
j=1
[
e−it
j
n∆ψj(x− xjn)− v
j(tjn, x)
]
+WMn .
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In particular, the summands are either identically zero or converge to zero in H1
as n→∞, while the free evolution of WMn tends to zero in S(H˙
sc) as n,M →∞.
Thus, (3.8) holds.
We turn to the second claim and prove (3.9). We follow the usual approach
(namely, we use the fact that each profile obeys global space-time bounds and
exploit the orthogonality in (2.17) to sum); however, we will provide some detail
here, as it is in this step that a careful choice of function spaces extends the range
of parameters (N,α, b) compared to previous works on (1.1).
First, using (3.5) and (3.6) together with the small-data theory for (1.1) (see
Proposition 2.2), we may obtain∑
j≥M0
[
‖vjn‖
2
S(L2) + ‖∇v
j
n‖
2
S(L2)
]
. 1 (3.11)
for some sufficiently large M0 and for all large n. On the other hand, utilizing the
orthogonality condition (2.17), one can establish
sup
t∈R
∣∣〈vjn, vkn〉H1 ∣∣→ 0 as n→∞
for j 6= k (see e.g. [11, Corollary 4.4]). Using the above, we can establish
sup
t∈R
‖u˜Mn ‖
2
H1x
≤ S for all n > n1(M) (3.12)
for some S > 0 independent of M .
We will next find space-time norms in which we can estimate u˜Mn . We treat
separately the cases N = 2 and N ≥ 3.
First suppose N ≥ 3. We will estimate u˜Mn in the H˙
sc-admissible space LaˆtL
rˆ
x,
where we recall the pair (aˆ, rˆ) from the proof of Lemma 2.1 (see (2.2) and (2.3)).
To this end, we first define
pˆ = 2N(α+2−θ)
N(α+2−θ)−4(1−sc)
for some 0 < θ ≪ 1 to be specified more precisely below. One has that (aˆ, pˆ) is L2-
admissible and sc =
N
pˆ
−N
rˆ
. Moreover, pˆ < N
sc
for θ small enough and 2 < pˆ < 2N
N−2 .
Hence, applying Sobolev embedding we get
‖u˜Mn ‖
2
LaˆtL
rˆ
x
.
∥∥∥∥
( M∑
j=1
|∇|scvjn
)2∥∥∥∥
L
aˆ
2
t L
pˆ
2
x
.
M0∑
j=1
∥∥|∇|scvjn∥∥2LaˆtLpˆx +
M∑
j=M0
∥∥|∇|scvjn∥∥2LaˆtLpˆx +
∑
j 6=k
∥∥[|∇|scvjn][|∇|scvkn]∥∥
L
aˆ
2
t L
pˆ
2
x
(3.13)
The first term is bounded by some constant depending on M0, where as the second
term is bounded independent of M in light of (3.11). On the other hand, using the
orthogonality (2.17) and approximation by C∞c (R×R
N ) functions, we see that the
final term on the right-hand side above tends to zero as n→∞.
Thus we conclude that u˜Mn obeys good bounds in the specific norm L
aˆ
tL
rˆ
x. To
extend to arbitrary S(H˙sc)-admissible spaces, we make use of Strichartz estimates,
estimating as in Lemma 2.1 and recalling that u˜Mn is an approximate solution to
(1.1) with error term obeying the estimates appearing in (3.10).
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We next consider the case N = 2. We introduce the parameters
a = 2α(α+1−θ)2−b+ε , r =
2α(α+1−θ)
(2−b)(α−θ)−ε , (3.14)
as well as
a¯ = 2α2α−(2−b)−ε r¯ =
2α
ε
, (3.15)
where θ ∈ (0, α) and ε > 0 are chosen sufficiently small so that a > 4 (this is
possible since α > 2 − b and b < 1). A direct computation shows that (a, r) is
H˙sc-admissible and (a¯, r¯) is H˙−sc admissible.
By interpolation, we have
‖u˜Mn ‖LatLrx ≤ ‖u˜
M
n ‖
1− 4
a
L∞t L
p
x
‖u˜Mn ‖
4
a
L4t,x
,
where
p = 2α(α+1−θ)−4(2−b+ε)(2−b)(α−1−θ)−2ε .
We first observe that we may control u˜Mn in L
4
t,x by estimating as we did in (3.13)
above. Next, we note that p > 2 for small enough θ and ε, which follows from
α > 2− b and b < 1. Thus by the Sobolev embedding H1 →֒ Lp, we obtain control
over u˜Mn in L
a
tL
r
x.
As before, to extend to arbitrary H˙sc admissible pairs we make use of Strichartz
estimates and the fact that u˜Mn is an approximate solution to (1.1) with errors
obeying (3.10). In particular, we need a suitable nonlinear estimate, which we
obtain as follows. We let r1 ∈ (
1
θ
,∞) be a free parameter to be chosen below and
define γ so that
1
r¯′
= 1
γ
+ 1
r1
+ α+1−θ
r
,
where r¯ and r are given by relation (3.14) and (3.15). We may then estimate as
follows: for A ∈ {B,BC}, we have by Ho¨lder’s inequality∥∥|x|−b|u˜Mn |αu˜Mn ∥∥La¯′t Lr¯′x (A) . ‖|x|−b‖Lγ(A)‖u˜n‖θL∞t Lθr1x ‖u˜n‖α+1−θLatLrx ,
since (α+ 1− θ)a¯′ = a. Using the scaling relations, we see that
2
γ
− b = θ(2−b)
α
− 2
r1
.
In particular, if A = B we choose r1 so that θr1 >
2α
2−b , while if A = B
c we choose
r1 so that θr1 ∈ (2,
2α
2−b ). With this choice, we have (after another application of
Sobolev embedding) suitable control over the quantity above, which completes the
proof of (3.9) in the case N = 2.
With (3.9) in place, we have now completed the proof of item (a), that is, the
existence of a single profile in the decomposition (3.5). We now turn to items
(b)–(d).
Items (b)–(d). We have reduced the decomposition (3.5) to one of the form
un,0(x) = e
−itn∆ψ(x− xn) +Wn(x).
To see that the space shifts must obey xn ≡ 0, we note that if |xn| → ∞ then Propo-
sition 3.2 yields global scattering solutions vn to (1.1) with vn(0) = e
−itn∆ψ(x−xn).
Applying the stability result (Proposition 2.3), this implies uniform space-time
bounds for the solutions un, contradicting (3.4). To see that the time shifts must
obey tn ≡ 0, we note that if |tn| → ∞ then the functions vn(t) = e
i(t−tn)∆ψ de-
fine good approximate solutions obeying global space-time bounds for n large. In
particular, an application of Proposition 2.3 would again yield uniform space-time
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bounds for the un, contradicting (3.4). Finally, note that ifM [ψ] < 1 or E[ψ] < δ
1
sc ,
then by the criticality of δc and stability theory once again, we would have that the
solutions un obey uniform space-time bounds. It follows that Wn must converge to
zero strongly in H1. This completes the proof of items (b)–(d) and hence the proof
of Proposition 3.1. 
It remains to show how to construct scattering solutions to (1.1) corresponding
to profiles living far from the origin. In particular, we will extend the result of [28]
beyond the special case of the 3d cubic equation (and even for that case, we extend
the range of the parameter b from b ∈ (0, 12 ) to b ∈ (0, 1)). Our improvement stems
largely from the fact that we have found suitable spaces in which to carry out the
nonlinear estimates (see Lemma 2.1).
Proposition 3.2. Suppose N ≥ 2, 0 < b < min{N2 , 2}, and
4−2b
N
< α < 4−2b
N−2 . Let
ψ ∈ H1(RN ). Suppose that tn ≡ 0 or tn → ±∞ and that |xn| → ∞. Then for all
n sufficiently large, there exists a global solution vn to (1.1) with
vn(0) = ψn := e
itn∆ψ(x − xn)
that scatters in H1 and obeys
‖vn‖S(H˙sc ) + ‖vn‖S(L2) + ‖∇vn‖S(L2) ≤ C
for some C = C(‖ψ‖H1). Moreover, for any ε > 0, there exists K > 0 and
φ ∈ C∞c (R× R
N ) such that
‖vn − φ(· + tn, · − xn)‖S(H˙sc ) < ε for n ≥ K. (3.16)
Proof. We begin by constructing approximate solutions to (1.1). For each n, define
χn to be a smooth function satisfying
χn =
{
1 |x+ xn| > |xn|/2,
0 |x+ xn| < |xn|/4,
with supx |∂
αχn(x)| . |xn|
−|α| for all multi-indices α. Note that χn(x) → 1 as
n→∞ for each x ∈ RN .
For T > 0, define
v˜n,T (t, x) =


χn(x− xn)e
it∆Pnψ(x− xn) |t| ≤ T,
ei(t−T )∆ [v˜n,T (T )] t > T,
ei(t+T )∆ [v˜n,T (−T )] t < −T,
where we have set Pn = P≤|xn|θ for some small 0 < θ < 1 to be determined more
precisely below. The rationale for this particular design of approximate solution is
explained in [28, Remark 4.1].
We will show the existence of the solutions vn by applying stability result (Propo-
sition 2.3). To this end, we must verify the following claims.
Claim 1.
lim sup
T→∞
lim sup
n→∞
‖v˜n,T ‖L∞t H1x + ‖v˜n,T ‖S(H˙sc ) . 1.
INHOMOGENEOUS NLS 15
We first consider the case |t| ≤ T . First, by Sobolev embedding,
‖v˜n,T ‖L∞
[|t|≤T ]
H1x
. ‖eit∆Pnψ‖L∞t L2x + ‖∇χn‖LNx ‖e
it∆Pnψ‖
L∞t L
2N
N−2
x
+ ‖χn‖L∞x ‖∇e
it∆Pnψ‖L∞t L2x
. ‖ψ‖H1 ,
for all n. On the other hand, using Strichartz estimates, we obtain
‖v˜n,T‖S(H˙sc ) . ‖Pnψ‖Hsc . ‖ψ‖H1 ,
for all n. For the case |t| > T , we can again readily obtain H1 boundedness, while
(for t ∈ [T,∞), say) we use Strichartz to obtain
‖v˜n,T‖S(H˙sc ) . ‖e
−iT∆v˜n,T (T )‖Hsc . ‖v˜n,T (T )‖H1 . ‖ψ‖H1 ,
for all n. Thus we conclude that Claim 1 holds.
Claim 2.
lim
T→∞
lim sup
n→∞
‖v˜n,T (tn)− ψn‖H1 = 0.
We consider two cases: First, if tn ≡ 0, then we apply the dominated convergence
theorem and the fact that Pnψ → ψ strongly in H
1 to obtain
‖v˜n,T (tn)− ψn‖H1 = ‖χnPnψ − ψ‖H1 ≤ ‖χnPnψ − Pnψ‖H1 + ‖Pnψ − ψ‖H1 → 0,
as n→∞. Next, if tn →∞ (say), then we estimate
‖v˜n,T (tn)− ψn‖H1 = ‖e
−iT∆χne
iT∆Pnψ − ψ‖H1
= ‖χne
iT∆Pnψ − e
iT∆ψ‖H1
≤ ‖(1− χn)e
iT∆Pnψ‖H1 + ‖Pnψ − ψ‖H1 ,
which tends to zero as n→∞.
Claim 3.
lim
T→∞
lim sup
n→∞
{
‖en‖S′(H˙−sc ) + ‖en‖S′(L2) + ‖∇en‖S′(L2)
}
= 0, (3.17)
where
en = (i∂t +∆)v˜n,T + |x|
−b|v˜n,T |
αv˜n,T .
Note that the errors depend on T as well as n, although our notation does not
indicate this explicitly.
To prove this claim, we consider separately the regions |t| ≤ T and |t| > T .
Case 1: |t| ≤ T . In this region, we have
v˜n,T (t, x) = [χne
it∆(t)Pnψ](x − xn).
Thus we may write
en = |x|
−b|v˜n,T |
αv˜n,T + (∆χnwn + 2∇χn∇wn) := en,1 + en,2,
where
wn(t, x− xn) := e
it∆Pnψ(x− xn).
We first estimate en,2. First,
‖en,2‖L1
[t≤T ]
L2x
. T ‖∆χn‖L∞x ‖wn‖L∞t L2x + T ‖∇χn‖L∞x ‖∇wn‖L∞t L2x
. T
(
|xn|
−2‖ψ‖L2x + |xn|
−1‖∇ψ‖L2x
)
. T (|xn|
−2 + |xn|
−1)‖ψ‖H1 → 0, as n→∞.
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On the other hand, using Bernstein’s inequality (2.1) as well,
‖∇en,2‖L1
[t≤T ]
L2x
. T
(
|xn|
−3 + |xn|
−2
)
‖ψ‖H1 + T |xn|
−1‖∆wn‖L2
. T (|xn|
−3 + |xn|
−2 + |xn|
−1+θ)‖ψ‖H1 → 0, as n→∞.
For the S′(H˙−sc)-norm, let 2 < q <∞ and 2 < r < 2N
N−2 be an H˙
−sc-admissible
pair, so that
2
q
+ N
r
= N2 + sc.
Then we may estimate the Lq
′
t L
r′
x -norm on |t| ≤ T as follows:
‖en,2‖Lq′t Lr
′
x
. T
1
q′
(
‖∆χn‖
L
2r
r−2
x
+ ‖∇χn‖
L
2r
r−2
x
)
‖wn‖L∞t H1
. T
1
q′
(
|xn|
−2+N2 −
N
r + |xn|
−1+N2 −
N
r
)
‖ψ‖H1
= o(1), as n→∞,
since the condition r < 2N
N−2 guarantees that the powers of |xn| appearing above
are negative.
It remains to estimate en,1. Using the definition of χn, we see that we have the
estimate |x|−b . |xn|
−b on the support of this term.
We first fix an L2-admissible pair (q, r) with 2 < q < ∞ and (1 − α)q < 2 (i.e.
q < 21−α if α < 1, with no further constraint when α ≥ 1). In particular, this
guarantees that we have 2 < q′(α + 1) < ∞. We now estimate as follows (still on
the space-time slab {|t| ≤ T } × RN ):
‖en,1‖Lq′t Lr
′
x
. ‖|x|−b‖Lγx(|x|>|xn|)‖wn‖
α+1
L
q′(α+1)
t L
ρ
x
,
where γ will be chosen to be greater than N
b
, and ρ is then determined by the
scaling relation
α+1
ρ
= 1− 1
r
− 1
γ
, i.e. ρ = (α+1)γr
γ(r−1)−r .
Note in particular that the denominator appearing in the definition of ρ is positive.
Indeed, this follows from the fact that r > 2 > N
N−b , which in turn uses b <
N
2 . We
now verify that
ρ ≥ r0 :=
2Nq(α+1)
q(N(α+1)−4)+4 ,
where r0 is the exponent such that (q
′(α + 1), r0) yields an L
2-admissible pair.
For this, we note that when γ = N
b
, using that (q, r)is L2-admissible the strict
inequality ρ > r0 reduces exactly to α >
4−2b
N
. Thus, by choosing γ − N
b
small
enough (depending on α), we may guarantee the desired condition for ρ. We now
continue from above, using Strichartz and Bernstein inequalities to obtain
‖en,1‖Lq′t Lr
′
x
. |xn|
−b+N
γ ‖|∇|
1
α+1(
Nα
2 +
N
γ
−2)wn‖
α+1
L
q′(α+1)
t L
r0
x
. |xn|
−b+N
γ
+ θ
α+1(
Nα
2 +
N
γ
−2)‖ψ‖α+1
L2x
.
Choosing θ small enough, we see that this quantity is o(1) as n→∞.
We can estimate the derivative in the same space. Indeed, if the derivative lands
on |x|−b or on the cutoff χn, we obtain the same estimate with an additional power
of |xn|
−1. If the derivative lands on |wn|
αwn, then we proceed as above, obtaining
a bound that involves the term ‖ψ‖αL2x
‖∇ψ‖L2x . This is also acceptable.
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It remains to find a suitable S′(H˙−sc) space in which to estimate. We proceed
similarly to the above, this time choosing (qˆ, rˆ) to be an H˙−sc-admissible pair with
2 < qˆ < ∞ and (1 − α)qˆ < 2. Note that it is possible to find an admissible pair
with this choice of time exponent. Indeed, combined with rˆ < 2N
N−2 the constraints
reduce to the inequality
α+ N2 −
2−b
α
> 0,
which holds due to the assumption α > 4−2b
N
. We begin with the same estimate as
before:
‖en,1‖Lqˆ′t Lrˆ
′
x
. ‖|x|−b‖Lγˆ(|x|>|xn|)‖wn‖
α+1
L
qˆ′(α+1)
t L
ρˆ
x
,
with γˆ > N
b
and
α+1
ρˆ
= 1− 1
rˆ
− 1
γˆ
, i.e. ρˆ = (α+1)γˆrˆ
γˆ(rˆ−1)−rˆ .
As before, γˆ(rˆ − 1) − rˆ > 0 follows from γˆ > N
b
, b < N2 and rˆ > 2. Similarly, we
would like to guarantee that
ρˆ ≥ rˆ0 :=
2Nqˆ(α+1)
qˆ(N(α+1)−4)+4
where rˆ0 is the exponent such that (qˆ
′(α+1), rˆ0) yields an L
2-admissible pair. For
γˆ = N
b
, the strict inequality ρˆ > rˆ0 reduces to the inequality
p(α) := Nα2 + (N − 4 + 2b)α− (4− 2b) > 0.
Now observe that p(4−2b
N
) = 0 while p′(α) > 0 for α > 4−2b
N
; indeed, the latter
inequality reduces to b < 2 + N2 . In particular we have p(α) > 0 all cases under
consideration, and the inequality is preserved by choosing γˆ − N
b
> 0 sufficiently
small. Continuing from above and estimating as before, we obtain
‖en,1‖Lqˆ′t Lr
′
x
. |xn|
−b+N
γˆ ‖|∇|
1
α+1 (
Nα
2 +
N
γˆ
−2+sc)wn‖
α+1
L
qˆ′(α+1)
t L
rˆ0
x
. |xn|
−b+N
γˆ
+ θ
α+1 (
Nα
2 +
N
γˆ
−2+sc)‖ψ‖α+1
L2x
.
In particular, this quantity is o(1) as n→∞ provided θ is chosen sufficiently small.
Case 2: t > T . In this regime, we have
en = |x|
−b|v˜n,T |
αv˜n,T , v˜n,T (t, x) = e
i(t−T )∆[χn(x− xn)e
iT∆Pnψ(x − xn)].
Here the vanishing in (3.17) will essentially be a consequence of Strichartz estimates
and the monotone convergence theorem. We will rely on the nonlinear estimates
appearing in Lemma 2.1. In particular, we may obtain
‖en‖S′(L2) + ‖∇en‖S′(L2) + ‖en‖S′(H˙−sc )
. ‖v˜n,T ‖
θ
L∞t H
1
x
‖v˜n,T ‖
α−θ
S(H˙sc )
(
‖v˜n,T‖S(H˙sc ) + ‖v˜n,T ‖S(L2) + ‖∇v˜n,T ‖S(L2)
)
+ ‖v˜n,T ‖
1+θ
L∞t H
1
x
‖v˜n,T ‖
α−θ
S(H˙sc )
,
for some θ ∈ (0, α), where all spacetime norms are restricted to [T,∞) × RN . In
practice, each norm above is represented by some particular admissible pair.
Thus it suffices to establish the following:
(a) v˜n,T is uniformly bounded in H
1 for t ≥ T .
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(b) We have
lim
T→∞
lim
n→∞
[‖v˜n,T ‖S(L2) + ‖∇v˜n,T ‖S(L2) + ‖v˜n,T ‖S(H˙sc )] = 0,
where all space-time norms are restricted to [T,∞)× RN .
Item (a) is clear, as Pn, multiplication by χn, and e
i·∆ are all uniformly bounded
operators from H1 → H1. Therefore we turn to item (b). We first consider the
term ∇v˜n,T in S(L
2). We begin by fixing a representative L2-admissible pair (q, r)
and estimating
‖∇v˜n,T ‖LqtLrx({t>T}) . ‖∇e
it∆[χne
iT∆Pnψ]‖LqtLrx({t>0})
. ‖∇eit∆Pnψ‖LqtLrx({t>T}) + ‖∇
[
(χn − 1)e
iT∆Pnψ
]
‖L2x .
For fixed T , the second term above tends to zero as n → ∞ by the dominated
convergence theorem. On the other hand, by Strichartz, the first term is bounded
by ‖ψ‖L2x for all T ≥ 0, and hence tends to zero by the monotone convergence
theorem.
Similar arguments suffice to control the S(L2) and S(H˙sc) norms, and hence we
conclude that item (b) holds. This completes the treatment of Case 2, and hence
we finish the proof of (3.17) and Claim 3.
With the three claims in place, we may apply the stability result (Proposition 2.3)
to deduce the existence of a global solution vn to (1.1) satisfying vn(0) = ψn and
‖vn‖S(H˙sc ) + ‖vn‖S(L2) + ‖∇vn‖S(L2) . 1,
for all n sufficiently large. The proof of (3.16) now follows as in [28, Proposition 3.3].
This completes the proof. 
4. Proof of the main result
The main result, Theorem 1.1 is proven by contradiction. Supposing that the
theorem fails for some choice of (N, b, α), Proposition 3.1 guarantees the existence
of a minimal blowup solution, namely, a non-zero global solution u to (1.1) that
obeys (i) the orbit {u(t) : t ∈ R} is pre-compact in H1 and (ii) the solution lives
below the ground state threshold, i.e.
M [u]1−scE[u]sc < M [Q]1−scE[Q]sc and ‖u(t)‖1−sc
L2
‖∇u(t)‖sc
L2
< ‖Q‖1−sc
L2
‖∇Q‖sc
L2
.
At this point, we may now argue exactly as in [14] and utilize a localized virial
argument to derive a contradiction, thus establishing Theorem 1.1. In particular,
the necessary coercivity in the virial argument comes from Lemma 2.4(iii), while
the pre-compactness in H1 allows for the virial identity to be localized in a suitable
manner.
In particular, we let R > 0 and introduce the quantity zR as in Section 2.3.
Using uniform H1 boundedness, Lemma 2.4(iii), (2.15), and (2.14), we then utilize
the fundamental theorem of calculus (in the form
∫ T
0 z
′′
R(t) dt = z
′
R(T )− z
′
R(0)) to
obtain the following estimate for an arbitrary T > 0:
δ
∫ T
0
‖∇u(t)‖2L2 dt
. R‖u‖2L∞t H1x +
∫ T
0
∫
|x|>R
|∇u(t, x)|2 + 1
R2
|u(t, x)|2 + 1
Rb
|u(t, x)|α+2 dx dt
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for some δ > 0. In particular, using pre-compactness in H1, we let ε > 0 to be
determined below and choose R = R(ε) > 0 sufficiently large (independent of T )
to obtain
δ
∫ T
0
‖∇u(t)‖2L2 dx . R‖u‖
2
L∞t H
1
x
+ εT.
As Lemma 2.4(i) (and the fact that u 6≡ 0) implies the uniform lower bound
‖∇u(t)‖2
L2
& E[u0] > 0, we may now deduce that
E[u0] .
R
Tδ
+ ε
δ
for any T > 0. In particular, choosing ε = ε(δ) sufficiently small and T = T (R(ε), δ)
sufficiently large, we can now obtain a contradiction to the fact that E[u0] > 0.
This precludes the possibility of minimal blowup solutions as in Proposition 3.1
and hence completes the proof of Theorem 1.1.
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