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We bring a new approach to the study of quantum calculus and introduce the q-symmetric
variational calculus.We prove a necessary optimality condition of Euler–Lagrange type and
a sufficient optimality condition for symmetric quantum variational problems. The results
are illustrated with an example.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Quantum calculus, also known as calculus without limits, is a very interesting field in mathematics. Moreover, it plays
an important role in several fields of physics such as cosmic strings and black holes [1], conformal quantum mechanics [2],
nuclear and high energy physics [3], just to name a few. For a deeper understanding of quantum calculus we refer the reader
to [4–7].
There are two types of quantum calculus: the q-calculus and the h-calculus. In this paper we are concerned with the
q-calculus. Historically, the q-calculus was first introduced by Jackson [8] and is a calculus based on the notion of the
q-derivative
f (qt)− f (t)
(q− 1)t
where q is a fixed number different from 1, t ≠ 0 and f is a real function. In contrast to the classical derivative, which
measures the rate of change of the function of an incremental translation of its argument, the q-derivative measures the
rate of change with respect to a dilatation of its argument by a factor q. It is clear that if f is differentiable at t ≠ 0, then
f ′(t) = limq→1 f (qt)−f (t)(q−1)t .
For a fixed q ∈]0, 1[ and t ≠ 0 the q-symmetric derivative of a function f at point t is defined by
f (qt)− f q−1t
q− q−1 t .
The q-symmetric quantum calculus has proven to be useful in several fields, in particular in quantum mechanics [9]. As
noticed in [9], the q-symmetric derivative has important properties for the q-exponential function which turns out to be not
true with the usual derivative.
It is well known that the derivative of a differentiable real function f at a point t ≠ 0 can be approximated by the
q-symmetric derivative. We believe that the q-symmetric derivative has, in general, better convergence properties than the
h-derivative f (t+h)−f (t)h and the q-derivative
f (qt)−f (t)
(q−1)t , but this requires additional investigation.
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Our goal is to establish a necessary optimality condition and a sufficient optimality condition for the q-symmetric
variational problem
L [y] =
 b
a
L

t, y (qt) , D˜q [y] (t)

d˜qt → extremize
y ∈ Y1 ([a, b] ,R)
y (a) = α
y (b) = β,
(P)
where α, β are fixed real numbers. By extremize wemeanmaximize orminimize. Also wemust assume that the Lagrangian
function L satisfies the following hypotheses:
(H1) (u, v)→ L (t, u, v) is a C1 R2,R function for any t ∈ [a, b];
(H2) t → L

t, y (qt) , D˜q [y] (t)

is continuous at 0 for any admissible function y;
(H3) functions t → ∂i+2L

t, y (qt) , D˜q [y] (t)

, i = 0, 1 belong to Y1 [a, b]q ,R for all admissible functions y.
This paper is organized as follows. In Section 2 we review the necessary definitions and prove some new results of the
q-symmetric calculus. Usually the set of study in q-calculus is the lattice

a, aq, aq2, aq3, . . .

. In this paper we will work in
an arbitrary real interval containing 0. This new approach follows the ideas that Aldwoah used in his Ph.D. thesis [10] (see
also [11]). One of the main goals of Aldwoah’s thesis was the generalization of the time scale calculus, introduced by Hilger
in [12]. The time scale calculus is a recent field that was created in order to unify and to extend the difference calculus and
the differential calculus into a single theory. For a general presentation of the theory of time scales we refer the reader to the
very interesting monograph [13]. In Section 3 we formulate and prove our results for the q-symmetric variational calculus.
2. Preliminaries
Let q ∈]0, 1[ and let I be an interval (bounded or unbounded) of R containing 0. We will denote by Iq the set Iq := qI :=
{qx : x ∈ I}. Note that Iq ⊆ I .
Definition 1 (Cf. [6]). Let f be a real function defined on I . The q-symmetric difference operator of f is defined by
D˜q [f ] (t) = f (qt)− f

q−1t

q− q−1 t , if t ∈ Iq \ {0},
and D˜q [f ] (0) := f ′ (0), provided f is differentiable at 0. We usually call D˜q [f ] the q-symmetric derivative of f .
Remark 1. Notice that if f is differentiable at t ∈ Iq then
lim
q→1 D˜q
[f ] (t) = f ′ (t) .
The q-symmetric difference operator has the following properties.
Theorem 1 (Cf. [6]). Let f and g be q-differentiable on I, let α, β ∈ R and t ∈ Iq. One has
1. D˜q [f ] ≡ 0 iff f is constant on I;
2. D˜q [αf + βg] (t) = αD˜q [f ] (t)+ βD˜q [g] (t);
3. D˜q [fg] (t) = D˜q [f ] (t) g (qt)+ f

q−1t

D˜q [g] (t);
4. D˜q

f
g

(t) = D˜q[f ](t)g(q−1t)−f (q−1t)D˜q[g](t)
g(qt)g(q−1t) if g (qt) g

q−1t
 ≠ 0.
Proof. If f is constant, then it is clear that D˜q [f ] ≡ 0. For each t ∈ I if D˜q [f ] (qt) = 0, then f (t) = f

q2t

and one has, for
n ∈ N,
f (t) = f q2t = · · · = f q2nt .
Since
lim
n→+∞ f (t) = limn→+∞ f

q2nt

and f is continuous at 0, then
f (t) = f (0) , ∀t ∈ I.
The other properties are trivial for t = 0 and for t ≠ 0 see [6]. 
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Definition 2 (Cf. [6]). Let a, b ∈ I and a < b. For f : I → R and for q ∈]0, 1[ the q-symmetric integral of f from a to b is
given by b
a
f (t) d˜qt =
 b
0
f (t) d˜qt −
 a
0
f (t) d˜qt,
where x
0
f (t) d˜qt =

q−1 − q x +∞
n=0
q2n+1f

q2n+1x

= 1− q2 x +∞
n=0
q2nf

q2n+1x

, x ∈ I,
provided that the series converges at x = a and x = b. In that case, f is called q-symmetric integrable on [a, b]. We say that
f is q-integrable on I if it is q-integrable on [a, b] for all a, b ∈ I .
We will now present two technical results that will be useful to prove the Fundamental Theorem of the q-Symmetric
Integral Calculus (Theorem 2).
Lemma 1 ([10]). Let a, b ∈ I , a < b and f : I → R continuous at 0. Then for s ∈ [a, b] the sequence f q2n+1sn∈N converges
uniformly to f (0) on I.
Corollary 1 ([10]). If f : I → R is continuous at 0, then for s ∈ [a, b] the series+∞n=0 q2nf q2n+1s is uniformly convergent on
I, and, consequently, f is q-symmetric integrable on [a, b].
Theorem 2 (Fundamental Theorem of the q-Symmetric Integral Calculus). Assume that f : I → R is continuous at 0 and, for
each x ∈ I , define
F(x) :=
 x
0
f (t) d˜qt.
Then F is continuous at 0. Furthermore, D˜q[F ](x) exists for every x ∈ Iq with D˜q[F ](x) = f (x). Conversely, b
a
D˜q [f ] (t) d˜qt = f (b)− f (a)
for all a, b ∈ I .
Proof. By Corollary 1, the function F is continuous at 0. If x ∈ Iq \ {0}, then
D˜q
 x
0
f (t) d˜qt

=
 qx
0 f (t) d˜qt −
 q−1x
0 f (t) d˜qt
q− q−1 x
= q
q2 − 1 x

1− q2 qx +∞
n=0
q2nf

q2n+1qx
− 1− q2 q−1x +∞
n=0
q2nf

q2n+1q−1x

=
+∞
n=0
q2nf

q2nx
− +∞
n=0
q2n+2f

q2n+2x

=
+∞
n=0

q2nf

q2nx
− q2(n+1)f q2(n+1)x
= f (x) .
If x = 0, then
D˜q [F ] (0) = lim
h→0
F (h)− F (0)
h
= lim
h→0
1
h

1− q2 h +∞
n=0
q2nf

q2n+1h

= lim
h→0

1− q2 +∞
n=0
q2nf

q2n+1h

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= 1− q2 +∞
n=0
q2nf (0) (by the continuity of f at 0)
= 1− q2 1
1− q2 f (0)
= f (0) .
Finally, since for x ∈ I , x
0
D˜q [f ] (t) d˜qt =

1− q2 x +∞
n=0
q2nD˜q [f ]

q2n+1x

= 1− q2 x +∞
n=0
q2n
f

qq2n+1x
− f q−1q2n+1x
q− q−1 q2n+1x
=
+∞
n=0

f

q2nx
− f q2(n+1)x
= f (x)− f (0) ,
we have b
a
D˜q [f ] (t) d˜qt =
 b
0
D˜q [f ] (t) d˜qt −
 a
0
D˜q [f ] (t) d˜qt
= f (b)− f (a) . 
The q-symmetric integral has the following properties.
Theorem 3. Let f , g : I → R be q-symmetric integrable on I, a, b, c ∈ I and α, β ∈ R. Then
1.
 a
a f (t) d˜qt = 0;
2.
 b
a f (t) d˜qt = −
 a
b f (t) d˜qt;
3.
 b
a f (t) d˜qt =
 c
a f (t) d˜qt +
 b
c f (t) d˜qt;
4.
 b
a (αf + βg) (t) d˜qt = α
 b
a f (t) d˜qt + β
 b
a g (t) d˜qt;
5. If D˜q [f ] and D˜q [g] are continuous at 0, then b
a
f

q−1t

D˜q [g] (t) d˜qt = f (t) g (t)
b
a
−
 b
a
D˜q [f ] (t) g (qt) d˜qt.
We call this formula q-symmetric integration by parts.
Proof. Properties 1–4 are trivial. Property 5 follows from Theorems 1 and 2:
D˜q [fg] (t) = D˜q [f ] (t) g (qt)+ f

q−1t

D˜q [g] (t)
⇒ f q−1t D˜q [g] (t) = D˜q [fg] (t)− D˜q [f ] (t) g (qt)
⇒
 b
a
f

q−1t

D˜q [g] (t) d˜qt = f (t) g (t)
b
a
−
 b
a
D˜q [f ] (t) g (qt) d˜qt. 
Remark 2. Let us consider the function σ defined by σ (t) := qt and use the notation f σ (t) := f (qt). Since for each
t ∈ Iq \ {0},
D˜q [f σ ] (t) = f
σ (qt)− f σ q−1t
q− q−1 t = f

q2t
− f (t)
q− q−1 t
and
D˜q [f ] (qt) = f

q2t
− f (t)
q− q−1 qt ,
then we may conclude that
D˜q [f σ ] (t) = qD˜q [f ] (qt) , ∀t ∈ Iq \ {0}.
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Since D˜q [f σ ] (0) = qD˜q [f ] (0), we may conclude that
D˜q [f σ ] (t) = qD˜q [f ] (qt) , ∀t ∈ Iq. (1)
Hence, an analogue formula for q-symmetric integration by parts is given by b
a
f (t) D˜q [g] (t) d˜qt = f (qt) g (t)
b
a
− q
 b
a
D˜q [f ] (qt) g (qt) d˜qt. (2)
Proposition 1. Let c ∈ I and let f and g be q-symmetric integrable on I. Suppose that
|f (t)| ≤ g (t)
for all t ∈ q2n+1c : n ∈ N0 ∪ {0}.
1. If c ≥ 0, then c
0
f (t) d˜qt
 ≤  c
0
g (t) d˜qt.
2. If c < 0, then c
0
f (t) d˜qt
 ≤  0
c
g (t) d˜qt.
Proof. If c ≥ 0, then c
0
f (t) d˜qt
 =
1− q2 c +∞
n=0
q2nf

q2n+1c
 ≤ 1− q2 c +∞
n=0
q2n
f q2n+1c
≤ 1− q2 c +∞
n=0
q2ng

q2n+1c
 =  c
0
g (t) d˜qt.
If c < 0, then c
0
f (t) d˜qt
 =
1− q2 c +∞
n=0
q2nf

q2n+1c
 ≤ − 1− q2 c +∞
n=0
q2n
f q2n+1c
≤ − 1− q2 c +∞
n=0
q2ng

q2n+1c
 = −  c
0
g (t) d˜qt,
proving the desired result. 
As an immediate consequence we have the following result.
Corollary 2. Let c ∈ I and f be q-symmetric integrable on I. Suppose that
f (t) ≥ 0, ∀t ∈ q2n+1c : n ∈ N0 ∪ {0} .
1. If c ≥ 0, then c
0
f (t) d˜qt ≥ 0.
2. If c < 0, then 0
c
f (t) d˜qt ≥ 0.
Remark 3. In general it is not true that if f is a positive function on [a, b], then b
a
f (t) d˜qt ≥ 0.
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For example, consider the function f defined in [−1, 1] by
f (t) =

1 if t = 1
2
6 if t = 1
6
0 if t ∈ [−1, 1] \

1
6
,
1
2

.
For q = 12 this function is q-symmetric integrable because is continuous at t = 0 and 1
1
3
f (t) d˜qt =
 1
0
f (t) d˜qt −
 1
3
0
f (t) d˜qt
= 3
4
+∞
n=0

1
2
2n
f

1
2
2n+1
− 3
4

1
3
 +∞
n=0

1
2
2n
f

1
3
·

1
2
2n+1
= 3
4
× 1− 1
4
× 6 = −3
4
.
This example also proves that in general it is not true that, for any a, b ∈ I , b
a
f (t) d˜qt
 ≤  b
a
|f (t)| d˜qt.
We conclude this section with some useful definitions and notations. For s ∈ I we set
[s]q :=

q2n+1s : n ∈ N0
 ∪ {0} .
Let a, b ∈ I with a < b. We define the q-symmetric interval from a to b by
[a, b]q :=

q2n+1a : n ∈ N0
 ∪ q2n+1b : n ∈ N0 ∪ {0} ,
that is
[a, b]q = [a]q ∪ [b]q .
We introduce the linear spaces
Y0

[a, b]q ,R
 := y : I → R|y is bounded on [a, b]q and continuous at 0
Y1

[a, b]q ,R
 := y ∈ Y0 [a, b]q ,R |D˜q [y] is bounded on [a, b]q and continuous at 0
and for r = 0, 1 we endow these spaces with the norm
∥y∥r =
r
i=0
sup
t∈[a,b]q
D˜iq [y] (t)
where D˜0q [y] ≡ y.
Definition 3. We say that y is an admissible function for problem (P) if y ∈ Y1 [a, b]q ,R and y satisfies the boundary
conditions y (a) = α and y (b) = β .
Definition 4. We say that y∗ is a local minimizer (resp. local maximizer) for problem (P) if y∗ is an admissible function and
there exists δ > 0 such that
L [y∗] ≤ L [y] (resp.L [y∗] ≥ L [y])
for all admissible ywith ∥y∗ − y∥1 < δ.
Definition 5. We say that η ∈ Y1 [a, b]q ,R is an admissible variation for problem (P) if η (a) = 0 = η (b).
3. Main results
In this section we will apply similar techniques used in Hahn’s quantum variational calculus (see [14,15]).
3.1. Basic lemmas
We now present some lemmas which will be useful to achieve our main results.
A.M.C. Brito da Cruz, N. Martins / Computers and Mathematics with Applications 64 (2012) 2241–2250 2247
Lemma 2 (Fundamental Lemma of the q-Symmetric Variational Calculus). Let f ∈ Y0. One has b
a
f (t) h (qt) d˜qt = 0
for all functions h ∈ Y0 with
h (a) = h (b) = 0
if and only if
f (t) = 0
for all t ∈ [a, b]q.
Proof. The implication ‘‘⇐’’ is obvious. Let us prove the implication ‘‘⇒’’. Suppose, by contradiction, that there exists
p ∈ [a, b]q such that f (p) ≠ 0.
1. If p ≠ 0, then p = q2k+1a or p = q2k+1b for some k ∈ N0.
(a) Suppose that a ≠ 0 and b ≠ 0. In this case we can assume, without loss of generality, that p = q2k+1a. Define
h (t) =

f

q2k+1a

if t = q2k+2a
0 otherwise.
Then  b
a
f (t) h (qt) d˜qt =
 b
0
f (t) h (qt) d˜qt −
 a
0
f (t) h (qt) d˜qt
= 0− 1− q2 a +∞
n=0
q2nf

q2n+1a

h

q2n+2a

= − 1− q2 aq2k f q2k+1a2 ≠ 0,
which is a contradiction.
(b) If a = 0 and b ≠ 0, then p = q2k+1b for some k ∈ N0. Define
h (t) =

f

q2k+1b

if t = q2k+2b
0 otherwise
and with a similar proof to (a) we obtain a contradiction.
(c) The case b = 0 and a ≠ 0 is similar to the previous one.
2. If p = 0, without loss of generality we can assume f (p) > 0. Since
lim
n→+∞ q
2n+1a = lim
n→+∞ q
2n+1b = 0
and f is continuous at 0 we have
lim
n→+∞ f

q2n+1a
 = lim
n→+∞ f

q2n+1b
 = f (0) .
Therefore, there exists an order n0 ∈ N such that for all n > n0 the inequalities
f

q2n+1a

> 0 and f

q2n+1b

> 0
hold.
(a) If a, b ≠ 0, then for some k > n0 we define
h (t) =
f

q2k+1b

if t = q2k+2a
f

q2k+1a

if t = q2k+2b
0 otherwise.
Hence b
a
f (t) h (qt) d˜qt =

1− q2 (b− a) q2k f q2k+1a f q2k+1b ≠ 0.
(b) If a = 0, then we define
h (t) =

f

q2k+1b

if t = q2k+2b
0 otherwise.
Therefore, b
0
f (t) h (qt) d˜qt =

1− q2 bq2k f q2k+1b2 ≠ 0.
(c) If b = 0, the proof is similar to the previous case. 
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Definition 6 ([15]). Let s ∈ I and g : I×]− θ¯ , θ¯ [→ R. We say that g (t, ·) is differentiable at θ0 uniformly in [s]q if for every
ε > 0 there exists δ > 0 such that
0 < |θ − θ0| < δ ⇒
g (t, θ)− g (t, θ0)θ − θ0 − ∂2g (t, θ0)
 < ε
for all t ∈ [s]q, where ∂2g = ∂g∂θ .
Lemma 3 (Cf. [15]). Let s ∈ I and assume that g : I×] − θ¯ , θ¯ [→ R is differentiable at θ0 uniformly in [s]q. If
 s
0 g (t, θ0) d˜qt
exists, then G (θ) :=  s0 g (t, θ) d˜qt for θ near θ0, is differentiable at θ0 and
G′ (θ0) =
 s
0
∂2g (t, θ0) d˜qt.
Proof. For s > 0 the proof is similar to the proof given in Lemma 3.2 of [15]. The result is trivial for s = 0. For s < 0, let
ε > 0 be arbitrary. Since g (t, ·) is differentiable at θ0 uniformly in [s]q, then there exists δ > 0 for all t ∈ [s]q, and for
0 < |θ − θ0| < δ such thatg (t, θ)− g (t, θ0)θ − θ0 − ∂2g (t, θ0)
 < − ε2s .
Applying Proposition 1 and for 0 < |θ − θ0| < δ we haveG (θ)− G (θ0)θ − θ0 − G′ (θ0)
 =

 s
0 g (t, θ) d˜qt −
 s
0 g (t, θ0) d˜qt
θ − θ0 −
 s
0
∂2g (t, θ0) d˜qt

=
 s
0

g (t, θ)− g (t, θ0)
θ − θ0 − ∂2g (t, θ0)

d˜qt

≤
 0
s
− ε
2s
d˜qt = − ε2s
 0
s
1d˜qt = ε2 < ε. 
For an admissible variation η and an admissible function y, we define the real function φ by
φ (ϵ) = φ (ϵ, y, η) := L [y+ ϵη] .
The first variation of the functionalL of the problem (P) is defined by
δL [y, η] := φ′ (0) .
Note that
L [y+ ϵη] =
 b
a
L

t, y (qt)+ ϵη (qt) , D˜q [y] (t)+ ϵD˜q [η] (t)

d˜qt
= Lb [y+ ϵη]−La [y+ ϵη] ,
where
Lξ [y+ ϵη] =
 ξ
0
L

t, y (qt)+ ϵη (qt) , D˜q [y] (t)+ ϵD˜q [η] (t)

d˜qt
with ξ ∈ {a, b}. Therefore,
δL [y, η] = δLb [y, η]− δLa [y, η] .
The following lemma is a direct consequence of Lemma 3. In what follows ∂iL denotes the partial derivative of Lwith respect
to its ith argument.
Lemma 4. For an admissible variation η and an admissible function y, let
g (t, ϵ) := L

t, y (qt)+ ϵη (qt) , D˜q [y] (t)+ ϵD˜q [η] (t)

.
Assume that
1. g (t, ·) is differentiable at 0 uniformly in [a, b]q;
2. La [y+ ϵη] =
 a
0 g (t, ϵ) d˜qt andLb [y+ ϵη] =
 b
0 g (t, ϵ) d˜qt exist for ϵ ≈ 0;
3.
 a
0 ∂2g (t, 0) d˜qt and
 b
0 ∂2g (t, 0) d˜qt exist.
Then
φ′ (0) = δL [y, η] =
 b
a

∂2L

t, y (qt) , D˜q [y] (t)

η (qt)+ ∂3L

t, y (qt) , D˜q [y] (t)

D˜q [η] (t)

d˜qt.
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3.2. Optimality conditions
In this section we will present a necessary condition (the q-symmetric Euler–Lagrange equation) and a sufficient
condition to our problem (P).
Theorem 4 (The q-Symmetric Euler–Lagrange Equation). Under hypotheses (H1)–(H3) and conditions 1–3 of Lemma 4 on the
Lagrangian L, if y∗ ∈ Y1 is a local extremizer for problem (P), then y∗ satisfies the q-symmetric Euler–Lagrange equation
∂2L

t, y (qt) , D˜q [y] (t)

= D˜q

∂3L

q·, y q2· , D˜q [y] (q·) (t) (3)
for all t ∈ [a, b]q.
Proof. Let y∗ be a local minimizer (resp. maximizer) for problem (P) and η an admissible variation. Define φ : R→ R by
φ (ϵ) := L [y∗ + ϵη] .
A necessary condition for y∗ to be an extremizer is given by φ′ (0) = 0. By Lemma 4 we conclude that b
a

∂2L

t, y (qt) , D˜q [y] (t)

η (qt)+ ∂3L

t, y (qt) , D˜q [y] (t)

D˜q [η] (t)

d˜qt = 0.
By integration by parts (Eq. (2)) we get b
a
∂3L

t, y (qt) , D˜q [y] (t)

D˜q [η] (t) d˜qt
= ∂3L

qt, y

q2t

, D˜q [y] (qt)

η (t)
b
a
− q
 b
a
D˜q

∂3L

·, y (q·) , D˜q [y] (·)

(qt) η (qt) d˜qt.
Since η (a) = η (b) = 0 then b
a

∂2L

t, y (qt) , D˜q [y] (t)

− qD˜q

∂3L

·, y (q·) , D˜q [y] (·)

(qt)

η (qt) d˜qt = 0.
Finally, by Lemma 2 and Eq. (1), for all t ∈ [a, b]q
∂2L

t, y (qt) , D˜q [y] (t)

= qD˜q

∂3L

·, y (q·) , D˜q [y] (·)

(qt)
⇔∂2L

t, y (qt) , D˜q [y] (t)

= D˜q

∂3L

q·, y q2· , D˜q [y] (q·) (t) . 
Observe that the q-symmetric Euler–Lagrange equation (3) is a second order dynamic equation. As far as we know, there
is not a general method to solve this type of equation; we think that this is an interesting open problem.
To conclude this section we prove a sufficient optimality condition for the problem (P).
Definition 7. Given a function L, we say that L (t, u, v) is jointly convex (resp. concave) in (u, v), iff ∂iL, i = 2, 3, exist and
are continuous and verify the following condition:
L (t, u+ u1, v + v1)− L (t, u, v) ≥
(≤)
∂2L (t, u, v) u1 + ∂3L (t, u, v) v1
for all (t, u, v) , (t, u+ u1, v + v1) ∈ I × R2.
Theorem 5. Suppose that a < b and a, b ∈ [c]q for some c ∈ I . Also assume that L is a jointly convex (resp. concave) function
in (u, v). If y∗ satisfies the q-symmetric Euler–Lagrange equation (3), then y∗ is a global minimizer (resp. maximizer) to the
problem (P).
Proof. Let L be a jointly convex function in (u, v) (the concave case is similar). Then for any admissible variation η we have
L [y∗ + η]−L [y∗] =
 b
a

L

t, y∗ (qt)+ η (qt) , D˜q [y∗] (t)+ D˜q [η] (t)

− L

t, y∗ (qt) , D˜q [y∗] (t)

d˜qt
≥
 b
a

∂2L

t, y∗ (qt) , D˜q [y∗] (t)

η (qt)+ ∂3L

t, y∗ (qt) , D˜q [y∗] (t)

D˜q [η] (t)

d˜qt.
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Using integrations by parts, formula (2), we get
L [y∗ + η]−L [y∗] ≥ ∂3L

qt, y∗

q2t

, D˜q [y] (qt)

η (t)
b
a
+
 b
a

∂2L

t, y∗ (qt) , D˜q [y∗] (t)

− D˜q

∂3L

q·, y q2· , D˜q [y] (q·) (t)η (qt) d˜qt.
Since y∗ satisfies (3) and η is an admissible variation, we obtain
L [y∗ + η]−L [y∗] ≥ 0,
proving that y∗ is a minimizer of problem (P). 
Example 1. Let q ∈]0, 1[ be a fixed real number and I ⊆ R be an interval such that 0 ∈ I . Consider the problem
L [y] =
 1
0

1+

D˜q [y] (t)
2
d˜qt → minimize
y ∈ Y1 [0, 1]q ,R
y (0) = 0
y (1) = 1.
If y∗ is a local minimizer of the problem, then y∗ satisfies the q-symmetric Euler–Lagrange equation:
D˜q

2D˜q [y] (q·)

(t) = 0 for all t ∈ [0, 1]q .
It’s simple to see that the function
y∗ (t) = t
is a candidate to the solution of this problem. Since the Lagrangian function is jointly convex in (u, v), thenwemay conclude
that the function y∗ is a minimizer of the problem.
Acknowledgments
This work was supported by FEDER funds through COMPETE—Operational Programme Factors of Competitiveness
(‘‘Programa Operacional Factores de Competitividade’’) and by Portuguese funds through the Center for Research and
Development in Mathematics and Applications (University of Aveiro) and the Portuguese Foundation for Science and
Technology (‘‘FCT—Fundação para a Ciência e a Tecnologia’’), within project PEst-C/MAT/UI4106/2011 with COMPETE
number FCOMP-01-0124-FEDER-022690. The first author is also supported by the Portuguese Foundation for Science and
Technology (FCT) through the Ph.D. fellowship SFRH/BD/33634/2009.
References
[1] A. Strominger, Information in black hole radiation, Phys. Rev. Lett. 71 (1993) 3743–3746.
[2] D. Youm, q-deformed conformal quantum mechanics, Phys. Rev. D 62 (2000).
[3] A. Lavagno, P.N. Swamy, q-deformed structures and nonextensive statistics: a comparative study, Phys. A 305 (1–2) (2002) 310–315. Non extensive
thermodynamics and physical applications (Villasimius, 2001).
[4] G. Boole, Calculus of Finite Differences, Chelsea Publishing Company, New York, 1957.
[5] T. Ernst, The different tongues of q-calculus, Proc. Est. Acad. Sci. 57 (2) (2008) 8199.
[6] V. Kac, P. Cheung, Quantum Calculus, Springer, New York, 2002, Universitext.
[7] R. Koekoek, P.A. Lesky, R.F. Swarttouw, Hypergeometric orthogonal polynomials and their q-analogues, in: Springer Monographs in Mathematics,
Springer-Verlag, Berlin, 2010.
[8] F.H. Jackson, q-difference equations, Amer. J. Math. 32 (4) (1910) 305–314.
[9] A. Lavagno, G. Gervino, Quantum mechanics in q-deformed calculus, J. Phys.: Conf. Ser. 174 (2009).
[10] K.A. Aldwoah, Generalized time scales and associated difference equations, Ph.D. Thesis, Cairo University, 2009.
[11] K.A. Aldwoah, A.B. Malinowska, D.F.M. Torres, The power quantum calculus and variational problems, Dyn. Contin. Discrete Impuls. Syst. Ser. B Appl.
Algorithms 19 (1–2) (2012) 93–116.
[12] S. Hilger, Ein Maßkettenkalkül mit Anwendung auf Zentrumsmannigfaltigkeiten, Ph.D. Thesis, Universitäat Würzburg, 1988.
[13] M. Bohner, A. Peterson, Dynamic Equations on Time Scales. An Introduction With Applications, Birkhäuser Boston, Inc., Boston, MA, 2001.
[14] A.M.C. Brito da Cruz, N. Martins, D.F.M. Torres, Higher-order Hahn’s quantum variational calculus, Nonlinear Anal. 75 (3) (2012) 1147–1157.
[15] A.B. Malinowska, D.F.M. Torres, The Hahn quantum variational calculus, J. Optim. Theory Appl. 147 (3) (2010) 419–442.
