Digital phase-locked loops (DPLLs) are nonlinear feedback-controlled systems that are widely used in electronic communication and signal processing systems. In most of the applications they work in coupled mode, however, vast of the studies on DPLLs concentrate on the dynamics of a single isolated unit. In this paper we consider both one-and two-dimensional array of DPLLs connected through a practically realistic nonlocal coupling and explore their collective dynamics. For the one-dimensional array we analytically derive the parametric zone of stable phase-locked state in which DPLLs essentially work in their normal mode of operation. We numerically demonstrate that apart from the stable phase-locked state, a large number of spatiotemporal structures including chimeras arise in a broad parameter zone. For the two-dimensional array under nonlocal coupling we identify several variants of chimera patterns, such as grid and strip chimeras. We identify and characterize the chimera patterns through suitable measures like local curvature and correlation function. Our study reveals the existence of chimeras in a widely used engineering system, therefore, we believe that these chimera patterns can be observed in experiments also.
The phase locking is an intriguing phenomenon observed in the field of physics, biology and engineering. Based on the technique of phase locking de Bellescize invented the phase-locked loop (PLL) in 1932, which has been in the heart of the electronic communication system and signal processing. Starting from the analog television receivers in the late thirties of the previous century, PLLs are now a days used in applications, such as hard-disk drives, modems and atomic force microscopy. With the advent of digital IC technology, PLLs are rapidly replaced by their digital counterpart, namely the digital phase-locked loops (DPLLs). In the initial years, a single unit of DPLL was sufficient for a particular application. However, modern communication systems demand networking and parallel processing, and therefore, DPLLs typically have to work in cascade. Being a nonlinear system, a vast amount of studies have been dedicated to understand the dynamics of a single DPLL, however, only a few studies are available on networks of coupled DPLLs. In general, the dynamics of coupled systems are complex and challenging to understand, especially with the discovery of new spatiotemporal patterns, like chimera states. This paper deals with the coupled dynamics of DPLLs and reports the occurrence of chimeras in the one-and two-dimensional network of DPLLs under the practical coupling scheme. We show that apart from the stable phase-locked state, which is essential for the normal operation of a) Electronic mail: tbanerjee@phys.buruniv.ac.in DPLLs, the networks show several chimera patterns in a broad parameter space. Our study is significant in the sense that it established the presence of chimeras in a widely used engineering system.
I. INTRODUCTION
The phenomenon of phase locking has been fascinating the researchers in the field of physics, biology and engineering. In the field of engineering, based on the technique of phase locking, phase-locked loop (PLL) was invented 1 , which, along with its digital counterpart, the digital phase-locked loops (DPLLs), are essential units of electronic communication and signal processing systems. DPLLs are nonlinear discrete feedback-controlled systems that have wide applications in integrated electronic devises and coherent communication systems 1,2 . They are used in the receiver segment of a communication system as data-clock recovery circuit and frequency demodulators. Also, they are an important part of various electronic systems such as digital signal processors and hard-disk drives 3 . Apart from their application potentials, DPLLs (and PLLs) exhibit rich complex phenomena such as bifurcations and chaos 4 , which has widely been studied in the literature.
In modern applications, typically DPLLs work in cascade, i.e., they operate under coupled condition. Take for instance the problem of clock skew in clock synchronizers of a multiprocessor system under the application of parallel processing where the units are spatially separated 5 . In this system it is absolutely necessary to use PLLs in coupled mode to synchronize the units (and to avoid clock skew). Therefore it is important to understand the collective behavior of an array of coupled DPLLs. However, surprisingly, in the literature only a few studies deal with the coupled behavior of DPLLs: The temporal behavior of two coupled DPLLs was studied in Ref. 6 ; Goldsztein and Strogatz 7 treated coupled DPLLs as pulse coupled oscillators and derived explicit formulas for the transient time to lock, stability of the synchronized state, and the period of the bifurcating solution at the onset of instability. The collective dynamics of a network of DPLLs with nearest neighbor coupling topology has recently been reported by the present authors 8, 9 : it was shown that the network depicts the formation of a variety of spatial and spatiotemporal patterns like frozen random pattern, pattern selection, spatiotemporal intermittency and spatiotemporal chaos.
In a real network of spatially separated DPLLs local coupling is weaker to achieve synchronization as the effective coupling strength is typically too weak to overcome the disorder caused by the local dynamics. On the other hand, although global coupling is conducive to synchronization, however, this form of coupling is very massive, costly and complicated to implement in a real network. In this context, the nonlocal coupling topology is the most general one: depending upon the goal of the network one can make a trade-off between the coupling range and the coupling strength. Furthermore, dimensionality of a network also plays crucial role in determining the dynamics. In comparison with the one-dimensional topology, studies on the dynamics of two-dimensional network of oscillators are more general yet relatively less explored in the context of coupled oscillators. In the case of a DPLL based network, a two-dimensional array with nonlocal coupling topology is a much realistic network structure, however, hitherto the dynamics of one-and twodimensional network of DPLLs with nonlocal coupling has not been studied.
Unlike local coupling 8, 9 , it is expected that a nonlocal coupling gives rise to much more complex spatiotemporal behaviors, such as chimera patterns, which is in the center of recent research. The chimera state, discovered by Kuramoto and Bottogtokh 10 , is defined as the hybrid dynamical spatiotemporal state of a network in which different subsets of identical oscillators spontaneously divided into two groups, namely, synchronized (coherent) and desynchronized (incoherent) groups. In the initial years most of the studies explored chimera states in onedimensional network (see the reviews on chimera Ref. 11 and Ref. 12) , however, recent studies reveal many interesting chimera patterns in two-dimensional 13,14 and three-dimensional networks 15 . The current interest on the chimera state can be attributed to its possible connection with the unihemispheric slow-wave sleep of some migratory birds and aquatic mammals 16, 17 . The robustness of chimera states are evidenced from their observation in real experimental set up with the optical 18 and chemical 19, 20 , optoelectronic systems 21 , and mechanical systems 22, 23 . The real world systems also depicts chimera state e.g., power grids 24 , social networks 25 , and SQUID metamaterials 26 to name a few. In most of the studies on chimeras the main goal was to wishfully observe chimera in man made systems under certain coupling and initial conditions: however, bulk of the systems under study are of rare practical interest (except in a few systems, such as the occurrence of chimera state in power grids 24 and social networks 25 ). Therefore, it is a natural question to ask, whether a real engineering system with wide application like DPLL can show chimera state under its normal coupling condition.
Motivated by the above discussion, in this paper we study the dynamics of nonlocally coupled DPLLs in oneand two-dimensional networks. In both the cases depending upon coupling and local dynamics we show that several chimera patterns emerge. For the 1D case we analytically obtain the condition for the phase-locked state, which is the normal and essential mode of operation for DPLLs. In the case of two-dimensional (2D) network we observe several interesting 2D chimera patterns, such as grid and strip chimeras. We characterize the chimera states using quantitative measures such as the local curvature and local correlation function. Finally we also discuss the importance of our study.
II. SYSTEM DESCRIPTION AND MATHEMATICAL MODEL

A. Isolated ZC1-DPLL
The functional block diagram of a ZC1-DPLL is shown in the Fig. 1 . It consists of a sample and hold block, a digital filter (DF) and a digital-controlled oscillator (DCO). Let us assume that a noise free (n(t) = 0) sinusoidal incoming signal e(t) = A 0 sin(ω i t + θ 0 ) is fed to the sample and hold block. Here A 0 being the amplitude, ω i is the angular frequency and θ 0 be the initial phase of the incoming signal. This signal is sampled by the sample and hold block at each positive going zero-crossing edges of the DCO. The sampled signal x k = e(t k ) at the k th sampling instant t k is modified by the DF that in turn generate digital pulses y k . This pulse then drive the DCO to determine the next sampling instant of the sample and hold block. The incoming signal e(t) may be rewritten in terms of the nominal free running angular frequency of the DCO, ω 0 , as
where θ(t) = (ω i −ω 0 )t+θ 0 . Now if we denote the successive sampling instants by t k , t k+1 , . . . , then the instantaneous time period of the DCO at k th instant is determined by T k = t k − t k−1 . The sequence of samples {x k } generate control sequences {y k } that are employed to determine the successive time period by the algorithm 27 : T k+1 = T − y k , where T (= 2π/ω 0 ) corresponds to the nominal period of the DCO. There is no loss of generality if we assume t 0 = 0 28 ; then the sampling instants are given by
The phase error of the incoming signal in Eq. 1 at the k
then using Eq. (2) we get
The first term ω 0 kT 0 is integral multiple of 2π and the effective residual phase error becomes
For first-order ZC1-DPLL the digital filter is of a zeroth order filter with no memory element. So the transfer function of such filter is a constant gain element given by G 0 (say). Therefore, the control signal is given by y k = G 0 x k . Then from Eq. (4) one can get the phase error equation as
Where ξ = ω i /ω 0 is the normalized incoming frequency, Λ 0 = 2π(ξ − 1) and We consider a one-dimensional (1D) network of nonlocally coupled N identical ZC1-DPLLs arranged in a ring topology with periodic boundary condition. Figure 2(a) shows the representative sketch of the coupling scheme. The practical coupling architecture in which a network of coupled ZC1-DPLLs normally works is shown in Fig. 2(b) . According to this scheme the i th node is coupled with R nearest neighbors on either side of its position with a normalized coupling strength 
obtained from the outputs of the sample/hold blocks of respective ZC1-DPLLs. Therefore, the input of the digital filter of the i th ZC1-DPLL is given by
The second term in the bracket discards the contribution due to the self-feedback. Now the output of the digital filter is given by y
Here G 0 is the gain constant of the digital filters. We can use the same arguments like an isolated ZC1-DPLL that in turn gives the system equation of the nonlocally coupled ZC1-DPLLs as
Since R represents the range of nonlocal coupling, therefore, for R = 0, the network is an ensemble of N isolated ZC1-DPLLs, whereas R = 1 corresponds to the nearest neighbor coupling. On the other hand if total number of the feedback term is contributed by all the rest N − 1 sites in the lattice and this corresponds to global coupling. But if the total number of sites are even, then the symmetrical coupling up to the entire lattice (global coupling) is not perfectly defined. Thus for 1 < R < N −1 2 the feedback is neither local nor global and this case corresponds to nonlocal coupling.
III. STABILITY ANALYSIS A. Isolated ZC1-DPLL
The steady stare phase-error of the isolated system (5) is given by: φ s = sin
ξK1 . Stability condition of the isolated ZC1-DPLL can be obtained by using the condition |f
is the derivative of f (φ) at the steady state phase-error φ s . This gives the condition for the stable phase-locked state 29 :
For a phase-step input (ξ = 1) the condition reduces to: 0 < K 1 < 2. The system with parameters restricted by this condition settles to the stable steady state or phase-locked condition, which is the required condition for the normal operation of a DPLL. The detailed dynamical behavior of the system (5) was studied in 30. With the variation of loop gain parameter K 1 the system shows a period doubling route to chaos. The bifurcation diagram along with the corresponding Lyapunov exponent spectrum for an isolated ZC1-DPLL is shown in Fig. 3 for ξ = 1.1 (the Lyapunov exponent is given by: λ = lim n→∞ 1 n n i=1 ln |1−ξK 1 cos(φ i )|). Also, the two parameter Lyapunov exponent spectrum in K 1 −ǫ space shows the whole scenario of the dynamical features of a ZC1-DPLL 30 . 
B. Stability analysis: one-dimensional network of ZC1-DPLLs with nonlocal coupling
The system equation (7) for the one-dimensional network of ZC1-DPLLs with nonlocal coupling is equivalent to a set of N difference equations. This set of equations can be written as φ i k+1 = Jφ i k , where J is the Jacobi matrix of the system. Now for this N dimensional system the spatial index takes the value in i = 1, 2, . . . , N . Therefore the Jacobi matrix of the coupled system is given by
Due to the nonlocal coupling the fixed point of the coupled system becomes
The Jacobi matrix (8) of the coupled system at the stable synchronized fixed point can be written as
For the symmetrical diffusive coupling J s becomes a circulant matrix of order (N × N ). It is noteworthy that the first row of the above matrix J s has some symmetry as
that is, it contains one a term, 2R numbers of b terms and N − (2R + 1) terms of 0 (zeros). The next rows can be obtained by shifting the elements to the right side by one unit in each step in the circulant form, where the diagonal terms are
and the other non-zero off-diagonal terms are
The stability condition of such dynamical system can be determined by finding the eigenvalues of the Jacobi matrix J s . Now, J s has N numbers of eigenvalues, namely λ 1 , λ 2 , . . . , λ N . Then for the stable synchronized state, absolute of all eigenvalues should be less than unity, i.e., |λ l | < 1 for all l ∈ [1 : N ]. This means that the stability constraint is reduced to
where λ max is the maximum among all the N eigenvalues.
To determine the eigenvalues of J s we diagonalize the matrix using Fourier matrix as a diagonalization matrix 31 . A circulant matrix can be diagonalized by using Fourier matrix of the same order. The diagonalized matrix U d is obtained by the operation
where F is the Fourier matrix of order N × N whose elements are the independent of the matrix to be diagonalized. The elements of the Fourier matrix are given by
, where i and j are respectively the row and column numbers of the respective elements in the matrix and ω is the N th root of unity. Thus Fourier matrix takes the form as
and the inverse of the above Fourier matrix is written as
. . . ω 
Now, all the eigenvalues λ i are obtained by finding the diagonal elements of (14) . The general analytical expression for the diagonal elements and hence the eigenvalues are found to be
Therefore, the largest eigenvalue among all these can be obtained by putting the values of corresponding l and other parameters in the above expression. Then we use the condition (13) to determine whether the system is in stable synchronized state or not and find the zone in parameter space to describe the region of synchronization in the same space.
IV. RESULTS: ONE-DIMENSIONAL ARRAY
We carry out extensive numerical simulation on the system equation (7) for a system size N = 256. In all the simulations random initial conditions for phases of each DPLLs are taken: the random numbers are uniformly distributed in the range [−π, +π], which is the possible values of phases {φ} of ZC1-DPLLs. The value of the normalized incoming frequency for each DPLLs are kept constant at ξ = 1.1, which is a practical value used in the DPLL literature. In all the simulations 5000 initial time steps discarded to avoid transients. , where the total network is subdivided into several clusters of standing waves having well characterized wavelengths (to be discussed later), (iii) Frozen random pattern (FRP), where cluster forms but unlike PS there exists no temporal variation of the clusters, (iv) spatiotemporal chaos (STC), where all the DPLLs show chaotic behavior both spatially and temporally, and (ii) Chimera state, i.e., the coexistence of coherence and incoherence. In the phase diagram we also plot the boundary corresponding to the SFP state obtained from the analytical expression of (17) along with (13) . It is obvious that the analytical and simulation results agrees well. (13): It matches with the numerical results. In the white region there is no distinguished recognizable regular spatiotemporal patterns rather it shows quasiperiodic and chaotic behaviors.
B. Chimera state
It is seen from the phase diagrams (Fig. 4 ) that due to nonlocal coupling there is a broad parameter zone where chimera state exists. In Fig.5 we demonstrate the transition from the SFP state ( Fig. 5(a) ) to the chimera state (Fig. 5(c) ) with the variation of coupling strength ǫ. In the SFP state ( Fig.5(a) ) at ǫ = 0.7 all the DPLLs are synchronized with a constant φ s = 1.258 (as predicted analytically in (9)). With an increase in ǫ chimera state emerges: it is shown in Fig. 5(c) for ǫ = 0.8. Here we can observe the coexistence of coherent and incoherent DPLLs.
To characterize the emergence of the chimera state we use the concept of local curvature proposed recently by Kemeth et al. 32 . The local curvature in one dimensional systems is defined as the second derivative of the local attributes (phase states) of the network with the space coordinate. It is defined as
This expression of the local curvature of the phase states characterizes the spatial coherence among the neighbor sites 32 . The local curvature for the SFP and the chimera states are shown in Fig. 5(b) and Fig. 5(d) , respectively (at K 1 = 2 and R = 105). The local curvature curve shows that for the coherent domain it becomes zero whereas in the incoherent domains it fluctuates randomly with non zero values. To get an idea of the parameter zone of local dynamics (i.e., K 1 ) where chimera occurs we plot the bifurcation diagram for the coupled network of DPLLs with the variation of gain parameter K 1 [shown in Fig.6 for ǫ = 0.4 and R = 105]. The shaded zone indicates the parametric zone of the gain parameter (K 1 ) where chimera state emerges. This zone of gain parameter is instructive for the choice of K 1 in the search of chimera in the 2D network of DPLLs (discussed in the next section). For other values of R the qualitative structure of the bifurcation structure remains the same. Further, we study how the coupling range R affects the spatiotemporal patterns. For this we investigate the pat-tern selection dynamics and its dependence on the coupling range R: these are shown in Fig. 7(a) and Fig. 7(b) , respectively. In the pattern selection state the total lattice dimension is subdivided equally into several domains. The pattern is similar to the formation of standing wave in the system and the dimension of each domain is equal to the wavelength of the formed standing wave. The number of total wavelengths in the whole dimension is called wave numbers. Figure 7(a) shows the standing wave pattern with R = 50 showing eight domains. As coupling range R increases the number of standing waves decreases: this is shown in the Fig. 7(b) . This means that a larger R prefers the SFP pattern (i.e., zero wave number), therefore, leads to global synchronization synchronization. It is expected as larger R leads to the global coupling, which is known as to support the global synchronization. 
V. 2D NETWORK: COUPLING SCHEME AND MATHEMATICAL MODEL
We consider a two-dimensional (2D) network of coupled ZC1-DPLLs with orthogonal mesh of dimension (N × N ) with periodic boundary condition. Figure 8 shows the representative spatial layout of the 2D network with ZC1-DPLLs at each nodes of the mesh. We consider the toroidal boundary condition with nonlocal coupling scheme, i.e., a periodic boundary condition which is compatible with the 2D network structure. Each ZC1-DPLL at the nodes of the network are non-locally coupled with their neighbors that are located within the circle of influence whose area is determined by the radial distance from the node in consideration. Therefore, a ZC1-DPLL at the spatial position (i, j) is coupled with those ZC1-DPLLs that are inside the circle of radius R (in the unit of lattice constant of the mesh or lattice) centered at the position (i, j). Here R is called the coupling range: R = 1 corresponds to the nearest neighbor coupling whereas R = 0 refers to the condition of no coupling and the system is considered to be an ensemble of isolated N 2 ZC1-DPLLs. The system equation of the 2D network of coupled ZC1-DPLLs with nonlocal coupling can be written as (in line of the method used in Sec. II B)
The indices i and j, indicating the spatial coordinates in the two mutually perpendicular directions, are bounded in the interval i, j ∈ [1 : N ] having only integer values. The index k represents temporal sequences of the evolutions. The indices m and n are used to include the effect of the coupling topology. The values of m and n for the (i, j)-th site is such that the coupling is realized within a circular region of radius R centered at the (i, j)-th site; Therefore,
and
where N R is the number of ZC1-DPLLs which are coupled to a particular node of the network when the coupling radius is R. Here p can take only integer values. For example, from Fig. 8 it is the number of ZC1-DPLLs within the yellow shaded region; in this case N R = 29 (including the red circle) with R = 3. The symbol ⌊·⌋, is called the floor function, produces the largest integer less than or equal to its argument.
VI. RESULTS
Numerical simulations are carried out on the 2D-network of (100 × 100) sites with toroidal boundary conditions. In all the simulations we consider ransom initial conditions uniformly distributed in the range [−π, +π], which is the natural range of values of phase-errors (φ) for a DPLLs. Also, the normalized frequency of the incoming signals to each DPLL in the network is kept at a physically realistic value ξ = 1.1. To discard the transients, all the spatiotemporal plots are presented after k = 5000.
Our simulation results reveal that there exist several 2D spatiotemporal patterns, which can be broadly classified in to two categories, namely chimera patterns and non-chimera patterns. The typically observed chimera patterns are grid chimera or spot chimera, Stripped chimera and wavy strips chimera. show the transition from the synchronized fixed point (SFP) pattern to several chimera patterns with the increase of coupling strength (ǫ) for a fixed coupling range R = 25 (here K 1 = 2.75). Figure 9(a1) shows the SFP state for ǫ = 0.2: in this state all the DPLLs are phaselocked with each other and this is the normal (or desirable) condition of operation. With an increase in ǫ grid chimera pattern appears. This is shown in Fig. 9 (b1) for ǫ = 0.3: here incoherent spots emerge in the background of synchronized pattern. Later in this paper we will see that the diameter of these spots depends upon the coupling range R. Further increase of ǫ results in stripped chimera pattern as shown in Fig. 9 (c1) for ǫ = 0.4: we see that in this chimera state the incoherent domains are exhibiting strips of certain width (we will see that the width of the strip increases with R). Finally, for a larger value of ǫ we get wavy strip chimera patterns (Figure 9 (d1) for ǫ = 0.5): here, interestingly, the incoherent domains (and thus the coherent domains) show a wave like pattern. For a better understanding of the coherent-incoherent structure of the chimera pattern we show the cross section of Fig. 9 (b1) along j = 50 in Fig. 10(a1) : one can see three incoherent regions corresponding to the three incoherent spots of Fig. 9(b1) .
To ensure the occurrence of chimera patterns we introduce two quantifiers that measures the spatial correlation among the different sites, namely the local correlation coefficient 8, 33 and the local curvature 32 . Both these measures provide the degree of coherence among the nodes and therefore are capable of distinguishing coherent and incoherent domains. The local correlation coefficient is defined as 33 ,
Where m ′ , n ′ refers to the sites that are within a circle of radius of L centered at the site having index (i, j). So,
L is called the degree of correlation. For first order (local) correlation, L = 1, the correlation is totally with the nearest neighbors; whereas for second order, L = 2, includes the second nearest neighbours and so on. Now as before,
The deviation of phases of the ZC1-DPLLs in the equation (22) are follows:
is the deviation of phase of the (i, j)-th site.
is the deviation of phases of those sites that are within the range of order of correlation. For local correlation this range is a unit circle centred at (i, j)-th. Here < φ i,j R > k is the average of the local phases up-to the coupling range R of the system for the spatial index (i, j) and is given by
Where m, n and N R are given in Eqns. (20) and (21) respectively. The value of the local correlation co-efficient abs (e i,j k ) L = 1 corresponds to the local synchronization, and the deviation of the value from unity means local incoherence.
Next we use the local curvature 32 quantified by the general Laplacian of the phase distribution or amplitude distribution (for a fixed time, i.e., snapshot of phases or amplitudes) of the spatially distributed oscillators (note that for 1D case, the general Laplacian is simply a second derivative as used in (18)). For the two-dimensional case the second order difference equation becomes
which is symmetric with respect to the center element φ nonzero. In Fig. 10(b) and Fig. 10 (c) represent this scenario clearly for the grid chimera: in the incoherent zones the local correlation coefficient attains a value less than unity where as the local curvature D jumps from its zero value (for coherent nodes) to larger nonzero values.
Next we investigate the dimension of incoherent regions in the case of grid and strip chimeras. We find that in the case of grid chimera, the dimension of the incoherent spot increases with the range of the coupling R. The diameter of a grid is measured as the fractional percentage with respect to the dimension of 2D space lattice. Therefore, the number of incoherent spots decreases with an increase in R. This is shown in Fig. 11 (ǫ = 0.3, K 1 = 2.75): two representative patterns of the grid chimera for R = 10 and R = 35 are also shown in the inset showing the increasing spot size with R. In the case of the strip chimera the width of the incoherent strips (therefore, also, that of the coherent strips) increases with R. The width of the strips are measured as the fractional percentage with respect to the dimension of diagonal length of the total 2D space lattice. This is shown in Fig. 12 (ǫ = 0.6, K 1 = 2.75): it can be seen that the width of the incoherent strips increases monotonically obeying a quadratic polynomial function (obtained by numerically fitting the data). Also shown are two representative strip chimera patterns for R = 30 and R = 49. Interestingly, we observed that the dimension of spots or the width of the strips are independent of the variation of value of coupling parameter ǫ and the gain constant K 1 .
As discussed in the beginning of this section, apart from chimera patterns we also observed other nonchimera spatiotemporal patterns, namely spatially irregular period-two [ Fig. 13(a) ], spatially multiple periodic [ Fig. 13(b) ] and spatial chaos [ Fig. 13(c) ] patterns for different choice of R, ǫ and K 1 . These regular non-chimera patterns are shown in the Fig. 13 . The phase diagram of the parametric zone of occurrence of chimera patterns with respect to the non-chimera pattern is shown in Fig. 14 in the ǫ − R space at a fixed value of K 1 . Black squares represent non-chimera states whereas gray (red) and light gray (yellow) squares represent grid and stripe (linear and wavy) chimera patterns, respectively. It is noteworthy that at much lower value of ǫ chimera patterns do not appear. 
VII. CONCLUSION
In this paper we have studied 1D and 2D array of DPLLs with nonlocal coupling and shown that a network of DPLLs may show spatiotemporal instability like chimera states even in its normal coupling condition. For the 1D network of nonlocally coupled DPLLs we have carried out a linear stability analysis to identify the zone of normal operation of DPLLs, i.e., the zone of stable synchronized state. For the 2D array we have demonstrated that outside the zone of globally synchronized state several chimera patterns, such as strip and spot chimera emerge. With suitable measures like local curvature and correlation coefficient we have characterized the occurrence of the chimera patterns.
Note that, in this paper our goal is not to wishfully design a set up under which chimeras emerge, but, contrary to most of the studies, we show that a real engineer- ing system even under its normal coupling condition may show chimera patterns. From technical point of view, our study clearly set a road map for a designer to choose the coupling and system parameters such that the network operates in its normal (i.e., phase-locked) condition. Further, in the context of control, this study reveals that only bifurcation and chaos control in DPLLs are not sufficient to ensure its normal operating condition, but in a network of DPLLs effective control schemes have to be implemented to tame chimera and other spatiotemporal states. Finally, our study also offers a natural system architecture where one can experimentally realize chimeras: since DPLLs are implemented using the low cost FPGA and DSP boards, therefore, the experimental observation of chimeras would be much easier. Moreover, the occurrence of chimeras in DPLLs may arouse the attention of researchers to explore the possibility of exploiting chimeras in electronic communication and signal processing systems.
