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COHOMOLOGICAL DONALDSON–THOMAS THEORY OF A
QUIVER WITH POTENTIAL AND QUANTUM ENVELOPING
ALGEBRAS
BEN DAVISON AND SVEN MEINHARDT
Abstract. This paper concerns the cohomological aspects of Donaldson–
Thomas theory for Jacobi algebras and the associated cohomological Hall alge-
bra, introduced by Kontsevich and Soibelman. We prove the Hodge-theoretic
categorification of the integrality conjecture and the wall crossing formula, and
furthermore realise the isomorphism in both of these theorems as Poincare´-
Birkhoff-Witt isomorphisms for the associated cohomological Hall algebra.
We do this by defining a perverse filtration on the cohomological Hall alge-
bra, a result of the “hidden properness” of the semisimplification map from the
moduli stack of semistable representations of the Jacobi algebra to the coarse
moduli space of polystable representations.
This enables us to construct a degeneration of the cohomological Hall alge-
bra, for generic stability condition and fixed slope, to a free supercommutative
algebra generated by a mixed Hodge structure categorifying the BPS invari-
ants. As a corollary of this construction we furthermore obtain a Lie algebra
structure on this mixed Hodge structure — the Lie algebra of BPS invariants
— for which the entire cohomological Hall algebra can be seen as the positive
part of a Yangian-type quantum group.
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1. Introduction
1.1. Background. The critical cohomological Hall algebra H(AB,W ) associated to
a noncommutative smooth algebra B and potential W ∈ B/[B,B]vect was intro-
duced by Kontsevich and Soibelman in [30] as a way of categorifying the theory
of Donaldson–Thomas invariants. The meaning of “critical” here is that the Hall
algebra is built out of the hypercohomology of the sheaf of vanishing cycles of the
superpotential Tr(W ) on the stack of finite-dimensional B-modules. This sheaf
is supported on the critical locus of Tr(W ), which is identified with the stack of
representations of the Jacobi algebra associated to B and W . The critical coho-
mological Hall algebra can thus be thought of as the Hall algebra categorifying the
Donaldson–Thomas theory of representations of this Jacobi algebra.
Donaldson–Thomas invariants, first introduced in [47], already have an extensive
literature. We refer to the sequence of papers by Dominic Joyce [20, 21, 22, 24, 23]
for a comprehensive account, or the book [25] by Joyce and Song, and also [28, 29]
for the more general and abstract account by Kontsevich and Soibelman using
motivic vanishing cycles. In all of these treatments of Donaldson–Thomas theory, a
key role is played by the integrality conjecture, as proven in [30] in the case of quivers
with potential. In this paper we describe and prove the natural categorification of
the integrality conjecture in the context of the cohomological Hall algebra for a
quiver with potential, and explain how this gives rise to a mathematical definition
of the Lie algebra of BPS states, for which the cohomological Hall algebra can be
thought of as the positive half of an associated quantum group. See [18] for a
Physics-oriented construction of Hall algebras of BPS states.
From now on we assume that B = CQ is the free path algebra of a quiver, that
we are given a Bridgeland stability condition ζ on the category of CQ-modules,
and that µ ∈ (−∞,∞] is a slope. We denote by Λζµ ⊂ NQ0 the union of the zero
vector with the subset of dimension vectors of slope µ with respect to the stability
condition ζ. LetMζ -ssµ denote the stack of ζ-semistable CQ-modules with dimension
vector in Λζµ. For full generality, we consider a locally closed substack M
ζ -ss,S
µ ⊂
Mζ -ssµ , the closed points of which correspond to ζ-semistable CQ-modules in a Serre
subcategory S of the category of CQ-modules. When S is the entire full subcategory
of finite dimensional CQ-modules, we will omit all superscripts S.
Via natural correspondences there is an algebra structure on the Λζµ-graded
Borel–Moore homology of the normalised vanishing cycle complex on Mζ -ssµ , re-
stricted to Mζ -ss,Sµ , that we denote
(1) H
(
Aζ,SW,µ
)
:=
⊕
d∈Λζµ
Hc
(
M
ζ -ss,S
d
,φTr(W )ζ
d
QMζ -ss
d
⊗ L− dim(Mζ -ssd )/2
)∨
as in [30]. These notions are properly defined and explained in Section 3. This al-
gebra categorifies Donaldson–Thomas theory in the sense that Donaldson–Thomas
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invariants for the category of ζ-semistable modules in S are obtained by consider-
ing the class in the Grothendieck group of the Λζµ-graded mixed Hodge structures
(equipped with a monodromy action) of the underlying mixed Hodge structure of
(1).
The main conclusion of this paper is that the introduction of the cohomological
Hall algebra structure associated to a quiver, a potential and a Serre subcategory
S should be seen as a first step towards forging a connection between the theory
of refined Donaldson–Thomas invariants and the theory of quantum enveloping
algebras, and that the proof of the integrality conjecture is the motivic shadow of
a Poincare´–Birkhoff–Witt theorem for the associated quantum enveloping algebra.
In fact we reach this conclusion by providing all of the remaining steps, proving this
PBW type theorem, and defining the associated Lie algebra of BPS cohomology.
This programme was already articulated in [30] but several components had yet to
be found.
Firstly, a coproduct turning the algebra H(Aζ,SW,µ) into a Hopf algebra had to be
defined. A localised coproduct was found in the first author’s paper [10], reinforcing
the hope that H(Aζ,SW,µ) could be turned into a quantum enveloping algebra. Mean-
while the integrality conjecture in the case of free path algebras of quivers with zero
potential was reproven by the second author and Markus Reineke in [35]. We recall
that, loosely speaking, the integrality theorem states that the class of H(Aζ,S0,µ) in
the Grothendieck group of graded monodromic mixed Hodge structures is equal
to that of the free supercommutative algebra generated by Sym
(
H(BC*)vir ⊗ Ω
)
for some element Ω for which the graded pieces are finite-dimensional. This is of
course much weaker than the claim that we have an isomorphism between these
two objects, which in turn is weaker than the existence of a PBW isomorphism.
Nevertheless, the proof of [35] has the attractive feature of explicitly constructing
Ω, in terms of intersection complexes. This at least gives us a natural candidate
for a choice of Ω with which to try to upgrade equality in the Grothendieck group
to a bona fide isomorphism. In addition, it is proven in [13] that due to formal
properties of the vanishing cycle functor, the methods of [35] are enough to prove a
very general version of the integrality conjecture, even in the presence of a nonzero
potential. Similarly, the proof in [13] gives explicit formulae for the class of Ω,
and the construction lifts to cohomology, or mixed Hodge modules, which is the
lift that we develop in this paper. The claim that there is an isomorphism in
the category of Λζµ-graded monodromic mixed Hodge structures between H(Aζ,SW,µ)
and Sym
(
H(BC*)vir ⊗ Ω
)
for some Ω depending on W,µ, ζ,S is what we call the
“cohomological integrality conjecture”. The proof of the cohomological integrality
conjecture, and the existence of a coproduct, are the main ingredients of our proof
of the PBW theorem.
1.2. Absolute versus relative Donaldson–Thomas theory. For the Donaldson–
Thomas theory and cohomological Hall algebras associated to quivers, a vital role
is always played by the grading by NQ0 , the semigroup of dimension vectors, which
should be seen as a weight space decomposition in the language of Lie algebras and
quantum groups. As an illustration, consider the case in which we forget about po-
tentials and stability conditions, set S to be the category of all finite-dimensional
CQ-modules, and consider the NQ0 -graded vector space
(2)
⊕
d∈NQ0
H(Md,Q[dim(Md)]).
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Considering the resulting cohomology as a NQ0 × Z-graded vector space, where
the extra Z factor keeps track of cohomological degree, each graded piece is finite-
dimensional. The initial role of the NQ0 grading is to break the above infinite-
dimensional vector space into infinitely many manageable, finite-dimensional pieces.
Moreover, the cohomological Hall algebra structure respects the NQ0 × Z-grading,
so that this grading provides a route to understanding this algebra.
Choosing a bijection between the verticesQ0 and the numbers {1, . . . , n}, motivic
DT partition functions are expressed as formal power series in variables q1/2, x1, . . . , xn.
For d = (d1, . . . ,dn) the coefficient of
xd :=
∏
i∈Q0
xdii
is a formal Laurent power series in q1/2, given by the characteristic function of
the dth graded piece of the right hand side of (2) — for now q1/2 records the
cohomological degree. These power series may have finite order poles at q1/2 = 0,
due to the shifts appearing in (2). In the general case this formal Laurent power
series is replaced by a formal Laurent power series recording the finite dimensions
of the weight filtration of an infinite-dimensional NQ0 -graded (monodromic) mixed
Hodge structure associated to the quiver Q, a potentialW and a stability condition
ζ — in the final version of the theory, q1/2 records weights.
In order to make the presentation in this paper conceptually uniform, we slightly
change the perspective on the NQ0 -grading. We consider NQ0 -graded vector spaces
(respectively, mixed Hodge structures) as sheaves of vector spaces (respectively,
mixed Hodge modules) on the monoid NQ0 , considered as a scheme with infinitely
many components, each isomorphic to Spec(C). Then our main object of study (1)
can be thought of as the direct image of the restriction to the stack of modules in
S of
(3) ICζW,µ :=
⊕
d∈Λζµ
L− dim(M
ζ -ss
d
)/2 ⊗ φTr(W )ζµQMζ -ss,Sd
along the map
Dim: Mζ -ssµ → Λζµ
taking each component of the moduli stack to the dimension vector of the modules
it parametrises.Instead of studying this direct image directly, we study the direct
image
(4) H(AζW,µ) := H
(
(Mζ -ssµ
pζµ−−→Mζ -ssµ )∗ICζW,µ
)
where the map pζµ takes a CQ-module to its semisimplification in the category of
ζ-semistable CQ-modules, i.e. the associated polystable object. Since Dim factors
through pζµ, understanding the direct image along p
ζ
µ turns out to be the key to
understanding the direct image along Dim.
We flag at the outset the curious role of the symbol H on the right hand side
of (4). Firstly, its purpose is to make our lives simpler: we will not actually give
a definition of the pushforward of ICζW,µ, nor indeed of IC
ζ
W,µ itself, and we only
define the result of applying the total cohomology functor to this pushforward,
i.e. we define the right hand side of (4) without defining its constituent pieces.
This apparent bug turns out to be a feature; because of this extra H, taking the
dual compactly supported hypercohomology of the right hand side of (4) does not
produce something that is a priori isomorphic to the right hand side of (1), and the
comparison between them turns out to be a central aspect of the paper. In brief: the
compactly supported hypercohomology of the right hand side of (4) is the associated
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graded of the perverse filtration of H
(
Aζ,SW,µ
)
. This perverse filtration is one of the
central structures that we introduce in order to understand the cohomological Hall
algebra.
Here and elsewhere, if L ∈ D is an element of a triangulated category with a
t-structure (for example the bounded derived category of an Abelian category A,
such as the category of monodromic mixed Hodge modules on Mζ -ssµ ) then
H(L) :=
⊕
n∈Z
Hi(L)[−i],
considered as an element in D with zero differential. If moreover D has infinite
coproducts (for example, the unbounded derived category of A as above) then the
natural functor from Z-graded objects in A to the essential image of the functor H
is an embedding of categories; it is bijective on isomorphism classes of objects and
faithful, but not full in general.
Note that Dimζµ = dim
ζ
µ p
ζ
µ, where dim
ζ
µ : Mζµ → Λζµ is the natural map. We
furthermore prove that there is an isomorphism of cohomologically graded mon-
odromic mixed Hodge modules
H
(
Dimζµ,∗ IC
ζ
W,µ
) ∼=H(dimζµ,∗H
(
(Mζ -ssµ
pζµ−−→Mζ -ssµ )∗ICζW,µ
))
(5)
=H
(
dimζµ,∗H
(
AζW,µ
))
in Section 4, so that an understanding of (4) can indeed be used to gain an under-
standing of the left hand side of (5). As noted above, because of the second H on
the right hand side of (5), this isomorphism would not follow directly from the usual
six functor formalism for monodromic mixed Hodge modules on stacks, but instead
relies essentially on the “hidden properness” of the morphism pζµ. The key obser-
vation is that pζµ, while not proper or representable, is in some sense approximated
by proper maps of schemes (see Section 4.1).
Working over the base Mζ -ssµ instead of Λζµ is what we mean by the relative
theory. The payoff for working in the relative setting is that we obtain more refined
results, which are nevertheless easier to prove, since in this relative setting, because
of hidden properness, we are able to make extensive use of Morihiko Saito’s version
[40, 42, 43] of the famous decomposition theorem of Beilinson, Bernstein, Deligne
and Gabber [3], as well as the rest of Saito’s theory of mixed Hodge modules.
The idea of proving local results onMζ -ssµ to deduce global results about Donaldson–
Thomas invariants was already present in the work of Joyce and Song [25], and later
the proof of the integrality conjecture for path algebras in the absence of a potential
by the second author and Markus Reineke [35], which utilised Efimov’s theorem [16]
on free supercommutativity for cohomological Hall algebras without potentials to
understand the local behaviour of the morphism pζµ.
1.3. Cohomological integrality. Now that we have introduced the relative ver-
sion of Donaldson–Thomas theory, we can state the first main result of this paper,
a cohomological refinement of the integrality conjecture.
Theorem A (Cohomological integrality theorem). Let Q,W be a quiver with po-
tential, let µ ∈ (−∞,∞] be a slope, and let ζ be a µ-generic stability condition. Let
M
ζ -ss,S
µ be a locally closed substack of the stack of ζ-semistable CQ-representations,
the closed points of which correspond to the representations in a Serre subcategory
S of the category of CQ-representations. For d ∈ NQ0 \ {0} a nonzero dimen-
sion vector of slope µ, define the following element of MMHM(Mζ -ss
d
), the category
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of monodromic1 mixed Hodge modules on the coarse moduli space of ζ-semistable
CQ-representations:
BPSζW,d :=
{
φmon
T r(W )ζ
d
ICMζ -ss
d
(Q) if Mζ -st
d
6= ∅
0 otherwise
and let BPSζW,µ be the direct sum of all the BPSζW,d for d of slope µ with respect
to the stability condition ζ. Define
BPSζ,SW,d = H
(
dim!(Mζ -ss,Sd →Mζ -ssd )∗BPSζW,d
)∨
∈ D(MMHM(Λζµ)),
where the superscript denotes the dual in the category of monodromic mixed Hodge
modules, so in particular,
BPSζW,d
∼= H
(
dim∗ BPSζW,d
)
by Verdier self-duality of BPSζW,d. Define BPSζ,SW,µ to be the direct sum of all the
BPSζ,SW,d for d of slope µ. Then
Sym⊠+
(
H(BC*)vir ⊗ BPSζ,SW,µ
) ∼= H(Aζ,SW,µ) (absolute integrality theorem)
in D(MMHM(Λζµ)). Furthermore, working over the coarse moduli space of ζ-
semistable representations Mζ -ssµ , there is an isomorphism
Sym⊠⊕
(
H(BC*)vir ⊗ BPSζW,µ
) ∼= H(AζW,µ) (relative integrality theorem)
in D(MMHM(Mζ -ssµ )).
The definition of H(BC*)vir is given in Section 2.1. Requisite notions from the
theory of representations of quivers, including the functors Sym⊠⊕ and Sym⊠+ ,
and the definition of Mζ -ssµ , are recalled in Section 3. The functor Sym⊠+ , via
the correspondence between monodromic mixed Hodge modules on NQ0 and NQ0 -
graded monodromic mixed Hodge structures, is the functor that sends an NQ0 -
graded monodromic mixed Hodge structure F satisfying F0 = 0 to the NQ0-graded
monodromic mixed Hodge structure
Sym⊠+(F) :=
⊕
i≥0
Symi(F)
given by taking the free NQ0 -graded supercommutative algebra generated by F and
then forgetting the algebra structure.
We briefly explain the relation to earlier, less “categorical”, incarnations of the
integrality conjecture in terms of generating functions of weight polynomials, as
that is the language in which the integrality conjecture is perhaps most familiar.
In the literature, this is most commonly referred to as “refined Donaldson–Thomas
theory”. Given an element L ∈ Db(MMHM(NQ0)), we define the formal power
series
Z(L, q1/2, x1, . . . , xn) :=
∑
d∈NQ0
χq(Ld, q1/2)xd,
where we have used the weight polynomial
χq(Ld, q1/2) :=
∑
i,j∈Z
(−1)i dim(GrWj (Hi(Ld)))qj/2.
1See Section 2.1 for an introduction to this category. It is an enlargement of the ordinary
category of mixed Hodge modules, taking account of the monodromy operation on the vanishing
cycles functor.
COHAS AND QUANTUM ENVELOPING ALGEBRAS 7
As in Theorem A we fix a quiver Q, potentialW , stability condition ζ, and slope µ.
Although the total cohomology H(Aζ,SW,µ) (defined as in (1)) is not in the bounded
derived category Db(MMHM(Λζµ)) ⊂ Db(MMHM(NQ0)), since each H(Aζ,SW,d) will
typically be nonzero in arbitrarily high cohomological degree, the partition function
Z
(
H(Aζ,SW,µ), q1/2, x1, . . . , xn
)
still makes sense as a formal power series in x1, . . . , xn, with coefficients given by
Laurent series in q1/2. This is because for each d ∈ Λζµ, and for each j ∈ Z, the
element GrWj (H
i(Aζ,SW,d)) is nonzero for only finitely many values of i; we denote
by D≥,lf(MMHM(NQ0)) ⊂ D(MMHM(NQ0 )) the full subcategory of monodromic
mixed Hodge modules satisfying this condition and also the condition that for
fixed d the element GrWj (H(Ld)) vanishes for j ≪ 0. Then one way to define the
plethystic exponential
EXP: Z((q1/2))[[x1, . . . , xn]]+ → Z((q1/2))[[x1, . . . , xn]]
where the subscript “+” on the left hand side signifies that we take the subgroup
of elements
∑
d∈NQ0 ad(q
1/2)xd such that a0(q
1/2) = 0, is via the formula for L ∈
D≥,lf(MMHM(NQ0 \ {0})):
(6) EXP
(
Z(L, q1/2, x1, . . . , xn)
)
= Z
(
Sym⊠+(L), q1/2, x1, . . . , xn
)
.
With the above conventions in place, we may finally state the integrality conjec-
ture in refined DT theory. It is the statement that there exist Laurent polynomials
Ωζ,SW,d(q
1/2) ∈ Z[q±1/2] such that
(7)
Z(H(Aζ,SW,µ), q1/2, x1, . . . , xn) = EXP

 ∑
d∈Λζµ\{0}
Ωζ,SW,d(q
−1/2)xd/(q1/2 − q−1/2)

 .
The formal power series Ωζ,SW,d(q
1/2) are, by definition2, the refined Donaldson–
Thomas/Bogomol’nyi–Prasad–Sommerfield3 invariants for the slope µ, stability
condition ζ, and Serre subcategory S. Note that
χq(H(BC
*,Q)vir, q
1/2) = −q1/2 − q3/2 − . . . = (q1/2 − q−1/2)−1
and so we deduce from (6), (7) and Theorem A the equality
Ωζ,SW,d(q
−1/2) = χq(BPS
ζ,S
W,d, q
1/2)
where BPSζ,SW,d are the cohomological invariants defined in Theorem A. Note also
that since EXP is injective, one can always find formal Laurent power series Ωζ,SW,d(q
1/2)
satisfying (7). The content of the integrality conjecture, as proved in [30], is that
these formal power series are in fact polynomials.
We can deduce the refined integrality conjecture from Theorem A; since BPSζ,SW,d
is the hypercohomology of a bounded complex of monodromic mixed Hodge mod-
ules, its weight polynomial is a genuine Laurent polynomial instead of a formal
power series. However, the cohomological lift provided by Theorem A is much
2The substitution q1/2 7→ q−1/2 arises from the fact that DT invariants are typically defined
in terms of compactly supported cohomology, which is the dual to the cohomology theory we
consider.
3Some authors refer to the coefficients in the partition function on the left hand side of (7) as
(refined) DT invariants, while some have reserved this term to refer to the ΩζW,d(q
1/2) appearing
on the right hand side. In order to establish some distinction between the two types of invariants,
we will refer to the ΩζW,d(q
1/2) exclusively as BPS invariants, and to the left hand side of (7) as
the DT partition function.
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stronger than the integrality conjecture. It upgrades an equality in the Grothendieck
(lambda-)ring of D≥,lf(MMHM(NQ0 )) to an isomorphism in that category. This is
a surprising result even before introducing the extra structure of the cohomological
Hall algebra, since it shows that there is an entire theory of “cohomologically re-
fined” BPS invariants waiting to be explored. For early applications of this theory,
we refer the reader to the first author’s reproof of the Kac positivity conjecture [9]
(originally proved by Hausel, Letellier and Villegas [19]) and proof of the quantum
cluster positivity conjecture [11].
1.4. Cohomological wall-crossing. Our second main result is a (relative) co-
homological lift of the following incarnation of the wall crossing formula, with
∫
denoting the Kontsevich–Soibelman integration map:
(8)
∫
[MS ,φTr(W )] =
∏
∞
µ−→−∞
∫
[Mζ -ss,Sµ ,φTr(W )].
This is an identity in the completed motivic quantum torus of finite-dimensional
modules of the Jacobi algebra for the pair (Q,W ). Instead of defining any of the
terms in (8) we refer the reader to [23] and [28] for more details on motivic Hall
algebras and integration maps in the general theory of motivic Donaldson–Thomas
invariants, or [13] for the specific case of the motivic Hall algebra of representations
of a Jacobi algebra.
We define
H(AW ) :=H

 ⊕
d∈NQ0
(Md →Md)∗φTr(W )dQMd ⊗ L− dim(Md)/2

(9)
where Md is the stack of d-dimensional CQ-representations, andMd is the coarse
moduli space of d-dimensional CQ-representations, the closed points of which are
in bijection with d-dimensional semisimple CQ-representations.
Theorem B (Cohomological wall crossing theorem). There is an isomorphism
(10) H(AW ) ∼=⊠tw⊕,∞ µ−→−∞H(AζW,µ).
inside D≥,lf(MMHM(M)). Here the product ⊠tw
⊕,∞
µ−→−∞ is an ordered product,
taken over descending slopes. Similarly, there is an isomorphism
(11) H(ASW ) ∼=⊠
tw
+,∞
µ−→−∞ H(Aζ,SW,µ)
inside D≥,lf(MMHM(NQ0)).
Note that in general, the individual terms in the tensor products on the right
hand sides of (10) and (11) will depend on the stability condition, while the terms
on the left hand side do not. The fact that very different sheaves can give rise to
the same tensor product is explained by the fact that in contrast with the product
⊠⊕, the product ⊠
tw
⊕ is not symmetric; this is the categorification of the fact that
the quantum torus utilized in [28] as the target of the integration map from the
motivic Hall algebra is generally not commutative.
1.5. The perverse filtration. An advantage of considering constructions relative
to the baseMζ -ssµ instead of Λζµ is that it leads naturally to the introduction of the
perverse filtration on H(Aζ,SW,µ).
Let f ∈ NQ0 be a framing vector, and let piζ
f ,d : Mζf ,d →Mζ -ssd , be the forgetful
map to the coarse moduli space of ζ-semistable Q-representations from the fine
moduli space of f -framed ζ-semistable representations, and let T r(W )ζ
f ,d : Mζf ,d →
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C be the induced function. We show that for fixed n, and sufficiently large framing
vector f , there is a natural isomorphism
(12) Hn(Aζ,SW,d) ∼= Lf ·d−(d,d)/2 ⊗Hnc (Mζ -ss,Sf ,d ,φmonT r(W )ζ
f,d
QMζ
f,d
)∨,
in words, we can approximate the restricted vanishing cycle cohomology on the
stack M(Q)ζ -ss
d
by considering restricted vanishing cycle compactly supported co-
homology on the moduli scheme Mζ
f ,d. This may remind the reader of Totaro’s
construction [49] for calculating equivariant intersection theory, and indeed, in a
sense that will become precise in Section 4.1, our setup is a relative compactifica-
tion of Totaro’s construction, over the base Mζ -ss
d
. In particular, since the maps
piζ
f ,d are proper, we can use the decomposition theorem along with fundamental
properties of the vanishing cycles functor to deduce that
piζ
f ,d,∗φ
mon
T r(W )ζ
f,d
QMζ
f,d
∼= H
(
piζ
f ,d,∗φ
mon
T r(W )ζ
f,d
QMζ
f,d
)
which in turn implies that the hypercohomology of the right hand side (and hence
the left hand side) of (12) carries a well-behaved perverse filtration.
1.6. Main results for cohomological Hall algebras. Assume that the stability
condition ζ is generic. The object H(Aζ,SW,µ) is a unital algebra in the category of
Λζµ-graded monodromic mixed Hodge structures, which corresponds to a monoid
in the category D(MMHM(Λζµ)). The monoidal product in this category is defined
by
F ⊠+ G := +∗(F ⊠ G),
where F ⊠G is the usual external tensor product, and +: NQ0 ×NQ0 → NQ0 is the
addition map. A unital graded algebra structure is determined by a map
F ⊠+ F → F
satisfying the obvious associativity condition, along with a unit map Q{0} → F
from the constant sheaf supported at the monoidal unit 0 ∈ NQ0 . Although we
prove theorems regarding this monoid, we do so via theorems regarding the monoid
(13) H(AζW,µ) ∈ D≥,lf(MMHM(Mζ -ssµ ))
in the category of monodromic mixed Hodge modules on the coarse moduli space
of ζ-semistable CQ-modules of slope µ. After restricting to Mζ -ss,SW and applying
the monoidal functor obtained by taking the direct image along the map
dim: Mζ -ssµ → NQ0 ,
the monodromic mixed Hodge module (13) becomes isomorphic to the perverse
associated graded version of the monoid (1). In symbols, there is an isomorphism
of algebras
(14) H
(
dim∗
(
H
(
(Mζ -ss,Sµ →֒ Mζ -ssµ )!AζW,µ
))) ∼= GrP (H(Aζ,SW,µ)) .
All of our main results regarding H(Aζ,SW,µ) and H(AζW,µ) stem from the observa-
tion that all product and coproduct structures that we consider on H(Aζ,SW,µ) and
H(Aζ,SW,µ) respect the perverse filtration, giving rise to the algebra structures on
the right hand side of (14) that are much easier to describe — precisely, we prove
that (in an appropriate sense) the algebras appearing in (14) are supercommutative
degenerations of the CoHA H(Aζ,SW,µ).
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To define this “appropriate sense”, we must take some care over the signs in the
symmetrizing morphism
sw : F ⊠+ F → F ⊠+ F .
It was noted already in [30] that the cohomological Hall algebra on the graded
vector space (2), while not commutative, becomes commutative after twisting by a
simple system of signs. There are two related ways of expressing this idea, which
we develop in tandem in this paper.
Firstly, the algebra is commutative, after replacing the usual symmetrizing mor-
phism for the category in which we consider it (involving the Koszul sign rule) by
a new one, which depends on NQ0 -degree. We consider an adapted symmetrizing
morphism τsw for the categories of monodromic mixed Hodge modules on Λζµ and
Mζ -ssµ , with respect to which Theorems C and D are stated — see Section 6.1 for
the provenance of these signs. At the level of elements, the rule is easy to state.
Consider the form τ induced by
(15) τ : d′⊗d′′ 7→ χ(d′,d′′) + χ(d′,d′)χ(d′′,d′′)
on the Z/2Z-vector space V = (Z/2Z)Q0 . Then
τsw(a⊗ b) = (−1)τ(d′,d′′)+|a|·|b|b⊗ a
where d′ and d′′ are the NQ0 -degrees of a and b respectively, and |a| and |b| are
their cohomological degrees. In other words, we modify the usual Koszul sign rule
by (−1)τ(d′,d′′).
Now we describe the second approach to signs. As in [30, Sec.2.6] and [16] it is
sometimes more convenient to modify the definition of the product in the CoHA
H(Aζ,SW,µ), so that the algebra (or in the context of this paper, its perverse associated
graded algebra) becomes supercommutative with respect to the usual Koszul sign
rule. The form τ vanishes on pairs d⊗d, and so there exists a bilinear form ψ on
V such that
(16) ψ(d′,d′′) +ψ(d′′,d′) = τ(d′,d′′).
We define the underlying graded monodromic mixed Hodge structure of H(ψAζ,SW,µ)
to be the same as that of H(Aζ,SW,µ). We define the multiplication on H(ψAζ,SW,µ) via
(17) a⊗ b 7→ (−1)ψ(d′,d′′)H(∗ζ,SW,µ)(a⊗ b)
where a ∈ H(ψAζ,SW,d′) and b ∈ H(ψAζ,SW,d′′). Associativity of the twisted CoHA follows
from associativity for the untwisted CoHA and bilinearity of ψ.
Our first main result concerning CoHAs is an upgrade of Theorem A. It states
that the isomorphisms of Theorem A can be realised explicitly as PBW-type isomor-
phisms defined using the structure of the relative, or absolute CoHA, respectively.
Theorem C. Let ζ be a µ-generic Bridgeland stability condition. The localised
bialgebra structure on H(Aζ,SW,µ) induces a (non-localised) Hopf algebra structure on
GrP(H(Aζ,SW,µ)), which is a free commutative algebra with respect to the symmetriz-
ing morphism τsw. There is a canonical PBW isomorphism in D≥,lf(MMHM(Mζ -ssµ )):
(18) τSym⊠⊕
(
H(BC*)vir ⊗ BPSζW,µ
)
→ H(AζW,µ)
that is realized via a canonical embedding4 H(BC*)vir ⊗ BPSζW,µ ⊂ H(AζW,µ) and
the relative cohomological Hall algebra multiplication. There is a similar canonical
4Strictly speaking, these maps are embeddings in the category of Z-graded monodromic mixed
Hodge-modules, considered as maps in the derived category of monodromic mixed Hodge modules
via the natural embedding of categories.
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PBW isomorphism over the base Λζµ:
(19) τSym⊠+
(
H(BC*)vir ⊗ BPSζ,SW,µ
)
→ H(Aζ,SW,µ).
and the map is defined via the cohomological Hall algebra product on H(Aζ,SW,µ). If
ψ is a bilinear form as in (16), then GrP(H(
ψAζ,SW,µ)) is a free supercommutative
algebra, and there are canonically defined PBW isomorphisms
Sym⊠⊕
(
H(BC*)vir ⊗ BPSζW,µ
)
→H(ψAζW,µ)(20)
Sym⊠+
(
H(BC*)vir ⊗ BPSζ,SW,µ
)
→H(ψAζ,SW,µ)(21)
to the relative and absolute CoHAs with the ψ-twisted multiplication.
Note that we do not claim that in the “absolute” cases (18) and (20) the canonical
isomorphisms of Theorem C are isomorphisms of algebras — in many interesting
cases they will not be, hence the moniker “PBW theorem”. We expect that the
case of symmetric quivers with zero potential, for which it is proved by Efimov
in [16] that the ψ-twisted cohomological Hall algebra is free supercommutative, is
atypical.
Our final theorem is a more general PBW type statement for the whole CoHA.
Just as Theorem C states that the integrality isomorphisms of Theorem A can be
realised in terms of PBW-type isomorphisms in the relative CoHA, Theorem D
states that the same is true of the combination of the integrality isomorphisms (for
every slope) and the wall crossing isomorphism, for a generic stability condition.
Theorem D. Let ζ be a generic stability condition for Q. Then there are embed-
dings5 (Mζ -ssµ → M)∗BPSζW,µ ⊂ H(AW,µ) and H(Mζ -ss,Sµ ,BPSζW,µ) ⊂ H(ASW )
such that the resulting morphisms
⊠
tw
⊕,∞
µ−→−∞τSym⊠⊕
(
H(BC*)vir ⊗ (Mζ -ssµ →M)∗BPSζW,µ
)
→H(AW )
⊠
tw
+,∞
µ−→−∞τSym⊠+
(
H(BC*)vir ⊗H(Mζ -ss,Sµ ,BPSζW,µ)
)
→H(ASW )
induced by the relative and absolute cohomological Hall algebra multiplications, re-
spectively, are isomorphisms. Similarly, if ψ is a twist defined as in (16), then the
morphisms
⊠
tw
⊕,∞
µ−→−∞ Sym⊠⊕
(
H(BC*)vir ⊗ (Mζ -ssµ →M)∗BPSζW,µ
)
→H(AW )
⊠
tw
+,∞
µ−→−∞ Sym⊠+
(
H(BC*)vir ⊗H(Mζ -ss,Sµ ,BPSζW,µ)
)
→H(ASW )
induced by the same embeddings as above and the ψ-twisted relative and absolute
cohomological Hall algebra multiplications are isomorphisms.
Theorem C and D together give a very general structural result on the relative
and absolute CoHAs, namely that they are obtained by infinite extensions of alge-
bras (indexed by descending slope) that are themselves noncommutative deforma-
tions of free supercommutative algebras, with characteristic functions determined
by the cohomological BPS invariants.
5See previous footnote.
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1.7. The BPS Lie algebra. One of the main contributions of the current paper,
and a direct corollary of the above structural theorems, is the definition of the
BPS Lie algebra. This is a natural Lie algebra, for any choice of Q,W,µ,S,ψ and
µ-generic stability condition ζ, the characteristic function of which recovers the (re-
fined) BPS invariants for this data. Part of Theorem C states that GrP(H(
ψAζ,SW,µ))
is supercommutative. On the other hand, the perverse filtration on H(ψAζ,SW,µ) be-
gins in degree one, and in degree one is given precisely by a half Tate-twist of the
cohomological BPS invariants. It follows that there is an inclusion of Lie algebras
(22) L1/2 ⊗ BPSζ,SW,µ →֒ H(ψAζ,SW,µ),
i.e. that the first perverse piece of the target is closed under the commutator
Lie bracket (since this bracket becomes zero in the perverse associated graded al-
gebra). We call the domain of (22) the BPS Lie algebra associated to the data
(Q,W, ζ,µ,S,ψ). In a forthcoming paper the first author shows that for a specific
choice Q˜, W˜ of quiver with potential depending on a given quiver Q,
H0(L1/2 ⊗ BPSW˜ ) ∼= g+Qre ,
where g+Qre is the positive half of the Kac–Moody Lie algebra for Qre, the quiver
obtained from Q by deleting all vertices for which there are loops, along with all
arrows to or from these vertices. In particular, the BPS Lie bracket can be highly
nontrivial.
1.8. Structure of the paper. The paper is broken roughly into three parts: there
is the introduction above, a second part which goes up to Section 4.3, and then a
third part. The purpose of the second part is to prove the cohomological integral-
ity theorem (Theorem A) and the cohomological wall crossing theorem (Theorem
B). For many applications of cohomological Donaldson–Thomas theory (especially
positivity results) these two theorems are all one needs. In addition, there are a lot
of added technicalities (coproducts, perverse associated graded algebras, modified
symmetrizer isomorphisms etc.) that go into the proofs, and indeed the statements
of Theorems C and D. Therefore the reader who is less interested in the algebraic
structure underlying the integrality isomorphism, or the task of making the inte-
grality isomorphism canonical, can safely treat this paper as ending with Section
4.3. We hope that this reduces the technical burden of the current paper for the
“working mathematician”.
The third part of the paper is dedicated to proving that these isomorphisms can
be realised as PBW isomorphisms in the cohomological Hall algebra. Theorem C
can be construed as a second proof of the integrality theorem (Theorem A) which is
dependent on the first one. The conceptual payoff for reproving the theorem is that
the second time we prove the theorem, we are able to make the isomorphism un-
derlying the integrality theorem canonical — this is a key step towards proving the
integrality theorem for the category of coherent sheaves on a 3-Calabi–Yau variety,
for example. That this category locally looks like the category of representations
for a quiver with potential is an exercise in deformation theory if one works formally
locally, and is proved rigorously by Toda in the analytic topology [48]. The key
step in proving the integrality conjecture for coherent sheaves on a 3-Calabi–Yau
variety, then, is to prove it locally in a sufficiently canonical manner that the proof
glues naturally. This application will be the subject of a follow-up paper by the
authors.
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2. Hodge theory and equivariant vanishing cycles
2.1. Monodromic mixed Hodge modules. Let X be a complex variety. Then
we define as in [43, 44] the category MHM(X) of mixed Hodge modules on X . See
[42] for an overview of the theory. There is an exact functor ratX : D(MHM(X))→
D(Perv(X)) which takes a complex of mixed Hodge modules F to its underlying
complex of perverse sheaves, and commutes with f∗, f!, f
∗, f !,DX and tensor prod-
uct. If no remark is made to the contrary, and a non-derived target or domain
category is not specified, all these functors, and indeed all functors for the en-
tirety of this paper, will be considered as derived functors, even if their non-derived
versions are well-defined.
Set B to be the full subcategory of mixed Hodge modules on A1 containing those
F ∈ Ob(MHM(A1)) such that (Gm → A1)∗F is an admissible variation of mixed
Hodge structure. Set C to be the full subcategory of B for which the objects are the
admissible variations of mixed Hodge structure on A1. Then we define the category
of monodromic mixed Hodge structures MMHS to be the Serre quotient B/C.
Fix X and let BX be the full subcategory containing those F ∈ MHM(X × A1)
such that for each x ∈ X , the total cohomology of ({x} ×Gm → X × A1)∗F is an
admissible variation of mixed Hodge structure on Gm. Via Saito’s description of
MHM(X × A1), the category BX ⊂ MHM(X × A1) is the full subcategory, closed
under extensions, and containing the following types of objects
(1) Mixed Hodge modules I˜CY×A1(L)[dim(Y ) + 1], where Y ⊂ X is an ir-
reducible closed subvariety, and L is a pure weight n variation of Hodge
structure on Y ′ ×Gm, for Y ′ an open dense subvariety of Yreg, and n ∈ Z.
(2) Mixed Hodge modules I˜CY×{0}(L)[dim(Y )], for L a pure weight n variation
of Hodge structure on Y ′ ⊂ Yreg ⊂ X as above.
Here I˜CY×A1(L)[dim(Y ) + 1] and I˜CY×{0}(L)[dim(Y )] are the lifts of intersection
complexes to mixed Hodge modules defined in [44, Thm.3.21]. By semisimplicity,
any object P of type (1) splits into a direct sum P ∼= P1 ⊕ P 6=1, where
Pi = I˜CY×A1(Li)[dim(Y ) + 1]
for L1 ⊂ L the maximal pure variation of Hodge structure to have trivial mon-
odromy around Y × {0}, and L6=1 its complement.
Inside BX there is a Serre subcategory CX given by the full subcategory of
MHM(X ×A1) containing those objects F such that the total cohomology of each
({x} × A1 → X × A1)∗F is an admissible variation of mixed Hodge structure on
A1. It is generated under extensions by simple objects of the form P1.
By Schmid’s rigidity theorem, the total cohomology of the restriction to the fibres
{x}×A1 of any such mixed Hodge module is constant, and CX is the essential image
of the functor pi∗[1] : MHM(X)→ MHM(X × A1), where
pi : X × A1 → X
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is the projection. We define following [30, Sec.7] the category of monodromic mixed
Hodge modules MMHM(X) = BX/CX . Since the objects of MMHM(X) are the
objects of BX , we deduce that all isomorphism classes of objects in MMHM(X) are
obtained from iterated extensions of simple objects of type (1) satisfying L = L6=1,
and of type (2). We identify MMHS with MMHM(pt).
In [30] the category of monodromic mixed Hodge modules is presented as a
subcategory of MHM(X ×A1), whereas for us it is a quotient. We collect together
some category theoretic lemmas that clarify this shift in point of view.
Lemma 2.1. Let Ψ: B → B be a functor, and let ν : idB → Ψ be a natural trans-
formation satisfying
(1) Ψ(ν) = νΨ : Ψ→ Ψ2, i.e. Ψ(νF) = νΨ(F) for all objects F in B.
(2) Ψ(ν) = νΨ is an isomorphism of functors.
Let D ⊂ B be the full subcategory containing those objects F of B such that νF : F →
Ψ(F) is an isomorphism. Then the inclusion functor ι : D → B is right adjoint to
ψ
B D.Ψ
ι
Condition (2) implies that Ψ(F) ∈ ob(D) for all F ∈ ob(B), and so we obtain a
factorization Ψ: B → D ι−→ B. In the lemma, and from now on, we abuse notation
by denoting the resulting functor B → D also by Ψ.
Proof. Via the above abuse of notation we consider ν as a natural transformation
idB → ι ◦Ψ. We claim that this is the unit of the adjunction, while
η := (ν|D)−1 : Ψ|D → idD = Ψ ◦ ι
will be the unit. We need to check that the compositions of morphisms
Ψ
Ψ(ν)−−−→ ΨιΨ ηΨ−−→ Ψ(23)
ι
νι−→ ιΨι ι(η)−−→ ι(24)
are the identity. Pick F ∈ ob(B). Then
ηΨ(F) ◦Ψ(νF ) =ν−1Ψ(F) ◦Ψ(νF)
= idΨ(F) .
Pick F ∈ ob(D). Then
ι(ηF ) ◦ νι(F) =ν−1F ◦ νF
= idF .

Lemma 2.2. With the assumptions of Lemma 2.1, assume also that B is Abelian,
and Ψ is exact. Let C be the full subcategory of B containing those objects F for
which Ψ(F) = 0. Then C is a Serre subcategory. We denote the Serre quotient
B/C. The functor Ψ induces a functor Ψ˜ : B/C → B, which is right adjoint to the
canonical functor Q : B → B/C.
Proof. The category C is a Serre subcategory by exactness of Ψ. By the universal
property of B/C, Ψ induces a functor Ψ˜ : B/C → B. We claim that ν : idB → Ψ pro-
vides a unit for the adjunction. Let F ∈ B/C, and consider the map νF : F → Ψ(F).
Since Ψ(νF) is an isomorphism, and Ψ is exact, we deduce that Ψ(ker(νF )) =
Ψ(coker(νF )) = 0, and so νF represents an isomorphism νF in B/C. Arguing as
above, (νF )
−1 provides the counit to the adjunction. 
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The proof of the following lemma is again constructed from the above adjunc-
tions, and is omitted.
Lemma 2.3. With the assumptions of Lemmas (2.1) and (2.2), the induced functor
Ψ˜ : B/C → D is an equivalence of categories, with inverse equivalence the composi-
tion of canonical functors D → B → B/C.
Now we apply these abstractions to certain categories of mixed Hodge modules.
We define as in [30] the exact functor ΨX : BX → BX :
ΨX(F) = (X × A2 id×+−−−−→ X × A1)∗
(F ⊠ (Gm → A1)!QGm [1]) .
The functor is exact since it sends each of the simple mixed Hodge modules identi-
fied at the start of this section to mixed Hodge modules. Consider the distinguished
triangle
QA1 → ({0} →֒ A1)∗Q{0} s−→ (Gm j−→ A1)!QGm [1]
We define the natural transfromation ν, for F ∈ BX , via the following composition
of mixed Hodge modules on X × A1
F ∼=(X × A2 id×+−−−−→ X × A1)∗
(F ⊠ ({0} →֒ A1)∗Q{0}) s′−→
(X × A2 id×+−−−−→ X × A1)∗
(F ⊠ (Gm → A1)!QGm [1]) ∼= Ψ(F)
where
s′ = (X × A2 id×+−−−−→ X × A1)∗ (idF ⊠s) .
Lemma 2.4. The pair (ΨX ,ν) satisfies the conditions of Lemma 2.1.
Proof. Consider the commutative diagram
(25) X × A1 × A1 × A1 idX×A1 ×+ //
idX ×+× idA1

X × A1 × A1
idX ×+

X × A1 × A1 idX ×+ // X × A1.
We have
ΨX(νF) = (idX ×+)∗(νF ⊠ idj!QGm [1])
= (idX ×+)∗(idX ×+× idA1)∗(idF ⊠s⊠ idj!QGm [1])
= (idX ×+)∗(idF ⊠+∗ (s⊠ idj!QGm [1]))
where we have used commutativity of (25) for the final equality. On the other hand,
we have
νΨX(F) =(idX ×+)∗(idΨX(F)⊠s)
=(idX ×+)∗(idX ×+× idA1)∗(idF ⊠ idj!QGm [1]⊠s)
=(idX ×+)∗(idF ⊠+∗ (idj!QGm [1]⊠s))
and
+∗(s⊠ idj!QGm [1]) = +∗(idj!QGm [1]⊠s)
by commutativity of +. We compute
cone(νΨX (F))
∼=(idX ×+)∗(F ⊠+∗(j!QGm [1]⊠ cone(s)))
∼=(idX ×+)∗(F ⊠+∗(j!QGm [1]⊠QA1 [1]))
but
+∗(j!QGm [1]⊠QA1 [1]))
∼= H∗(A1, j!QGm)⊗QA2 [2] = 0
proving that νΨX(F) is an isomorphism. 
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Lemma 2.5. Setting Ψ = ΨX , B = BX in Lemma (2.2), we have C = CX .
Proof. We denote by pi : X × A1 → X the projection. By definition, C is the full
subcategory containing those objects F such that ΨX(F) = 0. This is equivalent
to the condition that the natural composition
pi∗pi∗F = (X×A2 id×+−−−−→ X×A1)∗ (F ⊠QA1)→ (X×A2 id×+−−−−→ X×A1)∗ (F ⊠Q0[1]) = F
is an isomorphism. It follows that the objects of C are contained in the objects of CX .
On the other hand, the natural transformation pi∗pi∗pi
∗ → pi∗ is an isomorphism
and the reverse inclusion holds. 
Via the same arguments, we deduce the following Lemma.
Lemma 2.6. Under the assumptions of Lemma 2.5 and with the terminology of
Lemma 2.1, D is the full subcategory of BX containing those objects F satisfying
pi∗F = 0.
The (sub)category D is identified as the category of monodromic mixed Hodge
modules by Kontsevich and Soibelman; as we have shown, it is equivalent to our
(quotient) category of monodromic mixed Hodge modules.
The natural pushforward (X×Gm → X×A1)! : MHM(X×Gm)mon → MMHM(X)
is an equivalence of categories, where MHM(X ×Gm)mon is the full subcategory of
MHM(X×Gm) containing those F such that the total cohomology of each pullback
({x}×Gm → X×Gm)∗F is an admissible variation of mixed Hodge structure. An
explicit inverse equivalence ΘX is provided by
(26) ΘX : F 7→ (X ×Gm → X × A1)∗Ψ˜XF .
where Ψ˜X is functor induced by ΨX , as above. In terms of the two types of simple
mixed Hodge modules identified at the start of the section, we have
ΘX I˜CY×A1(L)[dim(Y ) + 1] ∼=I˜CY×Gm(L6=1)[dim(Y ) + 1]
ΘX I˜CY×{0}(L)[dim(Y )] ∼=I˜CY×Gm(L⊠QGm)[dim(Y ) + 1].
From the existence of a right adjoint to the functor BX → MMHM(X), one can
show (see e.g. [1, 06XM]) that the natural functor
D(BX)/DCX (BX)→ D(BX/CX) = D(MMHM(X))
is an equivalence of categories, where DCX (BX) is the full subcategory of D(BX)
consisting of those objects whose cohomology objects lie in CX . The subcategory
DCX (BX) is stable under the Verdier duality functor DX×A1 , and so we obtain a
Verdier duality functor on D(MMHM(X)) which we denote DmonX . The associated
graded object GrW• (F) of an object in CX with respect to the weight filtration is
also in CX , and so the weight filtration descends to MMHM(X).
Definition 2.7. Given an element G ∈ MMHM(X), we say it is pure of weight i
if GrWj G is zero for all j 6= i. Given an element F ∈ D(MMHM(X)), we say that
F is pure of weight i if each Hj(F) is pure of weight i + j, or we just say that F
is pure if it is pure of weight zero.
Remark 2.8. The equivalence (X × Gm → X × A1)! : MHM(X × Gm)mon →
MMHM(X) does not preserve the weight filtration; for instance QGm [1] is a pure
variation of Hodge structure of weight 1, while the monodromic mixed Hodge struc-
ture (Gm → A1)!QGm [1] ∼= ({0} →֒ A1)∗Q{0} is pure of weight zero.
If f : X → Y is a morphism of varieties, we define the functors f !, f∗, f!, f∗
between the associated derived categories of monodromic mixed Hodge modules to
be those induced by the functors (f × idA1)!, (f × idA1)∗, (f × idA1)!, (f × idA1)∗
between the associated derived categories of mixed Hodge modules.
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Definition 2.9. Assume X is a variety X
τ−→ NQ0 over a monoid NQ0 of dimension
vectors for a quiver Q. We define H(X,F) to be the total cohomology of τ∗F . So
H(X,F) may be thought of as a cohomologically graded NQ0-graded monodromic
mixed Hodge module on a point, e.g. the NQ0-graded monodromic mixed Hodge
structure underlying the total hypercohomology of F . Similarly, we define Hc(X,F)
to be the total cohomology of τ!F .
The monoidal structures ⊗ on D≥(MMHM(X)) and D≤(MMHM(X)) are de-
fined by
(27) F ⊗ G := (X × A1 × A1 id×+−−−−→ X × A1)∗(pr∗1,2 F ⊗ pr∗1,3 G)
where pri,j : X × A1 × A1 → X × A1 is the projection onto the ith and the jth
component.
Remark 2.10. More generally, let X be a monoid in SchY , the category of schemes
over Y , with finite type monoid map ⊕ : X ×Y X → X. Then define
F ⊠⊕ G := (X ×Y X × A1 × A1 ⊕×+−−−→ X × A1)∗(pr∗1,3 F ⊗ pr∗2,4 G).
We recover (27) in the special case in which (X
idX−−→ X) is considered as a monoid
in SchX . In addition, for F ,G objects of D≥(MMHM(X)),D≥(MMHM(Y )) or
D≤(MMHM(X)),D≤(MMHM(Y )) respectively, we define
F⊠G := (X×Y×A1×A1 idX×Y ×+−−−−−−−→ X×Y×A1)∗(pr∗1,3 F⊗pr∗2,4 G) ∈ D(MMHM(X×Y )).
This external tensor product is biexact and preserves weight filtrations by [30, Sec.4],
[11, Prop.3.2], or the proof of Proposition 3.8 below.
There is a fully faithful embedding MHM(X)→ MMHM(X) given by
i∗ = (X
x 7→(x,0)−−−−−→ X × A1)∗
which is furthermore a monoidal functor, commuting with Verdier duality, as i is
proper.
Define ΘX as in (26). Let e : X
x 7→(x,1)−−−−−→ X × Gm be the natural inclusion.
Then e∗ΘX [−1] : MMHM(X)→ MHM(X) is also faithful (again using rigidity for
variations of mixed Hodge structure [46, Thm.4.20]), and so we can define an exact
faithful (non-derived) functor
(28) forgmonX : MMHM(X)→ Perv(X)
by setting forgmonX := ratX e
∗ΘX [−1].
Let f be a regular function on a smooth algebraic variety X . Define X<0 =
f−1(R<0) andX0 = f
−1(0). We define the functor ψf : D(Perv(X))→ D(Perv(X))
ψf := (X0 → X)∗(X0 → X)∗(X<0 → X)∗(X<0 → X)∗
and define φf := cone((X0 → X)∗(X0 → X)∗ → ψf ); this cone can indeed be
made functorial — see [26] for details, or the proof of Proposition 3.11 below for a
functorial definition of φf . The functors ψf and φf have lifts to endofunctors of
D(MHM(X)), forming a key part of Saito’s theory.
In the sequel we consider vanishing cycles always as a functor D(MHM(X)) →
D(MMHM(X)) via the definition of [30, Def.27]
(29) φmonf := (X ×Gm → X × A1)!φf/u(X ×Gm → X)∗.
In (29), u denotes the coordinate on Gm.
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Example 2.11. Let f = 0. Then φf (F) ∼= F [1], since ψf(F) = 0. Likewise,
φmonf F = (X × Gm → X × A1)!(X × Gm → X)∗F [1]. We deduce that φmonf F =
j!j
∗G[1] where G = (X × A1 pi−→ X)∗F and j : X × Gm → X × A1 is the inclusion.
Let i : X × {0} →֒ X × A1 be the complement to j. Since G is by definition trivial
in MMHM(X), we deduce from the distinguished triangle j!j
∗ → id → i∗i∗ that
φmonf F ∼= i∗F in MMHM(X). In other words, φmon0 F ∼= F , where we consider F
on the right hand side of the isomorphism as a monodromic mixed Hodge module
via pushforward along X
i : x 7→(x,0)−−−−−−−→ X × A1.
Remark 2.12. Generalising the above example; in fact it follows from exactness
of the functors φf/u[−1] (see [3]), pi∗[1] and j! that φmonf is exact in general.
We collect together some useful properties of φmonf .
Proposition 2.13. (1) (Verdier duality): There is a natural isomorphism
DmonX φ
mon
f
∼= φmonf DX : D(MHM(X))→ D(MMHM(X)),
where DX is the usual Verdier duality functor.
(2) (Interaction with adjunction): If p : X → Y is a map of varieties, and f is
a regular function on Y , then there is a natural transformation φmonf p∗ →
p∗φ
mon
fp , which is moreover a natural isomorphism if p is proper.
(3) (Homotopy invariance): Let X ′ → X be an affine fibration with d-dimensional
fibres. Then the natural map φmonf F → p∗φmonfp p∗F is an isomorphism, as
is the natural map p!φ
mon
fp p
∗F → φmonf F ⊗Hc(Ad).
(4) (Exactness): The functor φmonf : D(MHM(X))→ D(MMHM(X)) is exact,
i.e. it restricts to an exact functor MHM(X)→ MMHM(X).
(5) (Vanishing cycle decomposition theorem) Let F ∈ MMHM(X) be pure of
weight m for some m ∈ Z, let p : X → Y be a proper map, and let f be a
regular function on Y . Then there is a non-canonical isomorphism
p∗φ
mon
fp F ∼= H(p∗φmonfp F).
(6) (Thom–Sebastiani isomorphism): Let fj : Xj → C be regular functions, for
j = 1, 2. Then there is a natural ismorphism of bifunctors MHM(X) ×
MHM(X)→ MMHM(X):
φmonf1 (•)⊠ φmonf2 (•)→ φmonf1⊞f2(•⊠ •)|f−11 (0)×f−12 (0).
(7) (Integral identity): Let V+ ⊕ V− be a C∗-equivariant vector bundle on the
space X, given a C∗-action, where the weights of the action on V+ are all
1, and the weights of the action on V− are all −1. Let f be a C∗-invariant
function. Below, for a vector bundle V ′ we denote the total space of V ′ also
by V ′. Then the natural map
(V+ → X)!(V+ → V+ ⊕ V−)∗φmonf (QV+⊕V− → (V+ → V+ ⊕ V−)∗QV+)
is an isomorphism.
The first five statements follow from the corresponding statements for φf . The
first of these is proved at the level of perverse sheaves as the main theorem of [33],
and for mixed Hodge modules as the main theorem of [41], see also Schu¨rmann’s ap-
pendix to [5]. The second statement is given by combining [44, Thm.2.14, Thm.4.3].
Homotopy invariance then follows from the homotopy invariance statement for per-
verse sheaves. The hard part of the exactness statement is the statement that the
shift of the usual vanishing cycle functor, φf [−1], is exact. This is a result of Gab-
ber, and can be found in [3]. The version of the decomposition theorem quoted here
follows from Saito’s version of the decomposition theorem [44], and statements (4)
and (2). The statement regarding the Thom–Sebastiani isomorphism is in fact false
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after replacing φmonf with φf [−1]. The statement involving φmonf is due to Saito
[39]; again we refer the reader to Schu¨rmann’s appendix to [5] for the compatibility
between this proof and the proof of Massey [32] at the level of complexes of perverse
sheaves. The integral identity is proved in the above form in [30], and is a central
background result in the proof of the integrality conjecture6 in [30]. Somewhat
surprisingly, given its crucial role in the theory in other treatments of Hall algebras
in Donaldson–Thomas theory, it is the only one of the seven facts about vanishing
cyclesabove that we will not use.
For ease of exposition we make the following simplification in what follows.
Assumption 2.14. For all functions f : X → C for which we wish to take φmonf ,
if X is smooth, we assume that crit(f) ⊂ f−1(0) as sets.
Under the assumption, the Thom–Sebastiani isomorphism for mixed Hodge mod-
ules simplifies to
φmonf1 (F)⊠ φmonf2 (G)→ φmonf1⊞f2(F ⊠ G).
The assumption can be dropped, with a little care. If it does not hold, one can
instead work with the functor φmon,fibf :=
⊕
a∈A1
C
φmonf−a, or with exponential mixed
Hodge structures — see [13], [30], respectively.
Consider the embedding Db(MHM(pt)) i∗−→ Db(MMHM(pt)). The former cate-
gory contains the element
L := Hc(A
1,Q),
which is pure: it is concentrated entirely in cohomological degree 2, and has weight
2. There is no square root of L in Db(MHM(pt)), i.e. an element L1/2 such that
(L1/2)⊗2 ∼= L, but after embedding Db(MHM(pt)) in Db(MMHS) there is a square
root. We set
L1/2 := Hc(A
1,φmonx2 QA1),
where x2 : A1 → C is considered as a regular function, and QA1 is the constant
(cohomologically shifted) mixed Hodge module on A1. Using the Thom–Sebastiani
isomorphism one may show that this is indeed a tensor square root of L. We fix an
isomorphism
l : L1/2 ⊗ L1/2 ∼= L.
This amounts to fixing an isomorphism r : Q[−2] ∼= forgmonpt L, since up to sign there
is a canonical isomorphism Hc(A
1,φx2QA1) ∼= Q[−1] given by picking one of the
two natural basis elements of Hc(A
1,ψx2QA1) ∼= Q ⊕ Q. In particular, since A1
carries a canonical orientation, there is a canonical choice of r and thus of l. We
set
(30) L−1/2 := HomDb(MMHM(pt))(L1/2,Q),
so there is a canonical isomorphism
L1/2 ⊗ L−1/2 ∼= Q
with target the monoidal unit in MMHM(pt).
Since L is pure, we deduce from Remark 2.10 that L1/2 is pure, concentrated
in cohomological degree 1. Note that due to the definition of the category of
monodromic mixed Hodge modules on a point (i.e. monodromic mixed Hodge
structures), this cohomological degree is with respect to the perverse t-structure on
the underlying derived category of constructible sheaves on A1 ∼= A1 × pt.
If F ∈MMHM(X) and G ∈MMHM(pt) we use the abbreviation
F ⊗ G := F ⊗ τ∗G,
6The similarity between the names of the “integral identity” and the “integrality conjecture”
is merely coincidencidental.
20 BEN DAVISON AND SVEN MEINHARDT
where τ : X → pt is the map to a point.
For X a variety and d ∈ Z we define
L
d/2
X = L
d/2 ⊗QX .
If X is a smooth equidimensional variety, we define
ICX(Q) := L− dim(X)/2X .
This complex of monodromic mixed Hodge modules is pure, and an element of
MMHM(X), again by Remark 2.10. If X is not smooth, but is irreducible, we de-
fine the monodromic mixed Hodge module ICX(Q) := L− dim(Xreg)/2⊗I˜CX(QXreg ),
where I˜CX(QXreg ) is the usual intersection cohomology mixed Hodge module com-
plex of X given by intermediate extension of QXreg . Since I˜CX(QXreg ) is con-
centrated in cohomological degree dim(Xreg), it follows that ICX(Q) is indeed a
monodromic mixed Hodge module. If X is a finite disjoint union of irreducible
varieties, we define
ICX(Q) :=
⊕
Z∈pi0(X)
ICZ(Q).
Remark 2.15. Because of the shift in the definition of ICX(Q), there are natural
isomorphisms DmonX ICX(Q) ∼= ICX(Q) and DmonX φmonf ICX(Q) ∼= φmonf ICX(Q) for
X a finite disjoint union of irreducible varieties, and f a regular function on X.
For X a smooth equidimensional variety we define
H(X,Q)vir :=H(X, ICX(Q))
∼=L− dim(X)/2 ⊗H(X,Q) ∈ Db(MMHM(pt)),
and since in the stack-theoretic sense the dimension of dim(BC*) is −1, we extend
this notation by defining
H(BC∗,Q)vir := L
1/2 ⊗H(BC∗,Q) ∈ D(MMHM(pt)).
2.2. Equivariant vanishing cycles. We do not propose here to write down a
full six functor and vanishing cycles functor formalism for equivariant monodromic
mixed Hodge modules via a theory of monodromic mixed Hodge modules on stacks.
Instead we mimic the constructions of [4] and Totaro’s approximation [49] of the
Chow ring of classifying spaces by finite-dimensional algebraic approximations to
produce only the definitions and constructions we will need for the rest of this
paper.
We will want to be able to work with equivariant monodromic mixed Hodge
modules, in the following generality. We assume that we have a G-action on a
smooth algebraic variety X , for G an affine algebraic group, and a regular function
f on the stack X/G, i.e. a G-invariant regular function on X . Furthermore we
assume that we are given a map of stacks p : X/G→ Y , where Y is a locally finite
type scheme. We will also assume that G is special, i.e. all e´tale locally trivial
principal G-bundles are Zariski locally trivial — see [23, Def.2.1] for a concise
discussion of this condition in this context, or [8] for the original references. As
noted in [23], all such G are connected.
The element H
(
p∗φ
mon
f ICX(Q)
)
will be an element of D≥(MMHM(Y )), the
derived category of bounded below complexes of monodromic mixed Hodge modules
on Y .
We define H
(
p∗φ
mon
f ICX(Q)
)
as follows. Let V1 ⊂ V2 ⊂ . . . be a chain of in-
clusions of G-representations, and let U1 ⊂ U2 ⊂ . . . be an ascending chain of sub-
varieties of the underlying vector spaces of V1, V2, . . ., considered as G-equivariant
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algebraic varieties. We suppose that G acts scheme-theoretically freely on each Ui,
that each principal bundle quotient Ui → Ui/G exists in the category of schemes,
and that codimVi(Vi \ Ui)→ ∞ as i→∞. The map X × Ui → X ×G Ui exists as
a principal bundle quotient in the category of schemes by [15, Prop.23]. We define
fi : X ×G Ui → C to be the induced map, and ιi : X ×G Ui → X ×G Ui+1 to be the
inclusion.
To fix notation, we fix an embedding G ⊂ GLt(C) for some t. We set
Vi := Hom(C
i,Ct),
and define Ui ⊂ Vi to be the subscheme of surjective maps; if i ≥ t then Ui does
indeed carry a free G-action via the GLt(C)-action on C
t. For each i, we define
Xi := X ×G Ui. We obtain an explicit sequence of maps
pi+1,∗φ
mon
fi+1QXi+1 → pi+1,∗ιi,∗φmonfi QXi = pi,∗φmonfi QXi
and so a sequence of mixed Hodge modules
Fi := pi,∗φmonfi QXi
and morphisms Fi′ → Fi for i′ > i.
Proposition 2.16. Fix n ∈ N. Then for i≫ 0 the map
(31) Λ : Hn(Y,Fi+1)→ Hn(Y,Fi)
in MMHM(Y ) is an isomorphism.
Proof. Since the functor forgmonY : MMHM(Y )→ Perv(Y ) of equation (28) is faith-
ful, it suffices to show that (31) induces an isomorphism at the level of perverse
sheaves. So let Fi denote the complex of perverse sheaves pi,∗φfiQXi . Say we can
prove the same proposition, but with the map Λ replaced by the map
Λcon : Hncon(Y,Fi+1)→ Hncon(Y,Fi)
of constructible sheaves on Y (here and below we use Hcon to denote constructible
cohomology sheaves). Then for sufficiently large i,
cone(Fi+1 → Fi) ∈ D≥n+1con (Y ) ⊂ pD≥n+1(Y )
and the original proposition follows.
Consider the space Ui,i+1 ⊂ Hom(Ci+1,Ct) of linear maps which are surjective
after precomposing with the map
pii,i+1 : C
i+1 → Ci+1
given by (z1, . . . , zi+1) 7→ (z1, . . . , zi, 0). This subspace is open and dense for i ≥ t.
We denote by ji the inclusion
ji : Ui,i+1 →֒ Ui+1.
Note that G acts freely on Ui,i+1, and there is a G-equivariant affine fibration
τi,i+1 : Ui,i+1 → Ui
(τi,i+1g)(z) := g(z, 0).
Define Xi,i+1 := X×GUi,i+1, denote by fi,i+1 : Xi,i+1 → C the function induced
by f , and denote by
(32) ιi,i+1 : Xi,i+1 → Xi+1
the open embedding induced by ji. The projection τi,i+1 induces an affine fibration
ti,i+1 : Xi,i+1 → Xi
and we define the induced morphism
(33) pi,i+1 : Xi,i+1
ti,i+1−−−→ Xi pi−→ Y.
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We factorise Λcon as the composition
Hncon(pi+1,∗φfi+1QXi+1) a−→ Hncon(pi+1,∗ιi,i+1,∗φfi,i+1QXi,i+1)→ Hncon(pi,∗φfiQXi)
where the second map is an isomorphism by homotopy invariance. So it is enough
to show that the map a is an isomorphism for sufficiently large i.
Consider the function f i+1 : X×Ui+1 → C given by the compositionX×Ui+1 pi−→
X
f−→ C, and define f i,i+1 : X × Ui,i+1 → C similarly. Let ιi,i+1 : X × Ui,i+1 →
X × Ui+1 be the inclusion. Then
φfi+1
QX×Ui+1
∼= φfQX ⊠QUi+1
and(
φfi+1
QX×Ui+1 → ιi,i+1,∗φfi,i+1QX×Ui,i+1
)
= idφfQX ⊠(QUi+1 → ji,∗QUi,i+1).
For fixed m, Hmcon(QUi+1)→ Hmcon(QUi,i+1) is an isomorphism for sufficiently large
i, since the codimension of Ui+1 \ Ui,i+1 inside Ui+1 goes to infinity as i goes to
infinity. Since the external tensor product is exact, we deduce that for fixed m and
sufficiently large i,
Hmcon(φfi+1QX×Ui+1 → ιi,i+1,∗φfi,i+1QX×Ui,i+1)
is an isomorphism. On the other hand, taking a Zariski open subspace C ⊂ Xi+1
such that the principal bundle C = C ×Xi+1 (X × Ui+1) → C is trivial, we have
that
Hcon(φf i+1QX×Ui+1 → ιi,i+1,∗φfi,i+1QX×Ui,i+1)|C ∼=
Hcon(φfi+1QXi+1 → ιi,i+1,∗φfi,i+1QX×GUi,i+1))⊠ idQG ,
and so using exactness of external tensor product again, we deduce that for fixed
n and sufficiently large i, the map
Hncon(φfi+1QXi+1 → ιi,i+1,∗φfi,i+1QXi,i+1))
is an isomorphism. The pushforward pi+1,∗ maps D≥n+1con (Xi+1)→ D≥n+1con (Y ), and
so
cone
(
pi+1,∗φfi+1QXi+1 → pi+1,∗ιi,i+1,∗φfi,i+1QXi,i+1
) ∈ D≥n+1con (X)
and the map a is an isomorphism for sufficiently large i, as required. 
Proposition 2.17. The complex
(34) . . .
0−→ lim
i7→∞
Hn−1(pi,∗φmonfi QXi)
0−→ lim
i7→∞
Hn(pi,∗φmonfi QXi)
0−→ . . . .
is well defined up to canonical isomorphism in D(MMHM(Y )).
Proof. The proposition says that if, for l = 1, 2 we have two choices V
(l)
i , and U
(l)
i
for the spaces Vi and Ui in the definition of Hn(pi,∗φmonfi QXi), and we define X
(l)
i ,
p
(l)
i etc. with reference to them, then there is a canonical isomorphism, for each n,
and for sufficiently large i:
Hn(p(1)i,∗φmonf(1)i QX(1i )→ H
n(p
(2)
i,∗φ
mon
f
(2)
i
Q
X
(2)
i
).
By another application of [15, Prop.23], Xi × (U (1)i ×U (2)i ) is a principal G-bundle
over X
(12)
i := Xi ×Gi (U (1)i × U (2)i ). We denote by p(12)i : X(12)i → Y the projec-
tion; note that it factors through both p
(1)
i and p
(2)
i . Via the same argument as
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Proposition 2.16, each of the morphisms
τ : Hn(p(1)i,∗φmonf(1)i QX(1)i )→H
n(p
(12)
i,∗ φ
mon
f
(12)
i
Q
X
(12)
i
)
κ : Hn(p(2)i,∗φmonf(2)i QX(2i )→H
n(p
(12)
i,∗ φ
mon
f
(12)
i
Q
X
(12)
i
)
is an isomorphism, and σ(12) = κ−1τ is the desired isomorphism. From the obvious
commutative diagrams of projections between different principal G-bundles, there
are equalities σ(23)σ(12) = σ(13) and σ(11) = id. 
We denote by H
(
p∗φ
mon
f QX
)
the element defined in Proposition 2.17.
If M =
∐
s∈S Ms, with Ms
∼= Xs/Gs and each Xs a smooth algebraic variety,
and each Gs a special affine algebraic group, and p : M → Y =
∐
s∈S Ys is a map
to a locally finite type scheme respecting the decompositions of the source and the
target, for c ∈ Z we define
H
(
p∗φ
mon
f
⊕
s∈S
QMs
)
:=
⊕
s∈S
H
(
p∗φ
mon
f |Xs/Gs
QXs/Gs
)
H
(
p∗φ
mon
f
⊕
s∈S
L
c/2
Ms
)
:=
⊕
s∈S
H
(
p∗φ
mon
f |Xs/Gs
L
c/2
Xs/Gs
)
and
H
(
p∗φ
mon
f
⊕
s∈S
ICMs(Q)
)
:=
⊕
s∈S
H
(
p∗φ
mon
f |Xs/Gs
L
(dim(Gs)−dim(Xs))/2
Xs/Gs
)
.
We define H
(
p!φ
mon
f
⊕
s∈S QMs
)
∈ D(MMHM(Y )) in similar fashion. We give
the definition in the case that M = X/G, for X a smooth irreducible variety and G
a special affine algebraic group, and extend to the case of a disjoint union of such
stacks as above.
Consider the isomorphism
H(ιi,i+1,!φmonfi,i+1QXi,i+1) ∼= H(φmonfi QXi)⊗ Ldim(Xi+1)−dim(Xi)
where ιi,i+1 is as defined in (32). Arguing as in Proposition 2.16, for fixed n the
natural map
H2 dim(Ui+1)+ncon ((Xi,i+1 → Xi+1)!φmonfi,i+1QXi,i+1)→ H2 dim(Ui+1)+ncon (φmonfi+1QXi+1)
is an isomorphism for sufficiently large i, and we can define Hn
(
p!φ
mon
f QX/G
)
to
be the limit of Hn
(
pi,!φ
mon
fi
L
− dim(Ui)
Xi
)
as i tends to infinity, and we set
Hn
(
p!φ
mon
f L
c
X/G
)
:=Lc ⊗Hn (p!φmonf QX/G)
H (p!φmonf ICX/G(Q)) :=H (p!φmonf L(dim(G)−dim(X))/2X/G ) .
Remark 2.18. Note that we do not offer here a definition of p∗φmon,fQX/G, or
p!φmon,fQX/G as objects of the derived category, but instead limit ourselves to defin-
ing the total cohomology of these direct images with respect to the natural t-structure
on D(MMHM(Y )). Of course in case X/G is an actual scheme, p∗φmonf QX/G and
p!φ
mon
f QX/G are well defined monodromic mixed Hodge modules before passing to
cohomology, and our definitions of H
(
p∗φ
mon
f QX/G
)
and H
(
p!φ
mon
f QX/G
)
re-
cover their respective total perverse cohomology.
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Remark 2.19. As a special case of the above construction, if τ : → NQ0 is a stack
over a monoid of dimension vectors, with each Md ∼= Xd/Gd, we define
H

M, ⊕
d∈NQ0
φmonf QMd

 := ⊕
d∈NQ0
H (τ∗φmonf QXd/Gd)
and H(M,
⊕
d
φmonf ICMd(Q)), Hc(M,
⊕
d
φmonf ICMd(Q)) etc. similarly. This is
the definition used in [30, Sec.7] in the definition of the underlying NQ0-graded
monodromic mixed Hodge structure of the critical cohomological Hall algebra.
Definition 2.20. Let X/G→ NQ0 be as in Proposition 2.17, and let υ : XS/G→
X/G be an inclusion of stacks. We denote by
υi : X
S ×G Ui → X ×G Ui
the induced map, and by pSi the restriction of pi to X
S ×G Ui. We define the
restricted absolute critical cohomology as the complex of limits with zero differential
(35) H
(
XS/G,φmonf QX/G
)
:=
⊕
n∈Z
lim
i7→∞
Hn ((Y → pt)∗pSi,∗υ∗iφmonfi QXi) [−n]
and likewise we define
Hc
(
XS/G,φmonf QX/G
)
:=
⊕
n∈Z
lim
i7→∞
Hn
(
(Y → pt)!pSi,!υ∗iφmonfi L− dim(Ui)Xi
)
[−n].
Let h : X ′ → X be a morphism of G-equivariant varieties over the G-invariant
locally finite type scheme Y . Then for each i we obtain maps hi : X
′
i → Xi. There
are natural maps
δ1 : pi,∗φ
mon
fi hi,∗QX′i → pi,∗hi,∗φmonfi◦hiQX′i
which are isomorphisms if h is proper or an affine fibration (see Proposition 2.13).
We precompose with the natural map
δ2 : pi,∗φ
mon
fi QXi → pi,∗φmonfi hi,∗QX′i
and let i 7→ ∞, defining maps
H (p∗φmonf QX/G)→ H ((ph)∗φmonf◦hQX′/G) .
Now assume that X ′ and X are smooth, or that h is. Taking H(DY (δ1 ◦ δ2)) and
letting i 7→ ∞, we define the map
H ((ph)!φmonf◦hQX′/G)→ Ldim(X′)−dim(X) ⊗H (p!φmonf QX/G) .
Finally, let υ : H → G be an inclusion of groups — the only examples we will
consider are when υ is the inclusion of a parabolic subgroup inside GLn(C), or the
inclusion L ⊂ P of the Levi subgroup of a parabolic subgroup of GLn(C). Let G act
on X as above, with f a G-invariant regular function on X . Let h : X/H → X/G
be the associated morphism of stacks. Then we obtain maps
X ×H Ui hi−→X ×G Ui
(x, z) 7→(x, z)
which we use in the same way as above to obtain the map
H (p∗φmonf QX/G)→ H ((ph)∗φmonf QX/H)
and the map
H ((ph)!φmonf QX/H)→ H (p!φmonf Ldim(G)−dim(H)X/G ) .
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Remark 2.21. If H →֒ G is the inclusion of a parabolic subgroup, then the induced
maps hi are proper. As such, there is a natural isomorphism φ
mon
fi
hi,∗QX×HUi
∼=
hi,∗φ
mon
fi
QX×HUi . From the maps hi,∗DX×HUiQX×HUi → DX×GUiQX×GUi given
by the natural isomorphism hi,∗ ∼= hi,! and Verdier duality, we obtain, in the limit,
the map
H ((ph)∗φmonf QX/H)→ H (p∗φmonf Ldim(G)−dim(H)X/G ) .
3. Moduli spaces of quiver representations
3.1. Basic notions. We will use the notations and conventions from [13], which
we briefly recall. Let Q = (Q0, Q1, s, t) denote a quiver, that is, a pair of finite
sets Q0 and Q1, and a pair of maps s : Q1 → Q0 and t : Q1 → Q0, taking an arrow
to its source and target, respectively. Denote by CQ the free path category of Q
over C. Alternatively we may think of CQ as the free path algebra of Q, with a
distinguished family of mutually orthogonal idempotents ei in bijection with the
vertices Q0, summing to 1CQ.
Let SchC be the category of schemes over Spec(C). For S ∈ SchC we denote by
Vectf.d.S the category of finite rank vector bundles over S. Let d ∈ NQ0 be a dimen-
sion vector. We denote by Md the groupoid valued functor on SchC that assigns to
S ∈ SchC the groupoid obtained from forgetting the non-invertible morphisms in
the full subcategory of functors in Fun(CQ,Vectf.d.S ) such that i ∈ Q0 is sent to a
vector bundle of dimension di. This prestack is an Artin stack, as it is represented
by the following global quotient stack. First define
(36) Xd :=
∏
a∈Q1
Hom(Cds(a) ,Cdt(a)).
This affine space carries the change of basis action of
Gd :=
∏
i∈Q0
Aut(Cdi),
and there is an equivalence of stacks Md ∼= Xd/Gd. We denote by M the union∐
d∈NQ0 Md, the stack of finite-dimensional representations of Q, which by the
equivalences just given is a countable disjoint union of finite type global quotient
Artin stacks.
In numerous instances we wish to take cohomology of sheaves restricted to a
substack of Md. To that end, we assume that for each d ∈ NQ0 we are given
reduced subschemes
(37) XSd ⊂ Xd
which are preserved by the action ofGd, and such that the set S ofCQ-representations
that are isomorphic to representations parametrised by points of XS =
∐
XS
d
are
the objects in a Serre subcategory of the category of finite-dimensional CQ repre-
sentations. In other words, if
(38) 0→ ρ′ → ρ→ ρ′′ → 0
is a short exact sequence of CQ-representations, ρ′ and ρ′′ are in S if and only if
ρ is in S. We set MS ⊂M to be the reduced substack, the closed points of which
correspond to modules in S. Then MS
d
= XS
d
/Gd. We denote by
ωd : X
S
d
→ Xd
ωd : M
S
d →Md
the natural inclusions.
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For the rest of the paper, Xd and X
S
d
will be as in (36) and (37) respectively.
Where we wish to be specific regarding the quiver with respect to which these
spaces are defined, we will instead use the notation X(Q)d or X(Q)
S
d
.
For d′+d′′ = d ∈ NQ0 let Md′,d′′(S) be the groupoid of triples (F ′, F, ι), where
F ′, F ∈ Fun(CQ,Vectf.d.S ) and ι : F ′ → F is a natural transformation, such that
rank(F ′(i)) = d′i, rank(F (i)) = di, and ι(i) is injective, with locally free cokernel,
for every i. Again, Md′,d′′ is a finite type Artin stack, which can be described
as follows. Let Xd′,d′′ ⊂ Xd be the subspace of representations such that the
flag Cd
′
i ⊂ Cdi is preserved for all i ∈ Q0, and let Gd′,d′′ ⊂ Gd be the subgroup
preserving these same flags. Then
Md′,d′′ ∼= Xd′,d′′/Gd′,d′′ .
We likewise define MS
d′,d′′ ⊂ Md′,d′′ to be the reduced substack of the stack
parametrising triples as above, for which the d-dimensional CQ-representation Fx
corresponding to each of the closed points x are elements of S. For each such x
there is a short exact sequence
0→ F ′x → Fx → F ′′x → 0
and our condition is equivalent to asking that F ′x and F
′′
x are in S, since S defines
a Serre property. So we have
MS
d′,d′′
∼= XSd′,d′′/Gd′,d′′
where
XS
d′,d′′ := Xd′,d′′ ∩XSd .
A tuple ζ = (ζi)i∈Q0 ∈ HQ0+ := {r exp(+
√−1piφ) ∈ C | r > 0, 0 < φ ≤ 1}Q0 ⊂
CQ0 provides a Bridgeland stability condition, as defined in [6], with central charge
defined on finite-dimensional CQ-modules
Z : ρ 7→ ζ · dim(ρ) =
∑
i∈Q0
ζi dim(ρi).
We define the slope of a nonzero representation ρ by setting
Ξζ(ρ) :=
{
−ℜe(Z(ρ))/ℑm(Z(ρ)) if ℑm(Z(ρ)) 6= 0
∞ if ℑm(Z(ρ)) = 0.
Likewise we define Ξζ(d), for d ∈ NQ0 \ {0}, to be the slope of any representation
ρ of dimension d. A CQ-representation ρ is called ζ-semistable if for all proper
submodules ρ′ ⊂ ρ we have Ξζ(ρ′) ≤ Ξζ(ρ), and is ζ-stable if instead we have
Ξζ(ρ′) < Ξζ(ρ) for every proper submodule. To simplify notation in what follows,
we will assume that all representations satisfy Ξζ(ρ) < ∞ in this paper. In other
words, we choose our Bridgeland stability conditions to belong to
{r exp(+√−1piφ) ∈ C | r > 0, 0 < φ < 1}Q0 ⊂ HQ0+ .
We define two pairings on ZQ0 :
(d, e) :=
∑
i∈Q0
di ei−
∑
a∈Q1
ds(a) et(a)
and
〈d, e〉 := (d, e)− (e,d).
Note that (d,d) = − dimMd.
As in the introduction, for every µ ∈ (−∞,∞) we denote by Λζµ ⊂ NQ0 the
submonoid of dimension vectors d which are either zero, or have slope µ with
respect to the stability condition ζ.
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Definition 3.1. We say ζ is µ-generic if d, e ∈ Λζµ implies 〈d, e〉 = 0. We say ζ
is generic if it is µ-generic for all µ.
We say that ζ is a King stability condition if ℑm(ζi) = 1 and ℜe(ζi) ∈ Q for all
i ∈ Q0. Given a King stability condition ζ, we can fixm ∈ N such thatmℜe(ζi) ∈ Z
for every i. We linearize the Gd-action on Xd via the trivial line bundle on Xd and
the character
χd : Gd → C∗(39)
(gi)i∈Q0 7→
∏
i∈Q0
det(gi)
mℜe(ζi),
and define Xζ -ss
d
to be the variety of semistable points with respect to this lin-
earization. By [27], using the constructions and definitions of [36], the GIT quo-
tient Xζ -ss
d
//χdGd provides a coarse moduli space of ζ-semistable representations of
dimension d, which we denoteMζ -ss
d
. Similarly we deonote byMζ -ss,S
d
the scheme
Xζ -ss,S
d
//χdGd, and we denote by
(40) ω˜ζ
d
: Mζ -ss,S
d
→Mζ -ss
d
the natural inclusion.
Remark 3.2. Fix a dimension vector d ∈ NQ0 of slope µ, for a µ-generic stability
condition ζ. Then we can always find a µ′-generic King stability condition ζ′ such
that a d-dimensional CQ-module is ζ-stable if and only if it is ζ′-stable, by [12,
Lem.4.21], where µ′ is the slope of d with respect to ζ′. By construction, a d-
dimensional CQ-module is ζ′-semistable if and only if it is ζ-semistable. We deduce
that for every µ-generic Bridgeland stability condition ζ and every dimension vector
d of slope µ, there is a coarse moduli space Mζ -ss
d
of d-dimensional ζ-semistable
CQ-modules.
Remark 3.3. Pick a rational slope µ ∈ (−∞,∞). Then we can define a maximally
degenerate stability King condition, for which every CQ-module is automatically
semistable, by fixing ζi = +
√−1−µ for all i ∈ Q0. In this case we have Λζµ = NQ0 ,
and M = Mζ -ssµ . As a result, all the results in this paper in which we do not assume
that we are working with a generic stability condition apply to the case in which
we do not impose any stability condition. In addition, those results in which we
do impose a genericity assumption on ζ apply to the case in which we impose no
stability condition and Q is symmetric, since in this case maximally degenerate
stability conditions are still generic in the sense of Definition 3.1.
We write Md for the coarse moduli space, taken with respect to the above
degenerate stability condition. Then explicitly
Md = Spec
(
Γ(X(Q)d)
Gd
)
and the closed points ofMd are in bijection with isomorphism classes of d-dimensional
semisimple CQ-representations.
For a slope µ, we define
(41) Mζ -ss,Sµ =
∐
d∈Λζµ
Mζ -ss,S
d
and
(42) Mζ -ss,Sµ =
∐
d∈Λζµ
M
ζ -ss,S
d
.
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We denote by
(43) pζ,S
d
: Mζ -ss,S
d
→Mζ -ss,S
d
and
(44) pζ,Sµ : M
ζ -ss,S
µ →Mζ -ss,Sµ
the maps from the stacks to their respective coarse moduli spaces, and by
(45) qζ,S
d
: Mζ -ss,S
d
→MS
d
and
(46) qζ,Sµ : Mζ -ss,Sµ →MSµ
the maps to the subschemes of points in the union of the affinizations Mµ corre-
sponding to representations in S. Deleting all superscripts S in the above definitions
we obtain morphisms pζ
d
, qζ
d
etc.
If d′,d′′ ∈ Λζµ for some µ ∈ (−∞,∞), we denote by Mζ -ss,Sd′,d′′ the stack of short
exact sequences as in (38) such that dim(ρ′) = d′, dim(ρ′′) = d′′ and ρ ∈ S. There
is an isomorphism of stacks
M
ζ -ss,S
d′,d′′
∼=
(
Xd′,d′′ ∩Xζ -ss,Sd′ +d′′
)
/Gd′,d′′ .
3.2. Monoidal products. In this section we define and introduce the first prop-
erties of the categorification of the quantum torus from refined DT theory.
Definition 3.4. Let F ∈ D(MMHM(X)) for X a scheme. We say that F is locally
finite if for each Z ∈ pi0(X)
(1) for each n ∈ Z, the element⊕i∈ZGrWn (Hi(F)|Z) belongs to Db(MMHM(Z))
(2) For n≪ 0, we have GrWn (Hi(F)|Z) = 0 for all i ∈ Z.
Denote by D≥,lf(MMHM(X)) ⊂ D≥(MMHM(X)) the full subcategory of locally
finite objects.
The categoryD≥,lf(MMHM(NQ0)) is going to play the role of the categorification
of the motivic quantum torus of [28, Sec.6.2]. For now we remark that this quantum
torus is a power series ring with coefficients in Z((q1/2)) and variables xd for d ∈
NQ0 , and if ζ is a generic stability condition then the subring of power series in
variables xd for d ∈ Λζµ is commutative, while the whole quantum torus in general
is not. The categorification of this picture, then, should be a monoidal category, for
which the monoidal product cannot be upgraded to a symmetric monoidal product,
except on fixed subcategories indexed by the slope µ, for which we should define a
symmetric monoidal product.
The moduli scheme Mζ -ssµ carries a symmetric monoidal structure given by the
direct sum, and the product
Mζ -ssµ ×Mζ -ssµ ⊕−→Mζ -ssµ
is a finite morphism of schemes (see [35, Lem.2.1]). By Remark 2.10 the category
D≥,lf(MMHM(Mζ -ss)) carries a monoidal product
F ⊠⊕ G := ⊕∗(pi∗1F ⊗ pi∗2G)
defined as in (27).
Proposition 3.5. The monoidal product ⊠⊕ is biexact and preserves the weight
filtration.
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Proof. Let F ∈ MMHM(X) and G ∈ MMHM(Y ) for two algebraic varieties X and
Y . We define their external tensor product
F ⊠ G := (p : X × Y × A1 × A1 idX×Y ×+−−−−−−−→ X × Y × A1)∗(pr∗1,3 F ⊗ pr∗2,4 G).
as in Remark 2.10. Then by [30, Lem.1], there is an isomorphism in D(MMHM(X×
Y ))
p!
(
pr∗1,3 F ⊗ pr∗2,4 G
)→ p∗ (pr∗1,3 F ⊗ pr∗2,4 G)
and so since p! : D(MHM(X×A1×Y ×A1))→ D(MHM(X×Y ×A1)) is left exact,
and decreases weights, while p∗ is right exact and increases weights, we deduce that
the external tensor product
⊠ : D(MMHM(X))×D(MMHM(Y ))→ D(MMHM(X × Y ))
is exact and preserves weights.
Since the map ⊕ : Mζ -ssµ ×Mζ -ssµ →Mζ -ssµ is finite, the direct image functor ⊕∗
is exact and preserves weights. The result follows. 
The monoidal unit in D≥,lf(MMHM(Mζ -ss)) is QMζ -ss0 , the constant pure Hodge
module supported on Mζ -ss0 ∼= pt, the unit of the monoid Mζ -ssµ .
We briefly summarize the results of Maxim, Saito and Schu¨rmann [34], dealing
with exterior products and symmetric group actions on mixed Hodge modules. Let
Xi, i ∈ I be a finite set of algebraic varieties, let Li be objects of D≥,lf(MHM(Xi))
for each i ∈ I, and let fi : Xi → Yi be a set of morphisms of algebraic varieties.
Set f =
∐
i∈I fi. While [34] treats the bounded derived category, and certainly it
makes no sense to apply their results at the generality of the unbounded derived
category, their arguments extend without modification to the case of the categories
D≥,lf(MHM(Xi)). They show that external tensor product commutes with the
direct image, that is, there is a natural isomorphism
⊠i∈Ifi,∗Li ∼= f∗ (⊠i∈ILi) .
Furthermore, if Xi = X for all i, and Yi = Y for all i, then there is an action of the
symmetric group SI on both external products, which is respected by the above
natural isomorphism.
Remark 3.6. This is the usual action, incorporating the Koszul sign rule — when
we consider cohomological Hall algebras later, we will have cause to modify this ac-
tion, to express commutativity results for the cohomological Hall algebra. However,
for the purposes of Theorems A and B we may equivalently use the default action
of [34] as we are only interested in the isomorphism classes of underlying objects
(see Proposition 6.2).
Now let Li = L for all i, and let I = {1, . . . , n}. The authors then define
Symn(L) := (̟∗ ⊠nL)Sn , where ̟ : Xn → SymnX is the natural map, and show
that there is a canonical isomorphism
H(SymnX, Symn L) ∼= Symn(H(X,L)).
Furthermore, they show that the Kunneth isomorphism
H(Xn,⊠nL) ∼=
n⊗
H(X,L)
is an isomorphism of Sn-representations.
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Now let L ∈ D≥,lf(MMHM(X)). Since there is a commutative diagram
(X × A1)n
̟X×A1

idnX ×+ // Xn × A1
̟X×idA1

Symn(X × A1) r // SymnX × A1
we obtain a Sn-action on ̟X,∗(⊠
nL) by taking r∗ of the action defined in [34],
and we can define SymnL to be the Sn-invariant summand. Similarly, we define
the functor
Symn⊠⊕ : D≥,lf(MMHM(Mζ -ssµ ))→ D≥,lf(MMHM(Mζ -ssµ ))
F 7→ (⊕∗F⊠n)Sn .
We then define
Sym⊠⊕ : D≥(MMHM(Mζ -ssµ \Mζ -ss0 ))→ D≥(MMHM(Mζ -ssµ ))(47)
F 7→
⊕
n≥0
Symn⊠⊕ F .
This functor is well defined, since
pi0(⊕) : pi0(M)× pi0(M)→ pi0(M)
has finite fibers. The same fact implies the following lemma:
Lemma 3.7. The functor (47) restricts to a functor
Sym⊠⊕ : D≥,lf(MMHM(Mζ -ssµ \Mζ -ss0 ))→ D≥,lf(MMHM(Mζ -ssµ )).
Proposition 3.8. The functor Sym⊠⊕ takes pure objects to pure objects.
Proof. Let F ∈MMHM(Mζ -ssµ ) be pure. Let
⊕n : Mζ -ssµ × . . .×Mζ -ssµ →Mζ -ssµ
be the n-fold monoid map. Then ⊕n is finite by [35, Lem.2.1], and so
G = ⊕n∗ (F ⊠ . . .⊠ F) ∈MMHM(Mζ -ssµ )
is pure. On the other hand, Symn⊠⊕ F ⊂ G is the isotrivial direct summand under
the Sn-action, and is therefore pure. We deduce that Sym⊠⊕ F is a direct sum of
pure objects, and is therefore pure. 
We define a new monoidal structure on D≥,lf(MMHM(Mζ -ss)) by setting
(48) F ⊠tw⊕ G :=
⊕
d′,d′′∈NQ0
L〈d
′′,d′〉/2 ⊗ (⊕∗(Fd′ ⊠ Gd′′)) ,
where F =⊕
d′∈NQ0 Fd′ for Fd′ ∈ D(MMHM(Mζ -ssd′ )) and G =
⊕
d′′∈NQ0 Gd′′ for
Gd′′ ∈ D(MMHM(Mζ -ssd′′ )). Since we are twisting by a pure twist, this monoidal
product again preserves weights. If ζ is µ-generic, the restriction of⊠tw⊕ toD≥(MMHM(Mζ -ssµ ))
is naturally isomorphic to the untwisted symmetric monoidal product ⊠⊕, but in
general there is no symmetrizing natural isomorphism of bifunctors making ⊠tw⊕
into a symmetric monoidal product.
The associator natural isomorphism for the monoidal structure ⊠⊕ is the one
induced from the usual monoidal structure on the derived categories of constructible
sheaves and D-modules. We have to take some care in defining the signs for the
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associator for ⊠tw⊕ . Let F (h) ∈ D≥,lf(MMHM(Mζ -ssd(h))) for h = 1, 2, 3. Consider the
composition of natural transformations
ηF(1),F(2),F(3) : L
〈d(3) +d(2),d(1)〉/2 ⊗
(
F (1) ⊠⊕
(
L〈d
(3),d(2)〉/2 ⊗ (F (2) ⊠⊕ F (3))
))
∼=−→L〈d(3) +d(2),d(1)〉/2+〈d(3),d(2)〉 ⊗
(
F (1) ⊠⊕
(
F (2) ⊠⊕ F (3)
))
∼=−→L〈d(3) +d(2),d(1)〉/2+〈d(3),d(2)〉/2 ⊗
((
F (1) ⊠⊕ F (2)
)
⊠⊕ F (3)
)
∼=−→L〈d(3),d(2) +d(1)〉/2 ⊗
(
L〈d
(2),d(1)〉/2 ⊗
(
F (1) ⊠⊕ F (2)
)
⊠⊕ F (3)
)
The resulting natural isomorphism F (1)⊠tw⊕ (F (2)⊠tw⊕ F (3))→ (F (1)⊠tw⊕ F (2))⊠tw⊕
F (3)) does not satisfy the pentagon identity. We define instead
(49) η′F(1),F(2),F(3) := (−1)〈d
(2),d(3)〉χ(d(1),d(1))ηF(1),F(2),F(3)
to produce a valid associator natural isomorphism.
In a little more detail, the diagram
((F (1) ⊠tw⊕ F (2))⊠tw⊕ F (3))⊠tw⊕ F (4)
α
ss❢❢❢❢❢
❢❢❢
❢❢❢
❢❢❢
❢❢❢
❢❢❢
❢❢
δ

(F (1) ⊠tw⊕ (F (2) ⊠tw⊕ F (3)))⊠tw⊕ F (4)
β

(F (1) ⊠tw⊕ F (2))⊠tw⊕ (F (3) ⊠tw⊕ F (4))
ǫ

F (1) ⊠tw⊕ ((F (2) ⊠tw⊕ F (3))⊠tw⊕ F (4))
γ // F (1) ⊠tw⊕ (F (2) ⊠tw⊕ (F (3) ⊠tw⊕ F (4)))
(50)
fails to commute if the morphisms are all defined using η•,•,•. The trouble is in
the definition of δ: in swapping L〈d
(4),d(3)〉/2 with (F (1) ⊠tw⊕ F (2)) we pick up an
extra sign (−1)〈d(4),d(3)〉〈d(2),d(1)〉 because of the half Tate twist in the definition of
(F (1)⊠tw⊕ F (2)). Modifying all of the morphisms in (50) via the rule (49) introduces
an overall parity change of
〈d(2),d(3)〉χ(d(1),d(1)) + 〈d(2)+d(3),d(4)〉χ(d(1),d(1))
+〈d(3),d(4)〉χ(d(2),d(2)) + 〈d(3),d(4)〉χ(d(1)+d(2),d(1)+d(2))
+〈d(2),d(3)+d(4)〉χ(d(1),d(1)) = 〈d(4),d(3)〉〈d(2),d(1)〉 (modulo 2)
as required. The terms in the sum are the contributions from α,β,γ, δ, ǫ respec-
tively. We extend η′•,•,• via linearity to triples of objects in D≥,lf(MMHM(Mζ -ss))
to define the associator natural isomorphism for the monoidal structure ⊠tw⊕ .
We define the monoidal product on D≥,lf(MMHM(NQ0)) by setting
(51) F ⊠tw+ G :=
⊕
d′,d′′∈NQ0
L〈d
′′,d′〉/2 ⊗ (+∗(Fd′ ⊠ Gd′′))
and constructing the associator natural isomorphism as in (51). The map
dim∗ : D≥,lf(MMHM(Mζ -ss))→ D≥,lf(MMHM(NQ0))
is a monoidal functor, and the restriction
dimµ,∗ : D≥,lf(MMHM(Mζ -ssµ ))→ D≥,lf(MMHM(Λζµ))
is a symmetric monoidal functor for ζ-generic µ.
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Remark 3.9. By skew symmetry of 〈•, •〉Q and finiteness of the maps of schemes
⊕ and +, there are natural isomorphisms of bifunctors
Dmon(F ⊠tw⊕ G) ∼= DmonG ⊠tw⊕ DmonF
Dmon(F ⊠tw+ G) ∼= DmonG ⊠tw+ DmonF .
Note the swap of arguments.
3.3. Framed moduli spaces. Framed moduli spaces will play a central role in
what follows. Their cohomology provides an approximation to the cohomology of
Mζ -ss, in a way which we will make precise in Section 4.1.
Let f ∈ NQ0 be a dimension vector (called the framing vector). We form a new
quiver Qf by setting Qf = (Q0 ⊔ {∞}, Q1 ⊔ {βi,li : ∞ → i | i ∈ Q0, 1 ≤ li ≤ fi}).
Given a stability condition ζ for Q, and a slope µ ∈ (−∞,∞) we extend ζ to a
stability condition ζ
(µ)
f
for Qf by picking ζ
(µ)
f ,∞ ∈ H+ so that
−ℜe(ζ(µ)
f ,∞)/ℑm(ζ(µ)f ,∞) = µ+ ǫ
for sufficiently small ǫ > 0, and picking |ζ(µ)
f ,∞| ≫ 0.
A CQf -module ρ with dim(ρ)∞ = 1 and dim(ρ|CQ) ∈ Λζµ is ζ(µ)f -semistable if and
only if the underlying CQ-module is ζ-semistable, and for every CQf -submodule
ρ′ ⊂ ρ such that dim(ρ′)∞ = 1, the underlying CQ-module of ρ′ has slope strictly
less than µ. A ζ
(µ)
f
-semistable CQf -module is automatically ζ
(µ)
f
-stable, and we
writeMζ
f ,d for the fine moduli space of ζ
(µ)
f
-semistable CQf -modules of dimension
(1,d) ∈ N×Λζµ. The moduli space Mζf ,d is smooth.
Remark 3.10. In fact Gd acts freely on the smooth variety
(52) Y ζ
f ,d := X(Qf )
ζ
(µ)
f
-ss
(1,d) ,
and Mζ
f ,d is the quotient.
We denote by
piζ
f ,d : Mζf ,d →Mζ -ssd
the map given by forgetting the framing. It is a proper map, since the other two
maps in the diagram
Mζ
f ,d
))
piζ
f,d
//Mζ -ss
d
qζ
d
//Md
are, as they are GIT quotient maps.
For d ∈ Λζµ we may alternatively extend d to a dimension vector for Qf by
setting d∞ = 0. There is an obvious isomorphism X(Qf )
ζ
(µ)
f
-ss
(0,d)
∼= X(Q)ζ -ss
d
.
3.4. Jacobi algebras and potentials. Let W ∈ CQ/[CQ,CQ] be a finite linear
combination of equivalence classes of cyclic words in CQ. Such a W is called
a potential. A potential W induces a function Tr(W ) on M, defined as follows.
Firstly, assume that W lifts to a single cyclic word c = ar . . . a0 in CQ. Then a
CQ-module F determines an endomorphism
F (ar) ◦ . . . ◦ F (a0) : F (s(a0))→ F (s(a0)),
and Tr(F (ar) ◦ . . . ◦F (a0)) determines a function on X(Q)d, for each d ∈ NQ0 . By
cyclic invariance of the trace, this function is Gd-invariant, and does not depend
on the lift c of W . Extending by linearity, we define for generalW ∈ CQ/[CQ,CQ]
the induced function
Tr(W )d : Md → C.
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We denote by Tr(W )ζ
d
the restriction of this function to Mζ -ss
d
, and by
T r(W )ζ
d
: Mζ -ss
d
→ C
the unique function through which Tr(W )ζ
d
factors. Similarly, we define
T r(W )ζ
f ,d := T r(W )ζd ◦ piζf ,d : Mζf ,d → C,
and we define Tr(W )ζ
d′,d′′ to be the composition
Mζ -ss
d′,d′′ →֒Mζ -ssd′ +d′′
Tr(W )ζ
d′ +d′′−−−−−−−−→ C.
Associated to the data (Q,W ) is the Jacobi algebra
Jac(Q,W ) := CQ/〈∂W/∂a | a ∈ Q1〉.
Here the noncommutative derivatives ∂W/∂a are defined as follows. First assume
that W lifts to a single cyclic word c ∈ CQ. Then
∂W/∂a :=
∑
c=c′ac′′
c′′c′.
We then extend the definition to general W by linearity. We define MW , the stack
of finite-dimensional Jac(Q,W )-modules, in the same way as the stack of finite-
dimensional CQ-modules. In particular there is a natural closed embedding of
stacks MW ⊂ M, and it is easy to show that MW = crit(Tr(W )) as substacks of
M.
In order to keep to Assumption 2.14 we will assume that W ∈ 〈∂W/∂a|a ∈ Q1〉,
for then crit(Tr(W )) ⊂ Tr(W )−1(0). One very common set of circumstances in
which this requirement is met is when there is a grading of the arrows Q1 with in-
tegers such thatW is homogeneous of nonzero weight. As mentioned after Assump-
tion 2.14, we can drop this requirement at the expense of slightly more complicated
definitions.
Proposition 3.11. Let W ∈ CQ/[CQ,CQ] be a potential. Then
φmon
T r(W )ζµ
: D≥,lf (MHM(Mζ -ssµ ))→ D≥,lf (MMHM(Mζ -ssµ ))
is a symmetric monoidal functor.
Proof. Let F ,G ∈ MHM(Mζ -ssµ ). Let pi : Mζ -ssµ ×Mζ -ssµ →Mζ -ssµ ×Mζ -ssµ be the
map swapping arguments. The statement follows from exactness of φmon
T r(W )ζµ
and
biexactness of ⊠⊕ and the claim that the following diagram is commutative,
φmon
T r(W )ζµ
(F ⊠⊕ G) //

φmon
T r(W )ζµ
(G ⊠⊕ F)

φmon
T r(W )ζµ
F ⊠⊕ φmonT r(W )ζµG // φ
mon
T r(W )ζµ
G ⊠⊕ φmonT r(W )ζµF ,
where the horizontal maps are induced by the symmetrizing natural isomorphisms
of Section 3.2, and the vertical maps are given by the Thom-Sebastiani natural
isomorphism. By faithfulness of the functor forgmon
Mζ -ssµ
defined in (28), it is enough to
prove commutativity of the diagram at the level of perverse sheaves, or constructible
complexes. Since ⊕ is finite, by natural commutativity of vanishing cycle functors
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with proper maps, it is enough to prove commutativity of the diagram
(53) φT r(W )ζµ (F ⊠ G) [−1] //

φT r(W )ζµ (G ⊠ F) [−1]

φT r(W )ζµF [−1]⊠ φT r(W )ζµG[−1] // φT r(W )ζµG[−1]⊠ φT r(W )ζµF [−1].
Let ι : Mζµ → X be an embedding inside a smooth scheme, let f be a function on X
extending T r(W )ζµ and consider F as a perverse sheaf on X via the direct image.
Then we define the functor on the category of constructible sheaves on X
Γf−1(R≤0)F(U) := ker
(F(U)→ F(U \ f−1(R≤0)))
and we may alternatively define φfF [−1] := (RΓf−1(R≤0)F)|f−1(0). By [5, Prop.A.2]
[32] the Thom–Sebastiani isomorphism is given by the natural morphism
α : RΓf−1(R≤0)×f−1(R≤0) (•⊠ •)→ RΓ(f⊞f)−1(R≤0) (•⊠ •)
induced by the inclusion
f−1(R≤0)× f−1(R≤0) ⊂ (f ⊞ f)−1(R≤0),
and the horizontal maps in (53) are induced by the natural morphism
F ⊠ G pi
#
−−→ pi∗ (G ⊠ F)
on both sides. Applying the natural isomorphism α to this morphism, we obtain
the diagram (53). 
4. Cohomological Donaldson–Thomas invariants
4.1. Approximation of pζ
d
by proper maps. Recall from (43) (and the remark
following it) the morphism
pζ
d
: Mζ -ss
d
→Mζ -ss
d
taking a ζ-semistable d-dimensional CQ-representation to the associated polystable
representation. We start this section by showing that there is a module-theoretic
compactification of Totaro’s construction relative to Mζ -ss
d
, which we may use
as in Section 2.2 to define the direct image along pζ
d
of the monodromic mixed
Hodge module of vanishing cycles from the stack of d-dimensional ζ-semistable
representations of CQ.
Recall the definition of ζ
(µ)
f
from Section 3.3. Recall from (52) the notation
Xf ,d :=X(Qf )(1,d)
Y ζ
f ,d :=X
ζ
(µ)
f
-ss
f ,d .
We replace ζ
(µ)
f
by an equivalent King stability condition for Qf , as we always can,
by Remark 3.2. Then ζ
(µ)
f
defines a linearization of the natural G(1,d)-action on
Xf ,d and we have
Mζ
f ,d :=Xf ,d//χG(1,d)
∼=Y ζ
f ,d/Gd
where G(1,d) = GL1(C)×Gd. As a Gd-equivariant variety, Xf ,d admits a product
decompositionXf ,d = Xd×Vf ,d, where Vf ,d :=
⊕
i∈Q0
Hom(Cfi ,Cdi), and the extra
GL1(C) factor acts by rescaling Vf ,d. We define Uf ,d ⊂ Vf ,d to be the subspace of
Q0-tuples of surjective maps. The group Gd acts freely on Uf ,d, and the quotient
is a product of Grassmannians, and is a fibre bundle quotient in the category of
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schemes. Therefore Gd also acts freely on X
ζ -ss
d
× Uf ,d, which is a fibre bundle in
the category of schemes by [15, Prop.23]. Consider the commutative diagram
(Xζ -ss
d
× Uf ,d)/Gd
i
++
κζ
f,d ++❲❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲
  h // Y ζ
f ,d/Gd
  //
piζ
f,d
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
(Xζ -ss
d
× Vf ,d)/Gd

Mζ -ss
d
.
All of the objects in the above diagram are algebraic varieties, with the exception
of (Xζ -ss
d
× Vf ,d)/Gd, which is strictly an Artin stack. The diagram obtained by
deleting this stack and all arrows incident to it is a relative compactification of the
map κζ
f ,d.
In what follows we use the notation f ≫ 0 to mean that fi ≫ 0 for every i ∈ Q0.
Lemma 4.1. For fixed n and f ≫ 0 the natural map
Hn
(
piζ
f ,d,∗φ
mon
T r(W )ζ
f,d
QY ζ
f,d/Gd
)
→ Hn
(
κζ
f ,d,∗φ
mon
T r(W )ζ
f,d
Q(Xζ -ss
d
×Uf,d)/Gd
)
is an isomorphism.
Proof. As in the proof of Proposition 2.16 it is enough to show that for fixed n ∈ Z,
Hncon
(
φ
T r(W )
ζ
f,d
QY ζ
f,d
→ h∗h∗φT r(W )ζ
f,d
QY ζ
f,d
)
is an isomorphism for f ≫ 0, where
h : Xζ -ss
d
× Uf ,d → Y ζf ,d
is the open inclusion and
T r(W )ζ
f ,d : Y
ζ
f ,d → C
is the composition of T r(W )ζ
f ,d with the quotient map. On the other hand, the com-
plex of sheavesφ
T r(W )
ζ
f,d
QY ζ
f,d
is given by restriction of the pullback ρ∗φT r(W )
d
QXζ -ss
d
of φT r(W )
d
QXζ -ss
d
along the projection ρ : Xζ -ss
d
× Vf ,d → Xζ -ssd . It follows that
for each x ∈ Xζ -ss
d
, the complex of constructible sheaves φ
T r(W )
ζ
f,d
QY ζ
f,d
|Y ζ
f,d∩ρ
−1(x)
is a constant complex, supported in degrees that are bounded independently of x.
The codimension of the complement of (Xζ -ss
d
×Uf ,d)∩ρ−1(x) inside Y ζf ,d ∩ρ−1(x)
tends to infinity as f 7→ ∞, and so for sufficiently large f
Hncon
(
φ
T r(W )
ζ
f,d
QY ζ
f,d
)
Y ζ
f,d∩ρ
−1(x)
→ Hncon
(
h∗h
∗
φ
T r(W )
ζ
f,d
QY ζ
f,d
)
Y ζ
f,d∩ρ
−1(x)
is an isomorphism for all x ∈ Xζ -ss
d
, and the result follows. 
We deduce that for fixed d ∈ NQ0 and n ∈ Z, and for f ≫ 0 there are isomor-
phisms
(54)
Φf ,d,W : Hn
(
piζ
f ,d,∗φ
mon
T r(W )ζ
f,d
QMζ
f,d
)
→ Hn
(
κζ
f ,d,∗φ
mon
T r(W )ζ
f,d
Q(Xζ -ss
d
×Uf,d)/Gd
)
and
(55)
Ψf ,d,W : Hn
(
κζ
f ,d,!φ
mon
T r(W )ζ
f,d
L−f ·d
(Xζ -ss
d
×Uf,d)/Gd
)
→ Hn
(
piζ
f ,d,!φ
mon
T r(W )ζ
f,d
L−f ·d
Mζ
f,d
)
where the argument that Ψf ,d,W is an isomorphism is as in Lemma 4.1. On the other
hand, for f ≫ 0, the right hand side of (54) is by definitionHn(pζ
d,∗φ
mon
Tr(W )ζ
d
QMζ -ss
d
),
while the left hand side of (55) is Hn(pζ
d,!φ
mon
Tr(W )ζ
d
QMζ -ss
d
).
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Remark 4.2. Put in words, we can say that the direct image of the vanishing cy-
cle monodromic mixed Hodge module along the non-representable map pζ
d
: Mζ -ss
d
→
Mζ -ss
d
is approximated by the direct image along proper maps of schemes piζ
f ,d : Mζf ,d →
Mζ -ss
d
.
For f ≫ 0 we obtain isomorphisms
(56) Φ
S
f ,d,W : H
n(Mζ,S
f ,d ,φ
mon
T r(W )ζ
f,d
QMζ
f,d
) ∼= Hn(Mζ -ss,S
d
,φmon
Tr(W )ζ
d
QMζ -ss
d
)
and
(57) Ψ
S
f ,d,W : H
n
c (M
ζ -ss,S
d
,φmon
Tr(W )ζ
d
QMζ -ss
d
) ∼= Hnc (Mζ,Sf ,d ,φmonT r(W )ζ
f,d
L−f ·d
Mζ
f,d
)
in the same way.
Since each map piζ
f ,d is proper, and φ
mon
T r(W )ζ
d
is exact, we deduce the following
proposition.
Proposition 4.3. For every d ∈ NQ0 there are natural isomorphisms
(58) νd : H(pζd,∗φmonTr(W )ζ
d
QMζ -ss
d
) ∼= φmonT r(W )ζ
d
H(pζ
d,∗QMζ -ss
d
).
Proof. The isomorphisms νd are obtained by considering the left hand side of (54)
and using the natural isomorphisms
φmon
T r(W )ζ
d
piζ
f ,d,∗QMζ
f,d
∼= piζ
f ,d,∗φ
mon
T r(W )ζ
f,d
QMζ
f,d
.
The isomorphisms νd are well-defined by commutativity of the square
piζ
f ′,d,∗φ
mon
T r(W )ζ
f′,d
QMζ
f′,d
// piζ
f ′,d,∗ιf ,f ′,∗φ
mon
T r(W )ζ
f,d
QMζ
f,d
φmon
T r(W )ζ
d
piζ
f ′,d,∗QMζ
f′,d
OO
// φmon
T r(W )ζ
d
piζ
f ′,d,∗ιf ,f ′,∗QMζ
f,d
OO
where f ′ > f and ιf ,f ′ : Mζf ,d →Mζf ′,d is the natural inclusion obtained by extending
a framing by zero. The square commutes as it is obtained by applying the natural
transformation
φmon
T r(W )ζ
d
piζ
f ′,d,∗ → piζf ′,d,∗φmonT r(W )ζ
f′,d
to the restriction map
QMζ
f′,d
→ ιf ,f ′,∗QMζ
f,d
.

Similarly, the natural isomorphismsφmon
T r(W )ζ
d
piζ
f ,d,!QMζ
f,d
∼= piζ
f ,d,!φ
mon
T r(W )ζ
f,d
QMζ
f,d
,
along with exactness of φmon
T r(W )ζ
d
, induce natural isomorphisms
(59) νc,d : H(pζd,!φmonTr(W )ζ
d
QMζ -ss
d
) ∼= φmonT r(W )ζ
d
H(pζ
d,!QMζ -ss
d
).
Proposition 4.4. With Q as above a finite quiver, d ∈ NQ0 a dimension vector,
and W a potential for Q, there are (non natural) isomorphisms
H
(
Mζ -ss
d
,φmon
Tr(W )ζ
d
ICMζ -ss
d
(Q)
) ∼=H(dim∗H(pζd,∗φmonTr(W )ζ
d
ICMζ -ss
d
(Q)))
Hc
(
Mζ -ss
d
,φmon
Tr(W )ζ
d
ICMζ -ss
d
(Q)
) ∼=H(dim!H(pζd,!φmonTr(W )ζ
d
ICMζ -ss
d
(Q)))
Hc
(
M
ζ -ss,S
d
,φmon
Tr(W )ζ
d
ICMζ -ss
d
(Q)
) ∼=H(dim! ω˜ζ,∗d H(pζd,!φmonTr(W )ζ
d
ICMζ -ss
d
(Q)))
where ω˜ζ
d
is as in (40).
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Proof. Fix n ∈ Z. We prove the existence of the final isomorphism, the proof of
the second follows from the special case Mζ -ss,S
d
= Mζ -ss
d
, and the proof of the first
follows from commutativity of Verdier duality with φmon
Tr(W )ζ
d
. For sufficiently large
f we may write the degree n piece of the left hand side as
Hn
(
dim! pi
ζ,S
f ,d,!ω˜
ζ,∗
f ,dφ
mon
T r(W )ζ
f,d
L
(d,d)/2
Mζ
f,d
)
while the right hand side is written as
Hn
(
dim! ω˜
ζ,∗
d
H
(
piζ
f ,d,!φ
mon
T r(W )ζ
f,d
L
(d,d)/2
Mζ
f,d
))
.
The result then follows from proper base change, and the following chain of iso-
morphisms, coming from properness of piζ
f ,d, exactness of vanishing cycles functors,
and the decomposition theorem
H
(
piζ
d,f ,!φ
mon
T r(W )ζ
f,d
L
(d,d)/2
Mζ
f,d
)
∼=H
(
φmon
T r(W )ζ
f,d
piζ
d,f ,!L
(d,d)/2
Mζ
f,d
)
∼=φmonT r(W )ζ
f,d
H
(
piζ
d,f ,!L
(d,d)/2
Mζ
f,d
)
∼=φmonT r(W )ζ
f,d
piζ
d,f ,!L
(d,d)/2
Mζ
f,d
∼=piζ
f ,d,!φ
mon
T r(W )ζ
f,d
L
(d,d)/2
Mζ
f,d
.

Remark 4.5. Throughout the paper we work over the complex numbers, and in the
algebraic setting. For greater generality, we could instead have considered analytic
mixed Hodge modules — by Saito’s work the same fundamental facts that we have
used regarding the vanishing cycle functor remain true in the category of analytic
mixed Hodge modules (see [44, Sec.2]). In particular, if W is a formal potential such
that T r(W )ζ
d
defines an analytic function in some neighbourhood Ud of 0 ∈Mζ -ssd ,
then Proposition 4.3 applies in the neighbourhood Ud. If, moreover, there is a Serre
subcategory U of the category of ζ-semistable CQ-modules of slope µ such that for
all d ∈ Λζµ the inclusion Mζ -ss,Ud ⊂ Mζ -ssd is an analytic open inclusion factoring
through an open set Ud as above, then the relative versions of Theorems A, B, C
and D hold with unmodified proofs. See [48] for results defining such a subcategory
U of the category of coherent sheaves on a Calabi–Yau 3-fold.
4.2. The integrality isomorphism — Theorem A. Assume that ζ is a µ-
generic Bridgeland stability condition. As in [13] and the introduction, for d ∈
Λζµ \ {0} we define the following elements of MMHM(Mζ -ssd ) and Db(MMHM(pt)),
respectively
BPSζW,d :=
{
φmon
T r(W )ζ
d
ICMζ -ss
d
(Q) if Mζ -st
d
6= ∅,
0 otherwise
BPSζ,SW,d :=Hc
(
Mζ -ss,S
d
,BPSζW,d
)∨
.
Remark 4.6. Note that from our shift convention on ICMζ -ss
d
(Q), along with ex-
actness of φmon
T r(W )ζ
d
it follows that BPSζW,d is indeed a genuine (monodromic) mixed
Hodge module, instead of merely being an element of Db(MMHM(Mζ -ss
d
)). One can
find examples in which it is not pure. For example consider the three loop quiver Q
and the potential W = xp + yq + zr + axyz, with a 6= 0 and p−1 + q−1 + r−1 < 1.
Then M1 = A3, and on M1 there is an identity Tr(W ) = W , and the potential
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has an isolated singularity at the origin. The cohomology H(φmonW QA3) is not pure
(see [12, Rem.3.5] [31, Ex.7.3.5] [45, Ex.9.1]), and so
BPSW,1 := H(φmonT r(W )1L
−3/2
M1
)
is not pure either.
Remark 4.7. By Proposition 2.13 there are isomorphisms
Dmon
Mζ -ss
d
φmon
T r(W )ζ
d
ICMζ -ss
d
(Q) ∼=φmonT r(W )ζ
d
DMζ -ss
d
ICMζ -ss
d
(Q)
∼=φmonT r(W )ζ
d
ICMζ -ss
d
(Q)
and so
(60) Dmon
Mζ -ss
d
BPSζW,d ∼= BPSζW,d.
Remark 4.8. Recall that in the special case Mζ -ss,S = Mζ -ss, we omit the su-
perscript S from all notation. By Remark 4.7, the definition of BPSζW,d can be
simplified via the isomorphism
BPSζW,d := Hc
(
Mζ -ss
d
,BPSζW,d
)∨ ∼= H(Mζ -ss
d
,BPSζW,d
)
.
Definition 4.9. We make the abbreviation of symbols
ICζW,d := φ
mon
Tr(W )ζ
d
ICMζ -ss
d
(Q)
and
ICζW,µ :=
⊕
d∈Λζµ
φmon
Tr(W )ζ
d
ICMζ -ss
d
(Q).
Theorem 4.10 (Theorem A). Assume that ζ is a µ-generic stability condition on
the quiver Q. There is an isomorphism in D≥,lf(MMHM(Mζ -ssµ ))
(61) H(pζµ,∗ICζW,µ) ∼= Sym⊠⊕
(
H(BC*)vir ⊗ BPSζW,µ
)
and an isomorphism in D≥,lf(MMHM(Λζµ))
(62)
⊕
d∈Λζµ
Hc
(
M
ζ -ss,S
d
, ICζW,d
)∨ ∼= Sym⊠+ (H(BC*)vir ⊗ BPSζ,SW,µ) .
Proof. We start by proving that there is an isomorphism as in (61). By definition,
the left hand side of (61) is isomorphic to its total cohomology. On the other hand,
H(BC*)vir is also isomorphic to its total cohomology, and BPSζW,µ is an object
of MMHM(Mζ -ssµ ) ⊂ D(MMHM(Mζ -ssµ )), and is trivially isomorphic to its total
cohomology. It follows from the exactness of ⊠⊕ (Proposition 3.5) that the right
hand side of (61) is also isomorphic to its total cohomology, and so it is sufficient
to construct the isomorphism (61) at each cohomological degree.
We first show the result, under the assumption that W = 0. That is, we show
that
H(pζµ,∗ICMζ -ssµ (Q)) ∼= Sym⊠⊕(H(BC*)vir ⊗ BPS
ζ
W=0,µ).
For this special case, the idea of the proof is to use the purity of all relevant
complexes of monodromic mixed Hodge modules to upgrade the results of [35],
from equalities in a Grothendieck ring, to isomorphisms.
By Lemma 4.1, for fixed n ∈ Z and f ≫ 0 the map
Hn
(
piζ
f ,d,∗L
(d,d)/2
Mζ
f,d
)
→ Hn
(
pζµ,∗IC
ζ
0,d
)
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is an isomorphism. It follows that H(pζµ,∗ICζ0,µ) is pure, since Hn(piζf ,d,∗L(d,d)/2Mζ
f,d
)
is a pure mixed Hodge module of weight n, as purity is preserved by direct image
along proper maps. It follows that H(pζµ,∗ICζ0,µ) is locally finite in the sense of
Definition 3.4, as is Sym⊠⊕(H(BC
*)vir ⊗ BPSζ0,µ), by Lemma 3.7, since
H(BC*)vir ⊗ BPSζ0,µ ∈ D≥,lf(MMHM(Mζ -ssµ \Mζ -ss0 )).
The element Sym⊠⊕(H(BC
*)vir ⊗ BPSζ0,µ) is also a pure locally finite complex
of monodromic mixed Hodge modules, by Proposition 3.8 and Lemma 3.7, and
so both H(pζµ,∗ICMζ -ssµ (Q)) and Sym⊠⊕(H(BC*)vir ⊗ BPS
ζ
0,µ) are direct sums of
simple pure mixed Hodge modules, and are isomorphic if and only if they have the
same class in K0(D≥,lf(MMHM(Mζ -ssµ ))).
Inside K0(MMHM(Mζ -ssd )) consider the subgroup Ii generated by classes of
monodromic mixed Hodge modules of weight greater than i. Then we identify
each K0(D≥,lf(MMHM(Mζ -ssd ))) with the completion of K0(MMHM(Mζ -ssd )) with
respect to Ii, allowing us to make sense of the limits below. For an object F ∈
D≥,lf(MMHM(Mζ -ssµ )) we let [F ]K0 denote the corresponding class in the Grothendieck
group of D≥,lf(MMHM(Mζ -ssµ )). From the fact that the map Φn0,f ,d of equation (56)
is an isomorphism for fixed n and f ≫ 0 we deduce that[
H
(
pζµ,∗ICMζ -ssµ (Q)
)]
K0
= lim
f 7→∞
[
⊕
d∈Λζµ
Lf ·d /2 ⊗ piζ
f ,d,∗ICMζ -ss
f,d
(Q)]K0
= lim
f 7→∞
[
Sym⊠⊕
(
H(Pf ·d−1)vir ⊗ Lf ·d /2 ⊗ BPSζ0,µ
)]
K0
=
[
Sym⊠⊕
(
H(BC*)vir ⊗ BPSζ0,µ
)]
K0
as required — for the second equality we have used the main result of [35].
For the caseW 6= 0, by Proposition 3.11 we deduce the existence of isomorphisms
H
(
pζµ,∗φ
mon
Tr(W )ζ
d
ICMζ -ssµ (Q)
) ∼=νd φmonT r(W )ζ
d
H
(
pζµ,∗ICMζ -ssµ (Q)
)
∼= φmonT r(W )ζ
d
Sym⊠⊕
(
H(BC*)vir ⊗ BPSζ0,µ
)
∼= Sym⊠⊕
(
H(BC*)vir ⊗ φmonT r(W )ζµBPS
ζ
0,µ
)
= Sym⊠⊕
(
H(BC*)vir ⊗ BPSζW,µ
)
where for the third isomorphism we have used thatφmon
T r(W )ζµ
is a symmetric monoidal
functor (Proposition 3.11).
For the absolute case, we compose the following chain of isomorphisms, the first
of which is Proposition 4.4.⊕
d∈Λζµ
Hc
(
Mζ -ss,Sµ , IC
ζ
W,µ
)∨ ∼= ⊕
d∈Λζµ
H
(
dim! ω˜
ζ,∗
d
H
(
pζ
d,!IC
ζ
W,µ
))∨
∼=H
(
dim∗ ω˜
ζ,!
µ H
(
pζ
d,∗IC
ζ
W,µ
))
∼=H
(
dim∗ ω˜
ζ,!
µ Sym⊠⊕
(
H(BC*)vir ⊗ BPSζW,µ
))
∼=H
(
Sym⊠+
(
H(BC*)vir ⊗ dim∗ ω˜ζ,!d BPSζW,µ
))
∼=Sym⊠+

⊕
d∈Λζµ
(
H(BC*)vir ⊗Hc(Mζ -ssSd ,BPSζW,d)∨
)
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to construct the isomorphism (62). 
Corollary 4.11. There is a canonical split inclusion
(63) ΥζW,µ : H(BC
*)vir ⊗ BPSζW,µ → H
(
pζµ,∗IC
ζ
W,µ
)
Proof. First we prove the corollary in the case W = 0. In this case, the left hand
side of (63) is precisely the summand of the right hand side with strict supports
equal to Mζ -ss
d
for d ∈ Λζµ by Theorem 4.10, and the result follows from the
decomposition theorem. For the general case, we apply the functor φmon
T r(W )ζµ
to the
inclusion, and its left inverse, from the case W = 0. 
4.3. The cohomological wall crossing isomorphism — Theorem B. In this
section we prove Theorem B, which is a categorification of the motivic wall crossing
formula (8). In Section 6.4 we will prove that this isomorphism can be realised in
terms of multiplication in the cohomological Hall algebra. Even without considering
the CoHA we can still prove that there is some isomorphism (10). The mere
existence of this isomorphism is enough for many applications.
Fix a dimension vector d ∈ NQ0 . Denote by HNd the set of Harder–Narasimhan
types for d, that is, sequences d1, . . . ,ds ∈ NQ0\{0} such that the slopes Ξζ(d1), . . . ,Ξζ(ds)
are strictly decreasing and
∑s
i=1 d
i = d. Recall that by [37, Prop.3.4], the moduli
stack Md has a stratification by locally closed substacks
(64) Md =
∐
d∈HNd
Mζ
d
where Mζ
d
is the stack of representations which have Harder–Narasimhan type d
with respect to the stability condition ζ.
This is a stratification in the following weak sense. We define similarly to
[37, Def.3.6] a partial ordering ≤′ on HNd. First, given d = (d1, . . . ,ds) ∈
HNd we define P (d) to be the convex hull in C of the origin and the points
(
∑k
l=1|dl|,Ξζ(dl)|dl|) for 1 ≤ l ≤ s. As in [37, Prop.3.7] it is easy to show that for
a representation ρ of Harder–Narasimhan type d, the polytope P (d) is the convex
hull of 0, ζ · d and ζ · dim(ρ′) for all representations ρ′ ⊂ ρ with slope greater than
Ξζ(d). We write e ≤′ d if the polygon P (d) is contained in P (e). The condition
on a representation ρ to have a subrepresentation ρ′ ⊂ ρ of fixed dimension d′ is
closed, since the morphism Md′,d−d′ →Md is proper. It follows that
Mζ
d
⊂
⋃
e∈HNd
e≤′d
Mζ
e
.
Each of the stacks Mζ
d
can be written as a global quotient stack
Mζ
d
∼= Xζ
d
/G
d
where Xζ
d
⊂ Xd is the subspace of representations preserving the flag defined by d,
such that each of the associated dr-dimensional subquotients is ζ-semistable, and
G
d
⊂ Gd is the subgroup preserving the same flag. Each of these stacks comes
with a map p
d
: Mζ
d
→Md sending a representation to its semisimplification, and
an inclusion i
d
: Mζ
d
→ Md given by forgetting the Harder-Narasimhan filtration.
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The diagram
Mζ
d
p
d

i
d //Md
pd
}}④④
④④
④④
④④
④
Md
commutes. In the following theorem, the map qζµ is as defined in (46).
Theorem 4.12. Let ζ be a Bridgeland stability condition on Q, not necessarily
generic. Then there are isomorphisms
(65) H
(
p!φ
mon
Tr(W )ICM(Q)
) ∼=⊠tw⊕,−∞ µ−→∞H(qζµ,!pζµ,!φmonTr(W )ζµICMζ -ssµ (Q))
and
(66) H
(
p∗φ
mon
Tr(W )ICM(Q)
) ∼=⊠tw⊕,∞ µ−→−∞H (qζµ,∗pζµ,∗φmonTr(W )ζµICMζ -ssµ (Q)) .
Assume in addition that ζ is generic. Then there are isomorphisms
(67) H
(
p!φ
mon
Tr(W )ICM(Q)
) ∼=⊠tw⊕,−∞ µ−→∞ Sym⊠⊕ (qζµ,!BPSζW,µ ⊗H(BC*)∨vir)
and
(68) H
(
p∗φ
mon
Tr(W )ICM(Q)
) ∼=⊠tw⊕,∞ µ−→−∞ Sym⊠⊕ (qζµ,∗BPSζW,µ ⊗H(BC*)vir) .
Proof. As in the proof of Theorem 4.10 we only need to prove the case for which
W = 0 and then we can deduce the general case from the fact that monodromic
vanishing cycle functors are exact, and commute with proper maps and the relevant
monoidal structures. We first prove that the isomorphism (65) exists. Fix a d ∈
NQ0 . Then if we complete ≥′ to a total ordering ≥ of HNd and define, for each
d ∈ HNd,
Mζ
≤d
:=
⋃
e≤d
Mζ
e
Mζ
<d
:=
⋃
e<d
Mζ
e
then Mζ
≤d
⊂ Md is a closed embedding, and Mζ
d
⊂ Mζ
≤d
is an open embedding
with complement Mζ
<d
⊂Mζ
≤d
. We denote by
i
d
: Mζ
d
→֒Md(69)
i<d : M
ζ
<d
→֒Md(70)
i≤d : M
ζ
≤d
→֒Md(71)
the natural inclusions. We will show that all of the terms in the following distin-
guished triangle are pure, and that the connecting maps are zero, and furthermore
that the triangle is split:
(72) H
(
pd,!id,!QMζ
d
)
→ H
(
pd,!i≤d,!QMζ
≤d
)
→ H
(
pd,!i<d,!QMζ
<d
)
→ .
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Fix d ∈ HNd. Consider the following commutative diagram
Mζ
d
q
d

i
d //Md
pd

Xζ
d
/(Gd1 × . . .×Gds)
q2,d //
q1,d
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
Mζ -ss
d1
× . . .×Mζ -ss
ds
pζ
d1
×...×pζ
ds

Mζ -ss
d1
× . . .×Mζ -ss
ds
qζ
d1
×...×qζ
ds

Md1 × . . .×Mds ⊕ //Md
where q1,d is an affine fibration of relative dimension
f1(d) :=
∑
1≤r<r′≤s
dr ·dr′
and q2,d is an affine fibration of relative dimension
f2(d) :=
∑
1≤r<r′≤s
∑
a∈Q1
dr
′
s(a) d
r
t(a) .
We define
(73) (d,d) := f1(d)− f2(d).
For f ∈ NQ0 we define f · d =∑r≤s f · dr. Fix n, and let f ≫ 0. Then since there
are isomorphisms
Hn
(
pd,!id,!QMd
) ∼=Hn(⊕!(qζd1 × . . .× qζds)!(pζd1 × . . .× pζds)!L−(d,d)Mζ -ss
d1
×...×Mζ -ss
ds
)
∼=Hn
(
⊕!(qζd1 × . . .× qζds)!(piζf ,d1 × . . .× piζf ,ds)!L
−(d,d)−f ·d
Mζ
f,d1
×...×Mζ
f,ds
)
the complex Hn
(
pd,!id,!QMd
)
is pure, by properness of qζ
dr
, piζ
f ,dr and ⊕. The
claim regarding the distinguished triangles (72) then follows by induction, and
semisimplicity of the category of pure mixed Hodge modules. Taking care of the
twists, we calculate
H (p!ICM(Q)) =H
(
p!L
(d,d)/2
M
)(74)
∼=
⊕
d∈HN
H
(
pd,!id,!L
(d,d)/2
M
d
)
∼=
⊕
(d1,...,ds)∈HN
qζ
d1,!
H
(
pζ
d1,!
QMζ -ss
d1
)
⊠⊕ . . .⊠⊕ q
ζ
ds,!H
(
pζ
ds,!QMζ -ss
ds
)
⊗ L−(d,d)+(d,d)/2
∼=
⊕
(d1,...,ds)∈HN
qζ
ds,!H
(
pζ
ds,!ICMζ -ss
ds
(Q)
)
⊠
tw
⊕ . . .⊠
tw
⊕ q
ζ
d1,!
H
(
pζ
d1,!
ICMζ -ss
d1
(Q)
)
∼=⊠tw⊕,−∞ µ−→∞qζµ,!H
(
pζµ,!ICMζ -ssµ (Q)
)
.
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This completes the proof of the first part of the theorem: since pζµ is approximated
by proper maps, and qζµ is proper, there are isomorphisms
qζµ,!H(pζµ,!ICMζ -ssµ (Q)) ∼= H(qζµ,!pζµ,!ICMζ -ssµ (Q))
as required.
Since qζµ : Mζ -ssµ →Mµ is a morphism of monoids, qζµ,! is a symmetric monoidal
functor. If ζ is generic, we may then apply Theorem 4.10 at each slope µ ∈
(−∞,∞), to deduce (67). Finally we prove that there are isomorphisms (66) and
(68). Note that it is enough to construct the restrictions of these isomorphisms
to each space Md. Restricting to this component, there are finitely many ten-
sor products of sheaves on the left hand side and the right hand side of (66) and
(68), involving H(pd′,∗ICMd′ (Q)) and H(pζd′,∗ICMζ -ss
d′
(Q)) for d′ ∈ Λζµ satisfying
d′ ≤ d. Then the isomorphisms are given by taking the Verdier duals of (65) and
(67) respectively, by Remarks 2.15 and 3.9. 
Arguing as in the proof of Theorem 4.10, using properness of qζ and approxima-
tion of pζµ by proper maps for the relevant base change isomorphisms, we deduce
the corollary
Corollary 4.13. Let ζ be a Bridgeland stability condition for Q, not necessarily
assumed to be generic. Then there is an isomorphism of NQ0-graded monodromic
mixed Hodge structures
Hc(M
S , ICW )
∨ ∼=⊠tw+,∞ µ−→−∞Hc
(
Mζ -ss,Sµ , IC
ζ
W,µ
)∨
if ζ is generic, we may combine this isomorphism with the absolute integrality iso-
morphisms for each slope µ (Theorem A) to obtain the isomorphism
Hc(M
S , ICW )
∨ ∼=⊠tw+,∞ µ−→−∞ Sym⊠+
(
H(BC*)vir ⊗ BPSζ,Sµ
)
.
Remark 4.14. In the case W = 0, and S = CQ−mod we obtain the isomorphism
(75) H (M, ICM(Q)) ∼=⊠tw+,∞ µ−→−∞H
(
Mζ -ssµ , ICMζ -ssµ (Q)
)
.
The existence of such an isomorphism is proved by Franzen and Reineke in [17] via a
vanishing result for even cohomology, and before that for the case of a Dynkin quiver
which is not an orientation of E8 by Rimanyi in [38], where this result is a corollary
of the existence of a Poincare´–Birkhoff–Witt isomorphism for hypercohomology.
5. Cohomological Hall algebras
5.1. The relative cohomological Hall algebra. In this section we define the
relative cohomological Hall algebra H(AζW,µ). For now we will not assume that
the stability condition ζ ∈ HQ0+ is generic. The underlying cohomologically graded
monodromic mixed Hodge module of H(AζW,µ) is H
(
pζµ,∗IC
ζ
W,µ
)
from Definition
4.9 and Theorem 4.10. We will define morphisms
(76) H
(
∗˜ζW,d′,d′′
)
: H
(
pζ
d′,∗IC
ζ
W,d′
)
⊠
tw
⊕ H
(
pζ
d′′,∗IC
ζ
W,d′′
)
→ H
(
pζ
d,∗IC
ζ
W,d
)
for all d = d′+d′′ with d′,d′′ ∈ Λζµ satisfying the natural associativity condition
for a monoid in the category D≥,lf(MMHM(Mζ -ssµ )) with the twisted monoidal
product ⊠tw⊕ . The result is a relative version of the cohomological Hall algebra of
Kontsevich and Soibelman [30] in the sense explained in Section 1.2.
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We define (76) as the composition of two morphisms, the first of which is defined
in terms of the commutative diagram
Xζ -ss
d′,d′′/ (Gd′ ×Gd′′)
r1
tt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
r2
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
(
Xζ -ss
d′
×Xζ -ss
d′′
)
/ (Gd′ ×Gd′′)
pζ
d′
×pζ
d′′
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑
∼=

Xζ -ss
d′,d′′/Gd′,d′′
∼=
pζ
d′,d′′
||③③
③③
③
③③
③③
③③
③③
③
③③
③③
③③
③③
Mζ -ss
d′
×Mζ -ss
d′′
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
Mζ -ss
d′,d′′
vv❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧
Mζ -ss
d′
×Mζ -ss
d′′
⊕ //Mζ -ss
d
.
We treat the vertical isomorphisms as identities in what follows. We consider the
following composition of isomorphisms
H
(
pζ
d′,∗φ
mon
Tr(W )ζ
d′
QMζ -ss
d′
)
⊠H
(
pζ
d′′,∗φ
mon
Tr(W )ζ
d′′
QMζ -ss
d′′
) ∼=TS
H
(
(pζ
d′
× pζ
d′′
)∗φ
mon
Tr(W )ζ
d′
⊞Tr(W )ζ
d′′
QMζ -ss
d′
×Mζ -ss
d′′
) ∼=
H
(
((pζ
d′
× pζ
d′′
) ◦ r1)∗φmonTr(W )ζ
d′
⊞Tr(W )ζ
d′′
◦r1
QXζ -ss
d′,d′′
/(G
d′×Gd′′ )
) ∼=
H
(
pζ
d′,d′′,∗φ
mon
Tr(W )ζ
d′,d′′
QMζ -ss
d′,d′′
)
to obtain the isomorphism
αζ
d′,d′′ : ⊕∗
(
H
(
pζ
d′,∗φ
mon
Tr(W )ζ
d′
QMζ -ss
d′
)
⊠H
(
pζ
d′′,∗φ
mon
Tr(W )ζ
d′′
QMζ -ss
d′′
))
∼=−→
⊕∗
(
H
(
pζ
d′,d′′,∗φ
mon
Tr(W )ζ
d′,d′′
QMζ -ss
d′,d′′
))
.
Next consider the commutative diagram of stacks
(77) Mζ -ss
d′,d′′
∼=

sζ
d′,d′′ //Mζ -ss
d
∼=

Xζ -ss
d′,d′′/Gd′,d′′
pζ
d′,d′′

ιζ
d′,d′′ // Xζ -ss
d
/Gd′,d′′
cζ
d′,d′′ // Xζ -ss
d
/Gd
pζ
d

Mζ -ss
d′
×Mζ -ss
d′′
⊕ //Mζ -ss
d
.
Note that ιζ
d′,d′′ is a closed inclusion, while c
ζ
d′,d′′ is proper and representable, and
so sζ
d′,d′′ is a proper and representable morphism of stacks.
We define VN =
∏
i∈Q0
Hom(CN ,Cdi), and UN =
∏
i∈Q0
Homsurj(CN ,Cdi). For
N ≥ max(di), the group Gd acts freely on UN , as does Gd′,d′′ ⊂ Gd. We define
Xζ -ss
d,N = X
ζ -ss
d
×Gd UN(78)
Xζ -ss
d′,d′′,N = X
ζ -ss
d′,d′′ ×Gd′,d′′ UN ,(79)
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and let Tr(W )ζ
d,N and Tr(W )
ζ
d′,d′′,N denote the functions induced by Tr(W ) on
Xζ -ss
d,N and X
ζ -ss
d′,d′′,N respectively. Passing to the limit of the composition of mor-
phisms
βζ
d′,d′′,N : ⊕∗ H
(
pζ
d′,d′′,N,∗φ
mon
Tr(W )ζ
d′,d′′,N
QXζ -ss
d′,d′′,N
)
∼=−→ H
(
(pζ
d,N ◦ sζd′,d′′,N )∗φmonTr(W )ζ
d′,d′′,N
QXζ -ss
d′,d′′,N
)
∼=−→
(80)
→ H
(
pζ
d,N,∗φ
mon
Tr(W )ζ
d,N
sζ
d′,d′′,N,∗QXζ -ss
d′,d′′,N
)
→ H
(
pζ
d,N,∗φ
mon
Tr(W )ζ
d,N
L
(d′,d′′)
Xζ -ss
d,N
)
we obtain
βζ
d′,d′′ : ⊕∗ H
(
pζ
d′,d′′,∗φ
mon
Tr(W )ζ
d′,d′′
QMζ -ss
d′,d′′
)
→ L(d′,d′′) ⊗H
(
pζ
d,∗φ
mon
Tr(W )ζ
d
QMζ -ss
d
)
.
(81)
Here we have used that ⊕∗H
(
pζ
d′,d′′,N,∗φ
mon
Tr(W )ζ
d′,d′′,N
QXζ -ss
d′,d′′,N
(Q)
)
is naturally
isomorphic to H
(
⊕∗pζd′,d′′,N,∗φmonTr(W )ζ
d′,d′′,N
QXζ -ss
d′,d′′,N
(Q)
)
since ⊕∗ is exact, as ⊕
is finite. We define the morphism H
(
∗˜ζW,d′,d′′
)
to be the composition
L〈d
′′,d′〉/2 ⊗ Lχ(d′,d′)/2 ⊗H
(
pζ
d′,∗φ
mon
Tr(W )ζ
d′
QMζ -ss
d′
)
⊠
(
Lχ(d
′′,d′′)/2 ⊗H
(
pζ
d′′,∗φ
mon
Tr(W )ζ
d′′
QMζ -ss
d′′
))
∼=−→
L〈d
′′,d′〉/2 ⊗ Lχ(d′,d′)/2 ⊗ Lχ(d′′,d′′)/2 ⊗H
(
pζ
d′,∗φ
mon
Tr(W )ζ
d′
QMζ -ss
d′
)
⊠H
(
pζ
d′′,∗φ
mon
Tr(W )ζ
d′′
QMζ -ss
d′′
)
=−→
L〈d
′′,d′〉/2+χ(d′,d′)/2+χ(d′′,d′′)/2 ⊗H
(
pζ
d′,∗φ
mon
Tr(W )ζ
d′
QMζ -ss
d′
)
⊠H
(
pζ
d′′,∗φ
mon
Tr(W )ζ
d′′
QMζ -ss
d′′
) id⊗(β
d′,d′′◦αd′,d)−−−−−−−−−−−−→
L〈d
′′,d′〉/2+χ(d′,d′)/2+χ(d′′,d′′)/2 ⊗ Lχ(d′,d′′) ⊗H
(
pζ
d′ +d′′,∗φ
mon
Tr(W )ζ
d′ +d′′
QMζ -ss
d′ +d′′
)
=−→
Lχ(d
′ +d′′,d′ +d′′)/2 ⊗H
(
pζ
d′ +d′′,∗φ
mon
Tr(W )ζ
d′ +d′′
QMζ -ss
d′ +d′′
)
.
We define
H
(
∗˜ζW,µ
)
=
⊕
d′,d′′∈Λζµ
H
(
∗˜ζW,d′,d′′
)
.
Let d(h) for h = 1, 2, 3 be a triple of dimension vectors, and set
Je := H
(
pζe,∗φ
mon
Tr(W )ζe
QMζ -sse
)
.
By the standard argument (see [30]) the diagram
J
d(1)
⊠⊕ Jd(2) ⊠⊕ Jd(3)

κ
,,❳❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
// Lχ(d
(2),d(3)) ⊗ J
d(1)
⊠ J
d(2) +d(3)

Lχ(d
(1),d(2)) ⊗ J
d(1) +d(2) ⊠⊕ Jd(3)
// Lχ(d
(1),d(2))+χ(d(1),d(3))+χ(d(2),d(3)) ⊗ J
d(1) +d(2) +d(3)
(82)
commutes. It follows that we can describe both the maps(
H
(
pζ
d(1),∗
ICζ
W,d(1)
)
⊠
tw
⊕ H
(
pζ
d(2),∗
ICζ
W,d(2)
))
⊠
tw
⊕ H
(
pζ
d(3),∗
ICζ
W,d(3)
)
→(83)
H
(
pζ
d(1) +d(2) +d(3),∗
ICζ
W,d(1) +d(2) +d(3)
)
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and
H
(
pζ
d(1),∗
ICζ
W,d(1)
)
⊠
tw
⊕
(
H
(
pζ
d(2),∗
ICζ
W,d(2)
)
⊠
tw
⊕ H
(
pζ
d(3),∗
ICζ
W,d(3)
))
→(84)
H
(
pζ
d(1) +d(2) +d(3),∗
ICζ
W,d(1) +d(2) +d(3)
)
(85)
via the recipe: move all of the half Tate twists to the front, and then apply the
map κ to the final three tensor factors. On the other hand, the natural map
between the domains of (83) and (84) involve commuting the L〈d
(3),d(2) /2〉 twist
in the second monoidal product past the Lχ(d
(1),d(1))/2 twist in the definition of
H
(
pζ
d(1),∗
ICζ
W,d(1)
)
, introducing the sign (−1)〈d(3),d(2)〉χ(d(1),d(1)), as in the defini-
tion (49) of the associator natural isomorphism for the monoidal structure ⊠tw⊕ . We
deduce
Proposition 5.1. The pair(
H
(
pζµ,∗IC
ζ
W,µ
)
,H
(
∗˜ζW,µ
))
is a monoid in D≥,lf(MMHM(Mζµ)).
Definition 5.2 (Relative cohomological Hall algebra). We denote by H(AζW,µ) the
monoid
(
H
(
pζµ,∗IC
ζ
W,µ
)
,H(∗˜ζW,µ), ICMζ -ss0 (Q)
)
in
(D≥,lf(MMHM(Mζ -ssµ )),⊠tw⊕ ).
Recall from Proposition 4.3 the isomorphisms νµ : φ
mon
T r(W )ζµ
H
(
pζµ,∗IC
ζ
0,µ
) ∼=
H
(
pζµ,∗IC
ζ
W,µ
)
. We will use the following technical lemma in the proof of Theorem
D.
Lemma 5.3. The following diagram commutes:
φmon
T r(W )ζµ
(
H
(
pζµ,∗IC
ζ
0,µ
)
⊠
tw
⊕ H
(
pζµ,∗IC
ζ
0,µ
))φmon
T r(W )ζµ
H(∗˜ζ0,µ)
//
(νµ⊠
tw
⊕ νµ)◦TS
−1

φmon
T r(W )ζµ
H
(
pζµ,∗IC
ζ
0,µ
)
νµ

H
(
pζµ,∗IC
ζ
W,µ
)
⊠
tw
⊕ H
(
pζµ,∗IC
ζ
W,µ
) H(∗˜ζW,µ) // H (pζµ,∗ICζW,µ) .
Proof. Here TS is the Thom–Sebastiani isomorphism. We break the two horizontal
arrows into their constituent parts, given by the constituent morphisms of the
composition H(∗˜ζW,µ). Then the problem reduces to several trivial commutativity
statements regarding smaller squares. 
Remark 5.4. Applying the functor dim∗ ω˜
ζ,!
µ to
H
(
pζµ,∗IC
ζ
W,µ
)
∈ D≥,lf(MMHM(Mζ -ssµ ))
we obtain an element
Hc
(
Mζ -ss,Sµ ,H
(
pζµ,!IC
ζ
W,µ
))∨
∈ D≥,lf(MMHM(NQ0))
that is noncanonically isomorphic to the underlying NQ0-graded monodromic mixed
Hodge module of the absolute cohomological Hall algebra H(Aζ,SW,µ), a monoid in the
monoidal category (D≥,lf(MMHM(NQ0)),⊠tw+ ), defined by Kontsevich and Soibel-
man (we recall the definition below). I.e. we obtain the “ambient perverse associated
graded” monoid
(86) GrP(H(Aζ,SW,µ)) = H
(
dim∗ ω˜
ζ,!
µ H
(
Aζ,SW,µ
))
.
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See Proposition 5.7 for a more precise statement. The notation in the left hand
side of (86) will be justified after we introduce the (ambient) perverse filtration in
Section 5.3.
5.2. The absolute cohomological Hall algebra. We start to complete Remark
5.4 by recalling the definition of the cohomological algebra structure on H(Aζ,SW,µ)
from [30]. Extending (78, 79) we set
Xζ -ss
d′ d′′,N
:=Xζ -ss
d′,d′′ ×Gd′×Gd′′ UN
Xζ -ss
d′ d′′,N
:=(Xζ -ss
d′
×Xζ -ss
d′′
)×G
d′×Gd′′ UN .
We denote by
ω,N : X
ζ -ss,S
d′d′′,N → Xζ -ssd′d′′,N
ω,N : X
ζ -ss,S
d′d′′,N → Xζ -ssd′d′′,N
ω◦,N : X
ζ -ss,S
d′,d′′,N → Xζ -ssd′,d′′,N
the inclusions, and we denote by φmon
,,◦ the vanishing cycle functors induced by
Tr(W ) on the targets of these three maps. Then for n ∈ Z and N ∈ N there is an
isomorphism
Φ: Hnc
(
r1,N,!ω
∗
,Nφ
mon

QXζ -ss
d′ d′′,N
→ ω∗
,Nr1,N,!φ
mon

QXζ -ss
d′ d′′,N
→ ω∗
,Nφ
mon

Lv
Xζ -ss
d′ d′′,N
)∨
where v =
∑
a∈Q1
d′′s(a) d
′
t(a), provided by base change and the Verdier dual of the
morphism
QXζ -ss
d′ d′′,N
→ r1,N,∗QXζ -ss
d′ d′′,N
.
Similarly, we define the isomorphism
Ψ: Hnc
(
r2,N,!ω
∗
,Nφ
mon

QXζ -ss
d′  d′′,N
→ ω∗◦,Nr2,N,!φmon QXζ -ss
d′ d′′,N
→ ω∗◦,Nφmon◦ LuXζ -ss
d′,d′′,N
)∨
where u =
∑
i∈Q0
d′i d
′′
i . Taking N sufficiently large (for each cohomological de-
gree), and composing the appropriate twist of Φ with Ψ−1, we define the isomor-
phism
αζ
d′,d′′ : Hc
(
M
ζ -ss,S
d′
,φmon
Tr(W )ζ
d′
ICMζ -ss
d′
(Q)
)∨
⊠+ Hc
(
M
ζ -ss,S
d′′
,φmon
Tr(W )ζ
d′′
ICMζ -ss
d′′
(Q)
)∨
→
L−(d
′′,d′)/2 ⊗Hc
(
M
ζ -ss,S
d′,d′′ ,φ
mon
Tr(W )ζ
d′,d′
ICMζ -ss
d′,d′′
(Q)
)∨
.
Similarly, with notation as in (80), applying Hc
(
ω∗Nφ
mon
Tr(W )ζ
d,N
)∨
to
QXζ -ss
d,N
→ sζ
d′,d′′,N,!QXζ -ss
d′,d′′,N
and passing to the limit, we obtain the morphism
β
ζ
d′,d′′ : Hc
(
M
ζ -ss,S
d′,d′′ ,φ
mon
Tr(W )ζ
d′,d′
ICMζ -ss
d′,d′′
(Q)
)∨
→ L(d′,d′′)/2⊗Hc
(
M
ζ -ss,S
d
,φmon
Tr(W )ζ
d
ICMζ -ss
d
(Q)
)∨
.
We set
H(Aζ,SW,µ) := Hc(Mζ -ss,Sµ , ICζW,µ)∨
and
H(∗ζ,SW,µ) :=
⊕
d′,d′′∈NQ0
(L−(d
′,d′′)/2 ⊗ βζd′,d′′) ◦ (L〈d
′′,d′〉/2 ⊗ αζ
d′,d′′)
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to obtain the “absolute cohomological Hall algebra” in the sense of Section 1.2.
This is precisely the CoHA defined and studied by Kontsevich and Soibelman in
[30, Sec.7].
5.3. The ambient perverse filtration. For f ,d ∈ NQ0 set
γ(f ,d) = (d,d)/2− f · d .
Since Mζ
f ,d is smooth, and pi
ζ
f ,d : Mζf ,d → Mζ -ssd is proper, by the decomposition
theorem there is an isomorphism
piζ
f ,d,!L
γ(f ,d)
Mζ
f,d
∼= H
(
piζ
f ,d,!L
γ(f ,d)
Mζ
f,d
)
.
This decomposition is not canonical, but the mere existence of such a decomposition
implies that the natural map
Γ : piζ
f ,d,!L
γ(f ,d)
Mζ
f,d
→ τ≥ppiζf ,d,!Lγ(f ,d)Mζ
f,d
admits a right inverse, where τ≥p is the truncation functor with respect to the
natural t-structure on the category of monodromic mixed Hodge modules. We
deduce that the morphism Γ ′ given by the composition of natural maps
piζ
f ,d,!φ
mon
T r(W )ζ
f,d
L
γ(f ,d)
Mζ
f,d
∼= // φmon
T r(W )ζ
d
piζ
f ,d,!L
γ(f ,d)
Mζ
f,d
φmon
T r(W )ζ
d
Γ
uu❥❥❥❥
❥❥❥
❥❥
❥❥❥
❥❥❥
φmon
T r(W )ζ
d
τ≥ppi
ζ
f ,d,!L
γ(f ,d)
Mζ
f,d
∼= // τ≥ppi
ζ
f ,d,!φ
mon
T r(W )ζ
f,d
L
γ(f ,d)
Mζ
f,d
admits a right inverse Σ. With
ω˜ζ
d
: Mζ -ss,S
d
→Mζ -ss
d
ω˜ζ
f ,d : Mζ,Sf ,d →Mζf ,d
the natural inclusions, there is a natural isomorphism given by base change
Ω: piζ,S
f ,d,!ω˜
ζ,∗
f ,dφ
mon
T r(W )ζ
f,d
L
γ(f ,d)
Mζ
f,d
→ ω˜ζ,∗
d
piζ
f ,d,!φ
mon
T r(W )ζ
f,d
L
γ(f ,d)
Mζ
f,d
.
Setting
Pp
(
Hc
(
Mζ,S
f ,d ,φ
mon
T r(W )ζ
f,d
Lγ(f ,d)
)∨)
:=Hc
(
Mζ,S
f ,d , ω˜
ζ,∗
d
τ≥−ppi
ζ
f ,d,!φ
mon
T r(W )ζ
f,d
Lγ(f ,d)
)∨
∼=H
(
Mζ,S
f ,d , ω˜
ζ,!
d
τ≤ppi
ζ
f ,d,∗φ
mon
T r(W )ζ
f,d
L−(d,d)/2
)
we consider the morphism ιp := Hc
(
ω˜ζ,∗
f ,dΓ
′ ◦ Ω
)∨
. This is a split injection, since it
is the dual of a split surjection with right inverse Hc(Ω
−1 ◦ ω˜ζ,∗
f ,dΣ). We thus arrive
at a canonical filtration, indexed by p ∈ Z, which we call the ambient perverse
filtration:
Pp
(
Hc
(
Mζ,S
f ,d ,φ
mon
T r(W )ζ
f,d
Lγ(f ,d)
)∨)
⊂ Hc
(
Mζ,S
f ,d ,φ
mon
T r(W )ζ
f,d
Lγ(f ,d)
)∨
.
Warning 5.5. Throughout the paper, we always consider the perverse truncation
functors for Mζ
d
, and never the truncation functors for monodromic mixed Hodge
modules on Mζ,S
d
. As a result, the associated graded of
Hc
(
Mζ,S
f ,d ,φ
mon
T r(W )ζ
f,d
Lγ(f ,d)
)∨ ∼= H(Mζ,S
d
, ω˜ζ,!
d
piζ
f ,d,∗φ
mon
T r(W )ζ
f,d
L−(d,d)/2
)
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is in general not isomorphic as a graded object to the hypercohomology of the total
perverse cohomology of ω˜ζ,!
d
piζ
f ,d,∗φ
mon
T r(W )ζ
f,d
L−(d,d)/2, for which the grading comes
from the perverse truncation functors for Mζ,S
d
. For example, let Q be the one loop
quiver, let W = 0, let MS ⊂ M(Q) be the reduced substack, the closed points of
which correspond to nilpotent CQ-representations, let d = f = 1, and let ζ be any
stability condition on Q. Then there are isomorphisms
Mζ
f ,d
∼=Mζ -ss
d
∼= A1
Mζ,S
f ,d
∼=Mζ -ss,S
d
∼= {0}
and we may identify the (reduced) nilpotent locus with 0 ∈ A1, and the map piζ
f ,d
with the identity map. We have (d,d) = 0, and so the perverse cohomology of
piζ
f ,dL
−(d,d)
Mζ
f,d
∼= QA1 is concentrated in degree 1, and so
GrP
(
H
(
Mζ,S
f ,d , ω˜
ζ,!
d
piζ
f ,d,∗φ
mon
T r(W )ζ
f,d
L−(d,d)/2
))
is concentrated in degree 1. On the other hand ω˜ζ,!
d
QA1
∼= L{0} is concentrated in
perverse degree 2.
Furthermore, since ω˜ζ,!
d
is in general not exact, there is no obvious way to use the
decomposition theorem to deduce that ω˜ζ,!
d
piζ
f ,d,∗φ
mon
T r(W )ζ
f,d
L−(d,d)/2 is isomorphic
to its total perverse cohomology, for the perverse truncation functors associated to
Mζ,S
d
. In fact it is not hard to produce examples in which this statement is false,
for instance by modifying the above example by setting MS ⊂M(Q) to be the open
substack of Q-representations for which the loop of Q acts invertibly.
Remark 5.6. The distinction between different perverse filtrations exemplified by
Warning 5.5 is the reason for our being explicit about picking the ambient perverse
filtration. Since this is the only type of filtration we consider, we will omit the word
ambient from now on.
The perverse filtration is well-defined in the limit f ≫ 0, as for fixed d ∈ NQ0 ,
fixed cohomological degree n, and for f ′ > f ≫ 0, in the commutative diagram
Hnc
(
Mζ,S
f ′,d,pi
ζ
f ′,d,!L
γ(f ′,d)
Mζ
f′,d
)

Hnc
(
Mζ,S
f ,d ,pi
ζ
f ,d,!L
γ(f ,d)
Mζ
f,d
)
oo

Hnc
(
Mζ,S
f ′,d, τ≥p
(
piζ
f ′,d,!L
γ(f ′,d)
Mζ
f′,d
))
Hnc
(
Mζ,S
f ,d , τ≥p
(
piζ
f ,d,!L
γ(f ,d)
Mζ
f,d
))
oo
the horizontal maps are isomorphisms by the argument of Lemma 4.1.
Since the constituent morphisms of H(∗ζ,SW,µ) lift to morphisms of monodromic
mixed Hodge modules on Mζ -ssµ , it follows that H(∗ζ,SW,µ) respects the perverse
filtration, and from the definitions we obtain the first statement of the following
proposition, while the second is Proposition 4.4.
Proposition 5.7. There is a natural isomorphism of monoids in D≥,lf(MMHM(NQ0))
(87)
GrP
(
H(Aζ,SW,µ),H(∗ζ,SW,µ),H(AζW,0)
) ∼= H (dim∗ ω˜ζ,!µ (H(AζW,µ),H(∗˜ζW,µ), ICζ -ssM0 (Q))) .
Furthermore, forgetting the algebra structure, there is a noncanonical isomorphism
of underlying monodromic mixed Hodge modules GrP(H(Aζ,SW,µ)) ∼= H(Aζ,SW,µ).
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The isomorphism of algebras is what justifies the notation of (86). The following
technical lemma is what will enable us to use the localised coproduct on H(Aζ,SW,µ)
to induce a Hopf algebra structure on the associated graded algebra (87). It is only
a very slight variation of [14, Prop.1.4.4], but we include the proof for completeness.
Lemma 5.8. Let V be a vector bundle on Md, and let eu(V ) ∈ H(Md,Q) be the
corresponding equivariant Euler class. Then
eu(V ) ·Pp(Hc(MS,ζ -ssd , ICζW,d)∨) ⊂ Pp+2 dim(V )(Hc(MS,ζ -ssd , ICζW,d)∨).
Proof. Let pr : T (V )→Mζ -ss
d
be the projection from the total space of V restricted
to Mζ -ss
d
, and let i : Mζ -ss
d
→ T (V ) be the inclusion of the zero section. Let Tf (V )
be the total space of the bundle V pulled back along the mapMζ
f ,d →Mζ -ssd defined
by forgetting the framing, and let prf and if denote the corresponding projections
and inclusions. Let T r(W )V,f be the function induced by Tr(W ) on Tf (V ) and let
N = Hc(Mζ,Sf ,d ,φmonT r(W )ζ
f,d
QMζ
f,d
)∨. Then we have the equality of morphisms
(88)
· eu(V )|N = H
(
ω˜ζ,!
f ,d prf ,∗φ
mon
T r(W )V,f
(
if ,∗QMζ
f,d
→ L− dim(V )Tf (V ) → if ,∗L
− dim(V )
Mζ
f,d
))
and the action of ·eu(V ) on Hc(Mζ -ss,Sd , ICζW,d)∨ is given by letting f ≫ 0 in
(88) and twisting by L(d,d)/2. This morphism respects the perverse filtration on
H(Mζ,S
f ,d ,φ
mon
T r(W )ζ
f,d
L
(d,d)/2
Mζ
f,d
) (with the shift by 2 dimC(V )) since
piζ
f ,d,∗ prf ,∗φ
mon
T r(W )V,f
(
if ,∗L
(d,d)/2
Mζ
f,d
→ if ,∗L− dim(V )+(d,d)/2Mζ
f,d
)
is a map of complexes of mixed Hodge modules on Mζ -ss
d
. The result then follows
from the definition of the perverse filtration on Hc(M
ζ -ss,S
d
, ICζW,d)
∨. 
We finish this section with the “absolute” version of Corollary 4.11.
Corollary 5.9. There is a canonical inclusion
(89) Υζ,S,absW,µ : H(BC
*)vir ⊗ BPSζ,SW,µ → H
(
Aζ,SW,µ
)
Proof. There is a natural inclusion L1/2⊗BPSζ,SW,µ → H
(
pζµ,∗IC
ζ
W,µ
)
since BPSζ,SW,µ
is precisely the first piece of the perverse filtration of the target. Via the H(BC*)-
action on H
(
Aζ,SW,µ
)
, this gives rise to a map Υζ,S,absW,µ , which respects the perverse
filtration by Lemma 5.8. After passing to the associated graded of the perverse
filtration, it is an injection, since it is obtained by restricting the (split) injection
of Corollary 4.11 to the locus of points in S. Therefore Υζ,S,absW,µ is an injection. 
6. Structural results for cohomological Hall algebras
6.1. Symmetric monoidal structures, revisited. Let ζ ∈ HQ0+ be a stability
condition, and let µ ∈ (−∞,∞) be a slope. We assume that ζ is µ-generic. We
define Xζ -ss
d,N and X
ζ -ss
d′,d′′,N as in (78) and (79) respectively. As throughout the
paper, we assume that we are given a Serre subcategory of the category of finite-
dimensional CQ-modules, and denote by
ωd,N : X
ζ -ss,S
d,N → Xζ -ssd,N ωd′,d′′,N : Xζ -ss,Sd′,d′′,N → Xζ -ssd′,d′′,N
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the inclusions of the reduced loci corresponding to CQ-modules in S. Consider
again the algebra from the end of Section 5.1
H
(
Aζ,SW,µ
)
= Hc
(
Mζ -ss,Sµ , IC
ζ
W,µ
)∨ ∼= ⊕
d∈Λζµ
lim
N 7→∞
H
(
Dim∗ ω
!
d,Nφ
mon
Tr(W )ζ
d,N
L
(d,d)/2
Xζ -ss
d,N
)
.
By [10, Thm.5.11] this algebra carries a localised bialgebra structure, in the sense
that for all decompositions d = d′+d′′, with d′,d′′ ∈ Λζµ, there are maps
H
(
Aζ,SW,d
)
→ H
(
Aζ,SW,d′
)
⊠˜
tw
+ H
(
Aζ,SW,d′′
)
(90)
where
H
(
Aζ,SW,d′
)
⊠˜
tw
+ H
(
Aζ,SW,d′′
)
:=
(
H
(
Aζ,SW,d′
)
⊠
tw
+ H
(
Aζ,SW,d′′
))
(d,d′′)
:=
(
H
(
Aζ,SW,d′
)
⊠
tw
+ H
(
Aζ,SW,d′′
))
[L−1
d′,d′′ ]
Ld′,d′′ :=
∏
i,j∈Q0
∏
1≤t′≤d′i
∏
1≤t′′≤d′′j
(yj,t′′ − xi,t′ )
∈HG
d′
(pt)⊗HG
d′′
(pt)
=C[x1,1, . . . , x1,d′1 , . . . , xn,1, . . . , xn,d′n ]
Sym
d′
⊗ C[y1,1, . . . , y1,d′′1 , . . . , yn,1, . . . , yn,d′′n ]Symd′′
with Q0 = {1, . . . , n}, satisfying some natural compatibility conditions with the
multiplication, see [10, Def.5.3]. We next describe the most important of these
conditions, which is a localised variant of the condition that the multiplication and
comultiplication together endow H
(
Aζ,SW,µ
)
with a bialgebra structure.
Let d1,d2,d3,d4 ∈ Λζµ. Set
d =d1+d2+d3+d4
c1 =d1+d2
c2 =d3+d4
e1 =d1+d3
e2 =d2+d4 .
Let I• = H
(
M
ζ -ss,S
• ,φ
mon
Tr(W )ζ•
Q
M
ζ -ss,S
•
)
. I.e. for now we do not impose our usual
system of (half) Tate twists. By the main result of [10] the following diagram
commutes
Ic1 ⊠+ Ic2
b

a // (Id1 ⊠+ Id2 ⊠+ Id3 ⊠+ Id4)(d1,d2),(d3,d4)
c

Id
d // (Ie1 ⊠+ Ie2)(e1,e2)
where we have left out the (whole) Tate twists, and the subscripts indicate which
Euler class we localise with respect to. Here, a and d are given by the comultipli-
cation, while b is given by multiplication. The morphism c is given by first further
localising, then swapping the second and third entries (observing the Koszul sign
rule), multiplying by the scalar (−1)χ(d2,d3), then the CoHA multiplication. The
reader is encouraged to consult [10] for the full details; our description in this section
is mainly directed towards the limited aim of explaining required sign conventions,
as we next explain.
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We would like to have, instead, commutativity of the diagram
H
(
Aζ,SW,c1
)
⊠+ H
(
Aζ,SW,c2
)
a′ //
b′

(
H
(
Aζ,S
W,d1
)
⊠+ H
(
Aζ,S
W,d2
)
⊠+ H
(
Aζ,S
W,d3
)
⊠+ H
(
Aζ,S
W,d4
))
♥
c′

H
(
Aζ,SW,d
)
d′ //
(
H
(
Aζ,SW,e1
)
⊠H
(
Aζ,SW,e2
))
♠
(91)
where now the map c′ is defined to be the map swapping the second and third terms
via the symmetric monoidal structure in D≥,lf(MMHM(Λζµ)), and then applying
the multiplication. Here,
♥ =(d1,d2), (d3,d4)
♠ =(e1, e2)
as before. The relation between the two diagrams is as follows. The objects in
diagram (91) are tensor products of terms I• tensored on the left with half Tate
twists, which we may commute to the left. Then tensoring the morphisms a, b, c, d
on the left by an overall half Tate twist and commuting the required half Tate
twists into the tensor product, we obtain the maps a′, b′, c′, d′ respectively. In
order to arrange commutativity of (91), then, we define the sign occurring in the
symmetrizing morphism for D≥,lf(MMHM(Λζµ)) to be given by
τsw(α ⊗ β) = (−1)χ(d2,d2)χ(d3,d3)+χ(d2,d3)sw(α ⊗ β)
where sw is the standard symmetrizing morphism. We pick the superscript τ
since the bilinear form (15) defines the deviation from the usual sign conven-
tion. The χ(d2,d3) term is as in the definition of the morphism c. We denote
by τD≥,lf(MMHM(Λζµ)) the symmetric monoidal category obtained via this modi-
fied sign convention.
Proposition 6.1. Let (B, ∗) be a free supercommutative algebra in the category
D(MMHM(Λζµ)), given the above symmetric monoidal structure. Then if we define
ψB by modifying the product as in (17), it is a free supercommutative algebra in
D(MMHM(Λζµ)) with its usual symmetric monoidal structure.
Explicitly, we define τsw via the chain of isomorphisms
⊕
d′∈Λζµ
F ′
d′
⊠+
⊕
d′′∈Λζµ
F ′′
d′′
∼=
⊕
d′,d′′∈Λζµ
L(χ(d
′,d′)+χ(d′′,d′′))/2 ⊗
(
L−χ(d
′,d′)/2 ⊗F ′
d′
)
⊠+
(
L−χ(d
′′,d′′)/2 ⊗F ′′
d′′
)(92)
∼=
⊕
d′,d′′∈Λζµ
L(χ(d
′,d′)+χ(d′′,d′′))/2 ⊗
(
L−χ(d
′′,d′′)/2 ⊗F ′′
d′′
)
⊠+
(
L−χ(d
′,d′)/2 ⊗ F ′
d′
)
∼=
⊕
d′′∈Λζµ
F ′′
d′′
⊠+
⊕
d′∈Λζµ
F ′
d′
where we have applied the usual symmetrizing natural isomorphism for the ten-
sor product of the objects L−χ(d
′,d′)/2 ⊗ F ′
d′
and L−χ(d
′′,d′′)/2 ⊗ F ′′
d′′
. We define
the twisted symmetric monoidal structure on D≥,lf(MMHM(Mζ -ssµ )) via the same
recipe as (92), with ⊠+ replaced with ⊠⊕. It then follows as before from [34] that
dim∗ :
τD≥,lf(MMHM(Mζ -ssµ ))→ τD≥,lf(MMHM(Λζµ))
is a symmetric monoidal functor.
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The algebras H
(
Aζ,SW
)
and H(ψAζ,SW,µ) differ by the above type of sign twist. In
particular, their underlying graded monodromic mixed Hodge structures are the
same, and Theorem C implies that there is an isomorphism in D≥,lf(MMHM(Λζµ)):
τSym⊠+
(
H(BC*)vir ⊗ BPSζ,SW,µ
) ∼= Sym⊠+ (H(BC*)vir ⊗ BPSζ,SW,µ) .
The next proposition shows that this is a general phenomenon.
Proposition 6.2. Let F ∈ D≥,lf(MMHM(Mζ -ssµ \ Mζ -ss0 )). Then there is an
isomorphism
τ Sym⊠+(F) ∼= Sym⊠+(F).
Proof. Let F be represented by the complex (G, d) of mixed Hodge modules on
Mζ -ssµ × A1. Let ψ be as in (17). Let
T (G, d) :=

⊕
n≥0
Tn(G), d


Tn(G) :=
⊕
n≥0
G ⊠ . . .⊠ G︸ ︷︷ ︸
n times
be the algebra generated by G in the category
D≥,lf

MHM

∐
n≥0
(
(Mζ -ssµ \Mζ -ss0 )× A1
)×n


along with its natural differential. Via the results of [34], as recalled in Section 3.2,
Tn(G, d) carries an action of Sn, determined by morphisms for each pi ∈ Sn and
a1, . . . , an ∈ Λζµ
Ga1 ⊠ . . .⊠ Gan
pi#a1,...,an−−−−−−→ pi∗
(Gpi(a1) ⊠ . . .⊠ Gpi(an)) .
Setting
pi#,τa1,...,an :=
∑
1≤i<j≤n|pi(i)>pi(j)
(−1)τ(ai,aj)pi#a1,...,an
we obtain the τ-twisted action. Then the morphisms
Ga1 ⊠ . . .⊠ Gan
·
∑
1≤i<j≤n|pi(i)>pi(j)(−1)
ψ(ai,aj)
−−−−−−−−−−−−−−−−−−−−−−→ Ga1 ⊠ . . .⊠ Gan
commute with the differential, and intertwine the two Sn-actions. Passing to the
invariant subcomplexes, and taking the direct image along the iterated monoid
morphism ∐
n≥0
(
(Mζ -ssµ \Mζ -ss0 )× A1
)×n
→Mζ -ssµ × A1
we deduce the result. 
6.2. The perverse associated graded Hopf algebra. Next we describe the
localised comultiplication in a little more detail, for further details see [10]. Consider
the proper map sd′,d′′ : M
ζ -ss
d′,d′′ →Mζ -ssd defined as in (77). We form the map
(93)
γ : Hc(M
ζ -ss,S
d
, ICζW,d)
∨ → L(d′,d′′)/2 ⊗Hc(Mζ -ss,Sd′,d′′ ,φmonTr(W )ζ
d′,d′′
ICMζ -ss
d′,d′′
(Q))∨
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given, via Verdier duality and Proposition 2.13(2), as the tensor product with
L(d,d)/2 of the limit as N 7→ ∞ of the composition of maps
H
(
Dim∗ ω
!
d,Nφ
mon
Tr(W )ζ
d,N
QXζ -ss
d,N
)
→ H
(
Dim∗ ω
!
d,Nφ
mon
Tr(W )ζ
d,N
sd′,d′′,N,∗QXζ -ss
d′,d′′,N
)
∼=−→
(94)
→ H
(
Dim∗ ω
!
d,Nsd′,d′′,N,∗φ
mon
Tr(W )ζ
d′,d′′,N
QXζ -ss
d′,d′′,N
)
∼=−→ H
(
Dim∗ sd′,d′′,N,∗ω
!
d′,d′′,Nφ
mon
Tr(W )ζ
d′,d′′,N
QXζ -ss
d′,d′′,N
)
.
Since the morphism Dim factors through a map to the base Mζ -ss
d
, we deduce as
in Section 5.3 that γ preserves the perverse filtration, i.e.
γ
(
Ps
(
Hc(M
ζ -ss,S
d
, ICζW,d)
∨
))
⊂ Ps
(
L(d
′,d′′)/2 ⊗Hc
(
M
ζ -ss,S
d′,d′′ ,φ
mon
Tr(W )ζ
d′,d′′
ICMζ -ss
d′,d′′
(Q)
)∨)
.
Composing with the isomorphism
Γ : L(d
′,d′′)/2 ⊗Hc
(
M
ζ -ss,S
d′,d′′ ,φ
mon
Tr(W )ζ
d′,d′′
IC
M
ζ -ss,S
d′,d′′
(Q)
)∨
→
L(d
′,d′′)/2+(d′′,d′)/2 ⊗Hc(Mζ -ssd′ , ICζW,d′)∨ ⊗Hc(Mζ -ss,Sd′′ , ICζW,d′′)∨
we likewise deduce
Γ ◦ γ
(
Ps
(
Hc(M
ζ -ss,S
d
, ICζW,d)
∨
))
⊂
Ps
(
L(d
′,d′′)/2+(d′′,d′)/2 ⊗H(Mζ -ss,S
d′
, ICζW,d′)⊗Hc(Mζ -ss,Sd′′ , ICζW,d′′)∨
)
= Ps
(
L(d
′,d′′) ⊗Hc(Mζ -ss,Sd′ , ICζW,d′)∨ ⊠tw+ Hc(Mζ -ss,Sd′′ , ICζW,d′′)∨
)
= Ps−2(d′,d′′)
(
Hc(M
ζ -ss,S
d′
, ICζW,d′)
∨
⊠
tw
+ Hc(M
ζ -ss,S
d′′
, ICζW,d′′)
∨
)
,(95)
since Γ is obtained by taking the hypercohomology of a morphism of complexes
of monodromic mixed Hodge modules on Mζ -ssµ . The final equality (95) does not
preserve the cohomological degree, or the mixed Hodge structure. We define
E1,d′,d′′ :=
∏
a∈Q1
∏
1≤l′≤d′
s(a)
∏
1≤l′′≤d′′
t(a)
(xs(a),l′ − yt(a),l′′)
and
E0,d′,d′′ :=
∏
i∈Q0
∏
1≤l′≤d′i
∏
1≤l′′≤d′′i
(xi,l′ − yi,l′′).
Multiplication by E−11,d′,d′′E0,d′,d′′ defines a map
β∗ : H(Aζ,SW,d′)⊠tw+ H(Aζ,SW,d′′)→
(
H(Aζ,SW,d′)⊠tw+ H(Aζ,SW,d′′)
)
[L−1
d′,d′′ ].(96)
The comultiplication is defined [10, Cor.5.9] by
∆ζ,SW,d′,d′′ : H(Aζ,SW,d)→
(
H(Aζ,SW,d′)⊠tw+ H(Aζ,SW,d′′)
)
[L−1
d′,d′′ ]
∆ζ,SW,d′,d′′ :=(·E−11,d′,d′′E0,d′,d′′) ◦ Γ ◦ γ.
This comultiplication then respects cohomological degree, and lifts to a morphism
in the category of cohomologically graded monodromic mixed Hodge structures.
For a dimension vector e, we define |e| = ∑i∈Q0 ei. So, for example, Ld′,d′′ is of
cohomological degree 2|d′||d′′|. We extend the perverse filtration to the right hand
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side of (90) by setting
Ps
((
H(Aζ,SW,d′)⊠tw+ H(Aζ,SW,d′′)
)
[L−1
d′,d′′ ]
)
:=(97) ∑
n≥0
Ps+2|d′′||d′|n
((
H(Aζ,SW,d′)⊠tw+ H(Aζ,SW,d′′)
))
· L−n
d′,d′′ .
By [10, Prop.4.1], the localisation map(
H(Aζ,SW,d′)⊠tw+ H(Aζ,SW,d′′)
) f
d′,d′′−−−−→
(
H(Aζ,SW,d′)⊠tw+ H(Aζ,SW,d′′)
)
[L−1
d′,d′′ ](98)
is an inclusion, since the operation ·Ld′,d′′ is injective on the domain. By definition
(97), fd′,d′′ preserves the perverse filtration. By Lemma 5.8 multiplication by
E−11,d′,d′′ · E0,d′,d′′ induces a map
Ps
((
H(Aζ,SW,d′)⊠tw+ H(Aζ,SW,d′′)
)
[L−1
d′,d′′ ]
)
→
Ps+2(d′,d′′)
((
H(Aζ,SW,d′)⊠tw+ H(Aζ,SW,d′′)
)
[L−1
d′,d′′ ]
)
.(99)
Combining the shifts in perverse degree in (99) and (95), we deduce that
∆ζW,d′,d′′
(
Ps
(
H
(
Aζ,SW,d
)))
⊂ Ps
((
H(Aζ,SW,d′)⊠tw+ H(Aζ,SW,d′′)
)
[L−1
d′,d′′ ]
)
.
The proof of the following is essentially the original proof of the Atiyah–Bott lemma
of [2], adapted to deal with vanishing cycles and passage to the associated graded
of the perverse filtration.
Lemma 6.3. The map GrP(fd′,d′′) induced by the map (98) is injective.
Proof. We abbreviate Pi = Pi
(
H(Mζ -ss,S
d′
, ICζW,d′)⊠
tw
+ H(M
ζ -ss,S
d′′
, ICζW,d′′)
)
. It
is sufficient to show that the degree 2|d′||d′′| map GrP(·Ld′,d′′) is injective. For
then if
fd′,d′′(a) ∈

∑
r≥0
Pi+2|d′||d′′|r
(
H(Mζ -ss,S
d′
, ICζW,d′)⊠
tw
+ H(M
ζ -ss,S
d′′
, ICζW,d′′)
)
· L−r
d′,d′′


we can write a =
∑
r≤n br · L−rd′,d′′ for br ∈ Pi+2|d′||d′′|r. Then a · Lnd′,d′′ ∈
Pi+2|d′||d′′|n by Lemma 5.8, and so a ∈ Pi, by injectivity of GrP(·Ld′,d′′).
Consider the subgroup Gm ∼= T ⊂ Gd′ ×Gd′′ given by the embedding
z 7→
(
(zd
′′
i id
C
d′
i
)i∈Q0 , (z
−d′i id
C
d′′
i
)i∈Q0
)
and let Pd′,d′′ := (Gd′ ×Gd′′)/T . Note that T acts trivially on Xζ -ssd′ ×Xζ -ssd′′ and
furthermore T acts trivially on the linearization (39), so that the linearization of
the Gd′ ×Gd′′ -action lifts to a linearization of the Pd′,d′′ action. Let
p′
d′,d′′ : (X
ζ -ss
d′
×Xζ -ss
d′′
)/Pd′,d′′ →Mζ -ssd′ ×Mζ -ssd′′
be the map to the GIT quotient. Via the Cartesian square
Mζ -ss
d′
×Mζ -ss
d′′
//

pt /(Gd′ ×Gd′′)

(Xζ -ss
d′
×Xζ -ss
d′′
)/Pd′,d′′ // pt /Pd′,d′′
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we obtain the isomorphism
H
(
pζ
d′,∗IC
ζ
W,d′ ⊠ p
ζ
d′′,∗IC
ζ
W,d′′
) ∼=
H
(
p′
d′,d′′,∗φ
mon
f ICXζ -ss
d′
×Xζ -ss
d′′
/P
d′,d′′
(Q)
)
⊗HP
d′,d′′
(pt) HGd′×Gd′′ (pt)⊗ L1/2.
where f is the function induced by Tr(W )d′ ⊞Tr(W )d′′ on (X
ζ -ss
d′
×Xζ -ss
d′′
)/Pd′,d′′ .
After picking a splitting
λ : HG
d′×Gd′′ (pt)
∼= HP
d′,d′′
(pt)⊗ HT (pt)
we obtain an isomorphism
H
(
pζ
d′,∗IC
ζ
W,d′ ⊠ p
ζ
d′′,∗IC
ζ
W,d′′
) ∼= H (p′d′,d′′,∗φmonf ICXζ -ss
d′
×Xζ -ss
d′′
/P
d′,d′′
(Q)
)
⊗H(ICpt /T (Q)).
We define the filtration
Di =H
(
Mζ -ss,S
d′
×Mζ -ss,S
d′′
, ω˜!H≥i
(
p′
d′,d′′,∗φ
mon
f ICXζ -ss
d′
×Xζ -ss
d′′
/P
d′,d′′
(Q)
)
⊗H(ICpt /T (Q)
)
⊂ H
(
Mζ -ss,S
d′
×Mζ -ss,S
d′′
, ω˜!H
(
pζ
d′,∗IC
ζ
W,d′ ⊠ p
ζ
d′′,∗IC
ζ
W,d′′
))
= GrP
(
H(Aζ,SW,d′)⊠tw+ H(Aζ,SW,d′′)
)
=: B
where we have made the abbreviation
ω˜ = ω˜ζ
d′
× ω˜ζ
d′′
: Mζ -ss,S
d′
×Mζ -ss,S
d′′
→֒ Mζ -ss
d′
×Mζ -ss
d′′
.
Consider the associated graded object GrD B. Multiplication by Ld′,d′′ preserves
D degree, and so induces a map
GrD(GrP(·Ld′,d′′)) : GrD B → GrD B.
Specifically, the map is given by multiplication by the T -equivariant Euler charac-
teristic of Xd′,d′′ → Xd′ × Xd′′ , which is nonzero since the vector bundle has no
sub-bundle with trivial T -weight. It follows that GrD(GrP(·Ld′,d′′)) is injective, so
that GrP(·Ld′,d′′) is injective too.

We deduce the following proposition.
Proposition 6.4. The triple
(
GrP(H(Aζ,SW,µ)),GrP(H(∗˜ζ,SW,µ)),GrP(∆ζ,SW,µ)
)
defines
a localised bialgebra in the category τD≥,lf(MMHM(Λζµ)) in the sense of [10, Def.5.3].
6.3. Proof of Theorem C and construction of the BPS Lie algebra. We
start with a couple of technical lemmas for the proofs in this section.
Lemma 6.5. Let F ,G ∈ MMHM(X). Then f : F → G is an isomorphism if and
only if fx is an isomorphism for every closed point x ∈ X.
Proof. One implication is trivial, so we assume that fx is an isomorphism for every
x and prove that f is an isomorphism. Since the functor
forgmonX : MMHM(X)→ Perv(X)
is faithful, it suffices to prove the lemma with the category MMHM(X) replaced
by Perv(X). Write C = cone(f). Assume for a contradiction that C 6= 0. Let
i ∈ Z be the lowest number such that the constructible cohomology sheaf Hicon(C)
is nonzero, and set
R := Hicon(C)[−i].
Denote by ιx : x →֒ X the inclusion. The functor ι∗x is exact for the natural t-
structure on the derived category of constructible sheaves, and there is an isomor-
phism ι∗xC
∼= cone(fx), so the first term in the exact sequence
→ Hi−1con (ι∗xτ>iC)→ Hicon(ι∗xR)→ Hicon(ι∗xC)→ .
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is zero, as well as the last, by supposition. Then R[i] is a nonzero constructible
sheaf satisfying ι∗xR[i] = 0 for all x, a contradiction. 
Lemma 6.6. Let F ,G ∈MMHM(X), with forgmonX (F) and forgmonX (G) semisimple
perverse sheaves, and let f : F → G be a morphism between them. Then f = 0 if
and only if fx = 0 for every closed point ιx : x →֒ X.
Proof. Again, one direction is trivial, and we may assume that we are working in
Perv(X) throughout, by faithfulness of forgmonX . So assume that fx = 0 for all x.
Let {St}t∈T be the set of all simple perverse sheaves appearing in a direct sum
decomposition of F and G. Then there is a commutative diagram
⊕
t∈T St ⊗C Hom(St,F)
∼= //
⊕
t idt ⊗ft

F
f
⊕
t∈T St ⊗C Hom(St,G)
∼= // G
where idt : St → St is the identity map, and ft : Hom(St,F) → Hom(St,G) is
obtained from composition with f . Writing
St = I˜CY (L)[dim(Y )]
for Y ⊂ X a closed irreducible subvariety, and L a local system defined on Y ′ ⊂ Y
a regular open subvariety, and picking x ∈ Y ′, we deduce that ι∗x idt 6= 0, and so
ft = 0 for all t. 
With these lemmas in hand, we move back to consideration of cohomological Hall
algebras. Throughout this section we assume that ζ is µ-generic. By Proposition
4.11 there is a canonical embedding
ι = H(dim∗ ω˜ζ,!µ ΥζW,µ)
of H(BC*)vir ⊗ BPSζ,SW,µ inside GrP(H(Aζ,SW,µ)).
Proposition 6.7. The subspace ι(H(BC*)vir⊗BPSζ,SW,µ) is a primitive subspace in
GrP(H(Aζ,SW,µ)), i.e. the following composition of maps is zero:
⊕
d∈Λζµ\{0}
H(BC*)vir ⊗ BPSζ,SW,d ι−→ GrP(H(Aζ,SW,µ))
GrP(∆
ζ,S
W,µ)−−−−−−−→
⊕
d′,d′′∈Λζµ
GrP
(
(H(Aζ,SW,d′)⊠tw+ H(Aζ,SW,d′′))[L−1d′,d′′ ]
)
։
⊕
d′,d′′∈Λζµ\{0}
GrP
(
(Aζ,SW,d′ ⊠tw+ Aζ,SW,d′′)[L−1d′,d′′ ]
)
.
Proof. We need to show that for decompositions d = d′+d′′, with d′ 6= 0 6= d′′,
the image of ι(H(BC*)vir ⊗ BPSζ,SW,d) under the map
GrP(∆
ζ,S
d′,d′′) : H
(
Mζ -ss,S
d
, ω˜!
d
H
(
pζ
d,∗φ
mon
Tr(W )ζ
d
ICMζ -ss
d
))
→
(100)
(
H
(
Mζ -ss,S
d′
,H
(
pζ
d′,∗φ
mon
Tr(W )ζ
d′
ICMζ -ss
d′
))
⊠
tw
+ H
(
Mζ -ss,S
d′′
,H
(
pζ
d′′,∗φ
mon
Tr(W )ζ
d′′
ICMζ -ss
d′′
)))
[L−1
d′,d′′ ]
is zero. We assume thatMζ -st
d
6= ∅, or the statement is trivial, for then by definition
BPSζ,SW,d = 0. Denote by RΓ the derived global sections functor on Mζ -ss,Sd . In
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terms of the commutative diagram
(101)
RΓ
(
ω˜ζ,!
d
H
(
pζµ,∗φ
mon
Tr(W )ζ
d
ICMζ -ss
d
(Q)
)) GrP(γ) // RΓ (ω˜ζ,!
d
H
(
pζµ,∗sd′,d′′,∗φ
mon
Tr(W )ζ
d′,d′′
L
(d,d)/2
Mζ -ss
d′,d′′
))
RΓ
(
ω˜ζ,!
d
φmon
T r(W )ζ
d
H
(
pζµ,∗ICMζ -ss
d
(Q)
))
γ′ //
L(d,d)/2⊗RΓ(ω˜ζ,!d νd)
OO
RΓ
(
ω˜ζ,!
d
φmon
T r(W )ζ
d
H
(
pζµ,∗sd′,d′′,∗L
(d,d)/2
Mζ -ss
d′,d′′
))L
(d,d)/2⊗RΓ(ω˜ζ,!d νd′,d′′)
OO
RΓ
(
ω˜ζ,!
d
φmon
T r(W )ζ
d
ICMζ -ss
d
(Q)⊗H(BC*)vir
)ι
OO
with γ as in (93), it is sufficient to show that
GrP(γ) ◦ (L(d,d)/2 ⊗RΓ(ω˜ζ,!d νd)) ◦ ι = 0.
The maps νd and νd′,d′′ are as in Proposition 4.3. On the other hand, the map γ
′ι
is obtained by applying RΓ
(
ω˜ζ,!
d
φmon
T r(W )ζ
d
)
to a map
H(BC*)vir ⊗ ICMζ -ss
d
(Q)→ H
(
pζµ,∗sd′,d′′,∗L
(d,d)
Mζ -ss
d′,d′′
)
(102)
which preserves perverse degree, and so is necessarily zero, since for every coho-
mological degree, the domain and the target of (102) are pure complexes of mixed
Hodge modules with distinct strict support. 
Let Pζ,SW,µ ⊂ GrP(H(Aζ,SW,µ)) be the subalgebra generated by⊕
d∈Λζµ
H(BC*)vir ⊗ BPSζ,SW,d .
Since Pζ,SW,µ is generated by primitive elements of the localised Hopf algebra, it
follows from Lemma 6.3 that the localised bialgebra structure on Pζ,SW,µ lifts to
an honest cocommutative bialgebra structure. Here, cocommutativity is with re-
spect to the symmetrizing morphism τsw defined in Section 6.1. We denote by
∆
ζ,S
W,µ : Pζ,SW,µ → Pζ,SW,µ ⊠+ Pζ,SW,µ the induced coproduct.
Corollary 6.8. Assume that ζ is µ-generic. The triple(
Pζ,SW,µ,H
(
dim∗H(∗˜ζ,SW,µ)
)
,∆
ζ,S
W,µ
)
.
extends to a Hopf algebra.
Proof. All that is missing is a compatible antipode, but existence and uniqueness
of an antipode is a formal consequence of connectedness of the algebra. 
We define H(ΓζW,µ) to be the composition of maps in the following diagram
τSym⊠⊕(H(BC
*)vir ⊗ BPSζW,µ) 
 // Free⊠⊕(H(BC
*)vir ⊗ BPSζW,µ)
Free⊠⊕ (Υ
ζ
W,µ)ss❤❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤
Free⊠⊕
(
H(AζW,µ)
)
// H
(
AζW,µ
)
,
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where the upper horizontal arrow comes from the natural inclusion
τSymn⊠⊕(H(BC
*)vir⊗BPSζW,µ) ⊂
(
H(BC*)vir ⊗ BPSζW,µ
)
⊠⊕ . . .⊠⊕
(
H(BC*)vir ⊗ BPSζW,µ
)
︸ ︷︷ ︸
n times
,
the lower horizontal arrow is given by iterated relative CoHA multiplication, and
ΥζW,µ is as in (63). The relative version of Theorem C amounts to the following
theorem.
Theorem 6.9. The map H(ΓζW,µ) is an isomorphism.
Proof. It is enough to show that Ξ = Dmon
Mζ -ssµ
H(ΓζW,µ) is an isomorphism, and for
this it is enough to show that Ξ|x is an isomorphism for each x a point in Mζ -ssd ,
with d ∈ Λζµ, by Lemma 6.5. Let x represent the polystable d-dimensional CQ-
representation ⊕
i
Vi ⊗C ρi
where the ρi are pairwise distinct ζ-stable CQ-representations of slope µ, and Vi
are finite-dimensional complex vector spaces. Let Mx ⊂ Mζ -ssµ be the reduced
substack, of which the closed points represent CQ-representations that are objects
of the Serre subcategory for which the objects are all of the iterated extensions of
the representations ρi. Let Mx ⊂ Mζ -ssµ be the discrete subscheme for which the
points represent finite direct sums of the ρi. Then
Mx ∩Mζ -ss
d
⊃ (pζµ)−1(x)
andMx
d
⊂Mζ -ss
d
is a discrete set of points containing x. So Ξ|x is an isomorphism
if and only if Ξ|Mx
d
is. By Theorem A and Proposition 6.2, there is an isomorphism
of NQ0 ⊕ Z-graded vector spaces (the extra Z-factor is the cohomological grading)
(103) τSym⊠+
(
H(BC*)vir ⊗ BPSζ,xW,µ
) ∼= Hc(Mx, ICζW,µ)∨.
On the other hand, by Proposition 6.7 the subspaces
H(BC*)vir ⊗ BPSζ,xW,µ ⊂ GrP
(
Hc(M
x, ICζW,µ)
∨
)
are primitive for the induced coproduct, so they form a Lie algebra under the com-
mutator Lie bracket. Letting g be the space of primitives for GrP
(
Hc(M
x, ICζW,µ)
∨
)
,
and letting U(g) be the universal enveloping algebra of g,then by the Milnor–Moore
theorem, there is an isomorphism
U(g) ∼= GrP
(
Hc(M
x, ICζW,µ)
∨
)
.
Setting υ = H(dim∗ ω˜!µH(ΓW,µ)) there is a commutative diagram
τSym⊠+
(
H(BC*)vir ⊗ BPSζ,xW,µ
)
 _

∼= //
υ
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
U
(
H(BC*)vir ⊗ BPSζ,xW,µ
)

τSym⊠+ (g)
∼= // GrP
(
Hc(M
x, ICζW,µ)
∨
)
where the top and bottom horizontal arrows are the PBW isomorphism and the
Milnor–Moore isomorphism, respectively. It follows that υ is injective, and hence an
isomorphism, since the domain and the codomain have the same graded dimensions,
by (103). The dual of the restriction of this map to the degree d piece is Ξ|Mx
d
,
which is thus an isomorphism, as required. 
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We construct the map
H(Γζ,SW,µ) :
τSym⊠+
(
H(BC*)vir ⊗ BPSζ,SW,µ
)
→ H
(
Aζ,SW,µ
)
in the same way as H(ΓζW,µ), using Corollary 5.9 instead of Corollary 4.11. Then
this map preserves the perverse filtration, and
GrP
(
H(Γζ,SW,µ)
)
= H(dim∗ ω˜ζ,!µ H(ΓζW,µ))
is an isomorphism, so that H(Γζ,SW,µ) is at least an injection. The domain and target
of this map are graded vector spaces of the same dimension (finite in every graded
degree) by Theorem A. It follows that H(Γζ,SW,µ) is an isomorphism. This completes
all but the free commutativity statements of Theorem C, which we now deduce as
a corollary.
Corollary 6.10. The (twisted) relative cohomological Hall algebra H(Aζ,SW,µ) is a
free commutative algebra (for the symmetrizing morphism τsw), as is the algebra
GrP
(
H(Aζ,SW,µ)
)
, and so the twisted algebra GrP
(
H(ψAζ,SW,µ)
)
is a free supercom-
mutative algebra (for the usual symmetrizing morphism sw).
Proof. The result regarding the relative cohomological Hall algebra follows from
Theorem 6.9 and the claim that H(AζW,µ) is commutative. This claim in turn can
be checked at fibres as in the proof of Theorem 6.9, this time using Lemma 6.6,
and so it is sufficient to prove commutativity for GrP
(
H(Aζ,SW,µ)
)
(as in the same
proof). Let P ⊂ K = GrP
(
H(Aζ,SW,µ)
)
be the subspace of primitives. Then the
algebra generated by P is a cocommutative sub bialgebra of K, and so there is a
chain of inclusions
τSym
(
H(BC*)vir ⊗ BPSζ,SW,µ
)
⊂ τSym(P) ⊂ K
where the first inclusion is given by Proposition 6.7 and the second by the Milnor–
Moore theorem. Since by Theorem A the first and last graded vector spaces have the
same graded dimensions, all of the inclusions are equalities, and in particular P =
BPSζ,SW,µ⊗H(BC*)vir, and K is the universal enveloping algebra of P , considered
as a Lie sub-algebra of K. On the other hand, the Lie bracket on P is zero, since
it respects the perverse grading, and P is concentrated entirely in odd perverse
degree. The statement regarding the ψ-twisted algebra then follows. 
Finally, we are in a position to define the BPS Lie algebra:
Corollary 6.11. Let ψ be as in (16). The subspace
L1/2 ⊗ BPSζ,SW,µ = P≤1
(
H(Aζ,SW,µ)
)
⊂ H(Aζ,SW,µ)
is closed under the commutator Lie bracket in H(ψAζ,SW,µ), and so carries the struc-
ture of a Lie algebra, called the BPS Lie algebra.
The proof is an immediate consequence of Corollary 6.10, as explained in Section
1.7.
6.4. Proof of Theorem D. We finish by proving Theorem D. Fix a generic sta-
bility condition ζ. By Corollary 4.11 there are canonical split inclusions
H(BC*)vir ⊗ BPSζW,µ → H
(
pζµ,∗IC
ζ
W,µ
)
COHAS AND QUANTUM ENVELOPING ALGEBRAS 61
giving rise to canonical split inclusions H(BC*)vir⊗qζµ,∗BPSζW,µ → qζµ,∗H
(
pζµ,∗IC
ζ
W,µ
)
and thus split inclusions
ι′µ : H(BC
*)vir ⊗ qζµ,∗BPSζW,µ →֒ H
(
qζµ,∗p
ζ
µ,∗IC
ζ
W,µ
)
by the decomposition theorem and properness of qζµ. Via the proof of Theorem 4.12
we can pick a right inverse ηµ,∗ to the restriction map in cohomology
η∗µ : H (pµ,∗ICW,µ)→ H
(
qζµ,∗p
ζ
µ,∗IC
ζ
W,µ
)
for each µ. We set
ιµ = ηµ,∗ι
′
µ : H(BC
*)vir ⊗ qζµ,∗BPSζW,µ → H (pµ,∗ICW,µ) .
Theorem 6.12. Let ζ be a generic stability condition, and consider the morphism
(104)
⊠
tw
⊕,∞
µ−→−∞
(
(τ)Sym⊠⊕
(
H(BC*)vir ⊗ qζµ,∗BPSζW,µ
)) (¬ψ)H(∗˜W )−−−−−−−→ H (p∗ICW )
induced by the inclusions ιµ and the Hall algebra structure on H((ψ)AW ), where the
bracketed superscripts indicate that if we are not taking the symmetrizing morphism
τtw to define the functor τSym⊠⊕ , then we take the ψ-twisted multiplication, for
ψ a bilinear form as in (16). Then (104) is an isomorphism.
Proof. We consider dual compactly supported cohomology, to match Theorem 4.12.
In addition, we will assume thatW = 0 to ease the notation a little — applying the
vanishing cycles functor to all of our arguments yields the general case by Lemma
5.3.
Let d ∈ HNd be a Harder–Narasimhan type. Extending the notation Md′,d′′ ,
we let M
d
be the stack of all d-dimensional modules equipped with a filtration by
submodules with the dimensions of successive subquotients given by d. We define
s
d
: M
d
→Md
to be the map of stacks given by forgetting the filtration. In common with the map
sd′,d′′ of diagram (77), which corresponds to the special case d = (d
′,d′′), the map
s
d
factors as a proper surjection and a closed inclusion, and is therefore proper.
The Harder–Narasimhan type of the underlying d-dimensional module of a fil-
tered module parametrised by a point of M
d
need not be d. On the other hand, by
the proof of [37, Prop.3.7], the proper map s
d
factors through the closed inclusion
of stacks
i≤d : M
ζ
≤d
→֒Md.
By abuse of notation, for each dimension vector d we continue to denote by ηd,∗
the right inverse to the map
DmonM H (pd,!ICMd(Q))→ DmonM H
(
qζ
d,!p
ζ
d,!ICMζ -ss
d
(Q)
)
defined by the map already denoted ηd,∗. Given a stack N
r−→ Md over Md, we
denote by P(N) = DmonMd H(r!QN) the induced complex of mixed Hodge modules
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on Md. Consider the commutative diagram
Mζ
≤d
i≤d
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
Mζ
d
rζ
d

β
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧ γ //M
d
α
OO
s
d
//
r
d

Md
Mζ -ss
d1
× . . .×Mζ -ss
ds
δ //Md1 × . . .×Mds
where the map α exists due to the comments above.
We consider the diagram of complexes of mixed Hodge modules
P(Mζ
≤d
)
β∗
ss❤❤❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
i≤d,∗
))❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
P(Mζ
d
)
β∗
22
rζ
d,∗
∼=

γ∗
11 P(M
d
)
α∗
OO
γ∗oo
s
d,∗
//
r
d,∗ ∼=

P(Md)
L(d,d) ⊗ P(Mζ -ss
d1
× . . .×Mζ -ss
ds
)
δ∗
// L
(d,d) ⊗ P(Md1 × . . .×Mds)δ
∗
oo
with (d,d) defined as in (73). The map δ∗ := L
(d,d) ⊗ (⊕∗(ηd1,∗ ⊠ . . .⊠ ηds,∗)) is
a right inverse to the natural restriction map δ∗. Then we define
γ∗ := r
−1
d,∗
δ∗r
ζ
d,∗
,
a right inverse to γ∗. Then set β∗ := α∗γ∗. It can easily be verified that γ
∗ = β∗α∗,
and so β∗ is a right inverse to β
∗.
The map ηd1,∗(H(Aζd1)) ⊠tw⊕ . . . ⊠tw⊕ ηds,∗(H(Aζd1)) → H(Ad) has image in the
piece L(d,d)/2⊗P(Mζ
≤d
) of the filtration ofH(p∗IC0) by Harder–Narasimhan types.
By the commutativity of the above diagram, the resulting map
γ∗
(
ηd1,∗(H(Aζd1))⊠tw⊕ . . .⊠tw⊕ ηds,∗(H(Aζd1))
)
→ L(d,d)/2 ⊗ β∗P(Mζ
≤d
)
is an isomorphism. Filtering the domain and the target of the map
Ψ: ⊠tw
⊕,∞
µ−→−∞
(
ηµ,∗(H(Aζµ))
)→ H(A)
by the filtration indexed by the Harder–Narasimhan filtration, it follows that the
associated graded morphism is an isomorphism between pure complexes of mixed
Hodge modules, and hence Ψ is an injection, and so an isomorphism, since by
Theorem B the domain and image are isomorphic.
Since η∗µ is a morphism of monoids, the diagram
η∗µ
(τ)Sym⊠⊕
(
ηµ,∗BPSζµ ⊗H(BC*)vir
)
∼=

// η∗µH((¬ψ)Aµ)
∼=

(τ)Sym⊠⊕
(
BPSζµ ⊗H(BC*)vir
)
// H((¬ψ)Aζµ)
commutes, with the horizontal maps defined via the relative multiplications on
H((ψ)Aµ) and H((ψ)Aζµ) respectively. We deduce as above that the theorem is
true after passing to the associated graded with respect to the Harder–Narasimhan
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filtration, and so is injective, and hence an isomorphism since the domain and target
are isomorphic pure monodromic mixed Hodge modules by Theorems A and B. 
Corollary 6.13. For a generic stability condition ζ there exist embeddings BPSζ,SW,µ⊗H(BC*)vir ⊂
H((ψ)AW ) such that the induced morphism
⊠
tw
⊕,∞
µ−→−∞
(
(τ)Sym⊠+
(
BPSζ,SW,µ⊗H(BC*)vir
)) (¬ψ)H(∗˜W )−−−−−−−→ H(ASW )
is an isomorphism.
The meaning of the bracketed superscripts is as in Theorem 6.12.
Proof. By Theorem 6.12 and Proposition 5.7, the corollary is true after replacing
H(ASW ) with the perverse associated graded GrP(H(ASW )) = Hc(MS , dim!H(p∗ICW )).
Then for any lift of the embedding BPSζ,SW,µ⊗H(BC*)vir ⊂ GrP(H(ASW )) to an em-
bedding BPSζ,SW,µ⊗H(BC*)vir ⊂ H(ASW ), the result follows. 
References
[1] The Stacks Project. http://stacks.math.columbia.edu/.
[2] M. Atiyah and R. Bott. The Yang-Mills equations over Riemann surfaces. Philos. Trans. Roy.
Soc. London, 308:523–615, 1983.
[3] A. Beilinson, J. Bernstein, and P. Deligne. Faisceaux pervers. Aste´risque, 100, 1983.
[4] J. Bernstein and V. Lunts. Equivariant Sheaves and Functors, volume 1578. Springer, 1994.
[5] C. Brav, V. Bussi, D. Dupont, D. Joyce, and B. Szendro˝i. Symmetries and stabilization
for sheaves of vanishing cycles. J. Singul., 11:85–151, 2015. With an appendix by Jo¨rg
Schu¨rmann.
[6] T. Bridgeland. Stability conditions on triangulated categories. Annals of Math., 166:317–345,
2007.
[7] James Carlson. Extensions of mixed hodge structures. Journe´es de ge´ome´trie alge´brique
d’Angers, pages 107–128, 1979.
[8] C. Chevalley. Anneaux de Chow et applications. Secre´tariat mathe´matique, 1958.
[9] B. Davison. Purity of critical cohomology and Kac’s conjecture. 2013. axXiv:1311.6989.
[10] B. Davison. The critical CoHA of a quiver with potential. The Quarterly Journal of Mathe-
matics, 68(2):635–703, 2017.
[11] B. Davison. Positivity for quantum cluster algebras. Annals of Math., 187(1):157–219, 2018.
[12] B. Davison, D. Maulik, J. Schu¨rmann, and B. Szendro˝i. Purity for graded potentials and
quantum cluster positivity. Compos. Math., 151(10):1913–1944, 2015.
[13] B. Davison and S. Meinhardt. Donaldson-Thomas theory for categories of homological di-
mension one with potential. 2015. arXiv:1512.08898.
[14] MAA. de Cataldo, T. Hausel, and L. Migliorini. Topology of Hitchin systems and Hodge
theory of character varieties: the case A1. Annals of Math., 175(3):1329–1407, 2012.
[15] D. Edidin and W. Graham. Equivariant intersection theory (With an appendix by Angelo
Vistoli: The Chow ring of M2). Invent. Math., 131(3):595–634, 1998.
[16] A. Efimov. Cohomological Hall algebra of a symmetric quiver. Comp. Math., 148, no. 4:1133–
1146, 2012.
[17] H. Franzen and M. Reineke. Semi-Stable Chow–Hall Algebras of Quivers and Quantized
Donaldson–Thomas Invariants. arXiv preprint arXiv:1512.03748, 2015.
[18] J. A. Harvey and G. Moore. On the algebras of BPS states. 197:489–519, 10 1998.
[19] T. Hausel, E. Letellier, and F. Rodriguez-Villegas. Positivity for Kac polynomials and DT-
invariants of quivers. Annals of Math., 177:1147–1168, 2013.
[20] D. Joyce. Configurations in abelian categories. I. Basic properties and moduli stacks. Adv.
Math., 203:194–255, 2006. math.AG/0312190.
[21] D. Joyce. Configurations in abelian categories. II. Ringel–Hall algebras. Adv. Math., 210:635–
706, 2007. math.AG/0503029.
[22] D. Joyce. Configurations in abelian categories. III. Stability conditions and identities. Adv.
Math., 215:153–219, 2007. math.AG/0410267.
[23] D. Joyce. Motivic invariants of Artin stacks and ‘stack functions’. Quarterly Journal of Math-
ematics, 58, 2007. math.AG/0509722.
[24] D. Joyce. Configurations in abelian categories. IV. Invariants and changing stability condi-
tions. Adv. Math., 217:125–204, 2008. math.AG/0503029.
64 BEN DAVISON AND SVEN MEINHARDT
[25] D. Joyce and Y. Song. A theory of generalized Donaldson–Thomas invariants. Mem. Amer.
Math. Soc., 217(1020), 2012. math.AG/08105645.
[26] M. Kashiwara and P. Schapira. Sheaves on manifolds, volume 292 of Grundlehren der Math-
ematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-
Verlag, Berlin, 1990.
[27] A. D. King. Moduli of representations of finite-dimensional algebras. Quart. J. Math. Oxford
Ser., (2) 45, no. 180, 1994.
[28] M. Kontsevich and Y. Soibelman. Stability structures, motive Donaldson–Thomas invariants
and cluster transformations. 2008. math.AG/08112435.
[29] M. Kontsevich and Y. Soibelman. Motivic Donaldson–Thomas invariants: summary of results.
In Mirror symmetry and tropical geometry, volume 527 of Contemp. Math., pages 55–89.
Amer. Math. Soc., Providence, RI, 2010.
[30] M. Kontsevich and Y. Soibelman. Cohomological Hall algebra, exponential Hodge struc-
tures and motivic Donaldson–Thomas invariants. Commun. Number Theory Phys., 5, 2011.
arXiv:1006.2706.
[31] S. Kulikov. Mixed Hodge structures and singularities, volume 132. Cambridge University
Press, 1998.
[32] D. Massey. The Sebastiani–Thom isomorphism in the Derived Category. Comp. Math.,
125(3):353–362, 2001.
[33] D. Massey. Natural commuting of vanishing cycles and the Verdier dual. Pac. J. Math.,
284(2):431–437, 2016.
[34] L. Maxim, M. Saito, and J. Schu¨rmann. Symmetric products of mixed Hodge modules. Jour-
nal de mathe´matiques pures et applique´es, 96(5):462–483, 2011.
[35] S. Meinhardt and M. Reineke. Donaldson–Thomas invariants versus intersection cohomology
of quiver moduli. 2014. arXiv:1411.4062.
[36] D. Mumford, J. Fogarty, and F. Kirwan. Geometric invariant theory, volume 34. Springer
Science & Business Media, 1994.
[37] M. Reineke. The Harder-Narasimhan system in quantum groups and cohomology of quiver
moduli. Invent. Math., 152(2):349–368, 2003.
[38] R. Rima´nyi. On the cohomological Hall algebra of Dynkin quivers. arXiv preprint
arXiv:1303.3399, 2013.
[39] M. Saito. Thom–Sebastiani Theorem for Hodge Modules. preprint 2010.
[40] M. Saito. Modules de Hodge polarisables. Publications of the Research Institute for Mathe-
matical Sciences, 24(6):849–995, 1988.
[41] M. Saito. Duality for vanishing cycle functors. Publications of the Research Institute for
Mathematical Sciences, 25(6):889–921, 1989.
[42] M. Saito. Introduction to mixed Hodge modules. Aste´risque, 179-180:145–162, 1989.
[43] M. Saito. Mixed Hodge modules and admissible variations. CR Acad. Sci. Paris, 309(6):351–
356, 1989.
[44] M. Saito. Mixed Hodge modules. Publ. Res. Inst. Math., 26:221–333, 1990.
[45] J. Scherk and J. Steenbrink. On the mixed Hodge structure on the cohomology of the Milnor
fibre. Mathematische Annalen, 271(4):641–665, 1985.
[46] J. Steenbrink and S. Zucker. Variation of mixed Hodge structure. I. Invent. Math., 80(3):489–
542, 1985.
[47] R.P. Thomas. A holomorphic casson invariant for Calabi–Yau 3-folds, and bundles on K3
fibrations. J. Diff. Geom., 54:367–438, 2000. math.AG/9806111.
[48] Y. Toda. Moduli stacks of semistable sheaves and representations of Ext-quivers. 2017.
arXiv:1710.01841.
[49] B. Totaro. The chow ring of a classifying space. In Proceedings of Symposia in Pure Math-
ematics, volume 67, pages 249–284. Providence, RI; American Mathematical Society; 1998,
1999.
B. Davison: School of Mathematics, University of Edinburgh, James Clerk
Maxwell Building, Peter Guthrie Tait Road, King’s Buildings, Edinburgh EH9
3FD, United Kingdom
E-mail address: ben.davison@ed.ac.uk
S. Meinhardt: School of Mathematics and Statistics, Hicks Building, Hounsfield
Road, Sheffield S3 7RH, United Kingdom
E-mail address: s.meinhardt@shef.ac.uk
