The algorithm for estimating both the recombination fraction between a marker gene and a locus affecting a quantitative trait, and also the means and variances of the QTL genotypes, is extended to backcross and doubled haploid populations. The simulation experiments show that estimates of these parameters can be obtained with acceptable accuracy and results are compared with those obtained using F2 populations studied previously (Luo & Kearsey, 1989).
Introduction
Since the publication of the paper by Botstein et al. (1980) , we have witnessed growing interest in the use of molecular genetic markers to locate unknown genes, particularly those genetic factors associated with quantitative variation. These approaches are all developed from a variety of methods examined by biometric geneticists in the last 40 years.
Three aspects of the use of markers have attracted the interest of biometricians and geneticists. Firstly, the detection of polygenes (or QTLs) with associated developments of statistical approaches appropriate to various breeding experiments (Thoday, 1961; Jayakar, 1970; Hill, 1975; Lander & Botstein, 1989 and Luo, 1989) ; secondly, measurement of the statistical power of different experimental designs for polygene detection (McMillan & Robertson, 1974; Soller & Brody, 1976; Soller & Genizi, 1978; Luo & Kearsey, 1989) ; finally, estimation of linkage between a given marker gene and a putative QTL. Jayakar (1970) developed formulae to estimate marker-QTL recombination fractions in two different designs for use in studying natural populations, but they were unrealistic in practice through lack of appropriate estimates of environmental *present address: Department of Zoology, University of Edinburgh, West Mains Road, Edinburgh EH9 3JT, UK. 117 variance. Weller (1986) applied maximum likelihood techniques to the analysis of the F2 generation of a cross between two inbred lines in order to estimate not only the recombination fraction between a marker locus and a QTL but also the nature and size of the effect. Because the numerical algorithm employed by Weller to search the likelihood surface was based on an unreasonable assumption, i.e. the parameters to be estimated in the likelihood function were independent of each other, his algorithm could not confirm that the estimates obtained were, in fact, the maximum likelihood estimates. In an attempt to overcome this problem we described, in a previous paper (Luo & Kearsey, 1989) , a maximum likelihood approach for estimating the recombination fraction in a segregating population (F2) between a marker gene and a QTL as well as estimating the means and variances of the three genotypes of the QTL. In this paper, we extend the algorithm to two other experimental designs, i.e. backcrosses and doubled haploids.
Theoretical approach
We consider a breeding programme starting with two inbred lines, one of which is homozygous for the alleles M1 and 01 for the marker and QTL respectively, while the other is homozygous for the alleles M2 and Q2• The marker alleles are assumed to be co-dominant, and the recombination fraction between the two loci is denoted by r. for the doubled haploids. The composite distribution densities of the relevant marker classes can be written as (Hasselblad, 1966; Day, 1969) 
for the backcross design; and as
for the doubled haploids, where 
When these estimates of the means (p,) and variances (o,) obtained from equations (7) or from (8) are incorporated into the log likelihood functions (6a) and (6b) for these two designs, respectively, then these functions will involve only one unknown parameter, the recombination fraction r. Searching these functions numerically for their maximum values with respect to i will yield the maximum likelihood estimates of r for each design. Since the means and variances of the quantitative trait have been expressed as the monotomc func- (6b) tions about r, according to the invariant property of the maximum likelihood estimator (Mood et al., 1974) , i.e.
jf 0 is the maximum likelihood estimate of 0 in the distribution density f(x1; 0) and r() is a transformation of the parameter space ®, then a maximum likelihood estimate of v (0) is r(0). Thus formulae (7) and (8) to approximate the environmental variances for the two populations respectively, where N represents the total experimental size of backcross design but represents the number of families for the doubled haploids.
In the last section, it has been demonstrated that the likelihood functions [LB(r) or L0(r)} involve only one unknown parameter r. This greatly simplifies the algorithm to search the likelihood surface for the relevant maximum likelihood estimates. In our previous paper (Luo & Kearsey, 1989) , an iterative '8b algorithm was described to obtain the estimates from F2 populations. The same numerical algorithm will be employed here. between a marker locus and a QTL and to work out the required maximum likelihood estimates folowing the algorithms described in the previous discussion.
The principle of the simulation of genetic behaviour of the marker-QTL linkage is described in detail elsewhere (Luo, 1989; Luo & Kearsey, 1989 ).
All possible combinations of three recombination fractions between the marker gene and the QTL (r=0.15, 0.25, 0.35), two narrow heritabilities (h=0.1, 0.5) and three dominance ratios (dr=0.0, 0.5, 1.0) for the QTL (these genetic parameters are defined by using an F2 population as a standard) were simulated for both designs with fixed size of 500 while each of the 500 doubled haploid families has a size of 5. These are the same parameter combinations used for the F2 generation by Luo & Kearsey (1989) .
Results
The maximum likelihood estimates of the recombination fraction between the marker locus and the QTL and the corresponding standard errors, given a sample size of 500, are recorded in Table 2 for the doubled haploid population and in Table 3 for the backcross generation. The maximum likelihood estimates of the means of the two possible genotypes at the QTL can be found, together with their standard errors, in Tables 4 and 5 for the doubled haploids and the backcross generation, respectively. The maximum likelihood estimates of the environmental variances and their standard errors for the two designs are given in Table 6 .
It is clear from Table 2 that there is no significant difference between the maximum likelihood estimates of the recombination fraction obtained from the data of means of doubled haploid families and their true values. The standard errors of these estimates consistently decrease as the heritability of the QTL increases, but neither the dominance ratio of the QTL nor the true values of the estimated parameter has any obvious influence on the estimates or their standard errors. Table 3 shows that the recombination fractions can also be estimated adequately by use of the backcross data. However, when the heritability is low, these fractions are slightly underestimated at its true value of 0.15 but are slightly overestimated when the true value is equal to or higher than 0.25. The standard errors of Table 2 The maximum likelihood estimates of the recombination fraction between the marker and QTL, where h and dr represent narrow heritability and dominance ratio of the QTL respectively (doubled haploid families) h dr Table 3 The maximum likelihood estimates of the recombinatiori fraction between the marker and QTL, where h and dr represent narrow heritability and dominance ratio of the QTL respectively (backcross generation) h dr trait has a high heritability (h = 0.5). Moreover, these means can also be estimated with a moderate heritability (h=0.1). The effect of the level of dominance of the increasing allele at the QTL on the accuracy of these estimates differs in the two designs. As can be seen from Tables 4 and 5 , increasing dominance makes the expected values of Mu and P22 more alike but Pu and /212 more unlike. The effect of dominance on the doubled haploids is an artefact of the model since, with fixed phenotypic variance and heritability, increasing dominance effectively reduces additivity. As a result, with dominance the means are estimated less well in the doubled haploids but better with the backcrosses. The reverse is true with no dominance. The standard errors of the estimates also decline with increasing heritability for both designs.
The maximum likelihood estimates of the environmental variance, a2, do not differ significantly from their true values in the doubled haploid families and only one of the 18 situations simulated in the backcross design.
In terms of their abilities to provide accurate estimates of marker-QTL linkage, aS well as the phenotypic means and variances of the QTL genotypes, neither of the two designs is consistantly superior to the other over all possible genetic backgrounds of the QTL. The above results do, however, suggest that at low heritabilities the doubled haploid families would be more powerful than the backcross design when the dominance ratio is low.
Discussion
This paper has concentrated on the use of maximum likelihood techniques to estimate the marker-QTL recombination fraction and the relevant genetic and environmental effects of the QTL. The results obtained from the simulation experiments with 20 replications of each of 18 different combinations of genetic parameters indicate that recombination fractions could be well estimated using these designs. In fact, none of the estimates differed significantly from their expected values for all combinations of genetic parameters considered with experimental size of 500. However, some significantly biased estimates were observed in the F2 generation design for both the heritabilities simulated (Luo & Kearsey, 1989) .
Accurate estimates of the means and variances of the two QTL genotypes were regularly found from both the designs and the frequency of significantly biased estimates was again lower than that in the F2 experiments. The maximum likelihood estimates of the environmental variances associated with the QTL were rarely observed to be different from their actual values in the simulated backcross and doubled haploid experiments, while biased estimates for this parameter were commonly observed in the simulated F2.
The estimation problem, discussed here and in our previous work, is statistically equivalent to resolving a single mixed normal distribution into a few component distributions with common variance. As we have noted in the previous discussion, if the putative QTL is linked with the co-dominant marker gene, the phenotypic distribution of the quantitative trait in each marker class will be an unequal component mixture of two component normal distributions for the backcross and doubled haploids, but of three component normal distributions for the F2 population. The power of any algorithm leading to a solution to the relevant parameters of a composite distribution depends on the absolute difference between the means of the component distribution for a fixed common variance. For a given heritability, it is obvious that the absolute difference between the means of the homozygous and heterozygous genotypes (e.g. two of the three component distributions) at the QTL in the F2 generation is much less than that between the two means of the two possible genotypes (e.g. two component distributions) at the same QTL in either the backcross or the doubled haploid family designs. This would explain why the latter two designs always exhibit higher efficiency in producing the relevant estimates than the F2 generation design. In the present studies, the heritability of the quantitative trait plays an important role in determining the mean difference and variance of the component distributions, i.e. the higher the heritability the larger the difference between the means, the smaller the variance and therefore the more efficient the algorithm. Furthermore, it is interesting to note that the marker-QTL linkage estimates obtained from the F2 generation regularly have smaller standard errors than those yielded by the other two designs; i.e. the F2 data supply more information about linkage for a fixed experimental size (Mather, 1936; 1938) .
So far, there have been three basic approaches developed respectively by Hasselbiad (1966) , Bhattacharya (1967) and Cohen (1967) to carry out dissection of mixed distributions. As a specific genetic application to the problem of separating the mixed distributions, the algorithms developed in the present studies have used the genetic characteristics to provide useful information. This has effectively simplified the estimation procedure and in turn increased the efficiency of the algorithm. Firstly, the proportions of the component distributions were completely determined by the recombination fraction between the marker gene and the linked QTL. Secondly, if the phenotypic means and variances of the recombinant genotypes, estimated from the experimental sample, were used as unbiased estimates of the corresponding population parameters of the composite distributions, then the means and variances of the relevant genotypes at the QTL were uniquely determined by the recombination fraction and these estimates. This results in the maximum likelihood function involving only one unknown parameter, i.e. the recombination fraction. The maximum likelihood estimates of the remaining parameters, including the means and environmental variances of the relevant QTL genotypes, could easily be obtained directly from their functional relationships to the means and variances of the marker genotypes, thus avoiding use of the complicated iterative algorithm suggested by previous authors. In fact, the present algorithms obviously show higher efficiency than the general methods. Hasselbiad (1966) claimed that it was extremely difficult to dissect three subdistributions by use of his maximum likelihood algorithm, which was considered by Tan & Chang (1972) to be the best of the three approaches mentioned before, when the means were separated by less than 2 standard deviation units even with an experimental size of 1,000. However, using the algorithms developed in this and our previous paper (Luo & Kearsey, 1989) , the component distributions were regularly wellestimated even though the means were separated by much less than one standard deviation, for example h 0.1 with an experimental size of 500.
In the previous discussion, we have assumed normality of the distributions of the phenotypes among the marker groups. This assumption is at odds with the fact that incomplete linkage between the marker and the QTL will result in skewness in these marker groups. This assumption may be a source of bias in the estimates of the basic parameters.
