We discuss Bayesian analyses of traditional normal-mixture models for classification and discrimination. The development involves application of an iterative resampling approach to Monte Carlo inference, commonly called Gibbs sampling, and demonstrates routine application. We stress the benefits of exact analyses over traditional classification and discrimination techniques, including the ease with which such analyses may be performed in a quite general setting, with possibly several normal-mixture components having different covariance matrices, the computation of exact posterior classification probabilities for observed data and for future cases to be classified, and posterior distributions for these probabilities that allow for assessment of second-level uncertainties in classification. 
INTRODUCTION
Binder (1978) describes a general class of normal-mixture models, and discusses some ingredients of Bayesian approaches to classification, clustering, and discrimination using such models. Hartigan (1975 Zi). Additionally, (z1jO) are conditionally independent with P(zj il0) = Oi. We are concerned with problems of inference about the model parameters Trr, the classification quantities zj, and the classification of future cases. Inferences will be based on observing a sample of the yj with, typically, only a fraction of the corresponding classification quantities zj observed. Here we specify a class of prior distributions and detail some structure of the resulting posteriors.
We generalize Binder (1978, Section 3.3) in defining a conditionally conjugate prior for rr. We assume (Iii, Zi) to be mutually independent over groups i Consider now a set of observations y = (yj; j -1,..., n) for some integer n, writing z = (zj; j 1 ..., n). Under the specified model, the joint distribution of (y, z, Trr) has the following component conditional distributions.
(1) p(li, I y, z, 0). Fixing z implies the data are classified as k independent normal samples, and the analysis is standard, as in De Groot (1970, Section 9.10). Prior independence leads to posterior independence of the (tFi, 1i) over groups i, with normal-inverse Wishart posteriors defined as follows. Let Gi -{lzj = i}, the index set for observations in group i, and gi -#Gi, so that n gi + + gk. For each group, the sufficient statistics are the mean vectorsi -giyj, and the matrices of sums of squares and cross-products Si = (yj -Yi)(yj -,i)T, where each sum is over j E Gi. and we will process these two datasets sequentially, (y(T), Z(T)) followed by y(u). We will then proceed to inference about the model parameters it and the classification quantities z(U)(zj; j = t + 1 ..., t + u) and also to predictive classification of future cases.
Consider first processing the training sample. The prior is conjugate and the analysis is standard, since the data are perfectly classified into normal components, the quantities is just that of the prior, with the defining parameters appropriately updated.
Consider now the unclassified sample Y(u). We know that (y(u),z(u)) is conditionally independent of (Y(T),Z(T)) given the parameters 'r, and so points (1) 
., t + u. These are easily computed via P(zj = il z(T),(T), yj) o P(zj = iIy(T),z(T))p(y y(T), z(T), Z = i). The first term here is just E(0ilY(T), z()), the ith element of the mean vector of the Dirichlet posterior p(0 IY(T), (T)), from point (2) above. The second term is just the value at yj of the density of the multivariate T-distribution for predicting new cases in group i
The first term here is simply approximated, using (1), as P(z1 = ilD) = E (OiID) N-' E (OilD,z(u)(r)), the sum over r = 1,...,N, of course. The second term is evaluated as in (iii). Figure 3(d) , for example, the four regions from dark to white are where P(zf = 31y(rT), z(T), yf) > 0.9, 0.5 < P(zf = 3|y(T), z(T), yf) < 0.9, 0.05 < P(zf = 3y(rT), z(), yf) < 0.5, and P(zf = 3y(T), z(T), yf) < 0.05, respectively. The probability on component i naturally decreases as we move away from the region of the mode of p(yf Y(rT), z(T), zf = i). One point of interest, however, which is quite general, is that this probability again increases eventually in some directions. For example, P(zf = 1 ly(T), z(T), yf) decreases as yf moves away from the mode near (2, 4)T, but eventually increases again as yf moves either northwest or southeast. Generally, once we are removed from the central region where the component densities vary, as displayed, the component T-density that is most diffuse in any direction will eventually dominate.
In connection with classification and discrimination in points (ii) and (v), note that
So far the computations are standard, analytically derived. Now consider further, unclassified data. Figure l(b) displays a further set y(u) 
