ABSTRACT
INTRODUCTION
With the emergence of gene expression microarray technology, a unique and very powerful instrument has been introduced to bioscientists. Suddenly the expression of thousands of genes can be simultaneously captured in space and time. Such snapshots of expression patterns for * To whom correspondence should be addressed. † Both authors contributed equally to this manuscript. a large gene library or yet a whole genome can provide a synopsis of metabolic events in a specific cytological sample (Bittner et al., 2000; Eisen et al., 1998; Golub et al., 1999; Perou et al., 2000; Ross et al., 2000) . At the same time they can also provide more elementary information about the behavior of single genes. This duality makes microarray technology an exciting tool to the field of Functional Genomics. Scientists, however, are also facing substantial challenges in analyzing the overwhelming amount of projected data. Data acquisition as well as data analysis generally require many interdependent steps, each in itself representing a multi-dimensional optimization problem (Bozinov, 2001) . Insufficient processing at any phase during a series of analyses can impair or even jeopardize an entire experiment. Hence, all subsequent processing steps depend heavily on the reliability and especially the validity of the previous data manipulation. In particular, the accuracy of intensity assessment for gene spots hybridized with two samples that have been labeled with Cy3 and Cy5, respectively, has the highest impact on the final results of any inference of microarray studies. Technical errors, which are introduced during initial measurements of gene expression, are hard and often impossible to compensate for at a later stage. Therefore it is critical to capture the information that is embedded in two TIFF images containing the excitation over gene spots at 532 and 635 nm as accurately as possible in their corresponding expression value. Any method that claims to generate representative expression values for gene spots must resolve many obstacles in successful image analysis endeavors. A new and presumably superior method has to be robust whenever the potential for erroneous measurement due to artifacts, less but perfect printing or poor hybridization does exist. The generated intensity values must reflect the actual expression as precisely as possible. An unsupervised approach where no arbitrary cutoffs are necessary to distinguish between c Oxford University Press 2002 foreground and background is desirable. Furthermore, this method should be feasible for complete automation in high-throughput tasks. Lastly, such a method should be dynamic and flexible enough to adapt to known as well as unforeseen problems in spots satisfactorily. A new technique for image analysis that accomplishes all of the above criteria and also performs effectively in real world applications would qualify as a new standard technique for microarray image analysis. In this paper we address these objectives by proposing a sophisticated and intriguingly intuitive means of extracting representative quantifiers for conventional as well as poor gene spots. Herein we will concentrate on the criteria by which pixels within a target area can be categorized as foreground ( f ) or background (b). This information is then used to extract the optimal value for red and green intensities and the R/G ratio of a spot. In the next section we will describe a novel concept for improved assessment of gene expression spots and discuss its implementation in two algorithmic ways. We will illustrate the advantages of this procedure by examining application results using a variety of real microarray spots of diverse levels of quality to demonstrate the analytical power of our method. Based on our examples we will point out some shortcomings of existing approaches for microarray image analysis. In our conclusion we ultimately propose an improved method for extracting representative scalars for cDNA microarray spots.
IMAGE ANALYSIS FOR MICROARRAYS

Problem statement
In microarray experiments thousands of DNA sequences are printed in a high-density array on a solid surface, typically a coated glass slide. Two individual heterogeneous mRNA samples are labeled with either a red-fluorescent dye Cy5 or a green-fluorescent dye Cy3, respectively (Schena et al., 1995; Shalon et al., 1996) . They are then mixed and hybridized to the arrayed cDNA sequences. The relative abundance of all these mRNA sequences in the two samples is measured by differential hybridization. Utilizing a laser scanner, images of those slides are created, generating two 16-bit TIFF files with spatial information about the fluorescence measurements for red and green dye. The ratio of those two intensities for a particular gene spot describes the relative abundance of the corresponding mRNA sequences in the two target samples. This is our starting point. Subsequently we will refer to the final results of this process for the red-labeled samples as R values and for the green-labeled samples as G values. The phase of image processing which attains two values for intensities R and G and one value R/G of relative abundance for a single spot can be divided into three basic steps:
(1) Addressing: identifying the areas in an image that belong to spots. The combined area of a spot and its background is called the target area. (2) Segmentation: partitioning the target area of every spot into distinct regions, usually foreground f (the spot itself) and background b. (3) Reduction: extracting two scalar values for the intensities of R and G and assigning one value R/G for the relative abundance to each spot.
These three steps are usually performed independently. In this paper we will present a new method that algorithmically combines the second and the third step in a coherent way. The first step can be accomplished by either manual grid alignment or fully automated, 'since each element of an array is printed automatically to a pre-defined location [and] detectable signals [can be safely assumed to] form a regular array' (see microarray image analysis at www.nhgri.nih.gov). To automate, we decided to use a technique in which the entire microarray image is clustered into foreground and background and the marginal distributions of the cluster membership indices are used to determine spot rows and columns. Later, however, it will be shown that in our approach the addressing step and the resulting target area size only have minor impact on the final spot assessments. The second and third steps are much more interesting problems as they hold characteristic impediments which have to be treated appropriately.
Ideally every spot on a microarray has the shape of a circle with a diameter consistent with all the other spots of that microarray. Furthermore, the intensities of pixels assigned to foreground or background should be invariant across all pixels of the same category. Unfortunately, such an ideal situation is almost never the case (Brown et al., 2001) . By examining images from various sources such as the microarray core facilities at the University of California, Berkeley (UCB) and the University of Nebraska Medical Center (UNMC), we found that deviations from that ideal can be divided into four main problem categories:
(1) Variable size: different diameters.
(2) Variable contour: sickle shape, donut shape, oval or pear shape, scratched or interrupted shape (see Figure 4k ). (3) Normalization: high background and/or low foreground. (4) Spatial artifacts: smeared or incorrectly segmented areas, caused e.g. by dirt on the slide or slide treatment.
Existing methods
Many image analysis methods have been adapted towards microarrays to deal with its specific problems. In general they can be classified into spatial and distributional methods. Spatial methods try to capture the shape of a spot; distributional methods treat the pixels of a spot target area separately as they use the histogram of the pixel intensity values to discriminate between foreground and background. Hybrid approaches combine both ideas. Typical representatives of those classes have to be described in more detail as they address the four problem categories in different ways. Simple shape methods assume circular spots. The fixed circle method is implemented in most of the common software packages, such as ScanAlyze (Eisen, 1999) , GenePix (Axon Instruments Inc., 1999) and QuantArray (GSI Lumonics, 1999) all of which are widely accepted analysis tools. GenePix also offers the possibility to estimate the diameter of each circle separately in order to address problem no. 1. In ScanAlyze this can be done manually, which proves to be very tedious. All of these basic implementations ignore the occurrence of irregular shapes as stated in problem no. 2. Well-known adaptive shape segmentation methods are watershed (Beucher and Meyer, 1993; Vincent and Soille, 1991) and seeded region growing (Adams and Bischof, 1994) . They select starting points and enlarge the detected spot area step by step until some criterion is reached. Seeded region growing has been implemented in the Spot software (Buckley, 2000) , written in the free statistical programming language R by members of the Terry Speed microarray analysis group (http://www.stat.berkeley.EDU/users/terry/zarray/). For more details, refer to Yang et al. (2000) . In the context of microarray analysis these methods prove to be very effective as their natural weakness of finding a suitable starting point can be neglected because it is always located in the known theoretical center of each spot.
Two distributional methods are implemented in QuantArray. The first is a statistical approach that uses a threshold value based on a Mann-Whitney test. It is described in Chen et al. (1997) : initially eight pixels are selected at random out of a predefined background region. Eight target group pixels with the lowest intensities in the target area are then compared to them based on a ranksum statistic; more specifically a Mann-Whitney test is applied with a fixed critical value such as 0.05 or 0.01. Iteratively the darkest of the target group pixels is replaced with the darkest not yet chosen until the test becomes statistically significant. Finally the eight current target group pixels and all lighter ones are assigned to the spot area. This method deals well with many difficulties, but it relies heavily on selecting a good background region. The other histogram method defines the background and the foreground as pixels with intensities between the 5th and 20th percentile and between the 80th and 95th percentile, respectively. This is also not adaptive since it doesn't consider the variable size of the spot at all. GenePix also defines the regression ratio. This is the slope of a linear regression line that is fitted to the scatter plot of the R and G values. The regression ratio is a very sensitive and thus weak measure, since it can be highly influenced by some outliers or even by a group of saturated pixels. For all these methods it is crucial that the target areas of the spots do not include large sections of other neighboring spots.
Both, purely spatial and purely distributional methods show significant shortcomings in problem categories 3 and 4. Problem no. 3 is assessed by most of the above methods by finding a suitable background region, which guarantees the correction for systematic errors due to noise signals on the entire glass slide. This can become a difficult task, for which many different choices for the background region of a spot have been suggested in the literature and by commercial and non-commercial implementations. All these methods suffer from a major defect. As soon as an artifact falls into the background area, the background value is significantly overestimated. Moreover, the intensity normalization problem is one important reason why generally microarray experiments are designed as relative measurement procedures for two DNA samples. Problem no. 4 is addressed by current methods with varying success. Shape segmentation methods are unable to find the spot when it is divided into more than one section. Weak signals pose a greater problem because there is no marked transition between foreground and background and thus no consistent shape information is generated for the spot area. In such a case, the spot area is often maximally enlarged, causing small artifacts to negatively influence the foreground results. On the other hand, pixel based methods can again be disadvantageous when neighboring spots are included in the area for a spot and its background.
A good example of a hybrid solution is ImaGene (BioDiscovery Inc., 1997). An initial circular shape estimation is the basis for a separation of the pixels into foreground and background. In the distributional representation a fixed interval can be chosen to eliminate those pixels that have extreme intensity values. This takes care of outliers caused by artifacts. However, the interval in this approach is arbitrary and non-adaptive from gene spot to gene spot. Nevertheless, hybrid type approaches in general are agreed to be the most promising solutions for this task. In the next paragraph we describe a method which overcomes all of the previously described limitations.
New approach: adaptive pixel clustering A method that combines the shape independent advantages of histogram methods with some kind of attention towards foreground and background discrimination is ideal for this purpose. Thus we believe the most natural way to address the problem at hand is to use clustering algo-rithms (Jain et al., 1999) . They allow for optimal detection of groups without the necessity of supervision. The input for the cluster algorithm are two-dimensional values (R i , G i ) for pixel x i . A suitable choice of the number of clusters K can be the most challenging part for other type of applications. Here we already know K = 2, due to the particular structure of the spot analysis. This task can be regarded as a discrete 2-center problem with the objective to identify two subsets with the smallest possible expansion (Agarwal et al., 1997) . For our purpose, the objective is rather to minimize the dispersion within the two subsets. In any case, the very constrained nature of microarray images favors successful image segmentation. General image segmentation techniques have been discussed by Haralick and Shapiro (1985) .
Most mathematical cluster algorithms try to optimize an objective function. K-means for example, which has been extensively studied in the literature (MacQueen, 1967) , looks for minimum variance partitions. The result of k-means are k cluster centers m 1 , . . . , m k . Its objective function is the sum of the squared Euclidean distances of all data points to their closest of these centers. Like many algorithms k-means finds a local minimum of its objective. Bad local optima can be avoided through iterative application with random starting points. For details regarding statistical properties see e.g. Bock (1992) . More robust multidimensional generalizations of k-means have recently been investigated by Pötzelberger and Strasser (2001) . An extensive simulation study of Rahnenführer (2002) shows that these algorithms do not have the outliers' sensitivity of k-means, where single data points can strongly affect the outcome.
For the purpose of microarray image analysis, such an insensitive distance measure is necessary. Furthermore it would be advantageous if the method returned a real, representative pixel, whereas a mean value could be located in an area with no representatives at all. Also, the method should enable a quality measure to confirm that the target area truly contains two clusters.
Therefore, an eminent choice for clustering microarray images is Partitioning Around Medoids (PAM; Kaufman and Rousseeuw, 1990) . PAM allows the choice of an arbitrary dissimilarity matrix for the data points and searches for k so-called medoids. These representatives of the clusters are data points themselves. Single bad pixels from regions with artifacts or imprecise fits of red and green area have minimal impact on the final result. Additionally, PAM provides a silhouette plot and a corresponding quality index allowing verification of the number of clusters (Struyf et al., 1997) .
The aim of PAM is to minimize the sum of distances of all observations to their closest medoid.
When
denotes the distance between the observations x i and x j , PAM finds a local minimum of the
with the medoids m 1 , . . . , m k . An outlier-insensitive choice for the dissimilarity matrix is based on the Manhattan distance, which is the sum of the absolute differences over all coordinates. By choosing the Euclidean distance instead, PAM and k-means would have the same objective. Thus, PAM with Manhattan distance is predisposed for the particular task of microarray image clustering.
Specification
The pixel clustering methods are defined as follows. Let R i and G i be the expression values for the ith pixel of a fixed spot and for the red and green dye, respectively.
DEFINITION. PX PAM (pixel extraction with PAM).
Calculation of dissimilarity matrix of spot pixels.
Calculate the Manhattan distances between all pairs of pixels. The distance d i j between the pixels x i and x j is the sum of the absolute differences
Construct two initial representatives (Build phase in PAM)
. Define m 1 as the object with smallest i=1...n d(x i , m 1 ) and m 2 as the object that decreases the objective (O1) with fixed m 1 as much as possible.
Find local optimum of cluster problem (Swap phase in PAM)
. Repeat the following step until convergence.
Consider all pairs of objects (i, j) with i ∈ {m 1 , m 2 } and j / ∈ {m 1 , m 2 } and perform the swap i ↔ j (if any) which decreases the objective (O1) most. The outcome are two medoid pixels m 1 and m 2 .
3. Reduction. Let R fg and G fg be the values of the medoid pixel with higher intensity values and R bg and G bg those of the other one. Calculate (R fg − R bg )/(G fg − G bg ) as the final relative abundance estimate.
DEFINITION. PX KMEANS (pixel extraction with k-means).
1. Construct initial representatives. Define starting midpoints m 1 = (R fg , G fg ) and m 2 = (R bg , G bg ), where R fg and G fg are values of the pixels with highest intensity values red and green and R bg and G bg the lowest ones.
Find local optimum of cluster problem (k-means).
Repeat alternating the following two steps until convergence; -assign each data point to its closest of the two midpoints;
-calculate two new midpoints as the means of all points assigned to the old midpoints, respectively.
The outcome are two cluster means m 1 and m 2 .
3. Reduction. Let R fg and G fg be the values of the cluster mean with higher intensity values and R bg and G bg those of the other one. Calculate (R fg − R bg )/(G fg − G bg ) as the final relative abundance estimate. PX PAM as well as PX KMEANS address both spot analysis steps, segmentation (2) and reduction (3). PX PAM clusters the pixels in a robust way in foreground f and background b and takes the resulting medoids as best representatives for their clusters. For one-dimensional data it is well known that the median minimizes the sum of absolute distances to one point. If we took medians in step (3) instead of medoids after applying PAM we expect to get similar midpoints. In PX PAM the third step of reduction is already resolved by addressing step 2. This is one of the advantages of using PAM for our application. The method provides an algorithmic combination of the two usually independent image analysis steps 'segmentation' and 'reduction'.
Refinement
Both algorithms perform well in most gene spot cases. However, in order to cover more spots and become more reliable and practical, certain adjustments are still necessary. Especially PX KMEANS can be tuned such that it performs similar to PX PAM . The reason for favoring k-means over PAM is essentially the time complexity of PAM. PAM provides all attributes for clustering gene spot pixels. It intrinsically returns realistic medoids rather than potentially hypothetical values. It is very robust against outliers and against collapses into one cluster. It also offers a silhouette plot as a tool to verify the actually existent number of clusters. But the price for this scientific clarity of PAM is its O(n 2 ) execution time, due to the tremendous amount of spots on a microarray. An implementation of the underlying concept with a very low execution time can be achieved by using the PX KMEANS algorithm, which has a time complexity of O(rkn). For appropriate robustness a significant adjustment is necessary though. Spatial medians instead of means are chosen as cluster representatives. We recognize that it is somehow counterintuitive to first minimize an objective based on squared distances and then calculate the midpoints within the resulting groups as spatial medians. However, we found that for microarray spot data PX PAM and the refined PX KMEANS yield very similar results, as indicated in Figure 4a -l. This stability is a good indicator of the validity of the outcome. In a direct comparison on a dataset of 15 000 gene spots PX PAM required 5.4 h, while PX KMEANS needed only 27.7 s. Another attempt to maintain the features of PX PAM and also reduce the time complexity replaces PAM with CLARA (Struyf et al., 1997) . Although very intriguing, this approach lacks stability. The crucial common ingredient in all of these methods is the adaptive step of discriminating between foreground f and background b by clustering the pixels into two groups.
In PX KMEANS , instead of random starting points for the two clusters we use the maximal and minimal observed values in the target area for red and green intensities, respectively. This provides a more meaningful initial representation of foreground and background and assures the convergence to an adequate optimum, usually the global minimum. This adjustment further avoids the immediate termination of the algorithm by drawing the same values twice. It has to be stressed that in PX PAM and PX KMEANS convergence is guaranteed, as the objective function decreases in every step until no further progress terminates the algorithm.
For the rarely observed but not unrealistic case of 'black holes' an additional refinement can be implemented. Here, the spot intensities are below background intensities, thus our shape independent method could swap foreground and background. Consequently, an appropriate measure is to flag all spots where dispersion of pixels in the x y-space of the presumed foreground area is higher than the one of the presumed background area.
The pixel clustering approach can be considered as a distributional method with some attention towards the identification of a confined shape, the gene spot. In order to further emphasize the influence of a presumed gene spot region, PX PAM and PX KMEANS can be incorporated into a hybrid solution, where the accumulation of all target clustering results can be used as a subsequent 'Bayesian'-filter for each target area separately. The two identified clusters in a target area can be further refined by subsequently applying another spatial convolution. Smoothing would result in reassigning those pixels that belong to a different cluster than the majority of their adjacent pixels.
RESULTS
Every target area that contains the pixel information for a single gene spot and its adjacent background, undergoes a series of transformations in order to extract final values for red and green intensities. The compartmentalization of a candidate spot including nearby background pixels is illustrated in Figure 1 . All pixels within that target area are then clustered and plotted by their R and G values into a two dimensional cluster-plot (Figure 2) . It is important to point out that each pixel keeps a label with its original x and y coordinates. Once the pixels are separated into two classes f and b, their representative medians are chosen to draw a linear connection. Its slope visualizes the overall ratio of R and G for this particular gene spot. This strategy appears to be a very effective and robust Fig. 1 . Addressing of a target area that consists of a candidate gene spot and surrounding background pixels.
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way to quantify total gene spot expression. The spatial bivalence plot as a visual feedback of the clustering results is strong support for the accuracy of this method. It is undoubtedly useful to give consideration to the assessment of classification results (Gordon, 1996) . The bivalence plot (Figure 3 ) essentially reorganizes the pixels based on their xy-labels. The shade in the bivalence plot can alter only between white and black. A pixel that has been categorized to belong to the foreground cluster will be displayed as a white dot, while a pixel that the clustering algorithm considered as background will here become a black dot. It is very evident that the clustering approach divides the pixels in a meaningful manner, as the bivalent distribution of the pixels between the two clusters clearly resembles the shape of the gene spot. Similar success can be demonstrated for other cases in the following section.
Case study A favorable way of concept validation for microarray image analysis is to process realistic data and review the outcome. Therefore twelve real microarray spots were chosen, which best illustrate the analytical power of our approach. It is important to point out that these spots are neither special nor obscure cases but rather represent one or more typical problem categories that are often encountered in microarray images. Every spot consists of a target window of 30 × 30 pixels. This is an arbitrary size that in our case best fit the grid of the spotted arrays. Later, it will be shown that the window size does not influence the final result for R, G and R/G.
The first spot in the list of Figure 4 is a simple wellformed spot with predominance in the red spectrum. All of the existing methods mentioned previously should de- liver acceptable results in the range R/G = 3.5, meaning that the measured intensity for red is about 3.5 times larger than the intensity for green. On the R/G-cluster plot [ii] one can easily see that the pixels of the target area are clearly separated into two reasonable groups with separation into high and low intensity pixels. The spatial biva-lence plot [iii] of the two clusters identifies a white zone as the correct foreground f and a black zone as the remaining background b. The minor artifact in the lower left corner is relatively weak and therefore still categorized as background as one can verify in the corresponding bivalence plot. Figure 4b shows a green spot with a yellow artifact that potentially could bias the background intensity in methods with a predefined background area. The clustering algorithm considers the artifact as foreground where its influence is negligible, see Figure 4b [ii]. Figure 4c [i]- [iii] illustrates how the clustering successfully manages so-called donut shaped spots. The dark area located in the center, which occasionally appears due to retrieval of the microarrayer's spotting pin, is correctly categorized as background b. If those black pixels were classified as foreground, they would 'darken' the final intensity value of that spot. This would be the case for both fixed circle methods as well as seeded region growing. In the following three examples 4d-f the contours are not round but rather pear-shaped. Additionally, the pixels of spot 4e are heterogeneous in their intensity. All three shapes are correctly identified by PX PAM as well as PX KMEANS . The heterogeneous pixel intensities in 4e are inherently resolved by PX PAM as it returns only the medoid of the two clusters f and b. In PX KMEANS this is accomplished by returning the medians of R and G for both clusters. Irregular shapes like these would most likely impair the results acquired with fixed circle methods. Figure 4g displays a spot with an artificial hole within its structure. This black region as well as the missing regions in the sickle-shaped spot 4h and the missing 'bite' in 4i are categorized as background and therefore do not weaken the analysis of the foreground region at all. Figures 4j and k are particularly interesting examples. Figure 4j shows a large artifact attached to the spot which mimics expression in the equilibrium of R and G. Without any pre-assumptions of where to expect the foreground region, our clustering algorithms will consequently determine the foreground region as the combination of the green spot and the yellow artifact. But as they return the medoid or the median, respectively, the artifact is considered as a large section of outliers and therefore doesn't influence the final result. This is exactly the strength of PX PAM and PX KMEANS where the previously mentioned step 2 (segmentation) and step 3 (reduction) are addressed in a robust manner. Figure 4k shows a spot with a scratch dividing it into several parts. To our best knowledge neither of the existing methods will handle spots 4j and k effectively. They are either influenced by the large yellow artifact or will not successfully identify the region of interest within the target area of both 4j and especially k. The last spot 4l essentially illustrates that the clustering algorithm PX PAM (or PX KMEANS ) also works well for spots with very low overall expression. The two clusters f and b are certainly closer to each other but still easily separated by our clustering approach. This is shown in the R/G plot of Figure 4l [ii]. As previously indicated the size of the target area does not significantly influence the final outcome of our method. To demonstrate this we have selected one gene spot and applied our clustering algorithms PX PAM and PX KMEANS to examine the possible effect of variable image size on the intensities R and G. Figures 5a-c show identical results although the pixel matrices for the spot are 25 × 25, 30 × 30 and 35 × 35, respectively. Moreover, in Figure 5d one can see that even fractions of neighboring spots that accidentally entered a 40 × 40 target area have minimal influence on the final result, as long as the real spot is significantly larger than the artifact and of sufficient contrast. Analysis based on the same three window sizes has been applied to 65 additional gene spots to generate an 'M versus A' plot, which illustrates the effect of variable target areas. Here, logged R/G ratios (M) are plotted against the corresponding overall gene intensities (A). Each data point represents a gene at a target size of 30 × 30, whereas potentially two appendices visualize the deviations for 25 × 25 and 35 × 35 pixels, respectively. The clear observation that gene spots with higher signal-to-noise ratio are conceivably resilient to inconsistent values resulting from target size variation draws the attention to the lower intensity spectrum of this dataset. Even at this spectral end the extracted values remain surprisingly stable. Furthermore the resulting ratios R/G are barely affected by the size variation. In this context it has to be stressed that in real experiments those spots are more likely to be flagged because of other reasons such as their insufficient quality due to the presence of substantial artifacts. For the pixel clustering approach the choice of a good target size is advisable but not critical, to generate reliable intensity values.
CONCLUSION
A novel technique for microarray image analysis has been described, based on the idea of discriminating a target area of one gene spot into foreground pixels and background pixels by clustering. For this purpose we are proposing a highly robust pixel-extracting version of PAMs that intrinsically combines the two independent steps of 'segmentation' and 'reduction' in one algorithmic procedure. A more time efficient version based on k-means was also developed. In both PX PAM and PX KMEANS the number of clusters is known to be k = 2 reflecting foreground f and background b, simplifying the clustering procedure. Both clustering algorithms were able to cope with exemplary spots that contain one or more commonly encountered imperfections impeding analysis. The clustering results have been displayed in R/G plots as well as spatial bivalence plots to demonstrate the analytical power of the technique. Variability regarding shape or pixel intensity and even artifacts encapsulated within the spots are dynamically iso- lated and their potential impact on final results is eliminated. As has been illustrated, the physical size of a target area does not influence the final results for intensities R and G of a spot, more evidence for the robustness of our technique. PX PAM and PX KMEANS have proven superiority over other existing approaches in many commonly known problem areas. They produce reliable values for weak gene spots, where other approaches often perform insufficiently.
Future work
As with any method, our approach to cluster pixels of a target area has revealed certain shortcomings. Spots with very low expression and considerably large artifacts in the background region could mislead the clustering algorithm. In this case the artifact would appear to be the foreground, while the actual gene spot in combination with the real background region would be considered as background, as is illustrated in Figure 6 . Two possible strategies are anticipated for future endeavors. The first is to allow the clustering algorithm to partition the same target area in parallel into two and three classes. The number of clusters will be determined based on the silhouette plot. In the case of three clusters the non-background cluster with a lower amount of elements will be considered as an artifact while the other non-background cluster would represent the foreground region. Another strategy would be to develop the previously proposed hybrid version based on the accumulation of all target clustering results to generate a bivalence mask. This bivalence mask would represent a meaningful filter of the presumed location of the foreground region within the target area. Both possibilities are currently being considered for further investigation.
