The Sz.-Nagy-Foias model theory uses generalized restricted shifts as canonical models for contractions in Hubert space. This paper considers a class of contractive and unitary perturbations of a generalized restricted shift acting on a Sz.-Nagy-Foias space generated by an analytic operator-valued function S(z) whose values are contractions on a separable Hubert space. The spectra and characteristic functions of the perturbations are computed and related to the original operator. When the perturbation is unitary, a unitary equivalence to multiplication by e ίθ on L 2 (μ), for an operatorvalued measure μ, is given.
In [2] , D. N. Clark studied the one-dimensional unitary perturbations of restricted shifts in H 2 , i.e. S(z) a scalar inner function, and in [3] , he announced results for the case where S(z) is an arbitrary scalar (characteristic) function. The general unitary perturbations are implicit in work of de Branges and Rovnyak [1] , though in the context of the de Branges-Rovnyak model theory rather than the Sz.-Nagy-Foias. P. A. Fuhrmann [5] considered a class of completely nonunitary and unitary perturbations for the case of S(z) an inner function on a finite-dimensional space. In this case, the maps considered are always compact perturbations. Here we generalize results of [5] and [2] . We will follow the general outline of [5] , and we correct a minor error occurring there so our description of the perturbations in the general case is actually as sharp as in the finite-dimensional case. As was pointed out in [5] , these perturbations have applications to the theory of stability of linear control systems. 1* Preliminary results* For notation, let C and C* be separable Hubert spaces, and let L\C\ L 2 (C*), H\G\ JBΓ 2 (C*) denote the standard vector-valued Lebesgue and Hardy spaces defined on the unit circle. (See [6] or [8] for general references.) We will use "t" to denote the argument of a function (vector or operator valued) defined on the unit circle, and for analytic functions, we will freely identify h(t) on the circle with its extension to the disc, denoted h(z). S will denote a fixed purely contractive analytic operator-valued function from C to C*, i.e. S(z): C-+C*, \\S(z)\\ ^ 1 for all \z\ < 1 and ||S(0)c|| < ||c|| for all c e C, and let Δ(t) = (I -S(t)*S(t)) 1/2 . 
where U% is the left-shift defined by Uϊ(f, g) = (z~l{f{z)-f(0)), e~"g(t) ). We call K the Sz.-Nagy-Foias space generated by S. Let T denote the restricted right shift in K, i.e. the compression of Z7 + to K. Thus, for (/, g) e K 9 T(f g) = P{zf, e %t g), where P denotes projection onto K, and Γ* =-U%\ κ . Note that if S is inner, then Δ(t) -0 a.e. and K = H\C) Q SH 2 (C). Let S(z) be the analytic operator-valued function defined by S(z) -S(2)*, i.e. S(t) -S(-t)*: C*-+C. Analogously to above, define
(C*)},K^HQM, and f = PU + \^ where E7+ is J unilateral shift in Jϊ and P is projection onto K. Note that S is inner if and only if S is inner. (We use "inner" in the sense of [6] , i.e. S(t):C-+C* is unitary a.e.; in the terminology of [8] , this is called "inner from both sides".) The following is an extension of [4, Theorem 2.1] . THEOREM 
The right shift T on K is unitarily equivalent to the left shift T* on
We can decompose L = K@M®K\C*), where
and similarity L = fφίφff(C). It is easy to see that τ(M) = ϋΓ 2 (C) and r(JS?(C*)) = M, so therefore j(JΓ) = ^. Hence, τP -Pr (here we consider the domains of P and P to be L and L respectively), and τU = U*τ, where U and U are the bilateral shifts on L and L. Thus, τPU= PU*τ, which implies τT = Γ*τ on K. Therefore, τ\ κ , which we denote simply by τ, is a unitary map from 1£ to K satisfying the theorem.
It is now easy to derive an explicit formula for T will which be useful later on.
Proof. This is obtained by computing (τ*?*τ)(/, Δg).
If F = (/, 0) e K and τ(F) -(Q, h), denote by (zvFXs) the Cvalued function Q(z). We derive several technical lemmas needed later on.
eThen Jc w , x ,y 6 K and P((x/(1 -zw) , 0)) = &",.,,, For (ii) note that
is in H\C 
-zw Hence (iii)-(v) follows from (i) and (ii).
We note that if F -(f,g)eK is orthogonal to k w , x ,y ^o r all weD, xeC* and yeC, then / = 0 and r x F = 0. From the formula for τ 19 it follows that also g = 0, and hence JP is the zero element of K. This implies that {k WtXtV \w eD, xeC*, y eC} spans a dense subset of if. This fact will make the formulas (iii)-(v) useful for computations later on.
The next lemma follows from the corollary to Theorem 1.1 and direct computations.
We wish to distinguish two subspaces of K defined by Proof. The map e ι densely defined by e λ : x-^dn^s^s^^-i^,. is an isometry (using Lemma 1.3iii) of C* into K with range equal to k Of and with adjoint given by βf:
/(0) (using Lemma 1.3i). The formula for P ko follows by computing e x ef. The formula for P Ko follows similarly. 
We note that T = Z(-S (0) 
(i) Z(A) is a contraction if and only if
( 2 -115(0)2/11 2 for all j/eC, but this is clearly equivalent to (2). (ii) As above, Z(A) is isometric precisely when equality holds in (2) . By [5, Theorem 1.7(i) REMARK 2.4. In [5] , it was claimed that (1) was a necessary condition for Z(A) to be a contraction. Clearly, if A is bounded, then Z(\A) will be a contraction for all sufficiently small scalars λ. There is also an error in Theorem 1.7(iii) in [5] , which states that if P and Q are unitarily equivalent strictly positive operators and X is a solution of P ^ X*QX and Q ^ XPX*, then X is a contraction such that XP = QX The matrices Ί 0" provide a counterexample. We call this triple the characteristic function of T, and if T is completely nonunitary (c.n.u.), i.e. there is no reducing subspace on which T is unitary, then T is unitarily equivalent to the adjoint of the restricted shift on the Sz.-Nagy-Foias space generated by its characteristic function [8, p. 248] . In most cases, one is unable to get any "concrete" information from this representation for a specific operator because of computational difficulties involved in simplifying the form of the characteristic function. However, if A satisfies (1), then we can apply Fuhrmann's proof [5, p. 169-172] verbatim to get the following two theorems. Note that the above are matrix fractional linear transformations.
ii) Z(A) is unitary if and only if
We call an open arc 7 of the unit circle regular for S(z) if S(z) has analytic continuation over 7 and for all λ e 7, S(X) is unitary. Let σ(T) and σ(Z(A)) denote the spectrum of T and Z(A) respectively. Recall [8, Theorem VI, 4.1] that σ(T) = {\z\ < l\S(z) is not boundedly invertible} U {|λ| = l|λ lies on no regular arc of S}. ( 
ii) Z(A) n and Z(A)* n both converge to zero in the strong operator topology if and only if S(Z) is inner.

says θ zio) (z)D y = d^s^sio^-i/irwis^sm^v
It is not difficult to see that θ z{Q) (z) coincides (see [8] 
Z'( -S(0)) on K'. It is then clear that the formula above for Θ Z{A) (A not necessarily satisfying (1)), interpreted for D y and d 8 in K', gives the characteristic function for Z'(A).
In this sense, it is perhaps more natural to study perturbations of Z'( -S{0)) on K' rather than of T on K. It is now seen that (1) is the condition that Z(A) and Z\A) be unitarily equivalent. 4* Unitary perturbations• Since the characteristic function of a unitary map is zero, the above method fails totally when Z(A) is unitary. However, when A satisfies (1) we can still get spectral information about Z{A) by adapting techniques of D. N. Clark [2] to a more general setting. We begin with two technical lemmas. LEMMA 
If A is unitary and satisfies (1), then oι -a A --(/+ S(0)A*)(S(0)* + A*)"
1 is unitary from C to C*.
Proof, a is a priori defined on some dense set D ι aC since £(0)* is a pure contraction and A* is unitary. (1) 
Thus, for x e D 19 {ax, ax) = ((S(0)* + A*)~% (S(0) + A)x) = (x, x)
, so a can be extended to an isometry on C. Similarly, a* is an isometry on C* so a is unitary. Note that in fact, (1) is also necessary for a to be unitary, and a A determines A by A* = -{a + SiO^iaSiO)* + /). Also, we have ; our a corresponds to -a used in [2] . (3) and (4) u(t) x, x) < °° for all a? 6 C*, the range of f(t) is contained in a finite dimensional subspace of CΛ. For / 6J/ let ^, β a , •••, β* be a basis for the smallest subspace which contains the range of f(t), and define
The definition is independent of the choice of basis for this subspace, and II/IIJ.^ \\\f(t)\\ 2 da(f, t) whenever / is a simple function. For / e Ssf, there is a sequence of simple functions {f n (t)} such that the range of f n (t) is contained in the range of f(t) for n = 1, 2, ,
By L 2 (μ) is meant the Hubert space completion of the inner product space of equivalence classes of functions with finite-dimensional range in μ-norm. The definition of L\μ) is such that explicit formulas can be written only for an element associated with the equivalence class of an element of Stf. This, however, causes no difficulties for our purposes. It is clear, for example, that the transformation /&(£)-• e u h(t) is unitary in L\μ), with spectrum equal to supp (μ) (the complement of the largest open set on which μ is zero).
We are now in position to define a unitary transformation of K onto L\μ) which transforms the operator Z{A) on K to the operator of multiplication on e u on L\μ). 
Then V is well-defined and extends uniquely to a unitary transformation (also V) of K onto L\μ) such that VZ(A)
Proof. We first check that V is an isometry on those vectors where it is defined. Note, for x, yeC*, Hence V is isometric (and hence also well-defined) on its domain. Since elements of the form k V}X>y span a dense set in K, V extends by linearity and continuity to be an isometry of K into L 2 (μ) . Since the range of V contains all elements of the form x/(l -e u w) and x/(e u -w) for xeC* and \w\ < 1, it follows that V is onto L 2 (μ). 
It remains to show VZ(A)
-
{I + S(w)a*)ay -(I + S(iv)a*)ay
The theorem follows.
We note the following inversion formula for V. 
Then V* is the adjoint of V defined in Theorem 4.3.
Proof. To obtain W ίf rewrite equation (5) substituting z for ζ and noting that
Vk r x o = J + aS (ψ x to obtain 1 -e ιt η
I-S(z)S(η)* _
Similarly, using equation (6),
This proves the correctness of the formula for W, for all F of the form Vkr, Xl y, and hence by approximation for all F e j^Γ To obtain the formula for W 29 we first find a formula for (τ ι V*F) (z) . By an argument dual to that above, we find
The formula for PF 2 is then obtained by using the explicit formulas for τ and r* in Theorem 1.1. In the finite-dimensional case, Z(A) is a compact perturbation of T. Hence by the known spectral behavior of T and WeyΓs theorem, {|λ| -l|λ lies on a regular arc for S but Γ(X) -A is not invertible} must be eigenvalues for Z(A).
We can also adapt Fuhrmann's calculations [5, page 174 ] to determine eigenvalues in our more general setting. (1), then a = a used above.) In this case, the results of §4 still hold with a in place of α. The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
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