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a b s t r a c t
In this article we investigate possible scenarios of pattern formations in reaction-diffusion
systemswith time fractional derivatives. Linear stability analysis is performed for different
values of derivative orders. Results of qualitative analysis are confirmed by numerical
simulations of specific partial differential equations. Most attention is paid to two models:
a fractional order reaction diffusion system with Bonhoeffer–van der Pol kinetics and to
the Brusselator model.
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1. Introduction
A description of many complex media by fractional derivatives to represent anomalous behavior is of crucial
importance [1–5]. According to a traditional approach in the kinetic theory, the diffusion length is determined by the
square root of the time characterizing the process. However, the investigation of a system with a certain intrinsic structure
shows that this length can have a lower or higher power depending on the nature of the system. This feature can change
the dynamics of the system substantially. Such a situation occurs in the reaction-diffusion system, where introduction of
fractional derivatives leads to a new nonlinear phenomena [6–14]. The diversity of phenomena suggests that we want to
classify them in order to understand the conditions of pattern formation in such systems. In standard reaction diffusion
systems such classification was performed a long time ago [15–17]. In this article using a computer simulation and a linear
stability analysis we would like to present general typical spatio-temporal patterns revealed in time fractional reaction-
diffusion systems.
2. Mathematical model
Let us consider the fractional reaction-diffusion (RD) system
τ cu
α
t = luxx +W (u,A), (1)
with two components u = (u1,u2)T,W = (W1,W2)T ∈ R2, A- real parameter, W - smooth reaction kinetics functions
W ∈ C1, τ and l are positive, diagonal matrices τ = diag[τi], l = diag[l2i ] > 0 on the x ∈ (0,L) subject to (i) Neumann:
ux|x=0,Lx = 0 or (ii) periodic: u(t, 0) = u(t,Lx), ux|x=0 = ux|x=Lx boundary conditions and with certain initial conditions.
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Fractional derivatives cu
α
t , on the left hand side of the Eq. (1), instead of the standard time derivatives, are the Caputo
fractional derivatives in time[18,19] of the order 0 < α < 2 and are represented as
cu
α
t =
∂αc u(t)
∂tα
:= 1
Γ (m− α)
∫ t
0
u(m)(τ )
(t − τ)α+1−m dτ , (2)
wherem− 1 < α < m,m ∈ 1, 2.
It should be noted that the introduction of fractional derivatives extraordinarily enriches a family of differential
equations. This makes it possible to consider integer order differential equations from the generalized point of view
equations with continuous indices, and also has great theoretical interest. Much attention has been recently devoted to
their investigation. For examples and details, see [20,21] and the references therein.
3. Linear stability analysis
3.1. Spectrum analysis
The stability of the steady-state solutions of the system (1) corresponding to homogeneous equilibrium state
W (u0,A0) = 0 can be analyzed by linearization of the system near this solution u0 = (u01, u02)T. In this case, the system (1)
can be transformed to the system of linear fractional ordinary differential equations with the right-hand side matrix
F(k) =
(
(a11 − k2l21)/τ1 a12/τ1
a21/τ2 (a22 − k2l22)/τ2
)
,
diagonal form of which is given by eigenvalues λ1,2 = 12 (trF ±
√
tr2F − 4 det F) (coefficients aij represent Jacobian).
For α : 0 < α < 2 for every point inside the parabola det F = tr2F/4, we can introduce a marginal value
α : α0 = 2pi |Arg(λi)| given by the formula [10,11]
α0 = pi2 arctan
(
4 det F
Tr2F
− 1
)1/2
Reλ>0
∪ 2− pi
2
arctan
(
4 det F
Tr2F
− 1
)1/2
Reλ<0
. (3)
The value of α is a certain new bifurcation parameter which switches the stable and unstable states of the system. At lower
α : α < α0 = 2pi |Arg(λi)|, the systemhas oscillatorymodes, but they are stable. Increasing the value ofα > α0 = 2pi |Arg(λi)|
leads to instability.
3.2. Classification of instabilities in fractional reaction-diffusion systems
It is widely known for integer time derivatives that the system (1) becomes unstable according to either Hopf or Turing
bifurcations. Let consider the conditions for Hopf bifurcation. In standard RD systems such instability for k = 0 appears only
if a11 > 0 and
trF > 0, det F(0) > 0. (4)
In the case of the fractional derivative index, the Hopf bifurcation is not connected with the condition a11 > 0 and can hold
at a certain value of α when the fractional derivative index is sufficiently large [11].
The conditions for the Turing instability are
trF < 0, det F(0) > 0, det F(k0) < 0. (5)
In this case, eigenvalues are real and at a11 > 0, a22 < 0, a12a21 < 0, l1  l2 the conditions of instability for k0 6= 0 lead to
spatial pattern formation.
If conditions of two types of instabilities become true nonlinear, space-time structures may arise. This situation is
especially inherent to fractional RD systems at α > 1 when it is easier to satisfy conditions of Hopf bifurcation. Moreover,
here we meet a new type of instability [9,10] at
trF < 0, 4 det F(0) < tr2F(0), 4 det F(k0) > tr2F(k0). (6)
The analysis of the expressions (6) show that at k = 0 we can have two real and less than zero eigenvalues, and the system
is certainly stable. If the last inequality takes place for a certain value of k0 6= 0, we can obtain two complex eigenvalues. As
a result, a new type of instability, connected with the interplay between the determinant (detF(k)) and the trace (trF(k)) of
the linear system, emerges. With such type of eigenvalues, it is possible to determine the value of the fractional derivative
index when the system becomes unstable [9].
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Fig. 1. Instability domains in coordinates (u1, τ1/τ2) for a fractional order Bonhoeffer–van der Pol model — (a), (b) and in coordinates (A, B) for
Brusselator model — (c). The results of computer simulation obtained for B = 1.05, l1 = l2 = 0 and different values of α0 = 0.2, 0.5, 0.9, 1.0 — (a);
B = 1.05, l1 = l2 = 0 and α0 = 1.0, 1.1, 1.5, 1.8 — (b); l1 = l2 = 0 and α0 = 0.0, 0.5, 0.9, 1.0, 1.1, .5, 2.0 — (c).
4. Analysis of specific models: Bonhoeffer–van der Pol and Brusselator
In this section, we consider the reaction-diffusion system with cubical (Bonhoeffer–van der Pol model) and quadratic
(Brusselator type) nonlinearities (See, for example [15–17]).
Bonhoeffer–van der Pol model. In this case, the source term for activator variable is nonlinearW1 = u1 − u31/3 − u2 and
linear for the inhibitor one W2 = −u2 + Bu1 + A. The homogeneous solution of variables u1 and u2 can be determined
from the system of equationsW1 = W2 = 0. Simple calculation at the homogeneous state makes it possible to write the
conditions of different types of instability explicitly.
Brusselator type fractional RD system. The source term for activator variable isW1 = A − (B + 1)u1 + u21u2 and for the
inhibitor oneW2 = Bu1 − u21u2. The homogeneous solution of variables u1 and u2 can be also determined from the system
of equationsW1 = W2 = 0 and they are as follows : u1 = A, u2 = B/A.
4.1. Stability domains and solutions
Hopf bifurcation. Stability domain for a Bonhoeffer–van der Pol type RD system can be obtained as a solution of the Eq.
(3). The typical plot in the coordinates (u1, τ1/τ2) is presented on Fig. 1(a), (b). It is easy to see that if the value of τ1/τ2, is
less than 1, the instability conditions (trF > 0) lead to Hopf bifurcation for regular system (α = 1) [15–17]. In this case, the
plot of the domain, where instability exists, is restricted by the curve with index 1 on the Fig. 1(a), (b). The linear analysis of
the system for α = 1 shows that, if τ1/τ2 > 1, the solution corresponding to the intersections of two isoclines of the system
(1) is stable. The smaller is the ratio of τ1/τ2, the wider is the instability region. Formally, at τ1/τ2 → 0, the instability region
in u1 coincides with the interval, where the null clineW1(u1, u2) = 0 has its increasing part. These results are very widely
known in the theory of nonlinear dynamical systems [15–17].
For the fractional differential equations, the conditions of the instability depend on the value of α andwe have to analyze
the real and the imaginary part of the complex eigenvalues, especially the equation:
4 det F − tr2F = 4((B− 1)+ u21)/τ1τ2 −
(
(1− u21)/τ1 − 1/τ2
)2 = 0. (7)
In fact, with the complex eigenvalues, it is possible to find out the corresponding value of α where the condition α > α0
is true. We will show that this interval is not correlated with the increasing part of the activator null-cline of the system.
Indeed, omitting simple calculations in (7), we can write an equation for marginal values of u1
u41 − 2
(
1+ τ1
τ2
)
u21 +
τ 21
τ 22
− 2τ1
τ2
(2B− 1)+ 1 = 0, (8)
and the solution of this quadratic equation provides the domain where the oscillatory instability arises
u21 = 1+
τ1
τ2
± 2
√
B
τ1
τ2
. (9)
This expression estimates the maximum and minimum values of u1 where the system can be unstable at certain value of
α = α0 as a function of τ1/τ2. The typical stability domain for a Bonhoeffer–van der Pol type RD system in the coordinates
(u1, τ1/τ2) for different values of α is represented on Fig. 1 (a), (b). Inside these closed curves, the system is unstable with
wave numbers k = 0, and outside it is stable. The typical view of the eigenvalues is given on the Fig. 2 (a). We see that at
k = 0 the system can have a substantial imaginary part and under condition α > α0 it is unstable. A detailed analysis of the
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Fig. 2. Instability domains and the eigenvalues (Reλ- black lines, Imλ- grey lines) for the Bonhoeffer–van der Pol — (a) and Brusselator — (b) models. The
parameters of the specific systems are the same as on Fig. 1. The eigenvalues are presented for τ1/τ2 = 0.5− the Bonhoeffer–van der Pol model and A0 = 1
— for the Brusselator one.
nonlinear dynamics can be found in the paper [11]. It should be noted that for the systemwith integer derivatives instability
conditions for Hopf bifurcation are very strict (−1 < u1 < 1, τ1  τ2).
It is possible to obtain solid understanding of the mechanism of the instability from the plot of eigenvalues. The typical
domain of such dependence is presented on (Fig. 2(a)) for the same parameters as on (Fig. 1 a,b). The easiest way of getting
instability is realized at τ1 < τ2 (Fig. 2(a)). For |u1| < uE1 and at |u1| > uC1 the two roots are real. Moreover, inside the
dark region they are positive, which means the system is unstable practically for any value of α > 0. Inside the domain
uE1 < |u1| < uC1 there is a certain domain of α(0 < α < 2)where the Hopf bifurcation takes place. Point D divides the region
into two domains where Reλ < 0 and Reλ > 0. In the domain Reλ < 0 system could be unstable according to greater value
of α > 1. In turn for Reλ > 0, the system could be stable at smaller value α. In other words, between points C and E we
have eigenvalues with an imaginary part and a value of α can change a stability of the fractional RD system.
In the case of the Brusselator nonlinearity, it is widely known for integer time derivatives that the system (1) becomes
unstable according to the Hopf bifurcations at
trF = (B− 1− A2) > 0, det F = A2 > 0. (10)
The intersections of the null-clines at the decreasing part of W1(u, v) = 0 lead to the limit cycle formation for α = 1. In
this case, the real part of the eigenvalues passes through zero at B0 = 1 + A20 (Fig. 2(b), D(B0, A0)). That means that at this
condition, the system is unstable according to the Hopf bifurcation because it has two complex conjugate roots with the real
part equal to zero. As a result, the real part becomes less than zero at B < B0 and greater than zero at B > B0 (Fig. 2(b)).
For fractional equations, the instability realizes for all A, B if the eigenvalues are complex. Namely, the imaginary part of
eigenvalues (ellipse like curve) determines the region of values B, where the roots are complex. The interval of localization
of these roots depends on the intersection point P0 = (B0, A0). The greater the value of (B0) at the given (A0) is, than the
wider the range with complex conjugate roots. The way how the eigenvalues build up the instability domain is shown in
Fig. 2(b). On the typical stability domain for the Brusselator, we presentedmarginal curves corresponding to different values
of α. On Fig. 1(c) and Fig. 2(b) these curves are obtained as a result of solutions of the equation
(B− 1− A2)2γ 2 = 4A2 − (B− 1− A2)2,
where γ 2 = tan2 (piα0/2)∪ tan2 (pi(2− α0)/2). Explicitly, we have the parametric dependence of A(B) at the given γ 2 (α0)
A2 = B− 1+ 2/(1+ γ 2)±
√
(B− 1+ 2/(1+ γ 2))2 − (B− 1)2. (11)
At α > α0, the system is unstable and at α < α0, it is stable. In other words, any value α0 from zero till α0 = 2 divides the
region (B, A) into two domains. Inside each particular curve the corresponding α0 stationary state is unstable for this value
of α0 and outside it is stable (Fig. 1 (c)). The matter is that between α = 0 and α = 2, the roots are complex and there is a
minimal value α0 where the system is unstable according to eigenvalues with the complex conjugate roots. It is expected
that in the domain inside these particular curves a α0 limit cycle arises according to any value of α > α0. Outside these
parabola-alike curves the system is stable according to this value of α0. Of course it can be unstable if α is greater than α0.
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Fig. 3. Two-dimensional bifurcation diagram domains of specific models for k 6= 0. The results of computer simulations at α = 1.8, l1 = 2, l2 = 1 for
Brusselator model — (a) and at α = 1.85, B = 2, l1 = 0.1, l2 = 1 for Bonhoeffer–van der Pol one — (b). Shaded regions correspond to instability with
k 6= 0.
One of the lines as it was mentioned above corresponds to α = 1(B = 1 + A2) separating the instability domain into two
sub-domains where instability takes place at α < 1 and α > 1 (Fig. 1(c)).
Turing Bifurcation. Analyzing (3) and (5) we can conclude that these conditions are practically the same for fractional
derivatives and a standard RD system. However, what is very important is that the transient processes and the dynamics of
these systems are different, and for this reason final attractors can often be different even though the linear conditions of
instability look the same. In addition, a parameter α changes the region of Hopf bifurcation and as a result these change the
conditions for the realization of the Turing bifurcation. Namely to these types of dynamics the next subsection is devoted.
Here we would like to direct your attention to specific phenomena which are imminent to the fractional RD system only.
Interaction of the Turing and Hopf bifurcations. Now, let us consider that the system parameters are close to the one
represented by point D on Fig. 2. From the viewpoint of homogeneous oscillations, the system is stable. However, if we have
l1  l2 = 1, the system becomes unstable according to Turing instability. As a result, for such a ratio of Imλ and Reλ we
expect the formation of oscillatory inhomogeneous structures. However, with a small increase of α, we have homogeneous
oscillations and a decrease of α leads to steady state structures. Such a trend is quite general and if in a standard system we
have steady state solutions, an increase in α leads to non stationary structures.
Instability according to k 6= 0, Imλ 6= 0.
Above we have considered that the linearized system is unstable in either the Hopf or Turing bifurcations. Below, we
have considered the case without a Turing or Hopf bifurcation. When the fractional derivative index becomes greater than
some critical value α0, the instability condition holds true. So, as these instability conditions are possible to realize for some
interval kmin < k < kmax, this means that only the perturbations with these wave numbers are unstable, and they are
unstable for oscillatory fluctuations. This situation is qualitatively different from the integer RD system whether either the
Turing (k 6= 0) or Hopf bifurcation (k = 0) takes place, and this depends on which condition is easier to realize. In the
system under consideration, we can choose the parameters when we don’t have Turing and Hopf bifurcations (for k = 0) at
all. Nevertheless, we obtain that conditions for Hopf bifurcation can be realized for a nonhomogeneous wave numbers.
In Fig. 3(a) plot displays the parameter ranges for such instability and existence of dynamical structures. In the largest
white domain the system is unstable according to wave numbers k = 0 [9,10]. For the case k 6= 0, we find instability
conditions for different wave numbers k = 1, 2, 3... (Solution of the equality |Arg(λi)| = αpi/2 at a certain α). We can
see that these regions overlap and at the same parameters, the instability conditions for different regimes are fulfilled
simultaneously (Fig. 4(b)). As it is seen from the figure, there are conditions where only instability according to non-
homogeneous wave numbers holds. As a result, perturbations with k = 0 relax to the homogenous state, and only the
perturbations with a certain value of k become unstable and the system exhibits inhomogeneous oscillations.
4.2. Pattern formation
The results of the numerical simulation of the fractional RDS (1) are presented on Fig. 4. From the pictures we can
see that in such a system we obtain a rich scenario of pattern formation: standard homogeneous oscillations (a,b), Turing
stable structures (c,d), interacting inhomogeneous structures (e,f) and inhomogeneous oscillatory structures (g,h). We have
obtained that the ratio of characteristic times (a, c) and the order of fractional derivative (b, d) qualitative transforms pattern
formation dynamics: homogeneous oscillations in the first limiting case and stationary dissipative structures in the second
one. Moreover, at parameters, when the real part of the eigenvalues is close to zero, a small variation of α changes the type
of bifurcation (Hopf-Turing).
Let us consider the bifurcation diagram presented in Fig. 1(b). It was already noted that the region inside the curve is
unstable for wave numbers k = 0 and outside it is stable. From the viewpoint of homogeneous oscillations, the system is
stable near u1 = 0 and τ1/τ2 > 1. However, if we have l1  l2 = 1, the system becomes unstable according to Turing
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Fig. 4. Dynamics of pattern formation in a fractional order the Bonhoeffer–van der Pol system (left column) and the Brusselator model (right column) for
u1 variable. The results of computer simulations of the systems (1) at parameters: A = 0, α = 1.8, B = 1.1, l1 = 0.05, l2 = 1, τ1/τ2 = 2.5 — (a); A = 0,
α = 1.8, B = 1.1, l1 = 0.05, l2 = 1, τ1/τ2 = 3.5 — (c); A = 0, α = 1.8, B = 1.1, l1 = 0.05, l2 = 1, τ1/τ2 = 7 — (e); A = −50, α = 1.85, B = 2, l1 = 0.1,
l2 = 1, τ1/τ2 = 12 — (g); A = 1, B = 1.8, α = 1.1, l1 = 0.1, l2 = 1 — (b); A = 1, B = 1.8, α = 0.9, l1 = 0.1, l2 = 1 — (d); A = 1, B = 1.8, α = 1.3,
l1 = 0.01, l2 = 1 — (f); A = 7, B = 7, α = 1.9, l1 = 3.5, l2 = 1 — (h).
instability. As a result, we expect the formation of stationary inhomogeneous structures. In fact, at the beginning, only
inhomogeneous fluctuations grow in amplitude and lead to inhomogeneous pattern formation. At the same time, at the
dynamics of structure formation, the amplitude of the structures increases, and at maximum and minimum amplitude, the
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structures fall into the domain, where the homogenous structures are unstable. As result, we obtain a complex interaction
of Turing and Hopf bifurcations (e–f).
Inhomogeneous oscillatory structures are presented on pictures (g)–(h). Such structures are obtained at eigenvalueswith
a negative real part when the intersection of the null-cline for the activator variable is located on the decreasing interval. It
should be noted that such a situation is qualitatively different from the integer RD systems where either the Turing (k 6= 0)
or Hopf bifurcation (k = 0) takes place, and this depends on which condition is easier to realize.
5. Conclusion
We have performed the stability analysis and computer simulation of the solutions in fractional RD systems for each
particular limit. The obtained solutions have the form of homogeneous oscillations or inhomogeneous structures which can
be stationary or oscillatory.
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