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SOMMAIRE 
Dans le cadre de ce mémoire, on présente une résolution du problème de Snell 
dans le cas où les temps d'arrêts ont des valeurs comprises dans l'ensemble sui-
vant {a, 1, ... , n}. Ce résultat est par la suite utilisé dans un contexte d'options 
bermudiennes. Premièrement, on déterminera une couverture de risque possible 
dans le cadre des options bermudiennes. Deuxièmement, on évaluera aussi la va-
leur de ces options à l'aide de simulations Monte Carlo basées sur la résolution 
du problème de Snell effectuée précédemment. L'algorithme Monte Carlo pré-
senté dans ce mémoire conserve les propriétés de convexité et monotonicité que 
peuvent avoir certaines options, et ce; en plus de pouvoir servir à implanter une 
autre méthode pour obtenir des bornes plus précises. 
Mots Clés: Options bermudiennes, problème de Snell, région d'exercice. 
, 
v 
SUMMARY 
In this paper we solve the Snell problem in the particular case where the 
stopping times take values in a set {a, 1, ... ,n}. This result is then used in the 
case of Bermudan options. First, we are using it to hedge this kind. of option, 
and then we use a Monte Carlo algorithm based on this result to evaluate the 
priee of the option. The algorithm in this paper includes the special feature of 
preserving the convexity and monotonicity of the options, if the option has these 
characteristics. At the same time, this algorithm can be used in conjunction with 
another algorithm to get sharper bounds on the value of the option. 
Key words : Bermudan options, Snell ptoblem, exercise region 
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INTRODUCTION 
En ingénierie financière, l'évaluation d'options est un sujet où il y a eu plu-
sieurs développements au éours des dernières décennies. D'un point de vue théo-
rique, le problème d'optimisation (problème de Snell) résolu dans le livre de Neveu 
(1975) est central dans l'évaluation d'options américaines ou bermudiennes, car il 
permet de définir un temps d'arrêt afin d'exercer l'option au moment où le contrat 
a la plus grande valeur théorique. Bien que le problème de Snell ait été introduit 
dans le livre de Neveu (1975) à l'aide d'exemples sur les jeux de hasard, il est 
évident que ce problème est exactement le même que celui que l'on rencontre avec 
les options d'achats et de ventes. 
Malgré le fait que le problème ait été résolu théoriquement, les chercheurs ont 
dû trouver des méthodes pratiques afin d'être en mesure de calculer la valeur de 
l'option. Une des premières méthodes de résolution mise sur pied a été propo-
sée par Brennan et Schwartz (1977). Ces derniers se sont basés sur la résolution 
d'équations différentielles pour parvenir à la résolution du problème de SnelL Par 
la suite, les méthodes de résolution en arbre ont été introduites par Cox et al. 
(1979) pour évaluer la valeur d'options américaines. Malgré le fait que les mé-
thodes de simulation Monte Carlo aient été discutées par Boyle (1977) pour les 
options européennes, il a fallu attendre jusqu'en 1993 avec la parution de l'article 
de Tilley (1993) pour voir la première évaluation d'options basée sur des simu-
lations. Cet article a marqué le début d'une effervescence de la méthode Monte 
Carlo dans ce domaine. Le domaine de l'évaluation d'options a pàr la suite vu 
naître plusieurs articles améliorant les résultats de Tilley (1993), tels que Carriere 
(1996), Broadie et Glasserman (1997), Longstaff et Schwartz (2001), Broadie et 
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Glasserman (2004). Plus récemment, des méthodes permettant l'évaluation de 
bornes inférieures et supérieures de la valeur de l'option ont été développées par 
Rogers (2002) et Andersen et Broadie (2004). 
Dans certains cas d'options particulières, les fonctions représentant les va-
leurs possèdent des propriétés particulières telles la monotonicité et la convexité, 
comme dans le cas d'options américaines d'achat ou de vente. L'algorithme pré-
senté dans le présent mémoire permet de conserver les propriétés de monotoni-
cité et de convexité, ce que les méthodes Monte Carlo précédemment énumérées 
ne permettaient pas de manière générale. Ce mémoire a donc comme objectif 
d'énoncer les résultats théoriques permettant la réalisation de cet algorithme et 
de comparer les résultats à d'autres algorithmes. 
Dans la première section de ce mémoire, on retrouve la démonstration de la 
résolution du· problème de Snell pour le cas particulier des options bermudiennes. 
Ensuite, ce résultat est utilisé pour démontrer comment on peut faire une couver-
ture de risque sur une telle option. Suit la description de l'algorithme préservant 
les propriétés de monotonicité et de convexité. Finalement on présente les ré-
sultats de cette procédure lorsqu'elle est appliquée à des options bermudiennes. 
Étant donné que l'algorithme développé permet l'application des résultats d'An-
dersen et Broadie (2004), il Y a aussi une description des algorithmes de cet article 
et quelques résultats numériques intéressants. Plus précisément, les algorithmes 
de "borne supérieure Il et "borne inférieure Il de l'article de Andersen et Broadie 
(2004) sont aussi décrits dans le chapitre 3. 
Chapitre. 1 
PROBLÈME DE SNELL 
Soit (0, F, P) un espace probabilisé. 
1.1. DÉFINITIONS 
Les définitions suivantes seront utiles afin de bien comprendre les énoncés du 
présent chapitre. On peut aussi retrouver les définitions dans Billingsley (1995). 
Définition 1.1.1. On dit que lF = {Ft; t = 0,1,2, ... } est une filtration si pour 
tout t E {O, 1,2, ... }, Ft est une suite de sous-tribus de F telle que 
Définition 1.1.2. Une variable aléatoire T, prenant des valeurs dans Nu {+oo}, 
est un temps d'arrêt par rapport à la filtration lF si pour tout tE {O, 1,2, ... }, 
Définition 1.1.3. Soit X = (Xtk:o un processus stochastique, où t est discret et 
lF une filtration. On dit que X est un processus lF -adapté si chaque tE {O, 1,2, ... }, 
X t est Ft-mesurable. 
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Définition 1.1.4. Soit X un processus IF -adapté où IF est une filtration. Alors 
(Xt, Ftk~o est une martingale si pout tout t E {O, 1,2, ... }, 
- E(/Xt /) < 00, 
- E(Xt+1IFt) = X t p.s. 
De plus, on dit que la suite (Xt , F t k20 est une supermartingale si 
- E(IXtl) < 00, 
- E(Xt+1IFt) ~ X t ,p.s. 
1.2. ÉNONCÉ DU PROBLÈME DE SNELL 
Soit X = (Xt)r=l un processus adapté à la filtration IF = {Ft; t = 0, ... , n}, 
tel que E(IXtl) < 00 pour tout t ~ n, et soit 1I' l'ensemble des temps d'arrêt 
à valeur dans T = {O, 1, ... ,n}. On cherche à résoudre le problème suivant, dit 
problème de Snell: est-il possible de trouver un temps d'arrêt T* E 1I', tel que 
E(XT ·) = supE(XT ). (1.2.1) 
TET 
Pour en faire la résolution, nous allons étudier un problème qui à prime abord est 
un peu plus complexe. Il s'agit de trouver U = (Ut)r=o tels que 
Ut = sup E(XTIFt), t = 0, ... , n. (1.2.2) 
TET, T';?t 
Nous allons montrer que dans le cas présent, la solution est donnée par 
si t = n, 
(1.2.3) 
si t < n, 
et que TO(W) = min {s ~ OlUs(w) = Xs(w)} E 1I' satisfait l'équation (1.2.1). 
Le processus U est bien adapté à la filtration F. Dans le cas où t = n , 
Un = X n et X est adapté à la filtration F. Dans notre dernier cas, où t ~ n, 
comme X tj et E(Utj+1IFtj) sont tous les deux Frmesurables, le maximum l'est 
aussi. 
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1.3. LIEN AVEC LES OPTIONS BERMUDIENNES 
Le problème de Snell tel qu'énoncé précédemment n'est qu'un problème théo-
rique, mais il est tout de même possible de l'appliquer aux options bermudiennes. 
Si on reprend l'énoncé de départ, on peut redéfinir le tout en termes finànciers. 
PlU exemple X t est la valeur d'exercice de l'option au temps t, et aonc le pro-
cessus stochastique U représente l'évolution de la valeur de l'option au cours du 
temps. 
Si on se place dans la peau du détenteur de l'option, l'option bermudienne 
nous permet à certains moments prédéfinis de choisir entre exercer son droit ou 
bien attendre le prochain moment où un tel choix sera possible. Le problème de 
Snell tente en fait de répondre à cette question: Dois-je exercer maintenant mon 
droit ou attendre encore? En d'autres mots, à quel moment dans le temps est-ce 
que la valeur d'exercice de mon option sera la plus grande? 
Le problème de Snell cherche en fait le temps d'arrêt optimal r*. C'est-à-dire, à 
quel moment doit-on exercer l'option pour en retirer un maximum de profit? Cette 
décision se fait en fonction d'un certain critère qui nous permet à chaque moment 
de décider si la valeur d'exercice de l'option au temps présent est plus grande 
que celle qu'elle aura dans le futur. Comme on ne peut prédire ce qui se passera 
dans le futur avec la valeur de l'option, on compare ce qu'on a présentement avec 
l'espérance de la valeur de l'option dans le futur à chaque moment d'exercice 
possible. La fonction Ut, aussi appelée l'enveloppe de Snell, est la fonction qui 
permet cette comparaison puisqu'elle représente la valeur actualisée de l'option 
au temps t. 
1.4. RÉSOLUTION 
Nous allons résoudre ce problème en quatre étapes. Les trois premières consistent 
en trois lemmes qui seront énoncés puis démontrés. La qu'atrième étape sera, quant 
à elle, la concaténation de nos résultats précédents afin d'arriver à notre conclu-
sion. La démonstration des lemmes et du résultat principal est fortement inspirée 
des notes de cours de Gauthier (2006). 
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Définition 1.4.1. Pour nous aider dans les résultats qui suivent, nous allons 
introduire la notation suivante. 
At = {T : 0 --t {t, t + 1, ... , n}IT est un temps d'arrêt}, 
tE T. 
At représente donc l'ensemble des temps d'arrêt prenant des valeurs plus grandes 
ou égales à t. 
Soit U le processus défini par (1.2.3). 
Lemme 1.4.1. Pour tout t E {a, ... ,n} et pour tout T E At 
(1.4.1) 
DÉMONSTRATION. Pour démontrer ce lemme nous allons procéder par induction 
inversée sur t. Commençons par t = n. Lorsque t = n, At ne contient que le temps 
d'arrêt T = n, ce qui entraîne que E (XTIFn) = E (XnIFn) = Xn. Puisque, par 
définition, Un = X n, on a donc 
Notre égalité est donc vérifiée pour t = n. 
Pour la suite, nous allons supposer que l'inégalité (1.4.1) est vérifiée pour t et 
nous allons démontrer le lemme pour t - 1. Choisissons un temps d'arrêt T E At-l 
et évaluons l'espérance conditionnelle par rapport à la filtration au temps t - 1. 
E(XTIFt-d = E(XTl{T=t-l}IFt-d + E(XTl{T>t-l}IFt- 1) 
= E(Xt- 1 l{T=t-1}IFt- 1) + E(XTvtol{T>t-l}IFt-d· (1.4.2) 
Nous allons maintenant considérer le premier terme de l'équation (1.4.2). Nous 
savons que 
et donc 
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Il nous reste à considérer le deuxième terme de l'équation (1.4.2). 
Comme le maximum entre deux temps d'arrêt est lui aussi un temps d'arrêt, 
T V t est donc un temps d'arrêt. De plus, T V t est élément de At, ce qui nous 
permet d'appliquer l'hypothèse d'induction suivante: Ut 2:: E(XrvtIFt). 
On peut ainsi développer le deuxième terme de l'équation comme suit: 
E(Xrvtl{r>t-l}IFt-l) = l{r>t-l}E(XrvtIFt-l) 
car T E At - 1. 
= l{r>t-l}E(E{XrvtIFt)IFt-l) 
~ ·l{r>t-l}E(Ut IFt - 1) 
~ l{r>t-l} max {Xt-il E(UtIFt- 1)} 
Donc Ut- 1 2:: E(XrIFt-l) VT E At - b ce qui complète la preuve. 
Lemme 1.4.2. Soit le temps aléatoire suivant .. 
Alors Tt(W) est un temps d'arret, c'est-à-dire que Vs 2:: t, 
DÉMONSTRATION. Pour un s 2:: t, 
{w E ft: Tt(W) = s} 
{w E ft: Vu < s, Uu(W) =1= Xu(w) et Us(W) = Xs(W)} 
{W E ft : Vu < s, Uu(W) > Xu(w) et Us(w) = Xs(w)} 
nJw E ft : Uu(w) > Xu(wnnJw E ft: Us(w) = Xs(wn E Fs 
U<8 EF,,"r;Fs EFa 
o 
(1.4.3) 
o 
Remarque 1.4.1. Nous venons de démontrer que Tt est un temps d'arret, mais 
il est bien de spécifier dans sa définition qu'il est élément de At. 
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Lemme 1.4.3. Pour tout tE 0, ... , n 
DÉMONSTRATION. Comme au lemme 1.4.1, nous allons procéder par induction 
inversée sur t. 
Posons t n. 
=n 
L'égalité est donc vérifiée pour t = n. 
Supposons le lemme 3 vrai pour t et vérifions le pou.r t - l. 
E(XTt_lIFt-l) E(XTt _1 I{Tt_l=t-l} IFt-d + E(XTt _I I{Tt_l>t-l} IFt- 1) 
E(Xt- 11{Tt_l=t-1}IFt- 1 ) + E(X{Tt_lVt }I{Tt_l>t-1}IFt- 1) (1.4.4) 
Pour le premier terme de l'équation (1.4.4), on a 
E(Xt- 11h_l=t-l} IFt- l ) X t- l l{Tt_l=t-l} 
la dernière égalité venant du fait que si le temps d'arrêt Tt-l = t - 1, cela veut 
dire que Xt - l Ut - l . 
Traitons maintenant le deuxième terme de l'équation (1.4.4). Montrons que Tt-l 
Tt lorsque Tt-l > t - 1. En effet, dans ce cas, 
Revenons au deuxième terme 
E(X{Tt_lVt}I{T'_I>t-l}IFt-1) = E(XT,lh_l>t-l}IFt - 1) 
= Ih_l>t-l}E(XT,IFt-l) 
= l{Tt_l>t-l}E(E(XTt IFt)IFt-l) 
= 1{Tt_l>t-l}E(Ut IFt- 1) 
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(1.4.5) 
(1.4.6) 
(1.4.7) 
Le passage de l'équation (1.4.5) à l'équation (1.4.6) se fait à l'aide de l'hypothèse 
d'induction. 
Lorsque Tt-l > t - 1 =?- Ut-1(w) > Xt-1(w), Vw 
Ut - 1 = max {Xt-1(w), E(UtIFt- 1)} 
= E(UtIFt-l), 
Maintenant que nous venons de justifier les passages des équations (1.4.5) à 
(1.4.6) et (1.4.6) à (1.4.7), on peut recoller les morceaux de l'équation (1.4.4) pour 
obtenir le résultat final du lemme 1.4.3 : 
o 
Nous venons de terminer la démonstration des trois lemmes qui nous serviront 
à démontrer le théorème principal, soit celui relié au problème de Snell. 
r 
PROBLÈME DE SNELL. Si on applique les trois lemmes, on trouve que 
SUpE(XTIFt)~ Ut E(XTtIFt)~ sup, 
~~ ~~ 
d'où 
sup E(XTIFt) Ut E(XTt IFt)E(XTIFt). 
tEAt 
En particulier, lorsque t 0, on obtient 
E[XTOIFol Uo sup E(XT). 
tEAo 
10 
Donc 70 est bel et bien un temps d'arrêt optimal que nous recherchions pour 
le problème de Snell (équation (1.2.1)). On conclut aussi que le U défini par 
l'équation (i.2.3) est bien la solution de (1.2.2) que l'on cherchait. 
o 
1.5. PROPRIÉTÉS DE LA SOLUTION 
Une propriété mathématique de la solution obtenue dans ce chapitre est que 
U est en fait la plus petite supermartingale qui domine X. On entend par le ~ot 
"domine", que Ut ~ X t, pout tout t = 0, ... , n. En voici la démonstration. 
DÉMONSTRATION. La définition de Ut nous dit que pour t n, Un = X n et pour 
les autres t = 1, ...... , n, 
et 
Ceci montre bien que Ut domine X t et que U est une supermartingale. 
Il reste à prouver que Ut est la plus petite supermartingale qui domine X t . 
Comme dans la preuve principale de ce chapitre, on retrouve l'utilisation de l'in-
duction inversée sur t, soit en commençant par t n et en diminuant vers t - 1. 
Pour ce faire, posons Y une autre supermartingale qui domine X. Ceci voudrait 
dire que Yn ~ X n = Un. Supposons donc que rt ~ Ut et montrons que nécessai-
rement, rt-l ~ Ut- l . 
À l'aide de la propriété de supermartingale de Y, on a 
Comme Y domine X, on a donc 
On peut donc conclure que Y domine U, ce qui implique que U est la plus 
petite supermartingale qui domine X. 0 
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1.6. EXEMPLE 
Dans cette section, un exemple reflétant le problème de Snell et sa solution 
est présenté. Considérons une option de vente où la: valeur au temps test 
X t = Bt . max {100 - St, O} , 
où St est la valeur d~ sous-jacent au temps t. Le taux d'actualisation sera dans 
cet exemple Bt = 1,~5t. 
Pour simplifier les calculs, le sous-jacent suivra un modèle à deux périodes où 
les seuls événements possibles sont les suivants. (On retrouve un exemple sem-
blable dans Gauthier (2006).) Il est possible d'exercer l'option au temps 1 et 2. 
w Sa SI S2 P(w) 
W1 100 115 123,25 30% 
W2 100 U5 117 20% 
W3 100 95 106,25 30% 
W4 100 95 90 20% 
Remarque 1.6.1. La mesure de probabilité P dans le tableau fait en sorte que 
le prix actualisé du sous-jacent est une martingale. 
La filtration dans ce problème est : 
- Fa == {0,O},· 
- FI = 0"{{W1,W2},{W3,W4}}, 
-'-- FI = 0" {W1,W2,W3,W4}.· 
Le tableau suivant représente la valeur d'exercice X actualisée pour toutes les 
valeurs possibles du sous-jacent. 
W Xo Xl X2 
W1 0 0 0 
W2 0 0 0 
W3 0 1,~5 R:j 4, 76 0 
W4 0 1~5 R:j 4,76 1,~~2 R:j 9,07 , 
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On pourrait choisir comme temps aléatoire celui où l'on exercerait l'option 
de vente au moment où la valeur serait à son maximum pour chaque w. Ce qui 
donne dans notre exemple le temps aléatoire suivant: 
Malheureusement, ce temps aléatoire n'est pas un temps. d'arrêt car 
Donc pour employer cette stratégie, il faudrait être capable de prédire l'avenir, 
ce qui est bien sûr impossible. Cependant, la solution du problème de Snell que 
nous avons développée dans ce chapitre nous permet de maximiser notre espé-
rance de gain en se basant sur les informations disponibles au moment de la prise 
de décision. 
w Uo U1 U2 
W1 2,38 0 0 
W2 2,38 0 0 
W3 2,38 max(4, 76; 3, 628) = 4,76 0 
W4 2,38 max( 4, 76; 3, 628) = 4, 76 9,07 
Suite à ces calculs, on obtient que le TO de la solution du problème de Snell . 
est TO = (1,1,1,1). TO est choisi pour chaque w comme étant le premier temps 
pour lequel Ut = Xt. La valeur associée à ce temps d'arrêt est de 2,38. On peut 
voir que ce n'est pas le seul temps d'arrêt pour lequel on atteint cette valeur. En 
effet, (2,2,1,1) est un autre temps d'arrêt qui a la même valeur, mais la solution 
·du problème de Snell nous assure que nous .obtenons la valeur maximale avec TO. 
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1.7. CAS MARKOVIEN 
Ici on suppose que Xt = -Jt(St), où S est une chaîne de Markov pour la 
filtration IF et ft est une fonction mesurable. Dans ce cas, il est facile de voir que 
Ut = Ut(St), où un(s) = fn(s) et pour tout 0 ~ t < n, 
Cela montre bien que dans le cas markovien décrit ci-dessus, là solution du 
problème de Snell dépend d'une fonction déterministe u(t, s). 
Chapitre 2 
COUVERTURE DU RISQUE 
2.1. SITUATION-PROBLÈME 
Une couverture de risque en finance est en fait une action qui permet de 
contrer les risques liés à un contrat, telle une option de vente ou d'achat. Le but 
de la couverture de risque est de compléter le portefeuille contenant l'option avec 
d'autres titres, et ce, afin que sa valeur ne soit pas affectée par le hasard relié au 
prix du sous-jacent de l'option. Le présent chapitre essaie de répondre à la question 
suivante; comment est-il possible de faire une couverture de risque ("hedging") sur 
les options bermudiennes étudiées dans ce mémoire? Un raisonnement semblable 
sur la couverture de risque est présent dans le livre de Steele (1975). 
Supposons qu'une option bermudienne peut être' exercée au temps 
ta = 0 < t l < ... < tn = T et notons la fonètion de la valeur d'exercice actualisée 
au temps tk, par fk, et celle de la valeur de l'option au temps tk, Uk. 
Supposons aussi que nous sommes dans un contexte de Black-Scholes, où la 
valeur du sous-jacent St satisfait l'équation suivante sous la mesure neu~re au 
risque Q , 
(2.1.1) 
où r est le taux d'intérêt, 8 est le taux des dividendes et a est la volatilité. 
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Grâce aux résultats obtenus dans le chapitre 1, on sait que la valeur actualisée 
de l'option au temps tk est donnée par l'équation suivante: . 
. Pour k n, Un est égale à ln. Il a aussi été question du plus petit temps d'arrêt 
optimal, qui a été donné par 
Maintenant que la situation est établie, notons par I1t la valeur du portefeuille 
nécessaire pour faire la couverture de risque de l'option bermudienne. L'équation 
du portefeuille est : 
où <Pt est la valeur de l'option au temps t, et ert est le facteur d'actualisation. 1pt 
est le nombre de titres du sou&-jacent que l'on possède. C'est en fait cette valeur, 
l/lt, qu'il sera possible de modifier au cours du temps afin d'exécuter la couverture 
de risque. 
Par le fait même, la variation dans le temps de la valeur du portefeuille est : 
D'après la formule d'Itô, et en modifiant la notation de <ptert par V(S, t), on 
obtient: 
av av 1 2 2a2v 
dV = 7jtdt + as dSt + "20' S aS2 dt, 
ce qui nous donne comme équation pour dI1t : 
av av 1 2 2a2v 
dI1t = 7jtdt + as dSt + "20' S aS2 dt -l/ltdSt. 
Donc, comme notre but est d'éliminer l'effet du hasard relié à la valeur du sous-
jacent, il faudrait pouvoir annuler les termes dans l'équation précédente qui com- . 
portent la composante dSt . C'est-à-dire, il faudrait avoir, 
Ceci peut être atteint si l'on pose 
av 
'l/Jt = as· 
En choisissant cette valeur pour 'l/Jt, il reste toujours 
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Si on suppose qu'il n'y a pas d'arbitrage, c'est-à-dire qu'il y a aucune tran-
saction qui garantit un gain, alors la valeur du portefeuille doit donner un retour 
équ.ivalent à celui d'un contrat sans risque. Plus précisément, cela implique l'équa-
tion suivante: 
En effectuant ensuite les substitutions appropriées, nous arrivons au résultat 
Nous reconnaissons ici l'équation différentielle partielle de Black-Scholes. Ce 
qui nous permet de dire que la relation est conservée si nous prenons 'l/Jt ~ ~~. 
2.2. ÉVALUATION DE 'l/Jt 
Avec les démarches de la section précédente, on voudrait pouvoir évaluer la va-
leur de 'l/Jt afin de se couvrir face au risque de l'option bermudienne. Comme cette 
valeur est dynamique, c'est-à-dire qu'elle change constamment dans le temps, il 
faudrait théoriquement refaire ce calcul à chaque instant, soit de façon continue. 
Il est bien sûr pratiquement impossible de faire ce calcul aussi souvent. Il est 
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cependant possible de déterminer des temps fixes pour faire un réajustement, 
comme par exemple, les temps t1, ... , tn d'exercice pour une option bermudienne. 
Afin de simplifier la suite, introduisons la notation suivante : 
Définition 2.2.1. 
Dans les cas où l'option est exercée, il n'est plus nécessaire de continuer la 
couverture de risque. Maintenant, supposons que l'option n'est pas exercée au 
temps t 0 sinon l'exemple serait trivial, donc Jo < Uo(So) pour tout t entre ° 
et th et 
av 
7);18=8t 
a<ptert 
= IS=8t 
= e
rt ~~t 18=8t 
rtaE(Ul(Sh)IFto) ·1 
e as 8=8t 
= ertah~t, s) 18=8
t
• 
. s 
Le passage de la troisième à la quatrième égalité est possible, car si t 0, alors. 
Jo < Uo ce qui implique Uo E(U1(St1)IFto )' Dans le cas où t > 0, comme ce 
n'est pas un temps d'exercice possible, il faut attendre au temps h pour exercer 
l'option, donc la valeur de l'option est Ut E(U1(StI) 1Ft ). 
Encore une fois, si l'option est exercée au temps tl, il n'y a plus de couverture 
de risque à faire. Autrement, on a que Jl(StJ < U1(St1)' ce qui implique que 
h1(tl, St1) = h2(t ll St1)' En effet, 
h1 (t1 ,St1) E(U1(StJIFt1) 
E(max {h, E(U2(St2)IFt1 )} IFh ) 
= E(E(U2( St2) IFtl ) IFtJ 
E(U2(St2)IFtJ 
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Il s'ensuit que pour t l :::; t < t2, 
Si on poursuit ce procédé pour chaque temps d'exercice possible, on obtient 
que si l'option n'est pas exercée au temps t ~ tk, pour 0 < k < n, on a A(StJ < 
Uk(Stk) et hk(tk, StfJ == hk+1(tk, Stk)' Il s'ensuit que pour tk :::; t < tk+l, 
1/;(t, St) = ertÔhk~:tl s) 
Ensuite, si t :::; tk, comme Stk = Ste(r-5)(tk-t)+a(Wtk-Wt) est indépe~dant de 
:Ft, il s'ensuit que l'on peut écrire hk comme 
hk(t, St) = E(Uk(Ste(r-5)(tk-t)+a(Wtk-Wt»)) 
E( Uk(Ste(r-Ii)(tk -t)+a.jtk-tz)), 
où Z est la loi Normale(O,l). Donc, pour tk-l :::; t < tk, 
1/;(t, St) = E (Ste(r-O)(tk-t)+a.jtk-tZU~(Ste(r-O)(tk-t)+aVtk-tZ)) . 
On peut voir qu'il est donc possible maintenant d'évaluer 1/; à l'aide de simu-
lations Monte Carlo, et de pouvoir effectuer la couverture de risque de l'option 
bermudienne. Un algorithme est décrit dans le prochain chapitre et des résultats 
numériques d'une telle implantation sont présentés au chapitre 4 . 
Chapitre 3 
SIMULATIONS 
3.1. ALGORITHME D'ÉVALUATION DE L'OPTION 
3.1.1. Raisonnement 
L'algorithme présenté en premier dans ce chapitre est un algorithme qui a été 
présenté dans l'article de Del Moral et al. (2006) servant à déterminer la valeur 
des options de type bermudienne. Ainsi, la version du problème de Snell résolue 
au chapitre 1 nous démontre un résultat nous permettant de conclure qu'il existe 
une solution optimale et en même temps elle nous donne une piste pour trouver 
cette solution à l'aide d'une simulation. L'algorithme présenté ici tente de trouver 
une solution optimale. Les sections suivantes du chapitre décrivent les algorithmes 
de "borne supérieure" et de "borne inférieure" associés à l'évaluation d'options 
dans l'article d'Andersen et Broadie (2004) ; deux procédures qui utiliseront des 
données calculées par l'algorithme de l'article de Del Moral et al. (2006). 
En regardant les fonctions exprimant la valeur de certaines options, nous re-
marquons que celles-ci possèdent des propriétés de convexité. Cependant, les mé-
thodes de simulation utilisées précédemment ne conservaient pas ces propriétés 
durant la simulation. L'algorithme étudié ici a pour but de conserver cette pro-
priété de convexité tout au long du calcul, c'est-à-dire de la simulation. 
Évidemment, l'algorithme proposé utilise les fondements théoriques du pro-
blème de Snell afin d'évaluer la valeur de l'option ainsi que la région d'exercice. 
Plus précisément, il utilise la méthode de résolution qui débute au terme de l'op-
tion et remonte le temps jusqu'au moment initial. À la différence des autres types 
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de simulation, cette simulation ne génère pas des chemins pour les valeurs du 
sous-jacent. Cette simulation fait plutôt des calculs pour plusieurs points appar-
tenant à une grille et se sert de l'interpolation pour obtenir les résultats aux autres 
points désirés (autres combinaisons de valeurs des différents sous-jacents). C'est 
cette dernière propriété de la procédure qui permet de conserver la convexité de 
la fonetion de la valeur de l'option, car il peut être démontré qu'en utilisant une 
interpolation, il est possible de conserver la convexité de l'enveloppe de Snell. 
L'idée générale derrière cette simulation est tout d'abord de commencer par 
évaluer Un au temps final et ce, pour plusieurs valeurs de l'option à ce moment 
précis. Par la suite, on remonte le temps en calculant Un - l à l'aide de simulations 
Monte Carlo, encore une fois pour des valeurs fixes de l'option à ce moment. Nos 
simulations Monte Carlo nous aident à estimer la valeur de l'option au temps t-l 
et ce, à l'aide d'une interpolation faite· avec les valeurs déjà calculées au temps 
t. On remonte ainsi le temps jusqu'au temps 0 pour avoir la valeur initiale de 
l'option. Deux exemples d'algorithmes évaluant la valeur de l'option sont présentés 
à l'annexe A. Dans ces deux exemples la simulation a été écrite à l'aide du langage 
C. 
3.1.2. Hypothèses 
Au préalable, il est primordial d'énoncer quelques hypothèses avant de se lan-
cer dans la description des algorithmes. Tout d'abord, on se' replace dans le cas 
markovien discuté à la fin du chapitre 1. On suppose donc que Xt = ft(St), 
où la chaîne de Markov (S~k:!:o prend des valeurs dans le sou~-ensemble convexe 
XE [O,oot L'hypothèse suivante est reliée aux lois des chaînes de Markov. 
Hypothèse 3.1.1. Pour tout t E 1, ... , n, lia chaîne de Markov St peut être ex-
primée comme suit, 
où yt suit la loi f.Lt et est indépendant de :Ft-l. De plus, s ~ 7rt (s, y) est continue 
sur X pour tout y E Y fixés. 
Comme l'algorithme proposé utilise grandement les simulations Monte 
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Carlo, il est nécessaire de faire la prochaine hypothèse afin de s'assurer que 
l'enveloppe de Snell soit bien définie. 
Hypothèse 3.1.2. Pour tout t E {1, 2, ... , n} , ft(St) est intégrable. 
3.1.3. Propriétés de U 
Avant d'énoncer des propositions sur les propriétés de U, commençons par 
définir un autre processus. Pour un certain t E {O, 1, ... , n - 1}, lit est défini 
comme suit, 
. Pour le même t, c'est-à-dire au même moment 
et lorsque t n, fn = Un = Vn. En termes plus concrets, U est l'enveloppe de 
Snell, f est la fonction de la valeur de l'option et V est la limite de la région 
d'exercice. La limite de la région d'exercice est en quelque sorte une limite infé-
rieure à partir de laquelle on est mieux d'exercer l'option, c'est-à-dire que si la 
valeur de l'option f est supérieure à V , alors il est théoriquement plus profitable 
d'exercer l'option. 
Les trois propositions suivantes sont des résultats sur les propriétés de U et 
de V. Les preuves des ces propositions sont présentées dans l'article de Del Moral 
et al. (2006). 
Proposition 3.1.1. Si pour tout t E {O, ... , n}, ft est croissante (resp. décrois-
sante) et 'lft(-, y) est croissante (resp. décroissante) pour n'importe quel y E y, 
alors Ut èt lit sont eux aussi croissantes (resp. décroissantes). 
A ussi, si ft est continue pour tout t E {O, ... , n}, alors Ut et lit seront eux aussi 
continues pour tout t E {O, ... , n}. 
Dans le cas où l'hypothèse sur 1ft de la proposition précédente ne peut être 
respectée, il est nécessaire d'émettre d'autres hypothèses afin de pouvoir assurer 
la continuité de U et de V. 
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Proposition 3.1.2. Si l'hypothèse 9.1.2 est respectée et que pour tout 0 ::; j ::; 
t ::; n, s 1---+- E[Jt(St)!Sj = s] et s 1---+- A(s) sont continues, alors Ut et lit seront 
aussi continues pour tout t E {O, ... , n} 
Proposition 3.1.3. Si pour tous les t E {O, ... , n}, ft est convexe et croissante, 
et de plus 7rt ( " y) est convexe et croissante pour n'importe quel y E y, alors Ut et 
lit seront convexes et continues pour tous les tE {D, ... ,n}. 
Si ft est convexe et décroissante et si 7rt(" y) est concave et croissante pour 
n'importe quel y E Y et t E {O, ... , n}, alors Ut et vt seront convexes et décrois-
santes pour tous les k E {D, ... ,n} 
3.1.4. Algorithme 
Afin de pouvoir réaliser cette procédure, il est possible de suivre les étapes de 
l'algorithme suivant, mais auparavant il est nécessaire d'introduire la définition 
suivante. 
Définition 3.1.1. Dans ce qui suit, nous allons définir le mot "Grille" comme 
étant un ensemble de points dans l'espace des valeurs possibles des sous-jacents. 
Plus précisément, chaque sous-jacent correspond à une dimension, et les points 
de la "Grille" ont comme dimension, le nombre de sous-jacents. 
Grille: = { (Xl, ... , x d ) ! xi E { sL ... , s;'d où les s sont E ~} 
L'algorithme est: 
- On pose V~(x) = Un (x) fn(x) 'Vx E Grille au temps n. 
- Pour t = n, ... , 1, on génère 6, ... ,ÇNt selon la loi ILt, et à chaque x E Grille, 
on calcule 
at,i = Vt(7rt(X,Çi)) 'Vi 1, ... ,Nt 
(on obtient Vt en interpolant) 
- Bt,i = ft( 7rt(x, Çi)) 'Vi = 1, ... , Nt 
On pose 
_ 1 Nt _ . 1 Nt 
lIt-l(X) = N, LUt(7rt(X,Çi)) = N, Lmax(at,i;Bt,i). 
t i=l . t i=l 
Notre simulation se termine ainsi. Parmi nos résultats, nous avons les régions 
d'exercice aux différents temps d'exercice (voir remarque suivante) et par le fait 
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même la valeur de l'option au temps 0 pour les différentes valeurs de départs qui 
sont dans la grille. 
Remarque 3.1.1. En calculant V dans cette procédure, on calcule les limites 
inférieures de la région d'exercice. La région d'exercice est donc toutes les valeurs 
qui sont sùpérieures. à V. Plus précisément, la région d'exercice t est donnée par 
t = {(t, s)lît(s) ::; !tes)}. 
Remarque 3.1.2. Cette simulation peut être faite pour des options à un ou 
plusieurs sous-jacents. Il suffit de considérer x comme un vecteur à plusieurs. 
dimensions. Ainsi, la grille sera comprise de points de même dimension que le 
vecteur x. 
3.1.5. Interpolation convexe 
L'interpolation utilisée dans l'algorithme précédant doit pouvoir conserver les 
propriétés de convexité et monotonicité. Les prochaines définitions et le prochain 
lemme sont cités de l'article de Del Moral et al. (2006), et serviront à encadrer 
l'interpolation et à préserver les deux propriétés mentionnées. 
Définition 3.1.2. Une partition P d'un ensemble convexe et compact R, est n'im-
porte quel ensemble fini de sous-ensembles non-vides 51, ... , Sn et tous disjoints 
deux à deux, tel que R = U~=1 Si' 
Définition 3.1.3. Soit une fonction convexe 9 et une partition P de Ri' alors 
une interpolation linéaire de 9 sur P est une fonction unique 9 qui est définie de 
la façon suivante : 
Si x ESC R, où 5 est l'ensemble des points Xl, "', xn', 
n 
g(x) = L Àig(Xi), 
i=1 
où les barycentres Àb ... , Àn sont la solution unique aux équations suivantes: 
n n L ÀiXi = Xi, L Ài 1, Ài E [0,1]. 
i=l i=1 
Si X tj. R, on définit XR comme étant le point de R étant le plus près de x, 
et on pose g(x) = g(x). 
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Définition 3.1.4. Soit une fonction convexe 9 et une partition P de R, alors 
une interpolation linéaire convexe de 9 sur P est une fonction 9 qui respecte les 
propriétés suivantes : 
- g(x) est convexe sur R, 
- g(x) g(x), pour tout x compris dans l'ensemble des points de P, 
- "Ix E R, il existe des Àz 2:: 0, où Z est compris dans l'ensemble des points 
de P, qui satisfont les critères suivants: 
- L:z Àz 1, 
- x L:z zÀz , 
- g(x) L:z Àz9(Z),-
- Pour tout x 1- R, g( x) = g(y) où y est l'unique point tel que la distance 
entre x et R est égale à la distance entre x et y ( d(x, R)d(x, y) J. 
Le lemme suivant énonce qu'une interpolation linéaire convexe existe et peux 
être obtenue à l'aide de la méthode du simplexe et que cette interpolation pré-
serve aussi la même monotonicité que la fonction de départ. 
Lemme 3.1.1. Supposons que R est l'enveloppe convexe de Xl, ... , X n et que 
91, ... , 9n sont des nombres réels. Pour tout x E C, définissons 
Définissons 9 comme suit: 
n 
g(x) = inf 2:: Ài9i· ÀEAx 
i=l 
Ceci entrafne que 9 est convexe sur R et que g(xd :5 9i. De plus, si 9 est convexe 
sur R tel que 9(Xi) = 9iJ alors 9 est une interpolation linéaire convexe de 9. 
Pour ce qui est de la monotonicité, ,si 9 est monotone, et bien 9 à la même 
monotonicité. Plus précisément, si 9 est non-décroissant en Xi alors 9 a la même 
propriété pour tout les i E 1,2, ... , n. 
La démonstration de ce lemme est présente dans l'annexe C de l'article de Del 
Moral et al. (2006). 
3.1.6. Implantation 
Pour l'implantation de cet algorithme, voici quelques éléments à considérer: 
Comment choisir le domaine de la grille de points? 
Comment réaliser l'interpolation de V? 
3.1.6.1. Domaine de la grille 
25 
Il est bien important de définir le domaine de la grille pour avoir une bonne 
précision dans notre résultat et afin d'optimiser le temps de calcul. On ne voudrait 
pas avoir une grille qui serait trop petite. et qui ne contiendrait qu'un faible 
pourcentage des points ç générés au cours de notre simulation, car ceci nuirait à 
la précision de notre résultat. De façon opposée, une grille trop vaste augmenterait 
notre temps de calcul. Une méthode suggérée pour contrer ces effets indésirables 
est de calculer un intervalle pour lequel le prix du ou des sous-jacents seraient à 
95% durant la période du contrat, et ainsi ces bornes deviendraient les' bornes de 
notre grille. 
En ayant les bornes de la grille, on peut séparer chaque dimension en N 
intervalles de même longueur pour ainsi obtenir une grille, par exemple, de N 2 
points pour une option de deux sous-jacents. 
3.1.6.2. Interpolation 
Il existe bien des interpolations qui conservent la convexité globale d'une fonc-
titm convexe; cependant ce que nous allons utiliser ici est un algorithme qui 
conserve la convexité locale seulement afin de réduire le temps de calcul. Pour en 
savoir plus sur les preuves d'existence, de convexité et de monotonicité d'une telle 
interpolation, il est recommandé de consulter la section précédente et l'annexe C 
de l'article écrit par Del Moral et al. (2006). 
Supposons que notre fonction g est définie dans le rectangle R = [0, IJn et que 
la fonction g est connue à tous les sommets de ce rectangle. Ce que nous cherchons· 
à interpoler est la valeur de la fonction 9 en un point x = (Xl, X2, ... , Xn ) E R à 
l'aide des valeurs aux points connus du rectangle. 
( 
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Voici la procédure 
- Faire une permutation 7r des éléments du vecteur x, de telle façon qu'ils 
soient placés en ordre croissant X7l"l ~ X7l"2 ~ ••• ~ X7l"n. Notons par P la 
matrice associée à cette permutation. 
- Poser y = Px. 
- Calculer À1 = YI et Àn+l = YI et pour i E {2, 3, ... , d}; Ài = Yi - Yi-l· 
- Calculer la valeur finale de l'interpolation g(x) = ~:=l Àjg(PT Uj )+Àd+lg(O). 
Dans la simulation, la majorité des interpolations ne se font pas à l'intérieur 
d'un rectangle dont les extrémités sont soit 0 ou 1. Alors, voici comment appliquer 
la procédure à des rectangles de la forme R = n1=1[ai, bi ]. Avant de commencer 
l'interpolation, il faut calculer les x' qui seront égaux à xj = (Xj - aj)j(bj - aj) 
pour tous les j = 1, ... , d et ensuite faire les trois premières étapes. 
Pour la dernière étape, il faut modifier g(pTUj ) par g(a+DpTuj ) et g(O) par 
g(a) où a est le vecteur des ai et D est la matrice diagonale b - a ( où b est le 
vecteur des bi ). 
3.2. ALGORITHME DE LA "BORNE INFÉRIEURE" 
3.2.1. Raisonnement 
L'algorithme de la "'borne inférieure'" décrit dans Andersen et Broadie (2004) 
est en fait très simple. Il suffit de se donner un temps d'arrêt quelconque et de 
simuler un chemin pour la valeur du ou des sous-jacents jusqu'au moment ou 
ce temps d'arrêt nous dit d'arrêter, ce qui représente dans notre cas le premier 
moment tel que la valeur de l'option est dans la région d'exercice E. Il ne nous 
reste plus qu'à calculer la valeur associée à ce temps d'arrêt. 
3.2.2. Algorithme 
- Pour chaque i= 1, ... , No, simuler un chemin Si = (Si,O, ... , Si,n), où Si,O = So 
Vi. 
- Définir le moment où Si doit arrêter en fonction du temps d'arrêt suivant 
T&,i = minU 2: 0; (j, Si,j) E E}. 
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Calculer la borne inférieure (BI) 
1 No 
N, L frS,i(Si,rs,J· 
o i=l 
BI 
Remarque 3.2.1. La région d'exercice & utilisée dans le critère de ce temps 
d'arrêt peut provenir de la simulation précédente, dans laquelle, en plus d'évaluer 
la valeur de l'option, nous avions calculé la région d'exercice t. 
3.3. ALGORITHME DE LA "BORNE SUPÉRIEURE" 
3.3.1. Raisonnement . 
Les fondements théoriques de l'algorithme suivant permettant de trouver une 
borne supérieure à Uo(So) proviennent d'un résultat démontré dans dans l'article 
de Rogers (2002), qui stipule que pour toute martingale M, 
Uo(So) ::; Mo + E (o~t~ {ft (St) - Md) . 
Il y a égalité dans le cas où M est la martingale associée avec la décomposition 
de Doob-Meyer de la supermartingale Ut(Sd. 
Par la suite est venu le résultat de Andersen et Broadie (2004) qui suggère une 
méthode pour construire une martingale M se rapprochant de la décomposition 
de Doob-Meyer et ce basée sur les régions d'exercices. Ce sont les méthodes de l'ar-
ticle de Andersen et Broadie (2004) qui sont présentées ici afin de simuler la borne 
supérieure. Pour tout t E {O, ... , n}, lt est la fonction indicatrice de l'ensemble 
{(t, St) E &}, c'est-à-dire lt est égale à 1 si notre stratégie nous dit d'exercer notre 
option à ce moment et elle est égale à 0 si, selon notre stratégie toujours, nous de-
vons continuer. Dans ce qui suit, le temps d'arrêt est Tt:,t = min {j ::; t; (j, St) E &} 
et on définit Lt = E (ZrS,t 1Ft ) où Zt = ft(St). Comme pour la "borne inférieure", 
pour définir la région d'exercice &, on peut utiliser les limites V calculées dans 
l'algorithme de Del Moral et al. (2006). 
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La simulation nous permettra de calculer les éléments de l'équation suivante, 
(3.3.1) 
pour t = 1, ... , n et dans le cas de t = 0, Mo = Lo = Uo{Xo). Par la suite, la borne 
, supérieure (BS) sera définie par 
ES = Lo + Eo (max (ft (St) Mt)). (3.3.2) 
tET 
3.3.2. Algorithme 
(1) Pour chaque i = 1, ... , No, simuler un chemin Si = (Si,O, .'" Si,n) , où Si,O = 
So Vi. 
(2) À chaque étape du chemin simulé en (1), vérifier s'il faut exercer l'option 
en fonction de la stratégie d'exercice spécifiée précédemment, c'est-à-dire 
lt 1. Si tel est le cas, faire l'étape 2(b). Dans l'autre cas, où lt=O (la 
stratégie indique qu'il ne faut pas exercer l'option), suivre l'étape 2(a). 
(a) (lt = 0) Débuter une simulation pour évaluer 
Pour chaque j = 1, ... , NI, simuler un chemin Sj (Sj,t, ... , Sj,n) , où 
Sj,t SNj que V0US arrêtez en fonction du temps d'arrêt Tt. 
Calculer Lt = ~l Ef~l f 7 t(STt)' 
(b) (it = 1) Comme on doit exercer l'option à ce moment, Lt = ft(St). 
On doit aussi calculer E (LtHIFt) afin de pouvoir connaître la dernière 
partie de l'équation 3.3.1, c'est-à-dire 
Pour chaque j = 1, ... , N2 , simuler un chemin Sj = (Sj,t, ... , Sj,n) , où 
Sj,t = SNj que vous arrêtez en fonction du temps d'arrêt TtH' 
Calculer LtH = ~2 Ef~lfTk+l(S7t+l)' 
(3) À l'aide des étapes précédentes et de l'équation 3.3.1, on peut maintenant 
évaluer Mi,o à Mi,n Vi = 1, ... , No et calculer 
1 No , 
N. L (mF{ft(St) Mi,t}). 
o i=l 
(4) La borne supérieure (BS) sera donc égale à 
1 No 
BS = La + N. L ( m?, {ft (St) - Mi,t} ) . 
a i=l 
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3.4. ALGORITHME DE CALCUL DE COUVERTURE DE RISQUE DANS 
LE CAS BLACK-SCHOLES 
3.4.1. Raisonnement 
L'algorithme pour le calcul de .la couverture de risque doit s'effectuer suite 
au premier algorithme présenté dans ce chapitre, car on doit pouvoir éval~er 'IjJ à 
l'aide des valeurs de U calculées dans l'algorithme précédent. L'interpolation sera 
donc encore nécessaire. L'algorithme cherche en fait à calculer 'IjJ(t, St) à chaque 
temps d'exercice, ce qui permettrait de réévaluer le nombre de titres nécessaires 
à posséder dans le cas où l'on n'exercerait pas l'option. Dans la formule 
'IjJ(t, St) = E (Ste(r-O)(tk-t)+U.jtk-tZU~ (Ste(r-o)(tk-t)+U.jtk-tZ)) , 
valide pour tk-1 ::; t < tk, le calcul de 'IjJ(t, St) est presque direct, sauf pour U~ 
qu'il faudra évaluer numériquement. La méthode utilisée sera de faire le calcul 
suivant 
U' (S ) = Uk(Stk + ~) - Uk(Stk) 
k tk ~ , 
avec ~ petit, pour approximer U~(Stk)' où Stk = Ste(r-o)(tk-t)+U.jtk-tZ . 
3.4.2. Algorithme 
Supposons que l'on connaisse la valeur St du titre au temps t, pour tk-1 < 
t < tk, et que l'on sache si l'on a exercé ou non au temps tk-1' Si on a exercé, on 
pose 'IjJ(t, St) = O. Sinon, on doit générer des lois normales standard Zl, .. . ,ZN 
et calculer 
N ~(t, St) = ~ L Ste(r-o)(tk-t)+U.jtk-tZjU~ (Ste(r-o)(tk-t)+U.jtk-tZj) . 
j=l 
Chapitre 4 
RÉSULTATS NUMÉRIQUES 
4.1. CONTEXTE 
QuelquEls résultats numériques sont présentés dans les sections suivantes pour 
l'évaluation d'une option à un et deux sous-jacents, résultats qui ont été obte-
nus suite à la programmation et l'exécution des alg()rithmes discutés au chapitre 
précédent. Dans le cas de l'option à ùn sous-jacent, il y a des résultats sur la va-
leur même de l'option, des résultats de bornes inférieures et supérieures, en plus 
d'un résultat pour une couverture de risque. Pour ce qui est de l'option à deux 
sous-jacents, deux types d'option bermudienne ont été évalués, c'est-à-dire deux 
fonctions différentes représentant des prix d'exercice . 
4.1.1. Résultats pour une option à un sous-jacent 
Pour cet exemple, le prix des sous-jacents satisfait l'équation 
(4.1.1) 
avec les paramètres utilisés dans Anderson et Broadie (2004) afin de pouvoir faire 
des comparaisons. W représente dans cette formule le mouvement brownien. Les 
paramètres utilisés sont- r = 0,05, 8 = 0, 1 et a = 0,2. Le temps du contrat est 
de trois ans et le prix initial du sous-jacent, tout comme le prix de levée, est de 
100$. L'option est une option d'achat sur le sous-jacent ayant un prix d'exercice 
égale à f(8) = max(8 - K; 0). 
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Les calculs sont faits en supposant. que la valeur cherchée du sous-jacent au 
moment initial est égale au prix de levée, soit à 100$. Ainsi, notre grille de points 
peut se situer entre 23$ et 230$ car la probabilité que la valeur du sous-jacent 
soit en dehors de ces bornes au terme du contrat est mince, soit 0,3%. En effet, 
P[BT E GrillelBa = 100] 2:: 0,997, ce qui peut être vérifié à l'aide de l'équation 
(4.1.1). 
Pour interpréter les résultats de la borne inférieure et de la borne supérieure, 
il est important de prendre en considération l'écart-type de ceux-ci, soit aB! et 
aBS. À l'aide de ces valeurs, il sera possible d'obtenir un intervalle de confiance 
de 95% pour la valeur de Ua. On peut calculer l'intervalle à l'aide de la formule 
suivante: 
[
aB! aBS ] BI -1.96 ~,BB+ 1.96 ~ , 
Y NB! yNBS 
où NB! et N BS représentent respectivement le nombre d'itérations utilisées pour 
le calcul de la borne inférieure et de la borne supérieure. 
Les tableaux suivants représentent les résultats obtenus avec n = 2 et n = 
10 périodes d'exercices également distribuées lors des trois années du contrat. 
Les résultats sous la colonne "Algorithme" proviennent de l'implantation des 
algorithmes présentés dans ce mémoire. Les résultats de la deuxième colonne sont 
ceux provenant de l'article d'Andersen et Broadie (2004). 
TABLEAU 4.1. Résultats pour un sous-jacent et n = 2 
1 Résultat Algorithme 1 Arbre binomial 1 
Valeur de l'option 7.1776 7.18 
Borne inférieure 7.1779 (a = 0,1363) -
Borne supérieure 7.1784 (a = 0,2256) -
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TABLEAU 4.2. Résultats pour un sous-jacent et n = 10 
1 Résultat Algorithme 1 Arbre binomial 1 
Valeur de l'option 7,9994 7,98 
Borne inférieure 7,9793 (a = 0,1170) -
Borne supérieure 8,0062 (a = 0,3433) -
Remarque 4.1.1. Dans l'article d'Andersen et Broadie (2004) on évoque qu'il 
est impossible que la valeur de l'algorithme de la borne inférieure soit plus grande 
que la valeur de l'algorithme de la borne supérieure. Cependant, l'article de Del 
Moral et al. (2006) fait la démonstration que l'argument évoqué par Andersen et 
Broadie (2004) ne peut pas tenir. Il est donc préférable d'utiliser l'intervalle de 
confiance associée aux bornes que les bornes elle-même. 
À l'aide de ces résultats, l'intervalle de confiance devient [7,1695; 7,1924] pour 
l'option à deux temps d'exercice et de [7,9721; 8, 0275] pour l'option à dix temps 
d'exercice. 
Suite à la démarche présentée dans le chapitre 2, il est possible d'évaluer 
'ljJ qui représente le nombre de titres que l'on doit posséder afin d'effectuer la 
couverture de risque. Le tableau suivant représente les résultats obtenus à l'aide 
de l'algorithme présenté au chapitre 3 pour une option d'achat bermudienne à 
un sous-jacent et à .dix temps d'exercice avec les mêmes paramètres que dans 
les exemples précédents. Comme pour les résultats des simulations de la 11 borne 
supérieure 11 et de la 11 borne inférieure 11, cette simulation de la couverture de 
risque a été faite suite au calcul de U obtenue à l'aide de la méthode de Del 
Moral et al. (2006). L'évaluation de 'ljJse fait seulement à chaque temps d'exercice 
possible. Les trois colonnes sont, dans l'ordre, la valeur du sous-jacent au temps 
t, l'indicateur qui permet de savoir si on doit ou non exercer l'option à cet instant 
et la valeur de 'ljJ. L'indicateur prend la valeur 1 si on doit exercer l'option et 0 
dans le cas contraire. 
33 
TABLEAU 4.3. Couverture de risque avec n = 10 
8 1 Indicateur l 'l/J 
80 100,00 0 43,51 
81 110,9428 0 69,87 
82 103,7798 0 52,31 
83 101,3472 0 43,92 
84 85,5297 0 16,76 
85 102,5820 0 47,50 
86 107,4255 0 61,31 
87 108,4663 0 62,50 
88 123,2693 1 0 
89 111,8275 1 0 
810 110,1778 1 0 
Ce tableau représente donc, à chaque temps d'exercice, le nombre de titres du 
sous-jacent qu'il faudrait posséder afin de se couvrir face au risque si on décidait 
de réévaluer ce calcul à chaque temps d'exercice. Et comme en théorie, on exerce 
au premier moment où l'indicateur d'exercice est à 1, les valeurs de 'l/J sont toutes 
à zéro par la suite, car la couverture de risque n'est plus nécessaire. Bien sûr, 
on présente ici une seule suite de valeurs du sous-jacent, pour d'autres suites il 
faudrait refaire le calcul. 
4.1.2. Résultats pour une option â deux sous-jacents 
Pour les simulations avec deux sous-jacents, les paramètres de l'équation 
(4.1.1) sont les mêmes que dans la simulation précédente, et ce, pour les deux 
sous-jacents. Il y aura des résultats pour deux types d'option d'achat, soit le 
premier type qui est l'option "caU-on-max" où la fonction du prix d'exercice est 
j(8) = max(max(81 ; 82) - K,O) , et le deuxième type d'option ayant comme 
fonction j(8) = max (SI ~S2 - K; 0). 
Les calculs ont été faits en supposant que les valeurs initiales des sous-jacents 
étaient égales au prix de levée soit à 100$ encore une fois, mais aussi à 90$ et à 
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110$. Ainsi, notre grille de points peut se situer encore une fois entre 23$ et 230$ 
pour chaque sous-jacent car la probabilité que la valeur d'un sous-jacent soit en 
dehors de ces bornes au terme du contrat est très mince.' 
Le tableau suivant présente les résultats obtenus avec n=9 périodes d'exercices 
distribuées également lors des trois années du contrat. On y présente les résultats 
de l'algorithme présenté dans ce mémoire avec la valeur de l'option obtenue avec la 
méthode d'arbre binomial (résultats provenant de Andersen et Broadie (2004)). 
Cependant, pour la fonction f(8) = max (Sl~S2 - K,O), il n'y a pas d'autres 
résultats dans Andersen et Broadie (2004), seulement les résultats de la méthode 
Monte Carlo de cet article sont ici présentés. 
TABLEAU 4.4. Résultats pour deux sous-jacents et n = 9 
Résultat 80 =90 Algorithme Arbre binomial 
Valeur de l'option 1 8,1346 8,075 
Valeur de l'option 2 2,0289 -
TABLEAU 4.5. Résultats pour deux sous-jacents et n = 9 
Résultat 80 =100 Algorithme Arbre binomial 
Valeur de l'option 1 13,9662 13,902 
Valeur de l'option 2 4,9752 -
TABLEAU 4.6. Résultats pour deux sous-jacents et n = 9 
Résultat 80 = 11 0 Algorithme Arbre binomial 
Valeur de l'option 1 21,4042 21.345 
Valeur de l'option 2 10,3409 -
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4.2. RÉGION D'EXERCICE 
Dans le cadre de ce mémoire, nous avons discuté d'interpolations préservant 
les propriétés de convexité et de monotonicité. Voici donc les graphiques des 
valeurs de Ua associées aux différentes simulations effectuées. Les deux premiers 
graphiques représentent les résultats au temps 0 pour les options à un sous-
jacent et avec une fonction pour le prix d'exercice égale à max(O; S - k). Il y a 
un graphique pour le cas où il y a seulement deux temps d'exercice possible et 
l'autre lorsque qu'il y en a 10. Ces graphiques sont les résultats de l'implantation 
de l'algorithme de Del Moral et al. (2006) présenté dans ce mémoire. On peut 
bien voir que la convexité et la monotonicité sont préservées pour Ua en regardant 
les courbes. Les pentes des courbes sur les graphiques croissent constamment et 
sont croissantes sur tout le graphique. 
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FIGURE 4.1. Valeur d'une option bermudienne d'achat au temps 
t = 0 ayant 2 périodes d'exercice. 
140 
120 
100 
80 
a 
=> 
80 
40 
20 
0 
0 50 100 
Valeur du Sous-jacent 
150 200 
FIGURE 4.2. Valeur d'une option bermudienne d'achat au temps 
t = 0 ayant 10 périodes d'exercice .. 
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On présente dans le tableau suivànt la région d'exercice de l'option bermu-
dienne à 10 temps d'exercice utilisée dans le calcul de la borne supérieure et de la 
borne inférieure. Cette région est calculée au cours de la simulation Monte Carlo 
pour obtenir la valeur de Ua suivant la procédure de Del Moral et al. (2006). Le· 
tableau donne la valeur minimale, à chaque temps d'exercice possible, à laquelle 
commence la région d'exercice. Toutes les valeurs qui sont supérieures à celles 
dans le tableau, font partie de la région d'exercice. 
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TABLEAU 4.7. Région d'exercice pour un sous-jacent 
Temps d'exercice Valeur minimale pour exercer l'option 
0 123 
1er 122 
2e 122 
3e 121 
4e 120 
5e 119 
6e 118 
7e 116 
8e 114 
ge 110 
Échéance 101 
Pour ce qui est des deux graphiques suivants, ils représentent la valeur de Uo, 
mais cette fois pour des options avec deux sous-jacents. Le premier étant avec la 
fonction du prix d'exercice égale à max(O; max(SI - k; S2 - k)), et le deuxième 
avec la fonction égale à max(O; (SI + S2/2 - k)). Il est important de se rappeler 
que pour des raisons de rapidité des simulations, l'algorithme utilisé ici est un 
algorithme qui ne préserve que localement la convexité dans chaque rectangle et 
qu'il ne préserve pas la convexité globale. Il est à noter que la monotonicité est 
tout de même préservée. En effet, la procédure décrite par Del Moral et al. (2006) 
a été utilisée pour obtenir ces résultats, mais avec l'interpolation plUs rapide qui 
conserve seulement la convexité locale. 
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FIGURE 4.3. Valeur d'une option bermudienne d'achat au temps 
t = 0 avec 2 sous-jacents.f = max(O; max(SI - k; S2 - k)) 
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FIGURE 4.4. Valeur d'une option bermudienne d'achat au temps 
t = 0 ayant avec 2 sous-jacents.f = max(O; SI + S2/2 - k) 
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Si on regarde très attentivement les graphiques précédents, on peut voir que 
la convexité n'est pas conservée sur tout le graphique. En effet, pour des valeurs 
de 8 1 et 82 près des extrémités du graphique, on voit que la peJ?te de la surface 
diminue selon l'axe de 8 1 ou 8 2 . Cependant, la surface reste monotone croissante. 
Tel que mentionné précédemment, cela est dû au choix de l'interpolation qui ne 
conserve que localement la convexité. Une interpolation qui conserverait la pro-
priété de convexité est possible, tel que discuté au chapitre précédent, mais elle 
augmenterait le temps de simulation. 
Voici dans les graphiques suivants comment évolue dans le temps la région 
d'exercice associée à la fonction d'exercicè max(O, max(81 k,82 k)). Si on 
avait voulu calculer la valeur de la borne inférieure et la borne supérieure pour 
cette option, il aurait fallu utiliser les données de ces régions afin de savoir quand 
arrêter. La couleur rouge représente la région d'exercice. Les graphiques présentés 
sont ceux du temps initial, du se, du se et du dernier temps d'exercice possible. 
Il est à noter que lorsque la valeur de l'option est égale à la fonction représentant 
le prix d'exercice, le point se retrouve dans la région bleue soit la région où il est 
théoriquement désavantageux d'exercer notre option. Ce sont les régions d'exer-
cice provenant de l'implantation de l'algorithme de Del Moral et al. .(2006). 
En se référant aux graphiques suivants , il est intéressant de noter que la 
diagonale (la droite SI = S2), est dans tous les graphiques en grande majorité 
dans la région bleue jusqu'à l'échéance du contrat. De plus, on peut remarquer 
que la zone bleue entourant cette diagonale rétrécit lorsque l'on avance dans le 
temps pour finalement disparaître à la fin du contrat. Évidemment, le carré où 
, 
les options ont des valeurs inférieures à 100 est dans la zone bleue de toutes les 
régions. 
G 
Règial croxan:lœ au temps 1 ' 0 
SI 
FIGURE 4.5. Région d'exercice d'une option à deux sous-jacents 
au temps t = O. 
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Réelon d·omrdœ au Se tllmps 
SI 
FIGURE 4.6. Région d'exercice d'une option à deux sous-jacents 
au temps t = 5. 
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FIGURE 4.7. Région d'exercice d'une option à deux sous-jacents 
au temps t = 8. 
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FIGURE 4.8. Région d'exercice d'une option à deux sous-jacents à l'échéance. 
CONCLUSION 
Le problème de Snell est un problème central dans le domaine des .options 
financières. Sa résolution a permis à plusieurs chercheurs d'évaluer la valeur d'op-
tions américaines et bermudiennes à l'aide de simulations Monte Carlo. Dans ce 
mémoire, un algorithme basé sur cette résolution a été décrit afin de conserver les 
propriétés de convexité et de monotonicité que peuvent avoir dans certains cas 
les options bermudiennes. J'ai par la suite implanté ces algorithmes en langage C 
pour en ressortir des résultats pratiques. Les résultats obtenus ont même démon-
tré que les valeurs que l'on peut obtenir à l'aide de cet algorithme sont de bons 
estimateurs pour les options bermudiennes à un ou plusieurs sous-jacents. 
Il faut noter que cet algorithme calcule aussi les régions d'exercice tel qu'illus-
tré au chapitre 3, ce qui permet d'avoir la possibilité d'y ajouter d'autres simula-
tions comme celle de la borne inférieure et celle de la borne supérieure présentées 
dans l'article d'Andersen et Broadie (2004). En plus de l'algorithme principal, j'ai 
donc programmé l'algorithme des bornes supérieures et inférieures et l'algorithme 
de couverture de risque dans le même objectif d'avoir des résultats numériques. 
La résolution du problème de Snell nous a aussi amené à trouver une solution 
au problème de la couverture de risque des options bermudiennes. Ce qui nous a 
montré qu'il ét~it possible d'utiliser la méthode dé simulation Monte Carlo afin de 
trouver les valeurs nécessaires à la résolution pratique du problème de couverture 
de risque. 
Annexe A 
PROGRAMMES EN C 
A.l. OPTION À UN SOUS-JACENT 
Algorithme pour évaluer la valeur, la borne inférieure et la borne supérieure d'une option bermu-
dienne à un sous-jacent. 
#include <math.h> 
#include "kiss.c" 
#include <stdio.h> 
#include <time.h> 
#include <stdlib.h> 
Il la simulation est faite pour une option venant a échéance dans 3 ans ... 
#define N 11 Il N -1 est le nombre de période où l'on peut exercer l'option 
#define Pi 3.14159265358979323846 
#define K 100 . Il strike priee 
#define MAX 230 Il max que peux atteindre le prix = MAX-1*PAS 
#define PAS 111 le pas d'augmentation dans l'echelle de valeur du prix 
#define N1 500011 nombre de points aléatoires générés 
double normale(){ 
double U1,U2; 
U1 = kiss(); Il kiss est le generateur de nombres aléatoires 
U2 = kissO; 
return cos «double) 2. O*Pi*U1) *sqrt «double) -.2. 0*log«double)U2)) ; 
}II fin de la fct normale 
double max(double a,. double b){· 
if(a>b) return a; 
else return b;} 
double payoff(double valeur2, double time){ 
if ( valeur2 - K <= 0) 
return 0; 
el se 
return (valeur2-K)*exp(-«time*3)/(N-1))*0.05);} 
1* fonction qui genère la valeur suivante du sous-jacent *1 
double genere(double valeur, double time,double u){ 
double a = valeur*exp( -0.07*«time*3)/(N-1))+ 0.2*sqrt«(time*3)/(N-1)))*u); 
if ( a > 0) return a; 
else return ·0; , 
} 
1* fonction d'interpolation *1 
double Vinter1(double valeur1,double V[MAX]) { 
int i =0; 
int j =0; 
int a1=O,b1=0; 
if( valeur1 < (MAX-1)*PAS) 
{ 
while ( valeur1 > .U*PAS) 
i++; 
} 
else 
al= i-l; bl = i; 
if (bl==O) 
return V[O]; 
else 
return V[al]+ ( (valeurl-(al.PAS))/PAS ). (V[bl]-V[al]); 
A-ii 
return V[MAX-l]+ ( valeurl - «MAX-l).PAS)).«V[MAX-l]-V[MAX-2])/PAS) 1.0.1 
} 
1. Début de la fonction pricipale .1 
int mainO{ 
double V[N] [MAX] ; 
double borneinf[N]; 
double gen[Nl]; 
double U2; 
double valeurl; 
int b; 
double x,y,z,zl; 
int g,i,j,test,l,temps,yoyo; 
FILE .resultats; 
long int .ii; Il variables utilent pour normale 
unsigned long int iO, jOO, kO; 
time_t .tloc; 
int k; 
1 •••••••••• Fixation du seed •••••••••• 1 
ii = (long int .)malloc(sizeof(long int)); 
tloc=(time_t.)malloc(sizeof(time_t)); 
.ii=time(tloc); jOO=.ii.rand().123; 
kO=.ii.rand().756; 
iO=.ii.rand().6675; 
kisset(iO,jOO,kO) ; 
resultats = fopen( "resultats_ld.txt" , "y" ); 
for ( i=O; i < MAX; i++) Il initialisation de Vn fn, 
V[N-l] [i] = payoff(i.PAS,N-l); 
for( 1=0; l<Nl;l++) 
{ gen[l] = normale();} 
for( temps=N-2 ; temps >= 0 ; temps--)II Le reste du calcul 
{for ( i=MAX-l; i >= 0; i--) 
} 
{ V[temps][i] = 0; 
} 
for( 1=0; l<Nl;l++) 
{ 
valeurl genere(i.PAS,l,gen[l]); 
if( valeurl > MAX.PAS ) valeurl = MAX.PAS; 
} 
x= payoff(valeurl,temps+l); 
y= Vinterl(valeurl,V[temps+l]); 
U2 = max( x,y); 
V [temps] [i] += U2; 
V [temps] [i] = V [temps] [i] INl ; 
1. bien s'assurer que l'on choisit l'élément du vecteur V que l'on veut .1 
fprintf (resultats, "Xf", V [0] [100]) ; 
1. Debut de la simulation pour borne inferieure .1 
bo'rneinf[O) 100; 
z 0.0; 
fore j=l;j < 10000;j++) 
H=l; 
test 0; 
while( test o && i< (N-l) ){ 
} 
borneinf[i] = genere(borneinf[i-l) ,l,normale(»; 
if( payoff (borneinf [i] ,i) >= Vinterl(borneinf[i) ,Veil»~ 
{ test=l; 
} 
i++; 
if( i ==(N-l)& test 0) 
{ borneinf[i] = genere(borneinf[i-l],l,normale(»; 
} 
z+= payoff(borneinf[i],i); 
else z+= payoff(borneinf[i-l],i-l); 
} 
z z/10000; 
fprintf(resultats,";r.f\n",z); 
1 Ifprintf (resultats ,"; 70ft! ,z); 
Iiscant(n y'd",&b); 
1* Fin de la simulation de la borne inferieure*1 
Il 
Il 
Il 
1* Debut de la simulation de la borne. superieur.1 
double pi[N]; 
double Lk[N];11 esperance conditionnelle a l'etape actuelle 
double Lk2[N] ;11 esperance conditionnelle a l'etape precedante 
double SeN]; 
int test1[N]; 
double s,ax: 
int p; 
double bornesup 0; 
for(i=O; i<N;i++) 
{ Lk2 [il '" 0; 
test1[i] = Oô} 
fore p =0; p< 1500; p++) 
{S[O] 100; 
s=O; 
for(i=O; i<N;i++) 
{ pHi] = 0; 
} 
A-Hi 
liOn est mieux de continuer, que d'exercer notre option au temps zero 
fore i=O; i<5000; i++) 
{ 
Lk[O] 
s = S[O]; 
test =0: j=l; 
while( test·:= 0 && j (10) 
{s = genere(s,l,normale(»; 
if( payoff(s,j) >= Vinterl(s,V[j]» 
test=l' . j++; , 
} 
Lk[O] += payoff(s,j-l); 
} 
Lk[O] 15000: 
fore i=l ; i < N; i++) 
{S[i] genere(S[i-l],l,normale(»;} 
A-iv 
fore i=l : i < N: i++) 
{ if( payoff(S[i] ,i) < Vinterl(S[i] ,V[i]»11 si on est mieux de continuer 
{ testl[i] = 0; 
fore k=O: k<5000: k++) 
{ 
s = S [il ; 
test =0; j=i+l; 
vhile( test == 0 && j <N) 
{s = genere(s,l,normale(»: 
if( payoff(s,j) >= Vinter1(s,V[j]» 
test=l; j++; 
} 
Lk[i] += payoff(s,j-l); 
} 
Lk[i] = Lk[i]/5000; 
} 
else 1* si i est un moment où on devrait exercer l'option *1 
{Lk[i] payoff( Sei] ,il; 
testl [il 1; 
} 
if ( i < N-1) 
fore k=O; k<5000; k++) 
{ 
s = -S [il ; 
test =0; j=i+l; . 
vhile( test == 0 && j <10) 
{s genere(s.l,normale(»; 
if( payoff(s,j) >= Vinterl(s,V[j]» 
test=l: j++; 
} 
Lk2[i] += payoff(s,j-l); 
} 
Lk2[i] = Lk2(i]/5000; 
}II fin du for avec i 
pi [0] = Lk[O]; 
pi [1] = Lk[1]; 
fore i=2 
{pi[i] 
} 
s = -100; 
i < N; i++) 
pHi-l] + Lk(i] 
forCi = O;i<N;i++) 
Lk[i-1] - testl[i-l]*(Lk2[i-l]-Lk[i-1]); 
s = max( s, payof!(S[i].i) - pi[i]); 
bornesup +=s; 
} 
bornesup = bornesup/1500; 
fprintf(resultats,";y'f\n", bornesup); 
scanf(" y'd",&b); 
return 1; 
} 
A.2. OPTION À DEUX SOUS-JACENTS 
Algorithme pour évaluer la valeur d'une option bermudienne à deux sous-jacents. 
#include <math.h> 
#include "kiss.c" 
#include <stdio.h> 
#include <time.h> 
#include <stdlib.h> 
#definè N 10 Il N-l = nombre de temps d'exercice possible 
#define Pi 3.14159265358979323846 
#define K 100 Il strike price 
#define MAX 115 Il max que peux atteindre le prix MAX*PAS 
#define PAS 211 le pas d'augmentation dans l'echelle de valeur du prix 
#define Nl 500011 nombre de points aléatoires générés 
double normale(){ 
double Ul, U2; . 
U1 = kissO: Il kiss est le generateur de nombres aléatoires· 
. U2 = kissO; 
return cos«double) 2.0*Pi*Ul)*sqrt«double)-2.0*log«double)U2»; 
}/1 fin de la fct normale 
double max (double a, double b){ 
if (a>b) return a; 
else return b;} 
double payoff (double valeurl,double valeur2, double time) { 
if ( valeurl > valeur2) 
valeur2 = valeurl; 
if (valeur2 K < 0) 
return 0; 
else 
return (valeur2-K)*exp{-«time*3)/9)*0.05);} 
1* fonction qui genère la valeur suivante du sous-jacent *1 
double genere(double valeur, double time,double u){ 
A-v 
double a valeur*exp( -0.07*«time*3)1 (N-l» + O. 2*sqrt «(time*3)1 (N-1» )*u); 
if ( a > 0) return a; 
else return O;} 
double Vinter1{double valeurl,double valeur2,double V [MAXJ [MAIJ) .{ 
double y [2] ; 
double lamda[3]; 
int i =O,b; 
int j =0; 
int al=O,a2=O,bl=0,b2=0; 
while( valeur1 > i*PAS) 
i++; . 
al= i-1; bl = i; 
while( valeur2 > j*PAS) 
j++; 
a2 = j-l; b2= j; 
if (bl==O) . {valeurl=O; al=O;} 
else 
valeurl= (valeurl- al*PAS)/ (bl*PAS al*PAS); 
if(b2 ==0) 
{valeur2 = 0; a2 =O;} 
else 
valeur2= (valeur2- a2*PAS)1 (b2*PAS - a2*PAS); 
if{ valeurl > valeur2) 
{ 
else 
. y[OJ valeur2; y[1]=valeurl; 
lamda[O]=y[O]; lamda[l]=y[l]-y[O]; lamda[2J= l-y[lJ; 
return lamda[OJ*V[blJ [b2] +lamda[1J *V[bl] [a2]+lamda[2]*V[a1] [a2];}· 
{ 
y[O] = valeurl; y[lJ= valeur2; 
lamda[O]=y[O]; lamda[lJ.=y[l]-Y[O]; lamda[2]= l-y[1J; 
return lamda[OJ*V[bl] [b2] +lamda[lJ *V[al] [b2]+lamda[2]*V[alJ [a2];} 
}/I fin de la premiere fct d'interpolation 
double Vinter3(double valeurl,double valeur2,double V [MAX] [MAX]) { 
double y [2] ; 
double lamda[3]; 
int j =0; 
int al,a2=0,bl,b2=0: 
al= MAX-l; bl = MAI-l; 
while{ valeur2 > j*PAS) j++; 
a2 j-l: b2= j: 
valeurl =1; 
if (b2 == 0) 
{valeur2 = 0: a2 =O:} 
else 
valeur2= (valeur2- a2*PAS)/ ( b2*PAS - a2*PAS): 
y[O] = valeux2: y[l]=valeurl; 
lamda[O] =y [0] : lamda[1)=y[l] -y [0]; 
return lamda [0] *V [bl] [b2]+ lamda [1] *V [bl] [a2] ; 
} 
double Vinter4(double valeurl,double valeur2,double V[MAX] [MAI]) { 
double y[2]: 
double lamda[3]: 
int i =0; 
int j =0; 
int al=O,a2=MAI-l,bl=O,b2=MAX-l: 
while( valeurl > i*PAS) 
i++: 
al= i-l: bl i; 
if ( bl==O) 
{valeurl =0; al=O;} 
else 
valeurl= (valeurl- al*PAS)/ (bl*PAS al*PAS); 
valeur2= 1; 
} 
y[O] = valeurl: y[l]= valeur2; 
lamda[O] =y [0] : lamda[l] =y [1] -y [0] ; 
return lamda[O]*V[bl] [b2] +lamda[l] *V[al] [b2]; 
. A-vi 
/*·fonction qui décide de quelle interpolation faire en fonction de la valeur des sous-jacents */ 
double Vtest(double valeurl,double valeur2,double V [MAI] [MAX]){ 
int temp MAX-l; 
if(valeurl >= (temp)*PAS && valeur2 >=(temp)*PAS) 
return V [temp] [temp]; 
if(valeurl>=(temp)*PAS && valeur2 < (temp)*PAS) 
return Vinter3(valeurl,valeur2,V); 
if(valeurl«temp)*PAS && valeur2 >= (temp)*PAS) 
return Vinter4(valeurl,valeur2,V); 
else 
return Vinterl(valeurl,valeur2,V);} 
int mainO{ 
double VEN] [MAX] [MAX]; 
double genl[Nl]; 
double gen2[Nl]; 
FILE *resultats; 
double U2: 
double valeurl,valeur2; 
int b; 
double x,y: 
int g,i,j,l,temps,z,ipas,jpas,temp; 
.•.. ; 
.... , 
,C 
c· 
long int .ii; 
unsigned long int iO, jOO, kO; 
time_t .tloc; 
, Il variable utile pour normale 
int k; 
1 •••••••••• Fixation du seed •••••••••• 1 
ii = (long int .)malloc(sizeof(long int)); 
tloc=(time_t.)malloc(sizeof(time_t)); 
.ii=time(tloc); 
jOO=.ii.rand().123; 
kO=.ii.rand().756; 
iO=.ii.rand().6675; 
kisset(iO,jOO,kO); 
resultats = fopen( "resultats_2d. txt" , "w" ); 
for ( i=O; i < MAX; i++) Il initialisation' de V_n en, 
for ( j=O; j <MAX ; j++) 
{ V[N-1] Ci] [j] = payoff(i.PAS,j.PAS,N); 
} 
for( 1=0; 1<N1;1++) 
{ gen1[1] = normale(); 
gen2[1] = normale();} 
for( temps=N-2 ; temps >='0 ; temps--)II Le reste du calcul 
{for ( i=O; i < MAX; i++) 
for ( j=MAX-1 ; j >= 0 ; j--) 
} 
{ V[temps][i][j] = 0; 
ipas. = i.PAS; 
} 
jpas = j.PAS; 
temp = temps+1; 
for( 1=0; 1<N1;1++) 
{ 
valeur1 = genere(ipas,l,gen1[1]); 
valeur2 = genere(jpas,l,gen2[1]); 
1. projection du point sur la grille .1 
if( valeur1 > MAX.PAS ) valeur1 = MAX.PAS; 
if( valeur2 > MAX. PAS ) valeur2 = MAX.PAS; 
x= payoff(valeur1,valeur2,temp); 
y= Vtest(valeur1,valeur2,V[temp]); 
U2 = max( x,y); 
v [temps] Ci] [j] += U2; 
} 
V[temps] [i] [j] (V [temps] [i] [j]) IN1; 
A-vii 
1. bien s'assurer que l'on choisit l'élément du vecteur 'V que l'on veut .1 
fprintf (resul tats, "Yof; Yof ; Yof\n" ,V [0] [45] [45] ,V [0] [50] [50] ,V [0] [55] [55] ) ; 
scanf(" Yod", &b); 
return 1; 
} 
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