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Abstract
This paper presents, analyzes, and tests a row-action method for solving the regularized
linear programming problem:
minimize 1/2‖x‖22 + αcTx
subject to Ax  b,
where α is a given positive constant. The proposed method is based on the observation that
the dual of this problem has the form:
maximize bTy − 1/2‖ATy − αc‖22
subject to y  0,
and if yα solves the dual then the point xα = ATyα − αc provides the unique solution of
the primal. Maximizing the dual objective function by changing one variable at a time res-
ults in an effective row-action method which is suitable for solving large sparse problems.
One aim of this paper is to clarify the convergence properties of the proposed scheme. Let
yk denote the estimated dual solution at the end of the kth iteration, and let xk = ATyk − αc
denote the corresponding primal estimate. It is proved that the sequence {xk} converges to xα ,
while the sequence {yk} converges to a point yα that solves the dual. The only assumption
which is needed in order to establish these claims is that the feasible region is not empty.
Yet perhaps the more striking features of the algorithm are related to temporary situations
in which it attempts to solve an inconsistent system. In such cases the sequence {yk} obeys the
rule:
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yk = uk + kv,
where {uk} is a fastly converging sequence and v is a fixed vector that satisfies ATv = 0 and
bTv > 0. So the sequence {xk} is almost unchanged for many iterations. The paper ends with
numerical experiments that illustrate the effects of this phenomenon and the close links with
Kaczmarz’s SOR method.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
In this paper we present, analyze, and test a row-action method for solving the
regularized linear programming problem:
minimize P(x) = 1/2‖x‖22 + αcTx
subject to Ax  b, (1.1)
where α is a preassigned positive real number, ‖ · ‖2 denotes the Euclidean norm, A
is a real m× n matrix, b = (b1, . . . , bm)T ∈ Rm, c = (c1, . . . , cn)T ∈ Rn, and x =
(x1, . . . , xn)T ∈ Rn is the vector of unknowns. The rows of A are denoted by aTi ,
i = 1, . . . , m. This way the inequality Ax  b can be rewritten as
aTi x  bi , i = 1, . . . , m.
It is assumed throughout the paper that the feasible region is not empty. This “feas-
ibility assumption” ensures that (1.1) has a unique solution, xα .
The search for algorithms that solve (1.1) is motivated by a number of reasons.
First, it is this type of problem which is solved at each iteration of the proximal point
algorithm for solving the linear programming problem:
minimize cTx
subject to Ax  b. (1.2)
See [16,19,23,26,27,52–54,56] for detailed discussions of the proximal point al-
gorithm. In this connection it is worthwhile mentioning that when solving linear
programming problems the proximal point algorithm coincides with the Augmented
Lagrangian method [19,27,51,53,56].
A second motivation for replacing (1.2) with (1.1) lies in the following important
observation, which is due to Mangasarian and Meyer [48]. Assume that the closed
convex set
S = {x | x solves (1.2)}
is not empty. Then there exists a threshold value, α∗ > 0, such that xα = xα∗ ∀α 
α∗, and xα∗ is the unique solution of the problem:
minimize 1/2‖x‖22
subject to x ∈ S. (1.3)
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In other words, if α exceeds α∗ then xα coincides with the minimum norm solution
of (1.2). Unfortunately there is no effective way to obtain an a priori estimate of α∗
(see below). Hence in practice (1.1) is repeatedly solved with increasing values of α.
See, for example, [43–47,55].
A further insight into the nature of (1.1) is gained by writing this problem in the
form:
minimize 1/2‖x + αc‖22
subject to Ax  b. (1.4)
This presentation indicates that xα is essentially the Euclidean projection of −αc on
the feasible region. Consequently, as α moves from 0 to ∞ the projection point, xα ,
moves continuously from x0 to xα∗ . The point x0 denotes the unique solution of the
problem:
minimize 1/2‖x‖22
subject to Ax  b. (1.5)
Moreover, as shown in [16], there exists a finite number of break points,
β0 = 0 < β1 < β2 < · · · < βt ,
such that for j = 0, 1, . . . , t − 1,
xα = xβj + ((α − βj )/(βj+1 − βj ))(xβj+1 − xβj ) ∀α ∈ [βj , βj+1]
and xα = xβt when α  βt . In other words, the proximal path {xα | α  0} is com-
posed from a finite number of consecutive line segments that connect the points xβj ,
j = 0, 1, . . . , t . Each line segment lies on a different face of the feasible region, and
directed at the projection of −c on that face. (It is possible to “cross” the feasible
region but this may happen only once.) Of course the last break point, βt , equals
the Mangasarian–Meyer threshold value, α∗. If the projection of −c on the jth face
is 0 then the jth line segment {xα | βj  α  βj+1} turns to be a singleton. In this
case [βj , βj+1] is called a stationary interval. This geometric interpretation provides
a simple explanation for the existence of α∗ (see [16] for the details). Yet at the same
time it clarifies why it is not possible to derive a realistic a priori estimate of α∗: It is
difficult to anticipate the number of stationary intervals and their size. Also a slight
change in the shape of the feasible region (or c) may cause an enormous change in
the value of α∗.
Another motivation for replacing (1.2) with (1.1) comes from the following ob-
servations. The dual of (1.1) has the form:
maximize D(y) = bTy − 1/2‖ATy − αc‖22
subject to y  0 (1.6)
and both problems are solvable. Moreover, let xα ∈ Rn denote the unique solution of
(1.1) and let yα ∈ Rm be any solution of (1.6). Then these vectors are related by the
equalities:
xα = ATyα − αc, (1.7)
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yTα(Axα − b) = 0 (1.8)
and
D(yα) = P(xα). (1.9)
Consequently the primal–dual inequality
D(y)  P(x) (1.10)
holds whenever y  0 and Ax  b. The proof of these facts is easily verified by
writing down the Karush–Kuhn–Tucker optimality conditions of the two problems
(see [16] for the details). Note that while (1.1) has a unique solution, xα , the dual
problem (1.6) might posses infinitely many solutions. Yet the rule (1.7) enables us to
retrieve xα from any dual solution.
The simplicity of the dual problem opens the way for a wide range of solution
methods. One class of methods is “active set” algorithms which reach the solution of
(1.6) in a finite number of iterations, e.g. [1,7,8,24,36,49]. A second class of methods
consists of relaxation methods which descend from the classical SOR method or
other splitting methods. See, for example, [9,10,19,37–45]. In this paper we consider
a row-action scheme that belongs to the second class.
In practice it is convenient to replace (1.6) with an equivalent minimization prob-
lem
minimize F(y) = 1/2‖ATy − αc‖22 − bTy
subject to y  0. (1.11)
Hence the proposed scheme is actually aimed at solving this problem. The main idea
is very simple: The objective function is minimized by changing one variable at a
time. The basic iteration is composed of m steps where the ith step, i = 1, . . . , m,
considers the ith row of A. Let y = (y1, . . . , ym)T  0 denote the current estimate
of the solution at the beginning of the ith step, and let x = ATy − αc denote the
corresponding primal solution. Then at the ith step yi alone is changed in an attempt
to reduce the objective function value and all the other variables are kept fixed. The
details of the ith step are as follows:
(a) Calculate θˆ = (bi − aTi x)/aTi ai .
(b) Calculate δ = max {−yi, ωθˆ}.
(c) Set yi := yi + δ and x := x + δai .
The value of ω is fixed before the iterative process starts. It is a preassigned
relaxation parameter that satisfies 0 < ω < 2. The symbol := denotes arithmetic
assignment. That is, yi := yi + δ means “set the new value of yi to be yi + δ”. It is
assumed for simplicity that ai /= 0 for i = 1, . . . , m, so the algorithm is well defined.
The algorithm may start with any pair of points that satisfy
y  0 and x = ATy − αc,
and these relations are kept throughout the iterative process.
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Observe that θˆ is the unique minimizer of the one parameter quadratic function:
f (θ) = F(y + θei ) = 1/2‖θai + x‖22 − θbi − bTy, (1.12)
where ei denotes the ith column of the m×m identity matrix. The change in yi
during the ith step is δ, and this change results in the inequality
f (0)− f (δ)  1/2δ2aTi ai (2 − ω)/ω. (1.13)
In other words, a change in yi always leads to a strict reduction in the objective
function value. See [17] for the derivation of (1.13).
The reason that we use a relaxation parameter, 0 < ω < 2, lies in the observation
that ωθˆ is the change of yi during the ith step of the SOR iteration for solving the
linear system
AATy = αAc + b. (1.14)
For this reason the proposed algorithm can be viewed as a modified SOR method in
which the variables are restricted to stay nonnegative.
The appeal of the scheme (a)–(c) lies in its simplicity and the small amount of
working space that it requires: It needs only two vectors, x and y, in addition to the
data A and b. In fact, the only information that we need during the ith step are x, yi , ai
and bi . Of course, if A is a sparse matrix then only the nonzero entries of ai have to be
stored, while the computations of the scalar products aTi x and a
T
i ai are easily adapted
to take advantage of this fact. Furthermore, in some applications there is no need to
store the entries of A and b. Instead at the ith step aTi x and bi are computed from
their definitions. These features make the algorithm suitable for solving large sparse
problems. Algorithms that have such properties are often called “row generation”
methods or “row action” methods. We prefer the term “row relaxation” methods
to emphasize their links with the SOR method. The reader is referred to [3,6] for
detailed surveys of row-action methods and the special environment that characterize
their use.
If c = 0 or α = 0 then the proposed scheme reduces to the Lent–Censor scheme
[37] for solving the problem:
minimize 1/2‖x‖22
subject to Ax  b. (1.15)
The last scheme is a row-action version of Hildreth’s method [33]. Similarly, our
method can be viewed as a row-action version of Mangasarian’s SOR method [43,
44]. See [17] for a detailed discussion of this relation. One aim of this paper is to
illustrate the difference between constrained SOR methods and unconstrained SOR.
Former reports on the performance of Mangasarian’s SOR method are very encour-
aging and enthusiastic, e.g. [19,43–46]. None of these papers mention any difficulty
or complication. Our experiments use the same test problems but reveal a different
picture. It is shown that the rate of convergence at the “final stage” can be arbitrarily
slow. (The definition of the “final stage” is given below.) Furthermore, in some cases
the final rate of convergence is fast, but thousands of iterations are spent before reach-
ing the final stage. Hence an attempt is made to explain this behavior. The interest
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that we have in this issue is amplified by the close links between the proposed scheme
and several other methods: The scheme proposed in this paper is a special case of
the constrained SOR method, e.g. [9,10,33,38–44,50], but it also resembles several
row-action methods for large sparse linear systems, e.g. [4,5,12,13,15,28–31,34,37].
So these methods may share similar features.
This paper is organized as follows. Section 2 clarifies the basic convergence prop-
erties of our method. Let yk, k = 1, 2, 3, . . . , denote the current dual solution at the
end of kth iteration. Let xk = ATyk − αc denote the corresponding primal estimate.
Then the sequence {xk} converges toward xα , the unique solution of (1.1); while
the sequence {yk} converges toward some point, yα , that solves (1.6). An important
property that characterizes our method is the existence of a final stage: There exists
an iteration index, k∗, such that
aTi xα > bi ⇒ yTk ei = 0 ∀k  k∗,
where ei denote the ith column of the m×m unit matrix. The role of the final stage
is discussed in Section 3. It is shown that the rate of convergence at the final stage is
similar to that of Kaczmarz’s SOR method for solving the active constraints matrix
at xα . Yet perhaps the more fascinating features of the algorithm are related to a situ-
ation in which Kaczmarz’s method attempts to solve an inconsistent system of linear
equations. This issue is considered in Section 4. This paper ends with numerical
experiments which illustrate some surprising features of the algorithm.
2. Convergence analysis
We shall start by introducing some useful notations. Let y(k,i) denote the current
estimate of the dual solution at the beginning of the ith step of the kth iteration,
i = 1, . . . , m, k = 1, 2, 3, . . . This way
yk = y(k,m+1) = y(k+1,1)
and y0 = y(1,1) is an arbitrary starting point that satisfies y0  0. The correspond-
ing estimates of the primal solution are denoted as x(k,i). These vectors satisfy the
relations
x(k,i) = ATy(k,i) − αc
and
xk = x(k,m+1) = x(k+1,1).
The corresponding values of F(y) are defined as Fk = F(yk) and F (k,i) = F(y(k,i)).
The optimal value of F(y) is denoted by Fα = F(yα), where yα ∈ Rm is any solution
of (1.11). With these notations at hand the inequality (1.13) can be rewritten in the
form
F (k,i) − F (k,i+1) = 1/2‖y(k,i) − y(k,i+1)‖22aTi ai (2 − ω)/ω. (2.1)
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Summarizing this inequality over an iteration gives
Fk−1 − Fk  ‖yk−1 − yk‖22ρ2, (2.2)
where ρ is the positive constant
ρ =
(
1/2 min
i
aTi ai (2 − ω)/ω
)1/2
. (2.3)
The sequences {F (k,i)} and {Fk} are, therefore, monotonously decreasing and
bounded from below by Fα . Consequently these sequences converge,
lim
k→∞‖yk − yk+1‖2 = 0 (2.4)
and the limit
lim
k→∞‖y
(k,i) − y(k,i+1)‖2 = 0 (2.5)
holds for any row index i, i = 1, . . . , m.
Theorem 1. The sequence {xk} converges to xα, the unique solution of (1.1).
Proof. Let x˜ be any feasible point. Then F(y) can be expressed in the form
F(y) = 1/2‖ATy − αc − x˜‖22 + (Ax˜ − b)Ty − P(x˜),
while the inequalities Ax˜  b, y(k,i)  0 and (Ax˜ − b)y(k,i)  0 imply that
F(y(k,i))  1/2‖ATy(k,i) − αc − x˜‖22 − P(x˜).
Hence the decreasing property of the sequence {F (k,i)} indicates that the sequences
{ATy(k,i) − αc − x˜} and {ATy(k,i) − αc} are bounded. This proves that the sequence
{xk} is bounded and that it has at least one cluster point, x∗.
Our next step is to show that x∗ is a feasible point. Let {ykj } be a subsequence of
{yk} such that
lim
j→∞(A
Tykj − αc) = x∗. (2.6)
Assume by contradiction that aTi x∗ < bi for some row index i. Then the limits
lim
j→∞ e
T
i (y
(kj ,i+1) − y(kj ,i))= lim
j→∞ω(bi − a
T
i x
(kj ,i))/aTi ai
= ω(bi − aTi x∗)/aTi ai ,
and
lim
j→∞(F
(kj ,i) − F (kj ,i+1)) = 1/2ω(2 − ω)(aTi x∗ − bi)2/aTi ai ,
contradict the fact that the sequence {F (k,i)} is bounded from below.
A similar argument ensures the existence of an iteration index, k∗, that has the
following property: Let i be a row index such that aTi x∗ > bi . Then kj  k∗ implies
that the ith component of y(kj ,i+1) is zero. This property yields the limit
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lim
j→∞(Ax
∗ − b)Tykj = 0. (2.7)
The proof is concluded by showing that x∗ solves (1.1). Using the Karush–Kuhn–
Tucker optimality condition of this problem, it is sufficient to prove the existence of
a vector y∗ ∈ Rm that satisfies
y∗  0, ATy∗ = αc + x∗ and (Ax∗ − b)Ty∗ = 0. (2.8)
For this purpose we consider the bounded variables least squares problem:
minimize 1/2‖ETy − h‖22
subject to y  0, (2.9)
where
E = [A, r] ∈ Rm×(n+1), r = Ax∗ − b and h =
(
αc + x∗
0
)
∈ Rn+1.
The last problem is always solvable (e.g. [14]) while the limits (2.6) and (2.7) indic-
ate that any vector y∗ ∈ Rm that solves this problem also satisfies (2.8). 
Let i be a row index such that aTi xα > bi . Then the Euclidean distance from xα
to the hyperplane {x | aTi x = bi} is di = (aTi xα − bi)/‖ai‖2. Since the sequence {xk}
converges to xα , there exists an iteration index, ki , such that
‖x(k,i) − xα‖2  1/2di ∀k  ki .
In other words, once k exceeds ki then the inequality
aTi x
(k,i) − bi  1/2(aTi xα − bi)
always holds. The last inequality means that the attempted change in yi during the
ith step is negative, while the size of the attempted change exceeds 1/2ωdi/‖ai‖2.
Consequently yi must “hit” its boundary in a finite number of steps. Moreover, once
yi “hits” its boundary it will stay there forever. This observation leads the following
important conclusion.
Corollary 2. There exists an iteration index k∗ that has the following property: If
k  k∗ and i is a row index such that aTi xα > bi, then eTi yk = 0.
A further insight into the nature of our iteration is gained by applying the identity
F(yk)=1/2‖ATyk − αc − xα‖22 + (Axα − b)Tyk − 1/2‖xα‖22 − αcTxα
=1/2‖xk − xα‖22 + (Axα − b)Tyk − P(xα). (2.10)
Now the last corollary can be recasted to show that in the final stage, when k  k∗,
the distance ‖xk − xα‖2 decreases monotonously to zero.
A. Dax / Linear Algebra and its Applications 361 (2003) 41–61 49
Corollary 3. Once k exceeds k∗ then the following relations hold:
(Axα − b)Tyk = 0, (2.11)
F(yk) = 1/2‖xk − xα‖22 − P(xα), (2.12)
F(yk)− F(yα) = 1/2‖xk − xα‖22 (2.13)
and
‖xk − xα‖2  ‖xk+1 − xα‖2. (2.14)
The question of whether the sequence {yk} converges (under the feasibility as-
sumption) has been left open for a long time. It is a fundamental issue that attracted
the attention of several authors [9,10,17,33,37–43]. The answer has been found only
recently by Lue and Tseng [39–41]. However, as these authors admit, the proof
is quite intricate and lengthy. Thus, to save the reader’s time, Theorem 4 is given
without proof. The basic difficulty here is to show that the sequence {Fk} converges
at a geometric rate [40,41]. The proof given in [17] introduces new arguments which
establish this fact in a simple transparent way.
Theorem 4. The sequence {yk} converges toward a point yα that solves (1.6).
3. The final stage
In this section we investigate the behavior of the algorithm during the “final
stage”, when k  k∗. Assume for simplicity that the limit point xα satisfies
aTi xα = bi for i = 1, . . . , , aTi xα > bi for i = + 1, . . . , m (3.1)
for some row index . Let A˜ ∈ R×n denote the corresponding active constraints
matrix which is composed of the first  rows of A. Similarly we use b˜ and y˜α to
denote the -vectors which are composed of the first  components of b and yα .
Then as k exceeds k∗ the last m−  components of yk are always zeros. Hence the
behavior of our method is similar to that of the SOR method for solving the linear
system:
A˜A˜Ts = b˜ + αA˜c, (3.2)
where here s ∈ R denotes the vector of unknowns. Of course the two methods are
not necessarily identical. Nevertheless, if the truncated limit point y˜α has a small
number of zero components then it is reasonable to expect that the two methods will
exhibit a similar rate of convergence. Moreover, as we shall see in the following sec-
tion, there are close links between the SOR method for solving (3.2) and Kaczmarz’s
method for solving the system:
A˜x = b˜ + αA˜c. (3.3)
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Table 1
Solving random test problems
Problem description Number of iterations
m n  α ω = 1.0 ω = 1.2 ω = 1.4 ω = 1.6 ω = 1.8
10 20 5 1 17 18 29 53 113
20 20 10 1 31 29 44 77 173
40 20 19 1 533 355 218 97 206
46 20 22 1 31 079 3380 2229 3861 1174
80 20 42 1 80 67 61 91 92
200 20 109 1 20 24 27 41 109
20 50 9 1 27 20 34 58 127
50 50 30 1 105 57 61 98 210
80 50 50 1 6260∗ 4128∗ 2540∗ 1346∗ 549∗
80 50 50 10 44 232 29 744 19 254 11 579 5220
100 50 61 1 681 529 305 236 244
200 50 112 1 73 86 81 67 144
400 50 212 1 47 47 50 73 151
Hence when k  k∗ the primal sequence is expected to converge at about the same
speed as Kaczmarz’s method for solving (3.3). In other words, the rate of conver-
gence at the “final stage” is determined by the active constraints matrix at xα . Indeed
the experiments of Tables 1 and 2 clearly illustrate this point.
It should be noted however, that the “final” rate of convergence is not necessarily
the major factor that determines the overall number of iterations. In other words,
there is no guarantee for k∗ to be small. Thus, as Tables 4–6 show, in some cases
most of the iterations are spent before the “final stage” is reached.
4. Kaczmarz’s method
In this section we provide a brief overview of Kaczmarz’s method and its main
features. This overview is essential for better understanding of our method. Assume
for a moment that the system Ax = b is solvable. Then Kaczmarz’s method is aimed
at solving the minimum norm problem:
minimize 1/2‖x‖22
subject to Ax = b. (4.1)
The last problem is a special case of (1.1). Hence its dual takes the form
maximize bTy − 1/2‖ATy‖22, (4.2)
and both problems are solvable. Moreover, let yˆ ∈ Rm solve the dual. Then the point
xˆ = ATyˆ solves the primal. Maximizing the dual objective function by changing one
variable at a time results in a row relaxation scheme that resembles our method. The
difference is that here the dual variables are not restricted to stay nonnegative. Hence
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Table 2
Solving random × n linear systems with Kaczmarz’s method
Problem description Number of iterations
 n ω = 1.0 ω = 1.2 ω = 1.4 ω = 1.6 ω = 1.8
5 20 35 18 28 48 109
10 20 53 31 43 66 147
20 20 8284 5555 3574 2031 654
40 20 67 55 54 64 98
100 20 11 11 12 14 28
10 50 21 23 35 61 138
30 50 172 103 87 119 245
50 50 31 921 21 510 13 997 8260 3584
100 50 72 59 53 59 80
200 50 16 16 19 25 40
400 50 7 7 8 10 18
there is no need to store and update these variables. Consequently the ith step of the
basic iteration, i = 1, . . . , m, is simplified as follows:
(a∗) Set θˆ = (bi − aTi x)/aTi ai .
(b∗) Set δ = ωθˆ .
(c∗) Set x := x + δai .
Note that for ω = 1 the point x + δai is the Euclidean projection of x on the hy-
perplane {u | aTi u = bi}. This geometric interpretation has motivated the original
method of Kaczmarz [35], which concentrates on the case when m = n and ω = 1.
Later the method has been found as a useful tool for solving large sparse systems that
arise in the field of medical image reconstruction from projections [25,32]. In this
field the method is often known under the name Algebraic Reconstruction Technique
(ART). Let xk denote the current estimate of the solution at the end of the kth iteration
of Kaczmarz’s method, k = 1, 2, . . . Tanabe [57] has proved that the sequence {xk}
always converges. Here “always” means that rank(A) can be smaller than n, that m
can be larger or smaller than n, and that Ax = b can be inconsistent. The relation
between Kaczmarz’s method and the SOR method has been observed by Björck and
Elfving [2]. Let the sequence {yk} be generated by the SOR method for solving the
linear system:
AATy = b. (4.3)
If the starting points satisfy x0 = ATy0 then the equality
xk = ATyk (4.4)
holds for all k. If the system Ax = b is solvable then (4.3) is also solvable. In this
case the sequence {yk} converges to a point yˆ that solves both (4.3) and (4.2). So
the primal sequence, xk = ATyk , k = 1, 2, . . . , converges to the point xˆ = ATyˆ,
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which is the unique solution of (4.1). Moreover, the sequence {‖xˆk − xˆ‖2} decreases
monotonously.
Perhaps the more surprising properties of Kaczmarz’s method are related to the
case when the systems Ax = b and AATy = b are inconsistent. The reader is re-
ferred to Dax [11] for a detailed discussion of this situation. In this case the sequence
{yk} satisfies the rule:
yk = uk + kv, (4.5)
where {uk} is a converging sequence and v ∈ Null(AT) is a fixed vector. Now the
equality xk = ATyk = ATuk explains why the sequence {xk} converges. Moreover,
let uˆ denote the limit point of the sequence {uk} and define bˆ = AATuˆ. Then the
sequence {uk} is obtained by applying the SOR method for solving the system:
AATu = bˆ. (4.6)
This means that the primal sequence {xk} is actually gained by applying Kaczmarz’s
method for solving the linear system:
Ax = bˆ. (4.7)
So the sequence {xk} converges toward xˆ, which is the unique solution of the prob-
lem:
minimize 1/2‖x‖22
subject to Ax = bˆ, (4.8)
while the sequence {‖xk − xˆ‖2} decreases monotonously toward zero.
Let x(k,i) denote the current primal solution at the end of the ith step of the kth
iteration of Kaczmarz’s method, i = 1, . . . , m, k = 1, 2 . . . Starting the basic itera-
tion from the first row is just a matter of convention. Indeed it is possible to assume
that the basic iteration starts from the ith row. This argument shows that for each
row index i the subsequences x(k,i), k = 1, 2, . . . , converges to a point x(i) ∈ Rn.
Of course if the system Ax = b is solvable then all the m subsequences share the
same limit point. Yet when solving an inconsistent system these limit points are not
necessarily equal!
5. Numerical experiments: the adventures of a simple algorithm
In this section we provide the results of some experiments with the proposed row
relaxation scheme for solving (1.1). All the computations were carried out on a VAX
9000-210 computer at the Hebrew University computation center. The algorithm was
programmed in FORTRAN using double precision arithmetic. The test problems that
we use were designed by Mangasarian [43] to compare his SOR method with the
revised simplex method. Similar test problems are used in [19,47,58]. The matrix
A is fully dense m× n matrix whose entries are random numbers from the interval
[−1, 1]. The random numbers generator is of uniform distribution. The vectors b and
c are defined in a way that makes the point
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e = (1, 1, . . . , 1)T ∈ Rn (5.1)
a solution of (1.2). The components of b are defined by the rule:
bi = aTi e when aTi e > 0 and bi = 2aTi e − 1 when aTi e  0. (5.2)
The vector c is obtained from the equality
c = ATy∗ (5.3)
where the components of y∗ = (y∗1 , . . . , y∗m)T satisfy the rule:
y∗i = 1 when aTi e > 0 and y∗i = 0 when aTi e  0. (5.4)
The number of active constraints at the point e is denoted by the integer . Note that
 is also the number of positive components in y∗.
Except for Table 6, the starting points in our experiments are always
y0 = (0, 0, . . . , 0)T ∈ Rm and x0 = ATy0 − αc = −αc. (5.5)
As before we use yk and xk = ATyk − αc to denote the current estimate of the
solution at the end of the kth iteration, k = 1, 2, . . . The progress of these points
was inspected by watching the parameters ρk and ηk . The definition of these para-
meters relies on the vectors (Axk − b)+ and (Axk − b)− whose components are
max{0, aTi xk − bi} and min{0, aTi xk − bi}, respectively. The first parameter,
ρk = ‖(Axk − b)−‖∞, (5.6)
measures the constraints violation at xk . The second one,
ηk = yTk (Axk − b)+/max{1, ‖yk‖1}, (5.7)
measures the optimality violation at yk . The motivation behind these criteria is ex-
plained in [17].
The figures in Tables 1, 4, 5, and 6 provide the number of iterations which are
needed to satisfy the stopping condition
max
{
ρk, ηk
}
< δ. (5.8)
Except for Table 4, all the experiments were carried out with δ = 10−10. The
experiments of Table 4 were carried out with δ = 10−4.
The starred figures in our tables denote problems in which xα , the solution of
(1.1), fails to solve the original linear programming problem (1.2). This observation
was concluded by inspecting the parameter
τk = (cTxk − cTe)/cTe. (5.9)
The experiments in Tables 1 and 2 were carried out with various values of the relaxa-
tion parameter, ω. The other experiments were conducted by using a fixed relaxation
parameter ω = 1.6.
The reading of Table 1 is quite straightforward. Here each row refers to a different
test problem. Let us take for example the case when (1.1) is defined with m = 50,
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n = 50 and α = 1. In this case counting the number of active constraints at the point
e has shown that  = 30. The problem has been solved five times, using five different
values of ω. Thus, in particular, for ω = 1.0 our algorithm requires 105 iterations in
order to satisfy (5.8). Yet for ω = 1.2 only 57 iterations were needed to solve the
same problem. Note that when m = 80, n = 50, and α = 1, the solution of (1.1)
fails to solve (1.2).
The results presented in Table 1 reveal an interesting feature of our test problems:
A major factor that effects the number of iterations is the ratio between  and n. If
 is considerably smaller (or larger) than n then the algorithm enjoys a fast rate of
convergence. However, when  is about n the algorithm suffers from slow rate of
convergence. The explanation of this phenomenon lies in the close links between our
algorithm and the Kaczmarz-SOR method. As we have seen, the “final” active set is
reached within a finite number of iterations, k∗. Then, as k exceeds k∗, the behavior
of our method is similar to that of the Kaczmarz-SOR method for solving the system
(3.2)–(3.3). In order to demonstrate this relationship we have tested the method of
Kaczmarz on similar problems.
The experiments with Kaczmarz’s method are described in Table 2. These runs
are aimed at solving a consistent linear system of the form
A˜x = b˜, (5.10)
where A˜ is a random × n matrix (which is generated in the same way as A) and
b˜ = A˜e. Let x˜k denote the current estimate of the solution at the end of the kth iter-
ation of Kaczmarz’s method. The figures in Table 2 provide the number of iterations
which are required to satisfy the stopping condition
‖A˜x˜k − b˜‖∞  10−10. (5.11)
The reading of Table 2 is similar to that of Table 1. For example, when  = 30, n =
50 and ω = 1.4, the method of Kaczmarz’s requires 87 iterations to satisfy (5.11).
A look at Table 2 shows that Kaczmarz’s method possesses the same anom-
aly as our method: If  is considerably smaller (or larger) than n then Kaczmarz’s
method enjoys a fast rate of convergence. However, when  is about n the method
of Kaczmarz suffers from slow rate of convergence. The reason for this anomaly is
revealed in Table 3, which examines the eigenvalues of A˜A˜T. The interest that we
have in this issue comes from the fact that Kaczmarz’s method for solving (5.10) is
essentially the SOR method for solving the system
A˜A˜Ty = b˜. (5.12)
Indeed a comparison of Table 2 with Table 3 suggests that slow rate of convergence is
characterized by the existence of small nonzero eigenvalues. This apparently causes
the iteration matrix of the SOR method to have eigenvalues with modulus close to 1.
Eigenvalues and condition numbers of random matrices (with elements from stand-
ard normal distribution) have been studied by several authors. The reader is referred
to Edelman [20–22] for a detailed discussion of this issue and further references.
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Table 3
The eigenvalues of AAT when A is a random × n matrix
 n Number of nonzero eigenvalues which are smaller than γ
γ = + n γ = 10 γ = 1 γ = 0.1 γ = 0.01 γ = 0.001
5 20 5 4 0
10 20 10 7 0
20 20 20 15 4 1 1 0
40 20 20 9 0
100 20 20 0
10 50 10 3 0
30 50 30 12 1 0
50 50 50 23 7 2 1 0
100 50 50 10 0
200 50 50 0
400 50 50 0
A second observation that stems from Tables 1–3 is about the relaxation para-
meter, ω. We see that if the SOR method has a rapid rate of convergence, i.e.  is
considerably smaller (or larger) than n, then the value of ω has a limited effect on
the number of iterations. On the other hand, if the SOR method has a slow rate of
convergence, i.e.  is about n, then the use of “optimal” ω results in a considerable
reduction in the number of iterations.
The difference between constrained SOR and unconstrained SOR is revealed in
Tables 4 and 5. These experiments are aimed to investigate the effect of α on the
number of iterations. So here we have used a fixed relaxation parameter ω = 1.6, and
a fixed starting point y0 = 0 ∈ Rm. The reading of Tables 4 and 5 is quite simple. For
example, from Table 5 we see that for m = 20, n = 20, and α = 0.1 the algorithm
requires 64 iterations to terminate, and the solution point solves (1.1) but not (1.2).
Similarly, at the same row, when m = 20, n = 20, and α = 1, the algorithm requires
77 iterations to terminate and the limit point solves both (1.1) and (1.2). Hence in
this example, when m = 20 and n = 20, the threshold value, α∗, lies somewhere
between α = 0.1 and α = 1.
In practice α∗ is not known in advance. This suggests the use of a large value of
α in order to ensure that the solution of (1.1) also solves (1.2). Indeed, the ability
to obtain a solution of (1.2) is the main motivation behind the early SOR methods
for solving (1.1), e.g. [43–47]. In these methods the difficulty in determining an
appropriate value of α is resolved by repeated solutions of (1.1) with increasing
values of α. Later methods overcome this difficulty by applying the proximal point
algorithm with increasing values of α, e.g. [19,58]. So both ways require the solution
of (1.1) with a large value of α. However, a look at Tables 4 and 5 shows that the
use of a large α can cause a drastic increase in the number of iterations. The larger
is the ratio m/n the larger is the increase. The difference between Tables 4 and 5
lies in the value of the termination criterion δ. A comparison of these tables shows
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Table 4
The effect of α (using δ = 10−4)
Problem description Number of iterations
m n α = 0.01 α = 0.1 α = 1 α = 10 α = 100 α = 1000
10 20 19 21 24 28 32 36
20 20 28∗ 27∗ 32 40 57 81
40 20 38∗ 39∗ 44 98 561 5072
46 20 28∗ 25∗ 860 336 1262 8005
80 20 42 31 43 141 1173 11 529
200 20 11 13 29 233 2394 24 160
20 50 23 24 27 30 31 36
50 50 32∗ 35∗ 43 51 65 78
80 50 35∗ 41∗ 234∗ 4123 5590 19 587
100 50 42∗ 80∗ 109 258 1885 18 208
200 50 31 23 45 299 2868 28 995
400 50 15 18 59 512 5368 54 119
that the “final” rate of convergence is unchanged in spite of the increase in the
overall number of iterations! For example, when m = 200, n = 20 and α = 1000
our algorithm requires 24160 iterations to satisfy (5.8) with δ = 10−4. Yet only 12
further iterations are needed to satisfy (5.8) with δ = 10−10.
Let k denote the number for positive components in the vector yk . Let dk =
yk+1 − yk denote the difference vector between two consecutive iterations. Let d˜k =
dk/‖dk‖2 denote the corresponding unit vector in the direction of dk . In order to
find the reasons behind the surprising increase in the number of iterations we have
watched the values of the parameters:
k, ‖dk‖2, d˜Tk d˜k−1 and ‖ATd˜k‖2. (5.13)
This inspection has exposed a highly interesting phenomenon: If α has a large value
(i.e. α  100) then in the first iterations k is rapidly increased toward m. After that,
in the rest of the iterative process, k is gradually decreased toward its final value,
which is about m/2. In the way down, when k is gradually decreased, the algorithm
is often performing several iterations having the same value of k and the same dual
active set. In other words, the points yk and yk+1 share the same zero components for
several consecutive iterations. In such a case, yk+1 is obtained from yk by the SOR
iteration for solving a linear system of the form
A˜A˜Ts = b˜ + αA˜c, (5.14)
where here A˜ and b˜ are obtained from A and b, respectively, by deleting the rows
which correspond to zero dual variables. Moreover, as our records show, situations
in which yk is “trapped” at the same dual active set for several consecutive iterations
occur at the following two cases.
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Table 5
The effect of α (using δ = 10−10)
Problem description Number of iterations
m n α = 0.01 α = 0.1 α = 1 α = 10 α = 100 α = 1000
10 20 47 47 53 57 61 65
20 20 67∗ 64∗ 77 84 101 124
40 20 92∗ 93∗ 97 151 614 5125
46 20 70∗ 70∗ 3861 855 2202 8943
80 20 122 79 91 189 1221 11 577
200 20 23 27 41 244 2404 24 172
20 50 54 55 58 60 62 67
50 50 79∗ 83∗ 98 106 117 131
80 50 84∗ 95∗ 1346∗ 11 579 13 040 26 995
100 50 104∗ 198∗ 236 397 2021 18 343
200 50 60 46 67 321 2896 29 018
400 50 32 31 73 525 5382 54 134
Case 1: Here k is considerably larger than n while the linear system (5.14) is incon-
sistent. In this case the SOR iterations obey the rule (4.5). Since k is larger than n,
the sequence {uk} converges rapidly, so after a few iterations dk is actually a fixed
vector, v, that satisfies bTv > 0 and ATv = 0. Consequently the primal sequence
{xk} is actually “stuck” at the same point for several consecutive iterations. If v  0
then, by Gale’s theorem of the alternative, the system Ax  b is not solvable. This
possibility contradicts our “feasibility assumption”. So v must have at least one neg-
ative component, which can be quite small. Thus eventually, after many iterations,
one component of yk hits its bound, k is reduced, and so forth. (See [18] for a recent
discussion of theorems of the alternative.)
Case 2: Here k is about n, so the SOR method which is associated with the matrix
A˜A˜T has a slow rate of convergence. The sequence {yk} changes, therefore, very
slowly. Hence, again, several iterations are needed in order to move from one active
set to the next.
The two situations which are described above (especially the first one) are the
main reasons behind the drastic increase in the number of iterations that occurs
when using a large value of α. However, eventually the algorithm reaches the final
active set, for which the system (5.14) is solvable. Recall also that the “final” active
set is determined by xα , while the last point remains unchanged when α exceeds
the threshold value α∗. This explains why the “final” rate of convergence is almost
unchanged as α increases.
The effect of a large α on the number of iterations is similar to that of starting the
algorithm from the point y0 = (β, β, . . . , β)T ∈ Rm, using a large value for β. This
fact is illustrated in Table 6, from which we see that a large β may cause a dramatic
increase in the number of iterations. The reasons for this phenomenon are, again, the
two situations described above.
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Table 6
The effect of the starting point y0 = (β, β, . . . , β)T
Problem description Number of iterations
m n α β = 0.01 β = 0.1 β = 1 β = 10 β = 100 β = 1000
10 20 1 53 50 51 52 55 58
20 20 1 77 77 80 83 92 100
40 20 1 97 97 100 117 275 2023
46 20 1 3862 3856 1341 9408 9797 12 294
80 20 1 91 100 65 119 962 7124
200 20 1 40 37 30 233 2402 22 544
20 50 1 58 58 57 59 59 63
50 50 1 98 95 95 99 97 105
80 50 1 1392∗ 1517∗ 1645∗ 1696∗ 1715∗ 1528∗
80 50 10 11 578 11 572 11 516 11 806 11 944 11 681
100 50 1 245 242 306 384 241 276
200 50 1 68 68 63 327 1917 17 982
400 50 1 72 66 62 522 4937 48 960
6. Concluding remarks
Row-action methods have been proved as a useful tool for solving various types
of large sparse problems. This suggests that there is a place for such a method when
handling large linear programs. However, as our experiments show, the behavior of
the proposed method is somewhat unexpected. Hence an attempt has been made to
clarify the main features of the algorithm.
One feature that characterizes our method is the existence of a “final stage” in
which the rate of convergence is similar to that of the Kaczmarz-SOR method for
solving the “final” system of linear equations (3.2)–(3.3). This feature is illustrated
in the experiments of Tables 1–3. However, as Tables 4–6 show, in some cases
the algorithm is having several “adventures” before reaching the final stage. The
explanation of this phenomenon lies in the behavior of the Kaczmarz-SOR method
when applied to solve an inconsistent system of linear equations. We have seen that
under certain conditions our algorithm may follow the SOR method and satisfies the
rule (4.5). This “false convergence” behavior constitutes a major difference between
constrained SOR methods and unconstrained SOR methods.
It is illustrated that constrained SOR methods are vulnerable to a number of draw-
backs. The existence of a threshold value invites the use of a large α, but this may
cause a drastic increase in the number of iterations. A similar phenomenon is caused
by an “improper” choice of the starting point. Another potential drawback is slow
rate of convergence at the “final stage”.
Nevertheless, in spite of the above drawbacks, the proposed row-relaxation scheme
is of clear practical value. It is a simple algorithm that avoids complicate operations
such as matrix factorizations or line-searches. It uses a minimal amount of storage,
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and it is easily adapted to take advantage of sparsity. In fact it requires less computer
storage than any other method for solving linear programming problems. These
features make it suitable for handling large sparse problems. It is hoped that the
observations made in this paper will help in conducting successful applications of
the method.
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