Optimization is an important phase of modern engineering design, and gradient-based optimization methods are especially effective for design problems involving a large number of design variables, such as aerodynamic shape optimization. However, if the system of interest exhibits chaotic dynamics and the quantity of interest is a long-time average, for example, drag in a turbulent flow, conventional sensitivity analysis methods will fail to provide useful gradients and gradient-based optimization becomes infeasible. Progress has been made in the sensitivity analysis of chaotic systems, but most proposed methods are computationally expensive. We propose a new method of stabilizing the tangent-sensitivity equations by introducing a minimal perturbation to the linearized equations. The goal is to eliminate linear instabilities in the sensitivity equations, while ensuring useful gradients are obtained. We implement the tangent sensitivity method on a model chaotic problem, demonstrate the effectiveness of our stabilizations, and validate the gradient information obtained from the stabilized tangent sensitivity. Finally, we describe how the method of stabilization can easily be adapted to the sensitivity analysis of large-scale computational fluid dynamics problems.
I. Introduction
Turbulent flows are ubiquitious in aerospace applications; for example, they are found in boundary layers, shear layers, and combustion chambers. Furthermore, there is strong impetus to design for and control turbulent flows, because the enhanced mixing and momentum transport can have a significant impact, both good and bad, on performance. To this end, we are interested in using aerodynamic shape optimization (ASO) to improve the performance of systems subject to turbulent flows. ASO problems, in particular, typically involve a large number of design variables, so gradient-based optimization methods are desirable because they have excellent algorithmic scaling.
Historically, the challenge of gradient-based ASO has been the implementation of sensitivity analysis methods to obtain the derivatives of the objective and constraints. The conventional finite-difference and complex-step [1] methods, while intuitive and easy to implement, scale linearly with the number of design variables. Adjoint-based methods [2, 3] , on the other hand, are effective at calculating derivatives with a computational cost virtually independent of the number of design variables. These methods are well established for steady flows and are being increasingly used for unsteady flows [4] [5] [6] [7] . However, there is a class of unsteady problems for which these mature techniques fail to produce useful sensitivities: unsteady, turbulent flows.
Turbulent problems are difficult for conventional sensitivity analysis methods, because turbulent flows are chaotic. Chaotic problems are sensitive to small changes in initial conditions, or other parameters, that govern the nature of the solution. To demonstrate this, consider the Lorenz system [8] , which is a simplified model of atmospheric convection. It is a system of ordinary differential equations defined by 
The Lorenz system has three spatial variables, x, y, and z, and three parameters, ρ, β, and σ. This simple-looking system exhibits chaotic behavior for a particular range of parameter values. Figure 1 demonstrates the chaotic nature of the Lorenz system by showing its extreme sensitivity to slight changes in a parameter, in this case ρ. Also shown is the result of a finite-difference gradient computation of the state sensitivity: using a finite-difference step size that would be suitable for a smooth problem results in a large, unusable sensitivity. Several strategies have been investigated to obtain useful sensitivities for chaotic problems. Some of these strategies seek to build off the success of the conventional adjoint method for nonchaotic problems. One such method is the ensemble adjoint method [9, 10] , but it has been shown to converge at an unacceptably slow rate [11, 12] . In contrast, the least squares shadowing (LSS) method [13, 14] succeeds in obtaining relatively accurate gradient data for problems exhibiting chaotic dynamics.
The LSS method involves the solution of a space-time saddle-point problem whose size scales with the number of state variables times the number of time steps; in light of this, the LSS method is impractical for most computational fluid dynamics (CFD) applications, and several strategies for reducing its cost have been investigated. The feasibility of approximating the LSS adjoint with Fourier modes was studied in [15] , but this approximation still requires an expensive linear solve, as it alters the problem from a large sparse linear system to a smaller dense linear system. The non-intrusive least squares shadowing (NILSS) method [16] [17] [18] seeks to address the computational cost of the LSS method, while still computing useful gradient information. While it shows promise, NILSS requires a potentially large (> 100) number of linearized partial differential equation (PDE) solves, one for each positive Lyapunov exponent.
In this work, we introduce a new technique for obtaining gradient information for systems governed by chaotic flows. Instead of taking a shadowing approach to approximating the chaotic trajectory, we seek to stabilize the tangent-or adjoint-sensitivity equation used to compute the gradient. This approach is similar to that of Talniker et al. [19] , but the method of stabilization differs. The general strategy is to introduce a localized perturbation to the linear tangent or adjoint PDE that seeks to eliminate the instability that leads to unusable gradients. We consider two perturbations, one that removes positive eigenvalues and one that is the smallest possible perturbation that ensures stability; both perturbations can be applied at the element level in a finite-element CFD solver, making them practical for large scale problems.
The remainder of the paper is organized as follows. Section II briefly reviews conventional techniques that are used to obtain gradients and explains why they fail for chaotic problems. We describe the proposed stabilized tangent-sensitivity methods in Section III, and illustrate their performance on a model problem. Section IV discusses how these methods generalize to large-scale CFD problems, and describes some implementation details necessary to achieve this goal. Finally, we summarize the results and draw conclusions in Section V.
II. A review of sensitivity analysis methods

A. Conventional sensitivity analysis methods
In this section, we briefly review the (conventional) tangent and adjoint sensitivity analysis methods; readers familiar with this subject can safely proceed to the next section.
Using bold font to denote a vector quantity, we assume that the state, u, is governed by the time-invariant system
Examples of f include Navier-Stokes spatial discretizations, and the right hand side of the ordinary differential equation in (1). The parameter s denotes a design variable (such as a shape parameter) and u 0 is a prescribed initial condition. Given an objective function J, we are interested in evaluating the total derivative dJ/ds. Using the chain rule, we can express this derivative as
To find the state sensitivity du/ds, we take the total derivative of the residual R with respect to the parameter s, which gives us
Since the total derivative of R is equal to zero, and assuming the Jacobian ∂R/∂u is invertible, we obtain a linear equation for du/ds. After solving for du/ds, the tangent (or direct) sensitivity method then substitutes the value of du/ds into (3) to obtain dJ/ds. Alternatively, we can substitute the expression for du/ds from (4) into (3) and obtain
The product (∂ J/∂u)(∂R/∂u) −1 , which appears in (5), is independent of the dimension of s, and can be computed once and used to obtain gradients with respect to every design variable. This product is called the adjoint, ψ, and it satisfies ∂R ∂u
Since the calculation of the adjoint variables does not depend on the number of design variables, the adjoint method is very attractive for aerodynamic shape optimization, where the number of design variables is often large. However, compared to the adjoint method, the tangent sensitivity method is easier to implement, and therefore is more suited to the preliminary investigation of our proposed method in this paper.
B. Breakdown of conventional sensitivity methods
The above sensitivity analysis methods work well for smooth problems. However, in the presence of chaotic dynamics, they produce unusable gradients. To demonstrate this, we again consider the Lorenz problem, this time with the objective function
where we have selected ρ as a design variable and z targ = 35. Figure 2 shows the result of applying the conventional tangent sensitivity method to the Lorenz system and the objective function (7) . The objective function is plotted in grey over a range of ρ values, and overlaid in blue is a linearization of the gradient resulting from the tangent sensitivity method: ∂ J/∂ ρ. The gradient value given by the tangent sensitivity method at the selected value of ρ is on the order of 10 18 ; clearly, this would be unusable in any gradient-based optimization algorithm and does not reflect the general trent of the objective as a function of ρ.
To understand why the gradient is so large in magnitude, we have plotted the absolute value of one of the components of the tangent sensitivity, |v 2 | = |dy/dρ|, versus time in Figure 3 . If these values of v are inserted in (5), we obtain the (unusable) gradient information seen in Figure 2 . It is this exponential growth in the sensitivity that we wish to mitigate with our proposed method. 
III. Proposed stabilization method A. Method description and application to the Lorenz system
As Figure 3 demonstrates, the tangent sensitivity equation is linearly unstable for chaotic flows [20] . Therefore, our goal is to investigate how to modify the equation so that we can, hopefully, bound the "energy" in the tangent sensitivity v; here, energy refers to the L 2 norm of the tangent sensitivity. Ideally, we seek modifications that stabilize the sensitivity without having a detrimental impact on gradient accuracy.
To discuss the modifications, we consider the generic initial value problem (2) . To obtain an equation for the tangent sensitivity, we take the derivative of (2) with respect to the design variable s, which yields
where we have defined the tangent sensitivity as v = du/ds. Again, we are concerned with bounding the "energy" (the L 2 norm) of the tangent sensitivity. For the relevant energy analysis, it is sufficient to study the homogeneous form of (8) , that is, where ∂f/∂s is neglected. Left multiplying the homogeneous form of (8) by the tangent sensitivity transposed gives
where we have decomposed the Jacobian, ∂f/∂u, into its symmetric and skew-symmetric parts. The skew-symmetric part does not contribute to the energy growth of v, because v T Av = −v T Av = 0 for any skew-symmetric matrix A. We can therefore consider (9) without the skew-symmetric part of ∂f/∂u:
It follows from (10) that, in order to ensure energy stability, the following must be satisfied:
We seek to enforce this inequality by adding a symmetric matrix S to the Jacobian such that
We will consider two different choices for S.
For the first choice, we seek the smallest S -in the sense defined below in (13) -that ensures the tangent sensitivity at a given time step satisfies (12) . This S is given by the solution to the following quadratic optimization problem:
Since (13) is a quadratic program with a convex objective, it has a closed-form solution. Additionally, we only solve (13) if the inequality is violated; otherwise, we set S = 0. Note that, since (13) depends on the tangent sensitivity via the constraint, this stabilization approach is nonlinear. The second, alternative, choice for S involves modifying the eigenvalues in the Jacobian. Positive eigenvalues in the Jacobian contribute to the unbounded growth of the tangent sensitivity. Therefore, our goal with the second stabilization method is to clip these positive eigenvalues. To this end, we perform the eigendecomposition
where E is a matrix composed of the eigenvectors of the symmetric part of ∂f/∂u, and λ is a diagonal matrix with the eigenvalues of the symmetric part of ∂f/∂u on the diagonal. Recall that we add S to the Jacobian, so we use S to eliminate positive eigenvalues; to do this, we set the negative eigenvalues in λ to zero, and we will refer to the modified diagonal matrix as λ + . We then form the stabilization matrix S clip according to
Although this eigenvalue-clipping stabilization modifies the tangent sensitivity equation more than the first approach, it is useful for comparison and shows promise on the model problem. It also maintains the linearity of the sensitivity equation.
B. Results on the model problem
To assess our methods' capacity for stabilization and subsequent impact on the total derivative, we apply them to the Lorenz system. The objective function remains the same as in Section II.B. We consider two time-stepping methods to more thoroughly investigate the stabilization methods for both implicit and explicit time-marching schemes; for the present study we have selected the implicit Crank-Nicolson scheme and the explicit 4th-order Runge-Kutta method. Our chosen range of interest for the design variable is ρ = [30, 50], and we have calculated the objective function throughout this range at steps of ∆ρ = 0.01. Stabilized gradients were evaluated at steps of ∆ρ = 2.0. All solutions of the Lorenz system were obtained using a maximum time horizon of T = 40, and a time-step of ∆t = 0.004. The objective function and stabilized gradients used the same time horizon. A spin-up period of 1000 time steps was used before beginning the statistics gathering period, in order to reduce the influence of the initial transients on the objective.
When applied to the Lorenz system with the Crank-Nicolson scheme, the two stabilization methods bound the tangent sensitivity; Figure 4 plots |v 2 | over time and demonstrates that the stabilized tangent sensitivity does not grow exponentially. In a similar fashion, our method bounds the tangent sensitivity when the Lorenz system is solved with the 4th-order Runge-Kutta method.
Gradients obtained from both stabilizations, based on the Crank-Nicolson scheme, are shown in Figures 5a and 5b. We see similar gradient information produced by the eigenvalue-clipping stabilization when the 4th-order Runge-Kutta method is used to solve the problem, shown in Figures 6a. Compared with the other results, larger errors are present in the gradients acquired through quadratic-program stabilization (Figure 6b ) obtained using the 4th-order Runge-Kutta method. This is likely due to the aforementioned nonlinearity of this stabilization technique; nevertheless, the gradients remain bounded and approximate the general trend of the objective.
IV. Extension to computational fluid dynamics
The proposed method is promising, but it is not immediately clear that it will generalize to the Euler or Navier-Stokes equations. In particular, the perturbations to the Jacobian used in the Lorenz example relied on either a) solving a quadratic optimization with as many variables as the (symmetric part of the) Jacobian, or b) an eigen-decomposition of the Jacobian. In the case of an Euler or Navier-Stokes simulation, the Jacobian will have potentially billions (or more) of rows and columns, making such methods impractical.
In the following section, we explain why this issue is mitigated by the nature of the instability in fluid flows. Subsequently, we describe a practical implementation of the stabilization method in the case of the Euler equations.
A. A localized instability
As described in the introduction to this section, the proposed stabilization method appears to be impractical for the Euler or Navier-Stokes equations, because the size of the Jacobian matrix precludes the necessary optimization or eigen-decomposition. Fortunately, the terms responsible for destabilizing the Euler and Navier-Stokes sensitivities are spatially-local source terms. To see this, consider the (homogeneous) adjoint equation for the incompressible Navier-Stokes equations (with the summation-convention on repeated indices):
where ψ = [ψ 1 , ψ 2 , ψ 3 ] T is the adjoint corresponding to velocity and π is the adjoint corresponding to pressure. Using an energy-stability analysis, Wang and Gao [20] showed that the third term in this equation is responsible for the adjoint's 
which is the density times the strain-rate tensor. While this tensor depends on derivatives of the velocity field, it is entirely local from the perspective of the adjoint. Therefore, we can perturb this small, 3 × 3 tensor at each node in exactly the same way that we did to stabilize the tangent sensitivity of the Lorenz system. Talnikar et al. [19] performed an energy-stability analysis of the compressible Navier-Stokes adjoint and showed that its destabilizing term is also a spatially localized source term. Consequently, the proposed approach is equally valid for stabilizing the types of flow problems of interest to the aerospace industry.
At this point, it is worth highlighting the differences between the proposed stabilization and the dissipation-based stabilization used in [19] . Introducing dissipation into the adjoint requires a subtle balance between stabilizing the equation and obtaining accurate sensitivities: too little dissipation and the tangent or adjoint will grow exponentially, too much dissipation and the sensitivities will be inaccurate. The difficulty in achieving this balance was documented in [19] .
In contrast, the proposed stabilizations are, in some sense, the minimum perturbations necessary to avoid exponential growth in the tangent or adjoint. Our hypothesis is that such perturbations will lead to sufficiently accurate sensitivities, as they did for the Lorenz problem. Furthermore, the proposed methods are parameter-free, which is a significant advantage in practice.
B. Implementation case-study: SBP discretization of the Euler equations
The proposed stabilization(s) can be applied to a wide range of discretizations, but the details will vary depending on the choice of discretization. For concreteness, we will focus on an entropy-stable summation-by-parts (SBP) discretization. Furthermore, the destabilizing term in the sensitivity equations, for both incompressible and compressible flows, is due to the inviscid terms. Therefore, to describe our implementation it is sufficient to consider the Euler equations. Finally, since the destabilization mechanism is the same for both the tangent and adjoint sensitivity, we will consider the tangent sensitivity for simplicity. The entropy-stable SBP discretization of the Euler equations [21] produces a semi-discretization of the form
where u h (t) ∈ R n is the discrete solution evaluated at the collocation points, and s ∈ R is a parameter, as before.
Here we consider a continuous SBP solution space over the tesselation of the domain T , which is analogous to a continuous Galerkin finite-element method (in contrast with the discontinuous SBP space considered in [21] ). The matrix H ∈ R n×n is the diagonal mass matrix, the matrix P κ ∈ R n κ ×n restricts the global solution to the n κ degrees of freedom on element κ, and F κ : R n κ → R n κ denotes the element-local residual vector that discretizes the spatial derivatives. Finally, b : R n × R → R n denotes the boundary terms; the boundary conditions are imposed weakly using penalty terms and we assume they depend on the parameter s.
As usual, the tangent-sensitivity equation is obtained by (total) differentiation of the discretization (17) with respect to s. Thus, if v h (t) ∈ R n denotes the sensitivity, the tangent-sensitivity equation is given by
where J κ ≡ ∂F κ /∂u κ is the element-local Jacobian, with u κ = P κ u h . In the following analysis, we will focus on stabilizing the terms involving J κ , since they contain the localized instability described earlier. We will not stabilize the derivatives of the boundary terms, which are responsible for driving the tangent (and adjoint) sensitivities. Next, we perform an energy-stability analysis of (18) . Ignoring the boundary-term derivatives and left-multiplying by v T h , we find
where v h H is the SBP approximation of the L 2 norm of v h , and v κ ≡ P κ v h is the tangent sensitivity projected onto the degrees of freedom of element κ. In general, v T κ J κ v κ may be positive, leading to growth in the sensitivity. To combat this, following the Lorenz-problem example, we add a symmetric matrix S κ ∈ R n κ ×n κ to each J κ such that
which implies the tangent sensitivity remains bounded. The element-level matrices S κ are found using one of the two stabilization methods described earlier: solving a quadratic optimization analogous to (13), or; using S κ to remove the positive eigenvalues from the symmetric part of J κ . Notice that, rather than stabilizing the global Jacobian, κ ∈T P T κ J κ P κ , we instead stabilize |T | element Jacobians, J κ . This represents a significant reduction in cost, since the former requires perturbations to a Jacobian with O(n 2 ) entries, while the latter requires perturbations to an element Jacobian with only O(n 2 κ ) entries. Furthermore, the element stabilization is easily parallelized.
V. Summary & Future work
Gradient-based optimization algorithms breakdown in the presence of chaos, because conventional sensitivity analysis methods cannot provide useful gradients due to exponential growth of the tangent and adjoint sensitivities. To address this problem, we have developed two methods of stabilizing the tangent (or adjoint) sensitivity equations. One method calculates the minimum possible perturbation to the symmetric part of the Jacobian to ensure energy stability, while the other method clips the positive eigenvalues of the symmetric part of the Jacobian. The methods were successfully applied to stabilize the tangent-sensitivity equation for the Lorenz ordinary differential equation.
The ultimate goal of this work is gradient-based aerodynamic shape optimization of turbulent, and therefore chaotic, flows. Keeping this goal in mind, we have described how the stabilization methods can be extended to CFD problems. In particular, we have described how the methods remain computationally tractable in the context of an summation-by-parts discretization of the Euler equations. Future investigations of this stabilization will involve its application to CFD problems, such as the airfoil case presented by Blonigan et al. [23] . 
VI. Acknowledgements
A
