Certain statistical models are described by a parametrized family of sequences of random functions adapted to the fixed sequence of -algebras. The main problem is to estimate maximum points of the associated information function which is the limit of the sequence of random functions. For this various sequences of maximum functions are used. The main theorem of this paper establishes the existence of measurable approximating maximums associated to such a family which is indexed by the second countable Hausdorff space satisfying the Blackwell property. These spaces might be characterized as the second countable analytic ones. It is moreover shown that for separable families of sequences of adapted random functions the same theorem remains valid without Blackwell property as well.
Introduction
Some statistical models are described by a family H = (f h n (!; ) ; S n j n 1 g j 2 2 0 ) of reversed submartingales defined on the probability space (; F; P ) and indexed by the analytic metric space 2 0 ( see [2] , [3] , [4] , [5] ). From the general theory of reversed submartingales we know that h n () converges P -almost surely to a random variable h 1 () as n ! 1 , for all 2 2 0 . If the tail -algebra S 1 = T 1 n=1 S n is degenerated, that is P (A) 2 f0; 1g for all A 2 S 1 , then h 1 () is also degenerated, that is P -almost surely equal to some constant which depends on for 2 2 0 . In this case the information function associated to H : I() = lim n!1 h n () P -a.s. = lim n!1
Eh n () may be well-defined for all 2 2 0 . The main problem in the context of statistical models just mentioned is to estimate the maximum points of I() on 2 0 using only information on the sequence f h n j n 1 g . For this, two concepts of maximum functions might be introduced as follows. Let f n j n 1 g be a sequence of functions from into 2 , where (2; d) is a compact metric space containing 2 0 . Then f n j n 1 g is called a sequence of empirical maximums associated to H , if there exist a function q : ! N and a P -null set N 2 F satisfying the following two conditions:
(1.1) n (!) 2 2 0 ; 8! 2 n N ; 8n q(!) (1.2) f n j n 1 g is called a sequence of approximating maximums associated to H , if there exist a function q : ! N and a P -null set N 2 F satisfying the following two conditions:
(1.3) n (!) 2 Note that even though h n (!; 1) need not attain its maximal value on 2 0 , and therefore (1.2) fails in this case, we can always find a sequence f n j n 1 g satisfying (1.4). However, the statistical nature lying behind requires n to be measurable relative to S n for all n 1 . This requirement makes the establishment of the existence of approximating maximums much harder, and calls for assumptions on 2 0 in order to make the existence of suitable measurable selections available. Furthermore, one of the main interests in the context of statistical models just mentioned is to characterize the sets of all possible accumulation and limit points of all possible sequences of approximating maximums associated to H . In this direction a certain convergence uniformization is important to be established, as shown in the proof of the main Theorem 4.1 below.
Both of the problems just mentioned, namely the existence and the uniformization, are solved in a fundamental theorem due to J. Hoffmann-Jørgensen (see [3] p.42) in the case where the parameter set 2 0 is an analytic metric space. In this paper we show that a little stronger version of the same theorem remains valid, if the parameter set 2 0 is only assumed to be a second countable Hausdorff space satisfying the Blackwell property. These spaces might be characterized as the second countable analytic ones. Actually, the proof carries out without submartingale property as well, and the only assumption which is essentially used on H is the S n 2 B(2 0 )-measurability of h n being valid for all n 1 . Thus the results below are formulated and stated for general families of sequences of adapted random functions. (We think, however, that the statistical background just explained is important, and the reader should be aware of it.) Finally, it is shown that for separable families the Blackwell property is not needed.
Preliminary facts
A measurable space (X; A) is called Blackwell, if f (X) is an analytic subset of the real line, whenever f is an A-measurable real valued function on X . A Hausdorff space X is called Blackwell, if X together with its Borel -algebra B(X ) forms a Blackwell space. In this case we shall often say that X satisfies the Blackwell property. It is well-known that every analytic space is a separable Hausdorff space satisfying the Blackwell property, and in particular every analytic metric space is a second countable Hausdorff space satisfying the Blackwell property. Moreover, one can verify that every second countable Blackwell space is analytic.
Blackwell spaces posses nice stability properties and we shall refer the reader to [1] for an extensive treatment of this subject. In this paper we shall need the statement of the following well-known theorem (see [1] Let us say that the usefulness of these two theorems follows mainly from the well-known fact that for some -algebra A , every A-Souslin set is universally A-measurable. Note that every second countable Blackwell space is a countably generated Blackwell space. In other words, every second countable analytic space (for example, every analytic metric space ) is a countable generated Blackwell space. Also note that every countable set together with any -algebra of its subsets forms a countably generated Blackwell space. Moreover, it is well-known that every A-Souslin subset of a Blackwell space (X; A) together with the trace -algebra forms also a Blackwell space. All these facts will be used more or less explicitly in the rest of the paper.
We shall now introduce the main object under our consideration in this paper. For this, let (; F ; P ) be a probability space, let 2 0 be a topological space, let S 1 S 2 S 3 . . . be a decreasing sequence of -algebras on all being contained in F , and let h n (1; ) : ! R be a random variable which is mesurable relative to S n for all n 1 and all 2 2 0 . Under these conditions we will shortly say that H = (f h n (!; ) ; S n j n 1 g j 2 2 0 ) is an adapted family (of random functions and -algebras) defined on (; F ; P ) and indexed by 2 0 . Let B(2 0 ) denote the Borel -algebra on 2 0 . According to [4] , we will say that H is:
S n is degenerated, that is P (A) 2 f0; 1g for all A 2 S 1 (2.5) separable relative to S 2 20 and C 2 R , if 8B 2 S there exists a sequence f i j i 1 g in 2 0 such that 8C 2 C we have: For more information and details in this direction we shall refer the reader to [4] .
Uniformization
In order to formulate a general version of the existence theorem in the next section (Theorem 4.1), we need a definition of the uniform convergence of a given sequence of random functions with values in a topological space to a given subset of it. One of its particular forms, which will be suitable for our purposes, is presented in Lemma 3.1 below. In Lemma 3.2 we state the essential point of the convergence uniformization in the existence theorem.
Let X be a topological space, and let A be a subset of X . Let (; F; P ) be a probability space, and let f n j n 1 g be a sequence of functions from into X . We shall say that the sequence f n j n 1 g converges uniformly to A , if for every open set G in X containing A , there exists n 0 1 such that 8n n 0 we have: (3.1) n (!) 2 G ; 8! 2 .
In this case we shall write n A on . If (3.1) is satisfied for all ! 2 n N where N is a P -null set in F , then we shall say that the sequence f n j n 1 g converges uniformly P-almost surely to A and in this case we shall write n A P -a.s. Proof. Let E = f E i j i 1 g be a countable base for the topology on X , and let E 3 be the smallest family of subsets of X which contains E and is closed under the formation of finite unions of its elements, that is E 3 2 E 3 if and only if E 3 = S n j=1 E i j for some E i 1 ; . . . ; E i n 2 E and some n 1 . Put G 3 (K) = f E 3 2 E 3 j K E 3 g = f E 3 i j i 1 g , and define G(K) = f G j j j 1 g with G j = T j i=1 E 3 i for j 1 . Using the compactness of K and the definition of E it is easily verified that for every open set G in X containing K there exists E 3 k 2 E 3 with k 1 such that K E 3 k G . The proof hence follows straightforward. If X is a Hausdorff space and a sequence f n j n 1 g in X converges uniformly to some compact subset K of X , then the set of all accumulation points Cf n g of the sequence f n j n 1 g is evidently contained in K . Hence we may easily conclude: (3.2) Let f n j n 1 g be a sequence of functions from a probability space (; F; P ) into a Hausdorff space X , and let K be a compact subset of X . If n K on , then
Cf n g K . Similarly, if n K P -a.s., then Cf n g K P -a.s.
Let us also note if (X; d) is a metric space, then for any two subsets A and B of X the following three statements are equivalent:
A [ B) 0 uniformly for ! 2 where d(; C) is the distance between a point 2 X and a set C 2 2 X . Of course, the analogous equivalence relation holds for the P -a.s. uniform convergence as well.
Lemma 3.2
Let f i n j n 1 g and f j n j n 1 g be two sequences of random variables defined on a probability space (; F; P ) satisfying lim n!1 i n = lim sup n!1 j n = +1 P for all c 2 R , we shall without loss of generality suppose that 1 n " +1 P -a.s. as n ! 1 . Hence for every fixed k 1 we can find n k 1 such that:
Thus by the first Borel-Cantelli lemma we may conclude:
Let us now define a surjection 1 : N ! N by putting:
for all k 1 , and put 1 (j) = 1 for 1 j < n 1 , if n 1 > 1 . Since f 1 k j k 1 g is increasing, then we have:
. . f 1 n k+1 01 1 (n k ) g for all k 1 . Using these relations and (3.6) we easily find:
By our hypotheses we have sup kjn 1 j " +1 P -a.s. as n ! 1 for all k 1 . Therefore for every fixed k 1 we can find n k 1 such that:
Let us define a surjection 1 : N ! N by putting:
1 (j) = k , 8n k01 < j n k for all k 1 with n 0 := 0 . Then by the increase of 1 from (3.8) we get: In exactly the same way we can find increasing surjections i and j associated to the sequences f i n j n 1 g and f j n j n 1 g for i = 2; . . . ; N and j = 2; . . . ; M . Then the proof follows straightforward by putting = minf 1 ; 2 ; . . . ; N ; 1 ; 2 ; . . . ; M g and using the statements that correspond to (3.7) and (3.9) in these cases.
The existence of measurable approximating maximums theorem
Let H = (f h n (!; ) ; S n j n 1 g j 2 2 0 ) be an adapted family of random functions and -algebras defined on the probability space (; F; P ) and indexed by the topological space 2 0 . Let G(2 0 ) denote the family of all open sets in 2 0 , and let K(2 0 ) denote the family of all compact sets in 2 0 . Let us define: 
Theorem 4.1
Let H = (fh n (!; ) ; S n j n 1g j 2 2 0 ) be a measurable adapted family defined on the probability space (; F; P ) and indexed by the topological space 2 0 , let K 
Cf n (!)g \ K 6 = ; and Cf n (!)g \ L 6 = ; , for all ! = 2 N (4.8)
(4.10) n is S n -measurable for all n 1 .
Proof. Let us in addition define:
n (!) = sup f j 1 j G ! nj 6 = ; g n (!) = sup f j 1 j H ! nj 6 = ; g for n 1 and ! 2 . Since f n j g = S 1 k=j (G nk ) and f n j g = S 1
k=j (H nk ) for all n , j 1 , then by the projection theorem (2.1) we have: h n (!; 2;j;!;n ) > H 3 (!; H j ) 0 j (!) , 8n 2 C j;! for some 1;j;!;n 2 G j and 2;j;!;n 2 H j with n 1 . From (4.12) and (4.13) we easily find: Now we apply the measurable selection theorem (2.2). For this, if (4.1) holds, then the preceding setting of the proof can stay unchanged. Moreover, if any of conditions (4.2), (4.3) or (4.4) holds, then according to (2.8) and (2.9) we can find a dense sequence f i j i 1g in 2 0 and a P -null set N 1 
