Similarity queries searching for the most similar objects in a database compared to a given sample object are an important requirement for multimedia databases. However, strict mathematical correctness is not essential in many applications of similarity queries. For example, if we are concerned with image retrieval based on color and texture similarity, slight mathematical inaccuracies will hardly be recognized by the human observer. Therefore we present a relaxed algorithm to perform similarity queries for multidimensional index structures. This algorithm assures only that a user defined portion of the result list containing n elements actually belongs to the n most similar objectsthe remaining elements are subject to a best effort semantics. As we will demonstrate, this allows to improve the performance of similarity queries by about 25 % with only marginal inaccuracies in the result.
Motivation
For multimedia databases similarity queries are an important requirement. To this end, objects are represented by feature vectors. For example, an image can be represented by a color histogram, texture measures or shape measures. Then objects similar to a given sample object can be determined with a similarity search based on these feature vectors.
To support such similarity queries, various access structures have been developed for multi-dimensional feature vectors -e.g. the SS-tree [20], the VAMSplit R-tree [19] , the TV-tree [14] , the SR-tree [13] the X-tree [3], the R * -tree [1] or the LSD h -tree [10] . All these access structures provide a similarity search operation. Unfortunately the performance of these access structures decreases drastically for high-dimensional feature vectors. It has been shown that this effect is problem inherent [8, 9, 2] . As a consequence, it will not be possible to develop an access structure performing well for all conceivable feature vectors.
Therefore, our approach is not to design yet another access structure performing better than the known structures under some specific circumstances but to present an approach which is applicable to all access structures mentioned above for a broad variety of applications. The basic idea of this approach is to trade a bit of accuracy for a significantly improved performance. It is based on the fact that strict mathematical correctness is not essential in many application areas of similarity search operations. In many applications the similarity calculation based on feature vectors is only a model for the human perception of similarity. Here slight mathematical inaccuracies with the calculation of the most similar objects might not even be observable by the person stating the query.
Our approach can be seen as an adaptation of the algorithm of Buckley and Lewit [5] implementing a similarity search for text documents based on the vector space model. This algorithm employs inverted files processed one file after the other. The user can define a parameter α ∈ (0, 1] and the idea is to stop the algorithm as soon as α · n elements of the required n result elements surly belong to the n best matching text documents. We will describe this algorithm in some more depth in section 2.
In the present paper we adapt this approach to tree-based multi-dimensional access structures. Furthermore we present experimental results demonstrating that the approach yields significant performance improvements with hardly observable losses in accuracy.
Let us consider a simple example to sketch the idea of our approach. Assume the 2-dimensional data space given in figure 1. The data space is mapped onto 16 buckets holding the objects located in the corresponding regions of the data space. Each bucket has a capacity of at most three objects. In this situation we perform a query searching for the two objects (n = 2) most similar to the sample object q with feature vector q = (33, 65). Faced with this sample object we first consider bucket B 1 for which the associated region covers the query vector (33, 65). When we consider the three objects stored in B 1 , we have to take into account that other buckets can contain similar objects too. If we assume that the Euclidean distance is used as the similarity measure, the bucket which could hold the most similar objects is B 2 . From the region associated with B 2 we can derive that objects stored in B 2 must have at least a distance of 8 to q. As a consequence, we can be sure that object o 1 with a distance of 6 is the most similar object. For o 2 , which has a distance of 10, we cannot be sure that it is the second best fitting object, because B 2 could contain more similar objects. If the user has chosen a value of 0.5 for α, our approach would nevertheless return the list with the objects o 1 and o 2 as the result and avoid additional bucket accesses, because 50 % of the result are definitely correct. Of course the other 50 % of the result could be wrong -but in this case they will usually be "not much worse" than the correct answer.
In the above example we avoided an additional bucket access at the price of a potentially slightly incorrect result. Of course there are applications were such potentially incorrect results are objectionable. On the other hand, in applications such as image retrieval based on color or texture similarity slight inaccuracies are unproblematic.
It has to be mentioned, that the efficient processing of queries searching the n best matching objects is also known as "Top N" query processing in the field of query optimization. Interesting approaches in this direction are presented in [6, 
