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In this paper we investigate the existence of positive solution for
the following class of elliptic equation
−u + V (x)u = f (u) in RN ,
where f has a subcritical growth and V is a nonnegative potential,
which can vanish at inﬁnity, that is, V (x) → 0 as |x| → ∞, or
shortly, V (∞) = 0.
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1. Introduction
In recent years, many authors have considered the existence of solution for the following class of
elliptic equation
⎧⎪⎨
⎪⎩
−u + V (x)u = f (u) in RN ,
u > 0 in RN ,
u ∈ D1,2(RN), (P )
where V :RN →R and f :R→R are continuous functions with V being a nonnegative function and
f having a subcritical or critical growth.
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nonlinear Schrödinger equation
ih
∂Ψ
∂t
= −h2Ψ + W (x)Ψ − f (Ψ ), for all z ∈ Ω, (NLS)
where h > 0 and Ω is a domain in RN . Eq. (NLS) is one of the main objects of the quantum physics,
because it appears in problems involving nonlinear optics, plasma physics and condensed matter
physics.
In the literature, we ﬁnd a lot of papers where the authors have considered the existence and
multiplicity of solutions for (P ), and we observe that interesting conditions on V have been studied.
Next, we will recall some of them. We begin with a paper due to Berestycki and Lions [7], where the
potential V was considered constant, that is, there is C > 0 such that
V (x) = C ∀x ∈RN . (V1)
In Coti-Zelati and Rabinowitz [10], Pankov [14], Pankov and Pﬂüger [15] and Kryszewski and
Szulkin [12], the authors have studied the case where V has positive inﬁmum and it is a periodic
function like
V (x+ y) = V (x) ∀x ∈RN and y ∈ ZN . (V2)
In Zhu and Yang [18,19], the potential V has been assumed asymptotic to a positive constant, that is,
there is α > 0 such that
V (x) α ∀x ∈RN and ∣∣V (x) − α∣∣→ 0 as |x| → +∞. (V3)
The case where V is asymptotically periodic, that is, there is a periodic function V P : RN → R such
that
V (x) V P (x) ∀x ∈RN and
∣∣V (x) − V P (x)∣∣→ 0 as |x| → +∞, (V4)
has been considered in Alves, Carrião and Miyagaki [2]. In Costa [9] and Miyagaki [13], the authors
have focused attention on the case in that V is coercive, that is,
lim|x|→+∞ V (x) = +∞. (V5)
In Barstch and Wang [5], a more weak condition than coercivity on V has been assumed, more
precisely, it was supposed that for all M > 0 we have that
μ
({
x ∈RN : V (x) M})< +∞. (V6)
For the case where V is a radial function, that is,
V (x) = V (r), where r = |x|, (V7)
we would like to cite the paper of Alves, de Morais Filho and Souto [1]. In a seminal paper, Rabi-
nowitz [16] introduced the following condition on V
0< inf
N
V (x) < lim inf|x|→+∞ V (x). (V8)x∈R
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bounded open set Ω ⊂RN such that
min
x∈Ω
V (x) < min
x∈∂Ω V (x). (V9)
The last assumption that we would like to cite on V is the zero mass case, that is,
lim|x|→+∞ V (x) = 0, (V10)
which has received attention in the papers of Ambrosetti and Wang [3], Ambrosetti, Felli and Mal-
chiodi [4], Berestycki and Lions [7] and Benci, Grisanti and Micheletti [6].
Motivated by the above papers, in the present article we show the existence of solution for (P ) by
considering a new set of hypotheses on potential V , namely
(V11) V (x) 0 ∀x ∈RN .
(V12) V (x) V∞ ∀x ∈ B1(0), for some constant V∞ > 0.
(V13) There are Λ > 0 and R > 1 such that
1
R4
inf|x|R |x|
4V (x)Λ.
Related to function f , we assume that
( f1) limsups→0+ sf (s)s2∗ < +∞; where 2∗ = 2N/(N − 2) and N  3.
( f2) There exists p ∈ (2,2∗), such that
limsup
s→+∞
sf (s)
sp
= 0.
( f3) There exists θ > 2 such that
θ F (s) sf (s) ∀s > 0.
Before to state our main result, we need to detach that ( f1) and ( f2) imply that there exists co > 0
such that
∣∣sf (s)∣∣ co|s|2∗ and ∣∣sf (s)∣∣ co|s|p, for all s ∈R. (1.1)
The statement of our main result is the following
Theorem 1.1. Suppose that V satisﬁes (V11)–(V13) and f satisﬁes ( f1)–( f5). Then, there exists a constant
Λ∗ = Λ∗(V∞, θ, p, co) > 0 such that the problem (P ) possesses a positive solution for all ΛΛ∗ .
Before to conclude this introduction, we would like to emphasize that the above theorem can be
applied in many situations. For example, it is easy to see that (V13) is weaker than (V5), where V is
coercive. Note that the above theorem also permits to work with zero mass case, see condition (V10),
and it completes the study made in Benci, Grisanti and Micheletti [6], in the sense that, here it is not
assumed that V belongs to L
N
2 (RN ). Moreover, Theorem 1.1 completes the study made in [3] and [4],
because in those papers the nonlinearity is the form f (x,u) = K (x)up and the potential K goes to 0
as |x| → ∞.
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Since we intend to prove the existence of positive solutions, hereafter we consider
f (t) = 0 ∀t  0.
We start observing that from (V11), we can introduce the subspace
E =
{
u ∈ D1,2(RN): ∫
RN
V (x)u2 dx < +∞
}
endowed with the norm
‖u‖2 =
∫
RN
(|∇u|2 + V (x)u2)dx.
The Euler–Lagrange functional associated with (P ) is given by
I(u) = 1
2
‖u‖2 −
∫
RN
F (u)dx ∀u ∈ E.
From the conditions on f , the functional I ∈ C1(E,R) and its Gateaux derivative is
I ′(u)v =
∫
RN
(∇u∇v + V (x)uv)dx− ∫
RN
f (u)v dx ∀u, v ∈ E.
It is easy to check that the critical points of I are weak solutions of (P ).
Hereafter, we denote by B the unitary ball in RN , that is, B = B1(0) and by I0 : H10(B) → R the
functional
I0(u) = 1
2
∫
B
(|∇u|2 + V∞u2)dx−
∫
B
F (u)dx,
where V∞ > 0 is the constant given in (V12). Moreover, we denote by d the mountain level associated
with I0, that is,
d = inf
γ∈Γ maxt∈[0,1] I0
(
γ (t)
)
where
Γ = {γ ∈ C([0,1], H10(B)): γ (0) = 0 and γ (1) = e}, (2.2)
with e ∈ H10(B) \ {0} verifying I0(e) < 0.
Remark 2.1. We point out that constant d depends only on V∞ , θ and f .
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consists of a modiﬁcation of original problem, to this end we will ﬁx some notations.
For k = 2θ
θ−2 > 2 and R > 1, let us consider
f˜ (x, t) =
{
f (t), if kf (t) V (x)t,
V (x)
k t, if kf (t) > V (x)t,
and
g(x, t) =
{
f (t), if |x| R,
f˜ (x, t), if |x| > R.
The auxiliary problem that we will consider is the following
{
−u + V (x)u = g(x,u) in RN ,
u ∈ D1,2(RN). (AP)
A direct computation shows that for all t ∈R, the below inequalities hold
f˜ (x, t) f (t), for all x ∈RN , (2.3)
g(x, t) V (x)
k
t, for all |x| R, (2.4)
G(x, t) = F (t), if |x| R, (2.5)
and
G(x, t) V (x)
2k
t2, if |x| > R. (2.6)
The Euler–Lagrange functional associated with (AP) is given by
J (u) = 1
2
‖u‖2 −
∫
RN
G(x,u)dx, u ∈ E.
From the conditions on f , the functional J ∈ C1(E,R) and its Gateaux derivative is
J ′(u)v =
∫
RN
(∇u∇v + V (x)uv)dx− ∫
RN
g(x,u)v dx, u, v ∈ E,
and its critical points correspond to weak solution of (AP).
Using well-known arguments, it is standard to verify that J has the mountain pass geometry.
Consequently, using a version of the mountain pass theorem found in Willem [17], there is a Palais–
Smale sequence (un) ⊂ E such that
J (un) → c and J ′(un) → 0,
where
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γ∈Γ maxt∈[0,1] J
(
γ (t)
)
with
Γ = {γ ∈ C([0,1], E): γ (0) = 0 and γ (1) = e}
where e ∈ H10(B) \ {0} is the function given in (2.2). Once that J (u)  I0(u) for all u ∈ H10(B), from
deﬁnition of the numbers c and d, we derive that
c  d. (2.7)
Lemma 2.2. Suppose that (V11) and ( f1)–( f3) hold. If (un) ⊂ E is a Palais–Smale sequence of J , then (un) is
bounded in E.
Proof. From ( f3), (2.5) and (2.6), it follows that
J (u) − 1
θ
J ′(u)u  (θ − 2)
4θ
‖u‖2 = 1
2k
‖u‖2 ∀u ∈ E. (2.8)
Once that ( J (un)) is bounded and | J ′(un)un| ‖un‖ for n large enough, there are M > 0 and n0 ∈ N
such that
J (un) − 1
θ
J ′(un)un  M + ‖un‖ ∀n n0. (2.9)
Combining (2.8) and (2.9), we get the inequality
1
2k
‖un‖2  M + ‖un‖ ∀n n0,
which shows that (un) is bounded in E . 
Lemma 2.3. On the hypotheses of Lemma 2.2, the functional J satisﬁes the Palais–Smale condition.
Proof. From Lemma 2.2, we can suppose that there exists u ∈ E such that un ⇀ u in E . For each
ε > 0, let r > R be such that
4
(
1− 1
k
)−1
ω
1
N
N ‖u‖
( ∫
r|x|2r
|u|2∗ dx
) 1
2∗
< ε, (2.10)
where ωN is the volume of the unitary ball in RN . Let η = ηr ∈ C∞o (Bcr ) be a function verifying η ≡ 1
in Bc2r , 0 η 1 and
|∇η| 2 , for all x ∈RN .
r
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that is,
∫
RN
[∇un∇(ηun) + V (x)un(ηun)]dx =
∫
RN
ηg(x,un)un dx+ on(1). (2.11)
Once that η = 0 in BR , the last equality combined with (2.4) yields
∫
|x|r
η
[|∇un|2 + V (x)u2n]dx 1k
∫
|x|r
ηV (x)u2n dx−
∫
|x|r
un∇un∇ηdx+ on(1),
and so,
(
1− 1
k
) ∫
|x|r
η
[|∇un|2 dx+ V (x)u2n]dx 2r
∫
r|x|2r
|un||∇un|dx+ on(1). (2.12)
By Hölder’s inequality,
∫
|x|r
|un||∇un|dx ‖∇un‖L2(RN )
( ∫
r|x|2r
u2n dx
) 1
2
.
Since un → u in L2(B2r \ Br) and (un) is bounded, it follows that
limsup
n
∫
|x|r
|un||∇un|dx C
r
( ∫
r|x|2r
u2 dx
) 1
2
(2.13)
for some C > 0. On the other hand, using again Hölder’s inequality
( ∫
r|x|2r
u2 dx
) 1
2

( ∫
r|x|2r
|u|2∗ dx
) 1
2∗ |B2r \ Br | 1N . (2.14)
Recalling that |B2r \ Br | |B2r | = ωN2NrN , from (2.13) and (2.14)
limsup
n
∫
|x|r
|un||∇un|dx 2ω
1
N
N ‖u‖
( ∫
r|x|2r
|u|2∗ dx
) 1
2∗
. (2.15)
By the choice of r > 0 in (2.10), (2.15) and (2.12) imply that
limsup
n
∫
|x|2r
[|∇un|2 dx+ V (x)u2n]dx < ε. (2.16)
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limsup
n
∫
|x|2r
ung(x,un)dx = 0. (2.17)
Now, using the fact that g has a subcritical growth, the Sobolev compact embedding leads to
lim
n→∞
∫
|x|2r
ung(x,un)dx =
∫
|x|2r
ug(x,u)dx. (2.18)
Finally, (2.17) and (2.18) give
lim
n→∞
∫
ung(x,un)dx =
∫
ug(x,u)dx. (2.19)
The last limit together with J ′(un)un = on(1) yields ‖un‖ → ‖u‖ and the proof is ﬁnished. 
Using the above lemmas, there is a critical point u ∈ E of functional J , which is a positive ground
state solution for problem (AP), that is,
J (u) = c > 0 and J ′(u) = 0.
Lemma 2.4. For R > 1, any positive ground state solution u of (AP) satisﬁes the estimate
‖u‖2  2kd.
Proof. It is enough to combine (2.7) with (2.8). 
Remark 2.5. We point out in Lemma 2.4 that ‖u‖ is bounded for a constant that depends only of V∞ ,
θ and f . This constant does not depend on R > 1.
The next proposition is crucial in our arguments, because it establishes an important estimate
involving the L∞(RN ) norm of the solution u. Here, we adapt for our problem some ideas found in
Brézis and Kato [8].
Proposition 2.6. Let h ∈ Lq(RN ), 2q > N, and v ∈ E ⊂ D1,2(RN ) be a weak solution of the problem
−v + b(x)v = H(x, v) in RN , (2.20)
where H :RN ×RN →R is a continuous function verifying
∣∣H(x, s)∣∣ h(x)|s|, for all s > 0,
and b is a nonnegative function in RN . Then there exists a constant M = M(q,‖h‖Lq(RN )) > 0 such that
‖v‖∞  M‖v‖2∗ . (2.21)
(Here ‖v‖r denotes the Lr(RN ) norm.)
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Am =
{
x ∈RN : |v|β−1 m},
and
vm =
{
v|v|2(β−1) in Am,
m2v, in Bm =RN \ Am.
Observe that vm ∈ E , vm  |v|2β−1,
∇vm = (2β − 1)|v|2(β−1)∇v in Am, and ∇vm =m2∇v in Bm. (2.22)
Applying the test function vm in (2.20)
∫
RN
(∇v∇vm + b(x)vvm)dx =
∫
RN
H(x, v)vm dx.
From (2.22)
∫
RN
∇v∇vm dx = (2β − 1)
∫
Am
|v|2(β−1)|∇v|2 dx+m2
∫
Bm
|∇v|2 dx. (2.23)
Setting
ωm =
{
v|v|(β−1) in Am,
mv in Bm,
it follows that
∇ωm = β|v|(β−1)∇v in Am and ∇ωm =m∇v in Bm, (2.24)
which implies that
∫
RN
|∇ωm|2 dx = β2
∫
Am
|v|2(β−1)|∇v|2 dx+m2
∫
Bm
|∇v|2 dx. (2.25)
From (2.23), (2.24) and (2.25),
∫
RN
(|∇ωm|2 + b(x)ω2m)dx−
∫
RN
(∇v∇vm + b(x)vvm)dx (β − 1)2
∫
Am
|v|2(β−1)|∇v|2 dx.
Using (2.23), we have the inequality
(2β − 1)
∫
A
|v|2(β−1)|∇v|2 dx
∫
N
(∇v∇vm + b(x)vvm)dx,
m R
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∫
RN
(|∇ωm|2 + b(x)ω2m)dx
[
(β − 1)2
2β − 1 + 1
] ∫
RN
(∇v∇vm + b(x)vvm)dx.
Since (2.20) holds for v , it follows that
∫
RN
(|∇ωm|2 + b(x)ω2m)dx β22β − 1
∫
RN
H(x, v)vm dx β2
∫
RN
H(x, v)vm dx.
Next, S denotes the best constant that veriﬁes
‖u‖2
L2∗ (RN )  S
∫
RN
|∇u|2 dx ∀u ∈ D1,2(RN).
Using the deﬁnition of wm and the estimate |h(x, s)| h(x)|s| for all s > 0, we derive
[ ∫
Am
|ωm|2∗ dx
] N−2
N
 2Sβ2
∫
RN
h(x)ω2m dx.
If 1/q1 + 1/q = 1, from Hölder’s inequality
[ ∫
Am
|ωm|2∗ dx
] N−2
N
 Sβ2‖h‖Lq(RN )
[ ∫
RN
|ωm|2q1 dx
] 1
q1
.
Since |ωm| |v|β in RN and |ωm| = |v|β in Am , we obtain
[ ∫
Am
|ωm|2∗ dx
] N−2
N
 Sβ2‖h‖Lq(RN )
[ ∫
RN
|v|2q1β dx
] 1
q1
.
Passing to the limit of n → +∞, from Convergence Monotone Theorem
‖v‖2β2∗β  Sβ2‖h‖Lq(RN )‖v‖2β2βq1
and
‖v‖2∗β  β
1
β
(
S‖h‖Lq(RN )
) 1
2β ‖v‖2βq1 . (2.26)
Since N/(N − 2) > q1, set σ = Nq1(N−2) > 1. When β = σ in (2.26), we have: 2q1β = 2∗ and
‖v‖2∗σ  σ 1σ
(
S‖h‖Lq(RN )
) 1
2σ ‖v‖2∗ . (2.27)
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‖v‖2∗σ 2  σ
2
σ2
(
S‖h‖Lq(RN )
) 1
2σ2 ‖v‖2∗σ . (2.28)
(2.27) and (2.28) imply that
‖v‖2∗σ 2  σ
1
σ + 2σ2 (S‖h‖Lq(RN )) 12 ( 1σ + 1σ2 )‖v‖2∗ . (2.29)
Arguing by iteration, β in (2.26) as σ j , we can show that
‖v‖2∗σm  σ
1
σ + 2σ2 +
3
σ3
+···+ j
σ j
(
S‖h‖Lq(RN )
) 1
2 (
1
σ + 1σ2 +
1
σ3
+···+ 1
σ j
)‖v‖2∗ . (2.30)
Once that
∞∑
j=1
j
σ j
= 1
σ − 1 and
1
2
∞∑
j=1
1
σ j
= 1
2(σ − 1) ,
it follows from (2.30)
‖v‖p  σ
1
(σ−1)
(
S‖h‖Lq(RN )
) 1
2(σ−1) ‖v‖2∗ ,
for all p  2∗ . Recalling that
‖v‖∞ = lim
p→+∞‖v‖p,
we can conclude that Proposition 2.6 is valid for
M = σ 1(σ−1) (S‖h‖Lq(RN )) 12(σ−1)
with
σ = N(q − 1)
q(N − 2) . 
Remark 2.7. Here, it is very important to observe that constant M obtained in Proposition 2.6 does
not depend on b.
Lemma 2.8. For any R > 1, any positive ground state solution u of (AP) satisﬁes
‖u‖∞  M(2Skd) 12 .
Proof. Consider the functions
H(x, t) =
{
f (t), if |x| < R or f (t) V (x)k t,
0, if |x| R and f (t) > V (x) t,k
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b(x) =
{
V (x), if |x| < R or f (u) V (x)k u,
(1− 1k )V (x), if |x| R and f (u) > V (x)k u.
If u is a positive solution for (AP), then it satisﬁes the problem
−u + b(x)u = H(x,u) in RN .
From ( f2), we derive that |H(x, t)| | f (t)| co|t|p−1, and thus,
∣∣H(x,u)∣∣ h(x)|u| in RN
with h given by
h(x) = co
∣∣u(x)∣∣p−2.
A direct computation shows that h ∈ Lq(RN ) for q = 2∗p−2 with
‖h‖q  co(2Skd) p−22 .
Now, the result follows from Proposition 2.6. 
Remark 2.9. From Proposition 2.6 and Lemma 2.8, we observe that constant M depends only on p,
V∞ , θ and co .
Lemma 2.10. For any R > 1, a positive ground state solution for problem (AP) satisﬁes
u(x) R
N−2‖u‖∞
|x|N−2 
RN−2M(2Skd) 12
|x|N−2 , for all |x| R.
Proof. Let v be the C∞(RN \ {0}) harmonic function
v(x) = R
N−2M(2Skd) 12
|x|N−2 .
From Lemma 2.8,
u  v on ∂BR
implying that the function
ω =
{
(u − v)+, if |x| R,
0, if |x| R
belongs to D1,2(RN ). Since v = 0 in RN \ BR(0), ω = 0 on ∂BR and ω 0, (2.4) leads to
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|∇ω|2 dx =
∫
RN
∇(u − v)∇ωdx =
∫
|x|R
(
g(x,u)ω − V (x)uω)dx

(
1
k
− 1
)∫
RN
V (x)uωdx 0,
showing that ω ≡ 0. Thereby, u  v in |x| R and the proof is complete. 
Proof of Theorem 1.1. From Lemmas 2.2 and 2.3, problem (AP) has a positive ground state solution
u ∈ H1(RN ). Thereby, it is enough to show that a u satisﬁes the inequality
f (u) V (x)
k
u in |x| R. (2.31)
From Lemma 2.10 and (1.1)
f (u)
u
 co|u| 4N−2  co
(
M(2Skd)
1
2
) 4
N−2 R
4
|x|4 in |x| R.
Fixing Λ∗ = kco(M(2Skd) 12 ) 4N−2 and ΛΛ∗ , it follows from (V13) that
f (u)
u
 V (x)
k
in |x| R,
ﬁnishing the proof. 
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