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Abstract
In this paper, we propose an adaptive waveform polarization method for the estimation of target scattering matrix
in the presence of clutter. The proposed sequential algorithm, based on the concept of sequential minimum mean
square error (MSE) estimation, to determine the coefficients of the scattering matrix, guarantees the convergence
and the resulting computational complexity is linear with the number of iterations. The effectiveness of the
proposed method is validated through numerical results, underlining the performance improvement given by joint
transmission and reception (Tx/Rx) polarization optimization for the scalar system. Also, the results show that the
vector system with transmission polarization optimization provides a comparative performance as the scalar
measurement system employing joint Tx/Rx polarization optimization. Less computation burden highlights the
advantage of the former mode.
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1 Introduction
Polarization, together with the amplitude, time, fre-
quency, phase, and bearing descriptor of radar signals,
completes the information description of target
returns from radars. The exploitation of information
on the echo polarization can provide a significant
improvement on radar performance [1]. To obtain the
target polarimetric scattering information, conven-
tional polarimetric radar systems alternately switch
(or simultaneously transmit) the horizontal (H) and
vertical (V) polarizations at the transmission side, and
simultaneously receive both polarizations at the
reception side, consequently resulting in four
polarization combinations: HH, HV, VH, and VV
polarizations.
Motivated in part by recent advances in the hardware
and sensor information processing, such as solid state
transmission and digital arbitrary waveform generators,
in modern radar systems, any polarization on either
transmission or reception can be synthesized by using
the linear combination of the H and V components.
Thus, besides the four types of transmitter/receiver
combinations above, polarimetric radar can achieve
any pair of transmitter/receiver polarizations. Such
flexibility greatly enhances the polarimetric sensing
capability of the radar system. For the mentioned rea-
son, several papers concerning polarization optimization
have appeared in the open literature during the last two
decades aiming at the performance of polarimetric radars
on target estimation [2, 3], detection [4–8], tracking [9],
and identification [4, 10].
This paper will tackle with the problem of adap-
tively selecting waveform polarization to optimally es-
timate the target scattering matrix. As to this topic,
the technique of optimizing transmission polarization
for “vector measurement systems" [10] (with the term
“vector measurement system”, the authors refer to the
reception side of the radar that receives separately the
horizontal and vertical polarization components to
form a vector) has been addressed in [2]. The numer-
ical results there show that, by optimally selecting
waveform polarization, the performance of the target
estimation can be significantly improved compared to
the fixed polarization design. In most cases, polari-
metric radar systems combine two received signals
linearly and coherently at the receiver to give a scalar
measurement [1]. Following [6], we call the radar
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employing such measurement mode as the “scalar
measurement system”. As to this kind of system, in
[3], the authors devise an optimization algorithm to
jointly design Tx/Rx polarizations that minimize the
MSE of estimating the target scattering vector. The
original problem therein is formulated into a convex
form which is solvable employing semi-definite
programming (SDP). As a subfield of convex
optimization, SDP concerns with the optimization of
a linear objective function to be maximized or mini-
mized over the intersection of the cone of positive
semi-definite matrices with an affine space, i.e., a
spectrahedron [11]. Such optimization problems can
be solved via the well-known CVX toolbox for
Matlab software [12]. But unfortunately, we find the
problem formulation in [3] cannot be effectively
solved by exploiting the devised algorithm (see
Appendix 1 for details). In fact, the SDP formulation
there is a relaxation version of the original problem
to be handled.
Hence, in this paper, we reconsider the problem of
adaptive polarization design of polarimetric radars to
optimally estimate the target scattering vector in
clutter. Starting from scalar measurement systems, we
design an optimization procedure for the Tx/Rx polar-
izations to sequentially minimize the MSE of
estimating the target scattering vector. The proposed
algorithm converges to a certain value, and the com-
putational complexity is linear with the number of
iterations. Furthermore, we generalize the algorithm
to the vector measurement system to optimally design
the transmission polarization. At the analysis stage,
we validate the effectiveness of the proposed method
through numerical results, highlighting the perform-
ance improvement of the joint Tx/Rx polarization
optimization for the scalar system. Our results show
that the vector system with transmission polarization
optimization offers a comparative performance as the
scalar system employing joint Tx/Rx polarization
optimization.
The remainder of the paper is organized as follows.
The measurement model of the scalar measurement
system with jointly adaptive Tx/Rx polarization design
is introduced in Section 2. In Section 3, the problem
formulation is described. The sequential method to
optimally select waveform parameter with affordable
computation burden is proposed in Section 4. Then,
in Section 5, the devised algorithm is exploited to the
vector measurement system. Numerical results are
presented in Section 6, demonstrating the improve-
ment in performance achieved by using the joint Tx/
Rx polarization in comparison with the two other
scalar measurement systems, as well as highlighting
the advantage of vector measurement systems with
respect to scalar ones. Finally, the conclusions are
provided in Section 7.
2 Measurement model
In this section, we formulate the parametric meas-
urement model of target scattering vector in additive
Gaussian distributed clutter for the scalar measure-
ment system with adaptive Tx/Rx polarization
designs.
Let ξ ¼ ξh; ξv½ T be the transmitted polarized elec-
tric field impinging on the target and η ¼ ηh; ηv
 T
be
the reception antenna polarization, where the sub-
scripts “h” and “v” denote the horizontal and vertical
polarization components of a fully polarized signal,
respectively, and the superscript “T” denotes the
transpose operation. We consider that the transmis-
sion pulse has unitary power, i.e., ‖ξ‖ = 1. As to the
reception polarization, we set ‖η‖ = 1. After ignoring
the target Doppler shift, the complex envelope of the
received signal is given by [3, 5]
y tð Þ ¼ g
r2
ηT St þ Scð Þξs t−τð Þ þ w tð Þ; ð1Þ
where w(t) is the white noise, r is the distance from
the target to radar, s(t) is the transmission waveform,
τ is the delay resulted from the waveform forward
and backward propagation, and g is a constant de-
pending on the radar system characteristics including
operating frequency, permittivity, permeability of free
space, antenna gain at the target illumination angle,
radar reception power, etc. St and Sc are the target





















Here, we remark that the linear assumption has been
employed to linearize the electromagnetic scattering
problem. From a more general point of view, the elec-
tromagnetic scattering problem is actually highly non-
linear. But the linearity assumption is usually employed
to simplify the problem at hand. In this paper, we make
the linearity assumption following [3, 5, 9], to address
the similar signal model.
After performing the sampling process and matched
filtering [13], (1) could be expressed in the following ob-
servation model:
y ¼ ηT St þ Scð Þξ þ v; ð3Þ
where v is the noise with variance σ2v . By vectorizing
St and Sc, we could convert (3) into the observation
model
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y ¼ a ξ; ηð ÞTX t þ a ξ;ηð ÞTXc þ v; ð4Þ
where
X t ¼ sthh sthv stvh stvv
 T
;





a ξ;ηð Þ ¼ ξhηh ξhηv ξvηh ξvηv
 T
: ð6Þ
Assuming that there are N pulses with different polari-
zations used to estimate the fully polarimetric target in-
formation Xt, the observation from these N pulses can
be written as
y ið Þ ¼ a ξ ið Þ; η ið Þð ÞTX t þ a ξ ið Þ; η ið Þð ÞTXc þ v ið Þ; i ¼ 1;…;N ;
ð7Þ
where ξ(i) and η(i) denote, respectively, the transmission
and reception polarizations of the ith pulse, i.e., a
ξ ið Þ; η ið Þð Þ ¼ ξ ið Þh η ið Þh ξ ið Þh η ið Þv ξ ið Þv η ið Þh ξ ið Þv η ið Þv
h iT
. For nota-
tional simplicity, we define a(i) ≜ a(ξ(i), η(i)). Introdu-
cing further the following vector notations
y¼ y 1ð Þ;…; y Nð Þ½ T;
A¼ a 1ð Þ;…; a Nð Þ½ T;
v¼ v 1ð Þ;…; v Nð Þ½ T;
ð8Þ
we obtain the matrix representation of the linear meas-
urement model as
y¼AX t þ AXc þ v: ð9Þ
Notice that the system response A here is an N × 4 complex
matrix; so we assume that N > 4 and ensure rank(A) = 4 to
estimate four-dimensional complex vector Xt [3, 5].
As to the target and clutter statistical characteriza-
tions, we do not make restrictive model assumption
on the multivariate statistical characterization of Xt
and Xc. However, we assume that we have access to
the first two moments of their probability density
function (PDF). This assumption is reasonable, espe-
cially in a knowledge-aided (possibly cognitive) radar
scenario. In such case, clutter statistical parameters
can be obtained jointly using geographical informa-
tion, meteorological measurements, and statistical
(possibly empirical) models for the clutter [14]. The
statistical parameters of the illuminated target can be
obtained or roughly estimated by pre-scan procedures
and employing cognitive methods [14–16]. Precisely,
we assume Xt is a four-dimensional random vector of
parameters whose realization is to be estimated and
has mean E(Xt) and covariance matrix Ct, and Xc is a
four-dimensional random vector with zero mean and
covariance matrix Cc and is uncorrelated with Xt,
where E(⋅) denotes the expectation operation. As to
the statistical characterization of the noise vector, we
assume that it is Gaussian white with covariance
matrix σ2vI4 , where I4 is the identity matrix with a
4 × 4 size. Finally, we assume that the target, clutter,
and noise are uncorrelated, so that the joint PDF p
X t;Xc; vð Þ is arbitrary.
3 Problem formulation
Our assignment is to estimate the target scattering
vector Xt from the observations. By inspection of the
measurement model in the previous section, it matches
the Bayesian linear model form. By exploiting the Bayesian
Gauss-Markov Theorem [[17], Theorem 12.1], we obtain
the minimum MSE estimator of Xt as
X^ t ¼ E X tð Þ þ CtAH A CtþCcð ÞAH þ σ2vIN
 −1
y−AE X tð Þð Þ; ð10Þ
where IN is the identity matrix with a N ×N size and (·)
H
denotes the conjugate transpose. The performance of
the estimator is measured by the error e ¼ X t−X^ t whose
mean value is zero and covariance matrix is





with the ith diagonal element of D as the minimum
Bayesian MSE of Xt’s ith element [Kay [17], Theorem
12.1]. Hence, the trace of D, i.e., Tr(D), represents the
sum of the minimum Bayesian MSEs of all Xt’s four ele-
ments. As a consequence, we define the MSE of Xt as
Tr(D). As done in [3], we consider Tr(D) as the relevant
figure of merit and minimize it to optimize transmission
and reception polarizations.
Thus, the problem of jointly optimizing transmis-
sion and reception polarizations, to minimize the
MSE of estimating Xt with N diversely polarized
pulses, can be formulated as
P
min
D; ξ ið Þf gNi¼1; η ið Þf gNi¼1
Tr Dð Þ





A¼ a 1ð Þ;…;a Nð Þ½ T with
a ið Þ ¼ ξ ið Þh η ið Þh ; ξ ið Þh η ið Þv ; ξ ið Þv η ið Þh ; ξ ið Þv η ið Þv
h iT
with
ξ ið Þ ¼ ξ ið Þh ; ξ ið Þv
h iT
with ξ ið Þk k ¼ 1;
η ið Þ ¼ η ið Þh ; η ið Þv
h iT




Remarks Actually, there exist several potential opti-
mality criteria for the problem at hand, e.g., minim-
izing the determinant of D, minimizing the
maximum eigenvalue of D and the aforementioned Tr(D),
etc. [19]. In this paper, we employ Tr(D) because of the
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following: firstly, it is reasonable, as stated before and sec-
ondly, we exploit the same problem formulation as in [3]
and then highlight our design.
4 Optimal waveform selection
In the sequel, we will deal with the non-convex (the ob-
jective is non-convex and ‖ξ(i)‖ = ‖η(i)‖ = 1 defines a
non-convex set) optimization problem P. By reformulat-
ing the problem using trigonometric parameters and the
inspection of its computational complexity, we exploit
the sequential minimum MSE estimation scheme to
compute the optimal Tx/Rx polarizations instead of dir-
ectly utilizing the minimum MSE estimation.
4.1 Problem reformulation
A first step toward the goal to tackle the optimization
problem is represented by the following notations of
transmission and reception polarizations. As to the
transmission polarization, it can be parameterized into
the following trigonometric function [2]:
ξ ¼ ξk kejφQw ð13Þ
where Q ¼ cosα sinα
− sinα cosα
 
, w ¼ cosβ
j sinβ
 
, ‖ξ‖ejφ is the
complex envelope of the source signal, α denotes the
rotation angle between the system coordinates and the
electric ellipse axes, and β determines the ellipse’s eccentri-
city, respectively, with the definition spaces of these trig-
onometric parameters being φ ∈ (−π, π], α ∈ [−π/2, π/2],
and β ∈ [−π/4, π/4]. Since the transmitted signal is power
limited, i.e., ‖ξ‖ = 1, by replacing Q and w with their expli-





¼ ejφ cosα cosβþ j sinα sinβ
− sinα cosβþ j cosα sinβ
 
ð14Þ
Similarly, the trigonometric form of received polarization





¼ ejϕ cosθ cosϑ þ j sinθ sinϑ
− sinθ cosϑ þ j cosθ sinϑ
 
ð15Þ
where ϕ ∈ (−π, π], θ ∈ [−π/2, π/2], and ϑ ∈ [−π/4, π/4].
We can observe that, once ξ and η are written
into (14) and (15), respectively, Tr(D) can be
uniquely determined by trigonometric parameters
{φ, α, β, ϕ, θ, ϑ}. Before proceeding further, herein we
introduce an interesting observation of Tr(D) with
respect to such parameters, as summarized in
following property.
Property 1 The initial signal phases φ and ϕ do not
affect the value of D.
Proof See Appendix 2.
It can be seen that with Property 1, Tr(D) can be
uniquely determined by four trigonometric parameters
{α, β, θ, ϑ} instead of six trigonometric parameters {φ, α,




D; αif gNi¼1; βif gNi¼1; θif gNi¼1; ϑif gNi¼1
Tr Dð Þ





A¼ a 1ð Þ;…;a Nð Þ½ T with












¼ cosθi cosϑi þ j sinθi sinϑi
− sinθi cosϑi þ j cosθi sinϑi
 
with
αi∈ −π=2;π=2½ ; βi∈ −π=4;π=4½ ;




We can see that P1 is still a non-convex
optimization problem because the objective function
is the same non-convex function as in P . Neverthe-
less, as opposed to P, the equivalent formulation pro-
vided by P1 shows that lattice search along the
trigonometric parameters {α, β, θ, ϑ} can be employed
to calculate the optimal polarization, as done in [2]
and [5]. But since lattice search does not explore any
optimization property, it requires a high computa-
tional burden. Precisely, the computational complexity
is firstly exponential to the observation number N.
Also, it highly depends on the maximum point search
algorithm used for {α, β, θ, ϑ}. If we use lattice search
with lα, lβ, lθ and lϑ points in each dimension of the
domain space {α, β, θ, ϑ}, respectively, the relevant
complexity burden is O((lαlβlθlϑ)
N).
4.2 Sequential minimum MSE estimation
Since to solve P1 straightforward requires a high
computational burden, we exploit the sequential mini-
mum MSE estimation to tackle it. By insight of P1 ,
we can observe that it works at the case of block sig-
nal polarization design, namely designing the polariza-
tions of N consecutive temporal signal samples at a
time. However, in real radar signal processing applica-
tions, the returns are ongoing as time progresses. So
it is reasonable to process the data sequentially in
time. As to the problem at hand, the resulting
solution belongs to the sequential minimum MSE
estimation. Thus, by following the sequential mini-
mum MSE estimation procedure in [Kay [17], Eq.
(12.47)–(12.49)], we develop the sequential minimum
MSE estimation to handle P1 as follows.
Let X^ t;n denote the minimum MSE estimator based
on the observations [y(1),…, y(n)]T and Dn be the
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corresponding minimum MSE matrix (just the se-
quential version of (10) and (11)). Then, when the
new sample y(n + 1) is available, the estimator is up-
dated as




K nþ1 ¼ Dna nþ 1ð Þ
Anþ1CcAHnþ1 þ σ2vInþ1
 
nþ1;nþ1 þ aH nþ 1ð ÞDna nþ 1ð Þ
;
ð18Þ
is the gain factor weighting confidence in the new data
with An + 1 = [a(1),…, a(n + 1)]
T and a(i) having the same
definition as before and [·]n + 1,n + 1 denoting the n + 1th
diagonal element of matrix [·]. In the meantime, the
minimum MSE matrix is updated as
Dnþ1 ¼ Inþ1−K nþ1aT nþ 1ð Þ
 
Dn: ð19Þ
As to Dn + 1, based on [Kay [17], p. 393], with n in-
creasing, [Dn + 1]ii, i = 1, 2, 3, 4, decreases and converges
to a certain value. Hence, tr(Dn + 1) is also a monotonic
decreasing sequence and converges to a certain value.
4.3 Optimal waveform parameter selection
By employing the sequential minimum MSE estimation
procedure described earlier, our goal is to search for the
optimal Tx/Rx polarizations for every iteration, under
the criterion of minimizing the Bayesian MSE-based cost
function tr(Dn). As to each iteration, we still employ
lattice search to compute the optimal Tx/Rx polariza-
tions. Precisely, the sequential procedure to update the
optimal polarizations is summarized as Algorithm 1.
Also, Fig. 1 exhibits a pictorial representation of the
sequential estimation processing.
Now let us examine the computational complexity of Al-
gorithm 1. Let us still consider that there are N observation
samples. Different from solving P1, Algorithm 1 is linear to
the observation number N, with requiring the lattice search
for the optimal polarizations in the domain space {α, β, θ, ϑ}
in each iteration. Thus, the overall complexity is
O(lαlβlθlϑN). In comparison with the direct lattice search to
solve P1 , the computation burden is greatly reduced. It is
not surprising since the proposed algorithm is sequential,
namely it does not optimize for all observations and thus, it
is clearly less expensive than the one proposed in (16).
5 Vector measurement system
Vector sensors, which employ two-dimensional sensors to
measure both horizontal and vertical components of the
electric field at each of the receivers, provide a significant
improvement in performance over scalar sensors for a var-
iety of applications [10, 18]. For such mentioned reason,
in this section, we develop the approach to optimize trans-
mission polarization of vector measurement systems by
following the similar way of designing the optimal Tx/Rx
polarizations for the aforementioned scalar system. In
general, the derivation of such system model and the cor-
responding adaptive design process follow the similar way
as the model in Section 2, so it is simplified.
5.1 Vector measurement model
As to the vector measurement system with adaptive trans-
mission polarization, the transmission vector ξh; ξv½ T is
allowed to be chosen freely while the reception side has
both horizontal and vertical channels to separately receive
horizontal and vertical polarizations of the return, respect-
ively, to form a two-dimensionalvector. The scattered field
is related to the incident by
y tð Þ ¼ g
r2
St þ Scð Þξs t−τð Þ þ w tð Þ; ð20Þ
where y tð Þ ¼ yh tð Þ yv tð Þ½ T is the complex envelope vector
of the received electric field, w tð Þ ¼ wh tð Þ wv tð Þ½ T is the
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complex envelope vector of noise for both polarizations,
and the other parameters have the same definitions as in Eq.
(1). This signal is sampled and passed through the matched
filter whose output is appropriately normalized to move the
effect of gr2 into the noise term. Finally, the normalized out-
put of the matched filter at the receiver is given as
y ¼ St þ Scð Þξ þ v; ð21Þ
where y ¼ yhyv½ T and v ¼ vhvv½ T . Stacking all the ob-
servations and the noise components into column
vectors, in a similar fashion to the approach used in
Section 2, we obtain 2N-dimensional vectors y′ and
v′ , i.e., y′¼ yh 1ð Þ; yv 1ð Þ;…; yh Nð Þ; yv Nð Þ½ T and v′¼
vh 1ð Þ; vv 1ð Þ;…; vh Nð Þ; vv Nð Þ½ T , respectively. Vectors Xt
and Xc remain the same as defined earlier.
We also define the transformation matrix
T ¼
ξ 1ð Þh ξ
1ð Þ
v 0 0




ξ Nð Þh ξ
Nð Þ
v 0 0







So the observation vector is expressed as
y′¼TX t þ TXc þ v′: ð23Þ
Thus, we obtain a similar linear model for the vector
system with the scalar one. In order to make a fair com-
parison, assume that vh ið Þ, vv ið Þ, and i = 1,…,N have the
same power with σ
2
2 and are uncorrelated with each
other. Then, the covariance matrix D′ of Xt’s minimum
MSE estimation from y′ is









Substituting the trigonometric representation of (14)
into (24) and following the same way in Section 4.1, we
can prove that the initial signal phase φ does not affect
the value of D′. Since the relevant proof can be obtained
similarly as that given for Property 1, it is omitted for
the sake of brevity. Hence, the optimization problem
of seeking the optimal transmission polarization to
minimize the MSE of estimating Xt for vector systems
can be formulated as
P2
( min
D′; αif gNi¼1; βif gNi¼1
Tr D′ð Þ

















ξ 1ð Þh ξ
1ð Þ
v 0 0




ξ Nð Þh ξ
Nð Þ
v 0 0













cosαi cosβi þ j sinαi sinβi
− sinαi cosβi þ j cosαi sinβi
 
with
αi∈ −π=2;π=2½ ; βi∈ −π=4;π=4½ ;i¼1;…;N :
ð25Þ
Similar in solving P1 , the computational complexity of
solving P2 depends exponentially on the observation
number N, as well as the complexity burden required at
each observation, i.e., the maximum point search algo-
rithm used for parameters {α, β}. Considering employing
lattice search with lα and lβ points in each dimension of
the domain space {α, β}, the required complexity is
O((lαlβ)
N).
Fig. 1 Block diagram of the sequential estimation processing
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5.2 Sequential estimation algorithm for vector systems
Because of the similar reason, namely directly solving P2
by searching for the optimal trigonometric parameters
with latter search requires a high complexity burden,
now in this subsection, we develop the relevant sequen-
tial optimization procedure for such vector system. Let
X^ t;n denote the minimum MSE estimator based on the
observations yh 1ð Þ; yv 1ð Þ;…; yh nð Þ; yv nð Þ½ T and D′n be
the corresponding covariance matrix of the estimator.
Then, with the new sample y(n + 1), the estimator is up-
dated as




t nþ 1ð Þ ¼ ξh nþ 1ð Þ ξv nþ 1ð Þ 0 0









2 I2 nþ1ð Þ
h i
2 nþ1ð Þ;2 nþ1ð Þ
þ tH nþ 1ð ÞD′n
t nþ 1ð Þ; ð28Þ
with Tn + 1 = [t(1),…, t(n + 1)]
T and [·]2(n + 1),2(n + 1) denot-
ing the 2(n + 1)th diagonal element of matrix [·]. In the
meantime, the covariance matrix is updated as
D′nþ1 ¼ I2 nþ1ð Þ−K nþ1tT nþ 1ð Þ
 
D′n: ð29Þ





creases and converges to a certain value. As a conse-
quence, tr D′nþ1
 
is also a monotonic decreasing
sequence and converges to a certain value. Finally, the
devised sequential optimization procedure is summa-
rized in Algorithm 2.
It is worth noticing that the computational complexity
of Algorithm 2 is linear to the observation number N,
with requiring the lattice search to seek the optimal
polarization in the domain space {α, β} for every obser-
vation. Thus, the overall complexity is O(lαlβN). Com-
pared to handling P2 straightly with lattice search (the
corresponding computational complexity is O((lαlβ)
N)),
the computation burden is greatly reduced. The reason
why the proposed algorithm is less expensive than solv-
ing P2 is similar as that in Algorithm 1, namely it is se-
quential and does not require optimization for all
observations.
6 Numerical examples
In this section, the performance analysis of the proposed
algorithms is presented. As to scalar measurement sys-
tems with the joint Tx/Rx polarization optimization, we
provide numerical examples to demonstrate the effective-
ness of the devised algorithms, in comparison with two
other polarization approaches. Additionally, we also com-
pare their performances with that of the vector measure-
ment system with transmission polarization optimization
and highlight the advantage of the latter design.
Throughout the simulations, we generate the target
and clutter covariance matrices employing a similar way
as in [3]. Though the solution in [3] is criticized incor-
rectly in Section 1, the approach there to generate target
and clutter covariance matrices is fine. Precisely, the tar-
get covariance matrix is chosen as
Ct ¼ aU tΛtUHt ; ð30Þ
where Ut is an arbitrary unitary matrix constructed with
the left singular vectors of a 4 × 4 matrix M with inde-
pendent and identical distribution complex Gaussian en-
tries, i.e., M =UtΛMUr, Λt = diag(rand(1, 4)) with rand(1,
4) denoting a random four-dimensional real vector,
and diag(·) being the diagonalization of the vector (·).
Note that we normalize rand(1, 4) to keep the target
power to be constant. a is the factor that controls the
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signal-to-clutter-plus-noise ratio (SCNR) with the def-
inition [5]:
SCNR ¼ tr Ctð Þ
tr Ccð Þ þ σ2v
; ð31Þ
where the clutter covariance matrix is chosen as
Cc ¼ UcΛcUHc ; ð32Þ
with Λc = diag([0.25, 0.25, 0.25, 0.25]) and Uc being chosen
with the similar operation to generate Ut. Throughout the
simulations, we assume the noise power σ2v = 0 dB.
Furthermore, by inspection of Eqs. (19) and (29), we can





i¼0, respectively, even though
in Algorithm 1 and Algorithm 2, both of them are the in-
put parameters that update the estimation of target scat-
tering vector X^ t . Since the MSE of X^ t is the figure of
merit for the optimization problem and Tr(Dn + 1), Tr
D′nþ1
 
are the objectives to be optimized for each algo-
rithm, respectively, in this section, we will investigate the
changes of Tr(Dn + 1) and Tr D′nþ1
 
without considering





i¼0 in the simulation. Also notice that
n≥ 4 is required for both the proposed algorithms. So we ran-
domly choose αif g4i¼1¼ βi
 4
i¼1¼ θif g4i¼1¼ ϑif g4i¼1¼ π=8
(some other values within the definition ranges can be also
used) as the initial trigonometric parameters to generate A4
and T4 for Algorithm 1 and Algorithm 2, respectively.
Finally, regarding the lattice search used to seek the
optimal polarizations for Algorithm 1 and Algorithm 2,
set lα = lθ = 10
3 and lβ = lϑ = 500. By using the Monte
Carlo method, the MSEs are calculated by averaging 105
independent realizations of Ct and Cc, respectively.
6.1 Scalar measurement systems
We choose the conventional polarimetric radar and the po-
larimetric radar with adaptive transmission polarization as
the counterparts to compare their performances with the
polarimetric radar with joint Tx/Rx optimization. As to
conventional polarimetric systems, the transmission side al-
ternatively transmits horizontal and vertical polarizations,
i.e., ξ = [1, 0]T in the current pulse and ξ = [0, 1]T in next
pulse. In the reception side, the horizontal and vertical po-
larizations are simultaneously received, so the reception
vector satisfies η ¼ ﬃﬃﬃ2p =2; ﬃﬃﬃ2p =2 T. Therefore, the relevant
MSE can be calculated by substituting the waveform pa-
rameters {α = 0, β = 0, θ = ‐ π/4, ϑ = 0} and {α =−π/2, β=
0, θ=−π/4, ϑ = 0}, alternatively, into Algorithm 1 with the
increase of observation samples and without optimal
polarization search. Then, as to the scalar system with trans-
mission polarization optimization, the transmission
polarization ξh; ξv½ T is allowed to be chosen freely while











such, we can employ Algorithm 1 to optimally select trans-
mission polarization by fixing θ=−π/4 and ϑ= 0.
By employing Algorithm 1, Fig. 2 plots the MSEs of
the estimating target scattering matrix St versus the
number of observation samples for the aforementioned
three scalar systems, with SCNR = 0 dB. As expected,
the devised method monotonically reduces the MSE and
converges to a certain value. On the other hand, the
plots clearly show that the scalar system with joint
Tx\Rx polarization optimization performs better than
that with transmission polarization optimization as well
as the scalar system with transmission polarization
optimization showing a significant performance gain
with respect to conventional polarization radars.
Additionally, Fig. 3 draws the MSE of the estimating tar-
get scattering matrix St versus the SCNR, with a fixed 50
observation samples. It can be observed that, the scalar
system with optimally designed Tx/Rx polarizations leads
to a power gain of 4–6 dB with respect to that with only
transmission polarization optimization, as well as 6–8 dB
gain with respect to the conventional polarization radar.
6.2 Scalar measurement systems versus vector
measurement systems
In this subsection, we compare the performance of scalar
measurement systems with that of vector systems. As in
Fig. 4, the MSEs of the three aforementioned scalar systems
and the vector system with transmission polarization
optimization versus the number of observation samples with
SCNR= 0 dB are illustrated. The results highlight that
the vector measurement with transmission polarization
optimization has almost the same estimation performance as
the scalar measurement with joint Tx/Rx polarization
Fig. 2 MSE performance comparison of estimating the target
scattering matrix St versus the number of observation samples,
with SCNR = 0 dB
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optimization. This is because, in the former case, the receiver
polarization optimization is implicitly performed. In other
words, even though we perform joint optimization over both
transmission and reception polarizations for the scalar sys-
tem, we are still finding the best linear combination of the
two received measurements at each receiver. However, com-
bining them linearly need not be the overall optimal solution,
even if we spend much more time on doing so. This can be
avoided by retaining the vector measurements, thereby
showing better performance as demonstrated in [6].
Finally, Fig. 5 shows the performance of the four
systems as a function of SCNR, with the fixed length
of observation sample. Again, the results demonstrate
that the vector measurement system has the same
performance with the scalar measurement system
with joint Tx/Rx optimization.
7 Conclusions
Adaptive polarization design of polarimetric radars,
for the purpose of optimally estimating the target
polarization scattering vector, is studied. Starting from
the problem of designing the optimal polarizations for
the scalar measurement system with joint Tx/Rx
polarization optimization, under considering the mini-
mum MSE of the estimator as the figure of merit, a
sequential method of selecting the optimal Tx/Rx po-
larizations for such system is developed by owing to a
suitable reformulation of the considered non-convex
design problem. Furthermore, by employing a similar
deviation procedure, a sequential method to select the
optimal transmission polarization for the vector sys-
tem with transmission polarization optimization is
also devised. Since both the proposed algorithms
make use of the sequential minimum MSE estimation,
they monotonically decrease the MSE of the estima-
tion and converge to a stationary point. The complex-
ity of the proposed methods is linear with the
number of outer iterations whereas at each iteration,
it mainly requires the lattice search along four and
two trigonometric parameters, respectively.
Several numerical examples have been provided to
assess the effectiveness of the proposed methods. Pre-
cisely, the performance of the scalar measurement
system with joint Tx\Rx polarization optimization, the
one with transmission polarization optimization and
the one with conventional polarimetric design, is
compared. The system with joint Tx\Rx polarization
optimization shows a significant performance im-
provement with respect to the one with transmission
polarization optimization, as well as the conventional
polarization approach. Moreover, the numerical
Fig. 4 MSE performance comparison between scalar measurement
systems and vector measurement ones versus the number of
observation samples, with SCNR = 0 dB
Fig. 3 MSE performance comparison of estimating the target scattering
matrix St versus the SCNR, with a fixed 50 observation samples
Fig. 5 MSE performance comparison between scalar measurement
systems and vector measurement ones versus the SCNR, with a fixed
50 observation samples
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results also show that the vector measurement system
with transmission polarization optimization provides
the comparative estimation performance with the
scalar measurement system with joint Tx/Rx
optimization. This is because, in the latter case, the
receiver polarization optimization is implicitly per-
formed. But the vector measurement system requires
a lower computation burden, highlighting the advan-
tage of such system design.
8 Appendix 1: Proof of the failure of the proposed
method in [3] to solve Tx/Rx polarizations
Before the proof, in such context, we declare that
the parameter definitions and notations hereinafter
have the same meaning as in [3]. In [3], the authors
propose an adaptive waveform polarization method
for the estimation of target scatter in the presence
of clutter. The proposed algorithm, to determine the
coefficients of the antenna transmission and recep-
tion polarizations, has a convex form and can be
solved by employing SDP. However, the authors do
not investigate whether the polarization vectors can
be obtained after the convex problem is solved to
obtain A (at least such processing is absent in the
paper). In this appendix, we provide a proof that the
transmission and reception polarization vectors can-
not be effectively obtained through the solution of
A. Essentially, the convex form is only a relaxation
version of the initial problem. The proof is as
follows.
Let us assume that A is already solved by employing
the proposed convex optimization in [3]. A is an m × 4
complex matrix and based on (4) and (6) of [3], its ith
row satisfies
ai i ¼ a P ið Þ; ξ ið Þ; η ið Þð Þ
¼ ﬃﬃﬃﬃﬃﬃﬃﬃP ið Þp p ξ ið Þ; η ið Þð Þ
≜
ﬃﬃﬃﬃﬃﬃﬃﬃ
P ið Þp ξ ið Þh 	η ið Þh ξ ið Þv 	η ið Þv ξ ið Þh 	η ið Þv ξ ið Þv 	η ið Þhh iT:
ð33Þ
Notice that the transmission polarization vector ξ can
be generally parameterized as follow:
ξ ¼ ξh ξv½ H≜ cosϕejθh sinϕejθv
 
; ð34Þ
where ϕ; θh; θvf g∈ −π;πð . In a similar way, the reception
polarization vector η can be taken into the following
form:
η ¼ ηh ηv
 H≜ cosφejϑh sinφejϑv ; ð35Þ
where φ; ϑh; ϑvf g∈ −π;πð  .Moreover, we also introduce
parameterized representation of the 4 × 1 complex vec-
tor p(ξ(i), η(i)) as follow:
p ξ ið Þ; η ið Þð Þ≜ pi1ejβi1 ; pi2ejβi2 ; pi3ejβi3 ; pi4ejβi4
 
: ð36Þ
where p2i1 þ p2i2 þ p2i3 þ p2i4 ¼ 1 and {βi,1, βi,2, βi,3, βi,4} ∈
(−π, π].
Hence, by introducing (34), (35), and (36) into (33), we
obtain the following equations:
ξ ið Þh
 	
η ið Þh ¼ cosϕ cosφej ϑh−θhð Þ ¼ pi1ejβi1
ξ ið Þv
 	
η ið Þv ¼ sinϕ sinφej ϑv−θvð Þ ¼ pi2ejβi2
ξ ið Þh
 	
η ið Þv ¼ cosϕ sinφej ϑv−θhð Þ ¼ pi3ejβi3
ξ ið Þv
 	





Furthermore, (37) can be recast into two equation
systems, namely
cosϕ cosφ ¼ pi1
sinϕ sinφ ¼ pi2
cosϕ sinφ ¼ pi3












As to (38), after some algebraic manipulations and in-
verse trigonometrical transform, we can transform (38)
into the following equations:
ϕ−φ ¼ arccos pi1 þ pi2ð Þ
ϕ þ φ ¼ arccos pi1−pi2ð Þ
ϕ þ φ ¼ arcsin pi3 þ pi4ð Þ




We can see that (40) is an over-determined equa-
tion system. By employing the least-square method,
we can search for the “approximately” solution of ϕ
and φ as
ϕ ¼ 0:25 arccos pi1 þ pi2ð Þ þ arccos pi1−pi2ð Þ þ arcsin pi4−pi3ð Þ þ arcsin pi3 þ pi4ð Þð Þ
φ ¼ 0:25 arccos pi1−pi2ð Þ− arccos pi1 þ pi2ð Þ þ arcsin pi3 þ pi4ð Þ− arcsin pi4−pi3ð Þð Þ :

ð41Þ
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As to (39), after some algebraic manipulations, we ob-








Since βi1, βi2, βi3, and βi4 can be, respectively, an
arbitrary value within (−π, π], the first equation may
conflict with the second equation when βi4 − βi1 ≠ βi2
− βi3and the third one may contradict the fourth one
when βi1 − βi3 ≠ βi4 − βi2.
As a consequence, the transmission and reception
polarization vectors cannot be always effectively solved
based on A. The proof is concluded.
RemarksLemma 2.1 of [10] provides a three-parameter
representation of the signal polarization, which has a dif-
ferent form from our so-calledtwo-parameter “general”
formulation (34). In the appendix, we do not implement
such three-parameter representation since the proof will
become more cumbersome and prolix by employing the
new one. But the study shows (not shown here) that the
question of conflict arises again with the use of the three-
parameter representation.
9 Appendix 2: Proof of Property 1
Let us first introduce the following new variables for (11)
B ¼ σ−1v AC1=2c
C−1t;1 ¼ C1=2c C−1t C1=2c




Then (11) can be written into
D−11 ¼ C−1t;1 þ BH BBH þ IN
 −1
B: ð44Þ
Using the matrix inversion lemma, we obtain
I4 þ BHB
 −1 ¼ I4−BH IN þ BBH −1B: ð45Þ
Therefore, we have
D−11 ¼ C−1t;1 þ I4− I4 þ BHB
 −1
; ð46Þ
Meanwhile, substituting (14) and (15) into the second
term of (8), the following equation is obtained
A ¼ UM; ð47Þ
where
U ¼
ej φ1−ϕ1ð Þ 0 0… 0
0 ej φ2−ϕ2ð Þ 0… 0
⋮ ⋱ ⋮










































U is a unitary matrix, and UHU =UUH = IN. Thus, the
following equation holds











Tr Dð Þ ¼ Tr C1=2c D1C1=2c
 	
¼ Tr CcD1ð Þ; ð51Þ
substituting (44) and (50) into (51), the trace of D can
be written as
Tr Dð Þ ¼ Tr CcD1ð Þ







Therefore, the initial signal phases φ and ϕ do not
affect the value of D. This concludes the proof.
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