We discuss the existence of generalized solutions of the flow of two immiscible, incompressible, viscous Newtonian and Non-Newtonian fluids with and without surface tension in a domain Ω ⊆ R d , d = 2, 3. In the case without surface tension, the existence of weak solutions is shown, but little is known about the interface between both fluids. If surface tension is present, the energy estimates gives an a priori bound on the (d − 1)-dimensional Hausdorff measure of the interface, but the existence of weak solutions is open. This might be due to possible oscillation and concentration effects of the interface related to instabilities of the interface as for example fingering, emulsification or just cancellation of area, when two parts of the interface meet. Nevertheless we will show the existence of so-called measure-valued varifold solutions, where the interface is modeled by an oriented general varifold V (t) which is a non-negative measure on Ω × S d−1 , where S d−1 is the unit sphere in R d . Moreover, it is shown that measure-valued varifold solutions are weak solution if an energy equality is satisfied.
Introduction and Main Results
We study the flow of two incompressible, viscous and immiscible fluids like oil and water inside a bounded domain Ω or in Ω = R d , d = 2, 3. The fluids fill domains Ω + (t) and Ω − (t), t > 0, and the interface between both fluids is denoted by Γ(t). The flow is described using the velocity v : Ω × (0, ∞) → R d and the pressure p : Ω × (0, ∞) → R in both fluids in Eulerian coordinates. We assume the fluids to be of a generalized
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Newtonian type, i.e., the stress tensors are of the form T ± (v, p) = 2ν ± (|Dv|)Dv − pI with viscosities ν ± depending on the shear rate |Dv| of the fluid, 2Dv = ∇v + ∇v T . Moreover, we consider the cases with and without surface tension at the interface. Precise assumptions are made below. Under suitable smoothness assumptions, the flow is obtained as solution of the system
in Ω ± (t), t > 0, (1.2) n · T + (v, p) − n · T − (v, p) = κHn on Γ(t), t > 0, (1.3) V = n · v on Γ(t), t > 0, (1.4) v = 0 on ∂Ω, t > 0, (1.5)
in Ω, (1.6) together with Ω + (0) = Ω + 0 . Here V and H denote the normal velocity and mean curvature, resp., of Γ(t) taken with respect to the exterior normal n of ∂Ω + (t), and κ ≥ 0 is the surface tension constant (κ = 0 means no surface tension present). Equations (1.1)-(1.2) describe the conservation of linear momentum and mass in both fluids, (1.3) is the balance of forces at the boundary, (1.4) is the kinematic condition that the interface is transported with the flow of the mass particles, and (1.5) is the non-slip condition at the boundary of Ω. Moreover, it is assumed that the velocity field v is continuous along the interface.
Most publications on the mathematical analysis of free boundary value problems for viscous incompressible fluids study quite regular solutions and often deal with well-posedness locally in time or global existence close to equilibrium states, cf. e.g. Solonnikov [29, 30] , Beale [3, 4] , Tani and Tanaka [33] , Shibata and Shimizu [24] or Abels [1] . These approaches are a priori limited to flows, in which the interface does not develop singularities and the domain filled by the fluid does not change its topology. In the present contribution we consider certain classes of generalized solutions, which allow singularities of the interface and which exist globally in time for general initial data. For this purpose, we need a suitable weak formulation of the system above. Testing (1.1) with a divergence free vector field ϕ and using in particular the jump relation (1.4), we obtain for q > 1 the equality above gives a uniform bound of
where we refer to Section 2.2 below for the precise definitions the function spaces in this section. Moreover, we note that
for all ϕ ∈ C ∞ 0 (Ω) d . Hence the distributional gradient ∇χ(t) is a finite Radon measure and ∇χ(t) M(Ω) = H d−1 (Γ(t)). Thus, if κ > 0, χ(t) ∈ BV (Ω) for all t > 0 and the energy equality above gives an a priori estimate of χ ∈ L ∞ (0, ∞; BV (Ω)).
In the case without surface tension, κ = 0, we only obtain that χ ∈ L ∞ (Q) is a priori bounded by one. This motivates to look for weak solutions (v, χ) lying in the function spaces above, satisfying (1.9) with a suitable substitute of (1.8) , such that (v, χ) solve (1.7) as well as the transport equation
in Ω (1.11)
in a suitable weak sense, where (1.10) is a weak formulation of (1.4), cf. [17, Lemma 1.2] .
In the case without surface tension and for Newtonian fluids, i.e., ν ± (|Dv|) ≡ ν ± > 0, the existence of weak solutions (even for N -fluids with different densities) was proven by Nouri and Poupaud [17] . Moreover, Giga and Takahashi [10] consider the case of a two-phase Stokes flow with ν + close to ν − . The main difference in their approach is that (1.10)-(1.11) is replaced by a transport equation for a level set
function, which is solved in the sense of viscosity solutions. Due to a lack of regularity in the velocity v only sub-and super-solutions exists, which may differ. This causes the possibility of "boundary fattening", cf. [10] for details. -In [17] and the present contribution the transport equation is solved in the sense of renormalized solutions due to DiPerna and Lions [9] . But also the result of Nouri and Poupaud does not give good information for the interface Γ(t) since Ω + (t) = {x ∈ Ω : χ(t) = 1} is only known to be a measurable set. Moreover, we note that Wagner [35] consider generalized solutions of a one-phase flow for an ideal, irrotational and incompressible fluid and that Gomez and Zolésio [11] treated a quasi-stationary two-phase flow for shear thinning fluids.
Because of the better a priori estimate in the case with surface tension, one might expect to get better results in this case. But unfortunately the additional mean curvature term causes severe problems in the construction of weak solution, which might be related to instabilities of the boundary when fingering or emulsification takes place, cf. e.g. Joseph and Renardy [13] . The only known results for generalized solutions in the case of surface tension are due to Plotnikov [20] for a two-dimensional flow of shear thickening fluids (i.e. q > d = 2 above) and [21] for the case of compressible fluids as well as Salvi [23] for an incompressible viscous Newtonian fluid. In Plotnikov's contributions the mean curvature term is interpreted as the first variation of a so called general varifold and it is shown that for almost all t > 0 the varifold is supported on a rectifiable closed curved dividing the plane into two disjoint domains Ω ± (t). The latter solutions can be considered as some kind of measure-valued solution and are related to the solutions constructed in the present contribution. In [23] no interpretation of the meaning of the mean curvature term for the constructed weak solution is given.
It is the purpose of this article to introduce a notion of so called measure-valued varifold solutions of the two-phase flow described above. The definitions are in the spirit of measure-valued solutions for conservation laws and the flow of nonNewtonian fluids as studied for example in [12] . Measure-valued solutions were introduced in order to model possible oscillation and concentration effects on an infinitesimal scale, which mathematically do not allow to prove the convergence of a suitable approximation scheme to a weak solution. In the present two-phase flow we have to deal with possible oscillation/concentration effects of the shear tensor Dv(x, t) as well as of the boundary Γ(t). Therefore the definition of a measure-valued varifold solution uses the Young measure generated by the shear tensors Dv ε (x, t) of an approximate sequence (v ε , χ ε ), ε > 0, as well as an oriented general (d − 1)-varifold V (t) generated by the sequence of surfaces Γ ε (t) of the approximation. Here a generalized (d − 1)-varifold V is simply a non-negative measure V ∈ M(Ω × S d−1 ), which by disintegration can be represented as a non-negative measure |V | ∈ M(Ω), corresponding to a surface measure, together with a family of probability measures V x , x ∈ Ω, for the normal vector of the "surface" n ∈ S d−1 , which models possible infinitesimal oscillations of the interface.
Before we come to the precise definitions and results we make the following as- 
Moreover, let q > 1 and let ν(j, s), j = 0, 1, be twice continuously differentiable for s > 0 such that ν(j, s)s 2 is continuous at 0 and ν(j, s) satisfy
We note that the simple power law ν(j, s) = ν j s q−2 satisfies the conditions above. Before defining generalized solutions of the two-phase flow with surface tension we need some notation: An (oriented) general varifold is a non-negative
, and let (., .) M denote the L 2 -scalar product on M . 
for almost all (x, t) ∈ Q, if χ is the unique renormalized solution of the transport equation (1.10)-(1.11), cf. Section 2.5 below, and if (v, χ, V, µ) satisfies the generalized energy inequality
for almost all t ∈ (0, ∞).
is obtained from a C 1 -surface Γ(t) in the natural manner, δV (t), . coincides with the first variation of H d−1 ⌊Γ(t), cf. Section 2.3 below.
2. Note that by the assumption on ν(j, s), λ → S(χ, λ) : λ, λ ∈ R d×d sym , is a strictly convex function. Therefore by the generalized Jensen inequality, cf. (2.4) below, and (1.16)
for almost all (x, τ ) ∈ Q t with equality if and only if µ x,τ = δ Dv(x,τ ) .
) into a non-negative measure |V (t)| and a family of probability measures
for all open sets A and almost all t ∈ (0, ∞), cf. (2.2) below. Hence |∇χ(t)| is absolutely continuous with respect to |V (t)| and Remark 1. 8 We note that in the case of a Newtonian fluid, i.e. ν(j, |Dv|) ≡ ν j . The proof of Theorem 1.6 yields a conditional existence result for weak solutions if there is no loss of area during passing to the limit in the approximation scheme, i.e. lim k→∞ ∇χ k (t) = ∇χ(t) for almost all t > 0. Then the arguments in the proof of Proposition 1.5 or a convergence theorem by Reshetnjak [2, Theorem 2.39] shows that (v, χ) is a weak solution. Such kind of results are known for example for the mean curvature flow by Luckhaus and Sturzenhecker [16] and for the multi-phase Mullins-Sekerka problem by Bronsard, Garcke, and Stoth [6] . Theorem 1.6 is proved by first constructing solutions to an approximate system for every ε > 0 and then pass to the limit ε → 0 for a suitable subsequence. The approximate system is derived by replacing δV (t), . by δV (t), Ψ ε . in (1.14) and replacing v·∇χ by Ψ ε v·∇χ in (1.10), where Ψ ε is a suitable smoothing operator. This preserves the energy estimate. Moreover, the convective term in (1.14) is smoothed suitably. Using the same approximation scheme we extend the result of Nouri and Poupaud [17] of existence of weak solution of a two-phase flow if Newtonian fluids (q = 2 and ν(j, s) = ν j ) to a class of non-Newtonian fluids:
+1 or let q = 2 and ν(j, s) = ν j , and let Assumption 1.1 hold.
, that are a weak solution of the two-phase flow without surface tension in the sense that 
the same result as above holds for all q > 2d d+2
. Comments on the prove are given in Remark 5.5 below.
The structure of the article is as follows: After studying the necessary preliminaries in Section 2, we first prove Proposition 1.5 in Section 3. Then we introduce the approximate system for the two-phase flow in Section 4 and prove existence of solutions for it. Using these solutions we pass to the limit in Section 5 and prove the Theorems 1.6 and 1.9. Finally in the appendix, we present a rectifiability criterion for the varifold in the two-phase flow, which is based on a new rectifiability result for varifolds due to Luckhaus [15] .
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Preliminaries

Notation
The set of all symmetric d × d-matrices is denoted by R 
Function Spaces
Spaces of integrable functions: 
Recall that, if X is a Banach space with the Radon-Nikodym property, then
by means of the duality product
. If X is reflexive or X ′ is separable, then X has the Radon-Nikodym property, cf. Diestel and Uhl [8] .
Moreover, recall the Lemma of Aubin-Lions: If X 0 ֒→֒→ X 1 ֒→ X 2 are Banach spaces, 1 < p < ∞, 1 ≤ q < ∞, and I ⊂ R is a bounded interval, then
See J.-L. Lions [14] for the case q > 1 and Simon [26] or Roubíček [22] for q = 1. Furthermore, we note that, if
N is defined as all weak- * measurable functions ν : Q → Y , i.e.,
Sobolev and Bessel potential spaces: or just P σ , cf. e.g. Simader and Sohr [25] .
Measures, Disintegration and Young Measures
Finally, recall that
if Ω is a bounded domain. In both cases V q will be normed by v Vq(Ω) = Dv L q (Ω) . By Korn's inequality this norm is equivalent to the standard norms.
Spaces of measures and functions of bounded variations: These spaces are defined in the beginning of the Sections 2.3 and 2.4.
Let X be a locally compact separable metric space and let C 0 (X; R m ) by the closure of compactly supported continuous functions f : X → R m , m ∈ N, in the supremum norm. Moreover, denote by M(X; R m ) the space of all finite R m -valued Radon measures, M(X):= M(X;R), and P rob(X) denotes the space of all probability measure on X. Then by Riesz representation theorem M(X;
for every A ∈ B(X), where B(X) denotes the σ-algebra of Borel sets of X. Then by [2, Proposition 1.47]
for every open set A ⊆ X. The restriction of a measure µ to a µ-measurable set A is denoted by (µ⌊A)(B) = µ(A ∩ B). Finally, the s-dimensional Hausdorff measure on
Then by the disintegration theorem, cf. [2, Theorem 2.28], there is a µ-measurable mapping x → ν x such that |ν x | ∈ P rob(V ) for µ-a.e. x ∈ U and for any f ∈ L 1 (U × V, |ν|)
We need the following version of the fundamental theorem of Young measures:
Then there is a subsequence still denoted by z j and a weak- * measurable function x → ν x ∈ P rob(R m ) such that for every continuous τ : R m → R satisfying the growth condition
Proof: The result immediately follows from Corollary 2.10 in Málek et. al. [12, Section 4.2] by choosing
Moreover, we note that the restriction to a bounded set in the latter Corollary is only needed if 1 < r < p q as can be easily seen in the proof.
Finally, recall the generalized Jensen inequality: Let g : R N → R be a strictly convex function and let µ be a probability measure on R N such that Id and |g| are µ-integrable. Then
with equality if and only if µ is a Dirac measure, cf. e.g. [12, Lemma 2.27, Chapter III] and its proof.
BV-Functions and Varifolds
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BV-Functions and Varifolds
where ∇f denotes the distributional derivative. Moreover, BV (U ; {0, 1}) denotes the set of all χ ∈ BV (U ) such that χ(x) ∈ {0, 1} for almost all x ∈ U . Moreover, a set E ⊆ U is said to have finite perimeter in U if χ E ∈ BV (U ). Then by the structure theorem of sets of finite perimeter |∇χ E | = H d−1 ⌊∂ * E, where ∂ * E is the so-called reduced boundary of E and
where
, cf. e.g. [2] . Note that, if E is a domain with C 1 -boundary, then ∂ * E = ∂Ω and n E coincides with the exterior unit normal. For a set E of finite perimeter in U we define the mean curvature functional associated to ∂ * E as
Simon [27] . The first variation δ V of a general varifold V is defined as
where P T denotes the orthogonal projection onto T ∈ G d−1 . Note that general varifolds are unoriented and that
If E is a set of finite perimeter in U , then its reduced boundary can be identified with the varifold defined by
Hence the mean curvature functional associated to ∂ * E can be obtain back from the general varifold associated to ∂ * E. But this is not the case for ∇χ E = −n E H d−1 ⌊∂ * E since general varifolds do not take orientation into account. -Therefore we define a oriented general (d − 1)-varifold as non-negative measures V ∈ M(U × S 
Obviously, every oriented general varifold V induces a (unoriented) general varifold V by 
Note that this corresponds to the choice
with exterior normal vector field n and let
, where V Γt denotes the associated general varifold to Γ t defined as above and n is the exterior normal at Γ t = ∂Ω t .
Transport Equation
We consider weak solutions of the transport equation
there is a unique weak solution of (2.9)-(2.10) with T = ∞. Moreover, this solution is a renormalized solution, i.e, β(χ) is a weak solution associated to the data β(χ 0 ) for any β ∈ C 1 (R). Furthermore, if χ 0 ∈ M a.e. for some finite set M , then χ ∈ M a.e.
The proposition follows from Nouri, Poupaud and Demay [18, Theorem 4.1] . It essentially coincides with [17, Proposition 3.3] . These results are based on DiPerna and Lions results on weak and renormalized solutions of the transport equation, cf. [9] . In the latter work div v = 0 or div v ∈ L ∞ is essentially used. In order to construct approximative solutions of the two-phase flow with surface tension we use:
for some continuous function M .
Proof:
The solution χ is constructed by the usual method of characteristics. Since
14) 15) which are the trajectories along the vector field v. Note that, since v is globally Lipschitz the solution x(t; x 0 ) exists for all t ∈ (0, T ). Let X(x 0 , t) := x(t; x 0 ) and let X t = X(., t) be the flow mapping. Then
and t > 0 and some continuous function M . Moreover, by standard calculations:
Hence χ is a weak solution of (2.9)-(2.10). Finally, the last identity follows from (2.8).
For the following we note that C 1 (R d ) is equipped with the topology of locally uniform convergence of the functions and their first order derivatives.
uniformly in t ∈ (0, T ), where Γ w (t) = X w (t)(∂Ω + 0 ) and X w (t) the flow map obtained from (2.14)-(2.15) with v = w as above. Finally,
), R > 0, by the usual C 1 -dependence of solutions of ordinary differential equations on the data. Moreover, by construction X u k (t) :
, Using all this, the lemma can be proved by either introducing a local parameterization of ∂Ω + 0 and using X u k (t) and X u (t) to get a suitable parameterizations of Γ u k (t) and Γ u (t) or one uses the continuity theorem by Reshetnjak: Since X u k (t) → k→∞ X u (t) and X
. Therefore one can apply [2, Theorem 2.39] to the vector measures ∇χ Ω + k (t) and ∇χ Ω + (t) to show (2.16).
A Convergence Result for Monotone Nonlinearities
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Finally, the last statement is an easy consequence of the fact that
be the solutions of (2.9)-(2.10) with v = u k , u, resp., and χ 0 = χ E for some fixed measurable set E.
In particular, this implies χ 0 ∈ {0, 1} almost everywhere. Therefore χ 0 coincides with the unique renormalized solution χ 0 . Since this argumentation holds for any subsequence, the sequence (χ k ) k∈N converges itself.
A Convergence Result for Monotone Nonlinearities
In order to construct weak solutions in the case κ = 0, we will use the following result: 
2.
A(x, s, ξ) is strictly monotone w.r.t. ξ: For almost all x ∈ E and all s ∈ R m and
3. There is some q > 1 and c 1 , c 2 > 0 such that
for almost all x ∈ E and all (s, ξ) ∈ R m × R N .
PROOF OF PROPOSITION 1.5
Moreover, let y n : E → R m and z n : E → R N be a sequence of measurable functions such that y n → y a.e. in E, z n ⇀ z in L q (E) and
implies z n → z in measure as n → ∞.
In the following we will apply the theorem to the case x ∈ Ω, s ∈ R, ξ = λ ∈ R d×d sym , and A(x, s, ξ) = S(s, λ). In this case Assumption 1.1 implies the assumptions of the theorem.
Proof of Proposition 1.5
First of all, we note that by (1.12) λ → S(l, λ) : λ, λ ∈ R d×d sym , is a strictly convex function for every l ∈ [0, 1].
First assume that V (t) = ∇χ(t) for almost all t ∈ (0, T ). We will prove that V x (t) = δ n(x,t) for |V (t)|-almost every x ∈ R d and for almost every t ∈ (0, ∞), where n(x, t) = − ∇χ(t) |∇χ(t)| (x). From (1.15) we know that
for every open A ⊂ Ω. Thus |∇χ(t)| is absolutely continuous with respect to |V (t)| and
with some |V (t)|-measurable function θ t :
, we conclude that θ t (x) = 1 almost everywhere and |V (t)| = |∇χ(t)| as measures. Therefore (1.15) yields (1.20) , then necessarily ∇χ(t) M = V (t) M for almost all t > 0 because of (1.17) and (1.18) . Hence the first part implies that V x (t) = δ n(x,t) which yields δV (t) = −H χ(t) . Moreover, by (2.4) and (1.16) S(χ(x, t), Dv(x, t)) : Dv(x, t) ≤ S(χ(x, t), λ) : λ dµ x,t (λ) with equality if and only if µ x,t is a Dirac measure. -Note that S(χ(x, t), λ) : λ dµ x,t (λ) < ∞ for almost all (x, t) ∈ Q by (1.17). -On the other hand by (1.17)-
for almost all t > 0. Hence µ x,t is a Dirac measure for almost all (x, t) ∈ Q, which implies that µ x,t = δ Dv(x,t) because of (1.16). -Altogether, we have proved that (v, χ) is a weak solution. The same argumentation also shows that (v, χ, V ) is a varifold solution if (1.20) holds with ∇χ(t) replaced by V (t) .
Finally, if q > d, then (2.11) and the fact that χ ∈ L ∞ (0, ∞;
if supp ψ ⊆ Q T for T > 0, where E 0 = 
Approximative Two-Phase Flow
In the following we denote X κ = BV if κ > 0 and X κ = L ∞ if κ = 0. In order to formulate the approximation equations, let
f is extended by 0 to R d , and P σ denotes the Helmholtz projection, cf. [25] . Then we consider the approximative two-phase flow on (0, T ),
d with div ϕ = 0, and χ ε ∈ L ∞ (0, T ; X κ (Ω; {0, 1})) is the unique renormalized solution of the transport equation
Throughout this section we will frequently use that
This fact follows from integration by parts and from div Ψ
First of all, we need Lemma 4.1 Let Assumption 1.1 hold and let T, ε > 0.
where v k is the solution of (4.5) with (f, χ) replaced by (f k , χ k ).
Proof: The proof of existence of solutions can be done by a standard Galerkin approximation using the fact that
is a strictly monotone, coercive, hemicontinuous bounded operator A : V → V ′ . More precisely:
First assume that the convective term is not present, i.e., Ψ ε ≡ 0. If Ω is a bounded domain, then the lemma is a consequence of Zeidler [36, Theorem 30 .A] with V as above and H = L 2 (Ω). The conditions (H1)-(H6) are easily verified. If
′ is no longer an evolution triple. But V, H, V ′ still have a common dense basis and the fundamental relation If the convective term is present, the proof can be easily modified using the fact that (Ψ ε v ⊗ ψ ε * v, ∇ψ ε * v) Q = 0 due to (4.4). Therefore the energy estimate for the case with convective term is the same as without. Moreover, in order to pass to the limit in the convective term during the Galerkin approximation, one simply uses that
because of (2.1) applied to
where Ω R = Ω ∩ B R (0) and R > 0 is arbitrary. This is sufficient to show that
Furthermore, we note that the estimate (4.6) follows from the usual energy estimate. In order to estimate ∂ t v, we observe that
Moreover, since Ψ ε u = P σ (ψ ε * u) and since P σ is continuous on L s (Ω) d for all 1 < s < ∞, we conclude that
for all 2 ≤ s < ∞. Therefore
, where
. Using these estimates and the equation (4.5), one easily derives (4.7).
In order to prove uniqueness and the last statement, let v, w be two solutions of (4.5). Then
, via a standard approximation, and using (4.8) we conclude
since Dv → S(χ, Dv) is monotone. Hence Gronwall's inequality implies v ≡ w.
Finally, let f k , f, χ k , χ, v k , v be as in the last statement. Then
by Gronwall's inequality. The second term can be estimated as
for all ϕ ∈ C ∞ (0) (Q T ). Now we observe that the first term on the right-hand side converges to zero as k → ∞ since χ k → k→∞ χ in L p (Q T ) and the second term is arbitrarily small since C
3). Moreover, every solution satisfies the energy equality 1 2 v ε (t)
for all s, t ∈ (0, T ), s ≤ t, where t → 
for almost all t ∈ (0, T ) and
Proof: Let
normed in a suitable way. Moreover, let
) and let X α = (X 0 , X 1 ) α , where (., .) α is an exact interpolation functor of type α ∈ (0, 1) -f.e. the real interpolation functor, cf. Bergh and Löfström [5] . -Note that by (4.8) X 1 ֒→ X 0 . Furthermore, we note that the inclusion of
where Ω R = Ω ∩ B R (0) and R > 0 is arbitrary. By [5, Theorem 3.8.1] the same holds for X α , α ∈ (0, 1], instead of X 1 .
We define a mapping F : X 0 → X 1 as follows: For given u ∈ X 0 let χ u ∈ L ∞ (0, ∞; X κ (Ω; {0, 1})) be the solution of the transport equation (2.9)-(2.10) with v in (2.9) replaced by Ψ ε u. Then
is strongly continuous by Lemma 2.5. Moreover, the mapping
, is even compact by the following argument: If u k ∈ X α , k ∈ N 0 , is a bounded sequence, then after passing to a suitable subsequence
loc (Ω)) by the observations above. This implies the same statement for Ψ ε u k , Ψ ε u. Hence χ u k → χ u again by Lemma 2.5. Now let v = F (u) be the solution of (4.5) with χ = χ u and
Proof of Claim: First let κ = 0. Then F : X 0 → X 0 is continuous because of Lemma 4.1 and (4.10). Moreover, F : X 0 → X 1 is bounded by (4.6) and (4.7). Finally, F :
is compact and the mapping of χ u to the solution v = F (u) ∈ X 0 of (4.5) with χ = χ u and f = 0 is continuous.
In the case κ > 0 it remains to prove that
is continuous, and that
, is compact. Then the claim follows in the same way.
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APPROXIMATIVE TWO-PHASE FLOW
Firstly, we estimate f u : Since Ω = R d if κ > 0, Ψ ε ϕ = ψ ε * ϕ and
by (2.12). Hence
In particular this implies
for some other continuous function M and κ ≥ 0 by (4.6) and (4.7). Now let u k ∈ X α , k ∈ N, be a bounded sequence and let
Moreover, since supp χ u k , k ∈ N, is contained in a compact set K by Lemma 2.4 and
) depends continuously on u ∈ X 0 . -This finishes the proof of the claim. Now, since F : X α → X 1 is bounded and F : X α → X 0 is continuous for all α ∈ [0, 1], the interpolation inequality u Xα ≤ u
, and the compactness of F : X α → X 0 , α ∈ (0, 1], yields the compactness of F : X α → X α , α ∈ (0, 1], Altogether F : X α → X α is a completely continuous mapping for all α ∈ (0, 1).
In order to prove the existence of a fixed point v ε = F (v ε ) ∈ X α , α ∈ (0, 1), we will use the Leray-Schauder principle, cf. e.g. Sohr [28, Lemma 3.1.1, Chapter II], for which it only remains to verify the following condition for a suitable R > 0:
(4.12)
Therefore we assume that v = λF (v) for some v ∈ X α , λ ∈ [0, 1], α ∈ (0, 1). If λ = 0, then obviously, v Xα = 0 ≤ R for any R > 0. Thus it remains to consider the case
where we have used (4.4). Now, since Ψ ε u(τ ) = αΨ ε v(τ ), Lemma 2.3 implies that
for all 0 ≤ t ≤ T , where c 0 is the same as in (1.12). Hence using (4.11) and the latter estimate, we conclude
for some continuous functions M ′ , M ′′ . Hence for R := M ′′ (ε, E 0 ) the condition (4.12) is valid. This implies that there is fixed point v ε = F (v ε ) ∈ X α , which is a solution of (4.1)-(4.3) by definition of F .
The remaining statements easily follow from (4.8) and (2.13).
Proofs of the Main Theorems
Approximation Sequence
Throughout this section we assume that the assumptions of Theorem 1.6 if κ > 0 and Theorem 1.9 if κ = 0 hold. Moreover, we denote by E 0 = 
PROOFS OF THE MAIN THEOREMS
For every ε > 0 let (v ε , χ ε ) be an approximative solutions due to Theorem 4.2 for T = 1 ε . Because of the uniform bounds of (v ε , χ ε ) given by the energy equality (4.9) and
Here the functions v ε , χ ε are extended by 0 for t > 1 ε .
Passing to the Limit in the Transport Equation and the Convective Term
We pass to the limit in the transport equation using the following lemma, which is a variant of [18, Lemma 5.1]:
Proof: First of all, since the statement is local, it is sufficient to consider the case that Ω is a bounded domain and the case that (0, ∞) is replaced by (0, T ),
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Corollary 5.2 Let (v, χ) be as in (5.1)-(5.5). Then (v, χ) solves the transport equation (1.10)-(1.11).
Proof: It only remains to observe that
The latter corollary and (2.11) yield
for all 1 ≤ p < ∞ since χ(t) dx = χ 0 dx for almost all t > 0. Hence
In particular this implies that χ(x, t) ∈ {0, 1} almost everywhere. In order to pass to the limit in the convective term, we use the following lemma. . Then
for all T > 0. In particular,
, resp., and
, proves (5.8) in the case |Ω| < ∞. The case Ω = R d follows from the first part applied to
d and T > 0 since ψ k converges strongly to the identity as k → ∞. Together with (5.2) this implies the last statement.
Case without Surface Tension
Obviously, in the case of two Newtonian fluids, i.e., q = 2 and ν(j, s) = ν j are constant, the strong convergence of χ k and the weak convergence of Dv k yieldS = S(χ, Dv). For the case q = 2 and κ = 0, we use the following lemma:
Lemma 5.4 Let κ = 0 and let q ≥ 2d d+2
for almost all (x, t) ∈ Q.
(5.9)
Proof: By the results so far we obtain
′ ) for all T > 0. Therefore we can choose ϕ = v| Q T in (5.10) and obtain
where we have used (4.8) and
and therefore lim sup
Thus we are in the position to apply Theorem 2.6 with A(x, s, ξ) = S(s, ξ), z k = Dv k , y k = χ k to conclude that for a suitable subsequence lim k→∞ S(χ k , Dv k ) =S in measure. Since T > 0 is arbitrary, this implies (5.9).
Proof of Theorem 1.9: For the case κ = 0 the results obtained so far show that (v, χ) is a weak solution of (1.21) for f = 0 together with (1.10)-(1.11). The general case f ∈ L q ′ (0, ∞; V q (Ω) ′ ) can be proved in the same way with minor modifications. is sufficient to prove existence of weak solutions. 
is the flow map associated to (2.14)-(2.15) with v = Ψ k v k as described above. Moreover, let Γ k (t) = ∂Ω
First we will show that in the case q > d or d = 2 Γ k ∩ Q T is contained in the compact set B R (0) × [0, T ] for R = R(T ) and arbitrary T > 0. Then a suitable subsequence will converge in the Hausdorff distance.
. Moreover, by the transport equation
where 1 = (1, . . . , 1) T , which implies
and we can prove that Γ k (t) are equi-Hölder continuous in the following sense:
Proof: By symmetry it suffices to show that
and
This proves the statement. 
Proof: By the previous two lemmas, Γ k ∩ Q T is contained in a compact set A T . Hence using the compactness of the metric space (
Using this the existence of Γ * ⊆ Q is immediate.
In the case q > d, we even obtain:
Proof: First of all, for a fixed t > 0 and a suitable subsequence Γ k j (t) → j→∞ Γ * * t in the Hausdorff distance. We claim that Γ * *
But by Lemma 5.7 there are y j ∈ Γ k j (t) such that
for any accumulation point Γ * * t of Γ k (t) in the Hausdorff distance, which implies Γ k (t) → k→∞ Γ * t for all t > 0.
The latter corollary gives some compactness in time for the sequence of interfaces Γ k (t) if q > d for d = 2, 3. But now there is a crucial difference between the case d = 2 and d = 3. If d = 3 and t > 0 is fixed, then the boundedness of H d−1 (Γ k (t)) does not imply that a limit of Γ k (t) in the Hausdorff distance has finite H d−1 -measure. -It is easy to construct sequences of surfaces of fixed area with many "small fingers" that will converge to a set of positive Lebesgue measure. -This cannot happen in two dimension as the following lemma shows:
be a sequence of compact Lipschitz curves and
for all k ≥ N . Moreover, for any ε > 0 there is some k ε ≥ N such that 5.5 Case with Surface Tension: Finish of the Proof
Since q > 1, ε > 0 are arbitrary H 1 δ (Γ * ) ≤ lim inf k→∞ H 1 (Γ k ) + δ for every δ > 0, which proves the lemma.
Proof: By Corollary 5.9 Γ k (t) → k→∞ Γ * t in Hausdorff distance. Moreover, by Lemma 5.10
for r > 0 and N ≤ 2T δ −1 , where C is the same constant as in Lemma 5.7. Since the length of
for j = 1, . . . , N . Using Lemma 5.7 and Γ k (t) → k→∞ Γ * t , we conclude
where the number of balls on the right-hand side is bounded by Cr −1−q ′ . Since r > 0 was arbitrary, this implies that H 1+q ′ (Γ * ) ≤ C(E 0 , q).
Case with Surface Tension: Finish of the Proof
Using Corollary 5.11 we obtain: Lemma 5.12 Let κ > 0 and let q > d = 2. Then S(χ(x, t), Dv(x, t)) =S(x, t) for almost all (x, t) ∈ Q. (5.12)
Proof: Because of Corollary 5.11,
and Q j ∩ M = ∅. Now it is sufficient to prove that (5.12) holds for all ϕ with supp ϕ ⊂ Q j , which shall be arbitrary but fixed in the following. Then we choose η ∈ C ∞ 0 (Q j ) with η ≡ 1 on supp ϕ. Because of the convergence of Γ k in Hausdorff distance, for every fixed j ∈ N we have (Γ k ) ε k ∩ Q j = ∅ for sufficiently large k ∈ N. Hence χ ε k = l ∈ {0, 1} is constant on Q j for suitably large k and
) and it can be shown by the same argument as in the case κ = 0, cf. Lemma 5.4, that Dw k → Dw in measure. In particular this impliesS = S(l, Dv) = S(χ, Dv) almost everywhere on supp ϕ. Since ϕ ∈ C ∞ 0 (Q) with supp ϕ ⊂ Q j and Q j have been arbitrary, (5.12) follows.
Finally, we consider the sequence of oriented general varifolds V k (t), t ∈ [0, ∞) associated to Γ k (t), i.e.,
where n k (x) = − ∇χ k |∇χ k | and we set
Hence for a suitable subsequence
. Then by choosing the test function in the form ϕ(x, s, t) = s · ψ(x, t), ψ ∈ C It remains to prove the remaining properties stated in Theorem 1.6. The first statement follows from Lemma 5.6 and Lemma 5.7. The second statement is proved by first proving that for a suitable subsequence |V k (t)| ⇀ |V (t)| in M(R 2 ) for almost all t > 0 and then using an argument due to Plotnikov [20] : Lemma 5.13 Let q > d and let κ > 0. Then there is a subsequence (again denoted by |V k (t)|) such that
for almost all t > 0.
Proof: First, we define a measure E k (t) by
Note that E k (t) measures approximately the kinetic energy and "surface energy" of the approximately at given time t > 0. We now show that E k (t) converges weak- * in measure almost everywhere (for a suitable subsequence). By (2.8) we have that
Since v k ∈ L q (0, T ; C 0 (R d )), T > 0, is uniformly bounded, the last term in the equation above is uniformly bounded in L q ′ (0, T ;
where (I−P σ )(ϕΨ k v k ) ∈ L q (0, T ; C (Note that in the case Ω = R d the Helmholtz projection P σ can be represented using classical singular integral operators.) Therefore the second term in the equation above is also uniformly bounded in
where [A, B] denotes the commutator of two operators. Note that P σ and Ψ k commute and that P σ is a bounded operator on C α (R d ), α ∈ (0, 1). Moreover,
uniformly in k ∈ N. This implies that the second term in the equation above is uniformly bounded in L q ′ (0, T ;
. On the other hand by (4.1)
where the second term vanishes and the last two terms are again uniformly bounded in L 1 (0, T ;
and ∇v k ∈ L q (Q T ) are uniformly bounded. -Summing up, we have that
is uniformly bounded. Hence
for every 1 ≤ p < ∞ by (2.1) and therefore E k (t) →Ẽ(t) in H 
