Abstract. We study a general approximation scheme for infinite-dimensional linear programming (LP) problems which arise naturally in stochastic control. We prove that the optimal value of the approximating problems converges to the value of the original LP problem. For the controls, we show that if the approximating optimal controls converge, the limiting control is an optimal control for the original LP problem.
one uses an infinite horizon discounted cost criterion.
Mathematical formulations and theoretical results.
This section is divided into three sections. Section 2.1 contains the formal definition of the linear programming problem P 0 . Section 2.2 defines the approximating LP problems. Section 2.3 provides results about the existence of the solutions to the approximating linear programming problems P n and their convergence to the solution of P 0 . Section 2.3.1 deals with convergence of the values, while section 2.3.2 considers convergence of the controls.
2.1. The original LP problem. In this section we formally define the LP problem.
Denote the state space by E and the control space by U . We assume E and U are compact, metric spaces. We denote the distance between points in E and U by | · − · | and on the product space by d(·, ·). Denote by P(E) and P(U ) the space of probability measures on E and U , respectively. Also, let C(E) and C(E × U ) denote the spaces of continuous functions on E and E × U , respectively, and let M (E × U ) denote the space of measurable functions on E × U .
Let A : D(A) → C(E × U ), where D(A) ⊂ C(E) denotes the domain of the operator A.
Conditions on the generator
A and cost function c. We assume that A satisfies the following conditions: (C1) D(A) is an algebra which is dense in C(E), and (C2) there exists some reference measure π on (E, B(E)) such that if µ ∈ P(E ×U ) satisfies the stationarity condition E×U Af (x, u)µ(dx × du) = 0 for each f ∈ D(A), µ 0 (·) = µ(· × U ) is absolutely continuous with respect to π. Condition (C1) is used in [13] to prove that many stochastic control problems can be equivalently written as LP problems of the form P 0 . Condition (C2) implies that any set that has π-measure zero also has µ 0 -measure zero for each stationary distribution µ.
Let c(x, u) : E × U → R be a continuous function.
Statement of the original LP problem.
We need to place one additional restriction on the optimization problem concerning the types of controls over which optimization occurs. In order to state the condition, we need the following observation and terminology.
Observe that, for any µ ∈ P(E × U ), we can decompose µ as µ(dx × du) = η(x, du)µ 0 (dx) in which µ 0 is the marginal of µ on E and η is the regular conditional distribution on U given x under µ 0 . We refer to η as a relaxed control.
We make the following restriction. The only relaxed controls η we consider for the optimization problem satisfy (R1) η, as a measure-valued function of the state, is continuous almost everywhere (in the Prohorov metric (see [5, section 3 .1])) with respect to the reference measure π of (C2). This is a continuity restriction about the relaxed controls and is necessary for the weak convergence arguments we use in this paper. From a practical point of view, (R1) is not a serious limitation. The measure π is typically absolutely continuous with respect to Lebesgue measure so sets of positive π measure will be uncountable. Implementation of controls having infinitely many discontinuities is impossible. In addition, it is often possible to show a priori that the optimal control for the unrestricted problem satisfies (R1). When this is so, there is no loss of generality.
Let D η denote the set of x ∈ E where η(x, ·) is discontinuous as a function of x. We define the linear programming problem P 0 as
To simplify notation, µ = ηµ 0 is used to indicate µ(dx × du) = η(x, du)µ 0 (dx), and for a function g ∈ M (E × U ) and a probability measure µ ∈ P(E × U ), let
We define feasibility and optimality as follows: Feasibility: A probability measure µ ∈ P(E×U ) is a feasible point for P 0 if Af, µ = 0 for each f ∈ D(A) and µ has decomposition ηµ 0 for some η satisfying (R1). We denote the set of P 0 -feasible points by A. Optimality: µ * is an optimal solution for P 0 if µ * ∈ A and for each µ ∈ A c, µ * ≤ c, µ .
Kurtz and Stockbridge [13] show that the conditional distribution η * (x, du) of an optimizing µ * identifies an optimal control for the stochastic control problem.
2.2.
The approximating LP problems. Throughout the remainder of this paper we adopt the following notation. For n ≥ 0, let E n and U n be compact metric spaces. We assume that for each n there exist measurable functions
We denote
For each n, we transfer the cost function c to the approximating space E n × U n by defining c n = c • Ψ n . Note that c n : E n × U n → R.
Given µ ∈ P(E ×U ), we define µ n := µ•Φ −1 n , the distribution on E n ×U n induced by Φ n . Equivalently, µ n can be defined as the distribution on E n × U n such that for each continuous h
The notation for the measures in this paper can at times appear quite cumbersome since we use the marginals of measures, measures on E n × U n induced by measures on E × U , and measures on E × U induced by measures on E n × U n in various combinations. We have adopted the following conventions, hoping to aid the reader.
• For a measure µ on a product space, the marginal on the first component (E or E n ) is denoted µ 0 .
• For a measure µ ∈ P(E × U ), the induced measure on E n × U n is denoted by placing " n " over the µ. The "hat" is to indicate that the measure "comes from" a measure on E × U .
• For a measure µ ∈ P(E n × U n ), the induced measure on E × U is denoted by placing " " over the µ. The "bar" is to indicate that the measure "comes from" a measure on E n × U n .
• The use of * with a measure indicates that it is an optimal measure for the linear programming problem. An example of this notation is µ n 0 , which represents the marginal of the measure µ n on E × U , which is induced by the measure µ n on E n × U n , that is in turn induced by the measure µ on E × U .
2.2.1. Definition of the approximating LP problem. Given E n , U n , and Ψ n as defined above, for each n ≥ 1, let
We assume (C7) for each n, for each relaxed control η n : E n × B(U n ) → [0, 1], there exists a probability measure µ n 0 ∈ P(E n ) such that
i.e., each relaxed control induces some stationary distribution µ n 0 on the states.
In our application, the spaces E n and U n are a discretization of E and U , respectively, and the function Ψ n is the embedding of E n × U n into E × U . Φ n maps intervals into a single point in the interval. Thus, conditions (C3) and (C4) are easily verified. As for conditions (C5), (C6), and (C7), we approximate a diffusion process by a finite-state Markov chain so these conditions can also be readily verified.
Another way of satisfying these conditions is to take E n = E, U n = U , Φ n and Ψ n to be the identity and f n = f and approximate the generator A uniformly by a sequence A n . For example, if A is a diffusion operator, A n can be an approximating diffusion in which the drift and diffusion coefficients uniformly approximate the corresponding coefficients of A.
The approximating LP problem is given by
As before, we say that a probability measure µ n is P n -feasible if A n f n , µ n = 0 for each f n ∈ D(A n ), and we denote the collection of P n -feasible points by A n . We say * n µ is P n -optimal if * n µ ∈ A n and c n , * n µ ≤ c n , µ n for each µ n ∈ A n .
Convergence results.
In this section we state and prove the results that justify the use of the solution of P n to approximate the solution of P 0 . We first consider the convergence of the optimal values and then the convergence of the optimal controls.
2.3.1. Convergence of the values. In this section we show the following results. First, a convergent sequence of P n -feasible points converges to a P 0 -feasible point. Then, given any P 0 -feasible point, we can construct a sequence of P n -feasible points that converges to it, and finally, if those points are P n -optimal solutions, any limit is P 0 -optimal. Theorem 1. Let {µ n } be a sequence of P n -feasible points. Define µ n (dx × du) ∈ P(E × U ) by (2.3); i.e., for each continuous h
If there exists a µ ∈ P(E × U ) and some subsequence {n k } such that µ n k ⇒ µ, then
i.e., µ is P 0 -feasible. Proof. Let f ∈ D(A), and let µ be as in the statement of the theorem. Without loss of generality, assume the entire sequence converges in distribution to µ; i.e., µ n ⇒ µ. Observe that A n f n dµ n = 0 since µ n is P n -feasible, so
Since Af is (bounded and) continuous and µ n ⇒ µ, then
Also, by condition (C6),
i.e., µ is P 0 -feasible. The second theorem in this section shows that given any P 0 -feasible point µ = ηµ 0 , there exists a distribution ν 0 ∈ P(E) and P n -feasible points µ n such that their induced measure µ n on E × U converges to ην 0 . This result does not assume uniqueness of the stationary distribution on E for the control η. When the control η has a unique stationary distribution, then µ 0 = ν 0 (see Corollary 3).
Theorem 2. Let µ be a P 0 -feasible point having some decomposition µ(dx×du) = η(x, du)µ 0 (dx) with η satisfying the restriction (R1). For each n, define the relaxed control
and let µ n 0 ∈ P(E n ) be the stationary distribution satisfying condition (C7) with control η n . Then there exists a distribution ν 0 ∈ P(E) such that
Proof. Let µ, η, η n , and µ n 0 be as in the statement of the theorem. Let
and define µ n ∈ P(E × U ) as in (2.3) so that for all h ∈ C(E × U ),
Since E × U is compact, { µ n } is tight and hence relatively compact. Thus, there exists a subsequence {n k } and a ν ∈ P(E × U ) such that µ n k ⇒ ν; without loss of generality, we can assume that µ n ⇒ ν; i.e.,
Since ǫ is arbitrary,
and so, by (2.4),
Then, by (2.5), we conclude that
Recall, D η is the set of discontinuity points of η. We claim that ν 0 (D η ) = 0. To see this, let f ∈ D(A) be arbitrary but fixed, and let h(x, u) = Af (x, u). Then
and so
Since µ n 0 is chosen so that the second term is zero, (2.6) implies
Thus, ν is P 0 -feasible, and condition (C2) implies ν 0 ≪ π, and therefore ν 0 (D η ) = 0, proving the claim. The continuous mapping theorem [5, Corollary 3.
Since this is true for each h 1 ∈ C(E), it follows that for each h 2 ∈ C(U ),
and thus
This shows that ν has decomposition
From the definition of µ n , (2.5), and (2.7), the result is established.
Corollary 3. Suppose η is a relaxed control satisfying restriction (R1). Suppose also there is a unique µ 0 ∈ P(E) such that for each f ∈ D(A),
Proof. The fact that µ 0 is unique implies that µ 0 is the ν 0 of Theorem 2. The result now follows from Theorem 2.
Finally, we only need to show that the limit of optimal solutions in P n is an optimal solution in P 0 .
Theorem 4. Suppose * n µ is an optimal solution for P n , and as in (2.3), let * n
n . Suppose that, for each η satisfying (R1), there is a unique stationary distribution µ 0 such that Af, ηµ 0 = 0 for all f ∈ D(A). Then any µ * which is a weak limit of { * n k µ } for some subsequence {n k } is P 0 -optimal. Proof. By Theorem 1, µ * is a P 0 -feasible point. Let µ be any other P 0 -feasible point, and let { µ n = η n µ n 0 } be the P n -feasible points given in the statement of Theorem 2. By Corollary 3, the induced measures µ n ⇒ µ. By the Skorohod representation theorem, there exists a sequence of E × U -valued random variables {(X n , U n )} and an E × U -valued random variable (X, U ) such that X n → X almost surely (a.s.) and U n → U a.s. This implies that c d µ n → c dµ. In a similar manner, it follows that
Convergence of controls. This section presents results concerning the controls. We show that, given any control η ∈ P(U ) satisfying restriction (R1), the induced controls η n converge in distribution to η for almost all x. We also show that a limit of P n -optimal controls is a P 0 -optimal control.
Theorem 5. Given any η :
and define η n :
Proof. Let h ∈ C(U )
Since η is continuous a.e. π, η(x n , ·) → η(x, ·) in the Prohorov metric for a.e. x (dπ). Therefore,
a.e. π, or equivalently,
and taking
Therefore,
Next we show that a limit of the P n -optimal controls is an optimal control for the P 0 -problem. Theorem 6. Let * n η : E n × B(U n ) → [0, 1] be an optimal control for P n , i.e., there exists some * n µ 0 ∈ P(E n ) such that for each µ n ∈ A n , En Un
for each h ∈ C(U ), and let * n µ 0 ∈ P(E) be the induced measure satisfying
for each h ∈ C(E). Suppose there exists η : E × B(U ) → [0, 1] which, as a measurevalued function of x, is continuous a.e. π, η induces a unique stationary distribution µ 0 on the state space E, and * n η (x, ·) ⇒ η(x, ·) for almost every x with respect to π.
is tight, and hence * n µ ⇒μ along a subsequence for someμ ∈ P(E × U ). Letμ 0 be the marginal ofμ, and decomposeμ as
for some regular conditional distributionη on U given x. Sinceμ is the limit of P n -feasible solutions, it is P 0 -feasible by Theorem 1.
Since by assumptionμ 0 ≪ π, thenμ 0 (D η ) = 0. Using the argument which produces (2.7), η(x, ·) is a version ofη(x, ·). Sinceμ is P 0 -feasible and has decompositioñ µ(dx × du) = η(x, du)μ 0 (dx), the uniqueness of the stationary distribution induced by η impliesμ 0 = µ 0 . Therefore, for each h ∈ C(E × U ),
along the subsequence. By Theorem 4, µ = ηµ 0 is P 0 -optimal.
3. Numerical solutions using finite-dimensional LP approximations. In this section we approximate infinite-dimensional LP problems with finite-dimensional problems by approximating a jump-diffusion process with a sequence of finite state Markov chains. The convergence results of the previous section indicate that the optimal values for the approximations will be close to the optimal value of the original problem. In addition, the numerical results are consistent with convergence of the optimal controls.
3.1. The bounded follower problem. One of the stochastic control processes studied by Beneš, Shepp, and Witsenhausen [1] is the bounded follower problem. The state of this process is x + w t − ξ t , in which w is a Brownian motion process, x + w t gives the location in R 1 at time t of an object, and ξ t gives the location at time t of something which attempts to follow the object. In this, ξ is an absolutely continuous process whose rate of change is bounded between θ 0 and θ 1 . The objective is to minimize the expected discounted square of the difference between the locations of the object and the follower:
This problem has as its optimal control
where δ is determined from the parameters α, θ 0 , and θ 1 . We refer the reader to [1] for the specific expression for δ, but when θ 0 = −θ 1 , the switch point δ equals 0.
For our examples we modify the stochastic process of the difference in locations x − ξ + w by truncating the state space to an interval [−b, b] and having the process stick at the boundary for an exponential (λ) amount of time, after which it jumps to zero. For simplicity, we take b = 1 and θ 0 = −1 and θ 1 = 1. Specifically, when the process is in the interval (−1, 1) , it follows the stochastic differential equation
where w is a standard Brownian motion process and u is a nonanticipating process with −1 ≤ u t ≤ 1.
Long-term average criterion.
The first example we investigate uses a long-term average criterion for which the exact optimal control and optimal cost are known.
3.2.1. The original LP problem. The state space E, control space U , cost function c, and generator A are
and
where D(A) = C 2 (E). The original LP problem P 0 is
Observe that each regular conditional distribution η on the control space specifies a nondegenerate diffusion. It is well known (see [7, section 18, Theorem 1] ) that the stationary distribution of a nondegenerate diffusion (with η specified) is absolutely continuous with respect to Lebesgue measure. Thus, condition (C2) is satisfied in this example with the measure π consisting of Lebesgue measure on the interval (−1, 1) and placing unit point masses at the endpoints {−1, 1}.
To verify the uniqueness of the stationary distribution µ 0 on the state for a given η, we display µ 0 . The reader is referred to the appendix of [16] for the verification.
The measure µ 0 has the density in the interval (−1, 1) The masses of µ 0 at the endpoints {±1} are µ 0 ({−1}) = K 2 and µ 0 ({1}) = K 1 .
The exact solution.
Helmes and Stockbridge [10] have shown that this formulation is equivalent to the P 0 problem stated in section 3.1. They have also found that the exact optimal solution to this problem takes the form u * (x) = −sign(x) when λ < 5.55471
and for λ ≥ 5.55471
where the switch point a is a function of λ and is the solution to the equation
Values of a for some selected values of λ are given in Table 1 . 3.2.3. The approximating LP problems P n . Let l = l(n) and m = m(n) be odd integers such that l, m → ∞ as n → ∞. (This allows different discretizations for the E and U spaces.) Let h l = 2/(l − 1) and h m = 2/(m − 1), and note that h l and h m → 0 as n → ∞. Define
and set
and Φ n : E × U → E n × U n and Ψ n : E n × U n → E × U by (2.1). Note that Ψ n is the identity and embeds
Also, for all n, define f n ≡ f | En and A n f n using the finite difference approximations for the derivatives of Af as in section 5.3 of Kushner and Dupuis [14] ,
where u
The approximating LP problem P n is therefore
Conditions (C3)-(C6) are easily verified. In order to verify condition (C7), we rewrite the generator A n f n in (12) as
and define
Note that for each x
and therefore we can write
This has the form of a generator for a finite state, continuous time Markov chain. Since σ 2 > 0, the chain is irreducible for each fixed control η so there exists a unique stationary distribution on E, and condition (C7) is verified.
3.2.4.
Reduction of the P n -problem constraints. We now show that it is sufficient to consider a finite collection of indicator functions f i , i = 1, . . . , l. Let
and define the collection of functions f i in D(A) as
i . Since any function on E n can be expressed as a linear combination of these indicator functions, it is sufficient to consider the stationarity constraints using only f (n) i , i = 1, . . . , l. Thus, the constraints given in P n reduce to
• For f (n)
In addition to the constraints for stationarity, there is the constraint that µ n be a probability measure:
3.2.5. P n -optimal solution. The P n problem is solved using a program written in SAS which utilizes the LP procedure. Since in this example the optimal control only takes the values −1, 0 and 1 in U even when h m = 0.1, all the numerical approximations presented here therefore use h m = 0.5. Figure 1 shows the optimal control obtained for the discretized problem P n (h l = .10, λ = 100) represented by the dots, and the induced control in the interval [−1, 1] represented by the solid line. Figures 2-4 illustrate how the optimal control changes as a function of λ. When λ = 5, the optimal control is −sign(x), while for λ = 20 and λ = 100 the optimal control is of the form (3.2), where the switch location a depends on λ and a decreases as λ increases. Table 2 gives the interval in which the positive "switch point" occurs for P n . The results for the negative switch point follow by symmetry. Note that the P 0 switch point a falls within the switch interval for P n . The values for the cost function for three values of λ and five values of h l are given in Table 3 . Note that as the mesh size decreases, the P n -optimal values wellapproximate the P 0 -optimal value.
3.3. Discounted cost criterion. For this example, we examine a discounted cost of the processes considered in the previous section. Note that this is the same cost criterion used by Beneš, Shepp, and Witsenhausen [1] in the bounded follower problem, though the dynamics have been modified. In this section, α denotes the discount rate. 3.3.1. The original LP problem. Kurtz and Stockbridge [13] show that the LP formulation of the discounted control problem adjusts the cost by a factor of α and introduces a jump term into the generator of the process. The original LP problem P 0 is 
µ n ∈ P(E n × U n ). The same reduction to a finite number of constraints can be adopted using the functions {f (n)
i } for the long-term average LP problem P n .
3.3.3. P n -optimal solutions. The numerical solution to the discounted problem takes the same form as the one for the long-term average problem. In the case of λ ≤ 5.55471, the optimal control is the u(x) = −sign(x) for every value of α. Figures 5 and 6 illustrate the effect of α on the optimal control when λ = 1000. In these examples, h l = .01 and α takes the values 0.3 and 20. Note that the "switch point" for the control that occurs in the (.71, .72) interval in Table 2 (α = 0) does not change when α takes the value .3, but it changes to (.77, .78) when α takes the value 20. As the discount rate increases, the switch point moves closer to the boundary. It should be noted that a value of α = 0.3 corresponds to an annual inflation rate of 35% and α = 20 corresponds to a daily inflation rate of 5.6%.
One approach to solving long-term average control problems is to begin with the discounted problem, normalize the cost by multiplying by α, and let α go to zero. Table 4 gives the values of the α-normalized cost function for three values of λ. Note that as α → 0, the α-normalized cost function for the discounted problem converges to the cost function for the long-term average problem. (These values are calculated using h = .01.) 
