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a b s t r a c t
The size-and-shape and shape distributions based on non-central and non-isotropic
elliptical distributions are derived in this paper by using the singular value decomposition
(SVD). The general densities require the computation of new integrals involving zonal
polynomials. The invariance of the central shape distribution is also proved. Finally, some
particular densities are applied in a classical data of Biology, and the inference based on
exact distributions is performed after choosing the best model by using a modified BIC∗
criterion.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In the past twenty years, the concept and the statistical andmathematical techniques known asmultivariate analysis have
changed notoriously. New statistical and mathematical tools for the analysis of multivariate data have been developed by
diverse areas of knowledge, and they have propitiated new disciplines such as pattern recognition, nonlinear multivariate
analysis, datamining, manifold learning, generalizedmultivariate analysis, latent variable analysis and shape theory, among
others. These and other fields constitute the so-calledmodern multivariate analysis.
As a particular case, the implementation of the elliptical distribution theory in the classicalmultivariate analysis of shape,
usually based on the Gaussian distribution, introduces important new applicationswhere the Gaussianmodel does not hold.
The general mathematical aspects of shape via singular value decomposition have been stated by Goodall [7] and Le and
Kendall [13]. Almost simultaneously, Goodall and Mardia [8] set the statistical shape theory in the context of multivariate
analysis, and derived the associated distributions with that transformation, under a Gaussian law, and for the planar and
central cases. In this paper, we are interested in some statistical aspects of shape theory via singular value decompositions,
but in a general setting, avoiding the usual assumptions of centrality, isotropy and normality. In particular, this work will
derive the shape distributions via SVD, under a non-central and non-isotropic ellipticalmodel. Then the densities are applied
in a real problem of the literature. However, we must note that the general approach inherits the open problems of the
Gaussian case about the statistical inference in shape theory, and these problems deserve a detailed study in a future work.
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Now, for the general approach, consider the following definition: we say that X : N × K has a matrix multivariate
elliptically contoured distribution if its density with respect to the Lebesgue measure is given by:
fX(X) = 1|6|K/2|2|N/2 h

tr

(X− µ)′6−1(X− µ)2−1 ,
where µ : N × K , 6 : N × N , 2 : K × K , 6 positive definite (6 > 0), 2 > 0. The function h : ℜ → [0,∞) is termed
the generator function, and it is such that
∞
0 u
NK−1h(u2)du <∞. Such a distribution is denoted by X ∼ EN×K (µ,6,2, h),
see [6] and [9]. Observe that this class ofmatrixmultivariate distributions includes Gaussian, ContaminatedNormal, Pearson
type II and VI, Kotz, Jensen-Logistic, Power Exponential, among other distributions; whose distributions have tails that are
weighted more or less, and/or distributions with greater or smaller degree of kurtosis than the Gaussian model.
Next, we list some facts about the shape theory via SVD, taken from Dryden and Mardia [5]. It is known that the shape
of an object is all geometrical information that remains after filtering out translation, rotation and scale information of an
original figure (represented by an N × K matrix X) which is comprised in N labeled points in K dimensions. Such data arise
often in biological or medical settings, where the corresponding labeled points are termed landmarks. Landmark data also
appear naturally in several fields, such as archeology, astronomy, cartography, manufacturing, geology and geophysics. In
some instances landmarksmay refer to the same physical markers identifiable inmore than onemap, satellite image, X-ray,
etc. Hence, we say that two figures, X1 : N × K and X2 : N × K have the same shape if they are related with a special
similarity transformation X2 = βX1H + 1Nγ′, where H : K × K ∈ SO(K) = {H ∈ ℜK×K |HH′ = H′H = IK and |H| = +1}
(the rotation), γ : K × 1 (the translation), 1N : N × 1, 1N = (1, 1, . . . , 1)′, and β > 0 (the scale). Thus, in this context, the
shape of a matrix X is all the geometrical information about X that is invariant under Euclidean similarity transformations.
Then, the shape space is the set of all possible shapes, it is the orbit space of the non-coincident N landmarks in ℜK under
the action of the Euclidean similarity transformations. The dimension of this space is NK − K − 1 − K(K − 1)/2, it is, the
original dimension NK is reduced by K for location, by 1 for uniform scale and by K(K − 1)/2 for rotation.
Now, in the classical shape theory is assumed that X has the isotropic matrix multivariate Gaussian distribution with
mean µX, see [8]
X ∼ NN×K (µX, σ 2IN ⊗ IK ).
This paper propose a non-isotropic and non-central elliptical model, i.e.
X ∼ EN×K (µX ,6X ⊗2, h).
Thus, two fundamental extensions of classical shape theory are provided, namely:
• The new technique assumes a matrix multivariate elliptical distribution for the landmark data instead of considering a
matrix multivariate Gaussian distribution.
• Also, the usual isotropic Gaussian condition is replaced by assuming a non-isotropic elliptical model. Two important
advantages are obtained: first, the errors are correlated among landmarks, this is considered with the introduction of
6X, a N × N definite positive matrix; and second, the errors are correlated among the coordinates of landmarks, this
condition is noticed with the introduction of2, a K × K definite positive matrix, which in this case is fixed by the expert
(estimation of the complete covariance structure 6X ⊗ 2, demands the construction of a new general theory of shape
written in terms of Kronecker products, which will be part of a future work).
The statistical theory of shape associated to this approach studies the effect of randomness and assume a probabilistic
model for the originalmatrix in order to obtain the density of the pre-shape (cone) and shape (disk). The complete procedure
for obtaining the shape coordinates u of X can be summarized in the following steps:
LX2−1/2 = Y = V′DH = rV′WH = rV′W(u)H, (1)
where21/2 is the positive definite square root of thematrix2, i.e.2 = (21/2)2, with21/2: K×K , thematrix L : (N−1)×N
has orthonormal rows to 1 = (1, . . . , 1)′. L can be a submatrix of the Helmert1matrix, for example [8]. Here Y = V′DH is
the SVD of matrix Y, with V : n × (N − 1) and H : n × K semiorthogonal matrices and D : n × n, D = diag(D1, . . . ,Dn),
n = min[(N − 1), K ];W = D/r , r = ‖D‖ = ∑ni=1 D2i 1/2 = ‖Y‖. Since ‖W‖ = 1, the elements ofW are a direction vector
for shape, and u comprisesm = n− 1 generalized polar coordinates.
Then the standard problem considers a model for X and finds the so termed cone and disk densities, which are the
densities of D andW(u), respectively.
Alternatively, the shape coordinates u of X can be constructed by several ways in terms of the QR decomposition, see [8]
and singular value decomposition, see [7].
It is clear that the Gaussian case do not support all the applications and the statistical theory of shape could enriched
if complete families of cone and disk densities are available for a particular experiment and the researcher can model the
1 The Helmert matrix is a k× k orthogonal matrix, with its first row of elements equal to 1/√k, and the remaining rows (which constitute the Helmert
submatrix L) are orthogonal to the first row. The ith row of the (k− 1)× kmatrix L consists of Li = −1/√i(i+ 1) repeated i times, followed by−iLi and
then k− i− 1 zeros, i = 1, . . . , k− 1.
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situation by applying a model selection criteria, see for example Rissanen [17], Kass and Raftery [11], Raftery [16] and Yang
and Yang [18], among many others.
Therefore, in this paper we propose the statistical theory of shape of Le and Kendall’s approach under a general non-
central elliptical model. Section 2 obtains the general densities, the cone and disk densities, with some corollaries. Then,
the central case and its invariance is studied in Section 3. At the end, we illustrate some results with a simple example: the
shape analysis of a mouse vertebra data based on two models: the classical Gaussian and a non-normal Kotz type I. Then
the best model is chosen by a modified BIC∗ criterion and the corresponding test for equality in disk mean (shape mean) is
obtained.
2. Shape theory via SVD
We start with the jacobian of the corresponding decomposition.
Lemma 1. Let Vm,n denote the Stiefel manifold, defined by Vm,n = {H : m× n : HH′ = Im}. If Y : N − 1× K, then there exist
V ∈ Vn,N−1, H ∈ Vn,K and D : n × n, D = diag(D1, . . . ,Dn), n = min[(N − 1), K ]; D1 > D2 > · · · > Dn > 0, such that
Y = V′DH; this factorization is termed the non-singular part of the SVD. Therefore
(dY) = 2−n|D|N−1+K−2n
n∏
i<j
(D2i − D2j )(dD)(VdV′)(HdH′).
Proof. See [4]. 
Remark 1. In Lemma 1, (dY) denotes the Lebesguemeasure on the space ofN−1×K matrices of rank n = min[(N−1), K ],
and it is defined in terms of its mathematically independent elements yij as
(dY) =
N−1
i=1
K
j=1
dyij,
where

denotes the exterior product, see [15].
The invariant measure on a Stiefel manifold is given by the differential form
(HdH′) ≡
N−1
i=1
n
j=i+1
h′jdhi (2)
where dh is an N − 1 × 1 vector of differentials, see [10] and [15]. For N − 1 = n, the Stiefel manifold is the group of
orthogonal matrices and (HdH′) is termed the Haar measure, [15]. Finally,
(dD) =
n
i=1
dDi.
In order to obtain the joint density function of (V ,D)we need the following generalization of [10, Eq. (22)].
Lemma 2. Let X : K × n, Y : K × K and H ∈ Vn,K . Then
1. ∫
H∈Vn,K
[tr(Y+ XH)]p(HdH′) = 2
nπKn/2
Γn[K/2]
∞−
f=0
−
λ
(p)2f (trY)p−2f 1
2K

λ
Cλ
 1
4XX
′
f ! ,
where |(trY)−1trXH| < 1 and trY ≠ 0.
2. ∫
H∈Vn,K
tr(Y+ XH)etr(r(Y+ XH))(HdH′)
= 2
nπKn/2
Γn[K/2]etr(rY)

trY0F1

1
2
K ; r
2
4
XX′

+
∞−
f=0
−
λ

f + 12
 1
2K

λ
Cλ
 1
4XX
′
f !

,
where p ∈ ℜ, r ∈ ℜ, Cκ(B) are the zonal polynomials of B corresponding to the partition κ = (f1, . . . , fp) of f , with∑pi=1 fi = f ;
and (a)κ = ∏i=1(a − (j − 1)/2)fj , (a)f = a(a + 1) · · · (a + f − 1), are the generalized hypergeometric coefficients and 0F1 is
the Bessel function, [10].
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Proof. This demonstration and the proofs of the remaining lemmas and theorems are given in the Appendix. 
Thus, considering the procedure described in (1), we can obtain:
Theorem 1. The joint density of (V,D) is
fV,D(V,D) =
πnK/2|D|N−1+K−2n∏
i<j
(D2i − D2j )
Γn [K/2] |6|K/2
∞−
t=0
−
κ
h(2t)

tr

6−1V′D2V+ 
t!  12Kκ Cκ

6−1V′D2V

,
where V ∈ Vn,N−1, D1 > · · · > Dn > 0, µ = LµX , 6 = L6XL′ and = 6−1µ2−1µ′.
In the literature, the joint density of the n coordinates in D is usually termed the cone density or size-and-shape density.
Then, we have arrived at the first main result of this section.
Theorem 2. The cone density is given by
fD(D) =
2nπn(N−1+K)/2|D|N−1+K−2n∏
i<j

D2i − D2j

Γn [K/2]Γn [(N − 1)/2] |6|K/2
−
θ,κ
−
φ∈θ ·κ
h(2t+l)(tr)1θ,κφ Cφ

D2

Cθ,κφ

6−1,6−1

t!l!  12Kκ Cφ (IN−1) , (3)
where D1 > · · · > Dn > 0. The notation of the sum operators, Cθ,κφ and1θ,κφ are given in [2], in particular 1θ,κφ =
Cθ,κφ (I,I)
Cφ (I)
.
The following result is a particular case of Theorem 2 and it is usually referred as the isotropic version of the cone density;
it is obtained by considering 6 = σ 2I. It seems trivial, but in the context of shape analysis, which is an entirely applied
discipline, has an important meaning; the isotropy collects the ideal conditions of measuring each landmark with the same
error (same instrument, scale and experimenter, etc.), however it does not consider strong correlation among the landmarks.
Corollary 1. Let be 6 = σ 2I, then the isotropic cone density has the form
fD(D) =
2nπn(N−1+K)/2
n∏
i=1
DN−1+K−2ni
∏
i<j

D2i − D2j

Γn [K/2]Γn [(N − 1)/2] σ (N−1)K
∞−
t=0
−
κ
h(2t)

tr+ 1
σ 2
trD2

Cκ

1
σ 2
D2

Cκ ()
t!  12Kκ Cκ (I) , (4)
where D1 > · · · > Dn > 0.
Now let be W = D/r , r = ‖D‖ = ‖V′DH‖ = ‖Y‖ and noting that if D = diag(D1, . . . ,Dn) we define vecp(D) =
(D1, . . . ,Dn), then
vecp(D) =
D1...
Dn
 , implies that vecp(W) =
D1/r...
Dn/r
 = vecpD
r
,
thus
(dW(u)) = rm
m∏
i=1
sinm−i θi(du) ∧ dr
= rmJ(u)(du) ∧ dr,
withm = n− 1, u = (θ1, . . . , θm)′ and J(u) =∏mi=1 sinm−i θi.
The shape density under Le and Kendall’s approach it is known as disk density.
Theorem 3. The disk density is given by
fW(W) =
πnK/2
n∏
i=1
l∗N−1+K−2ni
∏
i<j

l∗2i − l∗2j

J(u)
Γn [K/2] |6|K/2
∞−
t=0
−
κ
1
t!  12Kκ
∫
V∈Vn,N−1
Cκ

6−1V′W2V
∑
θ
Cθ

6−1V′W2V
 (VdV′)
×
∫ ∞
0
sn(N+K−n−1)+2t−1h(2t)

s2 + tr (ds), (5)
where l∗1 > · · · > l∗n > 0, and the number of landmarks N are selected in such way that n(N + K − n − 1)/2 + t is a positive
integer, then θ = (li, . . . , lα) is a partition of n(N + K − n− 1)/2+ t, and∑αi=1 li = n(N + K − n− 1)/2+ t.
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The isotropic case of the disk distribution follows:
Theorem 4. The isotropic disk density is given by
fW(W) =
2nπn(N+K−1)/2
n∏
i=1
l∗N−1+K−2ni
∏
i<j

l∗2i − l∗2j

J(u)
Γn [K/2]Γn [(N − 1)/2]

σ 2
(N−1)K/2 ∞−
κ
Cκ

1
σ 2
W2

Cκ ()
t!  12Kκ Cκ (IN−1)
×
∫ ∞
0
rn(N+K−n−1)+2t−1h(2t)

tr+ r
2
σ 2

dr, (6)
where l∗1 > · · · > l∗n > 0.
3. Central case
In this sectionwe study the central cone and central disk distributions, which are obtained by takingµ = 0 in Theorems 2
and 3, respectively:
Corollary 2. The central cone density fD(D) is given by
2n|D|N−1+K−2n∏
i<j

D2i − D2j

π−n(N+K−1)/2Γn [K/2]Γn [(N − 1)/2] |6|K/2
∞−
l=0
−
θ
h(l)(0)Cθ

6−1

Cθ

D2

l!Cθ (IN−1) , (7)
where D1 > · · · > Dn > 0.
And finally, we obtain the central disk density, which does not depend on the elliptical model under consideration. This
unusual property in matrix variate analysis asserts, in other words, that the disk density is invariant under the elliptical
distributions.
Corollary 3. The central disk density is given by
fW(W) =
Γ [n(N + K − n− 1)/2]
n∏
i=1
l∗N−1+K−2ni
∏
i<j

l∗2i − l∗2j

J(u)
2 πn(N−n−1)/2Γn [K/2] |6|K/2
∫
V∈Vn,N−1
(VdV′)∑
θ
Cθ

6−1V′W2V
 , (8)
where l∗1 > · · · > l∗n > 0; the number of landmarks N are selected in such way that n(N + K − n − 1)/2 is a positive integer,
then θ = (li, . . . , lα) is a partition of n(N + K − n − 1)/2, and∑αi=1 li = n(N + K − n − 1)/2 where θ = (li, . . . , lα) is a
partition of the positive integer n(N + K − n− 1)/2,∑αi=1 li = n(N + K − n− 1)/2.
Proof. From Theorem 3, taking t = 0, = 0, h(0)(·) ≡ h(·) and recalling that∫ ∞
0
sn(N+K−n−1)−1h

s2

(ds) = Γ [n(N + K − n− 1)/2]
πn(N+K−n−1)/2
,
the result is obtained. 
4. Example
In this section we apply the above results in a classical example of the literature of shape. As we mentioned before, the
inference in statistical shape theory is problematic. In the simplest cases, the classical shape densities based on Gaussian
laws, arise open problems about inference, convergence, estimability, computation of invariant polynomials for large
degrees, etc., and these and new complications appear when the shape densities are based on general elliptical models,
for example in the Kotz type I family, which includes the Gaussian model. Some of these open problems deserve a detail
study and they are currently studied by the authors.
4.1. Technical considerations
As the reader can check the general cone and disk densities are given in terms of invariant polynomials, and at this time
no inference can be performed with this densities, see [3], except if the series are truncated in the first few terms. However,
there is a way to work with an exact density, it is, when we assume an isotropic model.
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Just for illustration, consider the isotropic elliptical disk density of Theorem 4
fW(W) =
2nπn(N+K−1)/2
n∏
i=1
l∗N−1+K−2ni
∏
i<j

l∗2i − l∗2j

J(u)
Γn [K/2]Γn [(N − 1)/2]

σ 2
(N−1)K/2 ∞−
κ
Cκ

1
σ 2
W2

Cκ ()
t!  12Kκ Cκ (IN−1)
×
∫ ∞
0
rn(N+K−n−1)+2t−1h(2t)

tr+ r2/σ 2 dr,
and the generator for the subfamily Kotz type I:
h(y) = R
T−1+K(N−1)/2Γ (K(N − 1)/2)
πK(N−1)/2Γ (T − 1+ K(N − 1)/2)y
T−1 exp{−Ry},
with derivative
dk
dyk
yT−1 exp{−Ry} = (−R)kyT−1 exp{−Ry}

1+
k−
m=1

k
m
m−1∏
i=0
(T − 1− i)

(−Ry)−m

,
see [1] for other families (Pearson VII, Bessel, general Kotz, Jensen-Logistic) and their derivatives.
For example, the disk density for the Kotz model T = 3 and R = 1/2, is obtained after some simplification as:
fW(W) =
2(−2−M+n+Kn−n2+nN)/2
n∏
i=1
l∗N−1+K−2ni
∏
i<j

l∗2i − l∗2j

π (M+n−Kn−nN)/2σM−n(−1+K−n+N)Γn [K/2]Γn [(N − 1)/2]
× J(u)
M(M + 2)etr

−µ
′µ
2σ 2
 ∞−
t=0
1
t!

−8t + 16t2 − 16ttr

µ′µ
2σ 2

+ 4tr2

µ′µ
2σ 2

+ 4

tr

µ′µ
2σ 2

− 4t

Γ [n(−1+ K − n+ N)/2+ t + 1]
+ 4Γ [n(−1+ K − n+ N)/2+ t + 2]}
−
κ
Cκ

W2

Cκ

µ′µ
2σ 2

 1
2K

κ
Cκ (IN−1)
.
The isotropic Gaussian disk density is given by
fW(W) =
2(−2−M+n+Kn−n2+nN)/2
n∏
i=1
l∗N−1+K−2ni
∏
i<j

l∗2i − l∗2j

J(u)
π (M+n−Kn−nN)/2σM−n(−1+K−n+N)Γn [K/2]Γn [(N − 1)/2]
× etr

−µ
′µ
2σ 2
 ∞−
t=0
Γ [n(−1+ K − n+ N)/2+ t]
t!
−
κ
Cκ

W2

Cκ

µ′µ
2σ 2

 1
2K

κ
Cκ (IN−1)
,
whereM = K(N − 1) and n = min{(N − 1), K}.
And the corresponding Kotz disk density when T = 2 and R = 1/2 is given by
fW(W) =
2(−M+n+Kn−n2+nN)/2
n∏
i=1
l∗N−1+K−2ni
∏
i<j

l∗2i − l∗2j

J(u)
π (M+n−Kn−nN)/2σM−n(−1+K−n+N)Γn
 1
2K

Γn [(N − 1)/2]M
× etr

−µ
′µ
2σ 2
 ∞−
t=0
1
t!

tr

µ′µ
2σ 2

− 2t

Γ [n(−1+ K − n+ N)/2+ t]
+ Γ [n(−1+ K − n+ N)/2+ t + 1]
−
κ
Cκ

W2

Cκ

µ′µ
2σ 2

 1
2K

κ
Cκ (IN−1)
.
The likelihood based on the above exact densities requires the computation of some special series; a carefully comparison
with the known hypergeometric series of two matrix argument indicates that these distributions can be obtained by a
suitable modification of the algorithms of Koev and Edelman [12].
As the reader can check, the shape densities are series of zonal polynomials of the form
∞−
t=0
f (t, trX, trY)
t!
−
κ
Cκ(X)Cκ(Y)
(a)κCκ(I)
, (9)
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Table 1
Grades of evidence corresponding to values of the BIC∗ difference.
BIC∗ difference Evidence
0–2 Weak
2–6 Positive
6–10 Strong
>10 Very strong
Fig. 1. Mouse vertebra.
which has hypergeometric series
∞−
t=0
1
t!
−
κ
Cκ(X)Cκ(Y)
(a)κCκ(I)
, (10)
as a particular case; the expression (10) was not computable for decades. The work of Koev and Edelman [12] solved the
problem and it let the computation of the hypergeometric series by truncation of the series (10) until the coefficient for
large degrees are zero under certain tolerance. The cited algorithm gives the coefficients of the series (10), then, we can
modified the routine for hypergeometric series in order to compute the shape densities (at the same computational costs)
multiplying each coefficient of the series by the required function f (t, trX, trY) in (9).
Based on some statistical criteria, our approach demands the selection of the best model for the landmark data, which
must be chosen among several available laws. In order to decide which the elliptical model is the best one, different criteria
have been employed for the model selection. We shall consider a modification of the BIC∗ statistic as discussed in Yang and
Yang [18], and which was first achieved by Rissanen [17] in a coding theory framework. The modified BIC∗ is given by:
BIC∗ = −2L(µ,σ 2, h)+ np(log(n+ 2)− log 24),
where L(µ,σ 2, h) is the maximum of the log-likelihood function, n is the sample size and np is the number of parameters
to be estimated for each particular shape density.
Now, one of the goal of the shape analysis searches the best elliptical distribution, among a set of proposed models, the
modified BIC∗ criterion suggests to choose the model for which the modified BIC∗ receives its smallest value. In addition, as
proposed by Kass and Raftery [11] and Raftery [16], the following selection criteria have been employed in order to compare
two contiguous models in terms of its corresponding modified BIC∗ (Table 1).
4.2. Example
The mouse vertebra problem is studied in detail by Dryden andMardia [5] under a number of approaches (see also [14]).
The experiment considers the second thoracic vertebra T2 of two groups of mice: large and small. The mice are selected and
classified according to large or small body weight, respectively; in this case, the sample consists of 23 large and small bones
(the data can be found in [5, p. 313–316]). It is of interest to study shape differences between the two groups. The vertebras
are digitized and summarized in six mathematical landmarks which are placed at points of high curvature, see Fig. 1; they
are symmetrically selected by measuring the extreme positive and negative curvature of the bone. See [5] for more details.
Recall that for an elliptical density with generator h(·)
X ∼ EN×K (µX ,6X ⊗2, h),
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Table 2
The maximum likelihood estimators for the large group under the Gaussianmodel.
Trunc. µ11 µ12 µ21 µ22 µ31 µ32 µ41
20 −21.5062 32.5168 25.7488 7.8718 21.8521 −9.0516 23.7604
40 −17.4833 −54.5969 23.0921 −8.2256 45.0737 −10.0328 14.9999
60 −24.7805 −63.4184 35.8392 −9.0398 31.9230 −15.0596 11.4528
80 −21.7392 −78.4991 46.2870 −22.9791 28.7150 −10.7543 12.3936
100 −21.0730 −79.2151 36.3872 −14.6742 57.5817 −8.8868 15.6882
120 −22.3784 −76.3768 39.3598 −20.2723 62.2152 −6.5210 14.3961
140 −22.3784 −76.3768 39.3598 −20.2723 62.2152 −6.5210 14.3961
160 −22.3784 −76.3768 39.3598 −20.2723 62.2152 −6.5210 14.3961
Trunc. µ42 µ51 µ52 σ 2 Time Iter. BIC∗
20 23.3636 6.4774 21.5046 128.0642 14 332 −323.6726
40 19.5390 −29.3441 20.6329 112.9101 24 341 −445.7070
60 14.6941 −44.1216 21.1937 94.0917 41 415 −519.1377
80 10.0026 −58.0929 7.8845 97.7155 56 440 −571.4590
100 14.9611 −43.1221 19.9050 80.1962 58 353 −611.9326
120 17.9921 −32.2970 23.6736 66.5318 72 362 −644.3250
140 17.9921 −32.2970 23.6736 66.5318 82 362 −644.3250
160 17.9921 −32.2970 23.6736 66.5318 92 362 −644.3250
where µ = LµX , then
Y ∼ EN−1×K (µ2−1/2,6⊗ IK , h),
with 6 = L6XL′. In the mouse vertebra experiment, the objective is to find the maximum likelihood estimators (MLE) of
the disk shape µW associated with
µ =

µ11 µ12
µ21 µ22
µ31 µ32
µ41 µ42
µ51 µ52
 ,
and the scale parameter σ 2 defined in the isotropy assumption2 = IK and 6 = σ 2IN−1.
This estimation is obtained in the two independent populations, the small and large groups; first by assuming a Gaussian
model and afterward by considering a Kotzmodel indexed by T = 2 and R = 1/2. The general procedure is the following: Let
L(µ,σ 2, h) be the log-likelihood function of a given group model. The maximization of the likelihood function L(µ,σ 2, h)
is obtained in this paper by using the Nelder–Mead Simplex Method, which is an unconstrained multivariable function using
a derivative-free method; specifically, we apply the routine fminsearch implemented by the software MatLab.
The initial value for the algorithm is the sample mean of the elliptical matrix variables Y ∼ EN−1×K (µ2−1/2,6⊗ IK , h),
and themedian of themean of sample variances of the Y ’s entries. However, an openproblemof Koev and Edelman [12] is the
relationship between the convergence and the truncation of the series. Concretely, how many terms we need to consider
in the series (9) in order to reach some fixed tolerance for convergence. A numerical solution consists of optimizing the
log-likelihood, by increasing the truncation until, the MLE’s and the maximum of the function reach an equilibrium, which
depends on the standard accuracy and tolerance of the fminsearch routine. We try the truncations 20, 40, 60, 80, 100, 120,
140 and 160, and we note that after the truncation 120 the solutions stabilize. The MLE’s for the small and large groups
under the Kotz (T = 2) and Gaussianmodels are given in Tables 2–5, respectively. Tables also show themodified BIC∗ value,
the number of iterations for obtaining the convergence and the time in seconds for each optimization. It is important to note
that the MLE’s obtains its stability after the truncation 120.
The computations were performed with a processor Intel(R) Corel(TM)2 Duo CPU, E7400@2.80 GHz, and 296 GB of
RAM.
Fig. 2 show the behavior of the maximum of the log-likelihood when the number of iterations is increased. In this case
we use a truncation of 120, and again, we note that the log-likelihood is bounded for a very small number of iterations in
each particular model. Note that for each model, the small and large group has a very low difference in modified BIC∗ (or in
maximum log-likelihood), this can anticipate an equality in disk mean (shape mean). Now, the behavior of the two models
under each group can be compared in Fig. 3, which shows simultaneously the results of Tables 2–5.
Remark 2. The researcher may be tempted to determine the optimal value of T for the general subfamily of Kotz, however
this parameter cannot be estimated. This is exactly the same situation about the MLE of the degrees of freedom of a
multivariate t distribution, see [19,20]. Thus, the parameter T of the Kotz type I distribution must be assigned by the
researcher according to the knowledge of the experiment, the landmark perturbation. Once the parameter T is fixed, the
MLE of µ and σ 2 can be obtained, see [20, p.402].
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Table 3
The maximum likelihood estimators for the small group under the Gaussianmodel.
Trunc. µ11 µ12 µ21 µ22 µ31 µ32 µ41
20 25.1764 −10.5396 3.5501 −0.0007 2.1005 1.1282 15.7191
40 7.8879 3.1710 27.4954 −27.1054 −7.5426 0.5810 19.6497
60 2.3931 −27.7470 34.2670 −16.0397 −9.9515 0.4755 17.2967
80 0.1066 38.6322 39.5829 −13.2103 12.5744 0.4127 24.8427
100 0.5334 45.2792 41.8668 −15.0407 18.8989 0.4111 26.6190
120 −1.0147 50.1763 48.0020 −18.6039 3.6564 0.4352 27.9120
140 −1.0147 50.1763 48.0020 −18.6039 3.6564 0.4352 27.9120
160 −1.0147 50.1763 48.0020 −18.6039 3.6564 0.4352 27.9120
Trunc. µ42 µ51 µ52 σ 2 Time Iter. BIC∗
20 23.1174 −5.9329 16.9229 54.1118 24 634 −324.6589
40 22.0756 16.6381 17.4819 43.9233 33 494 −445.8297
60 24.2432 14.8582 13.5573 33.9149 41 419 −518.3844
80 23.4112 −5.4370 12.5073 33.2953 51 384 −569.8220
100 20.9887 3.6446 10.7249 31.6317 64 376 −609.4062
120 24.5017 22.3645 11.5564 33.4367 77 385 −640.8712
140 24.5017 22.3645 11.5564 33.4367 86 385 −640.8712
160 24.5017 22.3645 11.5564 33.4367 96 385 −640.8712
Table 4
The maximum likelihood estimators for the large group under the Kotz model with T = 2.
Trunc. µ11 µ12 µ21 µ22 µ31 µ32 µ41
20 −23.2617 36.9700 29.3963 10.8432 20.1714 −10.3610 25.2874
40 −20.5881 −57.7015 25.5610 −8.2083 37.1944 −7.5667 15.5154
60 −19.3968 −69.2566 41.9566 −1.7093 32.1251 −20.2930 13.2026
80 −23.4741 −78.1775 38.0658 −15.7006 29.9428 −15.8666 9.5216
100 −21.6964 −80.6907 32.4012 −11.8184 62.4844 −9.6885 14.4352
120 −4.9957 −101.1453 58.9666 −1.1555 48.8317 −10.5520 26.0149
140 −4.9957 −101.1453 58.9666 −1.1555 48.8317 −10.5520 26.0149
160 −4.9957 −101.1453 58.9666 −1.1555 48.8317 −10.5520 26.0149
Trunc. µ42 µ51 µ52 σ 2 Time Iter. BIC∗
20 22.2545 8.8990 21.0667 124.9701 37 339 −332.9439
40 18.4433 −40.8777 24.0442 108.6229 78 388 −459.9510
60 13.8409 −48.3278 16.6046 94.2873 126 436 −536.9652
80 12.9628 −63.1469 14.0281 86.9775 181 478 −592.1343
100 16.8285 −43.8257 22.9390 75.4232 171 346 −634.9891
120 2.6940 −61.5385 −0.1305 86.3932 273 467 −669.3856
140 2.6940 −61.5385 −0.1305 86.3932 315 467 −669.3856
160 2.6940 −61.5385 −0.1305 86.3932 356 467 −669.3856
Table 5
The maximum likelihood estimators for the small group under the Kotz model with T = 2.
Trunc. µ11 µ12 µ21 µ22 µ31 µ32 µ41
20 20.4498 −12.6391 6.0558 −15.0367 7.8694 0.7216 23.9342
40 0.8019 −17.7149 30.6213 −17.3600 −5.5309 0.5108 20.2581
60 0.6518 −29.7923 38.3334 −14.8532 −6.5375 0.4000 18.1787
80 −0.4220 41.1346 43.8091 −14.8731 8.2122 0.3782 24.4121
100 −0.6762 47.7239 47.1979 −14.2917 14.5796 0.3822 25.4677
120 −1.3297 54.0273 48.4254 −18.8360 11.3155 0.4174 28.2719
140 −1.3297 54.0273 48.4254 −18.8360 11.3155 0.4174 28.2719
160 −1.3297 54.0273 48.4254 −18.8360 11.3155 0.4174 28.2719
Trunc. µ42 µ51 µ52 σ 2 Time Iter. BIC∗
20 17.6146 −3.8497 20.1945 54.5595 56 555 −333.9200
40 25.3876 3.0270 11.3346 34.5103 82 408 −460.0469
60 25.2224 9.6159 13.8208 32.1565 122 418 −536.1662
80 24.6921 6.3171 9.9801 32.7261 156 395 −590.4314
100 23.9736 8.7093 10.4126 31.6234 191 389 −632.3758
120 23.8349 26.4755 11.5351 33.2120 251 426 −665.8183
140 23.8349 26.4755 11.5351 33.2120 288 426 −665.8183
160 23.8349 26.4755 11.5351 33.2120 326 426 −665.8183
Now, compare the small group under the two models. In the small group we see that the Kotz model with parameter
T = 2 has the smallest BIC∗ (−665.8183), and the corresponding modified BIC∗ difference with the Gaussian model
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Fig. 2. Behaviors of log-likelihood functions in terms of the iteration number of the fminsearch routine.
Fig. 3. Behaviors of log-likelihood functions in terms of the truncations.
(−640.8712) is 25 which is rated as a very strong difference, see Tables 3 and 5; in the same way, the large group obtains
the smallest BIC∗ under the Kotz model (−669.3856) with parameter T = 2 meanwhile the Gaussian model has a BIC∗ of
−644.3250, and again the difference −25 between the two models is classified as very strong, see Tables 2 and 4. In both
cases, the true models of the data maybe have tails that are weighted more or less than that of Gaussian model or that the
shape distribution present greater or smaller degree of kurtosis than the Gaussian model.
Remark 3. 1. We have used this example of the literature to illustrate the proposed approach; moreover, based on the
modified BIC∗, we found that the Kotz distribution (with T = 2) is the best model in this experiment. However,
suppose that an expert in the area of application knows that the landmarks have a Gaussian distribution, then the
classical theory of shape (based on normality) must be applied in such case. Alternatively, if the expert in the area of
application suspects that the landmarks do not follow a Gaussian distribution, then our approach can be applied. In this
case the expert has the necessary tools to choose an elliptical model (as an alternative to the Gaussian distribution)
according to the characteristics of the sample, which reveal and/or support a non-Gaussian distribution, i.e. to select a
distribution with more or less heavy tails, with more or less kurtosis than the Gaussian density; among many others
possible characteristics.
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2. Also, we highlight that the optimizations of this work involves the computations of hundreds of zonal polynomials. This
can be carried out by using the efficient algorithm of Koev and Edelman [12] for hypergeometric series, then after some
modifications we can evaluate and optimize the required exact log-likelihood. Once the series is truncated at some value
t , the algorithm runs over order partitions, of one and two parts, from 0 to t and the so termed zonal polynomials,
indexed by these partitions, need to be evaluated, a task which requires a large number of computations. However, the
optimization routine requires only a few minutes to obtain the MLE’s, as the reader can check in Tables 2–5.
Once the best models are selected for the small and large groups, we can test equality in shape mean between the
two independent populations. In this experiment we have: two independent samples of 23 bones; 10 population shape
parameters and 1 covariance parameter to estimate for each group. Namely, if L(µs,µl, σ 2s , σ
2
l ) is the likelihood, whereµs,
µl, σ 2s , σ
2
l represent the mean of shapes and scale parameters of the small and large group, respectively, then we want to
test: H0 : µs = µl vs Ha : µs ≠ µl. Thus −2 logΛ = 2 supHa log L(µs,µl, σ 2s , σ 2l ) − 2 supH0 log L(µs,µl, σ 2s , σ 2l ), and
according to Wilk’s theorem−2 logΛ ∼ χ210 under H0.
Using fminsearch with a truncation of 160 (convergence at 436 iterations in 18 min) we obtained that:
−2 logΛ = 2(668.0510)− 2(659.5534) = 16.9952,
this is the same result when the series were truncated at 120 and 140. Since the p-value for the test is
P(χ210 ≥ 16.9952) = 0.0745,
thenwehave evidence that the small and largemouse vertebrae are different in shapemean.Mardia andDryden [14] studied
this problemwith a Gaussian model and Bookstein coordinates (see [5]) and they obtained for the same experiment (under
a different transformation) an approximate p-value of zero (P(χ28 ≥ 127.75)). Our test does not rejects the equality of shape
mean with a very small p-value, perhaps, because we are using the SV decomposition and/or a non-Gaussian model; so an
important study is suggested in order to clarify which transformation is appropriate for this experiment.
Note that the MLE’s given by Tables 2–5 correspond to the matrix µ in Y ∼ EN−1×K (µ,6 ⊗ IK , h), we can use this
information and the transformations
LX2−1/2 = Y = V′DH = rV′WH = rV′W(u)H,
to obtain the disk shape µW.
This example deserves a detailed study about some important facts, i.e. the distribution of −2 logΛ for small samples,
the truncation of the series, global optimization methods, etc. These problems will be considered in a subsequent work.
It is important to note that the general densities derived here, apply to any elliptical model; some classical elliptical
densities such as Kotz, Pearson II and VII, Bessel, Jensen-logistic, can be obtained explicitly. However, they demand the
computation of the kth derivative of the generator elliptical function h(·); this is not a trivial fact, but for the abovementioned
families, the required formulas are available in [1].
Finally, the isotropic densities are more tractable because they are expanded in terms of zonal polynomials, instead of
non-isotropic distributionswhich require some additional conditions on the number of landmarks in order to obtain a know
integral expanded in terms of invariant polynomials. The general densities expanded in terms of invariant polynomials, seem
non-computable at this date for large degrees.
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Appendix. Proofs
We present in this section all the proofs for the lemmas, theorems and corollaries given in Sections 2 and 3.
A.1. Proof of Lemma 2
1. From Lemma 9.5.3 p. 397 in [15] we have∫
H∈Vn,K
[tr(Y+ XH)]p(HdH′) = 2
nπKn/2
Γn[K/2]
∫
O(K)
[tr(Y+ XH)]p(dH).
Furthermore, for trY ≠ 0 and |(trY)−1trXH| < 1
[tr(Y+ XH)]p = (trY)p
∞−
f=0
(p)f
f ! (trY)
−f (trXH)f .
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Now from Eqs. (46) and (22) in [10] it follows that∫
H∈Vn,K
[tr(Y+ XH)]p(HdH′) = 2
nπKn/2
Γn[K/2]
∞−
f=0
−
λ
(p)2f (trY)−2f
(2f )!
 1
2

f 1
2K

λ
Cλ(XX′),
the result follows, noting that ( 12 )f /(2f )! = 1/(4f f !) and that Cλ(aXX′) = af Cλ(XX′).
2. This follows by expanding the exponentials in series of powers and by applying (22) and (27) from [10]. 
A.2. Proof of Theorem 1
Let be = 6−1µ2−1µ′, with µ = LµX, 6 = L6XL′, then the density of Y is given by
fY(Y) = 1|6|K/2 h

tr

6−1YY′ + − 2trµ′6−1Y .
Now, make the change of variables Y = V′DH, so, by Lemma 1, the joint density function of V, D, H is
dFV,D,H(V,D,H) =
2−n|D|N−1+K−2n∏
i<j
(D2i − D2j )
|6|K/2 (VdV
′)(dD)h

tr

6−1V′D2V+ − 2trµ′6−1V′DH (HdH′).
Expanding in power series
dFV,D,H(V,D,H) =
2−n|D|N−1+K−2n∏
i<j
(D2i − D2j )
|6|K/2 (VdV
′)(dD)
×
∞−
t=0
1
t!h
(t) tr 6−1V′D2V+  tr −2trµ′6−1V′DHt (HdH′).
From Lemma 2∫
H∈Vn,K

tr
−2trµ′6−1V′DH2t (HdH′) = 2nπnK/2
Γn [K/2]
−
κ
 1
2

t 4
t 1
2K

κ
Cκ

6−1V′D2V

.
Observing that
 1
2

t 4
t/(2t)! = 1/t!, the marginal joint density of V, D is given by
dFV,D(V,D) =
πnK/2|D|N−1+K−2n∏
i<j
(D2i − D2j )
Γn
 K
2
 |6|K/2
∞−
t=0
h(2t)

tr

6−1V′D2V+ 
t!  12Kκ Cκ

6−1V′D2V

(VdV′)(dD). 
A.3. Proof of Theorem 2
The joint density of V, D is
dFV,D(V,D) =
πnK/2|D|N−1+K−2n∏
i<j

D2i − D2j

Γn [K/2] |6|K/2 (dD)(VdV
′)
∞−
t=0
−
κ
h(2t)

tr

6−1V′D2V+  Cκ 6−1V′D2V
t!  12Kκ .
Assuming that h(2t)(·) can be expanded in power series,
h(2t)

tr6−1V′D2V+ tr = ∞−
l=0
h(2t+l) [tr]
l!

tr6−1V′D2V
l
=
∞−
l=0
−
θ
h(2t+l) [tr]
l! Cθ

6−1V′D2V

,
where Cθ (A) is the zonal polynomial corresponding to the partition θ = (l1, . . . , lα), with∑αi=1 li = l.
From [2, Eq. (4.13)], the integration of dFV,D(V,D)with respect to V ∈ Vn,N−1 results∫
V∈Vn,N−1
Cκ

6−1V′D2V

Cθ

6−1V′D2V

(VdV′) = 2
nπn(N−1)/2
Γn [(N − 1)/2]
−
φ∈θ ·κ
Cθ,κφ

6−1,6−1

Cθ,κφ

D2,D2

Cφ (IN−1)
.
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And by Davis [2] Eq. (5.1), we have that
fD(D) =
2nπn(N−1+K)/2|D|N−1+K−2n∏
i<j

D2i − D2j

Γn [K/2]Γn [(N − 1)/2] |6|K/2
=
−
θ,κ
−
φ∈θ ·κ
h(2t) (tr)1θ,κφ Cφ

D2

Cθ,κφ

6−1,6−1

t!l!  12Kκ Cφ (IN−1) . 
A.4. Proof of Corollary 1
From Theorem 2
1.  = 6−1µ2−1µ′ = 1
σ 2
µ2−1µ′.
2. From [2], Eq. (5.7),
Cθ,κφ

6−1,6−1
 = Cθ,κφ  1σ 2 IN−1, 1σ 2

,
=

1
σ 2
2t+l
Cθ,κφ (IN−1,) ,
=

1
σ 2
2t+l 1θ,κφ Cφ(IN−1)Cκ()
Cκ(IN−1)
.
Therefore the second line of (3), denoted by J , it is simplified as follows:
J =
∞−
θ,κ
−
φ∈θ ·κ
h(2t+l)(tr)1θ,κφ Cφ

D2

Cθ,κφ

6−1,6−1

t!l!  12Kκ Cφ (IN−1) ,
=
∞−
θ,κ
−
φ∈θ ·κ
h(2t+l)(tr)

1
θ,κ
φ
2
Cφ

D2

Cκ ()
t!l! σ 22t+l  12Kκ Cκ (IN−1) .
Note that
∑
φ∈θ ·κ

1
θ,κ
φ
2
Cφ

D2
 = Cκ D2 Cθ D2, see [2, Eq. 5.10]. Thus
J =
∞−
θ,κ
h(2t+l)(tr)Cκ

D2

Cθ

D2

Cκ ()
t!l! σ 22t+l  12Kκ Cκ (IN−1) ,
=
∞−
κ
∞−
l=0
h(2t+l)(tr)Cκ

D2

Cκ ()
t!l! σ 22t+l  12Kκ Cκ (IN−1)
−
θ
Cθ

D2

,
=
∞−
κ
∞−
l=0
h(2t+l)(tr)Cκ

D2

Cκ ()
t!l! σ 22t+l  12Kκ Cκ (IN−1)

trD2
l
.
Now, observe that h(v) =∑∞l=0 h(l)(a)l! (v − a)l, with a = tr, v = tr+ 1σ 2 trD2, and h(v) = h(2t)(v). Thus
J =
∞−
κ
h(2t)(tr+ 1
σ 2
trD2)Cκ

D2

Cκ ()
t! σ 22t  12Kκ Cκ (IN−1) ,
=
∞−
κ
h(2t)(tr+ 1
σ 2
trD2)Cκ

1
σ 2
D2

Cκ ()
t!  12Kκ Cκ (IN−1) . 
A.5. Proof of Theorem 3
From Theorem 1
dFV,D(V,D) =
πnK/2|D|N−1+K−2n∏
i<j

D2i − D2j

Γn [K/2] |6|K/2 (dD)(VdV
′)
∞−
t=0
−
κ
h(2t)

tr

6−1V′D2V

Cκ

6−1V′D2V

t!  12Kκ .
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LetW = diag(l∗1, . . . , l∗n), l∗i = Di/r, r = ‖D‖ = ‖Y‖, then dFV,W(V,W) is given by
=
πnK/2|rW|N−1+K−2nrmJ(u)∏
i<j
r2

l∗2i − l∗2j

Γn
 1
2K
 |6|K/2 (dW)(VdV′)
∞−
t=0
−
κ
h(2t)

r2tr

6−1V′W2V

Cκ

r26−1V′W2V

t!  12Kκ .
Note that
1. |rW|N−1+K−2n = rn(N−1+K−2n).
2.
∏
i<j r
2

l∗2i − l∗2j
 = r2n(n−1)/2∏i<j l∗2i − l∗2j .
3. Cκ

r26−1V′W2V
 = r2tCκ 6−1V′W2V.
Collection powers of r and defining
r = s
tr6−1V′W2V
 1
2
, with dr = ds
tr6−1V′W2V
 1
2
hence∫ ∞
0
rn(N+K−n−1)+2t−1h(2t)

r2tr6−1V′W2V

dr
=
∫ ∞
0
 s
tr6−1V′W2V
 1
2
n(N+K−n−1)+2t−1 h(2t) s2 ds
tr6−1V′W2V
 1
2
= tr6−1V′W2V−n(N+K−n−1)/2+t ∫ ∞
0
sn(N+K−n−1)+2t−1h(2t)

s2

ds.
Thus the marginal density of dFW(W) is given by
=
πnK/2|W|N−1+K−2nJ(u)∏
i<j

l∗2i − l∗2j

Γn [K/2] |6|K/2
∞−
t=0
−
κ
1
t!  12Kκ
∫
V∈Vn,N−1
Cκ

6−1V′W2V

× tr6−1V′W2V−n(N+K−n−1)/2+t (VdV′) ∫ ∞
0
sn(N+K−n−1)+2t−1h(2t)

s2

ds.
Now, let be
J =
∫
V∈Vn,N−1
Cκ

6−1V′W2V

(VdV′)
tr6−1V′W2V
n(N+K−n−1)/2+t ,
=
∫
V∈Vn,N−1
Cκ

6−1V′W2V
∑
θ
Cθ

6−1V′W2V
 (VdV′),
where the number of landmarks N are selected in such way that n(N + K − n − 1)/2 + t is a positive integer, then
θ = (li, . . . , lα) is a partition of n(N + K − n − 1)/2 + t , and∑αi=1 li = n(N + K − n − 1)/2 + t . Then we obtain the
desired result. 
A.6. Proof of Theorem 4
The result is obtained from (5) taking 6 = σ 2I and observing that |6| = |σ 2I| = (σ 2)(N−1);
tr6−1V′W2V = 1
σ 2
trV′W2V = 1
σ 2
trW2VV′ = 1
σ 2
trW2 = 1
σ 2
,
recalling that ‖W‖ = 1. Hence
J =
∫
V∈Vn,N−1
Cκ

6−1V′W2V

(VdV′)
tr6−1V′W2V
n(N+K−n−1)/2+t
= σ 2n(N+K−n−1)+t ∫
V∈Vn,N−1
Cκ

1
σ 2
V′W2V

(VdV′)
=

σ 2
n(N+K−n−1)+t 2nπn(N−1)/2
Γn [(N − 1)/2]
Cκ

1
σ 2


Cκ

W2

Cκ (IN−1)
.
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Finally, (6) is obtainedmaking the change of variable s = r/σ with ds = dr/σ in (5) and observing that Cκ

1
σ 2


Cκ

W2
 =
Cκ () Cκ

1
σ 2
W2

.
Alternatively, let l∗i = Di/r , trD2 =
∑n
i=1 D
2
i = r2 in (4), therefore
fW(W) =
2nπn(N+K−1)/2rmJ(u)
n∏
i=1

r l∗i
N−1+K−2n∏
i<j
r2

l∗2i − l∗2j

Γn [K/2]Γn [(N − 1)/2]

σ 2
(N−1)K/2 ∞−
t=0
−
κ
h(2t)

tr+ r2/σ 2 Cκ  r2σ 2W2 Cκ ()
t!  12Kκ Cκ (IN−1) .
Observe that
1.
∏n
i=1

r l∗i
N−1+K−2n = rn(N−1+K−2n)∏ni=1 l∗N−1+K−2ni .
2.
∏
i<j r
2

l∗2i − l∗2j
 = rn(n−1)∏i<j l∗2i − l∗2j .
3. Cκ

r2
σ 2
W2

= r2tCκ

1
σ 2
W2

.
Collecting powers of r we have∫ ∞
0
rn(N+K−n−1)+2t−1h(2t)

tr+ r2/σ 2 dr. 
A.7. Proof of Corollary 2
Start with
dFY(Y) = 1|6|K/2 h

tr6−1YY′

(dY).
The joint density of V,D,H is
dFV,D,H(V,D,H) =
∏
i<j

D2i − D2j

(dD)
2n|D|−(N−1+K−2n)|6|K/2 h

tr6−1V′D2V

(HdH′)(VdV′).
Recalling that∫
H∈Vn,K
(H′dH) = 2
nπnK/2
Γn [K/2]
we have that
dFV,D(V,D) =
πnK/2|D|N−1+K−2n∏
i<j

D2i − D2j

(dD)
Γn [K/2] |6|K/2 h

tr6−1V′D2V

(VdV′).
Then the required density is given by
fD(D) =
|D|N−1+K−2n∏
i<j

D2i − D2j

π−nK/2Γn [K/2] |6|K/2
∫
V∈Vn,N−1
h

tr6−1V′D2V

(VdV′).
Integrating with respect to V∫
Vn,N−1
h

tr6−1V′D2V

(VdV′) =
∫
Vn,N−1
∞−
l=0
h(l)(0)
l!

tr6−1V′D2V
l
(VdV′)
=
∞−
l=0
−
θ
h(l)(0)
l!
∫
Vn,N−1
Cθ

6−1V′D2V

(VdV′)
=
∞−
l=0
−
θ
h(l)(0)
l!
2nπn(N−1)/2Cθ

6−1

Cθ

D2

Γn
 1
2 (N − 1)

Cθ (IN−1)
= 2
nπn(N−1)/2
Γn [(N − 1)/2]
∞−
l=0
−
θ
h(l)(0)
l!
Cθ

6−1

Cθ

D2

Cθ (IN−1)
.
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Then,
fD(D) =
2nπn(N+K−1)/2|D|N−1+K−2n∏
i<j

D2i − D2j

Γn [K/2]Γn [(N − 1)/2] |6|K/2
∞−
l=0
−
θ
h(l)(0)
l!
Cθ

6−1

Cθ

D2

Cθ (IN−1)
.
Alternatively, from Theorem 2, if we take
1. h(2t+l) (tr) = h(l)(0),
2. 1θ,κφ = 1θ,θφ = Cθ (I)Cθ (I) = 1,
3. Cφ(D2) = Cθ (D2), Cφ(I) = Cθ (I),
4. Cθ,κφ

6−1,6−1
 = Cθ,κφ 6−1, 0 = Cθ 6−1,
the required result follows. 
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