Abstract. This paper gives a simple method for constructing vector-valued Siegel modular forms from scalar-valued ones. The method is efficient in producing the siblings of Delta, the smallest weight cusps forms that appear in low degrees. It also shows the strong relations between these modular forms of different degrees. We illustrate this by a number of examples.
Introduction
In this paper we describe a simple method to construct vector-valued Siegel modular forms from scalar-valued ones by developing modular forms in the normal bundle of a locus on which they vanish. If f is a scalar-valued Siegel modular form of degree g and weight k, given by a holomorphic function on the Siegel upper half space H g and 1 ≤ j ≤ g − 1 an integer, then the restriction of f to the diagonally embedded H j × H g−j in H g gives a tensor product f ′ ⊗ f ′′ of modular forms of weight k and degree j and g − j. If f vanishes on H j × H g−j , then we can develop f in the normal bundle of H j × H g−j inside H g and one finds as lowest non-zero term a sum of tensor products of vector-valued Siegel modular forms of degree j and g − j. By applying this to well-known scalar-valued Siegel modular forms one can produce explicit vector-valued Siegel modular forms on the full group Sp(2g, Z). In this way one can produce for example many siblings of Delta, modular forms that play for a given low degree g a role analogous to the role that ∆, the cusp form of weight 12 on SL(2, Z), plays for elliptic modular forms. That is, the cusp forms that appear among the first few if one orders these according to their Deligne weight. For example, for degree 2 the first cusp forms that appear are a cusp form χ 10 of weight 10, a form χ 12 of weight 12 and a vector-valued form χ 6,8 of weight (j, k) = (6, 8) of Deligne weight j + 2k − 3 equal to 17, 19 and 19. The forms χ 10 and χ 6, 8 appear immediately in the development of the Schottky form, a scalar-valued cusp form of weight 8 in degree 4, along H 2 × H 2 . Similarly, the first cusp form in degree 3 is a cusp form of weight (4, 0, 8) and is also obtained by developing the Schottky form, this time along H 1 × H 3 .
Recently there has been quite some progress in our knowledge of vector-valued Siegel modular forms of low degree; besides [3] there is the impressive work of Chenevier and Renard and Taïbi (see [5, 6, 20] ) who among other things give conjectural values for the dimensions of spaces of cusp forms for degree g ≤ 6. As an illustration of our method we construct cusp forms in a number of cases where the dimension of the space is predicted to 1991 Mathematics Subject Classification. 14J15, 10D. 1 be 1. For example, we construct the 'first' cusp form in degree 5, of weight (2, 0, 0, 0, 10). Likewise, we construct a form of weight (2, 0, 0, 0, 0, 0, 10) in degree 7, again of rather low Deligne weight (44) compared with that (56) of the first scalar-valued cusp form (of weight 12).
Just like the ubiquitous ∆, the siblings of ∆ appear to play a role at many places, e.g. in the study of K3 surfaces, and they all appear to be intimately connected. We study the form χ 6, 8 and some other siblings of Delta in more detail, giving alternative constructions and calculating eigenvalues of Hecke operators. In an appendix we summarize some facts about Hecke operators of degree 2 and 3 that we need.
Restricting scalar-valued modular forms
Let Γ g = Sp(2g, Z) be the symplectic group of degree g acting in the usual way on the Siegel upper half space H g :
for all τ ∈ H g and ( a b c d ) ∈ Γ g . We denote by M k (Γ g ) the space of scalar-valued Siegel modular forms of weight k on Γ g , that is, holomorphic functions on H g satisfying
for all (a, b; c, d) ∈ Γ g and τ ∈ H g (and satisfying an additional holomorphicity condition at infinity for g = 1). More generally, if g > 1 and ρ : GL g → GL(V ) denotes a finitedimensional complex representation of GL g , then by M ρ (Γ g ) we mean the vector space of holomorphic functions f :
If ρ is an irreducible complex representation of GL g of highest weight w = (a 1 ≥ a 2 ≥ · · · ≥ a g ) then we denote the complex vector space
). The subspaces of cusp forms are denoted by S k (Γ g ) and S ρ (Γ g ). These cusp forms can be interpreted as sections of a line bundle or a vector bundle on the quotient space
) is a scalar-valued modular form of weight k we can restrict f to H j ×H g−j , where we use the modular embedding Γ j × Γ g−j → Γ g , given by
with corresponding map for the symmetric spaces
The result is a tensor product of modular forms
. In [17] Witt used this method to study Siegel modular form of degree 2. However, often this restriction vanishes. If this is the case we can develop f in the conormal bundle of
This conormal bundle is a vector bundle of rank j (g − j) with an action of Γ j × Γ g−j and it descends to the tensor product
on A j × A g−j of the pullbacks of Hodge bundles E j and E g−j on the factors A j and A g−j . Here p j (resp. p g−j ) denotes the projection of Γ j \H j × Γ g−j \H g−j onto the factor Γ j \H j (resp. Γ g−j \H g−j ). This readily can be checked by a direct computation, but also follows from the observation that the cotangent space to the moduli space A g = Γ g \H g of principally polarized complex abelian varieties at a (general) point X ′ × X ′′ with X ′ (resp. X ′′ ) a principally polarized abelian variety of dimension j (resp. g − j), can be identified with Sym
, with T X = T X ′ ⊕ T X ′′ denoting the tangent space to X at the origin, and the middle term corresponds to the (co-)normal space. Since for g = 2j the map of A j × A j → A g has degree 2, we see the development of f along H j × H j is symmetric, that is, invariant under the interchange of factors.
The Hodge bundle E g on A g is associated to the standard representation of GL g . In concrete terms it corresponds to the factor of automorphy cτ + d. Its determinant is denoted L g . The bundle N ∨ then corresponds to the tensor product of the standard representations of GL j and GL g−j .
If f is a scalar-valued modular form of weight k, that is, a section of L k g , we can develop f in a point (τ ′ , 0, τ ′′ ) ∈ H j × H g−j in a Taylor series: if we write τ ∈ H g as
where t r (f ) is the sum of the terms of degree r in the coordinates z a,b with 1 ≤ a ≤ j, 1 ≤ b ≤ g − j of z; in other words we develop f along H j × H g−j . If t 0 (f ) vanishes then we can interpret the term t 1 (f ) as a section of the conormal bundle tensored with L k g over H j × H g−j and it descends to a section of the vector bundle
and the quotient B j /B j−1 is isomorphic to Sym j (N ∨ ). We consider the rth symmetric power Sym r (N ∨ ). Note that if we have two vector spaces V 1 and V 2 of dimension j and g − j with the standard GL j and GL g−j -action then we have a natural map
which is an isomorphism if either V 1 or V 2 has dimension 1. In this case we have Sym
. We begin by considering this case.
to order r and not to higher order, then the lowest order terms of f along
where the weight k ′′ of f ′′ equals (r, 0, . . . , 0, k).
Proof. If t j (f ) = 0 for j < r but t r (f ) = 0 then t r (f ) defines a non-zero section of Sym
and the pullback of this to
For given partition g = j + (g − j) of g we let GL j × GL g−j be the subgroup of GL g that respects a decomposition V = V 1 ⊕ V 2 . In general, the space Sym k (V 1 ⊗ V 2 ) admits a decomposition as a direct sum of tensor products of irreducible representations of GL j × GL g−j in which the term Sym
has high codimension. If f is a scalar-valued Siegel modular form of weight k vanishing up to order r along H j × H g−j then we look at its term of order r. This defines a section of
and we can project it to each of the irreducible constituents of this bundle; in particular we can consider the projection of the second factor to Sym
. The following proposition describes the result.
) with k ′ (resp. k ′′ ) a vector of length j (resp. g − j) of the form (r, 0, . . . , 0, k) .
In general, if V n is the standard representation of GL n and we write it as V n = V j ⊕V g−j then we have a decomposition of Sym
If the restriction of a scalar-valued Siegel modular form f vanishes up to order r along H j ×H g−j , then the projection onto any of the isotypic spaces in (2) gives a vector-valued modular form. But we can also find modular forms further on in the Taylor expansion. The following proposition gives an example.
We write a form f ∈ M k (Γ g ) as a Taylor expansion f = n≥0 t r (f ) and decompose each term in its isotypic components t n (f ) = λ t n,λ (f ), where λ indexes the irreducible representations R λ that occur in Sym
) vanish to order r on H j × H g−j and write f = n≥r t r (f ). Let R α be an irreducible representation of GL j × GL g−j occurring in the representation Sym r+1 (V j ⊗ V g−j ) that does not occur in (V j ⊗ V g−j ) ⊗ R β for any R β for which t r,β (f ) = 0. Then the projection t r+1,α (f ) of f to the α-isotypic component of the (r + 1)th step is a modular form.
Proof. Exterior differentiation d induces the homogeneous differential operator on
In terms of representations of GL it corresponds to multiplication by V j ⊗ V g−j . In fact, the functional equation for f says that f (γτ ) = ρ(γ, τ )f (τ ) for γ ∈ Γ j × Γ g−j ⊂ Γ g and this implies
and since t r (f ) is a classical modular form we see that
Note that t 1 (ρ(γ, τ )) is isomorphic to V j ⊗ V g−j as a GL-representation. Projection on the isotypic terms gives the result.
Question 2.4. In connection with the method presented here it is an interesting question what the ideal is of scalar-valued Siegel modular forms of degree g vanishing on H j ×H g−j .
For g = 2 and j = 1 the answer is the ideal generated by χ 10 , but for other cases, even for g = 3, the answer seems unknown. See also Igusa [12] and Sasaki [19] .
Example: Restricting The Schottky Form
We illustrate the method by the example of the restriction of the Schottky form J 8 , a cusp form of weight 8 in degree 4 along degree 2 + 2 and degree 3 + 1, cf. [11] . Its divisor in A 4 is the closure of the locus of Jacobians. The Schottky form can be described in various ways: as the difference of the theta series attached to the two unimodular lattices E 8 ⊕ E 8 and D + 16 , but also as the Ikeda lift of ∆ ∈ S 12 (Γ 1 ). For yet other descriptions, we refer to [18] top of the page 209. Since there are no cusp forms of weight 8 on Γ 2 , its restriction to H 2 × H 2 vanishes. Using the action of the matrix
′′ is the standard representation of GL 4 and V ′ and V ′′ are the standard representations of GL 2 then we have a decomposition
so starting with a modular form f of weight k that vanishes with order 2 along H 2 × H 2 the term t 2 (f ) gives modular forms in
But in the case at hand k = 8 and the spaces S 2,8 (Γ 2 ) and S 0,9 (Γ 2 ) vanish. Therefore we pass to order 4. Here we have the identification of Sym
Thus for a modular form of weight k on Γ 4 which vanishes at order four along
The following Proposition shows that ∆ and its siblings of degree 2 and 3 occur in the development of the Schottky form.
Proposition 3.1. For the Schottky form J 8 ∈ S 8 (Γ 4 ) of weight 8 on Γ 4 the term t 4 (J 8 ) in the restriction from degree 4 to degree 2 + 2 is a non-zero multiple of
with χ 10 a generator of S 10 (Γ 2 ), while the projection of
where χ 6,8 is a generator of S 6,8 (Γ 2 ). The term t 4 (J 8 ) in the restriction from degree 4 to degree 3 + 1 is a non-zero multiple of
. By calculating the coefficients one sees that it does not vanish. Playing the same game with the term t 6 (J 8 ) we find components in
where λ runs through (6, 0), (4, 1), (2, 2) and (0, 3). By Proposition 2.3 all components except the last one can give modular forms. But the spaces S 4,9 (Γ 2 ), S 2,10 (Γ 2 ) and S 0,11 (Γ 2 ) are zero, therefore we find
and a calculation shows that this term does not vanish. The argument for the restriction from degree 4 to 3 + 1 is similar.
More details on the forms χ 6,8 and the form in S 4,0,8 (Γ 3 ) can be found in sections 8 and 9.
Dimensions of Spaces of Scalar Cusp Forms
It will be useful to have a table for the dimensions of scalar-valued Siegel modular cusp form of weight 4 ≤ k ≤ 18 and degree 1 ≤ g ≤ 8. We will use this table as a heuristic tool that tells us where to look for modular forms vanishing on H j × H g−j . The tables of Taïbi [20] provide the dimensions in many cases, though some of his results are conditional. For g = 2 the dimensions were determined by Igusa, for g = 3 by Tsuyumine. For degree 4 there are results of Poor and Yuen in [18] . 
Restricting from Degree Three
Restriction of forms on Γ 2 to forms on Γ 1 ×Γ 1 does not produce vector-valued modular forms, just scalar-valued ones, though it shows how much the siblings of Delta are related: χ 10 ∈ S 10 (Γ 2 ) vanishes on H 1 × H 1 and its first non-vanishing term, t 2 , gives ∆ ⊗ ∆, while in a similar way Igusa's cusp form χ 35 ∈ S 35 (Γ 2 ) produces ∆ 2 e 12 ⊗ ∆ 2 e 12 with e 12 the Eisenstein series of weight 12 on Γ 1 .
The rings of scalar-valued Siegel modular forms on Γ g for g ≤ 3 are well-known. ( [9, 21] ). A generator ψ 12 of S 12 (Γ 3 ) is given by the following combination of theta series associated to Niemeier lattices (of rank 24)
where we refer for example to [16] for notations for lattices. The coefficients in Fourier expansion N ≥0 a(N)e 2πiTr(N τ ) of ψ 12 that we need are a(1 3 ) = 164, a(A 1 (1/2)) ⊕ A 2 (1/2)) = 18 and a(A 3 (1/2)) = 1. Thus the restriction of ψ 12 to H 1 × H 2 does not vanish and equals 24 ∆ ⊗ χ 12 .
The restriction of a cusp form in S 14 (Γ 3 ) to H 1 × H 2 must vanish. Let F be the cusp form of weight 14 that generates S 14 (Γ 3 ). The form F was constructed first by Miyawaki ([15, ) and later by Ikeda as a lift ( [13] ). We recall its construction. Let
be the unimodular lattice of rank 16 which is not
We shall denote the Eisenstein series of weight k for Γ 1 by e k and for Γ g with g ≥ 2 by E k .
Proposition 5.1. The lowest non-zero term in the development of F along H 2 ⊗ H 1 is t 2 (F ) and it is a non-zero multiple of the form χ 2,14 ⊗ ∆e 4 , where ∆e 4 ∈ S 16 (Γ 1 ) and
Proof. We claim that the term t 2 (F ) starts as follows . This can be deduced from [15] (last table there) and the fact that the Fourier coefficients a(N) of F satisfy a(N) = a(U t NU) for U ∈ GL(3, Z). We know that t 2 (F ) lies in S 2,14 (Γ 2 ) ⊗ S 16 (Γ 1 ) and does not vanish. We can construct a generator of S 2,14 (Γ 2 ) by the bracket construction, cf. [10, 7] . The Fourier expansions of χ 10 and the Eisenstein series E 4 ∈ M 4 (Γ 2 ) start as follows: Proof. From the fact that there is no cusp form of weight less than 24 on Γ 1 that vanishes twice at the cusp it follows that t i (χ 18 ) vanishes for i ≤ 5. We know that the t 6 (χ 18 ) lies in S 6,18 (Γ 2 ) ⊗ S 24 (Γ 1 ). But the subspace of S 24 (Γ 1 ) of elements vanishing twice at infinity is generated by ∆ 2 . Moreover, the calculation Note that the paper [14] gives a closed formula for the eigenvalues of an Ikeda lift.
According to [3] we should have dim S 4,0,8 (Γ 3 ) = 1, dim S 2,0,10 (Γ 3 ) = 1 and dim S 2,0,14 (Γ 3 ) = 2. We denote the generating eigenforms by χ 4,0,8 , χ 2,0,10 , and χ 2,0,14 and χ 
Note that if f is a form in S k (Γ 4 ) such that along H 2 × H 2 we have that t k (f ) = 0 for k < 6 then t 6 (f ) lies in
We can deduce the Fourier expansion of these forms. For example, for the Fourier expansion of χ 2,0,10 /12(2πi) 2 is given by 
Restriction from Degree Six and Eight
We begin by constructing a form of weight 10 both in degree 8 and degree 6. The Ikeda lift of ∆ ∈ S 12 (Γ 1 ) to degree 8 gives a form I 8 (∆) in S 10 (Γ 8 ). For our purpose we need a number of Fourier coefficients of I 8 (∆) = T b(T )e 2πitr(T ·τ ) ; in fact, we need these for all positive definite half-integral symmetric matrices with diagonal equal to (1, . . . , 1). For a positive definite half-integral symmetric matrix T with fundamental discriminant D T the Fourier coefficient is given by b(T ) = c(|D T |) = c(det(2T )), where
is the form of half-integral weight corresponding to ∆ under the Shimura correspondence. By restricting this form I 8 (∆) to H 7 × H 1 we find linear relations between the Fourier coefficients and this gives a way of calculating further Fourier coefficients. Indeed, the restriction r 7,1 (I 8 (∆)) is zero in view of dim S 10 (Γ 7 ) = dim S 10 (Γ 1 ) = 0 and we thus find that the Fourier coefficient at N ⊗ A 1 (1/2)) of r 7,1 (I 8 (∆)) is given by
where the sum runs over all positive definite T with upper left block N and lower right block A 1 (1/2). This gives a relation b(
In this way we obtain a number of relations between the Fourier coefficients. Furthermore we consider the restriction of I 8 (∆) to H 6 × H 2 . We know that S 10 (Γ 2 ) is generated by the form χ 10 and that dim S 10 (Γ 6 ) = 1. Then restricting further to
gives further relations. Together these suffice to determine all the coefficients b(I 8 (∆), T ) for T a positive definite half-integral symmetric matrix with diagonal equal to (1, . . . , 1). At the same time it gives us a number of Fourier coefficients of the generator G ∈ S 10 (Γ 6 ). This shows that we get a non-zero cusp form of weight 10 on Γ 6 . The results are given in two tables.
Proposition 7.1. The restriction of second order of I 8 (∆) along H 7 × H 1 is a non-zero form in S 2,0,0,0,0,0,10 (Γ 7 ) ⊗ S 12 (Γ 1 ). The restriction of the generator G ∈ S 10 (Γ 6 ) along H 5 × H 1 is a non-zero form in S 2,0,0,0,10 (Γ 5 ) ⊗ S 12 (Γ 1 ).
Proof. We write the term t 2 (I 8 (∆)) as F ⊗ ∆ with F ∈ S 2,0,0,0,0,0,10 (Γ 7 ). It is given as the transpose of (
Then the Fourier expansion of F starts as follows:
and I 7 is the set of symmetric positive definite half-integral 7 × 7 matrices with (1, . . . , 1) on the diagonal. The 'constant' term in the Fourier expansion of F is a(1 7 ) and we get it by substituting τ 18 = . . . = τ 78 = 0 in the transpose of and I 8 is the set of positive definite half-integral matrices of the form ( 1 7 n n t 1 1 ). This set of matrices contains 379 elements and we can classify them modulo GL(7, Z)-equivalence.
As it turns out the lattices 8A 1 (1/2), 6A 1 (1/2) ⊕ A 2 (1/2), 5A 1 (1/2) ⊕ A 3 (1/2) and 4A 1 (1/2) ⊕ D 4 (1/2) occur with multiplicities 1, 14, 84 and 280. We thus find Along similar lines one finds the following result.
Proposition 7.2. The second order restriction t 2 (G) of the generator G ∈ S 10 (Γ 6 ) along H 5 × H 1 is a non-zero form in S 2,0,0,0,10 (Γ 5 ) ⊗ S 12 (Γ 1 ). Furthermore, the second order restriction of G along H 3 × H 3 yields a form f ⊗ f with f a non-zero form in S 2,0,10 (Γ 3 ).
Note that the spaces S 2,0,0,0,10 (Γ 5 ) and S 2,0,10 (Γ 3 ) are both 1-dimensional according to Taïbi [20] .
8. The Sibling χ 6,8 of degree 2
As we have seen the form χ 6,8 in S 6,8 (Γ 2 ) appears ubiquitously. Its presence was first seen in the cohomology of local systems on the moduli spaces A 2 and M 2 in [8] . One of us asked Ibukiyama whether he could construct a form in S 6,8 (Γ 2 ). Ibukiyama answered in 2001 with a construction of this form using theta functions with pluriharmonic polynomial coefficients.. Now we have easier ways to construct it. One way is as follows. Let G t i = (∂ϑ i /∂z 1 , ∂ϑ i /∂z 2 ) be the (transposed) gradient of the ith odd theta function for i = 1, . . . , 6, see [7] . It defines a section of E 2 ⊗ det(E 2 ) 1/2 for the congruence subgroup Γ 2 [4, 8] . We let Sym j (E 2 ) be the S j -invariant subbundle of E ⊗j 2 . Then the expression Sym j (G 1 , . . . , G 6 ) defines a cusp form f 6,3 of weight (6, 3) on the principal congruence subgroup Γ 2 [2] . The product χ 5 f 6,3 with χ 5 , the product of the ten even theta characteristics, is a form of level 1 and is up to a normalization equal to χ 6,8 :
We write its Fourier expansion as
It starts as follows (with q 1 = e 2πiτ 1 , q 2 = e 2πiτ 2 and r = e 2πiτ 12 )
Using standard involutions one sees that interchanging q 1 and q 2 inverts the order of the coordinates of a(N), while interchanging r and 1/r makes the ith coordinate change sign by (−1)
i for i = 0, . . . , 6. One can read off the first non-zero Fourier coefficients:
Remark 8.1. We can play the same game of restriction also with χ 6,8 . It restriction to H 1 ×H 1 vanishes. Its first non-vanishing term is t 1 (χ 6, 8 ) and it can be viewed as a section of
with L We end this section by giving a list of eigenvalues λ p for the Hecke operator T p for p prime ≤ 47. These eigenvalues were obtained by using the Fourier expansion. In an appendix we give a short summary how to calculate such eigenvalues. In [8] the eigenvalues λ p of T (p) and λ p 2 of T (p 2 ) were calculated for p = 2, 3, 5 and 7 using a completely different method, namely using counting points on genus 2 curves over finite fields. In [3] this was extended to all eigenvalues of T (q) with q ≤ 37 and q = 27. These values agree. Yet another way to obtain these eigenvalues is given in [5, Section 2, 
Using the action of γ ∈ Γ 3 that sends τ ij to τ ′ = τ σ(i),σ(j) with σ = (1 3) ∈ S 3 we see that the coordinates v i (i = 1, . . . , 15) of the Fourier coefficients satisfy the identities to calculate the Hecke eigenvalue at 2, see the appendix. We have λ 2 = −1728, and this fits because B is a lift of ∆ from Γ 1 (see [3] ) and its Hecke eigenvalue λ p is given by the
where τ (p) is the Hecke eigenvalue of ∆ at p.
Appendix: Hecke Operators for Vector valued Modular forms of Degree Two
Here we give a short treatment of Hecke operators on vector-valued Siegel modular forms of degree 2. The basic reference is [2] . Then we define an action of
, the slash operator is given by:
The action on the Fourier expansion of F (τ ) = N ≥0 a(N)e 2πiTr(N τ ) is given by the following proposition. If
and if we write [n 1 , n 12 , n 2 ] for N = n 1 n 12 /2 n 12 /2 n 2 with n i ∈ N and n 12 ∈ Z, we have
where a([n 1 , n 12 , n 2 ]) = 0 if n 1 , n 2 and n 12 are not all integral.
where in the latter case m 1 and m 2 are the two integers 0 ≤ m i ≤ p − 1 that reduce to the roots of the polynomial 1 + X + X 2 over F p .
where in the latter case ±m 0 are the two roots of the polynomial 1 + X 2 over F p .
With these corollaries we can calculate eigenvalues λ p of an eigenform F ∈ M j,k (Γ 2 ) as follows. We now consider the action on a modular form F ∈ M j,k (Γ 2 ) by We will use two kinds of notations for N = n 1 n 12 /2 n 13 /2 n 12 /2 n 2 n 23 /2 n 13 /2 n 23 /2 n 3 , namely N = n 1 n 12 /2 n 13 /2 n 12 /2 n 2 n 23 /2 n 13 /2 n 23 /2 n 3 ↔ [n 1 n 2 n 3 ; n 12 n 13 n 23 ] ↔ n 1 n 2 n 3 n 12 n 13 n 23 .
We also use the notations Sym i (a −1 ) = Sym −i (a) and Sym j (∧ 2 (a −1 )) = Sym −j (∧ 2 (a)).
