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ABSTRACT 
Consider the vertex-edge incidence matrix of an arbitrary undirected, loop- 
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less graph. We completely determine the possible minors of such a matrix, These 
depend on the maximum number of vertex-disjoint odd cycles (i.e., the odd tul- 
geity) of the graph. The problem of determining this number is shown to be 
NP-hard. Turning to maximal minors, we determine the rank of the incidence 
matrix. This depends on the number of components of the graph containing no 
odd cycle. We then determine the maximum and minimum absolute values of 
the maximal minors of the incidence matrix, as well as its Smith normal form. 
These results are used to obtain sufficient conditions for relaxing the integrality 
constraints in integer linear programming problems related to undirected graphs. 
Finally, we give a sufficient condition for a system of equations (whose coefficient 
matrix is an incidence matrix) to admit an integer solution. 
1. INTRODUCTION AND BACKGROUND 
Consider an undirected, loopless graph G with n vertices and m edges. 
(We will always assume that G has at least one edge.) Let the n x m vertex 
edge incidence matrix of G be denoted by A = A(G) = [aij], where 
if vertex i is incident with edge j, 
Note that an n x m matrix of O’s and l’s is the incidence matrix of some 
undirected graph on n vertices and m edges if and only if each of its column 
sums is 2. (We have imposed the requirement that G contain no loops for 
simplicity; with appropriate modifications in the definitions and proofs, it 
could be omitted.) 
Suppose that M is a p x p submatrix of A, where necessarily 1 5 
p 5 min(m,n). In this paper we investigate the possible values that the 
determinant of M can attain. Specifically, in Section 2 we show that such 
a minor is either 0 or of the form *2” for /c a nonnegative integer. The 
exponent k is shown to be bounded by the number of vertex-disjoint odd 
cycles in G. Recall [6] that the number of disjoint cycles of a graph G has 
been called the tzllgeity T = 7(G) (or point-cycle multiplicity) of the graph 
and has been studied by several authors 17, 8, 11, 211. Thus, the constant 
k is bounded by the odd tulgeity ro = -Q(G) of G, i.e., TO is defined to be 
the maximum number of vertex-disjoint odd cycles in G. Moreover, for 
each k, 0 2 k < TO, there exists a minor equal to f2”. As an immediate 
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corollary, we obtain the well-known [13, p. 71 result that the incidence 
matrix A of an undirected graph G is totally unimodular (i.e., every minor 
is 0 or fl) if and only if G is bipartite. (Recall that 70 = 0, i.e., G has no 
odd cycles, if and only if G is bipartite. Moreover, if G is assumed to be 
a directed graph, then its (appropriately defined) incidence matrix is well 
known to be totally unimodular [13, p. 61. We also show that the problem 
of determining TO(G) is J/P-hard. 
Next we consider the maximal minors of A. We show that the rank of 
A is n - Q, where cc = co(G) is defined to be the number of connected 
components of G that contain no odd cycles. (See [17, 181 for earlier evalu- 
ations of the rank of A.) The maximal minor of A with muximum absolute 
value is shown to be 2ro. Analogously, the nonsingular maximal minor of 
A with minimum absolute vlaue is 2=‘, where cl = cl(G) is defined to be 
the number of connected components of G that contain at least one odd 
cycle. (Thus, cc + cl is the number of components of G.) Clearly, 70 > cl. 
Moreover, for each lc, cl 5 lc 5 70, there exists a maximal minor whose 
absolute value is 2”. 
As a consequence of the above, in Section 3 we are able to obtain the 
Smith normal form of A. It is the (nonsquare) diagonal matrix with diago- 
nal given by a string of n - c copies of 1, followed by cl copies of 2, followed 
by the appropriate number of 0’s. 
Our results in Section 2 may be applied to integer linear programming 
problems associated with undirected graphs. In particular, in Section 4 
we obtain sufficient conditions on the problem data for the integrality con- 
straints to be relaxed, i.e., for the problem to be an ordinary linear pro- 
gramming problem. Thus, the problem is solvable by linear programming 
methods, as opposed to integer linear programming methods. 
It is well known that if 70 = 0, i.e., A is totally unimodular, then 
the system of equations Ax = b, for b an integer m-tuple, has an integer 
solution (if it has a solution). We conclude with a sufficient condition for 
this system to have an integer solution in the event that 70 > 1, in which 
case A is not totally unimodular. 
2. RANK AND MINORS 
We begin with a special case of our main result in this section. Note 
that cl > 0 if and only if G contains an odd cycle. 
THEOREM 2.1. Suppose that G is a loopless, connected graph with n 
vertices and n edges. 
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Then 
Proof. The hypothesis imply that G is unicyclic, consisting of one 
cycle with (possibly trivial) rooted trees “growing” out of each vertex of 
the cycle. Note that every nontrivial rooted tree has a leaf with degree 1. 
To compute det A, we can expand along any row containing exactly one 1. 
This corresponds to deleting from G a vertex of degree 1 and its incident 
edge. Thus, up to sign, the determinant of A is equal to the determinant 
of the incidence matrix of a smaller unicyclic graph. Ultimately, we must 
compute the determinant of the incidence matrix A($) of a cycle C, for 
some p, 2 5 p 5 n. Without loss of generality, we may take 
1 1 0 0 0 ... 0 0 1 1 1 0 0 ... 0 0 0 1 
0 1 1 0 ... 0 0 0 
A(C,) = : : : : : : : 
(j 0 0 (j . . . 1 . 1 . 0 .
Lo 0 0 0 ... 0 1 11 
By expanding about the first row, we see that 
detA(C,) = 
2 if p is odd, 
0 if p is even. 
Thus, either det A = 0 or det A = f2, according as the unique cycle in A 
is even or odd. ??
The following is our main result in this section. 
THEOREM 2.2. Let G be a loopless graph. Let M be a p x p submatrix 
of A. Then det M is either 0 or 312~, where k is an integer satisfying 
0 5 k 5 TO. Moreover, for each such k, there exists a minor with absolute 
value equal to 2”. 
Proof The proof of the first claim is by induction on p, for fixed G. For 
p = 1, we have det M = 0 or det M = 1 = 2’. Suppose that the theorem 
istruefor 1, . . . , p - 1, where p > 1. If M has a row or column containing 
no l’s, then det M = 0. If M has a row or column containing exactly 
one 1, then expanding about this element, we obtain det M = f det M’, 
where M’ is the (p - 1) x (p - 1) submatrix of M obtained by deleting 
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the appropriate row and column. By inductive assumption, det M’ = 0 or 
det M’ = f2” for some k, 0 5 k < 70. 
Thus, we may assume that each row and column of M has at least 
two 1’s. Since the columns of M also have at most two l’s, it follows 
immediately that each row and column contains exactly two 1’s. Thus, M 
is the incidence matrix of a graph H with p edges and p vertices, where 
each vertex has degree 2. It follows that H is the disjoint union of Ic cycles 
Hi, i = 1,. . . , k, for some k. 
Consequently, the incidence matrix M of H can be written in block 
diagonal form as 
Ml 0 0 . . . 0 - 
0 Mz 0 ... 0 
M= 0 0 M3 ... 0 , 
. . . . . . . . . . . . . 
-0 0 0 ... h!&_ 
where each Mi is a square submatrix of M, i = 1,. . . , k, namely, the 
incidence matrix A(Hi) of Hi. We know that det Mi = 0 (if Hi is an even 
cycle) or 52 (if Hi an odd cycle). Clearly, 
k 
det M = & n det Mi. 
i=l 
Thus, if one of the Hi is an even cycle, then det M = 0; however, if all the 
Hi are odd cycles, then det M = f2 k. In the latter case, it is clear that 
k 5 ro. Note also that necessarily k 5 p/3, since each odd cycle has length 
at least 3. 
Finally, if 1 < k 5 70, then there exist k vertex-disjoint odd cycles 
in G. Let M be the square submatrix of A which is the incidence matrix 
corresponding to the union of these cycles. Then, as above, the determinant 
ofMis f2k. ??
COROLLARY 1. The least common multiple of the (absolute values of 
the) nonsingular minors of A is 270. 
COROLLARY 2. If G is Eulerian with an 
is not totally unimodular. 
odd number of edges, then A 
Proof. In this case, there must exist an odd cycle, since an Eulerian 
graph can be decomposed into edge-disjoint cycles. ??
218 JERROLD W. GROSSMAN ET AL. 
As a consequence of Theorem 2.2, we obtain the following well-known 
result. 
THEOREM 2.3. The undirected graph G is bipartite if and only if its 
incidence matrix A is totally unimodular. 
Proof. Suppose G is bipartite, so that 70 = 0. Hence, each minor of A 
is either 0 or f2’ = fl, so A is totally unimodular. Conversely, if G is not 
bipartite, then necessarily 70 2 1. Hence, A has a minor of absolute value 
greater than 1, i.e., A is not totally unimodular. ??
THEOREM 2.4. The problem of determining the odd tulgeity TO of a 
graph G is NP-hard. 
Proof. If we could compute 70 in polynomial time, then as a special 
case, we could determine whether ro = t for a given graph G with 3t 
vertices. This would solve the Partition-into-triangles problem, which is 
well known to be NP-complete [12, p. 681. ??
Next we turn to consideration of the maximal minors of A, i.e., the 
determinants of the submatrices of A of maximum rank. This requires 
knowing the rank of A. Recall [3, p. 301 that, if D is a directed graph with 
underlying undirected graph G, then the rank of the (oriented) incidence 
matrix of D is n-c, where c = c(G) is the number of connected components 
of G, i.e., c = cc + cl. Note that this rank is independent of the particular 
orientation D of G. Our objective here is to determine the rank of A and 
compare it with n - c. The following is our undirected version of Theorem 
2.3.2 of [3]. 
THEOREM 2.5. The rank of A is n - ~0. In fact, if we delete ~0 rows 
from A, each one coresponding to a vertex of each of the Q components of 
G without odd cycles, then the resulting matrix has rank n - Q. 
Proof. Clearly the rank of A is the sum of the ranks of the incidence 
matrices of the connected components of G, so it suffices to assume that 
G is connected and show that the rank of A is n if G has an odd cycle 
and n - 1 if it does not. If G has an odd cycle (i.e., ~0 = 0), then we 
can use a standard spanning-tree algorithm to find a connected, unicyclic 
subgraph of G with n vertices, containing this odd cycle. By Theorem 2.1, 
the determinant of the incidence matrix of this subgraph is f2, so this 
n x n submatrix of A is nonsingular; it follows that the rank of A is n. 
Next suppose that G has no odd cycle (i.e., cc = 1). Let T be a rooted 
spanning tree of G, and let M be the (n - 1) x (n - 1) submatrix of A 
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corresponding to T with its root (but not the edges incident to the root) 
omitted. We can evaluate det M by repeatedly expanding along the rows 
corresponding to leaf vertices of T; so det M = fl. Therefore, the rank 
of A is at least n - 1. (The second claim in the statement of the theorem 
follows from this construction.) To see that this rank cannot be n, it is 
enough to note that any n x n submatrix of A necessarily contains all the 
rows and hence is the incidence matrix for a subgraph of G. By Theorem 
2.1, its determinant is 0 if G does not contain an odd cycle. ??
THEOREM 2.6. The mmimal minor of A with maximum absolute value 
is 2”‘. The nonsingular maximal minor with minimum absolute value is 
2=1. Furthermore, for each k, cl 5 k 5 TO, there exists a maximal minor 
whose absolute value is 2k. 
Proof. By the proof of Theorem 2.2, we can find a subgraph G’ of G 
consisting of the vertex-disjoint union of ro odd cycles. The determinant of 
the incidence matrix of this subgraph will be &2To; furthermore, no minor 
has larger absolute value. We can then extend G’ to a subgraph G” with 
n vertices as follows. In each component of G without an odd cycle, adjoin 
a rooted spanning tree; the number of such components is ~0. In those 
components of G with one or more odd cycles, successively adjoin an edge 
of G from an isolated (in G”) vertex to a nonisolated (in G”) vertex until no 
isolated (in G”) vertices remain. By Theorem, 2.5 A(G”) has rank n - Q. 
Let M be the maximal rank submatrix of A(G”) obtained by deleting from 
A(G”) the CQ rows corresponding to the roots of the spanning trees in the 
components without odd cycles. It is easy to see that det M = f270. 
The second part of the theorem is immediate. The last statement can 
be obtained from the above construction if we modify it as follows. Select 
k vertex-disjoint odd cycles from the 70 such cycles available, making sure 
that at least one odd cycle is selected from each of the components of 
G that contain odd cycles (this is possible because k > cl). Let G’ be 
the subgraph of G consisting of the resulting k odd cycles. Then proceed 
as above. ??
COROLLARY The greatest common divisor of the (absolute values of 
the) non-singular maximal minors of A is equal to 2’1. 
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3. SMITH NORMAL FORM 
In Section 2 we determined the rank and the minors of the incidence 
matrix A of an undirected, loopless graph G. To characterize the structure 
of A even further, we next determine its Smith normal form. 
Interesting applications of the Smith normal form of the incidence 
matrix of a design may be found in [2, 4, 51. The Smith normal form 
of the Laplacian matrix of a graph is studied in [l], and that of its edge 
version is used in [15]. Several interesting properties of and polynomial- 
time algorithms to find the Smith normal form are discussed in [19]. 
In [20], H. J. S. Smith proved that any integer matrix A can be trans- 
formed by elementary integral row and column operations into the form 
D 0 
[ 1 0 0’ 
where D = diag(&, Sp, . . . , Sk), with 6r,&,. . . , bk positive integers satisfy- 
ing 61 ( 62 1 . . . [Sk. In th is context, elementary row (or column) operations 
include interchanging rows (or columns), multiplying a row (or column) 
by -1, and adding an integral multiple of a row (or a column) to another 
row (or column). Here, one can see that 6162 . . . & is the greatest common 
divisor of all the i x i minors of the matrix A, and is invariant under the 
elementary row or column operations. 
LEMMA 3.1. For each i such that 1 5 i 5 n - c, there is an i x i 
submatrix of A with determinant equal to fl. 
Proof. Let G’ be a spanning forest of G having a root in each of the c 
components. Consider the (n-c) x (n -c) submatrix M of A corresponding 
to G’ with the c roots deleted. We can evaluate det M by repeatedly ex- 
panding along the rows corresponding to the leaf vertices of what remains, 
since each such row has just one 1. Thus, det M = fl. For each i such 
that 1 5 i 5 n - c, the i x i submatrix of M obtained in this expansion 
has determinant f 1. ??
COROLLARY For each i such that 1 5 i 2 n - c, the greatest common 
divisor of all nonsingular i x i minors of A is 1. 
LEMMA 3.2. Each i x i minor of A is divisible by 2i -n+ c for i 2 
n - c + 1. If, moreover, i 5 n - ~0, then there is an i x i minor of A equal 
to *2i-“+c. 
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Proof. For each nonsingular i x i submatrix M of A, the number of 
vertices from each component must equal the number of edges from that 
component. (This follows from the Frobenius-Konig theorem). For i 2 
n - c + 1, the substructure G’ of G corresponding to M contains all vertices 
of at least i - n + c components of G. Thus G’ contains at least i - n + c 
disjoint unicyclic subgraphs of G. Since M is nonsingular, G’ does not 
contain an even cycle, and must contain at least i -n +c odd cycles. Hence, 
2Z-n+c divides the determinant of M, thereby proving the first assertion. 
For the second part, let G’ be a substructure of G consisting of unicyclic 
spanning subgraphs having an odd cycle in i - n + c components of G, and 
rooted spanning trees in the remaining n - i components of G with the 
roots deleted. There corresponds an i x i submatrix of A to G’ whose 
determinant is +2i - n + ‘. W 
COROLLARY For each i such that n - c + 1 < i 5 n - ~0, the greatest 
common divisor of all i x i minors of A is 2i - 7L + ‘. 
THEOREM 3.3. The Smith normal form of A is 
1 D 0 0’  1 
where 
D = diag(1, 1, . . . , 1,2,2, . . . ,2), 
n - c is the number of l’s, and cl is the number of 2’s 
Proof. Since the ith diagonal entry of D is the quotient of the greatest 
common divisor of the i x i minors of A divided by the greatest common 
divisor of the (i - 1) x (i - 1) minors of A, the theorem follows from the 
previous corollaries. ??
4. APPLICATION TO INTEGER PROGRAMMING 
Suppose A is as above and b is an integer n-tuple. We consider integer 
linear programs of the form 
max ctz 
subject to 
Az<b (or Az=b), 
x 2 0, integer. 
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Such a program of inequality type is called a b-matching problem [16]. 
We would like to know when the feasible regions 
&(A,b)={x~??P:Ax=b, x20) 
and 
Z(A,b)={xEW:AxIb, x>O} 
have the property that all extreme points are integer. If, in addition, the 
vector variable x is bounded above by some integer m-tuple u, then the 
program (of inequality type) is called a bounded b-matching problem. In 
this event, we investigate the integer extreme point question for the feasible 
regions. 
and 
E(A, b, u) = {x E W : Ax = b, 0 5 x 5 u} 
Z(A, b, u) = {x E !R2” : Ax 5 b, 0 I x 5 u}, 
with coefficient matrix 
A 
[ 1 An . 
These are fundamental problems in combinatorial optimization which 
are genuine integer programming problems, i.e., not all basic feasible solu- 
tions are automatically integer. Each requires additional linear constraints 
(matching or blossom constraints) to yield a system for which all the basic 
feasible solutions are integer. In each case, J. Edmonds [9, 10) has given 
a polynomially bounded algorithm which shows that the resulting set of 
constraints defines a polyhedron with all-integer extreme points. 
Our objective in this section is to exhibit matching problems where Ed- 
monds’s blossom constraints are not required to guarantee integer solutions. 
In [14], sufficient conditions on the right-hand-side data vectors of general 
feasible regions were given for them to have the integer extreme-point prop- 
erty. As we shall see, this will be the case here when the right-hand-side 
data vectors are multiples of 2”. 
Recall that the incidence matrix A is totally unimodular (resp. uni- 
modular) if and only if 70 = 0, i.e., G contains no odd cycles (equivalently, 
G is bipartite). However, in general TO 2 0. Hence, in our b-matching 
problems, the coefficient matrix A need not be unimodular. 
THEOREM 4.1. (i) If b is a vector multiple of 2To then Z(A, b) and 
&(A, b) have integer extreme points only. 
(ii) If b and u are vector multiples of 270 then Z(A, b, u) and &(A, b, u) 
have integer extreme points only. 
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Proof. This follows from the results of [14] once it has been observed 
from Section 2 that the least common multiple of the absolute values of all 
the nonzero minors of A is 270. ??
Finally, we consider the question of when the equation Ax = 13 has 
an integer solution. For this purpose, we require the following additional 
notation. Let n/ denote the set of all square, nonsingular submatrices of 
A. For convenience, let 
Recall [16, p. 841 that, in general, Ax = b has a solution (in !FP) if 
and only if the rank of A is equal to the rank of [A b]. In addition, by 
Kronecker’s theorem [19, p. 511, Aa: = b has an integer solution if and only 
if y(A) = y([A b]). If cl = 0 then TO = 0, i.e., A is totally unimodular. 
Hence, Az = b has an integer solution (if it has a solution at all), since 
y(A) = Y ([A bl) = 1. 
THEOREM 4.2. Suppose that the rank of A equals the rank of [A b]. If 
G contains an odd cycle, i.e., cl > 1, and b is a vector multiple of 2cl, then 
Ax = b has an integer solution. 
Proof. By hypothesis, y(A) = 2c1 (Theorem 2.6). It is clear that 
y([A b]) divides y(A) in general. Conversely, by hypothesis y(A) also 
divides r([A b]) (Corollary to Theorem 2.6). Thus, y([A b]) = $A) and 
the proof is complete. ??
COROLLARY Suppose that G is connected and the rank of A equals 
the rank of [A b]. If G contains an odd cycle and b is even, then Ax = b 
has an integer solution. 
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