Räumlich homogene Markovketten höherer Ordnung by Henze, Ernst & Wehking, Annette
Räumlich homogene Markovketten 
höherer Ordnung
Henze, Ernst 
Wehking, Annette
Veröffentlicht in: 
Abhandlungen der Braunschweigischen 
Wissenschaftlichen Gesellschaft Band 30, 1979,  
S.50-53
Verlag Erich Goltze KG, Göttingen
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00052289
50 
Räumlich homogene Markovketten höherer Ordnung 
Von Ernst Henze und Annette Wehking, Braunschweig 
Es sei (Q,B,P) ein Wahrscheinlichkeitsraum und {Xn, nENo} eine Folge von 
Zufallsvariablen mit Werten in einem abzählbaren Zustandsraum 1. Die Zustände 
seien mit i,j,k, ... EI oder i"i2 , ••• EI bezeichnet. Wir geben dann die 
Definition 1: Eine Markovkette k-ter Ordnung mit diskretem Parameter ist eine 
Folge diskreter Zufallsvariabler {Xn; nE No} mit der Eigenschaft: Für alle 
n ~k und iv EI, O=::;y =::;n gilt p(Xn(w) = inIXv(w) = iv, 0 =::; y =::; n-1) = 
(1) = p( Xn( w) = in I Xn-, (w) = in-" Xn-2( w) = in-2; ... , Xn_k( w) = in-k), 
wenn immer die linke Seite definiert ist. 
Die Anfangs- oder Startverteilungen dieser Kette seien mit 
%(0) = p(Xo(w) = io) 
%i,(O,l) = p(X,(w) = i,IXo(w) = io) 
(2) 
%i, ... ik_' (0,1, ... k-1) = p(Xk_,(w) = ik_,IXv(w) = iv, ° =::;y =::; k-2) 
und die Übergangswahrscheinlichkeiten mit 
Pirir+, ... ir+k(r,r+ 1, ... , r+ k) = 
(3) = p(Xr+k(w) = ir+klxr+iw) = ir+<n 0 =::; a=::; k-1) 
bezeichnet. 
Da man für jeden Zylinder Z = {Xv( w) = iv; ° =::; y =::; n} die Wahrscheinlichkeit 
P(Z) = qiO(O) qioi,(O,l) ... %i, ... ik_' (0,1, 00', k-1) . 
. Pioi, ... i/O,l,oo.,k)· Pi,i2 ... ik+,(1,2,00.,k+1)· 00.· 
. Pin-k in-k+, ... in(n-k, n-k + 1, 00. ,n) 
berechnen kann, gilt der Existenzsatz: 
Satz 1: Sei eine abzählbare Menge I, Folgen 
{qio(O), ioEI}, {qio;,(O,l); io,i, EI}, 
00. {qiOi, ... ik_,(O,l,oo. k-1); i",EI; 0=::;cr=::;k-1} 
und eine Familie von Funktionen 
Pi,i2 ... ik+,(r,r+ 1, 00', r+ k); ivEI; 1 =::;Y=::;k+ 1 
gegeben, die die Bedingungen 
.Lqi(O) =.L%i(O,l) = ... L %1, ... Ik_2i (0,1'00" k-l) = 1 
l€I l€I iE! 
und 
L Pi,i2 .. · iki(r,r+l,oo.; r+k) = 1 
iE! 
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für alle i"EI; 0:0; 0:0; k und alle r ~ 0 erfüllen. Dann existiert ein Wahrschein-
lichkeitsraum (R,B,P) und eine Markovkette k-ter Ordnung mit diskretem 
Parameter auf diesem Wahrscheinlichkeitsraum mit dem Zustandsraum I 
und mit den gegebenen Folgen bzw. Funktionen als Start- bzw. Übergangs-
wahrscheinlichkeiten. 
Der Beweis dieses Existenzsatzes folgt dem von K.L. CHUNG in [1], Seite 7 ge-
gebenen so analog, daß er hier nicht aufgeführt werden soll. 
Es sei ferner darauf hingewiesen, daß die allgemeinere Bedingung: Für alle n ~ k 
und 0:0; t, < t2 < ... < tn und beliebige iy EI; 1:0; y :0; n sei 
p(Xtn(w) = inIXty(w) = iy; 1 :0; y:O; n-l ) = 
(4) 
anstelle der Definition (1) die Markovkette k-ter Ordnung zu einer (k-l )-ter Ordnung 
und damit zu einer erster Ordnung zerfallen läßt, wie das schon in [2] gezeigt wurde. 
Aus diesem Grunde existieren auch keine Markovketten höherer Ordnung mit kon-
tinuierlichem Parameter. Wie ebenfalls in [2] für k = 2 aufgezeigt, gelten Verall-
gemeinerungen der Chapman-Kolmogorov-Gleichung, der Kürze wegen soll hier auf 
deren Darstellung verzichtet werden, ebenfalls darauf, herzuleiten, daß aus den vor-
gegebenen Start- und Übergangswahrscheinlichkeiten auch die Wahrscheinlichkeiten 
für beliebige Zylinder, nicht notwendig zur Zeit t = 0 beginnend, berechnet werden 
können. 
In Abänderung eines bekannten Konzeptes für einfache Markovketten (vgl. z. B. 
[1]) erklären wir nun: 
Definition 2: Eine Markovkette k-ter Ordnung mit diskretem Parameter heißt räum-
lich homogen, wenn ihre Start- und Übergangswahrscheinlichkeiten nur von 
den Differenzen der Zustände abhängen, d. h. wenn die Startverteilungen 
die Gestalt 
{qio(O)}, {Gioi,(O,l) =Qi,-io(1)}, ... 
(5) ... {qiOi, ... ik-' (0,1, ... , k-1) = qi,-io, i2-i" ... , ik_,-ik_2(1, 2, ... , k-1)} 
und die Übergangswahrscheinlichkeiten die Gestalt 
(6) Pirir+, ... ir+k(r,r+ 1, ... , r+ k) = 
= Pir+,-ip ir+2-ir+" ... ,ir+k-ir+ko,(r+ 1, r+2, ... , r+ k) 
besitzen. 
Da WIr 1m folgenden den Zusammenhang zwischen verschiedenen Markovketten 
betrachten wollen, machen wir noch die 
Bemerkung: Die Zustandsräume I und J der im folgenden betrachteten beiden Mar-
kovketten {Xn;n~O} und {Yn;n~O} seien so strukturiert, daß aus iyEl; 
y= 1,2, ... ,m 
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m 
L ivd 
v=l 
und aus jk,h+1 EI 
jk+1-jk EI 
folgt. 
Mit Hilfe dieser Definition und der Bemerkung beweisen wir nun abschließend den 
Satz 2: Die Folge von diskreten Zufallsvariablen {Yn(w); nENo} ist genau dann 
eine räumlich homogene Markovkette k-ter Ordnung, wenn die Yn die 
Partialsummen der Zufallsvariablen Xv( w); o:s v:S n einer Markovkette 
(k-l)-ter Ordnung sind. 
n 
Beweis: (a) {Y(w) =,,~oXiw); n2:0} sei eine räumlich homogene Markovkette k-ter 
Ordnung. Dann folgt, wenn i" EI die Zustände des Prozesses {Xn; n 2: O} sind (n 2: k 
o.B.d.A): 
p(Xn(w) = inlXiw) = iv ; O:sv:sn-l) = 
= p(Yn(w) - Yn-1(w) = inlYvCm) - YV- 1(w) = iv ; 1 :sv:sn-l) 
n v 
=p(Yn(w) = L i"IYvCw) = Li,,; O:sv:sn-l) 
0"=0 0"=0 
n v 
= p(Yn(w) = L i"IYv(w) = Li,,; n-k:Sv:Sn-l) 
0"=0 0"=0 
=Pin_kin_k+1 ... in(n-k,n-k+l, ... ,n), d.h. wegen der räumlichen Homogeni-
tät und mit m 
jm = L icr 
0"=0 
p(Xn(w) = inlXvCw) = iv ; O:sv:sn-l) = 
= Pin-k+dn-k,'" ,in-in-1 (n-k + 1, ... ,n) = 
= p(Xn(w) = inIXn-1(W) = in_h · .. ,Xn-k+1(W) = in-k+1). 
(b) {Xn(w); n2:0} sei Markovkette (k-l)-ter Ordnung und Y (w) = 
n n 
= L Xv(w): Dann gilt 
v=O 
p(Yn(w) = jnlYvCw) = j,,; O:sv:sn-l) = 
= p(Yn(w) = jm Y n-1(w) = jn-1""'Yo(w) = jo) 
p(Yn-1(w) = jn-1, Y n-2(w) = jn-2,'''' Yo(w) = jo) 
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= p(Xn(w) = kjn-"Xn-1(w) = jn-dn-2"" , Xo(w) = ja) 
p(Xn-1 (w) = jn-dn-2"" , Xo(w) = ja) 
= p(Xn(w) = kjn-llxy(w) = jv-jV-l; 1 :5v:5n-l, Xo(w) = ja) 
= p(Xn(w) = kjn-lIXn-1(w) = jn-dn-2"" ,Xn-k+1 (w) = jn-k+dn-k) 
= Pin_k+dn_k, ... ,in-in_l(n-k+l, ... ,n) = 
= p(Yn(w) = jnlYvCw) = jv; n-k:5 v :5n-l). 
53 
Damit ist der Satz 2 vollständig bewiesen, dabei ist p ... ( ... ) für beide Übergangs-
wahrscheinlichkeiten geschrieben worden. 
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