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Abstract
The nonlinear second order differential equation which describes the driven series 
RL-diode circuit, biased to operate only in the depletion region is given by
X  +  j X  +  X ^  =  a  — /? sin T ,
where differentiation is with respect to time r  and 7 > 0, a > | ^ | > 0, / x > l  
and X  > 0. Without these restrictions and specifically with = 2, this differential 
equation has also been found to exist in a couple of other research contexts, namely 
in the studies of ship roll and capsize, as well as in a perturbed Korteweg-de Vries 
equation, where stationary wave solutions are described by a special case of the 
differential equation. Particular attention is paid firstly to the case /x =  2, which in 
contrast to Buffing’s equation (/i =  3) has received little attention, and secondly, the 
case jj, = 1.67, which arises from measured values made on a practical diode. The 
main aim here has been to give a detailed analysis of some properties of the system’s 
solutions. A rigorous phase plane analysis establishes solution behaviour and a 
criterion for which solutions grow without bound, before subharmonic solutions of 
various orders are exhibited. By partitioning the phase plane into regions in which 
only certain solution behaviour occurs, a variety of invariant sets can be constructed. 
A numerical scheme which detects unstable periodic orbits is applied to the system, 
resulting in detection of a set of unstable periodic solutions. This detailed analysis 
goes some way towards understanding the dynamics of this system.
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The Driven RL-Diode Circuit
In this chapter, after an introduction, a review of the research literature to date of 
the driven, series resistor-inductor(RL)-diode circuit is given, where it is established 
that models of the circuit up to now have only considered a voltage across the diode 
which changes sign, i.e. a diode which experiences both diffusion and depletion 
capacitance effects. Therefore, the dynamical system which describes the driven 
nonlinear series circuit consisting of a resistor, an inductor and a diode, biased so 
as to operate only in the depletion region, is presented. After some solutions of this 
system are exhibited, the system is rescaled, whereby the number of parameters is 
reduced from eight to four. This simpler rescaled dynamical system is found to arise 
in a couple of other research contexts and an overview of these are given, before the 
work contained within this thesis is summarised.
1.1 Introduction
A diode is a nonlinear two terminal electronic device, which allows current to flow 
through it in one direction with far greater ease than in the reverse direction. When 
the polarity of the voltage is such that electrons are allowed to flow through the 
diode, the diode is said to be forward-biased, whereas conversely, when the diode 
blocks current, the diode is said to be reverse-biased. The diode might be thought 
of as a kind of switch, closed when forward-biased and open when reverse-biased. 
When the diode is forward-biased, the charge storage is modelled by what is known 
as the diffusion capacitance, which represents the charge storage of the diode due 
to injected minority carriers, whereas when the diode is reverse-biased, the charge
1
Vo Visin(cot) 
r O ^ —© ---------
—Kl— lûQûu— MA/^ —
D L R
Figure 1.1: The driven RL-diode circuit, where D is the diode, L is the inductor, R 
is the resistor and v{t) = Vo + Vi sin (tut) is the driving voltage.
storage is modelled by what is known as the depletion capacitance, which represents 
the charge variation in the interface of the junction. For more information on diodes, 
see [4].
When the diode is included in a linear circuit, the circuit becomes a nonlinear 
dynamical system. Specifically considered in this thesis is the circuit which consists 
of the diode in series with a resistor and an inductor, both of which are considered 
to be linear, being driven by a periodic, continuous driving voltage. A schematic of 
the circuit is shown in Figure 1.1. The dynamics of the circuit are described by a 
second order differential equation of the form
LQ -f RQ  4- V (Q) =  u(t),
where Q is the charge stored in the diode, V{Q) is the potential difference across 
the diode, v{t) is the driving voltage, L  and R  are constants which represent the 
inductance and resistance respectively, and differentiation is with respect to time. 
This dynamical system is analogous to a nonlinear version of the well known linear 
mass on a spring system which is described by
m x - \ - b x k x  = g{t),
where m  is the mass, b is the damping term, k is the spring constant, g{t) is the 
driving function and x  is the displacement of the spring. If x > 0, then the driven 
RL-diode circuit is analogous to an easily stretched nonlinear spring, whereas if 
a; <  0, then the driven RL-diode circuit is analogous to a stiff nonlinear spring.
Comparing the two systems, the mechanical analogies of the resistor and the inductor 
are respectively a source of linear damping and a constant mass, and the diode is 
analogous to the nonlinear spring.
The RL-diode circuit in which the voltage across the diode takes both posi­
tive and negative values has been extensively studied by electronic engineers and 
physicists as an example of a simple circuit which behaves chaotically. It will be 
seen in Section 1.2 that the driven RL-diode circuit where the voltage across the 
diode is biased to be always negative has had no attention. This biased circuit 
is an example of a weakly nonlinear version of the standard series resonant RLC 
(resistor-inductor-nonlinear capacitor) circuit. The dynamics of this circuit will be 
modelled by a differential equation which resembles Dufiing’s equation [6], except 
the nonlinear term is not necessarily cubic. By contrast, the dynamics of this model 
are largely unknown and are the subject of the investigations of this work.
1.2 Current Literature
The driven series RL-diode circuit where the voltage across the diode is not biased, so 
that the diode experiences both diffusion and depletion capacitance effects, has been 
extensively studied by electronic engineers and physicists. It was first investigated 
in 1981 by Linsay [41]. Here, the circuit was driven by a sinusoidal voltage, and the 
diode was modelled by a nonlinear capacitor, where the capacitance varied as
-  ( T T W .
where Vd was the voltage across the diode which was positive for reverse bias, ÿg 
was the junction potential, Cyo was the zero bias junction capacitance and m  was the 
grading coefficient. With the fixed parameter values Cjo =  81.8pF, ÿg =  0.6V and 
m  = 0.44, equation (1.2.1) was found to be in excellent agreement with measured 
values of the capacitance. When the dynamics of this circuit were investigated, it 
was found to exhibit period doubling and chaotic behaviour. It was shown that the 
behaviour of this system under successive period doubling was in agreement with a 
conjecture of Feigenbaum [34, 35], which predicts that many types of systems should
behave in a universal manner independent of the precise equations which govern 
their dynamics. A separate experiment was also carried out in order to determine 
the nonlinearity which generated the subharmonics. The varactor was replaced by 
an 80pF linear capacitor in parallel with a 1N4154 diode, which resulted in no period 
doubling. Thus, the subharmonic generation was due to the nonlinear capacitance, 
and was described in [41] by the coupled equations ^
dQ/dt = / ,
L d l/d t  = Vq sin(27r/t) — Vd — RI,
where I  was the current flowing in the circuit. The numerical solutions of these 
equations exhibited behaviour similar to the experimental data.
This research was followed a year later by Testa, Pérez and Jeffries [48], who ex­
perimented with a similar RL-diode circuit connected in series driven by a sinusoidal 
voltage, which was described by the equation
LQ 4- RQ -{-V d  =  Vo sin(27r/t),
where /  was the frequency, Vq was a constant, L  was the inductance (lOmH) and 
R  was the resistance (28Q). The voltage across the varactor diode was given by 
Vd = Q /C  under reverse voltage, where C  ~  300/[l -f Vo/0.6]°‘^ , whereas under 
forward voltage the varactor diode behaved like an exponentially increasing voltage 
controlled current source. What was observed was that this system has a com­
plicated dynamical behaviour, where the system’s measured bifurcation diagram 
showed successive subharmonic bifurcations to / /3 2  and onset of chaos. The be­
haviour of this system was compared to the behaviour of the logistic map model, 
where a close resemblance was found. Later that year. Hunt [38] pointed out that the
^As the capacitance is nonlinear then C  should be defined as
dQ , . _ QC =  -T77- and not as C =  — , 
dVn Vd
so (1.2.2) is in fact incorrect.
Is
=  V d
Figure 1.2: The SPICE model for the diode.
chaotic phenomena seen in [41, 48], where a varactor diode was used, also occurred 
when a common junction diode was used. Thus, the transit time of the junction 
was conjectured to be responsible for the chaotic behaviour. However, later in 1988, 
from experimental results, Kim, Cho and Lee [39] concluded that the cause of period- 
doubling and chaotic behaviour is the nonlinearity of the capacitance rather than 
the reverse recovery time effect of the diode.
In 1983, Brorson, Dewey and Linsay [27] modelled the driven RLC circuit, where 
the capacitor was modelled by the standard model of a varactor diode, i.e. a non­
linear capacitance in parallel with a nonlinear conductance, by the second order 
differential equation
LQ + ( l ^  + R j Q  + Vd(Q) + RlrviQ) = ^0 sin(27r/i),
where Irv was the conductance derived from the usual I  — V  characteristics of a 
pn-j unction.
Irv = Is
where A was the saturation current and Vr was the thermal voltage. The authors 
showed that this system has a complicated, though regular multidimensional self- 
replicating attractor. Also that year, Azzouz, Duhr and Hasler [18] modelled the 
diode of the driven RL-diode circuit by using the standard SPICE model shown in 
Figure 1.2. Here, the voltage-controlled current source H was given by the relation
exp
Vr
-  1
VFigure 1.3: Piecewise characteristic for the diode. Left: Nonlinear resistor. Right: 
Nonlinear capacitor.
where A is an empirical scaling constant. The nonlinear capacitor that models the 
reverse bias junction capacitance (i.e. the depletion charge) was defined by
Q2 = Cjo</>b(1 — (1 — Vd/</'b)^~”^)/(1 — 77%) for Vd < ÿg,
Q2 =  -  rn) for Vd > ÿg
and the nonlinear capacitor that models the transit time (i.e. the diffusion capac­
itance) was given by
% = T(7g(exp(AVD/Vr) -  1).
W ith fixed parameter values, computer simulations found subharmonic solutions of 
various orders and evidence for the presence of chaotic solutions.
From this early research on the driven RL-diode circuit, the interesting ques­
tion which occurred to researchers was what causes this circuit to exhibit chaotic 
behaviour? With this question in mind, Azzouz, Duhr and Hasler [19] in 1984 sim­
plified the driven RL-diode circuit as much as was possible without losing the chaotic 
behaviour. The resistor and the inductor were still both linear, but the nonlinear 
diode was modelled by a nonlinear resistor and a nonlinear capacitor, connected in 
parallel, which both had piecewise linear characteristics as shown in Figure 1.3. The 
bifurcation diagram for this simplified model was computed, where it was seen to be 
essentially the same as that of the bifurcation diagrams shown in [18, 41, 48]. Thus 
it was concluded that the presence of subharmonics and chaotic solutions does not 
depend on the precise form of the diode characteristics. Slightly later that year, a
similar circuit to that used in [19] was studied by Matsumoto, Chua and Tanaka [42], 
where the only difference in the circuit was that the nonlinear resistor used in the 
model of the nonlinear diode was omitted, so that the nonlinear diode was modelled 
only by a piecewise linear capacitor, which had the same piecewise linear character­
istics as the nonlinear capacitor shown in Figure 1.3. The omission of the nonlinear 
resistor resulted in the simplest model to date (and the simplest possible) of the 
driven RL-diode circuit, which still exhibited chaotic behaviour. After showing how 
the absence of the nonlinear resistor had no effect on the chaotic behaviour of the 
circuit, the aim was to report the cause of chaos in the circuit, so that it could be 
related to the cause of chaotic behaviour in more complicated driven RL-diode cir­
cuits. The resulting bifurcation diagram of the simplified model did not differ much 
from the bifurcation diagrams obtained in [18, 19, 41, 48], and so it was surmised 
that the nonlinearity of the capacitor was the cause of the chaotic behaviour in most 
driven RL-diode circuits. This simplified driven RL-diode circuit was used in 1987 
by Tanaka, Matsumoto and Chua [43, 44, 47], who further simplified the circuit 
by replacing the driving sinusoidal voltage v with a square wave voltage source of 
period T  =  1 / / .  The dynamics of this circuit were described by
I  if Q < 0 I  - u  if (n -h I) T  <  t < (n -h 1)T,
(1.2.3)
where C\ and C2 were capacitances of the capacitor. In these research papers, the 
authors attempted to carry out an indepth analysis of the bifurcation scenario of 
the driven RL-diode circuit. Firstly, an analysis of (1.2.3) was given where sev­
eral circuit mechanisms responsible for the observed bifurcations were extracted. 
Secondly, some normalised variables were defined which transformed (1.2.3) into a 
simpler two-dimensional model which essentially still captured all features of the 
experimentally observed bifurcation phenomena of the original circuit. A detailed 
bifurcation analysis of the two-dimensional model was carried out before, finally, the 
relationship between the model and original circuit was given, so that the bifurcation 
scenario could be thoroughly explained.
The research on the chaotic behaviour of the driven RL-diode circuit, in which 
completely irregular behaviour of the simple circuit occurs, although the nonlinear 
diode has perfectly regular characteristics, up to 1987 was discussed by Hasler [37]. 
Here it was noted that a mathematical interpretation for the chaotic behaviour of the 
driven RL-diode circuit was lacking, as researchers reported mostly upon experimen­
tal results obtained in the laboratory, where only a mathematical model was derived 
which gave computer simulated solutions, but no further explanation of the compli­
cated dynamics of the model. In the opinion of the author, convincing evidence for 
chaotic behaviour of the circuit can only be given by laboratory experiments, com­
puter simulations and mathematical proofs combined. Chaotic behaviour observed 
in the laboratory could be mistaken for noise, whereas a mathematical proof might 
fail to reproduce the behaviour of the physical circuit itself. Hence, there was a 
need for a more rigorous analysis which would explain the circuit dynamics, which 
might also permit proving the presence or absence of chaos. In 1990 Beckmann and 
Koch [24] investigated the driven RL-diode circuit by numerical integration of the 
differential equation that described it. Here the circuits dynamics were represented 
by a set of autonomous ordinary differential equations given by
Losint — R I — Vd1 =
Vd =
L
I  — Is e x p ( f ^ )
0 % )
i = f ,
with
C(Vd ) — Cjo — T—^ +  Cso exp ^
where Qo was the zero bias storage capacitance. This differential equation was 
integrated numerically, with appropriate initial conditions, using a 4 th /5 th  order 
Runge-Kutta-Fehlberg algorithm. Aspects like features of the attractor in both the 
periodic and chaotic regime were analysed. In the same year Azzouz and Hasler 
[20] studied the chaotic dynamics of the driven RL-diode circuit. Here, the methods 
used for the logistic map were carried over to study the complicated dynamics of the
driven RL-diode circuit given in [19], where the diode was modelled by a piecewise 
linear resistor and capacitor. The properties of a defined two-dimensional boundary 
return map which described the circuit were studied rigorously, where an explicit 
invariant set was given. In 1997, Sarafian and Kaplan [45] employed the Mathieu 
and Hill equations for modelling the circuit dynamics at bifurcation points. Here, 
the diode was modelled as a nonlinear capacitor only. It was shown that at the first 
bifurcation point, the circuit dynamics can be modelled by the Mathieu equation, 
which is given by
X  -[-[a — 2qcos{2t)]X = 0,
with a and q constants, whereas investigations of the dynamics at higher bifurcation 
points revealed that a similar mechanism is repeated and the process there can be 
modelled by the Hill equation, which is given by
X  = 0,6o + 2 ^  9n cos(2nt)
n=l
with 6o and 6n fixed constants. This association of the bifurcation process with the 
Mathieu and Hill equations illuminates the period-doubling route to chaos.
1.3 M otivation
It is believed that the research material outlined in the previous section is a good 
summary of the research to date, which has already been carried out on the driven 
RL-diode circuit. The diode of the circuit in the current literature was modelled 
in various ways, but all models of the driven RL-diode circuit up to now have only 
considered a voltage across the diode which changes sign, which results in both 
diffusion and depletion capacitance effects. W hat has not been considered is the 
driven RL-diode circuit where the voltage across the diode is biased so that only the 
depletion capacitance applies. This weakly nonlinear circuit is effectively a simple 
nonlinear filter which is very easy to build and model. The dynamics of this biased 
circuit are very alluring as, with hindsight, the system can be modelled by a simple 
second-order differential equation which is similar to Buffing’s equation [6], except
1 0
that the nonlinear term is not necessarily cubic, with the quadratic case widely 
studied within this work, where subharmonic solutions are found. This quadratic 
case has received little attention and is therefore the motivation for the following 
work, where the results from here onwards are genuinely believed to be novel.
1.4 The SPICE Diode M odel
In this thesis, the SPICE (Simulation Program with Integrated Circuit Emphasis) 
diode model [13] shown schematically in Figure 1.4 is used to model the diode, which 
is applicable to either a Schottky-barrier diode or a pn-junction diode (see [5] or [11] 
for more details). Effectively, the diode is modelled as a nonlinear capacitor storing 
charge Q. The effects of both ohmic resistance and high-level injection of the diode 
are modelled by the linear resistor i?s, which can be taken to be zero without loss 
of generality since the resistance can be modelled by an external resistance in the
Figure 1.4: The SPICE diode model.
circuit. Direct current characteristics of the diode are modelled by the nonlinear 
voltage-controlled current source Id which is described by the equation.
Id =  Is exp 14
-  1
Q = r J s exp
V
-\ -C jo  /  
JO
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where A is typically between 0.5 and 1 in practical devices and Vt , which is equal to 
kT/q, where k is Boltmann’s constant, T  is the absolute temperature (Kelvin) and 
q is the electron charge, at room temperature is about 25.85mV. The parameters Is  
and A are estimated from direct current measurements of the forward-biased diode 
characteristics.
The charge storage element Q is given by the equation
Vt
where ÿg is typically 0.7K — 0.8K and m  is typically 0.3 — 0.5. This charge stor­
age element Q models two distinct charge storage mechanisms of the diode. The 
integrated part of equation (1.4.4) models the depletion capacitance, whilst the ex­
ponential part of equation (1.4.4) models the diffusion capacitance. Typical curves 
of the charge storage in both the diffusion and depletion regions for both positive 
and negative voltages are shown in Figure 1.5. Graphs (a) and (b) show the plot 
of the diffusion and depletion capacitances when the voltage Vd is positive and 
graphs (c) and (d) show the diffusion and depletion capacitances when the voltage 
Vd is negative. Parameter values used were; Tt = 10“ ^°s, Is  = 10“ ^°A, A =  1, 
Vt  =  26mV, (j)B =  0.6K, m  = 0.5 and Cjo = 10~^F. It is seen that for Vd negative, 
the diffusion capacitance is negligible in comparison to the depletion capacitance. 
It should be noted that the voltages are kept sufficiently low so that breakdown of
the model will never occur. The defined value of breakdown for this model is AOV.
1.5 The Biased Driven RL-Diode Circuit M odel
Considered is the driven RL-diode circuit, connected in series which is shown 
schematically in Figure 1.1. The resistor (R) and the inductor (L) are both as­
sumed to be ideal, linear components. The diode (D) is modelled by the SPICE 
diode model which was explained in the previous section and the voltage input 
v{t) which drives the circuit is taken to be the continuous, bounded, negative, non­
constant periodic function, v{t) =  Vo +  Vi sin(wt), where Vq, Vi and u  are constants 
which satisfy |Vo| > |Vi|, Vo < 0. The voltage across the diode Vd is biased to be
1 2
Dfl
0.80.60.40.2
Qdep
0.30 0.4 0.6
(a)
Vd
(b)
•1 48 46 44 42 46 44 42
(c) (d)
Figure 1.5: The charge storage of the diode (Coulombs) for Vd (Volts) positive in
(a) the diffusion region and (b) the depletion region, and the charge storage of the 
diode for Vd negative in (c) the diffusion region and (d) the depletion region.
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always negative, so that the diffusion capacitance is negligible in comparison to the 
depletion capacitance. This results in the storage charge of the diode being modelled 
by the integrated part of equation (1.4.4) only, namely the nonlinear equation
Q{Vd ) =  Cjo
çVd
Jo (PB_
dV. (1.5.5)
By integrating equation (1.5.5) and rearranging the result to make Vd the subject, 
the voltage across the diode is given by
(m -  1 )Q
Vd = (t>B
1 —m
1 - + 1
Using Kirchoff’s voltage law (see [2] for details), the input voltage of the circuit is 
equal to the sum of the individual component voltages, i.e. Vl + Vr  + Vd = v{t), 
where Vl is the voltage across the inductor given by
and Vr  is the voltage across the resistor given by Ohm’s Law
Vr =  I R  = R- dt
Therefore the driven series RL-diode circuit in the depletion region is described by 
the second order differential equation
(m -  1 )Q
LQ  H- RQ  -f- (f)B
1 1
1 -
(l>BCjO
=  Vo +  Vl sin(cjt), (1.5.6)
where differentiation is with respect to time t. This model is valid for
(m -  1)Q/ {(t)BCjo) +  1 >  0 or Q <  Qo where Qo =  (ÿ g Q o )/( l -  rn).
Solutions of the differential equation (1.5.6) can. be simulated using DsTool [51] 
with a Runge-Kutta method with a very small step size (10“ ^°s). W ith the fixed 
parameter values: L = 2.5 x 10“®H, Vq =  —1.9V, V^  =  IV, uj = 2 tt x  10®s“ ,^ 
R  = If], (j)B = 0.6V, Cjo = 10”^F and m  = 0.5, the solution of (1.5.6) with an 
appropriate initial condition (Q < 10“® and Q < 10“ i) tends to a periodic steady- 
state solution as t increases. This solution is shown in diagram (a) of Figure 1.6,
14
0.15
dQ/dt
-0.15
8e-09-3e-08
0.1
dQ/dt
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-2.4e-08 - le  09
(a) (b)
Figure 1.6: A solution of the differential equation (1.5.6) in phase space obtained 
using DsTool with an appropriate initial condition and parameter values: L = 
2.5 X  10-^H, Vb =  -1.9V , Vl =  IV, c d  =  27t X  10^s~\ R  = 10, ÿg =  0.6V, 
Cjo = 10“®F and m  = 0.5. Phase portrait (a) has the transient of the solution, 
which tends asymptotically to the periodic solution shown (b).
whilst the transient of the solution is shown in (b). If Q > 10“®C oi Q > 10“ A^, 
the solution grows without bound. This behaviour is unphysical, and would not be 
observed in practice, and is a result of the model being applied where it is invalid,
i.e. Q sufficiently large.
1.6 The Rescaled Biased Driven RL-Diode Cir­
cuit M odel
The eight parameter differential equation (1.5.6) is cumbersome when trying to 
analyse the system dynamics. Nonnumerical approaches result in large equations 
which can be difficult to deal with, whereas numerical approaches can result in 
underflow problems, owing to the small size of the dependent variable Q{t). So 
(1.5.6) is rescaled into a differential equation where the number of parameters is 
reduced.
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The differential equation (1.5.6) is rescaled as follows. Dividing (1.5.6) through 
by L  and subtracting ÿ g /T  from both sides gives
Substituting
so that
and
^  ^  (m -  1 )Q
z  =
(t>BCjO 
{m -  1 )Q
into (1.6.7) results in
^  s inM ). (1.6.8)
7ÏI — 1 L\Tti — 1) T L L
Rescaling time by making the substitution
T =  At,
where an appropriate value for A will be chosen later, results in
d dr d d
dt dt dr dr
and
d? _  2
This leads to
+  f f  z ' - ^ Z ^  = sin f  , (1.6.9)
in — 1 L\Tn — 1) L L L \  X /
where differentiation is now with respect to r. Multiplying (1.6.9) through by (m — 
l)/^BQoA^ and letting X = to gives
( ♦ S i : ) ' ' ' " - * - " ’' ' ' " " ' -
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Substituting Z  =  into (1.6.10), where (  will be chosen later, and dividing the 
result through by f  results in
+ { i c ^ )  •
By letting
_ m _  Uj'^LCjO
f ' -  =  T ^ ’
so that j
Z c v ^ X — 1
v i - ™ y  ’
results in, after simplification,
f? 1 1 /  1 — m, \  ^
X "  ---- - X '  +  X ^ - ^  = — ) (Vo — (f>B +  14 s in r ) . (1.6.11)
ujL  0 g  y C j o u ^ L J
Finally by substituting
_  (—Vo +  4>b) (  1 — 7na
<pB \W^Z/Cjo_
1
Vl f  \  — 771
jO.
and
into (1.6.11) results in the reduced four parameter dynamical system
X " ^ - ^ X '  + X ^  = a  -  /?sinr, (1.6.12)
where a, 7 and ^  are positive constants satisfying a  > \(3\ > 0. Typically, in 
practical diodes 1.5 < /x < 2.5. For this to be a valid model of the biased driven 
RL-diode circuit, X  >  0, which is equivalent to the voltage across the diode being 
negative so that only the depletion capacitance applies. For analysis purposes, the 
differential equation (1.6.12) is converted into two coupled first order differential 
equations,
(1.6.13)
Y ' = f ( r ) - X i ‘ - j Y ,
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where / ( r )  =  a —(3 sin r, which is now a positive, continuous, bounded, non-constant 
periodic function. Although outside the range of typical practical values of /x, it 
should be noted that if /x =  3, the differential equation (1.6.12) is Buffing’s equation 
which is widely documented (see [6] for example). The case /x =  2 has by contrast 
received little attention (see Section 1.7 for research concerning the case /x =  2) and 
is studied in detail in this thesis. For cases when /x is a positive non-integer, no 
published results have been found. Here, the case /x =  1.67 is examined, which is 
taken from capacitance measurements on a practical diode.
1.7 Alternative Research Contexts
Besides describing the biased, driven RL-diode circuit, the differential equation
(1.6.12) with /X == 2 is found to arise in at least two other research contexts. Firstly, 
stationary wave solutions of a perturbed Korteweg-De Vries (KdV) equation are de­
scribed by a special case of the differential equation (1.6.12) with 7 =  0 and /x =  2. 
Blyuss [26] starts with the perturbed KdV equation
Ut  +  CUx +  UUx  +  PUxxx  =  X -  Vt)x,
where subscripts refer to partial differentiation and f { u , x  — Vt)  is assumed to be 
periodic and is therefore chosen to be /  =  focosu{x — Vt).  The standard trans­
formation to a moving frame {x' x — V t,t ' ^  t) and the consideration of steady 
state solutions {ut = 0) results in
(3uxx — — 2— f o c o s u j x C ,  (1.7.14)
where V  = c ± v  and C is a constant of integration. Finally, by letting u =  2j3x -H v 
and renaming x  as r , the differential equation (1.6.12) is obtained with / ( r )  =  
+  2C -t- 2/ocos(wT))/4/)^, 7 =  0 and x^ =  2, where although / ( r )  7^  a  — /?sin r, 
/ ( r )  is a continuous, bounded, non-constant periodic function which is therefore 
essentially the same as (1.6.12). Blyuss first considered explicit expressions for the 
solutions of the unperturbed KdV equation i.e. /o =  0, and followed this with the 
study of subharmonic and homoclinic Melnikov functions, where conditions for chaos
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for the perturbed case were derived. Equation (1.7.14) was then transformed into 
a mapping for which phase plots were presented where the width of the stochastic 
layer was determined. Finally, Poincaré sections in the vicinity of a saddle were 
plotted and, together with calculations of the Lyapunov exponents, which proved 
to be positive, supported the theoretical predictions of chaotic behaviour in this 
system.
Secondly, the phenomenon of ship roll and capsize are also described by the 
differential equation (1.6.12) when /x == 2. Thompson [49] generalises the problem 
of capsize to that of a driven mechanical oscillator which escapes from a potential 
well, given by the equation
X + S x X — = F  sin ÜJT, (1.7.15)
where æ is a scaled roll angle, differentiation is with respect to r , and S, F  and lj are 
constants which denote damping, driving force and circular frequency, respectively. 
The differential equation (1.7.15) can be rescaled using the substitution x  = —X  +  | ,  
which results in the differential equation (1.6.12) with / ( t )  =  |  — Fsin(wT), a  =  | ,  
P = ^  = S and /x =  2. In [49], Thompson reviews preceding scientific research
on the resonance of driven nonlinear oscillators which relate to ship capsize. Of 
particular interest were the basin of attraction diagrams, which yield useful design 
criteria against capsize.
1.8 Thesis Outline
Given now is a brief overview of the thesis.
In Chapter 2, an analysis of the differential equation (1.6.12) is presented for 
the case /x =  2. Considered first, are the dynamics of (1.6.12) when the system is 
time-independent, i.e. P = 0, where the dynamics are easily determined. From then 
onwards, only the dynamics of the time-dependent system, i.e. /? 7^  0 are consid­
ered. A rigorous phase plane analysis establishes solution behaviour and a criterion 
for which solutions grow without bound. Although trivial to establish, this analysis 
proves invaluable throughout this thesis. These approaches are demonstrated nu­
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merically, with a program which was written to solve (1.6.12) using a fourth-order 
Runge-Kutta method.
In Chapter 3, some subharmonic solutions of the differential equation (1.6.12) are 
presented. Specifically, when /x =  2 and /x =  1.67, the latter value being chosen from 
capacitance measurements on a practical diode, various basin of attraction diagrams 
are shown which identify the initial conditions that yield the different coexisting 
periodic solutions of various periods. Additional solutions for the case /x =  2 are 
found by an alternate method which uses Fourier series for finding periodic solutions, 
and which works even when the periodic solutions turn out to be unstable. These 
unstable periodic orbits prove useful in Chapter 5. A conference paper (see Appendix 
C) which summarises some of the work within Chapters 2 and 3 was presented 
at the 2004 International Symposium on Nonlinear Theory and its Applications 
(NOLTA2004), Fukuoka, Japan, November 29 -December 3, 2004.
In Chapter 4, a variety of invariant sets for the differential equation (1.6.12) are 
constructed, where the phase plane is partitioned into regions in which only certain 
solution behaviour occurs. Two different types of sets are found by determining that 
the vector field associated with (1.6.12) points into each set boundary. The first type 
of set, specifically in the case /x =  2, has infinite area and contains initial conditions 
for which all solutions of (1.6.12) grow without bound, whereas the second type of 
set which exists for all /x > 1, has finite area, and is constructed with the intention 
that any bounded, periodic solution of (1.6.12) is contained within. Both sets are 
demonstrated numerically. The work contained within this chapter is part of the 
journal paper [22] accepted by the Proceedings of the Royal Society A.
In Chapter 5, an iterative scheme is used to detect complete sets of unstable 
periodic orbits for the differential equation (1.6.12). This scheme was previously 
applied only to maps, in particular the Ikeda-Hammel-Jones-Moloney map and the 
Hénon map. A program was written, which detects the unstable periodic orbits 
of these two maps where results were known, so that the implementation of the 
algorithm could be shown to be correct, before it was adapted to find unstable 
periodic orbits for the differential equation (1.6.12). Some intriguing results are
2 0
found, with a selection of unstable periodic orbits of (1.6.12) being demonstrated 
in phase space. As an interesting conclusion to this chapter, the unstable periodic 
orbit detection program is applied to Buffing’s equation, where chaos is known to 
exist. The work in this chapter forms a paper which has been submitted to Physics 
Letters A [32].
Finally, in Chapter 6, a conclusion of the work contained within this thesis and 
some suggestions for future work are given.
The Rescaled Biased Driven RL-Diode Model 
when fj, = 2
In this chapter, an analysis of the dynamical system (1.6.12) when ^  =  2 is presented. 
When /? =  0, the system is time-independent, and the dynamics are easily analysed 
and are briefly outlined. Prom then onwards the parameters a  and 7 are taken to 
be strictly positive with P non zero and a >  \p\> 0. Rigorous phase plane analysis 
allows us to establish solution behaviour and a criterion for which solutions grow 
without bound. These analytical approaches are then exhibited numerically, with 
various numerical solutions demonstrating the solution behaviour in phase space. 
Finally, to conclude, some comments are given.
2.1 Time-Independent System
The dynamics of the coupled differential equation (1.6.13) when ^  =  0, so that 
the system is time-independent, are easily analysed. Its behaviour can be classified 
by the local linear behaviour of the two equilibrium points ( \/â , 0) and (— 0). 
With a  and 7 both kept positive, the equilibrium point (—\/â ,  0) is a saddle, whilst 
the other equilibrium point (\/E, 0) is a stable focus. The behaviour of the solu­
tion around the two equilibrium points is shown in Figure 2.1 (see [10] for a full 
description of the phase plane analysis used here).
If 7 =  0 and /? =  0 with a  positive, the dynamics of (1.6.13) can be classified 
by finding a potential function V{X)  which allows the two equilibrium points to be 
categorised. Here, the potential function is given by V{X)  = X ^/3 — aX , and thus 
the solution has a saddle at the equilibrium point {—y/a, 0) and a centre at the other 
equilibrium point (-^/â, 0). This results in the well known Fish phase portrait [7],
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(Æc,0) I
Figure 2.1: Solutions of the coupled differential equation (1.6.13) when /? =  0, with 
a  and 7 both positive constants. Solutions in the the vicinity of the point (y ^ , 0) 
converge to this point, whilst solutions not in the vicinity grow without bound in 
the negative X  and Y  axis direction, with the saddle point clearly visible.
shown in Figure 2.2 with the potential function V{X)  shown underneath. The 
saddle and centre are clearly seen to line up with the maximum and minimum 
of the potential V{X)  (see [7] for full details on the phase plane analysis used 
here). Thus, two qualitatively different types of solution exist in the unperturbed 
case {j3  = j  = 0 ) with either the solution growing without bound or the solution 
converging to a periodic orbit. Both of these solutions are described exactly in terms 
of the Weierstrass elliptic function [1, 17], which is defined by
1 1
(z — 2 m ui — 2 TVJÜ2Y  {2 m u\ +  2 n u 2 Y \
where the summation includes all pairs m, n  except m =  n =  0 (the prime denoting 
this omission) and where Ui and U2 are real or complex numbers. The positions of 
the singularities can be determined from (2.1.1) with p  having singularities at the 
points 2mui +  2 nu 2 \ n ,m  e Z .  The non-singular solution is in fact p{t-\-u', u i, U2 ), 
where which is purely imaginary, is defined by Wi, W2) =  0 (See Chapter 
5, page 98 for more details on finding singularities and [33] for using Weierstrass 
elliptic functions to solve the differential equation (1.6.12)).
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Figure 2.2: (a) Solutions of the coupled differential equation (1.6.13) when /? =  0 and 
7 =  0 result in the Fish phase portrait, (b) The corresponding potential function 
y(% ) =  %^/3 -  aX .
2.2 Exact Solutions
Some exact solutions of the differential equation (1.6.12) with (5 any real number are 
detected by substituting a general algebraic solution of the form X  = A  sin(j5r) +  
Ccos(H r) +  J5, where A, C, D  and E  are constants, into (1.6.12). By assuming 
7 =  0, B =  D =  1/2 and A = C, standard trigonometry can be used to determine 
A, C  and E  in terms of a  and (3, which gives some exact solutions of (1.6.12). Here 
it is found that exact solutions of (1.6.12) occur when B =  1/8 and =
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~P  =  a  — 1/64, and so with 7  =  0 and p  = —{a —
X  =  sin(^) +  (-/?)^ cos(^) +  i ,
X  =  —(—/3)2 sin (-) — (—/)): cos(-) +  - ,
are exact solutions of (1.6.12). To keep the solution real, the restrictions a  > 1/64
and p  <  0 are imposed. If 7  =  0 and P = {a — with a > 1/64 and >  0, the
following are real exact solutions
X  =  13^  sin(^) -  p i  cos(^) +  i  
X  =  —p^ sin (-) +  /?2 cos(-) +
These ‘one off’ solutions are surprising since most dynamical systems do not possess 
exact solutions which can be found in this way. The general algebraic expression 
here was chosen with some logic since a constant and a sine term must be obtained 
on the right hand side of (1.6.12), but other algebraic expressions could result in 
other exact solutions of (1.6.12) being found. It should be noted that the exact 
solutions found here are Fourier Series solutions (or albeit ones that are truncated 
after the first term) which are discussed further in Chapter 3.
2.3 Phase Plane Analysis
Considered next is the behaviour of solutions of the coupled differential equation
(1.6.13) in phase space when /x =  2 and a > \ p\  > 0, so that the system is now 
time-dependent. In this case, the function / ( r )  = a  — P sin r  satisfies
c ^ - \ P \ <  f { r )  < a + \ P l
where, from here onwards, a — \P\ is referred to as fmin^ and likewise a \P\ is 
referred to as fmax-  Since a > \p \  >  0, it follows that fm ax >  fm in  > 0. Specifically 
up to this point, the function / ( r )  =  a  — /5sinr has been considered, but the 
nonnumerical analysis which follows can be applied to a more generalised / ( r ) .  Any 
function which is a continuous, bounded, positive, non-constant, periodic function 
which satisfies 0 <  fm in  <  f { r )  <  fm ax  with fm ax  7^  fm in ,  Is applicable.
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The direction of motion of the dynamical system in the phase plane is established 
by finding the signs of X '  and Y '. Clearly, X ' = Y  will be positive in the upper 
half of the phase plane, and negative in the lower half. Only along the X  axis can 
X ' = 0. Consider now the sign o îY '.  Rearranging the Y ' equation of (1.6.13) results 
in
— +  y  =  , (2.3.2)
7 7
If Y ' is to be zero, substituting fmax and fmin into (2.3.2) results in the two curves
_  fmax —
^ max — 5
_  fmin —
^ min
7
By considering
r  =  / ( T ) - x " - 7y
and the curves Ymax and Ymin, it is seen that F ' < 0 above the Ymax curve and 
y '  > 0 below the Ymin curve. Only in the region between these two curves, with 
the points on the curves included, is the sign of Y ' indeterminate, and only here can 
y '  =  0. Shown in Figure 2.3 are the curves Ymax and Ymin along with the direction 
of motion of (1.6.13) in each region. These points where either X ' =  0 or F ' =  0 
act as turning points in the solution behaviour.
In the next three subsections, some solution behaviour of (1.6.13) in different 
parts of the phase plane is determined. All solutions which enter or start within the 
region R 3 of Figure 2.3 can be shown to grow without bound. Any solution which 
enters or starts within Ri of Figure 2.3 can be shown always to leave Ri by crossing 
the positive X  axis, and solutions which possibly could spiral out to infinity can be 
shown not to exist.
2.3 .1  C riterion  for S o lu tion s w hich  G row  W ith o u t B ou n d
It can be shown that any solution of the coupled differential equation (1.6.13) which 
enters region R 3 =  Bg U B3 U R^ of Figure 2.3, which is defined as the region
satisfying F  < 0 and X  < —y/fmax, must grow without bound in the negative X
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h
'/fmax > x
Lmax xnun
Figure 2.3: The curves Ymin and Ymax with the arrows showing the direction of the 
how of the coupled differential equation (1.6.13) in each region. The hve arrows 
pointing in three directions indicate the indeterminate how of Y . = R^ URl UR ^  
denotes the region for which solutions grow without bound. Ri = R^U R\  denotes 
solutions which must cross the X  axis. A  is the point {-Vfmax,  {fmin -  fmax)/if 
with Ô a very small positive constant (see Section 2.3.1).
and Y  directions. This can be proven by considering what is known about the motion 
of the system from Figure 2.3, and deducing that this is the only possible solution 
behaviour. This criterion is important as it allows for termination of numerical 
calculations as soon as a solution enters i?3, and therefore results in saved simulation 
time. For example, if a numerical search for periodic solutions over a grid terminates 
for any initial point which eventually enters Rs, the saved simulation time could be 
very noticeable.
To prove that the solution of (1.6.13) grows without bound if it enters i?s, con­
sider three subsets of R 3 , the region to the right of the curve Ymin ( ^ 3), the region 
in between and including Ymax and Ymin ( ^ 3), and the region to the left of the curve 
Ymax ( ^ 3). Solutions in R^ must cross into R^ after a finite time as any point in
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i?o has X ' < 0 and Y ' > 0. For example, if point A shown in Figure 2.3, which has
coordinates {-Vfmax,  {fmin -  f m a x )h  ~  ^) with 5 a very small positive constant, is 
considered,
  fmin fmax  ^ Q
< 7
Y ' = f {r)  -  fmin +  7^ > 0-
If {X, y )  is at A at a particular instant in time, then since X ' < 0 at A, X (r) will
be just left of A at a slightly later time and so the solution moves into R^. Since
any point in R^ has X  ^  \/fmax and Y  {fmin fmax)l'y any point in R^
does indeed cross into R \ in finite time.
By definition, X ' < 0 in the lower half plane, so the solution once it is in R \ can 
only do one of the following two things:
1. Stay in Rl, or
2. Enter R^.
If the solution remains in R^ then, as Y ' is of unknown sign in this region, the solution 
could have turning points, i.e. U  =  0. As the solution is known to be going in 
the decreasing X  direction, the solution, even if it contains many turning points, 
must also be decreasing in the Y  direction to remain in R^. Hence it must grow 
without bound. If the solution enters i?g, then here it is known that X '  < 0, y '  < 0, 
which means either or both X  and Y  will tend to — oo. In fact it has been proven 
in [23] that both X  and Y  tend to —oo in finite time. As this region might not be 
invariant, it might be possible for the solution to cross back into R^, but even so, the 
solution will still have one of the two listed behaviours above, and so Y  will still be 
decreasing and so the solution will still grow without bound. Since this work, it has 
been proven in Bartuccelli, Deane, Gentile and Marsh [22], that there is an invariant 
subset of i?3 and solutions in R^ do cross over into R^ in finite time, although the 
complete proof of this is rather long. It should be noted that this region R 3 is used 
throughout this thesis, especially in Chapter 4, where an invariant set for which 
solutions grow without bound is defined which is much larger than the region R^. 
This invariant set uses region Rs as a starting point in its construction.
2 8
2 .3 .2  C rossing th e  P o sitiv e  X  A x is
The solution of the coupled differential equation (1.6.13), starting from an initial 
point within the region R i  = R \  shown in Figure 2.3, approaches the X  axis 
as T increases, but it is not initially clear whether it must necessarily cross it, as 
the fact that X ' > 0  and T '  < 0 in R\ does not guarantee this behaviour. Here, the 
solution could grow without bound along the X  axis, which would satisfy X '  >  0  
and y  < 0 . It can be proved as follows that this is not the case and that the 
solution must cross the X  axis in finite time and therefore leave R \ .
To prove that the solution always crosses the positive X  axis in finite time, 
consider the region R\ as comprised of two smaller regions, the region to the left of 
and including the line X  =  y / f m a x  { R \ )  and the region to the right of and excluding 
the line X  =  Vfmax {Ri)> Since X '  >  0  and Y ' < 0 , solutions in after a finite 
time either enter the region in between the two curves Ymax and Ymin oi enter region 
R \ .  If the solution enters in between the two curves, the solution after a finite 
time must either re-enter region jRJ or after possibly oscillating in between the two 
curves, must cross the X  axis at a point (X q , 0 ) ,  where X q  G [ V f r n i n ,  V f m a x ] -  Again, 
a similar argument used for region R^ in Section (2.3.1) can be used to show that it 
does one of the above in finite time.
If the solution enters region R \ ,  then any initial point (Xo, To) within R \ ,  which
has Xo > y/fm ax ,  will satisfy the following inequality
y  = f { r ) - ' l Y  +  -  Xo"). (2.3.3)
Defining X q =  - { f m a x  -  X o " ) ,  which is positive because X o  > V/max, and substi- 
tuting this into (2.3.3) results in the inequality
Y ' < - ' r Y - X o ' ,  (2.3.4)
where 'yV + X q^  > 0. Integrating (2.3.4) results in
J yo +  X n  Jo
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which is easily solved to give
i I n  ( <  -T . (2.3.5)
7 \'rYo + X o y
The exponentials of both sides of (2.3.5) are taken, and the result rearranged to give
IfY  <  (7}^ T Âq )exp(—7t)  — X q . (2.3.6)
As r  increases, (2.3.6) will tend to the inequality 7F  < —X q^ , which means Y  must 
become negative in finite time, and so any solution within R\ must cross the X  axis 
as r  increases.
2.3 .3  Spiral S o lu tion s
Prom observing what is already known about the behaviour of solutions of the 
coupled system (1.6.13) from Figure 2.3, another possibility is that the solution 
could spiral out along the positive X  axis to infinity without ever entering region 
R 3 . An illustration of this is shown in Figure 2.4 where the proposed solution 
starts at the point p and spirals out in cycles which increase more in the positive X  
direction than in the negative X  direction. For this, or any type of spiral solution 
to exist, the solution must contain turning points where ^  ^  =  0, but the only
region of the phase plane where turning points of Y  can occur is in between and 
including the two curves Ymax and Ymin- From inspection of Figure 2.4, the solution 
will not be able to spiral out indefinitely, as the turning points of the spirals would 
have to leave the region between Ymax and Ymin for this type of behaviour to occur. 
Proof of this can be found in Chapter 4, where an invariant set B, shown in Figure 
4.1 is constructed which contains all initial conditions for which solutions in both 
X  and Y  tend to —00. Part of this set contains initial conditions to the right of the 
line Y  = X c , where X c  is positive and is given by equation (4.2.3), from which all 
solutions grow without bound in the negative X  and Y  direction, i.e. they eventually 
enter region R 3 . Hence the spiral solution can grow no further along X  than the 
point {Xc, 0), and so the solution cannot grow without bound in the positive X  or 
Y  directions.
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Ymax Ymin
Figure 2.4: A schematic diagram of a spiral solution which starts at the point p 
and spirals out clockwise, with each cycle expanding much more in the positive X  
direction than in the negative X  direction. The turning points of the solution are 
contained between the two curves Ymin and Ymax-
2.4 Solutions in Phase Space
Numerical solutions of the coupled differential equation (1.6.13) with the parameter 
values a  =  1.069, (3 = 0.428 and 7 =  0.064 are shown in Figure 2.5, with the Ymax 
(dotted) and Ymin (dashed) curves of Section 2.3 included. Diagram (a) shows the 
solution starting at the initial point (Xo,Fb) where, as r  increases, it crosses the 
Ymin and Ymax curves into region Ri of Figure 2.3. Here, it is seen to cross the 
X  axis where it eventually enters the Rs region of Figure 2.3, where the solution 
grows without bound. The phase portraits (b) and (c), which are the same solution 
enlarged with and without the transient, show the solution converging to a stable 
period 1 cycle. Here, the solution possesses all expected directions of motion and 
positive X  axis crossings, with all turning points contained in between the Ymin 
and Ymax curves. The parameter values chosen here were the rescaled parameter 
values of the original differential equation (1.5.6) parameters for which Figure 1.6 
was simulated. Clearly, the rescaled model can be seen to possess the same solutions, 
but on a different scale.
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Figure 2.5: Solutions of the coupled differential equation (1.6.13) when ol — 1.069, 
13 = 0.428, 7 =  0.064 and = 2. The dashed curves corresponds to Ymin- The 
dotted curves corresponds to Ymax- (a) Solution growing without bound, (b) Period 
1 solution with transient, (c) Same period 1 solution without transient.
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2.5 Solution Simulation
The solutions of the coupled differential equation (1.6.13) simulated in Section 2.4 
were obtained from a C program which implements a fourth-order Runge-Kutta 
method with adaptive step size control and mixed error testing. This was so that 
more control over the solution could be given, i.e. any solution which grows without 
bound could cause routines such as NAG [53] to function incorrectly. The fourth- 
order Runge-Kutta method used for the coupled first order differential system
%' =  / ( x ,y ,^ ) ,  
j '  =  ^ (x ,y ,( ) ,
is given by the equations
ki = hf{Xn,Yn,tn)^
^2  =  h f  {Xn +  ki /2,  Yn +  ki /2,  tn + h/2),  
ks = hf {Xn~\ -k2/2,Yn3-k2/2, tn  + h / 2 ) ,
^4 ~  h f  {Xn T  k^, Yn T k^^tn h),
1^ — hg{XniYnftn)’)
h  = hg{Xn +  Zi/2, Yn +  ^i/2, tn +  h/2),  
h  =  h g {X n  +  ^2/2, Yn +  Z2/2, in +  /1 /2),
4^ ~  h g {X n  T  Yn 4" 3^j “b ^)j 
Xn+1 = Xn  +  ki / 6  -b A:2/3 4- k^/S 4- k^/Q 4- 0{h^),
Yn+i =Yn + h/Q 4- 2^/3 4- (3/3 4- ^ /6  4- 0{h^),
where h is the step size. This method requires four evaluations of each of the 
functions /  and g per step h and treats every step in a sequence of steps in an 
identical manner. Prior behaviour of a solution is not used in its propagation, since 
any point can be an initial point. To achieve a certain predetermined accuracy in 
the solution, an adaptive step-halving control system is used which compares the 
solution, with that obtained if twice the number of steps is used. If the difference 
between the two solutions fails to meet a set tolerance level, the stepsize is halved 
and this is repeated until the tolerance level is satisfied. As there is no real preference
for which error test to use to compare the two solutions, the popularity of error tests
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found in NAG routines [53] is influential in the choice. Two possible error tests are 
the absolute error test given by
A X  = |X(2iv) — ^{N)\ < toi, A Y  = \Y(^ 2N) — ^(iv)| < toi,
where and Y(n) are the first approximations of the solution with N  steps, X (2N) 
and Y(2iv) are the second approximations of the solution with twice the number of 
steps, and toi is the set tolerance level; and the relative error test given by
A X  A Y
SX  = I -  1 < toi SY = I - — I < to i
X (2N) T(2iV)
The following mixed error test was chosen:
X(2N) — A~(jv) 
toi X |A(2iv)| toi
2
+ Y(2N) — y(N) 
toi X \Y(^ 2N) \ -^tol
2
<  1.
This test has the advantage of still working if X^2N) or Y(^ 2N) are close to zero.
The solutions of the coupled differential equation (1.6.13) simulated in Section 
2.4 were also simulated using DsTool (see [51] for users manual) and the NAG routine 
D02EJF (see [53] for documentation), which integrates a stiff system of first-order 
differential equations over a range with suitable initial conditions, using a variable- 
order, variable-step Gear method (see [8] for details of Gear methods), and returns 
the solution at points specified by the user. With the values a  = 1.069, [3 = 0.428 
and 7 =  0.064, and the same initial conditions used to simulate the solutions shown 
in Figure 2.5, the solutions obtained from DsTool and the NAG routine D02EJF are 
found to be in excellent agreement with those seen in Figure 2.5.
2.6 Final Comments
Now a couple of final points. Firstly, the solutions of the rescaled coupled differential 
equation (1.6.13) given in Figure 2.5 clearly can be seen to be rescaled versions of 
those obtained for the original differential equation (1.5.6) shown in Figure 1.6. 
Secondly, the question that is apparent is how good and accurate a model of the 
RL-diode circuit is the coupled differential equation (1.6.13)? The easiest way to
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validate the model is to build the circuit and observe some of the dynamical features 
given in this chapter. Unfortunately, obtaining the circuit such that the exact values 
of the parameters are obtained is tricky. This is discussed in the next chapter in 
Section 3.4.
Coexisting Periodic Solutions
In this chapter, an exploration of the solutions of the differential equation (1.6.12) 
with various a, /?, 7 and 11 values results in some interesting periodic orbits, some of 
which are presented. Specifically, for the two cases, 11 = 2  and /x =  1.67, which are 
chosen from capacitance measurements on a practical diode, basin of attraction dia­
grams are shown which identify the initial conditions which yield different coexisting 
periodic orbits of various periods. When // =  2, additional solutions are found using 
an alternative method, which employs Fourier Series for finding periodic solutions 
(in fact uses the method of Harmonic balance). To conclude, some comments are 
given.
3.1 Periodic Solutions when fj, =  2
An exploration of the solutions of the coupled differential equation (1.6.13), specif­
ically when /i =  2 with variable a, (3 and 7 which satisfies a  > \l3\ > 0  and 7 > 0, 
results in periodic solutions of various periods being found. W ith small variations in 
either the initial X  or T  coordinate, the long term dynamics of (1.6.13) can change, 
which is clearly demonstrated in Figure 3.1 which is the basin of attraction diagram 
of the solutions of (1.6.13) shown in Figure 2.5 when a  =  1.069, (3 =  0.428 and 
7 =  0.064. The black shaded area is the set of initial conditions of X  and Y  for 
which the solution after a transient period will tend to a period 1 solution, whilst 
initial conditions of X  and Y  which lie within the white region result in the solution 
growing without bound. The regions within the two small red boxes of this basin 
of attraction diagram are enlarged to show more clearly some of the detail of the
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Figure 3.1; (a) Basin of attraction diagram of the coupled differential equation
(1.6.13) when a = 1.069, (3 =  0.428, 7  =  0.064 and jjL = 2. Initial conditions 
colour coded accordingly result in: Black region: Period 1 solution. W hite region: 
Unbounded solution, (b) and (c) Enlarged sections of (a) corresponding to the initial 
conditions shown in the two red boxes.
main basin of attraction diagram. These enlargements show th a t the small dotted 
regions possess their own interesting structure.
After a more intense exploration, coexisting periodic solutions of various periods 
were found for different sets of param eter values. Figure 3.2 shows the basin of 
attraction diagram of the coupled differential equation (1.6.13) when <a =  3, /? =  2.5 
and 7  =  0.01. The black shaded area is the set of initial conditions of X  and Y  for 
which the solution after a transient period will go to a period 1 solution, the red 
region is the set of initial conditions which lead to a period 3 solution, the small
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Figure 3.2: (a) Basin of attraction diagram of the coupled differential equation
(1.6.13) when a = 3, (3 = 2.5, 7  =  0.01 and /.i =  2 . Initial conditions colour coded 
accordingly result in: Black region: Period 1 solution. Red region: Period 3 solution. 
Green region: Period 5 solution. W hite region: Unbounded solution, (b), (c), (d) 
and (e) Enlarged sections of (a) corresponding to the initial conditions shown in the 
yellow boxes.
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Figure 3.3: Coexisting periodic solutions of the coupled differential equation (1.6.13) 
when a = 3, /3 = 2.5, 7 =  0.01 and /i =  2. (a) Period 1 solution, (b) Period 3 
solution with the three *’s marking the times t = 0, 2n\4%. (c) Period 5 solution 
with the five *’s marking the times t = nn  with n =  0, 2,4 ,6, 8.
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green region gives initial conditions which result in a period 5 solution, and the 
white area is initial conditions for which the solution grows without bound. The 
regions within the four small yellow boxes of this basin of attraction diagram are 
enlarged and are shown in (b), (c), (d) and (e) of Figure 3.2. These four diagrams 
show more clearly, the smaller basin of initial points, in particular the green region 
of initial points which result in a period 5 solution. These periodic solutions can 
be simulated using the program detailed in Section 2.5, with the initial conditions 
taken from Figure 3.2, and the coexisting periodic (periods 1, 3 and 5) solutions 
of (1.6.13) when a  =  3, =  2.5 and 7 =  0.01 are shown in Figure 3.3. The *’s
incorporated onto the solutions denote time periods of 2tï in between each *. It 
should be noted that the period 5 solution goes slightly negative in X , which means 
that the solution will not be seen in the laboratory as the model becomes invalid 
as X  goes negative, i.e the voltage across the diode will go negative. The program 
used to find basin of attraction diagrams is explained in Section 3.2. It should also 
be noted that the three solutions shown in Figure 3.3 are stable and the eigenvalues 
of the Jacobian at fixed points are given in Appendix A.
Figure 3.4 shows the basin of attraction diagram of the coupled differential equa­
tion (1.6.13) when a  =  2.5, (5 = 1.5 and 7 =  0.01. The black shaded area is the set 
of initial conditions of X  and Y  for which the solution after a transient period will 
go to a period 1 solution, the red region is the set of initial conditions which lead 
to a period 2 solution, the small green region gives initial conditions which result in 
a period 6 solution, and the white area is initial conditions for which the solution 
grows without bound. The regions within the four yellow boxes of this basin of 
attraction diagram are enlarged and are shown in (b), (c), (d) and (e) of Figure 3.4, 
which shows more clearly, the smaller basin regions. Again, these solutions can be 
simulated using the program of Section 2.5, with the initial conditions taken from 
Figure 3.4. Figure 3.5 shows the coexisting periodic (periods 1, 2 and 6) solutions 
of (1.6.13) when a  — 2.5, /? =  1.5 and 7 =  0.01. The *’s incorporated onto the 
solutions denote time periods of 2tt in between each *. It should be noted tha t the 
period 2 and period 6 solutions go negative for X  which means the model is invalid.
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Figure 3.4; (a) Basin of attraction diagram of the coupled differential equation 
(1.6.13) when a  = 2.5, (3 = 1.5, 7  =  0.01 and /i =  2 . Initial conditions colour 
coded accordingly result in: Black region: Period 1 solution. Red region: Period 
2  solution. Green region: Period 6  solution. W hite region: Unbounded solution, 
(b), (c), (d) and (e) Enlarged sections of (a) corresponding to the initial conditions 
shown in the yellow boxes.
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Figure 3.5: Coexisting periodic solutions of the coupled differential equation (1.6.13) 
when OL = 2.5, /? =  1.5, 7 =  0.01 and fi = 2. (a) Period 1 solution, (b) Period 2 
solution with the two *’s marking the times i  =  0, 2tt. ( c )  Period 6 solution with 
the six *’s marking the times t = mr with n =  0, 2,4 ,6, 8, 10.
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Figure 3.6: (a) Period 1 solution of the coupled differential equation (1.6.13) when 
a  = 4.7, (3 — 3.3, 7 =  0.02 and = 2. (b) Period 3 solution of (1.6.13) when 
a. = 1.7, P  = 1.2, 7 =  0.0035 and fj, = 2.
and therefore these solutions will not be seen in the laboratory. Also it should be 
noted that the three solutions shown in Figure 3.5 are stable and the eigenvalues 
are given in Appendix A. Finally, it should be noted that solutions of (1.6.13) of 
both odd and even multiples of the period of / ( r )  were observed.
So far, a range of odd and even stable periodic orbits have been shown. To 
conclude this section, a couple of additional solutions of the coupled differential 
equation (1.6.13) are shown in Figure 3.6. Solution (a), which has parameter values 
a = 4.7, P = 3.3 and 7 =  0.02 results in a period 1 solution, whilst solution (b) has 
parameter values a = 1.7, P =  1.2 and 7 =  0.0035 which gives a period 3 solution. 
Solution (a) always has X  positive, and therefore this solution might be seen in the 
laboratory, with the loop making it easily identifiable.
3.2 Basin of Attraction Simulation
The basin of attraction diagrams of the coupled differential equation (1.6.13) dis­
played in Section 3.1 were computed using the NAG routine D02EJF (see [53] for 
documentation), where the initial conditions over a rectangular grid in a designated 
area of the phase plane were each considered in turn. If, after a finite time, the
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solution for the specific initial condition enters into the region of shown in Fig­
ure 2.3, i.e. a solution which grows without bound, the initial condition is coloured 
white, and the next initial condition then considered. For solutions which do not 
enter region the transient period of the solution is neglected, and only the long 
term dynamics of the solution are recorded. The following points of the solution are 
stored in an array
Xi = X { t o 2 m )  for all i =  0..^",
Yi = Y{to-\- 2m) for all i = O.-A”,
where N  +  1 points are saved, as well as the period of the solution with an assigned 
colour and the corresponding initial point.
If a periodic solution from a specific initial condition is found, it needs to be 
determined if this solution has already been found from a previous initial condition so 
that the initial condition point can be colour coded accordingly. This is determined 
from the following cross correlation
j=0
j=0
where X ^  and Y^  are previously found solutions and k =  0 . . .N .  This basically 
compares all new solution points with stored solution points of the same period, 
and if S x { k )  < Sxmax  and S y { k )  < Symax are satisfied for some k,  where Sxmax  
and Symax are tolerance levels, the solution is deemed to have already been found 
with a previous initial condition, and will therefore be colour coded the same. If 
S x { k )  and S y { k )  are greater then the set tolerances for every k,  the solution has not 
been found before and is saved in the library array with a different colour assigned 
to it. When the long term dynamics for all initial conditions have been determined, 
the result is a colour coded grid, which is the basin of attraction diagram as shown 
in Section 3.1.
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3.3 Fourier Series Solutions when /x =  2
An alternative method for finding periodic solutions of the differential equation
(1.6.12) which entails finding a truncated Fourier Series and then expanding it using 
the Newton Raphson method is now detailed.
A collection of routines in Maple are used to find the p-th subharmonic Fourier 
series solutions of the differential equation (1.6.12), where p is the period. A Fourier 
series is an expansion of a periodic function in terms of an infinite sum of complex 
exponentials [52]
oo
X { t ) =  Cn exp(m r), (3.3.1)
—oo
where Cn is real or complex. Since X { t )  € R for r  G R ,  provided that the initial 
conditions are real, the Fourier Series (3.3.1) needs to ensure X (r)  is real as only real 
X { t )  are considered here. Now, [exp(mr)]* =  exp(—m r) and so if Cn =  +  ibn
and C-n = d-n  +  ie-n  for G n , & n , d _ n , e _ n  G R ,  then X {r)  is real if an = d-n  
and bn = — e_n, hence C_„ =  C*, which proves a useful result. For practical 
computation, this series is truncated as follows
N
X { t ) = y 2  exp(m r), (3.3.2)
- N
where N  is finite. As a concrete example, choose A” =  2 in which case (3.3.2) 
becomes
X  (r) =  C_2 exp (-2 ir) +  C_i exp(-zr) +  Co +  Ci exp(zr) +  C2 exp(2zr).
This gives
X ' { t ) = —2zC_2 exp(—2zr) — zC_i exp(—zr) +  iCi exp (A) +  2iC2 exp(2zr)
X " { t ) = —4:0-2 exp(—2zr) — C_i exp(-zr) — Ci exp(zr) — 4C2 exp(2zr) 
and X ^ { t ) truncated to the same order is
X ^ ( t )  =  (C2i +  2 C 0 C - 2 )  exp(—2zr) +  2(C_2Ci +  CqC_i) exp(—z t )  
+ 2C -2C2 +  2C_iCi +  Cq +  2(C_iC2 T CqCi) exp(zr) +  (2C0C2 +  Cf) exp(2A)
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which substituted into the differential equation (1.6.12) gives
—4C_2 exp( -2 A) — C -i  exp(—zr) — C\ exp(zr) — 4C2 exp(2zr)
+ 7 Z  [—2 C _ 2  exp(—2z t )  — C_i exp(—zr) +  C \  exp(zr) +  2 C 2  exp(2zr)] 
+ (C ^2 T  2 C o C _ 2 )  exp(—2z t )  +  2(C_2Ci +  CoC_i) exp(—z t )  
+ 2C -2C2 +  2C_iCi +  Cq +  2(C_iC2 +  CqCi) exp(zr) +  {2 C0 C2 +  Cf) exp(2zr)
=  a  +  ^[exp(A ) -  exp(-zr)].
After comparing coefficients (constants, exp(±zr), exp(±2zr)), this results in the 
five equations
—4C_2 — 2^)0—21 +  +  2CoC_2 — 0
—C - i  — j C - i i  +  2(C_2Ci +  C qC - i ) =  —^
4- 2(?__iCi 4- =  c% (:S.3.3)
—Cl  4- 7 C1Z 4- 2(C_iC2 4“ C qC i ) =  ^
—4 C2 4" 2 7 C2Z 4~ 2 C0C2 4~ Cj =  0.
Since 4- ibm it appears that there are ten unknown constants but using
C—ji ~~ C^, CL—}j 4" z6_/ij Qj]^ z6&, fc — 2, .., 2 and so Un — zz G hi
and bo = 0 which gives only five unknowns. These five unknowns are substituted 
back into the five equations (3.3.3), which with an initial guess interval of the first 
Fourier coefficient oq. Maple can solve numerically to give the five constants (u2,
ai, ao, bi and 62)- From this starting point, the Fourier Series obtained is extended
to truncation order N  > 2 using the multidimensional Newton-Raphson method, 
which is given by
where is the correction, F  denotes the vector function, X  denotes the vector of 
unknowns and J is the Jacobian matrix [14]. For instance, if /i(ao, ui, U2, 61, 62) =  0 
for z =  1,.., 5 corresponds to the five equations of (3.3.3), then by first assuming 
aj =  0 and bj = 0 for j  =  3,4, these five equations can be augmented to give 
/fc(«o, CLi, bi) for & =  1 ,.., 9 and I = 1,.., 4, i.e. nine equations in nine unknowns. By 
using the already known values uq, ai, G2, bi and 62, the Newton-Raphson method
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can be used to find 63 and 64 by solving fk{cio,CLiM) =  0 for A: =  1,..,9
and / =  1, ..,4. In this way, the number of Fourier coefficients A, can be doubled 
successively until as many as desired have been found. By substituting different 
intervals of the first Fourier coefficient uq into (3.3.3), all periodic solutions of (1.6.12) 
can be found. To verify that the Fourier Series now found is in fact a solution of
(1.6.12), the initial conditions can be calculated from the Fourier Series, and these 
can be used in the program of Section 2.5 to produce an alternative solution for 
comparison purposes. Also the Fourier Series can be substituted back into (1.6.12) 
to find the error term.
The parameter values a = 3, p — 2.5, 7 =  0.01 and /z =  2, for which stable 
solutions of the coupled differential equation (1.6.13) with periods 1, 3 and 5 have 
already been found (see Figure 3.3 for solutions) are investigated using the Fourier 
Series alternative method. When employed, this method results in three additional 
period 1 solutions being detected, which were not found in the original basin of 
attraction diagram shown in Figure 3.2. These additional period 1 solutions are 
shown in Figure 3.7, where (a) and (c) were simulated using the program of Section 
2.5, and (e) was simulated using Maple, due to the number of decimal places required 
(20) to obtain this solution exceeding standard double precision arithmetic. Basin 
of attraction diagrams with a much finer grid around the initial conditions given 
by the *’s on the period 1 solutions of Figure 3.7 are also shown next to each new 
period 1 solution. This results in a couple of interesting structures, where the very 
small basin tail shown in (d), which has both initial conditions for periods 1 and 
3 solutions, was not detected in Figure 3.2. Diagram (f) has a tail consisting of 
period 1 and period 5 initial conditions to the right of the corresponding circled 
initial condition point of the solution diagram (e), but directly on the corresponding 
point on the basin of attraction diagram nothing is seen. This is not surprising since 
the basin of attraction diagram was simulated using C, which is unable to detect 
solutions which require the initial condition to be specified to higher precision. It 
should be noted that the black, red and green initial conditions in fact result in the 
stable periodic orbits of Figure 3.3. Since this work, unstable periodic solutions of
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Figure 3.7: (a), (c) and (e) Additional coexisting period 1 solutions of the coupled 
differential equation (1.6.13) when a  = 3, — 2.5, 7  =  0.01 and /r =  2. (b),
(d) and (f) Basin of attraction diagrams of (1.6.13) around the * initial condition. 
Black: Period 1 solution. Red: Period 3 solution. Green: Period 5 solution. White: 
Unbounded solution.
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(1.6.12) have been searched for which is explained in Chapter 5, and it turns out 
that these additional solutions are all unstable. See Appendix A for the eigenvalues 
and Chapter 5 for a detailed study on unstable periodic solution detection. Also it 
should be noted that all of these additional period 1 solutions have negative X , and 
therefore will not be seen in the laboratory. Additional periods of higher order were 
searched for but with no success. With higher order periods, initial guess intervals 
of the first few coefficients proved difficult to find, so not even the known period 3 
and 5 solutions were found. If the correct interval was incorporated into the Maple 
routine then it is believed this method would prove successful in finding higher order 
periods but the initial guess is experimental. In Chapter 5 a method is used which 
finds higher order periodic orbits much more easily.
The parameter values a  — 2.5, (5 =  1.5, 7 =  0.01 and (jl  = 2, for which stable 
solutions of the coupled differential equation (1.6.13) with periods 1, 2 and 6 have 
already been found (see Figure 3.5 for solutions) are now investigated using this 
Fourier series method. This results in two additional period 1 solutions being de­
tected (shown in Figure 3.8), which were not found in the original basin of attraction 
diagram (Figure 3.2). A basin of attraction diagram with a much finer grid around 
the initial conditions given by the *’s on the period 1 solutions of Figure 3.8 are 
also shown. This results in a very small basin tail in (d), which has both initial 
conditions for periods 1, 2 and 6 solutions, which was not detected in Figure 3.4. It 
should be noted that the black, red and green initial conditions in fact result in the 
stable periodic orbits of Figure 3.5. Again, these additional solutions turn out to be 
unstable and the eigenvalues are given in Appendix A. Also it should be noted that 
both of these additional period 1 solutions go negative for X , and therefore will not 
be seen in the laboratory. It should also be noted that additional periods of higher 
order were searched for but with no success.
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Figure 3.8: (a) and (b) Additional coexisting period 1 solutions of the coupled 
differential equation (1.6.13) when a  =  2.5, (3 = 1.5, 7 =  0.01 and fi = 2. (c) 
and (d) Basin of attraction diagrams of (1.6.13) around the * initial condition. 
Black: Period 1 solution. Red: Period 2 solution. Green: Period 6 solution. White: 
Unbounded solution.
3.4 Periodic Solutions when ji =  1.67
In practice, a diode which has [i — 2 exactly is unlikely, and therefore /r is chosen 
from capacitance measurements on a practical diode (BB304), which results in yit =  
1.67. Although no circuit experiments are detailed anywhere in this thesis, a more 
practical value of is investigated for any follow up which might occur. Any circuit 
experiments carried out would hopefully confirm the validity of the model. The 
numerical programs used in Sections 2.5 and 3.2 are slightly adapted to incorporate 
— 1.67, which also includes changing the region for which solutions grow without
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bound since if X  is negative, the solution will be complex since the nonlinear term 
is now with fi a non integer, and is therefore ignored since only real solutions are 
considered. Solutions of the coupled differential equation (1.6.13) simulated with 
various a , [3 and 7 demonstrate coexisting periodic solutions.
Figure 3.9 shows the basin of attraction diagram of the coupled differential equa­
tion (1.6.13) when a  =  3, /? =  2, 7 =  0.0008 and fi =  1.67. The black shaded area 
is the set of initial conditions for which the solution after a transient period will go 
to a period 1 solution, the red region is the set of initial conditions which result in 
a period 2 solution, and the white area is the set of initial conditions for which the 
solution becomes negative. These periodic solutions are simulated using a slightly 
adapted version of the program of Section 2.5 so that solutions for a general /x can 
now be found, with the initial conditions taken from the basin of attraction dia­
gram. Shown in (b) and (c) of Figure 3.9 are the coexisting periodic (periods 1 and 
2) solutions of (1.6.13), with the *’s denoting a time period of 2tï in between each 
*. It should be recognised that these solutions all have X  > 0, which means they 
are valid for the model, and therefore it should be possible for these solutions to 
be seen in the laboratory. Also it should be noted that these periodic solutions are 
both stable with the eigenvalues given in Appendix A.
Shown in Figure 3.10 is the basin of attraction diagram of the coupled differential 
equation (1.6.13) when a  = 1.73, (3 =  0.94, 7 =  0.00035 and fi =  1.67. The black 
shaded area is the set of initial conditions for which the solution after a transient 
period will go to a period 1 solution, the red region is the set of initial conditions 
which result in a period 3 solution, and the white area is the set of initial conditions 
for which the solution grows without bound. Again these periodic solutions are 
simulated using the slightly adapted program described in Section 2.5, with the 
initial conditions taken from the basin of attraction diagram. Shown in (b) and 
(c) of Figure 3.10 are the coexisting periodic (periods 1 and 3) solutions of (1.6.13), 
where the *’s incorporated onto each solution denoting a time period of 27t in between 
each *. It should be recognised that these solutions all have X  > 0, and so therefore 
it should be possible for these solutions to be seen in the laboratory. Also it should
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Figure 3.9: (a) Basin of attraction diagram of the coupled differential equation
(1.6.13) when a  =  3, /3 =  2 , 7  =  0.0008 and /i =  1.67. Initial conditions colour 
coded accordingly result in: Black region: Period 1 solution (b). Red region: Period 
2  solution (c). W hite region: Solution goes negative.
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Figure 3.10: (a) Basin of attraction diagram of the coupled differential equation
(1.6.13) when a  = 1.73, (5 = 0.94, 7  =  0.00035 and /i =  1.67. Initial conditions 
colour coded accordingly result in: Black region: Period 1 solution (b). Red region: 
Period 3 solution (c). W hite region: Solution goes negative.
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be noted that these periodic solutions are both stable with the eigenvalues given in 
Appendix A. Finally, it should be noted that both odd and even periodic solutions 
have been found.
3.5 Final Comments
Given in this chapter are various periodic solutions of the coupled diflFerential equa­
tion (1.6.13), but unlike the unbiased driven RL-diode circuit, so far there is no 
evidence that chaos is present for this dynamical system. Also, the basin of attrac­
tion diagrams simulation uses a specified grid and therefore, solutions which possess 
very small basins are easily missed, as well as small threads of the basin of attraction 
like that shown in Figure 3.7 which required a finer grid then that used in Figure 
3.2 to be detected. The finer the grid, the longer the simulation time and so it is 
impractical to have very fine grids. Therefore complete sets of periodic orbits of low 
periods can never be guaranteed. Also simulation problems due to tolerance levels 
and general computer capabilities will mean it will be hard to simulate high period 
solutions, since the basin will be small, and therefore due to tolerance errors, the 
solution can easily slip into another basin. In Chapter 5, a method which detects 
unstable periodic orbits of the differential equation (1.6.12) of various periods also 
finds the stable periodic orbits shown in Figures 3.3 and 3.5 and so it is believed 
that the stable periodic orbits shown are the only ones to exist for period 10 and 
less.
Invariant Sets
In this chapter, a variety of invariant sets of the differential equation (1.6.12) are 
constructed, where the phase plane is partitioned into regions in which only certain 
behaviour occurs. The first invariant set defined, specifically for /j == 2, is set of 
initial conditions from which all solutions grow without bound. The complement of 
this set then contains all bounded periodic solutions. Reduction of the complement 
set size results in the construction of a couple of absorbing sets, but at the cost of 
constraints needing to be applied. These absorbing sets consider specifically /j, = 2 
and more generally f i>  I, which slightly changes the construction of the set. Various 
numerical solutions which demonstrate the properties of these sets are presented, 
before finally some comments are given.
4.1 Introduction
An invariant set 5  C R^, is defined as a subset of the phase plane such that solutions 
starting from any initial condition in S  remain in S  for all time. Two main types 
of invariant sets are constructed. The first type of set has infinite area and contains 
initial conditions for which all solutions grow without bound. The second type of 
set which is termed ‘absorbing’ has finite area, and is constructed with the intention 
that any bounded, periodic solution of the differential equation (1.6.12) is contained 
within. Any such absorbing set is optimal if the area of the set is as small as possible, 
since all solutions of (1.6.12) will be easier to locate. Three such sets (.4.1, .4iy^  and 
A 2 ) are constructed, all of which require certain constraints to be applied. In order 
to construct invariant sets for (1.6.12), certain inequalities need to be proven. To
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this end, first assume that 7 =  0, // =  2 and / ( r )  =  A, where A is a constant, 
for which the differential equation (1.6.12) is integrable. With Y  = X ',  (1.6.12) 
becomes
+  =  (4.1.1)
which can be integrated to give
/  1 \  2 Q
(4.1.2)
where X q and Yb are initial conditions. The expression for in (4.1.2) can have 
one, two or three real roots, depending on the parameter values. When there are 
two real roots, one of these must be a pair of repeated roots, and the condition for 
this is easily seen from (4.1.2) to be X q = ±2\/Â , Iq =  0. When this is satisfied, 
the curve Y (A) is known as the separatrix since it separates the two qualitatively 
different types of solution behaviour displayed by (4.1.1), i.e. solutions which grow 
without bound and those that are bounded and periodic. This elliptic curve plays 
an important role in the construction of a set B of initial conditions for solutions all 
of which eventually grow without bound.
From here onwards, it is convenient to have the function / ( r )  of the differential 
equation (1.6.12) satisfying the inequality <  / ( r )  <  with F  > /  > 0. 
Immediately it follows that // > 0 for this to be valid, but although the proof for the 
work which follows is mathematically correct for /^  > 0, the set constructions assume 
that a solution exists and that this solution is unique. A unique solution exists if
(1.6.12) is Lipschitz [9]. For a function p(r, x) to be Lipschitz in x, a constant F  > 0 
must exist such that
\ 9 ( r , x i ) -  g(r,X2)\ < K \x i -  X2\
for all (r, xi) and (r, X2 ) in an open set W. It is therefore required that the nonlinear 
function in (1.6.12) is for it to be Lipschitz, and therefore a unique solution is 
guaranteed to exist if // > 1, but since ju == 1 is the linear case which is easily solved, 
the restriction f i>  1 is imposed.
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Figure 4.1: The invariant set 5 , whose compliment, 5 ^ , is inside the thick curve 
ABCD, where B is the point at (—F, 0), C is the point at (Xc, 0) and A and D are 
at infinity. The continuous curves starting at the points 5^, and are various 
numerical solutions of the coupled differential equation (1.6.13), with F  =  2 , /  =  
1,'y =  0.01, /X =  2, all of which start, and remain in B.
4.2 Set B  w ith ii =  2
The invariant set B, specifically with /x =  2, which consists of solutions in the phase 
plane that all grow without bound is shown in Figure 4.1, where the set boundaries 
consist of three curves, AB, BC and CD, where the boundary points B and C are at 
(—F, 0) and (Xc, 0) respectively, and points A and D are at infinity. Each boundary 
construction essentially uses the following techniques.
Defined is the two-dimensional vector field
l ( r )  =  { Y J { r )  -  -  j Y ) ,
which, when the constraint <  / ( r )  < F^ with F  > /  > 0 is applied, results in 
the two vector fields
= (Y  -  X ^  -  j Y )  and I ,  = ( Y  f  -  X ^  -  ^Y ) .■f
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The importance of these two fields is that, for any initial condition { X, Y)  = 
(X(To), y  (To)), the direction of ^ ( t)  is such that ^ ( t)  =  where fii
and [ i 2  are non-negative scalars, i.e. the vector field 0 ( t )  is confined between and 
ÿ If a given curve in the plane is defined by G(X, Y)  =  0, then two normals to it 
are n = ± {dG ldX ^dG /dY ).  The choice of sign determines whether the normal is 
inward or outward pointing. To prove that the vector field is always in a particular 
direction across a curve defined by G, it only has to be shown that n  • ÿ, which is 
proportional to the cosine of the angle between the normal to the curve and the vec­
tor field ÿ, is of a given sign at all points on the curve. Hence it will be unnecessary 
to normalise either n  or (f>, as only the sign of the dot product is important.
The boundaries AB, BC and CD are now constructed.
Boundary AB
L em m a 1 Let curve AB  he defined by
G A B ( X , Y ) = Y ^ - X ' ^ { 2 F - X ) ( X  + F f  = 0
for X  G (—00, —F] with Y > 0. Then 4>{t ) is into AB in the direction of decreasing 
Y , along its entire length and for all time, provided that <  2/3.
P roof Since Y > 0, curve AB is Y =  — A(X -H F )\/2 F  — X  >  0 for X  G
(—oo, —F]. The required normal to AB, pointing in the direction of negative Y,
is n =  ( - 3A^(X^ -  F ^ ),-2 Y ). At any point (X, Y), the Y component of is
greater than that of ÿ , so to show that for all time the flow is through AB in the
direction of negative Y, it needs to be proved that > 0 for X  G (—oo, — F].
The fact that n •</),> 0 then automatically follows, and hence positivity of the dot —/
product for all time. Now,
n • (j)p =  Y [(2 — 3A^)(X^ — F^) -t- 27Y] > 0 for X  G (—00, —F], Y >  0
provided that (2 -  3A?) >  0. In order to make B as large as possible, the area 
between AB and the X  axis needs to be maximised and so hence take A =  \ /2 /3 .ü
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B o u n d ary  E C
L em m a 2 Let curve BC  he defined by
y )  =  y "  -  (2/3)(%c -  %)(% +  F)" =  0
f o r X  G [—F, Xc] with Y  < 0. Then^{r) is through BC  in the direction of decreasing 
Y , along its entire length and for all time, provided that
X c  ^  2F  +  —7^
8F
1 +
P ro o f  The required normal must be directed towards negative Y  and is therefore 
n = ( |(X  +  F )(3X  +  F  — 2Xc),  2Y). For the same reason as applied in the 
construction of AB, it only needs to be proved that n- > 0 for X  G [—F, Xc]- So
n - ^ F  = +  F)  [2Xc - 4 F -  W ^ ( X c  -  X )] >  0 for X  € ( -F,  X c ] ,Y  < 0,
provided that 2Xc — 4F  >  jy /6 { X c  — X ) .  Furthermore, since 7 > 0, the inequality 
can only make sense if X c  > 2F. Squaring both sides of the inequality and solving 
for X c  gives
/ 8F _ 3 9 / 8F '
1 +  u l  H— 2 or X c  <  2F +  - 7 1 — 't / i  H---- 2
. V “  4 . V
X c  ^  2F  +  —7^
Since F  > 0, the square root is greater than unity, so the second solution has 
X c  < 2 F  and can therefore be rejected. □
Since the objective is to make B  as large as possible, X c  should be chosen so 
that it minimises
|K| d X  = ^ ( X o  + F f ' \  
and as this is monotonically increasing with X c  > —F, the minimal value
X c =  2 F + - 7 " 1 +  1/ 1  +
8 F
^2 ( 4 . 2 . 3 )
is taken.
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B o u n d ary  CD
L em m a 3 Let curve CD he defined hy
Gcd{x , y) = y" -  {Xc -  X) [{Xc -  x f  + b^]=o
for X  G (—oOjXc] with Y >  0. Then ^ (r)  is through CD in the direction of 
increasing Y , along its entire length and for all time, provided that
h^{2Xc — 7 )^ ^  4Xc<(X^ — /^)
where X c  is defined in Lemma 2. There always exist real values of h such that this 
inequality holds.
P ro o f  For this curve, the normal that is required is in the direction of increasing 
Y  and so n =  (3(Xc — X y  +  6^ , 2Y). This time is considered since n • >  0
implies n • >  0. So
n l ,  = Y y  + i X c u  + 2 ( f  -  X l )  +  6' -  2^y] ,
where u =  (Xc — X) G [0, oo). Since T  > 0, for the dot product to be non-negative 
it is required that
2/  ^4- 4Xciz +  2(/^ -  X^) +  6^  >  27Y for >  0, (4.2.4)
and since X c and 7 are also positive, this inequality is only feasible over the re­
quired range of u if {i) 2(/^ — X q) 4- 6^  > 0. W ith this assumed, both sides of 
inequality (4.2.4) can be squared, Y  substituted in terms of X , and simplified to 
obtain
4- 4(2Xc — 7^)u^ 4- 2(6X^ 4- 2/^  4- h^)u'  ^4- 4 [6^(2Xc — 7^) T  4X c(/^  — X^)] u
4 - [ 2 ( f -  X 2 )4 .5 : '] '> 0 .  (4.2.5)
Now, as well as (2), all coefficients of the powers of u in this inequality are needed to
be non-negative; the coefficients of are obviously so, and those of and u
are so too, provided (ii) 2Xc —7  ^ > 0 and (m) 6^(2Xc—7^)4-4X c(/^—X§) >  0. It
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is now shown that the definition of X c  in equation (4.2.3) implies (zi), and that (z) is
Since8F^ 2implied by (zzz). From the definition of X c, 2Xc =  4F  +  §7 .^ 1 +  +
1 4- 4- ^  > 2, it follows that 2Xc > 37 ,^ so (zz) is automatically satisfied.
Dividing (zzz) by 2Xc > 0 gives 2 { p  -  X ‘^)-\-h'^ > (67)^ /(2Xc) and since the right- ' 
hand side is positive, (zzz) implies (z). In the light of (zz), it now becomes clear that 
there always exists b large enough that inequality (4.2.5) is true; and so the lemma 
is proved. O
In order to maximise the area of B, the minimal value of b should be chosen 
which, from (zzz), is given by
A corollary to Lemma 3 which shows that the cubic coefficient of X  of the curve 
CD must be greater than |  now follows.
C oro llary  1 Let the boundary CD be given by
G c d ( X ,  Y )  = Y^ + {AX^  +  B X ^  + C X  + D )  = 0,
for X  G (—00, Xc] with y  >  0 and where A, B, C and D are constants. Then 
A > 2/2> for  0 (r) to be into CD in the direction of increasing Y , along its entire 
length and for all time.
P ro o f  The normal to the curve CD in the direction of increasing Y  is given by 
n =  (3AX^ 4- 2 B X  4- C, 2Y). Again, like in Lemma 3, n • is considered since 
n- ^ f > 0  implies n • > 0. So
n - l ^  = Y [ { 3 A - 2 ) X ^  + 2 B X  + C + 2 f - 2 ' / Y ]  ,
for X  € (—oo,Xc] and Y > 0. Now, since Y  is 0(|X |^/^), it follows tha t 27^  > 
2B |X | 4- C as X  —oo. So therefore to ensure the dot product is non negative as 
X  —^ —00, (3A — 2)X^  must be positive. Hence (3A —2) > 0 which implies A > 2/3. 
□
This corollary is significant as the fact that A > 2/3 means that the area of B ^  is 
infinite. For the curve AB, Y  ^  —^/2j3\X\^^‘^ whilst for curve CD, Y  —\/Â|X|^/^
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which, since A > 2/3 means the two curves AB and CD never cross. This is 
unsurprising since the basin of attraction diagrams given in Chapter 3 appeared to 
have infinite tails in the region in between AB and CD as X  —> —oo, though no proof 
that this is so exists. In Lemma 3, A =  1 and B, C  and D  were chosen accordingly. 
Although A could have been chosen such that 2/3 < A < 1, which would have 
resulted in a slightly larger set B, the choice of A =  1 simplifies calculations.
Using Lemmas 1, 2 and 3 results in the following theorem.
T h eo rem  4 Define B — B ab  U B bc  U B cd  U {(X, T ) |X  >  Xc} with
Bab = { { X, Y)  \ Y  < - { X  + F )V 2 (2 F - X )/3 , % < - F }  
B b c  =  {(%, Y ) \ Y < - { X  + F )y '2 {X c  -  X) l 3 ,  - F  < X  < X c }
B c d  = { { X , Y ) \ Y >  y / { X c ~ X )  [ { X c - X y  + b^ ], X  < X c }
where X c is given by (4-2.3) and b by (4-2.6). Then B is an invariant set such that 
solutions to (1.6.12) with initial conditions within B remain in B for all time.
P ro o f  This theorem is a direct consequence of Lemmas 1, 2 and 3. □
Since the construction of B  combines three separate curves, the gradients of the 
curves at the two intersection points are not necessarily the same. The gradients 
of the curves BC and CD at the point X  =  X c are the same, but the gradients 
of the curves AB and BC at the point X  =  —F  are different. The gradient of 
AB at X  =  —F  is ^  whilst the gradient of BC at X  =  —F  is ^  =
— y 2 F  +  1 +  y j l  +  ^  . If 7 is sufficiently large, then the gradients of the two
curves at X  =  —F  are noticeably different, but as 7 0, the two gradients become
equal. In [22] it is proven that all solutions to (1.6.12) with initial conditions within 
B grow without bound.
4.3 Dem onstration of Set B
Some examples are now given which demonstrate the properties of set B. Shown in 
Figure 4.2 are two basin of attraction diagrams, originally presented in Chapter 3,
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Figure 4.2: (a) and (b) Basin of attraction diagrams originally presented in Chapter 3 
contained within the equivalent set . (a), (c) and (e) F  = \ / ^ ,  /  =  \ZCt5, n = 2 
and 7 =  0.01. Black: Period 1. Red: Period 3. Green: Period 5. (b), (d) and (f) 
F  = 2, f  = l, fi — 2 and 7 =  0.01. Black: Period 1. Red: Period 2. Green: Period 
6. (c) and (d) An extension of the tails, (e) and (f) Same as (c) and (d) but period 
1 initial conditions omitted.
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contained within the set . Diagram (a) is the basin of attraction diagram previ­
ously shown in Figure 3.2 with the parameters a = 3, p  = 2.5, fi = 2 and 7 =  0.01, 
which is equivalent to F  =  \/5Ü5, /  =  \/Ôl5, /j, = 2 and 7 =  0.01. These parameters 
result in the three curves AB, BC and CD being given by
Y a b  =  - { X  +  ^ / ï ï j 2 ) y / 2 { V ^ - X ) / 3 ,  X  < - ^ / n / 2 ,
Yb c  = - ( X  +  y ^ y 2 { X c - X ) / 3 ,  - 7 Î Ï / 2  <  X  <  Xc,
Ycd = 7 ( X c - X )  [ { X c - X f  + h^l X  < X c,
where
and
X c =  V ^ + ^ ^  H - \ / l  +  4 0 0 0 0 v ^ - 4 .7 2
^ ^  4 0 0 0 0 X c(X & _ l/2 )^ ^ _ g ^ _
2 0 0 0 0 X c  -  1
Clearly it is seen that the basin of attraction diagram is contained within set 5, 
as expected. Diagram (b) is the basin of attraction diagram previously shown in 
Figure 3.4 with the parameters a = 2.5, p  =  1.5, (1 = 2 and 7  =  0.01, which is 
equivalent t o F  =  2, /  =  l , / i  =  2 and 7  =  0.01. These parameters result in the 
three curves AB, BC and CD being given by
Y a b  = - ( X  +  2 )v '2 (4 -X ) /3 ,  X  <  - 2, 
Ybc  = - ( X  +  2 )V 2 (X c -X ) /3 ,  - 2  <  X  < X c,
Ycd =  V ( X c - X )  [ ( X o - X y  + b^ ], X  < Xc,
where
and
X c  — 4 -f- 40000
1 +  V160001 -4 .0 3
Again, it is clearly seen that the basin of attraction diagram is contained within set 
B, as expected.
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A question which arises from the construction of set B  is if the basin of attraction 
diagrams has an infinite tail in between AB and CD as X  —> —oo, as the set 
construction does not exclude this behaviour. Shown in diagrams (c) and (d) of 
Figure (4.2) are extensions of the tails of the basin of attraction diagrams shown in 
the top two diagrams. Again, multiple periods are found which have small basins 
of attraction. For clarity, diagrams (e) and (f) have the period 1 initial conditions 
omitted so that the initial conditions for higher periods can be seen more clearly. 
From these two tail figures, it is plausible, though not proven that these tails are 
infinite.
Vector field plots of the two vector fields <j)F and ÿy for the same parameter 
values given in Figure 4.2 are shown in Figure 4.3. Diagrams (a) and (b) have the 
parameter values F  =  \/5.5, /  =  \/0.5, 7 =  0.01 and fi — 2, where (a) shows the 
vector field (pr and (b) the vector field ÿy. Likewise, diagrams (c) and (d) have the 
parameter values F  =  2, /  =  1 , 7  =  0.01 and ji = 2. The blue lines represent
the curves between which lie region 7, the red curves represents the three curves
AB, BC and CD of set 5 , and the four green curves are numerical solutions of the 
differential equation (1.6.12). Clearly, it is seen that both vector fields </>y and <pF 
are into set B  all along the boundaries, as expected.
4.4 Set C w ith n — 2
As a corollary to Theorem 4, a set C can be constructed which is such that any 
absorbing set A  G C.
C oro llary  2 Let
C = BP r \ { ( X , Y ) \ X > - F } .
Then any absorbing set A  c C .
P ro o f  Set C boundaries consist of curve BC, the part of curve CD with X  > —F
and the line X  = —F  between V =  0 and Y  — >/{Xc  +  F)[{Xc  +  F)^ +  b"^ ], the 
latter being the intersection of this line with CD. Since this line has Y  — X ' > 0
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Figure 4.3: From Maple, solutions in green of the coupled differential equation
(1.6.13) demonstrating set B  with the curves in blue showing region /  in which the 
sign of y  is indeterminate, and the red curves showing the three curves AB, BC 
and CD. (a) and (b) F  — \ / ^ ,  /  =  \/(I5 , /i =  2  and 7  =  0.01 with (a) ÿj? and (b) 
(/)/. (c) and (d) F  =  2 , /  =  1 , /i =  2  and 7  =  0 . 0 1  with (c) pp  and (d) (j)f.
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along its entire length, the flow must be into C along this boundary. Furthermore, 
if A  is any absorbing set, then M fl B =  0 since any initial conditions in B  lead to 
solutions that grow without bound (See Theorem 2 of [22]). □
4.5 Absorbing Set A .\ w ith [x =  2
Constructed now is a polygonal absorbing set which contains bounded periodic so­
lutions of the differential equation (1.6.12). The underlying method for this con­
struction is the same as for B but, by contrast to that case, the set is finite with 
the vector field going into it from all boundaries. By contrast to set C, which has 
no constraints other then F  > f  >  0 and 7  >  0 and contains bounded periodic 
solutions, the invariant set Ai  has an additional constraint but has a reduced set 
size. Before the construction, a few preliminary observations are in order.
Firstly, any absorbing set must lie partly above and partly below the X  axis. A 
set entirely above the X  axis would always have X '  = Y  > 0  and no such set whose 
boundary is a closed curve could be absorbing over its whole boundary. Likewise 
for a set entirely below the X  axis which always has X '  = Y  < 0 .  Secondly, 
where possible, it is chosen that the sides of the absorbing sets are parallel to either 
the X  or the Y  axis, since this simplifies the proof that the vector field is into 
that side. On the other hand, a rectangular set is not possible. For instance, 
the right-hand vertical boundary above the X  axis would necessarily entail the 
vector field out of the set, since Y  = X '  > 0. The same applies to the left-hand 
vertical boundary below the X  axis. Hence, there must be boundaries not parallel 
to either axis. Thirdly, from (1.6.12), Y'  can only be zero if X  =  (X, Y) G / ,  where 
I  =  { (X ,y ) |( /^  — X^) <  7Y < {F^ — X^)}. Outside this region, Y'  has a definite 
sign, being negative for 7Y > ( F ^ - X ^ )  and positive for yY < (/^ -X ^ ) ,  VX. This 
suggests that it might be possible to base the non-vertical/horizontal boundaries on 
scaled versions of these parabolas, and this is the case for A i.
Theorem  5 Let 7  ^ >  8F and define the set A i as the closed hexagon GHIJKL,
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whose vertices are
G =  {/, ( f '  -  f ) h )
H  = (x /F 2 +  { P  -  F 2)/Ai, (F^ -  /^ )/7 ) 
I  =  ( F ,  0 )  
J  =  ( F ,  ( f  -  F ^ ) / 7 )
K  = W P  +  (F 2 -  / 2)/A2, ( f  -  F^)/7)
^ = (/, 0)
and whose edges are straight lines except that
H I - . Y  = X i { F ^ - X ^ ) / j  and K L  ■. Y  = -  X '^ )p .
Here
and X2 is such that
h{\2) =  4/^A2 +  4(F^ — /^)A2 — 7 (^A2 — 1)^  =  0.
Then at least one X2 G (1, 2) exists and the set A \ as defined is an absorbing set for 
all r.
P ro o f  To show that Mi, illustrated in Figure 4.4, is an absorbing set, it needs to be 
proven that n-(/)(r) > 0 over the entire boundary of Mi for all r ,  with ÿ appropriately 
chosen to be either ÿ or ÿ , and where n is the inward normal to the boundary.
— F  — j
This is trivial for the horizontal and vertical portions of the boundary, i.e. GH, IJ, 
JK and LG. Taking GH as a horizontal example, X  > f  and n =  (0 ,-1 )  is an 
inward pointing normal. Using the same reasoning as used in the construction of 
5 , it needs to be proved that n, - >  0 for X  >  / ,  which is clearly
true. Taking IJ as a vertical example, Y < 0 and an inward pointing normal is 
n =  (—1,0). Then n • =  —Y > 0, which is also obviously true.
Curve HI is defined by Gh i {X, Y)  = Y  — Ai(F^ — X ^)/7 =  0, from which the 
inward normal n =  (—2A1X /7 , —1). Since curve HI has to be steeper than the upper
6 8
r  <0
r>o
Figure 4.4: The invariant set Ai  whose vertices are GHIJKL. The dashed lines are 
the curves between which lies region I  in which the sign of Y '  is indeterminate; 
above the upper curve, T ' < 0 and below the lower curve, Y '  > 0. The continuous 
line starting at point P is a numerical solution to the differential equation (1.6.13), 
when F  =  2, f  =  l ,  ij, =  2 and 7  =  4.01, which can be seen to lie within A i .
curve for which I  is defined, real Ai > 1. The appropriate choice for ÿ here is 
and so it is required that
21.ÿ ^  =  ( F ^ - X " ) ( - 2A^%/7" +  A i - l ) > 0  for (4.5.7)
where X h is the X  coordinate of H. Now, — X"^ > 0 and so it is required that 
—2AfX/7  ^+  Ai — 1 >  0. This is guaranteed for all X  € [Xh , F] if —2 \ \F l ^ ‘^ +  Ai — 
1 >  0, which is quadratic in A% and in which \ \  has a negative coefficient. Hence 
inequality (4.5.7) is satisfied for Ai G [A]", Af], where A f =  7^ ( l ± \ / l  — 8F / 7^)/4F. 
Letting q = > 0, which for Ai to be real implies that q G (0,1], and so
A7 =  2(1 — y/l — q)/q =  2/(1 +  \ / l  — q) which is clearly monotonically increasing 
from 1 at Ç =  0 to 2 at g =  1. Hence, for the smallest possible Ai ,  it is chosen that 
Ai =  7^(1 — \ / l  — 8F /7^)/4F , which is guaranteed to be positive, as it is required 
to be by construction.
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Similarly defined is curve KL given by Y) = Y  — \ 2 { P  — % ^)/7 =  0,
and so n =  (2A2X /7 , 1) is the required normal, where A2 > 1 is to be found. The 
inequality to be satisfied this time is
21 ' ÿy =  ( f  -  % ')(2A^%/7 '  -  A2 +  1) >  0 for X  G [/,
where X k  is the X  coordinate of K. The first bracket is clearly non-positive, so
2 X2XH ~  A27  ^+  7^ — 0 (4.5.8)
guarantees the vector field is through K L  in the direction of increasing Y.  Addi­
tionally, Y k  = Yj  = { p  -  F ^ )/7 , and so X2 { P  -  X]^) = P  -  F^. Eliminating X k  
between this and equation (4.5.8) results in
h{X2) = ^ p X \  -f 4(F^ — P) X\  — 7^(A2 — 1)  ^ =  0. (4.5.9)
Now, h{l)  =  4F2 > 0 and h{2) =  3 2 ( F ^  -h f )  -  7^  but P  > 8F  so h{2) < 
32{p  — F^) < 0, and so since h{X2) is a polynomial in A2 and therefore continuous, 
by the Intermediate Value Theorem [12], there is at least one real root of h{X2 ) such 
that A2 G (1,2). n
4.6 Absorbing Set A-ifi w ith 1
The polygonal absorbing set Ai  is now reconstructed into a new set Ai^  where now 
fjL> 1. The method for this construction is essentially the same as that used for Ai  
with a few minor changes. Here the vector field is given by
^ (r)  =  ( y , / ( r ) - X ' ^ - 7y ) , 
which results in the bounds on ÿ(r) being given by
ÿ ^  =  ( y , F / ' - A : ; ' - 7 y )  a n d  ÿ ^  =  ( y , r - % / ' - 7 y ) .
The region I  where Y'  can be zero is now redefined to be /  =  {(%, Y) \{ f ^  — X ^ )  < 
l Y  < (F^ — X^)}. This generalisation of [x means that the curves between which 
/  lies alter slightly depending on the choice of //. Since // > 1, the two curves both
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Figure 4.5: The lower (left) and upper (right) bounds on I  with f  — 1, F  =  4 and 
7 =  0.1. Yellow: =  2, Green: // =  4, Red: fi = 6.
slope inwards and therefore cross the X  axis, whereas iî < 1, the slope would be 
outwards along the X  axis and therefore the set might not close. Shown in Figure 
4.5 are comparisons of the two curves with varying fi. Although the gradients of 
the curves alter, the curves all cross the X  axis and therefore result in a closed set. 
Since only real solutions are considered, X  >0.
Set Aifj, is now defined and proved.
T heorem  6 Let 7  ^ >  with /i > 1. Then the set Ai/j, is defined as the
closed hexagon ghijkl whose vertices are
9  = ( /. A)
h = A)
i = (F, 0)
3 = {F, -A )
k = ((/'• + 7A/A()'‘ ‘ , -A )
I = (/. 0)
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\  Y’<0
r > o  \
Figure 4.6: The invariant set Aif^, whose vertices are ghijkl. The dashed lines are 
the curves between which lies region I  in which the sign of Y '  is indeterminate; 
above the upper curve, T ' < 0 and below the lower curve, Y'  > 0.
where A =  {F^ — f ^ ) / j  and whose edges are straight lines except that 
/tz : y  =  ATid A;/ : Y =  A z(r -
Here
All — 7
and Xi is such that
g{Xi) =  A//^ I +2 . 7 »  , (1 - 7 = 0.
Then at least one A/ G (1,2) exists and the set Aifx as defined is an absorbing set 
for all T.
P ro o f  To show that A\,x illustrated in Figure 4.6 is an absorbing set, it needs to be 
proved that n - ÿ j )  > 0 over the entire boundary of A \^  for all r ,  with the appropriate 
choice for ÿ and where n  is the inward normal to the boundary. Since this proof
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is essentially the same as that of Theorem 5, intermediate steps are omitted, and 
therefore Theorem 5 should be consulted for more detail.
The horizontal and vertical portions of the boundary, i.e. gh, ij, jk and Ig all 
clearly have n  • 0 (r) > 0 over the entire boundary. The line hi is defined as the 
curve Ghi{X^Y) = Y  — = 0, where real A„ > 1 is to be found.
With the intermediate steps omitted which are essentially the same used for HI in 
Theorem 5, the smallest possible has A„ =  — a/ 1  —
which is guaranteed to be positive, as, by construction, it must be. Similarly, the 
line kl is defined by Gki{X, Y)  = Y  — Xi{f^ — X ^ ) / j  =  0, where real A; > 1 is to be 
found. Again following the same intermediate steps used for KL in Theorem 5, the 
quadratic equation for A/
M—1
g{Xi) = Xi^fi H X T ^ )  =  0 (4.6.10)
is found. Now ^(1) =  > 0 and g{2) = A/i m _  ,y2 By substituting
the constraint 7  ^ >  into ^(2) results in ^(2) =  4/i  ^ .
If g{2) can be shown to be negative, then by the Intermediate Value Theorem there 
must exist at least one real root of g{Xi) such that A( G (1,2). For ^(2) to be negative
fX—  1
it is required that ^ f k ^ )  m Raising both sides to the power /i/(/i — 1)
results in (/^  +  F ^)/2  < which is clearly true since F  > f  and /i > 1. Hence 
there exists at least one real root of g{Xi) such that A; G (1,2). □
4.7 Absorbing Set A -2 w ith > 1
A second absorbing set, A 2 is now constructed, which is specifically constructed for 
/i > 1. By constructing a second absorbing set, it is hoped that a constraint weaker 
than the constraint in Theorem 6 for general fj, might be found. Again the vector 
field and its bounds are defined as
Hr)  =  { Y J { T ) - X ^ - ' r Y ) ,  l ^  =  {Y,F>‘-X > '- 'iY )  and =  {Y, ^ - X ^ ^ - ^ Y )
and by analogy with the construction of v4i, it is observed that the set I  in which Y'  
has indefinite sign is /  =  {(X, y ) |( / ^ —X^) < 7V < (F ^—X^)}. In the construction
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of A 2 , several assumptions are made which make the problem tractable. Firstly, like 
in the construction of Ai^, four of the set boundaries are either horizontal or vertical, 
which simplifies the proof that the vector field is into that side. Secondly, the X  
coordinates of two of the vertices must be chosen so that all vertices can be defined. 
Thirdly, the gradients of the two non vertical/horizontal boundaries are both —7 , 
which results in the smallest possible set. Finally, two of the vertices must lie on the 
upper and lower bounds of / ,  one on each to ensure A 2 is as small as possible. If, 
for instance, the top left vertex is below the upper bound of I , Y ' could be positive 
which would mean the set was not invariant. With these assumptions, an absorbing 
set A 2 can be defined.
T h eo rem  7 Let (/^  +  / 7 )^ > (F  +  F ^ /7^)^ with > 1. Define the set A 2 as the 
closed hexagon MNOPQR whose edges are straight lines and whose vertices are
M  = (X m ,7X)
N  = (F,7A)
0  = (A +  F,0)
P  = (A +  F, ( r  -  [A +  F]H /7)
Q = (/, ( r  -  [A +  F ]^ /7 )
R  = (Xm, 0)
where A =  (F^ — X m ^)/7  ^+  F  and X m is the smallest real root of
F^ -  X m ^ 
^2 +  F ]  + ' f \ X M - f ) - F  = 0, (4.7.11)
such that 0 < Xm  < f-  Then at least one such Xm  exists and the set A 2 is an 
absorbing set for all r.
P ro o f  To show that A 2 , illustrated in Figure 4.7, is an absorbing set, as before, it 
needs to be proven that n  • 0 (r) > 0 over the entire boundary of A 2 for all r ,  with 
the appropriate choice for ÿ and where n  is the inward normal to the boundary. 
This is trivial for the horizontal and vertical portions of the boundary, i.e. MN, OP, 
PQ and RM (see the proof of Theorem 5 for details).
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T<0
Figure 4.7: The invariant set .4.2, whose vertices are MNOPQR where the dashed 
lines are the curves between which lies region I. The continuous curves starting 
at the points 5 ,^ 5 ,^ and are numerical solutions of the coupled differential 
equation (1.6.13), with F  =  3100/ 167^ /  =  1, =  3 and ji = 1.67. These four
solutions can be seen to be attracted to the same period 1 solution, with both the 
transient and the period 1 solution contained within 4 -2. It should be noted that 
these parameter values do not satisfy the constraints for set A\^.
The straight line NO is defined by Gn o {^^ T) =  Y —\ ^ { X o —X) ,  where X q is the 
X  coordinate of point 0  and A3 > 0, from which the inward normal n =  (—A3, —1). 
The appropriate choice for ÿ is here, so the required inequality is
^ =  As(%o -  X )(-A 3 +  7) +  (%^ -  F/") >  0 for % E [F, %o], (4.7.12)
where X ^  has been set equal to F , since with hindsight, it is found that this choice 
greatly simplifies the construction. Here clearly A3(ATo — X) > 0 and since // > 1, 
(X^ — F^) >  0. It is therefore required that (—A3 +  7 )  > 0, and since the smallest 
set is required, A3 =  7  is chosen, which guarantees n • 0 (r) > 0 over the entire 
boundary NO. This choice for A3 also simplifies the construction.
Similarly, the straight line QR is defined by G q r {X ,Y )  = Y  — \ 4 {Xr  — X ), 
where X r  is the X  coordinate of R and A4 > 0, and so n =  (A4,1) is the required
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normal. This time the appropriate choice for ÿ is ÿ , and so the inequality to be 
obeyed is now
2^ . =  A4%  -  X)(A4 -  7) +  ( r  -  X n  >  0 for X  E [Xj;, /],
where X q  has been set equal to / ,  again for simplicity. Here (/^  — X^) >  0 since 
fi > 1, but X4 {Xr  — X )  is non-positive, so it is required that (A4 — 7) <  0. Therefore 
choose A4 =  7 to minimise the set, which again simplifies the construction and 
guarantees that n • ^ (r)  > 0 over the entire boundary QR.
Having determined the constants A3 and A4 both to be 7 , which guarantees 
n  • (ÿ(r) > 0 over the entire boundary of 4 .2, the vertices now need to be found. In 
addition to Xjv =  F, X q = f  and Yq = Yr  = 0, the following is known
=  (F/' -  X M ^ /7  =  =  7(;^o -  F )
Tp =  (//^ -  xp /")/7  =  =  7(;^B -  / )
Xm =  X r  
X q =  X p
which results in the simultaneous equations
F /"-X M ^ =  7% - F )  and r - X o ^  =  7% - / ) ,  (4.7.13)
between which X q can be eliminated to give equation (4.7.11). When this can be 
solved, it gives all the vertices of MNOPQR in terms of 7 , F , /  and Xm-  The 
conditions under which a solution Xm of (4.7.11) exists satisfying 0 <  Xm < /  and 
X q > F  are easily derived. Consider equations (4.7.13), solved for X q in terms of 
Xm, giving
Xo =  F  4- (F^ -  X m ^ ) / Ÿ  curve (a)
Xo =  [ F  +  7^(/ -  XM)] curve (b)
respectively. At Xm =  / ,  X q = F  +  (F^ -  / ^ ) /7  ^ for curve (a) and X q = f  for
curve (b), and so curve (a) is above curve (b) at Xm =  / ,  since /j, > 1. Therefore,
to guarantee that at least one solution of (4.7.13) exists, curve (b) needs to have
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Figure 4.8: The two curves (a) and (b), which for there to exist a solution of (4.7.11) 
must cross in the striped region. Here the solutions cross at the point X m  =  0, X q =  
F ^ /7  ^+  F , which is the point at which the constraint is equal.
crossed curve (a) in the region 0 < X m < /•  The two curves (a) and (b) are shown 
in Figure 4.8. It is therefore required that
r + ' ^ f > { F + F > ^ i ' f Y
to guarantee at least one solution of (4.7.11) exists, which is the constraint given in 
the theorem. □
A couple of points should be noted. First, for the constraint given in Theorem 7, 
a 7 always exists such that the constraint is satisfied. Second, if /x =  2 is substituted 
into the constraint, after simplification, the constraint ^ 7^(7  ^+  / )  >  F^(7  ^+  F)^ 
results.
4.8 Comparison of A-i, A-i^i and A -2
The restrictions on the parameters imposed in Theorems 5 and 7 when 11 = 2 are now 
compared. These are that 7  ^ >  8F  (set A\)  and that / 7^(7  ^+  / )  >  F^(7  ^+  F)^ (set 
^ 2). Let 7  ^ =  8F  so that the second inequality becomes 64F^/(8F  +  / )  =  81F^. 
Solving for /  in terms of F  gives /  =  (\/1105/8 — 4)F  % 0.1552F. Hence it is
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concluded that, subject to F  > /  > 0, if /  < (\/ÎÏÔ 5/8 — 4)F, the constraint on 7  
is weaker for set Ai ,  otherwise, the constraint on 7  is weaker for set A 2 -
The restrictions on the parameters imposed in Theorems 6 and 7 with // > 1 are 
now compared. These are 7  ^ >  (set and (/^  +  / 7 )^ >  (F  +
(set .4.2). Let Y  — so that the second inequality becomes =
F^(//^/F^ +  4 /ju /F ) =  (F  +  F/"/4//F(^-^))^ =  (F  +  F/4/2)^ =  F ^ (l +  1/(4/^))^. 
Eliminating F^ results in the simplest form.
Since a third parameter is now present which also happens to be a power, it is im­
possible to establish a closed form relationship between the three parameters which 
would determine when either set is best. Only if fi is specified could a relationship 
be established, for instance 1 1 = 1.67 gives the relationship
167 , . 167
If 16 =  ^  >  0 is substituted into (4.8.14) and can be solved, then a relationship could 
be found.
4.9 Dem onstration of and A 2
Some examples are now given which demonstrate the properties of set A\^ A\fx and 
A 2 > Vector field plots of and 0 / for the parameter values F  =  2, /  =  1 ,7  =  4 
and [jL = 2, which satisfy both the constraints of Theorem 5 and Theorem 7 are 
shown in Figure 4.9. Diagrams (a) and (b) demonstrate the set A i, where (a) has 
the vector field (j)F and (b) the vector field 0 /, whilst (c) and (d) demonstrate set A 2 - 
The blue curves represent the curves between which lie region / ,  the red curves the 
set boundary and the green curve is a numerical solution of the differential equation 
(1.6.12) which tends to a period 1 solution. Clearly, it is seen that the period 1 
solution is contained within both absorbing sets A i  and A 2 , with A i  having the 
smallest area. If the comparison given in Section 4.8 is considered, the constraint
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Figure 4.9: Period 1 solution in green of the coupled differential equation (1.6.13) 
when F  =  2, /  = 1 , 7  =  4 and /,/ =  2 demonstrating set A i  and A 2 with the 
parabolas in blue showing the region I  and the set boundaries in red. (a) A i  with 
(/)F- (b) A i  with (j)f. (c) A 2 withAi?. (d) A 2 with (j)f.
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on 7 is weaker for set A 2 , but since the area of A i  is smaller, A i  is optimal. The 
vector fields (f)F and ÿ / are seen to be into both sets A \  and 4^2, as expected. It 
is conjectured that, for large enough 7 , there is only one bounded periodic solution 
and this has the same period as f { r ) }  All periodic solutions satisfying the above 
constraints are period 1 solutions only.
Vector field plots of the two vector fields (j)F and ÿy which demonstrate Ai^i and 
A 2 for = 1.67 are shown in Figure 4.10. Diagrams (a) and (b) have the parameter 
values F  = 2, f  = 0.3, 7 =  3.3 and [ jl =  1.67 and illustrate A i ^ ,  where (a) has the 
vector field ÿj? and (b) the vector field ÿy. Likewise, (c) and (d) have the parameter 
values F  =  2, /  =  1 ,7  =  2.5 and /i =  1.67, which satisfy the constraint of Theorem 
7 (but not that of Theorem 6) and shows ^ 2- Again, the blue curves represent the 
curves between which lies region / ,  the red curve the set boundary and the green 
curve is a numerical solution of (1.6.12) which tends to a period 1 solution. Clearly, 
both vector fields ^ f  and ÿy are pointing into both absorbing sets, as expected.
4.10 Final Comments
Now a couple of final points on the invariant sets in the phase plane. Firstly, an 
absorbing set which includes the negative X  axis was considered, the aim here 
being to try to reduce further the constraint on parameters or possibly to eliminate 
all constraints altogether, but this proved to be difficult and constraints were still 
imposed which were not really any better then those already obtained for A i, A i^  
and v42. The set C, which includes negative X ,  was the only set to be found to contain 
all periodic solutions with no constraints needed, although this set is infinite, much 
larger than the absorbing sets A i, Ai^i and A 2 and is not invariant. Secondly, the 
constraint on being negative was also considered, but here after some numerics 
obtained using the Runge-Kutta method of Section 2.5, solutions seemed to be 
contained in the negative X  axis and so for this to be followed up, the absorbing set
^This conjecture has since be proven in [23], where the proof requires the existence of the sets 
Ai and A2- Here 7 is taken to be as large as necessary to ensure that a single periodic solution 
exists, and so the constraints on 7 given in Theorems 5 and 7 could be used to help specify 7.
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Figure 4.10; Period 1 solutions in green of the coupled differential equation (1.6.13) 
demonstrating set Ai^  and A 2 with the parabolas in blue showing region I  and the 
set boundaries in red. (a) A\,_i when F  =  2, /  =  0.3, 7  =  3.3 and yu, =  1.67 showing 
(j)F- (b) Ain  when F  = 2, f  = 0.3, 7  =  3.3 and =  1.67 showing ÿy. (c) A 2 when 
F  =  2, /  =  1 , 7  =  2.5 and =  1.67 showing 4>f- (d) A 2 when F  =  2 , /  =  1 , 7  =  2.5 
and f i =  1.67 showing Ay.
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would have have to be redefined totally from scratch and was therefore neglected, 
especially as solutions for the RL-diode circuit are only valid for % > 0 and yu > 0.
Detection of Unstable Periodic Orbits
In this chapter, an iterative scheme for the complete detection of unstable periodic 
orbits (UPOs) is described. Until now, this scheme had only been applied to map­
pings, and after results for the Ikeda-Hammel-Jones-Moloney map and the Hénon 
map are reconstructed, the scheme is applied to the time-dependent ordinary dif­
ferential equation (ODE) (1.6.12), where sets of UPOs are found. As an interesting 
conclusion to the chapter, the scheme is also applied to Duffing’s equation, for which 
chaotic solutions are known to exist. Finally, some comments are given.
5.1 Introduction
UPOs have been recognised as perhaps the most fundamental building blocks of 
invariant sets in chaotic dynamical systems, since many measurable quantities of 
physical interest can be related to the dynamical properties of the set of infinite 
number of UPOs embedded in the chaotic set (see [21, 36, 40] for details). Detection 
of a complete set of UPOs, especially at high periods, is difficult since the number 
of UPOs grows exponentially and the basin of attraction of each shrinks as the 
period increases. Recently, Davidchack Lai (DL) [29, 30] presented a method for the 
complete detection of UPOs which converges rapidly and is only limited by computer 
precision. Although the DL method could in principle be applied to ODEs, up to 
now only mappings have been considered. Therefore, this method is applied to the 
time-dependent ODE (1.6.12) which describes the biased driven RL-diode circuit, 
in the hope that the complete set of periodic orbits up to a period p can be found.
8 2
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5.2 The DL Iterative Scheme for Mappings
Let Xn+i =  f(X„) be an N  dimensional map. Any periodic orbit of period p can 
be detected as zeros of the function
g ( X ) = f W ( X ) - X ,  (5.2.1)
where f ( X )  is the p times iterated map, f(X ). By choosing an initial point and 
computing successive corrections, zeros of g(X) can be found. These corrections 
((5X) are calculated using the DL iterative scheme which is given by
x„e» =  X.M +  a x  =  X m  +  |% ( x )  -  c j ( x ) ] - '  c g ( x ) ,  (5 .2 .2 )
where J  (X) =  ^  is the Jacobian matrix, I  is the unit matrix, C  is an TV x IV matrix 
with elements Cij G {0, ± 1} such that each each row or column contains only one 
nonzero element, g(X.) = ||g(X)|| > 0 is the length of the vector g and /? > 0 is an 
adjustable parameter. This method combines both the Newton-Raphson (NR) [14] 
and the Schmelcher-Diakonos (SD) [46] method. In the NR method, the corrections 
are calculated from a set of N  linear equations — J(X)(^X =  g(X), whereas the 
SD method calculates the corrections by ôX. =  ACg(X), where A is a small positive 
number. The advantage of the NR method is that it has excellent convergence prop­
erties, approximately doubling the number of significant digits upon every iteration 
(quadratic convergence), provided the initial point is within the linear neighbour­
hood of the solution i.e. the region in which the function can be approximated 
linearly. On the other hand the advantage of the SD method is that the basin of 
attraction of each UPO extends far beyond its linear neighbourhood, so most initial 
points converge to a UPO. With the DL method, the function g(K)  in the vicinity 
of a UPO tends to zero, so that the NR method is restored and therefore converges 
quicker, whereas away from the solution and with sufficiently large values of /?, the 
DL method is similar to the SD method and thus almost completely preserves the 
global convergence property.
An advantage of the DL method, as well as its fast convergence, is tha t initial 
points are selected based on the observation that using already found UPOs of a
8 4
given period is much more effective than using randomly selected points on a grid. 
Low order periods (say p <  2) are found using the DL, NR or SD iteration scheme 
over a suitable grid. These are then used as initial conditions to find complete sets of 
UPOs of higher periods, which in turn are used to find other UPOs. If no low order 
periods are found, a grid continues to be used for each increasing period until UPOs 
are found. This is the case for the Hénon map discussed in Section 5.5, where a grid 
is used for p < 10. In most cases, orbit points from the set of period p — 1 UPOs 
are sufficient to find all UPOs of period p, although in some cases, orbit points from 
the set of period p +  1 UPOs are needed. For this case, UPOs of period p +  1 are 
found using the orbit points from the incomplete set of period p UPOs, obtained 
from the orbit points from the set of UPOs with period p — 1, and then the set 
of p +  1 UPOs, which may be incomplete, is used to complete the set of period p 
UPOs. Since the basin of attraction for low order UPOs is fairly large, all low order 
UPOs should easily be found using a suitably sized grid. This is important in order 
to have all necessary initial conditions to find complete sets of higher order periods. 
It should be noted that equation (5.2.2) is the semi-implicit Euler method with step 
size h =  l /{Pg{X))  for solving the system of ODEs
5.3 UPO D etection Simulation for Mappings
The DL iterative scheme is incorporated into a C program which detects and stores 
all UPOs for two dimensional maps given by
Xn+l  =  f l { X n ,Y „ ) ,
Y„+, = / 2(x„,y„).
The program uses the following basic procedure to find complete sets of UPOs. 
Firstly, the DL method proceeds by finding all periodic orbits of low periods, say 
p < 2, using a grid of initial points over a designated area of the phase plane. A grid 
is also used for higher periods if no period p — 1 UPOs exist. If Xmin and Xmax are 
the ranges of X , Ymin and Ymax are the ranges of Y  and n x  and riy are the number
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of points to be considered in the X  and Y  directions respectively, then the initial 
points of X  and Y  to be incorporated into the DL iterative scheme are given by
V  V I '^i^rnax Xjxiiri) ^  , j^Ymax
— -^ m in  "r ; ^ — ^m in  "r 5n x  ny
where z =  0 , nx  and j  =  0 , ny.  This results in an n% x uy  grid of initial points 
in the designated area of phase space. Assuming all low periodic orbits are found, 
the orbit points of period p — 1 are used as initial points to find UPOs of period p, 
which in most cases is adequate to find a complete set of UPOs of period p. The set 
of C matrices is then determined, as well as a suitable p. It should be noted that 
using the complete set of C matrices is not always necessary for finding complete 
sets of UPOs. Also the choice of P is by trail and error, but for low periods (p <  2), 
10 <  /3 <  25 is usually sufficient to find a complete set of UPOs. Generally as 
p increases, the value of P which results in a complete set of UPOs increases. It 
should be kept in mind that p  is kept as small as possible since the scheme will 
behave more like the NR method, which means convergence will be quicker. The 
Jacobian for the map, i.e. J(X ) =  ^  is calculated analytically. For the p-iterated 
map, the Jacobian is the product of p Jacobians at each point on the orbit, minus 
the identity (bearing in mind (5.2.1))
J  =  J(Xp_i) J(Xp_2)... J(Xq) — I.
The DL method is now iterated with the chosen initial condition and given C matrix 
and value of P, whereupon either the iteration will
1. converge to a periodic orbit,
2. leave the chaotic attractor or
3. neither leave the chaotic attractor or converge to a periodic orbit.
In case (1), a periodic orbit is detected if JX  is less or equal to a tolerance (ctoi), 
since due to computer precision, JX  will never be zero. For cases (2) and (3), the 
computation is terminated if it either exceeds a set maximum number of iterations 
{Imax) or the solution enters a particular region of phase space. This is the case
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for the Hénon map demonstrated in Section (5.5), which has solutions which grow 
without bound if the solution enters a particular region of phase space. If the 
initial condition converges to a root of (5.2.1), all components of the orbit can be 
found and stored. The iteration for the same initial condition is then repeated for 
all the necessary C matrices, before the process is repeated for each of the other 
initial conditions. After all initial conditions are incorporated into the iteration, if 
necessary, an increase in p  is applied and the process repeated. For most maps like 
the Ikeda-Hammel-Jones-Moloney map and the Hénon map demonstrated in the 
next two sections, the initial conditions taken from the orbit points of the set of 
UPOs of period p — 1 are sufficient to find all UPOs, but in some cases, orbit points 
taken from the set of p UPOs obtained from the orbit points of the p — 1 UPOs 
should be used as initial points to complete the p — 1 set of UPOs.
If the iteration detects a solution which is believed to be a UPO of period p, 
then the solution is checked to see if it is in fact a periodic solution. This is done by 
selecting a point (Xq, Yq) from the orbit and iterating it p times to obtain the point 
(Xo,To)- If the distance R  between the two points (Xo,yb) and (Xo,}o), given by
i î  =  y '( |X o -X o P  +  |y o -? o P ) ,
is less than a given tolerance {Rtoi)^ the solution is a periodic orbit, otherwise if 
R > Rtou the solution is not periodic and may have occurred because the iteration 
was not carried out for long enough or tolerances were set incorrectly. So, \ i R <  Rtoi, 
the new solution needs to be tested to see if it is in fact a new solution. A new 
solution could either be a solution which has already been found or a periodic 
solution of lower period, e.g. what may appear to be a new period 6 solution 
may in fact be a period 1, period 2 or period 3 solution. To see if the solution is a 
lower period solution, the following is used
p—i p—1
'S'l( )^ =  ^  l (^(i+fc) mod p) -  X i|, S 2 {k) =  'V]  |T((i+fc) mod p) “
i=0 i=0
where k = 1, ..,p — 1. The method basically compares all orbit points of the solution 
with other orbit points of the same solution in order, and if for any k value, Si /p  and
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5*2/p, both divided by p so that both are period independent, are both smaller than 
a set tolerance {Suoi and the solution is an existing lower period solution.
For example, if the period 4 solution with orbit points (Xo,yb), (X i,F i), (X2, 
and (X3, i s )  is in fact a period 2 solution, then (Xo,lo) =  (X2, ^ )  and (X i,F i) =  
(Xs ,Y3). So, when k = 2,
5'i (2) /p  =  |Xo — X2I +  |X i — X3I +  1X2 — X q| +  1X3 — X i | <  Sitoi
and
5'2(2)/p =  |ho — F2I +  \Yi — F3I +  1^ 2 ~ Fo| +  II3 — 111 < S2toh
where Suoi and S2toi are very small. When A; =  1 or /c =  3, Si{k)/p > Suoi and 
S 2 {k)/p > S2toh If Si /p  and S 2/P are large for all k, the solution is possibly a new 
UPO and is therefore checked to see if it is a solution which has already been found. 
A similar test used for Si{k) and %(/:) is applied, except instead of comparing all 
orbit points of the solution with other orbit points of the solution, orbit points of 
the new solution are compared to the orbit points of the existing stored solutions. 
The following test is used
p—1 p—1
Ti   \  I \rn e w  Y-store\ rp    \  ' '  \\rn e w  -w-storei1 /  V \^((l+k) mod p) I’ - 2^ /  V \ ^((l+k) mod p) I
1=0 1=0
where k = 1, ..,p +  1. Again, if for any k value, T i/p  and Tg/p are both smaller
than a set tolerance level {Tuoi and T2toi), the solution has already been stored and
is therefore discarded. Otherwise if Ti /p  and T2/P are large for all k, the solution is
new and therefore stored. With these procedures in place, complete sets of UPOs
for maps can be found.
With the program running from p =  1 to some p =  Pmax? the DL scheme will
be called many times as well as the procedures which check the solutions. With
this many initial conditions and solutions obtained, any small shortcuts within the
program which save even a small amount of computation time will be very noticeable
if pmax is large. For example, each solution is stored in an array with a solution
number assigned to it. For each period p, the solution number of the first UPO
stored is recorded as well as the solution number of the last period p UPO stored.
This enables the program to compare solutions against solutions of the same period 
only. Shortcuts like these are important as computation time can be saved.
5.4 The Ikeda-Hammel-Jones-M oloney Map
As an example of the DL iterative scheme and to check that the program written 
to incorporate the DL scheme to detect UPOs for maps (detailed in the previous 
section) is correct, the results given in [29] for the Ikeda-Hammel-Jones-Moloney 
(IHJM) map are now verified. The IHJM map is given by
X ' = l-\- 0.9(X cosÿ — Y  sin ÿ), 
Y ' =  0.9(X sin ÿ -I- y  cos ÿ).
(5.4.4)
where
(j) = 0.4 — 6l 4 - X 2  +  y 2"
For a two-dimensional map, there are potentially eight different C matrices which 
need to be considered, these being
 ^ ^ 0 - 1  
- 1  0
1 0 - 1  0 1 0
C l =
0 1
C2 =
0 1
C3 =
0 - 1
C4 =
C , =
0 1
Ce =
- 1  0
C7 =
0 - 1
Cg =
1 0 0 - 1 1 0
0 1
- 1  0
but all UPOs up to period 18 of the IHJM map can be found with the set of matrices 
{Cfc\k = 1,..., 5} with the majority of UPOs found using just the identity matrix 
(Cl) alone, 10 < 0  < 3000 and initial conditions taken from the orbit points of UPOs 
of period p — 1 only [29]. The Jacobian of the map is the product of p Jacobians, 
evaluated at each orbit point, minus the identity. At an orbit point (X, y), the 
Jacobian is given by
J =
108% (X  sin < f ) + Y  cos </>)
10
rnq rh — sm cp-ri coCOS ( p  I 0 ( i + x 2 + y 2) 2
108%(X  cos</>—y  sin </>) 9
10 y  ^  10(l+%2-f-V2)2
A  c ln  ^  _  1 0 8 U ( X s i n c o s  (f>) 10 T  1 0 ( l + % 2 + y 2 ) 2
J .  pp,c r h  -V -  1 0 8 y (X co s(^ -y s in (/> ) 
C O S  c p - f -  io ( i+% 2 + y 2 )2
where ÿ is defined as above.
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p Np Pmin p Np Pmin P Np Pmin P Np Pmin
1 2 10 6 7 10 11 76 50 16 950 320
2 1 10 7 10 10 12 110 65 17 1646 510
3 2 10 8 14 15 13 194 90 18 2799 750
4 3 10 9 26 20 14 317 185
5 4 10 10 46 30 15 566 225
Table 5.1: Number of UPOs Np of period p for the IHJM map, where Pmin is the 
single P value which is required to detect all UPOs of period p.
With the tolerances Suoi =  S 2toi = TitoZ =  ? 2W =  10"^, Rtoi = 10"^, Imax = ^P 
and Ctoi = 10“ °^, the results obtained from the simulation are shown in Table 5.1, 
where Np is the number of UPOs of period p and Pmin is the single p  value required 
which yields all UPOs of period p. The UPOs of periods 1 and 2 are found over a 
10 X  10 grid of initial conditions with X^in  =  —10, Xmax =  10, Ymin =  —10 and 
Ymax = 10. UPOs of the IHJM map up to period 14 with the given tolerances and 
the Pmin values shown in Table 5.1, are found fairly quickly («10-15 minutes) but 
then, as the period increases, the computation slows down considerably. This is due 
to an increase in Pmin, more initial points being considered, and an increase in orbit 
time due to a higher period. The simulation time to obtain UPOs of the IHJM map 
with the program outlined in the previous section up to period 18 is less than two 
days. It should be noted that in [29], only one UPO of period 1 was found but 
here two were found. The results for periods 2-18 were in agreement. Also in [29], 
periods up to p =  22 were documented where for p = 22, Np =  25550, but it was 
thought more than adequate to test the program was correct by achieving results 
up to period 18. It should be noted that Pmin is approximately proportional to 
where a  is a positive constant, which is useful to estimate the P value to find all 
UPOs of higher periods. Here for p > 7, a  «  0.4, so if the UPOs for p =  19 were 
searched for, pmin ~  1100 would be a good initial guess for the P value which finds all 
UPOs of period 19. The graph oilnpmin =  —0.49943+  0.39497p is shown in Figure 
5.1, along with the *’s denoting the points (p, ln/?^i„) of Table 5.1. The topological
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Figure 5.1: The graph of \npmin versus p (*’s) of Table 5.1 and a least square fit 
(straight line) to the last twelve *’s. The least square fit line has the equation 
In Pmin =  —0.49943 +  0.39497p for p =  7,.., 18.
entropy [46] of the IHJM map, which is given by k in the relationship Np oc exp(A;p) 
can also be found. Shown in Figure 5.2 is the graph of In against p, where 
*’s denote the points (p, In TVp) of Table 5.1. It can be seen that the relationship 
In =  —1.0133 +  0.48809p is a good linear fit for 2 <  p <  18, so therefore the 
topological entropy k % 0.49.
When the DL method was implemented, three period 1 solutions were found, 
two of which were unstable and one which was stable. The stability of the three 
period 1 orbits is determined from calculating the eigenvalues of each solution from 
the Jacobian. The three period 1 solutions and corresponding eigenvalues are
1. (0.532754622940,0.24689677271), Ai =  -0.338956554 & Ag =  -2.389686794
2. (2.972131617911,4.14594621396), Ai,2 =  0.851719444 ±  0.29081607H
3. (1.114269614581,-2.28569446099), Ai =  1.659234495 & Ag =  0.488176929.
Therefore, since solutions (1) and (3) have either |Ai| > 1 or IA2I > 1, these solutions 
are both unstable, whilst solution (2) has |Ai,2| < 1 and is therefore stable. The fact
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Figure 5.2: The graph of In versus p (*’s) of Table 5.1 and a least square fit 
(straight line) which excludes the * for p =  1. The least square fit has the equation 
\n.Np =  —1.0133 +  0.48809p for p =  2,.., 18.
that the DL method detects stable periodic orbits as well as UPOs should be noted.
5.5 The Hénon Map
As a second example of the DL iterative scheme, the results given in [25] for the 
Hénon map are recreated, using the program detailed in Section 5.3. A chaotic 
Hénon map is given by
U '  =  l ,4 - X ^  +  0.3y, 
y '  =  %.
Again this two-dimensional map has eight potentially different C matrices, but all 
UPOs up to period 29 can be found using just the two matrices {Ck\k =  1,2}, where
1 0 - 1  0
Cl = C 2 =
0 1 0 1
with f3 < 500 and initial conditions taken from the orbit points of UPOs of period 
p — 1 only [25]. The Jacobian is the product of p Jacobians at each point, minus the
9 2
Y=X
J =
Figure 5.3: Solutions of the Hénon map given by (5.5.5) grow without bound if they 
enter region B.
identity. Here the Jacobian evaluated at each point {X, Y )  is given by
-2 %  0.3
1 0
As the Hénon map has solutions which grow without bound, a criterion is added to 
the program to stop these solutions interfering with the simulation and to also save 
simulation time. Iterates of the map grow without bound when both X  and Y  tend 
to minus infinity, which occurs when
1.4 -  +  O.Sy < % and X  < y.
This results in the region B shown in Figure 5.3, which is defined by
y >%,
A 2 +  X - 1 .4
y < 0.3
(5.5.6)
% < 0,
where all solutions which enter region B will grow without bound. If the solution 
enters region B, the iteration will stop and proceed to the next initial condition.
With the tolerances Suoi =  =  Tuoi = T2toi =  10“ ,^ Rtoi =  10“ ,^ Imax = 10^
and Ctoi = 10“ ^^ , the results obtained from the simulation are shown in Table 5.2,
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p Np Pmin P Np Pmin P Np Pmin P Np Pmin
1 2 5 7 4 5 13 32 5 19 364 15
2 1 5 8 7 5 14 44 5 20 535 15
3 0 5 9 6 5 15 72 5 21 834 15
4 1 5 10 10 5 16, 102 5 22 1225 30
5 0 5 11 14 5 17 166 5 23 1930 30
6 2 5 12 19 5 18 233 15
Table 5.2: Number of UPOs Np of period p for the Hénon map, where Pmin is the 
single P value which is required to detect all UPOs of period p.
where Np is the number of UPOs of period p and Pmin is the single P value required 
which yields all UPOs of period p. The UPOs for periods 1 to 10 are found over a 
100 X  100 grid of initial conditions with Xmin — —3, I^max = 3, =  —10 and
Ymax = 10. UPOs of the Hénon map up to period 17 with the given tolerances 
and the Pmin values shown in Table 5.2 are computed fairly quickly (%5 minutes), 
but then as the period increases, the simulation slows down considerably. The time 
taken to obtain UPOs of the Hénon map with the program outlined in section (5.3) 
up to period 23 was less than two days. It should be noted that in [25] only the 
numbers of UPOs for periods 11 to 28 inclusive were given. Here it was mentioned 
that the results were in agreement to those obtained in [21], but [21] uses the Hénon 
map given by
=  1 -1 .4 X 2 +  y, 
y '  =  0.3X,
where it was found that the number of UPOs for periods 1 to 10 were in agreement 
to those of Table 5.2, except an extra period 1 UPO solution was found for the 
chaotic Hénon map (5.5.5). With the same tolerances and grid size used for the 
Hénon map (5.5.5), the program was rerun for the Hénon map (5.5.7) where in fact 
two UPOs of period 1 were found, with the rest of the results in agreement. Also 
it should be noted in [25] periods up to p=28 were documented where for p = 28, 
Np = 16031, but since UPOs up to period 28 would have taken a long time to
(5.5.7)
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Figure 5.4: The graph of IrvPmin versus p (*’s) of Table 5.2 and a least square 
fit (straight line) to the last ten *’s. The least square fit line has the equation 
=  -1.7925 +  0.22701p for p = 14,.., 23.
simulate, it was considered more than adequate to find UPOs up to period 23 to 
test if the program, now with region B included, was running correctly. This time 
no stable periodic solutions were found during the simulation. Unlike the IHJM 
map, no linear relationship of (5min and p exists in the region of 14 <  p <  23. 
This can be seen in Figure 5.4, where the graph of \a(3min = —1.7925 +  0.22701p is 
given where the *’s denote the points {jp,\n^rnin) of Table 5.2. From this graph, a 
reasonable estimate of Pmin which possibly could find all UPOs of period 24 would 
be Pmin =  40. Since in [25], periods up to p =  28 are found where it is stated that 
Pmin <  500 is required, the relationship between pmin and p could become linear as p 
increases. The topological entropy of the Hénon map, given by k in the relationship 
Np oc exp{kp) can also be found. Shown in Figure 5.5 is the graph of In against 
p for p > 6, where *’s denote the points (p. In TVp) of Table 5.2. It can be see that 
the relationship In jVp =  —1.5913 +  0.39327p is a good linear fit, so therefore the 
topological entropy /c % 0.4.
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Figure 5.5: The graph of InA^p versus p (*’s) of Table 5.2 and a least square fit 
(straight line) for all *’s. The least square fit line has the equation In =  —1.5913+ 
0.39327pforp =  6,..,23.
5.6 Prom Mappings to Tim e-Dependent ODEs
So far [29, 30] only applied the DL method to maps, in particular the Hénon map, 
whose UPOs were previously documented [21], and the IHJM map whose UPOs 
were previously unknown. Obtaining results for these, although not trivial, is fairly 
straightforward as seen in Sections 5.4 and 5.5, where the program detailed in Section
5.3, coded to detect UPOs for maps was found to function correctly. Nowhere 
in [29, 30] has the application of the DL method to a time-dependent ODE been 
considered, which according to [29, 30] is applicable, although no examples are given 
demonstrating this case. Applying the DL method to a time-dependent ODE results 
in two major changes to the UPO detection program for maps. Firstly, the map 
function needs to be replaced with an ODE solver which integrates the ODE from 
an initial point at r  =  0 to a new point at time r  =  27T, i.e. one period of / ( r )  later, 
and secondly, neither the Jacobian nor the map can be expressed in closed form 
since there is no closed form solution for the ODE. Since any previous information 
on the number of UPOs of the differential equation (1.6.12) is limited (from Chapter
9 6
3, it is known from the Fourier Series method that UPOs exist for the two sets of 
parameters with // =  2), two minor additional routines are added to the program to 
try to ensure a complete set of UPOs is found. First, an extra routine which allows 
the program to take initial conditions from the set of period p + l  UPOs, whose UPOs 
were obtained using initial conditions of the possibly incomplete period p UPO set, 
is incorporated. This routine was unnecessary for both of the Hénon and IHJM 
maps. Secondly, a routine which checks the stability of each solution is added. It is 
known from Chapter 3 that stable solutions of (1.6.12) of various different periods 
occur, and therefore, since the DL method found stable period 1 solutions of the 
IHJM map, the DL method could possibly find stable periodic orbits which might 
get mistaken for UPOs.
These two major modifications are now detailed. The first major modification 
entails finding an alternative method to calculate the Jacobian when the map is 
not available explicitly at a given point, and so therefore numerical differentiation 
is required. This is carried out by using either the three point formula
1
f ;  = f \X o + p h )  = j^
the four point formula
6h
or the five point formula
y; =  r(%o4-pA) =  -
2p^ — Sp'^—p + l  
12 f - 2 -
2h
— 3p^ — 8p +  4 
6 / - I  +
6h
2p^ — bp
fo
4p  ^+  3p  ^— 8p — 4 2p^ + Sp‘^ —p — 1
 h  H--------------- h6 ■ 12 
where fp = f{X o + ph), with p not necessarily integral and h is the stepsize [1].
Since the Jacobian is required at the point X q, then p =  0, which results in the
three point formula
/Ô = n x o )  = ^ 5 / - 1 + 5/1
the four point formula
f o  ~  f  (^ 0) — ^ — 2*^0 +  / i  ~  g /2
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and the five point formula
fo — f  (^o) — ^ ^ / - 2  -  5 / - I  -  | / l  +  ^ / 2
Since the number of evaluations of /  in the five point formula is the same as that of 
the four point formula, the four point formula becomes redundant as the five point 
formula has higher order and hence, likely greater accuracy for the same amount of 
computation. In the program, the three point formula is implemented first, since 
this formula has half the number of /  evaluations, hence the computation time will 
be halved, but at the expense of accuracy. With two different stepsizes {hi and 
/i2 with hi < A2), two Jacobian estimates at a given point Xq are calculated and 
the difference between the two estimates is compared. If the difference is less then 
a tolerance {Jtoi), the Jacobian obtained with hi will be taken as the Jacobian at 
point X q . Otherwise if the difference between the two estimates fails to satisfy 
the tolerance criterion, another Jacobian estimate is calculated with stepsize ahi 
with o < 1 (a good choice might be a =  0.5, but the choice is experimental). 
The difference between this Jacobian estimate (ahi) and that obtained from hi is 
now compared against the tolerance criterion, where either the tolerance criterion is 
satisfied or the process is repeated with a further decreased stepsize. This process 
continues until either the tolerance criterion is satisfied or the number of iterations 
of this method exceeds a maximum limit (J/maæ), which is required since finite 
precision arithmetic could result in the situation where the tolerance criterion is 
never satisfied. In this case, the same process is repeated using the five point formula 
with hi and A2 as the starting stepsizes and, if needed, decreasing the stepsize hi 
by a factor a < 1. This time, if a Jacobian fails to be found, the user is informed. 
It will be seen in the next section that only the three point formula is required to 
find the Jacobian.
The second modification involves the map being replaced by an ODE solver 
which integrates the ODE from an initial point at r  =  0 to a new point at r  =  27t. 
This in effect is the ODE being converted to a map since the initial point at r  =  0 
can be thought of as the initial point (Xq, To) of a map and the point at r  =  27T can 
be thought of as the point (X i,Ti) of a map, derived from ( X q,T o) . The solution
9 8
behaviour of the ODE for 0 < r  < 27t is not important. Two possible ODE solvers 
could be implemented which have already been mentioned in this thesis. The first is 
the ODE solver routine D02EJF found in the NAG library [53], and the second is the 
ODE solver detailed in Chapter 2 which uses a fourth-order Runge-Kutta method. 
Although both of these solvers are efficient and would result in UPOs being detected 
if present in the dynamical system, the difference in computation time of these two 
solvers in comparison to an alternate ODE solver method which uses power series 
(specific details follow in the next paragraph) to advance the solution in fairly large 
steps, much more than h =  10“  ^ say, is very noticeable. Since the ODE solver will 
be called many times, especially as calculating the Jacobian now also requires the 
ODE solver, a method which is fast is extremely important. Like the Hénon map, 
the differential equation (1.6.12) for // =  2 is known to have solutions which grow 
without bound, so the criterion of Chapter 2 is applied to stop the ODE solver if 
the solution enters region Rs of Figure 2.3, whereas for non-integer ji, X  > 0 is 
applied to ensure only real solutions are found. Details of the power series method 
now follow.
The integrable case of the differential equation (1.6.12) possesses singularities 
whose location depends on the initial conditions (movable singularities). At a mov­
able singularity, leading order analysis [16] is used to determine the nature of the 
singularities in solutions of (1.6.12) in the complex time plane. By making the ansatz
A{z) = a{z -  ZoY: (5.6.8)
where %o E C is the location of the movable singularity and a and p are real con­
stants to be determined, the form of a solution of (1.6.12) at the singularity can be 
established. Substituting (5.6.8) into the differential equation (1.6.12) results in
ap{p -  l)(z  -  zqY~'^ + ^ap{z -  zqY~'^ +  a^{z -  zo f^  = a -  (5 sin z, (5.6.9) 
where p can be determined by balancing the most singular terms of (5.6.9) which
9 9
gives p — 2 = 2p, hence p =  —2}  Thus at Zo, the solution to (5.6.9), bearing in mind 
that only real solutions are considered, behaves as
(z -  Zo)^  (z -  Zo)^  '
where a is real and the singularity positions, zq and zq, constitute a complex conju­
gate pair. The implication of this is that the whole solution can be represented as 
a series of the form
CX3
i z - \ r
where a„ G R. However, here only the effect of the nearest pair of poles is considered, 
and so a convergence test similar to those given in [28] is used on the truncated series
which determines the radius of convergence for A{z) in the neighbourhood of the 
singularity zq. The radius of convergence for A{z) is determined as follows. The 
Taylor expansion of (5.6.11) with üq = 1, since with hindsight, œq will cancel out in 
what follows and its exclusion simplifies calculations, is given by
oo
A{z) = Y ,bnZ '',
n=0
where
bfi — (n -f-1)
1 1
+
To further simplify calculations, rescale bn by
n -f 1 Zo"+  ^ Zg"^  ^'
Expressing the singularity zq in polar form, zq =  rexp(z^), and its conjugate zq
I^n [16], the determined p value can be used to solve the constant a, but this is only applicable 
to the case where the right hand side of (5.6.9) is zero. If this is used here, then 6a =  a? which 
would mean either o =  0 or a =  6. The case o =  0 is only true if a =  /? =  0 which implies, though 
not proven that the case o =  6 also only applies when a =  j3 =  .^ The application used here only 
requires knowledge of p.
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rex p (—z^), which for d„_i and d„_2 results in
dn = [exp(z(n +  2)6) +  exp(—z(n +  2)^)],
dn-i =  [exp(z(n +  1)^) +  exp(—z(n +  1)^)],
dn- 2  = [exp(m^) +  exp(—m ^)].
Using exp(z^) =  cos 6+i sin 9 as well as standard trigonometry, these three equations 
can be expressed as
2
dn —
dn—1 —
[cos(n^) cos(2^) — sin(rz^) sin(2^)], 
[cos(rz^) cos 6 — sin(n^) sin 6],
dn- 2  = — cos(n6>).
(5.6.12)
(5.6.13) 
(5.6.1%)
Now, from (5.6.14), the following is known
cos(n6) =  d„_2r ”/ 2,
which, when substituted into (5.6.12) and (5.6.13), results in
cos(26>) 2sin(2(9) .
dn =  —^ d „_2 -  sm(n&),
C O S6  2sin^ .
4 - 1  =  — 4 - 2  -  
Rearranging (5.6.16) to make sin(n6) the subject results in
sin(n^) 2 sin^
cos^
dn-2 ~  dn-l
(5.6.15)
(5.6.16)
which, when substituted into (5.6.15), gives after simplification, the recursion rela­
tion
2 cos ^ 1
dn = -------d n - l ------^dn-2'r
Note that it is here where oq would have cancelled out as each of the dn-i and 
dn- 2  terms would have been multiplied by Go. Now solutions of the differential 
equation (1.6.12), expanded about a point r  =  tq +  zuq with tq, wq G R are given by
V ( T )  =  ^ C n ( - r - r o ) " , (5.6.17)
n=0
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which has the initial conditions X(to) =  cq and X '( tq) = c\ built in. Now it is 
shown that as n —> oo, ~  This is accomplished by truncating (5.6.10) to 
n  =  2, which gives
=  ^  +  ^  +  ^  +  (5.6.18)
where |zi| > >  |zo|. By substituting the polar form of the position of the sin­
gularity zo =  roexp(z^o) (^i =  n  exp(z^i)) and its conjugate zq =  ro exp(-z^o) 
(zi =  r i exp(—z^i)) into (5.6.18) results in
A iz) = ______ ^ ^ ________ +
(z -  ro exp(z^o))^ (z -  tq exp(-i^o))^
Oi Gi
+(z — ri exp(z^i))2 (z — r\ exp(—z^i))^ ’ 
which can be rearranged to give
e x p (-2z^o)ao/ro^ exp(2z6>o)ao/ro^
(1 -  z exp(-z^o)/ro)^ (1 -  z exp(z^o) Ao)^
e x p (-2z^i)ai/r’i2 exp(2z6»i)Gi/ri^
(1 -  z e x p (-z ^ i) /n )2 (1 -  z exp(z^i)/ri)2 '
By using
(5.6.19) becomes
with
n=0
Co =  ^ (ex p (-2 z^ o ) +  exp(2z6>o)) +  ^(exp(-2z6>i) +  exp(2z6>i)). 
Cl =  ^  [exp(-2z^o) exp(-z^o) +  exp(2z^o) exp(z^o)] +
^  [exp(-2i^i) exp(-z^i) -t- exp(2z0i) exp(z^i)],
and so on. In general, this can be expressed as
  f n  , 9n
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Figure 5.6: A schematic of how and c„ compare. Here, for n >  6, 6^  and c„ settle 
down after a transient to become similar. Crosses represent c„ and circles represent
bfi'
Now since r i > >  tq, lim„_»oo bn = and hence C n^ bn. A schematic of this
can be seen in Figure 5.6 where for n >  X  =  6, the difference between c„ and bn 
becomes negligible. Now the solution (5.6.17) with tq =  0 results in
V ( T )  =  +  1 ) c„ + i t ",
n = 0
oo
+  2)Cn+2T”
n = 0
and
n = 0
where
E
j=o
Cn—jCj,
which, when substituted into the differential equation (1.6.12) results in
[(zz -f- 1)(g -h 2)c^+2 +  ji'IT' +  l)Cn+l +  Cn] '7"” — cr — /?
n=0
EZX (2« +  l)!.n=0
(5.6.20)
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Figure 5.7: How the solution is advanced from A to D. (5i, Si) and (%, ^ 2) denote 
conjugate pairs of singularities. At point A, the nearest conjugate pair of singulari­
ties (iS'i, Si) is at a distance Rq from A. The disc of convergence is drawn and the 
solution can be advanced a distance R q/ 2  along the real axis to point B. At point 
B, the same conjugate pair of singularities as for point A is closest. The pair is at 
a distance Ri from B  and so the solution can be advanced a distance R i/2  along 
the real axis to point C. Here a different conjugate pair of singularities (^2, ^ 2) is 
closest, at a distance R 2 and so the solution can be advanced a distance R 2 / 2  along 
the real axis to point D.
Comparing the terms of (5.6.20), starting from constants (n =  0), gives the relation 
2c2 +  7C1 Cq = a  and, since Cq and ci are known (i.e. the initial conditions), C2 
can be found. This value of C2 can then be used in comparing coefficients of t  terms, 
which gives 6C3 + 27C2 +  2cqCi =  —(3 and therefore C3 can be found and so on. So, 
therefore c^, ..,c^, where k and L  are integers satisfying k > L  can be computed, 
and using a least squares fit, the distance r {6 is also found but is not important 
for what is required) to the nearest singularity of the differential equation (1.6.12) 
can be found, and so the radius of convergence R q from a point X q is known. By 
knowing the radius of convergence of the closest pair of conjugate singularities from 
an initial point, the solution can be advanced in large steps (Ro/2) for the desired 
time period. The basic idea here is illustrated in Figure 5.7. Here, the nearest pair 
of conjugate singularities from an initial point A is detected. The disc with radius 
Ro, where Ro is the distance to the nearest pair of singularities, is shown where the
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power series within this disc converges. Therefore the distance i^ /2  is taken so the 
power series converges much quicker than if a larger distance was chosen, and so the 
solution at A can be calculated at B, a distance 7^/2  along the real axis from A. 
The closest pair of conjugate singularities to point B could be the same pair as those 
for point A, or a totally different pair. If the distance from B to Si and Si is Ri, 
the point B is moved a distance R i/2  along the real axis to point C. This process 
continues until the solution has been advanced for the desired time period (i.e. 27t). 
If at any point the convergence test fails, a Runge-Kutta method is implemented to 
move the point along the real axis. This method is much slower, but successfully 
advances the point along the real axis where the power series method fails. When 
the point advances along the real axis, the power series method can be retried. It 
should be noted that if any of the singularities fall onto the real axis, these lead to 
solutions which grow without bound, and therefore the method stops.
5.7 The Biased Driven RL-Diode Circuit
The UPO detection program for time-dependent ODEs detailed in Section 5.6 is 
now applied to the differential equation (1.6.12) which describes the biased driven 
RL-diode circuit. Since the number of UPOs for this system is unknown, the UPO 
detection program for ODEs is simulated to try  and ensure that a complete set 
of UPOs is found. Firstly, the set of period p UPOs is searched for with initial 
conditions from the UPO sets of periods p — I and p +  1; the latter possibly being 
incomplete and found from the initial conditions from the possibly incomplete set of 
period p UPOs. Secondly, all eight C matrices are used. Thirdly, a large selection 
of (3 values is used for each period p. Finally, the tolerances are varied. W ith this 
intensive search for UPOs, a large computation time is required, but hopefully, with 
complete sets of UPOs for the differential equation (1.6.12) being found. From this 
simulation, it will be seen whether such a rigorous search is called for. For instance, 
the initial conditions from the UPO p +  1 set might not be required to obtain a 
complete set of UPOs for period p or some of the eight C matrices might not be
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p N p N s Pmin P N p N g Pmin P N p N s Pmin
1 3 1 10 5 7 1 225 9 34 0 Unknown
2 2 0 10 6 11 0 1025 10 47* 0 Unknown
3 3 1 10 7 16 0 Unknown 11 44* 0 Unknown
4 3 0 30 8 27 0 Unknown 12 50* 0 Unknown
Table 5.3: Number of UPOs Np of period p for the differential equation (1.6.12) 
when a  = 2>, (5 = 2.5, 7 =  0.01 and // =  2. Ng is the number of stable periodic 
orbits found. Prnin is the single [3 value which results in the number of UPOs Np for 
period p. The three *’s next to the three Np values indicate that these sets might 
be incomplete.
needed, all of which will result in a very noticeable drop in computation time. The 
results which follow give the number of UPOs found, the number of stable solutions 
found, Pmin  values required, tolerances, grid sizes, required initial conditions and 
the C matrices which are needed to detect the results given here. These results are 
considered to be as complete as possible, although it is possible for a small number 
of UPOs to be missed considering the vast number of variables of the program.
The results obtained for the parameters CK =  3, p  =  2.5, 7 =  0.01 and // =  2 and 
tolerances Suol — S2tol ~  T^ ltol ~  3^ 2tol ~  Ntol — 10 Imax ~  1000/?, JIm a x  100, 
Qof =  10“ ”^, Jtoi =  10“®, hi =  10“®, /12 =  5“  ^ and a =  0.1 are shown in Table 5.3, 
where Np is the number of UPOs, Ng is the number of stable periodic orbits found 
and Pmin is the single p  value which yields the number of UPOs Np. NpS for periods 
10, 11 and 12 were found in an early run of the program, but it is believed these 
are incomplete sets (*’s indicate this). This can be seen in Figure 5.8 which is the 
graph of In Np = —0.27268 +  0.43205p with the *’s denoting the points (p, In Np) 
of Table 5.3. Here, for 2 <  p <  9, this relationship is a very good linear fit of all 
points except the point for p =  4. From this graph it is believable tha t period 10 
has maybe 1 or 2 missing UPOs, whereas for periods 11 and 12, almost certainly 
UPOs are missing. These missing UPOs could result from a single missing UPO 
of period 10 which would mean initial conditions are missing for higher periods. It
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Figure 5.8: The graph of In versus p (*’s) of Table 5.3 and a least square fit 
(straight line) for p in the range p = 2, ..,9. The least square fit line has the 
equation In Np = —0.27268 +  0.43205p for p =  2,.., 9.
should be noted that the topological entropy (see page 90) is approximately 0.43. 
Shown in Figure 5.9 is the graph of In pmin =  —2.6439 +  1.5904p in the range 
p =  3, ..,6 with the *’s denoting the points (p,\npmin) of Table 5.3. As only Pmin 
values up to period 6 have been found, it is hard to see if a clear linear relationship 
between P m i n  and p exists, but from this graph it is believable that there is a linear 
relationship. From this graph, pmin ~  5050 would be required to find all period 7 
UPOs. The UPOs for periods with unknown pmin values were found using a loop 
of a selection of p  values. The UPOs given in Table 5.3 were found with the entire 
set of C matrices {Ck\k = 1,..., 8}, with the majority of UPOs found using just the 
C matrices {Cfc|/c =  1,..., 5}, with the additional three matrices detecting just the 
odd UPO, and initial conditions were taken from the orbit points of UPOs of period 
p — 1 only. The UPOs of periods 1 and 2 were found over a 20 x 20 grid of initial 
conditions with X m i n  =  —1.2, X m a x  =  1.1, Y m i n  =  —1.5 and Y m a x  = 2, although 
it should be noted that due to standard double precision arithmetic, one of the 
unstable period 1 solution which the Fourier Series method of Chapter 3 detected
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Figure 5.9: The graph of In Pmin versus p (*’s) of Table 5.3 and a least square 
fit (straight line) of the last four *’s. The least square fit line has the equation 
In Pmin =  —2.6439 +  1.5904p for p =  3,.., 6.
was not found here. The question which arises from this is that maybe other UPOs 
are missed. This is believed not to be the case since an error message occurs due 
to this undetected UPO, since when an initial condition results in this undetected 
UPO, the solution will neither enter region Rs of Figure 2.3 nor will it close within 
the tolerance. This error message only occurs on the p =  1 run which uses a grid. 
It is believed the set of period 2 UPOs is complete and therefore initial conditions 
used for the p =  3 run will be complete and therefore higher order UPO sets are 
complete. The Jacobian required for each search is found with the three point 
formula only. Three stable solutions with periods 1, 3 and 5 resulted from using 
the DL method. The initial conditions of these solutions were incorporated into the 
ODE solver detailed in Section 2.5, where it was established that these solutions 
were the same as those shown in Figure 3.3 of Chapter 3. To guarantee tha t the 
UPOs found here from the UPO detection program for ODEs are in fact solutions 
of the differential equation (1.6.12), the orbit points of the UPOs are incorporated 
into the ODE solver of Section 2.5 which results in a selection of unstable solutions
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Figure 5.10: Coexisting UPOs of the coupled differential equation (1.6.13) when 
q; =  3j/? =  2.5 ,7  =  0.01 and =  2, produced with the program of Section 2.5 with 
a large number of steps, (a) and (b) Period 2 solutions, (c), (d) and (e) Period 3 
solutions, (f) Period 4 solution, (g) Period 5 solution, (h) Period 6 solution. The 
*’s denote time periods of 27t.
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p Ap N s Pmin P Ap N s Pmin P Ap N s ^m in
1 2 1 10 5 4 0 45 9 16 0 4000
2 1 1 10 6 6 1 320 10 26 0 Unknown
3 2 0 20 7 9 0 1490 11 29* 0 Unknown
4 2 0 25 8 15 0 2075
Table 5.4: Number of UPOs Np of period p for the differential equation (1.6.12) 
when a = 2.5, /3 =  1.5, 7 =  0.01 and n = 2. Ng is the number of stable periodic 
orbits found. Pmin is the single (3 value which results in the number of UPOs Np for 
period p. The * next to the Np value indicate that this set might be incomplete.
being shown in Figure 5.10, with the stars denoting time periods of 27t. Since these 
solutions are unstable, many steps are needed in order for the numerical solution to 
close. The computation time to detect the UPOs given in Table 5.3 is vast with it 
taking two days just to detect sets of UPOs up to period 6 alone. Given in Appendix 
A are the eigenvalues of each UPO with an orbit point from the solution also given. 
From inspecting the eigenvalues, some interesting results are revealed. For instance, 
three period 7 solutions all have Ai =  —7.4505e — 09, but all three have a slightly 
different A2. The seven orbit points of these solutions are all totally different.
The results obtained for the parameters a  =  2.5, (3 = 1.5, 7 =  0.01 and fj, =  2 and 
tolerances Snoi — S 2toi ~  Titoi ~  T t^oi — ~  10 , Imax ~  1000/?, JImax 100,
=  10"7, Jtoi =  10“®, hi = 10“®, h2 = 5“  ^ and a =  0.1 are shown in Table 5.4, 
where Np is the number of UPOs, Ng is the number of stable periodic orbits found 
and prnin IS the single (3 value which yields the number of UPOs Np. Again, Ap’s 
for period 11 was found in an early run of the program, but it is believed this is 
a possibly incomplete set (* denotes this). Shown in Figure 5.11 is the graph of 
In Ap =  —0.58617 +  0.38199p with the *’s denoting the points (p. In Ap) of Table
5.4. Here this relationship is seen to be a fairly good linear fit. From this graph it 
is plausible that period 11 has maybe 1 or 2 missing UPOs. It should be noted that 
the *’s of Figure 5.11 have a very similar structure up to period 9 to that of Figure 
5.8, with both graphs having the p =  1 * above and the p =  4 * below the best fit
no
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Figure 5.11: The graph of In versus p (*’s) of Table 5.4 and a least square fit 
(straight line) which excludes the * for p =  1. The least square fit has the equation 
In Np = -0.59617 +  0.38199p for p =  2,.., 11.
line, with the * for p =  8 noticeably above the line. Only the p =  2 * is different. It 
should be noted the topological entropy (see page 90) is approximately 0.38. Shown 
in Figure 5.12 is the graph of Inpmin = —0.03085 +  0.94494p in the range p =  2,.., 9 
with the *’s denoting the points (p, ln^^i„) of Table 5.4. From this graph, a linear 
relationship does seem to exist, and so an estimate of (3min which would find all 
UPOs of period 10 would be, Prnin ~  12315. The UPOs for periods with unknown 
Pmin values were found using a loop of a selection of (5 values. The UPOs given 
in Table 5.4 were found with the entire set of C matrices {Ck\k = 1,..., 8}, with 
the majority of UPOs found using just the C matrices {Ck\k = 1,..., 5}, with the 
additional three matrices detecting just the odd UPO, and initial conditions were 
taken from the orbit points of UPOs of period p — 1 only. The UPOs of periods 1 and 
2 were found over a 10 x 10 grid of initial conditions with Xmin =  —U X^ax = 15, 
Tmin =  —2 and Ymax =  2. Here all period 1 solutions which resulted from using 
the Fourier Series method of Chapter 3 were found. Only the three point formula 
was required to obtain the Jacobian. Three stable solutions with periods 1, 2 and
I l l
p
Figure 5.12; The graph of liiPmin versus p (*’s) of Table 5.4 and a least square 
fit (straight line) which excludes the point for p =  1. The least square fit has the 
equation Inprnin = —0.03085 +  0.94494p for p =  2,.., 9.
6 were found using the DL method. The initial conditions of these solutions were 
incorporated into the ODE solver detailed in Section 2.5, where it was established 
that these solutions were the same as those shown in Figure 3.5 of Chapter 3. To 
guarantee that the UPOs found here from the UPO detection program for ODEs are 
in fact solutions of the differential equation (1.6.12), the orbit points of the UPOs 
are incorporated into the ODE solver of Section 2.5 which results in a selection of 
unstable solutions being shown in Figure 5.13, with the stars denoting time periods 
of 2tt. Since these solutions are unstable, many steps are needed in order for the 
numerical solution to close. The computation time to detect the UPOs given in 
Table 5.4 is two days just to detect sets of UPOs up to period 7 alone. Given in 
Appendix A are the eigenvalues of each UPO with an orbit point from the solution 
also given. Again from inspecting the eigenvalues, it should be noted that some 
interesting results are shown. For instance, period 8 has four solutions which all 
have Ai =  —7.4505e — 09 but the four solutions have a slightly different A2. The 
eight orbit points of the solutions are all completely different. It should be noted
112
4
2
0
-2
-4
2 310
X
2
-2
320
X
4
2
-2
30 1 2
X
2
>- 0
-2
-3
X
(d)
4
2
0
-2
30 2
X
Figure 5.13: Coexisting UPOs of the coupled differential equation (1.6.13) when 
d  =  2.5, /? =  1.5, 7 =  0.01 and = 2, produced with the program of Section 2.5 
with a large number of steps, (a) Period 2 solution, (b) and (c) Period 3 solutions,
(d) Period 6 solution, (e) Period 7 solution. The *’s denote time periods of 27T.
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Figure 5.14: (a) Unstable period 2 solution of the coupled differential equation 
(1.6.13) when a  =  3, /? =  2, 7 =  0.0008 and j^l = 1.67. (b) Unstable period 3 
solution of (1.6.13) when a = 1.73, P = 0.94, 7 =  0.00035 and n  =  1.67. The *’s 
denote time periods of 27t.
that this Ai value is the same as that of the three period 7 UPOs given in Table 5.3. 
Here A2 is completely different.
The power series method was constructed for the specific case = 2 and 
therefore, for the two sets of parameter values given in chapter 3 which both had 
H = 1.67, the ODE solver D02EJF from the NAG library [53] replaces the power 
series method. This ODE solver method is noticeably slower then the power series 
method. For the parameters a  =  3, /? =  2, 7 =  0.0008 and fi = 1.67 and tolerances 
Sltol — ^2tol — — T^ 2tol — Fitol — 19 Imax ~  100/?, JImax ~  100, Cfol ~  19 ,
Jtoi = 19“ ,^ hi = 9.91, /i2 =  9.905 and a = 0.1, only three periodic solutions were 
found. Two of these were the two stable solutions shown in Figure 3.9 of Chapter 
3 and the other was an unstable period 2 solution, which is shown in (a) of Figure
5.14, with the stars denoting time periods of 27t. This unstable solution required 
many steps in order for it to close. Various grid sizes were used to detect UPOs 
for periods 1 — 5 for these parameter values, but only these three periodic solutions 
were found. The orbit points of the period 2 UPO was also used as initial conditions 
to detect other UPOs, but to no avail. The final grid size which detects these peri-
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ods 1 and 2 periodic orbits was a 10 x 20 grid of initial conditions with Xmin = 0, 
X m a x  = 2, Y m i n  = “ 2 and Y m a x  =  2. All eight C matrices {Ck\k = 1, ...,8} were 
tried, but only the two C matrices {Ck\k = 1,2} were needed, as well as a selection 
of P values with /? =  10 the single P value needed. The Jacobian required for each 
search was found with the three point formula only. Given in Appendix A is the 
eigenvalues of each periodic orbit with an orbit point from each solution also given. 
It is strange that only one UPO of period 3 was found here, because since a stable 
period 1 solution was found, at least one UPO of period 1 might have been expected. 
An extensive search was undertaken, but either maybe there is only one UPO, or 
possibly the NAG ODE solver used here cannot detect all the UPOs as well as the 
power series method; certainly a great deal more computation time was needed.
For the parameters ol =  1.73, P = 0.94, 7 =  0.00035 and fj, =  1.67 and tolerances
S\tol — S2tol — Yitol =  T2tol — Rtol — 10 I m a x  ~  100/?, U m a x  ~  100, Ctol ~  10 ,
— 10"4, hi =  0.01, /i2 =  0.005 and a = 0.1, only three periodic solutions were 
found. Two of these were the two stable solutions shown in Figure 3.10 of Chapter 
3 and the other was an unstable period 3 solution, which is shown in (b) of Figure
5.14, with the stars denoting time periods of 2tt. Again, various grid sizes were used 
to detect UPOs for periods 1 — 5 for these parameter values, but only these three 
periodic solutions were found, with the orbit points of the period 3 UPO also used 
as an initial conditions, but again to no avail. The final grid size which detects these 
periods 1 and 2 periodic orbits was a 10 x 20 grid of initial conditions with Xmin = 0, 
X m a x  = 3, Y m i n  =  “ 2 and Y m a x  = 2. All eight C matrices {Ck\k = 1, ...,8} were 
tried, but only the two C matrices {Ck\k = 1,2} were needed, as well as a selection 
of P values with /? =  10 the single /? value required. The Jacobian required for each 
search was found with the three point formula only. Given in Appendix A are the 
eigenvalues of each periodic orbit with an orbit point from each solution also given.
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p 1 2 3
N p 3 10 40
Table 5.5: Number of UPOs Np of period p for Buffing’s equation given by (5.8.21).
5.8 Dufflng’s Equation
As an interesting side study of the differential equation (1.6.12), the UPO detection 
program for ODEs which uses a NAG ODE solver is adapted to study the solutions 
of the chaotic Buffing’s equation, given by
(5.8.21)
Y ' = 0.35Sint -  0.25T +  X  -  X l  
This dynamical system has been widely studied [50], and is an example of an ODE 
that exhibits chaotic behaviour. Incorporating this system into the UPO detection 
for ODEs program should result in UPOs being found since this system is chaotic, 
and this is indeed the case as shown in Table 5.5, where UPOs are found with Np 
being the number of UPOs of period p. These results were obtained with tolerances 
S l t o l  — S 2t o l  —  T l t o l  —  T 2t o l  —  10 I ^ t o l  —  10 I m a x  ~  100/?, U m a x  ~  100,
Ctol = 10"5, Jtoi =  10“ ,^ hi = 10“ ,^ /i2 =  5“ ,^ a =  0.1 and NAG tolerance 10“ ^^ , 
the two C matrices {Ck\k = 1, 2} and for UPOs of periods 1 and 2, a 10 x 8 grid 
of initial conditions with Xmin = —1, Xmax = 1, Ymin = —0.8 and Ymax =  0.8. 
The single /? value used for periods 1 and 2 was /? =  10, whereas for p >  3, a 
loop of /? =  10,30,60,100 was used, and the Jacobian required for each search was 
found with the three point formula only. It should be noted that (5.8.21) has no 
region for which solutions grow without bound. A selection of solutions are shown 
in Figure 5.15, with the stars denoting time periods of 27t. These solutions were 
obtained using the NAG routine D02EJF, with the initial conditions from the UPO 
simulation incorporated. The eigenvalues of period 1 and 2 solutions with an orbit 
point from each solution are given in Appendix A.
The results given here are probably far from complete, but they give a hints that 
an interesting set of UPOs exist for Buffing’s equation (5.8.21). If pursued further.
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Figure 5.15: A selection of coexisting UPOs of Buffing’s equation given by (5.8.21), 
witli ttie *’s denoting time periods of 27t. (a), (b) and (c) Period 1 solutions, (d),
(e) and (f) Period 2 solutions, (g), (h) and (i) Period 3 solutions.
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then the NAG routine should be replaced with the power series method so that an 
intensive search could be undertaken, which would save a very noticeable amount of 
computation time. The main point demonstrated here is that the chaotic Buffing’s 
equation (5.8.21) has UPOs present which is expected from a chaotic system, since 
the original BL method for maps was derived to detect UPOs for chaotic maps so 
that measurable quantities of physical interest can be extracted from the UPO set. 
Further results for this chaotic Buffing’s equation can be found in [32].
5.9 Final Comments
Within this chapter, complete sets of UPOs of the differential equation (1.6.12) 
have been searched for. Although an intensive search has been undertaken here, no 
guarantee can be given without some sort of analytical backup that a complete set 
of UPOs for each period is in fact complete. An independent set of results obtained 
from an alternative source like that of the Hénon map where two different methods 
to detect UPOs were used would be needed. It is believed for the initial periods, say 
p <  7 for the ii = 2 parameters, the results are good but as the period increases, it 
becomes much more difficult to obtain complete sets. For jjl = 1.67, only one UPO 
was found for each set of parameters, so it is inconclusive if the results are complete. 
The transition from map to differential equation complicates the BL method, as the 
various adjustments detailed result in more variables in the program, and therefore 
the results are limited by computer capabilities.
«  —
Conclusions and Future Work
In this chapter, a conclusion of the work contained within this thesis is given as well 
as some suggestions for future work which could be pursued.
6.1 Conclusions
In the work contained within this thesis, the principal aim has been to investigate 
the nonlinear second order differential equation
X  +  7X  +  =  a  -  /?sinr, (6.1.1)
where differentiation is with respect to r , 7 > 0, a  > |/?| > 0, > 1 and X  >
0, which describes, among other things, the biased driven series RL-diode circuit 
operating only in the depletion region. To date, no recent research has been found 
which considers this biased circuit as electronic engineers and physicists had only 
considered the unbiased circuit. After deriving the model (6.1.1), the research was 
carried out from the point of view of an applied mathematician. Two specific p 
values were considered in detail, fi = 2 and p =  1.67. The first is interesting from a 
mathematician’s perspective as this case has received little attention in comparison 
to Buffing’s equation (p =  3) which has received a great deal of study, and the 
second choice {fi =  1.67), was chosen from measurements on a practical diode. 
For the case =  2, the differential equation (6.1.1) has been found to exist in at 
least two other research contexts, namely in the study of ship roll and capsize and 
in the perturbed Korteweg-de Vries equation, where stationary wave solutions are 
described by a special case of the differential equation (6.1.1). The mathematical
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approaches which followed in this thesis could therefore be used to explain the 
dynamics in these two other cases.
In Chapter 2, an analysis of (6.1.1) specifically when fi = 2 was presented. A 
phase plane analysis established solution behaviour and a criterion for which solu­
tions grew without bound, where some intriguing dynamics seemed to be present. 
It is interesting that although only elementary methods have been used here, these 
simple techniques gave a good insight into the behaviour of solutions of the differ­
ential equation (6.1.1). These simple techniques proved extremely useful in later 
chapters where the behaviour of (6.1.1) was expanded based on the methods used 
here.
Chapter 3 further expanded the notion that (6.1.1) possessed some interesting 
dynamics as various subharmonic solutions were found for the two /x cases, ji = 2 
and fjL = 1.67. The majority of solutions found were stable, but for the case /x =  2, 
an alternative method which employed Fourier Series for detecting periodic solutions 
resulted in unstable periodic solutions, which proved useful in Chapter 5. Unlike 
the unbiased RL-diode circuit and Buffing’s equation (see (5.8.21)), no evidence for 
chaos has been found. It is believed that for this dynamical system with the two /x 
values, despite possessing unstable periodic orbits, chaos is not present.
In Chapter 4, a variety of invariant sets of (6.1.1) were constructed, where the 
phase plane was partitioned into regions in which only certain solution behaviour 
occurred. Two different types of sets were found by determining that the vector field 
associated with (6.1.1) points into each boundary of the set. The first type of set 
specifically applied to /x =  2 and contained all initial conditions of (6.1.1) for which 
the solution grew without bound, and the second set type, which this time applied 
for all /X > 1, was constructed such that all bounded periodic solutions of (6.1.1) 
were contained within. This second type of set termed ‘absorbing’ or ‘positively 
invariant’, only held true for particular parameters. This chapter, after the first few 
chapters showed non-trivial dynamics existed for this system, gave a much deeper 
insight into a general understanding of the dynamics of this system. Only simple 
techniques are used here which explains the solution behaviour of (6.1.1) extremely
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well. It is likely these basic methods could be used in other dynamical systems to 
explain their solution behaviour.
Finally, in Chapter 5, the finding of unstable periodic orbits in Chapter 3 directed 
the research towards investigating if (6.1.1) possesses more unstable periodic orbits. 
An iterative scheme which in principle could be applied to differential equations but 
has so far only been applied to mappings was used to find unstable periodic orbits of 
(6.1.1). The transition from maps to ODEs proved a challenging task as the scheme 
had specifically been devised for maps, and so alternative methods were needed, for 
instance an ODE solver. These adaptations of the unstable periodic orbit finding 
program for maps, meant that more variables were present in the program, and so 
it was more difficult to guarantee complete sets of unstable periodic orbits. The two 
sets of parameters used in Chapter 3 for /x =  2 resulted in sets of unstable periodic 
orbits being found. Here, as the period increased from period 1, the number of 
unstable periodic orbits increased exponentially. In comparison, the parameters of 
chapter 3 for /x =  1.67 only resulted in 1 unstable periodic orbit being found for each 
set of values. To guarantee that these sets are complete, an alternative method for 
unstable periodic orbit detection would be required, or more conclusively some sort 
of analytical approach. It is interesting that despite the system not seeming to be 
chaotic, unstable periodic orbits are present as for example, Duffing’s equation which 
is known to be chaotic possesses unstable periodic orbits in abundance. This chapter 
concludes the analysis of (6.1.1) in this thesis, with the system clearly displaying a 
very interesting dynamical structure.
Overall, a detailed analysis of the solution behaviour of (6.1.1) has been pre­
sented, which is a first step towards understanding the dynamics of this system.
6.2 Future Work
There are many different directions that this research could take which would be of 
interest and given here are but a few of them. Firstly, the dynamical approaches used 
within this thesis could be applied to a couple of alternative diode circuits which
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are detailed in Appendix B. Initially the differential equations which described 
these circuits were derived as it was unknown in the beginning if the biased driven 
RL-diode circuit model (6.1.1) would yield any interesting dynamics. These differ­
ential equations might have an equally intriguing but different dynamical structure. 
Secondly, it would be very interesting to build the circuit and compare the mathe­
matical results within this thesis to those obtained from the circuit. Hopefully, the 
results would be in agreement with those of the thesis. Thirdly, it would be interest­
ing to try  to produce bifurcation diagrams which would highlight the higher order 
periodic solutions. Initial thought has suggested the program AUTO to produce 
these, though the author is not familiar with this program. Finally, the first couple 
of chapters of Peter Hagedorn’s [6] approach to nonlinear dynamical systems could 
be implemented. The first chapter uses various approximation schemes to show 
the existence of periodic solutions and subharmonic oscillations, whereas the second 
chapter gives details of Liapounov stability theory. So, all in all, these are just a few 
directions of research which could be pursued for this interesting dynamical system.
 A _
Eigenvalues
In this Appendix, the eigenvalues of periodic solutions of the differential equation
(1.6.12) found using the UPO detection program of chapter 5 are given. Here, the 
eigenvalues Ai, A2 of the solution at the point where r  =  0, i.e. /(O) =  a  are 
calculated for the Jacobian
J \ l  J \2  
J21 J22
obtained from the three point formula, and are given by
J =
46]
where
and
CL — J \i +  J<<22
b — J n «/22 — J 12J2I’
From Ai and A2, the stability of each solution can be determined. If either |Ai| > 1 
or IA2I > 1, then the solution is unstable, otherwise it is stable. The solutions listed 
will also prove useful if an continuation on this system is undertaken. Also given is 
periods 1 and 2 solutions of Duffing’s equation (5.8.21).
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p X y Eigenvalues Ai, A2 Stability
1 1.009289244306 -0.6419150902179 -0.2727 d= 0.9298% Stable
3 0.4829187016350 -1.206519436906 0.6815 ±  0.6031% Stable
5 0.9653852906666 0.1940892098698 -0.4023 ±  0.7539% Stable
1 -0.3416478179387 -1.373363838960 71.7719, 0.01308 Unstable
1 -0.9630157431845 1.888186598769 8.6201e-04, -1.0894e+03 Unstable
2 0.2808771906158 -1.890486345654 -0.0430, -20.4893 Unstable
2 1.943879593983 -0.6877911166897 12.6290, 0.0698 Unstable
3 -0.3222929369671 -1.348611054558 -4.9089e-04, -1.6871e-(-03 Unstable
3 -0.2153762941647 -1.503505638817 904.4596, 9.1568e-04 Unstable
3 1.198440228645 -0.01151997553295 1.6978, 0.4878 Unstable
4 -0.3313484381272 -1.338739115883 -6.4081e-06, -1.2137e-j-05 Unstable
4 0.7167936559545 -1.705689277850 -6.2856e-03, -123.7365 Unstable
4 -0.3386105574967 -1.370537040543 6.4977e-h04, 1.1969e-05 Unstable
5 -0.3314670981078 -1.338609421663 -8.3819e-08, -8.7114e4-06 Unstable
5 0.2406544859829 -1.922333141562 3.3964e-t-04, 2.1504e-05 Unstable
5 -0.3326077944081 -1.354907595758 -8.0487e-05, -9.0747e-X03 Unstable
5 -0.3402657148210 -1.368692511709 4.6636e-h06, 1.5646e-07 Unstable
5 0.05261887107615 -0.9160349526230 4.0260, 0.1814 Unstable
5 -0.2051860366485 -1.471829282598 -3.5184e-05, -2.0758e-h04 Unstable
5 4X1082658245058 -1.185564497607 1.14262e+04, 6.3922e-05 Unstable
6 -0.3318270647348 -1.340331383975 2.4422e+06, 2.8079e-07 Unstable
6 4X3353430956229 -1.351895598606 -1.0526e-06, -6.5158e-f-05 Unstable
6 -0.3402874604561 -L368668267968 3.3472e4-08, 0.0000 Unstable
6 -0.3298230501996 -1.340661942784 -4.5308e-07, -1.5137e-f-06 Unstable
6 4X3312612520132 -1.378657437154 -4.5553e-07, -1.5059e4-06 Unstable
6 0.6960043725753 -1.697518720930 2.7586e-(-03, 2.4864e-04 Unstable
Continued overleaf
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6 0.3008460289250 -1.514120266253 -6.6952e-04, -1.0244e-h03 Unstable
6 -0.3383952596924 -1.370307567705 8.2098e+05, 8.3551e-07 Unstable
6 -0.02383394247526 -0.5492622906954 4.0345e+02, 1.7001e-03 Unstable
6 -0.3415270515786 -1.373489900156 0.0000, -6.2523e+08 Unstable
6 1.681603803978 0.02832588101168 -1.2464e-03, -5.5027e+02 Unstable
7 -0.3345714979299 -1.357654257491 -1.8127e-05, -3.5534e-h04 Unstable
7 -0.3371206929589 -1.367765570162 -8.6667e-06, -7.4324e-H04 Unstable
7 -0.3356961726050 -1.361694874918 2.6669e4-04, 2.4153e-05 Unstable
7 0.4471316773482 0.2285174989776 2.1149e+05, 3.0457e-06 Unstable
7 -0.1068908293884 -1.183826902661 -2.4601e-06, -2.6183e-f-05 Unstable
7 0.4814827047500 0.2291565177843 -9.2433e-07, -6.9687e+05 Unstable
7 0.2560969798235 -1.934213714954 1.9744e-f-05, 3.2624e-06 Unstable
7 -0.09935932801993 -1.162165143610 1.4432e-h05, 4.4631e-06 Unstable
7 0.3004361186604 -1.901154059693 4.1952e-t-05, 1.5354e-06 Unstable
7 -0.1391702936100 -1.581294621511 -5.6428e-06, -1.1415e-h05 Unstable
7 -0.3401614702263 -1.368339695966 5.8925e-h07, 1.1175e-08 Unstable
7 -0.3401582490830 -1.368760760707 -7.4505e-09, -1.0811e+08 Unstable
7 -0.3353789050867 -1.351856135904 -1.4901e-08, -4.6765e+07 Unstable
7 -0.3413995060420 -1.373026447650 1.7529e+08, 0.0000 Unstable
7 -0.3297735083431 -1.340458056379 -7.4505e-09, -1.0982e+08 Unstable
7 -0.3315049105706 -1.338829409664 -7.4505e-09, -1.0868e+08 Unstable
Table A.l; Eigenvalues of the period p solutions of the coupled differential equation
(1.6.13) when a  =  3, /? =  2.5, 7 =  0.01 and fj, = 2.
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V X Y Eigenvalues Ai, A2 Stability
1 L266838962252 -0.5832757160877 -0.2628 ±  0.9327% Stable
2 0.4556231532270 -1.975129273511 -0.3954 ±  0.8517% Stable
6 0.3906600486841 -1.882366524374 0.18363 ±0.8075% Stable
1 -0.2520826083658 -1.471979081590 0.5725, 0.0164 Unstable
1 -0.7102505397736 1.774250098936 -0.0025, -367.2713 Unstable
2 0.02495352970555 -1.387853414910 3.9975, 0.2206 Unstable
3 -0.02886802045065 -1.696116779742 145.2356, 5.7024e-03 Unstable
3 0.4199455041196 -2.070454846922 -5.2360e-03, -158.1729 Unstable
4 -0.2477042346122 -1.471133474925 8.2280e+03, 9.4526e-05 Unstable
4 -0.2392315028291 -1.484433856214 -8.4802e-05, -9.1715e+03 Unstable
5 -0.2514589804670 -1.467035567825 4.7101e+05, 1.5507e-06 Unstable
5 -0.2517185327337 -1.470813734168 -1.3906e-06, -5.2523e+05 Unstable
5 -0.03237938104741 -1.593142081432 -1.9853e-03, -367.8981 Unstable
5 -0.03100155520417 -1.434155357980 421.2474, 1.7339e-03 Unstable
6 -0.2515206403477 -1.466968208005 2.6967e+07, 2.6077e-08 Unstable
6 -0.2393896636624 -1.485832840384 -2.2351e-08, -3.0071e+07 Unstable
6 -0.2399860736850 -1.478895317518 -3.3052e-05, -2.0752e+04 Unstable
6 -0.2464096920714 -1.471108408333 2.3212e+04, 2.9549e-05 Unstable
6 0.8385597573940 0.7755995935023 -2.9938e-05,-2.2911e+04 Unstable
6 0.5520624895634 -2.019696719992 1.4253, 0.4812 Unstable
7 0.3631105245411 -2.023725532919 -5.5141e-04, -1.1681e+03 Unstable
7 -0.2512692884008 -1.466606169217 -5.4226e-07, -1.1879e+06 Unstable
7 -0.2512960070561 -1.465779570396 1.3281e+06, 4.8498e-07 Unstable
7 -0.2388329423238 -1.480775781539 -4.8906e-07, -1.3172e+06 Unstable
7 -0.2480403537703 -1.474869137024 -4.9092e-07, -1.3121e+06 Unstable
7 -0.2519273046551 -1.470585283253 0.0000, -1.7217e+09 Unstable
Continued overleaf
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7 1.861675371668 0.7066200762934 1.4660e+03, 4.3937e-04 Unstable
7 -0.2294402961391 -1.406505732360 1.4502e+06, 4.4412e-07 Unstable
7 -0.2073497162112 -1.204772843283 1.1947e+06, 5.3923e-07 Unstable
8 -0.2402633726910 -1.477584136416 -9.3480e-06, -6.4711e+04 Unstable
8 -0.2376690450881 -1.400643192288 -9.2641e-06, -6.5296e-h04 Unstable
8 1.767875953582 0.7870654370023 -1.5065e-02, -40.1517 Unstable
8 -0.2514546766117 -1.466403662286 -7.4505e-09, -6.8012e+07 Unstable
8 -0.2513120522357 -1.467185230680 -7.4505e-09, -7.5425e+07 Unstable
8 -0.03210152505687 -1.591063660048 5.7505e+04, 1.0519e-05 Unstable
8 -0.2460478599016 -1.471102372765 7.9334e+04, 7.6248e-06 Unstable
8 -0.03458170500041 -1.590972238978 -1.1332e-05, -5.3379e-h04 Unstable
8 1.560722845732 0.8869836760113 16.9710, 3.5644e-02 Unstable
8 -0.2513762763003 -1.465691921278 7.6042e+07, 7.4505e-09 Unstable
8 -0.2423805857178 -1.393439134244 -7.4505e-09, -7.5458e+07 Unstable
8 -0.1942762587486 -1.139235053527 6.0878e+04, 9.9365e-06 Unstable
8 -0.2517206764354 -1.470821204310 8.3053e±07, 7.4505e-09 Unstable
8 -0.2514547604949 -1.467001491223 6.8389e4-07, 7.4505-09 Unstable
8 -0.2481901904552 -1.476210356418 -7.4505e-09, -7.5126e-h07 Unstable
9 -0.2511743630266 -1.465704109668 -1.5343e-07, -3.7029e4-06 Unstable
9 0.9184632591617 -2.130610084123 5.2755e+02, 1.0768e-03 Unstable
9 -0.1826292818032 -1.130258358589 -1.3155e-04, -4.3182e-h03 Unstable
9 -0.2410058868189 -1.442039962161 -6.5027e-04, -8.7362e+02 Unstable
9 -0.2386918340630 -1.479495090250 -1.5227e-07, -3.7302e-}-06 Unstable
9 -0.2469430950833 -1.476076094719 -1.5250e-07, -3.7241e+06 Unstable
9 -0.2404968191628 -1.483096146000 3.3132e-t-06, 1.7136e-07 Unstable
9 -0.2388091839621 -1.480177063728 3.30009e+06, 1.7206e-07 Unstable
9 -0.3465496825430 -1.588171686701 -1.8789e-07, -3.0182e+06 Unstable
Continued overleaf
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9 -0.2512505338009 -1.465429674699 4.5377e-h06, 1.2526e-07 Unstable
9 -0.1944287235718 -1.139798653060 3.3864e+06, 1.6787e-07 Unstable
9 -0.2475740045567 -1.470653750396 -1.8835e-07, -3.0172e+06 Unstable
9 -0.2475302490518 -1.469874183795 3.4306e+06, 1.6554e-07 Unstable
9 0.01262150146067 -1.403707610817 5.6077e+03, 1.0130e-04 Unstable
9 -0.2387748240039 -1.399028631312 -1.7066e-07, -3.3285e-f-06 Unstable
9 -0.1982792555586 -1.216945895148 3.6254e+06, 1.5692e-07 Unstable
Table A.2: Eigenvalues of the period p solutions of the coupled differential equation
(1.6.13) when a  =  2.5, /? =  1.5, 7 =  0.01 and jj, = 2.
V X Y Eigenvalues Ai, A2 Stability
1 1.515031003937 -1.244113393984 -0.9956 ±  0.0572% Stable
2 L878968223807 -1.052113382727 0.98085 ±0.1586% Stable
2 1.380443572074 -0.9244788734271 1.1143, 0.8862 Unstable
Table A.3: Eigenvalues of the period p solutions of the coupled differential equation
(1.6.13) when a  =  3, /? =  2, 7 =  0.0008 and /x =  1.67.
P X r Eigenvalues Ai, A2 Stability
1 1.157511492929 -0.9295860586682 -0.5733 ±  0.8172% Stable
3 1.305979070059 -1.170939212097 0.993617 ±  0.0732% Stable
3 1.310094747116 -0.6291619519379 1.0737, 0.9248 Unstable
Table A.4: Eigenvalues of the period p solutions of the coupled differential equation
(1.6.13) when a  = 1.73, j3 = 0.94, 7 =  0.00035 and fi = 1.67.
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p X y Eigenvalues Ai, Ag Stability
1 -0.8337798659281 -0.7408804647584 -0.01902,-10.91662 Unstable
1 0.2429521130807 -0.3619630914581 -0.01905, -10.91652 Unstable
1 -0.02198398473485 -0.1738915255987 221.4716, 9.51132e-04 Unstable
2 0.3355486527879 0.1354164533531 -9.3779e-04, -46.0544 Unstable
2 4X3148825286968 -0.4225668582896 -8.719e-04, -49.567 Unstable
2 0.1658287448948 -0.4346970810762 -9.3847e-04, -46.0521 Unstable
2 -0.6735843485808 -0.8821696068165 95.2878, 4.5348e-04 Unstable
2 0.05827040830967 -0.2261588062517 -8.7161e-04, -49.5643 Unstable
2 0.2100859054249 -0.4518791518447 95.2938, 4.533e-04 Unstable
2 0.01838798201237 -0.2134270178146 6.6092e+02, 6.5374e-05 Unstable
2 0.03653900296699 -0.1235134078741 -1.64e-05, -2.6349e+03 Unstable
2 -0.06615325363872 -0.2102808521283 6.6093e+02, 6.5382e-05 Unstable
2 -0.03184672756910 -0.1707392576161 -1.6397e-05, -2.635e+03 Unstable
Table A.5: Eigenvalues of periods 1 and 2 solutions of Duffing’s equation (5.8.21).
B
Alternative Diode Circuits
In this Appendix, two alternative diode circuits are given, with a model derived for 
each circuit. These were initially derived as it was unknown if the biased driven 
series RL-diode circuit model (1.6.12) would yield any interesting dynamics.
B .l  The Biased Driven Parallel RL-Diode Circuit
The driven parallel RL-diode circuit shown schematically in Figure B .l is considered. 
The resistor and the inductor are both assumed to be ideal, linear components, and 
the diode is modelled by the SPICE diode model. Driving the circuit is the current
Io+Iisin(al) 0
Figure B.l: The biased driven parallel RL-diode circuit.
input given by Iq +  A sin(w^), where /q, A and lj are constants, while the voltage 
across the diode Vd is negative (so that the diffusion capacitance is negligible) and 
therefore like the biased driven series RL-diode circuit, the voltage across the diode 
is given by
(m — 1)
V d  =  4>b
1 1 
1 — m
1 - •Q -f- 1
Differentiating (B.1.1) with respect to time gives
V d  =  -7t -
( m -  1)
4>BCjO 
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Q + 1 Q .
(B.1.1)
(B.1.2)
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Using Kirchoff’s current law (see [2] for details) the net current is given by
Io +Iism{ujt) = iL + iR + iD^  (B.1.3)
As the circuit is connected in parallel, the following is known
Vd  =  Vl =  V r ,
where Vl is the voltage across the inductor and Vr  is the voltage across the resistor. 
The current through the diode can be expressed in terms of the charge Q
in  =  0 ,
the voltage-current relation for the inductor is given by
and the voltage-current relation for the resistor (Ohm’s law) is given by
V r  =  R i r .
Differentiating (B.1.3) with respect to time and using the above gives
^  [Jo +  h  sm(wt)] =  ^  ^  +  0- (B.1.4)
Substituting (B.1.1) and (B.1.2) into (B.1.4) results in the following differential 
equation for the biased driven parallel RL-diode circuit
0 +
jo
j m - l ) 0  + 1 4>BCjQ
Aw cos(wt). (B .l.5)
B.2 The Biased Driven RLC-Diode Circuit
The driven RLC-diode circuit shown in Figure B.2 is considered. All components 
of the circuit are assumed to be ideal, linear components except the diode which 
is modelled by the SPICE diode model. Using Kirchoff’s voltage law (see [2] for 
details), the net voltage input is given by
V(^) =  R 0  +  Vu(0) +  V^, (B.2.6)
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V(t)
1
R
¥  Q |vu(Q)
Vc
Figure B.2: The biased driven RLC-diode circuit.
where RQ, V v { Q )  and Vc are the voltages across the resistor, diode and induc­
tor/capacitor respectively. Differentiation is with respect to t. The current through 
the inductor and capacitor is given by
(B.2.7)
where q is the charge on the capacitor. Using (B.2.7) results in the voltage across 
both the inductor and capacitor to be
Vc = L{Q -  q) =  —. (B.2.8)
Substituting (B.2.8) and the voltage across the diode (B.1.1) into (B.2.6) gives
where
V{t) = RQ  +  0R [1 — (1 — XQY] +
A =  , and fi =
liCjQ(f)B ^  1 — m
Also using the voltage across the inductor (B.2.8) gives
V{t) =  RQ  +  [1 — (1 — XQ)^] +  L{Q — q).
(B.2.9)
(B.2.10)
(B.2.11)
Differentiating (B.2.9) twice with respect to time and rearranging to make q the 
subject results in
q  =  C  (v{t) — R Q  — 4>b - ^  [1 — (1 — • (B.2.12)
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Substituting (B.2.12) into (B.2.11) and simplifying gives
â?
LCRQ  +  LQ +  RQ  +  (pB 1 + LC [1 -  (1 -  AQ)^]
= V{t) + LCV{t). (B.2.13)
The derivatives in (B.2.13) are now evaluated, giving
d
^ ( 1  -  \Q Y  =  /i(-A)(l -  XQY-'^Q = -Am(1 -  \QY~^Q,
^ ^ ( 1  — \Q Y  =  — 1)(1 — \Q Y  ~  A ^ ( l  — XQY
= -  1)(1 -  XQY^'^QY -  Afi(l -  XQY~^Q- (B.2.14)
Letting 5  =  1 — XQ and substituting this and (B.2.14) into (B.2.13) after simplifi­
cation gives
L C R S  + L S  + R S  + A(^5" +  X L C [(/r -  1)5^ +  5 5
= 4>X-X{V + LCV),  (B.2.15)
where V  =  V{t). Substituting (B.2.10) into (B.2.15) leads to
’(// -  1)5^ +  5 5LCR:s  +  LS + R S +  +  ^ 5"-^
flUjo Cjo
( j ) - V  -  L C V
fi(t)Cjo
(B.2.16)
Letting r  = v t  where an appropriate constant v  will be chosen later and differenti­
ating this so that
d dr d d
dt dt dr dr
which gives
and transforms (B.2.16) after dividing through by v^LCR, into
5'" +
S"
+
S'
+ +
5" - 2
vC R  v^LC fiCjov^LCR CjovR
[fj. -  1)5'^ 4- 55"
4 > -V  -  LCv^V"  
v^ LCRfj,ij)Cjo , (B.2.17)
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where differentiation is now with respect to r . By letting S  = where constant 
f  will be chosen later, = 2 and dividing through by (B.2.17) becomes after 
simplification
X ' "  +
X ' X 'I I____ ________ I ^ ( X ' X Y
( f ) - V -  LCv'^V"
If
and
so that
and
— — CjoR 
V
—  =  2C j o R L C  — 2LC—,
=
V
e =
2Z,C
CjoR
y /lL C '
(B.2.18) becomes
2 __ Z,C[2((6 -  1/) -- 1/"]
(B.2.18)
(B.2.19)
where rj = For simulation purposes this model of the RLC-diode circuit is
converted into a system of three first order differential equations
;c ' == ir,
Y '  =  Z ,
,  1:(7[2(46 - 1/ )  - - 1"']
(B.2.20)
Z' = -- -- 2}/^  -- aUT -- F":
—  C —
Publications
In this Appendix, the conference paper which was presented at the NOLTA2004 
conference, Japan [31] is given. It is included here as the proceedings were produced 
on CD-ROM only, and therefore can be difficult to obtain. Journal papers can be 
found at [22, 32].
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Abstract—A driven nonlinear series circuit consisting 
of a resistor, an inductor and a diode, biased so as to oper­
ate only in the depletion region, is investigated. Rigorous 
phase plane analysis establishes solution behaviour, a blow 
up criterion, and, under certain constraints, an absorbing 
set which contains all bounded periodic solutions. Subhar­
monic solutions of various orders have also been found by 
computer simulation.
1. Introduction
Considered in this paper is the driven series resistor- 
inductor (RL) diode circuit shown schematically in figure 
1. The resistor and the inductor are both assumed to be 
ideal, linear components, and the diode is modelled as a
v(t)
-jh©-
—K]—\S&Qj—/\/W—
D L R
Figure 1 : RL-diode circuit.
nonlinear capacitor storing charge Q. This circuit is de­
fined by the second order differential equation
LQ + RQ + V(Q) = v(t),
where V(Q) is the potential across the diode, v(t) is the 
driving voltage, L and R are constants which represent 
inductance and resistance respectively, and differentiation 
is with respect to time. The RL-diode circuit has been 
studied by electronic engineers as an example of a sim­
ple circuit which can behave chaotically. It was first in­
vestigated in 1981 by Linsay [1], who modelled the circuit 
and found the dynamics exhibited included period doubling 
and chaotic behaviour which agreed with experiment. The 
circuit has since been reviewed by Testa, Pérez and Jef­
fries [2], Azzouz, Duhr and Hasler [3, 4], Matsumoto [5] 
and Hasler [6 ], who have all tried to simplify the mathe­
matical model and explain the chaotic behaviour. All these 
models have only considered the case where the voltage 
across the diode changes sign, which results in both diffu­
sion and depletion capacitance effects. What has not been
considered to date is the case where the diode voltage is 
always negative, so that only the (weakly nonlinear) deple­
tion capacitance applies. In this case the diode voltage is 
given by [7]
V(Q) = (pB
where <pB is the junction potential, Cjo is the zero bias junc­
tion capacitance and m is a grading coefficient. The driving 
voltage is taken to be v(r) = Vb + sin(wt), where Vb> V\ 
and to are constants. By using the following
Q =
(psCjo
m  -  1
ùP'LCjo 
1 -  m
X - l
this model can be rescaled into the 4-parameter dynamical 
system [8 ]
X" +yX' +Xf  ^= a-J3smT, (1)
where differentiation is with respect to r, and a, J3, y  and /i 
are positive constants given by
(Vb -  0 b) ( I -  tn 
WLCjo0 B
y  =
1
0B \ üP’LCjo I I — m
Typically 1.5 < < 2.5, and for this model to be valid
X > 0 . It should be noted that specifically when = 2, 
similar mathematical models of (1) have been found in 
other research areas, in particular the study of the mechan­
ics of ship capsize [1 0 ] and the reduction of the famous 
Korteweg-De Vries equation into the form of (1) [11]. The 
dynamics of this seemingly simple model are non-trivial as 
it possesses subharmonic solutions.
2. Phase Plane Analysis
The solutions in the phase plane of the time-dependent 
system are now considered. Equation (1) is converted into 
two coupled first order differential equations
fx' = Y,
\ r = m - X ^ - y Y , (2)
Y■ Æ Z .
Figure 2: The curves Ymm and Ymax with the arrows show­
ing the direction of the flow of (1) in each region. de­
notes the blow up region. 7?i denotes solutions which must 
cross the X  axis.
where /(r) = a - p  sin r with a > p > 0 .  The function /(r) 
must satisfy
a - p <  f(r) < a +p,
where a -  p  = f i^n and likewise a + p  = fmax- Since 
CX >  P  >• 0, fmax ^  fmin ^  0 -
The direction of motion in the phase plane is established 
by finding the sign of X '  and Y'. Clearly X '  = Y will be 
positive in the upper half of the phase plane, and negative 
in the lower half. Consider now the sign of Y'. Rearranging 
the Y' equation of (2) results in
y' , y ^ f (r)-X^  
7 7
Now if Y '  is to be zero, substituting fm, 
results in the two curves
(3)
and fmin into (3)
f m a x - X ^
fnU n-X !‘
7
For the remainder of this section, ^ is taken to have the 
value 2. If = 2 then these two curves are real for all X, 
and are shown in figure 2 , along with the direction of the 
flow. Only in the region between these two parabolas is the 
sign of Y' indeterminate, and only here can T' = 0 .
2.1. Blow Up Criterion
It can be shown that any solution entering region of 
figure 2 , which is defined as the region satisfying T < 0  and 
X < -  y/fmax, must blow Up to infinity. This can be proved 
by considering what is known about the flow from figure 
2 , and deducing that this is the only possible solution of
Figure 3: Solutions of (1) with a  = 1.069, = 0.428,
y  = 0.064 and// = 2. Dashed line refers to Ymin- Dotted 
line refers to Ymax- Top: Solution blowing up. Middle: 
Period 1 limit cycle with transient. Bottom: Same period 1 
limit cycle without transient.
the system [8 ]. This criterion is important as it allows for 
example, numerical searches for periodic solutions to be 
terminated as soon as a solution is detected to be blowing 
up.
2.2. Crossing the X  Axis
A possible solution behaviour is that from any point in 
region Ri of figure 2, the solution could approach the X  
axis as t  goes to infinity and never actually cross it, as the 
fact that X' > 0  and T' < 0  in Ri does not preclude this 
behaviour. It can be proved as follows that this is not the 
case and the solution must cross the X axis in finite time 
and so leave R\ .
By considering an initial point (Xq, To) in Ri, the follow­
ing inequality holds
y  = m  - y Y - X ^ <  - y r  + (/„„  -  %o"). (4)
Defining Xq = -(/max -  Xq^ ), which for a suitably large 
enough Xq is positive, and substituting this into (4) results 
in the inequality
r '< -yr-Xo^. (5)
Y _  f n u x - X
0.5
1.4
-0.5
X
Figure 4: Absorbing set A Figure 5: Period 1 solution of (1) when or = 2.5, p  = 1.5, 
7  = 4.01 and = 2, is contained within the absorbing set.
Integrating (5) and solving for Y results in
yY < (yYo + Xq^)  e x p ( -y T )  -  Xq^. (6)
As T increases, (6 ) will tend to the inequality yY < -Xq , 
which means Y must become negative in finite time, and so 
solutions must cross the X axis.
2.3. Example of the Flow of the System
Numerical solutions of (1) with the values a  = 1.069, 
P = 0.428, 7  = 0.064 and // = 2 are shown in figure 3. In­
cluded in the diagrams are the Y^ ax and Ymin curves which 
are represented by dashed lines for the Ymin curve, and dot­
ted lines for the Ymax curve. The top diagram shows the 
solution blowing up, the middle solution going to a period 
1 limit cycle, and the bottom diagram the same period 1 
limit cycle without the transient. Here the flow of (1) is 
seen to be what is expected from the above analysis.
2.4. Absorbing Set
An absorbing set A which contains all bounded periodic 
solutions of (1) is now shown. Additional constraints are 
that the inequality 7  ^ > 8 yjfmax must hold, and that /(t )  
must be infinitely many times differentiable. When these 
constraints hold, the set A shown in figure 4 can be proved 
[8 ,9] to be absorbing. The vertices of the set A are defined 
as
A =  ( ' s j f m i r i j  i f m a x  ~  f m i n ) l y \
^  — (  y fm a x ~  (.fmax ~  fm iri)l (fmax ~  f m in ) ! y f
(^  — ( “^fmaxi 0)>
D  — ( 'yjfmaxf (fmin ~  f m a x ) ! y f
^  — ( '\Jfmin (fmax ~  fm in )!4 / ,  (fmin ~  fm a x ^ ly f
f  = (^^fm,0),
and the edges are straight lines except BC, which is defined 
by the curve Y = Au(fmax ~ X^)!y, and EF, defined by the
curve Y = Affmin ~ % )^/7 where
4 y  fmax \ /
and ÀI is the smallest real root of
^fminAl^ +  4(fm ax ~  fm in )A f‘ ~  y^ (À i -  1 )^  =  0 .
It can be proved that if 7  ^> 8  yjfmax, then Tf E (1,2].
2.5. Example of the Absorbing Set
A numerical solution of (1) with the values or = 2.5, 
P = 1.5, 7  = 4.01 and ^ = 2 is shown in figure 5, with 
the absorbing set A included. It is seen clearly that the 
period 1 solution is contained within the absorbing set. It is 
conjectured that all periodic solutions satisfying the above 
constraints are period 1 solutions.
3. Coexisting Periodic Solutions
An exploration of the solutions of the dynamical system
(1) with varying values of or, p, 7  and ji demonstrates coex­
isting periodic solutions when the initial conditions are var­
ied. Basin of attraction diagrams can be computed which 
identify these different periodic solutions. Shown in figure 
6  are the coexisting periodic (periods 1, 3 and 5) solutions 
of (1) when a = 3, p  = 2.5, 7  = 0.01 and fi = 2. Shown in 
figure 7 are the coexisting periodic (periods 1 and 2) solu­
tions of (1) when or = 3.5, p  = 2 ,7  = 0.005 and n = 1.67. 
Also found, but not shown here for = 1.67 and other a, 
P and 7  values are period 3 and period 5 solutions. The 
parameter values a = 6 ,p  = 5, y  = 0.0017 and // = 1.67 
result in period 1 and period 3 solutions, whilst the param­
eter values a = 2, p  = 1.4, 7  = 0.0009 and n = 1.67 
result in period 1 and period 5 solutions. The parameter 
/i = 1.67 was chosen from capacitance measurements on 
a practical diode (BB304). Circuit experiments which are 
currently being carried out in the lab will hopefully confirm 
the validity of these simulations.
Figure 6: Co-existing periodic solutions of (1) when a  = 3, 
P = 2.5, y  = 0.01 and /r = 2. Top: Period 1 solution. 
Middle: Period 3 solution. Bottom: Period 5 solution. The 
stars denote the solution at r = 0 ,2n, An...
4. Conclusions
It has been shown in this paper that the driven series RL- 
diode circuit, where the diode operates only in the deple­
tion region, possesses many interesting dynamical features, 
which can be examined both numerically and analytically. 
Phase plane analysis shows that a region of the phase plane 
can be defined for which the solution will always blow up. 
It also shows the direction of the flow of (1), and proves 
that the solution must cross the X axis. Also defined when 
certain constraints hold is an absorbing set which contains 
all bounded periodic solutions. Various subharmonic or­
ders have also been found.
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