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Abstract 
Adsorption is widely used for gas storage and separation for industrial and environmental 
applications. With appropriate adsorbents, adsorption represents a low-energy alternative to 
conventional separation technologies. Hybrid organic-inorganic materials offer the ability to tailor the 
pore geometry as well as the surface chemistry, which are the two governing properties of an 
adsorbent with respect to its adsorption behaviour. Thus they enable the design of specific adsorbents 
for gas separation processes. By means of molecular simulation, the adsorption behaviour can be 
predicted prior to manufacturing the material, reducing the effort of designing and/or screening of 
adsorbents significantly. 
This work focuses on two groups of hybrid materials. On the one hand, we studied aluminium 
methylphosphonates (AIMePOs) which are crystalline, organic-inorganic microporous materials. They 
can exhibit molecular sieving effects and as they are crystalline the atomic co-ordinates, which are 
necessary to perform molecular simulations of the adsorption process, can be derived accurately from 
X-ray diffraction studies. On the other hand, organically modified, non-crystalline periodic 
mesoporous silicas (PMSs) can be prepared with different pore geometries and their mesopores are 
sufficiently large to accommodate even large surface groups. We have developed new methods to 
generate atomic models for the amorphous wall structure of PMSs by means of computer simulation 
of their synthesis. This so called kinetic Monte Carlo simulation is presented in combination with 
Grand Canonical Monte Carlo simulation of adsorption as a tool in a design procedure for adsorbents 
for gas separation. 
The application of these design tools is demonstrated by designing an MCM-41-type hybrid 
adsorbent for the removal of carbon dioxide from power-plant flue gas, and by optimising the process 
conditions for the separation of air into nitrogen and oxygen using microporous AIMePO-a. 
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1 Design of novel adsorbent materials 
1.1 Industrial application of adsorption 
Adsorption is a widely used technology for the separation and purification of gases, and for gas 
storage. It offers some advantages over conventional separation techniques such as distillation, e.g. 
milder operating conditions, lower energy demand, and the ability to separate chemically similar 
species. The range of applications is growing rapidly and covers a variety of industries, process 
objectives, and scales of operation: for example, the separation of components in refinery or chemical 
plant process streams (e.g. separation of normal and iso-alkanes); the purification of feed streams (e.g. 
carbon dioxide removal from natural gas) and of streams to be released to the atmosphere (e.g. carbon 
dioxide and VOC removal); the control of evaporative hydrocarbon emissions (e.g. from surface 
coating processes involving organic solvents); adsorptive storage of natural gas (e.g. as an automotive 
fuel); and production of oxygen and nitrogen from air at both industrial scale and, in miniaturised 
units, for medical purposes.' 
The performance of an adsorption process is affected by phenomena of different length scales, 
which are shown in figure 1.1-1. The size of the adsorption unit that contains the adsorption bed is in 
the range of meters. Its layout should achieve an even flow through the bed, avoiding bypass streams 
while minimising the pressure drop across the bed. The bed consists of adsorbent particles with a size 
in the range of some millimetres. They must be mechanically stable and possess a network of pores in 
the range of micrometres that makes a large number of smaller pores (in the nanometre scale) 
accessible from the particle surface. This work focuses on the smallest length scale, the geometry of 
the pores and the chemical properties of the pore surface, because this is where the actual adsorbate-
adsorbent interaction takes place and therefore it has great impact on selectivity and capacity of the 
adsorption bed. Note however, that the transport properties of the bed, the particles and the pore 
network control if the selectivity and capacity of the adsorbent can be fully utilised. Therefore, they 
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Figure 1.1-1. Schematic drawing of an adsorption process at different levels of detail: the 
adsorption unit with adsorbent bed, the particles in the bed, and the pores in the particles, 
where the actual adsorption takes place. In the picture of the individual pore, the white 
spheres and dark spheres represent the atoms of the pore walls and the adsorptive 
molecules, respectively. 
1.2 Physics of adsorption 
Storage or separation using porous adsorbents is based on a more or less strong interaction between 
the adsorptive gases and the solid adsorbent, depending on the type of forces involved. In general, to 
make an adsorption-desorption process economically attractive, the interaction between solid and fluid 
phase has to be in a narrow range where it is strong enough to enrich the fluid to be adsorbed in the 
vicinity of the solid surface, but still allows for easy and quick desorption. Therefore, the interaction 
will be based predominantly on relatively weak van der Waals and electrostatic forces (physisorption), 
rather than the formation of strong covalent bonds (chemisorption). The interaction with the walls of 
the adsorbent has the effect of shifting the bulk gas-liquid coexistence curve of the adsorptive fluid to 
a lower pressure, and the critical temperature inside the pore is lower than that of the bulk phase 2.3  so a 
fluid that is subcritical in the bulk might nevertheless be supercritical in the porous solid. Since the 
effect on the criticality increases with decreasing pore size, 2 one can distinguish the behaviour of 
fluids in micro-, meso- and macropores (as defined in table 1.2-1). 
Table 1.2-1. Classification of pore widths. 
category range of pore sizes 
micropores <2 nm 
mesopores 2 nm to 50 nm 
macropores > 50 nm 
2 
In micropores. which have diameters in the range of the size of the molecules, the molecules 
interact with opposing pore walls which generates strong adsorptive forces: the strength of these 
forces can make it difficult to regenerate the adsorbent. In such small confinements the adsorbed 
phase is supercritical, even if the bulk phase is subcritical. 
In mesopores, the interaction between adsorbate and adsorbent is weaker, but still strong enough to 
exhibit significant adsorption and to influence the critical point of the confined fluid. If the confined 
fluid is in a supercritical state within the pores, the adsorption isotherm is continuous across the 
pressure range. In the case of a subcritical fluid, adsorption occurs initially on the pore walls, followed 
by capillary condensation at a pressure that increases with the pore width. 23 As real materials have a 
distribution of pore sizes (even for highly regular materials such as MCM-41, which we consider in 
this thesis) the capillary condensation does not appear experimentally as a discontinuity, but rather as 
a rapid, but continuous, increase. The so-called pore critical temperature T p, below which a fluid 
behaves subcritically, is lower than the critical temperature of the bulk fluid T, and can be estimated 
for a cylindrical pore using the relation  
Te _Tq)< O 
T 	D( . 1 /2 
(1.2-1) 
where ols the molecular diameter and D, is the diameter of the pore. 
Below the hysteresis critical temperature T 6 , which is lower than T.,,, the adsorption step of a 
subcritical isotherm occurs at a higher pressure than the desorption step, forming a hysteresis as 
illustrated in figure 1.2-1. For a single infinite, regular, cylindrical pore (and a finite time span), the 
adsorption step occurs at a pressure higher than that of the equilibrium transition, i.e. starting from a 
mesostable state on the van der Waals loop. The opposite yields for the desorption. As pressure 
decreases, the liquid-like phase becomes metastable until cavitation occurs at a pressure lower than of 
the equilibrium transition. The resulting adsorption-desorption hysteresis loop encloses the 
equilibrium transition. If, in a different case, the pore is finite and open, the existence of a metastable 
liquid is not possible and the desorption step is identical with the equilibrium transition . 78 The 
isotherm in a pore with irregularities or constrictions might show only little or no hysteresis at all. 
This illustrates how the hysteresis loop (or its non-existance) reflects details of the pore morphology 
(irregularities, constrictions) and topology (connectivity) of the pore. The influence of various pore 
configurations on the adsorption has been studied experimental ly 4 '59 and by simulation .2,10,11  
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Figure 1.2-1. Schematic representation of a adsorption-desorption isotherm with hysteresis. 
The dotted line indicates the equilibrium transition. 
The above is also true for macropores, however due to their low curvature (in the case of channels 
or spherical cavities) the adsorption in macropores is weak, and pore filling usually occurs by 
condensation at a pressure near the vapour pressure of the bulk phase. 
The strength of fluid-solid and fluid-fluid interaction is reflected in the adsorption isotherms. The 
five types of adsorption isotherms according to the IUPAC' classification (shown in figure 1.2-2) are: 
Type I: 	Microporous adsorbent 
Type H: 	Macropores with a strong fluid-solid interaction 
Type Ill: 	Macropores with a strong fluid-fluid interaction 
Type IV: 	Mesopores with a strong fluid-solid interaction 
Type V: 	Mesopores with a strong fluid-fluid interaction. 
I 
I- 
p0 	 p0 	 p0 	 p0 	 p0 
Pressure 
Figure 1.2-2. The IUPAC classification of adsorption isotherms. The dashed lines indicate 
the bulk vapour pressure P0 . 
In the case of separation processes, the adsorbents must be selective towards one or more of the 
components in the mixture. The selectivity depends intimately on the pore geometry (i.e. the size and 
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shape of the pores), and the surface chemistry. For micropores that are only slightly larger than the 
adsorptive molecules, molecular sieving occurs; this might be either kinetic (e.g. air separation using 
carbon molecular sieves) or equilibrium (e.g. separation of normal and iso-alkanes using zeolites). In 
mesopores, the effect of pore geometry on adsorption is more subtle, but still profound. Also the 
surface chemistry can make an adsorbent specific to certain adsorbates, for example due to a polar 
surface group that attracts particularly polar molecules. Therefore, with appropriate design tools, 
control over the pore geometry and the surface chemistry enables tailoring adsorbents for specific 
applications. 
1.3 Context of this work 
This work contributes to the project "Design and manufacture of hybrid organic/inorganic 
adsorbents for gas separation" which is funded by the Engineering and Physical Science Research 
Council (EPSRC). It aimed to design and manufacture a new family of hybrid organic/inorganic 
adsorbents (HOIAs) with tailored pore geometry and surface chemistry, and to evaluate them as 
adsorbents with the target of improved selectivities. To be successful, a wide range of expertise had to 
be gathered in the project team. On the one side, great experience in the synthesis and characterisation 
of mesoporous and microporous materials was contributed by the group of Paul Wright at the 
University of St Andrews. On the other side, at the University of Edinburgh, the group of Nigel 
Seaton has comprehensive knowledge in the field of adsorption, from an engineering and from a 
scientific point of view, and the development of molecular simulation methods. The members of the 
project team and their functions are listed in table 1.3-I. 
Table 1.3-1. Project team members. 
team member participation task 
Prof. N. A. Seaton' 2001-2005 Head of Edinburgh group 
Dr. M. P rez Mendozaa 2001-2003 Adsorption experiments and simulation 
C. Schumacher' 2002-2005 Molecular simulation, adsorption experiments 
Dr. P. A. Wrightb 2001-2005 Head of St Andrews group 
Dr. J. Gonzalezb 2001-2005 Synthesis and characterisation of materials 
Dr. A. E. Garcia_Bennettb  2001-2002 Synthesis and characterisation of materials 
a) School of Engineering and Electronics at the University of Edinburgh. b)  School of Chemistry at the University 
of St Andrews. 
The main deliverable of the project was a procedure that allows for the systematic design of 
selective HOIAs, composed from recently discovered groups of microporous and mesoporous solids 
with well-defined inorganic architectures, as selective adsorbents. This can be done effectively only 
by combining these synthesis methods with quantitative design methods, capable of predicting the 
optimal pore structure and surface chemistry for a given adsorptive separation. The proposed iterative 
process for the development of the required synthesis and design methods is represented in 
figure 1.3-1. It involves the following steps: 
1. Identification of the optimal pore structure and surface chemistry for a given adsorption 
process, i.e. the "target adsorbent structure". 
5 
The manufacture of an adsorbent that is intended to have the target structure. 
The characterisation of the pore structure and surface chemistry of the manufactured adsorbent 
to compare with the target adsorbent. 
The evaluation of the performance of the adsorbent in the application of interest. 
The design method (1.) has to relate the structure of the adsorbents to its performance in the 
application of interest. The material design calculation is then the optimization of the pore structure 
and surface composition (within the scope of materials that it is likely to be feasible to synthesize) 
with respect to an appropriate objective function. The optimised structure then becomes a target for 
the materials synthesis activity, minimising the experimental effort that would otherwise be involved - 
both in materials synthesis, and in measuring the performance of adsorbents under operational 
conditions. 
_______ Identify target 	 Synthesise 	Characterise 
Start 	adsorbent adsorbent adsorbent 
Refine design I 	 Adsorbent 











Figure 1.3-1. Procedure for the design of adsorbents. 
The design process involves two loops. If the manufactured adsorbent does not have the target 
structure, the synthesis procedure must be modified, corresponding to an iteration in the inner loop in 
the chart in figure 1.3-1. Similarly, if the adsorbent does not perform as expected, the design method 
must be refined, which corresponds to an iteration in the outer loop. The latter is what this thesis is 
concerned with. It will mainly describe molecular simulation methods developed for the design 
process and demonstrate their application. 
The key design tool in the procedure outlined in figure 1.3-1 is the prediction of adsorption, used to 
identify the target adsorbent. This is done by molecular simulation of the adsorption equilibrium. The 
method used, Grand Canonical Monte Carlo (GCMC), predicts the amount adsorbed in one or more 
model pores, that are in equilibrium with a reservoir of the adsorptive gas or gaseous mixture. The 
input to the GCMC simulations are models of the candidate adsorbent structures and of the adsorbate 
molecules on an atomic level. These models include the positions of the atoms of the solid and 
potential functions to describe the interaction between the atoms of the adsorbent and those of the 
adsorbate molecules, and between the adsorbate molecules. Suitable interaction parameters are 
available in the literature, but the atomic positions of the adsorbent structures can be derived only for 
crystalline materials. Therefore, we developed a second design tool, which is capable of generating 
models for materials with amorphous-silica pore walls. The computational tools allow the 
identification of the optimal pore geometry and surface chemistry of an adsorbent for a given 
separation problem, without actually synthesising a large number of candidate structures. 
1.4 Materials 
The HOIAs of particular interest in this work belong to two distinct groups of materials, crystalline 
microporous adsorbents and periodic mesoporous adsorbents with amorphous wall structures. 
Crystalline materials, such as zeolites, are of interest because of the wide range of application in 
combination with the big advantage that the positions of the atoms in the periodic lattice can be 
derived exactly from X-ray diffraction (XRD) data (except for defects and other deviations from the 
crystalline state such as the charge-balancing cations in zeolites). This means that models for the 
simulation of adsorption can be generated straightforwardly. provided that suitable interaction 
parameters for the atoms of the adsorbate are available. The disadvantage of crystalline materials with 
respect to a design process is that only discrete changes in the pore size and pore shape are possible 
due to the limitations given by the fixed atomic bond lengths and bond angles involved. To predict 
whether a engineered crystalline building unit is stable can be estimated from quantum mechanical 
simulations ' 2 . However, in this project, we restricted our studies to known structures, namely 
aluminium methylphosphonates (AlMePOs). We used the developed simulation methods to 
investigate adsorption mechanisms in these microporous materials and to optimise the process 
conditions for an air separation process based on one of them. 
In the early 1990s, a new family of porous materials, periodic mesoporous silica (PMS), was 
discovered by the Mobil Oil Corporation. 
13  PMS are prepared from a silica source in a surfactant 
solution, in which the surfactant molecules form a liquid-crystal phase which serves as a template for 
the porous material. The silica source polymerises in-between the regularly arranged templates to 
form a stable silica network - the walls of the porous material. On the atomic level, the silica structure 
is either amorphous or at most only partially crystalline, but nevertheless PMSs have a well defined 
pore structure with long-range order. Accordingly, the long-range order generates well-defined peaks 
at small diffraction angles in experimental XRD spectra, but no distinct features are observed for 
larger diffraction angles which would indicate a regular short-range order. 
11-16  The PMS discovered 
first and studied most thoroughly is MCM-41. Its one-dimensional channel-like pores are arranged 
regularly in a hexagonal array, as depicted in figure 1.4-1a. The diameter of the channels can be 
controlled from 1.3 nm up to about 10 nm' 7 and the porosity ranges from 60 to 70 %' 
8 The thickness 
of the pore wall lies in the range of 1 to 2 nm. An example for a PMS that has a more complex pore 
7 
structure is SBA-2. SBA-2 was first synthesised in 1996 1 and consists of spherical cavities, about 
4 nm in diameter, in hexagonal-closest-packing arrangement which are connected to some of their 
nearest neighbours by windows of a diameter of less than 1 nm. The structure of SBA-2, which 
represents a promising combination of great pore volume and potential for molecular sieving, is 
illustrated in figure 1.4-1b. 
a) 	 b) 
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Figure 1.4-1. Pore geometries of MCM-41 (a) and SBA-2 (b). The black sticks indicate the 
edges of the periodic unit cells. The silica walls are represented in grey. 
Since their discovery, PMSs have been studied extensively. The regular pore structure makes them 
ideal references and model materials that help to understand processes in porous media. Furthermore, 
the field of potential applications (e.g. catal YSiS,20,21  controlled drug release -12  or adsorption. 23-25)  is as 
promising as that of zeolites was earlier. Since the walls of PMSs are amorphous' 416 and can adapt to 
virtually any template shape, 
23,26-28 
 the geometry of the regular pores is limited basically only by the 
shapes of the surfactant micelles in the mesophases formed in the synthesis solution, and various pore 
sizes and shapes can be readily prepared. 2933 In addition to the pore geometry, the chemical properties 
of the pore surface can be modified by lining it with organic groups. 34-40  Therefore the two governing 
factors influencing the adsorption properties can be controlled. This gives considerable degrees of 
freedom to the designer of tailor-made adsorbents. 
Today there are still some limitations that prevent PMSs from being produced in industrial scale. 
The probably most significant ones are the liability to hydrothermal degradation, the limited 
mechanical stability and the difficulty of the scale-up of the PMS synthesis. However, extensive 
research is undertaken to overcome these problems. 20,21.4044  
The group of PMS materials is obviously well-suited for the design process used in this work. Like 
in the case of microporous crystalline materials, we will apply GCMC simulation methods to design 
PMS-based HOIAs. However, due to the amorphous structure of the silica walls, the atomic positions 
that are input to the GCMC simulations cannot be obtained by experiments. Instead we developed a 
novel kinetic Monte Carlo (kMC) technique that generates model structures for hydrothermally 
synthesized silica materials by simulation of the synthesis reaction. 
1.5 Outline of this thesis 
This thesis is organised in three major technical parts in chapter 2 to 4. The first one. chapter 2. 
describes the experimental and computational methods used in this work to study adsorption in porous 
media. These methods are applied in the following two sections to microporous adsorbents as well as 
mesoporous adsorbents. 
Chapter 3 deals with the microporous adsorbents, in particular with the aluminium 
methylphosphonate polymorphs (x and P (AIMePO-a and AlMePO-P). The adsorption mechanisms in 
these materials are studied by means of GCMC simulations. The discovered effects led to the 
investigation if AIMePO-a is a suitable adsorbent for an air separation process based on adsorption 
rather than cryogenic distillation or molecular sieving. 
Chapter 4 focuses on PMS materials. It begins by giving an overview of the mechanisms in the 
synthesis of PMSs. Then the above mentioned kMC method for the simulation of the condensation 
reactions in silica sols is presented in detail. The capabilities of the kMC simulation are demonstrated 
first for a high-density silica gel and for pure-silica MCM-41 mesoporous silica. To complete the 
computational tools required for the design of PMS-based FHOA adsorbents, a Monte Carlo based 
approach to distribute functional groups on the surface of models of PMSs is introduced. The 
performance of the generated models in the prediction of adsorption by GCMC simulations is tested 
against experimental data for different adsorptive gases and different surface modifications. Chapter 4 
closes with the design of a PMS-based HIOA for the recovery of carbon dioxide from flue gas of a 
coal fired power plant. 
Because of the wide range of subjects studied in this work, the conclusions are drawn for each 
section separately. However we give a summary of the potential impact of this work in chapter 5. 
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The design method proposed in the iritroductionary chapter requires, on the one hand, the molecular 
simulation of adsorption to predict the performance of candidate adsorbent materials, and, on the other 
hand, experimental adsorption measurements to verify the simulation method for the classes of 
material studied. This section describes the experimental equipment and procedures as well as the 
theoretical background of the molecular simulation of adsorption and its implementation in computer 
codes. 
2.2 Adsorption experiments 
2.2.1 Nitrogen and butane adsorption experiments 
The nitrogen and butane experiments referred to in this work were carried out by Jorge Gonzalez 45 
at the University of St Andrews. The adsorption isotherms were measured on the powder obtained 
from the synthesis in the pressure range between 0 and 100 kPa at 77 K and 268 K for nitrogen and 
butane, respectively, using an IGA-2 series Intelligent Gravimetric Analyzer. Samples were degassed 
at 110 °C overnight prior to measuring the isotherm. Adsorption values were measured 
gravimetrically. Each step was permitted to approach equilibrium over a period of 90 minutes. The 
samples were inserted untreated, i.e. the powder as obtained from the calcination. 
2.2.2 Ethane and carbon dioxide adsorption experiments. 
The high-pressure experiments with ethane and carbon dioxide were carried out by Manuel Perez-
Mendoza 46  (phenyl modified MCM-41 and SBA-2 materials), Jorge Gonzalez 45 (phenyl- and 
aminopropyl-modified MCM-41 materials), and the author (phenyl- and aminopropyl- modified 
MCM-4 1 materials). 
The adsorption equilibrium isotherms for ethane and carbon dioxide on MCM-4 I were measured 
volumetrically at 263 K and up to 2.5 MPa using a bench-scale adsorption/desorption apparatus fitted 
with two Baratron absolute pressure transducers (MKS type 127A) with a two-channel readout/signal 
conditioner (MKS type PR4000). The piping and instrumentation diagram (PID) is given in figure 
2.2-1, and two photographs are shown in figure 2.2-2. The reading accuracy is 0.05 % of the usable 
measurement range (0-133.33 kPa and 0-3.3 MPa). The amount of sample used was about 4g. The 
samples were out-gassed at 110 °C for four hours prior to the experiment. To avoid contamination of 
the adsorption apparatus with silica powder, the samples of pure-silica MCM-41 and all phenyl-
functionalised MCM-4 I samples were pelletised. For the same reason, the aminopropyl modified 
samples were transferred as powders into a membrane container, which was inserted into the 
adsorption chamber. The design of the adsorption chamber is described in the next section. The 
adsorptive gases ethane and carbon dioxide gases were supplied by BOC with a purity of 99.994. Full 
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Figure 2.2-2. The volumetric adsorption apparatus. 	Gas cylinders (1), flow controller (2), 
cooling bath (3), adsorption chamber in heating cabin (4), cabinet with gas reservoir and 
pressure transducers (5), and gas chromatograph (6). (b) Pressure transducers (1, 2), 
adsorption reservoir (3) and piping. 
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2.2.2.1 Membrane container 
All samples studied in this work were powders as shown in figure 2.2-3a. To be able to conduct the 
high pressure adsorption experiments without contaminating the rig with the sample, the pure silica 
materials were pelletised with Ca. 100 MPa pressure. To ensure that the regular structure of the PMS 
was not destroyed by this. XRD experiments were made which showed that the characteristic peaks 
for the long-range order were unaffected. 45 For materials with a high degree of functional isation, 
however, the pelletising did not produce stable pellets. Thus it was decided to build a membrane 
container that allows equilibration of the sample with the gas phase in the adsorption chamber, but 
prevents contamination of the system with powder. Several requirements exist for the membrane to be 
used in construction of the membrane container: 
• The membrane shall retain particles bigger than I gm, which was estimated to be the smallest 
particle size that could accumulate in the adsorption system. 
• It shall be stable at degassing temperature (110°C) and in the desorption step (-50 °C). 
• It shall be glueable to metal. 
• High flows can occur in the desorption process. and particles could block pores of the 
membrane. The membrane area shall be great enough to allow for sufficient flow and be stable 
enough not to burst. 
• The amount of membrane necessary shall be sufficiently small that the adsorption in the 
membrane material is negligible to avoid systematic errors in the experiments due to 
adsorption in the membrane. 
The industrial membrane MicroPES made by Membrana 48 satisfied these requirements. It is made 
from a sulfonated polyethersulfone polymer cast with a pore size of I pm and consists of an open 
anisotropic pore structure with a double skin. The skin surface and the underlying pore structure is 
shown in figure 2.2-3b. It showed no degradation after drying for 24 hours at 110°C. At 150 °C, 
however, the white colour turned slightly brownish and the membrane became brittle. Further tests 
showed that the adhesive was stronger than the membrane at all temperatures. 
The design of the membrane container is as shown in figure 2.2-4. It is composed of two metal 
pieces of the diameter of the adsorption chamber, as shown in figure 2.2-4a and in the drawing in 
figure 2.2-5. The membrane is glued to the metal pieces using a contact adhesive as shown in figure 
2.2-4b. The bottom piece is fitted with a tube to accommodate the thermocouple to measure the 
temperature within the sample during the experiment. The top piece has a hole that can be sealed by a 
bolt. 
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Figure 2.2-3. (a) Powdery aminopropyl MCM-41. (b) Skin surface and the underlying pore 
structure of the Membrana MicroPES membrane. The picture is taken from the Membrana 
website. 48  
The required piece of membrane of 110 mm by ca. 60 mm is cut from a bigger sheet. The mass of 
the membrane present in the adsorption chamber is about 0.1 g. After gluing the membrane to the 
metal pieces, the powder is transferred into the container through the hole in the top piece. The hole is 
sealed and then the membrane container is inserted into the adsorption chamber as shown in 
figure 2.2-6. A photograph of the closed adsorption chamber ready to be attached to the adsorption rig 
is shown in figure 2.2-4c. The membrane container performed well in the experiments, even with high 
desorption rates. This is mainly due to the exact fit between membrane and wall of the adsorption 
chamber. During desorption, the pressure inside the container is higher than in the rest of the system. 
Therefore the membrane expands slightly and is pressed against the chamber wall. This takes the 
pressure load from the membrane (which has a burst pressure of 100 kPa) and at the same time 
reduces the flow which helps avoiding pore blocking in the membrane by sample particles. The small 
diameter of the membrane container results in moderate axial stress due to the pressure. In the 
adsorption steps of the experiment, the pressure differences are usually much smaller than in the 
desorption. Here the sample inside the container gives sufficient support to avoid damage of the 
membrane. 
In the pure component experiments, the adsorption of gaseous molecules causes a pressure gradient 
and the related convective transport of adsorbate molecules across the membrane into the powder. 
Therefore the membrane's resistance to diffusion is not of importance. For mixture experiments, 
however, the equilibration of the adsorbed phase with the gas phase except from the initial phase is 
mostly diffusional. Because it is likely that here the diffusion rates of the different components across 
the membrane are not sufficient to achieve equilibration within a reasonable time span, no mixture 




Figure 2.2-4. (a) Meta' parts of tOe membrane container. (b) Filled membrane container. (C) 
Adsorption chamber with piping. The ruler scale is centimetres. 
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Figure 2.2-6. Adsorption chamber and membrane container. (a) Empty adsorption chamber. 
(b) The membrane container half inserted into the adsorption chamber. (c) Adsorption 
chamber before fitting the second cap. (d) Top view of (c). 
2.2.2.2 Experimental procedures for volumetric experiments 
This section gives a brief description of the volumetric adsorption experiments for single 
components and mixtures. The procedures to fit samples, degas, calibrate the dead volume, and to 
measure the adsorption are described and the underlying principle is highlighted. 
Fitting the sample: 
• Disconnect and open the adsorption chamber. Fit the caps with the piping connections of the 
chamber with glass pearls and glass wool. 
• Dry the sample for 4 hours at 220 °C for pure silica materials and for 6 hours 110°C for 
functionalised samples, respectively. 
• Quickly weigh the sample to obtain the dry mass of the sample. 
• Transfer the sample into the membrane container or pelletise the powder. 
• Insert the membrane container respectively transfer the pellets into the adsorption chamber. 
Figure 2.2-6 shows photographs of the membrane container inserted into the sample holder. 
• Fix the bottom cap of the chamber in the vice 
• Fit the chamber to the adsorption rig. 
• Test for leaks outwards using helium at I MPa and inwards using a vacuum at I Pa. 
Degassing: 
• The adsorption chamber is heated in a removable chamber with radiation heating elements to 
the degassing temperature (150°C for pure silica materials and 110°C for functionalised 
materials). 
• The degassing temperature is kept constant for 4 hours while the chamber is as low as I Pa, 
before the heating chamber is removed. 
• After degassing, the adsorption chamber is isolated and equilibrated with a cooling bath with 
the temperature at which the adsorption isotherm will be measured. 
Helium calibration: 
Under the assumption that helium does not adsorb in the sample at ambient temperature 49 , the dead 
volume Vdead of the adsorption chamber containing the sample can be determined from helium 
calibration. This value is needed to calculate the amount adsorbed in the volumetric adsorption 
experiment. The principle of the helium calibration is as follows: 
Adsorption chamber and reservoir are evacuated. 
The reservoir (of which the volume Vr , is known) is filled with helium at an arbitrary pressure 
P between 20 kPa and 40 kPa. 
• The reservoir is thermally equilibrated, then the reservoir temperature T is read. 
• Assuming an ideal gas, the number of moles of helium N, contained in the reservoir is 
calculated as 
N = PVre 	
(2.2-I) 
RT 
• The helium in the reservoir is expanded into the adsorption chamber. 
• After thermal equilibration of adsorption chamber and reservoir with the ambient air, the 
pressure P and temperature T in the system are read again. The amount of helium in the 
reservoir after the expansion N2 is calculated also using equation 2.2-1. 
• The dead volume Vda can be obtained from the difference N1 -N2 with 
=(N1  _N 2 )-?i 
	
(2.2-2) 
The procedure is repeated several times and the average is taken as the dead volume in the 
following adsorption experiments. 
Pure component experiments: 
The volumetric measurement of adsorption isotherms uses the same principle as the helium 
calibration of the dead volume. Only, for gases with non-ideal behaviour, a more sophisticated 
equation of state, in this case the Peng-Robinson equation of state (PR-EOS), 50 needs to be applied. 
Starting with evacuated adsorption chamber and reservoir after degassing, the procedure is as follows: 
The reservoir is filled with the adsorbate gas to a pressure somewhat higher than the pressure 
point intended to measure. 
• The reservoir is thermally equilibrated with the ambient air, then the reservoir temperature is 
read. 
• Using the PR-EOS, the amount of gas in the reservoir is calculated. The amount of gas in the 
adsorption chamber is known from the last pressure point measured, respectively it is zero for 
the first pressure point. 
• The gas in the reservoir is expanded into the adsorption chamber. 
• After thermal equilibration, the pressure and temperature in the system are read again. The 
amount of gas in the reservoir after the expansion is calculated again using the PR-EOS. 
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• Knowing the dead volume Vdead from the helium calibration, the amount of not-adsorbed gas in 
the adsorption chamber is calculated as for the reservoir using the PR-EOS. 
• From the amounts in the reservoir and in the dead volume, one can calculate the amount 
actually adsorbed inside the sample when it is in equilibrium with the gas phase defined by 
temperature and pressure in the system. 
• Repeat the above steps for the next pressure step. 
Mixture experiments: 
To measure the adsorption from a mixture of gases, a different approach is necessary. The 
underlying principle is to have a gas phase of constant composition, which equilibrates with the 
adsorbed phase. Because the composition of the gas phase changes during the equilibration, a 
continuous feed of the desired composition is required. This is achieved by controlling the flow rates 
of the pure gases before they are mixed and come into contact with the sample. 
• Using the flow control valves for the pure components (see PID in figure 2.2-1) a continuous 
flow of constant composition is set up. 
• The degassed sample is equilibrated for 4 hours with the flow of constant composition, 
pressure and temperature. 
• The adsorption chamber is isolated from the rest of the system. 
• The continuous flow of the gaseous mixture is stopped and the reservoir is evacuated. 
• To transfer the gas from the adsorption chamber into the reservoir, the former is heated as in 
the degassing procedure, and the latter is chilled in a liquid-nitrogen bath. This causes the gas 
to condensate in the reservoir, creating a pressure gradient from the adsorption chamber. The 
result is that almost all adsorbed fluid desorbs and condenses in the reservoir. 
• The now evacuated adsorption chamber is isolated from the reservoir. The temperature in the 
reservoir is ramped up to ambient temperature, letting the condensed phase evaporate again. 
The total amount that was adsorbed can be calculated as above from pressure and temperature 
in the reservoir. 
• The gas mixture in the reservoir, which has the composition of the adsorbed phase in the 
adsorbent sample, is analysed by gas chromatography. The obtained composition is the 
equilibrium composition of the adsorbed phase with the flow set up in the beginning of the 
experiment 
• Degas the sample and repeat the above steps for a different pressure step or composition. 
2.3 Simulation of adsorption 
2.3.1 Statistical mechanics 
Computer simulation allows us to study molecular scale properties of many-particle systems. 
However, these properties are different from the macroscopic properties measured in real experiments. 
For example, in the case of GCMC simulation of adsorption, the pressure, the temperature, and the 
composition of the bulk adsorptive mixture has to be related to the probability of finding the system in 
a state with a certain total energy and a certain composition of the adsorbate in the simulated pore. 
The link between the molecular description of a system and the macroscopic thermodynamic 
properties is provided by statistical mechanics. 
The thermodynamic state of an equilibrated system is specified if a number of independent 
thermodynamic parameters equal to the number of degrees of freedom of the system are imposed. For 
a system containing a pure molecular species these could be, for example, volume, temperature, and 
the number of molecules. The microstate of a many-body system can be described at any point in time 
by the momentary positions and momenta of all its particles. At equilibrium, the system can assume 
any microstate that is in accordance to the macroscopic properties that define the equilibrium state. 
For each microstate, instantaneous properties like pressure, energy, or number of molecules in the 
system can be calculated. 
To measure macroscopic properties experimentally is to measure a time-average of the 
instantaneous properties. A large set of different microstates that correspond to the same macroscopic 
system is called a ensemble. 5 ' According to quantum-mechanical laws, the number of possible 
microstates of such a system is not infinite and within an infinite time the system will go through all 
possible microstates. Consequently, and this is the basic postulate of statistical mechanics, the 
macroscopic properties can be obtained from an ensemble-average as the number of microstates 
approaches infinity. 52  Every microstate has to be weighted according to the probability of finding the 
equilibrated system in this state at a certain point in time. Therefore, for some macroscopic 
property, M, 
'1observed = (M )ensemble = 	ME!, 
	 (2.3-I) 
where (M) en.semble  is the averaged value of M over the ensemble, M- is the value of M in microstate i, 
and P, is the probability of finding the system in microstate i.5 
The choice of the ensemble, i.e. the choice of the thermodynamic properties which define the 
macroscopic state (and are held constant), depends on the system that is studied by the computer 
simulation and on the property M which has to be measured. Some commonly used ensembles are: 
a Microcanonical ensemble (constant number of molecules, volume, and energy) 
a Canonical ensemble (constant number of molecules, volume, and temperature) 
• Grand Canonical ensemble (constant chemical potential, volume, and temperature) 
As we will see in section 2.3.2, the most suitable ensemble for adsorption is the Grand Canonical 
ensemble. 
2.3.1.1 Monte Carlo integration 
The principle of Monte Carlo integration is similar to numerical quadrature, except that the points 
where the integrand is evaluated are chosen randomly. In the simplest case these points are evenly 
spread over the integration space and contribute unweighted to the result of the integral. However, as 
with the conventional quadrature procedure, a large part of the computing time might be spent on 
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evaluating the expression at sampling points where it has a negligible value. Especially configurations 
in which molecules overlap each other are very improbable because the overlaps are related to 
extremely high potential energies. The basic Monte Carlo integration scheme can be improved by 
choosing the sampling points according to a probability distribution which gives preference to points 
where the integrated function yields large values. In consequence the obtained values must be 
weighted when they are summed to compute the value of the integral to account for the uneven 
distribution of sampling points. This technique is called "importance sampling". 
2.3.1.2 Metropolis Monte Carlo 
Such an importance sampling technique for molecular simulations was proposed by Metropolis et 
al.,54 who generated a Markov Chain of random configurations. Starting from an initial configuration, 
new configurations are generated, giving a random walk through phase space. A trial o—*n from an 
old configuration to a new configuration is accepted or rejected according to the ratio of probabilities 
of the new configuration n and the old configuration o. This enables the sampling of the configuration 
space of all configurations s in accordance to the probability density s) of finding the real system in 
a microstate with configuration s, without knowing the density distribution p(s) explicitly. Thus it is 
possible to calculate the average (A4),, q as an unweighted average of the property of interest M(s) over 
all sampling points s. 
How the Monte Carlo trials are generated and when the new configuration is accepted is only 
constrained by the following three conditions: 
• No memory: The probability of a step c—rn depends only on the directly preceding 
configuration o but not on previous configurations. 
• Ergodicity: Every point in the configuration space can be reached within a finite number of 
trials. 
Detailed balance: The ratio of the probabilities of the forward trial P(o—*n) and the reverse trial 
P(n—*o) satisfies 
P(o—'n) p(n) 
P(n—*o) p(o) • 
(2.3-2) 
The last constraint is also termed microscopic reversibility. It is unnecessarily strong, 53  as 
reversibility within a finite number of steps would be sufficient. 
The overall probability of a trial P(o—m) can be divided into the a priori probability g(o—m) and 
the acceptance probability A(o—rn). The latter is the probability of accepting the generated trial o--m, 
while the former is the probability to generate this particular trial n when the system is in state a. 
Roughly speaking, the a priori probability of a particular trial c—rn is the probability of testing the 
acceptance criterion A(o-4n) for this trial. For example, when the new configuration n is generated by 
creation of a particle into the simulation cell with two different kinds of particles, g(o—n) includes 
• the probability of the trial type of o—n (creation), 
• the probability of choosing the type of the inserted particle, 
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• the probability of choosing the particular position and orientation of the inserted particle. 
Thus equation 2.3-2 becomes 
p(n) = P(o - n) = g(o - n) A(o -* n) 	
(23-3) 
p(o)P(n—o) g(n—o).A(n--3o)' 
The a priori transition probability can assume positive values less or equal I. The probability of 
eventually performing the generated trial o—*n, the acceptance probability A(o—*n), can range 
between 0 and 1, inclusively. Metropolis et al. chose the same constant a priori probability for both, 
the trial o--->n and the reverse trial n—*o so that g(o—n) and g(o-4n) vanish from equation 2.3-3. This 
is not necessary because the ratio of the acceptance probabilities can compensate for any arbitrary a 
priori probabilities since it can assume any nonnegative value. 
To achieve the highest possible acceptance rate, Metropolis et al. set the greater of the acceptance 
probabilities A(o-4n) and A(n -9o) to I and the other one according to equation 2.3-3: 
( p(n)g(no).A(n—o) 
A(o -* n) = mini 1, 	 i 	 (2.3-4) 
P(0) 	g(o — n) 	) 
( p(o)g(on)•A(o—n) 
A(n -* o) = mini I, 	 i 	 (2.3-5) 
p(n) 	g(n—*o) 	) 
Using the acceptance criteria 2.3-4 and 2.3-5 is what makes a Monte Carlo algorithm a so-called 
Metropolis algorithm. 55 
2.3.1.3 Biased sampling techniques 
An absolutely random sampling scheme, where for flexible molecules or surface groups, the a 
priori probabilities g(o—n) and g(n-4o) are the same, can be very inefficient. For example, if the 
motions of molecules is strongly limited by hydrogen bonds, or if the molecule cannot be modelled as 
rigid because of flexible covalent bonds. The aim of biasing the sampling scheme of a Monte Carlo 
simulation is to estimate with little computational cost which trials have the highest acceptance 
probability and to use this information to reduce the time spent on testing trials with a low acceptance 
probability. This imbalance in the a priori probabilities is then cancelled out by increasing the 
acceptance probability of the trials which are attempted less often, i.e. g(o—*n) is reduced while 
A(o—*n) is increased. Eventually more configurations can be accessed and the result of the Monte 
Carlo integration is more accurate. Naturally, the condition of detailed balance must always be 
satisfied and ergodicity must be guaranteed, i.e. the a priori probability of possible configurations 
must not be zero. Note that the acceptance probability is a function of the a priori probability of the 
trial as well as of the a priori probability of the reverse trial (see equations 2.3-4 and 2.3-5). This can 
cause significant computational costs, especially if they require the expensive calculation of particle-
particle distances. 
The ideal sampling scheme would have an a priori probability such that the acceptance probability 
equals I for all trials. Then every trial leads to a new configuration. Practically, it is impossible to 
reach this goal, however, under certain conditions biased techniques can noticeable speed up the 
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simulation program. Some examples of biases for Monte Carlo trials are given in the description of 
the GCMC simulation code in section 2.3.4. 
2.3.2 Grand Canonical Monte Carlo simulation of adsorption 
If a porous adsorbent is in equilibrium with a gas reservoir at constant temperature and pressure, 
then the chemical potential of the molecules in the pores is the same as that of the molecules in the 
bulk phase. (In the bulk phase the chemical potential is related to its pressure, temperature and 
composition via an equation of state.) In addition, assuming the adsorbent is a rigid material, the 
adsorption volume is constant. Therefore, the Grand Canonical ensemble (see page 19), where the 
chemical potential, the volume, and the temperature are constant, is a suitable ensemble to study 
adsorption by means of statistical mechanics. 
Solving the classical statistical mechanical description of the Grand Canonical ensemble 
numerically by means of a Metropolis algorithm is termed Grand Canonical Monte Carlo simulation 
of adsorption. It is referred to as a simulation because, in many respects, the trials used to generate 
new configurations resemble the behaviour of the actual physical system. Molecules are placed and 
moved in the simulation volume, although in a stochastic way instead of following the physical laws 
of motion. Eventually the system reaches and oscillates around the equilibrium energy. This approach 
has been applied successfully in the simulation of adsorption in porous solids of various types . 5659 
Trials that are commonly used in GCMC simulations are: 
• Creations and destructions of molecules change the number of molecules in the simulation 
volume. Trials of this type are indispensable for the Grand Canonical ensemble. 
• Translational and rotational moves alter the position and/or orientation of molecules or surface 
groups. 
• Swap-trials switch the identity of a molecule to another species. Swap-trials are only possible 
in multi-component systems, and allow for semi-grand canonical simulations where the 
number of particles is kept constant. 
Figure 2.3-1 illustrates the principle of GCMC simulations, including the trials mentioned above. The 
system is open and isothermal, and thus the energy and the number of molecules are free to fluctuate. 
The output of a GCMC run are one or more thermodynamic properties of the fluid in the simulation 
volume, averaged over a large number of configurations of the Grand Canonical ensemble 
corresponding to the thermodynamic state of the bulk phase. In the case of the adsorption, the property 
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Figure 2.3-1. Schematic representation of the Grand Canonical ensemble: molecules and 
energy are exchanged between the reservoir (left) and the simulation cell (right). 
Additionally, particles can change their position within the simulation cell. (The image of the 
simulation cell is a snapshot of a simulation of ethane in a regular cylindrical pore.) 
The probability P(EN) of observing a microstate from the Grand Canonical ensemble with a certain 
energy E and a certain number of particles N is the sum of the probabilities P, of all microstates i with 





Here E• is the energy and Ni is the number of molecules of microstate i. Two competing effects are 
influencing P(EN). On the one hand the number of allowed microstates increases sharply as the 
energy or the number of molecules increases. On the other hand, according to the Boltzmann 
distribution of energy states under isothermal conditions, 60 the probability Pi of the occurrence of a 
quantum state i decreases exponentially as the energy E, increases. Both effects together give the 
peaked probability distribution shown in Figure 2.3-2: 
P(E,N) 
E 
Figure 2.3-2. Probability P(EN) of a system with constant u, V, and T having an energy E 
and a number of molecules N (schematic). 
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The probability of an arbitrary microstate i with energy Ej and Ni particles is given by 52 
P1 	 (2.3-7) 
where of fl is the reciprocal of Boltzmann's constant k 8 times temperature T and the partition function, 
is defined as the sum over all the possible microstates. 
= 	 (2.3-8) 
with 
/1 = ----. 	 (2.3-9) 
kB T 
To calculate some macroscopic property M in the Grand Canonical ensemble, equation 2.3-7 is 
substituted into equation 2.3-I: 
(M ) VT 	 (2.3-10) 
Because of the enormous number of microstates the calculation of property M by solving 
equation 2.3-10 is usually not feasible. However, by assuming classical behaviour, the problem 
becomes tractable. The classical equivalent of a microstate, i.e. a particular configuration of positions 
and momenta of molecules, is commonly referred to as a point in phase space. The subspace of phase 
space which contains only the configurations, i.e. positions and orientations of the particles, is called 
configuration space. 
Now, rewriting equation 2.3-10 for classical statistical mechanics, the sum over all microstates is 
replaced by the integral over phase space. The total energy of the system may be decoupled into a 
kinetic and a potential part. The kinetic term can be calculated using the de Broglie wavelength from 
the ideal gas theory and the potential term U can be obtained from appropriate models as described in 
section 2.3.5. This means that the integration can be carried out in configuration space since the 
potential energy depends only on the co-ordinates of the particles. This leads to equation 2.3-11 where 
the summation is carried out over all possible numbers of molecules N while the different 
configurations s for each number of molecules are taken into account by integrating over the relevant 
configuration space: 
1Vv 
(M)PVT 	 JM(s)e5ds.e' (2.3-li) 
The thermal de Brogue wavelength, A, accounts for the kinetic contribution to the total energy and is 
defined as 
A = h 
V27Dn 
	 (2.3-12) 
where h is Planck's constant and m is the mass of one particle, i.e. the molecular mass. 
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The probability density p of a classical state s follows from equation 2.3-I1. It is given for a state 
with N particles in a volume V by equations 2.3-13 and 2.3-14 for one component and for multi-
component systems. respectively. 53 The index i refers to the species. 
! p(s)=__X 	' _e"5) e  	 (2.3-13) N! A3N 
P (s) = _{JL._ eh3uui" J.emw5) 	 (2.3-14) 
Equations 2.3-11, 2.3-13, and 2.3-14 can be solved conventionally for a small number of particles if 
the partition function E is converted to an integral over configuration space as well. However, for 
larger numbers the dimension of the integration becomes unfeasibly large. For example the dimension 
of the integration for 100 particles with 3 co-ordinates each is 300. This is where the Monte Carlo 
integration scheme comes into play. 
2.3.3 Monte Carlo trials used in this work 
In this work, different types of trials are used in the Monte Carlo integration over the configuration 
space of the Grand Canonical ensemble. During the simulation molecules are created and destroyed, 
they move and rotate, and in multi-component systems they can switch their identity. Surface groups 
are anchored to the pore wall, but they can be flexible and/or rotate. The acceptance probabilities for 
the different moves are derived from the detailed balance condition. The explicit detailed balance 
condition for Grand Canonical ensembles is obtained, if the probability densities p(o) and n) of the 
old and the new configuration in equation 2.3-3 are substituted by equation 2.3-14. 
I 	Ni o) I 	 I 	V
e"° —e IN 
P(o—*n) 	E N(o)!A 	
(2.3-15) 
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This expression becomes simpler if the definition of chemical potential as a function of fugacity 




P(o - n) = g(o —*n)•A(o —* n) = J_J(Ni(n)!(f)N(o)_Ni(n)}_flsU(on) (2.3-17) 
P(n — o) g(n-4o).A(n--o) 	N 1 (o)! 
Here  is the fugacity of species i in the bulk phase. The term f,/JV is the dimensionless fugacity of 
species i. In the remainder of this section equation 2.3-17 will be substituted into equations 2.3-4 and 
2.3-5 to derive the acceptance probabilities of the trial types for the Grand Canonical ensemble. The 
aspect of the calculation of the potential energy change iXU(o—*n) due to Monte Carlo trials is 
addressed in detail in section 2.3.5 
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2.3.3.1 Create and destroy trials 
The creation of a molecule in the simulation volume and the elimination of a molecule are handled 
in one section because one is the reverse trial of the other. Creation and destruction trials are essential 
for the Grand Canonical ensemble, since they equilibrate the GCMC volume with the bulk phase in 
the virtual reservoir and control the number of molecules in the simulation volume which is one 
property of interest in a Grand Canonical simulation. Both trials are chosen with the same probability, 
thus Pcreate=Pde,tr. 
In this section, configuration o will denote the configuration with one molecule less of species i 
than configuration n, i.e. the creation trial is o—rn and the destruction trial is n—o. Thus 
N. (n) =N 1 (o)+1. 	 (2.3-18) 
The change in the total potential U(o—*n) due to the creation of a molecule m is 
zU(o-) ,n) = Urn 	 (2.3-19) 
where Urn is the potential of the new molecule m which is calculated as described in section 2.3.5. A 
destruction causes a change of the same magnitude, but of opposite sign: 
AU(n—*.,) =Urn 	 (2.320) 
The scheme of a creation trial is represented in figure 2.3-3a. The species of the molecule to be 
created is chosen independently from the number of molecules of this species in the pore or its bulk 
concentration. The position of the new molecule is chosen randomly from the GCMC volume in the 
simulation cell. This is done by repeated generation of random points in the whole simulation cell 
until a point lies within the defined GCMC volume. The orientation of the new molecule is random as 
well. The corresponding a priori probability for the creation of a molecule of species i is therefore 
g(o —* n) = 	 (2.3-21) 
N spec 
where Ns,,ee is the number of species in the system. 
Figure 2.3-3b shows the scheme of a destruction trial. If a destruction is attempted and there are 
currently no molecules in the GCMC volume, the trial is ceased. Otherwise every molecule in the 
GCMC volume has the same chance to be eliminated. Thus, with the number of molecules of species 
i, Ni , the a priori probability for the destruction of a molecule of species i is 




The acceptance criterion for creation trial o—>n and destruction trial n—*o is derived from the 
detailed balance criterion 2.3-17, where the a priori probabilities are substituted according to 
equations 2.3-21 and 2.3-22 respectively. For creation this gives 
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and for destruction 
N 1 (n) 	 I 
A(n 	o)= min 1, 	
N(n)uJ 
Nspec  N. (n) f,.,5V 
(2.3-24) 
A(o 	n)= min 1,  
N3N(n) 	e1 
N,,,,,. 	 N.(n) 	I 
N(n) 
j=I 	 J 
(2.3-23) 
For all flexible chain molecules and surface groups. the Configurational Bias Monte Carlo (CBMC) 
method 606 ' is used in all types of trials, to efficiently generate trial configurations for the beads. The 
basic idea of the CBMC method is to generate the positions of the beads of the chain one by one. For 
each bead, the choice of the new position is biased according to the restrictions given by its covalent 
bonds to previously placed beads. The Boltzmann factor is calculated for each bead, and then the 
Boltzmann factors of all beads are combined in the so-called Rosenbluth factor W. The Rosenbluth 
factor replaces the Boltzmann factors in the acceptance criteria (equations 2.3-23, 2.3-24, 2.3-27 and 
2.3-31). For a more detailed description of CBMC and the variant used in this work, dual-cut-off 
CBMC, see references 60 and 61. 
The volume in which the creation and destruction trials are performed (V in equations 2.3-24 and 
2.3-23), does not necessarily have to be the whole simulation cell. Instead, trials can be restricted to an 
(in theory) arbitrary GCMC volume, which is smaller than the cell. The equilibration of the pore 
volume outside the GCMC volume is achieved by the physically correct migration of molecules 
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Figure 2.3-3. Flow chart of creation trials (a) and destruction trials (b) in GCMC simulations. 
The restriction of the GCMC volume can be done with two objectives: Firstly, for materials of low 
porosity, e.g. due to thick pore walls, the acceptance rate of creational trials can be increased 
drastically, if they are attempted only within the free pore volume and not within the non-porous walls 
of the adsorbent (where the trial would be doomed from the beginning). This is illustrated for 
AlMePO-P in figure 2.3-4a. Secondly, if the solid structure surrounding the pores contains cavities 
that are not connected to the open pore space (and thus would not be accessible to the adsorptive in 
the corresponding real material) the restriction of the GCMC volume to accessible pores avoids the 
unphysical creation of molecules in the closed pores. This is illustrated for MCM-41 in figure 2.3-4b. 
With a restricted GCMC volume one has to note that the equilibration of the remaining accessible 
volume of the simulation cell by translation/rotation trials is a slow process and care has to be taken 
that this does not prevent the simulation from reaching equilibrium within the simulation run time. 
Experience suggests that the GCMC volume should match the physical pore volume as closely as 
possible. The influence of the size of the GCMC volume on the outcome of the simulation is 
investigated in more detail in section 2.3.7.5. 
a) 
I. 
Figure 2.3-4. Simulation cells of AIMePO-13 and MCM-41. The shaded areas are excluded 
from creation and destruction trials. The remaining areas correspond to the GCMC volume. 
2.3.3.2 Move and jump trials 
The trials move and jump allow for the migration of molecules within the simulation cell. Both 
trials change the position and the orientation of a randomly chosen molecule. The difference is that in 
the move trial, the translation distance and the rotation angle are limited, while the jump trial 
resembles a combined destroy and create trial, i.e. the molecule in the GCMC volume is removed 
from the simulation cell and recreated in the same trial in a different position in the GCMC volume. 
As in the creation trial, the positions of beads of flexible chain molecules are generated using the 
CBMC method. 
The move trial has the advantage that, with the right limits to translation and rotation, a high 
acceptance rate can be achieved because the probability to find a favourable position for a molecule 
near its current (favourable) position is high. In addition, the limited translation distance prevents the 
molecule from migrating into blocked pore space that is actually not accessible from the GCMC 
volume. The maximum translation and rotation are species-specific and constant during the 
simulation. The best sampling of the configuration space is achieved with an acceptance rate for the 
move trial of approximately 40 %•60  Note that the move trial in a MC simulation is different from 
motion according to physical laws. 
The main incentive to implement the jump trial was to enable Canonical ensemble simulations of 
unconnected niicropores in microporous materials. Since in this ensemble, the number of molecules is 
kept constant and no creation or destruction trials are performed, the jump trial is necessary to 
equilibrate the pores among each other. 
Figure 2.3-5a shows the scheme of a move trial. The scheme of the jump trial is practically identical 
to the move trial, the difference being only the distance of the translation. Since the a priori 
probability is the same for moves respectively jumps of opposite directions, the detailed balance 
condition is fulfilled automatically. The difference in the total potential in the simulation volume 
between the configuration before the move o, and the configuration afterwards n, equals the difference 
of the potential of the moved molecule Um(0) and u(n) respectively which are calculated according to 
AU(o9n) = Um(fl) - Um(0) 	 (2.3-25) 
The number of molecules Ni remains unchanged: 
N•(n) = N1(o) 	 (2.3-26) 
Therefore the acceptance criterion becomes 
A(o - n) = min (1, e ° ') 	 (2.3-27) 
The movements of surface groups is restricted since they are bound to the wall structure. Thus the 
jump trial cannot be performed with surface groups and the move trial is restricted to rotation about 
the bond to the wall for rigid groups and to stretching, bending and torsion of covalent bonds for 
flexible chains. The latter is handled by the CBMC routines. 
2.3.3.3 Swap trial 
The swap trial is used if there is more than one species in the system. It switches the species of a 
random molecule in the simulation cell without changing its position. In practice, a molecule is 
destroyed before a new one of a different species is created at the same position. The molecule to be 
swapped is chosen randomly under the condition that every species present in the simulation cell is 
chosen with the same probability. The new species is also chosen randomly, thus trial and reverse trial 
have the same a priori probability. 
The trial is particularly useful for the sampling of configurations with concentrations close to pore 
filling. If the swapped species are of similar size, for example nitrogen and oxygen, then the new 
molecule is created in the void that is generated by the molecule that is replaced, which results in a 
high acceptance probability. Depending on how similar the geometries of the molecules are, the 
performance can be increased further by not only keeping the position but also the orientation of the 
old molecule. Figure 2.3-5b shows the scheme of a swap trial. 
The acceptance criterion for a swap trial o—n is derived from the detailed balance criterion 2.3-17. 
If species i is replaced by species j, the number of molecules of the former decreases by one while the 
number of molecules of the latter increases by one. Thus 
N(n) = N,(o) - 1 	 (2.3-28) 
and 
N(n) = N(o) + 1. 	 (2.3-29) 
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The difference in the total potential in the simulation cell is the difference between the potentials of 
the old and the new molecule, Um(0) and um(n) respectively: 
U(o—*n) = Um(fl) Um(0) 	 (2.3-30) 
where Um(0) and Um(fl) are calculated according to section 2.3.5. The a priori probabilities g(o—*n) and 
g(n—o) are the same and vanish under the condition of detailed balance 2.3-17, thus the acceptance 
criterion is 
f/i'V 
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Figure 2.3-5. Flow chart of move trials (a) and swap trials (b) in GCMC simulations. 
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2.3.4 GCMC program 
The methodology described above has been implemented in a computer program in Fortran90 to 
allow compilation of the code on various machines and operating systems. The general structure of the 
GCMC simulation program is shown in figure 2.3-6. 
Start 
V 
/ I nput data: 
/ - Molecular model of adsorbent 
/ 	Thermodynamic properties 
/ - Potential paramerters 
/_
- Simulation-specific parameters 
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Calculate fugacities for next pressure point 
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Write results for this 
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Figure 2.3-6. Schematic diagram showing the basic algorithm of the GCMC simulation code. 
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2.3.4.1 Input to the simulation 
The input data to the GCMC simulation is provided in an input file. The input variables are listed in 
lines with the format 
KEYWORD, value[, unit][, value[, unit]][, ...] 
which allows to write the data in a variable order and to omit redundant information. The program 
converts various units automatically. The snapshot files generated by the program have the same 
syntax, enabling a direct restart of the simulation from any snapshot. 
One basic input to the simulation is the geometry of the simulation cell. To allow for periodicity of 
the unit cell in 3 dimensions, only parallelepipeds of arbitrary side lengths and vertex angles are 
allowed. The replication of periodic images of the simulation cell in all directions eliminates surface 
effects and allows for large systems to be simulated effectively using only a relatively small number 
of molecules, thus saving valuable computing time. Therefore, if a molecule leaves the centre box 
then one of its images will enter through the opposing face (see figure 2.3-7). This implies that pores 
which exceed the size of the simulation cell in one or more dimensions are infinite in these directions. 
Care must be taken to ensure that the artificial periodicity that is imposed upon the system does not 
affect the final outcome of the simulation. Even though the whole system is infinite, an insufficiently 
large simulation cell could cause finite-size effects. This is the case if the length scales of significant 
density fluctuations or correlated molecular arrangements exceed the simulation cell, or if there are 
non-negligible interactions between molecules on opposite sides of the cell. 
Figure 2.3-7. Periodic boundary conditions. The pore structure is also periodic into and out of 
the page. 
Further inputs to the simulation are thermodynamic properties, such as temperature, pressure and 
composition; the GCMC volume; physical constants; the potential models for all the molecular 
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species involved: and parameters controlling the operation of the program. A series of pressures, 
rather than a single value, can be supplied and the code performs a loop over all pressures, enabling 
the calculation of a complete isotherm in a single run. Once the input data are read, the simulation can 
start from an empty adsorbent or an initial configuration can be read from the input file. 
2.3.4.2 Calculation of the chemical potential 
The last step of the initialisation procedure is the calculation of the fugacities of all species in the 
adsorbing mixture, at the specified thermodynamic conditions. The fugacity of the bulk phase was 
calculated using the Peng-Robinson equation of state for non-ideal multi-component systems 62 
RT 	a(T) 
P = 	- (2.3-32) 
v—b v(v+b)+b(v—b) 
with the mixing rules 
a = 	v 1 ya 	 (2.3-33) 
and 
b=>y1b 	 (2.3-34) 
and the combining rule 
aii = .Ja1 a 11 (1 - kq ). 	 (2.3-35) 
The parameters for pure components, a,, and b1, can be derived from critical data and acentric factors 
given in table 2.3-I. Table 2.3-2 gives the binary interaction parameters k,1 . Care must be taken that 
the pressure in the simulation does not exceed the vapour pressure of the fluid, since then in the 
numerical calculation of the compressibility factor (which is part of the calculation of the chemical 
potential) the iterations converge to the compressibility of the fluid phase, not the vapour phase. The 
result would be a too low chemical potential in the simulation. 
Table 2.3-1. Critical temperature, critical pressure and accentric factor used in the Peng-
Robinson equation of state. 
fluid T, [K] P, [MPaJ wi-I ref. 
He 5.1953 022746 -0.382 92 
02 304.1282 7.3773 0.22394 92 
N 126.20 3.390 0.039 92 
C2H6 305.4 4.88 0.099 92 
co, 304.21 7.3825 0.224 93,92 
H20 647.096 22.064 0.3443 92 
iso-butane 407.817 3.6400 0.185 92 
n-butane 425.125 3.796 	- 0.2 92 
Table 2.3-2. Binary interaction parameters used in the Peng-Robinson equation of state. 63 
01 N CO 2 H 20 
02 - 0 . 00978a 0.04838a 0522b 
N2 -0.00978 - 0. 01493a 0 . 522c 
CO2 0 .04838a 0 . 01493a - 0.2324l' 
H0 0.522' 0.522' 0 . 23241c - 
a) Data from reference 63 bJ  Data from reference 94. C)  Based on the similarities between the gases, we use the 
same value for oxygen as for nitrogen. 
2.3.4.3 Statistical methods 
The evaluation of the in principle random values derived from the configurations that are accessed 
during a GCMC simulation have to be evaluated statistically. Unfortunately, the values after 
subsequent trials are not statistically independent. Therefore the data of a block of a fixed number of 
trials (usually 50,000) is collected and the block averages is calculated. If the number of trials per 
block is sufficiently large. then the block averages are statistically independent, and one can calculate 
the statistical error of the total average using the t-test. If the statistical error is greater than desired, 
then the length of the run, i.e. the number of sampled trials, has to be increased. 
Because of the large number of trials per block it seems not very elegant to store all values in 
memory to evaluate them after completion of the block. Instead, the mean and the variance of the 
number of adsorbed molecules are calculated iteratively after each step. The mean over i+l iterations 
<.x>i+ 1 of a variable x can be calculated from the value in iteration 1±1, <x>,, and the average in 
iteration i, <x>, using 
i(x). +(x). 
(x). = 	
I 	1+1 	 (2.3-36) 
Will 
Analogously, the equation for the mean of the squares <x 2>1,1 is 
i(x2) +x412 
(
x2) 	= 	l 	 (2.337) 
1+1 i+1 
which yields the variance o,+1 for values of i+l iterations 
CT 2 	




 —(x,+1) ). 	 (2.3-38) 
The block averages are stored in memory. The mean and the confidence interval for the desired 
relative statistical error are calculated from the variance and the mean of the block averages. The 
quantile of the student distribution is calculated using the algorithm given in reference 64. 
2.3.4.4 Equilibration and sampling 
After initialising the simulation, the system is allowed to move toward the equilibrium macroscopic 
state, by accepting or rejecting the GCMC trials according to the criteria given in equations 2.3-4 and 
2.3-5. Each type of trial is chosen randomly with the same probability. The equilibration period must 
be long enough to ensure that the system has indeed reached equilibrium and has lost all memory of 
the initial configuration. The necessary length of equilibration depends on numerous factors, such as 
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the thermodynamic conditions, the size of the simulation cell, the pressure difference between 
subsequent pressure points and (perhaps most importantly) the adsorptive species. 
The number of blocks required to equilibrate a system and to obtain a sampling average of a given 
accuracy can vary significantly with temperature, pressure, adsorbent, adsorbate(s) and the size of the 
simulated system. Therefore, to minimize the required CPU time, the number of equilibration blocks 
and sampling blocks per pressure point is kept variable. Equilibration was determined by applying 
Spearman's Rank-Order Correlation Coefficient 65 to the sequence of block averages over 50,000 trials 
each. Spearman's Rank-Order Correlation Coefficient 
(R 1 -R)(Si  -5) 
= VJ(Ri R)2f(s  S)2 
	 (2.3-39) 
is a measure for the linear correlation of a set of values (R,,S 1 ), with means R and 3', and deviates the 
more from zero, the stronger the correlation. The significance of the correlation coefficient's value 
being different from zero, i.e. the probability of the data being uncorrelated, is tested with the Student 
distribution using 
FIN-2 
2 y 1- r 
(2.3-40) 
where N is the number of pairs in the set. To detect equilibration using Spearman's Rank-Order 
Correlation Coefficient, we use the pairs (block number, number of molecules). Once the block 
averages are uncorrelated with a probability greater than 80 %, the system is assumed to be 
equilibrated. 
Once the system has reached equilibrium, the quantities of interest are sampled. When calculating 
adsorption isotherms, this involves counting the number of molecules in the simulation cell after each 
MC step to calculate the block average over usually 50,000 iterations, to obtain statistically 
independent values for statistical evaluation. The number of block averages that have to be computed 
to obtain an overall mean with an sufficiently small statistical error depends, as for the equilibration, 
on the simulated system. The criterion for termination of the sampling phase is the size of the 95%-
confidence interval for the average number of molecules adsorbed to be less than 3 %. The confidence 
interval was tested after each block using the student distribution. 
Note that this procedure implies that the obtained statistical error in the last block of the simulation 
underestimates the real statistical error, because the more often the confidence is tested, the more 
likely it is to have a positive result in one of the tests. However, an insufficient accuracy of the 
pressure points would become evident in comparison to reference simulations 2.3.7.1 and in the shape 
of the isotherm itself. 
For the simulation of small adsorbate molecules in PMSs, the resulting number of GCMC trials 
were ll06w 5.106  per pressure point, including equilibration and sampling. Figure 2.3-8 shows, as an 
illustration, the evolution of the amount adsorbed over a whole GCMC run of ethane in MCM-41 at 
263 K. It shows clearly how the sampling starts when the monotonic increase of the amount adsorbed 
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is completed. Also the dependency of the length of the sampling phase on the amplitude of the 
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Figure 2.3-8. Number of molecules plotted against the simulated blocks for a run of ethane in 
MCM-41 at 263 K. The vertical lines indicate the end of a pressure step. The grey curve 
connects the block averages. The thick black lines span the sampling phase for each 
simulated pressure and represent the average over the sampling phase. 
To confirm that the variable block numbers do not significantly affect the outcome of the 
simulations, runs with fixed numbers of blocks have been carried out. As an example the isotherms for 
ethane at 263 K in an MCM-4 I model pore are shown in figure 2.3-9, one computed with variable 
block numbers (on average 22.6 blocks for equilibration and 21.4 blocks for sampling) and the other 
computed with constantly 50 blocks for equilibration and 50 blocks for sampling. The run with the 
variable, smaller number of blocks gives an isotherm that is almost identical with that of the run with 
the constant, higher number of blocks. A noticeable difference between the two isotherms occurs only 
at one pressure point, but this is due to statistical errors of opposite signs in both isotherms at this 
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Figure 2.3-9. Adsorption isotherms from runs of ethane in MCM-41 at 263 K. The thick line is 
the result of fixed 50 blocks for equilibration and 50 blocks of sampling for each pressure 
point. The thin line is the result of variable block numbers, as described in the text. 
2.3.4.5 Results of GCMC runs 
The results of the simulations are written to disk in files of different formats and different purposes. 
The most immediate ones are the snapshot files saved at the end of each block. They contain the 
positions of all atoms in the simulation box and all necessary information to restart the simulation and 
can be used e.g. to generate visualisations of the configuration (see, e.g. figure 2.3-4) or for further 
analysis of molecular arrangements. In addition to the snapshots, the results of the statistical 
evaluation of the sampling phase of each simulated pressure point are written to a separate output file. 
This file contains in particular the average number of molecules in the pore and the 95 % confidence 
interval, calculated as described in section 2.3.4.3. This is the data required to plot adsorption 
isotherms like the one in figure 2.3-9. 
2.3.4.6 Comparison of experiment and simulation 
The value measured in the volumetric adsorption experiment is the pressure change in the 
adsorption rig when adsorption chamber and the adsorbate reservoir equilibrate (see experimental 
section 2.2). From the pressure change, using the dead volume determined by helium pycnometry, one 
can calculate the excess amount adsorbed per mass of sample, i.e. the amount of adsorbate in the 
adsorption chamber minus the amount that would be expected in the accessible pore space if the 
adsorptive fluid had the density of the bulk phase at the same temperature and pressure. Figure 2.3-10 
illustrates the accessible part of the pore space of an adsorbent. The simulation yields the absolute 
amount adsorbed, i.e. the average number of molecules in the simulation cell. To be able to compare 
both values, the excess density of the adsorbed phase pe,  in the simulation has to be calculated from 
the average number of molecules in the simulation cell N, the molar density of the bulk gas phase 
Phulk , the accessible pore volume in the simulation cell VH F, the mass of the unit cell, and Avogadro's 
number NA using 
Pex = 
N - Phulkl'HeNA 
mUCNA 
(2.3-41) 
Analogously to the helium pycnometry in the volumetric experiment, the accessible pore volume 
V11 , is determined by simulation of helium in the model pore. 49 
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Figure 2.3-10. Accessible pore volume in a porous solid. The thick lines, disks and the 
shaded area represent respectively the pore walls, the fluid molecules and the pore volume 
accessible to the molecules. The smallest pores (bottom right) are not accessible to the 
molecules. 
The amount adsorbed and thus the pore volume per unit mass obtained from the simulation, O,i m , S 
usually higher than the value measured in the experiment, since the former corresponds to a 
perfect structure while the real sample might contain non-porous defects and inaccessible pores, which 
decreases the porosity. To compare the two isotherms, a scaling factor 
41 = 4exp/4sim 	 (2.342) 
is applied to the simulated isotherm. Provided that the simulation reproduces the adsorption behaviour 
correctly, 4)  ranges between zero and unity. However, values greater than one are possible for the case 
that the porosity of the model used in the simulation is too small in relation to its mass. 
In section 1.2 it has been indicated that the existence and the shape of an adsorption-desorption 
hysteresis reflect the topology and the morphology of a porous material. In this respect, models used 
in simulations imply various assumptions and simplifications, in particular those for amorphous 
materials. In this work, the channels are assumed to be of inifinte length, and the models include only 
relatively small irregularities. It has been shown that pores of MCM-41 can contain irregularities in 
the nanometer-scale. ' 6 Additionally, the finite size of the simulated systems impacts the shape of the 
the van-der-Walls loop and the positions of the spinodal points. 47 Therefore, in the range where a 
metastable phase can exist, quantitative comparision between experiment and simulation is not 
possible. 
In general, the hysteresis loop in the GCMC simulation is wider than the experimentally observed 
hysteresis. The GCMC simulation can exhibit hysteresis even if the experiment does not. As we will 
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see later, this difference can cause problems in relation to the calculation of pore size distributions 
(PSD5) from GCMC data, because the position of the condensation respectively evaporation step is 
very sensitive to the pore size. 
2.3.5 Potentials 
In addition to the atomic coordinates of the model adsorbents, the potentials to calculate the 
interaction energies between adsorptive molecules, the surface groups and the silica pore walls are a 
vital input to the GCMC simulations. They are necessary to calculate the energy Urn of a molecule 
before and after MC trial, which go into the acceptance criteria of the trial (equations 2.3-23, 2.3-24, 
2.3-27 and 2.3-3 I). To enable the a priori design of adsorbents, the potentials applied should not be 
optimised for a particular adsorbent-adsorbate combination, but must be transferable to the whole 
group of organically modified PMSs and thus consistent parameterisations for various adsorptive 
gases, surface groups and the silica structure must be available. 
In the case of non-polar molecules (such as helium or ethane), only the valence and dispersive 
interactions need to be considered. As far as molecular simulation is concerned, these interactions 
have the advantage of decaying rapidly with distance. Thus, in practice, they can be assumed to be 
zero if the distance rij between the two molecules exceeds a certain value (the cut-off radius). 
Interactions that can be truncated in this way are said to be short-ranged. In the case of polar 
molecules like carbon dioxide or water, on the other hand, permanent electrostatic interactions (and 
possibly induction interactions) play an important role. This introduces practical problems to 
simulations involving highly polar molecules, since the interactions between dipoles and point charges 
(particularly the latter, which decay with l/r)  are long-ranged. This means that they cannot be 
truncated beyond a small cut-off radius without causing significant loss of accuracy to the potential 
calculations. The issues regarding the handling of these long-ranged interactions in Monte Carlo 
simulations are dealt with in section 2.3.5.3. The total potential U of the simulation cell is 
U = UJJ + UCOUJ , 	 (2.3-43) 
where Ui., is the Lennard-Jones potential of valence in dispersion forces, and U 1 is the coulomb 
potential of electrostatic interactions. We do not take the induction interactions into account explicitly, 
but they are partly included in the effective potentials used. 
As explained in section 2.3.3, in each iteration in the GCMC simulations, only the energy 
difference EU(o—>n) caused by the attempted GCMC trial needs to be calculated. It is therefore 
sufficient to calculate only the part of the total energy that depends on the molecule affected by the 
trial, Urn. Analogously to equation 2.3-43, the potential of a single molecule m is the sum of Lennard-
Jones and electrostatic interaction. 
Um =u, +u,1 	 (2.3-44) 
The remainder of this section describes the calculation of the potentials in general. The actual 
potential parameters used in the simulations are given in section 2.3.6. 
2.3.5.1 Lennard-Jones potentials 
Non-polar interactions between sites of molecules are represented by the commonly used Lennard-
Jones potential, which accounts for valence and dispersion forces. Each molecule is represented by 
one or multiple Lennard-Jones sites. The Lennard-Jones potential due to the interaction of all pairs of 
molecules a and b in the system has the form 
( / o 	
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where e, and o, are the Lennard-Jones interaction parameters and r,1 is the distance between the sites i 
and j. The Lennard-Jones potential of a single atom a is 
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The Lorentz-Berthelot combination rules, 
e, =(e,1 C' Y2 (2.3-47) 
and 
o =--(a11 +a 1 ), 	 (2.3-48) 
were applied to obtain the mixed-species parameters, e, and cr(,, from the parameters e j and orij for the 
interaction between identical sites. The latter are listed for wall atoms and fluid molecules in 
table 2.3-7 and for surface groups in table 2.3-3 in section 2.3.6. 
For sites that are overlapping too strongly, the steep repulsive part of the Lennard-Jones potential 
results in energetic values that cause either an overflow or an underfiow in the numerical calculation. 
In the event of an overflow during the calculation of the energy in the acceptance criterion for an MC 
trial, the Boltzmann factor vanishes, and therefore the acceptance probability of the trial becomes 
numerically zero. For the usual range of Lennard-Jones parameters, it is a safe assumption that the 
attractive contribution of the surrounding molecules is negligible compared to the energy penalty 
related to the overlap. Therefore, a trial is doomed instantaneously if the energy exceeds the overflow 
value of u(,=3001/3 in the course of the potential calculation. Effectively this combines the standard 
Lennard-Jones potential with a hard-sphere potential for site-site separations less than the distance r(, 
at which the overflow occurs. The Lennard-Jones potential between two sites i and j and the overlap 





Figure 2.3-11. Schematic shape of the Lennard-Jones potential ULJ  as a function of the site-
site separation r. The potential turns into a hard sphere potential at r0 , where the summation 
of the energy would cause an overflow in the numerical calculation of the Boltzmann factor. 
The Lennard-Jones potential is short-ranged. Since the site-site distance appears in the denominator 
to high powers, it vanishes within a small number of site diameters and a cut-off radius in the order of 
magnitude of the simulation cell is justified. Typically, the cut-off radii for Lennard-Jones potentials 
are 3ory and greater, depending on the system to be simulated. To improve the accuracy of simulations 
with small cut-off radii, in homogeneous systems long-range corrections can be applied or the 
interaction potentials can be optimised to account for a certain cut-off radius. The simulations in this 
work were run with a cut of radius of 5o. In some model adsorbents, this exceeds the simulation cell. 
Then the minimum image convention was applied, i.e. only the nearest image of each molecule in the 
periodic simulation cell was taken into account. 
Figure 2.3-12a shows the isotherms of test runs with ethane at 265 K in a cylindrical model pore46 
with regular silica walls and a diameter of 4 nm (see figure 2.3-12b). The isotherms reveal that a cut-
off radius of less than 5arij results in the pore filling occurring at significantly higher pressure than 
with greater cut-off radii. The cut-off of 5 aij exceeds the pore radius, while the cut-off of 3.5o, does 
not. This suggest that it is important for the simulation of the pore filling that the molecules in the 
centre of the pore experience the interaction with the walls, which have a high density of Lennard-
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Figure 2.3-12. Isotherms of ethane at 265 K in a regular cylindrical pore, 4 nm in diameter. 
(a) The isotherms for different Lennard-Jones cut-off radii. They are 3.5cr (dotted), 5cr 
(dashed), 7cr(thin line) and 10  (thick line). (b) The pore model. 
2.3.5.2 Integrated Lennard-Jones potentials 
Due to the high number of wall atoms in the material modelled in this work, the run time of 
simulations can be reduced significantly if the calculation of their contribution to the total energy is 
optimised. In the case of spherical shells and infinite planar pore walls, a layer of individual atoms can 
be represented by a layer of structure-less smeared-out atoms, defined by the area density of the wall 
atoms. Then the calculation of the interaction with each single wall atom can be replaced by the 
integral over the spherical shell or over the infinite plane, as appropriate. This is also possible for 
infinite cylindrical walls, but mathematically more complicated. 66 The integration of the potential is 
restricted to non-polar interactions, since the average charge of a polar (but neutral) wall will be zero. 
A positive side effect of the integrated potentials is that the above mentioned requirements to the 
cut-off radius of the fluid-wall potential is automatically fulfilled since no cut-off is applied. 
For a spherical-shell layer of radius R and site area density p, and a Lennard-Jones site i in the 
distance rij from the centre of the shell, the contribution of a infinitesimally small element of the shell 
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Figure 2.3-13. Plot of the potential Urn of a Lennard-Jones site against the distance from the 
centre of a structureless spherical layer with radius R=50r1. The combined Lennard-Jones 
parameters are o and e,1 and the site density of the spherical layer is 1 oj2 . The part left of 
the vertical line at 5aij is for sites inside the spherical-shell layer and the part right of it is for 
sites outside. 
Analogous to the spherical integrated potential the integrated potential for planar layers of Lennard-
Jones-sites can be derived by integration which yields 
2 	6  2c656 u, =—rec p 	. 	 (2.3-52)10 5 	 ii 
This is an alternative to the commonly used Steele 10-4-3 potential 67 . The Steele potential is optimised 
to make a surface layer of explicit atoms redundant, but it represents a plane wall of infinite thickness. 
Consequently, slit pore models build using the Steele potential are periodic only in two dimensions. In 
contrast, the integrated potential for a single layer of sites can be used between two covering layers of 
explicit atoms in a system that is periodic in three dimensions. 
The performance of the integrated potentials in comparison to simulations with pure explicit-atom 
representation of the adsorbent is examined in section 2.3.7.6. 
2.3.5.3 Electrostatic interactions 
For a simulation dealing with polar molecules like carbon dioxide or water, one important aspect is 
the calculation of the long-ranged electrostatic interactions. These are represented as effective point 
charges. The quadrupole moment of a molecule can be converted to effective point charges 68 using 
2p 
q 12 (2.3-53) 
where p is the quadrupole moment. The point charge representation of p is then two charges —q in a 
distance of!, balanced by a charge of +2q in the middle inbetween, as shown in figure 2.3-14. 
1 0  O!MTO 
Figure 2.3-14. Representation of the quadrupole of a nitrogen molecule by three effective 
point charges. The dashed line corresponds to the outline of the molecule and I is the 
separation of the outer charges. 
The electrostatic potential of point charges is given by Coulomb's law. The total potential in a 
system comprised of a set of point charges involves two nested sums over all charges: 
N, N,, 
U Coal = 	
q1q1 
1=1 j=i-ft .7reori:i 
(2.3-54) 
Where 4 is the electric constant and rU  is the distance between charges q j and q1. As mentioned 
previously, this potential decays very slowly with the intermolecular distance. Therefore, the 
summation must be performed over a large number of periodic images of the simulation cell. The 
possibility of using a single, very large, simulation cell is precluded, since the large number of 
molecules makes the calculations even more expensive. 
In the MC trials used in this work, only the difference in potential energy between the old and new 
configuration needs to be calculated (see section 2.3.3), which depends solely on the potential energy 
of a single molecule. This reduces the computational effort to the inner sum in equation 2.3-54, which 
has to be calculated for all charges of the molecule of interest. But it is still necessary to take a large 
number of periodic image cells in all three spatial dimensions into account to achieve a sufficient 
accuracy of the obtained Coulomb potential. This is not only slow but also the sum in equation 2.3-54 
is (in contrast to the case of two-dimensional systems) only conditionally convergent. 69 
Therefore, more elaborate procedures, such as the Ewald summation technique 70 are required. In 
three-dimensional periodic systems, this technique is well established. 60.71,72  It is fast and, in principle, 
exact, so it has been widely used to calculate the potential energy in periodic systems. In the Ewald 
method, each point charge is surrounded by a charge distribution of equal magnitude and opposite 
sign (first term of the right-hand side in figure 2.3-15) which is conveniently chosen to be Gaussian. 
The width of the distribution is controlled by an arbitrary parameter, which can be optimised with 
respect to the rate of convergence. In principle, the final result of the sum is independent of K. The 
potential due to this new set of screened charges is short-ranged and can be summed efficiently. 
However, this screening effect has to be cancelled, which is done by adding a compensating charge 
distribution (the last term of the right-hand side in figure 2.3-15). This compensating distribution is a 
smoothly varying periodic function, which can be represented by a rapidly converging Fourier series. 
AAA   
Figure 2.3-15. The original charge distribution equals the Sum of the charge distributions in 
the Ewald sum method. 
After summation in reciprocal (Fourier) space, the total is transformed back into real space. Since 
this scheme includes the interaction of a given charge with itself, this self-term must be subtracted 
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In equation 2.3-55, a, b and c are the vectors that define the simulation cell, thus axbc is the volume 
of the simulation cell. The vectors 1=1 1a+ 12b+ 1c, where I j,, 12 and 13 are integers, are the offset vectors 
to the periodic real space images of the cell, and rij is the distance between charges q, and qj  in the 
original simulation cell. The asterisk at the first sum indicates that in the inner sums the pairs of i and  
that belong to the same molecule are omitted for 1=0. The convergence parameter a determines if the 
real part or the reciprocal part converge more quickly. The vectors k=k 1a+ k 2b+ k3c, where k 1 , k, and 
k are integers, point to images of the reciprocal images of the unit cell. The k-vectors that have to be 
taken into account for a given reciprocal cut-off are represented in figure 2.3-16a. The inverse unit cell 
vectors a, b and c, are obtained using 
bxc 
a = 2ra•bxc' 	
(2.3-56) 
cxa 




C = 2r 	. 	 (2.3-58) 
a•bxc 
The number of molecules in the simulation cell is Nm,i,  the number of charges of the molecule m is 
Nq. m . The distance between charges q,, and q, of the same molecule is rab. The surface dipole term and 
Sol 
the term for charged systems 73 are not implemented in the program. Therefore the simulation cell has 
to be neutral. 
This form of the Ewald summation yields the total electrostatic contribution to the potential energy 
in the GCMC code. Since we are only interested in the contribution u c u l that depends on the molecule 
that performs the GCMC trial, all terms that do not depend on this molecule can be omitted in the 
simulation. This simplifies the triple sum in the first line of equation 2.3-55. The convergence 
parameter acan be chosen such that the real space sum converges within the limits of the simulation 
cell. Then there is no need to loop over real space images 1~0. Taking advantage of the Eularian 
relation 
e 	=cos(k .r)+isjn(k .r) 	 (2.3-59) 
the term containing sine and cosine, also called the structure factor, can be summed efficiently using 
complex arithmetic. Furthermore, the terms containing Iki have the same value for k and for -k, thus 
they need to be computed only for half the k-vectors, which are indicated in figure 2.3-16b. Other 
terms, namely the self-terms in the last line of equation 2.3-55 and the structure factor for fixed wall 
atoms, are independent of the configuration of the molecules and can therefore be pre-calculated 








Figure 2.3-16. Schematic representation (omitting the z-dimension) of which reciprocal 
images k of the simulation cell are considered in the Ewald sum. (a) The grey area indicates 
the reciprocal images taken into account and the white boxes inside the circle which 
represents the reciprocal cut-off radius. The vector k=(2,1) is marked as an example. (a) The 
grey area indicates the k-vectors that actually have to be included in the calculation of the 
Ewald sum when taking advantage of kJ=I-k. 
To reduce the effort when optimising the three parameters of the Ewald summation, i.e. the real-
space cut-off, the Fourier-space cut-off and the convergence parameter, for a given adsorbent, an 
optimisation routine was developed. After input of the desired accuracy and a test configuration, the 
real-space cut-off is set to the maximum value that does not exceed the simulation cell. Then the 
convergence parameter is increased stepwise until an increase of the real space cut-off by factor 1.5 
changes the outcome of the real space sum by less than the acceptable error. Then the same is done to 
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optimise the reciprocal space cut-off, i.e. the number of k-vectors taken into account is increased until 
the error in the reciprocal sum is less than the acceptable error, taking the result for a 1.5 times larger 
reciprocal cut-off as the reference. 
The acceptable relative error was set to 10 - , and simulations of carbon dioxide in MCM-41 
samples were used to test if this is sufficiently small to avoid an influence of the Ewald parameters on 
the computed isotherms. 
2.3.5.4 Flexible molecules 
In this section, force fields for the calculation of intramolecular interaction potentials of flexible 
covalent bonds due to stretching, bending and/or torsion are discussed. The new configurations of 
flexible molecules are generated using the CBMC algorithm described in section 2.3.3. The CMBC 
algorithm ensures that bond stretching and bond angles are distributed according to the Boltzmann 
distribution of energy. The energies are calculated using force fields that have been developed to be 
used as a modular system for the construction of intermolecular potentials. In particular useful for the 
GCMC simulations conducted in this work are the all-atom (AA) and the united atom (UA) versions 
of the Optimised Potential for Liquid Simulations (OPLS), 7475 the Transferable Potential for Phase 
Equilibria (TraPPE) 767778  and the MM2 force field . 79- "0 The recent Anisotropic United Atom force 
field 81  (AUA-FF) proved superior performance in the simulation of vapour-liquid equilibrium (VLE) 
of organic fluids, but is not implemented into the code so far. The modules are atoms, pseudo-atoms 
(united atom sites representing multiple atoms) or groups of sites that are connected rigidly. The 
bonds are defined by the distance between two sites (bond length), the angle between two bonds of the 
same site (bond angles) and the dihedral angle defined by four sites (torsion). The bond length and 
theses angles are substituted into equations, which are given for the OPLS as an example in equations 
2.3-60 to 2.3-62. 
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The force field defines the force constants K and the equilibrium distance r0,,1 and angle Ojp. This is 
a very versatile approach, however the numerous site-site-distances that have to be calculated to 
computed the bond and torsion angles can slow the simulations down. This can be improved if one 
takes advantage of the fact that the position and the orientation of the individual beads are stored as 
vectors and quaternions respectively. The coordinate system of a bead, defined by its x'- , y'- and z'-
axis, can be transformed linearly into the coordinate system (x", v", z") of the following bead. This 
transformation can be described by a quaternion (for the rotation) and a vector (for the translation) as 
well. Figure 2.3-17 tries to illustrate this for an n-pentane model. Starting from the site on the right, 
the position of each following bead is obtained by translation into the direction of the bond (thin black 
line) in the coordinate system of the preceding bead. Deviation from this direction would correspond 
to bond bending. The z" axis of the following bead is always parallel to the this bond and the 
directions of the x" and y" axes are defined by the transformation. A deviation from the direction of 
the x" and v" axes would correspond to torsion about the bond, where the torsion angle is the angle 
between the equilibrium x" axis and the actual x" axis. 
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Figure 2.3-17. A n-pentane molecule in united-atoms representation. The spheres 
correspond to the CH-pseudo-atoms. The arrows in each sphere indicate the coordinate 
system of the bead in equilibrium configuration, where x' and y' axes are white and the z-
axis is black. The thin black lines connect the centres of bonded pseudo-atoms. 
When assembling a chain molecule from these sites, a few restrictions have to be taken into 
account. The OPLS, TraPPE and MM2 Force fields presume that the usual intermolecular interactions 
are also taken into account for sites that are further apart than three covalent bonds. The implemented 
CBMC algorithm ignores these interactions, therefore care must be taken that long chains are rigid 
enough to prevent overlapping of beads. A related problem is the interaction of surface groups with 
the wall atoms they are bound to. For example the torsion parameters given in the force fields for the 
dihedral angle O-Si-O-H of a silanol group includes the contribution of the intramolecular 
electrostatic interactions between the hydrogen and the bOs bound to the silicon atom, but since they 
are not part of the surface group model, this interaction is considered to be intermolecular in the 
program. The last issue is that closed chains, i.e. ring molecules, require special CBMC techniques if 
the bonds are flexible. Therefore rings used with this GCMC program have to be rigid. This is a 
reasonable assumption for aromatic rings. 8 ' 
In the simulation runs, the level of detail of the representation of the covalent bonds is reduced to 
the contributions that are most important for a realistic behaviour of the chains. For example, for 
alkane chains the most important degree of freedom is the torsion about CH 2 -CH2-bonds, while the 
bending of bonds has little influence on the possible configurations of the chain and the effect of bond 
stretching is likely to be negligible. Consequently, careful restriction of the degrees of freedom bears 
potential for improvements of the performance of simulations including chain molecules. 
2.3.6 Potential Parameters 
In addition to the atomic coordinates of the adsorbent structure, the models representing atoms and 
molecules are a key input to the GCMC simulations. To enable an a priori design of adsorbents, the 
parameters used to calculate the interaction energies between adsorptive molecules, the surface groups 
and the pore walls should not be optimised for a particular adsorbent-adsorbate combination, but must 
be transferable across the whole group of HOIAs studied and thus compatible parameterisations for 
various adsorptive gases, surface groups and the silica structure must be available. 
	
2.3.6.1 	Crystalline materials 
The interaction parameters applied for models of crystalline microporous adsorbents we are 
studying. AIMePO-a and AlMePO-, are described in section 3.2.2. 
2.3.6.2 	Silica 
The Lennard-Jones parameters for the atoms in the silica, listed in table 2.3-7, were derived from 
the simulation of the adsorption of ethane in a simplified one-dimensional model pore of MCM-4 1 56 
The silicon and hydrogen atoms of the silanol groups are not represented as explicit Lennard-Jones 
sites as their dispersive interaction with the adsorbate is very weak, 82 and the contribution of these 
atoms can be included in the effective potential of the oxygen atoms. 56  The point charges at the 
positions of silicon and oxygen atoms were obtained from semi-empirical calculations for silica 
clusters and have been used before to simulate acetone in MCM-41 83  The model for silanol groups, 
shown in figure 2.3-19a, is rigid and rotates without explicit torsional barriers about the Si-O bond. 
Implicitly, the charge of the hydrogen atom causes resistance to torsion due to the interaction with 
partial charges of the atoms of the silica. 
The atomic coordinates of the amorphous silica walls is generated in kMC simulations of the 
synthesis which are described in section 4.3. As in the kMC run, the simulation cell is periodic in 
three dimensions and, in the case of the model MCM-41 materials, comprises a section of a single 
pore. Since the silica skeleton might contain micro-cavities that are not connected to the open pore 
space (and thus, in the corresponding real material, would not be accessible to the adsorptive 
molecules) the GCMC volume is restricted to the mesopore itself (see figures 2.3-4 and 2.3-18). The 
translation/rotation trials allow for the physically correct migration of the adsorbate molecules into 
accessible voids in the wall that lie outside this cylinder. 
a 
Figure 2.3-18. Schematic drawing of the simulation cell for MCM-41 -type structures. The 
cylinder represents the mesopore space, and a is the unit cell parameter. 
2.3.6.3 Organic surface groups 
The parameters for the silicon-carbon bonds for organic surface groups, shown in figures 2.3-19b to 
2.3-19e, are taken from the MM2 force field for silane compounds. 79 Bending of this bond is defined 
as the deviation from the direction of the Si-O bond of the silanol group that was originally at the 
position of the organic group. The parameters for the rest of the organic surface groups are taken from 
the OPLS all-atom 7585 and united-atom 74 ' 86 force fields. In the united-atom force field, the hydrogen 
atoms bond to CH beads of aliphatic chains or aromatic rings are represented as single pseudo atoms. 
Furthermore, aromatic rings are assumed to be planar and rigid . 8 ' For many atoms of the surface 
groups, the charges had to be adjusted to maintain neutrality of the simulation cell. The parameters 
used are listed in tables 2.3-3, 2.3-5, 2.3-4 and 2.3-6. To reduce computing time, torsional energy 
functions for different dihedral angles of a surface group with the same centre bond are combined to a 
single function. For example, there are four dihedral angles, C'-C-N-H', C'-C-N-H 2, C2-C-N-H' and 
C2-C-N-H2, that influence the rotation of a amino group in diaminophenyl, but because the bonds in 
the models for the aromatic ring and the amino groups do not bend, the four functions can be 
combined to one that describes the torsional barrier for rotation about the C-N bond. 
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Figure 2.3-19. Silanol group (a), phenyl group (b), aminopropyl group (c), aminomethyl group 
(d), and diaminophenyl group (e) attached to a silicon atom in the silica framework. 
The force fields used in the GCMC simulations are all non-reactive. This is important to note, for 
example, in the case of the adsorption of carbon dioxide in amino-modified silica adsorbents. Due to 
the basic characteristic of the amino group, a proton transfer from surface silanol groups to the amino 
group could lead to the formation of a carbonate-type species when carbon dioxide adsorbs. We 
assume however that, in the absence of water, the interaction between an amino head group and 
carbon dioxide is strictly physical. The fact that the experiments showed that aminopropyl-modified 
PMSs could be fully regenerated by degassing at 110 °C indicates that physisorption is predominant 
over chemisorption in this case. 
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Table 2.3-3. Lennard-Jones interaction parameters and point charges for surface groups. 
group site e,Jk8 [K] o, [nm] q, [80] ref.' 
silanol 0 185.0 0.3000 -0.533 83,56 
H +0.206 83 
phenylb C 55.86 0.3750 -0.120 
CH 55.38 0.3750 -0.100 74 
CH 55.38 0.3750 0 74 
CH 55.38 0.3750 0 74 
CH 55.38 0.3750 0 74 
CH 55.38 0.3750 -0.100 74 
aminopropyl CH, 59.409 0.3905 0.12 
CH, 59.409 0.3905 0.06 
CH, 59.409 0.3905 0.12 
N 85.589 0.33 -0.90 85 
H +0.36 85 
aminomethyl CH 2 59.409 0.3905 -0.140 
N 85.589 0.33 -0.90 85 
I-I +0.36 85 
diarninophenylb C 52.86 0.3750 -0.120 74 
CH 55.38 0.3750 -0.100 74 
C 35.24 0.3550 +0.180 85 
CH 55.38 0.3750 0 74 
C 35.24 0.3550 +0.180 85 
CH 55.38 0.3750 -0.100 74 
N 85.589 0.33 -0.90 85 
H +0.36 85 
al Some charges differ from the values in the corresponding reference to achieve neutrality of the simulation cell 
N The sequence of carbon atoms follows the aromatic ring. 
Table 2.3-4. Bond lengths for covalent bonds in surface groups. 
group bond / [nm] K/k 8 [KJpm 2 ] ref. 
silanol Si-0 0.16 84 
0-H 0.0945 a 86 
Phenyl Si-C 0.1865 a 79 
C-C 0.14 a 74 
aminopropyl Si-CH 2 0.188 a 79 
CH 2-CH 2 0.153 15.607 74 
CH,-N 0.1448 19.283 85 
N-H 0.1010 a 85 
aminomethyl Si-CH, 0.188 a 79 
CH 2-N 0.1448 a 85 
N-H 0.1010 a 85 
diaminophenyl Si-C 0.1865 a 79 
C-C 0.14 a 74 
C-N 0.134 a 85 
N-H 0.1010 a 85 
This bond length is fixed 
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Table 2.3-5. Bond angles and bending constants for bonds in surface groups. 
group bonds angle [} K/k, ;  [KP1 ref.' 
silanol Si-0-H 108.5 86 
phenyl 0-Si-C 0 . 01 5.29581 
Si-C-C 120 
CH-CH-CH 120 74 
aminopropyl 0-Si-CH 2 0 . 0c 
Si-CH,-CH, 112 9.519 86 
CH,-CH,-CH, 112 9.519 86 
CH 2-CH 2 -N 112 9.519 86 
CH 2-N-H 109.5 85 
H-N-H 106.4 85 
aminomethyl 0-Si-CH, 0.01 
Si-CH-N 112 
CH,-N-H 109.5 85 
H-N-H 106.4 85 
diaminophenyl 0-Si-C 0 .01 
Si-C-C 120 
C-C-C 120 74 
C-C-N 120 
C-N-H 109.5 85 
H-N-H 106.4 85 
a; Bond angles with no K value are not flexible. D  Some bond angles are not flexible despite bending parameters 
given in the corresponding reference to reduce the computational costs. '"The bending is defined as the deviation 
of the Si-C bond from the Si-OH bond of the silanol group that was substituted by the phenyl group. The bending 
constant K is derived from ref. 79. 
Table 2.3-6. Torsional parameters for surface groups. 
group dihedral angle VO FKI V, [K] V, [K] V, [K] ref. 
silanol 0-Si 0-H 0 0 0 0 
phenyl 0-Si CH-CH 0 0 0 0 79 
aminopropyl 0 3Si CH 2-CH, 0 0 0 0 
Si-CH, CH,-CH, 0 710.4 -136.4 1583.4 74 
CH 2-CH 2 CH 2-N 0 710.4 -136.4 1583.4 74 
H-C CH2-NH 2 0 0 0 0 
aminomethyl 0 1Si-CH 2 CH 2 0 0 0 856.4 
a 
Si-CH, NH 2 1321.7 -1220.7 186.1 -101.0 b 
diaminophenyl 0-Si CH-CH 0 0 0 0 
C1C NH 1963.4 0 -1963.4 0 
Sum of the torsional potential function for O-Si-CH 2-CH 2 for each of the three oxygen atoms bound to the 
silicon atom (CSiCC from ref. 79). Sum of torsional potential function for CH—CH, CH,-NH 2 for each 
hydrogen atom bound to the nitrogen atom. C)  Sum of torsional potential function for C-C N-H for both aromatic 
carbon atom and both hydrogen atoms. 
2.3.6.4 Ethane, nitrogen, oxygen, carbon dioxide, water 
The last group of species that have to be modelled in the simulations are the adsorptive fluids. The 
Lennard-Jones parameters, charges and the geometry of the molecules are given in table 2.3-7. 
The two-site ethane model used in this work is taken from the same reference as the Lennard-Jones 
parameters for the atoms of the silica walls. 56  The models for single component adsorption of nitrogen 
and carbon dioxide are optimised to reproduce the VLE of the pure bulk fluids. 
For the prediction of the VLEs of mixtures of carbon dioxide and nitrogen, the quadrupole of 
nitrogen cannot be neglected. 87 Therefore, for the simulation of the flue gas (see section 4.9), a set of 
potential parameters that includes the quadrupole moments of nitrogen, oxygen and carbon dioxide is 
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used, while in all other simulations only the quadrupole of carbon dioxide is represented explicitly. 
These parameters have been optimised for binary and ternary mixtures of nitrogen, oxygen, carbon 
dioxide and ethane. 63 
Some simulations with water were carried out in relation to the study of adsorption of flue gas in 
amino-modified PMSs. The model used was the TIP4P model, 88 which represents the thermodynamic 
properties of bulk water well. However, like all other models used, it is not a reactive model and does 
not reflect the formation of 0H or H30 ions. This has to be kept in mind for the simulations of 
systems which contain amino groups, water and carbon dioxide. 
Table 2.3-7. Lennard-Jones interaction parameters and point charges for silica atoms and 
adsorptive gases used in the GCMC simulation of adsorption. 
species site c, 11k 8 [K] o, mm] qj [9w] I [nm] ref. 
Silica' 0-)Si(-0) +1.2805 83 
(Si-)O(-Si) 185.0 0.2708 -0.64025 016b 56,83 
He He 10.9 0.2640 49 
N2c N 37.3 0.331 0109d 89 
C2H6 CH, 139.8 0.3512 0,2353d 56 
COIC 0 82.997 0.3064 -0.33225 0.1 I6le 93 
C 29.999 0.2785 0.6645 
N21 N 34.897 0.33211 -0.5475 0•10464d 63 
+1.0950 
02 0 43.183 0.31062 -0.3577 0.09699' 
 63 
+0.7154 
CO2 1 0 133.22 2.9847 -0.2703 
024176d 63 
C +0.5405 
H 20' H +0.52 0.096'  
0 78 3.15365 -1.04 0.015' 
' ) Charges of the silica structure have been adapted to achieve neutrality. '"Average separation between silicon 
and oxygen atoms. For single component adsorption. d)Separation  of the two Lennard-Jones sites of the model. 
e) Separation of the oxygen atoms from the carbon atom. ' For multi-component adsorption .63 9 ' Effective point 
charge at the centre of mass of the model. The quadrupole moment given in the reference was converted to 
effective point charges .68 h) Shift of the charge of the oxygen atom from the centre of the Lennard-Jones site 
towards the hydrogen atoms. '0-H-separation. The bond angle H-0-H is 109°. 
2.3.7 Validation of the GCMC code 
2.3.7.1 Reference programs 
In addition to the self-consistency of simulation results and general agreement with experimental 
results, several checks were carried out to ensure that the GCMC code works correctly and produces 
reliable results. Although it is not possible to guarantee that the code is error-free, we believe that we 
tested all relevant aspects of the simulations thoroughly. This section describes the most important 
tests carried out. 
To start with, the GCMC code was validated by comparing the results to those of two other, 
independently developed programs. One simulates the adsorption of ethane in an MCM-41 model 
pore 46 and the other simulates methane in a slit pore with graphitic walls. 90 The results in figure 2.3-20 













































Figure 2.3-20. Simulated isotherms generated with the GCMC code developed in this work 
and reference programs. Thick lines are isotherms of the reference programs, thin lines the 
results of this work. (a) Ethane in a MCM-41 pore at 265 K. (b) Methane in a graphitic slit 
pore of 0.762 nm in width at 298 K. 
2.3.7.2 Implementation of the Ewald summation 
The implementation of the Ewald summation is not straightforward and should be double checked 
thoroughly. The simplest test is suggested by Ewald himself 70, even though it aims at manual 
calculations. The result of the Ewald sum has to be independent of the convergence parameter if the 
real sum and the reciprocal sum are converged. This has been tested with various configurations of 
ions in simulation cells of different shapes. As an example, table 2.3-8 lists the results for a non-
rectangular unit cell. It shows that there is a range of parameters in which both sums converge and the 
result (-77745.8 10.20  J) is independent of the convergence parameter, indicating that the Ewald 
summation works correctly. 
Carrying out the calculation of the electrostatic potential using Coulomb's law as in equation 2.3-54 
yields (-77694.2 10.20  J). This is slightly different from the results of the Ewald sum, however this can 
be attributed to the fact that the Coulomb sum has not converged even though about 1012  image cells 
are taken into account into the summation. 
Another possibility to check the integrity of the code is to compare the results to those of other 
programs. The program presented in the molecular simulation summer school 2002 of the CCP59 ' 
seemed to be a reliable reference. For a system of 216 ions in a cubic simulation cell (the reference 
program is restricted to cubic cells), the code of this work yielded - 1132.3889 1020  J and the reference 
program returned -1132.3890 10 20 J. This is regarded as sufficient proof for the correct 
implementation of the Ewald summation. 
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Table 2.3-8. Check of the Ewald summation. For a non-rectangular simulation cell with 216 
ions the Ewald sum was calculated using different parameters. For each value of a, one 
calculation is made with N,=1 3 real space images and Nk=23468 reciprocal space vectors, 
and another one with N,=47 and Nk=68535. Comparison of the values returned for the real 
space sum 4 the reciprocal space sum 4 and the Ewald potential UE show which sums 
have converged for the smaller number of vectors (N,=13 and Nk=23468). The values of 
sums that are not converged are formatted grey. 1seIl  is the self term. 
a N, Nk L [lO-20J] .2, [10 20J] 2 1f [l0 20J] [10 20J1 
0.01585 13 23468 -75 145-0 7,63 0.0000 1530.3853 -766701 
0.01585 47 68535 -70343.5550 0.0000 1530.3853 -77873.9 
0.02512 13 23468 -74534.1729 0.0004 2425.5092 -76959.7 
0.02512 47 68535 -75383.0711 0.0004 2425.5092 -77808.6 
0.03981 13 23468 -73467.8381 0.2351 3844.2204 -77311.8 
0.03981 47 68535 -73911-1108 0.2351 3844.2204 -77755.1 
0.0631 13 23468 -71528.1306 3.0211 6092.8671 -77618.0 
0.0631 47 68535 -71651.1465 3.0211 6092.8671 -77741.0 
0.1 13 23468 -68069.9774 10.2472 9657.2938 -77737.0 
0.1 47 68535 -68.0093 10.2472 9657.2938 -77745.1 
0.1585 13 23468 -o2464.9007 27.9552 15308.7704 -77745.8 
0.1585 47 68535 -02404.9745 27.9552 15308.7704 -77745.8 
0.2512 13 23468 -53566.4484 95.3748 24274.7184 .77745.8 
0.2512 47 68535 -53566.4484 95.3748 24274.7184 -77745.8 
0.3981 13 23468 -39681.3597 456.0599 38520.4995 -77745.8 
0.3981 47 68535 -39681.3597 456.0599 38520.4995 -77745.8 
0.631 13 23468 -19702.5941 3 192. 163 7 61235.4150 -77745.8 
0.631 47 68535 -19702.5941 3192.2093 61235.4150 -777458 
I. 13 23468 -3293.3551 23068.2579 97683.6310 -77908.7 
1. 47 68535 -3293.3551 23230.1254 97683.6310 -77746.9 
1.585 13 23468 47.2734 7)564.0642 156429.5119 -84912.7 
1.585 47 68535 -47.2734 77782.5213 156429.5119 -78694.3 
2.512 13 23468 -0.0019 120384.3954 250509.1037 -130124.7 
2.512 47 68535 -0.0019 151341.8348 250509.1037 -99167.3 
3.981 13 23468 0.0000 150030.8585 399859.9790 -249829.1 
3.981 47 68535 0.0000 210600.6855 399859.9790 
2.3.7.3 Bulk water 
A basic check for the performance in the case of a highly polar fluid has been carried out by 
simulation of bulk water at 100 kPa and 293 K, 373 K und 393 K, using the TIP4P model for water in 
a cubic periodic simulation cell of 2 nm length. At 293K, spontaneous condensation is observed. This 
run did not equilibrate fully, but the density reached 950 kg/M3  with increasing trend when the run 
was cancelled. Then, at 373 K, the liquid water did not evaporate spontaneously, which was expected 
due to the hysteresis observed in GCMC simulations of subcritical fluid. Further increase of the 
temperature to 393 K resulted in evaporation. These results are in agreement with the expectations for 
the GCMC simulation of water. 
2.3.7.4 CBMC tests 
The implementation of the CBMC algorithm was tested by simulation of carbon dioxide and ethane 
as flexible chains. These di- and tn-atomic species were chosen because their adsorption behaviour is 
well understood and simulated and they can be modelled as small chains. That is, the centre carbon 
atom and one of the two CH 3 groups are one bead, which is connected by a bond that can bend freely 
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to the second bead which represents the remaining atonis of the molecule. This is illustrated in figure 
2.3-21 above the isotherms. The free bending in the CBMC model corresponds to free rotation in the 
rigid-molecule representation. The beads of the carbon dioxide model are not neutral. The isotherm 
given for carbon dioxide is from the simulation in a MCM-41 material at 263 K and agrees well for 
the conventional and the CBMC model. The isotherms for ethane are for the bulk fluid in a cubic 
simulation cell of 2.5 nm length at 273 K. As explained in section 2.3.4.6, in the GCMC simulation 
the condensation and evaporation branches form a hysteresis loop enclosing the equilibrium transition. 
Interestingly, the hysteresis loop is slightly wider with CBMC than with the rigid-molecule 
representation of ethane, even though the number of accessed configurations is similar (resulting from 
a higher acceptance rate in the CBMC run but a lower number of blocks). 
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Figure 2.3-21. Simulated isotherms generated with conventional GCMC (thick lines) and with 
CBMC GCMC (thin lines). The conventional and the two-bead CBMC model are illustrated 
above the isotherms. (a) Carbon dioxide in a MCM-41 pore at 263 K. (b) Bulk ethane at 
273 K in a cubic periodic simulation cell with a length of 2.5 nm. The dotted line indicates the 
equilibrium transition. 92 
A different check for the CBMC implementation is the observed bond angle distribution of the 
chain molecules. This test should be carried out for every model to make sure that the definition of the 
flexible bonds is correct. As examples, figure 2.3-22a compares the distribution of the C-C-C-C 
dihedral angel of this work and of reference 74 and figure 2.3-22b shows that all angles C-C-C in the 
TraPPE iso-butane model are equally distributed, even at high temperatures. Deviations between the 
distributions of the C-C-C angles would indicate a problem with branched chains in the CBMC 
routine. 95 
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Figure 2.3-22. Bond angle distributions. (a) Distribution of the dihedral angleC-C-C-C in the 
OPLS-UA model for n-butane from this work (circles) and from reference (lines) at 298 K. 
(b) Distributions of three bond angles C-C-C in the TraPPE model of iso-butane at 1000 K. 
2.3.7.5 GCMC volume 
As mentioned in section 2.3.4.1, the GCMC volume in which the creation and destruction trials are 
performed can be smaller than the simulation cell. To test if the volume outside the GCMC volume 
equilibrates sufficiently with the given displacement in the translation trials and length of the run, 
isotherms of ethane in MCM-41 at 263 K have been computed with various diameters of the 
cylindrical GCMC volume (see figure 2.3-23a) and without restriction of the GCMC volume. The 
resulting isotherms in figure 2.3-23b shows that the minimum diameter for the cylinder that does not 
show significant deviation from the simulation with unrestricted GCMC volume is 2.8 rim. That is, for 
the pore size of the simulated system, a diameter greater than 2.8 nm is sufficient to reach equilibrium 
within the runtime of the simulations, while for smaller diameters the maximum allowed run time is 
too short to equilibrated the pore volume outside the GCMC volume by translational/rotational MC 
trials. 
The diameter in the actual simulation runs with this model was 3.25 nm, thus sufficiently large. 
Furthermore, the fact that the results for diameters greater than 2.8 nm are very similar indicates that 
the fraction of the porosity that is not open to the mesopore space is small. 
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Figure 2.3-23. (a) The MCM-41 model and different diameters of the GCMC volume. The 
thick circle is the smallest diameter that yields a correct isotherm with the used simulation 
parameters. (b) Isotherms obtained from the simulations with different diameters of the 
GCMC volume. The diameters are 1.6 nm (circles), 2.0 nm (squares), 2.4 nm (triangles), 
2.8 nm (crosses), 3.2 nm (crosses), 3.6 nm (crosses), 4.0 nm (crosses), and the reference 
run without restriction of the GCMC volume (thick line). 
2.3.7.6 Integrated potentials 
This section contains the evaluation of the performance of the integrated Lennard-Jones potentials 
derived in section 2.3.5.2. It compares the simulated adsorption isotherms and the simulation 
performance of runs with the integrated representation of one ore more layers of atoms to that of runs 
with all-atom models of the adsorbents. 
Spherical shells with three layers of oxygen sites were tested in simulations of ethane at 263 K. 
This model has been used before for the cavities of SBA-2. 96 Four models with three layers of oxygen 
sites were generated, which are depicted in figure 2.3-24. The first model consists of explicit layers 
only, while the other three have one to three layers of explicit atoms replaced by integrated spherical 
potentials. 
The obtained isotherms in figure 2.3-25a show clearly that there is no significant influence of the 
simplified layers, as long as the innermost layer is represented by explicit sites. This reflects that the 
morphology of the surface that is in direct contact to the adsorptive molecules governs the adsorption 
at low loadings. 
As expected, the performance of the simulations improves with the number of integrated layers in 
the model. Figure 2.3-25b is a plot of the simulation run time as a function of the pressure for each 
model. It shows that the model with one explicit layer (the fastest one that yields the correct isotherm) 
requires only 50 % of the CPU time of the fully explicit model. The plots also show that the pressure 
range around the pressure where pore filling occurs is computationally the most expensive one, due to 
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Figure 2.3-24. Model spherical cavities with (a) three layers of explicit atoms (with adsorbing 
ethane molecules), (b), two layers of explicit atoms and one integrated layer, (c) one layer of 
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Figure 2.3-25. Influence of the integrated spherical potential on the isotherm (a) and on the 
simulation time (b). The thick, thin, dashed and dotted curves correspond to the models with 









To test the influence of the integrated potential for plane layers, the adsorption of nitrogen in 
infinite graphitic slit pores as illustrated in figure 2.3-26a has been simulated. The results for the 
spherical-shell potential showed that the surface layer should always be represented by explicit atoms. 
Therefore, the model consist of a single integrated layer which is covered by a layer of explicit atoms 
on each side. The isotherms obtained with the integrated layer compared to that obtained with an all-
atom representation of all layers are almost identical (see figure 2.3-26b). The achieved CPU time 
savings, however, lie below that for the integrated spherical shells because only one third of the 
explicit atoms are replaced. Yet, for large computing tasks like the generation of isotherms for the 














0 	01 	0.2 	0.3 	0.4 	0.5 
Pressure [kPa] 
Figure 2.3-26. (a) Unit cell with a pore wall consisting of three layers of graphite. The outer 
layers are composed of explicit atoms while the middle layer is represented by a planar 
integrated potential. The unit cell is periodic in three dimensions, giving parallel, infinite slit 
pores of 2 nm in width. (b) Isotherm of nitrogen at 77 K adsorbing in the 2 nm slit pore model 
with an integrated representation of the middle graphite layer (symbols) and with an explicit 
atoms representation for all three layers (line). 
2.3.7.7 Butane in SBA-2 
This thesis focuses on MCM-4 1-type PMSs, however in the course of the overarching project, some 
work was done on the PMS SBA-2. The pore structure of SBA-2, illustrated in figure 2.3-27, consists 
of spherical cavities that are interconnected by four necks . 29 For standard synthesis conditions with 
calcination at 550 0C29  the diameter of the cavities is about 4.6 nm in diameter, 96 and that of the necks 
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Figure 2.3-27. Representation of the structure of a single unit cell of SBA-2. (a) The grey 
solid represents the silica wall. (b) The pore volume represented as solid, silica walls 
invisible (Inversion of (a) shows the hexagonal stacking of the spherical cavities more 
clearly). 
Interestingly, the unit cell size, and accordingly the pore size, decreases with increasing calcination 
temperature .15  This is reflected clearly by the capacities for n-butane and iso-butane, which are 
evident in the adsorption isotherms shown in figures 2.3-29a and b. 45 The extracted SBA-2 (pore 
templates removed by extraction) adsorbs equal amounts of n-butane and iso-butane. However, the 
porosity of SBA-2 calcined at 550 °C that is accessible to iso-butane is significantly smaller than that 
accessible to n-butane. This trend continues for higher calcination temperatures, up to 900 °C at which 
neither iso-butane nor n-butane are adsorbed in significant amounts. The conclusion from these 
findings is that also the free diameter of the necks changes with calcination temperature. Between 
550 °C and 800 °C, the diameter of the necks lies in a range that allows for molecular sieving of 
n-butane/iso-butane mixtures. The difference in collision diameters of n-butane and iso-butane 
becomes clear from the molecular structures, shown in figure 2.3-28. 










Figure 2.3-28. Chemical structure of n-butane (a) and iso-butane (b). 
This creates interest in a percolation analysis of the SBA-2 materials, as already carried out based 
on nitrogen and ethane adsorption data, 96 however, this time using the adsorption of butane isomers. 
As a preparation for this, the adsorption of iso-butane and n-butane in SBA-2 has been simulated. 
Some of these simulations have been included into this thesis because they serve as a test for the 
simulation of chain molecules with the GCMC code developed, and also highlight some important 
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Figure 2.3-29. Experimental isotherms of n-butane (a) and iso-butane (b) at -5 QC in SBA-2 
samples treated at different temperatures. The different samples are extracted (thick line), 
and calcined at temperatures of 550 K (thick, dashed), 700 K (thin), 800 K (dashed), 900 K 
(dotted) . 45 
The model used for SBA-2 is simply a single spherical cavity, confined by three regular layers of 
oxygen atoms representing the silica wall. The relatively small contribution of the silicon atoms to the 
total dispersive interaction is taken into account implicitly by the interaction potential used for the 
oxygen atoms. 56 As demonstrated in section 2.3.5.2, the outer two layers of oxygen atoms can be 
represented by a spherical integrated potential as indicated in figure 2.3-24c to reduce the 
computational requirements of the numerous GCMC simulations that are necessary for the PSD 
analysis. The necks connecting the cavities in SBA-2 can be neglected without significant impact on 
the simulated isotherms since their volume contributes only about 3 % to the total pore volume of 
SBA-2 from geometrical analysis. 
For the representation of the butane isomers, two united-atom force fields were considered, which 
are summarised in table 2.3-9. All-atom force fields were not taken into consideration because the 
high number of atoms to be taken into account limits the size of the systems that can be simulated. 
Table 2.3-9. United-atom force fields for alkanes. 
force field parameters fitting compounds fitting properties 	reference 
Optimised Potential 
for Liquid Simulation Lennard-Jones n-butane Heat of vaporisation 74  (OPLS) Torsion iso-butane Liquid density
Transferable Potential Lennard-Jones ethane Critical point for Phase Equilibria Torsion 78 
(TraPPE) Bending n-octane Coexistence densities 
The TraPPE force field seems to be more capable since it includes bending of carbon-carbon bonds. 
Also the parameterisation using the densities of coexisting liquid and gas phases seems to be well-
suited for the simulation of adsorption. However, the OPLS is parameterised using n-butane and iso-
butane, which the TraPPE force field is not. Thus to identify which force field performs better, test 
runs were carried out for butane in a 4.6 nm cavity (corresponding to the mean pore size of the real 
material 96)  using each of the two force fields. The results are plotted in figure 2.3-30a. It shows that 
especially the pore filling step is reproduced much better by the OPLS. The pore filling in the TraPPE 
run occurs at significantly higher pressures than in the experiment. This coincides with findings of 
studies of VLE, 9798 which show systematic deviation from experimental data in the simulated vapour 
pressures of conventional UA models of alkanes. Figure 2.3-30b shows the isotherms for iso-butane 
under the same conditions. The data for the TraPPE are omitted since also for iso-butane it reproduces 
the experimental isotherm only poorly. The OPLS model for iso-butane, however, again agrees well 
experiment. Note that the less steep slope of the experimental isotherm is due to the pressure 
difference between the pressure points before and after pore filling. 
The above results show how important the parameterisation of the models is to the GCMC 
simulation of adsorption. And it is also evident that with the right models very good agreement with 
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Figure 2.3-30. Isotherms of n-butane (a) and iso-butane (b) in SBA-2 at 268 K: experimental 
data ( ), simulation using the OPLS ( ) and (for n-butane only) simulation using the 
TraPPE( ). 
3 Microporous Adsorbents 
3.1 Introduction 
The first group of HOIA materials to be studied in this work are microporous adsorbents. We focus 
on the aluminium methyiphosphonate polymorphs a and P (A1MePO-(x and AlMePO4) which were 
first reported by Maeda et a1. The phases are polymorphs of the composition Al 2 (P03CH3)3, and 
possess hexagonal arrays of one-dimensional pores, with free diameter of around 0.65 nm, lined with 
methyl groups. The hydrothermal synthesis of AlMePO-P is strongly favoured in the presence of 1,4-
dioxane, which can be removed from the pores after synthesis by thermal treatment. AIMePO-a, 
although the more stable polymorph, is difficult to synthesise directly by hydrothermal methods in 
bulk quantities, but it can be obtained by thermal treatment of AIMePO-13 in the presence of water.' °° 
The unusual architecture and chemistry of these solids have been the object of several studies by 
different research groups. Knowledge of the structures has been further refined by high-resolution 
neutron powder diffraction' ° ' and the dynamics of the methyl groups has been analysed by 
2 j NMR.' ° ' The obtained atomic coordinates are listed in appendix C. l. Also, the water-catalysed 
thermal reconstruction from AlMePO-P to AIMePO-& °° and the role of the template, I ,4-dioxane, 
during the synthesis 102  have been investigated in detail. Thus, these solids are among the most 
thoroughly structurally characterised microporous, hybrid, organic-inorganic materials. 
Despite the similar structure of the polymorphs, the materials exhibit radically different adsorption 
properties. The adsorption isotherm of N 2 on AlMePO-P is of IUPAC type I with only one plateau at 
the maximum loading, while the N 2 isotherm on AIMePO-cz at 77 K exhibits an additional plateau at 
one third of the maximum loading. The observed mass uptake of N 2 in AIMePO-a is greater than that 
of AlMePO-3. In contrast, in the case of adsorption of CO 2 at 196 K, the mass uptake of AlMePO-
exceeds that of AIMePO-a. 
Understanding the reasons for the significantly different adsorption properties of these structurally 
very similar adsorbents will be useful in the design of novel microporous materials with very specific 
adsorption properties. One possible application is discussed in section 3.4. 
3.2 Simulation of adsorption in AIMePO 
3.2.1 GCMC and CIVIC simulations 
We simulated adsorption using the GCMC method described in detail in Section 2.3. Adsorbate 
loadings of special interest were studied in more detail in separate Canonical Monte Carlo (CMC) 
runs, where the temperature and the number of adsorbate molecules are kept constant throughout the 
run. The data collected in the CMC runs yielded more detailed statistical information, such as 
distributions of molecular locations and orientations. 
Since the simulation cells comprised multiple unconnected pores, the jump trial (see section 
2.3.3.2) was used to facilitate equilibration between them. This would be impossible in CMC 
simulations without the jump move because there is no destruction or creation of molecules and the 
displacement of the standard translation/rotation trial is too small to cross the wall to a neighbouring 
pore. As explained in section 2.3, equilibration was determined by applying Spearman's Rank-Order 
Correlation Coefficient 65 to the sequence of block averages over 20,000 trials each. During the 
sampling phase of the run, the size of the confidence interval was tested after each trial, and the 
sampling was finalised when it was sufficiently small. This resulted in 0.22- 106  to 1.6.106  trials per 
pressure point in total. The length of the CBMC runs was fixed to 2.106  trials. 
The CBMC algorithm (see section 2.3.3) was applied to nitrogen, oxygen and carbon dioxide 
molecules to reduce the number of trials necessary to find acceptable orientations of the molecules in 
the micropores which have a diameter in the order of magnitude of the length of the adsorbate 
molecules. 
3.2.2 Molecular models 
3.2.2.1 AIMePO-a and AIMePO-13 
The atomic co-ordinates, which are an input to the MC simulations, were determined by 
combination of neutron diffraction experiments and 2H NMR calculations by Carter et al. for 
AlMePO-3 10 ' and by the group of Wright for AIMePO-a. 103 Refer to appendix C. I for a table with the 
crystallographic data. The values for the partial charges of the atoms in the AIMePOs were kindly 
provided by Paul Cox.' 07 
The positions of the atoms of the model adsorbent, including the methyl groups, are kept fixed 
throughout the simulation. This is justified, since extrapolation of previous wideline deuterium NMR 
experiments on the perdeuterated AlMePO- ° '' °3 indicate that, while the methyl group is rotating, or 
clicking, rapidly at 77 K (at Ca. 40 kHz), the measured activation energy of rotation (10 kJ/mol) will 
result in the group spending most of its time in its energy minimum position, which is the position 
measured at 5 K by neutron diffraction. 104 At higher temperatures, the activation energy of the rotation 
is overcome with a higher probability (according to the Boltzmann factor), but since it is more than 
one order of magnitude greater than the intermolecular dispersive interactions of nitrogen and oxygen, 
the assumption of static methyl groups should still be valid for temperatures up to 150 K. 
The crystallographic elementary cell (EC) of AIMePO-a is conventionally described in the trigonal 
space group P3 I  with unit cell a = 1.3995 nm and C = 0.8531 nm and contains one uni-dimensional 
channel. AlMePO-0 crystallises in the space group R3c with a unit cell a = 2.4650 nm and 
C = 2.5299 nm. 99 Note that the EC of AlMePO-p has roughly 12 times the size of the EC of AIMePO-
a. The periodic hexagonal simulation cells for A1MePO-a and AlMePO-3 consist of 2 x 2 x 3 and 
I x I x 1 crystalline ECs, containing four and three uni-dimensional channels, respectively, as shown 
in figure 3.2-I. This gives a size of approximately 2.5 nm in all three directions of the crystal lattice. 
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Figure 3.2-1. View in the z-direction of the simulation cells for AIMePO-ct (a,c) and AIMePO- 
(b,d). The upper pictures show the bond configurations in a ball-and-stick representation 
and the lower pictures show the collision diameters of the atoms. (e) Colour coding for the 
atoms. 
The Lennard-Jones parameters of the Al, P and 0 atoms are fitted to the heat of adsorption of argon 
in A1PO4-5.' °5 The methyl groups are represented as single Lennard-Jones sites, adapted from the 
AUA-FF for alkanes, 97 combined with four point charges that are situated at the positions of the C 
atom and the three H atoms. The original Lennard-Jones diameter of the methyl groups in the 
AUA-FF of 0.36072 nm was altered to fit the results of the simulations to the experimental isotherm 
of N2 in AIMePO-a. The simulations are very sensitive to this parameter as a change by only 0.25 % 
significantly changes the features of the isotherm obtained from GCMC calculations. The partial 
charges are from Cox, who carried out quantum mechanical optimisations using the CASTEP code 
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(version 4.2).1007  Exchange and correlation energies were treated using the LDA approximation 
extended to take into account density gradients via the generalized gradient approximation (GGA). A 
kinetic energy cutoff of 260 eV was used, and ultrasoft potentials were used to represent the 
corevalence electron interactions. Geometry optimizations were performed with fixed lattice 
parameters and full relaxation of the internal coordinates. Convergence criteria of 0.2 10 eV/atom for 
the total energy, 10' 4 nm for the root mean square displacement of atoms, and 0.05 eV/atom were 
imposed. 106.107 
3.2.2.2 Adsorbates 
The adsorptive molecules are represented by AA models that consist of Lennard-Jones sites to 
account for dispersive interactions and point charges to account for the quadrupole moments (non-
zero for both species). Since in the process of adsorption the adsorbate is present in the pores in both 
low-density (gas-like) and high-density (liquid-like) states, we chose the elementary physical model 
(EPM) for CO2 and the model from the TraPPE force field for N 2, which are both fitted to reproduce 
the liquid vapour equilibrium of the pure fluids . 93 ' °8 The charges are located at the atom positions and 
at the centre of the N N-bond. For comparative purposes, the adsorption of N 2 was simulated using 
the Sq model with five point charges, which has been fitted with a focus on solid state properties of 
crystalline N2.' °9 The intention was to investigate if the TraPPE model, which is not optimised for 
solid phases, is sufficient for the simulation of the very regular and dense arrangements of N2 in 
AIMePO-cc. The parameters used in this work are given in table 3.2-I. 
Table 3.2-1 Lennard-Jones parameters, partial charges, and geometric parameters used in 
the simulations. 
species site o[nm] Ek, 	[K] q [eo] ref. 
AlMePO-a,f Al +2.19 107 
P +2.30 107 
O 0.2655 128.13 —1.15 105,107 
CH 3 a 0.371 120.15 97 
C —1.21 107 
H +0.30 107 
N2   N 0.331 36.0 —0.482 108 
Q +0.964 108 
N2 c N 0.331 36.0 +5.2366 109 
Q —2.3794 109 
Q —4.0469 109 
CO2   C 0.279 82.00 +0.6645 93 
O 0.306 29.00 —0.33225 93 
a  The centre of the CH 3 Lennard-Jones site is shifted by 0.02158 nm from the position of the carbon atom, away 
from the binding phosphor atom. The Lennard Jones-diameter or has been adjusted. b  The nitrogen atoms are 
separated by 0.11 nm. C  The nitrogen atoms are separated by 0.1098 nm and the outer charges Q are separated by 







0 	 5 
3.3 Results and Discussion 
3.3.1 N 2 in AIMePO-a 
To investigate the sensitivity of the results of the simulations to the Lennard-Jones parameters used 
for the methyl group, the adsorption isotherms obtained for three different Lennard-Jones diameters of 
the methyl group are depicted in figure 3.3-1, together with the experimental isotherm. A diameter of 
0.371 nm gives a result close to experimental values, reproducing the additional step in the isotherm. 
Reducing the diameter by Ca. i % to 0.367 nm results in a pore filling at lower pressures and an 
IUPAC type I isotherm, missing the additional step. An increase of Ca. I % to 0.375 nm gives a 
stepped isotherm, but the rise to the second plateau occurs at twice the pressure as in the experiment 
and is less steep. In the remainder of this work only the value of 0.371 rim, which reproduces the 
hysteresis and the two plateaux correctly, is used. It should be noted that we believe that the hysteresis 
is due to the very slow equilibration in the region of the step, in the experiment as well as in the 
simulation, and that very long equilibration time yielded identical adsorption and desorption branches, 
i.e. no hysteresis. 
Pressure [kPa] 
Figure 3.3-1. Adsorption branch of the experimental isotherm of N 2 on AIMePO-cx at 77 K 
(thick line) and the results of GCMC simulations with different Lennard-Jones diameters for 
the model of the methyl groups. The diameters are 0.367 nm ( ), 0.371 nm ( ) and 0.375 nm 
( ). 
Figure 3.3-2 shows the adsorption and desorption branches of the experimental and the simulated 
isotherms of N 2 on AIMePO-a using the 5q model. 109 This model reproduces the hysteresis loop better 
than the TraPPE model' 08 while the results for lower and higher pressures are identical for the two 
models, within the accuracy of the calculations. The optimal size of the methyl group is the same for 
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below, gives the same results for both models. This indicates that the charge distribution has less 
influence on the adsorption behaviour than the geometry of the molecules, since the Lennard-Jones 
parameters are the same and the distance between the N atoms is almost the same. Thus we consider 
the simpler TraPPE model for N 2 as sufficient for the purpose of this work. 
Pressure [kPa] 
Figure 3.3-2. Adsorption branch (A) and desorption branch (B) of the isotherm of N 2 on 
AlMePO-c at 77 K. Thick lines are the experimental data and thin lines with symbols are the 
corresponding results of the simulation using the 5q model 109 for N 2 molecules. The dashed 
horizontal lines indicate mass uptakes corresponding to loadings of two, four, and six N 2 
molecules per EC of AIMePO-a. 
The good agreement in the maximum amount adsorbed indicates that the quality of the real material 
is high, and most of the theoretically expected pore volume is accessible. The first plateau of the 
isotherm occurs at a loading corresponding to Ca. two N2 per EC of the A1MePO-a crystal. The 
second step in the adsorption branch reaches the maximum capacity which corresponds to six N 2 
molecules per EC. Maeda et at. have observed this experimentally, explaining it as the effect of a 
packing transition from one-dimensional packing of two N 2 molecules per EC along the pore channels 
to a much denser arrangement of two layers of three parallel N 2 molecules per EC. 99 
The CMC simulations used to study the configurations of N 2 molecules at different loadings show a 
relatively disordered one-dimensional distribution of adsorbate molecules at a loading of two N 2 
molecules per elementary cell (EC) (figure 3.3-3a). At a loading of six N 2 molecules per EC a highly 
ordered structure is formed with two distinct layers of three molecules each in every EC (figure 
3.3-3c). Figure 3.3-3b shows a typical configuration for intermediate loadings around four N 2 
molecules per EC, which is a stacking of layers of one, two and three N 2 molecules. In the layers with 
two N2 molecules, the molecules arrange very similarly to those in a layer of three N 2 molecules, at an 
angle of about 400  to the z-axis and with one nitrogen atom pointing into the gap between the methyl 
groups on the pore wall. In contrast to the parallel arrangement of molecules in the same layer as 
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proposed by Maeda99, the tilted orientation of N 2 molecules implies a favourable configuration of the 
quadrupoles of the neighbouring molecules. In terms of the point-charge representation of the 
quadrupole, this means that for each N 2 molecule in the same layer the positive charge in the middle 
of its N-N-bond is situated near a negatively charged nitrogen atom of one of the two adjacent N 2 
molecules. 
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Figure 3.3-3. Snapshots and representations of the distribution of N 2 molecules inside the 
pores of AIMe P0-a at 77 K at an average loading of (a) two N 2 molecules per EC, (b) four N 2 
molecules per EC, and (c) six N 2 molecules per EC. The dashed horizontal lines in the 
snapshots indicate the length of the EC of AIMePO-a. The plot below each snapshot is a 
projection of the position of nitrogen atoms along the pore on the x-y-plane. The spacing of 
the grid in the x-y-plot is 0.1 nm. The plot to the right of each snapshot shows the density 
distribution of nitrogen atoms along the pore, i.e. along the z-axis. Variations in the height of 
the peaks in the latter are mainly due to the positioning of the 0.01 nm intervals on the z-axis 
used for the calculation of the distribution. 
Figure 3.3-4a illustrates how regular the molecular arrangement is at maximum loading. The 
position and orientation of the adsorbate molecules in the equivalent positions is almost identical in 
each EC. One N atom points into the nearest gap between the methyl groups, allowing the other N 
atom to be near the triple bond of a neighbouring N 2 molecule, thus giving a favourable orientation of 
the quadrupole. Subsequent layers show alternating orientations, which again is a favourable 
arrangement of the quadrupoles of the molecules. Figure 3.3-5a shows how the molecular orientations 
are reflected in the distribution of the angle between the axis the N 2 molecules and the axis of the 
channel. In an isotropic bulk fluid without any preferred orientations, the distribution of angles has a 
sinusoidal form. At low loading of N 2, the molecules orientate themselves freely and the distribution 
of angles is close to that of an isotropic fluid. However, for higher loadings, the angle distribution 
becomes more and more biased towards angles of Ca. 400•  At maximum loading, the distribution 
deviates strongly from the isotropic case. Most molecules Orientate themselves at an angle of ca. 40 0 
towards the axis of the channel, while the distribution approaches zero for angles around 90°. 
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Figure 3.3-4. Snapshots showing the arrangement of N 2 molecules at maximum loading at 
77 K in AIMePO-a (a) and AlMePO-3 (b). For clarity, the CH 3 groups are shown as ball-and-
stick models and Al, P and 0 atoms of the adsorbents have been omitted. 
The adsorbed molecules are not always distributed evenly across all pores. The analysis of CMC 
runs of different, constant loadings between 1/6  and 6 N 2 per EC over four simulated pores suggests 
that a loading of Ca. two N 2 per EC is a favourable configuration. The simulations showed that at 
loadings below two N 2 per EC the distribution of the adsorbate molecules across the four pores is very 
uneven. Some pores reach the more stable loading of two N 2 per EC while others still contain less 
than half of that amount. Increasing average loading over all pores to two N 2 per EC results in an even 
distribution of the adsorbate molecules across the four pores. This state corresponds to the first plateau 
observed in the isotherm on N 2 on AIMePO-a. A further increase in the average loading results in 
some pores still containing two N 2 per EC, while others have already reached a loading of four N 2 per 
EC. At the maximum amount adsorbed of six N 2 per EC, the loading is (of course) exactly six N 2 per 
EC in all pores. Presumably, the observations described here are influenced by finite-size effects of 
the periodicity of the simulation cell. Likely, in the real material there will be an equilibrium of 
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Figure 3.3-5. Distribution of angles between the axis of the adsorbed molecules and the axis 
of the pore channel for (a) N 2 in AIMePO-a at 77 K. (b) CO 2 in AIMePO-a at 196 K, (c) N 2 in 
AlMePO-P at 77 K, and (d) 002 in AlMePO-P at 196 K. The symbols , and designate 
low, medium and high loading, respectively. The loadings are 2, 4, and 6 N 2 per EC for (a), 
1, 1.3 and 2 002 per EC for (b), 24, 48, and 60 N 2 per EC for (c), and 9, 27, and 36 002 per 
EC for (d). The grey line indicates the sinusoidal distribution expected for an isotropic fluid. 
The steric compatibility between AIMePO-a as the adsorbent and N 2 as the adsorbing gas is what 
creates these stable configurations and the corresponding steps in the adsorption isotherm. Making 
small changes to either the adsorbent or the adsorptive destroys the compatibility and the features in 
the adsorption isotherm vanish. The experimental and simulated adsorption isotherms of N 2 on 
AlMePO-3 at 77 K and those of CO 2 on both AIMePO polymorphs at 196 K are shown in figures 
3.3-6 and 3.3-7. Even though the structure of AlMePO-P is very similar to that of AIMePO-a, the 
adsorption branch of N 2 in AlMePO-P shows only a very small step in the experimental isotherm, 
which is reproduced in the GCMC simulation at slightly higher pressure. However, the change in the 
amount adsorbed across the step is very small compared with the total amount adsorbed, and barely 
exceeds the uncertainty of the simulated data. The adsorption isotherms of CO 2 in both polymorphs 
are clearly of the IUPAC type I - the usual type for adsorption in microporous materials - without any 
indication of a packing transition like the one in the isotherm of N 2 on AIMePO-a exhibits, despite the 






Figure 3.3-6. Experimental (line) and simulated (symbols) adsorption isotherms of N 2 on 
AlMePO-0 at 77 K. The simulations differ in the Lennard-Jones diameter for the model of the 
methyl groups: 0.371 nm which reproduces the adsorption of N 2 on AIMePO-a most 
accurately ( ), a Ca. 1 % smaller value of 0.367 nm ( ), and a Ca. 1 % bigger value of 
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Figure 3.3-7. Adsorption isotherms of CO2 at 196 K on (A) AIMePO-a and (B) AlMePO-. 
Experimental data is represented by lines and results of GCMC simulations by symbols. The 
result of the of simulation of CO 2 on AlMePO-f (B) has been scaled by a factor 4 = 0.85. 
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3.3.2 N2 and CO2 in AIMePO-cx and in AIMePO-13 
The amount of N2 adsorbed in AlMel?O-P measured experimentally is about half the amount 
predicted by GCMC simulations, so a scaling factor 4) = 0.6 is applied to the simulated isotherm in 
figure 3.3-6. In contrast, the simulated and experimental uptake of CO 2 agree better with 4 = 0.85. 
We attribute this difference to part of the pore volume being inaccessible to N 2 molecules. This is 
physically plausible as N 2 has a slightly greater diameter (at right angles to the axis of the molecule) 
than CO 2 . In addition, because the N 2 experiment was carried out at a much lower temperature (77 K 
vs. 196 K) the N7 molecules have less kinetic energy to overcome diffusional barriers. Similar effects 
have been observed for the adsorption of ethane and N 2 in mesoporous silica with cavities that are 
only accessible via necks in the micropore size range. 96 
From figure 3.3-5c it can be seen that in contrast to AIMePO-a, in AlMeP0-P N 2 tends to pack 
anisotropically, independent of the loading. The distribution of the angle between the adsorbate 
molecule and the channel axis shows a maximum around 60° at all loadings. It is, however, less 
pronounced than the maximum of the distribution in AIMePO-a at high loading which is shown in 
figure 3.3-5a. Snapshots of configurations of N 2 molecules in both polymorphs at maximum loading 
are depicted in figures 3.3-4a and 3.3-4b. In AlMePO-P the stacking of layers of three molecules is 
disturbed every 4th  layer by one layer that contains only a single N 2 molecule. The layers with three 
molecules appear to be less ordered than in AIMePO-a and there is no indication of a packing 
transition of N 2 in AIMePO-ft 
The isotherms of CO 2 on both polymorphs are of similar shape (see figure 3.3-6b). The GCMC 
simulation of the adsorption of CO 2 on AIMePO-a underestimates the experimental adsorption while 
it overestimates the adsorption of AIMePO-13 by 10 %. Taking into account that the potential 
parameters used for the adsorbent are fitted to the adsorption isotherm of a different adsorptive - N 2 - 
this is a reasonable agreement between experiment and simulation. 
The distributions of the angles between the axes of the CO 2 molecules and the axis of the pore 
channel in AIMePO-a and AIMePO-13 are shown in figures 3.3-5b and 3.3-5d. For all loadings of CO 2 
in AIMePO-cc, the angle distribution (figure 3.3-5b) shows little deviation from the isotropic 
sinusoidal shape. With small amounts of CO 2 adsorbed in AlMePO- (figure 3.3-5d), the molecules 
are arranged parallel to the axis of the pore. With increasing adsorption, however, the angle 
distribution changes and approaches the isotropic shape. This is in contrast to the orientation of N 2 
molecules in AIMePO-ix, which is isotropic at low loadings and anisotropic at high loadings. 
The analysis of simulation snapshots show that at low loadings the CO 2 molecules, which have 
stronger polarity than N2 molecules, are influenced significantly by the electric field of the surface of 
the adsorbent and adsorb preferentially with the C atom near a pair of 0 atoms of the wall structure. 
This results in an orientation almost parallel to the axis of the pore. However, there is only a limited 
number of these adsorption sites available, and with increasing loading the quadrupole-quadrupole 
interaction between the adsorbed molecules becomes more important. Consequently, additional 
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adsorbing CO 2 molecules are forced to orientate themselves more perpendicular to the axis of the 
pore. and overall the angle distribution becomes more isotropic. 
3.4 Air separation with AIMePO-a 
3.4.1 Introduction 
The results of the investigation of the behaviour of nitrogen molecules in the pores of AIMePO-ct 
suggest that the material could have advantageous properties for the separation of air into nitrogen and 
oxygen by adsorption. The isotherms of nitrogen and oxygen at their respective saturation 
temperatures at ambient pressure shown in figure 3.4-1 strengthen this presumption. Oxygen, 
probably due to its slightly smaller molecular size, reaches the maximum loading of six molecules per 
unit cell of AIMePO-a at significantly lower pressure than nitrogen and the oxygen isotherm does not 
exhibit the step observed for nitrogen. The capacities of AIMePO-(x is the same for both adsorbates, 
suggesting that the molecular arrangements are similar. 
Figure 3.4-1. (a) Simulated desorption isotherm of nitrogen (thin line) and adsorption 
isotherm of oxygen (thick line) in AIMePO-ct at the temperatures of vapour-liquid coexistence 
at P0 = 101.325 kPa, 77 K and 90 K respectively. (b) Simulated adsorption isotherms of 
oxygen in AIMePO-a at 90 K (thick line), 100 K (thin line), 125 K (dashed) and 150 K 
(dotted). Note that the curvature of the isotherms in (b) is influenced by the logarithmic scale 
of the x-axis. 
We will not optimise the adsorbent structure since, for crystalline materials, the number of stable 
variations of the structure is limited and the pure component isotherms of AIMePO-a look promising. 
Instead, we will use computer simulation to evaluate the performance of the existing material and 
optimise the conditions, i.e. temperature, adsorption pressure and desorption pressure, for a pressure 
swing adsorption (PSA) process. 
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3.4.2 Industrial air separation 
Today, large scale industrial air separation is done by cryogenic distillation. The distillation process 
takes advantage of the difference of 11 K between the atmospheric boiling points of nitrogen and 
oxygen. It is carried out in a distillation column where the gaseous product stream is enriched in 
nitrogen, and the liquid product stream is enriched in oxygen. For smaller applications a common 
alternative is using zeolites in a PSA (to produce oxygen) and carbon molecular sieve membranes (to 
produce nitrogen). The production of oxygen using zeolites is carried out as equilibrium adsorption 
process, while the separation in CMS is based on differential diffusion rates of nitrogen and oxygen. 
A brief description of the basic steps in air separation processes is given in reference 110. The first 
process step in any air separation plant is filtering and compressing the feed air. Water- or air-cooled 
heat exchangers cool the compressed air back to ambient temperature. The water vapour condensing 
during compression and cooling is removed. The next step is pre-purification to remove the remaining 
water vapour, carbon dioxide and hydro carbons, in modern plants usually by a molecular sieve. These 
components of air, if not removed, would freeze and plug the very cold portions of the plant. 
The feed to the actual air separation processes contains nitrogen, oxygen, argon and carbon dioxide 
in a ratio of approximately 0.78:0.21:0.01:0.003. The exact composition used in the calculation in this 
section is given in table 3.4-1. Additional heat transfer to the cold product streams of the separation 
unit cools the feed air to cryogenic temperature. The cooling to the process temperature is achieved by 
a refrigeration step that includes expansion of one or more internal process streams. The temperature 
for cryogenic distillation lies below 88 K. For air separation using zeolites or CMS, no cryogenic 
temperatures are required. Distillation plants producing nitrogen may have only one column, but 
oxygen plants will have an additional columns to remove argon and other impurities from the oxygen-
rich stream obtained from the first column. 
Table 3.4-1. Mole fractions of the components of dry air. 
component 	 N2 	 02 	 Ar CO 2 	 other 
dry a7° 0.7803 	0.2095 	0.0093 	0.0003 0.0005 
feed air to separation unit 	0.7810 0.2097 0.0093 - 	 - 
Because the boiling points for argon and oxygen are similar (see figure 3.4-2), they are difficult to 
separate by distillation. An adsorption process with a shape selective adsorbent like AIMePO-cz could 
represent an economical alternative. In the following simulation study, we want to evaluate if 
AIMePO-a is indeed a suitable adsorbent for air separation and if this is confirmed, identify the 
optimal temperature for air separation in a PSA process and predict the selectivity of AIMePO-a 
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Figure 3.4-2. Saturation pressure curves for nitrogen (thick line), oxygen (thin line), argon 
(dashed) and carbon dioxide (dotted). Triple points and critical points 
2  are marked with a 
circle. 
In the first stage we compare the selectivity towards oxygen of a single stage in a distillation 
column to that of AIMePO-(x. Here the selectivity for a component i is defined as 
S
= 	 (3.4-1) 
(1—x 1 )I(1—y) 
where x, and v, are the mole fractions of component i in the adsorbed phase and in the bulk fluid 
respectively. In figure 3.4-3a the mole fraction of oxygen in the adsorbed phase at 77 K is plotted 
against pressure of the bulk phase. The corresponding selectivity for oxygen according to 
equation 3.4-1 is plotted in figure 3.4-3b. It shows that the selectivity for oxygen is poor at very low 
pressure, but increases drastically at 0.1 kPa and remains at the maximum value of about 16 up to 
ambient pressure. The mole fraction of oxygen in the liquid phase in equilibrium with bulk air at 
ambient temperature has a mole fraction of oxygen of 0.54. This corresponds to a selectivity of 4.5, 
significantly lower than that of AIMePO-a, which motivates further studies of the air separation 
properties of the adsorbent. 
When used to produce nitrogen, i.e. to adsorb oxygen, a high selectivity for oxygen is required. 
Oxygen is the component of lower concentration in the bulk phase, thus less adsorption capacity is 
required than in the case of the production of nitrogen using zeolites. Thus AIMePO-a might be a 
suitable adsorbent for the generation of nitrogen from air. At the temperature of 77 K, however, the 
equilibration is very slow and the regeneration of the adsorbent in the desorption step of the PSA 
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Figure 3.4-3. Adsorption from bulk air in AIMePO-a at 77 K. (a) Fraction of oxygen in the 
adsorbed phase as a function of the pressure. The dashed line indicates the VLE at ambient 
pressure. (b) Corresponding selectivity for oxygen in AIMePO-a. The dashed line indicates 
the selectivity of the bulk VLE at ambient pressure. 
3.4.3 Optimisation of the process temperature and pressure 
The selectivity of AIMePO-a for oxygen is based on the steric compatibility of oxygen and the 
adsorbent if six molecules adsorb per unit cell. Therefore, to achieve desorption at higher pressure, the 
process temperature can be increased. Likely, the limit is at the temperature where the close packing is 
not favourable anymore for entropic reasons and the pore geometry loses its effect on the adsorption 
of oxygen and nitrogen. 
Figures 3.4-4 and 3.4-5 show the results of simulations of the adsorption of air between 77 K and 
150 K. An interesting feature of the isotherms a to c is the displacement of nitrogen by oxygen with 
increasing pressure. As mentioned above, AIMePO-a exhibits a high selectivity for oxygen at 77 K. 
but with a pore filling step at very low pressure. Already the first increase in temperature from 77 K to 
88 K yields an increase of minimum pressure suitable for desorption by factor 10, with only weakly 
negative effect on the selectivity for oxygen. The selectivity for argon increases from about 0.6 to 
about 0.8. At 100 K, pore filling is achieved at ambient pressure (about 100 kPa) and desorption is 
possible at 10 kPa. The selectivity for oxygen at 100 K is still high, about 12. At the same time the 
selectivity for argon reaches values greater than one, thus argon is enriched in the adsorbed phase. 
At 125 K, the pore filling does not occur at pressures below the vapour pressures of all components. 
Also the selectivity for oxygen drops by 50 % compared to the value at 100 K. A separation is still 
possible (S01=6) and sufficient desorption can be achieved at ambient pressure, thus a vacuum process 
can be avoided if the adsorption pressure lies around 2 MPa. The data for the highest temperature, 
150 K in figures 3.4-5b, which lies above the critical temperature of nitrogen and close to the critical 
points of oxygen and argon, shows a further decrease in selectivity for oxygen and amount adsorbed. 
Results for higher temperature up to ambient temperature are not shown since none of them seemed 
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Figure 3.4-4. Adsorption of air in AIMePO-a. Lines are the amount adsorbed of nitrogen 
(thin), oxygen (thick), argon (thin, dotted) and total (thick, dotted). Symbols are the 
selectivity as defined in equation 3.4-1 for nitrogen ( ), oxygen ( ) and argon ( ). The 
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Figure 3.4-5. Adsorption of air in AIMePO-a. Lines are the amount adsorbed of nitrogen 
(thin), oxygen (thick), argon (thin, dotted) and total (thick, dotted). Symbols are the 
selectivity as defined in equation 3.4-1 for nitrogen ( ), oxygen ( ) and argon ( ). The 
temperatures are 125 K (a) and 150 K (b). Note the different scaling of the x-axis than in 
figure 3.4-4. 
3.5 Conclusion 
The combination of adsorption experiments and GCMC simulations give insight into the reasons 
for the stepped adsorption behaviour of N 2 in AIMePO-a, compared to N 2 in AlMePO-P or CO2 in 
both AIMePO polymorphs. Simulations showed that the existence of the additional step in the 
isotherm of N 2 in AIMePO-a is very sensitive to the match between the structure of the adsorbent and 
that of the adsorptive species. A closely related observation was that the correct representation of this 
transition was extraordinarily sensitive to the Lennard-Jones size parameters used to represent 
adsorbent and adsorbate. On the one hand this makes simulations of this kind of material challenging 
and suggests that potential parameters might be transferable only between very similar systems. On 
the other hand, this sensitivity suggests that hybrid inorganic-organic materials of this type offer 
opportunities for highly selective adsorptive separations. The ability of MC simulation, combined with 
sufficiently realistic molecular models, to make quantitative predictions of adsorption in these 
materials demonstrates its potential as design tool. 
The results of the study of nitrogen suggested that AIMePO-a could perform well in a PSA air 
separation process. It was found that, at low temperatures up to about 125 K. AIMePO-ct has a very 
high selectivity for oxygen over nitrogen and also adsorbs argon. Therefore, it would be a good 
adsorbent for a low-temperature PSA process to produce nitrogen. However, at 125K the equilibration 
could be too slow to allow for a economic cycle time. Thus, further studies of the kinetics in by MD 
simulations and/or experiments is required for an ultimate evaluation of the use AIMePO-cz for the 
separation of air. 
4 Mesoporous Adsorbents 
4.1 Introduction 
In this chapter we focus on HOIAs manufactured by functional isation of PMS materials. Unlike in 
the case of crystalline materials, the PMS structure is, although forming a regular array of pores, 
amorphous 14-16  on the atomic scale, so a suitable molecular model is one that is representative from a 
statistical point of view, rather than correct atom by atom. The realism of the model, in this context, is 
defined primarily by its ability to predict adsorption, though it should also be as consistent as possible 
with other information, such as XRD data and experimental Q. data  of the Si0 2 network. The 
hypothesis we are testing is that the most realistic models for PMSs are likely to come from a process 
that mimics the hydrothermal synthesis process used to make the real materials. We use MCM-4 1 as a 
prototype material in this study, as it has a simple structure, and it has been widely studied. 
The section begins with a description of the real synthesis process including synthesis recipes. Then 
the kMC method for the computer simulation of the synthesis is explained. To be able to generate 
models of PMS-based HOIAs, a method to introduce functional groups to the pure-silica kMC models 
is presented. After the computational details have been discussed, the validation of the presented 
methods is carried out in three steps, by 
• Comparison of the structure of an essentially non-porous silica model to data of vitreous silica. 
• Comparison of the structure and the adsorption properties of a model pure-silica MCM-4 1 to real 
MCM-41 materials. 
• Comparison of the structure and adsorption properties of aminopropyl- and phenyl-
functionalised MCM-4 1 model materials to real materials. 
• Application of the new simulation tools is demonstrated using the example of carbon dioxide 
removal from a model flue gas. 
4.2 Synthesis of PMS-based HOIAs 
4.2.1 Polymerisation reaction 
The surfactant-templated synthesis of PMS is commonly carried out under acidic or basic 
conditions at ambient pressure and temperature. It is based on the sol-gel reaction in a mother liquor 
which is an aqueous or alcoholic solution of a liquid-crystal forming surfactant (see table 4.2-I for 
examples), a source of silicic acid and a pH-controlling acid or base. The source of silicic acid is 
tetraethoxyorthosilicate (TEOS) which hydrolyses in the presence of water quickly following the 
reaction 
OH 
CH3CH—O ,O—CH 2CH3 	 I 
Si 
CH3CH—O' O—CH2CH3 + HO 
	
HO 	OH + 
4 CH 3CH 20H 
OH (4.2-1) 
The periodic silica structure is formed by condensation of the silicic acid monomers 
OH 	 OH 
Si 
1-1 
HOIOH + HOI'OH 
OH 	 OH 
OH 	OH 
HOIOIOH ' H 2O 
OH 	OH (4.2-2) 
to give a periodic silica skeleton that encloses the surfactant micelles. The morphology of the solid 
phase is influenced by the composition, temperature and pH of the precursor solution". 
At acidic and basic pH the mechanism of mesophase formation is different, since the silicate is 
present as hydrolysed anions above the isoelectric point, and as silicate cations below the isoelectric 
point. At pH values between II and 12, about half of the silanol groups are deprotonated." 2 The 
principle of the polymerisation, given in reaction 4.2-2, is the same, but the kinetics differ. Acidic 
conditions favour cyclisation, while basic conditions favour bimolecular reactions.' 3 As a result, acid-
catalysed systems exhibit more open colloidal particles and an early aggregation of silica clusters. In 
contrast, base-catalysed systems form denser, more regular structures and a delayed aggregation of 
silica clusters. 18.114.115  Commonly used agents to control the pH value are hydrochloric acid, H 30Ci, 







-s--, +- 	- 
Figure 4.2-1. a) Hexadecyltrimethylammonium bromide surfactant. b) Schematic represen-
tation of the cross-section of a cylindrical or spherical micelle. 
A generally accepted mechanism for the formation of the periodic mesophase during the 
hydrothermal synthesis is shown schematically in figure 4.22.23  Surfactant molecules, like the one 
shown in figure 4.2-la, form micelles of regular shape (e.g. rod-like or spherical), as represented in 
figure 4.2-1b. that are dispersed in the solution. Silicic acid monomers and oligomers interact with the 
micelles and through condensation a thin layer of silica is formed on the surface at the micelles' 7 . 
Subsequently, several of the micelles aggregate in a regular array, which generates the long-range 
2  The Q,, distribution describes the connectivity of the silicon atoms in a silica material. There are five 
different silica species which are designated Q to Q, depending on the number of bOs and nbOs that 
are bound to the silicon atom. A Q(rsilicon atom has no bOs but four nbOs while the opposite is true 
for a Q4-silicon atom. 
order (e.g. hexagonal or cubic) observed for the PMS. Further condensation cross-links the aggregated 
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Figure 4.2-2. Schematic representation of the mechanism of the formation of the regular 
mesophase of MCM-41 as proposed in reference 23. 
The formation of the mesophase is influenced by the electrolyte concentration and therefore by the 
pH. A better shielding of the charges of the ionic head groups in the presence of additional electrolyte 
results in smaller electrical repulsion between the head groups in the micelle and hence closer packing 
of the surfactant molecules. 
At the end of the hydrothermal synthesis the mother liquor contains solid particles dispersed in the 
synthesis solution. They can be readily obtained by filtration. The pores, however, are not accessible 
yet since they are occupied by surfactant molecules. Their removal from the pores, indicated in figure 
4.2-3a and b, can be achieved by calcination at temperatures about 550 °C under inert atmosphere, air 
or oxygen, or by extraction with e.g. hydrochloric acid. Calcination has the advantage that the degree 
of polymerisation (DP) of the silica network increases due to the elevated temperature. However, the 
removal of the templates by calcination is often ruled out for functionalised PMS because of limited 
thermal stability of the functional groups. In that case, extraction can be used, provided an extraction 
agent exists that dissolves the surfactant but does not degrade the functionalisation or the silica 
structure. 
Several variations of the synthesis procedure described here have been developed to obtain PMSs 
with different geometries,  29-33  improved long-range order, higher DP and better hydrothermal 
stability.4° 
a) 
Figure 4.2-3. Schematic representation of a MCM-41 structure with channels perpendicular 
to the page. (a) Before calcination/extraction the pore space is occupied by surfactant 
molecules. (b) After calcination/extraction the pore space is accessible to adsorbing 
molecules. 
In addition to the effect on the silica polymerisation reaction, the pH also has an impact on the 
nature of the interaction between the silica and the micelles. Under basic conditions the silica species 
are deprotonated and therefore negatively charged. A cationic surfactant will interact directly with the 
silica, while in the case of an anionic surfactant positively charged counter ions situated between 
surfactant and silica will be necessary for charge balancing. In the latter case, in addition to the 
surfactant, the size of the counter ions can be used to control the diameter of the templated pores. 
Table 4.2-1 Structures and surfactants for the synthesis of different PMSs. 
material 	structure 	 surfactant used 	 ref. 
MCM-41 Hexagonal planar 	 Cationic (CTMABr) 	 13 
SBA-2 	Three-dimensional hexagonal 	 Gemini (C16-3-1) 19 
4.2.2 Functionalisation 
PMSs can be readily functionalised with e.g. organic groups using substituted silica sources. 
Substituted TEOS hydrolyses in the same way as the ordinary TEOS. In the case of phenyl-substituted 
TEOS (phTEOS) the hydrolysis reaction is 
LJ 





There are two approaches for the incorporation of the substituted silica in PMS, in-Situ and post-
synthesis. For an in-situ function alisation, the synthesis procedure is the same as for pure silica PMSs. 
The substituted silica source is added to the micellar solution together with the un-substituted silica 
source. The degree of functional isation is controlled by the ratio between substituted and un-
substituted silica source. The mesophase formed by the silica solution and the surfactant micelles, and 
therefore the obtained pore structure, can be influenced by the presence of the substituted silica source 
in the solution. Thus the recipe might have to be adjusted to obtain the same nano-structure as in the 
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corresponding pure-silica synthesis. The copolymerisation of substituted and un-substituted species, 
here for the example of phenyl-modified silica, is given below: 
90H 
Si 
HOOH + HOçOH 
OH  
0 OH 
I 	 I 
HOIOI -OH +H20. 
OH 	OH 
(4.2-4) 
Alternatively to in-situ functionalisation, surface groups can be introduced to a previously prepared 
pure silica material. The post-synthesis modification is carried out by refluxing the pure silica material 
with a solution of the substituted silica species. The functional groups are linked to the surface of the 
pores by formation of siloxane bridges with silanol groups of the silica, as represented in figure 4.2-4 





Figure 4.2-4. Post-synthesis functionalisation with phenyl groups. The black area represents 
the pure-silica pore wall. 
Both, in-situ and post-synthesis functional isation, have advantages and disadvantages. One can 
assume the in-situ functional isation will produce a more homogeneous distribution of the surface 
groups in the material. However, it is possible that functional groups become enclosed in the silica 
wall structure and are therefore not accessible from the pore space. Also the effect of the presence of 
the substituted silica source in the synthesis solution on the formation of the meso-phase has to be 
taken into account. Post-synthesis functional isation on the other hand can result in the formation of 
clusters of the substituted silica inside the pores, making them inaccessible, or even outside the 
material, resulting in a lower degree of functionalisation of the pore surface than assumed. 
4.2.3 Synthesis recipes 
The synthesis of PMS was carried out by Jorge Gonzalez at the University of St Andrews .45 
4.2.3.1 Calcined MCM-41 
The reactants for the synthesis of MCM-41 were tetraethylorthosilicate (TEOS. 98% from Aldrich), 
hexadecyltrimethylammonium bromide (CTMABr. Aldrich) as a surfactant, sodium hydroxide 
(Fischer Chemicals), glacial acetic acid (Aldrich), and water. The molar compositions of the reactants 
used in these syntheses were 1:0.7:0.12:589 for Si:NaOH:CTMABr:H20 respectively. CTMABr was 
added to the aqueous solution of NaOH, followed by the addition of silica source, TEOS. After 20 
FIMA 
hours of stirring at room temperature the pH value was adjusted to 8.5 with acetic acid and the 
reaction medium was placed in an autoclave at 100°C. After 24 hours the solid was filtrated and dried 
at 60°C in air for a further 24 hours. The surfactant was removed by heating the solid at 550°C under 
flowing nitrogen for 5 hours and then in oxygen for another 5 hours. The DP of the silica structure, in 
terms of the Q4 :Q3 ratio measured in 29Si-NMR experiments was found to be 0.32 after stirring and 
1.83 after autoclaving, and 4.0 after calcination. 
4.2.3.2 Phenyl-functionalised MCM-41 
The phenyl-MCM-41 materials were functionalised in-situ, i. e. the phenyl-substituted TEOS was 
added directly to the synthesis solution. The reactants for the synthesis were tetraethylorthosilicate 
(TEOS, 98% from Aldrich), phenyl-TEOS (98% Aldrich), hexadecyltrirnethylammonium bromide 
(CTMABr, Aldrich) as a surfactant, sodium hydroxide (Fischer Chemicals), glacial acetic acid 
(Aldrich), and water. The molar compositions of the reactants used in these syntheses were 
1:0.7:0.12:589 for Si :NaOH:CTMABr:H 20 respectively. 
CTMABr was added to the aqueous solution of NaOH, followed by the addition of silica source in 
the desired molar ratio of phenyl-TEOS and TEOS. After 20 hours of stirring at room temperature the 
pH value was adjusted between 8 and 9 with acetic acid and the reaction media was placed in an 
autoclave at 100 °C. After 24 hours the solid was filtrated and dried at 60 °C in air for further 24 
hours. After this the solid was heated at 160 °C for 30 minutes. The surfactant extraction was 
performed by refluxing the dry material in ethanol acidified with hydrochloric acid for I hour. The DP 
was measured for the 10%-phenyl MCM-41 after autoclaving and the ratio Q4 :Q3 was found to be 
1.66. 
The phenyl-TEOS:TEOS ratios used for the different synthesises were 0.0, 0.05, 0.1 and 0.2. The 
samples will be denoted phOO, phOS, ph 10 and ph20 in the remainder of this work. Note that sample 
phOO differs from the calcined MCM-41 sample since it is extracted and not calcined. 
4.2.3.3 Aminopropyl-functionalised MCM-41 
Aminopropyl-functionalised MCM-41 is difficult to synthesize in-situ because in the extraction step 
the amino group, -NH 2, would react with hydrochloric acid to form the corresponding ammonium salt, 
-NH 7CI. 116  Therefore, it was prepared via a post-synthesis route. After preparation of a siliceous 
MCM-4 1 117  (following the recipe for sample phOO), the extracted MCM-4 I was placed into a Schlenk 
flask with dried toluene and aminopropyl triethoxysilane (Aldrich). The amount of aminopropyl was 
varied to obtain two samples with different coverage. CHN analysis of the two samples gave 0.14 mol 
and 0.23 mol of aminopropyl per 100 g of sample respectively, which will be denoted ap05 and aplO 
in the remainder of this work. 
The suspension of the solid was stirred under refluxed conditions for 4 h. The system was kept 
under dry nitrogen during this process. After this, the solid was quickly filtered and dried several 
times with a 50 % mixture of dichioromethane and diethyl ether. Solids were dried under vacuum at 
80 °C and were stored in closed vials before further use or characterisation. 
4.2.4 Characterisation of PMSs 
Characterising the synthesised PMSs is as important as the synthesis itself. Only after the structure 
of an obtained material was identified, could it be used in the design procedure presented in 
section 1.3. Furthermore, due to the sensitivity of the formation of the mesophase to various 
parameters of the hydrothermal synthesis, it is advisable to verify that the desired material was 
obtained, even if the synthesis recipe is well-known. A number of characterisation methods have 
proved to be particularly useful:'' 
• 	X-ray powder diffraction (XRD). XRD spectra reveal the average characteristic distances as 
the unit cell size of the regular structure, which are expressed as distinct peaks in X-ray powder 
diffraction spectra. Agreement in the unit cell size is a fundamental requirement to the model of 
the PMS. 
• 	Transmission electron microscopy (TEM). TEM pictures of PMS help to reveal pore shape 
and regularity of PMS materials. However, direct comparison of experimental XRD patterns 
and XRD patterns computed for PMS models is not possible, since the image obtained strongly 
depends on the imaging conditions.' 8 
• 	29Si-nuclear magnetic resonance spectroscopy. 29Si-NMR measures the Q,-distribution, i.e. the 
connectivity of the silicon atoms in the silica network, which is related directly to the DP. The 
kinetics of the polymerisation reaction of silica is reflected in the evolution of the Q,,- 
distribution, thus this data is an important reference for the simulation of the synthesis of PMS. 
• Adsorption. Adsorption experiments with different adsorptives give information about the 
porosity, the pore size distribution" 9, the surface area 3318, and surface chemistry. 12012 ' Since this 
work aims at the design of adsorbents, the agreement of experimental and simulated adsorption 
isotherms for different adsorbates is the key criterion in the evaluation of the developed 
modeling methods for PMS. 
4.3 Kinetic Monte Carlo simulation 
4.3.1 Introduction 
To generate satisfactory molecular models for the simulation of adsorption in PMS, a detailed 
representation of the surface is required. It is not possible to describe the adsorption in the low 
pressure range by a structureless model . 57 Furthermore, it seems that connectivity and interactions 
with sub-surface atoms influence the transport and binding properties of amorphous surfaces. ' 22 Thus, 
a purely random perturbation of silicon and oxygen atoms would not yield a good representation of 
PMS adsorbents. 122  Several approaches have been made to simulate the structure of amorphous silica 
and the polymerisation of silicic acid. The following paragraphs highlight the main characteristics of 
some of these approaches, of which some were used to generate models for PMS. Afterwards, we 
describe in detail a novel method for the simulation of the synthesis of PMS that has been developed 
in course of this work. 
A relatively simple Monte Carlo based method is Dynamic Monte Carlo" simulation, in which the 
reaction kinetics of the sol-gel polymerisation are imposed and the changes in the concentration of 
different Q species are calculated. Dynamic Monte Carlo does not yield molecular coordinates of the 
silica, but only the Q distribution over the reaction time. 123.124 
Wu and Deem have run Monte Carlo (MC) simulations of the growth of a cluster in a silica solution 
to investigate the critical cluster size during the nucleation process during the synthesis of zeolites.1 12 
They have developed a smart scheme to achieve a high acceptance rate for MC trials in which silicate 
monomers are added to the cluster. It enables a monomer to form a bond not only to one silanol group 
at once but to up to three. To equilibrate the structure inside a cluster, it is split in half and the 
formerly connecting siloxane bridges are re-grown. However the algorithms appear to be relatively 
complicated and it is not sure if they can be modified to a system containing more than one cluster 
while achieving the correct reaction kinetics. 
The Monte Carlo scheme of Burlakov, Briggs and Sutton 125  to simulate the growth of a silica film 
by vapour deposition is much simpler. Single atoms are added one by one on a flat substrate with a 
number of binding sites. The silica structure is treated as a continuous random network (CRN) of 
covalent bonds. These bonds are allowed to break, switch and reconnect while new atoms are added to 
the surface layer of the film.' 25  The picture of a CRN is also valid for surfaces of amorphous silica. 126 
The underlying MC scheme and harmonic interatomic potential were adopted from Tu and 
Tersoff84 ' 27 . They fitted the parameters of the potential calculation to experimental average bond 
length and bond angles, and elastic properties of bulk silica. While the former are reproduced very 
well, there is an error of about 20 % in elastic properties. In order to focus on the role of network 
structure, the energy is treated as a function solely of the bond topology. Before calculating the energy 
of a CRN configuration, the positions of the atoms are energetically minimised, thus it neglects the 
vibrational energy of the atoms. Although the interatomic potential is very simple, the structures 
produced by the simulation of vapour deposition are in good agreement with experimental radial 
density distribution function of bulk silica. 125 
In order to validate molecular models of vitreous silica and to study these materials by simulation 
under various conditions, bulk amorphous silica and silica surfaces have been studied successfully 
over time spans of nanoseconds in molecular dynamics (MD) For small systems, 
the simulation time could be increased by combining MC and MD techniques in a hybrid Monte Carlo 
simulation. 
Several researchers studied the condensation reaction of silica by means of MD 
simulations." 5 ' 32 ' 34 Garofalini and Martin investigated the mechanism of the condensation reaction 
in a system containing 64 silicic acid molecules (Si[OH] 4) at a temperature of 700 K." 5 Yamahara and 
Okazaki simulated a larger system starting from 216 silicic acid monomers, yet at a much higher 
temperature of 2500 K.' 33 A more complete system containing 8 small oligomers, dispersed in water 
and ethanol (200 molecules each), was simulated by Pereira, Callow, and Price, yet without the 
corresponding chemical reactions. 135 In addition, silica clusters and their interaction with other 
molecules present in the synthesis solution have been studied with ab initio methods. 135-138 
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However, the simulation of the synthesis of PMS at realistic temperatures (well below the melting 
point of silica) is not feasible with standard MD simulation, because of the size of the system and the 
time scale that has to be covered by the simulation. The smallest representative section of the material 
comprises about 2000 atoms, 139  and the aggregation towards a regular phase takes minutes (and the 
calcination several hours), while MD simulations are in practice limited to the nanosecond time scale. 
Several approaches have been taken to generate sufficiently realistic materials, given that the most 
rigorous approach does not work. Five examples for models of MCM-4 I are listed in tables 4.3-1 and 
4.3-2. MCM-41 has been modelled as isolated one-dimensional channels with regular 56 and 
disordered ° walls, as oxygen atoms distributed randomly around the pore volume, 57 as pores cut out 
of solid amorphous silica obtained from the MD simulation of the annealing of molten glass, 141  or by 
relaxation of randomly generated amorphous silica walls by MD simulation at high temperature.' 42 
However, these models are not based on the physics of the reaction, so their ability to predict 
adsorption (without the tuning of the structure for particular adsorption systems) is likely to be 
limited. Comparisons of simulations and experiments published with the models, give evidence for 
this. The regular one-dimensional model has been tested using ethane and methane (both non-polar 
molecules) . 56 despite the fact that the Lennard-Jones parameters were optimised for this system, the 
lack of inhomogeneity is reflected clearly in low pressure range. The pore model carved from 
minimised bulk silica 140  showed that the Lennard-Jones Parameters derived in reference 56 are giving 
good results for ethane in combination with a more realistic surface roughness. However, simulations 
of carbon dioxide in this model showed, that with standard charges on silica and oxygen atoms, the 
electrostatic interactions are well overestimated. This could be related to the fixed orientation of 
silanol groups and to the carving procedure which potentially results in a poorly equilibrated silica 
structure. Both one-dimensional models would have to be extended to three-dimensional structures to 
be used in a more generic approach to the design of PMS adsorbents. 
Like the first one-dimensional model, the three-dimensional model presented in reference 57 lacks 
of inhomogeneity, which has been compensated by dividing the pore surface arbitrarily into eight 
sectors with different interaction paramteres for the wall atoms. This limits the applicability to more 
complex structures. In addition, the model negelects the silicon atoms and is therefore not suitable for 
the simulation of polar adsorbates. The thee-dimensional model of carved pores has been relaxed after 
the generation of the pore structure. Therefore it could present an alternative to the kMC method, even 
though it is not related to the real synthesis process. Unfortunately, no adsorption data was presented 
to allow for the evaluation with respect to the prediction of adsorption properties. 
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Table 4.3-1. One-dimensional pore models for MCM-41. 
model 	 . 
shape 	 circular 	 circulai 
wall structure 	regular arrangement 	silica network 
method 	even distribution silica minimisation, carved pore 
atoms 0 	 Si 3 O 
reference 	 56 140 
Table 4.3-2. Three-dimensional pore Models for MCM-41. 
model 
shape circular circular circular/hexagonal 
wall structure random silica network silica network 
atoms 0 Si 3 O Si 3 O 
method minimisation MD of silica, carved pores, relaxed kMC 
reference 57 142 this work 
In this chapter we present a kinetic Monte Carlo (kMC) method for the simulation of the 
hydrothermal synthesis and calcination of PMS. It enables the simulation, at an atomic level, of the 
entire process of the synthesis of templated PMS, starting from silicic acid monomers and the 
surfactant micelle and ending with the calcined structure, at the same temperature as the real synthesis 
process. As will be seen, our method depends for its practicability on some drastic (though physically 
based) approximations. We expect that a model based on the physics of the synthesis is likely to be 
more realistic than models generated in a more ad hoc way, even if the description of the interactions 
is simplified. As we will demonstrate, our approach allows us to make very accurate predictions of 
adsorption and gives other material properties that are broadly in agreement with experiment, 
suggesting that our algorithm gives structures that are sufficiently realistic for this purpose. 
4.3.2 Model for the simulated system 
The kMC simulation is an off-lattice method, based on the positions of silicon and oxygen atoms 
which are connected by a covalent bond network. The simulation volume is a parallelepiped with 
periodic boundary conditions in all three dimensions as depicted in figure 4.3-1a. The lengths of the 
edges of the simulation cell can adapt to the significant changes of the silica structure in course of the 
simulation run. The angles between the edges can be chosen according to the system simulated but 
they remain constant during the simulation. For a cubic simulation cell, all three angles are set to 90°. 
For the hexagonal lattice, e.g. that of MCM-4 I, one angle is 1200  and two angles are 90°, as indicated 
in figure 4.3-lb which also shows a representation of the templating micelle. 
a) 
   
Figure 4.3-1. Schematic drawing of simulation cells with the defining vectors and angles (a) 
for an arbitrary parallelepiped and (b) for MCM-41 including a representation of the micelle. 
The covalent interactions between the silicon and oxygen atoms in the silica structure are treated 
using the potential developed by Tu and Tersoff 84 for a CRN description of bulk silica. It has been 
altered to include nbOs and non-covalent atomic interactions, similar to the approach used by 
Burlakov et al. to simulate chemical vapour deposition of silica 125 . In contrast to the approach of 
Burlakov et al., no dangling covalent bonds exist, but all silicon atoms remain fully coordinated with 
four oxygen atoms throughout the simulation. Oxygen atoms are bound to one silicon atom if it is an 
nbO or two silicon atoms if it is a bO. To enable the formation of a mesoporous silica structure, we 
allow for condensation reactions of nbOs and we have introduced models for the templating surfactant 
micelles. 
The interaction between silica species, surfactant molecules and other compounds in the real 
synthesis solution are very complex. In principle, an atomic representation of the surfactant chains is 
required to capture all details. However, to avoid the computational costs of such a detailed approach, 
the description of the interaction between silica species had to be restricted to the aspects that have the 
most significant influence on the formation of the silica structure. These are the guidance of the 
simulation during the formation of the silica layer (see section 4.2.1) and the occupation of the pore 
space until the DP is high enough to make the silica walls mechanically stable. This is achieved by 
representing the micelles (including possible counter-ions) as simple geometrical bodies. They interact 
with the oxygen atoms of the surrounding silica by a continuous potential function that is attractive for 
atoms that are outside the micelles, repulsive for atoms that penetrate the micelle and zero for atoms 
that are further away than a specified cut-off radius. 
Assuming short diffusion pathways, and small diffusional resistance to water in the relatively open 
network during both the hydrothermal synthesis and the calcination, water molecules that are 
produced or consumed in the reactions are not represented explicitly. Furthermore hydrogen atoms are 
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not taken into account directly, so the simulation does not distinguish between protonated and 
deprotonated forms of silanol groups. 
In the real synthesis at ambient temperatures, an acidic or basic pH value of the solution is required 
to catalyse the hydrolysis of TEOS to silicic acid.' The effect of the catalyst is sufficient to achieve a 
hydrolysis rate which is roughly 30 times faster than the rate of condensation of silicic acid 
monomers. Thus the fraction of unhydrolysed TEOS in the synthesis solutions is negligible 143  and can 
be ignored in the simulation. The effect of the pH on the kinetics of the polymerisation has to be taken 
into account implicitly in the reaction probabilities during the kMC simulation. In the kMC 
simulations this is done by following the approach of a first shell substitution effect, i.e. the 
probability of a silicon being involved in a condensation reaction depends on its number of siloxane 
bridges. ' 23 ' 24 For example, a simulation run with high reaction probability for Qo corresponds to an 
acidic system, while a run with increased reaction probabilities for higher Q will behave like a basic 
system. 
The only experimental data of reaction kinetics of silica sol-gel reactions available were for acidic 
systems, thus we used these as a reference. 143-145  Interestingly, the kinetics in the kMC simulations 
show good agreement with the experimentally observed kinetics for an acidic system if the reaction 
probability is equal for all nbOs, i.e. the reaction probability of a silicon atom is proportional to the 
number of its nbOs that can react with other nbOs nearby. 
4.3.3 The kMC algorithm 
In the kMC simulation, four different types of reaction are attempted: the formation of a siloxane 
bridge; the hydrolysis of a siloxane bridge; the swapping of a silanol group and a siloxane bridge; and 
the swapping of two siloxane bridges belonging to two neighbouring silicon atoms. In addition, there 
are two other types of trials to alter the configuration: the random displacement of all atoms in the 
simulation cell, and the creation of an additional monomer into the simulation volume. Each step in 
the simulation involves one of these six "trials". All trials are attempted with equal probability, 
however, depending on the stage of the simulation, certain trials can be disabled. 
At the beginning of each iteration of the kMC algorithm, the type of trial is chosen randomly. Then 
a new configuration is generated according to the type of trial and its energy is computed by relaxing 
the positions of the atoms. Finally the change in energy compared to the original relaxed configuration 
of the network is calculated, and the new trial configuration is accepted or rejected depending on the 
difference in energy. The acceptance probability A(o n) for a transition of the system from the old 
configuration o to the new configuration n is given by 
A(o —* n) = min[iex_ U(n)_U(o)J] 	 (4.3-I) 
 kfi TN 
The exponential term is the Boltzmann factor of the difference in energy between o and n at 
temperature T. If the detailed balance is obeyed, i. e. if the probability of attempting the reverse trial 
n o equals the probability of attempting the original trial o ii (see equation 2.3-2 in section 
2.3.1.2), then this algorithm generates a Markov chain of random configurations with a Boltzmann 
distribution of the energy. In contrast to standard applications of the Metropolis algorithm in Monte 
Carlo simulation (which is described in section 2.3.1.2), in the kMC method we do not intend to 
calculate average properties of the equilibrated system but rather we use the Metropolis method to 
generate a random reaction pathway that avoids configurations of unrealistically high energy and 
leads to a metastable state confined by energy barriers (rather than quartz which is the equilibrium 
structure of silica under ambient conditions). This implies that a kMC run samples only the part of all 
possible configurations that is near the reaction path way, thus, unlike a conventional, equilibrium MC 
simulation, a kMC simulation is not ergodic. 60 It is also the case that the kMC simulation does not 
fully satisfy the detailed balance, 60  as the minimization of the energy of the network that is carried out 
in every trial leads to configurations that are not unambiguously related to the configuration generated 
before the minimization. Despite this limitation, we will see later that the kMC simulation method 
generates realistic reaction kinetics and model silica materials. 
The vibrational energy is neglected in the kMC scheme, i.e. only the fully relaxed silica network is 
considered and the temperature applied in the simulation is a "network temperature" TN. 84  Since the 
distribution of the total energy over the kinetic energy of vibration and the potential energy of the 
network topology is unknown, TN can only be estimated, rather than calculated exactly. This has been 
done on the basis of test runs which revealed the effect of the temperature on the kMC simulation. 
Below 300 K a relatively high DP is maintained and the structural changes in highly condensed silica 
are minor. Above Ca. 500 K the energetic barriers to reorganization of the network topology are 
overcome with little degradation of the silica network. At temperatures higher than 800 K the DP 
drops significantly. Consequently we chose 200 K and 600 K as the network temperatures 
corresponding to ambient and calcination temperature, respectively. 
4.3.3.1 Condensation trial 
To form a siloxane bridge, two reacting nbOs that are bound to different silicon atoms and within a 
distance of 0.4 nm of each other are chosen randomly. The formation of two-fold rings is not allowed 
since the high strain' 37  makes them energetically unfavourable and they rarely exist in real silica, if at 
all.' 26 ' 4 ' 48 The cut-off of 0.4 nm was applied to yield a reasonable acceptance probability without 
affecting the detailed balance with the hydrolysis trial. That is, the separation of the nbOs generated in 
hydrolysis trials must be smaller than the cut-off radius applied in the condensation trial. This is the 
case in more than 99.9 % of the hydrolysis trials. 
The two nbOs are replaced by one bO that binds to both silicon atoms, increasing their Q, 7-values 
by one as shown in figure 4.3-2. The energy of the formation of a siloxane bridge from two 
neighbouring silanol groups was set to -13.4 kJ/mol, according to quantum mechanical calculations 
for the reaction of two silicic acid monomers to a dinner in aqueous environment 149 . This value is only 
an estimate of the reaction energy in the simulated system. However, it can be assumed that the 
accuracy is sufficient, taking into account other assumptions made in relation to the energy calculation 
and the acceptance criterion of trials, for example the uncertainty regarding the network temperature. 
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In simulations in which a micelle is present, the value of the energy-well depth of the micelle-oxygen 
interaction is added to the reaction energy to balance the fact that the produced water molecule (which 
is not modelled explicitly in the kMC simulation) would experience the interaction with the micelle 
instead of the eliminated nbO. 
4.3.3.2 Hydrolysis trial 
The reverse trial to condensation is to attempt to hydrolyze a siloxane bridge as shown in figure 
4.3-2. A bO is chosen randomly and removed. Two new nbOs re-establish the four-fold coordination 
of the silicon atoms involved, reducing their Q,-values by one. During the simulation of the 
hydrothermal synthesis, the reaction is reversible, thus condensation and hydrolysis are attempted with 
equal probabilities. In the subsequent simulation of the calcination at high temperature, the hydrolysis 
trial is disabled to reflect the lack of water present during the calcination process. 
\ 
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Figure 4.3-2. kMC trials condensation of two silanol groups (left to right) and hydrolysis of a 
siloxane bridge (right to left). The grey sections of circles on either side represent templating 
micelles. 
4.3.3.3 Swap trial 
The third trial, which changes the network topology, is the switching of two 0-Si-bonds of two 
silicon atoms that are connected by a third oxygen atom. 127150  A sequence 0° Si 	0(2 ) Si(2) O 
changes to Si' 0(2) Si(2) o°, which is illustrated in figure 4.3-3. Quantum mechanical 
simulations indicate that this is similar to the real diffusion mechanism in amorphous silica.' 5 ' To 
have an effect on the network structure, at least one of the switching oxygen atoms has to be a bO. 
o / '\ 	no- 
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Figure 4.3-3. Swap trials converting a three-membered ring to a four membered ring (left to 
right) and the other way round (right to left). The grey sections of circles on either side 
represent templating micelles. 
4.3.3.4 Shake trial 
The fact that the energy that goes into the calculation of the acceptance criterion is the minimized 
energy rather than the average of a short MD run, limits the positions accessible to mobile small 
oligomers and flexible linear chains and they might remain in a metastable state for a long time. To 
reduce the effect of this shortcoming of the kMC method, a shake move was introduced, where all 
atoms are displaced in a random direction. The distance of the displacement was set to the length of 
the silicon-oxygen bond. 0.16 run. Figure 4.3-4 illustrates the principle of the shake trial. 
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Figure 4.3-4. Principle of the shake trial. The dotted outlines correspond to the positions of 
the molecules before the shake trial. The grey sections of circles on either side represent 
templating micelles. 
4.3.4 Potentials 
The contributions to the total potential energy that have to be taken into account in the kMC 
simulations are covalent and non-covalent interactions between silicon and oxygen atoms, and the 
interaction of the atoms with the surfactant micelles. The corresponding potential functions used are 
simple enough to allow for the simulation of the large systems required to model PMSs over the 
whole synthesis process including calcination. 
The energy due to strain in covalent silicon-oxygen bonds is calculated using the harmonic spring 
potential of Tu and Tersoff which was fitted to reproduce the experimental bond length and bond 
angles and the elastic constant of amorphous siljca. 84 Non-covalent interactions are modelled using a 
quadratic approximation of the repulsive part of the I 2-6-Lennard-Jones potential with parameters 
commonly used for oxygen atoms. 
The templating micelles are represented by spheres or rods of the appropriate size, which attract 
nearby oxygen atoms, to mimic the electrostatic interaction between the silica and the charged surface 
of the micelles. Oxygen atoms that penetrate the template are repulsed, but the repulsion is soft 
enough to allow the surface of the micelle to adapt to small irregularities of the silica wall. The range 
of the attractive field is long enough such that all oxygen atoms are attracted by at least one template 
to counterbalance the absence of interatomic attractive forces. 
All in all there are five contributions to the total energy: 



















taken into account in the kMC simulations. They are the contribution of strained covalent bonds U,,,, 
valence forces causing atom-atom repulsion U,). the interaction between micelles and atoms, U,,, the 
energy due to outside pressure on the simulation volume and the energetic penalty of asymmetric 
deformations of the simulation cell Ud. These contributions will be described in more detail now. The 
interatomic potentials are illustrated in Figures 4.3-5 and 4.3-6. Where possible, the empirical 
potential functions where chosen to be quadratic functions to yield good performance in the numerical 
minimization of the atomic positions. 
Figure 4.3-5. Schematic representation of the spring potentials representing the resistance of 
covalent bonds in the silica network against bending and stretching. 
Distance [nmj 	 Distance [nm] 
Figure 4.3-6. Plots of the non-covalent interaction potentials for atoms and micelles in the 
kMC simulations. (a) The repulsive potential energy between atoms that are not covalently 
bonded. (b) Interaction energy between a cylindrical or spherical micelle with a diameter of 2 
nm and oxygen atoms of the silica. The distance is measured from the centre of the micelle. 
For comparison, the dashed horizontal lines represent the reaction energy of the 
condensation reaction. 
4.3.4.1 Covalent interaction 
The energy due to stretching and bending of covalent bonds between silicon and oxygen atoms 
(illustrated in figure 4.3-5). 
I 
U,,O, 111 = 	k jcjj (b1 - b0 ) 2 
+-kae,.4a (cos 8j cos 9Oa ) 2 
	 (4.3-3) 
a if 
is calculated using the same parameters as used by Tu and Tersoff. 84 The first sum runs over all Si-
0-bonds in the simulation cell, and the second over all bond angles between two bonds i and  of the 
same atom a. The equilibrium Si-0-bond length b, is 0.16 nm and the corresponding spring constant 
k, f ,h/kfi is 31.33. 106  K/nm2 . The equilibrium bond angles and , are 180° and 109.47°, and the 
constants k,,.,,,j()kB and k,sI/kR are 50131 K and 8703 K, respectively. Note that the equilibrium Si-
0-Si-angle, , differs from the maximum of the bond angle distribution obtained from experiments 
and quantum mechanical calculations which lie around 1450.15l  If y, had the experimental value. 
rings with three or more silicon atoms could relax any tension by rotations about the six Si-0-bonds. 
With the larger value of 180 °, there is strain in any ring that has less than five silicon atoms, as it is 
expected for real silica. The unphysical Si-0-Si bond angle will affect the orientation of the nbO 
atoms of small non-cyclic oligomers, but since they are very mobile and since cyclisation occurs early 
in the polymerisation process, we assume that its effect on the final network topology is negligible. 
The absolute strains in small rings obtained using the potential of this work are compared in the 
diagram in figure 4.3-7 to results of ab initio calculations for the four polycyclic silica clusters' 37 
depicted in figure 4.3-8. The strain calculated using the potential used in this work is approximately 
half the value obtained by quantum mechanical calculations. Yet, the relative change between 
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Figure 4.3-7. Strain energies in small silica rings, calculated by quantum-mechanical 






Figure 4.3-8. Molecular structure of silica clusters of 10 silicon atoms used to calculate the 
strain in small silica rings. The ring sizes are (a) 5, 2 and 4, (b) 5, 5 and 3, (C) 4, 5 and 4, and 
(d) 4, 6 and 3. Black spheres and white spheres represent silicon atoms and oxygen atoms, 
respectively. 
4.3.4.2 Atom-atom repulsion 
The repulsive term Urep for non-covalent atom-atom interactions is calculated according to 
Urep =1 Z krep (. — F;a)4 
ab 
(4.3-4) 
for all pairs of atoms that are not bound to the same atom and within the cut-off radius r of 0.28 nm. 
The constant k ye /kj is 541.48.106  KJnm4 . The resulting repulsive potential is plotted in figure 4.3-6a. 
Except for two-membered rings which are very rare, the repulsive term does not affect the strain in 
silica rings. Therefore, the energy penalties for strains in small silica rings are controlled solely by the 
parameters of the covalent bonds. 
Some test runs were carried out with an attractive-repulsive potential for nbOs, to guide the 
formation of silanol groups. Unfortunately these simulations are very slow because the cut-off radius 
of this potential is iargei thaii that of the purely repulsive one given in equation 4.3-4. 
4.3.4.3 Interactions of Micelles 
Equation 4.3-5 defines the energy contribution of the atom-micelle interactions and any 
deformation of the micelle. In the present work, the deformation of micelles is restricted to changes in 
diameter from the equilibrium diameter Rum , which is related to the size of the surfactant molecules. 
towards a smaller diameter R,,,. The potential function UM(rma ) between a micelle and an oxygen 
atom in a distance rma from the surface of the micelle consists of two smoothly jointed quadratic 
Iwo 
functions. The shape of the curve is Lennard-Jones-like, as shown in figure 4.3-6b, however it 
vanishes within a finite distance. In the remainder of this work, the surface of a micelle will designate 
the surface where UMO is zero. 
(4.3-5) 
The interaction potential UMO(r,,) between a micelle and an oxygen atom in a distance r,,., from the 
centre of the micelle consists of two joint parables which are defined as in equation 4.3-6 by the null 
of the repulsive part, the minimum of the energy well, r i,, and the cut-off radius, The depth 
of the energy well is EMS. Due to the empirical nature of this term and since silicon atoms are always 
surrounded by four covalently bound oxygen atoms, the interaction with silicon atoms can be included 
into an effective potential that affects only oxygen atoms. The potential well depth of the micelle 
attraction was chosen to 1.8066 kJ/mol, which is in the order or of magnitude of dispersive 
interactions between two small molecules. This is weak enough to avoid pronounced expansion of the 
micelle (to maximize its surface, e.g. by elongation of the unit cell in the axial direction of the micelle 
if the unit cells size is variable) and restructuring of the evolving surface when the micelle is removed. 
Yet it is strong enough to guide the shape of the evolving silica network around the pore volume. Note 
that, because of the size of the micelles, the micelles in neighbouring periodic images of the 
simulation cell have to be taken into account. 
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The last term in equation 4.3-5, EUMM(rm ,: ), takes into account the interaction energy UMM between 
combinations of two micelles in and n. UM,,.(rmn ) is calculated analogously to UMO(Tam ). 
In addition to the simple spherical or cylindrical micelle shapes, the shape of a hexagonal rod with 
rounded edges has been implemented. This enables better adaptation of the micelle during the 
aggregation in a two-dimensional hexagonal array, as in the case of MCM-41. To realise this, the 
value of rma in equation 4.3-6 is altered according to a function of the orientation of the hexagonal 
micelle relative to the atom. The shape of the hexagon is defined as in figure 4.3-9a by its inner radius 
and the radius of the rounded corners. To obtain an energy surface as indicated by the iso-energetic 
lines in figure 4.3-9a, the effective distance is 
rrna 	 (4.3-8) 
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if the position of the atom relative to the micelle is near one of the flat surfaces of the micelle 
(represented by the shaded area in figure 4.3-9b). Near the rounded parts of the micelle surface 
(represented by the shaded area in figure 4.3-9c) becomes 






Figure 4.3-9. Schematic representation of a micelle with hexagonal cross section and 
rounded edges. (a) The diameter of the hexagon that represents the null of the potential 
function is represented by the thick black line. It can be defined by the inner radius of the 
hexagon, R, and the radius r of the rounded corners. The parallel lines sector are iso-
energetic lines for atoms in a 60°-sector of the hexagon. For reasons of clarity, the spacing 
between the lines is even and not depending on the actual energy value. (b) For atom 
positions A from which a perpendicular can be dropped onto one of the straight sides of the 
hexagon (shaded for one sector), the distance that goes into the calculation of the atom-
micelle potential is the distance between points P and A. (c) For atom positions A in the 
range of the rounded edges (shaded for one sector), the distance that goes into the 
calculation of the atom-micelle potential is the distance between points P and C plus the 
distance between points C and A. 
4.3.4.4 External pressure 
A feature of the kMC code that has not been used in the kMC simulations presented in this work is 
the possibility to apply an external pressure to the simulation cell. The resulting energy of the 




where P is the applied pressure, a, b and c are the vectors defining the periodic unit cell. Some 
difficulty is related to this principle when rod-like micelles are present, as for example in MCM-41. 
They reduce the volume they occupy when the simulation cell is compressed in the direction of the 
axis of the micelle, even if the diameter of the rod remains the same. Thus, if outside pressure is 
applied, this dimension of the simulation cell will be compressed more than is realistic. Therefore, the 
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volume V, of micelles of this type is deducted in equation 4.3-10. Thus outside pressure has to be 
taken into account when choosing the force constant kdf in equation 4.3-5. On the other hand, if the 
outside pressure is low, the unit cell tends to expand in the direction of the axis of the micelle because 
this increases its length and therefore the contact area with the atoms in the simulation cell. In general, 
it is sensible to keep the length of the simulation cell constant in the dimension in question until the 
cross-linking in the silica network is sufficient that these effects become minor. 
4.3.4.5 Coupling of simulation cell dimensions 
Periodic models of silica structures can tend to collapse under certain conditions. Here we illustrate 
this problem for the case of MCM-4 I and describe the approach to avoid this problem in the kMC 
simulations. Figure 4.3-10b shows nine unit cells of a perfectly symmetric MCM-41 lattice. When the 
model structure looses the stabilization by the micelle, it is vulnerable to collapsing because of its 
periodicity. In contrast to the real material shown in 4.3-10a, in the simulated material strained or 
mechanically weak regions occur at the same position in each unit cell which amplifies their effect. As 
a result the model structure is more vulnerable to asymmetric deformation of the unit cell. 
For this reason deformations of the unit cell, i.e. change in length a and b of the unit cell vectors a 
and b, are coupled to each other. Any deviation of the ratio a:b from the value at the point when the 
micelle is removed causes an energetic penalty. To derive this energy penalty from the Young's 
modulus perpendicular to the pore channels of MCM-41 Lab, we use the following way of thinking: In 
an isotropic structure, for each unit cell that shrinks in the direction of a, there is another unit cell that 
shrinks in the same way, but in the direction of b. Consequently, the average lattice spacing preserves 
the ratio a:b. If a unit cell deviates from the average lattice spacing, then it will cause strain or and the 
corresponding deformation in neighbouring cells. 
We define the average lattice spacings a, and b, from the cross section area of the simulation cell, 
llaxb!I, and require that the ratio a,:b, is the same as the ratio Rab° a:b at the time of the removal of 
the micelle. Thus 
b, =-lab /Ra°h 	 (4.3-I1) 
and 
a1 ja b RK (4.3-12) 
For reasons of simplicity, we assume that the strain caused by the deforming simulation cell will 
distribute evenly across n neighboring cells and thus the tension is the same in all affected cells. For a 
deviation of a from a,, according to Hooke's law with 2 (a-a,)/a,, the tension a in each cell is 
or = EA E(a—a,) (4.3-13) 
n 	na, 
The resulting energy is the integral of the required force F = ciA over the deformation of the unit cells 
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(4.3-14) 
where A is the projected cross section area of the unit cell in the direction of a. The energy penalty 
for a deformation in the direction of b is calculated analogously, giving a total of 
U = u a del 	del +U1 (4.3-15) 
In the simulation the number of affected neighbouring cells was set to 2. The Young's modulus of 
calcined MCM-41 structures has been measured to 3190 MPa.2° The calculation of the energy penalty 
neglects that the structure is not fully condensed yet, and therefore has a lower Young's modulus than 
the final material. Also, the actual distribution of strain in the surrounding of the deforming unit cell is 
more complex than the one-dimensional approach taken. Nevertheless it should give a reasonable 
approximation which will serve the purpose of taking the stabilizing effect of neighbouring unit cells 
in the isotropic material into account. The coupling of the unit cell dimensions is enabled through the 
remainder of the run, after the removal of the micelles. 
To simulate more complex structure, like e.g. SBA-2, this approach can also be adapted to couple 
all three dimensions of the simulation cell. Then the average lattice spacings a,, b1 and c1 are derived 
from the simulation cell volume llaxbIl•c and the condition that the ratios a,:b,:c, remain constant. 
Figure 4.3-10. Schematic representation of the effect of the deformation of a unit cell in the 
MCM-41 lattice. The regular lattice is shown on the left and the lattice with the distorted unit 
cell is shown on the right. (a) Real MCM-41 remains regular due to stabilizing strains caused 
by surrounding unit cells (indicated as arrows). (b) The structure of periodic unit cells 
collapses because all cells distort in the same way if the dimensions are not coupled. 
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4.3.5 Minimisation of the network energy 
For each trial the positions of atoms and micelles and the size of the unit cell are optimised with 
respect to the total energy U1(,, using the steepest gradient method. After a condensation trial, a 
hydrolysis trial or a switch trial, the vicinity of the involved atoms is relaxed locally prior to the global 
energy minimization. 
4.4 kMC simulation code 
The kMC simulation is a very time-consuming simulation task. Therefore great efforts were 
undertaken to generate an efficient computer code for the implementation of the kMC method. The 
programming language chosen is Fortran90 which combines easy coding of mathematical 
applications, good computing performance, relative low risk of programming errors and portability. 
The code has close to 10,000 command lines, of which 25 % are input and output routines that enable 
comfortable management of the simulations. 
In each phase of a kMC simulation (monolayer formation, aggregation, further polymerisation, 
calcination, micelle removal, further calcination, cool-down), the program iterates according to the 
core algorithm given in figure 4.4-1. 
Start 
	
Save current configuration and energy 
Generate new configuration in a WC trial 
(Condensation, Hydrolysation, Swap, Shake) 
Minimise energy of the new configuration 
- 	V 
Calculate change in energy 
-- --- 
accepted 
—Test acceptancecriterion with ---- 
the energy change 
- 
rejected 	-- 
Restore previous configuration 
- -- - 
yes 
Continue simulation phase? 
no 
:--------* 	End) 
Figure 4.4-1. Schematic diagram showing the core algorithm of the kMC simulation code. 
The minimization is the time-critical part of the simulation program. It is optimised for parallel 
processing on two CPUs with shared memory (OpenMP parallel processing). The parallelisation 
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scales with a factor of 1.8 on a dual-processor machine. The kMC simulation of the synthesis of an 
MCM4 I material as described in this section takes from several days to about two weeks on a PC 
with two 3 GHz Intel ® Xeon® CPUs. 
4.5 Placement of surface groups 
After the generation of the pure-silica structure by kMC simulation, the following step in the 
procedure to create a model for a PMS-based HOIA is the introduction of the organic functional 
groups to the surface. The surface groups studied in the simulations are shown in figure 4.5-1. 
OH 	 NH2 	
(NH2 
I I 
Si 	 Si 	 Si 
H2 N 	 NH2 9 
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Figure 4.5-1. Molecular structure of the surface groups studied in this work: (a) Silanol, (b) 
Amine, (c) Aminomethyl, (d) Aminopropyl, (e) Diaminophenyl and (f) Phenyl. 
As the silica walls are amorphous, the organic surface groups will not be distributed in a regular 
way on the surface and the actual distribution cannot be determined experimentally. For example, for 
post-synthesis functionalisation there are many possibilities for a substituted silicic acid monomer to 
form siloxane bridges to the surface. In the case of in situ functionalised phenyl-MCM-41, some of the 
phenyl groups might be enclosed within the silica walls as in region B in figure 4.5-2. The figure 
illustrates three other possible arrangements of phenyl groups in phenyl-MCM-4 I. If the free phenyl-
TEOS behaved like a surfactant in the synthesis solution, it could form small micelles by aggregation 
of the phenyl groups (region A in figure 4.5-2). Or the non-polar phenyl groups could intrude into the 
likewise non-polar core of the micelle (region Q. Or the groups stay at the surface of the micelle as in 
region D. We believe that the possibility in region C or intermediate forms of the arrangements in 
regions C and D are the most likely ones, because a significant influence of the phenyl content on the 
pore size is observed experimentally which indicates direct interaction between micelle and phenyl 
groups. Also, we will see in section 4.8.2 experimentally, the modification has an effect on the 
adsorption, which rules out possibility B being predominant. 
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Figure 4.5-2. Possible arrangement of phenyl groups in phenyl-MCM-41 (before extraction). 
The grey area represents the pure silica walls, the hexagons with circles the phenyl groups, 
and the light grey area the micelle with counter charges at the surface. 
In theory the functional isation could be implemented directly into the kMC simulation of the 
synthesis, which would be the most rigorous, but also a very complex way to include organic surface 
groups into the model adsorbent. We have not yet attempted this. 
Instead, the surface groups are introduced to the pure-silica model adsorbent in a subsequent step 
by replacing a certain number of silanol groups by the desired functional group. In model of post-
synthesis functionalised materials, the volume in which the surface groups are place can be restricted 
to the well accessible parts of the pore, which is illustrated in figure 4.5-3 for the example of 
aminopropyl-MCM-4 1. Apart from the restriction of the part of the simulation cell which is being 
functionalised, the introduction of surface groups is independent of the actual method of 
function alisation. 
Figure 4.5-3. Snapshot of 1 O%-aminopropyl-MCM-41. Aminopropyl groups are placed only 
outside the shaded area. 
Initially the silanol groups to be substituted are chosen randomly, as shown in figure 4.5-4, 
regardless of possible steric hindrance of the new groups which are usually more bulky than the 
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silanol. This generates some surface-group configurations of very high energy which would be highly 
unlikely in practice. The snapshot in figure 4.5-5a is an example for an initial configuration. 
OHOHOH 	 OH 	OH 
Si-0-Si-0-Si- 
Figure 4.5-4. Schematic representation of the introduction of a surface group (phenyl in this 
case) by substitution of a silanol group. 
Then, to generate a more realistic distribution of surface groups, pairs of groups of different species 
are swapped, as shown in figure 4.5-6a for a phenyl-modified material. The algorithm applied is 
shown in figure 4.5-6b. Similar to the Monte Carlo simulation of the adsorption, which is described 
above, the new trial configuration is accepted according to the Metropolis acceptance criterion. The 
total energies of the old and the new configuration, U(o) and U(n), which go into the Metropolis 
critenon are calculated in the same way as in GCMC (see section 2.3.5). The species of the two 
groups to be swapped have to be different. For flexible chains, the CBMC (see section 2.3.3) is not 
used, because it is not applicable in the case that both groups are flexible chains and might overlap in 
the creation process of the new configuration. For details regarding this restriction of the CBMC-
method, refer to reference 95 which discusses CBMC for branched chain molecules. 
a) 
Figure 4.5-5. Snapshots of a model of MCM-41 with 10% phenyl functionalisation. (a) Initial 
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Figure 4.5-6. Schematic representation of the swapping of a silanol group and a phenyl 
group (a) and the corresponding algorithm (b). 
The swapping of groups is continued until the energy reaches a local minimum, which occurs 
usually after 1000 to 2000 swap trials. At this point most groups are bound to the surface in a position 
where they can assume a configuration of low strain, and the obtained models feature a random 
configuration of surface groups with a reasonably low potential energy. 
A snapshot of a final configuration for 10%-phenyl-MCM-41 is shown in figure 4.5-5b. Figure 
4.5-7 shows the evolution of the total energy over a run continued beyond the first local minimum. It 
shows that the average of the energy reduces only very slightly further, and this is due to the 
formation of clusters of surface groups, which generates additional interaction among them. In the real 
system this effect will be iiegiigibie due to the micelle or solvent present in the pore, which interacts 




Figure 4.5-7. Schematic illustration of the evolution of the total potential energy of the 
simulated system during the optimisation of the distribution of the surface groups. The arrow 
indicates the first local minimum of the energy. 
4.6 Model for a dense silica gel 
4.6.1 Introduction 
Before generating models of mesoporous silica, the kMC method was applied to a rectangular 
simulation cell containing 306 silicic acid monomers but no micelle. The aim was to obtain a model 
silica structure with low porosity to be able to compare it to data for vitreous silica and silica from a 
so]-gel process. The latter originates from 1 H-NMR and 29Si-NMR experiments of the polymerisation 
in solutions of silicic acid and yields the evolution of the silica species Qo to  Q4 during the reaction 
which gives evidence about the DP and the kinetics of the gelation reaction. 143,152 
4.6.2 Simulation procedure 
The run started from a random initial configuration of monomers. The polymerisation representing 
the hydrothermal part of the synthesis was carried out over 7000 steps at an external pressure of 
100 kPa and 200 K network temperature, reaching an equilibrium with a degree of condensation 
corresponding a ratio of Q 4-silicon atoms to Q3 and Q2  silicon atoms (Q4:Q+2) of 0.63. 
Then the temperature was increased to 614 K and the hydrolysis trial was disabled. This part of the 
simulation, which corresponds to the calcination, ran for additional 11,700 steps. The network 
temperature for the calcination was chosen based on test runs. On the one hand 614 K are sufficient to 
overcome the activation energy to reach significant further condensation. On the other hand it is high 
enough to cause a disintegration of the structure, i.e. the silica network does not "melt". 
Again the system reached a stable state, this time at a Q4 :Q3+2-ratio of 1.57. To yield the final 
structure, the network temperature was decreased stepwise over the next 6600 steps, back to 200 K. A 






Figure 4.6-1. Snapshot of the final configuration of the kMC run without the presence of 
micelles. Colour coding: silicon atoms are black, bOs are grey and nbOs are white. 
The final Q4:Q3+2-ratio is 1.69, corresponding to 1.8 siloxane bridges per silicon atom. The density 
of the silica structure, including micropores formed during the kMC simulation, is 1.8 g/cm 3 . For 
comparison, the experimental density of amorphous silica, which is essentially non-porous, is 2.2 
g/cm3 . 57122 The size of the orthogonal simulation cell at the end of the simulation is about 2.5 rim, 
close to the length scale in which density fluctuations occur in amorphous silica of 3 nm. 139 In silica 
obtained from polymerisation it is likely that significant fluctuations span even larger distances, but 
the possible finite size effects should be sufficiently small to make qualitative comparisons between 
the structure generated by kMC and bulk amorphous silica. 
4.6.3 Reaction kinetics 
Comparison of the evolution of the local coordination number of silicon atoms in the kMC 
simulation to 'H-NMR measurements of the polymerisation of silicic acid from tetramethoxysiloxane 
in an acidic solution in methanol and water in absence of templating micelles 144  shows good 
agreement with experiment. Figure 4.6-2a shows the Q. values obtained from snapshots of the kMC 
simulation and from the experiment, respectively, plotted against the reaction coordinate in the form 
of the number of siloxane bridges per silicon atom. The Q 4-values given for the experiment had to be 
calculated from the Qo  to  Q3 values, since a fully coordinated Si cannot be detected by H-NMR. The 
fact that the reaction probability is equal for all nbOs. independent of the number of bOs of the bound 
silicon atom, indicates that the observed first shell substitution effect 123 ' 24 is predominantly caused by 
increasing steric restrictions. That is, an increasing number of siloxane bridges reduces the 
possibilities for a silicon atom to participate in further condensation reactions. The actual reactivity of 
the nbOs itself is not affected significantly. 
Figure 4.6-2a compares the data from the kMC simulations to the results of 29Si-NMR experiments 
of the polymerisation of a highly diluted solution of TEOS.' 52 The agreement is not as good as for the 
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experiment from reference 144 as well as in the kMC simulations are relatively high. Since it seems 
that no data of this type for a base-catalyzed reaction are available in the literature, no comparison to a 
system more similar to the environment of the synthesis of the MCM-41 material as described above 
could be made. 
SIOSi:Si 
SIOSI:Si 
Figure 4.6-2. Plots of fractions of the different Q-species over the number of siloxane 
bridges per silicon atom. Data from the kMC simulations are represented by thin open circles 
ço) which are connected by a thin line. Thick lines represent experimental data (a from 
H-NMR measurements of a sol-gel reaction in acidic alcoholic solution of TMOS. 14 and 
(b) from Si-NMR measurements of a sol-gel reaction in highly diluted acidic alcoholic 
solution of TEOS. 152 The colour coding is back, green, blue, purple and red for 00, 01, Q2, 03 
and 04, respectively. 
4.6.4 Bond angles 
The flexibility of the silica structure originates mainly from the bending of the siloxane bridges, 
while the tetrahedral SiO 4 building units are relatively rigid. The distribution of Si-O-Si bond angles 
calculated for a structure generated by kMC is shown in figure 4.6-3. For comparison, figure 4.6-3 
also shows the siloxane bond angle distribution obtained from experimental XRD patterns' 53 of bulk 
silica, and from a MD-generated model of the top 2.5 nm of a vitreous silica surfaceiM  which differs 
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slightly from the distribution in bulk silica. It is likely that the bond angle distribution of a silica 
material generated by polymerisation of silicic acid, which contains micro-porosity, resembles more 
the one of a silica surface than the one of bulk silica. The mean of the Si-U-Si angle of the kMC 
model of 149.6° is in agreement with the value calculated by MD for the silica surface region, which 
is 148.10.  but greater than the experimental value for pure silica of 145.6'; however, the latter value 
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Figure 4.6-3. Distribution of Si-O-Si bond anles for a model obtained by kMC simulation 
(thick line), a model of vitreous silica surface 54 (thin line), and calculated form the silicon-
silicon radial distribution function measured by XRD 53 (open circles). 
The position of the peak of the distribution of the U-Si-U bond angles is at 109.5°, in agreement 
with first ab initio MD simulations of bulk amorphous silica.' 5 ' However, as illustrated in figure 
4.6-4, the distribution from the kMC model is more narrow with a full width at half maximum of 30 
compared to 14° for the ab initio model. 
In Figure 4.6-5, the evolution of the bond angle distributions for 0-Si-U and Si-U-Si is plotted 
against the number of accepted trails over the kMC run. It shows that the 0-Si-0 angle becomes wider 
the further the DP increases, as expected since the strain in the CRN increases. The distribution of the 
Si-U-Si has a maximum close to 180° in the beginning of the run, but already after 200 accessed 
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Figure 4.6-4. Distribution of O-Si-O bond angles for a model obtained by kMC simulation 






Figure 4.6-5. Evolution of the bond angle distributions over the kMC run. (a) O-Si-O angle. 
(b) Si-O-Si angle. Note the different scaling in figures a and b. 
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4.6.5 Ring size distribution 
The ring size distribution yields characteristic information about the short- and mid-range order of 
amorphous silica materials. It was calculated following the definition of rings given by Rino et al. 129 
A ring is defined as the shortest non-reversing path of oxygen-silicon bonds that connects two 
different bonds on the same silicon atom. There are six possible combinations of two bonds for a four-
coordinated silicon atom. The size of a ring equals the number of silicon atoms respectively oxygen 
atoms incorporated into this path. There can be multiple shortest paths that connect to the same two 
bonds at the silicon atom, and the same path of silicon-oxygen bonds can be counted more than once 
if it is also the shortest non-reversing path between two bonds of other silicon atoms in the same ring. 
As figure 4.6-6 shows, in the first 150 accepted trials, the ring formation is negligible. Then. 
between trials 160 and 270, the number of rings increases rapidly. Afterwards, the number of rings 
increases moderately but steadily until it reaches a plateau at the end of the calcination. Most rings 
formed in the beginning of the polymerisation process are small, strained rings with fewer than five 
members. They relax to bigger rings in the progress of the kMC simulation when the size of the silica 
clusters increases. At the same time, the number of large rings decreases because they become 
interconnected by condensation reactions and form a number of smaller rings. 
The final ring size distribution is shown together with the result obtained from an MD simulation of 
the annealing of glass' 29  in figure 4.6-7. Note that the condensation trial in the kMC simulation does 
not allow for two-membered rings, so they can only appear by switch trials. 
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Figure 4.6-6. Evolution of the ring size distribution over the WC run. The colour coding for 
the ring sizes is given in the diagram. The shaded part of the x-axis indicates the part of the 
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Figure 4.6-7. Ring size distribution as defined in the text. Full and open bars are the ring size 
distribution of a model obtained by kMC simulation and by MD simulation of the annealing of 
glass, 129  respectively. 
In the kMC model after calcination, the total number of rings per silicon atom is 4.9 while Rino et 
al. found 5.7 for vitreous silica, and 6.0 for crystalline silica in form of quartz and cristobalite. The 
ring size distribution for the incompletely condensed silica model has a maximum at 5-fold rings with 
almost the same number of 6-fold rings, while the model of vitreous silica has a distinct maximum at 
6-fold rings. The kMC model exhibits a greater number of rings that have eight and more members 
than the vitreous silica model. The differences between the ring size distributions calculated for the 
kMC model and the model of vitreous silica can be attributed to the fact that the hydrothermal 
synthesis yields a incompletely condensed silica structure which still contains cavities in the 
microporous range. Assuming a diameter of 0.28 nm for silicon and oxygen atoms, the biggest 
spherical particle that could be incorporated in a cavity in the kMC model would be 0.54 nm in 
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Figure 4.6-8. Distribution of cavities in the silica model. The curve gives the fraction of the 
simulation volume that is accessible to a particle of a certain size, assuming a hard-sphere 
model for the silicon and oxygen atoms. 
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4.6.6 Radial distribution functions 
Another way to describe the local structure of the silica structure is the pair-wise radial distribution 
function g,{r). For example, for crystalline structures g,/r) takes the form of a sequence of well 
defined peaks, in the distance of the separation of the atoms in the lattice. For amorphous materials, 
g,j{r) only yields distinguishable features in the range of a few atom diameters. The pair-wise radial 
distribution function g,-(r) between atoms of type i and typej is defined as 
= Pi  (r) 	 4.6-1 
Pi 
where p1{r) is the local density of atoms of type j in a distance of r from an atom i and p is the overall 
density of atoms of typej. It can be calculated from atom-atom distances using discrete intervals 
N.(r,r+Lr) 
g = 	 2 	 4.6-2 p1 .7r(r+tr) —r) 
Here, N{r.r+4r) is the number of atoms of type j in a distance between r and r+zlr from an atom of 





Figure 4.6-9. Illustration of the numerical calculation of the pair-wise radial density function 
g,j( 1). 
Despite the differences between bulk amorphous silica and the structure from simulated 
hydrothermal synthesis, the partial radial distribution functions g50(r), g5151(r) and goo(r) are similar 
to those obtained by Rino et al. 129 from MD of amorphous silica, as shown in figure 4.6-10. The peaks 
in the distributions of the kMC model are situated at values very similar to those from MD, but they 
tend to be more sharp. This could be attributed to the lower strain in the kMC model, however it could 
also be an artefact caused by neglecting the vibrational energy of the network, or by the choice of 
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Figure 4.6-10. Pair-wise radial density functions for Si-0, 0-0, and Si-Si from the WC 
sample (thick line) and MD simulation of the annealing of glass 129 , respectively. 
4.7 Models of MCM-41 structures 
4.7.1 Introduction 
After the results of the WC simulation in the absence of micelles have been checked against 
structural data for bulk amorphous silica in the previous section, WC models for PMS are studied, 
with emphasis on adsorption properties. The chosen reference material is the extensively characterised 
MCM-41 because of its simple structure. This enables us to differentiate between influences of the 
microstructure of the pore walls and the pore geometry. 
The simulation of the synthesis of MCM-41 is carried out following the same procedure as for the 
non-porous material in section 4.6, extended by some additional steps required due to the presence of 
the micelle. 
4.7.2 Simulation procedure 
In the case of an MCM-type structure, the initial configuration is, as shown in figure 4.7-la, a 





micelle is slightly greater than the target diameter of the model pore. The length of the orthogonal unit 
cell in x- and y-direction is set to Ca. twice the diameter of the micelle. The shape of the cell is 
changed to hexagonal and the dimensions become variable later in the course of the simulation. 
Figure 4.7-1. Snapshots of the different stages of the kMC simulation. The micelles are 
represented as areas shaded in grey, silicon, bridging oxygen and non-bridging oxygen are 
represented as black, grey and white spheres, respectively. Grey parallelograms indicate 
periodic boundaries. The snapshot are: (a) The initial configuration of a micelle surrounded 
by silicic acid monomers. (b) The micelle with a partly condensed layer of silica. (c) Two by 
two unit cells of the periodic silica structure after aggregation of multiple images of the 
micellar rod in a hexagonal array. (d, e, f) The silica structure at the beginning of the 
calcination, after removal of the micelle, and after the calcination is finished. 
When choosing the length of the unit cell in z-direction, two opposing factors have to be taken into 
account. On the one hand, the unit cell has to be large enough to limit finite-size effects. The range of 
density correlations greater than 1 % is ca. 3 nm) 39 On the other hand, the channels of real MCM-41 
are not completely straight but the centre of the pore moves worm-like relative to the hexagonal lattice 
along the axis of the pore 16 . The stiff cylindrical model representation of the micelles in the kMC 
simulation cannot adapt appropriately to this in the course of the simulation. Thus the bigger the unit 
cell is in z-direction, the more the templating effect is disturbed by the lack of flexibility of the 
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micelle. Taking this and the higher computational costs of a larger unit cell into account the length in 
z-direction has been set to about 2 nm. 
The number of silicic acid monomers required to reach the desired wall thickness at the end of the 
simulation is distributed randomly in a wide ring around the micelle to complete the initial 
configuration. 
The number of monomers required to yield a certain wall density in the final material is estimated 
from ethane pycnometry. The pore volume of a reference sample of MCM-4 I is calculated from the 
capacity for ethane measured experimentally, p = 8.8 mmollg, and the simulated density of ethane 
in a regular cylindrical pore model (see figure 2.3-12b). Pore filling occurred at 1.55 MPa. At this 
pressure the simulation gives an excess density of p,,,, = 12.1 mol/m3 . (This is higher than the value 
yielded from the Peng-Robinson equation of state for the corresponding saturated liquid bulk phase 
which is 8.9 mmollg.) The mass per pore length of the sample is 
muc=  AsimPim 
L 	Pexp 
(4.7-1) 
where A çj,,, is the cross section area and L is the length of the periodic cylindrical model pore. The 
molecular mass of the silica structure on a per-silicon basis is 
M 51() =M, +M0 (4-4Q). 	 (4.7-2) 
n=1 
Here M5, and M0 are the molecular masses of silicon and oxygen, respectively, and Q,, is the fraction 
of silicon atoms of connectivity n. From these values, the number of silicon atoms per pore length 
N 1/L can be calculated as 
N, = MUC 
L 	A110  L 
(4.7-3) 
To get a reasonable estimate of the numbers of monomers required in the simulation, we assuming 
= Q3 = 1 and Q2 = Qi = Qo = 0, which gives 147.7 silicon atoms per nm pore length for the 
reference MCM-41 which has a pore diameter D0 of Ca. 3.5 nm. A periodic simulation cell with a 
length of 2 nm should contain about 295 monomers in the initial configuration. More atoms would 
result in a thicker wall, less atoms in a thinner wall. For other pore diameters D 1 , the number of 
monomers is scaled proportional to the surface area of the micelle, i.e. proportional to the pore 
diameter: 
(''Si ) = (Ns1 ' D1 
L) 1 	L) Ø DO 
(4.7-4) 
Since the wall density and thickness cannot be measured directly in experiments, a set of simulations 
with different numbers of monomers are carried out. From the obtained models, the one with the best 
agreement in unit cell size and adsorption properties according to the criterion in equation 4.7-5 is 
picked for further studies of the material. 
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The first phase of the simulation, as in the real synthesis process, is the formation of a thin layer of 
partly polymerised silica on the surface of the micelle. Since the non-covalent interaction between 
atoms of the silica is purely repulsive and the kMC algorithm enables only limited diffusion, a slight 
energy gradient is added to the simulation cell that forces all silica species in the simulation volume to 
migrate towards the surface of the micelle during the energy minimization of each kMC step. 
Following the kMC algorithm, a silica network is formed in an even layer around the micelle. 
Figure 4.7-lb is a snapshot of a micelle surrounded by a layer of polymerised silica. At this stage the 
DP is approximately equal to I, depending on the thickness of the layer. Since all silica monomers and 
oligomers are now close to the surface of the micelle and thus in the range to the attractive field of the 
micelle, the artificial gradient is removed from the simulation at this point. 
The next phase in the kMC simulation is to mimic the aggregation of the silica-covered micellar 
rods to form the regular hexagonal structure of MCM-41. The shape of the unit cell is changed from 
orthogonal to hexagonal, i.e. the angle between the lattice vectors a and b is changed from 90° to 
120° . Furthermore the size of the unit cell is reduced such that the silica layers of neighbouring 
periodic images of the micelles are almost in contact, such that the attractive field of the micelle 
attracts atoms of the silica layer of neighbouring images of the micelle. This results in the aggregation 
of the micelles. For the remainder of the run the unit cell dimensions in the a and b directions are 
variable and adapt to the change in the developing structure. 
When the micelles are arranged in the hexagonal grid, then the previously round outline of the silica 
layer has to change to hexagonal to enable effective packing. With the simplified representations of 
the micelle, and the approximate dynamics of the kMC simulation, this does not happen 
automatically. Rather, the appropriate dynamics have to be imposed to the aggregation process. In the 
simulation the shape of the cross section of the micelle changes from circular to hexagonal with 
rounded edges in a rate of 0.05 nm per kMC step until the radius of the corners is reduced to 0.5 nm. It 
is likely that this deformation happens more slowly in the real synthesis process. However, a slow 
deformation increases the probability of the formation of temporary siloxane bridges between the 
silica layers of two adjacent micelles that can block further aggregation until they are hydrolyzed 
again, which could lead to very long run times. 
Figure 4.7-Ic shows a snapshot of the structure after aggregation. Note that the image shows four 
images of the unit cell to make the silica structure between adjacent images evident. A schematic 
drawing of a single unit cell is shown in figure 4.3-1b. 
After the aggregation process is finished, the silica network between the micefles (which are now of 
hexagonal shape) is refined by further condensation, hydrolysis and switching of siloxane bridges, 
until the kMC run reaches a state where the net rate of condensation is close to zero. The 
polymerisation process reduces the amount of material in the unit cell, which causes a contraction of 
the unit cell and shrinking of the micelle. For that reason the diameter of the micelle is variable and 
can decrease to adapt to the contraction of the surrounding silica structure. However, the diameter 
cannot increase above the initial diameter because this is a physical limit that reflects the length of the 
aliphatic chain. In the simulation, the micelle always assumes the biggest possible size to maximize its 
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surface area and therefore the interaction energy with the silica structure. Therefore we did not include 
an explicit force to account for the resistance of the micelle to deviation from its equilibrium diameter. 
This energetic advantage of a large contact area is also a driving force for the unit cell size in c-
direction, so the c-dimension of the unit cell can not be released before the cross linking in the silica 
network is sufficient to withstand this tendency. 
The kMC simulation now continues until the number of siloxane bridges reaches a plateau and 
remains constant. This metastable state corresponds to the material at the end of the hydrothermal 
synthesis at room temperature and is shown in figure 4.7-Id. At this point the Q 4 :Q 3-ratio is 
about 0.75 and there are no species lower than Q2  left in the system. 
The main effect of the heating to 100 °C in an autoclave in the real synthesis procedure is to give 
the material time to improve its long-range order. The long range order is already enforced in the kMC 
simulation due to the periodicity of the simulation cell. Therefore, to reduce the simulation run time, 
the autoclaving stage has not been simulated, assuming that the increase in the DP observed 
experimentally in the autoclave step can be achieved in the same way in the calcination step. 
During calcination, the hydrolysis trial move is disabled to account for the lack of water present 
during the calcination under a flow of hot, dry gas. The atom-micelle interaction potential is stepwise 
reduced to zero, over 660 configurations, before the micelle is removed from the simulation 
completely. Figure 4.7-le is a snapshot of four images of the simulation cells right after removing the 
micelle. When the micelle is removed, the a and b dimension of the unit cell are coupled as described 
in section 4.3.4.5. 
The network temperature is kept at 600 K until the acceptance rate of the kMC trials other than the 
shake trial are approaching zero. The network temperature is then reduced over approximately 500 
trials in five temperature steps back to 200 K, corresponding to the cooling stage of the real synthesis 
process. A snapshot from the final stage of the simulation is given in figure 4.7-If. The changes in the 
network topology during the cool-down are minor. Like the real material, the unit cell parameter a of 
the kMC structure decreases during the calcination due to dehydration, condensation and template 
removal.' 7 
4.7.3 Properties of the model MCM-41 material 
Following the procedure described above we generated several models for MCM-41 with initial 
micelle diameters between 3.2 and 4.8 nm in steps of 0.4 nm and a varying number of silicic acid 
monomers in the initial configuration. More detailed information about these models is collected in 
appendix C.2. The length of the simulated pore section is about 2 nm for all models. For the real 
material, the unit cell size is known from XRD experiments. But because the pore size, or equivalently 
the wall thickness, cannot be determined directly, the pressure where pore filling occurs has to be used 
to identify the model that is most similar to the real material. The similarity between the model 
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The values that are taken into account in equation 4.7-5 are the unit cell parameters of the model 
and the real material, asim and a(.I , the number of pressure points in the simulated isotherm n, the 
scaling factor 4) (see section 2.3.4.6, equation 2.3-42) and the amount adsorbed at pressure Pi in 
simulation and experiment, N j. and The pressure points taken into account are points of the 
isotherms of all three isotherms (ethane, carbon dioxide and nitrogen). The scaling factor 4) is the 
same for ethane and carbon dioxide because they were conducted consecutively on the same pelletised 
sample. The scaling factor 4) for the nitrogen experiment was determined independently because the 
sample was not pelletised before this measurement. The function f depends strongly on the agreement 
in unit cell size but also takes into account the shape of the adsorption isotherm, i.e. the pressure of the 
pore filling step. 
If not stated otherwise, in this section we present the results for the model that has the best 
agreement with the real sample according to equation 4.7-5. The kMC run to create this particular 
model material started with 310 silicic acid monomers and an initial micelle diameter of 4.0 nm. The 
key parameters of the model and the values measures experimentally are listed in table 4.7-1. 
Table 4.7-1. Properties of the MCM-41 model generated by WC simulation of the synthesis. 
property symbol kMC experiment 
Unit cell parameter a 4.63 nm 4.6 nm (XRD) 
Unit cell length Z 1.96 nm 
Pore diameter' D 3.83 nm 
Wall thickness' d 0.79 nm 
Wall density a P'aii 2.43 g/cm3 
Mass of unit cell MUC 20049 glmol 
Number of Si atoms nsi 310 
Number of bOs nbo 541 
Number of nbOs nnBo 158 
Q4 :Q Q4 :Q 3 1.10 4.0( 29Si NMR) 
a Calculated from the adsorption capacity assuming a cylindrical cross section of the pore. 
The length of the periodic unit cell in the z dimension is 1.96 nm and it has a unit cell parameter 
a = 4.63 nm, consistent with the value of 4.6 rim measured by XRD on the real material. The 
contraction of the unit cell during the simulation of the calcination was 3.7 %. The DP of the final 
structure is 1.75 siloxane bridges per silicon atom, which corresponds to Q 4:Q 1.10. 
4.7.3.1 Pore diameter 
Despite the simple structure of regularly arranged channels, the definition and the experimental 
measurement of the pore diameter is not straightforward. Edler et al. found that the wall of MCM-41 
consists of a dense core of Ca. 0.6 nm in thickness and a less dense silica lining of 1.2 nm thickness. 155 
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The difference between the specific surface area measured by Barrett, Joyner and Halenda (BJI-I) 
methods and the value expected from a smooth-walled cylindrical pore model suggests about 30 % 
open micro-porosity in the walls between the meso-pores. 18 Also, the method of preparation, the 
assumed pore shape, and the measured properties effect the obtained pore diameter, resulting in a 
broad range of values in literature.' 83 The reproducibility of the pore diameter in the synthesis is 
0.1 nm. 33 
The pore diameter of the MCM-41 model has been calculated from the simulated adsorption 
capacity of helium as 293 K, nitrogen at 77 K, ethane at 263 K and carbon dioxide at 263 K. The 
result depends on the geometry assumed for the shape of the pore which can be cylindrical or 
hexagonal 231633 as illustrated in figures 4.7-2a and b, or an intermediate of both. 
a) 
Figure 4.7-2. Representation of the pore diameters, D yj and Dhex, and the wall thicknesses, 
and dhex, for (a) cylindrical and (b) hexagonal pore geometry, respectively. 
The pore volume can be estimated from the length of the pore, z, the number of molecules present 
in the pore, N, and the density of the bulk phase in the corresponding state, p. For nitrogen, carbon 
dioxide and ethane N is the number of molecules at pore filling and Pi  is the density of the saturated 
liquid at the same temperature. For helium, which adsorbs only very weakly, 49 N is the number of 
molecules in the pore at 293.15 K and 30 kPa and p1- is the density obtained from the Peng-Robinson 
equation of state for the same conditions. A list of the variables can be found in table 4.7-2. With 





Table 4.7-2. State of the bulk fluid used to calculate the pore volume from simulated 
adsorption data with different adsorbates. 
Fluid T [K] P [kPal Pj [mourn 3 ] Reference 
He 293.15 30.000 12.3076 PR-EOS 
N2 77.00 97.152 28832 92 
C2H6 263.15 1859.6 14055 92 
CO2 263.15 2648.7 22334 92 
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Note that this approach to calculate the pore volume is subject to an error due to two competing 
effects. First, the attraction of adsorbate molecules towards the wall will increase the density of the 
fluid near the wall. Second, the confinement is a disruption to the fluid phase and might therefore 
increase or decrease its average density in the pore. Yet, since both effects are small in mesopores 
compared to e.g. effects of the surface roughness of the walls, the resulting error is neglected in the 
following calculations of the pore diameters. 
Solving the formulas for the area of a cylinder and a hexagon, respectively, for the diameter and 
substituting the area by V1)re/Z gives the respective diameters D, and Dhex : 
DCYI = FIEP-1-1: 	 (4.7-7) 
Dhex 	 (4.7-8) 
The diameters D 1 and Dh obtained from the data of the four different adsorbates were averaged 
and the result was used to calculate the wall thicknesses d., and dhe,, and the wall density P'aii of the 
model structure. The averages of the cylindrical and hexagonal pore diameter, suggests that the 
models with extremely high or low wall density do not give realistic results in the simulation of 
adsorption. Anticipating the results of the simulation of adsorption discussed in more detail in sections 
4.7.3.5, 4.8.2 and 4.8.3, we can identify in which range the wall density of models lies that perform 
well in the simulation of adsorption. For each material simulated, the best model was identified 
according to the objective function 4.7-5. Models with densities in the range from 2.2 g/cm 3 to 
2.7 g/cm 3 give the best result for at least one adsorptive fluid. The density of models performing best 
for all three tested adsorbates lie between 2.4 g/cm 3and 2.7 g/cm 3 . The distribution shows that most of 
the models generated by kMC lie in the range that gives good prediction of adsorption. The two 
models with the highest and the lowest wall density do not perform well in the prediction of 
adsorption. This indicates that the wall density is a good indicator for the quality of a PMS model. 
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Figure 4.7-3. (a) Correlation of the effective wall density from simulated pycnometry and the 
wall thickness d yl. (b) Distributions of the average wall densities, from sample to sample, for 
all 18 pure-silica MCM-41 models generated in this work. The line connects all data points of 
the distribution with spacing 0.1 g/cm 3. The area shaded in grey corresponds to the range of 
densities found in models that perform best for at least one adsorbate-adsorbent 
combination (e.g. ethane and 5%-phenyl-MCM-41). The part shaded in dark grey 
corresponds to wall densities of models that performed best for the combinations of one 
adsorbent with all adsorbates (i.e. ethane, carbon dioxide, nitrogen on pure-silica MCM-41). 
4.7.3.2 Q distribution 
The distribution of the silica species QO to Q4 was monitored over the kMC run. It changes greatly 
over the kMC simulation and assumes typical values for different stages. The fraction of the Q,,-
species is plotted against the number of accepted kMC trials in figure 4.7-4. Initially the system 
contains only silicic acid monomers, i.e. only Q0-silicon atoms. During the polymerisation of the silica 
layer around the micelle, the monomers are consumed rapidly and when the layer is completed after 
about 1000 accepted kMC trials, the majority of the silica atoms having formed two siloxane bridges. 
The number of Q- and Q 4-silica is limited since it is rare to find silicon atoms in the necessary steric 
arrangement in the quasi-two-dimensional layer, as it can be seen in figure 4.7-lb. This changes with 
the aggregation of the micelles into the hexagonal array, which is shown in figure 4.7-Ic, when 
additional siloxane bridges can be formed in the contact area between adjacent periodic images of the 
micellar rod. The increasing DP is reflected in the steep increase of Qr and Q4-species until they 
reach a plateau. The small step in the Q2- . Q- and Q4-curve just before the beginning of the 
calcination (around configuration 2000) corresponds to a conversion of Q- to  Q2-  and Q4-species and 
does not change the overall DP. Further net condensation occurs during the calcination starting from 
configuration 2750. The fraction of Q4-silica surpasses the fraction of Q 3-silica, and Q2-silica almost 
vanishes. Removing the micelle in configuration 3416 does not have a noticeable effect on the Q,,-
distribution, indicating that the micelle potential is weak enough not to affect the topology of the silica 
network on an atomic scale while still guiding the polymerisation sufficiently to achieve a regular 
pore structure. As mentioned before, the changes in the silica structure during the cool-down are small 
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Figure 4.7-4. Evolution of the mole fraction of the Qn-species over the simulation of the 
synthesis of MCM-41. The three vertical, grey lines indicate the aggregation, the beginning 
of the calcination and the beginning of the cooling phase. 
A useful variable to describe the degree of polymerisation of PMSs is the ratio Q 4 :Q 3. It can be 
readily obtained from 29Si-NMR experiments and it is highly sensitive to the DP if the concentration 
of species of lower than Q 3 is negligible (as is the case towards the end of the reaction). For bulk silica 
with two siloxane bridges per silicon atom the Q 4 :Q 3-ratio is infinite. Experimentally, Q4:Q 3 can reach 
4.0 after calcination, corresponding to 1.9 siloxane bridges per silicon atom and in agreement with 
published values. 31  Our model MCM-41 material reached a Q 4 :Q 3-ratio of 1.1, corresponding to 1.75 
siloxane bridges per silicon atom. The lower DP value in the kMC simulation is already present at the 
beginning of the calcination, when the ratio Q 4:Q3 is 1.5 for the real material 3 ' and 0.75 for the 
simulated structure. Runs for different micelle diameters yielded higher simulated Q 4:Q 3 ratios (up to 
1.83), but a difference to the experiment remains. We note that a possible way to increase the degree 
of polymerisation would be to include hydrogen bonding between silanol groups and possibly the 
water molecules which are currently not represented explicitly in the kMC simulation. In the real 
system, the hydrogen-bonded water-silica network prior to condensation in the real system might 
direct unbound silica species into configurations that are favourable for the formation of a highly 
condensed silica network. The implementation of these effects into the kMC simulation would 
improve the identification of the reacting silanol groups and the resulting reaction pathway might be 
more realistic. 
4.7.3.3 Silanol groups 
Some of the excess nbOs in the kMC model are not accessible from the pore space, and nbOs are 
still present on the surface of the real material, although in a slightly lower concentration than in the 
simulation. The number of silanol groups is 158 per unit cell. Assuming hexagonal pore shape with 
diameter Dhex = 3.65 rim, the surface is 25.28 nm 2 . That gives 6.25 silanol groups per nm 2, of which 
some are enclosed in the walls. The values for vitreous silica surfaces lie between 4.5 and 6.2 silanol 
127 
groups per nm 2 . 142 The concentration of silanol groups in the kMC model is more realistic than that of 
MCM-4 I models pores carved out of bulk amorphous silica 141  which have 7.9 to 8.5 silanol groups 
per nm2. Since the density of surface silanol groups lies in a realistic range, we believe that the effect 
of the lower DP on the results of the simulation of adsorption will be minor since the general structure 
of the amorphous wall surface will already be achieved in the kMC simulation. As we will see below, 
the predictions of adsorption made with this model support this conclusion. 
4.7.3.4 Ring size distribution 
The short- and midrange order is investigated by comparing the ring size distributions of the model 
MCM-4 I, before and after calcination, with those of a model amorphous silica generated in absence 
of a micelle: the results are shown in figure 4.7-5. The reduction in the number of five- and six-
membered rings in the porous material reflects the fact that the walls are of a comparable thickness to 
the size of these rings, causing these ring sizes to be partially suppressed. 128  This results in a wider 
distribution and a larger average ring size than in the silica simulated without a templating micelle. 
Figure 4.7-5 also shows that the total number of rings increases and the average ring size decreases 
over the calcination. This is a logical result of the higher DP after calcination since the increased 
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Figure 4.7-5. Ring size distributions of model silicas from the WC simulations: the non-
porous material, shown in figure 4.6-7 (black); the MCM-41 material after calcination (grey); 
and the MCM-41 material before calcination (white). 
4.7.3.5 Adsorption 
Since the main objective in our work is to obtain models for use in the design of adsorbent 
materials, the performance of the generated structure in the simulation of adsorption is the main 
criterion in the evaluation of our kMC method. The adsorption isotherms reflect many properties of a 
PMS. The microscopic details of the silica surface are reflected mostly in the low-pressure range, 
because they determine the preferred adsorption sites that are occupied first by adsorptive molecules 
The point at which pore filling occurs and the capacity at pore filling are controlled by the pore 
lwz 
geometry. which is closely related to the micelle diameter. Finally, the accessible porosity is related 
directly to the capacity. 
We compared experimental adsorption isotherms with the results of GCMC simulations for 
nitrogen at 77 K and for ethane and carbon dioxide at 263 K. The scaling factor 4),  introduced in 
Section 4. 1, was found to give the smallest mean square deviation from the experimental isotherms for 
nitrogen as well as for ethane and carbon dioxide, if set to 1.11. Ideally this factor should be slightly 
smaller than one to compensate for some non-porous silica or other impurities that could increase the 
mass of the sample. However, it seems that the pore volume of the model structure is slightly too 
small in relation to the mass of the walls, resulting in a scaling factor greater than 1. The extra mass of 
the kMC model can be attributed to a combination of a pore diameter that is slightly too small, and 
correspondingly to too many silicic acid monomers at the start of the simulation , and a higher number 
of oxygen atoms per silicon atom due to the lower DP of the kMC model. 
Nitrogen adsorption 
The adsorption isotherm of nitrogen at 77 K is shown in figure 4.7-6. The presence of hysteresis in 
the simulated isotherm is an artefact of the GCMC method due to the subcritical state of nitrogen in 
the pore. The actual equilibrium transition of the simulated system would occur at a pressure between 
the pressure of the evaporation step and the pressure of the condensation step. 78 As expected for 
MCM-4 I with a pore-diameter smaller than 4 nm 32 there is no hysteresis loop in the experimental 
isotherm. Thus, the step in the experimental isotherm corresponds to the equilibrium transition. The 
pressure at which pore filling occurs is very sensitive to the pore size, with pore filling at a higher 
pressures corresponding to larger pore sizes. Comparing simulation and experiment, firstly the 
position of the pore-filling step occurs at lower pressure in the simulation, and secondly the increase 
of the amount adsorbed over the step is smaller than in the experiment. Both indicate that at least part 
of the necessary scaling 4) is due to a slightly smaller pore size in the kMC model. Figure 4.7-6b 
shows the low pressure range of the nitrogen isotherms in more detail. Here the agreement between 
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Figure 4.7-6. Experimental (line) and simulated (symbols) adsorption isotherm of nitrogen on 
calcined MCM-41 at 77 K. a) Whole pressure range including pore filling. b) Enlarged low 
pressure range (adsorption only). The thin lines connecting the symbols are only guidelines 
to the eye to distinguish the adsorption (step at higher pressure) and the desorption branch 
(step at lower pressure) of the simulated isotherm. The experimental isotherm does not 
exhibit hysteresis. The simulated isotherm has been scaled by a factor 4> = 1.11. 
Ethane and carbon dioxide adsorption 
The isotherms for ethane and carbon dioxide at 263 K can be found in figures 4.7-7 and 4.7-8. Both 
simulated isotherms are scaled with the same factor as the simulated nitrogen isotherm, *1 = 1.11. The 
amount adsorbed in the low pressure range exceeds the experimental isotherm in both cases. As 
figures 4.7-7b and 4.7-8b show, the Henry's constant is higher for the simulated isotherms, which 
could be the result of a higher concentration of strong adsorption sites in the kMC model. These sites 
are probably structural heterogeneities and not increased surface polarity caused by a higher density of 
silanol groups on the surface (reflecting the lower DP value for the simulated material), since the 
effect is observed for essentially non-polar ethane as well as strongly quadrupolar carbon dioxide. 
However the excellent agreement of the low-pressure range in the case of nitrogen suggests that at 
least part of the observed difference originates in parameters of the transferable potentials. 
The pore filling occurs close to the pressure where it is observed experimentally. Ethane and carbon 
dioxide both behave supercritically inside the pore, in the simulation as well as in the experiment, so 
the isotherms do not exhibit hysteresis. This is in agreement with equation 1.2-I, which predicts that 
the pore critical temperature Tq, for nitrogen is greater than the temperature of 77 K used in 
experiment and simulation, while the temperature of 263 K used for carbon dioxide and ethane is well 
above the minimum pore critical temperature. The input data used for the calculation and the resulting 
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Figure 4.7-7. Experimental (line) and simulated (symbols) adsorption isotherm of ethane on 
calcined MCM-41 at 263 K. (a) Whole pressure range up to pore filling. (b) Enlarged low 
pressure range. The simulated isotherm has been scaled by a factor (D = 1.11. 
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Figure 4.7-8. Experimental (line) and simulated (symbols) adsorption isotherm of carbon 
dioxide on calcined MCM-41 at 263 K. (a) Whole pressure range up to pore filling. (b) 
Enlarged low pressure range. The simulated isotherm has been scaled by a factor cP = 1.11. 
Table 4.7-3. Estimation of the lower limit for the pore critical temperature according to 
equation 1.2-1. 
[nmi ! Ir.  [K] T j, min [K] Tisorhem 1 
N2 	 0.37 3.83 126.2 101.8 	> 77 
C 2H6 0.44 3.83 305.4 235.2 < 263 
CO, 	 0.41 3.83 304.2 239.1 	< 263 
a) From reference Mor 1997. From table 4.7-1 
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4.7.3.6 Different pore sizes 
The results discussed so far all relate to a single MCM-41 sample and the corresponding kMC 
model. We now make a more demanding test of our methodology. Kruk el al. measured nitrogen 
isotherms on MCM-41 samples of different pore diameters. They were prepared using surfactants of 
different lengths of the aliphatic chain. 32  The isotherms measured for samples from surfactants with 
chains of 12, 14 and 16 carbon atoms have been compared with the simulated isotherms of 
corresponding model structures generated by kMC. The results are shown in figure 4.7-9. As in case 
of the MCM-4 I synthesized in this work, the agreement of the simulated nitrogen isotherms with the 
data published by Kruk et al. is very good. This demonstrates that the kMC methodology is applicable 
to a range of PMS materials with uniform channels of different sizes. Table 4.7-4 gives details for the 
MCM-4 I samples and the kMC models, namely the surfactant chain length, the experimental unit cell 
parameter a,., the initial diameter of the micelle in the kMC simulation, DM, the initial number of 
silicon atoms na,, the unit-cell parameter ac of the simulation cell, and the scaling factor 4) applied 
to the simulated isotherm. 
Table 4.7-4. Unit cell parameters aexp of MCM-41 materials of different pore sizes and the 
initial diameters of the micelle DM,  the number of silicon atoms n, and the unit cell 
parameters akMc of the corresponding models generated by kMC simulation of the synthesis. 
surfactant 	aeg, [nm] 	DM [nm] 	n 5 , 	 a (-[nin] 	4) 
c12 	 3.86 	 32 	 248 3.85 	 1.05 
c14a 3.92 36 261 	 3.96 1.11 
C16 	4.47 	 40 	 300 4.53 	 1.14 
C16 4.6 40 310 	 4.63 1.10 
a MCM-41 material and experimental nitrogen isotherm from Kruk et al.32 b  This work. 
To sum up the results from the GCMC simulations, the performance of kMC-generated structures 
as atomic models for the simulation of adsorption in MCM-41 is good, particularly since the only 
variable parameters are the initial micelle geometry and number of monomers. The isotherms for 
ethane as a non-polar adsorbate and for carbon dioxide as a strongly quadrupolar adsorbent are 
predicted accurately for the prepared material over the whole pressure range, with a slight over-
prediction of the amount adsorbed at low pressure. The quality of the prediction is even better in the 
case of nitrogen. The simulated results for nitrogen were compared to three experimental isotherms 
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Figure 4.7-9. Plot of experimental (thick lines) and simulated (symbols with thin lines) 
isotherms of nitrogen at 77 K for MCM-41 materials prepared with alkyltrimethylammonium 
bromide surfactants with chain length of (a) 12, (b) 14, and (c) 16 carbon atoms 32. (d) 
Sample prepared in our group with an alkyl chain of 16 carbon atoms. A logarithmic scale 
has been used for the pressure axis to enlarge the steep part of the isotherm in the low 
pressure range while the high pressure range is visible in the same diagram. The thin lines 
connecting the symbols are a guide to the eye to distinguish the adsorption (step at higher 
pressure) and the desorption branch (step at lower pressure) of the simulated isotherm. The 
experimental isotherm does not exhibit hysteresis. 
4.7.3.7 PSD from ethane adsorption 
Instead of the geometric approach from the total pore volume described earlier, the mean pore 
diameter can also be obtained from a suitable PSD. Tne kMC model, as an infinite array of periodic 
images of the same pore section, can be expected to have a very narrow PSD in the mesoporous range. 
Real MCM-4 I materials in contrast exhibit a somewhat wider distribution of pore sizes. 
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We define the pore size distribution as the weighting factors that have to be applied to the 
adsorption isotherms for well-defined model pores of different sizes, such that the sum of the 
weighted reference isotherms gives the isotherm of interest. The link between the isotherm of the 
material studied and the PSD of idealised reference pores is the adsorption integral equation, see 
e.g.' 56 
N(T, p)= Jf(D)p(T, P, w)dw. 	 (4.7-9) 
where N(T, P) is the total amount adsorbed at temperature T and bulk-phase pressure P; p(T, P, D) is 
the molar density of the adsorbent at the same conditions in a pore of width w, andftD) is the PSD. 
The PSD analyses carried out for real MCM-41 and for the corresponding kMC model were based 
on ethane adsorption at 263 K. The single-pore isotherms, p(T, P, w), were determined by GCMC 
simulation of ethane in regular cylindrical pores like the one shown in figure 2.3-12b. With this data, 
equation 4.7-9 was solved numerically forftD). 119 The resulting PSDs are plotted in figure 4.7-10. 
Note that the two PSDs are based on different numbers of data points. Deviation of the real material 
and the kMC model from the idealised cylindrical shape broadens both distributions. In addition, the 
real MCM-41 is expected to exhibit a slight variation in pore sizes, causing a broader PSD than that of 
the kMC-generated structure. The key characteristics of the PSDs are summarised in table 4.7-5. The 
difference in the mean diameter of 0.3 nm is reflected in the adsorption isotherms for ethane and 
nitrogen which will be discussed below. Also the more pronounced micro-porosity or surface 
roughness of the walls of the kMC model are evident from the PSD. 
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Figure 4.7-10. PSD obtained from the adsorption isotherm of ethane at 263 K and GCMC 
simulation of the adsorption in regular cylindrical model pores. The upper curve ( ) is the 
PSD from the experimental isotherm for synthesized MCM-41. The lower curve ( ) is the 
PSD obtained from the simulated isotherm for the model generated by kMC simulation. For 
better clarity, the curves are shifted upwards. 
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Table 4.7-5. Characteristics of the PSDs of real MCM-41 and the WC model. 
mean a [nm] 	 microporesL 	 data points 
sample 	 3.40 	 0.8% 	 22 
kMC model 	 3.43 1.2% 81 
'Vol urne-speci fic  Mean of the PSD in the mesoporous range. " Volume fraction of micro-pores. Number of 
points in the isotherm and the PSD. 
4.7.3.8 Effect of coupling of cell dimensions 
The coupling of the cell dimensions still allows for fluctuation of the cell dimensions, as illustrated 
in figure 4.7-11. The plot of the ratio a:b against the number of accepted kMC trials shows that after 
enabling the coupling mechanism in trial 4786 there is still significant deviation from the equilibrium 
ratio. Some oscillation of the unit cell dimensions appear to be necessary to enable refinement of the 
silica network. Keeping the ratio a:b strictly fixed results in a reduced acceptance rate of WC trials 
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Figure 4.7-11. Variation of ratio of the lengths of the unit cell in a- and b-direction, a:b, 
without (trials below 4786) and with (trials from 4786) coupling of a and b, plotted against the 
accepted WC trials. The black line is the ratio a:b and the grey horizontal line represents the 
zero-stress ratio, which is the ratio at the time of the activation of the coupling at 
configuration 4786. 
4.7.3.9 Hydrothermal stability. 
Calcined MCM-41 is known to degrade under ambient conditions on a time scale of months to a 
few years. Small-angle X-ray scattering showed a decrease in the long-range order and the formation 
of rough amorphous silica. 4142 Depending on the synthesis procedure, the materials can decay 
completely or the aging produces in a stable material with still substantial mesoporosity. 
In the WC simulation, the assumption that all water produced in the condensation reactions during 
calcination and cool down leaves the system immediately could result in a silica structure which is 
extremely vulnerable to hydrolysis once in contact with humid atmosphere again. 
To test the qualitative agreement in the hydrothermal stability WC models with real PMSs, a 
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further 1000 accepted kMC trials at a network temperature of 200 K with enabled hydrolysis trial. If 
this had shown that the model silica was vulnerable to hydrolysis (while the real material is not) this 
would have indicated that the model is not realistic. However, the structure was only weakly affected. 
The number of siloxane bridges decreased by 2.5 %, and the few existing three-membered rings 
disappeared from the ring size distribution. The Q distribution and the ring size distribution are 
shown in figure 4.7-12. The change in the silica structure did not show recognisable effects on the 
isotherms obtained by GCMC simulations of the adsorption of ethane (see figure 4.7-13) and carbon 
dioxide (see figure 4.7-14). This indicates that the fact that the hydrolysis trial was disabled during the 
simulation of the calcination did not lead to an unrealistically strained structure which would degrade 
quickly when in contact with water. The kMC model is, like real PMS materials relatively stable at 
ambient conditions. 
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Figure 4.7-12. Structural influences of the hydrothermal degradation under ambient condition 
in the kMC simulation. (a) The Q fractions at the end of the original kMC simulation (left of 
the vertical grey line) and then the effect of further simulation in presence of water at a 
network temperature of 200 K (right of the vertical grey line). (b) Ring size distribution before 
(black) and after (white) hydrothermal degradation. 
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Figure 4.7-13. Influence of the hydrothermal degradation on the adsorption of ethane at 
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Figure 4.7-14. Influence of the hydrothermal degradation on the adsorption of carbon dioxide 
at 263 K. (a) Whole pressure range. (b) Low pressure range. 
4.7.3.10 Ethane/CO2 mixture 
Comparison of the medium- and the high-pressure range of the simulated isotherms of ethane and 
of carbon dioxide (figures 4.7-7 and 4.7-8) shows that for the former the simulated amount adsorbed 
tends to be higher than the experimental values, while for the latter the amount adsorbed is less. To 
investigate if the model parameters used in the GCMC simulations, which are literature values from 
different sources, could be the reason that causes the difference in adsorption, the results of a 
simulated mixture with mole fractions of 0.529 and 0.471 for ethane and carbon dioxide, respectively, 
was compared to experimental measurements. 140 Figure 4.7-15 shows the plot of the selectivity for 
ethane, defined as in equation 3.4-1, against pressure. The experimental result shows a selectivity of 
about 0.8 across the whole pressure range. The simulation with the original charges for oxygen and 
silicon atoms in the silica structure exhibits significantly higher selectivity for ethane at low pressures, 
which drops with increasing pressure to values around I. This indicates that the ratio of polar and non-
polar interaction is not reproduced accurately by the applied parameters. We rule Out a change of the 
Lennard-Jones parameters for the silica structure because they are optimised for the simulation of 
ethane in a MCM-41 model pore. 56 The electrostatic parameters of the model used for carbon dioxide 
have been optimised to represent the vapour-liquid equilibrium 93 so the first choice for modification 
are the partial charges in the silica structure, which have been adopted from a model with Lennard-
Jones parameters different from those used in this work. Scaling the charges on SiICOfl, oxygen and 
hydrogen atoms given in table 2.3-7 by a factor of 1.4 yields good agreement of experiment and 
simulation for the selectivity of the mixture of ethane carbon dioxide. Of course, this change in a 
potential parameter also affects the results of the simulation of pure fluids. Figure 4.7-16 shows the 
simulation results for pure carbon dioxide adsorbing in MCM-41 with original and adapted charges of 
the silica atoms. It is clear that the charge cannot be adapted on its own, but a multidimensional 
optimisation of all parameters of the fluid-silica interaction potential has to be made. This however 
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Figure 4.7-15. Selectivity for ethane over carbon dioxide at 264 K for different pressures of 
the bulk mixture. The mole fraction of carbon dioxide in the bulk gas phase is 0.471. The 
thick line is experimental data. 140  The symbols are results from simulations, with charges 













0 	500 	1000 	1500 	2000 
Pressure [kPa] 
Figure 4.7-16. Adsorption isotherms of pure carbon dioxide on MCM-41 models with charges 
from literature 113 ( ) and with adapted charges ( ). 
4.8 Simulation of functionalised MCM-41 
4.8.1 Introduction 
In section 4,7 we showed that the kMC method generates models of unmodified PMSs adequate for 
the simulation of adsorption. Now we will repeat the procedure for organically modified MCM-41. 
The adsorptives studied are ethane (an essentially non-polar species) and carbon dioxide (which has a 
significant quadrupole moment), and the adsorbents are in situ phenyl-modified MCM-4 I, and post-
synthesis aminopropyl-modified MCM-4 1, both with different concentrations of functional groups. 
The samples were prepared as described in the experimental section 4.2.3.2 and 4.2.3.3. For each 
real material we generated a model material of similar unit cell size and pore size. The similarity 
M., 
between the real materials and the corresponding models was evaluated as for the pure silica materials 
according to equation 4.7-5. 
The number of surface groups in the pores is known from the synthesis to be 5 %, 10%, and 20% 
on a per-silicon basis for the phenyl samples ph05, ph 10 and ph20. Figure 4.8-la shows a snapshot of 
the model with 10 % phenyl content. The phenyl content of 20 % was the maximum amount of phenyl 
that yielded a stable MCM-41 structure in the real material. 
a) 
Figure 4.8-1. (a) A unit cell of the model for sample phlO. The shaded area indicates the 
volume which is excluded from creation and destruction trials in the GCMC simulation. (b) A 
unit cell of the model for sample aplO. The shaded area indicates the volume which is 
excluded from the introduction of surface groups. Colour coding: silicon and oxygen atoms 
are white, hydrogen atoms are black, and aromatic and aliphatic carbon atoms (including the 
hydrogen atoms) are grey. 
For the aminopropyl-modified samples, we took into account the fact that not all aminopropyl-
TEOS will actually bind to the surface of the mesopores, but some will form agglomerates or bind to 
the outer surface of the MCM-4 I particles during the post-synthesis functional isation. We therefore 
assumed a smaller coverage of the pore surface than the elementary analysis (see section 4.2.3.3) 
suggest. We estimated the number of surface groups in the inesopore volume as 5 % and 10 % for the 
samples apOS and aplO, while the total content was measured to be 9.6 % and 16.9 %. Figure 4.8-lb 
shows a snapshot of the model with 10% aminopropyl content. 
Table 4.8-1 contains the unit cell parameters aex,, and a.v,m of the samples and the models, the pore 
diameter of the model calculated from the adsorption capacity without surface groups, and the average 
scaling factor applied to the simulated isotherms for each material. Interesting is the effect of the 
phenyl function alisation of the unit cell parameter of the material. The higher the phenyl content, the 
smaller is the hexagonal unit cell. 
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Table 4.8-1. Experimental and simulated unit cell parameters, aexp and asim, pore diameter 
0sim, and average scaling factors (D of simulated isotherms for different samples. 
sample aeq, [nmr a s ,,,, Inm] DIm [nm] 
phOO 4.7 4.63 3.83 0.96 
phOS 4.58 4.50 3.78 0.96 
phIO 4.4 4.50 3.78 1.00 
ph20 3.97 3.96 3.32 1.01 
apO5 4.7 4.53 3.79 0.95 
aplO 4.7 4.50 3.78 0.94 
From XRD. From adsorption capacities at pore filling. 
4.8.2 Phenyl-functionalised MCM-41 
Figure 4.8-2 shows the adsorption isotherms for ethane on the pure-silica material phOO, and on the 
phenyl-functionalised materials ph05 and ph 10. The reduced adsorption capacity is due to the reduced 
unit cell size and increased pore space occupied by phenyl groups as the phenyl content increases. The 
simulation over-predicts the adsorption in the low pressure region, as already observed for the pure 
silica material in section 4.7.3. This systematic deviation originates from structural details of the 
model generated by kMC simulation or from the interaction parameters chosen. A more detailed 
discussion is given in section 4.7.3.5. Comparison of the isotherms for different materials shows that 
the effect of the phenyl functional isation is reproduced well. Since ethane is essentially non-polar, the 
stronger adsorption must be caused by increased surface heterogeneity due to the presence of the 
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Figure 4.8-2. Experimental and simulated adsorption isotherms of ethane on pheriyi-modified 
MCM-41 materials at 263 K. a) Whole pressure range including pore filling. b) Enlarged low 
pressure range. Experimental data is represented by the symbols , and , and simulated 
isotherms by dashed, thin and thick lines , for MCM-41 synthesized with respectively 0 %, 
5 % and 10 % phenyl-substituted TEOS. The simulated isotherms have been scaled by 
factors of 0.86, 0.84 and 0.91, respectively. 
The effect of phenyl groups on the adsorption of carbon dioxide is much weaker than on that of 
ethane, as shown in figure 4.8-3. For the quadrupolar carbon dioxide, the effect of higher surface 
heterogeneity is compensated by the reduction of surface polarity when polar silanol groups are 
ME 
replaced by non-polar phenyl groups. This is observed in the low pressure region of the simulated 
isotherm as well as in the experimental one. 
The phenyl functionalised HOIAs are relatively easy to prepare since it is a one-pot synthesis, 
however the effect of the phenyl groups on the adsorption of small gases in MCM-41 is limited. They 
are a potentially useful functional isation to increase the selectivity for a supercritical, non-polar 
adsorbate over a polar adsorbate. The good reproduction of the effect of phenyl groups on the 
adsorption indicates that the assumption is correct that the phenyl groups from in-situ 
functionalisation are pointing into the mesopore space of the adsorbent after the removal of the 
surfactant by extraction. It would unlikely to observe this agreement if the phenyl groups were 
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Figure 4.8-3. Experimental and simulated adsorption isotherms of carbon dioxide on phenyl-
modified MCM-41 materials at 263 K. a) Whole pressure range including pore filling. 
b) Enlarged low pressure range. Experimental data is represented by the symbols , and 
and simulated isotherms by dashed, thin and thick lines, for MCM-41 synthesized with 
respectively 0 %, 5 % and 10 % phenyl-substituted TEOS. The simulated isotherms have 
been scaled by factors of 0.86, 0.84 and 0.91, respectively. 
4.8.3 Aminopropyl-functionalised MCM-41 
The aminopropyl functionalised materials are even more complex than the phenyl-MCM-41 
because of the polarity of the aminopropyl group and the large number of degrees of freedom due to 
the flexible carbon chain. Furthermore there are two effects that are not captured explicitly in the 
simulations. First, the amino group can react with silanol groups to form a positively charged NH-
head-group and a negative oxide 0 on the surface. This reaction would increase the polarity of the 
adsorbent. Second, the grafting of aminopropyl-substituted silicic acid adds a silicon atom and can 
increase the number of readily accessible silanol groups on the surface (depending on the number of 
siloxane bridges formed). In the model material the aminopropyl group is linked directly to a silicon 
atom of the wall structure. Therefore, the pure silica model that forms the basis for the model of aplO 
has a higher weight per simulation cell volume than the one for apO5. 
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Aminopropyl functional isation affects the adsorption of ethane weakly, as shown in figure 4.8-4. 
The trend of lower adsorption in the low pressure range with increasing content of aminopropyl is 
reproduced well by the simulations. The total capacity however is slightly over-estimated for the 
sample ap05 and aplO. This has to be seen in conjunction with the carbon dioxide isotherms that are 
scaled by the same factors (1. A smaller scaling factor for ethane isotherms would give better 
agreement for ethane isotherms, but on the other hand it would increase the differences between 
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Figure 4.8-4. Experimental and simulated adsorption isotherms of ethane on aminopropyl- 
modified MCM-41 materials at 263 K. a) Whole pressure range including pore filling. 
b) Enlarged low pressure range. Experimental data is represented by the symbols , and 
and simulated isotherms by dashed, thin and thick lines, for the samples phOO, apOS and 
api 0 respectively. The simulated isotherms have been scaled by factors of 0.86, 0.96 and 
0.99, respectively. 
Figure 4.8-5 shows the simulated and experimental data for carbon dioxide on aminopropyl-MCM-
41. The experiment shows only a small difference between the samples phOO and ap05, but a 
significant increase of adsorption at low pressure between the samples ap05 and aplO. The 
simulations indicate that there are cooperative effects between neighbouring aminopropyl groups. In 
absence of polar adsorptive molecules, the most favourable orientation of the polar head group is 
towards silanol groups on the surface of the silica wall. This results in a bent carbon chain which 
exposes the non-polar chain to adsorbing molecules and screens the polar head. Thus, at low 
concentration, aminopropyl groups do not enhance the adsorption of polar molecules. However, if the 
concentration of aminopropyl groups is sufficiently high, the organic surface groups can bend towards 
each other so that the polar head groups are close to each other and are accessible from the pore space. 
Similar cooperative effects have been observed experimentally by in-situ infra-red-spectroscopy. 36 
With increasing concentration of carbon dioxide molecules near the pore walls, the number of 
aminopropyl groups that interact directly with other surface groups decreases and more groups project 
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Figure 4.8-5. Experimental and simulated adsorption isotherms of carbon dioxide on 
aminopropyl-modified MCM-41 materials at 263 K. a) Whole pressure range including pore 
filling. b) Enlarged low pressure range. Experimental data is represented by the symbols 
and , and simulated isotherms by dashed, thin and thick lines , for the samples ph00, ap05 
and api 0 respectively. The simulated isotherms have been scaled by factors of 0.86, 0.96 
and 0.99, respectively. 
The simulated isotherms show good overall agreement. but the low pressure range shows different 
effects of the functional isation in experiment and simulation. In the experiment, the samples phOO and 
ap05 adsorb less carbon dioxide at low pressures than the sample aplO. In the simulation, the sample 
phOO exhibits the strongest adsorption and the samples ap05 and aplO adsorb less. A possible 
explanation is an extra increase in polarity of the real material, due to additional readily accessible 
silanol groups from the aminopropyl silica source used for the post-synthesis grafting. In the 
generation of the model structures, in contrast, every aminopropyl group substitutes a surface silanol 
group, thus reducing their number in the model. This negative effect on the polarity is superimposed 
on the positive effect of the aminopropyl group. As a result, the simulated adsorption of the ap05 
model is weaker than that of the phOO model, while they are almost identical in the real samples. In 
the same way, the simulated isotherm for the model aplO is very similar to the isotherm for the model 
ap05, while in the experiment, the aplO sample adsorbs carbon dioxide more strongly than the sample 
apO5. 
The design procedure is based on pure-silica structures that were generated by kMC simulation of 
the synthesis, and organic surface groups of various types were added using a Monte Carlo scheme. 
Using transferable intermolecular interaction potentials, the effect of phenyl and anhilioplopyl 
functional isation on the adsorption of ethane and carbon dioxide in MCM-4 I-type adsorbents was 
predicted successfully. The results indicate that phenyl groups are a potentially useful 
functionalisation to increase the selectivity of PMSs for a non-polar adsorbate over a polar adsorbate. 
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4.9 Design: Recovery of carbon dioxide 
4.9.1 Introduction 
The results of the simulations of carbon dioxide and ethane in phenyl- and aminopropyl-modified 
MCM-4 1 materials showed that the design method described in this work is accurate enough to 
reproduce correctly adsorption isotherms for different gases in materials with different surface 
modifications. This is an essential requirement to be able to simulate the adsorption of mixtures, and 
thus to identify the optimal adsorbent for a gas-separation application from among a group of different 
PMS-based materials. Beyond the design of the adsorbent, it would be desirable to be able to make a 
preliminary process design, including e. g. bed size, cycle time and product purity, on the basis of the 
adsorption data obtained by simulation of the designed material. Whether this can be achieved will not 
only depend on the accuracy of the simulations but also on how well the manufactured material agrees 
with the design. 
The greenhouse gas carbon dioxide contributes to the climate change observed in the past years. A 
report by the United Nations' Intergovernmental Panel on Climate Change presented in 2005 in 
Montréal' 57 recommends to capture carbon dioxide and to dispose of it in the ground or on the sea 
bed. Taking this potential industrial scale application of adsorption as an example, we want to 
demonstrate how the design methods presented here can be used to design a HOIA for the separation 
of carbon dioxide from the flue gas of a power plant. In a typical carbon dioxide removal process, the 
gas would be desulfurised. Following this step, the flue gas stream could be cooled to Ca. 20 °C before 
the removal of carbon dioxide by adsorption. We will assume this temperature in the design process, 
since the amount adsorbed is the higher. the lower the temperature. 
Due to the large amounts of carbon dioxide which have to be adsorbed, a pressure swing adsorption 
process will be the most suitable adsorption process, 158  provided that the capacity of the adsorbent is 
sufficiently high. An adsorbent based on a PMS such as MCM-41 is of interest for this type of 
process, because it has a high storage capacity, and the adsorptive forces in the pore of relatively large 
diameter are less strong than in microporous adsorbents such as the zeolites which are commonly used 
for the capture of small quantities of carbon dioxide. 159,160  The key to designing an effective adsorbent 
for bulk carbon dioxide removal is to tailor the pore size and surface groups to maximize the usable 
capacity, based on regeneration at ambient temperature and atmospheric pressure, thus avoiding 
regeneration by applying a vacuum, or by heating. 15816t ' 62 Also, strong adsorption coincides with high 
heat of adsorption, which increases the temperature of the adsorption bed and therefore worsens the 
adsorption properties. A good adsorbent for a PSA process possesses an isotherm with a steep slope at 
high pressurc, and a high carbon dioxide capacity. The surface modification should promote the 
adsorption of carbon dioxide. Aqueous alkanolamine solutions have proven to be good absorption 
media to separate carbon dioxide from gaseous streams, 36.39,163  thus surface groups containing amino 
groups are a promising type of functional isation. 
Our model flue gas is from a coal-fired power plant and dry, with a composition of 
CO2 :N 2 :02 = 14:81:5.' The presence of water would induce the formation of carbonate ions from 
carbon dioxide and positively charged NH 3 -head-groups from amino surface groups of the HOIA. 36 
These chemical reactions, which are not captured in the GCMC simulations, can double the amount 
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adsorbed of carbon dioxide. 39 However, they require desorption at elevated temperatures to fully 
regenerate the cheniisorbed carbon dioxide, i.e. to a temperature-swing, rather than pressure-swing, 
process. The mole fraction of water in the saturated flue gas would be about 0.12 % at 2 MPa and less 
at higher pressures. This is a small amount compared to 14 % carbon dioxide in the untreated flue gas. 
Thus, if the water is not to accumulate in the adsorbent but is removed in the regeneration step of the 
PSA cycle then a HOIA designed for the dry model flue gas should also perform well with wet flue 
gas. It will depend on the influence of chemisorption if the results of the simulations are sufficiently 
accurate to be useful in a preliminary process design for a PSA cycle for a coal power plant. 
The guiding criterion for the optimization will be the selectivity for carbon dioxide, S 0,. as defined in 
equation 3.4-I. At very low pressures, the amount adsorbed of nitrogen and oxygen, which appear in 
the denominator in equation 3.4-1, are very small which can result in oscillations in the selectivity 
plots due to amplification of statistical errors of the simulation results. 
Due to the large number of parameters that could be optimised, we limited this study to a few types 
of functionalisation, two concentrations of surface groups and two pore sizes. We did not study the 
influence of different pore geometries on the adsorption, e.g. of cage-like structures as SBA-2, 2937 but 
rather stuck to MCM-4 I-type materials. We tackled each parameter as one-dimensional optimization 
problem. A more complete, multi-dimensional investigation would lead to a better target adsorbent 
but also would exceed the scope of this work. 
4.9.1.1 Optimisation 
Due to the polarity of the silanol groups on the silica surface, pure-silica PMSs are already 
relatively good adsorbents for carbon dioxide. Thus, we started the design process with a pure-silica 
MCM-4 1 with the same pore size as sample phOO. The simulated isotherms for the compounds of the 
flue gas are given in figure 4.9-1 together with the isotherms obtained for the final adsorbent. The 
slope of the carbon dioxide isotherm is steep over the whole pressure range, since pore filling does not 














0 	500 	1000 	1500 	2000 	2500 	3000 	3500 	4000 	4500 	5000 
Pressure [kPa] 
Figure 4.9-1. Simulated adsorption isotherms of carbon dioxide (thick lines), nitrogen (thin 
lines), and oxygen (dotted lines) from a flue gas mixture on pure-silica MCM-41 with 3.8 nm 
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As mentioned above, amine compounds are candidate surface modifications. The first surface 
group we tried was aminopropyl, as this was used in the validation of the design method, and has been 
studied by other workers for CO 2 adsorption. 3639 The propyl chain should enable the group to reach 
into the pore space and thus maximize the pore volume affected by the polar head group. 
A coverage of 0.1 aminopropyl groups per silicon atom was introduced to the pure-silica model 
material. As the plot in figure 4.9-2 shows, there is a negative effect on the selectivity for carbon 
dioxide. This surprising result can be explained by snapshots of the simulation, which reveal that most 
of the aminopropyl groups are bent backwards to the silica wall to form a hydrogen bond between the 
amino group and a silanol group on the wall surface. As a result the polar head group is not very 
exposed to adsorbing molecules, and the non-polar alkyl chain screens a parts of the polar silica wall. 
This situation does not improve at higher pressures as in the case of adsorption of pure carbon dioxide, 
probably due to the presence of less polar adsorptive molecules. The polar heads of the aminopropyl 
groups remain situated near the wall despite the long propyl chain. 
Pressure [kPa] 
Figure 4.9-2. Selectivity for carbon dioxide from flue gas of MCM-41 model structures with 
3.8 nm pore diameter and different functional isation. The curves correspond to no surface 
modification (thin line), 20% aminomethyl substitution (dotted), 10% aminopropyl 
substitution (dashed), and 10 % diaminophenyl substitution (thick line). 
Consequently, the surface group to be tested next was aminomethyl (see figure 2.3-19d), bound by 
only one carbon atom and thus introducing less non-polar elements into the pore. Since the groups are 
less bulky than the aminopropyl groups, twice as many, i.e. 0.2 aminomethyl groups per silicon atom 
were distributed on the surface of the pure-silica material. However, the selectivity for carbon dioxide 
obtained in the simulation is still worse than that of the pure-silica model. This indicates that the 
polarity of the amino group does not exceed that of the surface silanol groups sufficiently to improve 
the selectivity for carbon dioxide, if the group is close to the wall. We conclude from the above results 
that it might be important that the polar groups are projecting into the pore space. Then the 
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electrostatic field reaches a bigger fraction of the volume accessible to adsorbing molecules. In 
addition, the surface groups should not be able to form hydrogen bonds among each other, because 
this would reduce the number of sites available for adsorption of carbon dioxide. 
A group that is bound to the surface by an aromatic ring would satisfy this requirement, for 
example a diaminophenyl group which is shown in figure 2.3-19e. The aromatic ring is large enough 
to achieve a significant distance between the wall and the polar head groups, and it is sufficiently stiff 
to avoid a bending of the group back to the surface as observed for aminopropyl. Additionally, the 
high electron density of the aromatic ring gives rise to strong dispersive interactions, which are 
reflected in deep energy wells in the Lennard-Jones representation of the CH groups of the ring and 
make the ring a strong physisorption site. Finally, it can carry two amino groups, giving the same 
number of polar heads per carbon atom as in the anhinopropyl group. The selectivity for carbon 
dioxide of a MCM-41 material with 0.1 diaminophenyl groups per silicon atom is plotted in figure 
4.9-2. The improvement of the selectivity is clear over the whole pressure range, on average almost 
twice as high as for the pure-silica material. Of the functionalisations we considered, diaminophenyl is 
the optimal one. 
In the next step we investigated the influence of the pore size . The finding of simulations with 
models of different pore sizes is that a smaller pore yields better performance of the adsorbent. 
Comparison of the corresponding plots in figures 4.9-2 and 4.9-3 shows that the reduction of the pore 
diameter to 3.1 nm (while leaving the concentration at 0.1 diamiriophenyl groups per silicon atom) 
achieves for pressures greater than 0. I MPa an increase in selectivity of about 2. The advantage of 
smaller pores is that the fraction of the pore volume that is affected by the functional isation is greater 
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Figure 4.9-3. Selectivity for carbon dioxide from flue gas of modified MCM-41 models with 
3.1 nm pore diameter and 0 % (dotted line), 5% (thin line) and 10 % (thick line) 
diaminophenyl functionalisation. 
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The last parameter to be studied in this example is the concentration of surface groups. The 
functional isation of 0.1 groups per silicon atom corresponds to 1.15  groups per nm 2, which is 
relatively dense for a bulky compound. Thus only a lower density of 0.05 diaminophenyl groups per 
silicon atom and the pure silica material were tested. The results plotted in figure 4.9-3 show that the 
higher concentration of phenyl groups exhibits better selectivity for carbon dioxide. 
4.9.1.2 Summary of the design process 
The results of the investigations of the influence of different variables of the adsorbent identify the 
material with a pore diameter of 3.1 nm and a diaminophenyl functionalisation of 0.1 groups per 
silicon atom as the adsorbent with the highest selectivity. The simulated adsorption isotherms, shown 
in figure 4.9-1. reveal that not only the selectivity is increased compared to the pure-silica material, 
but also the amount adsorbed is greater, lying above 2 mmol/g. (The value of 2 mmol/g has been 
proposed as the minimum capacity of an adsorbent for an economic separation of carbon dioxide from 
flue gas .)36 
The carbon dioxide isotherm has a steep slope until high pressures. making it suitable for a PSA 
process. If the adsorption is performed at a pressure between 2 MPa and 3 MPa. then there is still a 
reasonable effective capacity if the desorption takes place at about atmospheric pressure. The 
properties of the diaminophenyl-MCM-41 make it also a promising adsorbent for a very similar 
separation problem: the removal of carbon dioxide from natural gas. The next step would be to 
optimise the process, as demonstrated for AIMePO-a in section 3.4, followed by the development of a 
suitable synthesis route for the identified PMS material. 
4.10 Conclusions 
In this section we have described the kMC method for the molecular simulation of silica sol-gel 
reactions in large systems at ambient conditions. The simulation of a high-density silica gel showed 
that the kMC method in combination with the potential of Tu and Tersoff, 84 produces a silica structure 
with properties that are reasonably close to those of bulk amorphous silica. As one can expect from a 
silica structure produced by polymerisation of silicic acid, the kMC model consist of less strained 
SiO4 building units, has larger rings and has a lower density than amorphous silica produced by the 
annealing of a melt. 
To test the applicability of the kMC method developed to PMSs, the synthesis of MCM-41 
materials was simulated. The obtained models were compared to real materials, in particular with 
respect to their adsorption properties. The performance of the kMC-generated structures as atomic 
models for the simulation of adsorption in MCM-41 is good, particularly since the only variable 
parameters are the initial micelle geometry and number of monomers. The isotherms for ethane as a 
non-polar adsorbate and for carbon dioxide as a strongly quadrupolar adsorbent are predicted 
accurately for the prepared material over the whole pressure range, with a slight over-prediction of the 
amount adsorbed at low pressure. The quality of the prediction is even better in the case of nitrogen. 
The simulated results for nitrogen were compared to three experimental isotherms from a range of 
pore sizes and similarly good agreement was achieved for each of them. 
To generate models that include organic surface modifications, a simple Monte Carlo method was 
developed. It distributes a number of functional groups across the surface of a pure-silica model of a 
PMS. The adsorption properties of the models of PMS-based HOIAs were simulated in GCMC 
simulations and compared to experimental results for aminopropyl-MCM-41 and phenyl-MCM-41. 
The influence of the surface modification on the adsorption was reproduced well in the simulations, 
which encouraged to apply the developed methods in an example design problem for an actual gas 
separation process. 
The recovery of carbon dioxide from power plant flue gas was chosen as an example where HOIAs 
on PMS basis could be well-suited adsorbents. We demonstrated how to apply the simulation tools 
developed in this work and found that diaminophenyl-MCM-41 is likely to have a high selectivity for 
carbon dioxide and should be taken into consideration as a target adsorbent for this separation process. 
Suggested future work 
Even though the kMC models proved to be adequate for the design process of PMS-based HOJAs, 
there is of course still room for improvements. The most obvious difference to real PMS materials is 
the lower DP achieved in the kMC runs. It is likely that a higher DP would also further improve the 
agreement of kMC models with real materials with respect to adsorption properties. The higher degree 
of cross linking might also reduce the surface roughness and micropores of the kMC models. 
Therefore, many of the following suggestions aim at an improved representation of the condensation 
reaction in the simulations. 
Formation of multiple siloxane bridges at a time. In a silica gel multiple condensation reaction 
could happen in a time interval shorter than the relaxation time of the network. For example, the 
reaction energy of one condensation reaction could contribute to overcome the activation energy 
barrier for a close-by reaction. In the present kMC simulations this is not possible since the 
whole network is equilibrated after each individual reaction. That is, in a configuration as 
represented in figure 4.10-1 on the left-hand side, a double condensation reaction could yield the 
low-energy configuration with two additional bOs. However, if this new configuration has to be 
generated in two consecutive condensation steps, then a high-energy intermediate configuration 
has to be formed. This is very likely to be rejected in the kMC scheme. Therefore, the 
implementation of the formation of multiple bonds at a time would be a useful extension to the 
kMC scheme. 
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Figure 4.10-1. 4.10-1. Schematic representation of the formation of a double siloxane bridge in a 
highly connected silica network. With two condensation reactions at the same time, the 
reaction is possible. With two separate reactions, a highly strained intermediate stage is 
formed. The grey zig-zag line indicates the area of sterical hindrance. 
• Smart choice of reacting nbOs. The nbOs that take part in a condensation reaction are chosen 
without taking into account their relative orientation. It is likely that the probability of a reaction 
is correlated to the orientation of the nbOs, and therefore a "smarter" algorithm would yield a 
more realistic structure, or at least would speed up the simulation by increasing the acceptance 
rate of condensation trials. 
• Explicit representation of water molecules. To simulate water explicitly would enable the 
direct simulate the influence of the pH value on the reaction. In addition, it would enable the 
confirmation of the assumption, that water quickly diffuses out of the evolving silica structure 
which is in contact with either a bulk aqueous solution or a hot dry gas phase. 
• More detailed representation of the micelles. The highly simplified representation of the 
surfactant micelles requires only little CPU resources. However they require that the geometry of 
the micelles is imposed. A detailed representation of the surfactant molecules would make this 
redundant; the micelles would assume the shape that corresponds to the thermodynamic state of 
the system. Furthermore, the explicit representation of the surfactants molecules would include a 
way to develop the surfactant in parallel to the design of the pore geometry. 
Optimisation of the potential parameters for covalent interactions. As shown in section 
4.3.4.1, the strain energies for small rings obtained with the parameters used in this work differ 
from those calculated by quantum-mechanical minimization of small silica clusters. The relative 
differences between different ring sizes are similar, but the absolute values are about 50 % 
smaller in the kMC simulations. It is likely that the strain in rings is more important for the 
simulation of the polymerisation reaction than for the elastic properties of bulk silica. Therefore, 
the potential parameters should be optimised to the ring strains based on the quantum-
mechanical calculations. At the same time, the equilibrium Si-O-Si angle could be set to the 
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experimental value of around 145° (see section 4.3.4.1). The latter change would, however, 
require a multidimensional optimisation including the atom-atom repulsion to yield the correct 
strains in small silica rings. 
• Use of the real temperature instead of the network temperature. This would remove one 
empirical parameter from the kMC simulation. A promising approach would be to turn the kMC 
simulation in a kind of hybrid Monte Carlo simulation by replacing the energetic minimization 
by a short MD run at the real system temperature. The energy would be averaged over the MD 
run and this value could be used in the acceptance criterion for the kMC moves. The Boltzmann 
factor in the acceptance criterion would then be based on the real temperature rather than on the 
network temperature. 
• Simulate the autoclave step. The recipes for the MCM-41 materials synthesised in relation to 
this work comprise an autoclave step in which the silica-covered micellar rods improve their 
regular arrangement. As mentioned in section 4.7.2, the autoclaving has been skipped in the 
kMC simulations. In future simulations it should be included in the simulations to give a more 
rigorous adaptation of the synthesis, even though the effect of autoclaving is believed to be small 
in the kMC simulations. 
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5 Impact 
5.1 Molecular modelling techniques 
In this work we have developed computational tools for the design of specific adsorbents for gas 
separation processes. Two separate simulation methods have be implemented. Firstly, a versatile code 
for the simulation of adsorption in various systems by GCMC was developed. This GCMC method is 
based on proven techniques for the simulation of adsorption in complex systems. The versatility of the 
code was proved already in this work and thus it will be a useful tool available for various scientific or 
industrial applications of GCMC simulation. In addition to the simulation code, the evaluation of the 
performance of the various potential functions used in the simulations can contribute to future 
research in the field of molecular simulation of adsorption. 
The second contribution to knowledge in the field of molecular simulations is the kMC method. It 
is a novel approach to simulate the hydrothermal synthesis of PMS in presence of the templating 
surfactant micelles. The only inputs necessary to obtain a molecular model of a PMS are the micelle 
geometry, the shape of the unit cell and the number of silicic acid monomers in the beginning of the 
run. We proved the applicability of the model material produced by kMC in GCMC simulations of 
adsorption of polar and non-polar gases. To our knowledge, the kMC approach is the first of its kind 
that was published in literature so far. It still requires the extension to more complex PMS structures 
than MCM-41, but in principle this requires only a limited effort. Then it will present a powerful 
design tool for PMS-based HOIAs which could also help in the search for suitable surfactants to 
template the desired pore shapes. 
5.2 Selective adsorbents 
Following the original intention of the project to design HOIAs inorganic adsorbents for gas 
separation, the application of the developed simulation tools was demonstrated for microporous 
AIMePO-a and mesoporous amino-modified MCM-41 materials. 
The work on AIMePO-a started with the analysis of the reasons for the experimentally observed 
stepped adsorption isotherm of nitrogen in AIMePO-a, with the conclusion that the cause is the close 
steric match between nitrogen and the geometry of the pores in AIMePO-a. It made evident how 
valuable molecular simulations can be to research work on nano-stiuctured materials. in a second step, 
we evaluated whether AIMePO-a could be a suitable adsorbent for air separation to produce nitrogen. 
The simulations indicated that, at temperatures between 100 K and 125 K, AIMePO-a could enable 
for an air separation process based on equilibrium adsorption, resulting in possibly more economic air 
separation process than those used today. 
The second gas separation task tackled in the course of this work was the recovery of carbon 
dioxide from flue gas. Applying the developed design tools for PMS-based HOIAs, a novel adsorbent 
with an MCM-41-type structure was designed. From different amine-functionalisations and pore 
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widths investigated, a diaminophenyl-MCM-41 material was identified as the adsorbent with the best 
performance. Provided the predictions of the simulations are correct, this novel material has a 
significantly better selectivity for carbon dioxide than un-modified MCM-41 in this application. The 
more the effects of greenhouse gases like carbon dioxide becomes evident, the more clear becomes the 
importance of this process as a supplement to a general change of the way energy is produced and 
consumed across the world. 
Hopefully, the design methods for HOIAs presented in this work will help to develop superior 
adsorption processes for existing and future gas separation problems, beyond those discussed here 
already. In particular in the case of PMSs-based HOLAs, the identification of potential applications for 
this versatile group of materials should eventually lead to large-scale production of stable PMSs and 
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AIMePO Aluminium methylphosphonate 
AUA-FF Anisotropic United Atom Force Field 
BJH Barrett, Joyner and Halenda 
CBMC Configurational Bias Monte Carlo 
CMC Canonical Monte Carlo 
CPU Central processing unit 
CRN Continuous random network 
CTMABr Hexadecyltri methylammonium bromide 
DC-CBMC Dual-cut-off Configurational Bias Monte Carlo 
DP Degree of polymerisation 
EC Elementary cell 
EPM Elementary physical model 
EPSRC Engineering and Physical Science Research Council 
GC Grand Canonical 
GCMC Grand Canonical Monte Carlo 
HOIA Hybrid organic/inorganic adsorbent 
JUPAC International Union of Pure and Applied Chemistry 
kMC Kinetic Monte Carlo 
LJ Lennard-Jones 
MC Monte Carlo 
MCM-41 Mobil Crystalline Material 41 
MD Molecular dynamics 
NMR Nuclear magnetic resonance 
OPLS Optimised Potential for Liquid Simulations 
phTEOS Phenyl-tetraethoxyorthosilicate 
PID Piping and instrumentation diagram 
PMS Periodic mesoporous silicas 
PR-EOS Peng-Robinson equation of state 
PSA Pressure swing adsorption 
PSD Pore size distributions 
SBA-2 Santa Barbara 2 
TEM Transmission electron microscopy 
TEOS Tetraethoxyorthosilicate 
TMAOH Tetramethylamrnnnium hydroxide 
TMOS Tetramethoxyorthosilicate 
TraPPE Transferable Potential for Phase Equilibria 
UA United-atom 
VLE Vapour-liquid equilibria 
VOC Volatile organic compound 
XRD X-ray diffraction 
C Materials data 
C.1 Crystallographic data of AIMePO-a and AlMePO- 
Table C.1-1. Refined fractional atomic coordinates AIMePO-a (space group R3c with 
a = 1.38593(1) nm and c = 0.84766(1) nm).' °3 
atom x y Z 
All 0.6666 0.3333 0.5000 
Al2 0.6024(11) 0.5029(11) 0.0631(20) 
P1 0.6473(7) 0.5262(7) 0.7131(16) 
P2 0.8041(8) 0.5281(8) 0.2333(17) 
01 0.6289(7) 0.4222(7) 0.6260(14) 
02 0.6221(8) 0.5966(8) 0.6020(19) 
03 0.5845(8) 0.4868(12) 0.8667(18) 
04 0.7530(7) 0.4670(7) 0.3790(15) 
05 0.8952(8) 0.5050(8) 0.1621(18) 
06 0.7293(11) 0.5341(11) 0.1165(18) 
Cl 0.7896(9) 0.5936(14) 0.7404(27) 
C2 0.9015(13) 0.6694(12) 0.3037(22) 
Dl a 0.8148(12) 0.6688(15) 0.8007(20) 
DI b 0.8438(13) 0.6226(12) 0.6475(23) 
DIc 0.8237(11) 0.5592(13) 0.8225(21) 
D2a 0.9353(15) 0.7198(13) 0.1952(22) 
D2b 0.9597(13) 0.6747(13) 0.3858(26) 
D2c 0.8423(12) - 	0.6900(14) 0.3577(21) 
Table C. 1-2. Refined fractional atomic coordinates of AlMePO- (space group P31 c 
with a = 2.462053(6) nm and c = 2.527337(11) nm).' ° ' 
atom x y z 
All 0.66660 0.33330 0.50000 
Al2 0.60240 0.50290 0.06310 
P1 0.64733 0.52620 0.71312 
P2 0.80410 0.52810 0.23327 
01 0.62893 0.42224 0.62603 
02 0.62212 0.59664 0.60200 
03 0.58450 0.48677 0.86675 
04 0.75304 0.46706 0.37895 
05 0.89519 0.50504 0.16212 
06 0.72926 0.53409 0.11646 
Cl 0.78958 0.59359 0.74040 
C2 0.90155 0.66938 0.30374 
Dl 0.81484 0.66875 0.80066 
D2 0.84384 0.62264 0.64748 
D3 0.82366 0.55917 0.82252 
D4 0.93532 0.71981 0.19518 
D5 0.95974 0.67467 0.38582 
D6 0.84231 0.68997 0.35765 
C-I 
C.2 Pure silica MCM-41 models generated in this work 
In the course of this work, a set of molecular models for pure-silica MCM-41 was generated. Some 
information about these models is collected in table C.2-1. The models were also the basis for the 
generation of organically modified MCM-4 I models. 
Table C.2-1. Properties of the pure silica MCM-41 models: Initial micelle diameter Dm,, initial 
number of monomers fl,, final 04 :03-ratio, final unit cell parameter a, equivalent pore 
diameter DCyI and the corresponding pore wall thickness do,,,, pore wall density Pwaii, specific 
surface area S, and the corresponding reference sample (if any). 
Dm fl.ç Q4:Q3 a D 1 d,-1 S reference 
[nm] [nmj Inmi [nm] [nmj [g/cm 3 j [nm 2/gJ samples 
3.2 232 1.31 3.76 3.08 0.67 2.75 741 
3.2 240 1.23 3.83 3.13 0.70 2.39 817 
3.2 256 1.22 3.91 3.18 0.74 2.47 760 
3.2 248 0.94 3.85 3.21 0.64 2.45 864 
3.6 261 112 3.96 3.32 0.64 2.46 855 ph20 
3.6 270 1.83 4.26 3.47 0.79 2.40 726 
3.6 279 1.17 4.30 3.48 0.83 2.34 712 
4.0 290 1.32 4.23 3.66 0.57 2.61 890 
4.0 320 1.35 4.63 3.71 0.92 2.35 644 
3.6 288 1.24 4.50 3.78 0.72 2.58 732 phOS. ph 10. aplO 
4.0 300 1.33 4.53 3.79 0.74 2.41 758 apOS 
4.0 310 1.10 4.63 3.83 0.79 2.43 710 phOO 
4.4 352 1.32 4.95 3.96 0.99 2.24 622 
4.4 341 1.48 5.06 4.21 0.85 2.36 682 
4.4 330 1.07 5.17 4.45 0.73 2.49 733 
4.8 360 1.34 5.37 4.48 0.91 2.04 735 
4.8 372 1.48 5.34 4.57 0.80 2.48 678 
4.8 384 1.06 5.39 4.73 0.61 3.05 685 
C-2 
