Abstract. We give a complete characterization of invariant subspaces for (M z1 , . . . , M zn ) on the Hardy space H 2 (D n ) over the unit polydisc D n in C n , n > 1. In particular, this yields a complete set of unitary invariants for invariant subspaces for (M z1 , . . . , M zn ) on H 2 (D n ), n > 1. As a consequence, we classify a large class of n-tuples, n > 1, of commuting isometries. All of our results hold for vector-valued Hardy spaces over D n , n > 1. Our invariant subspace theorem solves the well-known open problem on characterizations of invariant subspaces of the Hardy space over the unit polydisc.
Introduction
An important open problem in multivariable operator theory and function theory of several complex variables is the question of a Beurling type representations of joint invariant subspaces for the n-tuple of multiplication operators (M z 1 , . . . , M zn ) on H 2 (D n ), n > 1. Here H 2 (D n ) denotes the Hardy space over the unit polydisc D n in C n (see Section 2 for notation and definitions). The main obstacle here seems to be the subtleties of the theory of holomorphic functions in several complex variables. This problem is compounded by another difficulty associated with the complex (and mostly unknown) structure of n-tuples, n > 1, of commuting isometries on Hilbert spaces.
In this paper, we answer the above question by providing a complete list of natural conditions on closed subspaces of H 2 (D n ). Here we use the analytic representations of shift invariant subspaces, representations of Toeplitz operators on the unit disc, geometry of tensor product of Hilbert spaces and identification of bounded linear operators under unitary equivalence to overcome such difficulties.
As motivation, recall that if n = 1, then the celebrated Beurling theorem [7] says that a non-zero closed subspace S of H One may now ask whether an analogous characterization holds for invariant subspaces for (M z 1 , . . . , M zn ) on H 2 (D n ), n > 1. However, Rudin's pathological examples (see Rudin [25] , page 70) indicates that the above Beurling type properties does not hold in general for invariant subspaces for (M z 1 , . . . , M zn ) on H 2 (D n ), n > 1: There exist invariant subspaces S 1 and S 2 for (M z 1 , M z 2 ) on H 2 (D 2 ) such that (1) S 1 is not finitely generated, and (2) S 2 ∩ H ∞ (D 2 ) = {0}. In fact, Beurling type invariant subspaces for (M z 1 , . . . , M zn ) on H 2 (D n ), n > 1, are rare. They are closely connected with the tensor product structure of the Hardy space (or the product domain D n ). Therefore, the structure of invariant subspaces for (M z 1 , . . . , M zn ) on H 2 (D n ), n > 1, is quite complicated. The list of important works in this area include the papers by Agrawal, Clark, and Douglas [2] , Ahern and Clark [3] , Douglas and Yan [10] , Douglas, Paulsen, Sah and Yan [9] , Guo [15] , Fang [11] , Guo and Yang [16] , Izuchi [18] , Mandrekar [21] , Putinar [23] , Yang [30] etc. (also see the references therein). We also refer to Aleman [4] , Axler and Bourdon [5] , Gamelin [13] , Guo [14] , Guo, Sun, Zheng and Zhong [27] and Rudin [26] for related work on invariant subspaces in both one and several complex variables.
In this paper, first, we represent H 2 (D n+1 ), n ≥ 1, by the H 2 (D n )-valued Hardy space 
. . , M κn ) if and only if S is of Beurling [7] , Lax [19] and Halmos [17] type and the corresponding Beurling, Lax and Halmos inner function solves, in an appropriate sense, n operator equations explicitly and uniquely (see Theorem 3.2, or part (ii) of Theorem 1.1 below, and Theorem 5.2).
Recall that two m-tuples, m ≥ 1, of commuting operators (A 1 , . . . , A m ) on H and (B 1 , . . . , B m ) on K are said to be unitarily equivalent if there exists a unitary operator U : H → K such that UA i = B i U for all i = 1, . . . , m.
We now summarize the main contents, namely, Theorems 3.1 and 3.2 restricted to the scalar-valued Hardy space case, of this paper in the following statement. Theorem 1.1. Let n be a natural number, and let
Section 5 complements the main results on representations of invariant subspaces and deals with the uniqueness part. In Section 6 we give some applications related to the main theorems. The final section of this paper is devoted to an appendix on a dimension inequality which is relevant to the present context and of independent interest.
Prerequisites
We start by briefly recalling the relevant parts of the Hardy space over the unit polydisc. Let n ≥ 1, and let D
n be the open unit polydisc in C n . The Hardy space
where dθ is the normalized Lebesgue measure on the torus T n , the distinguished boundary of D n . It is well known that H 2 (D n ) is a reproducing kernel Hilbert space corresponding to the Szegö kernel S n on D n , where
where |k| = n i=1 k i and 0 ≤ k i ≤ 1 for all i = 1, . . . , n. Here we use the notation z for the n-tuple (z 1 , . . . , z n ) in C n . Also for any multi-index k = (k 1 , . . . , k n ) ∈ Z n + and z ∈ C n , we write z k = z
. Let E be a Hilbert space, and let
is the E-valued reproducing kernel Hilbert space with the B(E)-valued kernel function
In the sequel, by virtue of the canonical unitary U :
, we shall often identify the vector valued Hardy space
. . , n. Now we review and adapt some standard techniques for shift operators which are useful for our purposes (see [20] for more details). Let H be a Hilbert space. Let V be an isometry on H, that is, V f = f for all f ∈ H. Then V is said to be a shift [17] if there is no non trivial reducing subspace of H on which V is unitary. Equivalently, an isometry V on H is a shift if V is pure, that is,
where W is the wandering subspace [17] for V , that is, W = ker
for all m ≥ 0 and η ∈ W, is a unitary operator and
Following Wold [29] and von Neumann [28] , we call Π V the Wold-von Neumann decomposition of the shift V . We will need the following representation theorem for commutators of shifts proved in [20] . Here we only sketch this proof and refer the reader to [20] for more details. 
Sketch of proof:
For the necessary part, let CV = V C. Then MM z = M z M, and so
for some (unique) bounded analytic function Θ ∈ H ∞ B(W) (D) [22] . Let z ∈ D and η ∈ W.
as Π * V η = η. Now a simple computation shows that (cf. [20] )
in the strong operator topology, from which it follows that
and so
Using the fact that P W V * m Cη ∈ W for all m ≥ 0, from here we get
The sufficient part easily follows from the fact that Π * V MΠ V = C. This proves the theorem.
As usual, here H ∞ B(W) (D) denotes the Banach algebra of all B(E)-valued bounded analytic functions on the open unit disc D (cf. [22] ).
Main results
With the above preparation, we now turn to the representations of joint invariant subspaces of vector-valued Hardy spaces. Let n be a positive integer. Let E be a Hilbert space, and consider the vector-valued Hardy space H 
When L = C, we simply write L n = H n , that is,
Also, for each i = 1, . . . , n, we define
for all w ∈ D, and write
for all k 1 , . . . , k n+1 ≥ 0 and η ∈ E. Then it is clear that
Moreover, a simple computation shows that
where K i is the multiplicational operator M z i on E n , that is
for all k ≥ 0 and η ∈ E n . ClearlyŨ
, and the multiplication operator
for all m ≥ 0, η ∈ E n and w ∈ D, is a shift on H 2 En (D). It is now easy to see that
for all i = 1, . . . , n. Finally, by setting
is a unitary operator and
and
This proves the vector-valued version of the first half of the statement of Theorem 1.1:
Now we proceed to prove the remaining half of Theorem 1.1 in the vector-valued Hardy space setting.
. . , n, is a shift on S, and similarly V is also a shift on S. Let W = S ⊖ V S denote the wandering subspace for V , that is Section 2) . Then Π V is a unitary operator and
where
since V i is a shift on S and i = 1, . . . , n. Now since Π V is unitary, we obtain that
and so ran Π S = S.
for all i = 1, . . . , n. From the first equality it follows that there exists an inner function
This and the second equality implies that
for all i, j = 1, . . . , n. This proves the last part of Theorem 1.1 in the vector-valued Hardy space setting:
for all w ∈ D and i = 1, . . . , n. 
A few remarks are in order. 
In the above theorem, we prove that Γ i is explicit, that is
, for all i = 1, . . . , n, and (Γ 1 , . . . , Γ n ) is an n-tuple of commuting shifts on H 2 W (D). This is probably the most non-trivial part of our treatment to the invariant subspace problem in the present setting.
Remark 3.5. Let E be a Hilbert space, and let
Hence the equality
A well known consequence of the Beurling, Lax and Halmos theorem (cf. page 239, Foias and Frazho [12] 
is an n-tuple of commuting shifts, and
Thus the n-tuples of commuting shifts (
, yielding invariant subspaces of vector-valued Hardy spaces over D n+1 are distinguished among the general n-tuples of commuting shifts by the fact that
, and κ i Θ = ΘΦ i , for all i = 1, . . . , n. Moreover, in view of Remark 3.5, the above condition is equivalent to the condition that
for all i = 1, . . . , n. This question has a simple answer, although a rigorous proof of it involves some technicalities. More specifically, the answer to this question is related to a numerical invariant, the rank of an operator associated with the Szegö kernel on D n+1 . First, however, we need a few more definitions.
Representations of model isometries

In connection with Theorem 3.1 (or part (i) of Theorem 1.1), a natural question arises: Given a Hilbert space E, how to identify Hilbert spaces F and B(F )-valued multipliers {Ψ}
Let (T 1 , . . . , T m ) be an m-tuple of commuting contractions on a Hilbert space H. Define the defect operator [16] corresponding to (T 1 , . . . , T m ) as
This definition is motivated by the representation of the Szegö kernel on the polydisc D m (see Section 2). We say that (
. . , T m )] = p, and we write rank (T 1 , . . . , T m ) = p. The defect operators plays an important role in multivariable operator theory (cf. [15, 16] ). For instance, if E is a Hilbert space, then the defect operator of the multiplication operator
where P H 2 c (D n ) denotes the orthogonal projection of H 2 (D n ) onto the one dimensional space of constant functions. Furthermore, as is evident from the definition (and also see the proof of Theorem 3.1), the defect operator for (
Now let E and K be Hilbert spaces, and let (V, V 1 . . . , V n ) be an (n + 1)-tuple of commuting shifts on K. Suppose that (V, V 1 . . . , V n ) on K and (M z , M κ 1 , . . . , M κn ) on H 2 En (D) are unitarily equivalent. In this case, it is necessary that M z on H 2 En (D) and V on K are unitarily equivalent.
for all z ∈ D and i = 1, . . . , n.
En (D) is doubly commuting, another necessary condition is that (V, V 1 , . . . , V n+1 ) is doubly commuting. In particular,
for all m ≥ 0 and i = 1, . . . , n. Using V * m | W = 0 for all m ≥ 1, this implies that
for all i = 1, . . . , n. This implies that W is a reducing subspace for V i , and hence we obtain
that is, Φ i is a constant shift-valued function on D for all i = 1, . . . , n. This observation leads to the following proposition:
. . , V n ) be an (n + 1)-tuple of doubly commuting shifts on some Hilbert space H. Let W = H ⊖ V H, and let
, is a tuple of doubly commuting shifts, then
that is, Φ is a constant function for all i = 1, . . . , n. Now we return to (V, V 1 . . . , V n ), which in turn is an (n + 1)-tuple of doubly commuting shifts on H. For simplicity of notation, set U 1 = V , U i+1 = V i for all i = 1, . . . , n, and let
is the wandering subspace for (V, V 1 , . . . , V n ) (cf. [24] ). From here, one can use the fact that (cf. Theorem 3.3 in [24] )
to prove that the map Γ :
, is a unitary and
) are unitarily equivalent. In addition, if E is a Hilbert space, and
then it follows that (see the equivalence of (ii) and (v) of Theorem 3.3 in [24] 
En (D) are unitarily equivalent. This gives the following: 
Theorem 4.2. In the setting of Proposition 4.1 the following hold:
(V, V 1 , . . . , V n ) on H, (M z , M Ψ 1 , . . . , M Ψn ) on H 2 W (D), and (M z , M κ 1 , . . . , M κn ) on H(D). Then (M z , M Ψ 1 , . . . , M Ψn ) on H 2 F (D) and (M z , M κ 1 , . . . , M κn ) on H 2
En (D) are unitarily equivalent if and only if
The above corollary should be compared with the uniqueness of the multiplicity of shift operators on Hilbert spaces [17] .
Nested invariant subspaces and uniqueness
Now we proceed to the description of nested invariant subspaces of H 2 En (D). Let S 1 and S 2 be two closed invariant subspaces for (
for all w ∈ D, j = 1, 2, and i = 1, . . . , n. Hence by Theorem 3.2 there exists an inner function
for all j = 1, 2, and i = 1, . . . , n. Now, let
Using this in (5.1), we get
for all i = 1, . . . , n. On the other hand, given two invariant subspaces
En (D) described as above, if there exists an inner multiplier Ψ ∈ H ∞ B(W 1 ,W 2 ) (D) such that Θ 1 = Θ 2 Ψ, then it readily follows that S 1 ⊆ S 2 . We state this in the following theorem:
Theorem 5.1. Let E be a Hilbert space, and let
for all w ∈ D, j = 1, 2, and i = 1, . . . , n. Then S 1 ⊆ S 2 if and only if there exists an inner
. . , n. We now proceed to prove the uniqueness of the representations of invariant subspaces as described in Theorem 3.2. Let E be a Hilbert space, and let S be an invariant subspace for for all i = 1, . . . , n.
Applications
In this section, first, we explore a natural connection between the intertwining maps on vector-valued Hardy space over D and the commutators of the multiplication operators on the Hardy space over D n+1 . Then, as a noteworthy added benefit to our approach, we compute a complete set of unitary invariants for invariant subspaces of vector-valued Hardy space over D n+1 . We also test our main results on invariant subspaces unitarily equivalent to H 2 En (D). As a by-product, we obtain some useful results about the structure of invariant subspaces for the Hardy space. We begin with the following definition.
Let E andẼ be two Hilbert spaces. Let S andS be invariant subspaces for the (n+1)-tuples of multiplication operators on H 
for all i = 1, . . . , n.
Intertwining maps.
Recall that, given a Hilbert space E, there exists a unitary operator
, for all i = 1, . . . , n. Let F be another Hilbert space, and let X :
) be a bounded linear operator such that (6.1)
for all i = 1, . . . , n. Conversely, a bounded linear operator X n :
is a contraction (respectively, isometry, unitary, etc.).
For brevity, any map satisfying (6.2) will be referred to module maps. 
for all w ∈ D and i = 1, . . . , n. Let U :
for all i = 1, . . . , n. The former condition implies that
for some unitary operator τ : W →W, and so the latter condition implies that
for all z ∈ D and i = 1, . . . , n. Therefore {Φ 1 , . . . , Φ n } and {Φ 1 , . . . ,Φ n } coincide. To prove the converse, assume now that the above equality holds for a given unitary operator τ : W →W.
U for all i = 1, . . . , n. So we have the following theorem on a complete set of unitary invariants for invariant subspaces: (D), then, in view of Remark 3.5, the multipliers in Theorem 6.1 can be represented as
for all w ∈ D and i = 1, . . . , n.
6.3. Unitarily equivalent invariant subspaces. Let E and F be Hilbert spaces, and let
Fn (D) be a module map. If X n is an isometry, then the closed subspace 
En (D), for some Hilbert space E, if and only if there exists an isometric module map X n :
En (D)). Now, it also follows from the discussion at the beginning of this section that X :
) (corresponding to the module map X n ) is an isometry and XM z i = M z i X for all i = 1, . . . , n. Then Theorem 7.1 tells us that dim E ≤ dim F . Therefore, we have the following theorem: Of particular interest is the case when F = C. In this case (see Section 3) the tensor product Hilbert space F n = H 2 (D n ) ⊗ C is denoted by H n , that is, H n = H 2 (D n ). . Also see Mandrekar [21] .
We now proceed to analyze doubly commuting invariant subspaces. Let F be a Hilbert space, and let S ⊆ H for all k, l ∈ Z n and η, ζ ∈ E 1 . Therefore this map extends uniquely to an isometry, denoted again byX from L
XM e iθ j = M e iθ jX , for all j = 1, . . . , n. The result then easily follows from Theorem 7.2.
If X :
is an isometry, and if XM z i = M z i X for all i = 1, . . . , n, then it is easy to see that X = M Θ , for some isometric multiplier Θ ∈ H ∞ B(E 1 ,E 2 ) (D n ) (that is, M Θ :
is an isometry). In the case n = 1, the conclusion of Theorem 7.1 follows from the boundary behavior of bounded analytic functions on the open unit disc: M Θ is an isometry if and only if Θ(e iθ ) is isometry a.e. on T (cf. [22] ). Unlike the proof of the classical case n = 1, our proof does not use the boundary behavior of Θ.
