for linear partial differential equations in cylinders, which was applied to solve some nonlinear problems.
INTRODUCTION
Many problems arising in fluid flow lead to the resolution
NAVIER-STOKES EQUATIONS
of a system of partial differential equations in an un-
AND THEIR LINEARIZATION
bounded domain. For instance, for steady state incomThroughout this paper we consider the numerical simupressible viscous flow in a channel, the resolution of Nalation of a steady incompressible viscous flow around a vier-Stokes (N-S) equations in an unbounded domain is body (domain ⍀ i ) in a no-slip channel defined by ᑬ ϫ proposed. One difficulty in the numerical simulations of [0, L] . Let u, v denote the components of the velocity in these problems is the unboundedness of the physical dothe x and y coordinate directions, and let p denote the main. Various strategies have been developed for overpressure; then in the domain ⍀ ϭ ᑬ ϫ [0, L]‫گ‬⍀ i u, v, and coming the difficulty [1] . It is a popular method in the p satisfy the N-S equations. engineering literature to introduce an artificial boundary reducing these problems to a bounded computational domain and to set up artificial boundary conditions at the u Ѩu Ѩx ϩ v Ѩu Ѩy ϩ Ѩp Ѩx ϭ ⌬u, (2.1) artificial boundary. How to design artificial boundary conditions on the artificial boundary for a given problem has been a common interest for mathematicians and engineers. [8, 9] , Han et al. [10] , Han and Bao [11, 12] , and Nataf [13] worked on this subject for various problems using and the boundary conditions different techniques. In [6, 7] , the authors proposed a method by which to derive asymptotic boundary conditions 
ds, where Ͼ 0 is the kinematic viscosity, and a Ͼ 0 is a constant.
Ͷ(x, y) Ǟ Ͷ ȍ ( y) ϵ ϪuЈ ȍ ( y), when x Ǟ Ϯȍ. (2.13) We introduce the streamfunction and vorticity Ͷ; then
by the artifical boundaries ⌫ b and ⌫ c with 
FIG. 2. Re
is straightforward to check that Ͷ and satisfy the equa-(2.17) tions (2.14), (2.15) and the boundary conditions where Re ϭ 1/. Let
Since the boundary condition on the artificial boundary ⌫ c is unknown, the equations (2.14) and (2.15) with boundary problem. It cannot be solved. Let
For given functions c ( y) and Ͷ c ( y) with c (0) ϭ is a nonzero solution of the problem (2.14), (2.15), (2.18), c (L) ϭ 0 and (d c ( y)/dy)͉ yϭ0,L ϭ 0, we discuss the solution (2.19). Then we know that the constant and the nonzero of the equations (2.14) and (2.15) with the boundary condifunctions Ͱ( y) and ͱ( y) are a solution of the eigenvalue tions (2.18)-(2.20) and design a sequence of artificial problem boundary conditions on the segment ⌫ c for the problem (2.9)-(2.13).
4
1) We now solve the equations (2.14) and (2.15) with the boundary conditions (2.18)-(2.20) by spectral techniques 4
2) and then design a sequence of approximate artificial boundary conditions on the segment ⌫ c for the problem (2.9)-(2.13). Suppose
where Real denotes the real part of . 
. the following theorem.
THEOREM. The boundary conditions ͱ (t)͉ tϭϮ1 ϭ ͱ Ј(t)͉ tϭϮ1 ϭ 0 are equivalent to ͱ (t)͉ tϭϮ1 ϭ 0 and ͐ ͱ dt for any ʦ P 1 (Ϫ1, 1) if Ͱ (t), ͱ (t) satisfy where T j (t) is the jth Chebyshev polynomial and N is even. the equation 2 ͱ (t) ϩ ͱ Љ(t) ϩ Ͱ (t) ϭ 0 on (Ϫ1, 1). A computation shows that Therefore the boundary condition (3.7) can by replaced by
where Now we discretize the problem (3.5), (3.6), (3.9), (3.10) by the spectral Chebyshev Tau method [14] . Let
and Then the problem (3.11)-(3.14) is equivalent to the eigen-the corresponding eigenvectors of the eigenvalue problem (3.16). We can compute all the eigenvalues with negative value problem real part by numerical methods. Therefore we assume that the eigenvalues of problem (3.16) with negative real part 
where I 2NϪ2 is a (2N Ϫ 2) ϫ (2N Ϫ 2) unit matrix.
From the condition (3.4), the real part of must be negative, so to solve the problem (3.1)-(3.4), we need only to calculate the eigenvalues with negative real part and
where
jϩ1,i T j (t) are approximate eigenfunctions of the eigenvalues i of the problem (3 .5)-(3.8) . 
Hence we have
Therefore we obtain a sequence of approximate artificial boundary conditions (3.22) on the segment artificial boundwhere ary ⌫ c . In a similar way, we can get the artificial boundary condi-
tions on the boundary ⌫ b . Then on the domain ⍀ T the original problem (2.9)-(2.13)
.., can be approximated by the following problem with different M: 
This steady state solution is computed as the limit in time of the unsteady N-S equations, which are discretized by an ADI method [15] .
Thus ȍ ( y) and Ͷ ȍ ( y) are given by 
Then the errors err(Ͷ E Ϫ Ͷ i )(d) and err( E Ϫ i )(d) are given in Tables I-III Tables I-III and Figs. 2-4 show the artificial boundary types of computation using different types of outflow condition presented in this paper to be more accurate than boundary conditions at artificial boundary ⌫ c in the exthe Neumann and Dirichlet boundary conditions, which ample.
are often used in the engineering literature. Type I. Dirichlet boundary condition
The influence of the location of the artificial boundary ⌫ c is shown in Tables IV-VI and in Figs. 5-7 
Reynolds numbers. The location of the artificial boundary has strong influence for the computational accuracy, speType II. Neumann boundary condition cially for high Reynolds number. The influence of the number M in the artificial boundary condition (3.22) is shown in Tables VII-IX for A sequence of approximate artificial boundary condiIn the example, the results are compared with an ''exact tions for nonlinear Navier-Stokes equations has been solution.'' This solution is obtained by using an outflow designed using an external linear flow and the spectral boundary very far from the step, at which are presented Chebyshev Tau method. The artificial boundary conditions Neumann boundary condition. To be precise, the distance can be used to solve nonlinear N-S equations even though between the step and the outflow boundary for the ''exact it is obtained from linearized N-S equations on an external solution'' is 14 times the height of the step.
domain. From the numerical results, we can see that our Let ( E , Ͷ E ) denote the ''exact solution'' and ( i , Ͷ i ) artificial boundary condition is more accurate than the (i ϭ I, II, III) denote the numerical solutions corresponding Neumann and Dirichlet boundary conditions which are the boundary conditions type I, II, and III on the artificial often used in the engineering literature. For a given accuboundary ⌫ c . Figure 1 shows the ''exact solution'' for racy it is possible to compute the problem on a smaller Re ϭ 100. 
