We provide an algorithmic characterization of H-matrices. When A is an H-matrix, this algorithm determines a positive diagonal matrix D such that AD is strictly row diagonally dominant. In effect, D is produced iteratively by quantifying and * Work supported by a Natural Sciences and Engineering Research Council grant. 271:179-190 (1998) redistributing the diagonal dominance present in some rows of A to the non-diagonally-dominant rows.
INTRODUCTION
The H-matrices, defined below, arise in several applications of the mathematical sciences. The class of H-matrices generalizes the widely studied classes of strictly diagonally dominant matrices and of nonsingular Mmatrices. In this note, we will introduce a simple algorithmic characterization of H-matrices. We first need to recall the following definitions. If A =Jt'(A) and the eigenvalues of A have positive real parts, we call A a (nonsingular) M-matrix. We say that A is an H-matrix if -~V(A) is an M-matrix. For details and numerous conditions equivalent to being an M-matrix, the reader is referred to [4] and [1] . There are two further remarks we need to make, originating from well-known facts about M-matrices found in the aforementioned references. First, every H-matrix, as defined above, is nonsingular. [We caution the reader that some authors define an H-matrix by what amounts to requiring that the eigenvalues of ~¢(A) have nonnegative real parts, thus allowing for singular "H-matrics."] Second, A is an H-matrix if and only if A is strictly generalized diagonally dominant. Therefore, whether a given matrix A is an H-matrix or not is equivalent to whether there exists or not a positive diagonal matrix D such that AD is strictly diagonally dominant. Let us denote the set of all such positive diagonal matrices by ~a, SO that A is an H-matrix if and only if ~a ~ Q.
Suppose for a moment that A is an H-matrix, and let B =I¢(A), x ~ C n be an entrywise positive vector, and y = B-1 x. Then, as B-1 is an entrywise nonnegative matrix (see e.g., [1, Theorem 6.2.3]), y is also entrywise positive.
It follows that D v = diag(y) ~A" However, the computation of such a vector y can be an intense numerical exercise, since B-1 is involved.
In [2, Theorem 1], a sufficient condition is given for strict generalized diagonal dominance of A ~ C n' ". The proof of that result proceeds with the construction of a matrix D ~-~a" However, the condition in [2] is not necessary. Moreover, the construction of D depends on knowing a partition of {1, 2 ..... n} for which the sufficient condition is satisfied, making the computational complexity prohibitive. Similar remarks are valid for the sufficient conditions for H-matrices presented in [6] and [3] .
In view of the preceding comments, we find ourselves in pursuit of another method for computing a matrix in ~a. Ideally, we want this method to be computationally convenient, and we also want the possible failure of the algorithm to produce a matrix in ~A to signify that the input matrix A is not an H-matrix. In other words, we are in pursuit of an algorithmic characterization of an H-matrix, which can be effectively implemented on a computer. The algorithm described in the following section has these features. An algorithmic approach to computing a matrix in ~A was proposed in [5] , where the columns of the mth iterate, A (m), are scaled by postmultiplication with a suitable diagonal matrix diag(d). The entries of d ~ C" satisfy
1-e if i~NI(A (m))
Assuming that ~ > 0 is sufficiently small, and that A is an H-matrix, the algorithm produces a diagonally dominant matrix. Thus the product of the intermediate diagonal matrices yields a matrix in ~a. The main drawback of this method is that the choice of e may lead to a large number of required iterations. Moreover, when it is not known a priori whether A is an H-matrix, a possible failure of the algorithm to produce a matrix in ~a after a large number of iterations cannot necessarily be attributed to the choice of ~. We will next introduce a different algorithmic procedure for the computation of a matrix in -@~A, in which the above drawbacks are addressed.
There are two cases where A is easily seen not to be an H-matrix. First, if A has no diagonally dominant rows, then all the entries of .4g(A)e are nonpositive, violating the monotonicity condition for M-matrices (see e.g., [1, Theorem 6.2.3]). It follows that A is not an H-matrix. Second, if a diagonal entry of A is zero, then A is not an H-matrix, since -~A = O. Consequently, the algorithm below is designed to terminate (at step 1--before any iterations take place) if either of these cases occurs. Otherwise, it quantifies the 
6. set D (m) = dia#d), m = m + i; go to step 3
The theoretical basis for the functionality of Algorithm H as a criterion for H-matrices is provided by the following theorem and the two lemmata that precede its proof. 
for all i E (k). Thus, (&m+l) = dirn)uty) if s E (n) and t E N,( A"'), st a St if s E (n) and t E N,( A(l)).
It follows that for any s, t E (n), {a$)} is a nonincreasing and bounded sequence. Thus lim, ~ m u$' exists for all s, t E (n). by letting m -+ ~ we obtain a contradiction.
We are now able to prove our main result. where An-p and Bn_p are (n -p) × (n -p). As /tn-p is an H-matrix, so is Bn_ p. This is a contradiction, because b, <~ Ri(Bn_ p) for all i ~ (n) \ (p). This completes the proof of the claim.
•
We now have that
Once again, we have a contradiction because /~n-k is an H-matrix but B n _ k is not. This shows that Algorithm H must terminate after a finite number of iterations, completing the proof of the theorem• •
We begin by noticing that the proofs of Lemma 2.2, Lemma 2.3, and Theorem 2.1 can be easily adapted to the case where the parameter ~ is not constant throughout the iterations, but instead is independently chosen at the mth iteration of Algorithm H to form a bounded sequence {~(m)}.
It is clear from the definition of Algorithm H and Theorem 2.1 that the termination or not of Algorithm H is irrespective of the choice of the positive parameter ~, or of the bounded sequence {e (m)} as remarked in the previous paragraph. However, the column scalings and the redistribution of the diagonal dominance at each iteration are done according to the ratios
Ri( A (m)) + E(m)
la~7°l + e(m) Also, for 0 < b < a, (b + e.)/(a + e) is an increasing function of E > 0. Hence, smaller choices of the parameter E (m) result in at least as large a set N1 ( A(m+ 1)) . Nevertheless, it is not generally true that by choosing e(m) small enough the number of further iterations required for the termination of the algorithm is 1, even if A is an H-matrix. To see this formally, let A ~ C"'" be an H-matrix and suppose that l E N2(A (m)) for some positive integer m. Observe then that
So, if the entries of A (m) satisfy
then at least two more iterations of Algorithm H are required, regardless of the choice of ~ > 0. We illustrate this situation with the following example. 
