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基于集成分类器的蛋白质折叠模式识别
胡始昌，江 弋，林 琛，邹 权*
( 厦门大学 信息科学与技术学院，福建 厦门 361005)
摘 要: 蛋白质折叠问题被列为“21 世纪的生物物理学”的重要课题，他是分子生物学中心法则尚未解决的一个重大生物学
问题，因此预测蛋白质折叠模式是一个复杂、困难、和有挑战性的工作。为了解决该问题，我们引入了分类器集成，本文所采
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Protein fold pattern recognition based on ensemble classifiers
HU Shi － chang，JIANG Yi，LIN Chen，ZOU Quan*
( School of Information Science and Technology，Xiamen University，Xiamen 361005，China)
Abstract: Protein folding problem is listed as an important issue of 21st century bio － physics and it is a major unre-
solved biological problem for the central dogma of molecular biology，so predicting protein folding model is a com-
plex，difficult and challenging work． It is introduced an ensemble classifier to solve such this problem． We use
three classifiers ( LMT，Random Forest，and SMO) and the 188 － dimensional combination of characteristics algo-
rithm for analyzing and predicting the class of protein fold pattern． Experiments show that it can predict the type of
protein fold pattern effectively by using the ensemble classifier and classify the experimental data accurately． Cross
－ validation and independent testing have proved that the accuracy rate can be higher than 70%，improving by
close to 10 percent than previous work．












列分为 27 种折叠模式。但由于以 27 种模式为预测
目标的分类难度太大，通常将这 27 种折叠模式按照
二级结构排列综合成 4 种大的结构模式，即 all － α










































个、第 n /4 个、第 n /2 个、第 3n /4 个以及第 n个分别
位于所在氨基酸序列的位置比例( 即位置编号除以
序列长度) 是 5 维特征，三类共 15 维特征; 对于长为





性质( hydrophobicity) 类似的，还有范德华体积( nor-
malized Van der Waals volume) 、带电极性( polarity) 、
极化率 ( polarizability) 、储电性( charge) 、表面张力
( surface tension) 、二级结构 ( secondary structure) 以
及可溶性( solvent accessibility) ，都可以将氨基酸划
分为三类，如表 1 所示。每一种物理性质可以提取
21 维特征，8 种物理性质共提取 168 种特征，加上
20 种氨基酸的含量，因此本工作对每条氨基酸序列




Table 1 Division of amino acids into 3 different groups by different physicochemical properties
理化性质 第一类 第二类 第三类
疏水性 RKEDQN( 亲水) GASTPHY( 中性) CVLIMFW( 疏水)
范德华体积 GASCTPD( 小) NVEQIL( 中) MHKFRYW( 大)
带电极性 LIFWCMVY( 低) PATGS( 中) HQRKNED( 高)
极化率 GASDT( 低) CPNVEQIL( 中) KMHFRYW( 高)
储电性 KR( 正) ANCQGHILMFPSTWYV( 中性) DE( 负)
表面张力 GQDNAHR( 大) KTSEC( 中) ILMFPWYV( 小)
二级结构 EALMQKRH( α螺旋) VIYCWFT( β片层) GNPSD( 卷曲)








本文的三个基分类器分别选择 LMT ( Logistic
Model Trees) ［12］，SMO［13］和 RandomForest［14］。其中
LMT采用树型结构的分类方式，可以较好的处理多
类分类; SMO原理类似于支持向量机，对多类分类
采取 1vs1 的成对分类( pairwise classification) 策略;
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首先读入训练集 T，利用 LMT 训练 T 得到一个
分类器 F1 ( x ) ，利用 SMO 训练 T，得到分类器 F2
( x) ，利用 RandomForest训练 T，得到分类器 F3( x) 。
然后获取三种分类器对测试集的预测结果以及概
率，针对每一个分类器取一个定系数，且保证三个系
数之和是 1，本文中使用的算法所取的系数都是 1 /






输出:分类器 F( x) ，x 是待测样本; F( x) 给出 x
是每一类的概率
①用 LMT训练 T，得到分类器 F1( x) ;
②用 SMO训练 T，得到分类器 F2( x) ;
③用 RandomForest训练 T，得到分类器 F3( x) ;

















35%。根据 SCOP数据库，数据集包含 27 种不同的
蛋白折叠类型。( 1 ) globin － like，( 2 ) cytochrome
c，( 3 ) DNA － binding 3 － helical bundle，( 4 ) 4 －
helical up － and － down bundle，( 5) 4 － helical cyto-
kines，( 6 ) EF － hand，( 7 ) immunoglobulin － like，
( 8) cupredoxins，( 9) viral coat and capsid proteins，
( 10) conA － like lectin /glucanases，( 11 ) SH3 － like
barrel，( 12 ) OB － fold，( 13 ) beta － trefoil，( 14 )
trypsin － like serine proteases，( 15) lipocalins，( 16)
( TIM) － barrel，( 17 ) FAD ( also NAD ) － binding
motif，( 18) flavodoxin － like，( 19) NAD( P) － bind-
ing Rossmann － fold，( 20) P － loop，( 21) thioredoxin
－ like，( 22 ) ribonuclease H － like motif，( 23 )
hydrolases，( 24 ) periplasmic binding protein － like，
( 25) β － grasp，( 26 ) ferredoxin － like，( 27 ) small
inhibitors，toxins，lectins。以上的 27 种蛋白折叠类
型中，类型 1 ～ 6 属于 all － α 蛋白结构，类型 7 ～ 15
属于 all － β 蛋白结构，类型 16 ～ 24 属于 α /β 结构，





试集均采用 Ding 和 Shen 相同的数据，实验证明本
文的特征可以提高近 10%的准确率，如图 1 所示。
图 1 各类识别方法准确率对比
Fig． 1 Comparison of four protein
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表 2 各种分类器的预测情况表
Table 2 Performance of classifiers on protein fold pattern recognition
分类器
all － α all － β α /β α + β
Precision Recall AUC Precision Recall AUC Precision Recall AUC Precision Recall AUC
LMT 0． 6 0． 556 0． 857 0． 731 0． 697 0． 818 0． 764 0． 843 0． 885 0． 7 0． 636 0． 881
SMO 0． 604 0． 593 0． 795 0． 703 0． 651 0． 789 0． 725 0． 826 0． 848 0． 654 0． 515 0． 852
SimpleLogistic 0． 659 0． 537 0． 859 0． 736 0． 716 0． 844 0． 748 0． 852 0． 893 0． 633 0． 576 0． 895
RF 0． 636 0． 519 0． 803 0． 556 0． 679 0． 726 0． 711 0． 748 0． 857 0． 625 0． 627 0． 795
J48 0． 511 0． 444 0． 695 0． 512 0． 578 0． 668 0． 658 0． 652 0． 76 0． 593 0． 485 0． 792
NB 0． 4 0． 333 0． 702 0． 646 0． 468 0． 757 0． 616 0． 809 0． 869 0． 5 0． 545 0． 859
IB1 0． 545 0． 222 0． 592 0． 634 0． 413 0． 642 0． 49 0． 896 0． 675 0． 625 0． 152 0． 57
本文 0． 737 0． 519 0． 74 0． 726 0． 78 0． 811 0． 741 0． 87 0． 845 0． 81 0． 515 0． 75
表 3 不同分类器的准确率
Table 3 The success rate of each classifier
分类器 训练集交叉验证准确率 独立测试集预测准确率
LMT 72． 0% 69． 97%
SMO 69． 13% 66． 84%
SimpleLogistic 72． 0% 69． 97%
RF 62． 7% 61． 09%
J48 57． 2% 60． 5%
libSVM 36． 97% 45． 16%
NB 57． 8% 60． 0%
IB1 53． 0% 60． 5%
本文 73． 9% 70． 5%
3 结论
利用集成分类算法解决蛋白质折叠识别，主要
创新工作体现在: ( 1 ) 使用 188 维组合特征来表征
蛋白质序列，从蛋白质一级序列中挖掘蛋白质的理







的 70． 5%。我们也开发了基于 JAVA跨平台的预测
软件，本文相关的训练数据、源代码和软件均可以从
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