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Abstract. By building a second order adjoint difference equations on nonuni-
form lattices, the generalized Rodrigues type representation for the second
kind solution of a second order difference equation of hypergeometric type
on nonuniform lattices is given. The general solution of the equation in the
form of a combination of a standard Rodrigues formula and a ”generalized”
Rodrigues formula is also established.
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1. Introduction
The special functions of mathematical physics, namely, the classical orthogonal
polynomials and the hypergeometric and cylindrical functions, are solutions of a
differential equation of hypergeometric type.
Let σ(x) and τ(x) be polynomials of at most second and first degree, respec-
tively, and λ be a constant. The following second order differential equation
σ(x)y′′(x) + τ(x)y′(x) + λy(x) = 0, (1.1)
is called a differential equation of hypergeometric type. If for some positive integer
n,
λ = λn := −
n(n− 1)σ′′
2
− nτ ′ and λm 6= λn for m = 0, 1, . . . , n− 1,
the equation (1.1) has a polynomial solution yn(x) of degree n expressed by the
Rodrigues formula [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]:
yn(x) =
1
ρ(x)
dn
dxn
(ρ(x)σn(x)),
where ρ(x) satisfies the Pearson equation
(σ(x)ρ(x))′ = τ(x)ρ(x).
These solution functions are useful in quantum mechanics, the theory of group
representations, and computational mathematics. Because of this, the classical
theory of hypergeometric type equations has been greatly developed by G. Andrews,
R. Askey [12, 13], J. A. Wilson, M. Ismail [14, 15, 16, 17]; F. Nikiforov, K. Suslov,
1
B. Uvarov, N. M. Atakishiyev [8, 9, 10, 18, 19, 20]; G. George, M. Rahman [21];
T. H. Koornwinder [22]; and many other researchers like R. A´lvarez-Nodarse, K.
L. Cardoso, I. Area, E. Godoy, A. Ronveaux, A. Zarzo, W. Robin, T. Dreyfus, V.
Kac, P. Cheung, and L. K. Jia, J. F. Cheng, Z.S, Feng [23-32].
Knowing one polynomial solution of (1.1) it is possible to build a linearly in-
dependent solution in many ways: Such as the technique of variation of constants
[1], by an integral representation using the Cauchy integral [4, 9]. However, Area
et al. in [23] first gave an extended Rodrigues type representation of the second
solution of (1.1), they gave an extension of Rodrigues formula as
yn(x) =
C1
ρ(x)
dn
dxn
(ρ(x)σn(x)) +
C2
ρ(x)
dn
dxn
(
ρ(x)σn(x)
∫
dx
ρ(x)σn+1(x)
)
,
where C1, C2 are arbitrary constants.
Recently, inspired by [3], W. Robin gave a more general Rodrigues formula [24]
yn(x) =
1
ρ(x)
dn
dxn
[
ρ(x)σn(x)
(∫
Pn(x) +Dn
ρ(x)σn+1(x)
dx+ Cn
)]
,
where Pn(x) is an arbitrary polynomial of degree n and Cn, Dn is an arbitrary
constant.
In 1983, the classical theory of hypergeometric type equations had been greatly
developed by Nikiforov, Suslov and Uvarov [8, 9, 10] who started from the follow-
ing generalization. They replaced (1.1) by a difference equation on a lattice with
variable step size ∇x(s) = x(s)− x(s − 1) :
σ˜[x(s)]
∆
∆x(s − 1/2)
[
∇y(s)
∇x(s)
]
+
1
2
τ˜ [x(s)]
[
∆y(s)
∆x(s)
+
∇y(s)
∇x(s)
]
+ λy(s) = 0. (1.2)
Here σ˜(x) and τ˜(x) are polynomials of at most the second and first degree in x(s)
respectively, λ is a constant,
∆y(s) = y(s+ 1)− y(s), ∇y(s) = y(s)− y(s− 1),
x(s) satisfies
x(s + 1) + x(s)
2
= αx(s +
1
2
) + β (1.3)
(where α, β are constants) and
x2(s+ 1) + x2(s) is a polynomial of degree at most two with respect to x(s+
1
2
).
(1.4)
The difference equation (1.2) obtained as a result of approximating the differen-
tial equation (1.1) on a non-uniform lattice is of independent importance and arises
in a number of other questions. Its solutions essentially generalized the solutions
of the original differential equation and are of interest in their own right. Some of
its solutions have for some time been used in quantum mechanics, the theory of
group representations, and computational mathematics. For more about the dif-
ference equation of hypergeometric type (1.2) on nonuniform lattices, the reader
can see R. Koekoek, P. E. Lesky, R. F. Swarttouw [7] , F. Nikiforov, K. Suslov, B.
Uvarov, N. M. Atakishiyev, M. Rahman [8, 9, 10, 18, 19, 20], A.P. Magnus [33],
M. Foupouagnigni [34, 35], N.S. Witte [36].
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Definition 1.1. Two kinds of lattice functions x(s) are called nonuniform
lattices which satisfy the conditions (1.3) and (1.4):
x(s) = c1q
s + c2q
−s + c3, (1.5)
x(s) = c˜1s
2 + c˜2s+ c˜3, (1.6)
where ci, c˜i are arbitrary constants and c1c2 6= 0, c˜1c˜2 6= 0.
For certain values of λ the equation (1.2) has a polynomial solutions via the
difference analog of Rodrigues formula. Naturally, one can ask whether there is an
analog of extension of Rodrigues formula in the difference equation. As far as we
know, the extension to the case of uniform lattices like x(s) = s and x(s) = qs had
already been obtained in [28]. However, in the case of nonuniform lattices (1.5) or
(1.6), it seems more complicated and difficult, related result in these cases have not
been appeared since paper [28] was published in 2005 .
In this paper, we obtain two extensions of Rodrigues formula in the case of
nonuniform lattices (1.5) and (1.6). The paper is organized as follows. In section
2, calculus on general lattices has been introduced. In section 3, we first give some
Lemmas, then build a second order adjoint equation in a new way, and an extensions
of Rodrigues formula are given in Theorem 6.2. In section 4, another more general
Rodrigues formula Theorem 7.1 is estabished in different method from section 3.
2. Calculus on general lattices
Let x(s) be a lattice, where s ∈ C. For any integer k, xk(s) = x(s +
k
2 ) is also
a lattice. Given a function f(s), define two difference operators with respective to
xk(s) as
∆kf(s) =
∆f(s)
∆xk(s)
∇kf(s) =
∇f(s)
∇xk(s)
.
(2.1)
Moreover, for any nonnegative integer n, let
∆
(n)
k f(s) =

f(s), if n = 0,
∆
∆xk+n−1(s)
· · ·
∆
∆xk+1(s)
∆
∆xk(s)
f(s), if n ≥ 1.
∇
(n)
k f(s) =

f(s), if n = 0,
∇
∇xk−n+1
· · ·
∇
∇xk−1(s)
∇
∇xk(s)
f(s), if n ≥ 1.
The following properties are easy to verify.
3
Proposition 2.1. Given two function f(s), g(s) with complex variable s, we
have
∆k(f(s)g(s)) = f(s+ 1)∆kg(s) + g(s)∆kf(s)
= g(s+ 1)∆kf(s) + f(s)∆kg(s),
∆k
(
f(s)
g(s)
)
=
g(s+ 1)∆kf(s)− f(s+ 1)∆kg(s)
g(s)g(s+ 1)
=
g(s)∆kf(s)− f(s)∆kg(s)
g(s)g(s+ 1)
,
∇k(f(s)g(s)) = f(s− 1)∇kg(s) + g(s)∇kf(s)
= g(s− 1)∇kf(s) + f(s)∇kg(s),
∇k
(
f(s)
g(s)
)
=
g(s− 1)∇kf(s)− f(s− 1)∇kg(s)
g(s)g(s− 1)
=
g(s)∇kf(s)− f(s)∇kg(s)
g(s)g(s− 1)
.
To deal with the inverse of the difference operation ∇k, that is the integration,
following the idea of Gaspard Bangerezako in [29], let ∇kf(t) = g(t). Then
f(t)− f(t− 1) = g(t) [xk(t)− xk(t− 1)]
Choose N, s ∈ C. Summing from t = N to t = s, we have
f(s)− f(N − 1) =
t=s∑
t=N
g(t)∇xk(t).
Thus, we define ∫ s
N
g(t)d∇xk(t) =
t=s∑
t=N
g(t)∇xk(t). (2.2)
It is easy to verify that
Proposition 2.2. Given two function f(s),g(s) with complex variable N, s, we
have
(1)∇k
[∫ s
N
g(t)d∇xk(t)
]
= g(s),
(2)
∫ s
N
∇kf(t)d∇xk(t) = f(s)− f(N).
3. Rodrigues formula
With notations in section 2, the difference equation of hypergeometric type
(1.2) can be written as
σ˜[x(s)]∆−1∇0y(s) +
τ˜ [x(s)]
2
[∆0y(s) +∇0y(s)] + λy(s) = 0. (3.1)
In the following context, we assume that the lattice x(s) has the form (1.5) or (1.6).
Let
zk(s) = ∆
(k)
0 y(s) = ∆k−1∆k−2 · · ·∆0y(s).
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Then for any nonnegative integer k, zk(s) satisfies an equation which is the same
type as (3.1) [10]:
σ˜k[xk(s)]∆k−1∇kzk(s) +
τ˜k[xk(s)]
2
[∆kzk(s) +∇kzk(s)] + µkzk(s) = 0, (3.2)
where σ˜k(xk) and τ˜k(xk) are polynomials of at most second and first degrees in xk,
respectively, µk is a constant, and
σ˜k[xk(s)] =
σ˜k−1[xk−1(s+ 1)] + σ˜k−1[xk−1(s)]
2
+
1
4
∆k−1τ˜k−1(s)
∆xk(s) +∇xk(s)
2∆xk−1(s)
[∆xk−1(s)]
2
+
τ˜k−1[xk−1(s+ 1)] + τ˜k−1[xk−1(s)]
2
∆xk(s)−∇xk(s)
4
,
σ˜0[x0(s)] = σ˜[x(s)];
τ˜k[xk(s)] = ∆k−1σ˜k−1 [xk−1(s)] + ∆k−1τ˜k−1 [xk−1(s)]
∆xk(s)−∇xk(s)
4
+
τ˜k−1[xk−1(s+ 1)] + τ˜k−1[xk−1(s)]
2
∆xk(s) +∇xk(s)
2∆xk−1(s)
,
τ˜0[x0(s)] = τ˜ [x(s)];
µk = µk−1 +∆k−1τ˜k−1 [xk−1(s)] , µ0 = λ.
To study additional properties of solutions of (3.2) it is convenient to use the equa-
tion
1
2
[∆kzk(s) +∇kzk(s)] = ∆kzk(s)−
1
2
∆ [∇kzk(s)]
and to rewrite (3.2) in the equivalent form
σk(s)∆k−1∇kzk(s) + τk(s)∆kzk(s) + µkzk(s) = 0, (3.3)
where
σk(s) = σ˜k[xk(s)]−
1
2
τ˜k[xk(s)]∇xk+1(s), (3.4)
τk(s) = τ˜k[xk(s)]. (3.5)
We can find that
τk(s) =
σ(s+ k)− σ(s) + τ(s+ k)∇x1(s+ k)
∇xk+1(s)
, (3.6)
µk = λ+
k−1∑
j=0
∆jτj(s). (3.7)
Remark 3.1. When k is a negative integer, we also denote the righthand side
of (3.6) as τk.
Writing the equation (3.3) into self-adjoint form:
∆k−1 [σk(s)ρk(s)∇kzk(s)] + µkρk(s)zk(s) = 0.
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Here ρk(s) satisfies the Pearson type difference equation
∆k−1 [σk(s)ρk(s)] = τk(s)ρk(s).
Let ρ(s) = ρ0(s), we can find that
ρk(s) = ρ(s+ k)
k∏
i=1
σ(s + i)
If for a positive integer n,
λ = λn := −
n−1∑
j=0
∆jτj(s), and λm 6= λn for m = 0, 1, . . . , n− 1, (3.8)
then the equation (3.1) has a polynomial solution yn[x(s)] of degree n about x(s).
It is expressed by the difference analog of the Rodrigues formula [8, 9, 10]:
yn[x(s)] =
1
ρ(s)
∇(n)n [ρn(s)]
=
1
ρ(s)
∆
(n)
−n [ρn(s− n)] .
4. Explicit form of τk(s), µk and λn
Now, we deduce the explicit form of τk(s), µk and λn under the lattice (1.5)
and (1.6), respectively.
Proposition 4.1. Given any integer k, if x(s) = c1q
s + c2q
−s + c3, then
τk(s) =
[
qk − q−k
q
1
2 − q−
1
2
σ˜′′
2
+
(
qk + q−k
) τ˜ ′
2
]
xk(s) + c(k)
= [ν(2k)
σ˜′′
2
+ α(2k)τ˜ ′]xk(s) + c(k)
= κ2k+1xk(s) + c(k),
where
ν(µ) =
{
q
µ
2 −q
−
µ
2
q
1
2−q
−
1
2
µ
, α(µ) =
{
q
µ
2 +q−
µ
2
2
1
,
and
κµ = α(µ− 1)τ˜
′ + ν(µ− 1)
σ˜′′
2
.
If x(s) = c˜1s
2 + c˜2s+ c˜3, then
τk(s) = [kσ˜
′′ + τ˜ ′]xk(s) + c˜(k)
= κ2k+1xk(s) + c˜(k),
where c(k), c˜(k) are functions with respect to k:
c(k) = c3(1 − q
k
2 )(q
k
2 − q−k) + c3
(2− q
k
2 − q−
k
2 )(q
k
2 − q−
k
2 )
q
1
2 − q−
1
2
+ τ˜ (0)(q
k
2 + q−
k
2 ) + σ˜(0)
q
k
2 − q−
k
2
q
1
2 − q−
1
2
6
c˜(k) =
σ˜′′
4
c˜1k
3 +
3τ˜ ′
4
c˜1k
2 + σ˜(0)k + 2τ˜(0).
Proof. We only prove the case that x(s) = c1q
s + c2q
−s + c3. By (3.4), (3.5)
and (3.6), we have
τk(s) =
σ˜[x(s+ k)]− σ˜[x(s)] + 12 τ˜ [x(s+ k)]∆x(s + k −
1
2 ) +
1
2 τ˜ [x(s)]∆x(s −
1
2 )
∆xk−1(s)
.
(4.1)
After some simple computations, we obtain
x(s+ k)− x(s) = (q
k
2 − q−
k
2 )(c1q
s+ k
2 − c2q
−s− k
2 ),
x(s+ k) + x(s) = (q
k
2 + q−
k
2 )xk(s) + c3(2− q
k
2 − q−
k
2 ),
∆xk−1(s) = (q
1
2 − q−
1
2 )(c1q
s+ k
2 − c2q
−s− k
2 ).
Moreover, σ˜[x(s)] = σ˜
′′
2 x
2(s) + σ˜′(0)x(s) + σ˜(0). Then,
σ˜[x(s+ k)]− σ˜[x(s)]
∆xk−1(s)
=
σ˜′′
2
x2(s+ k)− x2(s)
∆xk−1(s)
+ σ˜′(0)
x(s+ k)− x(s)
∆xk−1(s)
=
σ˜′′
2
qk − q−k
q
1
2 − q−
1
2
xk(s) + σ˜
′(0)
q
k
2 − q−
k
2
q
1
2 − q−
1
2
+ c3
(2− q
k
2 − q−
k
2 )(q
k
2 − q−
k
2 )
q
k
2 − q−
k
2
.
(4.2)
Moreover, 
x(s+ k)∆x(s + k −
1
2
) + x(s)∆x(s −
1
2
) (4.3)
= (qk + q−k)(q
1
2 − q−
1
2 )(c1q
s+ k
2 − c2q
−s− k
2 )xk(s)
+ c3(q
1
2 − q−
1
2 )(c1q
s+ k
2 − c2q
−s− k
2 )(1− q
k
2 )(q
k
2 − q−k),
∆x(s+ k −
1
2
) + ∆x(s −
1
2
) = (q
1
2 − q−
1
2 )(q
k
2 + q−
k
2 )(c1q
s+ k
2 − c2q
−s− k
2 ), (4.4)
and τ [x(s)] = τ˜ ′x(s) + τ˜ (0). Therefore,
1
2
τ˜ [x(s+ k)]∆x(s + k − 12 ) + τ˜ [x(s)]∆x(s −
1
2 )
∆xk−1(s)
=
τ˜ ′
2
x(s+ k)∆x(s+ k − 12 ) + x(s)∆x(s −
1
2 )
∆xk−1(s)
+
τ˜ (0)
2
∆x(s+ k − 12 ) + ∆x(s −
1
2 )
∆xk−1(s)
=
τ˜ ′
2
(qk + q−k)xk(s) + c3(1− q
k
2 )(q
k
2 − q−k) + τ˜ (0)(q
k
2 + q−
k
2 ).
(4.5)
Substituting (4.2) and (4.5) into (3.5), we get our conclusion.
Lemma 4.1. (Suslov[18]) For α(µ), ν(µ), We have
k−1∑
j=0
α(2j) = α(k − 1)ν(k),
k−1∑
j=0
ν(2j) = ν(k − 1)ν(k).
From (3.7) (3.8) and Lemma 4.1, we have
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Proposition 4.2. If x(s) = c1q
s + c2q
−s + c3 or x(s) = c˜1s
2 + c˜2s+ c˜3, then
µk = λ+ κkν(k). (4.6)
where
κk = α(k − 1)τ˜
′ +
1
2
ν(k − 1)σ˜′′.
Proof. If x(s) = c1q
s + c2q
−s + c3, then
µk = λ+
k−1∑
j=0
[
qj − q−j
q
1
2 + q−
1
2
σ˜′′
2
− (qj + q−j)
τ˜ ′
2
]
;
= λ+
k−1∑
j=0
ν(2j) σ˜
′′
2 +
k−1∑
j=0
α(2j)τ˜ ′
= λ+ ν(k − 1)ν(k) σ˜
′′
2 + α(k − 1)ν(k)τ˜
′
= λ+ κkν(k)
where
κk = α(k − 1)τ˜
′ +
1
2
ν(k − 1)σ˜′′. (4.7)
If x(s) = c˜1s
2 + c˜2s+ c˜3, then
µk = λ+
k−1∑
j=0
[jσ˜′′ + τ˜ ′]
= λ+
(k − 1)k
2
σ˜′′ + kτ˜ ′
= λ+ κkν(k).

From Proposition 4.2 and (3.8), we have
λn = −nκn. (4.8)
5. Adjoint equations
Let
L[y] = σ(s)∆−1∇0y(s) + τ(s)∆0y(s) + λy(s) = 0. (5.1)
The equation (5.1) has a self-adjoint form
∆−1 [σ(s)ρ(s)∇0y(s)] + λρ(s)y(s) = 0, (5.2)
where ρ(s) satisfies a Pearson type equation:
∆−1 [σ(s)ρ(s)] = τ(s)ρ(s). (5.3)
In order to obtain extension of Rodrigues formula in the nonuniform lattice
case, it is crucial to define and build second order adjoint difference equations.
Let w(s) = ρ(s)y(s). Then
∇0y(s) = ∇0
w(s)
ρ(s)
=
ρ(s− 1)∇0w(s) − w(s− 1)∇0ρ(s)
ρ(s)ρ(s− 1)
(5.4)
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Substituting (5.4) into (5.2), we obtain
∆−1
[
σ(s)(∇0w(s) − w(s− 1)
∇0ρ(s)
ρ(s− 1)
)
]
+ λw(s) = 0. (5.5)
By the Pearson type equation (5.3),
∆[σ(s)ρ(s)]
∆x−1(s)
=
σ(s+ 1)∆ρ(s) + ∆σ(s)ρ(s)
∆x−1(s)
= τ(s)ρ(s).
Then
∇ρ(s)
ρ(s− 1)
=
τ(s− 1)∇−1(s)−∇σ(s)
σ(s)
(5.6)
Substituting (5.6) into (5.5), we have
L∗[w] := σ∗(s)∆−1∇0w(s) + τ
∗(s)∆0w(s) + λ
∗w(s) = 0, (5.7)
where
σ∗(s) = σ(s− 1) + τ(s− 1)∇x−1(s), (5.8)
τ∗(s) =
σ(s + 1)− σ(s− 1)
∆x−1(s)
− τ(s− 1)
∇x−1(s)
∆x−1(s)
, (5.9)
λ∗ = λ−∆−1
(
τ(s− 1)
∇x−1(s)
∇x(s)
−
∇σ(s)
∇x(s)
)
. (5.10)
Definition 5.1. The equation (5.7) is called the adjoint equation corresponding
to (5.1).
From Definition 5.1, it is easy to obtain
Proposition 5.1. For y(s), we have
L∗[ρy] = ρL[y]. (5.11)
Lemma 5.1. (Suslov[18]) Let x = x(s) be a lattice for which (1.5) and (1.6)
hold, then the functions σ˜ν(s) and τν(s) defined by the equalities
σ˜ν(s) = σ(s) +
1
2
τν(s)∇xν+1(s), (5.12)
τν(s)∇xν+1(s) = σ(s+ ν)− σ(s) + τ(s + ν)∇x1(s+ ν), (5.13)
are polynomials σ˜ν(s) = σ˜ν(xν), τν(s) = τ˜ν(xν) of degree as most two and one
respectively in the variable xν = x(s+
ν
2 ), ν ∈ R.
By the use of Proposition 4.1 and Lemma 5.1, it is not hard to obtain
Corollary 5.1. For (5.9) and (5.10),we have
τ∗(s) = −τ−2(s+ 1) = [γ(4)
σ˜′′
2
− α(4)τ˜ ′]x0(s) + c(−2), (5.14)
and
λ∗ = λ−∆−1τ−1(s) = λ− γ(2)
σ˜′′
2
− α(2)τ˜ ′ = λ− κ−1. (5.15)
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Proof. Since
σ(s− 1)− σ(s+ 1) + τ(s− 1)∇x−1(s) = σ(s− 1)− σ(s+ 1) + τ(s− 1)∇x1(s− 1).
Set s+ 1 = z, then by (5.13), we have
σ(s− 1)− σ(s+ 1) + τ(s− 1)∇x1(s− 1) = σ(z − 2)− σ(z) + τ(z − 2)∇x1(z − 2)
= τ−2(z)∇x−1(z) = τ−2(s+ 1)∇x−1(s+ 1) = τ−2(s+ 1)∆x−1(s),
Now from (5.9) and Proposition 4.1, one has
τ∗(s) = −τ−2(s+ 1) = −[γ(−4)
σ˜′′
2
+ α(−4)τ˜ ′]x−2(s+ 1) + c(−2)
= [γ(4)
σ˜′′
2
− α(4)τ˜ ′]x0(s) + c(−2).
In the same way, from (5.10) and (5.13), we obtain
λ∗ = λ−∆−1τ−1(s) = λ−∆−1{[γ(−2)
σ˜′′
2
+ α(−2)τ˜ ]x−1(s)}
= λ+ γ(2)
σ˜′′
2
− α(2)τ˜ ′ = λ− κ−1.

With respect to the adjoint equation (5.7), we find that it has the following
interesting dual properties
Proposition 5.2. For adjoint equation (5.7), we have
σ(s) = σ∗(s− 1) + τ∗(s− 1)∇x−1(s), (5.16)
τ(s) =
σ∗(s+ 1)− σ∗(s− 1)
∆x−1(s)
− τ∗(s− 1)
∇x−1(s)
∆x−1(s)
, (5.17)
λ = λ∗ −∆−1
(
τ∗(s− 1)
∇x−1(s)
∇x(s)
−
∇σ∗(s)
∇x(s)
)
. (5.18)
Proof. From (5.9) we have
τ∗(s)∆x−1(s) = σ(s+ 1)− σ(s− 1)− τ(s− 1)∇x−1(s), (5.19)
from (5.8) and (5.19), we have
σ(s+ 1) = σ∗(s) + τ∗(s)∆x−1(s),
therefore
σ(s) = σ∗(s− 1) + τ∗(s− 1)∇x−1(s).
By (5.8), we obtain
τ(s − 1) =
σ∗(s)− σ(s− 1)
∇x−1(s)
=
σ∗(s)− σ∗(s− 2)− τ∗(s− 2)∇x−1(s− 1)
∇x−1(s)
,
therefore
τ(s) =
σ∗(s +1)− σ∗(s− 1)− τ∗(s− 1)∇x−1(s)
∆x−1(s)
.
Moreover
τ(s − 1)∇x−1(s)−∇σ(s) = σ
∗(s)− σ(s− 1)−∇σ(s) = σ∗(s)− σ(s),
= σ∗(s)− [σ∗(s− 1) + τ∗(s− 1)∇x−1(s)]
= ∇σ∗(s)− τ∗(s− 1)∇x−1(s),
(5.20)
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therefore, from (5.10 and (5.20), one has
λ = λ∗+∆−1[
τ(s − 1)∇x−1(s)−∇σ(s)
∇x(s)
] = λ∗−∆−1[
τ∗(s− 1)∇x−1(s)−∇σ
∗(s)
∇x(s)
].

In the same way as Corollary 5.1, we have
Corollary 5.2. For (5.17)and (5.18),we have
τ(s) = −τ∗
−2(s+ 1), (5.21)
and
λ = λ∗ − κ∗−1. (5.22)
Proposition 5.3. The adjoint equation (5.7) can be rewritten as
σ(s+ 1)∆−1∇0w(s) − τ−2(s+ 1)∇0w(s) + (λ− κ−1)w(s) = 0. (5.23)
Proof. Since
∆0w(s) −∇0w(s) = ∆(
∇w(s)
∇x(s)
),
we have
τ∗(s)∆0w(s) = τ
∗(s)∇0w(s) + τ
∗(s)∆(
∇w(s)
∇x(s)
)
= τ∗(s)∇0w(s) + τ
∗(s)∆x−1(s)
∆
∆x−1(s)
(
∇w(s)
∇x(s)
), (5.24)
substituting (5.24) into (5.7), we obtain
[σ∗(s) + τ∗(s)∆x−1(s)]
∆
∆x−1(s)
(
∇w(s)
∇x(s)
) + τ∗(s)∇0w(s) + λ
∗w(s) = 0. (5.25)
from (5.16), one has
σ∗(s) + τ∗(s)∆x−1(s) = σ(s + 1). (5.26)
Substituting (5.26) into (5.25), and by (5.14), we obtain
σ(s + 1)∆−1∇0w(s) − τ−2(s+ 1)∇0w(s) + (λ− κ−1)w(s) = 0.

Next we will prove that the adjoint equation (5.7) or (5.23) is also hypergeo-
metric type difference equations on nonuniform lattices. It only needs to prove
σ˜∗(s) = σ∗(s) +
1
2
τ∗(s)∆x−1(s) = σ(s+ 1) +
1
2
τ−2(s+ 1)∆x−1(s)
is polynomial of degree at most two in the variable x0(s).
In fact, from Lemma 5.1 and (5.12), one has
σ˜∗(s) = σ(s+ 1) +
1
2
τ−2(s+ 1)∇x−1(s+ 1) = σ˜−2(s+ 1)
is polynomial of degree at most two in the variable x−2(s+ 1) = x0(s).
Therefore, we have
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Theorem 5.1. The adjoint equation (5.23) or
σ˜−2(s+ 1)∆−1∇0w(s) −
1
2
τ−2(s+ 1)[∆0w(s) +∇0w(s)] + (λ− κ−1)w(s) = 0
(5.27)
is also hypergeometric type difference equations on nonuniform lattices.
6. An extension of Rodrigues formula
Let
Yn(s) = ρn(s− n) = ρ(s)
n−1∏
j=0
σ(s− i).
We now construct a difference equation of the form (3.3) which satisfied by Yn(s).
Rewrite Yn(s) = ρ(s)σ(s)
∏n−1
j=1 σ(s− i). Then using Proposition 2.1 and the Pear-
son type equation (5.3), we have
∇−nYn(s) =
∇Yn(s)
∇x−n(s)
=
1
∇x−n(s)
ρ(s)σ(s) n−1∏
j=1
σ(s− i)− ρ(s− 1)σ(s− 1)
n−1∏
i=1
σ(s− 1− i)

=
1
∇x−n(s)
{
[τ(s − 1)ρ(s− 1)∇x−1(s) + σ(s− 1)ρ(s− 1)]
n−1∏
i=1
σ(s− i)
− ρ(s− 1)σ(s− 1)
n−1∏
i=1
σ(s− 1− i)
}
.
Then we have a difference equation satisfied by Yn(s):
σ(s− n)∇−nYn(s) =
(
σ(s− 1)− σ(s− n)
∇x−n(s)
+ τ(s− 1)
∇x−1(s)
∇x−n(s)
)
Yn(s− 1). (6.1)
Proposition 6.1. If u1(s) is a nontrivial solution of the difference equation
p1(s)∇ku(s) = p0(s)u(s− 1), (6.2)
with p1(s) 6= 0, then it satisfies a difference equation
(p1(s)− p0(s)∇xk(s))∆k−1∇ku(s)
+
(
∆k−1p1(s)− p0(s)
∇xk(s)
∆xk−1(s)
)
∆ku(s)−∆k−1p0(s)u(s) = 0
(6.3)
Furthermore, the other solution of (6.3) is
u2(s) = Cu1(s)
∫ s
N
1
p1(t)u1(t)
d∇xk(t),
where C is a constant.
Proof. Applying the operator ∆k−1 to both sides of (6.2), we have
p1(s)∆k−1∇ku(s) + ∆k−1p1(s)∆ku(s) = u(s)∆k−1p0(s) + p0(s)∆k−1u(s− 1).
(6.4)
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Since
∆k−1∇ku(s) =
1
∆xk−1(s)
(
∆ku(s)−
∇u(s)
∇xk(s)
)
,
we have
∆k−1u(s− 1) =
∇xk(s)
∆xk−1(s)
(∆ku(s)−∆k−1∇ku(s)∆xk−1(s)) . (6.5)
Substituting (6.5) into (6.4), we obtain the equation (6.3) about u(s). Denote the
other solution of (6.3) as u2(s), then
∇k
(
u2(s)
u1(s)
)
=
u1(s− 1)∇ku2(s)− u2(s− 1)∇ku1(s)
u1(s)u1(s− 1)
. (6.6)
By the above deduction, u2(s) satisfies
∆k−1[p1(s)∇ku(s)− p0(s)u(s− 1)] = 0.
Thus for any constant C,
p1(s)∇ku2(s)− p0(s)u2(s− 1) = C.
Then, substituting (6.2) into (6.6), we have
∇k
(
u2(s)
u1(s)
)
=
C
p1(s)u1(s)
.
By Proposition 2.2,
u2(s) = Cu1(s)
∫ s
N
1
p1(t)u1(t)
d∇xk(t).

By the above proposition, we obtain
σ̂(s)∆−(n+1)∇−nYn(s) + τ̂ (s)∆−nYn(s) + λ̂Yn(s) = 0, (6.7)
where
σ̂(s) = σ(s− 1) + τ(s− 1)∇x−1(s) = σ
∗(s), (6.8)
τ̂ (s) =
σ(s− n+ 1)− σ(s− 1)
∆x−(n+1)(s)
− τ(s− 1)
∇x−1(s)
∆x−(n+1)(s)
= −τ−(n+2)(s+ 1), (6.9)
λ̂ = −∆−(n+1)
(
σ(s− 1)− σ(s− n)
∇x−n(s)
+ τ(s− 1)
∇x−1(s)
∇x−n(s)
)
= −∆−(n+1)τ−(n+1)(s).
(6.10)
By the same way as section 5, the equation (6.7) can be also rewritten as
σ(s+ 1)∆−(n+1)∇−nYn(s)− τ−(n+2)(s+ 1)∇−nYn(s) + λ̂Yn(s) = 0. (6.11)
Denote the other solution of (6.7) as Ŷn(s). Then
Ŷn(s) = ρ(s)
n−1∏
j=0
σ(s− j)
∫ s
N
1
ρ(t)
∏n
j=0 σ(t− j)
d∇x−n(t). (6.12)
Now, for the equation (6.7), let Y
(n)
n (s) = ∆
(n)
−nYn(s). Then Y
(n)
n (s) satisfies
σ̂(s)∆−1∇0Y
(n)
n (s) + τ̂n(s)∆0Y
(n)
n (s) + µ̂nY
(n)
n (s) = 0. (6.13)
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By the recurrence relation (3.6) and (3.7), for any nonnegative integer k, we have
τ̂k(s) =
σ̂(s+ k)− σ̂(s) + τ̂ (s+ k)∆x−n(s+ k −
1
2 )
∆x−n(s+
k−1
2 )
=
σ(s− n+ k + 1)− σ(s− 1)− τ(s− 1)∇x−1(s)
∆x−n(s+
k−1
2 )
= −τ−(n−k+2)(s+ 1),
(6.14)
and
µˆn = λˆ+
n−1∑
k=0
∆k−nτˆk(s). (6.15)
When k is a negative integer, we also denote the righthand sides of (6.14) as
τ̂k(s). When k = n, we obtain
τ̂n(s) =
σ(s+ 1)− σ(s− 1)
∆x(s− 12 )
− τ(s − 1)
∇x−1(s)
∆x−1(s)
= −τ−2(s+ 1) = τ
∗(s).
By the same way as section 5, the equation (6.13) can also be rewritten as
σ(s+ 1)∆−1∇0Yn(s)− τ−2(s+ 1)∇0Yn(s) + µˆnYn(s) = 0. (6.16)
For the computation of µ̂n we need a result whose proof is similar to Proposition
4.1.
Lemma 6.1. Given any integer k, if x(s) = c1q
s + c2q
−s + c3, then
τ̂k(s) =
[
qk−n+2 − qn−k−2
q
1
2 − q−
1
2
σ˜′′
2
−
(
qk−n+2 + qn−k−2
) τ˜ ′
2
]
xk−n(s) + ĉ1(k);
= {ν[−2(n− k − 2)]
σ˜′′
2
− α[−2(n− k − 2)]τ ′}xn−k(s) + cˆ1(k)
= −κ2(n−k−2)+1xk−n + cˆ1(k);
if x(s) = c˜1s
2 + c˜2s+ c˜3, then
τ̂k(s) = [(k − n+ 2)σ˜
′′ − τ˜ ′]xk−n(s) + ĉ2(k)
= −κ2(n−k−2)+1xk−n + cˆ2(k);
where ĉ1(k), ĉ2(k) are functions with respect to k:
ĉ1(k) =
q
k−n+2
2 − q
n−k−2
2
q
1
2 − q−
1
2
[σ˜′(0) + c3(2 − q
k−n+2
2 − q
n−k−2
2 )]
+ τ˜ (0)(q
k−n+2
2 + q
n−k−2
2 ) + c3τ˜
′
k−n+2
2 )(q
k−n+2
2 − qn−k−2),
ĉ2(k) = σ˜
′(0)(k − n+ 2) +
σ˜′′
4
c˜1(k − n+ 2)
3 +
3τ˜ ′
4
c˜1(k − n+ 2)
2 + 2τ˜(0).
Corollary 6.1. If x(s) = c1q
s + c2q
−s + c3, or x(s) = c˜1s
2 + c˜2s+ c˜3, then
µ̂n = −κ−1 − κnν(n) = −κn−1ν(n+ 1).
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Proof. By (6.10), we can see that λˆ =∆−(n+1)τ−(n+1)(s) = ∆−(n+1)τˆ−1(s).
Then, we can rewrite (6.15) as
µ̂n = λˆ+
n−1∑
k=0
∆k−nτ̂k(s) =
n−1∑
k=−1
∆k−nτ̂k(s). (6.17)
Then from Lemma 6.1, if x(s) = c1q
s + c2q
−s + c3,
µ̂n =
n−1∑
k=−1
[
qk−n+2 − qn−k−2
q
1
2 − q
1
2
σ′′
2
−
(
qk−n+2 + qn−k−2
) τ ′
2
]
=
n−1∑
k=−1
[
q−k − qk
q
1
2 − q
1
2
σ′′
2
−
(
q−k + qk
) τ ′
2
]
= −κ−1 +
n−1∑
k=0
[
q−k − qk
q
1
2 − q
1
2
σ′′
2
−
(
q−k + qk
) τ ′
2
]
= −κ−1 − κnν(n) = −κn−1ν(n+ 1).
If x(s) = c˜1s
2 + c˜2s+ c˜3,
µ̂n =
n−1∑
k=−1
[(k − n+ 2)σ′′ − τ ′]
=
n−1∑
k=−1
[−kσ′′ − τ ′]
= −κ−1 +
n−1∑
k=0
[−kσ′′ − τ ′]
= −κ−1 − nκn = −(n+ 1)κn−1.

Theorem 6.1. If λ = λn = −κnν(n), then the equation (6.13) is
L∗[Y (n)n (s)] = 0.
Proof. We only need to prove that when λ = λn, we have µ̂n = λ
∗. By (5.10)
and Proposition 4.1, we have
λ∗ = λn −∆−1
(
τ(s − 1)
∇x−1(s)
∇x(s)
−
∇σ(s)
∇x(s)
)
= λn −∆−1τ−1(s)
= −κnν(n)− κ−1 = −κn−1ν(n+ 1).
(6.18)
Therefore, By Corollary 6.1, we obtain µ̂n = λ
∗. 
By the identity (5.11), we have L[ 1
ρ
Y
(n)
n ] = L∗[Y
(n)
n ] = 0. Then we get an
extension of Rodrigues type formula:
Theorem 6.2. If
λ = λn and λm 6= λn for m = 0, 1, . . . , n− 1,
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then the general solution of (3.1) is
yn(s) =
C1
ρ(x)
∆
(n)
−n[ρ(s)
n−1∏
j=0
σ(s − j)]
+
C2
ρ(x)
∆
(n)
−n
ρ(s) n−1∏
j=0
σ(s− j)
∫ s
N
1
ρ(t)
∏n
j=0 σ(t − j)
d∇x−n(t)
 .
7. More general Rodrigues formula
Proposition 7.1. [10, p.62] Let the lattice function x(s) have the form
x(s) = c1q
s + c2q
−s + c3 or x(s) = c1s
2 + c2s+ c3,
where q, c1, c2, c3 are constants. If Pn[xk(s)] is a polynomial of degree n in xk(s)
with an arbitrary integer k, then ∆kPn[xk(s)] is a polynomial of degree n − 1 in
xk+1(s) .
We associate equation (5.7) with a difference equation of the same type:
σ∗(s)∆−(n+1)∇−nv(s) + γ(s, n)∆−nv(s) + η(n)v(s) = Pn−1[x−n(s)], (7.1)
where γ(s, n) and η(n) are to be determined and Pn−1[x−n(s)] is an arbitrary
polynomial of degree n− 1 in x−n(s). We now assume that
∆
(n)
−n
[
σ∗(s)∆−(n+1)∇−nv(s) + γ(s, n)∆−nv(s) + η(n)v(s)
]
= σ∗(s)∆−1∇0w(s) + τ
∗(s)∆0w(s) + λ
∗w(s) = 0
and
w(s) = ∆
(n)
−nv(s).
Moreover, we assume that
σ∗(s)∆−n−1∇−nv(s) + γ(s, n)∆−nv(s) + η(n)v(s)
= ∆−(n+1) [σ
∗(s)∇−nv(s) + ℓ(s, n)v(s)]
(7.2)
with ℓ(s, n) to be determined.
Now, by the recurrence relations (3.6) and (3.7), for any nonnegative integer
k, we have
γk(s, n) =
σ∗(s+ k)− σ∗(s) + γ(s+ k, n)∆x−n(s+ k −
1
2 )
∆x−n+k−1(s)
, γ0(s, n) = γ(s, n),
ηk(n) = η(n) +
k−1∑
j=0
∆j−nγj(s, n), η0(n) = η(n).
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When k = n, we have
τ∗(s) = γn(s, n) =
σ∗(s+ n)− σ∗(s) + γ(s+ n, n)∆x−n(s+ n−
1
2 )
∆x−n(s+
n−1
2 )
=
σ(s+ 1)− σ(s− 1)
∆x−1(s)
− τ(s− 1)
∇x−1(s)
∆x−1(s)
,
(7.3)
λ∗ = η(n) +
n−1∑
j=0
∆j−nγj(s, n)
= λ−∇−1
(
τ(s− 1)
∇x−1(s)
∇x(s)
−
∇σ(s)
∇x(s)
)
.
(7.4)
From (7.3), we have
γ(s, n) =
σ(s− n+ 1)− σ(s− 1)− τ(s− 1)∇x−1(s)
∆x−n(s−
1
2 )
. (7.5)
Moreover, from (7.2) and Proposition 2.1, we obtain
ℓ(s+ 1, n)
∆x−n(s)
∆x−(n+1)(s)
+ ∆−(n+1)σ
∗(s) = γ(s, n), (7.6)
∆−(n+1)ℓ(s, n) = η(n). (7.7)
From (7.5) and (7.6), we have
ℓ(s, n) =
σ(s− n)− σ(s− 1)− τ(s− 1)∇x−1(s)
∇x−n(s)
. (7.8)
Then, η(n) = λ̂. Now, we compute λ. Note that, for any nonnegative integer k,
γk(s, n) =
σ(s+ k − n+ 1)− σ(s− 1)− τ(s− 1)∇x−1(s)
∆xk−n−1(s)
= τ̂k(s).
From (6.17) and (6.18),
λn = ∇−1τ−1(s) + λ̂+
n−1∑
j=0
∆j−nτ̂k(s).
Then by (7.4), we have λ = λn.
By Proposition 7.1, we have
σ∗(s)∇−nv(s) + ℓ(s, n)v(s) = Pn[x−(n+1)(s)]. (7.9)
Now, we solve the equation (7.9). First, we consider the solution of the following
equation:
σ∗(s)∇−nv(s) + ℓ(s)v(s) = 0. (7.10)
The equation of (7.10) can be rewritten as
σ(s− n)v(s) = (σ(s− 1) + τ(s − 1)∇x−1(s)) v(s− 1). (7.11)
Moreover, from Pearson type equation (5.3), we have
ρ(s)σ(s) = [σ(s − 1) + τ(s− 1)∇x−1(s)] ρ(s− 1).
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Then the equation (7.11) becomes
v(s)
v(s− 1)
=
ρ(s)σ(s)
ρ(s− 1)σ(s− n)
.
It is easy to see that the solution of the above equation is
v(s) = Cρ(s)
n−1∏
i=0
σ(s− i),
Where C is any constant.
Now, let
v(s) = C(s)ρ(s)
n−1∏
i=0
σ(s− i). (7.12)
Then, substituting (7.12) into (7.9), we have
∇−nC(s) =
Pn[x−(n+1)(s)]
ρ(s)
∏n
i=0 σ(s − i)
.
Then, using Proposition 2.2,
C(s) =
∫ s
N
Pn[x−(n+1)(t)]
ρ(t)
∏n
i=0 σ(t− i)
d∇x−n(t) + C˜,
where C˜ is any constant. Since
ρ(s)y(s) = w(s) = ∆
(n)
−nv(s),
we obtain:
Theorem 7.1. If
λ = λn and λm 6= λn for m = 0, 1, . . . , n− 1,
then the general solution of (3.1) is
yn(s) =
C
ρ(x)
∆
(n)
−n[ρ(s)
n−1∏
j=0
σ(s− j)]
+
1
ρ(x)
∆
(n)
−n
ρ(s) n−1∏
j=0
σ(s− j)
∫ s
N
Pn[x−(n+1)(t)]
ρ(s)
∏n
j=0 σ(t− j)
d∇x−n(t)
 ,
where C is any constant and Pn(·) is an n-th polynomial.
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