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Structured inverse eigenvalue problems(SIEP) arise in a variety of applica-
tions. For example, solid mechanics, particle physics, mechanism design, system
identification and so on. Generally speaking, the research of SIEP is concentrated
on the following problems: the theory of solvability(necessary or/and sufficient
conditions), the practice of computability(existence, uniqueness and stability),
the analysis of sensitivity and the reality of applicability.
In this paper, two kinds of structure inverse eigenvalue problems are discussed.
Firstly, an inverse eigenvalue problem for Jacobi matrices is presented: we could
construct the Jacobi matrix T if we know the spectral data: the eigenvalues of
T and the eigenvalues of T̂1 and of T̂2, where T̂1 is different to the k × k leading
principal submatrix of T only at the (k, k) position, while T̂2 is different to the
(n− k)× (n− k) remain submatrix only at the (1, 1) position. And the sufficient
and necessary conditions are obtained and the uniqueness of T is discussed and
an algorithm for solving the inverse problem is provided. The other kind of struc-
ture inverse eigenvalue problem is for unitary Hessenberg matrices with positive
subdiagonal elements. That is, a unitary Hessenberg matrices with positive sub-
diagonal elements can be constructed when its eigenvalues and the eigenvalues of
Ĥ11 and Ĥ22 are known. Here Ĥ11 and Ĥ22 are rank-one modifications of k × k
leading principal submatrix of H and of its (n− k)× (n− k) remain submatrix
respectively. In the end, the uniqueness of H and an algorithm is obtained.
In this paper, we put forward a new kind of inverse problem. And we make
use of the divide and conquer method for the eigenvalue problems to divide the
matrix into two partitions. By discussing the separate relations between these
given eigenvalues, we construct the eigenvectors from the given eigenvalues and
present relevant algorithms for solving these inverse problems.
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Jm: m阶反对角单位阵，即若J = (ζij)m×m，则其中
ζij =
{
1, 如果 i = m + 1− j;
0, 否则
λ(A)：矩阵A的谱集；





引理1.1[11] 设A是n阶实对称矩阵，如果有正交矩阵Q，使得QT AQ =
T是一个Jacobi阵，那么正交阵Q和T完全由给定的矩阵A和Q的最后一列
或第一列所唯一确定。
引理1.2[21] 令H ∈ Hn是不可约的酉Hessenberg阵，那么对它的前k阶顺
序主子阵的最后一列进行修正，使其变为酉阵。那么由修正后的顺序主
子阵的任两个特征值在单位圆上形成的区间必包含一个H 的特征值。
引理1.3[22,19] 令Λ = diag(λ1, λ2, · · · , λn) 是一个酉对角阵，其中λi(i =


































T = W T ΛW,
其中W ∈ ORn×n，Λ = diag(λ1, λ2, · · · , λn)，这里λi ∈ λ(T ), i = 1, 2, · · · , n。
由性质1.1，不妨设





















1 D1Q1, T̂2 = Q
T
2 D2Q2, (2.3)
其中Q1 ∈ ORk×k，Q2 ∈ OR(n−k)×(n−k)，D1 = diag(d1, d2, · · · , dk)，D2 =
diag(dk+1, dk+2, · · · , dn)，λ(T̂1) = {d1, · · · , dk}，λ(T̂2) = {dk+1, · · · , dn}。定
义如下列向量






























= QT (D + ρzzT )Q,





。而由于Q ∈ ORn×n，故矩阵T与D + ρzzT具有
相同的的特征值。因此矩阵T 的特征多项式为



















引理2.1.1[20] 设D = diag(d1, d2, · · · , dn) ∈ Rn×n满足d1 > d2 > · · · >
dn；ρ 6= 0并且z = (z1, · · · , zn) ∈ Rn，zi 6= 0，∀i = 1, 2, · · · , n。如果
(D + ρzzT )v = λv, v 6= 0,
那么zT v 6= 0并且D − λI是非奇异的。
由引理2.1.1我们不难看出，如果D 的对角元互不相同且ρ 6= 0，那
么矩阵(D + ρzzT )的特征值与D 的对角元一定互不相同，即如果λ ∈
λ(D + ρzzT )，那么必有λ 6= di, i = 1, 2, · · · , n。
引理2.1.2[20] 设D = diag(d1, d2, · · · , dn) ∈ Rn×n并且满足d1 > d2 >
· · · > dn；ρ 6= 0并且z = (z1, · · · , zn) ∈ Rn，zi 6= 0，∀i = 1, 2, · · · , n。如
果V ∈ ORn×n，且满足
V T (D + ρzzT )V = diag(λ1, · · · , λn),
其中λ1 ≥ λ2 ≥ · · · ≥ λn，且V = [v1, v2, · · · , vn]，那么
(1) {λi}ni=1是方程f(λ) = 1 + ρzT (D − λI)−1z的根。
(2) 如果ρ > 0，则λ1 > d1 > λ2 > d2 > · · · > λn > dn；如果ρ < 0，
则d1 > λ1 > d2 > λ2 > d3 > · · · > dn > λn。
下面我们推出Jacobi阵的根的隔离性质。
引理2.1.3 设T，T̂1与T̂2如(1.1)，(1.2)和(1.3)所定义且满足(2.2)，λ(T ) =
{λi}ni=1，λ(T̂1) = {di}ki=1，λ(T̂2) = {di}ni=k+1，且
λ1 > λ2 > · · · > λn;
d1 > d2 > · · · > dk; dk+1 > dk+2 > · · · > dn.
令ρ = θβk，则
(I) 如果T̂1与T̂2没有相同的特征值，那么必定存在唯一的置
换{j1, j2, · · · , jn}满足：















dj1 > λ1 > dj2 > λ2 > · · · > djn > λn, 当θ < 0时. (2.7)
(II) 如果T̂1与T̂2存在相同的特征值，那么这个相同的值一定也是T的
特征值。而且其他的特征值仍然是方程f(λ) = 1 + ρzT (D − λI)−1z的根，
这里D = diag(d1, d2, · · · , dn)，z如(2.4)定义。并且如果djt = djt+1，那么
当θ > 0时，(2.6)式中用djt = λt+1 = djt+1 代替djt > λt+1 > djt+1仍然成立；
当θ > 0时，用djt = λt = djt+1代替djt > λt > djt+1式(2.7)亦然。
证明： 将{di}ni=1重新排序:
dj1 ≥ dj2 ≥ · · · ≥ djn−1 ≥ djn , (2.8)
并 且 如 果dji = dji+1， 则 约 定dji ∈ λ(T̂1)，dji+1 ∈ λ(T̂2),
那 么(j1, j2, · · · , jn)是(1, 2, · · · , n)的 唯 一 置 换 。 记 此 置 换 阵
为Π(j1, j2, · · · , jn)，又Π−1 = Π = ΠT，则令矩阵A = Π(D + ρzzT )ΠT =
D̃ + ρz̃z̃T，其中D̃ = diag(dj1 , dj2 , · · · , , djn)，相应的z̃ = (zj1 , zj2 , · · · , zjn)T。
由Π的正交性可知A与(D + ρzzT )特征值相同，进而与T的特征值相同。所
以，{λi}ni=1 = λ(A) = λ(D̃ + ρz̃z̃T )。
对于情况(I)：如果{di}ki=1与{di}ni=k+1没有公共值，则(2.8)式一定为
dj1 > dj2 > · · · > djn−1 > djn .




χ(T ) = det(T − λI) =
n∏
i=1




di − λ). (2.9)
如果dj是T̂1与T̂2的公共的特征值，那么
∏n
i=1,i 6=j(di − dj) = 0；由
上式可知det(T − djI) = 0，所以说dj也是T的特征值。另外，
如果dj在{di}ni=1,i 6=j中无相同的值，那么
∏n
i=1,i 6=j(di − dj) 6= 0，故

























di − λ = 0
的根。如果g(λj) = 0，那么一定存在di = λj，使得det(T − diI) = 0，且
由上讨论可知di是T̂1与T̂2公共特征值。而如果∀i = 1, 2, · · · , n, di 6= λj，
则g(λj) 6= 0，因而必有f(λj) = 0。所以，其他的特征值一定是方程f(λ) =
1 + ρzT (D − λI)−1z = 0的根。
当θ > 0，即ρ > 0时，假设{di}ki=1与{di}ni=k+1重新排序后所有
公共特征值中下标最小的为djt，又因为T̂1和T̂2 是Jacobi阵，所
以d1, d2, · · · , dn与djt中相同的至多有2个，因此必有
dj1 > dj2 > · · · > djt = djt+1 > djt+2 .





















f(djs − ε) > 0, f(djs+1 + ε) < 0, s = 1, 2, · · · , t,
且
f(+∞) > 0,
因此我们知道在(djt , djt−1), · · · , (dj2 , dj1)(dj1 , +∞)这些区间上必存在f(λ)的
根，即
+∞ > λ1 > dj1 > λ2 > dj2 > · · · > λt > djjt .
而由上讨论可知djt = djt+1必是T的特征值，所以必是λt+1，因此
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