This paper considers the multiantenna broadcast channel without transmit-side channel state information. For this channel, it has been known that when all receivers have channel state information (CSIR), the degrees of freedom (DoFs) cannot be improved beyond what is available via time-division multiple access. The same is true if none of the receivers possess CSIR. This paper shows that an entirely new scenario emerges when receivers have unequal CSIR. In particular, orthogonal transmission is no longer DoF optimal when one receiver has CSIR and the other does not. A multiplicative superposition is proposed for this scenario and shown to attain the optimal DoFs under a wide set of antenna configurations and coherence lengths. Two signaling schemes are constructed based on the multiplicative superposition. In the first method, the messages of the two receivers are carried in the row and column spaces of a matrix, respectively. This method works better than orthogonal transmission while reception at each receiver is still interference-free. The second method uses coherent signaling for the receiver with CSIR, and Grassmannian signaling for the receiver without CSIR. This second method requires interference cancellation at the receiver with CSIR, but achieves higher DoF than the first method.
I. INTRODUCTION
I N the multiple-input multiple-output (MIMO) broadcast channel, when channel state information is available at the receiver (CSIR) but not at the transmitter (CSIT), orthogonal transmission (e.g., time-division multiple access) achieves optimal degrees of freedom (DoFs) [1] , [2] . With neither CSIT nor CSIR, again orthogonal transmission achieves the best possible DoF [3] . This paper studies the broadcast channel where one receiver has full CSIR and another has no CSIR. In this case, new DoF gains are discovered that can be unlocked with novel signaling strategies.
The study of broadcast channels with unequal CSIR is motivated by downlink scenarios where users have different mobilities. Low-mobility users have the opportunity to reliably estimate their channels, while the high-mobility users may not have the same opportunity.
The main result of this paper is that when one receiver has full CSIR and the other has none, the achieved DoF is strictly better than that obtained by orthogonal transmission. For the unequal CSIR scenario, we propose a product superposition, where the signals of the two receivers are multiplied to produce the broadcast signal. In the following, the receiver with full CSIR is referred to as the static receiver and the receiver with no CSIR as the dynamic receiver. Two classes of product superposition signaling are proposed. 1) In the first method, information for both receivers is conveyed by the row and column spaces of a transmit signal matrix, respectively. The signal matrix is constructed from a product of two signals that lie on different Grassmannians. The two receivers do not interfere with each other even though there is no CSIT, a main point of departure from traditional superposition broadcasting [1] , [4] . 2) In the second method, information for the static receiver is carried by the signal matrix values (coherent signaling), while information for the dynamic receiver is transported on the Grassmannian. The static receiver is required to decode and cancel interference; therefore, this method is slightly more involved, but it achieves higher DoF compared with the first method. Using the proposed methods, the exact DoF region is found when , , where , , and are the number of antennas at the dynamic receiver, static receiver, and transmitter, respectively, and is the channel coherence time of the dynamic receiver. For , , we partially characterize the DoF region when either the channel is the more capable type [5] , or when the message set is degraded [6] . We use the following notation throughout this paper: for a matrix , the transpose is denoted with , the conjugate transpose with , and the element in row and column with . The identity matrix is denoted with . The set of complex matrices is denoted with . The organization of this paper is as follows. In Section II we introduce the system model and preliminary results. Two signaling methods are proposed and studied in Sections III and IV, respectively.
II. SYSTEM MODEL AND PRELIMINARIES
We consider a broadcast channel with an -antenna transmitter and two receivers. One receiver has access to channel state information (CSI), and is referred to as the static receiver. The other receiver has no CSI, e.g., due to mobility, and is referred to as the dynamic receiver. The dynamic receiver has antennas and the static receiver has antennas. Denote the channel coefficient matrices from the transmitter to the dynamic and static receivers by and , respectively. We assume that is constant for symbols (block-fading) and is unknown to both receivers, while is 0018-9448/$31.00 © 2012 IEEE known by the static receiver but not known by the dynamic receiver. 1 Neither nor is known by the transmitter (no CSIT).
Over time slots (symbols), the transmitter sends across antennas, where is the signal vector sent by the antenna . The normalized signal, respectively, at the dynamic and static receivers is (1) where and are additive noise with i.i.d. entries
. Each row of (or ) corresponds to the received signal at an antenna of the dynamic receiver (or the static receiver) over time slots. The transmitter is assumed to have an average power constraint , and therefore, in the normalized channel model given by (1) , the average power constraint is (2) The channel has i.i.d. entries with zero mean and unit variance, but we do not assign any specific distribution for . This general model includes Rayleigh fading as a special case where the entries of are i.i.d. . The channel is assumed to have full rank; this assumption, e.g., holds with probability 1 if the entries of are drawn independently according to a continuous distribution. We focus on the case of and , which is motivated by the fact that having more transmit antennas does not increase the multiplexing gain for either receiver, and the fact that if , some of the antennas of the dynamic receiver can be deactivated without any loss in the DoFs [7] .
The DoF at the receiver is defined as where is the rate of the dynamic receiver for and the static receiver for , respectively. 1 In practice, for a static receiver may vary across intervals of length much greater than . However, for the purposes of this paper, once is assumed to be known to the static receiver, its time variation (or lack thereof) does not play any role in the subsequent mathematical developments. Therefore, in the interest of elegance and for a minimal description of the requirements for the results, we only state that is known.
A. Definitions
Definition 1 (Isotropically Distributed Matrix [8] ): A random matrix , where , is called isotropically distributed (i.d.) if its distribution is invariant under unitary transformations, i.e., for any deterministic unitary matrix
entries.
Remark 1: An interesting property of i.d. matrices is that if is i.d. and is a random unitary matrix that is independent of , then is independent of [7, Lemma 4] . That is, any rotation to an i.d. matrix is essentially "invisible." Definition 2 (Stiefel Manifold [9] ): The Stiefel manifold , where , is the set of all unitary matrices, i.e.,
For
, the manifold is the collection of all -dimensional vectors with unit norm, i.e., the surface of a unit ball. [9] ): The Grassmann manifold , where , is the set of all -dimensional subspaces of .
Definition 3 (Grassmann Manifold
i.e., each point in has a neighborhood that is equivalent (homeomorphic) to a ball in the Euclidean space of complex dimension . The dimensionality of Grassmannian can also be viewed as follows. For any matrix , there exists a full rank matrix so that
where and span the same row space. Therefore, each point in is determined by complex parameters , for and . In other words, a -dimension subspace in is uniquely decided by complex variables.
B. Noncoherent Point-to-Point Channels
The analysis in this paper uses insights and results from noncoherent communication in point-to-point MIMO channels, which are briefly outlined in the following. 1) Intuition: Consider a point-to-point MIMO channel where the receiver does not know the channel , namely a noncoherent channel.
At high signal-to-noise ratio (SNR), the additive noise is negligible, so the received signal , where is the transmitted signal. Because is multiplied by a random and unknown , the receiver cannot decode . However, communi-cation is still possible because, for any nonsingular , the received signal spans the same row space as . Therefore, the row space of can be used to carry information without the need to know , i.e., the codebook consists of matrices with different row spaces. Conveying information via subspaces can be viewed as communication on the Grassmann manifold where each distinct point in the manifold represents a different subspace [7] . In this case, the codewords (information) are represented by subspaces, which differ from the coherent communication that maps each codeword into one point in a Euclidean space [10] . Intuitively, the information of a Grassmannian codeword is carried by variables, as seen in (5) . 2) Optimal Signaling: The design of an optimal signaling can be viewed as sphere packing over Grassmannians [7] . At high SNR, the optimal signals are i.d. unitary matrices [7] , [8] .
In addition, the optimal number of transmit antennas depends on the channel coherence time. For a short coherence interval, using fewer antennas may lead to a higher capacity. The optimal number of transmit antennas is (6) where is the channel coherence time, i.e., the number of symbols that the channel remains constant. Therefore, the optimal signals are unitary matrices. In other words, antennas are in use and they transmit equal-energy and mutually orthogonal vectors. These unitary matrices reside in and each is interpreted as a representation of the subspace it spans. This method achieves the maximum DoF over time slots. Note that the DoF coincides with the dimensionality of the Grassmannian . 3) Subspace Decoding: Unlike coherent communication, in noncoherent signaling, the information is embedded in the subspaces instead of the signal values. As long as two matrices span the same subspace, they correspond to the same message. Maximum-likelihood decoding chooses the codeword whose corresponding subspace is the closest one to the subspace spanned by the received signal. For example in [11] , the received signals are projected on the subspaces spanned by different codewords, and then the one is chosen with the maximum projection energy. More precisely, for the transmitted signals from a unitary codebook , and the received signals , the ML detector is tr (7)
C. Baseline Scheme: Orthogonal Transmission
For the purposes of establishing a baseline for comparison, we begin by considering a time sharing (orthogonal transmission) that acquires CSIR via training in each interval and uses Gaussian signaling. This baseline method has been chosen to highlight the differences of the heterogeneous MIMO broadcast channel of this paper with two other known scenarios: it is known that for a broadcast channel with no CSIT and perfect CSIR, orthogonal transmission achieves the optimal DoF region [2] . Also, a training-based method with Gaussian signaling is sufficient to achieve DoF optimality [7] for the point-to-point noncoherent MIMO channel. 2 In orthogonal transmission, the transmitter communicates with the two receivers in a time-sharing manner. When transmitting to the dynamic receiver, it is optimal if the transmitter activates only out of antennas: it sends pilots from the antennas sequentially over the first time slots; the dynamic receiver estimates the channel by using, e.g., minimum-mean-square-error estimation. Then, the transmitter sends data during the remaining time slots, and the dynamic receiver decodes the data by using the estimated channel coefficients [7] , [12] . Using this strategy, the maximum rate achieved by the dynamic receiver is (8) The operating point in the achievable DoF region where the transmitter communicates exclusively with the dynamic receiver is denoted with (9) For the static receiver, the channel is assumed to be known at the receiver; therefore data are transmitted to it coherently. The maximum rate achieved by the static receiver is [13] (10)
The operating point in the DoF region where the transmitter communicates only with the static receiver is denoted with (11) Time sharing between the two points of and yields the achievable DoF region (12) where is a time-sharing variable.
III. GRASSMANNIAN SUPERPOSITION FOR BROADCAST CHANNEL
In this section, we propose a signaling method that attains DoF region superior to orthogonal transmission, and allows each receiver to decode its message while being oblivious of the other receiver's message.
A. Toy Example
Consider , , and . From Section II-C, orthogonal transmission attains DoF per time slot for the dynamic receiver and 2 DoF per time slot for the static receiver. By time sharing between the two receivers, the following DoF region is achieved: (13) where is a time-sharing parameter.
We now consider that the transmitter sends a product of signal vectors over two time slots (14) where and are the signals for the dynamic receiver and the static receiver, respectively. The vectors and have unit norm and from codebooks that lie on . The signal at the dynamic receiver is (15) where is the i.d. channel vector, and is the equivalent channel coefficient seen by the dynamic receiver.
The subspace spanned by is the same as . So, at high SNR, the dynamic receiver is able to determine the direction specified by . From Section II-B, the dynamic receiver attains DoF per time slot, which is optimal even in the absence of the static receiver.
Consider the signal of the static receiver at time slot 1
Because the static receiver knows , it can invert the channel 3 as long as is nonsingular (17) The equivalent (unknown) channel seen by the static receiver is , i.e., part of the dynamic receiver's signal. Using Grassmannian signaling via the subspace of , the DoF achieved is again per time slot. Time sharing between the proposed scheme and (transmitting only to the static receiver) yields the achievable DoF region
The aforementioned region is strictly larger than that of orthogonal transmission, as shown in Fig. 2 . The static receiver achieves DoF "for free" in the sense that this DoF was extracted for the static receiver without reducing the dynamic receiver's DoF.
B. Grassmannian Superposition Signaling
Based on the previous example, we design a general signaling method (the Grassmannian superposition) with two properties: 1) information is carried by subspaces and 2) two signal matrices are superimposed multiplicatively so that their row (or column) space is unaffected by multiplying the other receiver's signal matrix. Two separate cases are considered based on whether the number of static receiver antennas is larger than the number of dynamic receiver antennas. 3 Any noise enhancement induced by channel inversion will not affect the DoF of the static receiver. 
1)
: The transmitter sends across antennas over an interval of length (19) where and are the signals for the dynamic receiver and the static receiver, respectively. Here, is a normalizing factor to satisfy the power constraint (2). Information for both receivers are sent over the Grassmannian, namely is from a codebook and is from a codebook . The codebook and are chosen to be i.d. unitary matrices (see Section III-C for more details).
A sketch of the argument for the DoF achieved by the Grassmannian superposition is as follows. The noise is negligible at high SNR, so the signal at the dynamic receiver is approximately (20)
The row space of can be determined based on , and then independent variables (DoF) that specify the row space are recovered, i.e., the transmitted point in is found. For the static receiver, since is known by the receiver, it inverts the channel (given that is nonsingular)
which has approximately the same column space as . The transmitted point in will be recovered from the column space of , producing DoF.
Therefore, the proposed scheme attains the DoF pair
The result is more formally stated as follows:
Theorem 1 : Consider a broadcast channel with an -antenna transmitter, a dynamic receiver, and a static re- From Theorem 1, the static receiver attains a "free" rate of (23)
We plot the achievable DoF region of Theorem 1 in Fig. 3 . For small , the DoF gain achieved by the proposed method is significant, while as increases, both methods approach the coherent upper bound [2] where both of the receivers have CSIR. For , the rate gain , and no DoF gain is obtained. In this case, the achievable DoF region in Theorem 1 coincides with that attained by orthogonal transmission as well as the coherent outer bound [2] . This is not surprising, since if the channel remains constant , the resource used for obtaining CSIR is negligible. Finally, the rate gain is an increasing function of , i.e., the extra antennas available for the static receiver. Now, we design the dimension of and in (19) to maximize the achievable DoF region. To find the optimal dimensions, we allow the signaling to use a flexible number of antennas and time slots, up to the maximum available. Let and , where , and . Theorem 1 does not immediately reveal the optimal values of , , and , because the rates are not monotonic in the mentioned parameters. The following corollary presents the optimal value of , , and . Thus, in the special case of , it is optimal to use all time slots and all antennas.
2) : In this case, we shall see that sometimes the Grassmannian superposition may still outperform orthogonal transmission, but also under certain conditions (e.g., very large or ), the Grassmannian superposition as described in this section may not improve the DoF compared with orthogonal transmission.
When , if the Grassmannian signaling to the dynamic receiver uses all the dimensions, there will remain no room for communication with the static receiver. To allow the static user to also use the channel, the dynamic user must "back off" from using all the rate available to it. In other words, the dimensionality of the signaling for the dynamic receiver must be reduced. The largest value of that makes and thus allows nontrivial Grassmannian superposition is . Once we are in this regime, the results in Section III-B1 can be used. Specifically, Corollary 1 indicates that deactivating any further dynamic user antennas will not improve the DoF region. Thus, given , and assuming we wish to have a nontrivial Grassmannian signaling for both users, using dimensions for signaling to the dynamic receiver maximizes the DoF region. The transmit signal is then In Corollary 2, the DoF for the static receiver has not been achieved for "free" but at the expense of reducing the DoF for the dynamic receiver. The transmitter uses only dimensions for the dynamic receiver, which allows an extra DoF to be attained at the static receiver. If and are small, then the DoF gain of the static receiver outweighs the DoF loss for the dynamic so that the overall achievable DoF region will be superior to that of orthogonal transmission. In contrast, if or is large, the DoF loss from the dynamic receiver may not be compensated by the DoF gain from the static receiver, as illustrated by Fig. 4 . Therefore, in the latter case, orthogonal transmission may do better. The following corollary specifies the condition under which Grassmannian superposition improves DoF region compared with orthogonal transmission. Proof: The necessary and sufficient condition for ensuring the improvement of the achievable DoF region is that the slope between and is larger than the slope between and , which is equivalent to the inequality in the corollary.
C. Design of and
The representation of a point in the Grassmannian is not unique [14] (also see Remark 2), and therefore, the codebooks and are not unique. First, is chosen to be a unitary codebook. When is unitary, for i.i.d. Rayleigh fading , the equivalent dynamic channel still has i.i.d. Rayleigh fading coefficients [8] . Therefore, the static receiver is transparent to the dynamic receiver, which allows us to decouple and simplify the design of the two codebooks and their decoders.
Once is chosen to be a set of unitary matrices, communication between dynamic receiver and the transmitter is equivalent to a noncoherent point-to-point MIMO channel. Hence, to maximize the rate of the dynamic receiver at high SNR, must also be a collection of i.d. unitary matrices (see Section II).
Remark 3:
With unitary codebooks and , information for both receivers is conveyed purely by the subspace to which the codeword belongs. Consider , , which is uniquely represented by (the row space of ) and a coefficient matrix according to a certain basis of . The codewords and can be represented as (27) In a manner similar to [7] , one can verify (28) and (29)
D. Multiplicative Versus Additive Superposition
In this section, we compare product superposition with additive superposition. Under additive superposition, the transmit signal has a general expression (30) where and are the precoding matrices, and and represent the power allocation. In this case, the signal at the dynamic receiver is (31)
Since is unknown, the second interference term cannot be completely eliminated in general, which leads to a bounded signal-to-interference-plus-noise ratio, resulting in zero DoF for the dynamic receiver.
For the multiplicative superposition, the signal at the dynamic receiver is (32) where is a power normalizing constant. For any unitary , and span the same row space. This invariant property of Grassmannian enables us to convey information to the static receiver via without reducing the DoFs of the dynamic receiver. Intuitively, the dynamic receiver does not have CSIR and is "insensitive" to rotation, i.e., the distribution of does not depend on . For the static receiver, the received signal is (33)
Because
is known, the channel rotation is detectable, i.e., the distribution of depends on . Therefore, can be used to convey information for the static receiver.
IV. GRASSMANNIAN-EUCLIDEAN SUPERPOSITION FOR THE BROADCAST CHANNEL
We now propose a new transmission scheme based on successive interference cancellation, where the static receiver de-codes and removes the signal for the dynamic receiver before decoding its own signal. This scheme improves the DoF region compared to the noninterfering Grassmannian signaling of the previous section.
A. Toy Example
Consider and . Our approach is that over two time slots, the transmitter sends (34) where is the signal for the dynamic receiver and is the signal for the static receiver. Here, has unitnorm and is from a codebook that is a subset of , and can obey any distribution that satisfies the average power constraint.
The signal at the dynamic receiver is
where is the channel coefficient of the dynamic receiver, and is the equivalent channel coefficient. The dynamic receiver can determine the row space spanned by even though is unknown, in a manner similar to Section III-A. The total DoF conveyed by is 1 (thus per time slot); this is the optimal DoF under the same number of antennas and coherence time.
For the static receiver, the received signal is
where is the channel coefficient of the static receiver, and . Intuitively, since (36) and (38) are equivalent, if the dynamic receiver decodes the subspace of , so does the static receiver. Then, the exact signal vector is known to the static receiver (recall that each subspace is uniquely represented by a signal matrix). The static receiver removes the interference signal
where is the equivalent noise. Finally, the static receiver knows , so it decodes and attains DoF per time slot. Therefore, the proposed scheme attains the maximum DoF for the dynamic receiver, meanwhile achieving DoF for the static receiver. With time sharing between this scheme and , the achievable DoF pair is (40) Fig. 5 shows that this region is uniformly larger than that of orthogonal transmission.
Remark 4:
There are two key differences between the method proposed here and the Grassmannian superposition proposed in Section III. First, the information for the static receiver is carried by the value of instead of its direction (subspace), i.e., the signal for the static receiver is carried in the Euclidean space. Second, the static receiver must decode and remove the interference signal for the dynamic receiver before decoding its own signal, which is unlike the noninterfering method of the previous section.
B. Grassmannian-Euclidean Superposition Signaling
We denote the aforementioned method as Grassmannian-Euclidean superposition, whose generalization is the subject of this section. Two separate cases are considered based on whether the number of static receiver antennas is less than, or no less than, the number of dynamic receiver antennas. where and are signals for the dynamic receiver and the static receiver, respectively. The signal is from a Grassmannian codebook , while is from a conventional Gaussian codebook . The constant is a power normalizing factor. We now give a sketch of the argument of the DoF attained by the superposition signaling (41). For the dynamic receiver, at high SNR. When , the equivalent channel has full rank and does not change the row space of . Recovering the row space of produces DoF, which is similar to Section III. For the static receiver, the signal at high SNR is (42)
For
, has full column rank and does not change the row space of , and therefore, the signal intended for the dynamic receiver can be decoded by the static receiver. From the subspace spanned by , the codeword is identified. Then, is peeled off from the static signal (43) Because is known by the static receiver, (43) is a point-topoint MIMO channel. Therefore, DoF can be communicated via to the static receiver (over time-slots) [13] . Altogether, the Grassmannian-Euclidean superposition attains the DoF pair (44)
More precisely, we have the following theorem. With the Grassmannian-Euclidean superposition, the static receiver attains the following gain compared with orthogonal transmission:
(45) From Fig. 6 , for relatively small or large , the DoF gain is significant. For example, at , the minimum coherence interval considered in this paper, the proposed method achieves a DoF for the static receiver, while attaining the maximum DoF for the dynamic receiver. As increases, the gain over orthogonal transmission decreases. In the limit , we have , and the DoF gain of Grassmannian-Euclidean superposition goes away. The Grassmannian-Euclidean superposition also provides DoF gain over the noninterfering Grassmannian superposition 4 (46)
The optimal design of the dimensions of and is trivial, because the DoF region in Theorem 2 is indeed optimal (see Section IV-D).
2) : When the static receiver has fewer antennas than the dynamic receiver, it may not be able to decode the dynamic signal. Here, we cannot directly apply the signaling structure given by (41). A straightforward way is to activate only antennas at the transmitter and use only dimensions for the dynamic receiver, i.e., (47) where and , and is a power normalizing factor.
Following the same argument as the case of , the Grassmannian-Euclidean superposition achieves the DoF pair (48)
Corollary 4
: Consider a broadcast channel with an -antenna transmitter, a dynamic receiver, and a static receiver with and antennas, respectively, with coherence time for the dynamic channel. The Grassmannian-Euclidean superposition achieves the rate pair Denote the corresponding DoF pair with . Together with the two single-user operating points and obtained earlier, the achievable DoF region consists of the convex hull of , , and
. Proof: The proof directly follows from Theorem 2.
In Corollary 4, the static rate receiver is obtained at the expense of a reduction in the dynamic rate. The transmitter uses only out of dimensions available for the dynamic receiver, which allows extra DoF for the static receiver. A necessary and sufficient condition for Grassmannian-Euclidean superposition to improve the DoF region is as follows. Proof: First, using the maximum number of static antennas, is optimal, because both and in Corollary 4 are increasing functions of (note that ). Second, we find the optimal . Maximizing the achievable DoF region is equivalent to maximizing the slope of the line between and , i.e.,
which has a constant slope and is independent of . Therefore, any choice of , as long as , achieves a boundary point of the DoF region of the Grassmannian-Euclidean superposition.
Finally, for the Grassmannian-Euclidean superposition to be superior to orthogonal transmission in terms of DoF, the slope of the line between and must be larger than the slope between and , namely
This completes the proof.
Corollary 5 can be interpreted as follows: the Grassmannian-Euclidean superposition achieves superior DoF if and only if the maximum DoF of the static receiver is larger than that of the dynamic receiver.
C. Design of and
We heuristically argue that it is reasonable to choose to be i.d. unitary matrices and to be i.i.d. complex Gaussian codebook.
Recall that the Grassmannian-Euclidean superposition is to allow the static receiver to decode the signal for the dynamic receiver and then remove this interference. After interference cancellation, the static receiver has an equivalent point-to-point MIMO channel with perfect CSIR, in which case Gaussian signal achieves capacity. Based on these properties, the optimal signaling structure for the channel of the dynamic receiver is a diagonal matrix 5 times a unitary matrix [7] , [8] . Therefore, choosing to be i.d. unitary matrices is not far from optimal.
D. DoF Region
In this section, we show that the Grassmannian-Euclidean superposition achieves the optimal DoF region under certain channel conditions. 1) : In this case, the optimal DoF region is as follows.
Corollary 6
: When an -antenna transmitter transmits to a dynamic receiver and a static receiver with and antennas, respectively, with the dynamic channel coherence time , the DoF region is (54) Proof: An outer bound can be found when both receivers have CSIR. The DoF region of the coherent upper bound is [2] (55) An inner bound is attained by Grassmannian-Euclidean superposition, which reaches the boundary of (55) except for . However, the DoF of the dynamic receiver can never exceed (see Section II). Therefore, Grassmannian-Euclidean superposition achieves the DoF region.
2)
: In this case, the Grassmannian-Euclidean superposition does not match the coherent outer bound (55). However, we can partially characterize the DoF region for broadcasting with degraded message sets [6] and in the case of the more capable channel [5] . For both cases, the capacity region is characterized by (56) where is an auxiliary random variable. From the last inequality, we have (57) that is (58)
When
, the inner bound in Corollary 4 coincides with the outer bound (58) for ; therefore, the DoF is established for this range. For , the inner and outer bounds do not match, but the gap is small when is close to . When , the inner bound in Corollary 4 is inferior to orthogonal transmission and the problem remains open.
V. CONCLUSION
Signal superposition based on a multiplicative structure is proposed to improve the DoFs of the MIMO broadcast channels when one receiver has full CSIR, while the other receiver has no CSIR. Two superposition signaling methods are proposed, both based on product superposition. In the Grassmannian superposition, the transmit signal is a product of two Grassmannian codewords, producing higher DoF than orthogonal transmission, while reception is still interference-free at both receivers. The Grassmannian-Euclidean superposition uses coherent signaling for the receiver with CSIR, and Grassmannian signaling for the receiver without CSIR. The latter method is shown to attain the optimal DoF region under a broad set of channel conditions.
It is possible to extend the results of this paper to more than two receivers. The set of receivers can be divided into two sets, one with and one without CSIR. At each point in time, the transmitter uses product superposition to broadcast to two users, one from each group. A scheduler selects the pair of users that is serviced at each time. The time-sharing parameters defining the overall rate region are as follows: one parameter determines how long a given pair is serviced (time sharing between pairs) and for each pair a parameter determines the operating point of the DoF region of that pair. To facilitate the case where there are unequal number of dynamic and static users, the pair memberships are allowed to be nonunique, i.e., there may be two or more pairs that contain a given receiver. The overall rate region is the convex hull of all rate vectors corresponding to all values of the time-sharing parameters mentioned previously.
APPENDIX I PROOF OF THEOREM 1

A. Achievable Rate for the Dynamic Receiver
The normalized received signal at the dynamic receiver is (59) where is the dynamic channel, and are the i.d. unitary signals for the dynamic and static receivers, respectively, and is additive Gaussian noise. 
where (64) holds because and each column of has unit norm. Therefore, the equivalent channel has uncorrelated entries with zero mean and unit variance.
We now find a lower bound for the mutual information 
where the last equality holds since all the elements in are uncorrelated with zero mean and unit variance. In addition, given , the vector has zero mean, and therefore, is upper bounded by the differential entropy of a multivariate normal random vector with the same covariance [4] (69)
Combining (66) 
where is the column of and has autocorrelation . The expected value of is zero and thus the differential entropy is maximized if has multivariate normal distribution [4] (91)
The following lemma calculates , the autocorrelation of a column of an i.d. matrix. where the expectation is with respect to . Because is uniformly distributed on the Stiefel manifold , we have [7] (102)
where is the volume of , which is given by [15] (103) Finally, substituting (101) and (97) into (87), we have (104) Hence, the rate achieved by the static receiver is (105) where the expectation is with respect to .
APPENDIX II PROOF OF COROLLARY 1
The objective is to find the best dimensions for the transmit signals and . From Theorem 1, it is easily determined that is optimal, because the pre-log factor of increases with and the pre-log factor of is independent of (given ). To find the optimal values of and , we start by relaxing the variables by allowing them to be continuous valued, i.e., and , and then showing via the derivatives that the cost functions are monotonic. Therefore, optimal values reside at the boundaries, which are indeed integers.
Using the DoF expression from Theorem 1, the slope between two achievable points and is
Therefore, for all (107)
We wish to maximize with the constraint ; thus, is optimal.
Substituting into , we have 
A. Achievable Rate for the Dynamic Receiver
The proof is similar to the proof for Theorem 1, so we only outline key steps. The received signal at the dynamic receiver is (112) where and and is additive Gaussian noise. We establish a lower bound for the mutual information between and (113)
In the aforementioned equation, we have
One can verify (114)
Finally, we obtain
The lower bound is given by (116) where the expectation is with respect to and , and (117) Combining (115) and (117), and normalizing over time slots leads to the achievable rate of the dynamic receiver.
B. Achievable Rate for the Static Receiver
The received signal at the static receiver is where is the static channel, and is additive Gaussian noise.
We first calculate the decodable dynamic rate at the static receiver in the next lemma. Therefore, the transmitter is able to send DoF to the dynamic receiver, while ensuring the dynamic signal is decoded at the static receiver.
After decoding , the static receiver removes the interference (132) where is the equivalent noise whose entries are still i.i.d.
. The equivalent channel for the static receiver is now a point-to-point MIMO channel. With Gaussian input , we have [13] 
Normalizing over time slots yields the achievable rate of the static receiver.
