I. INTRODUCTION
C ARDIOVASCULAR diseases (CVDs) are one of the world's largest public health problems, causing the death of nearly 18 million people annually, accounting for one-third of deaths worldwide [1] . A substantial effort has, therefore, been put on CVDs' early diagnosis, mostly relying on techniques built on cardiac auscultation. These are noninvasive and low-cost techniques, being based on the listening of the heart sounds using an acoustic stethoscope. Among many sounds produced by the heart during a cardiac cycle, the following two are the most audible: S1 is the sound created by the closing of atrioventricular valves corresponding to the beginning of ventricular systole, while S2 is associated with the closing of the semilunar valves during ventricular diastole [2] , [3] . With the development of N. Dia and J. Fontecave-Jallon are with the TIMC-IMAG Laboratory, Université Grenoble Alpes, La Tronche 38706, France (e-mail:, nafissa.dia@ univ-grenoble-alpes.fr; julie.fontecave@univ-grenoble-alpes.fr).
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Digital Object Identifier 10.1109/LSP.2018.2865253 electronic stethoscopes, the graphical recording of heart sounds, called phonocardiogram (PCG) signals, can also be displayed on a digital computer, and then analyzed, to provide more insightful information on the condition of the heart [4] . Unfortunately, such signals are often severely contaminated by many different types of noises, including subject movement or speech, ambient sources, stethoscope movement, or lung sounds, making its analysis quite difficult [5] . Various methods have been proposed in the literature to denoise PCG, among which those based on wavelet or short-time Fourier transform (STFT) thresholding [6] - [9] , or empirical mode decomposition (EMD) [10] - [13] are the most popular. However, all of them rely on the analysis of the PCG only, but, to improve the denoising performance, it may be of interest to use extra noninvasive recordings, for instance, the electrocardiogram (ECG). This idea was indeed investigated in [14] , where the analysis of simultaneous PCG and ECG was carried out by first decomposing their respective spectrograms using nonnegative matrix factorization (NMF) to obtain so-called activation functions associated with PCG and ECG. The analysis of their correlation leads to a PCG signal denoising algorithm, called NMFdenoising. Unfortunately, the procedure relied on a threshold, fixed a priori, thus limiting its adaptivity. In another direction, a novel time-frequency (TF) method, called adaptive contour representation computation (ACRC), was proposed to adaptively retrieve and denoise the modes of multicomponent signals (MCSs) [15] - [17] . While this technique cannot efficiently deal with highly energetic noises that are common in PCG signals, our goal here is to show that its application to a low-pass version of the signal obtained after the application of NMF-denoising results in improved denoising performance and adaptivity.
We, therefore, describe our new technique for PCG denoising, which we coin NMF-ACRC, in Section II. Then, in Section III, we provide numerical simulations, carried out on the Signal Separation Evaluation Campaign (SiSEC2016) database [18] , to demonstrate the improvement brought about by the proposed method over existing ones.
II. PROPOSED METHOD FOR PCG DENOISING
This section describes the proposed algorithm for PCG denoising called NMF-ACRC. It relies on the successive combination of a denoising procedure based on NMF, followed by ACRC. The principle of the denoising technique using NMF is 1070-9908 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. to determine a Wiener filter to apply to the STFT of the original signal to get a first denoised signal. The denoising process is then improved by low-pass filtering (LPF) the former and then applying ACRC. An explicit block diagram of the proposed algorithm is depicted in Fig. 1 , its two main steps, i.e., NMF and ACRC, being discussed in detail in the following sections.
A. NMF-Denoising: Filtering out High-Energy Noises
The key idea behind denoising techniques based on NMF lies in that the information about a single natural phenomenon can be acquired using different devices, called modalities [19] , [20] . For instance, ECG corresponds to the recording of the electrical activity of the heart, while PCG corresponds to heart sounds. Modalities have similarities with one another, among which the most relevant is definitely quasi-periodicity, i.e., activation and inactivation periods are almost the same. NMFs of the spectrogram of simultaneous PCG and ECG enable to reflect this property by putting forward similar parameters, called shared factors [21] . In a nutshell, NMF approximates an m by n matrix V with nonnegative elements by the product of two nonnegative matrices W and H both with nonnegative elements and with respective sizes m × k and k × n: V ≈ WH, where k, much smaller than m or n, is called the number of estimated components. In that context, H is the shared factor that varies little across all the recordings of multimodal datasets.
NMFs applied to the spectrograms of physiological signals are of particular interest for identifying signals exhibiting similar temporal behaviors [22] , since their shared factors are highly correlated. With this in mind, a procedure enabling the elimination of high-energy noises from noisy PCGs using synchronous ECGs was proposed in [14] . It consists of the following steps. First, one computes the spectrograms of noisy PCG and synchronous ECG, denoted by V x and V ecg , respectively. [In our simulation, we consider the Gaussian window g(t) = To obtain a denoised version of the original signal, from the estimated spectrograms one builds a Wiener filter as follows:
which, applied to the STFT of the original signal, leads to a denoised PCG signal, which is denoted byŝ 1 in the sequel.
To illustrate the principle of the algorithm just described, we first depict, in Fig. 2(a) , the spectrogram of a noisy PCG in which two high-energy noise pulses show up at times 0.2 and 8.1 s, followed by the denoised spectrogram using the abovementioned technique, in Fig. 2(b) . We notice that the latter removes the two high-energy noise pulses from the original PCG.
However, this result can still be improved by selecting the most relevant coefficients in the denoised spectrogram: This can be done by using the so-called ACRC as a postprocessing step. A brief summary of such a technique and how to apply it in the studied context is the subject of the following section.
B. ACRC-Denoising: Components Estimation and Signal Retrieval
The ACRC introduced in [16] and [17] is computed on a lowpass filtered version ofŝ 1 with a cutoff frequency of 80 Hz to enable not only the elimination of high-frequency noises, but also a significant reduction of the computational cost of ACRC. From now on, we denote such a signal byŝ 1, LPF . In what follows, the STFT of signal x using the same Gaussian window g discussed previously is denoted by V g x , and the principle of ACRC appliedŝ 1,LPF is detailed in the following.
The ACRC technique based on the projection, in some specific direction, of the reassignment vector (RV) defined by [23] is given by
where the reassignment operatorsτŝ 1,LPF andωŝ 1,LPF corresponding to [24] are given bŷ
where V tĝ s 1, LPF and V g ŝ 1,LPF are, respectively, STFTs ofŝ 1,LPF computed with windows t → tg(t) and g (t), and {X } and {X } are, respectively, the real and imaginary parts of complex number X .
When crossing a ridge associated with the TF signature of a component, RV undergoes a strong variation in its orientation. To locate these sudden changes, a strategy developed in [15] and [23] consisted of two steps: the projection of RV in the direction associated with an angle θ and then defining contours points (CPs) as the location of the sign changes of the projection. CPs are then linked to form so-called contours. To avoid both the issue of choosing θ and numerical instabilities, an adaptive technique, proposed in [17] , defined CPs as the zeros of the projection of RV in a direction corresponding to the average of the orientation of RV over a squared neighborhood centered at the point of study. This resulted in a robust estimation of TF signatures for a wide class of MCSs. Therefore, we stick to that definition of contours in this letter. Once the contours are computed, the basin of attraction (BA) associated with one contour corresponds to the set of points (t, ω) such that, at this location, RV points to that contour. Finally, signal reconstruction is performed by inverting the STFT considering only the coefficients belonging to these BAs.
We notice that the average number of contours detected is 3.5 contours/s, the quasi-periodicity of PCG can be reflected by ACRC, and the total number of contours is close to 3.5N /1000, N being the signal length. We, therefore, display, in Fig. 3(a) and (b), BAs along with the first 3.5N /1000 contours (in red) computed with ACRC on the nonfiltered and filtered STFTs associated with the signals whose spectrograms are displayed in Fig. 2(a) and (b) , respectively. From Fig. 3(a) , it is clear that ACRC computes contours associated with the two high-energy impulse noises mentioned above, while after noise removal using an NMF-based algorithm, the computed contours are apparently more relevant. Finally, we illustrate in Fig. 3(c) the reconstruction of the PCG signal by selecting STFT coefficients associated with BAs that are displayed in Fig. 3(b) .
III. NUMERICAL EXPERIMENTS AND DISCUSSION
This section investigates the effectiveness of the proposed NMF-ACRC algorithm by comparing it with EMD [10] , shifted-symmetrized-regularized hard-thresholding (SSR-HT) [9] , NMF, and ACRC, on the SiSEC2016 database [18] . Note Fig. 4 . SDR, SIR gains, and SAR (measured in dB) for different crosscorrelation threshold values λ when applying either NMF or NMF-ACRC to the noisy PCG signal displayed in Fig. 2(a) .
that it was shown in [9] that SST-HT outperforms the conventional HT [25] and block-thresholding [26] for PCG denoising. Before going into the details of such comparisons, we first present the database and the evaluation criteria in the following sections. The MATLAB code implementing the method and the scripts generating all figures are available at github.com/phamduonghung/NMF_ACRC2018.
A. SiSEC2016 Database
The numerical simulations are conducted on a real database, which was already used during the sixth community-based Signal Separation Evaluation Campaign (SiSEC2016) [18] . PCGs were recorded with a cardiac microphone MLT210 on three healthy volunteers, while ECGs were simultaneously acquired by a PowerLab instrument. Such signals sampled at 1 kHz were then passed through a 15-300 Hz band-pass filter. In total, 16 such synchronous PCGs and ECGs were acquired, lasting from 10 s to more than a minute. In a second time, PCGs were artificially contaminated by different real interferences (radio, cough, pseudo-periodic breathing noise, etc.).
B. Evaluation Criteria
In what follows, a quantitative measurement based on BSS Eval Toolbox [27] is used for the assessment of the denoising performance of the different methods. It consists of decomposing each estimated signal into a number of contributions associated with the target signal, interference of the unwanted sources, and artifacts. This corresponds to the following three evaluation criteria expressed in decibels (dB).
1) Signal-to-distortion ratio (SDR): It globally measures the level of all error terms. 2) Signal-to-interference ratio (SIR): It estimates the level of interference from all the other interfering sources. 3) Signal-to-artifacts ratio (SAR): It estimates the level of algorithmic artifacts and the linearity separation of the algorithm. It should be noted that when using SDR and SIR, the gain between each of them obtained on the denoised (output) and initial noisy (input) signals is computed. For instance, SDRgain = outputSDR − inputSDR.
C. Sensitivity to Cross-Correlation Threshold of NMF-ACRC
As highlighted in Section II-A, the main drawback of NMFbased denoising is that the threshold λ needs to be manually set to separate the noise and signal components. To illustrate how NMF-ACRC manages to alleviate this dependence on λ, we display, in Fig. 4 , the three evaluation measures (SDR, SIR gains, and SAR) obtained when using either NMF-based or NMF-ACRC algorithms, for different λ and for the signal depicted in Fig. 2(a) . It is clear to see that all these measures obtained with the former are null when λ is small, which means that PCG is not denoised at all in that case. Furthermore, they increase and then stagnate when some particular value for λ is reached. In contrast, the evaluation measures obtained when using the latter are bigger and also more stable with respect to parameter λ, especially when λ is small. This tells us that using NMF-ACRC rather than NMF enables limiting the dependence on λ, which makes the proposed new method more adaptive.
D. Comparison of Denoising Performance
This section presents some comparisons of NMF-ACRC with some state-of-the-art techniques, including EMD, SSR-HT, NMF-based, and ACRC on the SiSEC2016 database. To this end, we display the distribution of the different evaluation criteria using the boxplot representation, where the central line (in red) indicates the median, and the bottom and top edges of the box indicating the 25th and 75th percentiles, respectively [28] . Furthermore, the threshold λ is set to 0.75 in NMF-based and NMF-ACRC algorithms, which is also the optimal value already determined in [14] . Bear in mind that λ is the threshold put on the cross-correlation between H k,n x and H 1,n ecg to tell whether the kth component is related to noise or related to signal.
In Fig. 5 , we depict the denoising results associated with each of the tested techniques in terms of SDR, SIR gains, and SAR. At first glance, we remark that NMF-ACRC produces better results than the other studied methods for all the three evaluation criteria. More precisely, in Fig. 5(a) , the SDR median gain obtained by using NMF-ACRC is 8.0 dB, while it equals 6.6, 4.9, 6.6, and 6.2 dB using EMD, SSR-HT, NMF-based, and ACRC, respectively. Moving to Fig. 5(b) , the former leads to an SIR median gain of 12.4 dB bigger than those associated with the latter (11.2, 6.3, 8.1, and 10.0 dB for EMD, SSR-HT, NMF-based, and ACRC, respectively). Finally, Fig. 5(c) shows that the SAR median with the proposed technique is 12.3 dB, while the ones associated with the others are much smaller: 6.6, 8.9, 8.7, and 5.7 dB, respectively. All in all, for PCG denoising, these results plead in favor of mixing NMF with ACRC as is done in NMF-ACRC.
IV. CONCLUSION
In this letter, we have introduced a new technique for PCG denoising based on the use of two different techniques: NMF and ACRC. By mixing them, we have managed to circumvent their intrinsic limitations, resulting in a significant improvement in terms of denoising performance. In a nutshell, NMF was first applied to remove the high-energy noises from the initial noisy PCG signal, while ACRC was carried out as a postprocessing step to estimate the TF signatures of the relevant components. These were subsequently used for signal reconstruction. Numerical experiments demonstrated the effectiveness of the proposed technique on a database of real PCG signals. Future work should now be devoted to answer the question whether the improvement in terms of PCG signal denoising brought about by NMF-ACRC can be profitably used to improve early diagnosis of heart diseases.
