We consider the Schrödinger operator in the plane with δ-potential supported by a curve Γ. For the cases of an infinite curve and a finite loop we give estimates on the lower bound of the spectrum expressed explicitly through the strength of the interaction and a parameter c(Γ) which characterizes geometry of the curve Γ. Going further we cut the curve into finite number of pieces Γ i and estimate the bottom of the spectrum using parameters c(Γ i ). As an application of the elaborated theory we consider a curve with a finite number of cusps and the general "leaky" quantum graph.
Introduction
Schrödinger operators with δ-potentials on curves studied intensively during last two decades are of essential interest due to their applications to mesoscopic physics. Such operators are Hamiltonians of so called "leaky" quantum wires introduced by P. Exner (for details see the overview [Ex07] ). The operator
with an attractive δ-potential of a strength α > 0 having a curve Γ as the support is strictly defined via the quadratic form [BEKS94] :
If Γ is a straight line, it is well known that H α,Γ has no eigenvalues and its spectrum is given by σ(H α,Γ ) = σ ess (H α,Γ ) = − α 2 4 , +∞ , (1.1)
assuming that α is a positive constant. It is shown in the paper [EI01] , that if we "bend" a little Γ preserving the smoothness of Γ, then the essential spectrum is preserved and at least one eigenvalue appears. For the Schrödinger operator with δ-potential on a loop we have according to [BEKS94] σ ess = 0, +∞ , (1.2)
and there exists at least one negative eigenvalue. In the present paper we obtain estimates on the lower bound of the spectrum from below for the both cases. Suppose α ∈ R + , Γ is a continuous and piecewise-C 1 curve in R 2 . We need the following characteristic of Γ:
.
where we denote by dist R 2 distance on the plane and we denote by dist Γ distance along the curve. It worth noting that if c(Γ) > 0, then Γ has no cusps, self-intersections and if Γ is unbounded then its possible asymptotes are not parallel to each other.
Theorem 1.1. Suppose Γ is a loop and c(Γ) > 0. Then 
(ii) But if Γ satisfies the condition (2.9) which means the asymptotical straightness then
The estimate (1.6) is sharp if Γ is a straight line. If Γ consists of two half-lines forming an angle β, then c(Γ) = sin β 2 , therefore for β → 0 our estimate becomes very rough. However, the estimate (1.6) can be improved if Γ is a sum of curves with positive constants c defined in (1.3).
to be a bounded closed curve or an unbounded curve which satisfies (2.9). Then the quadratic form q α,Γ is closed and semi-bounded from below, moreover for the self-adjoint operator H α,Γ defined via q α,Γ the following estimate holds
(1.7)
Consequently, for the mentioned above angle β we have inf σ(H α,Γ ) ≥ −α 2 . Moreover, our result can be applied to curves with a finite number of cusps, in particular we prove that H α,Γ is self-adjoint in this case.
Our strategy for next sections is the following: we give known essential theoretical results, then we prove all the theorems formulated in the introduction. We finish the paper by discussing applications of Theorem 1.3 and its possible generalization onto arbitrary "leaky" quantum graphs.
Theoretical background
In this section we recall necessary facts about Schrödinger operators with δ-potential on a curve (see [BEKS94] and [EI01] for details). We consider a Dirac measure m Γ associated with the curve Γ which is defined as follows,
for each Borel set M ⊂ R 2 , where l 1 is the one-dimensional Hausdorff measure; in our case it is the length of the part of Γ which is inside M. For α > 0 and c(Γ) > 0 according to [BEKS94] we know that
holds for all ψ ∈ S(R 2 ) and some a < 1 and b. We denote by S(R 2 ) the Schwartz class of rapidly decreasing functions in R 2 . The mapping I Γ : S(R 2 ) → L 2 (Γ) defined as I Γ ψ = ψ can be uniquely extended by density argument
We use the same symbol to denote ψ as an element of L 2 (Γ) and as an element of L 2 (R 2 ). It is possible to extend the inequality (2.2) on W 1,2 (R 2 ), by exchanging ψ by I Γ ψ in the l.h.s.
The operator we are interested in is defined via the quadratic form
with the domain dom q α,Γ = H 1 (R 2 ). According to the paper [BEKS94] under condition (2.2) this form is closed and bounded from below, with the core C ∞ 0 (R 2 ). This fact implies that a unique self-adjoint operator H α,Γ corresponds to this form.
For the operator corresponding to the quadratic form (2.4), one can apply the BirmanSchwinger technique and obtain the resolvent as follows. we denote the resolvent of the
The resolvent R k 0 appears to be the integral operator with the kernel
Let µ and ν be arbitrary positive Radon measures in R 2 , satisfying the condition
holds a.e. with respect to the measure ν for all φ ∈ dom R k ν,µ ⊂ L 2 (µ). In our case there are two measures: m Γ introduced before and Lebesgue measure dx in R 2 . In this notation according to [BEKS94] we have the following
is invertible and the operator
Next we give some known results about the the spectrum of H α,Γ in cases of a closed loop and of an unbounded curve. We assume that the curve Γ is defined by continuous piecewise-C 1 mapping γ = (γ x , γ y ), which maps from R to R 2 in the case of an unbounded curve and maps from [0, L] to R 2 with γ(L) = γ(0) in the case of a loop. We assume that the curve is defined in a natural parametrization, i.e. |γ(s)| = 1.
Since γ is continuous and is naturally parameterized, we have obviously the following property
for all s, s ′ ∈ R. Next we give assumptions which were introduced in [EI01] (a1) The constant c(Γ) is strictly positive . In particular for an infinite curve it means that
and for a finite loop it means that
(a2) This assumption is meaningful only for an unbounded curve. We require from Γ to be asymptotically straight in the following sense: there exist positive constants d, µ > 1 2
and ω ∈ (0, 1) such that 3 Proof of Theorem 1.1
, where R κ ν µ is defined by (2.6). According to Proposition 2.1 item (iii), a negative value λ = −κ 2 is an eigenvalue of the operator H α,Γ if and only if the equation
has non-trivial solution. The integral kernel of R κ α,Γ has the following form 
We introduce the operator R κ c in L 2 (Γ) with the integral kernel
Since the integral kernel of R κ c is positive, we can apply Schur's Lemma (Theorem 5.2 in [HS78] ) to estimate its norm from above
Since the operator R κ c has symmetric kernel then both supremums are equal. Assume
The same estimate holds for s > 
We introduce an operator R In the case of an unbounded curve we can be more precise than in the bounded case. We calculate the norm of R κ c exactly. Let F : L 2 (R) → L 2 (R) be the Fourier transform on the real axis defined as in [BE69] by the following formulâ
with the inverse transform
Next we consider the operatorR 
here we used the formula F (f * g) = √ 2πfĝ and the Fourier transform of the Macdonald function (see [BE69] ). The operatorR κ c is the multiplication operator on the function
This norm is less than one when κ > α 2c (Γ) . Hence, if λ < − α 2 4c(Γ) 2 then it can not be an eigenvalue of H α,Γ and the first item is proven. In order to prove item (ii) we use the second statement of Theorem 2.1 and we obtain
5 Proof of Theorem 1.3
Proof. First of all we prove self-adjointness of H α,Γ . For each Γ i we know that c(Γ i ) > 0 then we can write down the inequality of the type (2.2),
where 0 < a i < 1 and b > 0, since (2.2) is valid for every α ∈ R. Adding these inequalities for all Γ i and then dividing by N we obtain
< 1 then according to [BEKS94] the form q α,Γ with H 1 (R 2 ) as domain is bounded from below and closed. A unique self-adjoint operator H α,Γ corresponds to this form. Next we prove the estimate (1.7). We consider a quadratic form for each Γ i
with dom q αN,Γ i = H 1 (R 2 ). We consider also quadratic forms for each Γ
The quadratic form for the Schrödinger operator with δ-potential of strength α on the whole Γ can be expressed as follows
The 
(5. 4) 6 Applications and possible generalizations
Application to curves with cusps
First of all we give the definition of a cusp (see [Po94] ).
Definition 6.1. For the curve defined as a zero set of a function of two variables
(iii) The Hessian matrix of second derivatives has zero determinant at the point (x 0 , y 0 ). That is:
Next we give examples of rational curves with cusps
(ii) γ(t) = (t 2 , t 5 ) is a rhamphoid.
(iii) γ(t) = γ m,n (t) := (t 2n , t 2m+1 ), where m ≥ n.
All these curves have a cusp at the origin which can be simply checked by constructing appropriate F (x, y) and verifying Definition 6.1. Let us show for spinode that c(Γ) = 0.
(1 + Consider the curve Γ without self-intersections. We assume that Γ is defined by mapping γ(t) satisfying the condition (a2). We also assume that Γ has finitely many cusps at points t 1 < t 2 < ... < t N . Next, we accomplish this sequence with points t 0 = −∞ and t N +1 = +∞. We make a cut of the curve Γ into parts Γ i = γ([t i , t i+1 ]), i = 0..N. If each part has an extension Γ ext i such that c(Γ ext i ) > 0, then we can apply Theorem 1.3 to prove self-adjointness of H α,Γ and to obtain the estimate on the spectrum from below.
Generalization to arbitrary "leaky" quantum graphs
The result of Theorem 1.3 can be extended onto arbitrary "leaky" quantum graphs. Recall that the Hamiltonian of "leaky" quantum graphs is defined by the self-adjoint operator H α,Γ corresponding to the quadratic form q α,Γ given by (2.4) where Γ is a metric graph (a union of segments intersecting only at ends). We assume that the graph is finite (i.e. it consists of finite number of segments) and all infinite segments are asymptotically straight. Then the Theorem 1.3 can be reformulated where N is the number of segments.
Acknowledgements
This work was partially supported by the grant RFBR-NANU no. 09-01-90410.
