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0. Introduction
In this paper, we study the asymptotic behaviour of the following periodic population
system, with nonlinear discrete diffusion terms:
x ′i =Di(t, x1, . . . , xn)+ xifi(t, xi, yi),
y ′i =Ei(t, y1, . . . , yn)+ yigi(t, xi, yi), 1 i  n, (0.1)
where fi, gi :R×R2+ →R are continuous functions which are T -periodic in t and locally
Lipschitz continuous in (xi, yi) and D = (D1, . . . ,Dn), E = (E1, . . . ,En) are T -periodic
nonlinear diffusion functions in the sense of [9]. That is, D(t, x), E(t, x) are positive ho-
mogeneous in x , cooperative and irreducible [9]. As usual, xi, yi represent the population
density of the species at the patch i . We will assume that
(H1) fi(t, x, y) is strictly decreasing in x and decreasing in y .
(H2) gi(t, x, y) is strictly decreasing in y .
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tems
x ′i =Di(t, x1, . . . , xn)+ fi(t, r,0)xi, 1 i  n, (0.2)
y ′i =Ei(t, y1, . . . , yn)+ yigi(t,0, r), 1 i  n, (0.3)
respectively. We also assume that
(H3) There exists R > 0 such that λR,µR < 0.
(H4) λ0 > 0.
In [9] it is proved that the following single species systems
x ′i =Di(t, x1, . . . , xn)+ xifi(t, xi,0), 1 i  n, (0.4)
y ′i =Ei(t, y1, . . . , yn)+ yigi(t,0, yi), 1 i  n, (0.5)
have global attractors that we will denote, here and henceforth, by U = (U1, . . . ,Un),
V = (V1, . . . , Vn), respectively. By (H4) and Theorem 1.1 below, we have U > 0. That
is, Ui(t) > 0 for all i, t . Finally, we denote by λ1,µ1 the principal eigenvalues of the
following two systems
x ′i =Di(t, x1, . . . , xn)+ xifi
(
t,0,Vi(t)
)
, 1 i  n, (0.6)
y ′i =Ei(t, y1, . . . , yn)+ yigi
(
t,Ui(t),0
)
, 1 i  n. (0.7)
We say that Eq. (0.1) is a predator–prey (resp. competitive) system if V = 0 (resp.
V > 0) and gi(t, xi, yi) is increasing (resp. decreasing) in xi . We will prove the following
results.
Theorem 0.1. Suppose that Eq. (0.1) is a predator–prey system. Assume further that for
each vector M = (M1, . . . ,Mn) 0 there exists r = rM > 0 such that the principal eigen-
value of the following system is negative:
y ′i =Ei(t, y1, . . . , yn)+ yigi
(
t,Ui(t)+Mi, r
)
, 1 i  n. (0.8)
(a) If µ1 > 0, then Eq. (0.1) has a coexistence state, that is a positive T -periodic solution.
(b) If µ1  0, then the predator y goes to extinction. That is,(
u(t)−U(t), v(t))→ (0,0) as t →+∞,
for any positive solution (u, v) of the system.
In the continuous case, the part (a) of this result was proved in [3], where it was assumed
that the diffusion terms were linear. The proof in [3] is based on the bifurcation theorem
of Crandall–Rabinowitz and lies heavily on the fact that the diffusion terms are linear. Our
proof uses Brower’s degree theory.
Par (b) of Theorem 0.1 will be obtained from Theorem 1.5 below, which is a general-
ization of Theorem 2.4 in [6].
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solutions (	U1, . . . , 	Un,V 1, . . . , V n), (U1, . . . ,Un, 	V1, . . . ,	Vn) such that 0  Ui  	Ui ,
0 V i  	Vi and
lim sup
t→+∞
[
ui(t)− 	Ui(t)
]
 0 lim inf
t→+∞
[
ui(t)−Ui(t)
]
, (0.9)
lim sup
t→+∞
[
vi(t)− 	Vi(t)
]
 0 lim inf
t→+∞
[
vi(t)− V i(t)
]
, (0.10)
for any positive solution (u1, . . . , un, v1, . . . , vn) of Eq. (0.1). Moreover, U,V > 0 if
λ1,µ1 > 0.
In the continuous case, this result was proved in [4], where it was assumed that the dif-
fusion terms were linear. Compare also with Theorem 4.1 in [2]. Our proof of Theorem 0.2
and Theorem 0.3 below is based on the monotone iterative schemes developed in [7,8].
Finally, we prove parallel results to Theorems 1.5 and 1.6 of [4] as follows.
Theorem 0.3. Assume (0.1) is competitive. If µ1 > 0 and the system has no coexistence
states, then(
u(t)−U(t), v(t))→ (0,0) as t →+∞,
for any positive solution (u, v) of (0.1). We have a parallel result if λ1 > 0.
Theorem 0.4. Assume (0.1) is competitive. If λ1,µ1 < 0, then (0.1) has an unstable coex-
istence state.
We remark that the above theorems are not consequences of the abstract results in [4],
since the right members of Eq. (0.1) are not differentiable with respect to (x, y). Even in
the differentiable case, nothing is assumed on the spectral radius of the linearized system
of (0.1) at the trivial and semitrivial T -periodic solutions (0,0), (U,0), (0,V ).
1. The single species model
In the following, we fix a real number T > 0 and we denote by LT the space of all
continuous functions B :R×Rn+ →Rn such that
(1) B(t, x) is T -periodic in t and locally Lipschitz continuous in x .
(2) B is cooperative and irreducible [9].
(3) B(t,αx)= αB(t, x) if α > 0.
In [9] it was proved the following result:
Theorem 1.1. Given B ∈LT , there exists a unique λ ∈R such that the system
x ′ = B(t, x)− λx
has a positive T -periodic solution.
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as the principal eigenvalue of the system
x ′ = B(t, x).
In all that follows, we consider LT as a topological space with the topology of the uniform
convergence on compact sets. In [9] it is proved that the map
Pe :LT →R, B → Pe(B),
is continuous and monotone.
We shall introduce some terminology. We say that a continuous function f :R×Rn+ →
R
n is a reaction function if
(R1) f (t, z) is T -periodic in t and locally Lipschitz continuous in z.
(R2) f (t, z1, . . . , zn) = (f1(t, z1), . . . , fn(t, zn)), where fi :R × R+ → R is strictly de-
creasing in zi .
In this section, we fix D ∈ LT and a reaction function f . Given x = (x1, . . . , xn), y =
(y1, . . . , yn) ∈Rn, we define x ∗ y = (x1y1, . . . , xnyn).
We shall study some properties of the system
x ′ =D(t, x)+ x ∗ f (t, x), 1 i  n. (1.1)
To begin with, we denote by λf (r) the principal eigenvalue of the system
x ′ =D(t, x)+ f (t, r) ∗ x. (1.2)
From Theorem 6.1 and Remarks 6.2 and 6.3 of [9], we obtain
Theorem 1.2. Assume λf (R) < 0 for some R > 0. Then:
(a) If u is a nonnegative solution of Eq. (1.1), u is defined on [t0,∞) for some t0 ∈R.
(b) There exists a (unique) T -periodic solution U of Eq. (1.1) such that
u(t)−U(t)→ 0 as t →+∞,
for any positive solution u of (1.1).
(c) U = 0 if λf (0) 0 and U > 0 if λf (0) > 0.
The unique solution U given by the above theorem will be denoted by Uf and will be
referred as the global attractor of (1.1).
Assumption λf (R) < 0, in the above theorem, is implied by the following condition:
limx→+∞ f (t, x)=−∞, uniformly in t .
Remark 1.3. Let u be a T -periodic solution of (1.1). If u > 0 then, by Theorem 1.2,
u= Uf . Assume now that u 0 then, by Proposition 3.5 of [9], either u≡ 0 or u= Uf .
In particular, if Uf = 0, then u= 0.
Theorem 1.4. Let F :R × Rn+ → Rn be a continuous reaction function such that
λF (R) < 0. If f  F , then Uf UF .
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Let us fix a positive solution u of (1.1) and let v be the solution of the system
x ′ =D(t, x)+ x ∗ F(t, x),
determined by the initial condition v(0) = u(0). By Kamke’s theorem, u(t)  v(t) for
all t  0 and the proof follows easily from the following facts: u(t) − Uf (t)→ 0 and
v(t)−UF (t)→ 0 as t →+∞. ✷
In the following, h :R × Rn+ × Rn+ → Rn denotes a continuous function of the form
h(t, z1, . . . , zn, x1, . . . , xn)= (h1(t, z1, x1), . . . , hn(t, zn, xn)) such that
(Ha) h(t, z, x) is T -periodic in t and locally Lipschitz continuous in (z, x).
(Hb) h(t, z, x) is strictly decreasing in x and decreasing in z.
(Hc) There exists R > 0 such that the principal eigenvalue of the system
x ′ =D(t, x)+ h(t,0,R) ∗ x
is negative.
In the rest of this section, we fix continuous functions β :R→ Rn+, α : (τ,∞)→ Rn+
(for some τ −∞), such that β is T -periodic and
α(t)− β(t)→ 0 as t →+∞.
Let us denote by Θ the global attractor global of the system
x ′ =D(t, x)+ x ∗ h(t, β(t), x). (1.3)
Theorem 1.5. If u is a solution of the system
x ′ =D(t, x)+ x ∗ h(t, α(t), x),
such that u(t0) > 0 for some t0, then u is defined on (t0,∞) and u(t) − Θ(t)→ 0 as
t →+∞.
Proof. We will use an argument contained in a unpublished paper by Gámez et al. Let W
be the global attractor of the system
x ′ =D(t, x)+ x ∗ h(t,0, x).
We know that the solution v of this system, determined by the initial condition v(t0) =
u(t0), is defined on (t0,∞) and
v(t)−W(t)→ 0 as t →+∞.
On the other hand, h(t, α(t), x) h(t,0, x) for all t  t0, and by Kamke’s theorem, u(t)
v(t) for all t  t0 in the domain of u. From this, u is defined on [t0,∞).
Since α  0 and α(t)− β(t)→ 0, as t →+∞ then, for each r > 0, there exists tr  t0
such that
β∗(t, r) α(t) β∗(t, r) if t  tr . (1.4)
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β∗i (t, r)=max{0, βi(t)− r}, respectively, where β = (β1, . . . , βn).
Since h(t, β∗(t, r),R) h(t,0,R) then, by Theorem 1.2, system
x ′ =D(t, x)+ x ∗ h(t, β∗(t, r), x) (1.5)
has a global attractor Θr for all r > 0. Moreover, by Theorem 1.4, we have Θr Θs Θ
if r  s > 0. In particular, {Θr(t)} has a finite limit Θ0(t) as r → 0+ and the function Θ0
is T -periodic.
On the other hand, by (1.5) the family of derivatives {Θ ′r : 0 < r  1} is bounded, and
by a suitable application of Ascoli’s theorem, we conclude that
Θr(t)→Θ0(t) as r→ 0+, uniformly on t ∈R. (1.6)
By an elementary result about limits and derivatives we prove that Θ0 is differentiable and
Θ0 is a solution of (1.3). From this and Remark 1.3, we have Θ0 =Θ .
Let us fix ' > 0. By (1.6) there exists r > 0 such that∣∣Θr(t)−Θ(t)∣∣< ' ∀t ∈R.
Here and henceforth, |x| =max{|xi : 1 i  n} if x = (x1, . . . , xn) ∈Rn.
Let ur be the solution of (1.5) determined by the initial condition ur(tr )= u(tr ), where
tr is given in (1.4). By Kamke’s theorem, ur(t)  u(t) ∀t  tr , since h(t, β∗(t, r), x) 
h(t, α(t), x) for all t  tr . On the other hand, ur(t)−Θr(t)→ 0 as t →+∞ and, hence,
there exists s0  tr such that
ur(t)Θr(t)+ ' if t  s0.
Here, we have identified ' with the vector (', . . . , ') ∈Rn. From this,
Θ(t)+ 2'  u(t) ∀t  s0.
Analogously, using the function β∗, we prove the existence of s0  t0 such that u(t)
Θ(t)− 2' for all t  s0, and the proof is complete. ✷
Let A :Rn+ → Rn+ be the Poincaré map of Eq. (1.1) and let R ⊂ int(Rn+) be a compact
rectangle containing x0 := Uf (0) in its interior. Using Theorem 1.2 above, Theorem 39.1
of [5] and the proof of Theorem 39.3 in [5], we can prove that
degB(id−A,R,0)= 1, (1.7)
where id is the identity map and degB is the Brouwer degree. For the sake of clarity, we
give below a complete and simpler proof of this claim.
Theorem 1.6. Equation (1.7) holds.
Proof. In the following, we identify each number r ∈ R with the vector (r, . . . , r) ∈ Rn.
We first prove the following special case:
D(t,1)= f (t,1)= 0. (1.8)
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Here and henceforth, |x| := max{|x1|, . . . , |xn|} if x = (x1, . . . , xn) ∈ Rn. We shall prove
that
A(Sr)⊂	Sr . (1.9)
To this end, let u be a solution of (1.1) such that u(0) ∈ Sr , and assume that there exists
t0 > 0 such that
−r < u(t)− 1< r for 0 t < t0 (1.10)
and u(t0) ∈ ∂Sr . Fix also an index k such that uk(t0)= 1± r and assume
uk(t0)= 1+ r. (1.11)
Since D(t, x) is cooperative in x and (1.10)–(1.11) hold, we have
Dk
(
t0, u(t0)
)
Dk(t0,1+ r)= (1+ r)Dk(t0,1)= 0,
and so, u′k(t0) (1+ r)fk(t0,1+ r) < 0. Remember that fk(t, z) is strictly decreasing in
z and that fk(t,1)= 0.
On the other hand, using (1.10)–(1.11), we obtain u′k(t0) 0, which is a contradiction.
We get a similar contradiction if we assume that uk(t0) = 1 − r , and so, (1.9) holds. In
particular, A(	Sr)⊂	Sr .
Define H :S × [0,1]→Rn by H(x, ν)= x − [(1− ν)1+ νA(x)]. If H(x, ν)= 0, for
some (x, ν) ∈ ∂Sr×[0,1], then r = ||x−1|| = ν||A(x)−1|| νr , since A(	Sr)⊂	Sr . From
this follows that ν = 1 and thus A(x)= x . But, by Theorem 1.2, x0 = 1 is the only fixed
point of A in the interior of Rn+ and hence x = 1. This contradiction proves that H(x, ν)
= 0 for all (x, ν) ∈ ∂S × [0,1], and hence degB(id−A,Sr ,0)= degB(id−1, Sr,0)= 1.
To end the proof, let us fix r > 0 such that Sr ⊂ int(R). Since A(x) = x for all x ∈
R \Sr , we have degB(id−A,R,0)= degB(id−A,Sr ,0), and the proof of our special case
is complete.
To show the general case, let Uf =U = (U1, . . . ,Un). By the change of variables yi =
xi/Ui(t), system (1.1) becomes y ′ =E(t, y)+ y ∗ g(t, y), where
Ei(t, y) :=Di
(
t,
U(t) ∗ y
Ui(t)
)
−Di
(
t,
U(t)
Ui(t)
)
and gi(t, yi) = fi(t,Ui(t)yi)− fi(t,Ui(t)). Obviously, E,g satisfy assumptions in (1.8)
and the proof follows easily. ✷
Remark 1.7. Assume (1.8) holds. If x ∈Rn+ and |x − 1|< 1, then |A(x)− 1| |x − 1|.
Proof. If x = 1, there is nothing to prove. Assume x = 1 and define r = |x − 1|. In the
proof of theorem above we have A(∂Sr)⊂	Sr , and the proof is complete. ✷
2. Predator–prey systems
In this section, we assume that (0.1) is a predator–prey system, where D,E ∈ LT and
fi, gi satisfy assumptions (H1)–(H4) in the Introduction. In the rest of this paper, we let
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larly, we define g(t, x, y) as the function whose components are gi(t, xi, yi). We denote
by λr the principal eigenvalue of Eq. (0.2) and we assume
λ0 > 0> λR, (2.1)
for some R > 0. By Theorem 1.2, system
x ′ =D(t, x)+ x ∗ f (t, x,0) (2.2)
has a global attractor that we will denote by U . Analogously, we denote by ηr the principal
eigenvalue of the equation
y ′ =E(t, y)+ y ∗ g(t,U(t), r)
and we assume that
ηS < 0, (2.3)
for some S > 0. From this assumption and using Theorem 1.2 once again, we have that
system
y ′ =E(t, y)+ y ∗ g(t,U(t), y) (2.4)
has a global attractor that we shall denote by W .
Proposition 2.1. If (u, v) is a positive T -periodic solution of the system
x ′ =D(t, x)+ x ∗ f (t, x, λy),
y ′ =E(t, y)+ y ∗ g(t, x, y), (2.5)
for some λ ∈ [0,1], then uU and v W .
Proof. Since f (t, x, y) is decreasing in y , we obtain
u′ D(t,u)+ u ∗ f (t, u,0).
Let z be the solution of (2.2) determined by the initial condition z(0) = u(0). Then, by
Kamke’s theorem, u(t)  z(t) for all t  0, and hence u  U , since z(t) − U(t)→ 0 as
t →+∞.
Let w be the solution of (2.4) given by w(0)= v(0). Since g(t, x, y) is increasing in x ,
we have g(t, u(t), y) g(t,U(t), y), and hence v(t)  w(t) for all t  0. The rest of the
proof follows as above. ✷
Proposition 2.2. If (u, v) = (u1, . . . , un, v1, . . . , vn) 0 is a T -periodic solution of (2.5)
for some λ ∈ [0,1], and (u(t0), v(t0)) ∈ ∂(Rn+×Rn+) for some t0, then v ≡ 0. In particular,
by Remark 1.3, either u≡ 0 or u≡U .
Proof. Assume u(t0) ∈ ∂Rn+ and define I = {i: ui(t0) = 0}. We shall prove that I =
{1, . . . , n}. To this end, assume on the contrary that J := {1, . . . , n} \ I = ∅. Since D is
irreducible and cooperative, there exist ' > 0 and (i, j) ∈ I × J such that
Di(t0, x) < Di(t0, x +µej ) if
∣∣x − u(t0)∣∣ ', µ > 0,
where ej is the j th canonical vector of Rn.
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ith component of x is equal to zero. So,
Di
(
t, u(t0)
)=Di(t0, x + ηej ) >Di(t0, x)Di(t0,0)= 0,
and hence u′i (t0) > 0. Consequently, ui < 0 on an interval of the form (t1, t0) (with t1 < t0),
and this contradiction proves that u(t0)= 0. Now, it is easy to show that u≡ 0 and so, v is
a T -periodic solution of the system
y ′ =E(t, y)+ y ∗ g(t,0, y).
Since (H3) holds then, by Theorem 1.2 and Remark 1.3, we conclude that v ≡ 0.
Assume now that v(t0) ∈ ∂Rn+. By the above argument, v(t0)= 0 and hence v ≡ 0. ✷
Proposition 2.3. Assume η0 (= µ1) > 0. Then there exists ' > 0 with the following prop-
erty: If (u, v) is a positive T -periodic solution of (2.5), for some λ ∈ [0,1], then ui(t) > '
and vi(t) > ' for all i, t .
Proof. Assume on the contrary that there exist sequences{
λp ∈ [0,1]
}
,
{
(up, vp)
}
,
{
tp ∈ [0, T ]
}
such that (up, vp) is a positive T -periodic solution of (2.5), for λ = λp and {(up(tp),
vp(tp))} converges to a point z ∈ ∂(Rn+ ×Rn+). Without loss of generality, we can suppose
that λp → λ∗ and tp → t0, for some λ∗, t0.
By Proposition 2.1, the sequence {(up, vp)} is uniformly bounded, and by (2.5), the
same holds for the sequence of their derivatives. From this and Ascoli’s theorem, we can
assume that {(up, vp)} converges uniformly on R to a nonnegative function (u, v) :R→
R
n+ × Rn+. Moreover, using an elementary result concerning limits and derivatives, we
prove that (u, v) is a T -periodic solution of (2.5) for λ= λ∗.
On the other hand, since (u(t0), v(t0)) = z, it follows from Proposition 2.2 that v ≡ 0
and either u≡ 0 or u≡ U .
Assume u≡ 0. Since up is a positive T -periodic solution of the system
x ′ =D(t, x)+ x ∗ f (t, up(t), λpvp(t)),
then the principal eigenvalue of this system is equal to zero, and letting p→∞, we con-
clude that λ0 = 0, since Pe is continuous. This contradicts (2.1) and proves that u≡U .
Since vp is a positive T -periodic solution of the system
y ′ =E(t, y)+ y ∗ g(t, up(t), vp(t)),
we conclude, as above, that µ1 = 0. This contradiction ends the proof. ✷
Proof of Theorem 0.1(a). Let ' be given by Proposition 2.3 and fix M > ' such that
Ui(t),Vi(t) < M for all i, t . Let R be the rectangle of Rn defined by R = [',M] × · · · ×
[',M] (n times) and let W =R ×R.
For each λ ∈ [0,1], let πλ :Rn+ × Rn+ → Rn+ × Rn+ be the Poincaré map of (2.5). By
Propositions 2.1 and 2.3, we know that the positive fixed points of πλ are contained in the
interior of W . In particular, we have a continuous map
H :W × [0,1]→Rn ×Rn, H(z,λ)= z− πλ(z),
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degB(id−π1,W,0)= degB(id−π0,W,0),
where id is the identity map id(z)= z and degB denotes the Brouwer degree.
On the other hand, π0 has the form π0(x, y)= (q(x),Q(x, y)), where q :Rn+ →Rn+ is
the Poincaré map of (2.2), (x0, y0) := (U(0),V (0)) is the unique positive fixed point of π0
and P(y) :=Q(x0, y) is the Poincaré map of (2.4). From this follows that the continuous
function K defined by
K :W × [0,1]→Rn, K(x, y,λ)= (x − q(x), y −Q((1− λ)x0 + λx,y)),
is such that K(x,y,λ)= (0,0) if and only if (x, y)= (x0, y0). In particular, K(x,y,λ) =
(0,0) for all (x, y) ∈ ∂W , and hence
degB(id−π0,W,0)= degB(id−π,W,0),
where π(x, y)= (q(x),P (y)). In particular,
degB(id−π0,W,0)= degB(id−q,R,0)× degB(id−P,R,0).
By Theorem 1.6, we have degB(id−q,R,0) = degB(id−P,R,0) = 1 and the proof is
complete. ✷
Proof of Theorem 0.1(b). By Theorem 1.2, we know that the global attractor W of (2.4)
is trivial. For each r > 0, let Wr be the global attractor of the system
y ′ =E(t, y)+ y ∗ g(t,U(t)+ r, y).
By the argument in Theorem 1.5, we prove that
Wr(t)→ 0 as r→ 0+, uniformly on t ∈R.
Let us fix a positive solution (u, v) of (0.1). Given ' > 0, let us fix r > 0 such that
Wr(t)  ' for all t ∈ R. On the other hand, let z be the solution of (2.2) determined by
the initial condition z(0) = u(0). Then, u(t)  z(t) for all t  0 and z(t) − U(t)→ 0
as t →+∞. So, there exists t0 such that u(t)  U(t) + r for all t  t0, and hence v′ 
E(t, v)+ v ∗ g(t,U(t)+ r, v) on [t0,∞).
Let w be the solution of the initial value problem
y ′ =E(t, y)+ y ∗ g(t,U(t)+ r, y), y(t0)= v(t0).
Then, v(t)  w(t) for all t  t0 and w(t) −Wr(t)→ 0 as t →+∞. Thus, there exists
t1  t0 such that v(t) 2' for all t  t1. That is, v(t)→ 0 as t →+∞. The proof follows
now from Theorem 1.5, with α = v, β = 0 and h(t, z, x)= f (t, x, z). ✷
3. Competitive systems
In addition to (H1)–(H4), we assume that (0.1) is a competitive system. We recall that
λr ,µr are the principal eigenvalues of Eqs. (0.2) and (0.3), respectively. We also recall that
λ0,µ0 > 0 > λR,µR. (3.1)
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periodic functions {Up}, {V p}, p  0, defined inductively as follows: U0 = V 0 = 0 and,
for p  1, Up,V p are the global attractors of the following two systems, respectively:
x ′ =D(t, x)+ x ∗ f (t, x,V p−1(t)), (3.2)
y ′ =E(t, y)+ y ∗ g(t,Up−1(t), y). (3.3)
Note that f (t,R,V p−1(t)) f (t,R,0) and g(t,Up−1(t),R) g(t,0,R). Thus, by (3.1)
and Theorem 1.2, Up and V p are well defined for all p. Note also that U1 = U (resp.
V 1 = V ) is the global attractor of Eq. (0.4) (resp. Eq. (0.5)).
By Theorem 1.4 and an induction argument, we have
U2p U2p+2 U2p+1 U2p−1, V 2p  V 2p+2  V 2p+1  V 2p−1,
and so, the limits(
U(t), 	V (t))= lim
p→∞
(
U2p(t),V 2p−1(t)
)
,(	U(t),V (t))= lim
p→∞
(
U2p−1(t),V 2p(t)
)
are nonnegative T -periodic solutions of (0.1). Moreover, if (u, v) is a positive solution of
this equation then, using Theorem 1.5 and the argument in Theorem 1.1 of [8], we conclude
that (u, v) is defined in a terminal interval of R and that (0.9)–(0.10) hold.
If λ1,µ1 > 0, then, by Theorem 1.2, U U2 > 0 and V  V 2 > 0. ✷
Proof of Theorem 0.3. Since λ1 > 0, we have 	U  U  U2 > 0. But, by assumption,
(0.1) has no coexistence states, and hence 	V = V = 0. The proof follows now for Eqs. (0.9)
and (0.10). ✷
Proof of Theorem 0.4. We begin with the following facts, which can be proved using the
arguments in Propositions 2.1–2.3:
(F1) uU and v  V for any nonnegative T -periodic solution of (0.1).
(F2) (0,0), (U,0) and (0,V ) are isolated T -periodic solutions of (0.1).
(F3) If (u, v) is a nonnegative T -periodic solution of (0.1) and (u(t0), v(t0)) ∈ ∂(Rn+ ×
R
n+) for some t0, then (u, v) ∈ {(0,0), (U,0), (0,V )}.
(F4) There exists η > 0 with the following property: If (u, v) is a positive T -periodic
solution of (0.1), then u(t), v(t) > η for all t ∈R.
We first prove the following special case: U ≡ 1, V ≡ 1. That is,
D(t,1)= f (t,1,0)=E(t,1)= g(t,0,1)= 0. (3.4)
To this end, we will use some ideas in [1] and Theorem 1.6 in [4]. Let us write P =
R
n+ × Rn+ and let F :P → P be the Poincaré map of system (0.1). Finally, let C be the
square of Rn ×Rn defined by C = [−2,2] × · · · × [−2,2] (2n times).
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determined by the initial condition (u(0), v(0)) = p. If ui(0) = 2 for some i then, since
D(t, x) is cooperative, we have
u′i (0)=Di
(
0, u(0)
)+ 2fi(t,2, vi(0)) 2D(0,1)+ 2fi(0,2,0)= 2fi(0,2,0) < 0
because (H1) and (3.4) hold. Analogously, if vi(0)= 2 for some i , then v′i (0) < 0 and the
proof of the claim follows easily.
Let us define r, F̂ :Rn ×Rn → P by
r(x1, . . . , xn, y1, . . . , yn)=
(|x1|, . . . , |xn|, |y1|, . . . , |yn|)
and F̂ (p)= F(r(p)). By Claim 1 we obtain
degB(id−F̂ ,C,0)= 1.
Claim 2. There exists ' ∈ (0,1/2) such that
degB
(
id−F̂ ,B'(0,0), (0,0)
)= 0,
where B'(x0, y0) denotes the open ball of Rn × Rn of radius ' centered at (x0, y0). To
show this, let us define H :Rn×Rn →Rn×Rn by H(p,λ)= p− λF̂ (p)− (1− λ)1 and
assume, by contradiction, that there exist sequences pm → (0,0), pm = (0,0) and {λm} in
[0,1] such that H(pm,λm)= 0 for all m ∈ N. Then pm = λmF̂ (p)+ (1− λm)1 0, and
hence F̂ (pm)= F(pm) and λm[F(pm)−pm] = (1−λm)(pm−1) 0. On the other hand,
we can assume that pm < 1 for all m, and thus λm > 0 for all m. Consequently,
F(pm) pm. (3.5)
Let (um, vm) be the solution of Eq. (0.1) determined by the initial condition (um(0),
vm(0))= pm and define
am = sup
{∣∣(um(t), vm(t))∣∣: t ∈ [0, T ]}, (θm,ηm)= 1
am
(um,vm).
Obviously,
sup
{∣∣(θm(t), ηm(t))∣∣: t ∈ [0, T ]}= 1, (3.6)
and by (3.5) we obtain(
θm(T ), ηm(T )
)

(
θm(0), ηm(0)
)
. (3.7)
Moreover, using Eq. (0.1) we have
θ ′m =D(t, θ)+ θ ∗ f (t, um, vm),
η′m =E(t, η)+ η ∗ g(t, um, vm). (3.8)
Since um(t)→ and vm(t)→ 0 as m→+∞ uniformly on [0, T ], we conclude that the
sequences {θ ′m}, {η′m} are uniformly bounded on [0, T ], and by Ascoli’s theorem we can
assume, without loss of generality, that
θm(t)→ θ(t), ηm(t)→ η(t)
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derivatives, we conclude that θ, η are differentiable and
θ ′ =D(t, θ)+ θ ∗ f (t,0,0),
η′ = E(t, η)+ η ∗ g(t,0,0). (3.9)
By (3.6) we also have
sup
{∣∣(θ(t), η(t))∣∣: t ∈ [0, T ]}= 1. (3.10)
We shall prove that θ = 0. To this end, assume on the contrary that θ(0) = 0. By Proposi-
tion 3.5 in [9], we have θ(T ) > 0, and by (3.7), 0 < θ(T ) θ(0).
Let u be a positive T -periodic solution of
x ′ =D(t, x)+ x ∗ f (t,0,0)− λ0x (3.11)
and define v(t)= exp(λ0t)u(t). Then,
v′ =D(t, v)+ v ∗ f (t,0,0) (3.12)
and v(T )= exp(λ0T )u(T )= exp(λ0T )u(0)= exp(λ0T )v(0) > v(0).
Let β > 0 the minimal real number such that v(0) βθ(0). By Kamke’s theorem, we
have v(T ) βθ(T ), since βθ is a solution of (3.12). Thus,
v(0) < v(T ) βθ(T ) βθ(0),
which contradicts the fact that β is minimal. This contradiction proves that θ ≡ 0.
Similarly, we prove that η ≡ 0. This contradicts (3.10), and the proof of Claim 2 is
complete.
Claim 3. There exists ' > 0 such that degB(id−F,B'(0,1),0)= 1. To show this, let us
define K(p,λ)= p− λF̂ (p)− (1− λ)(1,0) and assume by contradiction that there exists
a sequence {pm}, pm = (1,0), converging to (1,0) and a sequence {λm} in [0, T ] such that
K(pm,λm)= 0 for all m ∈N. Then,
pm = λmF̂ (pm)+ (1− λm)(1,0), (3.13)
and hence pm  0 for all m, since F̂ (p)  0 for all p. Thus, F̂ (pm)= F(pm). Note also
that by (F2) we can assume, without loss of generality, that
F(pm) = pm ∀m. (3.14)
Let us write pm = (xm, ym) and F(pm) = (zm,wm). By (3.13) we have ym = λmwm and
so,
wm  ym. (3.15)
On the other hand, since xm→ 1, we can assume, without loss of generality, that |xm−1|<
1 for all m. We shall prove that ym = 0 for all m. To this end, assume yq = 0 for some q .
Then by Remark 1.7, we have∣∣F(pq)− (1,0)∣∣ ∣∣pq − (1,0)∣∣= |xq − 1|.
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Using (3.14) we conclude that λq = 1 and, by (3.13), F(pq)= pq . This contradicts (3.14)
and proves that ym = 0 for all m.
Let (um, vm) be the solution of (0.1) determined by the initial condition (um, vm)(0)=
pm and note that (um(t), vm(t))→ (1,0) as m→∞ uniformly on [0, T ]. Define am =
max{|vm(t)|: 0 t  T } and ηm = vm/am. It is clear that
η′m =E(t, ηm)+ ηm ∗ g(t, um, vm),
and hence {η′m} is uniformly bounded on [0, T ]. From this and Ascoli’s theorem we can
assume, without loss of generality, that {ηm} converges uniformly to a continuous func-
tion η : [0, T ] → Rn+. Moreover, by an elementary result about limits and derivatives we
conclude that η is differentiable and
η′ = E(t, η)+ η ∗ g(t,1,0).
Note also that by (3.15), we have vm(0) vm(T ), and hence
η(0) η(T ). (3.16)
On the other hand, since µ1 < 0, system y ′ =E(t, y)+y ∗g(t,1,0) has a positive solution
v defined on R such that v(0) > v(T ). Let β > 0 the minimal real number such that η(0)
βv(0). By Kamke’s theorem and (3.16) we have
η(0) η(T ) βv(T ) < βv(0),
which contradicts our choice of β and proves Claim 3.
The proof of our first case follows now from the arguments in [4]. The general case
follows from the first case and the change of variables Xi = xi/Ui , Yi = yi/Vi . See the
proof of Theorem 1.6. ✷
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