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Abstract
In this paper we investigate the values of permanents according to the positions of zeros
over m × n matrices with k zeros. We determine the maximum and minimum values of the
permanent function and find the matrices which attain these extreme values.
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1. Introduction
(0, 1)-matrices play an important part in linear algebra, combinatorics and graph
theory. And many problems in the theory of nonnegative matrices depend only on
the distribution of zero entries. In such cases the relevant property of each entry is
whether it is zero or nonzero, and the problem can be often simplified by substituting
for the given matrix the (0, 1)-matrix with exactly the same zero pattern.
For an m × n matrix A = (aij ) with m  n, the permanent of A, written Per A,
is defined by
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Per A =
∑
σ
a1σ(1)a2σ(2) · · · amσ(m),
where the summation extends over all one-to-one functions from {1, . . . , m} to {1, . . . ,
n}. For m > n, we define Per A as Per AT.
r,n denotes the set of all nr sequences ω = (ω1, . . . , ωr) of integers, 1  ωi 
n, i = 1, . . . , n. Let Qr,n be the set of increasing sequences,
Qr,n =
{
(ω1, . . . , ωr) ∈ r,n | 1  ω1 < · · · < ωr  n
}
.
Now, let A = (aij ) be an m × n matrix, and let α = (α1, . . . , αh) ∈ Qh,m and
β = (β1, . . . , βk) ∈ Qk,n. Then A[α|β] denotes the h × k submatrix of A whose
(i, j) entry is aαiβj , and A(α|β) denotes the (m − h) × (n − k) submatrix of A com-
plementary to A[α|β]. In particular, the m × m submatrix consisting of the columns
ω ∈ Qm,n is denoted by A[– |ω], and its complement in A by A(– |ω).
The permanent of a (0, 1)-matrix depends on the zero pattern of the matrix. In this
paper, we study the structural properties of (0, 1)-matrices according to the number
and position of zero entries. And we determine the minimum and maximum per-
manents of m × n (0, 1)-matrices where the total number of 0’s is specified. In [2],
Brualdi et al. determined the maximum permanents for n-square (0, 1)-matrices with
a fixed number of zeros. Let k be an integer with 0  k  n. Let U(m × n, k) be
the set of all m × n (0, 1)-matrices with exactly k 0’s. We begin with some basic
properties of the permanent function.
Theorem 1.1 [3]
(a) For any m × n matrix A, Per A = Per AT.
(b) If A is an m × n matrix and P and Q are permutation matrices of orders m and
n respectively, then
Per PAQ = Per A.
(c) If A is an m × n matrix, 2  m  n, and α ∈ Qr,m, then
Per A =
∑
ω∈Qr,n
Per A[α|ω] Per A(α|ω).
In particular, for any i, 1  i  m,
Per A =
n∑
t=1
ai,t Per A(i|t).
In this paper, all the m × n matrices will mean m × n (0, 1)-matrices with m  n.
Let A and B be m × n matrices. Then we say that B is combinatorially equivalent
to A provided that there exist permutation matrices P and Q such that either B =
PAQ or B = PATQ. Combinatorially equivalent m × n matrices have the same
permanent by Theorem 1.1(a) and (b).
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2. The extremes of permanents over U(m× n, k)
In this section, we shall determine the minimum and maximum values of perma-
nents over U(m × n, k). Let Js×t (or J ) denote the s × t matrix all of whose entries
are 1. We begin with an identity in the calculation of binomial coefficients.(
n
m
)
m! = n
(
n − 1
m − 1
)
(m − 1)! = n(n − 1)
(
n − 2
m − 2
)
(m − 2)! = · · · . (2.1)
Lemma 2.1. Let B, C and D be matrices in U(m × n, k), and let r  k such that
B =


r︷ ︸︸ ︷
0 · · · 0 0 0
1 · · · 1 1 1 J
X

 , C =


r︷ ︸︸ ︷
0 · · · 0 0 1
1 · · · 1 0 1 J
X

 ,
and
D =


r︷ ︸︸ ︷
0 · · · 0 0 1
1 · · · 1 1 0 J
X

 ,
where X is an (m − 2) × n (0, 1)-matrix with k − r zeros, and J = J2×(n−r). Then
we have Per B  Per D. If the (r − 1)th and rth columns of X are the same, then we
have
Per B  Per C  Per D.
Moreover, if k = r (and therefore X = J(m−2)×n), then these inequalities are strict.
Proof. We expand Per B, Per C and Per D by the first two rows. Then
Per B =
∑
w∈Qn,2
Per B[1, 2|w] Per B(1, 2|w)
=
∑
1jr
r+1ln
Per X(– |j, l) + 2
∑
r+1j<ln
Per X(– |j, l),
Per C =
∑
w∈Qn,2
Per C[1, 2|w] Per C(1, 2|w)
=
∑
1jr−2
rln
Per X(– |j, l) + 2
∑
rj<ln
Per X(– |j, l),
200 S.-Z. Song et al. / Linear Algebra and its Applications 373 (2003) 197–210
Per D =
∑
w∈Qn,2
Per D[1, 2|w] Per D(1, 2|w)
=
∑
1jr−1
Per X(– |j, r) +
∑
1jr
r+1ln
Per X(– |j, l)
+ 2
∑
r+1j<ln
Per X(– |j, l).
In order to compare these three values, we calculate their differences:
Per D − Per B =
∑
1jr−1
Per X(– |j, r)  0
which establishes Per B  Per D. If the (r − 1)th and rth columns of X are the same,
then
Per C − Per B =
∑
1jr−2
Per X(– |j, r)  0,
Per D − Per C = Per X(– |r − 1, r)  0.
These establish the other inequalities which are obviously strict ones as soon as
X = J(m−2)×n. 
Lemma 2.2. Let E and F be matrices in U(m × n, k), and let r  min(k,m) such
that
E =


0 1
...
...
0 1
0 1
J
X

 , and F =


0 1
...
...
0 1
1 0
J
X

 ,
where X is an m × (n − 2) (0, 1)-matrix with k − r zeros, and J = J(m−r)×2. Then
Per E  Per F .
Proof. Observe that E and F differ just by the 2 × 2 submatrices
E[r − 1, r|1, 2] =
[
0 1
0 1
]
and F [r − 1, r|1, 2] =
[
0 1
1 0
]
,
and that E(r − 1, r|w) = F(r − 1, r|w) for all w ∈ Qn,2. If X = (xij ) and 3  l 
n, we have
Per E[r − 1, r|1, 2] = 0,
Per E[r − 1, r|1, l] = 0,
Per E[r − 1, r|2, l] = xr−1,l + xr,l,
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Per E[r − 1, r|l, l + 1] = xr−1,lxr,l+1 + xr−1,l+1xr,l, l  n − 1,
Per F [r − 1, r|1, 2] = 1,
Per F [r − 1, r|1, l] = xr−1,l ,
Per F [r − 1, r|2, l] = xr,l,
Per F [r − 1, r|l, l + 1] = xr−1,lxr,l+1 + xr−1,l+1xr,l, l  n − 1.
Thus, Laplace expansion by the (r − 1)th and rth rows gives
Per F − Per E = Per F(r − 1, r|1, 2) +
n∑
l=3
xr−1,l Per F(r − 1, r|1, l)
+
n∑
l=3
xr,l Per F(r − 1, r|2, l)
+
n−1∑
l=3
[
xr−1,lxr,l+1 + xr−1,l+1xr,l
]
Per F(r − 1, r|l, l + 1)
−
n∑
l=3
[
xr−1,l + xr,l
]
Per F(r − 1, r|2, l)
−
n−1∑
l=3
[
xr−1,lxr,l+1 + xr−1,l+1xr,l
]
Per F(r − 1, r|l, l + 1)
= Per F(r − 1, r|1, 2)
+
n∑
l=3
xr−1,l
[
Per F(r − 1, r|1, l) − Per F(r − 1, r|2, l)].
Now, xr−1,l  0 for all l with 3  l  n. Observe that, for these values of l, the
matrices F(r − 1, r|1, l) and F(r − 1, r|2, l) just differ by the entries in positions
(1, 1), (2, 1), . . . , (r − 2, 1). Whereas these contribute to nonnegative diagonal
products in Per F(r − 1, r|1, l), they contribute to vanishing diagonal products in
Per F(r − 1, r|2, l). Therefore, all the terms in the last sum are nonnegative, and we
are done. 
For the computation of the maximum value of permanent over U(m × n, k), we
use the above two lemmas.
Theorem 2.3. Let 2  k  m. Then the maximum permanent over U(m × n, k) is
Per Amax =
m∑
i=0
(−1)i
(
k
i
)(
n − i
m − i
)
(m − i)!. (2.2)
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This value is attained by the matrices that are combinatorially equivalent to the
matrix
Amax =


0
.
.
.
0

 , (2.3)
where all the entries in blank positions are 1’s.
Proof. Let A = [aij ] be a matrix in U(m × n, k). If there are at the least 2 zeros
in some column of A, say aip and ajp in the pth column, then there is one column,
say the qth column of A with no zero entries. Let A1 be the matrix obtained by
interchanging the aip with aiq = 1. Then we have Per A1  Per A by Lemma 2.2.
Next, find a column with at the least 2 zero entries and interchange one zero with 1
in another column with no zero entries. Continue in this manner. Since there are only
k zero entries, we must eventually have a matrix A2 whose k zeros are in different
columns and Per A2  Per A1  Per A.
Now, by permuting columns, A2 can be changed to the following form:
A3 =


0 · · · 0
0 · · · 0
.
.
.
0 · · · 0

 ,
where all the entries in blank positions are 1’s. Then we have Per A2 = Per A3.
Now, we obtain A4 from A3 by interchanging a12 = 0, a13 = 0, . . . , a1l = 0 with
ar+1,2 = 1, ar+2,3 = 1, . . . , ar+(l−1),l = 1 respectively. Then Per A4  Per A3 by
Lemma 2.1. Similarly, we obtain Amax from A4 by applying the same method to
the other rows with at least 2 zeros.
Therefore we obtain the required matrix in (2.3).
Now we calculate the value of Per Amax. In the expansion of Per Amax, the number
of the terms with s zeros is(
n − s
m − s
)
(m − s)!.
And the number of selecting s zeros from k zeros is
(
k
s
)
. By the inclusion–exclusion
principle [1], we have that
Per Amax =
k∑
s=0
(−1)s
(
k
s
)(
n − s
m − s
)
(m − s)!
as required in (2.2). 
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Lemma 2.4. Let G and H be matrices in U(m × n, k), and let r1 > r2  1, r1 +
r2  k, such that
G =


r1︷ ︸︸ ︷
0 · · · 0
1 · · · 1
r2︷ ︸︸ ︷
1 · · · 1
0 · · · 0 J
X

 , H =


r1−1︷ ︸︸ ︷
0 · · · 0
1 · · · 1
r2+1︷ ︸︸ ︷
1 · · · 1
0 · · · 0 J
X

 ,
where X is an (m − 2) × n (0, 1)-matrix with k − r1 − r2 zeros whose first r1 + r2
columns are equal, and J = J2×(n−r1−r2). Then Per G  Per H .
Proof. We expand Per G and Per H by the first two rows. Then
Per G =
∑
w∈Qn,2
Per G[1, 2|w] Per G(1, 2|w)
=
∑
1jr1,
r1+1ln
Per X(– |j, l) +
∑
r1+1jr1+r2,
r1+r2+1ln
Per X(– |j, l)
+ 2
∑
r1+r2+1j<ln
Per X(– |j, l),
Per H =
∑
w∈Qn,2
Per H [1, 2|w] Per H(1, 2|w)
=
∑
1jr1−1,
r1ln
Per X(– |j, l) +
∑
r1jr1+r2,
r1+r2+1ln
Per X(– |j, l)
+ 2
∑
r1+r2+1j<ln
Per X(– |j, l).
Since the first r1 + r2 columns of X are equal, and r1  r2 + 1, we obtain
Per H − Per G = (r1 − r2 − 1) Per X(– |1, 2)  0
which shows the assertion. 
Theorem 2.5. Let m < k  n and k = ma + b with a  0 and m > b  0. Then
the maximum permanent over U(m × n, k) is
Per Amax =
m∑
s=0
s∑
t=0
(−1)s
(
b
t
)(
m − b
s − t
)
(a + 1)tas−t
(
n − s
m − s
)
(m − s)!.
(2.4)
The value is attained at the matrices in U(m × n, k) that can be changed to the
following form by permuting columns and rows:
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Amax =


b︷ ︸︸ ︷
a+1︷ ︸︸ ︷
0 · · · 0 a+1︷︸︸︷
.
.
.
0 · · · 0
k−b︷ ︸︸ ︷
a︷︸︸︷ a︷︸︸︷
0 · · · 0
.
.
.
0 · · · 0
n−k︷︸︸︷


,
(2.5)
where the entries in blank positions are 1’s.
Proof. Let A = [aij ] ∈ U(m × n, k). If ari = asi = 0, then there is some column j
of A which has no zero entry. Let A1 be the matrix obtained from A by interchanging
ari = 0 and arj = 1. Then Per A1  Per A by Lemma 2.2. After finitely many inter-
changes of that kind, we obtain a matrix A2 whose k zeros are in different columns,
and Per A2  Per A1  Per A.
Now, by permuting columns, A2 can be changed to the following form:
B = [bij ] =


k1︷ ︸︸ ︷
0 · · · 0
k2︷︸︸︷ km−1︷︸︸︷ km︷︸︸︷ n−k︷︸︸︷
0 · · · 0
.
.
.
0 · · · 0
0 · · · 0


,
where ki is the number of 0’s in the ith row of A2. Then we have Per B = Per A2 
Per A. If there are ki and kj with ki  kj , then we interchange bih = 0 with bjh = 1.
By Lemma 2.4, Per B does not decrease by this. Hence we can adjust the sizes of ki in
B as equally as possible without decreasing the permanent value. Since k = ma + b,
a  0, 0  b < m, we obtain Amax from B by finitely many interchanges of that
kind. Thus
Per Amax  Per B  Per A.
Now, we calculate Per Amax. In the expansion of Per Amax, the number of the terms
with s zeros is
(
n−s
m−s
)
(m − s)!. And the number of selecting s zeros from k zeros is
s∑
t=0
(
b
t
)(
m − b
s − t
)
(a + 1)tas−t .
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By the inclusion–exclusion principle [1], we have that
Per Amax =
m∑
s=0
s∑
t=0
(−1)s
(
b
t
)(
m − b
s − t
)
(a + 1)tas−t
(
n − s
m − s
)
(m − s)!. 
Now we consider the minimum value of permanent on U(m × n, k).
Theorem 2.6. Let 2  k  n. Then the minimum permanent over U(m × n, k) is(
n
m
)
m! − k
(
n − 1
m − 1
)
(m − 1)!. (2.6)
This value is attained by the matrices inU(m × n, k) that are combinatorially equiv-
alent to the matrix
Amin =
[
0 · · · 0 J1×(n−k)
J(m−1)×k J(m−1)×(n−k)
]
. (2.7)
If k  m, the matrix in (2.7) may be replaced by the following one:
Amin =


0
...
0
Jk×(n−1)
J(m−k)×1 J(m−k)×(n−1)

 . (2.8)
Proof. Let B = (bij ) be a matrix in U(m × n, k). The expansion of Per B contains(
n
m
)
m! terms. Every term is a product of m elements of B in different rows and
different columns, and the value of each term is 0 or 1. Since each bij appears in(
n−1
m−1
)
(m − 1)! terms among the expansion of Per B, we have at most k(n−1
m−1
)
(m −
1)! vanishing terms in the expansion of Per B. Therefore
Per B 
(
n
m
)
m! − k
(
n − 1
m − 1
)
(m − 1)!.
But the permanent of Amin is
(
n
m
)
m! − k(n−1
m−1
)
(m − 1)!. Hence the minimum value
of the permanent overU(m × n, k) is that in (2.6), which is attained by the matrices
in (2.7) or (2.8). 
Theorem 2.7. Let 2  k  m. Then the second largest value of the permanent over
U(m × n, k) is
m∑
i=0
(−1)i
{(
k − 2
i
)
+ 2
(
k − 2
i − 1
)}(
n − i
m − i
)
(m − i)!, (2.9)
which is attained by matrices that are combinatorially equivalent to K2, and the
third largest value of the permanent over U(m × n, k) with 4  k  m is
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m∑
i=0
(−1)i
{(
k − 4
i
)
+ 2 · 2
(
k − 4
i − 1
)
+ 2 · 2
(
k − 4
i − 2
)}(
n − i
m − i
)
(m − i)!,
(2.10)
which is attained by matrices that are combinatorially equivalent to K3. There, K2
and K3 are the matrices
K2 =


k−2︷ ︸︸ ︷
0
.
.
.
0
0 0


, K3 =


k−4︷ ︸︸ ︷
0
.
.
.
0
0 0
0 0


where all the entries in blank positions are 1’s.
Proof. According to the construction of Amax in the proof of Theorem 2.3, it is
obvious that K2 and K3 have the claimed properties. It is noteworthy that another
possible candidate for the third largest value of the permanent,
K4 =


k−3︷ ︸︸ ︷
0
.
.
.
0
0
0 0


can be neglected since
Per K4 =
m∑
i=0
(−1)i
{(
k − 3
i
)
+ 3
(
k − 3
i − 1
)
+
(
k − 3
i − 2
)}(
n − i
m − i
)
(m − i)!,
which is less than Per K3. Thus we have the results. 
Theorem 2.8. The second and third smallest values of the permanent over U(m ×
n, k) are(
n
m
)
m! − k
(
n − 1
m − 1
)
(m − 1)! + (k − 2)
(
n − 2
m − 2
)
(m − 2)! (2.11)
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respectively(
n
m
)
m! − k
(
n − 1
m − 1
)
(m − 1)! + (k − 1)
(
n − 2
m − 2
)
(m − 2)! (2.12)
which are attained by the matrices C respectively D in Lemma 2.1 with X =
J(m−2)×n.
Proof. According to the construction of Amin in the proof of Theorem 2.6, it is
obvious that the matrices C respectively D in Lemma 2.1 with X = J(m−2)×n have
the claimed properties. It is noteworthy that another possible candidate for the third
smallest value of the permanent,
E =


k−2︷ ︸︸ ︷
0 · · · 0
0 0


can be neglected since
Per E =
(
n
m
)
m! − k
(
n − 1
m − 1
)
(m − 1)! + 2(k − 2)
(
n − 2
m − 2
)
(m − 2)!,
which is larger than Per D. Thus we have the results. 
3. The comparison of the permanent values over U(m× n, k) with k  4
In this section, we compare the permanent values of m × n matrices with 4 or less
zero entries.
Consider the matrices Ai(k) ∈ U(m × n, k), where, for fixed k, i corresponds
to the value of the permanent in decreasing order. J always represents a all-one
submatrix of suitable size:
Per A1(0) = Per J =
(
n
m
)
m!, (3.1)
Per A1(1) = Per
[
0 J
J J
]
= (n − 1)
(
n − 1
m − 1
)
(m − 1)!, (3.2)
Per A1(2) = Per
[ 0 1
1 0 J
J J
]
= (n2 − 3n + 3)
(
n − 2
m − 2
)
(m − 2)!, (3.3)
Per A2(2) = Per
[
0 0 J
J J
]
= (n2 − 3n + 2)
(
n − 2
m − 2
)
(m − 2)!, (3.4)
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Per A1(3) = Per


0 1 1
1 0 1
1 1 0
J
J J


= (n3 − 6n2 + 14n − 13)
(
n − 3
m − 3
)
(m − 3)!, (3.5)
Per A2(3) = Per
[ 0 1 1
1 0 0 J
J J
]
= (n3 − 6n2 + 13n − 10)
(
n − 3
m − 3
)
(m − 3)!, (3.6)
Per A3(3) = Per
[ 0 1
0 0 J
J J
]
= (n3 − 6n2 + 12n − 8)
(
n − 3
m − 3
)
(m − 3)!,
(3.7)
Per A4(3) = Per
[
0 0 0 J
J J
]
= (n3 − 6n2 + 11n − 6)
(
n − 3
m − 3
)
(m − 3)!, (3.8)
Per A1(4) = Per


0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
J
J J


= (n4 − 10n3 + 41n2 − 84n + 73)
(
n − 4
m − 4
)
(m − 4)!, (3.9)
Per A2(4) = Per


0 1 1 1
1 0 1 1
1 1 0 0
J
J J


= (n4 − 10n3 + 40n2 − 77n + 60)
(
n − 4
m − 4
)
(m − 4)!, (3.10)
Per A3(4) = Per
[ 0 0 1 1
1 1 0 0 J
J J
]
= (n3 − 7n2 + 18n − 16)
(
n − 3
m − 3
)
(m − 3)!, (3.11)
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Per A′3(4) = Per


0 0 1
1 1 0
1 1 0
J
J J


= (n3 − 7n2 + 18n − 16)
(
n − 3
m − 3
)
(m − 3)!, (3.11′)
Per A4(4) = Per


0 1 1
1 0 1
1 0 0
J
J J


= (n3 − 7n2 + 18n − 17)
(
n − 3
m − 3
)
(m − 3)!, (3.12)
Per A5(4) = Per
[ 0 0 1
1 0 0 J
J J
]
= (n3 − 7n2 + 17n − 14)
(
n − 3
m − 3
)
(m − 3)!, (3.13)
Per A′5(4) = Per
[ 0 1 1 1
1 0 0 0 J
J J
]
= (n3 − 7n2 + 17n − 14)
(
n − 3
m − 3
)
(m − 3)!, (3.13′)
Per A6(4) = Per
[ 0 0
0 0 J
J J
]
= (n2 − 5n + 6)
(
n − 2
m − 2
)
(m − 2)!, (3.14)
Per A6(4) = Per
[ 0 1 1
0 0 0 J
J J
]
= (n2 − 5n + 6)
(
n − 2
m − 2
)
(m − 2)!,
(3.15)
Per A7(4) = Per
[
0 0 0 0 J
J J
]
= (n2 − 5n + 4)
(
n − 2
m − 2
)
(m − 2)!.
(3.16)
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