ABSTRACT Electroencephalography (EEG)-based brain-computer interfaces (BCIs) that decode cortical activity in reaching and grasping movements can enable natural upper limb motor control. In this paper, we studied the performance of stacked autoencoders in decoding asynchronous reaching movements in the dominant upper limb using EEG. Five individuals without any motor disabilities performed three self-paced reaching tasks while the endpoints of the arm movements were recorded with a motion tracker. Power spectral densities of the relevant cortical signals were extracted among eight bandwidths in the range of 1-45Hz to train a stacked autoencoder. For comparison, convolutional neural network (CNN) and traditional linear decoding using principal component analysis (PCA) for feature selection and linear discriminant analysis (LDA) for classification were also used. An average classification accuracy of 79±5.5% (best up to 88±6%) was achieved from all subjects on wide frequency band (1-45Hz) in offline analysis with stacked autoencoders while average classification accuracies of 68±9.1% (best up to 74±9.1%) with PCA-LDA and 49±13.8% (best up to 56±7.2%) with CNN were achieved. The simultaneous dimensionality reduction and feature extraction capabilities of stacked autoencoders can have significant advantages in BCI applications.
I. INTRODUCTION
Brain computer interfaces (BCIs) that decode neural representations of movement planning and execution can have significant applications in prosthetics and rehabilitation. The utility of BCI systems as prosthetic and rehabilitation tools has been successfully demonstrated [1] . In prosthetics, decoded signals can trigger an assistive device, translating user's intention into an action. In rehabilitation, these decoded signals can trigger repeated movements of a rehab robot to promote cortical plasticity, in turn, leading to regain natural upper limb motor control [2] .
Reaching is a complex spatial problem combined with planning the reference systems and encoding the hand positions directed toward the target location. Prehension is a complex task that involves integration of information from upper limb kinematics and dynamics, target location and eye position and coordination [3] . The integration of this information is performed by the cortical networks in the frontal and parietal cortices, which control reaching movement planning, control and execution [4] . The posterior parietal cortex also plays an important role in coordinate transformation between different reference frames for planning a movement. It is found that the dorsolateral prefrontal cortex and the dorsal premotor cortex perform the function of processing, integrating the hand and the target locations for reach planning [5] .
In the recent past, investigations in center-out reaching tasks were based on the neural responses triggered by external stimulations [6] . Studies reported that self-paced reaching movements can better reflect natural motor behavior in humans [7] . Self-paced BCI, which is known as asynchronous BCI, is a no-cue user-driven approach, where movements are initiated by the subject in a spontaneous manner without any external instruction. It is widely applied in motor imagery. Self-initiated voluntary actions generally begin before the appearance of conscious intention to perform those specific acts [8] . Bai et al. [9] showed that the brain is activated 1.5 to 2 seconds before the actual execution of voluntary movement and self-paced wrist extension movement onset can be detected around 0.6s before actual movement.
In previous studies, Randazzo et al. [2] presented a technique to decode neural activity related to grasping during prehension with offline classification accuracy rates greater than 70%. Shiman et al. [10] achieved multi-functional reaching movement classification and obtained statistically significant decoding accuracies using EEG data. Lew et al. [7] investigated slow cortical potentials (SCPs) preceding movement onset to classify direction of reaching. An average decoding accuracy of 76% was achieved in a center-out reaching task.
Compared with invasive electrocorticographic (ECoG) recordings, which are widely used in voluntary movement decoding, noninvasive electroencephalographic (EEG) recordings have relatively lower information transfer rate or lower signal to noise ratio. Decoding accuracies of studies in reaching using EEG were limited due to contamination from artifacts as well as the lack of detailed information extracted from the scalp to reconstruct complex movements [11] . However, with the advent of new signal processing techniques and fast computational and machine learning methods, high signal resolution obtained from invasive methodologies may not be necessary in understanding movement control [12] . Pfurtscheller et al. [13] found that self-paced movement is not only accompanied by mu and beta event-related desynchronization but also by gamma event-related synchronization. It has been found that highgamma (around 50 Hz up to above 200 Hz) response in hand movement has directional sensitivity in intracranial recordings [14] , and activity in the sensorimotor cortex is increased during voluntary movement [6] . During movement preparation, movement related oscillations in low-gamma (around 40 Hz) were proposed to be involved in functional interactions among motor areas [15] .
Decoding reaching movements in EEG based BCI comes with several challenges. Users must be completely attentive in performing the task, since inattention even for a few seconds can lead to unwanted neural activations which may result in unexpected consequences [16] . Another challenge is the difficulty in distinguishing idle and control states clearly. The continuous classification of brain activity for implementation of asynchronous interaction would cause false positives during the idle periods when the user does not execute any task [17] .
In this study, we focused on self-paced reaching to examine the natural reaching direction as decoded in EEG. This study was designed to determine the neural representations of different reaching directions as encoded in EEG, in self-paced reaching tasks using stacked autoencoders. The performance of the autoencoders was compared with convolutional neural networks as well as traditional linear classification using PCA-LDA.
II. MATERIALS AND METHODS

A. EXPERIMENT PROTOCAL
Five naïve untrained subjects (four males, one female, aged 23±2) were recruited in this experiment under Stevens Institute of Technology Institutional Review Board approval. They were all righthanded without any history of neurological abnormalities or disorders. The subjects were asked to sit in front of the experiment table, with their dominant hands palm facing down to the table, placed in the start area. A motion tracking sensor was placed firmly on their wrists to track the trajectory of hand movement. As illustrated in Fig.1 , three targets (3 tennis balls) were located at the same height (6 cm from the table) but three different directions (left, central and right) 35 cm away from the center. There is no visual or auditory cue to instruct the subject in this experiment. In each trial, subjects were asked to focus on the target for about 2 seconds before the actual movement, reach the target in their own pace, hold the target for about 2 seconds, and then return to the start position (Fig. 2 ). Targets were reached in random order in each trial. Subjects could start next trial whenever they were ready but the intertrial interval was made sure to be more than 2 seconds. This ensured enough time to nullify any inertial neural activations. EEG signals are susceptible to EMG and EOG artifacts and artifact removal programs would cause information loss. Therefore, during the experiment, subjects were asked not to blink or move their eyes once they were ready to focus on the target. Furthermore, in every session, at least 40 trials were recorded and on an average about 8 trials with significant noise and with eye blinks noted by the experimenter, were rejected. 52890 VOLUME 6, 2018 FIGURE 2. The timeline of the experimental protocol. Each trial starts when the subject is ready and begins to focus on the target. When the subject returns to the start position the trial is finished. There are no further instructions between trials. 40 trials for each task were recorded and those trials with artifacts were rejected. 
B. DATA ACQUISITION
The posterior parietal cortex, the place of integration of visual and somatomotor information, receives information from frontal areas and projects that information to areas such as the premotor cortex, and coordinates reaching behavior [4] [18] . Therefore, in our experiment, EEG was recorded from frontal, central and parietal areas by an EEG cap (g.GAMMA cap, g.tec, Schiedlberg, Austria) and two amplifiers (g.USBamps, g.tec, Schiedlberg, Austria) using BCI2000 [19] software at a sampling rate of 256 Hz. 32 electrodes (F3, F1, Fz, F2, F4, FC5, FC3, FC1, FCz, FC2, FC4, FC6, C5, C3, C1, Cz, C2, C4, C6, CP5, CP3, CP1, CPz, CP2, CP4, CP6, P3, P1, Pz, P2 and P4 as shown in Fig. 3 ) were used for recording the data. The left ear lobe was used as reference and the forehead was used as ground. The kinematic data (position X, Y, Z and orientation X, Y, Z, sampled at 250 Hz) was captured by a tracker (Liberty, Polhemus, Vermont, USA) sensor attached on the subject's wrist during the experiment for target identification and the acquisition of the movement onset time.
C. PRE-PROCESSING
Firstly, a common average referencing (CAR) filter, a spatial high-pass filter, was applied to the raw EEG data, to rereference the potential of every electrode at each time point, removing the global background activity. It was calculated by subtracting the averaged signal potential over all electrodes at each location. EEG was filtered with a 3 rd order Butterworth filter into eight bandwidths (1-4Hz, 4-8Hz, 6-16Hz, 13-30Hz, 30-45Hz, 1-45Hz, 8-30Hz and 70-100Hz). The endpoint motion tracking was used to identify the reaching direction as well as the actual movement onset in every trial. This was used to label and window the relevant EEG signals. The time segment was windowed between 1.5 seconds before and 3.5 seconds after the movement onset point.
D. FEATURE EXTRACTION
After the time segments were divided with correct target labels, normalization across time points was performed. Subsequently, feature extraction was performed in the frequency domain by estimating power spectral densities (PSDs). PSD estimation, which is intended for continuous spectra, is an important method to analyze stochastic signals. The PSD estimation over a given frequency band computes the average power in the signal over that frequency band [20] . Bai et al. [9] employed PSD to extract neural features during voluntary movement, using Welch method with a Hamming window to reduce estimated variance and side lobe effect. In our study, PSD was estimated from an autoregressive (AR) model calculated by the modified covariance method, then followed by a log transform to reduce the variability of data, especially in the case of outliers [21] . Compared with classical PSD estimation (Welch method), the covariance approach in the autoregressive model would greatly improve the performance of spectral estimation [22] . A 5 th order AR model was used here [23] .
E. STACKED AUTOENCODERS
In this paper, we aimed to evaluate the classification efficiency of stacked autoencoders, which have been proved to outmatch traditional classification methods [24] . This method was used for classification in the direction based on motor imagery in EEG [25] . To our best knowledge, this method was not used in decoding self-paced reaching in EEG. Deep learning models and methods emerged as a new area of machine learning since 2006, and stacked autoencoders are a special type of unsupervised deep neural networks. Since then autoencoders became very effective for nonlinear dimensionality reduction. Autoencoders clearly outperformed PCA-LDA, because the former is more flexible and can model both nonlinear and linear transformation in the data, while the latter can only perform linear transformation [26] .
An autoencoder is a special type of neural network with multiple hidden layers that can be useful for solving complex classification problems. Instead of training neural networks VOLUME 6, 2018 FIGURE 4. Network architecture. Multidimensional input data were trained using stacked autoencoders. Every layer is trained individually in an unsupervised mode using autoencoder and instead of using the output layer, softmax algorithm in a supervised mode using target labels was employed. The numbers of neurons in each autoencoder layer are 100 and 20 respectively, and there were three output directional labels.
with multiple layers simultaneously, which is difficult in practice, we trained one layer at a time with an autoencoder for each desired hidden layer. The hidden layers (two layers involved in this network) were trained individually in an unsupervised mode using a sparse autoencoder, and each layer consists of 100 neurons and 20 neurons respectively (Fig. 4 ). The two layers were then stacked together as a pretrained network before classification. Instead of utilizing an output layer, the last part of the network is trained with the softmax algorithm in a supervised mode using target labels (Fig. 4) . Thus, the whole network was improved by unsupervised pretraining and performing backpropagation on the whole network improved in fine tuning.
F. TRADITIONAL LINEAR CLASSIFICATION
We also employed principal component analysis (PCA) to reduce the feature dimension followed by linear discriminant analysis (LDA) as classification (PCA-LDA), to compare the traditional EEG classification approach with stacked autoencoders. PCA is one of the most popular and effective method in EEG feature selection and dimensionality reduction. For classification of movement directions, LDA is a most frequently used method for EEG analysis as a multi-class classifier, which is a simple approach to classification where the samples from each class are modeled with a normal distribution and it is assumed that they have the same covariance matrix.
For both classifiers, stacked autoencoders and PCA-LDA, a three-class classifier was built to investigate the reaching movement intention and detect the advantages of stacked autoencoders compared with a traditional linear classifier. Three quarters of the data was treated as training data while one quarter was regarded as testing data. To calculate the sample-based accuracy, a 4-fold cross validation was employed. For comparison with other deep learning methods, we also investigated a convolutional neural network (CNN) as discussed in Section IV.
III. RESULTS
Fig . 5 shows the classification accuracy rates for both the traditional linear classifier (PCA-LDA) and the stacked autoencoders network for all five subjects among all eight frequency ranges. PCA-LDA achieved averaged classification accuracy rates of 37%±9%, 35%±3.4%, 42%±6%, 59%±17%, 42%±6.2%, 68%±5.8%, 67%±14%, 42%±9.2% for frequency bands 1-4Hz, 4-8Hz, 6-16Hz, 13-30Hz, 30-45Hz, 1-45Hz, 8-30Hz and 70-100Hz respectively, which are lower than stacked autoencoders that achieved average classification accuracies of 51%±12%, 47%±12%, 42%±11%, 55%±15%, 43%±8%, 79%±5.5%, 61%±18%, and 56%±9.6% respectively. Overall, for all subjects, the frequency bands with higher classification accuracy rates were observed at 1-45 Hz as well as 8-30 Hz. Prior studies decoded reaching direction in alpha and beta bands [10] , [11] and features were decoded from oscillations in slow (≤5 Hz), mu (7.5-10 Hz), beta (12.5-25 Hz), low-gamma (approximately 27.5-50 Hz), and high-gamma (above 50 Hz). The movement direction was also decoded at the end of the movement in beta band [27] . Reaching information decoded from broad bands such as 1-45Hz for self-paced reaching movements have not been reported previously.
To investigate the performance of the two classifiers (autoencoder and PCA-LDA), we selected the most dominant frequency bands 1-45 Hz and 8-30 Hz for comparison. Fig. 6(A) illustrated the classifier performance of traditional linear classifier versus that of stacked autoencoders shown with receiver operating characteristic (ROC) and area undercurve (AUC). The classification performance (with AUC about 80% for PCA-LDA and about 90% for stacked autoencoders) is more representative of the performance of the classifiers than the classification accuracy rates (∼70% for PCA-LDA and ∼80% for stacked autoencoders). Fig. 6(B) shows the ROC characteristic of each subject at frequency range 8-30 Hz. Classification accuracy rates of those two frequency bands seem similar but the diagnostic ability of the classifier is relatively higher for 1-45 Hz. The performance varies among the subjects and the maximum AUC is observed in Subject 3, which was also presented in Fig. 4 with highest accuracy rate among all bands. Furthermore, autoencoders achieved improved accuracy over the traditional linear approach, and the wider frequency band (1-45 Hz) seemed representative in reaching. To investigate the overall classification error of the two classifiers, we combined all subject's trials. The error distribution ranged from −1 to 1. More misclassified instances were found in PCA-LDA than autoencoder. 
IV. DISCUSSION
In this study, we decoded the direction of reaching during self-paced movements in five subjects from their scalp EEG signals. We used deep learning methods and compared them to traditional linear methods. The classification accuracy rates for all subjects were shown in Table 1 . For Subject 3, in contrast to others, frequency band 8-30 Hz was observed to be dominant among all frequency bands. In particular, for Subject 2 similar accuracy rates were observed for both classifiers. But as shown in Fig. 7 , the classifier performance was diverse, with better performance of stacked autoencoders in lower frequencies (1-4Hz, 4-8Hz, 6-16Hz).
A. DIRECTIONAL MODULATION IN SCALP EEG
In our study, the spatial patterns in wide frequency band (1-45 Hz) were investigated for three different reaching directions during the movement. The power spectral changes of scalp EEG distributed from 1.5 seconds before movement onset to 1.5 seconds after movement onset were illustrated in Fig. 8 . The onset times of cortical activations is in accordance to the previously reported studies. In [28] , it was observed that the movement planning and eye movement coordination involving the frontal [4] and parietal cortices [29] occurs in the early movement stage. The differences in the three reaching directions reflected in neural activations were successfully extracted by the classifiers.
In similar previously reported studies, prediction of movement direction [30] , detection of early neural correlates of movement [9] , [30] and decoding the end point in reaching [27] were studied. Following these studies, we selected −1.5s to 1.5s time window, from early neural onset of movement intention to the end of movement (Fig. 8) . Slow cortical potentials (SCP, <1Hz) were widely used in decoding directional modulation [7] , while wide frequency ranges (from 1 to 70 Hz, [10] , [11] ) were used for multi-task classification. Subsequently, we filtered EEG into eight frequency VOLUME 6, 2018 bands and observed that 1-45 Hz yielded best classification accuracies.
B. FEATURES AND FREQUENCIES
Power spectral densities were regarded as effective EEG features in this paper. Classical power spectral estimation is based on the theory of Fourier analysis, known as nonparametric estimation. The Welch method is widely applied in EEG power spectral estimation since it can improve the smoothness of the estimated spectrum and greatly improve the resolution compared with periodogram. However, the performance of variance calculated using Welch method had poor quality (with average classification accuracy rate around 40% for 1-45 Hz), which cannot provide satisfactory performance in classification due to the lower magnitude of variance observed among EEG features. Instead, here we employed a parametric spectral estimation using a 5 th order [22] AR model.
In this paper, we did not include low frequencies (≤1Hz). Previous studies focused on low frequencies, 0.1-1Hz, called slow cortical potentials. This kind of readiness potential is an unconscious preparatory brain activity that begins about one second before the movement, preceding the conscious awareness to act [31] . Lew et al. [7] demonstrated earlier decoding of reaching movement directions from narrow band filtered SCP (0.1-1Hz), and SCP provided higher decoding accuracy than other frequency bands among individuals with stroke. Even the movement intention can also be detected from SCP much before the movement [30] . In the near future, we will explore SCPs with autoencoders in decoding reaching.
C. THE DESIGN OF STACKED AUTOENCODER
Three directions were efficiently classified in EEG in this study using deep learning methodologies. Deep learning is based on algorithms for learning multiple levels of representation of complex nonlinear relationships among data. The hierarchy of features from high level to lower level is called a deep architecture [24] . In this study, deep learning is realized using a pretrained network with stacked autoencoders and backpropagation is used for fine tuning the network. In our network, autoencoders play the role of unsupervised pretraining to regulate parameter values in an appropriate range for further supervised training with the softmax algorithm. Compared to a network without pretraining, pretrained network with unsupervised autoencoder is robust in both classification error and error variance. Unsupervised autoencoder performs regularization, preprocessing and feature extraction for subsequent supervised training. Moreover, unsupervised pretraining would initialize the architecture to be an effective model and minimize the cost function [32] , [33] .
There are two hidden layers in our stacked autoencoders. Intuitively, adding more hidden layers would lead to improved model performance. We tested stacked autoencoder with more than two layers. In contrast, from the third layer, the output features were no longer meaningful. Features from deeper layer are extracted from former layer, meaning, the information is becoming specific layer by layer. This may be suitable for large and high dimensional datasets, but this was not the case with our dataset, thus adding layers might have caused overfitting. Erhan et al. [34] investigated similar outcomes, that increasing hidden layers seemed to weaken the probability of finding apparent local minima.
Another significant characteristic of an autoencoder is the capacity of a hidden layer or the number of neurons present per layer. In our study, we selected the number of neurons in each hidden layer according to the best network performance (100 in first layer and 20 in second layer). The selected range is from 10 to the size of input data (varies for different frequency bands). As an effective dimensionality reduction algorithm, the autoencoder nodes in each hidden layer should be lower than the dimension of input data. Intuitively, more neurons may transmit more information. However, the performance of the classifier plateaued and did not improve with addition of more neurons.
D. AUTOENCODER VS. PCA-LDA and CNN
Autoencoders are widely used in image classification, especially in datasets with high dimensionality. The simultaneous dimensionality reduction and feature extraction characteristic of the autoencoders favors such applications. Otherwise, simple linear methods such as PCA-LDA can perform equally well in low dimensional datasets [35] . In addition to simultaneous dimensionality reduction and feature extraction, the autoencoders have the ability to perform nonlinear dimensionality reduction, thus, outperform PCA and local linear embedding [26] . An autoencoder with a single layer and linear transfer functions performs similar to PCA. However, there is an intrinsic limitation to PCA. Since PCA finds the directions of greatest variance in a given sample data set, its performance would be significantly affected by the outliers in the sample data. Furthermore, PCA only explores the linear relationships among the features but ignores the nonlinear relationships. In contrast, an autoencoder with both linear and nonlinear transfer functions can effectively represent linear and nonlinear relationships among the features.
On the other hand, stacked autoencoders presented relatively more standard deviation in classification accuracy rates in contrast to PCA-LDA. The autoencoder network uses a stochastic gradient descent method for backpropagation, thus leading to unstable training contributed by the well-known vanishing gradient problem [24] , [36] . Once the errors get backpropagated to the first few layers, the errors become minuscule, and training becomes quite ineffective. Additionally, it is difficult to find an update weight which produces a good solution and ensure optimal gradient descent [26] . The unstable training in our study (large standard deviation in stacked autoencoders in contract to PCA-LDA shown in Table 1 ) might be due to poor initialization of weights. Although our network is pretrained with stacked autoencoders, the results were not significantly superior as a stable deep learning method. Optimization of the weights of backpropagation is a current challenge in deep learning.
The advantage of deep learning compared with traditional linear and nonlinear methods is the possibility to extract features automatically. To investigate this further, we used raw EEG dataset as input to stacked autoencoders, instead of filtered dataset as was previously shown in the results. A classification accuracy of 65±10% was achieved with raw EEG data at different epochs. A maximum accuracy of 75% does reflect the potential of deep learning with no prior preprocessing or feature extraction. However, high standard deviation reflected the unstable nature of training of autoencoders across various training times. Further investigation is necessary to understand the full potential of deep learning.
In addition to autoencoders, we also used another wellknown method in deep learning, namely, convolutional neural networks (CNN) and obtained an average classification accuracy of 49±13.8% (best up to 56±7.2%). CNNs typically need a large amount of training data and may not be the right method for our small dataset. The poor performance of CNN in this case can be attributed to overfitting.
An autoencoder is an unsupervised network method and it is challenging to utilize it as a supervised learning machine or as a classifier. Thus, we applied a stacked autoencoder for unsupervised pretraining and used the softmax algorithm for supervised classification. The autoencoder is benefited by its ability to simultaneously perform dimensionality reduction and feature extraction. However, the autoencoder is likely to lose information because it focuses on extracting data relationships and emphasizes relevant attributes while ignoring other features [37] . This may be the reason for unsatisfactory classification accuracies using raw EEG data. Increasing the number of hidden layers or number of neurons is intuitive to increase the performance of this network classifier but in the case of small datasets it will cause overfitting problems, as was observed in this paper.
V. CONCLUSION
In this paper asynchronous reaching in three directions was decoded from scalp EEG with stacked autoencoders and achieved average classification accuracies up to 94% from spectral features corresponding to 1-45Hz. With promising outcomes achieved in this study, we envision to decode real-time directional modulation in EEG in our future studies, with advanced algorithms to detect the user intent [38] . SCPs will be added to strengthen our feature set. Furthermore, to progress towards holistic movement decoding, deep learning algorithms will be used in decoding multidimensional reach and grasp. 
