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Abstract
In sparse linear regression, the SLOPE estimator generalizes LASSO by assigning magnitude-dependent regular-
izations to different coordinates of the estimate. In this paper, we present an asymptotically exact characterization
of the performance of SLOPE in the high-dimensional regime where the number of unknown parameters grows in
proportion to the number of observations. Our asymptotic characterization enables us to derive optimal regularization
sequences to either minimize the MSE or to maximize the power in variable selection under any given level of
Type-I error. In both cases, we show that the optimal design can be recast as certain infinite-dimensional convex
optimization problems, which have efficient and accurate finite-dimensional approximations. Numerical simulations
verify our asymptotic predictions. They also demonstrate the superiority of our optimal design over LASSO and a
regularization sequence previously proposed in the literature.
I. INTRODUCTION
In sparse linear regression, we seek to estimate a sparse vector β ∈ Rp from
y = Aβ +w, (1)
where A ∈ Rn×p is the design matrix and w denotes the observation noise. In this paper, we study the sorted
`1 penalization estimator (SLOPE) [1] (see also [2], [3]). Given a non-decreasing regularization sequence λ =
[λ1, λ2, . . . , λp]
> with 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λp, SLOPE estimates β by solving the following optimization
problem
β̂ = arg min
b
1
2
‖y −Ab‖22 +
p∑
i=1
λi|b|(i), (2)
where |b|(1) ≤ |b|(2) ≤ · · · ≤ |b|(p) is a reordering of the absolute values |b1| , |b2| , . . . , |bp| in increasing order. In
[1], the regularization term Jλ(b)
def
=
∑p
i=1 λi|b|(i) is referred to as the “sorted `1 norm” of b. The same regularizer
was independently developed in a different line of work [2]–[4], where the motivation is to promote group selection
in the presence of correlated covariates.
The classical LASSO estimator is a special case of SLOPE. It corresponds to using a constant regularization
sequence, i.e., λ1 = λ2 = · · · = λp = λ. However, with more general λ-sequences, SLOPE has the flexibility to
penalize different coordinates of the estimate according to their magnitudes. This adaptivity endows SLOPE with
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2some nice statistical properties that are not possessed by LASSO. For example, it is shown in [5], [6] that SLOPE
achieves the minimax `2 estimation rate with high probability. In terms of testing, the authors of [1] show that
SLOPE controls false discovery rate (FDR) for orthogonal design matrices, which is not the case for LASSO [7]. In
addition, we note that the new regularizer Jλ(b) is still a norm [1], [3]. Thus, the optimization problem associated
with SLOPE remains convex, and it can be efficiently solved by using e.g., proximal gradient descent [1], [3].
In the aforementioned studies on analyzing SLOPE, the performance of the estimator is given in terms of non-
asymptotic probabilistic bounds, while such bounds provide very limited information about how to optimally design
the regularization sequence λ in different settings, which is an important open question in the literature [1], [5]. In
this paper, we provide two main contributions:
1) We obtain a characterization of SLOPE in the asymptotic regime: n, p → ∞ and n/p → δ. Compared with
the probabilistic bounds derived in previous work, our results are asymptotically exact. Similar asymptotic
analysis has been done for LASSO [8] and many other regularized linear regression problems [9]–[11], but
the main technical challenge in analyzing SLOPE is the nonseparability of Jλ(x): it cannot be written as a
sum of component-wise functions, i.e., Jλ(x) 6=
∑p
i=1 Ji(xi). In our work, we overcome this challenge by
showing that the proximal operator of Jλ(x) is asymptotically separable.
2) Using our asymptotic characterization, we derive oracle optimal λ in two settings: (1) the optimal regularization
sequence that minimizes the MSE E‖βˆ−β‖2; and (2) the optimal sequence that achieves the highest possible
power in testing and variable selection under any given level of Type-I error. In both cases, we show that the
optimal design can be recast as certain infinite-dimensional convex optimization problems, which have efficient
and accurate finite-dimensional approximations.
A caveat of our optimal design is that it requires knowing the limiting empirical measure of β (e.g., the sparsity
level and the distribution of its nonzero coefficients). For this reason, our results are oracle optimal. It provides the
first step towards more practical optimal designs that are completely blind to β.
The rest of the paper is organized as follows. In Sec. II, we first prove the asymptotic separability of the proximal
operator associated with Jλ(x). This property allows us to derive our main asymptotic characterization of SLOPE,
summarized as Theorem 1. Based on this analysis, we present the optimal design of the regularization sequence in
Sec. III. Numerical simulations verify our asymptotic characterizations. They also demonstrate the superiority of
our optimal design over LASSO and a previous sequence design in the literature [5].
II. MAIN ASYMPTOTIC RESULTS
A. Technical Assumptions
There are four main objects in the description of our model and algorithm: (1) the unknown sparse vector β; (2) the
design matrix A; (3) the noise vector w; and (4) the regularization sequence λ. Since we study the asymptotic limit
(with p→∞), we will consider a sequence of instances {β(p), A(p), w(p), λ(p)}
p∈N with increasing dimensions
p, where β(p), λ(p) ∈ Rp, A(p) ∈ Rn×p and w(p) ∈ Rn. A sequence of vectors x(p) ∈ Rp indexed by p is called
a converging sequence [8] if its empirical measure µp(x)
def
= 1p
∑p
i=1 δ(x− x(p)i ) converges weakly to a probability
measure on R as p→∞.
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3Our results are proved under the following assumptions:
(A.1) The number of observations grows in proportion to p: n(p)/p→ δ ∈ (0,∞).
(A.2) The number of nonzero elements in β(p) grows in proportion to p: k/p→ ρ ∈ (0, 1].
(A.3) The elements of A(p) are i.i.d. Gaussian distribution: A(p)ij
i.i.d.∼ N (0, 1n ).
(A.4) {β(p)}p∈N, {w(p)}p∈N and {λ(p)}p∈N are converging sequences. The distribution functions of the limiting
measures are denoted by Fβ , Fw and Fλ, respectively. Moreover, we have P(|λ| 6= 0) > 0, 1p‖β(p)‖2 → E[β2],
1
n‖w(p)‖2 → E[w2] = σ2w and 1p‖λ(p)‖2 → E[λ2], where the probability P(·) and the expectations E[·] are all
computed with respect to the limiting measures.
B. Asymptotics of the Proximal Operator of Jλ(x)
We start by studying the proximal operator associated with the sorted `1 norm Jλ(x). Given y ∈ Rp and a
regularization sequence λ with 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λp, the proximal operator is defined as the solution to the
following optimization problem:
Proxλ(y)
def
= arg min
x
1
2
‖y − x‖22 +
p∑
i=1
λi|x|(i), (3)
where 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λp. Although Jλ(x) is a more complicated regularization term than `1 norm used in
LASSO, (3) can still be efficiently solved [1], [2].
In the case of LASSO, which corresponds to choosing λ1 = λ2 = · · · = λp = λ, the proximal operator is
easy to characterize, as it is separable: [Proxλ(y)]i = sign(yi) max(|yi| − λ, 0). In other words, the ith element of
Proxλ(y) is solely determined by yi. However, this separability property does not hold for a general regularization
sequence. When p is finite, [Proxλ(y)]i depends not only on yi but also on other elements of y. This coupling
makes it much harder to analyze the proximal operator. Fortunately, as we show below, when p → ∞, Proxλ(·)
becomes asymptotically separable.
Proposition 1: Let {y(p)}p∈N and {λ(p)}p∈N be two converging sequences. Denote by Fy and Fλ the distribution
functions of their respective limiting measures. It holds that
lim
p→∞
1
p
‖Proxλ(y(p))− η(y(p);Fy, Fλ)‖2 → 0, (4)
where η(·;Fy, Fλ) is a scalar function that is determined by Fy and Fλ. Here η(y(p);Fy, Fλ) denotes a coordinate-
wise application of η(·;Fy, Fλ) on y(p). The explicit construction of η(·;Fy, Fλ) is given in Algorithm 1.
The proof of Proposition 1 and a detailed explanations of Algorithm 1 will be provided in Appendix B. We will
also see that the asymptotic separability of Proxλ(·) greatly facilitates our asymptotic analysis and the optimal design
of SLOPE, since it allows us to reduce the original high-dimensional problem to an equivalent one-dimensional
problem. In what follows, we refer to η(·;Fy, Fλ) as the limiting scalar function.
Example 1: We compare the actual proximal operator Proxλ(y) and the limiting scalar function η(y;Fy, Fλ), for
two different λ-sequences shown in Fig. 1(a) and Fig. 1(c). The red curves represent the limiting scalar functions
obtained in Proposition 1, whereas the blue circles are sample points of (yi, [Proxλ(y)]i), with yi ∼ N (0, 1).
For better visualization, we randomly sample 3% of all (yi, [Proxλ(y)]i). It can be seen that under a moderate
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4Algorithm 1 Recursive procedure for constructing η(·;Fy, Fλ).
Input: Distribution of Y and λ: y ∼ Fy(y), λ ∼ Fλ(λ)
Output: Limiting proximal mapping η(y;Fy, Fλ)
Compute
G0(y;Fy, Fλ) := y − λ(y), y ≥ 0
where
λ(y) :=

F−1λ (F|y|(y)) if P(|Y | = y) = 0,∫ F|y|(y)
F|y|(y−)
F−1λ (u)du
F|y|(y)−F|y|(y−) if P(|Y | = y) > 0.
2: Set t = 0
while ∃ MDI of Gt(y;Fy, Fλ) do
4: Find the first MDI of Gt(y;Fy, Fλ): I2 = [b1, b2].
if P(|Y | > b2) = 0 then
6: bL ← arg maxv∈[0,b1] T (v, b2;Gt)
bR ← b2
8: else
Find I3, right neighbouring MNDI of I2 and I1, left neighbouring MNDI of I2
10: Solve
min
w∈I3
max
v∈I1
T (v, w;Gt)
Get optimal solution: [w∗, v∗].
12: bL ← v∗, bR ← w∗
end if
14: For y ∈ [bL, bR], replace original Gt(y;Fy, Fλ) by T (bL, bR;Gt) to get Gt+1(y;Fy, Fλ).
t = t+ 1
16: end while
Set G(|y|;Fy, Fλ) = Gt(y;Fy, Fλ)
18: Obtain: η(y;Fy, Fλ) = sign(y) max{0, G(|y|;Fy, Fλ)}
dimension p = 1024, the proximal operator can already be very accurately approximated by the limiting scalar
function.
C. Asymptotics of SLOPE
We are now ready to tackle the original optimization problem (2) associated with SLOPE. Our goal is to
characterize the joint empirical measure of (β̂
(p)
, β(p)): µp(βˆ, β)
def
= 1p
∑p
i=1 δ(βˆ − βˆi, β − βi). Indeed, many
quantities of interest, such as the MSE, type-I error, and FDR, are all functionals of this joint empirical measure. A
function ψ : R2 → R is called pseudo-Lipschiz if |ψ(x)−ψ(y)| ≤ L(1+‖x‖2 +‖y‖2)‖x−y‖2 for all x, y ∈ R2,
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Figure 1: (a) and (c): The histograms of two different λ-sequences. (b) and (d): Sample points of (yi, [Proxλ(y)]i)
(the blue dots) compared against the limiting scalar functions η(y;Fy, Fλ) (the red curves). In this experiment,
p = 1024.
where L is a positive constant. As in [8], we will depict the limit of µp(βˆ, β) through its action on pseudo-Lipschiz
functions.
Theorem 1: Assume (A.1) – (A.4) hold. For any pseudo-Lipschiz function ψ, we have
lim
p→∞
1
p
p∑
i=1
ψ(βˆi, βi) = EB,Z [ψ(η(B + σZ; Fy, Fτλ), B)]. (5)
Here, B,Z are two independent random variables with B ∼ Fβ and Z ∼ N (0, 1); η(· ;Fy, Fτλ) is the limiting
scalar function defined in Proposition 1, with Fy denoting the distribution function of B + σZ and Fτλ denoting
that of τλ for some τ ≥ 0. Moreover, the scalar pair (σ, τ) is the unique solution of the following equations:
σ2 = σ2w +
1
δ
EB,Z [(η(B + σZ;Fy, Fτλ)−B)2] (6)
1 = τ
(
1− 1
δ
EB,Z [η′(B + σZ;Fy, Fτλ)]
)
. (7)
Remark 1: Readers familiar with the asymptotic analysis of LASSO will recognize that the forms of (6) and
(7) look identical to the results of LASSO obtained in [8], [11]. Indeed, the first part of our proof directly applies
the framework of analyzing LASSO asymptotics using convex Gaussian min-max theorem (CMGT) [10], [11].
Following [11], in the asymptotic regime, the limiting measure of SLOPE is determined by the following fixed
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σ2 = σ2w +
1
δ
lim
p→∞
1
p
‖Proxτλ(β + σZ)− β‖22 (8)
1 = τ
[
1− 1
δ
lim
p→∞
1
p
div(Proxτλ(β + σZ))
]
. (9)
Note that (8) and (9) are similar to (6) and (7), except that they involve an Rp 7→ Rp proximal mapping: Proxτλ(β+
σZ). This is where Proposition 1 becomes useful. Using the asymptotic separability stated in that proposition, we
can simplify (8) and (9) to the scalar equations given in (6) and (7).
Theorem 1 essentially says that the joint empirical measure of (β̂
(p)
, β(p)) converges weakly to the law of
(η(B + σZ; Fy, Fτλ), B). This means that although the original problem (2) is high-dimensional, its asymptotic
performance can be succinctly captured by merely two scalars random variables. In (5), if we let ψ(x1, x2) =
(x1 − x2)2, we obtain the asymptotic MSE; by setting ψ(x1, x2) = 1x2=0, x1 6=0, we can recover the type-I error.
(Technically, 1y=0,x6=0 is not pseudo-Lipschiz. However, with additional justifications [1], one can show that the
conclusion is still correct.)
III. ORACLE OPTIMALITY OF SLOPE
In this section, we will study the optimal design of the regularization sequence in SLOPE. Using the asymptotic
characterization presented in Sec. II, we will derive the optimal limiting distribution Fλ to achieve the best estimation
or testing performance, given the oracle knowledge of Fβ .
A. Estimation with Minimum MSE
We first turn to the problem of finding the optimal λ-sequence which minimizes the MSE of slope estimator.
Since we work in the asymptotic regime, it boils down to finding the optimal distribution F ∗λ such that
F ∗λ = argmin
Fλ
lim
p→∞
1
p
‖β̂ − β‖22
= argmin
Fλ
EB,Z [(η(B + σZ;Fy, Fτλ)−B)2],
where B ∼ Fβ and the second equality follows from Theorem 1. From (6), this is further equivalent to finding Fλ
to minimize σ. However, directly searching over Fλ appears unwieldy, since σ, as a functional of Fλ, is defined
indirectly through a nonlinear fixed point equation.
To simplify this problem, we first note that in (6) and (7), the influence of Fλ on the solution (σ, τ) is only
through the limiting scalar function η. Therefore, instead of optimizing over Fλ, we can find the optimal η∗ and
then calculate the corresponding F ∗λ . The next question then becomes finding all possible η that can be realized by
some Fλ. In fact, for any given converging sequence
{
y(p)
}
p∈N, we can compute all possible η(·) associated with
it. Let
M def= {η(· ;Fy, Fλ) | ∃Fλ, Eλ2 <∞, s.t. (4) holds}
be the functional space that η belongs to. We have the following result:
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{
y(p)
}
p∈N, we have
M ={η(y) | η(y) = −η(−y) and
0 ≤ η(y1)− η(y2) ≤ y1 − y2, ∀y1 ≥ y2}
and M is a convex set. Moreover, for any η ∈ M, the corresponding distribution of the λ-sequence that yields η
can be represented by: λ ∼ |Y | − η(|Y |), where Y follows the limiting distribution of {y(p)}
p∈N.
Remark 2: Proposition 2 is the key ingredient in our optimal design. It shows that, with different choices of
Fλ, we can reach any non-decreasing and odd function that is Lipschitz continuous with constant 1. Clearly, the
soft-thresholding functions associated with LASSO belongs toM, but the setM is much richer. This is the essence
of how SLOPE generalizes LASSO: it allows for more degrees of freedom in the regularization.
Due to Proposition 2, the optimization problem can be simplified to that of finding the optimal η ∈M such that
σ as obtained from (6) and (7) is minimized. Specifically, we need to find
σmin
def
= inf {σ | ∃η ∈M, s.t. σ satisfies (6) and (7)} . (10)
The following results reveal a way to obtain σmin.
Proposition 3: σmin is the minimum solution of equation:
L(σ) = δ(σ2 − σ2w), σ ∈
[
σw,
√
σ2w +
1
δ
EB2
]
, (11)
where L(σ) is the optimal value of the following convex optimization problem w.r.t. η(y) for a fixed σ:
min
η∈M
EB,Z [(η(B + σZ)−B)2] (12)
s.t. EB,Z [η′(B + σZ)] ≤ δ.
The corresponding optimal limiting scalar function η∗ = ησmin and λ
∗ follows the distribution:
λ∗ ∼ |Y | − η
∗(|Y |)
τmin
,
where Y ∼ B + σminZ, ησmin is the optimal solution of (12), when σ = σmin and
τmin =
(
1− Eη
∗′(Y )
δ
)−1
.
The proof of Proposition 3 is deferred to Appendix F. In practice, we can discretize over R to obtain a finite-
dimensional approximation to the original infinite-dimensional problem (12). Naturally, this finite approximation
problem is also convex. In the following simulations, we use an approximation with 2048 grids.
In Fig. 2, we compare the MSEs achieved by our optimal design with those obtained by LASSO and the BHq
sequences proposed [5], at different SNRs and sparsity levels. For fair comparison, we optimize the parameters
of the BHq and LASSO sequences. It can be seen from the figure that the empirical minimum MSEs match well
with theoretical ones. We observe from Fig. 2a that, under low SNRs, the BHq sequence can lead to very similar
performance as the oracle optimal design. However, at higher SNR levels, the optimal design outperforms the BHq
sequence, while it gets close to LASSO. To unravel the underlying reason for this, we plot in Fig. 3 the distributions
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Figure 2: Comparison of MSEs obtained by three regularization sequences: LASSO, BHq and the oracle optimal
design, under different SNR and sparsity levels. Here, p = 1024, δ = 0.64. The red curves show the theoretical
minimum MSE that can be achieved by using the oracle optimal sequences.
of the λ-sequences associated with the optimal design and the BHq design, respectively. It turns out that, in the low
SNR case, the optimal design and BHq have similar distributions; at higher SNRs, the distribution of the optimal
design is close to a delta-like distribution similar to LASSO.
Note that for a small sparsity-level ρ, LASSO can outperform BHq and achieve performance close to that of the
optimal sequence, but it is prone to higher bias when ρ grows. From Fig. 2b, we can find that LASSO’s performance
degrades much faster than the other two as ρ increases, This is because LASSO’s penalization is not adaptive to
the underlying sparsity levels [5].
B. Multiple Testing with Maximum Power
Next we consider using SLOPE directly for variable selection. In other words, the non-zero coordinates of SLOPE
solution β̂ are selected. Our goal is to find the optimal regularization sequence to achieve the highest possible power,
under a given level of type-I error. Similar to Proposition 3, we have the following result:
Proposition 4: For a given Type-I error level α, the maximum selection power that can be reached by SLOPE
is: P
(∣∣∣ Bσmin + Z∣∣∣ ≥ Φ−1(1− α/2)), where σmin is the minimum solution of equation:
L(σ) = δ(σ2 − σ2w), σ ∈
[
σw,
√
σ2w +
1
δ
EB2
]
, (13)
Here L(σ) is the optimal value of the following convex optimization problem under a given σ:
min
η∈M
EB,Z [(η(B + σZ)−B)2] (14)
s.t. EB,Z [η′(B + σZ)] ≤ δ,
η(y) = 0, |y| ≤ Φ−1
(
1− α
2
)
σ. (15)
The corresponding optimal η∗ = ησmin and λ
∗ is represented by:
λ∗ ∼ |Y | − η
∗(|Y |)
τmin
,
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Figure 3: Comparison of distributions of two regularization sequences “BHq” and “Optimal” in Fig. 2a: (a)-(b):
SNR = 1, (c)-(d): SNR = 10.
where the definitions of Y, τmin and ησmin are the same as in Proposition 3.
The proof of Proposition 4, which is similar to that of Proposition 3, will be given in Appendix G. In Fig.4, we
compare the FDR curve of the optimal design with that of the BHq sequence. We verify that the optimal design
indeed dominates the BHq sequence and that the empirical FDR curve matches well with theoretical prediction.
IV. CONCLUSION
We have established the asymptotic characterization of SLOPE in high-dimensional regime. Although SLOPE is
a high-dimensional regularized regression method, asymptotically its statistical performance can be fully charac-
terized by a few scalar random variables. We showed this low-dimensional characterization enables us to design a
regularization sequence that yields optimal estimation and variable selection performance of SLOPE.
APPENDIX
A. Proximal Mapping Proxλ(y)
Before proving the main asymptotic results, we recall some key properties of Proxλ(y) that will be used later.
First, it is easy to check that [Proxλ(y)]i should have the same sign as yi, i = 1, . . . , p, i.e.,
Proxλ(y) = Dsign(y)Proxλ(|y|) (16)
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Figure 4: Hypothesis testing using oracle optimal and BHq sequences. Here, p = 1024, βi
i.i.d.∼ (1 − ρ)δ(0) +
ρN (µ0, σ20) with ρ = 0.25, µ0 = 2.125 and σ0 = 0, wi i.i.d.∼ N (0, σ2w) with σ = 0.25. The results are averaged
over 100 realizations.
where Dsign(y) = diag {sign(y1), . . . , sign(yp)}, |y| = (|y1|, |y2|, . . . , |yp|)T and
sign(y) =

1 y > 0
0 y = 0
−1 y < 0
.
Also we have:
Π ◦ Proxλ(y) = Proxλ(Π ◦ y), (17)
where Π is a permutation matrix. Therefore, without loss of generality, we can assume 0 ≤ y1 ≤ y2 ≤ · · · ≤ yp
and for the general {yi}1≤i≤p, combining (16) and (17), we can express Proxλ(y) as:
Proxλ(y) = Dsign(y)Proxλ(|y|)
= Dsign(y)Π
T
↑ ◦ Proxλ( ´|y|)
where Π↑ is a permutation matrix such that the coordinates of Π↑|y| are arranged in non-decreasing order and
´|y| def= Π↑ ◦ |y|. As a consequence, we can focus on the non-negative and monotonely non-decreasing sequences of
y: 0 ≤ y1 ≤ y2 ≤ · · · ≤ yp. For this type of y, we have the following three properties, which have been proved in
[1] :
Lemma 1: For y ∈ Rp satisfying: 0 ≤ y1 ≤ y2 ≤ · · · ≤ yp, it holds that:
1) 0 ≤ [Proxλ(y)]1 ≤ [Proxλ(y)]2 ≤ · · · ≤ [Proxλ(y)]p,
2) If y1 − λ1 ≤ y2 − λ2 ≤ · · · ≤ yp − λp, then [Proxλ(y)]i = max(0, yi − λi),
3) If yi − λi ≥ yi+1 − λi+1 ≥ · · · ≥ yj − λj , then [Proxλ(y)]i = [Proxλ(y)]i+1 = · · · = [Proxλ(y)]j .
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From the 3rd property in Lemma 1, if {yk − λk}i≤k≤j is non-increasing, it is shown in [1] that Proxλ(y) will
remain unchanged if we replace λk by λ+k as follows:
λ+k =
yk −
∑j
l=i yl−λl
j−i+1 k = i, . . . j
λk otherwise
(18)
Since yi − λi ≥
∑j
l=i yl−λl
j−i+1 , λ
+
i = yi −
∑j
l=i yl−λl
j−i+1 ≥ λi. Similarly, λ+j ≤ λj , so λ+1 ≤ λ+2 ≤ · · · ≤ λ+p , which is
still a valid regularization sequence. Also for k = i, . . . j, yk −λ+k =
∑j
l=i yl−λl
j−i+1 . Therefore, the solution of (3) can
be obtained by the following procedure (assuming 0 ≤ y1 ≤ y2 ≤ · · · ≤ yp):
1) Compute yi − λi, i = 1, 2, . . . , p,
2) Find the smallest i such that the sub-sequence from i to j is strictly decreasing: yi − λi > yi+1 − λi+1 >
· · · > yj − λj and yj − λj ≤ yj+1 − λj+1,
3) For i ≤ l ≤ j, calculate the average and replace the original λ as (18),
4) Repeat step 2 and 3 until obtain a sequence λ+ s.t.
{
yi − λ+i
}
1≤i≤p is non-decreasing.
5) Return Proxλ(yi) = max(yi − λ+i , 0), i = 1, 2, . . . , p.
The above procedure can be implemented in an efficient stack-based algorithm as proposed in [1], [2]. Here, to
facilitate the asymptotic analysis later, we will present an equivalent algorithm implemented in a different manner.
Before doing so, we first list a few definitions that will be used later.
Definition 1: For a finite sequence {ai}1≤i≤p, we call {k1, k1 + 1, . . . , k2} a maximal decreasing segment (MDS)
if ak1 > ak1+1 > · · · > ak2 and ak1−1 ≤ ak1 or (k1 = 1), ak2 ≥ ak2+1 or (k2 = p); similarly, {k1, k1 + 1, . . . , k2}
is a maximal non-decreasing segment (MNDS) if ak1 ≤ ak1+1 ≤ · · · ≤ ak2 and ak1−1 > ak1 or (k1 = 1),
ak2 < ak2+1 or (k2 = p).
Definition 2: In a finite sequence {ai}1≤i≤p, S1 = {1, . . . , k1} ,S2 = {k1, . . . , k2} and S3 = {k2, . . . , k3} are 3
neighboring maximal segments. Suppose S1 and S3 are MNDS and S2 is an MDS. For j ∈ S3, define the index
set:
Ij =
{
i
∣∣∣ai−1 > aver(i, j), 2 ≤ i ≤ k1} .
where
aver(i, j)
def
=
∑j
l=i al
j − i+ 1 .
The corresponding left balance point (LBP) of j is defined as:
i∗(j) =
mini∈Ij i− 1 Ij 6= ∅k1 Ij = ∅
Using this definition, construct another index set:
J =
{
j
∣∣∣aver(i∗(j), j) > aj+1, k2 ≤ j ≤ k3 − 1}
and the right balance point (RBP) is defined as:
j∗ =
maxj∈J j + 1 J 6= ∅k2 J = ∅
DRAFT
12
Algorithm 2 Recursive procedure for constructing Proxλ(y)
Input: {yi}1≤i≤p, {λi}1≤i≤p , 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λp
Output: Proxλ(y)
1: Calculate g0,i = |y|(i) − λi, i = 1, 2, . . . , p
2: Set t = 0.
3: while ∃ MDS of {gt,i}1≤i≤p do
4: Find the first MDS S2: {k1, k1 + 1, . . . , k2}
5: if k2 = p then
6: kR = p
7: kL = i
∗(k2)
8: else
9: Find S3 = {k2, k2 + 1, . . . , k3}, the right neighbouring MNDS of S2 and S1 = {1, 2, . . . , k1}, the left
neighbouring MNDS of S2.
10: Find RBP j∗ and corresponding LBP i∗ = i∗(j∗).
11: kL ← i∗, kR ← j∗
12: end if
13: For i ∈ [kL, kR], replace original gt,i by aver(gt,kL , gt,kR) to obtain the new {gt+1,i}1≤i≤p.
14: t = t+ 1
15: end while
16: {gi}1≤i≤p ← {gt,i}1≤i≤p
17: [Proxλ(y)]i = sign(yi) max{0, gt,j(i)}
The reconstruction procedure for obtaining Proxλ(y) is given in Algorithm 2. In the next section, we will study
the limit of this algorithm when the input are converging sequences
{
y(p)
}
p∈Nand
{
λ(p)
}
p∈N
satisfying (A.1)-
(A.4). We will show that this limit is exactly η(y;Fy, Fλ) in Proposition 1. To begin with, we first study some
properties of Algorithm 2.
Lemma 2: Consider the same setting in Definition 2 and Algorithm 2. For each fixed j ∈ S3, aver(i, j) as a
function of i satisfies the following: (1) aver(i, j) < aver(i−1, j) for each i∗(j) < i ≤ k1, (2) aver(i, j) ≥ ai−1,
∀2 ≤ i ≤ i∗(j), (3) aver(i, j) ≥ aver(i− 1, j) for each 2 ≤ i ≤ i∗(j).
Proof: (1) Since ∀i∗(j) < i ≤ k1, ai−1 > aver(i, j), so aver(i, j) < aver(i − 1, j), (2) For 2 ≤ i ≤ i∗(j),
aver(i∗(j), j) ≥ ai−1 and ak ≥ ai−1, ∀i ≤ k ≤ i∗(j) − 1, so aver(i, j) ≥ ai−1, ∀2 ≤ i ≤ i∗(j), (3) Since
aver(i, j) ≥ ai−1, ∀2 ≤ i ≤ i∗(j) by part (2), clearly aver(i, j) ≥ aver(i− 1, j).
Lemma 3: Consider the same setting in Definition 2 and Algorithm 2. aver(i∗(j), j) as a function of j satisfies the
following: (1) aver(i∗(j), j) > aver(i∗(j+ 1), j+ 1), ∀k2 ≤ j < j∗, (2) aver(i∗(j), j) ≤ aj+1, ∀j∗ ≤ j ≤ p− 1,
(3) aver(i∗(j), j) ≤ aver(i∗(j + 1), j + 1), ∀j∗ ≤ j ≤ p− 1.
Proof: (1) By definition, aver(i∗(j), j) > aj+1, ∀k2 ≤ j < j∗, so aver(i∗(j), j + 1) < aver(i∗(j), j).
Therefore, from Lemma 2, we know i∗(j + 1) ≤ i∗(j). Since ∀k ≤ i∗(j), ak ≤ ai∗(j), aver(i∗(j + 1), j + 1) ≤
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aver(i∗(j), j + 1) < aver(i∗(j), j). (2) By definition, aver(i∗(j∗), j∗) ≤ aj∗+1. Suppose ∃j, j∗ < j ≤ p − 1,
aver(i∗(j), j) > aj+1, then aver(i∗(j), j∗) > aj∗+1 ≥ aver(i∗(j∗), j∗), which contradicts Lemma 2. (3) From
part (2), aver(i∗(j), j) ≤ aj+1, ∀j∗ ≤ j ≤ p − 1, so aver(i∗(j), j) ≤ aver(i∗(j), j + 1). From Lemma 2,
aver(i∗(j), j + 1) ≤ aver(i∗(j + 1), j + 1), so aver(i∗(j), j) ≤ aver(i∗(j + 1), j + 1), ∀j∗ ≤ j ≤ p− 1.
The next lemma is a direct implication of Lemma 2 and 3.
Lemma 4: ∀j = 1, 2, . . . , p, if i1 ≥ 1, i2 > 1 satisfy: i1 = 1 or aver(i1, j) ≥ ai1−1 and aver(i2, j) < ai2−1,
then i1 ≤ i∗(j) < i2. On the other hand, ∀j1, j2 ≤ p − 1, with j2 ≥ j1 + 1, if aver(i∗(j2), j2) ≤ aj2+1 and
aver(i∗(j1), j1) > aj1+1, then j1 < j
∗ ≤ j2.
B. Proof of Proposition 1
1) Limiting Form of Algorithm 2: As mentioned before, our strategy is to derive the asymptotics of Proxλ(p)(y
(p))
via the limit of Algorithm 2 as p→∞. The construction of this limiting form is already given in Algorithm 1 in
Sec. II and here we will give detailed descriptions of the whole procedure.
We first extend several notions defined in Definition 1 and 2 to their limiting forms. The following notations will
be adopted later in our statements:
1) (x)+
def
= max {0, x}.
2) G(b+0 ) = limy→b+0 G(y) and G(b
−
0 ) = limy→b−0 G(y), where G(y) is a function defined on R.
3) Int(·) and Bd(·) denote the interior and boundary of a set in R, respectively.
We first extend Definition 1 and 4 to their continuous counterparts.
Definition 3: For a function G(y) on y ≥ 0, we call [bL, bR] a maximal decreasing interval (MDI) if G(y) is
strictly decreasing on [bL, bR], while for some ε > 0, non-decreasing on (bL − ε, bL), if bL > 0 and (bR, bR + ε),
if bR <∞. One special case is when G(y) is discontinuous at b0 and G(b+0 ) < G(b−0 ). We will call [b0, b0], which
is a single discontinuous point, as an MDI.
On the other hand, (bL, bR) is called a maximal non-decreasing interval (MNDI) if G(x) is non-decreasing on
(bL, bR) and strictly decreasing on [bL − ε, bL] and [bR, bR + ε] for some ε > 0, when bL > 0 and bR <∞.
Definition 4: Consider a function G(y) on y ≥ 0. Suppose I1 = (0, b1), I3 = (b2, b3) are two consecutive
MNDIs and I2 = [b1, b2] is the sandwiched MDI. Let Y be a non-negative random variable. For w ∈ I3, construct
the following set:
VR,ε(w) =
{
v|v ∈ I1, T (v, w;G(y)) < G(v−)− ε
}
where
T (v, w;G(y)) def= EY (G(y)|y ∈ [v, w] ∩ (IT ∪ {0})) (19)
with
IT
def
= I1 ∪ I2 ∪ I3 (20)
Define v∗R,ε(w) as:
v∗R,ε(w) =
infv∈VR,ε(w) v VR,ε(w) 6= ∅b1 VR,ε(w) = ∅
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Then the left balance point of w is defined as: v∗(w) def= v∗R,0(w). Similarly, we can define the right balance point
for G(y), when y ∈ IT . First, construct the following set:
WL,ε =
{
w|w ∈ I3, T (v∗(w), w) > G(w+) + ε
}
Correspondingly, define the point:
w∗L,ε =
supw∈WL,ε w WL,ε 6= ∅b2 WL,ε = ∅ (21)
The right balance point of G(y) over IT is defined as: w∗
def
= w∗L,0 and we denote v
∗ def= v∗(w∗).
The conditional expectation function defined in (19) is a crucial quantity in constructing limiting form of Proxλ. It
can be viewed as the continuous counterpart of aver(i, j). In Lemma 6 and 7 below, we summarize the properties
of T (v, w;G(y)), which are in the similar sense to Lemma 2 and 3.
Lemma 5: Consider the same setting in Definition 4. If G(y) is continuous over I1 and I3, then T (v, w;G) is
right-continuous w.r.t. w and left-continuous w.r.t. w; T (v∗(w), w;G) as a function of w is right-continuous.
Proof: This result can be directly proved from the continuity of G(y) and the fact that F|y| is right continuous.
Lemma 6: Consider the same setting in Definition 4. Suppose G(y) is continuous in I1 and I3. For a fixed
w ∈ I3, if v∗(w) ∈ I1, T (v, w;G) as a function of v ∈ I1 satisfies the following: (1) non-decreasing as v decreases
on (v∗(w), b1), (2) T (v∗(w), w;G) = G(v∗(w)), (3) ∀0 < v ≤ v∗(w), T (v, w;G) ≥ G(v), (4) non-increasing as
v decreases on (0, v∗(w)).
Proof: (1) ∀v > v∗(w), G(v−) > T (v, w;G). Since G(y) is continuous on I1, for a small enough δ, G(y) >
T (v, w;G) on (v − δ, v). Therefore, T (v, w;G) increases as v decreases on (v − δ, v]. This holds ∀v > v∗(w), so
T (v, w;G) is non-decreasing as v decreases on (v∗(w), b1).
(2) Since G(v−) > T (v, w;G(y)), ∀v ∈ (v∗(w), b1), we know that G(v∗(w)−) ≥ T (v∗(w), w;G). Suppose
G(v∗(w)−) > T (v∗(w), w;G), then by the continuity of G(y), ∃v0 < v∗(w), s.t. G(v0) > T (v0, w;G), which
contradicts the definition of v∗(w). Therefore, we must have G(v∗(w)−) = T (v∗(w), w;G). By continuity of G(y)
on (0, b1), G(v∗(w)) = G(v∗(w)−) = T (v∗(w), w;G).
(3) Since G(v∗(w)) = T (v∗(w), w;G) and G(v∗(w)) ≥ G(v) ∀v ≤ v∗(w), we must haveT (v, w;G) ≥ G(v).
(4) ∀v1, v2 ∈ (0, v∗(w)) and v1 < v2, from part (3) we know T (v2, w;G) ≥ G(v2). Besides, G(v2) ≥ G(y),
∀y ∈ [v1, v2], so T (v2, w;G) ≥ T (v1, w;G).
Lemma 7: Consider the same setting in Definition 4. Suppose G(y) is continuous in I1 and I3. If v∗ ∈ (0, b1)
and w∗ ∈ (b2, b3), then T (v∗(w), w;G) as a function of w satisfies the following: (1) non-increasing on (b2, w∗),
(2) T (v∗, w∗;G) = G(w∗), (3) ∀w ∈ (w∗, b3), T (v∗(w), w;G) ≤ G(w), (4) non-decreasing on (w∗, b3).
Proof: (1) ∀w < w∗, T (v∗(w), w;G) > G(w+) = G(w). By continuity of G(y) on I3, for small enough
δ > 0, G(y) ≤ T (v∗(w), w;G) when y ∈ (w,w + δ), so T (v∗(w), w;G) ≥ T (v∗(w), w + δ;G). Therefore,
T (v∗(w), w+ δ;G) ≤ G(v∗(w)), which indicates v∗(w+ δ) ≤ v∗(w) and hence G(v∗(w+ δ)) ≤ G(v∗(w)). Since
T (v∗(w + δ), w + δ;G) = G(v∗(w + δ)) by Lemma 6, we know T (v∗(w + δ), w + δ;G) ≤ G(v∗(w)). On the
other hand, G(v∗(w)) = T (v∗(w), w;G), so obtain that T (v∗(w + δ), w + δ;G) ≤ T (v∗(w), w;G).
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(2) Since T (v∗(w), w;G) > G(w), ∀w ∈ (b2, w∗), we have T (v∗, w∗;G) ≥ G(w∗). If T (v∗, w∗;G) > G(w∗),
by continuity of T (v∗(w), w;G) from Lemma 5 and G(y), ∃w1 > w∗ s.t. T (v∗(w1), w1;G) > G(w1),which
contradicts the definition of w∗. Therefore, T (v∗, w∗;G) = G(w∗).
(3) Suppose ∃w > w∗ such that T (v∗(w), w;G) > G(w). Then T (v∗(w), w∗;G) > G(w∗) = T (v∗(w∗), w∗;G),
which contradicts Lemma 6. Therefore, T (v∗(w), w;G) ≤ G(w).
(4) ∀w1, w2 ∈ (w∗, b3), w1 < w2, we already know from part (3) that T (v∗(w1), w1;G) ≤ G(w1). Besides,
G(w) ≥ G(w1), for w ∈ [w1, w2], so T (v∗(w1), w2;G) ≥ T (v∗(w1), w1;G). According to Lemma 6, we have
T (v∗(w2), w2;G) ≥ T (v∗(w1), w2;G), so we get T (v∗(w2), w2;G) ≥ T (v∗(w1), w1;G).
From Lemma 6 and 7, we can directly verify v∗ and w∗ in Definition 4 can be written as the solution of the
following min-max optimization problem:
min
w∈I3
max
v∈I1
T (v, w;G).
Using v∗and w∗in Definition 3 and 4, we obtain Algorithm 1.
Next we are going to prove that this limiting form is exactly η(y;Fy, Fλ) in Proposition 1. Before doing so,
we need some additional properties of some functions used in Algorithm 1. In Algorithm 1, Gt(y;Fy, Fλ) plays a
central role. We first study some of its properties, which will be associated with perturbation analysis in Sec. B2.
Here, t is the index of WHILE LOOP and Fy , Fλ indicates the dependence of Gt(y;Fy, Fλ) on CDF of Y and λ. In
the statement of the following results, for notation simplicity, we will sometimes drop t, Fy , Fλ when there is no
confusion.
Lemma 8: G0(y) defined in Algorithm 1 satisfies the following:
(1) G0(y) is continuous in the interior of any MNDI.
(2) If G0(y) is discontinuous at y0, then G0(y−0 ) > G0(y
+
0 ).
Proof: (1) By definition of λ(y) in Algorithm 1, we can easily show λ(y−0 ) always exists for y0 > 0 and
λ(y+0 ) always exists ∀y0 ≥ 0. If y0 ∈ Int(MNDI), then λ(y−0 ) ≥ λ(y0) ≥ λ(y+0 ), otherwise, G0(y) will be strictly
decreasing in a sufficiently small neighborhood of y0. On the other hand, λ(y) is monotonely non-decreasing, so
λ(y−0 ) ≤ λ(y0) ≤ λ(y+0 ). As a result, we have λ(y−0 ) = λ(y0) = λ(y+0 ). Since G0(y) = y − λ(y), G0(y) is
continuous in the interior of any MNDI.
(2) From part (1), we know G0(y) is only discontinuous in MDI, so if y = y0 is a discontinuous point,
y0 ∈ MDI. Therefore, we have G0(y−0 ) ≥ G0(y0) ≥ G0(y+0 ), but G(y) is discontinuous at y = y0, so we must
have G0(y−0 ) > G0(y0) or G0(y0) > G0(y
+
0 ).
Lemma 9: Consider the same setting in Definition 4. If b3 > b2, then w∗ > b2; if b1 > 0, then v∗ < b1.
Furthermore, if v∗ > 0, then T (v∗, w∗;G0) = G0(v∗), where G0 is given in Algorithm 1.
Proof: First, G0(b−1 ) > T (b1, b2;G0) > G0(b+2 ), so for small enough δ > 0, T (b1, b2 + δ;G0) < G0(b−1 ),
which means v∗(b2 + δ) < b1. Besides, T (v∗(b2 + δ), b2 + δ;G0) > G0(b2 + δ), so w∗ > b2. If w∗ < b3, from
Lemma 7, we know T (v∗, w∗;G0) ≤ T (v∗(b2 + δ), b2 + δ;G0), so G0(v∗) ≤ G0(v∗(b2 + δ)), which indicates that
v∗ ≤ v∗(b2 + δ) < b1; if w∗ = b3, since ∀w ∈ (b2 + δ, b3), T (v∗(w), w;G0) > G0(w) and v∗(w) ≤ v∗(b2 + δ),
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we also have v∗ ≤ v∗(b2 + δ) < b1. Therefore, if v∗ > 0, we have v∗ ∈ Int(I1), from Lemma 6, we can get
G0(v
∗) = T (v∗, w∗;G0).
Lemma 10: In each WHILE LOOP of Algorithm 1, we have for t ≥ 1
(1) Gt(y) is continuous at y = 0 and in the interior of any MNDI
(2) If Gt(y) is discontinuous at y0, then Gt(y−0 ) > Gt(y
+
0 ).
Proof: Consider the t = 1 case. We first show Gt(y) is continuous at y = v∗. If b1 = 0, then v∗ = 0 and
G1(0) = G1(0
+) = T (0, w∗;G0); if b1 > 0, from Lemma 9, v∗ < b1, so when v∗ > 0, G1((v∗)−) = G0(v∗) =
T (v∗, w∗;G0) = G1(v∗);when v∗ = 0, G1(0) = G1(0+) = T (0, w∗;G0).
On the other hand, from Lemma 7 and 9, we know if w∗ ∈ int(I3), G1((w∗)+) = G0((w∗)+) = T (v∗, w∗;G0) =
G1(w
∗), which means G1(y) is continuous at w∗.
Next consider the behavior of G1(y) when w∗ = b3. If w∗ = b3 and b3 /∈ I3, then G1(b−3 ) = T (v∗(b3), b3;G0) ≥
G0(b
−
3 ) and G0(b
−
3 ) > G0(b3) = G1(b3), so G1(v
∗) = G1(b−3 ) > G1(b3); if w
∗ = b3 and b3 ∈ I3, similarly, we
can show that G1(v∗) = G1(b3) ≥ G0(b+3 ) = G1(b+3 ).
Therefore, G1(y) is continuous on [0, b3), which is the interior of the first MNDI of G1(y). Since in Algorithm
1, G1(y) = G0(y) for y > b3, from Lemma 8, we get G1(y) is continuous in the interior of any MNDI. Besides,
from the above derivations, G1(b−3 ) > G1(b
+
3 ), if G1(y) is discontinuous at b3. Therefore, if G1(y) is discontinuous
at y0, then G1(y−0 ) > G1(y
+
0 ). By induction, we know this holds for any t ≥ 1.
Proposition 5: ∀Fy, Fλ, G(y;Fy, Fλ) in Algorithm 1 satisfies: 0 ≤ G(y2;Fy, Fλ) − G(y1;Fy, Fλ) ≤ y2 − y1,
∀0 ≤ y1 ≤ y2.
Proof: Since the final output G(y;Fy, Fλ) of Algorithm 1 has no MDI, according to Lemma 10, G(y;Fy, Fλ)
is continuous on y ≥ 0 and G(y;Fy, Fλ) is monotonely non-decreasing. On the other hand, it is not hard to see that
G0(y2;Fy, Fλ)−G0(y1;Fy, Fλ) ≤ y2−y1 from Lemma 8. Suppose before the tth WHILE LOOP, Gt−1(y2;Fy, Fλ)−
Gt−1(y1;Fy, Fλ) ≤ y2 − y1. After the tth loop, Gt(y;Fy, Fλ) = Gt−1(y;Fy, Fλ), y /∈ [v∗, w∗]. This means
Gt(y2;Fy, Fλ) − Gt(y1;Fy, Fλ) ≤ y2 − y1, for y1, y2 ∈ [0, v∗) or y1, y2 ∈ (v∗,∞) by assumption. Besides, we
have Gt(y;Fy, Fλ) = Gt−1(v∗;Fy, Fλ), y ∈ [v∗, w∗], so Gt(y2;Fy, Fλ) − Gt(y1;Fy, Fλ) ≤ y2 − y1 also holds
for y1, y2 ∈ [v∗, w∗]. Since from Lemma 10, at any discontinuous point y0 of Gt(y), Gt(y−0 ) ≥ Gt(y+0 ), we can
obtain that Gt(y2;Fy, Fλ) − Gt(y1;Fy, Fλ) ≤ y2 − y1. Finally, by induction, we can obtain the results hold for
G(y, Fy, Fλ).
2) Asymptotic Separability for Regular Converging Sequences: We first prove Proposition 1 for a special class
of converging sequences. Among all converging sequences
{
y(p)
}
p∈Nand
{
λ(p)
}
p∈N
with limiting CDF Fy and
Fλ, we define: yi = F
−1
y (
i
p+1 ) i = 1, 2, . . . , p
λi = F
−1
λ (
i
p+1 ) i = 1, 2, . . . , p
(22)
as the regular converging sequence (RCS). The sequence in (22) possesses a nice property that if G0(y;Fy, Fλ) is
decreasing (non-decreasing) over [bL, bR], any sub-sequence I with {|yi|}i∈I falling within [bL, bR] satisfies that
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{g0,i}i∈I is decreasing (non-decreasing). This means that the number of MDS of {g0,i}1≤i≤p is bounded by the
number of MDI of G0(y;Fy, Fλ). As a result, the implementation of Algorithm 2 under RCS is simpler, since the
number of WHILE LOOP, which equals to the number of MDS, is bounded. However, for other converging sequences
with same Fy and Fλ, the number of MDS may be much larger, which makes it much more complicated to analyze.
The simplest case is when G0(y;Fy, Fλ) is non-decreasing over [0,∞), which means there is no MDS in
{g0,i}1≤i≤p. Then the asymptotic separability in Proposition 1 can be easily verified:
Lemma 11: For RCS
{
y(p)
}
p∈Nand
{
λ(p)
}
p∈N
with limiting CDF Fy and Fλ. Assume G0(y;Fy, Fλ) in
Algorithm 1 has no MDI, then asymptotic separability holds.
Proof: Since by assumption G0(y;Fy, Fλ) is non-decreasing,
{|y|(i) − λi}1≤i≤p has no MDS. Therefore,
from Algorithm 2, [Prox(y)]i = sign(yi)(|y|(j(i)) − λj). Also by Lemma 8, we know Fy should be continuous
here, so we have λi = F−1λ (F|y|(|y|(i))). Therefore, from Algorithm 1, η(yi;Fy, Fλ) = sign(yi)[|y|(j(i)) −
F−1λ (F|y|(|y|(j(i))))] = [Proxλ(y)]i, ∀i = 1, 2, . . . , p.
A more complicated case is when there exists exactly one MDI in G0(y;Fy, Fλ). To analyze this case, we need
some auxiliary quantities.
Definition 5: Consider a function G(y), y ≥ 0 with I1, I2 and I3 same as in Definition 4. Y is a non-negative
random variable. For w ∈ I3, construct the following set:
VL,ε(w) = {v|v ∈ I1, G(v) < T (v∗(w), w;G)− ε}
Then we define v∗L,ε(w) as:
v∗L,ε(w) =
supv∈VL,ε(w) v VL,ε(w) 6= ∅0 VL,ε(w) = ∅
Similarly,
WR,ε = {w|w ∈ I3, G(w) > T (v∗, w∗;G) + ε}
where w∗R,ε is defined as:
w∗R,ε =
infw∈WR,ε w WR,ε 6= ∅b3 WR,ε = ∅ (23)
The quantities v∗R,ε(w), w
∗
L,ε, v
∗
L,ε(w) and w
∗
R,ε can be considered as the small perturbation of the LBP and
RBP in Definition 4, where ε measures the magnitude of this perturbation. Next we will show for any small ε,
as p → ∞, within each WHILE LOOP in Algorithm 2, gt,j∗ and gt,i∗ will be closed to Gt(w∗) and Gt(v∗)
and also aver(i∗, j∗) → T (v∗, w∗). To begin with, we first establish some properties on the perturbation related
quantities defined above in Lemma 12-16. For all these lemmas, we assume that G0(y;Fy, Fλ) has exactly one
MDI: I2 = [b1, b2]. Also I1 = (0, b1), I3 = (b2, b3) are the neighboring MNDIs.
Lemma 12: Assume that G0(y;Fy, Fλ) has exactly one MDI. For w ∈ I3, we have |T (v∗·,ε(w), w)−T (v∗(w), w)| ≤
ε, where “·” can be “R” and “L”.
Proof: It is not hard to show v∗L,ε(w) ≤ v∗(w) ≤ v∗R,ε(w) from Lemma 6 and the definitions of v∗L,ε(w) and
v∗R,ε(w). We first prove |T (v∗R,ε(w), w)− T (v∗(w), w)| ≤ ε. There are two different cases:
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(a) v∗R,ε(w) = 0 or v
∗(w) = b1: then v∗(w) = v∗R,ε(w), so G0(v
∗
R,ε(w)) = G0(v
∗(w)) and T (v∗R,ε(w), w) =
T (v∗(w), w).
(b) v∗(w) < b1 and v∗R,ε(w) > 0: then 0 ≤ G0(v∗R,ε(w)) − T (v∗R,ε(w), w) ≤ ε, otherwise we can find a
v < v∗R,ε(w) such that T (v, w) < G0(v−) − ε, which contradicts the definition of v∗R,ε(w). On the other hand,
since v∗(w) ≤ v∗R,ε(w), we have T (v∗R,ε(w), w) ≤ T (v∗(w), w) and T (v∗(w), w) ≤ G0(v∗(w)) ≤ G0(v∗R,ε(w))
by Lemma 6. Therefore, it holds that 0 ≤ T (v∗(w), w)− T (v∗R,ε(w), w) ≤ ε.
Next, we prove |T (v∗L,ε(w), w)− T (v∗(w), w)| ≤ ε. There are two different cases:
(a) v∗(w) = 0 or v∗L,ε(w) = b1: then v
∗
L,ε(w) = v
∗(w) and hence G0(v∗L,ε(w)) = G0(v
∗(w)) and T (v∗L,ε(w), w) =
T (v∗(w), w)
(b) v∗(w) > 0 and v∗L,ε(w) < b1: if G0(y) is discontinuous at y = 0, then v
∗(w) = 0 and hence v∗L,ε(w) = 0,
which implies the result as in case (a); if G(y) is continuous at y = 0, then from definition of v∗L,ε, we know
0 ≤ T (v∗(w), w)−G(v∗L,ε(w)) ≤ ε. Using Lemma 6, we have G(v∗L,ε(w)) ≤ T (v∗L,ε(w), w) ≤ T (v∗(w), w), so
0 ≤ T (v∗(w), w)− T (v∗(w), w) ≤ ε.
Lemma 13: Assume that G0(y;Fy, Fλ) has exactly one MDI. We have |T (v∗(w∗·,ε), w∗·,ε) − T (v∗, w∗)| ≤ ε,
where “·” can be “R” and “L”.
Proof: It is not hard to show that w∗L,ε ≤ w∗ ≤ w∗R,ε from the definitions and Lemma 7. We first prove
|T (v∗(w∗L,ε), w∗·,ε)− T (v∗, w∗)| ≤ ε. Consider the following two different cases:
(a) w∗ = b2 or w∗L,ε = b3: then w
∗ = w∗L,ε, so clearly G0(w
∗
L,ε) = G(w
∗) and T (v∗(w∗L,ε), w∗L,ε) = T (v∗, w∗).
(b) w∗ > b2 and w∗L,ε < b3: First, T (v∗(w∗L,ε), w∗L,ε) ≥ G0((w∗L,ε)+) otherwise, by Lemma 7, w∗ = w∗L,ε = b2
or w∗ < w∗L,ε, which leads to contradiction. Also we have T (v∗(w∗L,ε), w∗L,ε)−G0((w∗L,ε)+) ≤ ε, otherwise from
Lemma 7 and 8, we know ∃w > w∗L,ε s.t. T (v∗(w), w) − G0(w+) > ε, which contradicts definition in (21). We
can easily show that G0(w∗L,ε) ≤ G0(w∗) ≤ T (v∗, w∗), so T (v∗(w∗L,ε), w∗L,ε)−T (v∗, w∗) ≤ ε. On the other hand,
since T (v∗(w), w) is non-increasing on [b2, w∗], T (v∗(w∗L,ε), w∗L,ε)− T (v∗, w∗) ≥ 0.
Next we show |T (v∗(w∗R,ε), w∗·,ε)− T (v∗, w∗)| ≤ ε. The proof is similar. There are two different cases:
(a) w∗ = b3 or w∗R,ε = b2: G0(w
∗
R,ε) = G0(w
∗) and T (v∗(w∗R,ε), w∗R,ε) = T (v∗, w∗).
(b) w∗ < b3 and w∗R,ε > b2: we have 0 ≤ G0((w∗R,ε))−T (v∗, w∗) ≤ ε. It can be directly verified from Lemma 7
that T (v∗(w∗R,ε), w∗R,ε) ≤ G0(w∗R,ε) and T (v∗(w∗R,ε), w∗R,ε) ≥ T (v∗, w∗), so we obtain 0 ≤ T (v∗(w∗R,ε), w∗R,ε)−
T (v∗, w∗) ≤ ε.
Lemma 14: Assume that G0(y;Fy, Fλ) has exactly one MDI. For any w ∈ I3, ∃ε1 ∈ (0, ε] s.t. if v∗R,ε(w) ∈ (0, b1),
T (v∗R,ε(w), w) < G0(v∗R,ε(w))− ε1; if v∗L,ε(w) ∈ (0, b1), G0(v∗L,ε(w)) < T (v∗L,ε(w), w)− ε1.
Proof: If v∗R,ε(w) ∈ (0, b1), by definition of v∗R,ε(w), ∀v ∈ (v∗R,ε(w), b1), G0(v−) > T (v, w) + ε, so
G0(v
∗
R,ε(w)) > EY (G(y)|y ∈ (v∗R,ε(w), w]) + ε from the continuity of G0(y) on (0, b1) shown in Lemma
8. Therefore, ∃0 < ε1 ≤ ε s.t. G0(v∗R,ε(w)−) > T (v∗R,ε(w), w) + ε1 = T (v∗R,ε(w), w) + ε1. Also since
v∗R,ε(w) ∈ Int(I1), G0(v∗R,ε(w)) = G0(v∗R,ε(w)−).
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If v∗L,ε(w) ∈ (0, b1), then G0(v∗L,ε(w)) = T (v∗(w), w) − ε due to the continuity of G0(y). Based on this, it is
easy to check that ∃0 < ε1 ≤ ε, G0(v∗L,ε(w)) < T (v∗L,ε(w), w)− ε1.
Lemma 15: Assume that G0(y;Fy, Fλ) has exactly one MDI and
{
y(p)
}
p∈N and
{
λ(p)
}
p∈N
are RCS. For any
w ∈ [b2, b3], let jw = max1≤j≤p
{
j
∣∣∣|yj | ≤ w}. We have:
|aver(i∗(jw), jw)− T (v∗(w), w)| ≤ (p)w , (24)
where (p)w → 0 as p→∞.
Proof: Let iL,ε(jw) = min1≤i≤p
{
i
∣∣∣|y|(i) ≥ v∗L,ε(w)} and iR,ε(jw) = min1≤i≤p {i∣∣∣|y|(i) ≥ v∗R,ε(w)}. We
first prove i∗(jw) ≥ iL,ε(jw)− 1 for large enough p. There are three different scenarios:
(a) iL,ε(jw) = 1: then iL,ε(jw) ≤ i∗(jw) holds trivially.
(b) iL,ε(jw) > 1 and v∗L,ε(w) < b1: then iL,ε(jw) ∈ S1 due to the fact that
{
y(p)
}
p∈N and
{
λ(p)
}
p∈N
are
RCSs as in (22). Also we have v∗L,ε(w) > 0, otherwise iL,ε(jw) = 1. According to Lemma 14, ∃ε1 ∈ (0, ε],
s.t. G0(v∗L,ε(w)) < T (v∗L,ε(w), w) − ε1. Since {g0,i}1≤i≤p is a converging sequence, |aver(iL,ε(jw), jw) −
T (v∗L,ε(w), w)| = (p)L,w, with (p)L,w → 0, as p→∞. Therefore, G0(v∗L,ε(w)) < aver(iL,ε(jw), jw) for large enough
p. Since
{
y(p)
}
p∈N is a RCS and |y|(iL,ε(jw)−1) < v∗L,ε(w), G0(v∗L,ε(w)) ≥ G0(|y|(iL,ε(jw)−1)) = g0,iL,ε(jw)−1
and g0,iL,ε(jw)−1 < aver(iL,ε(jw), jw). By Lemma 4, iL,ε(jw) ≤ i∗(jw).
(c) iL,ε(jw) > 1 and v∗L,ε(w) = b1: Since
{
y(p)
}
p∈N and
{
λ(p)
}
p∈N
are RCSs, we can get iL,ε(jw) ≤
maxi∈S1 i+ 1. Similar to scenario (b), we can also obtain that i
∗(jw) = maxi∈S1 i. Therefore, we have iL,ε(jw) ≤
i∗(jw) + 1.
Next, we prove i∗(jw) ≤ iR,ε(jw). We have three different scenarios:
(a) v∗R,ε(w) = b1: then by definition of iR,ε(jw), we have iR,ε(jw) ∈ S2. Since i∗(jw) ∈ S1, we have i∗(jw) ≤
iR,ε(jw).
(b) 0 < v∗R,ε(w) < b1: from Lemma 14, G0(v
∗
R,ε(w)) > T (v∗R,ε(w), w) + ε, where we have used the continuity
of G0(y) on (0, b1). On the other hand, |aver(iR,ε(jw), jw)−T (v∗R,ε(w), w)| = (p)R,w, with (p)R,w → 0, as p→∞,
so G0(v∗R,ε(w)) > aver(iR,ε(jw), jw) for large enough p. If iR,ε(jw) ∈ S2, then i∗(jw) ≤ iR,ε(jw) holds trivially;
if iR,ε(jw) ∈ S1, then g0,iR,ε(jw) > aver(iR,ε(jw), jw), so using Lemma 4, we can obtain i∗(jw) ≤ iR,ε(jw).
(c) v∗R,ε(w) = 0: then by definition iR,ε(jw) = 1. It suffices to show i
∗(jw) = 1. If G0(y) is discontinuous at
y = 0, then it is not hard to show g0,1 ∈ S2, so i∗(jw) = 1; if G0(y) is continuous at y = 0 and b1 = 0, then clearly
i∗(jw) = 1; if G0(y) is continuous at y = 0 and b1 > 0, then g0,1 ≥ G0(0) ≥ T (0, w) + ε. Since {g0,i}1≤i≤p is a
converging sequence, aver(1, jw)→ T (0, w) as p→∞. Therefore, g0,1 ≥ aver(1, jw) + ε/2 for large enough p.
This indicates that aver(1, jw) > aver(2, jw),so g0,1 ≥ aver(2, jw) + ε/2 and by Lemma 4 we get i∗(jw) = 1.
Next, we prove (24). Since {g0,i}1≤i≤pis a converging sequence, we have |aver(iL,ε(jw), jw)−T (v∗L,ε(w), w)| =

(p)
L,w, with 
(p)
L,w → 0, as p→∞. From Lemma 12, |T (v∗(w), w)− T (v∗L,ε(w), w)| ≤ ε, so
|aver(iL,ε(jw), jw)− T (v∗(w), w)| ≤ ε+ (p)L,w. (25)
Now consider the following three different scenarios:
(a) G0(y) is discontinuous at y = 0: since y = 0 is a discontinuous point, it is not hard to show i∗(jw) = 1 and
v∗(w) = 0. Therefore, for large enough p, (24) holds.
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(b) G0(y) is continuous at y = 0 with v∗L,ε(w) = b1 or v
∗
R,ε(w) = 0: in this case, v
∗
L,ε(w) = v
∗
R,ε(w).
By definition of iL,ε(jw) and iR,ε(jw), we have iL,ε(jw) = iR,ε(jw). Then iL,ε(jw) − 1 ≤ i∗(jw) ≤ iL,ε(jw).
Combining with (25), we get for large enough p,
|aver(i∗(jw), jw)− T (v∗(w), w)| ≤ ε+ (p)w , (26)
with (p)w → 0 as p→∞. Let ε→ 0 in (26) we get (24).
(c) G0(y) is continuous at y = 0 with v∗L,ε(w) < b1 and v
∗
R,ε(w) > 0: since v
∗
R,ε(w) > 0, by continuity of G0(y)
in the interior of I1, we have T (v∗(w), w) > G0(v∗R,ε(w)) − ε. On the other hand, we have T (v∗(w), w) − ε ≤
G0(v
∗
L,ε(w)) < T (v∗(w), w). These together lead to |G0(v∗R,ε(w)) − T (v∗(w), w)| < ε and |G0(v∗L,ε(w)) −
T (v∗(w), w)| < ε, which indicates that |g0,i − T (v∗(w), w)| < ε, ∀iL,ε(jw) ≤ i < iR,ε(jw). Since iL,ε(jw)− 1 ≤
i∗(jw) ≤ iR,ε(jw), from (25) we know (26) holds for large enough p. Let ε→ 0 , we conclude that (24) holds.
Lemma 16: Assume that G0(y;Fy, Fλ) has exactly one MDI. Besides,
{
y(p)
}
p∈N and
{
λ(p)
}
p∈N
are RCS. We
have:
|aver(i∗, j∗)− T (v∗, w∗)| ≤ (p)w∗ (27)
where (p)w∗ → 0 as p→∞.
Proof: In the rest of proof, we use T (v, w) to denote T (v, w;G0). Let jR,ε = max1≤j≤p
{
j
∣∣∣|yj | ≤ w∗R,ε},
where w∗R,ε is the same definition as before. We first show j
∗ ≤ jR,ε for large enough p. If w∗R,ε = b3, this becomes
trivial since jR,ε = p in this case; if w∗R,ε < b3, then WR,ε 6= ∅. From continuity of G0(y) shown in Lemma 8
and definition of w∗R,ε in (23), G0(w
∗
R,ε) = T (v∗, w∗) + ε. Therefore, T (v∗, w∗R,ε) ≥ T (v∗, w∗). Consider the two
different cases:
(a) T (v∗, w∗R,ε) = T (v∗, w∗): then v∗(w∗R,ε) = v∗ and T (v∗(w∗R,ε), w∗R,ε) = T (v∗, w∗), so
T (v∗(w∗R,ε), w∗R,ε) = G0(w∗R,ε)− ε, (28)
From Lemma 15, we know for large enough p,
|aver(i∗(jR,ε), jR,ε)− T (v∗(w∗R,ε), w∗R,ε)| ≤ (p)w∗R,ε (29)
with (p)w∗R,ε → 0 as p → ∞. From (28) and (29), we know aver(i
∗(jR,ε), jR,ε) < G0(w∗R,ε) ≤ gjR,ε+1, which
indicates j∗ ≤ jR,ε by Lemma 4.
(b) T (v∗, w∗R,ε) > T (v∗, w∗): then v∗(w∗R,ε) > v∗ and T (v∗(w∗R,ε), w∗R,ε) > T (v∗, w∗) from Lemma 7. Let
jM,ε = max1≤j≤p
{
j
∣∣∣|yj | ≤ w∗} and similar to (29), we have
|aver(i∗(jM,ε), jM,ε)− T (v∗, w∗)| ≤ (p)w∗M,ε
with (p)w∗M,ε → 0 as p → ∞. Therefore, combining with (29) we get for large enough p, aver(i
∗(jM,ε), jM,ε) <
aver(i∗(jR,ε), jR,ε). This indicates that j∗ ≤ jR,ε, because from Lemma 4, we can see that if j < j∗, aver(i∗(j−
1), j − 1) > aver(i∗(j), j).
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Next let jL,ε = max1≤j≤p
{
j
∣∣∣|yj | ≤ w∗L,ε} and we prove j∗ ≥ jL,ε. If w∗L,ε = b2, jL,ε ≤ minj∈S3 j and since
j∗ ∈ S3, this becomes trivial; if w∗L,ε = b3, then jL,ε = p and ∃0 < ε2 ≤ ε s.t. T (v∗(b3), b3) > G(b3) + ε2. From
Lemma 15, we know |aver(i∗(p), p) − T (v∗(w), w)| ≤ (p)b3 with 
(p)
b3
→ 0 as p → ∞. Hence letting w = b3 we
obtain aver(i∗(p), p) > G(b3) + ε2/2 ≥ g0,p + ε2/2. Therefore, we can get j∗ = p = jL,ε from Lemma 4; if
b3 > w
∗
L,ε > b2, then from Lemma 14, ∃ε3 < ε, ε3 < T (v∗(w∗L,ε), w∗L,ε) − G0(w∗L,ε) ≤ ε. From Lemma 15, we
can get:
|aver(i∗(jL,ε), jL,ε)− T (v∗(w∗L,ε), w∗L,ε)| ≤ (p)w∗L,ε (30)
with (p)w∗L,ε → 0 as p → ∞ and hence aver(i
∗(jL,ε), jL,ε) − ε3/2 > G0(w∗L,ε) ≥ g0,jL,ε . Then we get j∗ ≥ jL,ε
from Lemma 4.
In addition, we have:
|aver(i∗(jL,ε), jL,ε)− T (v∗, w∗)| ≤ ε+ (p)w∗L,ε (31)
by combining (30) and Lemma 13 and similarly,
|aver(i∗(jR,ε), jR,ε)− T (v∗, w∗)| ≤ ε+ (p)w∗R,ε (32)
Now we are ready to prove (27). Consider the following three different scenarios:
(1) w∗L,ε = b3: we have w
∗ = b3 and j∗ = p as shown above. Then from Lemma 15, we can get (27).
(2) w∗R,ε = b2: we have w
∗ = b2 and j∗ = jb2 . From Lemma 15, we can get (27).
(3) b2 ≤ w∗L,ε < b3 and b2 < w∗R,ε ≤ b3: we have T (v∗(w∗L,ε), w∗L,ε)− ε ≤ G0((w∗L,ε)+) ≤ T (v∗(w∗L,ε), w∗L,ε),
so g0,jL,ε+1 ≥ G0((w∗L,ε)+) ≥ T (v∗(w∗L,ε), w∗L,ε) − ε. On the other hand, T (v∗(w∗R,ε), w∗R,ε) ≤ G0(w∗R,ε) ≤
T (v∗(w∗R,ε), w∗R,ε)+ε, so g0,jR,ε ≤ T (v∗(w∗R,ε), w∗R,ε)+ε. Then combining with Lemma 13, we have g0,jL,ε+1 ≥
T (v∗, w∗)− 2ε and g0,jR,ε ≤ T (v∗, w∗) + 2ε. Since jL,ε − 1 ≤ j∗ ≤ jR,ε, from (32) and (31) and letting ε→ 0,
we conclude (27) holds.
Lemma 17: Suppose in Algorithm 1, G0(y;Fy, Fλ) has exactly one MDI. Then for RCS
{
y(p)
}
p∈N and
{
λ(p)
}
p∈N
with limiting CDF Fy and Fλ, asymptotic separability holds.
Proof: Let g∗1,i = G1(|y|(i)), 1 ≤ i ≤ p and η(yi;Fy, Fλ) = sign(yi) max
{
0, g∗1,j(i)
}
. In the current setting,
we know from Algorithm 1 that:
G1(y) =
T (v
∗, w∗) y ∈ [v∗, w∗]
G0(y) y /∈ [v∗, w∗]
On the other hand, g1,i in Algorithm 2 is:
g1,i =
aver(i
∗, j∗) i∗ ≤ i ≤ j∗
G0(y|(i)) otherwise
and [Proxλ(p)(y
(p))]i = sign(yi) max {0, g1,i}. Based on Lemma 16, for  > 0 we can define the index sets:
I+()
def
=
{
i
∣∣∣G0(yi) ≥ T (v∗, w∗) + /2}
and
I−()
def
=
{
i
∣∣∣G0(yi) < T (v∗, w∗)− /2}
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From (27), we know for i = 1, 2, . . . , p and large enough p,g1,i = g
∗
1,i i ∈ I+() ∪ I−()
|g1,i − g∗1,i| ≤  otherwise
Therefore, |η(yi;Fy, Fλ) − [Proxλ(y(p))]i| ≤ |g1,i − g∗1,i| ≤ , ∀i = 1, 2, . . . , p. With  taken arbitrarily closed to
0, this implies that 1p‖η(y(p);Fy, Fλ)− Proxλ(y(p))‖2 → 0 as p→∞, which proves the results.
Now we are ready to prove the asymptotic separability for RCS in (22) with general limiting distribution Fy and
Fλ.
Lemma 18:
{
y(p)
}
p∈Nand
{
λ(p)
}
p∈N
are RCS as in (22) with limiting CDF Fy and Fλ. Then asymptotic
separability holds.
Proof: The case where G0(y;Fy, Fλ) is non-decreasing has been proved in Lemma 11. In the other cases,
G0(y;Fy, Fλ) in Algorithm 1 must contain at least one MDI and {g0,i}1≤i≤p as defined in Algorithm 2 must contain
a MDS for large enough p. Our general proof strategy is to show that ∃
{
λ˜
(p)
}
p∈N
s.t.
‖Prox
λ(p)
(y(p))−Prox
λ˜(p)
(y(p))‖2
p →
0, where
{
λ˜
(p)
}
p∈N
is a regular converging sequence with non-decreasing G0(y;Fy, Fλ˜), which is equal to
G(y;Fy, Fλ) (output of WHILE LOOP in Algorithm 1 implemented for
{
y(p)
}
p∈Nand
{
λ(p)
}
p∈N
).
Let IT =
{
i
∣∣∣|y|(i) ∈ IT}, where IT is defined in (20). Define {gs1,i}i∈IT as the output of Algorithm 2
implemented on the sub-sequence
{|y|(i)}i∈IT and {λi}i∈IT and ĝ1,i as
ĝ1,i =
g
s
1,i i ∈ IT
g0,i i /∈ IT
We construct a new regularization sequence as follows:
λ̂1,i = |y|(i) − ĝ1,i
When i < i∗ or i > j∗, ĝ1,i = g0,i and thus λi = λ̂i, since λi = |y|(i) − g0,i. From Lemma 4 that g0,i∗ ≥
aver(i∗, j∗) = ĝ1,i∗ and g0,j∗ ≤ aver(i∗, j∗) = ĝ1,j∗ , so λi∗ ≤ λ̂1,i∗ , λj∗ ≥ λ̂1,j∗ . Besides, since λ̂1,i∗−1 =
λi∗−1 ≤ λi∗ and λ̂1,j∗+1 = λj∗+1 ≥ λj∗ , we have λ̂1,i∗−1 ≤ λ̂1,i∗ and λ̂1,j∗+1 ≥ λ̂1,j∗ , which means
{
λ̂1,i
}
1≤i≤p
is a non-decreasing sequence. On the other hand, since g0,i∗ ≥ ĝ1,i∗ , we get λi∗ ≤ λ̂1,i∗ and given that
{
λ̂1,i
}
1≤i≤p
is non-decreasing and λi ≥ 0, we know λ̂1,i ≥ 0, ∀i. Therefore,
{
λ̂1,i
}
1≤i≤p
is a valid regularization sequence.
Moreover, it is not difficult to show if we replace
{
λ(p)
}
p∈N
by
{
λˆ
(p)
1
}
p∈N
, the solution will remain unaltered:
Prox
λˆ
(p)
1
(y(p)) = Proxλ(p)(y
(p)),
Then consider another regularization sequence:
λ˜1,i =
|y|(i) −G1(|y|(i);Fy, Fλ) i ∈ ITλi i /∈ IT
We can see that
{
λ˜
(p)
1
}
p∈N
is also a RCS and the corresponding G0(y;Fy, Fλ˜1) is exactly G1(y;Fy, Fλ). Note that
G0(y;Fy, Fλ) contains at most one MDI within IT , so it naturally falls within the settings of Lemma 17. Based
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on the proof of Lemma 17, we can get 1p
∑p
i=1
[
G1(|y|(i);Fy, Fλ)− ĝ1,i
]2 → 0, so 1p‖λˆ(p)1 − λ˜(p)1 ‖2 → 0. From
Lemma 19, we have 1p‖Proxλˆ(p)1 (y
(p))− Prox
λ˜
(p)
1
(y(p))‖2 → 0.
Up to now, we have found a RCS
{
λ˜
(p)
1
}
p∈N
satisfying 1p‖Proxλ(p)(y(p))− Proxλ˜(p)1 (y
(p))‖2 → 0. Besides, the
number of MDIs in G0(y;Fy, Fλ˜1) is smaller than G0(y;Fy, Fλ) by 1, since G0(y;Fy, Fλ˜1) is exactly G1(y;Fy, Fλ).
If G0(y;Fy, Fλ˜1) still contains an MDI, we can repeat the above two steps by constructing another λ˜
(p)
2 s.t.
1
p‖Proxλ˜(p)1 (y
(p))−Prox
λ˜
(p)
2
(y(p))‖2 → 0 and G0(y;Fy, Fλ˜2) = G1(y;Fy, Fλ˜1). Since 1p‖Proxλ(p)(y(p))−Proxλ˜(p)1 (y
(p))‖2 →
0 and G1(y;Fy, Fλ˜1) = G2(y;Fy, Fλ), we get
1
p‖Proxλ(p)(y(p)) − Proxλ˜(p)2 (y
(p))‖2 → 0 and G0(y;Fy, Fλ˜2) =
G2(y;Fy, Fλ). If total number of MDI in G0(y;Fy, Fλ) is T < ∞, continuing this process, we can find a{
λ˜
(p)
T
}
p∈N
, which is a regular converging sequence such that G0(y;Fy, Fλ˜T ) is non-decreasing and
1
p‖Proxλ(p)(y(p))−
Prox
λ˜
(p)
T
(y(p))‖2 → 0. Using Lemma 11, we also have
[Prox
λ˜
(p)
T
(y(p))]i = sign(yi)G0(yi;Fy, Fλ˜T )
= sign(yi)GT (yi;Fy, Fλ)
= η(yi;Fy, Fλ)
so we obtain 1p‖Proxλ(p)(y(p))− η(y(p);Fy, Fλ)‖2 → 0.
3) Replacement by General Converging Sequences: Now we generalize the results in Sec. B2 to general con-
verging sequences. The bridge between the regular and general converging sequences is the following three lemmas.
The first lemma shows the sensitivity of Proxλ(y) to the perturbation of λ and y.
Lemma 19: Let y1,y2, λ1, λ2 ∈ Rp and without loss of generality assume {λ1,i}1≤i≤p and {λ2,i}1≤i≤p are
both non-decreasing sequences. It holds that:
‖Proxλ1(y1)− Proxλ2(y2)‖2 ≤ 2 (‖λ1 − λ2‖2 + ‖y1 − y2‖2)
Proof: Let f1(x) = 12‖y1 − x‖22 +
∑p
i=1 λ1,i|x|(i) and f2(x) = 12‖y2 − x‖22 +
∑p
i=1 λ2,i|x|(i). Denote
corresponding optimal solutions as: x∗1 and x
∗
2 and we know x
∗
1 = Proxλ1(y1) and x
∗
2 = Proxλ2(y2). From
optimality of x∗1 and x
∗
2, we have:
f1(x
∗
2)− f1(x∗1) = f2(x∗2)− f2(x∗1) +
p∑
i=1
(λ1,i − λ2,i)
(|x∗2|(i) − |x∗1|(i))
+
p∑
i=1
(y2,i − y1,i)
(
x∗2,i − x∗1,i
)
≤ ‖λ1 − λ2‖
(
‖x∗1‖2 + ‖x∗2‖2 − 2
p∑
i=1
|x∗1|(i)|x∗2|(i)
)1/2
+ ‖y1 − y2‖‖x∗1 − x∗2‖
≤ (‖λ1 − λ2‖+ ‖y1 − y2‖) ‖x∗1 − x∗2‖ (33)
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On the other hand, since f1(x) is strongly convex, at the optimal solution x∗1, we have:
f1(x
∗
2)− f1(x∗1) ≥ ∇ᵀf1(x∗1)(x∗2 − x∗1) +
1
2
‖x∗2 − x∗1‖2
=
1
2
‖x∗2 − x∗1‖2 (34)
Combining (33) and (34) together, we have:
‖x∗1 − x∗2‖ ≤ 2 (‖λ1 − λ2‖+ ‖y1 − y2‖)
The second lemma shows the convergence of empirical quantile function to the theoretical one in L2 sense:
Lemma 20: Let
{
x(p)
}
p∈N be a converging sequence satisfying (A.1)-(A.4) with limiting CDF F (x). Let
F−1(z) = inf {x : F (x) ≥ z} be the corresponding quantile function. When p→∞, the following holds:
1
p
p∑
i=1
[
x(i) − F−1( i
p+ 1
)
]2
→ 0 (35)
Proof: We can write x(i) = F̂
−1
p+1(
i
p+1 ), where F̂
−1
p (z) is the quantile function of empirical measure: µp(x) =
1
p
∑p
i=1 δ(x−xi). Choose ε > 0 such that F−1(z) is continuous at z = ε, 1−ε and let Aε = maxz∈(ε,1−ε) |F−1(z)|
and I(p),ε
def
=
{
i
∣∣∣ ip+1 ∈ (ε, 1− ε), |x(i)| ≤ Aε}. The summation in (35) can be partitioned into two parts: (a)
1
p
∑
i∈I(p),ε
[
x(i) − F−1( ip+1 )
]2
, (b) 1p
∑
i∈IC
(p),ε
[
x(i) − F−1( ip+1 )
]2
. We next analyze these two parts separately.
To control part (a), we follows the method for proving Glivenko-Cantelli theorem [12]. Let us start by constructing
a sequence of points {zk}1≤k≤K in the following way:
(1) Find ε = w1 < w2 < · · · < w` = 1− ε satisfying F−1(wj+1)− F−1(w+j ) ≤ ε. This can be done by setting
wj = inf
{
w
∣∣∣F−1(wj+1)− F−1(w) ≤ ε}, j = 1, 2, . . . , `−1. In this way, we also have F−1(wj+1)−F−1(wj) ≥ ε
otherwise, by left-continuity of F−1(·), ∃w′j < wj , F−1(wj+1)−F−1(w′j) ≤ ε which contradicts the definition of
wj . Therefore, we have ` ≤ 2Aεε + 1.
(2) For any discontinuous point of wk, find two continuous points wk,L and wk,R, s.t. wk ∈ (wk,L, wk,R) and
wk,R −wk,L < ε1/2. Since F−1(·) has countably many discontinuous points, wk,L, wk,R always exist and ε1 can
be made arbitrarily small.
(3) Add all wk,L, wk,R to {wk}1≤k≤l to get {zi}1≤i≤K and we know K ≤ 3
(
2Aε
ε + 1
)
.
Intervals (zk−1, zk) formed by {zi}1≤i≤K can be categorized into two types: (1) one of zk−1, zk is discontinuous,
(2) zk−1 and zk are both continuous points of F−1(·). Let us use C(p),ε,ε1 to denote the set of all i ∈ I(p),ε s.t.
i
p+1 falls within the intervals of type (1). The cardinality of C(p),ε,ε1 satisfies: |C(p),ε,ε1 | ≤
(
2Aε
ε + 1
)
ε1p. For any
i ∈ C(p),ε,ε1with wk < ip+1 ≤ wk+1, we have
F̂−1p+1(w
+
k ) ≤ F̂−1p+1(
i
p+ 1
) ≤ F̂−1p+1(wk+1)
and
F−1(w+k ) ≤ F−1(
i
p+ 1
) ≤ F−1(wk+1)
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which gives us
F−1(wk)− F−1(wk+1)− δk ≤ F̂−1p+1(
i
p+ 1
)− F−1( i
p+ 1
) ≤ F−1(wk+1)− F−1(wk) + δk+1,
where δk = |F̂−1p+1(wk)−F−1(wk)| and we have use the continuity of F−1(·) at wk and wk+1. Using the fact that
F̂−1p (·) converges at its continuous points [12], we have δk, δk+1 → 0 as p→∞. Also by construction, we have
|F−1(wk+1)− F−1(wk)| ≤ ε. Then we have:
1
p
∑
i∈I(p),ε
[
x(i) − F−1( i
p+ 1
)
]2
=
1
p
∑
i∈C(p),ε,ε1
[
x(i) − F−1( i
p+ 1
)
]2
+
1
p
∑
i∈I(p),ε\C(p),ε,ε1
[
x(i) − F−1( i
p+ 1
)
]2
≤
(
2Aε
ε
+ 1
)
ε1A
2
ε +
2K
p
(ε2 + max
{
δ2k
}
k∈C(p),ε,ε1
)
Hence for any ε > 0, we can find small enough ε1 and large enough p such that 1p
∑
i∈I(p),ε
[
x(i) − F−1( ip+1 )
]2
≤
ε2.
Next we analyze part (b). Since 1p
∑p
i=1 x
2
i → EX2 and 1p
∑
i∈I(p),ε x
2
i ≤ 1p
∑p
i=1 x
2
i , by dominated convergence
theorem, we have limε→0 limp→∞ 1p
∑
i∈IC
(p),ε
x2i = 0. Similarly, limε→0 limp→∞
1
p
∑
i∈IC
(p),ε
[
F−1( ip+1 )
]2
= 0.
Therefore, limε→0 limp→∞ 1p
∑
i∈IC
(p),ε
[
x(i) − F−1( ip+1 )
]2
= 0. Combined with the analysis of part (a), we
conclude that 1p
∑p
i=1
[
x(i) − F−1( ip+1 )
]2
→ 0.
The third lemma shows any η(y;Fy, Fλ) obtained from Algorithm 1 is non-decreasing and Lipschitz continuous
with constant 1.
Lemma 21: For any Fy and Fλ, η(y;Fy, Fλ) obtained from Algorithm 1 satisfies: 0 ≤ η(y2;Fy, Fλ)−η(y1;Fy, Fλ) ≤
y2 − y1, ∀y1 ≤ y2.
Proof: Based on Proposition 5 and the fact that η(y;Fy, Fλ) = sign(y) max {0, Gt(|y|;Fy, Fλ)}, we know that
η(y;Fy, Fλ) is also non-decreasing. Also using the identity: |max {0, x1} −max {0, x2}| ≤ |x1−x2|, we can get
η(y2;Fy, Fλ)− η(y1;Fy, Fλ) ≤ y2 − y1.
We are now ready to prove Proposition 1.
4) Proof of Proposition 1: Let us denote the converging sequence in (22) as
{
y
(p)
r
}
p∈N
and
{
λ(p)r
}
p∈N
. For any
converging sequence
{
y(p)
}
p∈Nand
{
λ(p)
}
p∈N
, from Lemma 20, we know 1p‖y(p)r − y(p)‖2, 1p‖λ(p)r −λ(p)‖2 →
0, as p → ∞. Using Lemma 19, we have 1p‖Proxλ(p)(y(p)) − Proxλ(p)r (y
(p)
r )‖2 → 0. Besides, from Lemma
18, 1p‖Proxλ(p)r (y
(p)
r ) − η(y(p)r ;Fy, Fλ)‖2 → 0 and from Lemma 21, 1p‖η(y(p)r ;Fy, Fλ) − η(y(p);Fy, Fλ)‖2 ≤
1
p‖y(p)r − y(p)‖2 → 0. Combining the above convergence results together, we obtain that: 1p‖Proxλ(p)(y(p)) −
η(y(p);Fy, Fλ)‖2 → 0.
C. Proof of Asymptotic Characterization
1) Convergence in Wasserstein Distance: Theorem 1 essentially shows that the empirical measure µp(β̂,β)
converges to the joint distribution
µ∗ def= (η(B + σ∗Z;Fy, Fτ∗λ), B) , (36)
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where (σ∗, τ∗) is the unique solution of (6) and (7) and B ∼ N (0, 1). This convergence is quantified by Wasserstein
distance. For two probability measures µ and ν with bounded second moment, we define Wasserstein distance as:
W2(µ, ν) =
(
inf
γ∈C(µ,ν)
∫
‖x− y‖22dγ(x, y)
)1/2
where C(µ, ν) denotes the set of all couplings of µ and ν. For any pseudo-Lipschitz function ψ : R2 → R
and empirical measures {µp}p∈N on R2: it holds that limp→∞
∫
ψ(x)dµp(x) =
∫
ψ(x)dµ∗(x) if and only if
W2(µp, µ
∗)→ 0 [13]. Therefore, (5) in Theorem 1 is equivalent to saying W2(µp(β̂,β), µ∗)→ 0.
In Proposition (6) below, we first show that W2(µp(β̂,β), µp(β(p)∗ ,β))
P→ 0, where
β∗,i
def
= η(βi + σ
∗Zi;Fy, Fτ∗λ). (37)
Here η(y;Fy, Fλ) is the limiting scalar function defined in Proposition 1, (σ∗, τ∗) is the solution of (6) and (7),
Zi
i.i.d.∼ N (0, 1) , Y ∼ B+σZ with B ∼ Fβ and λ ∼ Fλ. Then combining it with standard results of concentration
of empirical measure, we can prove Theorem 1.
Proposition 6: ∀ ∈ (0, 1/2),
P
(
W2(µp(β̂,β), µp(β∗,β))
2 ≥ 
)
≤ δ(p)
where δ(p) → 0 as p→∞ and β∗ is defined in (37).
In the following sections, we will present the proof of Proposition 6. It follows the proof in [10], [11], [14].
2) Convex Gaussian Min-max Theorem: The proof of Proposition 6 hinges on the Convex Gaussian Min-max
Theorem (CGMT). For completeness, we summarize the main idea here. In [11], using CGMT framework, the
asymptotic MSE is derived for the regularized M-estimator:
βˆ = argmin
x
L(y −Ax) + f(x) (38)
where L(·) is the loss function and f(·) is the regularizer. Here in SLOPE case, L(x) = 12‖x‖2 and f(x) = Jλ(x).
The CGMT studies a min-max primary optimization (PO) problem of the following form:
Φ(G) = min
v∈Sv
max
u∈Su
uᵀGv + ψ(v,u), (39)
where Sv ⊂ Rp, Su ⊂ Rn are two compact sets, ψ : Sv × Su 7→ R is a continuous convex-concave function
w.r.t. (v,u) and G i.i.d.∼ N (0, 1). Problem (39) can be associated with the following auxiliary optimization (AO)
problem, which is usually easier to analyze:
φ(g,h) = min
v∈Sv
max
u∈Su
‖v‖2gᵀu+ ‖u‖2hᵀv + ψ(v,u), (40)
where g ∼ N (0, In) and h ∼ N (0, Ip).
Following CGMT framework, we first write (2) in the form of (39). Let v = x − β in (38), we can rewrite
optimization problem in (2) as:
v̂ = argmin
v∈Rp
Cλ(v) (41)
where
Cλ(v)
def
=
1
2
‖Av −w‖2 + Jλ(v + β). (42)
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and we have v̂ = β̂ − β, which is the error vector. In (41), the feasibility set of v is unbounded, while in (39)
and (40), it is bounded. To facilitate analysis later, we will first enforce an artificial boundness on v as in [11].
Specifically, we will consider a bounded version of (41) as follows:
v̂B = argmax
v∈Sv(K)
Cλ(v), (43)
where
Sv(K) def=
{
v
∣∣∣‖v‖2/√n ≤ K}
with K > 0 a sufficiently large constant. It can be proved by the convexity of (42) that if ‖v̂B‖/√n P→ α∗ < K, we
have ‖v̂‖/√n P→ α∗ < K. Therefore, by choosing a large enough K, we can work with the constrained problem
(43) to derive the asymptotic results.
After introducing an auxiliary variable u and normalizing the cost function by 1/n, problem (43) becomes:
min
v∈Sv(K)
max
u
1
n
[
uᵀ√
n
(√
nA
)
v − uᵀw − ‖u‖
2
2
+ Jλ(v + β)
]
, (44)
which satisfies the form of (39). The corresponding AO is:
min
v∈Sv(K)
max
u
1
n
[
−‖u‖√
n
hᵀv − ‖v‖√
n
gᵀu− uᵀw − ‖u‖
2
2
+ Jλ(v + β)
]
, (45)
where g ∼ N (0, In) and h ∼ N (0, Ip). Taking θ def= ‖u‖√n , (45) is equivalent to:
min
v∈Sv(K)
max
θ≥0
l(v, θ),
where
l(v, θ)
def
= θ
(∥∥∥∥‖v‖n g + w√n
∥∥∥∥− hᵀvn
)
− 1
2
θ2 +
Jλ(v + β)
n
= θ
(√
‖v‖2
n
‖g‖2
n
+
‖w‖2
n
+ 2
‖v‖√
n
gᵀw
n
− h
ᵀv
n
)
− 1
2
θ2 +
Jλ(v + β)
n
and after optimizing over θ, we get the optimization problem:
min
v∈Sv(K)
L(v),
where
L(v)
def
=
1
2
(√
‖v‖2
n
‖g‖2
n
+
‖w‖2
n
+ 2
‖v‖√
n
gᵀw
n
− h
ᵀv
n
)2
+
+
Jλ(v + β)
n
. (46)
The following result is from [10], [14]:
Proposition 7: Let D ⊆ Sv(K) be a convex closed set, then ∀t ∈ R, we have:
P(min
v∈D
Cλ(v) ≤ t) ≤ 2P(min
v∈D
L(v) ≤ t) (47)
and
P(min
v∈D
Cλ(v) ≥ t) ≤ 2P(min
v∈D
L(v) ≥ t). (48)
In [10], [14], the authors consider Gaussian noise w ∼ N (0, In) and L(v) can be written equivalently as a convex
function. Here, L(v) in (46) is not a convex function and the previous results can not directly apply. Note that the
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non-convexity of (46) stems from the term ‖v‖√
n
gᵀw
n . For large enough n,
gᵀw
n ≈ 0, i.e., the non-convex term is
asymptotically negligible. In addition, ‖g‖
2
n ≈ 1 and ‖w‖
2
n ≈ σ2w, when n, p → ∞. Therefore, we can study the
following function:
L˜(v)
def
=
1
2
(√
‖v‖2
n
+ σ2w −
hᵀv
n
)2
+
+
Jλ(v + β)
n
, (49)
The next Lemma shows that for large enough p, L(v) and L˜(v) are closed to each other for v ∈ Sv(K).
Lemma 22: ∀ ∈ (0, 1/2), we have
sup
v∈Sv(K)
|L(v)− L˜(v)| < c
with probability 1− δ(p), where δ(p) → 0 as p→∞ and c > 0 is a constant that does not depend on p.
Proof: Define g(∆x;x, y) def= (
√
x+ ∆x−y)2+−(
√
x−y)2+. It is not hard to show |g(∆x;x, y)| ≤ ∆x
(
1 + |y|√
x
)
.
Then letting x = ‖v‖
2
n +σ
2
w, ∆x =
‖v‖2
n
(
‖g‖2
n − 1
)
+
(
‖w‖2
n − σ2w
)
+ 2‖v‖√
n
gᵀw
n and y =
hᵀv
n in g(∆x;x, y), we
get
|L(v)− L˜(v)| ≤ ∆x
(
1 +
∣∣∣∣hᵀvn
∣∣∣∣ /
√
‖v‖2
n
‖g‖2
n
+
‖w‖2
n
)
. (50)
∀ ∈ (0, 1/2), under the event:{‖g‖2
n
,
δ‖h‖2
n
,
‖w‖2
σ2wn
∈ (1− ε, 1 + ε)
}⋂{∣∣∣∣gᵀwn
∣∣∣∣ < } , (51)
we can see from (50) that ∃c > 0 s.t.
sup
v∈Sv(K)
|L(v)− L˜(v)| < c.
Since g ∼ N (0, Ip), h ∼ N (0, In) and
{
w(p)
}
is a converging sequence, (51) occurs with probability 1 − δ(p)
and δ(p) → 0 as p→∞.
As a result of Lemma 22, |minv∈Sv(K) L(v)−minv∈Sv(K) L˜(v)| <  with probability approaching 1. Combining
this with Proposition 7, we obtain the following:
Proposition 8: Let D ⊆ Sv(K) be a convex closed set, then ∀t ∈ R and  ∈ (0, 1/2), we have:
P(min
v∈D
Cλ(v) ≤ t) ≤ cP(min
v∈D
L˜(v) ≤ t+ c) + δ(p)
and
P(min
v∈D
Cλ(v) ≥ t) ≥ cP(min
v∈D
L˜(v) ≥ t− c) + δ(p)
where δ(p) → 0 as p→∞ and c > 0 does not depend on p.
For any finite p, define v∗ ∈ Rp:
v∗,i = β∗,i − βi, (52)
where β∗,i is defined in (37) and h is the same Gaussian vector in (49). The next result is the counterpart of
Theorem B.1 in [14]. It shows that
v̂L˜
def
= argmin
v∈Sv(K)
L˜(v),
i.e., the minimizer of L˜(v) over Sv(K) converges to v∗ with high probability in L2 sense.
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Proposition 9: ∀K > 0 and  ∈ (0, 1/2), we have for v∗ defined in (52),
P
(
∃v ∈ Sv(K) s.t. 1
p
‖v − v∗‖2 >  and L˜(v) ≤ min
v∈Sv(K)
L˜(v) + c
)
≤ δ(p)
where δ(p) → 0 as p→∞ and c > 0 does not depend on p.
Proposition 9 can be proved in the same way as Theorem B.1 of [14]. There are two key steps: (1) show that L˜(v)
is strongly convex in a neighborhood of v∗, (2) show L˜(v∗) ≈ minv∈Sv(K) L˜(v). Besides, both events happen
with high probability as p→∞. These are summarized in Lemma 23 and 24 as below.
Lemma 23: ∃r, γ > 0 s.t. L˜(v) is γn -strongly convex on
{
v ∈ Rp
∣∣∣‖v − v∗‖ ≤ √nr} with probability greater
than 1− δ(p), where δ(p) → 0 as p→∞.
Proof: The proof follows the same steps in [14] and we omit the details here.
Lemma 24: ∀K > 0,  ∈ (0, 1/2) and v∗ defined in (52), we have:
P
(
L˜(v∗) ≤ min
v∈Sv(K)
L˜(v) + c
)
≥ 1− δ(p)
where δ(p) → 0 as p→∞ and c > 0 does not depend on p.
Proof: The proof follows that of Proposition B.2 in [14]. Define
l˜(v, θ) = θ
(√
‖v‖2
n
+ σ2w −
hᵀv
n
)
− θ
2
2
+
Jλ(v + β)
n
and we have
L˜(v) = max
θ≥0
l˜(v, θ). (53)
For v ∈ Sv(K), l˜(v, θ) can be written as:
l˜(v, θ) = θ
(
min
σ∈[σw,
√
σ2w+K
2]
{
σ
2
+
‖v‖2
n + σ
2
w
2σ
}
− h
ᵀv
n
)
− θ
2
2
+
Jλ(v + β)
n
= min
σ∈[σw,
√
σ2w+K
2]
{
θ
2
(
σ2w
σ
+ σ
)
− θ
2
2
+
G(v, σ, θ;β,h)
n
}
where
G(v, σ, θ;β,h) =
θ‖v‖2
2σ
− θhᵀv + Jλ(v + β) (54)
Then ∀θ ≥ 0 we have:
min
v∈Sv(K)
l˜(v, θ) = min
σ∈[σw,
√
σ2w+K
2]
F (σ,h; θ) (55)
where F (σ,h; θ) is defined as:
F (σ,h; θ) =
θ
2
(
σ2w
σ
+ σ
)
− θ
2
2
+
1
n
min
v∈Sv(K)
G(v, σ, θ;β,h)
Similar to [14], it can be shown for fixed β and θ, F (σ,h; θ) converges to its mean:
EhF (σ,h; θ) =
θ
2
(
σ2w
σ
+ σ
)
− θ
2
2
+
1
n
E min
v∈Sv(K)
G(v, σ, θ;β,h)
uniformly over [σw,
√
σ2w +K
2] in probability, i.e.,
P
 sup
σ∈[σw,
√
σ2w+K
2]
|F (σ,h; θ)− EhF (σ,h; θ)| > c
 < δ(p), (56)
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where c > 0 and δ(p) → 0 as p→∞. Then we define
Ψ(p)(σ, θ) =
θ
2
(
σ2w
σ
+ σ
)
− θ
2
2
+
1
n
G(σ, θ;β,h)
and
Ψ(σ, θ) =
θ
2
(
σ2w
σ
+ σ
)
− θ
2
2
+G(σ, θ) (57)
where
G(σ, θ;β,h) = E min
v∈Rp
G(v, σ, θ;β,h)
= EeJλ(β + σh;
σ
θ
)− θσ
2
p
and
G(σ, θ) =
1
δ
[
lim
p→∞
1
p
EeJλ(β + σh;
σ
θ
)− θσ
2
]
.
with ef (x; τ) defined later in (68). Here, G(σ, θ) can be considered as the limit of G(σ, θ;β,h) when p → ∞.
The existence of limit limp→∞ 1pEeJλ(β + σh;
σ
θ ) will be verified later in Lemma 27. Also let
v̂Prox = argmin
v∈Rp
G(v, σ, θ;β,h)
= ProxσJλ
θ
(β + σh)− β (58)
where G(v, σ, θ;β,h) is defined in (54). Clearly, we have
EhF (σ,h; θ) ≥ Ψ(p)(σ, θ) (59)
From the uniform convergence of 1pEeJλ(β + σh;
σ
θ ) proved in Lemma 28 later, we have ∀ ∈ (0, 1/2):
P
 sup
σ∈[σw,
√
σ2w+K
2]
∣∣∣Ψ(σ, θ)−Ψ(p)(σ, θ)∣∣∣ > c
 < δ(p) (60)
From (56) and (60), we know ∀ ∈ (0, 1/2) and θ ≥ 0,
P
(∣∣∣∣∣ minσ∈[σw,√σ2w+K2]F (σ,h; θ)− minσ∈[σw,√σ2w+K2]EhF (σ,h; θ)
∣∣∣∣∣ > c
)
< δ(p) (61)
and
P
(∣∣∣∣∣ minσ∈[σw,√σ2w+K2] Ψ(p)(σ, θ)− minσ∈[σw,√σ2w+K2] Ψ(σ, θ)
∣∣∣∣∣ > c
)
< δ(p) (62)
Letting θ = θ∗ and combining (53)-(59), (61) and (62), we have ∀ ∈ (0, 1/2):
min
v∈Sv(K)
L˜(v) ≥ Ψ(σ∗, θ∗)− c (63)
with probability 1− cδ(p), where c > 0 is a constant that does not depend on p and (σ∗, θ∗) is the optimal solution
of minσ≥0 maxθ≥0 Ψ(σ, θ).
From Lemma 28 in the next section, we know Ψ(σ, θ) is continuously differentiable. Besides, it is not hard to
show Ψ(σ, θ) is convex-concave w.r.t. (σ, θ) based on Lemma 28. Moreover, we can also show that (σ∗, θ∗) is in the
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interior of its domain. To see this, we first show that ∀σ0 ≥ 0, θ∗(σ0) ∈ (0,∞), where θ∗(σ0) = argmax
θ≥0
Ψ(σ0, θ).
We can show
∂G(σ0, θ)
∂θ
= lim
n→∞
‖v̂Prox‖2
2nσ0
− h
ᵀv̂Prox
n
and from (58), we know limθ→0
∂G(σ0,θ)
∂θ =
Eβ2
2σ0δ
> 0, so limθ→0
∂Ψ(σ0,θ)
∂θ > 0, ∀σ0 ≥ 0. In the meantime, we have
limθ→+∞Ψ(σ0, θ) = −∞, so θ∗(σ0) ∈ (0,∞) given that G(σ0, θ) is concave w.r.t. θ. Similarly, we can show that
∀θ0 ≥ 0, σ∗(θ0) ∈ (0,∞).
Therefore, (σ∗, θ∗) can be obtained via the first-order optimality condition. Taking derivatives of Ψ(σ, θ), we can
get: 
∂Ψ
∂σ =
θ
2σ2
[
σ2 −
(
σ2w +
1
δ limp→∞
1
pE‖v̂Prox‖2
)]
∂Ψ
∂θ = σ − θ − 1δ limp→∞ 1pEhᵀv̂Prox
(64)
where v̂Prox is defined in (58). Setting ∂Ψ∂σ =
∂Ψ
∂θ = 0 and using Lemma 29, we can get:σ
2 = σ2w +
1
δE[η(B + σZ;Fy, Fσλ/θ)−B]2
1 = τ
(
1− 1δE[η′(B + σZ;Fy, Fσλ/θ)−B]2
) (65)
Letting τ def= σ/θ in (65), we recover equations (6) and (7).
On the other hand, similar to Proposition F.1 of [14], it can be shown that
P
(∣∣∣L˜(v∗)−Ψ(σ∗, θ∗)∣∣∣ > c) < δ(p) (66)
with δ(p) → 0 as p→∞. Then combining (63) and (66), we conclude that
min
v∈Sv(K)
L˜(v) ≥ L˜(v∗)− c
with probability 1− δ(p). Here c > 0 does not depend on p.
We now turn to the convergence of empirical measure in Wasserstein distance. Based on Proposition 9, we can
prove that the Wasserstein distance between µp(v∗,β) and µp(v̂L˜,β) converges to 0 in probability, which is the
following lemma:
Lemma 25: ∀K > 0 and  ∈ (0, 1/2), ∃c > 0 s.t.
P
(
min
v∈D
L˜(v) ≤ min
v∈Sv(K)
L˜(v) + c
)
≤ δ(p)
where D
def
=
{
v ∈ Sv(K)
∣∣∣W2(µp(v,β), µp(v∗,β))2 ≥ } and δ(p) → 0 as p→∞.
Proof: The proof follows Lemma C.1 in [14].
On the other hand, combining Proposition 8 and 9, we have:
Lemma 26: ∀K > 0,  ∈ (0, 1/2) and closed convex set D ⊆ Sv(K), we have:
P
(
min
v∈D
Cλ(v) ≤ min
v∈Sv(K)
Cλ(v) + 
)
≤ cP
(
min
v∈D
L˜(v) ≤ min
v∈Sv(K)
L˜(v) + c
)
+ δ(p)
where δ(p) → 0 as p→∞ and c > 0 does not depend on p.
Proof: The proof follows Proposition C.1 in [14].
Combining Lemma 25 and 26, we can prove the following result:
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Proposition 10: ∀K > 0 and  ∈ (0, 1/2), ∃c > 0 s.t.
P
(
min
v∈D
Cλ(v) ≤ min
v∈Sv(K)
Cλ(v) + c
)
≤ δ(p)
where D
def
=
{
v ∈ Sv(K)
∣∣∣W2(µp(v,β), µp(v∗,β))2 ≥ } and δ(p) → 0 as p→∞.
Now we are ready to prove Proposition 6 and Theorem 1.
3) Proof of Proposition 6: From Proposition 10, we conclude that P
(
W2(µp(v̂
B ,β), µp(v∗,β))2 ≥ c
)
≤ δ(p).
Let β̂
B def
= v̂B + β. Since β∗ = v∗ + β, we have
W2(µp(v̂
B ,β), µp(v∗,β)) = W2(µp(β̂
B
,β), µp(β∗,β))
Therefore, ∀ ∈ (0, 1/2),
P
(
W2(µp(β̂
B
,β), µp(β∗,β))
2 ≥ c
)
≤ δ(p) (67)
where δ(p) → 0 as p→∞.
Then we show for large enough K, ‖v̂
B‖√
p ,
‖β̂B‖√
p < K with probability approaching 1 as p→∞. To see this, let
D =
{
v ∈ Rp
∣∣∣‖v − v∗‖ > √p} in Lemma 26. From Proposition 9, we know ∀ > 0, ∃c > 0 s.t.
P
(
min
v∈D
L˜(v) ≤ min
v∈Sv(K)
L˜(v) + c
)
≤ δ(p).
Therefore, combining with Lemma 26, we know ‖v̂B − v∗‖ ≤ √p with probability approaching 1. Meanwhile,
it is not hard to show that ‖v∗‖√p → C, where C > 0 does not depend on K. Therefore, ‖v̂
B‖√
p < 2C and thus
‖β̂B‖√
p < 2(C +
√
Eβ2) with probability approaching 1.
Therefore, by choosing a large enough K > 0, we can ensure β̂
B
= β̂ with probability approaching 1. From
(67), we obtain that
P
(
W2(µp(β̂,β), µp(β∗,β))
2 ≥ c
)
≤ δ(p)
with δ(p) → 0 as p→∞, which indicates that W2(µp(β̂,β), µp(β∗,β)) P→ 0.
4) Proof of Theorem 1: As it is shown before, it is equivalent to prove W2(µp(β̂,β), µ∗) → 0, where µ∗ is
given in (36). We have shown W2(µp(β̂,β), µp(β∗,β))
P→ 0 in Proposition 6. Meanwhile, it is not hard to verify
that W2(µp(β∗,β), µ
∗) P→ 0 following the proof of Lemma 4 in [15]. Combining these two results, we prove (5)
given the fact that W2 is a metric.
Finally, we show that solution to (6) and (7) is unique. From the proof of Lemma 24, equations (6), (7) correspond
to the first order optimality condition of minσ≥0 maxθ≥0 Ψ(σ, θ) and statonary point (σ∗, θ∗) always exists. To
prove the uniqueness, it suffices to show (1) ∀σ0 ≥ 0, Ψ(σ0, θ) is strictly concave w.r.t. θ, (2) Ψ(σ, θ∗(σ)) is strictly
convex w.r.t. σ. Both can be directly verified from the form of Ψ(σ, θ) given in (57).
D. Moreau Envelope of Jλ
Definition 6: Let f(x): Rp → R be a proper closed convex function. For τ > 0, the Moreau envelope of f(x)
is defined as:
ef (x; τ)
def
= min
v
1
2τ
‖x− v‖2 + f(v) (68)
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and the corresponding optimal solution is exactly proximal operator of f .
We first study the convergence of eJλ(x; τ) as p→∞.
Lemma 27: Let h ∼ N (0, Ip) and {β}p∈N, {λ}p∈N are converging sequences. Then for all c ∈ R and τ > 0,
we have:
1
p
{eJλ(ch+ β; τ)− Jλ(β)} P→ F (c, τ), (69)
where Jλ(x) =
∑p
i=1 λi|x|(i). Besides,
F (c, τ) = lim
p→∞Fp(c, τ) (70)
where
Fp(c, τ) =
1
p
E {eJλ(ch+ β; τ)− Jλ(β)} . (71)
Proof: We first prove the convergence of 1p {eJλ(ch+ β; τ)− Jλ(β)} in probability. Writing out eJλ(x; τ),
we have:
eJλ(x; τ) =
1
2τ
‖x− Proxτλ(x)‖2 + Jλ(Proxτλ(x)). (72)
For x = ch + β, we need to show eJλ (x;τ)p converges in probability. This can be done in two steps: (I) replace
Proxτλ(x) in (72) by η(x)
def
= η(x;Fy, Fτλ) where η is obtained in Proposition 1. Clearly, η(x) is a converging
sequence almost surely. Then prove
eˆJλ(x; τ)
def
=
1
2τ
‖x− η(x)‖2 + Jλ(η(x)), (73)
converges in probability, (II) show that eJλ (x;τ)−eˆJλ (x;τ)p
P→ 0.
To prove the first step, note that the first summand 12τ
∑p
i=1(xi − η(xi;Fx, Fτλ))2 in (73) is the empirical
average of a converging sequence with each xi independent and it is not hard to show
‖x−η(x;Fx,Fτλ)‖2
2τp converges
in probability by weak law of large number (WLLN); for the second summand: Jλ(η(x)) =
∑p
i=1 λi|η(x)|(i),
since each λi|η|(i) is not independent, we can not directly prove the convergence in probability. Instead, we replace
{λ}p∈N and {η(x)}p∈N by the corresponding regular converging sequence {λr}p∈N and {ηr(x)}p∈N. It is not hard
to show that ‖λ−λr‖
2
p ,
‖η(x)−ηr(x)‖2
p
P→ 0 and Jλr (ηr(x))p converges in probability. Therefore, we have:
|Jλ(η(x))− Jλr (ηr(x))|
p
≤ τ
∑p
i=1 λi
∣∣|η(x)|(i) − |ηr(x)|(i)∣∣
p
+
τ
∑p
i=1 |λi − λr,i| |ηr(x)|(i)
p
≤
√∑p
i=1 λ
2
i
p
√
‖η(x)− ηr(x)‖2
p
+
√∑p
i=1 η
2
r,i(x)
p
√
‖λ− λr‖2
p
,
which indicates that |Jλ(η(x))−Jλr (ηr(x))|p converges to 0 in probability. Combined with the convergence of
Jλr (ηr(x))
p
, we conclude Jλ(η(x))p also converges.
Up to now, we have proved eˆJλ (x;τ)p converges in probability, to prove step (II), we use
‖Proxτλ(x)−η(x;Fx,Fτλ)‖2
p →
0 proved in Proposition 1 and proceed in the similar way we proved the convergence of Jλ(η(x))p in step (1) to get
DRAFT
34
eJλ (x;τ)−eˆJλ (x;τ)
p
P→ 0. Combining both steps, we obtain that eJλ (x;τ)p converges in probability. Similarly, we can
show Jλ(β)p converges in probability, so we conclude
1
p {eJλ(ch+ β; τ)− Jλ(β)} converges in probability.
To prove (70), we observe that:
|eJλ(ch+ β; τ)|
p
=
minv
1
2τ ‖ch+ β − v‖2 + Jλ(v)
p
≤ c
2‖h‖2 + 2τ (‖λ‖2 + ‖β‖2)
2τp
(74)
By WLLN, we have
c2‖h‖2 + 2τ (‖λ‖2 + ‖β‖2)
2τp
P→ Ec
2h2 + 2τ(λ2 + β2)
2τ
= lim
p→∞E
c2‖h‖2 + 2τ (‖λ‖2 + ‖β‖2)
2τp
so by generalized dominated convergence theorem (GDCT), we have:
E lim
p→∞
eJλ(ch+ β; τ)
p
= lim
p→∞E
eJλ(ch+ β; τ)
p
(75)
and thus
eJλ(ch+ β; τ)
p
P→ lim
p→∞E
eJλ(ch+ β; τ)
p
. (76)
On the other hand, we can show Jλ(β)p
P→ limp→∞ EJλ(β)p . Together with (76), we obtain (69).
The function F (c, τ) defined in (70) plays a crucial role in deriving asymptotic characterization. To get (6) and (7),
we need some additional analytical properties of F (c, τ), which will be proved in the next lemma.
Lemma 28: F (c, τ) defined in (70) is jointly convex w.r.t. (c, τ) and continuously differentiable, with partial
derivatives:
∂F (c, τ)
∂c
= lim
p→∞
1
p
E
∂eJλ
∂c
(ch+ β; τ) (77)
∂F (c, τ)
∂τ
= lim
p→∞
1
p
E
∂eJλ
∂τ
(ch+ β; τ) (78)
where h ∼ N (0, Ip) and β, λ are converging sequences.
Proof: We first show the convexity of F (c, τ) defined in (70). It can be shown that ∀x ∈ Rp, eJλ(x; τ) is
jointly convex in (x, τ) [16]. Therefore, Fp(c, τ) in (71) is jointly convex in (c, τ) and so is F (c, τ).
We then show Fp(c, τ) is continuously differentiable. First, it can be shown [16] that eJλ(ch+β; τ) is continuously
differentialble w.r.t. (c, τ) for any h and β with derivatives as follows:
∂eJλ
∂c
(ch+ β; τ) =
[ch+ β − Proxτλ(ch+ β)]ᵀ h
τ
(79)
∂eJλ
∂τ
(ch+ β; τ) = −‖ch+ β − Proxτλ(ch+ β)‖
2
2τ2
. (80)
From Algorithm 2, it is not hard to show that Proxλ(y) satisfies
‖Proxλ(y1)− Proxλ(y2)‖ ≤ ‖y1 − y2‖, (81)
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so ‖Proxτλ(ch+ β)‖2 ≤ ‖ch+ β‖2. Combining it with (79) and (80) and using Cauchy-Schwartz inequality, we
have: ∣∣∣∣∂eJλ∂c (ch+ β; τ)
∣∣∣∣ ≤ g1(h,β; c, τ)∣∣∣∣∂eJλ∂τ (ch+ β; τ)
∣∣∣∣ ≤ g2(h,β; c, τ)
where
g1(h,β; c, τ) =
(|c|‖h‖+ ‖β‖)2 + ‖h‖2
τ
g2(h,β; c, τ) =
2(|c|‖h‖+ ‖β‖)2
τ2
Clearly, for any c ∈ R and τ > 0, Eg1(h,β; c, τ) < ∞ and Eg2(h,β; c, τ) < ∞. When (c, τ) belongs to any
compact subset S ⊂ R× R+, g1(h,β; c, τ) ≤ g1,C(h,β) and g2(h,β; c, τ) ≤ g2,C(h,β), where
g1,C(h,β) =
(|cmax|‖h‖+ ‖β‖)2 + ‖h‖2
τmin
g2,C(h,β) =
2(|cmax|‖h‖+ ‖β‖)2
τ2min
with cmax = maxc∈S c and τmin = minτ∈S τ . Obviously, Eg1,C(h,β), Eg2,C(h,β) <∞. Therefore, by dominated
convergence theorem (DCT), we have:
∂Fp(c, τ)
∂c
=
1
p
E
∂eJλ
∂c
(ch+ β; τ) (82)
∂Fp(c, τ)
∂τ
=
1
p
E
∂eJλ
∂τ
(ch+ β; τ). (83)
and they are all continuous for any finite p.
Next we show Fp(c, τ) in (71) converges uniformly to F (c, τ) in any compact set S ⊂ R×R+. First, we already
know that Fp(c, τ) is jointly convex. In addition, ∀p, Fp(c, τ) and F (c, τ) are bounded on S ⊂ R×R+. Therefore,
by Theorem 10.8 in [17], Fp(c, τ) converges uniformly to F (c, τ) in any compact S ⊂ R× R+.
Finally, we show if (c, τ) belongs to any compact set S1 × S2 ⊂ R × R+, then (a)
{
∂Fp(c,τ)
∂c
}
p≥1
converges
uniformly on S1 for any given τ ∈ S2 , (b)
{
∂Fp(c,τ)
∂τ
}
p≥1
converges uniformly on S2 for any given c ∈ S1.
First, similar to the proof of Lemma 27, we can show
{
∂Fp(c,τ)
∂c
}
p≥1
and
{
∂Fp(c,τ)
∂τ
}
p≥1
converge pointwise over
S1 × S2. To prove (a), we first show for any given τ ∈ S2,
{
∂Fp(c,τ)
∂c
}
p≥1
is equi-Lipschiz over S1, i.e., ∃γ > 0,
s.t.
∣∣∣∂Fp(c1,τ)∂c − ∂Fp(c2,τ)∂c ∣∣∣ < γ |c1 − c2|, ∀c1, c2 ∈ S1, ∀p ≥ 1. Combining (79) and (82), we have:∣∣∣∣∂Fp(c1, τ)∂c − ∂Fp(c2, τ)∂c
∣∣∣∣ = E |(Proxτλ(c1h+ β)− Proxτλ(c2h+ β))ᵀ h|pτ
≤ E‖h‖
2
pτ
|c1 − c2| (84)
=
|c1 − c2|
τ
where to get (84) we have used Cauchy-Schwartz inequality and the fact that Proxλ(x) is 1-Lipschiz (81). Therefore,
for fixed τ ,
{
∂Fp(c,τ)
∂c
}
p≥1
is equi-Lipschiz with constant 1/τ . Then following the same argument in the proof of
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Theorem 10.8 in [17], we can show the uniform convergence of
{
∂Fp(c,τ)
∂c
}
p≥1
for τ ∈ S2. Similarly, to prove
(b), we also first prove
{
∂Fp(c,τ)
∂τ
}
p≥1
is equi-Lipschiz over S2 as a function of τ . It is easy to check that
Proxτλ(y) = τProxλ(yτ ) from (3) and combining it with (80) and (83), we have:∣∣∣∣∂Fp(c, τ1)∂τ − ∂Fp(c, τ2)∂τ
∣∣∣∣
≤
E
∣∣∣∣ τ22−τ212τ21 τ22 ‖y‖2 + xᵀτ1 Proxλ( yτ1 )− xᵀProxλ( yτ2 )τ2 + ∥∥∥Proxλ( yτ2 )∥∥∥2 − ∥∥∥Proxλ( yτ1 )∥∥∥2
∣∣∣∣
p
≤3|τ1 + τ2|E‖y‖
2
pτ21 τ
2
2
|τ1 − τ2|
≤C|τ1 − τ2|,
where y = ch+β, C is a constant not depending on p and we have used Lipschitz continuity of Proxλ(y) in the
second inequality. Then again follow the proof of [17], we can show the uniform convergence of
{
∂Fp(c,τ)
∂τ
}
p≥1
for c ∈ S1.
After combining all the 3 steps above with Theorem 7.17 in [18], we get (79) and (80).
Lemma 29: For converging sequence {β}p∈N and {λ}p∈N, the following results hold:
lim
p→∞
1
p
E‖Proxτλ(β + σZ)− β‖22 = E[η(B + σZ;Fy, Fτλ)−B]2 (85)
and
lim
p→∞
1
p
E[ZᵀProxτλ(β + σZ)] = σEη′(B + σZ;Fy, Fτλ). (86)
where Z ∼ N (0, Ip) and y ∼ B + σZ, with B ∼ Fβ and Z ∼ N (0, 1).
Proof: Using Proposition 1, for (85), we have:
lim
p→∞
1
p
E‖Proxτλ(β + σZ)− β‖2
= lim
p→∞
1
p
E‖Proxτλ(β + σZ)− η(β + σZ;Fy, Fτλ)‖2
+ lim
p→∞
2
p
E(Proxτλ(β + σZ)− η(β + σZ;Fy, Fτλ))ᵀ(η(β + σZ;Fy, Fτλ)− β)
+ lim
p→∞
1
p
E‖η(β + σZ;Fy, Fτλ)− β‖2
→E[η(B + σZ;Fy, Fτλ)−B]2
Next we show (86). Again using Proposition 1, we have:
lim
p→∞
1
p
E[ZᵀProxτλ(β + σZ)] = lim
p→∞
1
p
p∑
i=1
E[Proxτλ(β + σZ)]iZi
= lim
p→∞
1
p
p∑
i=1
Eη(βi + σZi;Fy, Fτλ)Zi
= Eη(B + σZ;Fy, Fτλ)Z
= σEη′(B + σZ;Fy, Fτλ),
where we have used Stein’s lemma in the last equality.
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E. Proof of Proposition 2
Let
F def={η(y)|η(y) = −η(−y) and 0 ≤ η(y1)− η(y2) ≤ y1 − y2, ∀y1 ≥ y2}
and we want to prove F =M. From Lemma 21, we can easily show M⊂ F , so it suffices to show F ⊂M.
For any η ∈ F , we argue that if we let λ ∼ y − η(y), where y ∼ F|Y | with EY 2 < ∞ and choose
{
λ(p)
}
to
be a converging sequence with limiting CDF Fλ, then
‖Proxλ(y)−η(y;Fy,Fλ)‖2
p → 0 and Eλ2 <∞. To see this, first
observe that y − η(y) is a non-decreasing and continuous function on [0,+∞), so we have
F−1λ (F|Y |(y)) = inf
{
x
∣∣∣Fλ(x) ≥ F|Y |(y)}
= y − η(y)
and F−1λ (F|Y |(y)) = F
−1
λ (F|Y |(y
−)). Therefore, in Algorithm 1, λ(y) = y − η(y) and G(y) = η(y). Then by
Lemma 11, we obtain that ‖Proxλ(y)−η(y;Fy,Fλ)‖
2
p → 0. On the other hand, Eλ2 < ∞ follows from the fact that
EY 2 <∞ and λ(y) ≤ y, where y ∼ F|Y |. As a result, we conclude that F ⊂M.
Finally, we prove the convexity of the setM. Let η1, η2 ∈M, then ∀α ∈ [0, 1], we define ηα def= αη1 +(1−α)η2.
Clearly, for y1 ≥ y2, we have 0 ≤ ηα(y1) − ηα(y2) ≤ y1 − y2 and also ηα(y) = −ηα(−y), so ηα ∈ M, which
shows the convexity of M.
F. Proof of Proposition 3
Note that equations (6) and (7) involve two variables σ and τ . It is not easy to handle them simultaneously. A
simplification we can make is to first set τ to 1 and find the minimum σ such that the first equation (6) and the
inequality EB,Z [η′(B+σZ;Fy, Fλ)] ≤ δ hold. Once we get σmin and optimal λ∗, the corresponding τmin can then
be obtained via (7): τmin = (1 − 1δEB,Z [η∗′(B + σminZ;Fy, F ∗λ )])−1 and λ∗ is in turn updated to be λ∗/τmin.
After this replacement, (6) and (7) will be both satisfied. It is not difficult to show that this procedure will lead to
the same σmin as defined in (10).
Clearly, σmin must lie over a compact set:
[
σw,
√
σ2w +
1
δEB2
]
, since from (6), we know σ2 ≥ σ2w and also
σ2 = σ2w +
1
δE[B
2] when η ≡ 0. Therefore, to find σmin, it suffices to solve problem (12) for every candidate σ
and find the minimum σ such that (10) holds.
Finally, we show the convexity of problem (12). Note that the objective function can be written as:
EB,Z [(η(B + σZ)−B)2] = EY [η(Y )− E(B|Y )]2 + EY Var(B|Y ),
where Y = B + σZ. Since EY [η(Y )− E(B|Y )]2 can be viewed as the distance between η(y) and E(B|Y ) under
the metric induced by the following inner product:
〈f1(y), f2(y)〉FY def=
∫
f1(y)f2(y)dFY (y),
so naturally it is a convex functional w.r.t. η(y). On the other hand, it is not hard to show that the feasible set of
η(y) is convex by the convexity of M and also the inequality constraint in problem (12).
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Once we find the optimal η∗ = ησmin and (σmin, τmin), from Proposition 2 and argument we made before, the
corresponding optimal λ∗ distribution can be represented as: λ ∼ |Y |−η∗(|Y |)τmin , with Y ∼ B + σminZ.
G. Proof of Proposition 4
Let ythresh = supy≥0 {y | η(y) = 0}. It follows from Theorem 1 that, in order to ensure Ptype-I = α, we need to
have ythreshσ = Φ
−1(1− α2 ), where Φ(·) is the CDF of the standard normal distribution. Similarly, we can compute
the power of the test as P(|βσ +Z| ≥ Φ−1(1− α2 )). It can be shown that for any fixed β, P(|βσ +Z| ≥ Φ−1(1− α2 ))
is a non-increasing function of σ. Thus, under a given type-I error rate α, maximizing the power is equivalent to
minimizing σ, which is the same objective in the case of optimal estimation as shown in Proposition 3. The only
difference here is that we need to enforce additional constraints (15) that guarantees Ptype-I = α. Besides, it is not
hard to show adding this constraint will not affect the convexity of the feasible set of η(y). The rest of the proof
is the same as Proposition 3.
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