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I. Introduction. 
L'étude des propriétés statiques des programmes écrits en 
langage PROLOG commence d'intéresser beaucoup de chercheurs 
[1](2][3](4][5][6]. Le but de cette étude est souvent une 
optimisation de la compilation des programmes[1](2](6]. On peut 
aussi, dans une certaine mesure, développer quelques-unes des 
idées contenues dans l'étude des propriétés statiques des 
programmes pour vérifier la correction de ceux-ci[S]. 
Tout en sachant qu'il est impossible de concevoir un 
algorithme capable de démontrer la correction totale des autres 
algorithmes, nous pouvons malgré tout opérer certaines 
vérifications. 
En connaissant le mode de fonctionnement du moteur 
d'inférence PROLOG, nous pourrons construire un algorithme (conçu 
par Monsieur B. Le Charlier[7]) plus performant que certains 
autres trouvés dans la littérature. Il analysera les clauses dans 
le même ordre que le moteur d'inférence. 
Pour une clause et une substitution données, nous 
appliquerons un algorithme d'étude qui "exécute" la clause dans 
le même ordre que l'interpréteur PROLOG. La substitution s'en 
trouvera modifiée à chaque étude d'un sous-but et la substitution 
résultat sera utilisée comme argument pour l'étude du sous-but 
suivant. 
Après cette analyse, nous prendrons comme résultat la 
substitution la plus générale qui sera "l'union" des résultats 
obtenus pour chacune des clauses dont la tête s'unifie avec le 
but à étudier. En pratiquant de la sorte, nous perdrons 
peut-être une partie de l'information obtenue pour une clause 
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particulière, 
algorithme. 
mais nous assurerons la correction de notre 
Pour notre étude, nous nous intéresserons plus 
particulièrement à l'inférence de mode, qui en PROLOG est d'une 
importance certaine. Nous essaierons de concevoir un algorithme 
correct [7] d'étude de l'inférence de mode et nous en donnerons 
sa transcription en langage PROLOG. Pour assurer la correction de 
notre algorithme, nous choisirons un ensemble fini de 
substitutions "abstraites". Nous choisirons néanmoins cet 
ensemble suffisamment significatif pour 
intéressante. 
Nous faciliterons notre travail en 
préalable les programmes que nous étudierons. 
rendre notre étude 
"normalisant" au 
En effet, avec une 
forme "normale" de clause, le nombre de cas à interpréter pouvant 
survenir sera limité. 
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II. Inter2rétation_abstraite_et_PROLOG. 
A. Le_PROLOG_l8l. 
Les constructions de base en programmation logique, termes 
et formulations, sont héritées de la logique. Il y a trois 
formulations de base: les faits, les règles et les questions et 
il n'y a qu'une seule structure de données: le terme logique. 
L'élément de formulation le plus simple que nous pouvons 
rencontrer est le fait. Les faits sont le moyen d'affirmer qu'il 
existe une certaine relation entre des objets. Par exemple: 
father(abraham,isaac). 
Ce fait dit que Abraham est le père de Isaac. On appelle aussi 
cette relation un prédicat. 
La seconde formulation existant dans les programmes logiques 
est la question. Une question demande si il existe une certaine 
relation entre des objets. Par exemple: 
father(abraham,isaac)? 
Cette question demande s'il y a une relation du type "father" 
entre abraham et isaac. Si nous avions le fait précédemment 
défini, la réponse à cette question est "yes". 
Syntaxiquement, la question a la même structure que le fait, 
mais le contexte permet de distinguer les deux formulations. 
Quand il y a une confusion possible, un point indique le fait 
tandis qu'un point d'interrogation indique la question. 
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Répondre à une question à l'aide d'un programme, c'est 
déterminer si la question est une conséquence 
programme. 
logique du 
Avant de définir la troisième formulation possible, voici 
quelques définitions intermédiaires. 
Une variable logique est donnée pour un individu non 
spécifié et est utilisée en accord avec celui-ci. Par exemple: 
father(abraham,X). 
On dira que X est une variable logique (ou variable). 
Une substitution est un ensemble fini (parfois vide) de 
paires de la forme Xi=ti, où Xi est une variable et ti un terme, 
et Xi< >Xj pour tout i< >j, et Xi ne peut pas être présent dans tj 
pour tout i>j. 
Un exemple de substitution pour le fait que nous avons donné 
est la paire {X=isaac}. Les substitutions peuvent être appliquées 
aux termes. Le résultat de l'application d'une substitution e à 
un terme A notée Ae, est le terme obtenu en remplaçant toutes les 
occurrences de X part pour toute paire X=t de e. 
Le résultat de l'application de {X=isaac} 
father(abraham,X) est le terme father(abraham,isaac). 
au terme 
A est une instance de B si il existe une substitution e 
telle que A= Be. 
Par définition, nous dirons que le but father(abraham,isaac) 
est une instance de father(abraham,X). 
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Les questions contenant des variables sont appelées 
questions existantielles. C'est la première forme de règle de 
déduction que nous pourrons rencontrer. Par exemple, la question 
father(abraham,X)? signifie: "existe-t-il un X tel que abraham 
est le père de X?". 
La seconde règle de déduction est une généralisation: une 
question existantielle Pest une conséquence logique d'une de ses 
instantiations, Pe, pour toute substitution e. Le fait 
father(abraham,isaac) implique qu'il existe un X tel que 
father(abraham,X) est vrai, c'est-à-dire X=isaac. 
Les faits universels sont des faits contenant des variables. 
Par exemple, "likes(X,pomegranates)" signifie que toute 
occurrence de X aime les grenades. Par exemple, on peut déduire 
de ce fait likes(abraham,pomegranates). C'est la troisième forme 
de déduction appelée instantiation. On peut l'exprimer de la 
façon suivante: 
A partir d'une formulation quantifiée universellement P, on 
déduit une instance ep de P, pour toute substitution e. 
Après ces quelques définitions, nous pouvons définir la 
dernière formulation possible en programmation logique. 
Une règle est une formulation de la forme A<--B1, .. ,Bn. où 
n>=0. A est la tête de la règle et les Bi forment le corps de la 
règle. Et A et l'ensemble des Bi sont des buts. Règles, faits et 
questions ainsi définies sont encore appelées clauses de Horn ou 
clause en abrégé. Le fait est un cas spécial de règle où n=0. 
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Nous définirons enfin la 
logique. 
signification d'un programme 
La signification d'un programme logique P, M(P), est 
l'ensemble déductible de P des buts, unités dont les variables 
sont de base. 
Pour terminer, voici une définition d'un terme. 
Un terme est une constante, une variable ou un terme 
composé. Les constantes représentes des individus particuliers 
tels que des entiers ou des atomes. Les variables représentent un 
individu simple mais non spécifié. Les termes composés 
comprennent un foncteur (appelé foncteur principal) et une 
séquence d'un ou plusieurs termes appelés arguments. Un foncteur 
est caractérisé par son nom et son arité (ou nombre d'arguments). 
Les constantes sont considérées comme des foncteurs d'arité 0. 
Syntaxiquement, les termes composés sont de la forme f(tl, .. ,tn) 
où f est le nom du foncteur, 
arguments. On le notera f/n. 
n est l'arité et les ti sont les 
Un terme sera dit de base s'il ne contient aucune variable; 
dans le cas contraire, il sera dit non de base. Les buts sont des 
atomes ou des termes composés et sont généralement non de base. 
Nous pouvons maintenant définir un programme PROLOG, c'est 
un ensemble de clauses réparties en groupes dont chacune des 
têtes de clauses d'un groupe a un foncteur et un arité identiques 
à ceux de tout le groupe. 
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Ce qui déclenche l'exécution d'un programme PROLOG, c'est le 
fait de poser une question. Cette question a évidemment la forme 
d'un but. L'exécution consistera à rechercher une clause dont la 
tête s'unifie avec ce but. Si plusieurs clauses sont dans ce cas, 
l'interpréteur choisira la première rencontrée dans l'ordre de 
lecture dans la base de connaissance qui est composée de toutes 
les clauses mises à la disposition de l'interpréteur. Si la 
clause rencontrée est un fait, il y a unification, et, soit le 
but est vérifié, 
correspond. Si 
soit l'interpréteur regarde si une autre clause 
il n'en existe pas, le but échoue et si il en 
existe une, l'interpréteur essaie cette nouvelle clause. Dans le 
cas où la clause n'est pas un fait, la tête de clause réussit si 
tous les sous-buts contenus dans le corps de la clause 
réussissent. Ceux-ci sont examinés dans l'ordre d'apparition dans 
le corps de la clause, c'est-à-dire de gauche à droite. Dans ce 
cas, chaque unification rendue effective par un sous-but, le 
reste pour les sous-buts suivants. 
Dans le cas d'un échec de l'évaluation d'un sous-but 
quelconque, le mécanisme du backtracking [8] permet de revoir des 
choix effectués pour certaines variables et donc le cas échéant, 
de trouver une solution à la question posée. Le dernier choix est 
revu, si il existe une autre possibilité de choix, elle est 
prise en compte et il y a réessai des sous-buts suivants avec ce 
nouveau choix. Si ce dernier choix était unique, on remonte au 
choix précédent tant que c'est le cas et tant que c'est possible. 
Quand ce n'est plus possible, il y a échec. 
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B. PrinciQe_de_l'interQrétation_abstraite. 
Soit un but p(Xl, .. ,Xn) et une substitution e sur p/n. Après 
application du but p/n, nous aurons une substitution e• sur les 
variables {Xl, .. ,Xn}. L'interprétation abstraite consiste, en 
connaissant certaines propriétés sur les variables dans e, à 
déduire des propriétés que doivent avoir les variables danse•. 
C'est-à-dire, qu'en connaissant certaines propriétés sur les 
variables avant application du but, nous pourrons en déduire 
certaines propriétés sur les variables après application du but 
sans réellement "exécuter" ce but. 
L'ensemble des substitutions vérifiant certaines propriétés 
avant interprétation du but, sera la substitution abstraite et 
sera noté 8. Après interprétation, l'ensemble des substitutions 
résultâtes sera la substitution abstraite résultante et sera 
notée 8'. 
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III. Normalisation. 
A. Définitions. 
Voici la définition, selon la notation BNF, du langage 
PROLOG sur lequel notre analyse portera. 
<Clause> : : = <Fait>< . > / <Tête>< : - ><Corps> < . > 
<Corps> : : = <Terme> { < , > <Corps> } 
<Tête> : := <Fait> 
<Terme> : := <Fait> / <Expression> / <Unification> 
<Fait> : : = <Symbole> { < ( > < List-arg > < ) > } 
<Symbole> : := <Minuscule> { <Mot> } 
<Minuscule> : : = <a> . . < z > 
<Mot> 
<MMC> 
< MMC > { <Mot> } 
<Minuscule> / <Majuscule> / <Chiffre> 
<Majuscule> : := <_> / <A> .. <Z> 
<Chiffre> : : = < 0 > • • < 9 > 
<List-arg> 
<Argument> : : = 
<Argument> { <, ><List-arg> } 
<Symbole> / <Variable> / <Nombre> 
<Nombre> : := <Entier-signé> 
<Entier-signé> : := { <Signe> } <Entier> 
<Signe> : : = < + > / < - > 
<Entier> : := <Chiffre> { <Entier> } 
<Variable> : := <Majuscule> { <Mot> } 
<Expression> : := <Variable><is><Expr> 
< lhcpr > : : = <Argument> / < Expr ><Opérateur> < Expr > / < ( > < Expr > <) > 
<Opérateur>::=<+>/<->/<*>/</> 
<Unification> : := <Terme><=><Terme> 
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Après cette définition, voici deux notions supplémentaires 
pour la compréhension de la suite. 
Variable: Elément appartenant à l'ensemble des variables 
normalisées (voir normalisation). 
Substitution abstraite: C'est la représentation par un 
couple de l'ensemble des substitutions d'une part, et l'ensemble 
fixé des variables d'autre part . On la représente par~ où 
~ - ({xil, .. ,xin},'P), 
g, est l'ensemble des substitutions e, 
e = {xil <--tl, .. , xin< --tn}. 
B. Transformations. 
Le but de la normalisation des programmes PROLOG avant leur 
interprétation, est de faciliter notre tâche lorsque nous devrons 
réaliser effectivement cette interprétation. En effet, après 
normalisation, il n'existera que peu de cas de figure différents 
et toutes les clauses auront une tête de clause identique. Cela 
facilitera beaucoup l'unification d'un but avec cette tête. 
Par exemple, si nous avons la clause (1), sa normalisation 
sera la clause (2). 
ami(albert,X) :- voisin(albert,X) ,sage(X). (1) 
ami(X1,X2) ·- X1=albert,X3=X1,voisin(X3,X2) ,sage(X2). (2) 
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Soit un ensemble infini de variables {Xi} que nous dirons 
normalisées, supposons en outre que le programme à normaliser ne 
contienne aucune des ces variables Xi. 
Un programme écrit dans notre langage PROLOG est normalisé 
si toutes ses clauses sont normalisées. 
Une clause est normalisée si sa tête est normalisée et si 
son corps est normalisé. 
Une tête de clause est normalisée si elle est de la forme 
p(X1, .. ,Xn) où, les X~ représentent des variables normalisées 
distinctes. 
Un corps de clause est normalisé si tout sous-but du corps 
de clause est normalisé. 
D'après notre définition du langage, il y a 
sous-but:(1) les termes, (2) les expressions, 
unifications. 
trois types de 
(3) et les 
Un terme est normalisé si il est de la forme p(X1, .. ,Xn) où 
les Xi sont des variables normalisées non nécessairement 
distinctes. 
Une expression est normalisée si elle est de la forme "Xi is 
p(Xj1, .. ,Xjn)" où Xi n'appartient pas à l'ensemble de variables 
{Xj1, .. ,Xjn} et où les variables Xi et {Xj1, .. ,Xjn} sont des 
variables normalisées. 
Une unification est normalisée si elle est de la forme "Xi 
= p(Xj1, .. ,Xjn)" où Xi n'appartient pas à l'ensemble de variables 
{Xj1, .. ,Xjn} et où les variables Xi et {Xj1, .. ,Xjn} sont des 
variables normalisées. 
Il existe deux transformations de base que nous utiliserons 
pour la normalisation d'une clause. On pourra également montrer 
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que ces transformations conservent un sens rigoureusement 
identique à la clause ainsi transformée. 
(1) p(t1, .. ,tn):-B. ==> p(X1, .. ,Xn) :-X1=t1, .. ,Xn=tn,B. 
(2) A:-8,p(t1, .. ,tn) ,C. ==> A:-B,X1=t1, .. ,Xn=tn,p(X1, .. ,Xn) ,C. 
D'un point de vue pratique, nous représenterons les 
variables normalisées par des termes de la forme v(i). Ceci nous 
permettra d'éviter des problèmes d'unification impromptues et 
nous permettra, d'un point de vue technique, de comparer des 
variables;et nous allons décomposer le problème de la manière 
suivante. 
Soit C la clause à normaliser. Alors, 
sera une fonction permettant de passer 
normtete(C) = (C' ,n) 
d'une 
normalisée à une clause dont le tête est normalisée. 
Si C est de la forme 
p(t1, .. ,tn) :- B. 
avec p d'arité n, alors C' sera 
p(v(1), .. ,v(n)) ·- v(1)=t1, .. ,v(n)=tn,B'. 
clause non 
où B' est B tel que toute occurrence de ti est remplacée par v(i) 
si ti est une variable (transformation (1)). 
Soit C une clause dont la tête de clause d'arité n est 
normalisée. Alors, 
clause normalisée", 
clause. 
Si C est de la forme 
la fonction "normc(C,n) = C' où C' est une 
permettra de conclure la normalisation d'une 
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p(v(1), .. ,v(n)) ·- B. 
alors C' sera 
p ( v ( 1 ) , .. , v ( n) ) : - norrncorps ( B, n) . 
Soit Best un ensemble de sous-buts, alors la fonction 
normcorps(B,n)= B' où B' est un ensemble de sous-buts normalisés. 
Si Best de la forme 
(q{tl, .. ,tn) ,B"), 
alors B' sera 
{normterme(q{tl, .. ,tn),n),normcorps{B",m)). 
où m indiquera la première variable libre de l'ensemble des 
variables normalisées après application de la fonction normterme. 
Soit Bun terme et les n variables normalisées existantes, 
alors normterme(B,n) = B' où B' est l'ensemble des sous-buts 
résultants de la normalisation de B et contenant le terme B 
normalisé et l'ensemble des unifications dues à la normalisation 
de B. Un terme est normalisé si il est une variable normalisée 
(v(i)), ou si il est une unification (v(i)=f(v(il), .. ,v(in))) où 
v(ij) sont tous différents de v(i), ou si le terme est de la 
forme f{v(i1), .. ,v(in)). 
C. Seécifications_de_la_erocédure_de_normalisation. 
Nous savons à l'avance que toute les procédures que nous 
allons définir sont conçues pour n'être utilisées qu'une seule 
fois et qu'elles sont par ailleurs presque toutes déterministes. 
De plus elle seront souvent utilisées, seulement dans une seule 
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directionalité. C'est pourquoi nous pouvons donner les 
conventions suivantes, que nous utiliserons pour définir les 
spécifications de toutes les procédures. 
Toute procédure sera définie par une précondition appelée 
pré et une postcondition appelée post. 
La précondition donnera toutes les variables (ainsi que leur 
domaine de valeurs le cas écheant) qui doivent être de base 
avant application de la procédure. Les variables citées dans la 
précondition seront considérées comme des arguments de la 
procédure et devrons nécessairement être des termes de base. On 
tiendra pour des variables-résultats celles 
citées dans cette précondition. 
qui ne seront pas 
La post condition donnera les propriétés que devront 
vérifier les variables-résultats après application de la 
procédure. 
Dans le cas d'une procédure conçue pour avoir la double 
directionalité, nous donnerons deux spécifications pré-post, une 
pour chaque directionalité. 
norme{SF,L). 
fr§~ SF un fichier contenant un programme 
normaliser. 
PROLOG à 
fQ§t~ L est une liste qui contient toutes les clauses 
normalisées du programme qui se trouvait dans le fichier SF. 
Pour réaliser cela, cette procédure doit ouvrir le fichier 
SF en lecture. La procédure 'normfile/1' se charge de la 
normalisation proprement dite. Après cette normalisation, il faut 
fermer le fichier SF. 
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normfile(L). 
fr§~ Un fichier est ouvert en lecture et contient un 
programme PROLOG. 
fQ§!~ L est une liste qui contient toutes les clauses 
normalisées du programme contenu dans le fichier ouvert en 
lecture. 
Cette procédure lit le fichier source clause par clause, et 
applique à chacune d'elles la procédure 'normclause/2' qui 
transforme une clause T en une clause normalisée R et l'écrit 
dans le fichier destination. Elle se termine quand toutes les 
clauses du fichier source ont été lues. 
Avant de donner la spécification de la procédure normclause, 
nous allons définir quelques petites procédures utiles par la 
suite. 
append(L1,L2,L3). 
fr§~ Ll et L2 deux listes. 
fQ§!~ L3 est la concaténation de Ll et L2. 
dans((X,T),L). 
fr§~ Lune liste de couples de termes de base. 
fQ§!~ si X est le premier élément d'un couple contenu dans 
la liste L, Test identifié au second élément du couple. La 
procédure échoue si ce n'est pas le cas. 
in(X,L). 
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Pr§~ Lune liste d'éléments. 
PQ§!~ La procédure réussit si Xe L, sinon elle échoue. 
retr (X, L 1, L2) . 
fr~~ Soit X un élément et une liste L1 et Xe L1. 
PQ§!~ La liste L2 est la liste L1 où l'élément X a été 
enlevé. 
constr(B,L). 
Pr§~ Lest de base et est une liste de sous-buts. 
PQ§!~ Best l'ensemble des sous-buts contenus dans L. 
Pr§~ Best de base et constitué d'un ensemble de sous-buts. 
PQ§!~ Lest la liste des sous-buts contenus dans B. 
recons tr ( P, L , Q) . 
Pr§~ Pest un but et Lune liste de sous-buts. 
PQ§!~ Si Lest une liste vide, alors Q a pour valeur P, 
sinon Q est unifié à (P:-8) où Best l'ensemble des sous-buts 
correspondants à la liste de sous-buts L. 
Grâce à la procédure 'constr/2', il sera facile de 
transformer une liste de sous-buts en un ensemble de sous-buts. 
Nous pouvons maintenant entrer dans le vif du sujet et 
donner une spécification pour toutes les procédures de 
normalisation proprement dites. 
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normclause(C,T). 
Pré: C une clause à normaliser. 
P2§!~ Si C est le signal de fin de fichier 'end_of_file', 
alors la procédure échoue. Sinon, Test la clause C normalisée. 
Cette normalisation sera réalisée en appliquant les 
procédures de normalisation de la tête de clause 'normtete/5' et 
le cas échéant, la procédure de normalisation de corps de clause 
'normcorps/4'. Ensuite, il suffira de reconstruire la clause 
normalisée grâce à la procédure 'reconstr/3'. 
normtete(H,P,LB,LV,M). 
fr§~ Hune tête de clause. 
PQ§!~ Pest la tête de clause H normalisée, LB est la liste 
des unifications normalisées dues à la normalisation de H, LV est 
la liste des variables utilisées dont il existe une variable 
normalisée correspondante et M désigne la première variable libre 
de l'ensemble Vg après normalisation. 
Cette procédure revient à utiliser la procédure 'normtete/7' 
normtete(A,AN,LB,LVI,LVF,M,N). 
Pr§~ A est une liste de termes, LVI est une liste de 
variables dont il existe une variable normalisée correspondante 
et M désigne la première variable libre de l'ensemble Vg. 
fQ§!~ AN est la liste des variables normalisées v(I) 
contenant autant de membres que la liste A ne contient de termes 
et dans cette liste AN, les variables v(I) sont successives et 
commencent à v(1). LB est la liste des unifications dues à la 
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normalisation des termes, LVF est la liste des variables 
utilisées dont il existe une variable normalisée correspondante 
et M désigne la première variable libre de l'ensemble Vg après 
normalisation. 
normlblt(LB,LBN,LV,LVN,N,M). 
Er~~ LB une liste d'unifications, LV est une liste des 
variables utilisées dont il existe une variable normalisée 
correspondante et N désigne la première variable libre de 
l'ensemble Vg. 
EQ§i~ LBN est la liste des unifications LB normalisées, 
LVN est l'ensemble LV augmenté des nouvelles correspondances et 
M désigne la première variable libre de l'ensemble Vg après 
application de la procédure. 
normcorps(LC,LCN,LV,M). 
Er~~ LC est une liste de sous-buts, LV est la liste des 
variables dont il existe un variable normalisée correspondante et 
M désigne la première variable libre de l'ensemble Vg. 
LCN est la liste des sous-buts normalisés des 
sous-buts contenus dans LC. 
normcorps(LC,LCN,LV,M,N). 
Er~~ LC est une liste de sous-buts, LV est la liste des 
variables dont il existe une variable normalisée correspondante 
et M désigne la première variable libre de l'ensemble Vg. 
Post: LCN est la liste des sous-buts normalisés des 
sous-buts contenus dans LC et N désigne la première variable 
libre de l'ensemble Vg après application de la procédure. 
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normterrne(X,Y,LB,LVI,LVF,M,N). 
E~~~ X est un terme, LVI est la liste des variables dont il 
existe une variable normalisée correspondante et M désigne la 
première variable libre de l'ensemble Vg. 
fQ§!~ Y est le terme X normalisé, LB est la liste des 
unifications engendrées par la normalisation du terme X et N 
désigne la première variable libre de l'ensemble Vg après 
application de la procédure. 
normbltin((X=Y),Z,LB,LVI,LVF,M,N). 
E~ê~ (X=Y) est une unification, LVI est la liste des 
variables dont il existe une variable normalisée correspondante 
et M désigne la première variable libre de l'ensemble Vg. 
fQ§!~ Z est l'unification (X=Y) normalisée, LB est la liste 
des unifications engendrées par la normalisation de l'unification 
(X=Y) et N désigne la première variable libre de l'ensemble Vg 
après application de la procédure. 
nbltin(X,Y,Z,LB,LVI,LVF,M,N). 
Er~~ X est une variable, Y est un terme, LVI est la liste 
des variables dont il existe une variable normalisée 
correspondante et M désigne la première variable libre de 
l'ensemble Vg. 
f2§!~ Z est l'unification (X=Y) normalisée, LB est la liste 
des unifications engendrées par la normalisation du terme Y et N 
désigne la première variable libre de l'ensemble Vg après 
application de la procédure. 
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ntvar(X,v(I),LVI,LVF,M,N). 
PI§~ X est une variable, LVI est la liste des variables dont 
il existe une variable normalisée correspondante et M désigne la 
première variable libre de l'ensemble Vg. 
P2§!~ Si il existe une variable normalisée correspondante à 
X, I est unifié à la valeur du second membre du couple 
correspondant dans la liste LVI. Dans ce cas LVF = LVI et N = M. 
Sinon, I prend la valeur M, N vaut M+l et LVF = [(X,M) /LVI]. 
nter(LA,LAN,LB,LVI,LVF,M,N). 
Pr§~ LA est une liste de termes, LVI est la liste des 
variables dont il existe une variable normalisée correspondante 
et M désigne la première variable libre de l'ensemble Vg. 
P9§!~ LAN est la liste des termes normalisés de LA, LB est 
la liste des unifications engendrées par cette normalisation,LVF 
est l'ensemble LVI augmenté des couples (variable,I) pour toute 
nouvelle variable rencontrée lors de la normalisation des termes 
de la liste LA où I est la valeur attribuée à chacune de ces 
nouvelles variables comme première valeur de variable libre de Vg 
au moment de l'attribution. Toute attribution est unique. N 
désigne la première variable libre de l'ensemble Vg après 
application de la procédure. 
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IV. Inter2rétation_abstraite_des_2rogrammes_normalisés. 
A. Problème_de_la_2rocédure. 
1. Cadre_général. 
Supposons que l'on ait un but p(Xl, .. ,Xn) et une 
substitution de départ e sur {Xl, .. ,Xn}. On veut connaître 
l'ensemble des substitutions~ après résolution du but p par 
application de la procédure dont la tête de clause (notée par la 
suitep/n) s'unifie avec notre but. 
On notera ceci e p(Xl, .. ,Xn) ~-
Si ~init est l'ensemble des substitutions e vérifiant 
certaines propriétés, on veut connaître l'ensemble des 
substitutions ~res correspondant. Pour ce faire, on appliquera: 
~init p(Xl, .. ,n) ~res. 
On se donnera une classe Sinit de substitutions abstraites 
de ~init, à laquelle on va s'intéresser et on calculera Sres, la 
meilleure substitution abstraite possible telle que ~res soit 
inclus dans Sres. Nous chercherons évidemment la substitution 
Sres la plus restrictive possible et donc, qui se rapprochera le 
plus de ~res. 
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2. Substitution_de_dé2art. 
Au départ, supposons que l'on ait les clauses Cl, .. ,Cm, dont 
la tête est le but p(Xl, .. ,Xn). Toutes ces têtes de clauses 
s'unifieront avec notre but à étudier p(Xil, .. Xin). Il faut 
exécuter C1,C2, .. ,Cm. On peut leur associer les substitutions 
suivantes: 
Slinit Cl Slres, 
S2init C2 S2res, 
Srninit Cm Smres. 
Le problème sera de déterminer ce que valent les Siinit et 
les Sires. Dans un premier temps, nous pourrons déjà dire que 
tous les Siinit sont les mêmes. Notre premier sous-problème sera 
donc de passer de Sinit à Siinit. Ceci sera réalisé par la 
fonction chvarg qui aura pour but de changer les variables de 
gauche d'une substitution G. 
chvarg ( {Xj1, .. ,Xjk},( {Xll, .. ,Xlk},4>)) = ({Xji, .. ,Xjk},<i>') 
OÙ 
4>' = {e' : e• = {Xji<--tl, .. ,Xjk<--tk} ~! il existe e e <i> tel que 
e = {Xl1<--t1, .. ,Xlk<--tk}} 
Grâce à cette fonction, nous pourrons passer aisément de Sinit 
à Biinit. Il suffira d'effectuer l'opération suivante: 
Siinit = chvarg ({Xl, .. ,Xn},Sinit). 
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3. Utilisation_des_résultats. 
Le second problème que l'on rencontre lors de l'application 
d'une procédure est de pouvoir déduire Sres de tous les Sires 
obtenus par application des clauses Cl, .. ,Cm. 
Pour résoudre ce problème, nous utiliserons la fonction 
suivante: 
lub (8,8') = 8 U 8'. 
où 8 et 8' sont définies sur le même domaine D de variables. 
Cette fonction sera utilisable à condition que l'ensemble 
des variables de 8 soit identique à l'ensemble des variables de 
8'. 
Nous pourrons aussi définir les cas limites d'utilisation de 
cette fonction: 
lub (8) = 8 et lub () = L 
L représente l'ensemble vide de substitutions et nous 
pourrons écrire L{Xil, .. ,Xin} = ({Xil, .. ,Xin},0). 
Dans notre cas, si nous avons les substitutions résultats Si 
de l'application des différentes clauses dont la tête s'unifie 
avec le but que nous étudions, nous aurons la substitution 
résultat de la procédure donnée par: 
8* = lub(81res,82res, .. ,Smres), 
8res = chvarg ( {Xi1, .. ,Xin},S* 
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Etant donné notre définition de lub pour le cas de la 
substitution vide, nous pourrons même définir B* de manière plus 
efficace pour la suite : 
B* = lub(~,S1res,S2res, .. ,Smres). 
4. Cas_de_l'unification. 
Dans ce cas, nous ne travaillerons pas de la même manière, 
nous associerons à cette unification une unification abstraite: 
Sres = fp(Sinit) 
où fp sera la fonction associée à l'unification p. 
Nous verrons plus tard que, pratiquement, nous pouvons 
relier cette notion è d'autres pour en faire un cas particulier 
d'un problème que nous aurons résolu par ailleurs. 
B. Problème_de_la_clause. 
1. Cadre_général. 
Le problème de la clause peut être posé en ces termes. Soit 
une substitution de départ Sinit et une clause C définie de la 
manière suivante: 
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C = p(X1, .. ,Xn) A1, .. Am. 
Quelle est alors la substitution Sres correspondante à ~init 
après application de la clause C? 
Nous devrons résoudre tous les sous-buts les uns après les 
autres et utiliser chaque fois le résultat d'un sous-but comme 
argument du sous-but suivant de cette manière: 
B0 Al 01, .. ,Bi-1 Ai Bi, .. ,Bm-1 Am Bm. 
Nous nous préoccuperons donc en premier lieu de trouver 00 
en fonction de ainit. Ensuite, nous devrons pouvoir calculer Sres 
à partir de Bm et finalement, si nous pouvons calculer Bi en 
fonction de Bi-1, nous obtiendrons une solution à notre problème. 
B§m~rg~§~ Il se peut que le résultat d'une des opérations 
élémentaires que nous allons définir ne soit pas dans l'ensemble 
fini que nous avons choisi, mais de fait, nous nous servirons 
d'approximations, et dans ce cas, cela ne dérange pas. Nous 
essaierons d'avoir l'approximation la meilleure 
utiliserons les notions d'ensembles infinis pour 
fonctions 
compréhension. 
pour des raisons évidentes de 
possible. Nous 
développer ces 
facilité de 
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2. La_substitution_du_Qremier_sous-but. 
Le premier problème est par conséquent de calculer 
fonction de ainit. En effet, un sous-but particulier 
utiliser des variables différentes de celles de la tête 
80 en 
peut 
de la 
clause. Il faudra donc compléter la substitution en y ajoutant 
toutes ces variables itermédiaires. Nous utiliserons la fonction 
suivante: 
ext1({X1, .. ,Xn,Xn+i, .. ,Xn+m}, ({X1, .. ,Xn},~) = ~• 
où 
~• = { e• tq e• = {X1<--t1, .. ,Xn<--tn,Xn+i<--Y1, .. ,Xn+m<--Ym} et 
il existe e e ~ tq e = {Xi<--ti, .. ,Xn<--tn} et 
Yi, .. ,Ym E Vd et 
Yi, .. ,Ym ne figurent pas dans les termes ti, .. ,Tn et 
Yi, .. ,Ym sont différents deux à deux.} 
Si var(C) = l'ensemble des variables figurant dans C, alors 
nous pourrons dire que: 
80 = exti (var(C) ,Sinit). 
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3. Trouver_la_substitution_résultat. 
Ayant la dernière substitution Sm, il faudra la restreindre 
aux seules variables de la tête de la clause pour obtenir la 
substitution résultat ~res. 
Pour ce faire, nous définirons une nouvelle fonction qui 
aura pour but de "projeter" le résultat f3m sur les variables de 
la tête de la clause pour obtenir la substitution souhaitée. 
proj({Xi1, .. ,Xik}, ({X1, .. ,Xl},q,)) = ({Xi1, .. ,Xik}, q,') 
OÙ 
q,' = { e• tq e· = {Xi1<--ti1, .. ,Xik<--tik} et 
il existe e e q, tq e = {X1<--t1, .. ,Xl<--tl} 
Pour pouvoir appliquer cette fonction, il faudra évidemment 
que l'ensemble {Xil, .. ,Xik} soit inclus dans {X1, .. ,Xl} 
c'est-à-dire que tout ij soit compris entre 1 et 1. 
En appliquant cette fonction à notre problème, nous aurons: 
ares= proj ( {X1, .. ,Xn},f3m ). 
4. Substitutions_transitoires. 
Le dernier problème auquel nous serons confrontés lors de 
l'application d'une clause est de pouvoir donner la substitution 
utile pour l'application d'un sous-but et de pouvoir transmettre 
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l'information glanée par l'application du sous-but à la 
substitution abstraite résultat. 
Nous pourrons formaliser ce problème de la manière suivante, 
en supposant que les Ai sont de la forme q(Xj1, .. Xjk): 
(f3i-1 Ai f3i) 
1 t 
J 
(f3i-1in q ( Xj 1, .. , Xj k) 13i-1res). 
Il faudra donc pouvoir passer de 13i-1 à f3i-1in qui ne tient 
compte que des variables {Xj1, .. ,Xjk}. L'opération de "projection 
que nous avons déjà définie plus haut réalise parfaitement ceci: 
f3i-1in = proj ({Xjl, .. ,Xjk},13i-1). 
Notre deuxième sous-problème est la déduction de f3i à partir 
de f3i-1 et de 13i-1res. En effet, si nous ne voulons pas perdre 
toute l'information récoltée antérieurement, nous devons 
disséminer les nouvelles informations contenues dans f3i-1res à 
l'intérieur de f3i-1 pour obtenir f3i. Cette opération complexe 
sera effectuée grâce à la fonction suivante: 
ext( ( {Xl, .. ,Xl} ,<f>), ( {Xjl, .. ,Xjk} ,<f>')) = ({X1, .. ,Xl} ,<f>") où 
<f>" = { e" tq il existe e e <f> et il existe e• e <f>' tq 
E> = {Xl<--tl, .. ,Xl<--tl} et e· = {Xj1<--tj1', .. ,Xjk<--tjk'} 
et a= mgu ((tj1,tj1'), .. ,(tjk,tjk')) et e" = ea }. 
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Cela revient donc à appliquer o à la substitution e. En 
appliquant cette fonction dans notre cas, nous obtenons: 
8i = ext ( 8i-1,8i-1res ). 
C. Algorithme_2rinci2al. 
Si nous appliquons brutalement le principe ébauché lors de 
la définition des fonctions de base, nous allons construire un 
arbre de résolution du problème de plus en plus grand et notre 
algorithme ne se terminera pas. 
Pour assurer cette terminaison, nous allons utiliser 
l'astuce suivante. Si on rencontre un 8i-1in, on supposera que 
l'on a le 8i-1res résolu correspondant (que l'on initialisera à 
L); si en descendant dans l'arbre nous rencontrons à nouveau une 
substitution 8i-1in équivalente, nous trouverons une solution 
pour la substitution 8i-1res initiale que nous supposerons 
meilleure. Nous remplacerons l'ancienne solution par celle-ci et 
on recommence le calcul, jusqu'à ce que la nouvelle solution 
n'évolue plus. 
au problème. 
Nous considérerons alors avoir trouvé 13 solution 
Nous devrons construire deux algorithmes pour résoudre notre 
problème. Le premier réalisera l'interprétation abstraite d'un 
sous-but et le second l'interprétation abstraite d'une clause. 
- 34 -
2. Algorithmes_Qro2rement_dits. 
a. Inter2rétation_abstraite_d'un_sous-but. 
Considérons l'ensemble de triplets déjà résolus ((3,q/n,(3') 
où (3 représente la substitution de départ, q/n le but à étudier 
et (3', la substitution-résultat. Appelons cet ensemble ETA 
(ensemble des triplets abstraits). Nous pouvons donner 
l'algorithme IASB de résolution des sous-buts abstraits. 
ALGORITHME_!. 
IASB ( in~ (3,p/n Y.êI:~ ETA ) . 
Ç_ê~-1~ p/n est une unification. 
==> f3' .- fp((3); 
où fp(f3) est la fonction associée à p/n 
Q.ê~-i~ p/n n'est pas une unification. 
==> §i il existe un triplet (f3,p/n,(3*) E ETA alors, 
(3' := (3*; 
==> Sinon 
a)ETA :=ETAU { (f3,p/n,inst((3}) }; 
b) f3 ' • - .J.. • 
. - ' 
- 35 -
c)fgy~ Cl, .. ,Cp les clauses dont la tête s'unifie à p/n 
IIAC(f3,Ci,(3*,ETA); 
lf3' := lub((3',f3*); 
c)Soit (3* tq ((3,p/n,(3*) E ETA, 
§1 (f3' = (3*) alors, 
ETA .- (ETA\ {((3,p/n,(3*}}) U {((3,p/n,(3')}; 
ETA .- adj(((3,p/n,(3*),ETA}; 
aller en b); 
==> ETA .- ETA\ {((3,p/n,(3'}}; 
Dans cet algorithme se trouvent deux fonctions dont nous 
n'avons pas encore parlé. La première est la fonction inst((3} qui 
sert à initialiser la substitution de départ que l'on introduit 
dans ETA. La seconde est nécessaire pour maintenir la cohérence 
de notre ensemble ETA. Nous verrons plus tard un exemple qui 
montre cette utilité. 
b. Intererétation_abstraite_d'une_clause. 
Supposons que toute clause est de la forme: 
p ( X 1 , .. , Xn ) · - A 1 , .. , Am . 
où chaque Ai est de la forme: 
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qi(Xil, .. ,Xili). 
Nous pourrons alors pour l'interprétation abstraite d'une 
clause écrire l'algorithme suivant: 
ALGORITHME_II. 
I AC ( iD..:. f3 , C Y.ê!:..:. ET A ) . 
1) f3ext := extl(var(C) ,f3); 
2) fQ~!: i:=1 jusque m, 
f~ir.~_;_ 
f3restr .- proj({Xil, .. ,Xili},f3ext); 
f3restr .- chvarg({Xl, .. ,Xli},f3restr); 
IASB (f3restr,qi/li,f3succ,ETA); 
f3succ := chvarg({Xil, .. ,Xili},f3succ); 
f3ext := ext(f3ext,(3succ); 
3) f3' := proj({Xl, .. ,Xn},f3ext); 
4) §122..:. 
3. Inter2rétation_abstraite_normale. 
Pour une procédure p/n à étudier, nous pourrons utiliser 
l'algorithme IASB qui nous donnera la substitution-résultat 
pourvu qu'on lui fournisse la substitution bien choisie comme 
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argument (ce choix aliénera la sémantique de la substitution-
résultat). 
Pour ce faire, nous donnerons les arguments suivants qui 
forment une utilisation normale de notre algorithme: 
ETA:= 0 
IASB(Bin,p/n,Bout,ETA) 
Après exécution, Bout sera la substitution recherchée. Cet 
algorithme est général et fonctionne quelle que soit la forme des 
substitutions abstraites qu'on lui donne en entrée. 
L'interprétation que l'on pourra en tirer est évidemment liée à 
celle-ci. 
Dans notre cas, et comme nous l'avons souligné précédemment, 
nous nous intéresserons plus particulièrement à l'étude des modes 
des variables. Dans ce but, nous devrons particulariser toutes 
les fonctions intermédiaires à cette étude de mode tandis que 
l'algorithme principal, lui, restera le même quelle que soit 
l'interprétation que nous pourrions donner. 
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V. AQQlication_à_l'étude_des_modes. 
Soit~ un triplet défini de la manière suivante sur un 
ensemble de variables {Xl, .. ,Xn}: 
~ = ( ô , Sv , Ps ). où 
ô sera l'ensemble des couples (Xi,Mi) où Mi est défini pour 
toutes les variables, 
Sv sera une partition de l'ensemble des variables, 
Ps sera une partition d'une partie de l'ensemble des 
variables. 
Toutes les fonctions définies aux points B et C du chapitre 
III vont être spécialement adaptées à l'étude des modes. Nous 
écrirons toute substitution abstraite S = (ô,Sv,Ps) qui se 
composera comme suit: 
ô sera composé des couples (variable,mode), la partition de Sv 
sera définie par les unifications respectives rencontrées au 
cours de l'étude ( une partition se composera donc de variables 
qui ont nécessairement le même mode), et la partition de Ps se 
fera sur l'ensemble des variables 
base (non g) sera définie par 
{Xl,.; ,Xn} qui ne sont pas de 
définie par les relations 
rencontrées entre les différentes variables ( une partition se 
composera de variables qui ont d'autres variables en commun, qui 
sont liées fonctionnellement entre elles). 
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Nous aurons par exemple pour un ensemble de variables 
{X1,X2,X3,X4} une substitution 8 de la forme: 
f3 = ( {(X1,g),(X2,f),(X3,f),(X4,a}}, {{X1},{X2,X3},{X4}}, 
{{X2,X4},{X3}} ) 
Nous écrirons aussi Xi e Sv(Xj) (OU Xi E Ps(Xj)) pour 
signifier que Xi est dans le même sous-ensemble de la partition 
Sv (ou Ps) que Xj. 
Les différents modes auxquels considérés seront: 
g (ground) pour une variable qui a pris une valeur, 
f (free) pour une variable libre, 
a (any) pour toute variable qui pourra être quelconque. 
Pour nos opérations sur les partitions, nous définirons 
quelques opérateurs: 
P « P' ssi pour tout Se P, 
il existe S' e P' S est inclus dans S'. 
On dira que la partition Pest plus fine que la partition P'. 
p n p' = { S n S' : S E p et S I E p' et S n S' < > 0 } . 
On dira que la partition résultante éclate la partition Pet la 
partition P' . 
f3 1::J ? 1 _ n { P" P « P" et P' « P"} 
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On dira que la partition résultante regroupe lô partition Pet la 
partition P' . 
On pourra aussi en déduire les propriétés suivante: 
P P' « P P' « P u P' n , 
pour tout P" P" « P' et P" « P' ==> P" « P n P'. 
B. Les_fonctions_aeeliguées_aux_modes. 
chvarg ( {Xj1, .. ,Xjn}, {Xs1, .. ,Xsn}, (5,Sv,Ps)) = (5',Sv',Ps') 
où 5' = {(Xs1,M'1), .. , (Xdk,M'k)} et pour tout i Mi = Mi' . 
Sv' est tel que pour tout Xjk e Sv(Xji), Xlk e Sv' (Xli). 
Ps' est tel que pour tout Xjk e Ps(Xji), Xlk e Ps'(Xli). 
lub( (5,Sv,Ps), (5',Sv',Ps')) = (5",Sv",Ps") 
où 5" = {(Xi,Mi")} tel que 
pour tout Xi : Mi"= (Mi Q Mi'). 
avec l'opérateur Q défini de la façon suivante: 
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Mi 
g g a I a 
1 
Mi' f a 1 f 1 a 
1 1 
a 1 a 1 a I a 
Sv" = Sv n Sv ' , 
Ps" = Ps u Ps ' . 
BêillÊ~g~~~ La table de l'opérateur Q est définie de telle 
façon que, si d'un côté, nous avons comme résultat pour une 
variable de la première substitution le même mode que dans le 
second cas, le mode résultant de l'union des deux résultats est 
ce mode. Si ces deux modes sont différents, nous ne pouvons que 
conclure, pour le mode résultant, par un a qui indique justement 
le fait que le mode est quelconque. 
ext1({X1, .. ,Xn,Xn+1, .. ,Xn+m},{X1, .. ,Xn}, (ô,Sv,Ps))= (ô' ,Sv' ,Ps') 
où ô' = ô U {(Xn+1,f), .. , (Xn+m,f)} 
Sv' = Sv U {{Xn+1}, .. ,{Xn+m}} 
- 42 -
Ps' = Ps U {{Xn+1}, .. ,{Xn+rn}} 
proj({Xi1, .. ,Xik},{X1, .. ,Xl},(ô,Sv,Ps)) = (ô',Sv',Ps') 
où 5' = ô \ { ( Xi , Mi) Xie {{X1, .. ,Xl}\{Xi1, .. ,Xik}} } 
Sv' = { Sv' (Xi) = Sv(Xi) \ { {Xj} tq 
Xj e {{X1, .. ,Xl}\{Xi1, .. ,Xik}}}} 
Ps' = { Ps' (Xi) = Ps(Xi) \ { {Xj} tq 
ext( 13 , 13' ) = 13" 
où 13 = (ô,Sv,Ps), 
13 ' = ( ô ' , Sv ' , Ps ' ) et 
13" = (ô", Sv", Ps") et 
Xj e {{X1, .. ,Xl}\{Xi1, .. ,Xik}} } } 
les domaines D' de 13' et D de 13 sont tels que: 
D = {Xl, .. ,Xn} et D' = {Xi1, .. ,Xin} ==> D' est inclus dans D. 
Définissons Dg comme l'ensemble des variables du domaine D 
qui ont le mode g; alors, on a: 
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Sv" = Sv n Sv ' 
Ps" = Ps * u Ps ' 
où Ps* = { S\Dg" : Se Ps et S\Dg" <> 0} et 
Dg"= Dg u Dg' ==> pour tout Xi ED, Si Mi=g alors Xi E Dg" et 
==> pour tout Xie D', Si Mi' =g alors Xie Dg". 
5" est construit sur D de la façon suivante: 
5" = {(Xi,Mi")} tq 
Si Xi ED'==> Mi"= Mi'. 
Si Xi E (D \ D') ==> 
Si (Sv"(Xi) fi D' < > 0) ==> Mi" = Mj' où Xj e (Sv"(Xi) fi D') 
Si ( Sv" (Xi) fi D' = 0) == > 
Mi"= g si Mi= g 
Mi"= f si Mi <> g et pour tout Xj e Ps"(Xi) Mj = f 
Mi"= a si Mi<> g et il existe Xj e Ps"(Xi) Mj = a 
Bêmêrgg§~ Si une des deux substitutions S ou 8' est la 
substitution L (qui représente la substitution où aucun des trois 
membres du triplet (5,Sv,Ps) n'est défini et qui représente 
l'ensemble vide de substitutions), alors ext ( S , 8' ) = L 
6. inst 
inst ( 8 , p/n , ETA ) = 8' 
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où (3' = lub({ (3* : ((3",p/n,(3*) E ETA~:!; f3" « (3 }) 
et l'opérateur« est défini de la manière suivante: 
(3 « (3' ssi pour toute variable X des substitutions (3 et (3', les 
modes M de X dans (3 et M' de X dans (3' sont tels que M « M'. 
où M « M' est vrai si M=M' ou si M' = a. Dans le cas contraire, 
Met M' seront dits non comparables et (3 et (3' ne seront pas 
comparables non plus. 
7. ~gj_ 
ETA .- adj ( (3 , p/n , 13* , ETA) 
signifie que ETA est remplacé par 
ETA\ {((3' ,p/n,(3*) (3 « (3'} U {(13' ,p/n,lub((3",(3*)). 
Ceci est 
l'ensemble ETA. 
nécessaire pour conserver la 
(3 « 13'} 
monotonie de 
B§fil§rgy§~ L'ensemble ETA est dit monotone si, quelles que soient 
deux triplets (13i,p/n,(3i') et ((3j,p/n,(3j') ,si (31 « (3j, alors 13i' 
« f3j 1 • 
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C. Cas_de_l'unification. 
est 
Avec un peu de perspicacité, 
facile de calculer la 
nous pouvons remarquer 
substitution résultante 
qu 'il 
d'une 
unification grâce à la fonction d'extension ext que nous avons 
définie. En effet, seuls deux cas d'unification sont possibles 
pour un programme normalisé. 
Dans le premier cas, nous aurons une unification de la forme 
Xi= Xj et donc, les deux modes seront égaux; les deux variables 
ainsi que les variables appartenant à la même classe de Sv et Ps 
ne formeront plus qu'une seule classe de Sv et une classe de Ps. 
Dans le second cas, nous aurons une unification de la forme 
Xi = f(Xj1, .. ,Xjn) et nous pourrons déduire le mode de Xi en 
fonction des modes de l'ensemble {Xj1, .. ,Xjn} ou l'inverse et 
nous pourrons définir une classification pour Sv et Ps. 
2. Réalisation. 
Si notre unification est du type Xi= Xj, le résultat est le 
suivant: 
6 * = { ( Xi , ( Mi@Mj ) ) , ( Xj , ( Mi@Mj ) ) } 
Sv* ={{Xi,Xj}} 
Si Mi= g ==> Ps* = {} 
Si Mi < > g ==> Ps* = {{Xi,Xj}} 
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où l'opérateur@ est défini de cette manière: 
Mi 
@ g f I a 
1 
g g g g 
Mj f g f I a 
a I g a I a 
Le résultat final sera calculé de la manière suivante: 
13 ' = ext ( 13 , ( ô * , Sv* , Ps * ) ) . 
Si l'unification est du type Xi = f(Xj1, .. ,Xjn), et pour 
autant que Xi ne soit pas une des variables de l'ensemble 
{Xj1, .. ,Xjn}, nous pourrons donner la substitution 13' résultante 
de cette unification: 
ô* = {(Xi,Mi*), (Xj1,Mj1*), .. , (Xjn,Mjn*)} où 
Si Mi = g, 
alors Mill( = g et 
tous les Mjk:I( = g 
Si Mi < > g et tous les Mjk = g, 
alors Mi:.: = g et 
tous les Mjk* = g 
Si Mi < > g et il existe un Mjk < > g, 
alors Mi* = a et 
pour tout k, Mjk:I( = Mjk. 
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Sv*= Sv 
Ps* = { D \Dg} où 
D = {Xi,Xj1, .. ,Xjn} et Dg= D \ { Xs Xs = g } . 
Le résultat final sera calculé de la même manière que dans 
le premier cas, c'est-à-dire 13' = ext ( f3, (ô*,Sv*,Ps*) ). 
Remargues: 
Si Xi est une des variables appartenant à une classe de 
Sv contenant une des variables de {Xj1, .. ,Xjn}, alors il est 
évident que l'unification ne peut qu'échouer et nous pourrons 
conclure plus rapidement avec f3 1 = .L C'est un cas très 
intéressant qui permettra dans d'autres cas de donner plus de 
renseignements sur la substitution-résultat (voir chapitre VII). 
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VI. SQécifications_de_l'algorithme. 
A. Les_fonctions_de_base. 
Au cours des spécifications, nous rencontrerons des 
propriétés qui se répéteront. Nous les formaliserons donc quand 
cela sera nécessaire. 
Propriété (1). 
Soit L la liste [v(i1), .. ,v(ik)] et soit le triplet 
(D,SV,PS). ~lQrê le triplet (D,SV,PS) vérifie la propriété (1) si 
D est une liste de k couples [(v(i1),Mi1), .. , (v(in) ,Min)] où Mil 
vaut soit f, soit g, soit a ~t SV est une liste de sous-listes 
d'éléments de L1 où tout v(il) est représenté de manière unique, 
§~ PS est une liste de sous-listes d'éléments de L1 où tout v(il) 
est représenté de manière unique. 
Propriété (2). 
Soit L la liste [v(i1), .. ,v(ik)]. ~12rê la liste D vérifie 
la propriété (2) si D est une liste de k couples 
[(v(il) ,Mil), .. , (v(in) ,Min)] où Mil vaut soit f, soit g, soit a. 
Propriété (3). 
Soit L la liste [v(i1), .. ,v(ik)]. ~12r§ la liste PSV vérifie 
la propriété (3) si PSV est une liste de sous-listes d'éléments 
de L1 où tout v(il) est représenté de manière unique. 
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chvarg{L1,L2, (D1,SV1,PS1), (D2,SV2,PS2)). 
rr~~ Ll est une liste den variables [v(i1), .. ,v(in)J. Le 
triplet (D1,SV1,PS1) vérifie (1) pour L1. L2 est une liste den 
variables [v(jl), .. ,v(jn) J. 
f2§!~ le triplet (D2,SV2,PS2) est le triplet (D1,SV1,PS1) où 
toute occurrence de v(ik) est remplacée par v(jk) et qui vérifie 
(1) pour L2. 
chvargd{D1,D2,L1,L2). 
fr~..!. Ll est une liste den variables [v(i1), .. ,v(in)J. D1 
vérifie (2) pour Ll. L2 est une liste de n variables 
[v(jl), .. ,v(jn) J. 
fQ§t..!. D2 est la liste de couples [(v(j1,Mi1), .. , (v(jn) ,Min)] 
qui vérifie (2) pour L2. 
inlst(X,L1,Y,L2). 
fr~..!. L1 est une liste de n variables [ v ( i 1) , .. •, v (in)] . X est 
une variable appartenant à L1. L2 est une liste den variables 
[v(jl), .. ,v(jn)]. 
fQ§t~ Y est la variable de L2 qui occupe la même position 
d'ordre que X dans Ll. 
chvargl(PSV1,PSV2,L1,L2). 
fr~..!. Ll est une liste den variables [v(i1), .. ,v(in)J. PSV1 
vérifie (3) pour Ll. L2 est une liste de n variables 
[v(jl), .. ,v(jn)J. 
fQ§t..!. PSV2 est la liste PSV1 où toute occurrence de v(ik) 
est remplacée par v(jk) et qui vérifie (3) pour L2. 
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chvarglx(X,Y,L1,L2). 
fr~~ Ll est une liste den variables (v(il), .. ,v(in) l. X es~ 
une sous-liste de Li. L2 est une liste de n variables 
[v(jl), .. ,v(jn)]. 
fQ§t~ Y est la liste X où toute occurrence de v(ik) est 
remplacée par v(jk). 
2. 1.Y.Q 
lub((D1,SV1,PS1), (D2,SV2,PS2), (D3,SV3,PS3)). 
fr~~ Le triplets (D1,SV1,PS1) et (D2,SV2,PS2) vérifient la 
propriété (1). 
D3 est une liste de couples [(v(i1),Mi1"), .. , 
(v(in),Min")J telle que Mik" = Mik Q Mik' où Mik et Mik' sont les 
modes correspondants dans D1 et D2. 
SV3 = SV1 n SV2 et PS3 = PS1 u PS2. 
lubd(D1,D2,D3). 
fr~~ D1 et D2 vérifient la propriété (2). 
D3 est une liste de couples ((v(il) ,Mil"), .. , 
(v(in),Min")] telle que Mik" = Mik Q Mik' où Mik et Mik' sont les 
modes correspondants dans D1 et D2. 
commun(D1,D2,D12,D11,D22). 
fr~~ D1 et D2 vérifient la propriété (2). 
Post: D12 = D1 n 02 et D11 = D1 \ D12 et D2 = D2 \D12. 
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lu bop ( 01, 02) . 
fr~~ D1 est une liste de triplets (v(ik) ,Mik,Mik'). 
fQ§!~ D2 est une liste de couples (v(ik) ,Mik") telle que 
pour tout triplet de D1 il existe un couple correspondant de D2 
où Mik" = Mik Q Mik'. 
ext1(L1,L2,(01,SV1,PS1), (02,SV2,PS2)). 
Er~~ Ll est une liste den variables [v(il), .. ,v(in)]. Le 
triplet (D1,SV1,PS1) vérifie (1) pour L1. L2 est une liste de k 
variables [v(j1), .. ,v(jk)] et la liste L2 est incluse dans L1. 
fQ§!..:. D2 = D1 U D où D est la liste des couples (v(il),f) 
telle que v(il) e (L1 \ L2). SV2 = SV1 U SV où SV est la liste 
des listes singletons [v(il)J telle que v(il) e (L1 \ L2). PS2 = 
PS1 U PS où PS est la liste des listes singletons (v(il)J telle 
que v(il) e (L1 \ L2). 
ext1d{L1,01,D2). 
fr§~ L1 est une liste den variables [v(i1), .. ,v(in)]. D1 
vérifie la 
fQ§:I;_;_ 
(v(il) ,f} 
propriété ( 2) . 
D2 = D1 U D où D est la liste de tous les couples 
telle que v(il) e L1 et n'est pas le premier élément 
d'un couple de D1. 
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ext1l(L1,L2,PSV1,PSV2). 
f!§..!. Ll est une liste den variables [v(il), .. ,v(in)]. PSVl 
est une liste qui vérifie la propriété (3). L2 est une liste de k 
variables [v(jl), .. ,v(jk)] et la liste L2 est incluse dans Ll. 
fQ§!..!. PSV2 = PSVl U PSV où PSV est la liste des listes 
singletons [v(il)] telle que v(il) e (Ll \ L2). 
4. EŒQi 
proj(L1,L2, (D1,SV1,PS1) ,(D2,SV2,PS2)). 
P1:.ê1. Ll est une liste de n variables [v(il), .. ,v(in)]. Le 
triplet (D1,SV1,PS1) vérifie ( 1) pour Ll. L2 est une liste de k 
variables [v(jl), .. ,v(jk)] et la liste Ll est incluse dans L2. 
f2§11. D2 est la liste des couples (v(il) ,Mil) telle que 
(v{il),Mil) E Dl ê1 v(il) E Ll. SV2 est la liste de listes SVl 
tout v(il) e (L2 \ Ll) a été retiré. PS2 est la liste de listes 
PSl où tout v(il) E (L2 \ Ll) a été retiré. 
projd(Ll,D1,D2). 
fr~..!. Ll est une liste den variables [v(il), .. ,v(in)]. Dl 
vérifie la propriété (2). 
fQ§:!;1. D2 est la liste des couples (v(il) ,Mil) telle que 
( v ( i 1 ) , Mi 1 ) e D 1 ê1 v ( i 1 ) e L 1 . 
diff ( Ll, L2, L3) . 
f!.ê..!. Ll et L2 sont des listes d'éléments. 
fQ§t..!. L3 est telle que l'addition des listes L2 et L3 donne 
Ll où Ll est sans répétition. 
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projl(L1,PSV1,PSV2). 
fr§~ Ll est une liste de k variables [v(il), .. ,v(ik)]. PSVl 
est une liste qui vérifie la propriété (3). 
fQ§!~ PSV2 est la liste des listes PSVl où tout Xe Li a été 
retiré. 
ret(X,Li,L2). 
fr§~ soit X un élément et Li une liste de listes 
d'éléments. 
fQ§!~ L2 est la liste Li où l'élément X a été enlevé de 
l'élément liste de Ll qui le contenait. 
inin(X,L). 
fr§~ Soit X un élément et Lune liste de listes d'éléments. 
fQ§!~ La procédure réussit si X est un élément d'une liste 
élément de L. Elle échoue dans le cas contraire. 
ext((D1,SV1,PS1), (D2,SV2,PS2), (D3,SV3,PS3)). 
fr~~ Le triplets (Di,SV1,PSi) et (D2,SV2,PS2) vérifient la 
propriété (1) pour des listes différentes. 
fQ§!~ (D3,SV3,PS3) est un triplet de listes qui vérifie en 
terme de listes les propriétés définies pour la substitution~" 
au paragraphe 5 du sous-chapitre B du chapitre II. 
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dg(D,L). 
fr§~ D est une liste qui vérifie la propriété (2). 
f2§1~ Lest la liste de toutes les variables v(ik) des 
couples [(v(il) ,Mil), .. , (v(in) ,Min)] telles que Mik=g. 
union(L1,L2,L3). 
fr§~ Ll et L2 sont des listes d'éléments. 
fQ§t~ L3 est la concaténation de Ll et de L2 où toute 
occurrence multiple d'un élément a été remplacée par une 
occurrence unique. 
extd(D1,D2,D3). 
fr§~ Dl et D2 vérifient la propriété (2) pour des listes 
différentes. 
fQ§t~ D3 est une liste qui vérifie en terme de listes les 
propriétés définies pour l'élément ô de la substitution~" au 
paragraphe 5 du sous-chapitre B du chapitre II. 
choix((X,M1),D1,D2,SV,PS,M). 
fr§~ Soit (X,M1) un couple (variable,mode) appartenant au 
moins à Dl. Dl et D2 vérifient la propriété (2) pour des listes 
différentes. SV et PS sont des listes de listes d'éléments et le 
mode de tout élément d'une liste élément de PS est différent de 
g. 
f2§1~ Si Ml= g, alors M = g. Sinon, Si X appartient à une 
liste de SV dont un élément Y est le premier élément d'un couple 
(Y,MM) appartenant à D2, alors M = MM. Sinon, Si tout élément de 
la liste contenant X de PS est de mode f dans la liste Dl, alors 
M = f et sinon, M= a. 
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dd ( D, L). 
Er§~ Dune liste vérifiant la propriété (2). 
E2§!~ L est la liste de toutes les variables v(ik) des 
couples [(v(i1),Mi1), .. , (v(in),Min)]. 
sv(:X,SV,L). 
Er§~ Soit X un élément contenu dans une liste élément d'une 
liste SV. 
EQ§!~ Lest la liste élément de SV contenant X. 
inter ( L1, L2, L3) . 
Er§~ Soit L1 et L2 deux listes d'éléments. 
fQ§!~ L3 est la liste de tous les éléments appartenant à L1 
et à L2. 
mode(LSV,LPS,D1,D2,M). 
fr§~ D1 et D2 vérifient la propriété (2) pour des listes 
différentes. LSV et LPS sont des listes de listes d'éléments dont 
le mode de tout élément d'une liste élément de la liste LPS est 
différent d.e g. 
fQgi~ Si X appartient à une liste de LSV dont un élément Y 
est le premier élément d'un couple (Y,MM) appartenant à D2, alors 
M = MM. Sinon, Si tout élément de la liste élément contenant X de 
LPS est de mode f dans la liste D1, alors M = f et sinon, M= a. 
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mode(LPS, D1 ,M). 
fr1~ D1 vérifie la propriété (2). LPS est une liste de 
listes d'éléments dont le mode de tout élément d'une liste 
élément de la liste LPS est différent de g. 
fQ.§!~ Si tout élément de la liste élément contenant X de LPS 
est de mode f dans la liste D1, alors M = f, sinon M= a. 
6. Ql:!QE 
ouop ( L1 , L2, L3) . 
fr1~ L1 et L2 sont deux listes qui vérifient la propriété 
( 3) . 
f.Q.§1~ L3 est une liste telle que L3 = L1 u L2. 
listou(L1,L2,L3). 
fr§~ Soit L1 une liste d'éléments et L2 une liste de listes 
d'éléments. 
f.Q.§!~ L3 est la liste des listes éléments de L2 qui ont des 
éléments communs avec la liste L1. 
regroupe(L1,L2). 
fr§~ Soit L1 une liste de listes d'éléments. 
fQ.§!~ L2 est une liste contenant tous les éléments de toutes 
les listes éléments de L1. 
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etop(L1,L2,L3). 
fr§~ L1 et L2 sont 2 listes qui vérifient la propriété (3). 
E2§1~ L3 est une liste telle que L3 = Ll n L2. 
separe(L1,X,L2). 
fr§~ Ll est une liste de listes d'éléments et X est une 
liste d'éléments ·dont certains sont contenus dans les listes 
éléments de L1. 
fQ§1~ L2 est la liste de toutes les intersections entre les 
listes éléments de L1 et la liste X à laquelle on ajoute 
l'élément liste composé de tous les éléments de X qui ne sont pas 
éléments d'éléments listes de Ll. 
separe(Ll,X,LX,XX). 
fr§~ Ll est une liste de listes d'éléments et X est une 
liste d'éléments dont certains sont contenus dans les listes 
éléments de L1. 
fQ§!~ LX est la liste de toutes les intersections entre les 
listes éléments de L1 et X et XX est une liste composée de tous 
les éléments de X qui ne sont pas éléments d'éléments listes de 
L1. 
sep(L1,X,L2). 
fr§~ L1 est une liste de listes d'éléments et X est une 
liste d'éléments qui sont tous contenus dans les listes éléments 
de L1. 
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fQ§!~ L2 est la liste de toutes les intersections entre les 
listes éléments de Li et X. 
lappend(L1,L2,L3). 
fr~~ Soient Li et L2 deux listes de listes d'éléments. 
fQ§!~ L3 est la concaténation des listes de listes Li et L2 
où tout élément liste vide a été retiré. 
8. in§! 
inst(B1,PN,B2). 
fr~~ Soit B1 un triplet vérifiant la propriété (1) et PN un 
but. Soit aussi la base de faits ETA contenant peut-être des 
faits de la forme p(Bi,PN,Bj). 
fQ§!~ B2 = lub({ Bj : p(Bi,PN,Bj) e ETA~! Bi« B1 }) 
trie(L1,B,L2). 
fr§~ Soit L1 une liste de faits de la forme p(B1,PN,82) où 
81 et B2 sont des triplets qui vérifient la propriété (1) et PN 
est un but. 
fQ§!~ L2 est la liste de tous les éléments p(Bi,PN,Bj) de L1 
tels que Bi« B. 
pluspetit(B1,B2). 
Pré: Soit B1 et 82 deux triplets de la forme (D1,SV1,PS1) et 
(D2,SV2,PS2) vérifiant la propriété (1). 
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fQ§!~ La procédure réussit si, pour tout X premier élément 
d'un couple de D1 et Y l'élément correspondant dans D2, X« Y. La 
procédure échoue si ce n'est pas le cas. 
pltit(D1,D2). 
Er~~ Soit D1 et D2 deux listes 
propriété (2). 
de couples vérifiant la 
fQ§!~ La procédure réussit si pour tout X premier élément 
d'un couple de D1 et Y l'élément correspondant dans D2, X« Y. La 
procédure échoue si ce n'est pas le cas. 
opcmp(M1,M2). 
Pr~~ Soit Mi et M2 deux modes. 
fQ§!~ La procédure réussit si Mi« M2,sinon elle échoue. 
lubb(L,B2). 
Pr~~ L est une liste de triplets [81, .. ,BnJ vérifiant la 
propriété (1). 
fQ§!~ Si Lest la liste vide, alors 82 = ~. dans le cas 
contraire, 82 = lub({ Bi : Bi e L }) . 
9. ~gj 
adj(B1,PN,B2). 
Pr~~ Soit 81 et 82 deux triplets vérifiant la propriété (1) 
et PN un but. Soit aussi la base de faits ETA contenant peut-être 
des faits de la forme p(Bi,PN,Bj). 
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fQ§t~ Tout fait p(Bi,PN,Bj) E ETA tel que 81 « Bi est 
remplacé par le fait p(Bi,PN,lub(Bj,B2)). 
trieadj(L1,B,L2). 
fr~~ Soit Ll une liste de faits de la forme p(Bi,PN,Bj) où 
Bi et Bj sont des triplets qui vérifient la propriété (1) et PN 
est un but. Et soit Bun triplet vérifiant la propriété (1). 
fQ§1~ L2 est la liste de tous les faits p(Bi,PN,Bj) de Ll 
tels que 81 « Bi. 
retrac{L). 
fr~~ Soit Lune liste de faits de la forme p(_,PN,_) 
appartenant à la base de faits ETA. 
fQê1~ Il n'existe pas de fait de la forme p(_,PN,_) dans la 
base de faits. 
asser(L,B). 
fr~~ Soit Lune liste de faits de la forme p(Bi,PN,Bj) 
appartenant à la base de faits ETA et Bun triplet vérifiant la 
propriété (1). 
La base de fait ETA contient tous les faits 
p(Bi,PN,lub(Bj,8)) correspondant à chaque fait contenu dans L. 
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8. L'algorithme_Qrinci2al. 
1. iasb 
iasb(B1,PN,B2). 
Er1~ Soit 81 un triplet vérifiant la propriété (1) et PN un 
but. Soit aussi la base de faits ETA contenant peut-être des 
faits de la forme p(8i,PN,8j) et un ensemble de clauses dont la 
tête de clause s'unifie avec PN. 
fQ§!~ Si la base de faits ETA contient le fait p(Bl,PN,B), 
alors 82 = B. Sinon, 82 est le résultat de l'interprétation 
abstraite du but PN définie par l'algorithme I page 34. 
executeclause(Bl,PN,82). 
fr~~ Soit 81 un triplet vérifiant la propriété (1) et PN un 
but. Soit aussi la base de faits ETA ne contenant pas de fait de 
la forme p(B1,PN,_) et un ensemble de clauses dont la tête de 
clause s'unifie avec PN. 
fQ§!~ 82 est le résultat de l'interprétation abstraite du 
but PN définie par l'algorithme I page 34. 
decision(B1,PN,82,83). 
Er~~ Soit 81 un triplet vérifiant la propriété (1) et PN un 
but. Soit aussi la base de faits ETA contenant le fait 
p(81,PN,8) et un ensemble de clauses dont la tête de clause 
s'unifie avec PN. 
Post: Si B2 = 8, alors B3 = 8. Sinon, B3 est le résultat de 
l'interprétation abstraite du but PN définie par l'algorithme I 
page 34. 
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execlause(B1,PN,B2). 
fr~~ Soit 81 un triplet vérifiant la propriété (1) et PN un 
but. Soit aussi la base de faits ETA ne contenant pas de fait de 
la forme p(81,PN,_) et un ensemble de clauses dont la tête de 
clause s'unifie avec PN. 
fQ§t~ 82 est le résultat de l'interprétation abstraite du 
but PN. 
iasbuilt(Bl,X,B2). 
fr~~ Soit B1 un triplet de la forme (D1,SV1,PS1) vérifiant 
la propriété (1) et X une unification. 
EQ~i~ B2 
propriété (1) 
un triplet de la forme (D2,SV2,PS2) vérifiant la 
où D2 
variables impliquées 
est le même que D1 
dans l'unification 
sauf peut-être pour les 
X dont le mode est 
identifié en respect des algorithmes du paragraphe C du chapitre 
IV; SV2 est SV1 où la les listes contenant les variables 
impliquées dans l'unification X sont regroupées en une seule 
liste si l'unification est du type v(i}=v(j) sinon SV2 = SV1; et 
PS2 est PS1 où les listes contenant les variables impliquées dans 
l'unification X sont regroupées en une seule liste. 
constitue(L1,L2). 
Pré: Soit L1 une liste. 
fQ~!~ L2 = [] si Ll = [] sinon, L2 = [Ll]. 
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phi(M1,M2,M3). 
Er~~ Soient Ml et M2 deux modes (a,f ou g). 
E2§!~ M3 est le mode calculé par M3 =Ml@ M2. 
transps(M,L1,L2). 
Er~~ Soit Mun mode (a,f ou g) et Ll une liste. 
E2§t~ Si M = g, alors L2 = [) sinon, L2 = Ll. 
phiplus(Dl,X,Z,D). 
Erê~ Soit Dl une liste vérifiant la propriété (2) et X une 
variable appartenant à un couple contenu dans Dl et Z une liste 
de variables dont toute variable appartient à un couple contenu 
dans Dl. 
E2§t~ Si X a le mode g dans D1 ou si toutes les variables de 
la liste Z ont le mode g dans la liste D1, D est la liste de tous 
les couples (variable,mode) constituée de la variable X de mode g 
et de toutes les variables de la liste Z auxquelles on donne le 
mode g. Sinon, la liste D est constituée de tous les couples 
(variable,mode) des variables de Z avec leur mode trouvé dans Dl 
et du couple (X,a). 
transzg(Z,L). 
Erê~ Soit Z une liste de variables. 
E2§t~ Lest la liste vérifiant la propriété (2) de tous les 
couples (variable,g) de toutes les variables contenues dans la 
liste Z. 
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tousg(Z,D). 
fr§~ Soit z une liste de variables et Dune liste vérifiant 
la propriété (2) pour une liste contenant Z. 
EQ§!~ La procédure réussit si le mode de toutes les 
variables de la liste Z dans D1 est g. Dans le cas contraire, la 
procédure échoue. 
transmode(Z,D,L). 
fr§~ Soit z une liste de variables et Dune liste vérifiant 
la propriété (2) pour une liste contenant z. 
EQ§!~ Lest la liste vérifiant la propriété (2) de tous les 
couples (variable.Mi) de toutes les variables Xi contenues dans 
la liste Z où Mi est le mode correspondant à Xi dans D. 
iac(B1,C,B2). 
fr~~ Soit B1 un triplet vérifiant la propriété (1) et C une 
clause dont la tête de clause est PN. Soit aussi la base de faits 
ETA contenant peut-être des faits de la forme p(Bi,PN,Bj) et un 
ensemble fini de clauses. 
fQ§!~ B2 est le résultat de l'interprétation abstraite de 
la clause C définie par l'algorithme II page 36. 
execiac(B1,LB,B2,L). 
fr~~ Soit 81 un triplet vérifiant la propriété (1) et LB une 
liste de sous-buts. Soit aussi la base de faits ETA et L la liste 
de toutes les variables utilisées dans LB. 
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fQ§!~ 82 est le résultat de l'inter~ret6tion abstraite de 
la liste des sous-buts LB définie par l'algorithme II page 36. 
varb(L1,L2). 
fr§~ Soit Ll une liste de sous-buts. 
fQ§!~ L2 est la liste de toutes les variables utilisées dans 
tous les sous-buts de la liste Ll. 
varbx(X,L). 
E~~~ Soit X un but. 
fQ§!~ Lest la liste de toutes les variables utilisées dans 
le but X. 
newvar(L1,L2). 
fr§~ Soit Ll une liste den variables. 
fQ§!~ Si Ll est une liste vide, alors L2 est une liste vide. 
Sinon L2 une liste de n variables successives v(i) dont la 
première est v(l). 
newvar(L1,L2,M). 
fr§~ Soit L1 une liste den variables avec n > 0. 
fQ§!~ L2 une liste den variables successives v(i) dont la 
première est v(l) et M = n. 
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verifie. 
Erê~ 
fQ§t~ Le nom du fichier contenant la procédure et la 
procédure à étudier avec ses arguments sont lus. L'interprétation 
abstraite de cette procédure est réalisée et le résultat de cette 
interprétation abstraite est affiché à l'écran. Ce résultat 
d'interprétation abstraite est définie par l'algorithme I page 
33. 
lirebeta(PN,B,PNORM,Q). 
fr§~ PN est un but. 
fQ§t~ Best le triplet vérifiant la propriété (1) déduit du 
but PN et PNORM est le but PN où tout argument du but a été 
remplacé par une variable et les variables de PNORM sont 
successives et la première est v(1). Q est la liste des arguments 
de PN: 
tested(L,D,N). 
f~~~ Lest une liste d'arguments et N, un entier. 
fQ§t~ D est la liste des couples vérifiant la propriété (2) 
telle qu'à tout argument i de L correspond le couple (v(i),Mi) 
dans D où Mi est le mode de l'argument i. 
moded(X,M). 
Pré: X est un terme. 
fQ§t~ M est le mode du terme X. 
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ground(X}. 
fr§2 X est un terme simple ou composé. 
fQ§!2 La procédure réussit si le terme X est un terme de 
base et échoue sinon. 
grnd(L). 
fr§2 Lest une liste de termes simples ou composés. 
fQ§!2 La procédure réussit si tout terme de la liste Lest 
un terme de base et échoue dans le cas contraire . 
testesv(L,SV). 
fr§2 Lest une liste de variables. 
fQ§!2 SV est la liste de toutes les listes singletons où 
tout élément singleton d'un élément liste de SV est un élément de 
la liste L. 
testeps(L,PS). 
Pr§2 Lest une liste. 
fQ§!2 Si L = (], alors PS = [); sinon PS = (L]. 
normepn(P,PN). 
Pr§~ Pest un but. 
fQ§!~ PN est le but P où tout argument du but a été remplacé 
par une variable et les variables de PN se succèdent en 
commençant par la variable v(1). 
replace(Q,D1,D2). 
Pr§~ Q est une liste den arguments et D1 est une liste de 
n couples vérifiant la propriété (2). 
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PQ§!~ D2 est une liste den couples dont le premier élément 
du ième couple a été remplacé par le ième argument de la liste Q. 
insere(L). 
Pr~~ Lest une liste den clauses normalisées. 
PQ§!~ La base de faits contient n faits du type 
clause(T,N,M,C) où pour toute clause de la liste L, Test la tête 
de la clause C, N est son arité, et M est le numéro d'ordre de la 
clause dans sa procédure. 
assertclause(T,N,C). 
Pr~~ Test la tête de la clause ç et N son arité. 
PQ§!~ La base de fait contient le fait du type 
clause(T,N,M,C) où M est le numéro d'ordre de la clause dans sa 
procédure. 
retire. 
Pr§i Soit la base de faits contenant peut-être des faits du 
type clause/4. 
P2§!~ La base de faits ne contient plus de faits du type 
clause/4. 
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Voici quelques exemples révélateurs de 
d'interprétation abstraite des programmes PROLOG 
la capacité 
par notre 
programme. Le premier de ces exemples est la fonction "concat" 
qui concatène deux listes pour en donner une troisième. Cette 
fonction a été choisie pour sa simplicité. 
Le texte de la fonction concat est le suivant: 
conca t ( [] , L, L) . 
concat([X:Ll] ,L2, [X:L3]) ·- concat(L1,L2,L3). 
Ce programme est normalisé avant son interprétation; en 
voici le texte: 
concat(v(l) ,v(2) ,v(3)) ·- v(l)=[] ,v(2)=v(3). 
concat(v(l) ,v(2) ,v(3)) ·- v(1)=[v(4) :v(S) J ,v(3)=[v(.4) :v(6)], 
concat(v(S) ,v(2) ,v(6)). 
La première procédure interprétée était la procédure: 
· conca t ( [a] , [ b J , L) . 
Ce qui donne la substitution de départ: 
{((a],g),((b],g),(L,f)}. 
Le résultat obtenu est le suivant: 
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{([a],g),([b],g),(L,a)}. 
Nous pouvons observer que le résultat obtenu n'est pas 
optimal. En effet, le mode de la liste L résultat de la 
concaténation de [a] et de [b] est la liste [a,b] dont le mode 
est g. Ceci est dû au fait que nous interprétons les unifications 
avant l'application du but donnant naissance à ces unifications. 
Un moyen très simple de palier ce défaut serait, pendant la 
normalisation, de rajouter ces unifications avant et après le but 
concerné au lieu de les écrire simplement avant le but. De 
cette manière, ces unifications seront exécutées deux fois, mais 
elles permettront d'affiner l'interprétation. 
Pou~ cette même fonction concat(L1,L2,L3), nous avons essayé 
quelques autres possibilités logiques d'arguments. Voici un 
tableau qui résume les résultats obtenus: 
avant après 
Mode de I Ll L2 L3 Ll L2 L3 
g g g g g g 
g g f g g a 
g f g g a g 
f g g a g g 
f f g a a g 
f f f a a a 
g f g g a g 
f g g a g g 
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L'exemple suivant montre que notre interprétation peut 
donner malgré tout un excellent résultat. Il est tiré de 
l'article [2] et a été décrit pour la première fois par Debray 
[ 9] . 
p(X,Y) :- q(X,Y) ,r(X) ,s(Y). 
q(Z,Z). 
r (a) . 
s ( w) . 
Voici sa normalisation: 
p(v(1) ,v(2)) ·- q(v(1) ,v(2)) ,r(v(1)) ,s(v(2)). 
q(v(1),v(2)) ·- v(1)=v(2). 
r(v(1)) :- v(1)=a. 
s(v(1)). 
L'exemple significatif, est d'essayer l'interprétation avec 
les modes {(X,f), (Y,f)} comme arguments de p. Nous obtenons alors 
{(X,g), (Y,g)}. 
C'est bien le résultat auquel nous serions en droit de nous 
attendre. L'exécution de notre algorithme dans ce cas précis est 
plus que satisfaisant. 
Alors que nous ne l'avions pas encore fait, l'exemple 
suivant dû à Monsieur B Le Charlier montre l'utilité de la 
fonction "adj": 
p(X) X=f(Y). 
p(X) ·- q(X) ,p(Y). 
q (X) . 
q(X) :- q(X) ,p(X). 
Normalisé, cela donne: 
p(v(l)) 
p(v(l)) 
q(v(l)). 
v(l )=f(v(2)). 
q(v(l) )- ,p(v(2)). 
q(v(1)) :- q(v(l)) ,p(v(l)). 
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Si nous essayons cet exemple avec la substitution {(X,a)} 
comme argument de la procédure p, nous obtenons le résultat 
{(X,a)}. Si nous n'avions pas, au moment opportun, effectué la 
transformation de l'ensemble ETA grâce à la fonction "adj", 
pendant l'interprétation de cette procédure, l'algorithme aurait 
bouclé. Car à un certain moment dans l'arbre de résolution, la 
substitution résultat aurait été une fois sur deux {(X,f)} et à 
l'exécution suivante {(X,a)}, de telle sorte que la comparaison 
effectuée après une interprétation complète avec le résultat de 
l'interprétation précédemment existante aurait 
négative. 
toujours été 
La cause de ce bouclage vient de l'ensemble ETA. Si la 
fonction "adj" n'est pas appliquée après une résolution d'un but, 
il pourrait exister une rupture dans la monotonie de l'ensemble 
ETA. Cet ensemble n'aurait plus alors la même signification. 
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VIII. Conclusions. 
Nous sommes parvenu à réaliser un programme d'interprétation 
abstraite des programmes écrits en PROLOG. Il permet, pour un 
programme donné et pour une substitution donnée, de calculer la 
substitution résultante de l'application de la procédure étudiée. 
Cette interprétation a été accomplie pour les modes des variables 
et donne des résultats significatifs. 
Les théories exposées au cours de ce mémoire forment une 
base solide pour une étude plus approfondie des propriétés 
statiques des programmes PROLOG. 
L'algorithme général est écrit de telle manière qu'il 
restera inchangé si on veut réaliser une étude autre qu'une étude 
de modes. En effet il suffira de récrire les procédures 
intermédiaires 
Il est 
chvarg, lub, ... } . 
possible de trouver dans certains cas une 
interprétation plus signifiante que celle que nous avons obtenue. 
Il est possible d'augmenter la vitesse d'exécution de notre 
programme, mais tel n'était pas notre propos. Il s'agissait pour 
nous d'écrire un programme qui donne des résultats corrects et 
une interprétation la plus complète possible. 
Lors de la normalisation, en permettant une redondance de 
certaines unifications, nous pourrions affiner encore notre 
interprétation. 
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l*******~*********************************************~******I I*** UtllLtaires. ***I 
/*************************~**********************************' 
append(CJ,L,L):- !. 
append(CXILlJ,lZ,CXIL3]) :-
append(Ll,L2,L3), 
! • 
dans(CX,XX),CCY,XX)I_J) :-
X==Y, 
1 • 
dans(CX,XX),C(Y,_)ILJ) :-
dansCCX,XX),L), 
l • 
1;n(X,CYILJ) :-
X==Y, 
! • 
Ln(X,CYILJ) :-
inCX,L), 
! • 
retrCX,CYILJ,L) :-
X==Y, 
! • 
retrCX,CYILJ,CYILLl) :-
retrCX,L,LL), 
! • 
reconstrCP,CJ,?) :- J. 
reconstrCP,L,CP:-Q)) :-
cons'tr(Q,L), 
! • 
constrCCX,3),CXILJ) :-
constrCB,L>, 
! • 
constrCX,CXJ) :- !. 
l*****************~******************************************I I*** Normalisation. ***I 
'************************************************************' 
nor-me(SF,L) :-
sea(SF>, 
normfile(L), 
seen, 
! • 
nor-mfile(C~ILJ) :-
read(T), 
normcl3useCT,R>, 
nor-mfil.e(L>, 
! • 
nor-•fileCCl) :- t. 
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normclause('end_of_f~le',_) :-
! , 
fa~l. 
normclause((rl!-G),T) :-
normtete(H,P,Ld,LVAR,M), 
constrCG,Ll), 
normcorps(Ll,LN,LVAR,M), 
append(Ld,LN,L), 
re::onstr(P,L,T), 
! • 
normclause(H,T) :-
normtete(H,P,L3,LV~R,M), 
re::onstr(P,LB,T), 
1 • 
'************************************************************' 
/O'f;.0 Normtete ••• 
'*************~**********************************************' 
normteteCH,P,L3,LV,M) :-
rt= •• CTIAJ, 
normtete(A,AN,LBS,CJ,LVl,1,MM), 
normlblt(L3B,L3,LV1,LV,MM,M), 
?= •• CTIANJ, 
! • 
normtete(CJ,CJ,CJ,LV,LV,N,~) :- !. 
normtete(CXIAJ,Cv(I)IANJ,CCv(I)=vCJ))ILBJ,LV,LVl,I,M) :-
var(X), 
dans((X,J),LV), 
Il is I+l, 
normtete(A,AN,LB,LV,LVl,Il,M), 
! • 
normtete(CXIAJ,Cv(I)IANJ,L3,LV,LV1,I,M) :-
var(X}, 
Il is I+l, 
LVX = C(X,I)ILVJ, 
normtete(A,AN,L3,LWX,LV1,Il,M), 
! • 
noratete(CXIAJ,Cv(I)IANJ,CCv(I)=X)ILBJ,LV,LVl,I,M) :-
Il is I+l, 
normtete(A,AN,LB,LV,LVl,Il,M), 
l • 
normlblt(CJ,CJ,L,L,M,M) :- !. 
nor~lblt(CCv(I)=v(J))ILJ,C(v(I)=v(J))ILBJ,LV,LVN,N,M) :-
normlblt(L,Lô,LV,LVN,N,M), 
! • 
normlblt(CCX=Y)ILJ,Ld,LV,LVN,N,M) :-
normtermeCY,Z,LB~,LV,LVI,N,NN), 
append(L3N,CCX=Z)J,LL), 
normlbLtCL,LLB,LVI,LVN,NN,M), 
append(LL,LLB,LB), 
l • 
/ ........... .,..,...,. 
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Normcorps ••• 
l*****************~*~*~***~*******************************~**I 
normcorps(~C,LCN,LV,M) :-
normcorps(~C,LCN,Lv,M,_), 
! • 
normcorps(CJ,CJ,_,N,N) :- !. 
normcorps(C(X=Y)IL:J,LCN,LV,M,N) :-
normbltin((X=Y>,l,LB,LV,LVl,M,Ml), 
normlblt(L3,LBN,LV1,LV2,Ml,M2), 
append(L3N,CZJ,LN), 
normcorps(LC,LCCN,LV2,M2,N), 
append(LN,LCCN,LCN), 
! • 
normcorps(CXIL:J,L;N,LV,M,~) :-
normterme(X,Z,La,LV,LVl,M,Ml), 
normlblt(Lo,LBN,LV1,LV2,Ml,M2), 
append(LôN,CZ],LN), 
normcorps(LC,LCCN,LV2,M2,N), 
append(LN,LCCN,LCN), 
J • 
normtermeCX,Y,CJ,LV,LVN,M,~l) :-
var(X), 
nt~ar(X,Y,LV,LVN,M,Ml), 
l • 
normtermeCX,Y,LB,LV,LV~,M,Ml) :-
X= •• CTILAJ, 
nterCL~,LAN,LB,LV,LVN,M,Ml), 
Y= •• CTILANJ, 
! • 
normoltin((X=Y>,L,La,LV,LVl,M,Ml) :-
var(X), 
nbltin(X,Y,Z,Lo,LV,LVl,M,Ml), 
1. 
normbltin(CX=Y>,Z,LB,LV,LVl,M,Ml) :-
var(Y), 
nbltinCY,X,Z,LS,LV,LVl,M,Ml), 
! • 
normbltin((X=Y),Cv(M)=XX),C(v(M)=Y)ILBXJ,LV,LVl,M,I) :-
functor(X,Fl,Nl), 
functor(Y,F2,N2), 
Fl==FZ, 
Nl==N2, 
Ml is .~+1, 
normterm(X,XX,LBX,LV,LVl,Ml,I), 
! • 
normbltinC_,fail,LV,LV,M,M) :- !. 
nblt~nCX,Y,(v(I)=Z),LB,LV,LVl,M,Ml) :-
dans((X,I),LV), 
normterme(Y,Z,LS,Li,LVl,M,Ml), 
l • 
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nblt1nCX,Y,Cv(~)=Zl,LB,LV,LVl,~,N) :-
Ml is ,'Hl, 
normterme(Y,Z,LB,C(X,M)ILV),LVl,Ml,N), 
1 • 
ntvar(X,v(I),LV,LV,M,M) :-
dans(CX,I),LV), 
! • 
ntvar(X,v(M),LV,C(X,M)ILVJ,M,Ml) :-
Ml is 'Hl, 
! • 
nter(CJ,CJ,CJ,LV,LV,M,M) :- !. 
nter(CXILAJ,CY1L~N),LS,LV,LVN,~,N) :-
var(X), 
ntvar(X,Y,LV,LVI,M,MM), 
nter(LA,LAN,LB,LVI,LVN,MM,N), 
! • 
nter{CXILAJ,Cv(M)ILANJ,C(v(M)=X)ILo],LV,LVN,M,N) :-
Ml is 14+1, 
nter(Ll,LAN,LB,LV,LVN,~1,N), 
! • 
'************************************************************' 
'*** 
C~VARG 
***' 
'************************************************************' 
chvarg(Ll,L2,COl,SVl,PSl),CD2,SV2,PS2)) :-
chvargd(Ol,D2,Ll,L2), 
chvargl(SV1,SV2,Ll,L2), 
chvargl(?Sl,PS2,Ll,L2), 
1. 
chvargd(CJ,Cl,Ll,L2) :- 1. 
chvargd(C(X1,Ml)ILL1],C(Yl,Ml)ILL2],Ll,L2) :-
! ' inlst(Xl,Ll,Yl,L2), 
chvargd(LL1,LL2,Ll,L2), 
t • 
inlstCXl,CXJ,Yl,CYlJ) :-
Xl==X, 
! • 
inlst(Xl,CXl_l,Yl,CYll_J) :-
Xl==X, 
l • 
inlst(Xl,CXIL1l,Yl,C_IL2l) :-
Xl\==X, 
inlst(Xl,Ll,Yl,Ll), 
l • 
chvargl(Cl,CJ,Ll,L2) :- !. 
chvargl(CXILLll,CYILL2),Ll,L2) :-
! • 
chvarglx(X,Y,Ll,L2), 
chvargl(LL1,LLZ,Ll,L2), 
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! • 
chvarglx(CJ,CJ,_,_) :- !. 
chvarglx(CXILLl],CYILL2J,Ll,L2) :-
! ' inlst(X,Ll,Y,Ll), 
chvarglx(LL1,L~2,Ll,L2), 
! • 
/************************************************************/ 
R.:UNIClN LUS 
***' l*************~**********************************************I 
lul((Ol,SV1,PSl),CJ2,SV2,PS2),(03,SV3,?S3)) :-
luod(Ol,02,03), 
3top(SV1,S~2,S~3), 
ouop(PS1,PS2,PS3), 
! • 
lu~d(D1,02,03) :-
commun(Dl,J2,Dl2,Dll,022), 
append(Oll,022,033), 
lubop(J12,C)), 
appendCD,033,03), 
! • 
c01mun(Cl,O,CJ,CJ,O) :- !. 
com~unCCCX,M)l~ll,J2,CCX,M,M2)1012J,Oll,ù22) :-
dans{CX,M2),D2>, 
retr(CX,M2>,D2,DZ), 
commun(Dl,JZ,012,011,022), 
t • 
co~mun(CCX,M)IJll,J2,D12,CCX,M)l011J,D22) :-
co~~un(Dl,J2,D12,Dll,022), 
! • 
lubop(CJ,Cl) :- 1. 
tuooQ(CCX,M,M)IOl2J,CCX,M)IOJ) :-
lubop(Ol2,D), 
! • 
luoop(CCX,Ml,M2)ID12J,CCX,a)IDJ) :-
luoop(D12,J), 
! • 
'*************~**********************************************' I*** EXTENSION SIMPLê ~**I 
/*~***********~***~******************************************' 
extl(Ll,L2,(0l,SV1,P$1),{D2,SV2,PS2)) :-
extld(L1,Dl,J2), 
extll(Ll,L2,SV1,SV2), 
axtllCL1,L2,PSl,PS2), 
1 • 
extld(CJ,L,Cl) :- !. 
extld((XILL1l,Ol,CCX,Z)I02l) :-
dans((X,l) ,01), 
extld(LLl,Jl,02), 
! • 
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axtld(CXILL1J,Jl,CCX,f)I02J) :-
extld(LLl,Jl,D2), 
! • 
axtll(CJ,L,Ll,ll) :- !. 
extll(CXILL1J,L2,LS1,LS2) :-
in(X,L2), 
extll(LL1,L2,LS1,LS2), 
! • 
extll(CXILL1J,~2,L51,CCXJILS2]) :-
extll(LL1,L2,LS1,LS2), 
1 • 
l*************************~**********************************I 
'*** 
P~OJECTION 
***' 
'*************************~*******************************~**/ 
proj(Ll,L2,(0l,SV1,PS1),(D2,SV2,PS2)) :-
projd(Ll,Dl,02), 
diff(L2,Ll,L), 
projl(L,SV1,SV2), 
projl(L,PS1,PS2), 
! • 
projd(CJ,01,CJ) :- !. 
projd(CXILL1J,Jl,CCX,L)ID2J) :-
dansCCX,Z),01), 
projd(LLl,Jl,02), 
! • 
projd(CXILLlJ,Dl,02) :-
proJd(LLl,Jl,02), 
! • 
projl(CJ,L,L) :- !. 
projl(CXILJ,Ll,L2) :-
in1.n(X,Ll), 
ret(X,Ll,LO, 
projl(L,Ll,L2), 
l • 
projl(CXILJ,Ll,L2) :-
projl(L,Ll,l2), 
t • 
diff(CJ,L,CJ) :- ! . 
diff(CXIL1J,L2,L3) :-
inCX,L2), 
diff(Ll,L2,L3), 
' . diffCCXIL1J,L2,Cxl~3J) :-
diff(Ll,L2,L3), 
1 • 
retCX,CCYJILJ,L) :-
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X==Y, 
! • 
retCX,CCYILlJILJ,C_lJLJ) : 
X= =Y, 
! • 
retCX,CCYIL1JfLJ,CCYIL2JILJ) :-
retr(X,Ll,L2.), 
! • 
ret(X,CYIL1J,CYIL2J) :-
ret(X,Ll,L2), 
! • 
in1.n(X,CYJ) :-
1.n( X, Y), 
! • 
in1n(X1CYI_J) :-
1.n(X,Y>, 
! • 
inin(X,C_ILJ) :-
inin(X,L), 
! • 
'*****************'******************************************' 
'*** 
EXTENSiùN 
***' 
'*************~***********~**********************************' 
ext((Dl,SV1,PS1),(02,SV2,PS2),(03,SV3,PS3)) :-
ouop(SV1,SV2,SV3), 
dg(Ol,JGl), 
dg(02.,JGZ), 
un1.on(JG1,DGZ,OG3), 
projl()G3,?Sl,?STA~), 
ouop(PSTAR,PS2,PS3), 
extd(Ol,D2,D3,SV3,?S3), 
! • 
dg(CJ,Cl) :- !. 
dg(CCX,g)IOJ,CXIOGJ) :-
dg(O,O;), 
! • 
dg(CCX,M)lùJ,O~) :-
dg(O,O;;), 
! • 
un1.on(Ll,LZ,L3) :-
append(Ll,L2,L), 
sort(L,L3), 
! • 
extdCCJ,_,CJ,_,_) :- !. 
extd(CCX,Ml)ID1J,D2,C(X,M)ID3J,SV3,PS3) :-
dans((X,M),02.), 
3Xtd(D1,02.,D3,SV3,?S3), 
! • 
extdCC(X,Ml)JOlJ,OZ,C(X,M2.)IJ3J,SV3,PS3) :-
choix(CX,Ml),Ol,D2,SV3,PS3,M2), 
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axtd(Ol,J2,D3,SV3,?S3), 
! • 
cho1x((X,g),_,_,_,_,g) :- !. 
ch~1~((X,Ml),DL,J2,SV3,PS3,M2) :-
dd(02,J), 
:ill(X,SV3,L), 
inter(ù,L,LS'O, 
sv(X,PS3,L?S), 
mode(LSV,L?S,Dl,02,M2), 
! • 
dd(CJ,CJ) :- !. 
ddCC(X,M)IJ2J,CXIDJ) :-
dd(D2,J), 
! • 
svCX,CLI_J,L) :-
in(X,L), 
! • 
svCX,CLllLJ,LL) :-
sv(X,L,LL), 
! • 
inter(CJ,_,CJ) :- !. 
inter(CXIL1J,L2,CXIL3J) :-
inCX,Ll), 
inter(Ll,L2,L3), 
! • 
inter(CXIL1J,L2,L3) :-
interCLl,Ll,L3), 
1 • 
mode(CYI_J,_,_,02,~2) :-
dansCC't,~2) ,ù2), 
! • 
mode(Cl,LPS,Dl,_,M2) :-
mode(L?S,Dl,M2), 
l • 
mode(CJ,01,f) :- !. 
~ode(CXILPSJ,01,a) :-
dansCCX,a),Dl), 
l • 
mode(CXILPSJ,01,M) :-
mode(L?S,01,M), 
1 • 
l*************~****~******~**********************************I 
OJOP 
***' !************************************************************' 
ouopCCJ,L,L) :- !. 
ouop(CXIL1J,L2,L3) :-
listouCX,LZ,L), 
L==CJ, 
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ou:>p(Ll,L.2.,Ll), 
apoend(CXJ,Ll,L3), 
! • 
ou~p(CXILlJ,L2,L3) :-
listouCX,L2.,L), 
diff(L2.,L,L.L2), 
r-egroupe(L,LL), 
un1.on(X,LL,LX), 
ou~p(Ll,CLXILL2J,L3), 
! • 
listou(Ll,CJ,CJ) :- !. 
listou(Ll,CXIL2J,L3) :-
inter(Ll,X,L), 
L==CJ, 
listau(Ll,L2,L3), 
! • 
listou(Ll,CXIL2J,CXIL3l) :-
listou(Ll,L2,L3), 
! • 
regroupe(CJ,CJ) :- t. 
r-egroupe(CXl,X) :- !. 
r-egroupe(CX,YILJ,Ll) :-
uni.on(X,Y,Z), 
regroupe(CZ.ILJ,Ll), 
! • 
'************************************************************' 
'*** ETOP ***' 
I * **** **** **** *** *:;: ** * ;:*** ;* **~** ********* **** *.~** **** **** ** *I 
etop(Cl,L,L) :- !. 
atop(CXIL1J,L2,L3) :-
listou(X,L2,L), 
L==C.l, 
etop(L1,L2,LZ.), 
lappend(CXl,LZ,L3), 
t • 
etop(CXILll,L2,L3) :-
listou(X,LZ,L), 
diff(L2.,L,L.L2), 
separeCL,X,LX), 
append(LX,LL2,LL), 
etop(Ll,LL,L3), 
! • 
separe(L,X,LL) :-
se~are(L,X,LX,XX), 
lappend((XXl,LX,LL), 
! • 
separeCL,X,LX,XX) :-
regroupeCL,LL), 
inter(I..L,X,XY), 
diff(X,XY,XX), 
sep(L,:O,LX), 
! • 
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se~(CJ,_,CJ) :- !. 
se~(CXILJ,l,Ll) :-
inter(X,t,_l), 
diff(X,Ll,L2), 
sep(L,l,LI(), 
lappend(CL1,L2J,LK,LZ), 
1 • 
lappend(CJ,L,L) :- J. 
lappend(CCJIL1J,L2,L3) :-
lappend(Ll,LZ,L3), 
! • 
lappend(CXIL1J,LZ,CXIL3J) :-
lappend(Ll,Ll,L3), 
! • 
l*************~**********************************************I 
IASB 
***' l************************************************************I 
iasb(B,PN,dPRIM) :-
p(o,PN,BPRIM), 
! • 
iasb(B,PN,ôPRI~) :-
inst(B,PN,INSTB), 
asserta(p(3,?N,INSTB)), 
executaclause(o,PN,BPRIM), 
retract(p(o,PN,_)), 
! • 
exacuteclause<~,PN,BPRlM) :-
execlause(3,PN,BPR), 
decision(S,PN,ôPR,3PRIM), 
! • 
decision(B,PN,oPRIM,3PRIM) :-
p(o,PN,BSTAR), 
egale(ôPRI~,BSTAR), 
l • 
decisi~n(B,PN,&PR,3P~IM) :-
retract(p(3,?N,_)), 
asserta(p(3,?N,BPR)), 
adj(B,?N,B?R), 
executacla~se(3,PN,BPRIM), 
! • 
exaclause(S,PN,BPRLM) :-
axecc(3,PN,(CJ,CJ,CJ),3PRIM,1), 
! • 
execc(ô,PN,SPRM,3PRIM,I) :-
functor(?N,P,N), 
clauseCP,N,I,C), 
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iac(3,CdSTAK), 
p(d,PN,BPR), 
lub(3PRM,BSTAR,BPRZ), 
Il is r+1, 
execc(3,PN,BPR2,3PqIM,Il), 
! • 
axaccC_,_,aP~I~,apqrM,_) :- 1. 
egale((Ol,SVl,PSl),(01,S\/2,PSZ)) :-
sor-t(SVl,SV), 
sor-t(S\/2,SV), 
sor-t(PSl,PS), 
sor-t(PS2,P5), 
l • 
adj(3,PN,SPRIM) :-
ba~of(,(61,PN,82),p(dl,PN,82),L), 
tr1eadj(L,3,LA}, 
retrac(LA), 
asser(l..A,B?RIM), 
l • 
trieadj(CJ,_,CJ) :- !. 
tr1eadj(Cp(Bl,PN,BZ)ILlJ,S,Cp(81,PN,82)ILAl) ~-
pluspetit(8,Bl), 
trieadj(Ll,B,LA), 
! • 
trieadj(C_ILlJ,B,LA) :-
tr1eadj(Ll,S,LA), 
! • 
r-etrac(CJ) :- 1. 
r-etrac(CXILJ) :-
retract(X), 
retrac(L), 
! • 
asser(CJ,_) :- 1. 
asser(Cp(Bl,PN,SZ)ILJ,3) :-
luo(iH,B,B:D, 
asserta(p(31,PN,aB>), 
asser(L,a), 
l • 
'************************************************************' 
l*fl.* IASBUILT ***' 
'************************************************************' 
iasbuilt((D1,SV1,P51),(v(I)=v(J)),6) :-
dans((v(I),MI),01), 
dans((~(J),MJ),01), 
phi(MI,MJ,M), 
J=C(v(I),M),(v(J),~)J, 
sv(v(I>,SVl,ll), 
sv(v(J),S\/l,Z2), 
retr(Ll,S\/1,S\/A), 
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retr(l2,SV~,SVô), 
union(LltZ2tL), 
transpi(M,CCv(I),v(J)JJ,?S), 
lappend(CZJ,SVB,SV>, 
axt((Dl,SVl,?Sl),Cù,SV,PS),B), 
! • 
iasbuiltC_,Cv(î)=F),(CJ,CJ,CJ)) :-
F= •• CXIZ.J, 
in(v(I),Z), 
! • 
iasbuilt((Ol,SVl,PSl),(v(I)=F),B) :-
F= •• CXIZJ, 
phiplus(ûl,v(I},l,D), 
dd(Dl,DO), 
dg(0,0-:i), 
diff(Où,ùG,OA), 
constitue(JA,PS), 
ext((Dl,SVl,PSl),CD,SV,PS),B), 
! • 
constitue(CJ,CJ) :- !. 
constitue(L,CLl) :- !. 
phi(M,M,M) :- ! • 
phi(g,_,g) 
·-
. ! • 
phi(_,g,g) :- ! • 
phi(_,_,a) :- 4. 
transps(g,_,CJ) :- 1. 
transps(_,L,L) :- !. 
phiplus(Ol,X,Z,CCX,g)IZZJ) :-
dans(CX,~),01), 
transz~CL,ZZ), 
1 • 
phiplus(Dl,X,Z,C(X,g)IZZJ) :-
tousg(Z,ùl), 
tran'.5zg(Z,ZZ>, 
! • 
phiplus(Ol,X,Z,CCX,a)IZZJ) :-
transmodaCZ,ûl,ZZ), 
1 • 
transzg(CJ,CJ) :- !. 
transzg(CXILJ,CCX,g)ILLJ) :-
transz~CL,LL>, 
! • 
tousg(CJ,_) :- !. 
tousgCCXlLl,Dl) :-
dans(CX,g),01), 
tousgCL,01>, 
1 • 
transmode(CJ,_.Cl) :- !. 
transmode(CXILJ,01,CCX,M)ILLJ) :-
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dans((X,M),01), 
transm~de(L,ùl,LL), 
! • 
'************************************************************' 
'*** ***' l*************~***********~***********~***********~*****~****I 
1ac(CD,SV,PS),(H:-~),BPRIM) :-
constr(G,Ld), 
11ar-b(L3,Ldl), 
H= •• CTIL2J, 
union(LB1,L2,Ll), 
dd(O,LJ), 
extl(Ll,LD,CD,~V,PS),BEXT), 
execiac(dEXT,Lô,3RES,Ll), 
proj(L2,Ll,8RES,aP~IM), 
! • 
iac(3,(H),3,_) :- !. 
execiacCo,CJ,B,_) :- !. 
execiac(BEXT,C(X=Y)ILJ,BRES,Ll) :-
varb(C(X=Y)J,LX), 
proj(LX,Ll,BEXT,BR), 
iasbuilt(BR,CX=Y),oSUC), 
ext(SEXT,BSUC,SEX), 
axeciac(BEX,L,SRES,Ll), 
! • 
execiac(BEXT,CXILJ,oRES,Ll) :-
varb(CXJ,LX), 
proj(LX,Ll,BEXT,3R), 
ne*var(LX,LN), 
chvarg(LX,LN,BR,ôR~), 
iasb(BRN,X,BSU), 
chvarg(LN,LX,BSU,BSUC), 
ext(BEXT,SSUC,3EX), 
execiac(SEX,L,3RES,Ll), 
! • 
varb(Cl,CJ) :- !. 
varb(CXILJ,LV) :-
varbxCX,Ll), 
varb(L,LL), 
un1on(LL,Ll,LV), 
! • 
var-bx(CX=Y),CXILJ) :-
varb(CYJ,L), 
! • 
varbx(v(I),Cv(I)J) :- !. 
varbx(T,L) :-
T= •• C_ILJ, 
! • 
ne~var(CJ,CJ) :- !. 
ne ■ var(LX,LN) :-
ne~var(LX,~N,N), 
1. 
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ne~var(CX],Cv(l)),l) :- t. 
ne~var(CXILJ,LL,Ll) :-
neJ1var(L,LV,I), 
Il is I+l, 
append(LV,Cv(Il)J,~L), 
! • 
/********~****~***********~**********~*********~**********~**' 
/ ... ,. ... .,..,..,. INST 
***' l************************************************************I 
instCB,PN,~PRIM) :-
oagof((X,Y),p(X,PN,Y),L), 
trie(L,B,LB), 
luob(L3,3PiHM), 
! • 
instC_,_,CCJ,CJ,Cl)) :- !. 
trie(CJ,_,r:J) :- !. 
trie(C(B1,ô2)JLBJ,B,CB1IL2J) :-
pluspetit(ol,B), 
trie(La,0,1.2), 
! • 
trie(C_ILSJ,o,L2) :-
trie(La,o,LZ), 
!. 
pluspetit(CD,_,_),(01,_,_)) :-
pltitC0,01), 
! • 
pltitCCJ,Cl) :- 1. 
pltit(CCX,Ml)llll,CCX,M2)IL2l) :-
opcmp(141,M2), 
pltit(Ll,L2), 
! • 
0 p C IIP ( _ta) : - ( • 
opcmp(Ml,MZ) :-
Ml==MZ, 
! • 
luob(CJ,(CJ,CJ,CJ)) :- !. 
lubb(CaPRI~J,B~RIM) :- !. 
1ubb(CBILBJ,ôP~IM) :-
lubb(L3,3SrAiO, 
lubCS,,STAR,aPRIM), 
1 • 
'*************C:-;:**~:::******************************~**********/ 
'*** VERIFIE ***I 
'************************************************************! 
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ver-1fia :-
writec•sourca File ? : ·), 
read(FILE), 
nl, 
axistsCFILë), 
writec•Pr-ocedure ? : •>, 
read(PN), 
lir-eoeta(PN,3,PNOR~,;), 
norme(FILE,L>, 
insere(L), 
1asb(S,PNOKM,CD,SV,PS)), 
retire, 
nl, 
writec•Les modes en sortie sont: •>, 
replacaCJ,ù,00), 
.11r1te('.)O), · 
nl, 
1 • 
lir-eoeta(PN,CO,SV,PS),?NOR~,Q) :-
PN= •• CTI-JJ, 
nl, 
tested(Q,O,l), 
ddCO,Q;,D, 
?NJRM= •• CTIQQJ, 
testes11{QQ,SV), 
dgCO,O~>, 
diff(QQ,DG,QPS), 
testeps(QPS,PS), 
! • 
tested(Cl,CJ,_) :- !. 
testedCCXIQJ,CCvCI),H)IOl,I) :-
modedCX,M), 
Il is I+l, 
testedCQ,D,Il), 
1 • 
i,odedCX,f) :-
var(X), 
1 • 
11odedCX,g) :-
nonvarCX>, 
ground(X), 
! • 
1110dedCX,a) :- !. 
ground(X) :-
atomicCX). 
~,. ound (X) :-
X= •• CF IL l, 
grndCL). 
~rnd(Cl) :- !. 
grndCCXJLJ) :-
ground(X), 
~r nd ( L), 
! • 
testesv(CJ,CJ) :- !. 
testesv(CXIQJ,CCXJISVJ) :-
te:ites\l(~,SV), 
! • 
testeps(CJ,CJ) :- !. 
testeps(L,CL.J) :- !. 
nor-mepn(P,PN) :-
P= •• CXIQJ, 
nvar(Q,V,1), 
PN= •• CXIVJ, 
1 • 
nvar(Cl,CJ,_) :- !. 
nvar(CXIQJ,Cv(I)IVJ,l) :-
Il is I+l, 
nvar(Q,V,Il), 
1 • 
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replace(CJ,Cl,CJ) :- !. 
r-eplace(CXILl,CC_,2)IOl,CCX,Z)IDDl) :-
replace(L,ù,DO), 
l • 
insere(CJ) :- !. 
1nsere(C(H:-G)ILJ) :-
functor-(rt,T,N), 
. • assertclauseCT,N,C:1:-G)), 
insereCL), 
1 • 
.i.nsere(CXILJ) :-
functor(X,î,N), 
assertclauseCT,N,X), 
insere(l.), 
! • 
assertclause(T,N,C) :-
clauseCT,N,M,_), 
1'41 is M+ 1, 
asserta(clauseCT,N,Ml,C)), 
! • 
assertclauseCT,N,C) :-
asserta(clause(T,N,1,C)), 
l • 
retire :-
retractCclauseC_,_,_,_)), 
retire, 
! • 
retire :- !. 
