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1 Introduction
In this thesis I will present a study of two ion acceleration techniques based on high-intensity
laser-plasma interaction that rely on radiation pressure effect, i.e momentum transfer from pho-
tons to the target. These schemes have been originally inspired by a new way to intend space
propulsion, in which the spaceship is accelerated from Earth by focusing a very intense laser
beam on a mirror installed on the spacecraft itself, as proposed e.g. by Marx in [1], following
the idea of a ”solar sail” analyzed firstly by Zander in [2].
In the last decade the radiation pressure scheme for ion acceleration has attracted the interest
of scientific communities, since in principle it is possible to achieve a compact and collimated
ion beam and to reach ions energies up to the GeV threshold [3], with the possibility to obtain
a peaked, mono-energetic ion spectrum. The possible applications range from medical applica-
tion, as hadron source for hadrontherapy, to new schemes for particles accelerators. One of the
most interesting features of the aforementioned acceleration mechanism is the high mechanical
efficiency of the process.
The technical requirements for the exploitation of radiation pressure for ion acceleration are,
however, very demanding and the peak intensity of present day laser systems, besides its con-
stant improvement, is not high enough to obtain a purely radiation pressure dominated regime.
During the last decades the introduction of new laser cavities schemes and amplification tech-
niques, like Q-switching [4], which is based on sudden variation of the quality factor of the
resonator cavity containing the medium, and mode-locking [5], which relies on the phase co-
herence of the modes inside the resonator, and with the advent of Chirped Pulse Amplification
(CPA), introduced in the mid 1980s, the maximum peak intensity of laser irradiation has seen a
steady increase.
Moreover, this intensity increase is strictly correlated with pulse duration: the result of these
schemes is a pulsed, rather than a continuous, emission. Thus, a sufficiently short pulse carrying
several Joules of energy can deliver to the target a tremendous amount of power.
State-of-the-art of actual laser facilities can deliver laser pulses with a duration of tens of fs
and an energy of tens of Joules, focused down to a few wavelength spot sizes, leading to focused
intensities . 1022 W/cm2.
Moreover, as mentioned in Chapter 5, recent simulations on a new compression scheme [6] named
Thin Film Compressor (TFC), based on the use of thin plastic films for compressing an high-
intensity ultra short beam 1 into a single-cycle pulse, revealed that this novel scheme can be an
extremely valid candidate for even more extreme regimes of laser-plasma interaction, as it might
allow to reach the zeptosecond exawatt regime.
When laser intensity ranges over 1015 ÷ 1016 W/cm2 the wave electric field is strong enough to
overcome the Coulomb barrier in any atom, thus the target becomes rapidly a plasma. More-
over, when intensity exceeds 1018W/cm2, electrons reach oscillation energies greater than the
rest energy and relativistic effects start to play an important role.
The framework of the presented work is the aforementioned regime, in which an ultra-high inten-
sity (I ≥ 1020 W/cm2) laser pulse interacts with a solid target. Since the target transition to the
plasma state occurs almost instantaneously, the target can be regarded as a solid-density plasma
which is highly reflecting and photons-target momentum transfer occurs during pulse reflection.
From a microscopic point of view the radiation pressure is originated by the action of the laser
pulse on electrons, which are pushed forward into the target, while ions, due to the higher mass,
are initially left behind. This process induces inside the target a strong charge separation which
leads to the formation of ultra-strong longitudinal electrostatic field, able to accelerate ions. If
the electrostatic pressure generated by the positively charged layer balances the one generated
1As the pulse produced by modern and commonly used Ti:Sapphire lasers
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by radiation, ions globally feel a pressure equal to the radiation pressure, even if the former acts
on electrons, and the target is accelerated as a whole.
This thesis work will deal with 1D numerical investigations of the case in which a very thin target
is used.
In the first part I will focus on the study of the so-called Light Sail regime, in which the plasma
is ideally regarded as a perfect mirror accelerated by the laser pulse. The RP effects are investi-
gated, with a particular attention on polarization effects on the overall dynamics, in the attempt
to understand the transition threshold for which RP acceleration (RPA) becomes the dominant
acceleration mechanism.
Besides the difficulties to reproduce a RPA dominated regime in laboratories, some experimental
evidence of this acceleration mechanism is already available. In these experimental investigations
a net-like structure in the particles density has been observed [7], suggesting the development of
Rayleigh-Taylor (RT) instability, i.e. the classical process occurring when an heavy fluid stands
over a lighter, or when a light fluid accelerates an heavier one. Indeed the acceleration of dense
targets through the RPA scheme leads to a rippling of the interaction surface. Similar phenom-
ena have been observed also in numerical simulations involving higher dimensionality in [8] (2D)
and [9] (3D) . The onset of RT instability, which is not possible in the 1D case, would reduce
radiation pressure efficiency, since the instability induced rippling of the interaction surface leads
to a decrease in ions longitudinal acceleration efficiency.
Recently a novel way to achieve ions acceleration through RP have been presented by Zhou et
al.( [10]), with the aim to suppress the RT instabilities by reducing interaction time.
The main idea is to use the aforementioned TFC novel compression technique to obtain a single
cycle ultra-intense laser pulse. In this regime, named Single Cycle Laser Acceleration (SCLA),
the interaction time is shorter than the instability growth rate, and thus it may lead to a favor-
able laser energy transfer to ions.
The work presented in chapter 4, which represent the second main part of the thesis, will mainly
deal with a numerical investigation of the SCLA regime, taking the work presented by Zhou et
al. as a starting point. Pulse shape and polarization impact on different plasma configuration
have been studied in this regime, as well as the optimal thickness relation for the target. Once
the optimal acceleration conditions have been obtained, the SCLA optimal regime is investigate.
The thesis is organized as follows:
• Chapter 2 provides a concise theoretical background, with some further insights in electrons
and ion heating mechanisms in an extreme laser-plasma interaction.
• Chapter 3 presents the topic of numerical simulations in plasma physics, focusing on the
principles of operation of particle-in-cell (PIC) codes .
• Chapter 4 discusses the topic of RPA in the Light Sail regime. After introducing an histor-
ical framework and the aims of my investigations, the results of numerical investigations
are presented.
• Chapter 5 is mainly devoted to an investigation of the SCLA, a new scheme of ions ac-
celeration that goes beyond the RPA dominated regime. Some technical aspects of the
aforementioned regime have been studied through 1D numerical simulations, such as pulse
shape and polarization effects, effective target optimal thickness and, finally,Radiation Fric-
tion [11] effects in the overall dynamics.
4
2 High intensity Laser-Plasma Interaction for Ion Accel-
eration
2.1 Relativistic Laser Plasma interaction: a brief theory introduction
This section is intended to provide a basic Laser-Plasma interaction theory introduction. I begin
with a description of a single particle motion in a relativistic amplitude EM wave in Subsec-
tion 2.1.1, which is customary for the understanding of the dynamics we are interested in. EM
waves propagation in a plasma is briefly explained in subsection 2.1.3. The Ponderomotive
force derivation, which is an argument of primary importance for the regime I will investigate, is
presented in subsection 2.1.3. A short introduction of Relativistic Kinetic theory in subsection
2.1.5. Subsection 2.1.6 will deal with the problem of a self-consistent approach of the electron
motion in an EM wave by taking into account the back action on the dynamics by the EM field
radiated by the electron itself.
Since the presented laser-plasma theory overview is aimed to give the basic instruments to un-
derstand the presented thesis work, the reader interested in laser plasma interaction is referred
to [12] [13] [14] which cover the topic extensively.
2.1.1 Single electron motion in an Electromagnetic Field
It is useful to start with the non relativistic approach, which allows a simple review of the basic
dynamics and helps to introduce the relativistic threshold, beyond which relativistic effects must
be taken into account. The equation of motion of an electron inside an oscillating electric field
is:
dv
dt
= − e
me
E0 cos(ωt) (2.1)
By integrating equation 2.1 one obtains the following expression for the particle velocity:
v = − eE0
meω
sin(ωt) (2.2)
The non relativistic approach is adequate as long as the peak velocity v0 = eE0/mω is much less
than the speed of light c.
Thus, it is possible to define the dimensionless parameter a0 as:
a0 =
v0
c
=
eE0
meωc
(2.3)
It may be useful to relate a0 to practical parameters, such as the laser wavelength λ and intensity
I, defined as the cycle average of the Poynting vector S:
I = 〈|S|〉 =
〈 c
4pi
|E×B|
〉
=
c
8pi
|E0|2 = c
8pi
(meωca0
e
)2
(2.4)
so that, converting in practical units we obtain:
a0 = 0.85
(
Iλ2
1018W cm−2µm2
)1/2
. (2.5)
We have thus a parameter which allows us to characterize the interaction properties: a0  1
implies no relativistic effects, a0 . 1 is a regime with weakly relativistic effects and a0 ≥ 1 defines
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the fully relativistic regime.
It must be noticed that in equation 2.1 the magnetic force has been neglected, since for a classical
motion v << c and thus this approximation is justified, as the magnetic force is suppressed by
the factor v/c.
In relativistic laser plasma interaction, however, this approximation falls, as v ≈ c and the
magnetic and electric components become of the same order.
An exact solution of electron motion in an electromagnetic plane wave can be obtained and the
derivation is reported below.
Following [14] the equations for particle momentum p and energy E = meγc
2 read:
dp
dt
= −e(E+ v
c
×B) (2.6)
d
dt
(meγc
2) = −ev ·E (2.7)
with p = γmev and γ =
√
1 + p2/m2c2 is the electron Lorentz factor.
We consider an elliptically polarized plane-wave propagating along xˆ, described by the vector
potential A:
A(ω,k) = (0, δa0 cosφ,
√
1− δ2a0 sinφ) (2.8)
where φ = ωt−kx is the wave phase, the δ parameter controls the polarization (δ = 0,±1 implies
linear polarization (LP) and δ = ±1/√2 means circular polarization (CP) ). The electric and
magnetic field are given by
E = −1
c
∂tA, B = ∇×A = xˆ× ∂xA. (2.9)
Thus, inserting equations 5.1 into 2.6 we obtain for the electron momentum:
dpx
dt
= −e(∂tA+ v
c
×∇×A)|x (2.10)
dp⊥
dt
= −e(∂tA+ v
c
×∇×A)|⊥ (2.11)
where the momentum p has been separated in its longitudinal(i.e. xˆ) and transverse components.
Now, recalling that A = A⊥ and that v × ∇ × A = −vx∂xA⊥, from equation 2.11 the first
conservation law is obtained:
d
dt
(p⊥ − e
c
A) = 0 (2.12)
which states the canonical momentum conservation due to translational invariance in the trans-
verse plane.
By substituting A in eq. 2.10 and 4.6 and after some manipulation, a second conservation law
can be written:
d
dt
(px −meγc) = 0 (2.13)
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The electron motion is thus completely determined by this two constants of motion, and consid-
ering that the particle is initially at rest2, the following solution could be obtained:
xˆ
a20
=
1
4
[
−φ−
(
δ2 − 1
2
)
sin 2φ
]
yˆ
a0
= −δ sin(φ)
zˆ
a0
= (1− δ2)1/2 cos(φ).
(2.14)
(2.15)
(2.16)
The most peculiar aspect is the drift along the x direction, given by the linear dependence upon
φ, and thus t, of the x component of the trajectory. The drift velocity vd can be obtained by
averaging the xˆ component in equation 2.16:
〈x〉 = a
2
0
a20 + 4
ct ≡ vdt, vd = a
2
0
a20 + 4
c (2.17)
Moreover, the polarization dependence of electron trajectory in the relativistic regime is not as
intuitive as the non relativistic regime: the oscillating xˆ and zˆ components indeed vanish for
circular polarization, i.e. for δ = 1/
√
2.
Transforming into a reference frame moving with a velocity Vx = vd, where vd is the drift velocity
along x, in such frame electron orbit is a closed circle for circular polarization (δ = 1/
√
2), while
in the linear case it describes a ”figure of eight”, as is shown below.
Looking for the frame where 〈px〉 = 0 is equivalent to a different choice of α, that in this case
become α = mecγ0
3, where γ20 ≡ (1 + a20/2).
After some algebra the electrons trajectories in the new reference frame reads (for δ = 1):
xˆ =
a20
8γ0
sin 2φ, yˆ = −a0
γ0
sinφ (2.18)
which correspond to a trajectory of the following form:
16X2 = Y 2(1− Y 2) (2.19)
where X = (ωx/c)γ0/a
2
0 and Y = (ωy/c)γ0/a0. The trajectory described by equation 2.19, as
well as the electron trajectory in the laboratory frame, are plotted in Fig. 2.1.
2This choice corresponds to assuming that somewhere in the past the field have been turned on, which is the
case of a EM pulse with finite duration which reach at some time an electron initially at rest
3In fact, using γ =
√
p2/m2ec
2 + 1 and α = px−meγc, recalling that 〈px〉 = 0 we obtain α2 = m2ec2+( ec )2
A20
2
≡
m2ec
2γ20
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Figure 2.1: The non-relativistic electron motion in a plane wave propagating along ~k (a) compared
with the relativistic case (b): in the latter case the electron experience a drift motion along the ~k
direction at the drift velocity vd. On the right (c) the electron trajectory in the reference frame
moving at the drift velocity vd.
(Figures (a) and (b) are adapted from [15])
Essentially, the main difference between circular and linear polarization is that in the former
the oscillating term sin 2φ in the xˆ component, given by the v × B term in the Lorentz force,
disappears.
Polarization is thus a very important parameter in the relativistic regime and even the ”simplest”
case of a single electron motion in a plane wave shows non intuitive behaviour with respect to the
non relativistic case. When the scenario becomes more complex, as in laser-plasma interaction,
the dynamics will be strongly polarization dependent, as will be shown in next sections.
2.1.2 The Ponderomotive Force
In the exact solution for the single particle motion showed in 2.1.1 the EM wave duration have
been considered infinite. Realistic laser pulses, however, have finite width and duration. A
general laser pulse, indeed, can be represented by an envelope function, describing its transversal
and longitudinal profiles, multiplied by an oscillating term:
E(r, t) = Re
(
E˜(r, t)e−iωt
)
=
1
2
E˜(r, t)e−iωt + c.c. (2.20)
B(r, t) = Re
(
B˜(r, t)e−iωt
)
=
1
2
B˜(r, t)e−iωt + c.c. (2.21)
Where the the envelope functions E˜ and B˜ vary with time on a scale larger than the oscillation
period. Furthermore if pulse length is sufficiently larger than a single laser period, the aver-
age of the field is assumed to be almost zero (〈E(r, t)〉 ' 0), while for the envelope function〈
E˜(r, t)
〉
6= 0.
The presence of two, distinct, time scales allows us to separate electron motion as the superpo-
sition of a slow term, related to the envelope field, and a fast one, dominated by the oscillating
part:
r(t) = rS(t) + rO(t), 〈rO(t)〉 = 0, 〈r(t)〉 = 〈rS(t)〉 = rS(t) (2.22)
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If we assume that across an oscillation the spatial variation of the field envelope is small, the
field could be expanded as follow:
E(r, t) = E(rS(t) + rO(t), t) ' E(rS(t), t) + (+rO(t) · ∇)E(rS(t), t) (2.23)
Using this expansion, the oscillating solution to the lowest order for electron position rO and
velocity vO are:
rO = Re
(
r˜Oe
−iωt) , vO = Re (v˜Oe−iωt) (2.24)
where
r˜O =
e
meω2
E˜(rS(t)), v˜O = − ie
meω2
E˜(rS(t)) (2.25)
The slow term is obtained by averaging the Newton’s equation:
me
dvS
dt
= −e 〈E(r(t), t)〉 − e
c
〈v ×B(r(t), t)〉 (2.26)
Which, after some algebra, gives for the electric and magnetic force average:
〈E(r(t), t)〉 = e
4meω2
(E˜∗(rS(t), t) · ∇)E˜(rS(t), t) + c.c (2.27)
〈v ×B(r(t), t)〉 = − ec
4meω2
E˜∗(rS(t), t)×
(
∇× E˜∗(rS(t), t
)
+ c.c (2.28)
So, by inserting 2.27 and 2.28 into the equation of motion 2.26 the latter become:
me
dvS
dt
= − e
2
4meω2
∇|E∗(rS(t), t)|2 = − e
2
2meω2
∇ 〈E2(rS(t), t)〉 ≡ fp (2.29)
Equation 2.29 finally defines the ponderomotive force (PF) fp, which describes the motion of the
particle oscillation center.
It will be shown in section 4.1 that RP is directly related to the action of PF.
The specific regime I have investigated is strictly related with the microscopic action of PF: while
PF acts on every charged particle, its mass dependence makes it more effective on electrons,
thanks to their low mass, which will be expelled from regions where the electric field is higher.
This effect induces an electrons scattering toward the inner regions of the target and strong
charge separation occurs, since ions are initially left behind. The electrostatic field originated is
able to efficiently transfer energy to ions, accelerating them. This is the dynamics at the basis
of Radiation Pressure Acceleration (RPA) and it will be discussed later.
It must be noticed that the PF description stands on the approximation of slow varying envelope
function. This approximation could break for pulses which duration and width are on the order
of λ.
The PF derivation for the relativistic case is not straightforward and has been a subject of
animated discussions (see [12] for more details). Here I will present only the results, which can
be considered valid for pulses which intensity does not vary too much over a distance ' λ. Under
this condition, being A(r, t) the vector potential describing the traveling EM pulse, it can be
shown that p⊥ ' (e/c)A approximately holds4. Assuming then that |p| ' |p⊥|, the kinetic
energy of the electron is me(γ − 1)c2 ' mec2((1 + a2)1/2 − 1) with a = eA/mec2 being the
dimensionless vector potential.
In these conditions
fp = −mec2∇
(
1 +
〈
a2
〉)1/2
(2.30)
So, again, PF is minus the gradient of the cycle averaged oscillation energy.
4This relation come from a multiple scale analysis, see [14] for a better insight
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2.1.3 EM wave propagation in a plasma
After having examined the dynamics of electrons in an intense EM field, in this section I present
a brief derivation of EM waves propagation in a plasma. At first the linear wave theory is
presented, which paves the way for the case of a wave with relativistic amplitude.
For the sake of simplicity only the propagation in cold, non magnetized plasma will be considered,
since it is adequate for the case I have investigated.
The equation that describes the propagation of an EM wave reads:(
∇2 − 1
c2
∂2t
)
E−∇(∇ ·E) = 4pi
c2
∂tJ, (2.31)
The current density J = −eneue is obtained by the equation of motion for the plasma fluid
element, which reads:
mene(∂tue + ue · ∇ue) = ene(E+ ue ×B/c)−∇Pe (2.32)
where the Pe is the scalar pressure therm, which is neglected for a cold plasma5.
In the linear case, i.e. neglecting all non linear and relativistic terms, a constitutive relation for
J and E is obtained by linearizing Eq.2.32. Using the same notation as in Eq.2.20 it reads:
J˜ = −in0e
2
meω
E˜ = − i
4pi
ω2p
ω
E˜ (2.33)
By inserting Eq.2.33 into 2.31 and by considering transverse EM waves with ∇ ·E = 0, where
E˜ = E0e
ik·r, the linear dispersion relation can be directly obtained, and it reads:
−k2c2 + ε(ω)ω2 = −k2c2 + ω2 − ω2p = 0 (2.34)
where ε = n2(ω) = 1− ω
2
p
ω2 is the dielectric function , n(ω) the refractive index and ωp =
√
4pie2ne
me
is the plasma frequency.
The propagation of the wave requires k = |k| to be a real number, consequently, a wave is free
to propagate in the plasma only when ω > ωp, whereas if ω < ωp k becomes imaginary, leading
to an exponential damping of the wave inside the plasma. Thus, for a given frequency ω it is
possible to obtain a condition on the plasma density for the wave propagation which reads:
ne < nc ≡ meω
2
4pie2
= 1.1× 1021cm−3(λ/1µm)−2, (2.35)
where nc is called the plasma cut-off, or critical density. An important characteristic length is
given by the plasma skin depth lS , which define the damping scale length of the EM fields inside
the plasma and is given by
lS = c(ω
2
p − ω2)−1/2. (2.36)
When the wave amplitude is so high that the electrons motion become relativistic, non linear
terms such as the magnetic force and the relativistic relation between velocity and momentum
cannot be neglected. Such a regime is treated in the field called non linear optics and an
analytical approach requires non trivial efforts.
5More precisely, in a intense laser-plasma interaction electron motion is dominated by the coherent oscillation
in the EM field, thus the thermal velocity from which the scalar pressure originates is negligible respect to the
average coherent velocity.
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Here I report only the simplest case, i.e. when the plane wave is circularly polarized, which is
however useful for understanding some features of the relativistic regime.
Under these conditions the oscillating component of the ue×B term vanishes and γe is constant,
as the motion is the superposition of a purely transverse 6 component plus the constant drift.
Under these conditions the electrons motion equation is the same as the linear case, except for
the replacement me → meγe, which leads to the nonlinear expression for ε(ω), n(ω) and,thus,
the dispersion relation:
εNL(ω) = n
2
NL = 1−
ω2p
γeω2
, −k2c2 + ω2 − ω
2
p
γe
= 0. (2.37)
The most important effect for the regime I have investigated of eq. 2.37 is the raise of the critical
density ne to γene, which lead to the phenomenon called self induced relativistic transparency,
which be further discussed in next section.
I want to stress the fact that equation 2.37 have been established for a particular case. A complete
different dynamics can be obtained by simply choosing a different wave polarization. Indeed,
for linear polarization the electrons motion acquires a longitudinal component (as showed in
subsection 2.1.1) and the relativistic Lorentz factor is γe =
[
1 + (eA⊥/mec2)2 + (p‖/mec)2
]1/2
,
where A⊥ is the dimensionless vector potential describing the traveling EM wave presented in
subsection 2.1.2.
In these conditions it is possible to show that γe is not a constant, and neither a slow-varying
function of time, but it is rapidly oscillating and its Fourier series contains an infinite number of
terms [16].
The collective plasma response to a linearly polarized EM wave propagating through it can lead
to high harmonic generation, a phenomenon which is completely absent for the circular polarized
case.
The first harmonic component (i.e. the main component) is, however, well described by equation
2.37 if the factor γe is replaced by its cycle average 〈γe〉, and the power ratio between the main
and higher components reveals that the latter are usually negligible for pulses longer than the
plasma typical collective response length (see [17] for a deep insight).
When a plasma is involved, thus, the polarization dependence of the dynamics become much
more complex with respect to the single particle behavior, and collective responses may lead to
a very different evolution, depending on the choice of polarization.
2.1.4 Self Induced Transparency (SIT)
From section 2.1.3 we learned that a circular polarized wave in a homogeneous plasma can
propagate in regions for which ω > ωp/γ
1/2, which is equivalent to an increase of the effective
cut-off density:
n′c = ncγ > nc (2.38)
This allows the wave to propagate even inside an overdense plasma, and this effect is known as
relativistic Self-Induced Transparency (SIT).
Since SIT has its roots in the nonlinearity of equation 2.37, the dynamics of a realistic case is
complicated. Indeed, for every pulse with a finite profile impinging on a plasma with density
ne > nc, only the portions of the pulse for which the local amplitude is such that ncγ(|~E|) > ne
6The electron motion in the relativistic regime is strongly affected by polarization. While some important
collective effects will be described in section 2.2.3, the reader may refer to the results in subsection 2.1.1, where
in the case of a linearly polarized wave the v ×B term induces electron oscillations out of the x = 0 plane .
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are able to effectively propagate inside the plasma, leading to a pulse deformation. Moreover,
plasma dynamics and other laser plasma interaction occurs, like the ponderomotive push, leading
to the need to a self-consistent evaluation of laser pulse propagation with the density profile.
In the following section I present the case of a plane monochromatic wave impinging on thin
plasma foil, since it well describes the regimes I have investigated, for further details see [14].
Following Vshivkov et al. in [18], I present the solution for a thin plasma of thickness l and a
density with a Dirac delta-like profile ne(x) = n0lδ(x). The incident plane wave is considered to
be circularly polarized, so that the v ×B term averages to zero and electrons move only in the
x = 0 plane (the situation is analogous to subsec. 2.1.1. See also footnote 6 in subsec. 2.1.3).
As the plasma can be regarded as a mirror, the current is localized at x = 0 and the magnetic
field is discontinuous:
B(0+, t)−B(0−, t) = 4picι(t) (2.39)
where ι(t) = J(t)l is the surface current. The electric field E and the vector potential A are,
instead, continuous, and using p = eA/c we obtain for J :
J = −en0v = −en0 p
meγ
= −e2n0A(0, t)
meγc
(2.40)
Introducing the dimensionless vector potential a(x, t) = Re[a(x)e−iωt] = emec2A(x, t), the bound-
ary condition are:
a(0+)− a(0−) = 0, ∂xa(0+)− ∂xa(0−) = −ω
2
c2
n0
nc
l
a(0)
γ(0)
(2.41)
where γ(0) =
√
1 + |a(0)|2/2. Now, the general solution for a wave impinging from x < 0 has
the form
a(x) =
{
a0e
ikx + are
−ikx (x < 0)
ate
ikx (x > 0),
(2.42)
(2.43)
so the boundary conditions 2.41 lead to the following relations for the wave coefficients:
a0 + ar − at = 0
a0 − ar − at = −2iζat(1 + |ar|2/2)−−1
2
(2.44)
(2.45)
where
ζ =
ω2pl
kc2
= pi
n0
nc
l
λ
(2.46)
is the surface charge density parameter. It is possible to solve the system 2.45 by eliminating ar,
obtaining for |at|2:
|at|2 =
√(
1 + ζ2 − a
2
0
2
)
+ 2a20 −
(
1 + ζ2 − a
2
0
2
)
≡ Ta20 ≡ (1−R)a20 (2.47)
where T = |at|2 and R = |ar|2 are the transmission and reflection coefficients.
It is useful to note that if ζ > 1, as it is for most solid thin foils targets, the relation for R could
be approximated as
R =
{
ζ2/(1 + ζ2) (a0 <
√
ζ2 − ζ−2
(ζ2 − 1)/a20 (a0 >
√
ζ2 − ζ−2
(2.48)
(2.49)
12
showing that R quickly decreases as the intensity a0 reaches the transparency threshold defined
as
a0 =
√
ζ2 − ζ−2 ' ζ (2.50)
In this regime the transparency threshold, thus, depends on plasma surface density n0l.
As it will be shown in the results chapters 4 and 5, this model has a noticeable importance:
besides the Dirac delta approximation, on which the model is based, is rigorously justified only
if l << ls = c/ωp, from numerical simulation it turned out that the model holds even for larger
l . λ, making it the best model for the description of such regimes.
2.1.5 Kinetic equations
In the scenario investigated in this thesis work, kinetic effects cannot be neglected, as phenomena
like charge separation occur on scalelengths on the order, or even smaller, than the Debye length
and at such scales a fluid approach is inadequate7. Moreover, the kinetic approach leads to
the knowledge of the one-particle distribution function fa = fa(r,p, t), which gives the most
complete description of a collisionless plasma for each species a, as it defines the probability
distribution of particles at the point (r,p) in the phase space.
In this section I will introduce the basic concepts behind the kinetic approach. For a collisionless
system in which the number of particles is conserved, fa(r,p, t) obeys the kinetic equation
∂tfa +∇r · (r˙afa) +∇p · (p˙afa) = 0 (2.51)
where r˙a = va = p/(maγa), p˙a = Fa is the force on the particle, ∇r and ∇p are the gradient
operators respectively on r and p coordinates.
The macroscopic quantities as the density na and the mean velocity ua are then directly obtained
by an integration of the distribution function over the momentum space:
na =
∫
fad
3p, ua = n
−1
a
∫
vfad
3p (2.52)
In the Vlasov theory of plasmas the generic force Fa becomes the Lorentz force FL = qa(E +
v × B/c) where the fields E and B represent the average EM field produced at point r by the
particles, eventually superposed with an external field.
The EM fields are thus obtained by solving self-consistently the Maxwell’s equation, where the
source terms such as charge density ρ and current J, are obtained from the distribution function
as follows:
ρ =
∑
a
qana, J =
∑
a
qanaua (2.53)
As a result, the strongly non linear Vlasov-Maxwell system is obtained. By noticing that ∇r ·
(vfa = v · ∇rfa and ∇p · (FLfa) = FL · ∇pfa the standard Vlasov equation reads:
∂tfa + v · ∇rfa + qa
(
E+
v
c
×B
)
· ∇pfa = 0 (2.54)
which is valid if the characteristic times of the system under examination are much less than
collisional time scale, which is true for regime I have investigated in this thesis work.
7In a fluid approach correlations between particle are neglected, and the systems interacts fully through its
average properties. Charge separation that occurs at smaller scales than the Debye length can not be included in
a fluid description.
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Unfortunately, analytical solutions to the Vlasov-Maxwell system are hard to obtain for most
of the realistic scenarios. Among the numerical methods that allows to obtain a solution of the
Vlasov equation, one of the most used for laser-plasma simulation is the Particle-In-Cell (PIC)
approach, which allows to obtain an approximate solution of the Vlasov-Maxwell system and
that will be discussed in the section 3.
2.1.6 Radiation Friction
When a charged particle is accelerated, it is well known that it starts to emit EM radiation. If
the particle is accelerated by an external EM field, the effective field that acts on the particle is
the superposition of the external field and the one produced by particle motion. However, this
brings into the dynamics the complicated problem of the back-action on the particle by the EM
field radiated by the particle itself. As a consequence, the Lorentz force must be modified by an
additional force term frad:
dp
dt
= −e(E+ v
c
×B) + frad (2.55)
Where frad is the radiation friction force and −e(E+ v/c×B) = fL is the Lorentz force.
The problem to obtain an analytical solution for frad in the relativistic case has been addressed
by several authors, as Lorentz, Dirac, Landau and Lifshitz.
Here I present the Landau-Lifshitz approach, which leads to the following motion equation for a
charged particle:
dp
dt
= − (E+ v ×B)−
(
4
3
pi
re
λ
)
γ
[(
∂
∂t
+ v · ∇
)
E+ v ×
(
∂
∂t
+ v · ∇
)
B
]
+
(
4
3
pi
re
λ
)
[(E+ v ×B)×B+ (v ·E)E]−
(
4
3
pi
re
λ
)
γ2
[
(E+ v ×B)2 − (v ·E2)]v (2.56)
The first RF term (the one with the total time derivative of the fields) corresponds to a negligible
term: as seen in [11], indeed, quantum effects from spin interaction are ∼ 137γ times the first
term in the Landau-Lifshitz equation, but spin effects can be considered irrelevant if a0ωτ ≥ 1,
which is well satisfied for the simulations presented.
Since RF effects are important for ultra relativistic electrons, i.e. when γ  1, the last term in
equation 2.56 (proportional to γ2 will be dominant with respect to the preceding one, but both
are included in the code.
It may be useful to neglect for a moment the smaller term and write a reduced version of equation
2.56, which reads:
dp
dt
= fL − dv (2.57)
where
d =
(
4
3
pi
re
λ
)
γ2
[
f2L − (v · fL)2
] ≥ 0
In equation 2.57 RF appears as a friction term with a nonlinear and anisotropic friction coeffi-
cient given by d.
The RF effects are important only for extreme accelerations, such as electrons become ultrarela-
tivistic with a velocity close to the speed of light. Thus in most situations frad is negligible and
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the not self-consistent calculation of the emitted radiation is accurate enough. In section 5.4,
however, a fraction of electrons may become sensible to RF and its impact on the dynamics is
investigated.
Examples of simulations of laser-plasma interactions including RF effects may be found in the
literature, the interested reader may refer for example to [19], [20].
2.2 Energy absorption in overdense target with steep plasma gradient
As a complete theory of energy transfer in laser-plasma interaction is very complex, only the most
important effects that have a role in the regime under examination will be described. In this
section, thus, I will present some energy absorption mechanisms that take place when overdense
plasma with a steep density gradient is chosen as target of a wave with relativistic amplitude.
We have seen from subsection 2.1.3 that an EM, whose frequency ω < ωp, cannot penetrate in
an overdense plasma. This is the case of most solid targets, that after being ionized by the laser
prepulse, become strongly overdense (ne/nc  100). This means that the laser pulse is mostly
reflected by these targets, unless they are so thin that it is able to break trough them. Indeed,
when thin targets are used, target thickness must be taken into account, and the transparency
depends on the ζ = pi(ne/nc)(l/λ) parameter, as shown in subsection 2.1.4.
During the reflection, a significant part of the laser energy may be transfered to the electrons of
the target, thanks for example, to the action of ponderomotive force. Following [21], the typical
energy of these high energy electrons, commonly named hot electrons, can be estimated as a
function of the laser dimensionless amplitude a0 as Ehot = mec
2
(√
1 + a20/2− 1
)
, so that for
a0 = 5, which is a typical value for ultra intense laser-solid interaction, hot electrons can reach
energies up to ∼ 1.4MeV .
Depending on irradiation conditions, severals heating process occur and the most important
for the regime investigated are listed below . While hot electrons generation is one of the
most studied phenomenon for an efficient ions acceleration, due to the strong electrostatic fields
that the expansion electrons induce and which are able to accelerate ions, it turns out to be a
detrimental effect for the regimes which relies on radiation pressure, as it will be discussed later.
In subsection 2.2.1 the Vacuum electrons heating mechanism is examined, as an introduction for
the J×B heating, which is more important for the regime under examination, and that will be
discussed in subsection 2.2.2. After the discussion of electrons heating in an overdense plasma,
an important ion energy absorption mechanism, Target Normal Sheath Acceleration (TNSA), is
presented in subsection 2.2.3.
2.2.1 Vacuum Heating
”Vacuum heating” is an electron heating process that takes place in high intensity laser-plasma
interaction, under oblique incidence and when sharp plasma gradients are involved.
The model I will present can be adopted in the limit ux/ω >> L and ux ‖ ∇ne, where ux is the
electrons velocity and L is the typical density scalelength. Moreover, the field must be so intense
that the relation ux/ω > c/ωp is verified, which implies electrons oscillation typical scale to be
greater than plasma skin depth.
The mechanism was firstly proposed by Brunel [22], and an analytical description could be found
in the literature (see [14] and [13]).
Essentially, a fraction of electrons near the plasma surface is accelerated by a driver given by
superposition of the electric field perpendicular components, respect to the surface, of both
the incident and reflected wave with the electrostatic field produced by the plasma response.
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The driver field must be strong enough to suppress the sheath field barrier generated by the
ponderomotive push. For ωp >> ω, indeed, the laser field component normal to the surface
E⊥ ' 2E0 sin θ, while the sheath field can be estimate as ES ∼ Te/(eλD) = (4pin0Te)1/2 since it
must back holds electrons with temperature Te. So that posing E⊥ > ES leads to the condition
4(I/c) sin2 θ > n0Te, where I = cE
2
0/4pi is the laser intensity. We can generally infer that radi-
ation pressure 2(I/c) cos2 θ is greater than plasma pressure n0Te, implying that ponderomotive
force is able to counteract thermal expansion, making the assumption of a step-like plasma more
consistent. The presented statement, however, neglects both the EM exponential evanescence
inside the plasma and onset of other non-linear effects, like SIT.
When these conditions are respected, the driver field is able to drag the electrons near to the
surface out of the target for about half a laser cycle and re-injects them into the plasma at the
vacuum oscillation energy. When re-injected, the electrons are able to propagate freely inside the
target, due to the exponential damping of the EM wave inside the overdense plasma, transfer-
ring a fraction of their energy to ions and eventually being able to reach the rear side of the target.
Figure 2.2: Sketch of the ”Vacuum heating” mechanism. At the beginning of the interaction (a)
the incoming wave with wave vector ~ki (black) is reflected at the vacuum-plasma interface, being
the reflected wave vector ~kr (black, dashed). The incident and reflected waves’ electric fields Ei
and Er (red), summed, give the drive field Ed (green). Under the action of the drive field Ed,
some electrons are dragged out of the plasma surface (the blue arrows at the interaction interface
in (b) ) and reinjected into the plasma at high energies. An electrostatic field Ee (red arrows) is
produced by collective effects. Thus, electrons experience a total field E = Ed + Ee.
A minimal analytical description can be provided (see [14] and [13]) for the 1D case, assuming
a step-like plasma with ion density ni = n0Θ(x) and a total electric field acting on the surface
given by E = Ee + Ed, where Ee is the electrostatic component and Ed = E˜d(x, t) sin(ωt)
the oscillating external driver field, given by the wave. Using the fluid description the relevant
equation are: 
∂xEe = 4pie(ni − ne)
∂tne = −∂x(neux)
dux
dt
= (∂t + ux∂x)ux = − e
me
(Ee + Ed).
(2.58)
(2.59)
(2.60)
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The system 2.60 can be solved exactly for the electron displacement ξ by switching to lagrangian
variables:
x = x0 + ξ(x0, t), τ = t, dξ/dt = ux (2.61)
where x0 is the initial position of the electron and the displacemente from its initial position is
described by ξ = ξ(x0, τ).
The variables transformations rules give the most important advantage, but also a stringent
validity limit of this variables set, as they read:
∂0 = ∂0x∂x + ∂0t∂t = (1 + ∂oξ)∂x, ∂τ = ∂τx∂x + ∂τ t∂t = ux∂x + ∂t (2.62)
the second equation indeed gives ∂τ = dt, so that the equation of motion is now linear. The
first equation, however, shows that the transformation to Lagrange variables is singular when
(1 + ∂0ξ) = 0. This condition is verified every time two different electrons trajectories cross
8.
The singularity becomes evident in the solution for the electron density ne. The continuity
equations in the new variables set is:
∂τne = ne
∂0(∂τξ)
1 + ∂0ξ
, (2.63)
from which the density is obtained:
ne =
n0Θ(x0)
1 + ∂0ξ(x0, τ)
(2.64)
which is infinite when 1 + ∂0ξ = 0, pointing out the breaking of the fluid description.
Once the density is obtained, the solution of the Poisson’s equation gives, after some algebra,
the following expression for Ee:
Ee =
{
+ 4pien0ξ (x0 + ξ > 0)
− 4pien0x0 (x0 + ξ < 0).
(2.65)
(2.66)
Thus, the equation of motion describing forced oscillation of plasma sheets across a step-like
interface are then
∂2τ ξ =
{
− ω2pξ − eEd/me (x0 + ξ > 0)
+ ω2px0 − eEd/me (x0 + ξ < 0)
(2.67)
(2.68)
which can be solved assuming Ed = E˜dΘ(t) sin(ωt), leading to the following solution:
ξ =

− ud
ω
sin(ωt
ω2p/ω
2 − 1 , (x0 + ξ < 0)
− x0 + ud(sinωt− sinωt0)− ud cosωt0
(ω/ωp)2
(t− t0) + udω
2
(t− t0)2 sinωt0 (x0 + ξ < 0).
(2.69)
(2.70)
8This can be immediately verified: taking two trajectories originating from infinitesimally close initial positions
x0 and x0 + dx0, they will intersect at time τ if x0 + ξ(x0, τ) = x0 + dx0 + ξ(x0 + dx0, τ), from which a Taylor
expansion brings the condition (1 + ∂0ξ) = 0
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where ud = eE˜e/(me/ω). The last term of equation 2.70 shows that the electrons experiences a
secular acceleration, allowing to reach velocities of the order of ud.
While in principle this solution is limited by the onset of singularity due to the lagrangian
description, there exists some approaches that allow to resolve the problem numerically, avoiding
the crossing trajectories limit. One example is the Dawson’s sheet model [23] for a semi-infinite
plasma, with which representative trajectories of electrons moving across the interface can be
obtained.
Vacuum heating relies on longitudinal field components, which are absent for S-polarized laser
pulses or for normal incidence.
2.2.2 J×B heating
When the laser intensity is such that a0 ≥ 1, non linear oscillations can be driven by the magnetic
term of the Lorentz force. Essentially, while in vacuum heating the electrons oscillation were
driven by the perpendicular field component of the wave respect to the plasma surface, which
dominant frequency is ω, this mechanism relies on the vc × B force, oscillating at a frequency
2ω. In addition to the frequency change, J ×B heating can occur even at normal incidence or
at oblique incidence with S-polarization.
It is interesting to show the longitudinal force acting in the plasma surface, because of its strong
dependence on laser polarization. Assuming a step-like density profile and considering the normal
incidence of an elliptically polarized plane wave of amplitude a0, in the linear approximation the
vector potential inside the plasma is:
a(x, t) =
a(0)√
1 + 2
e−x/ls(yˆ cosωt+ zˆ sinωt), (2.71)
where  is the ellipticity parameter, ranging from 0 (linear polarization) to 1 (circular polariza-
tion), and a(0) = 2a0/(1 + n) comes from Fresnel formulas. Using 2.71 the v ×B force can be
written as:
Fx = −mec2∂x a
2
2
= F0e
−2x/ls
(
1 +
1− 2
1 + 2
cos 2ωt
)
, (2.72)
where F0 = 2mec
2|a2(0)|/ls = (2mec2/ls)(ω/ωp)a20, since |1 + n|2 = (ωp/ω)2 from 2.37.
The constant term is the ponderomotive force, which is independent of the polarization, while
the second, oscillating term at the 2ω frequency is strongly polarization dependent as it vanishes
for circular polarization ( = 1). This strong polarization dependence leads to a very different
laser-plasma coupling between linear and circular polarization and it will cover a main role in
the regimes under examination in this work.
2.2.3 Target Normal Sheath Acceleration
In the previous subsection, I mentioned some electrons heating mechanisms that lead to the for-
mation of a high energy electron population. These electrons may lead to efficient ion acceleration
in solid density target and this process is called TNSA (Target Normal Sheath Acceleration).
Other important ion acceleration schemes exist and, while some of them as RPA and SCLA will
be deeply discussed in this work, the interested reader is referred to [21] for an overview on this
topic.
Here TNSA mechanism is explained briefly as it will cover an important and detrimental role for
the regime investigated in my thesis work.
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Since ions are ∼ 2000 times heavier than electrons, the laser electric field won’t be able to directly
accelerate them, unless its intensity exceeds 1024 ÷ 1025W/cm2, an intensity far beyond the ac-
tual possibilities of modern laser facilities. However, towards the heating mechanisms described
in section 2.2.1 and 2.2.2, laser pulses can transfer a significant fraction of their energy to the
electrons of the target. These electrons are able to cross the bulk of the target and enter the
vacuum region at the rear side, producing a strong sheath field normal to the target rear surface.
Since the sheath field Es must backhold the expanding hot electrons, the magnitude of the
sheath field can be estimated roughly as ES ' TheLS where Th is the hot electrons thermal energy
Th ∼ mec2(
√
1 + a20/2− 1) and LS is the scale length of the sheath field, which can be approxi-
mated with the Debye length LS ∼ LD =
√
Th/4pie2nh.
In these conditions, assuming a 10% laser absorption efficiency, a solid-density plasma and a
pulse intensity of ∼ 1020W/cm2, longitudinal electrostatic sheath fields of ∼ 6 × 1010V/cm can
be formed and which, besides these fields rapidly decays, are able to ionize the impurities presents
at the target surface (mainly hydrogen) and to accelerate them to tens of MeV s per nucleon.
However, by estimating the energy acquired by nucleons as E ∼ ZeESLS (see [14] for further
details) it can be shown that the scaling law with the laser intensity is E ∼ I1/2, which is un-
favourable respect to the accelerations schemes I have investigated for this thesis work in chapters
4 and 5, and thus TNSA onset is to be avoided.
Figure 2.3: Target normal sheath acceleration principle: an high intensity laser pulse is focused
onto the front side of the target foil, where it accelerates electrons. The electrons penetrate and
set up a Debye sheath on the rear surface. The accelerating field produced is able to ionize and
then accelerate ions on the rear surface.
Adapted from [24]
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3 Numerical methods for Laser Plasma simulations
The electrostatic modeling of the previous section required several assumptions which often
oversemplifies the dynamics. Indeed, a complete knowledge of a laser-plasma interaction at such
regimes is very hard to achieve. The strongly non-linear equations that rule the evolution of the
system and the self-consistent dynamics make plasma physics particularly suitable for numerical
approaches. Indeed, numerical simulations are an invaluable tool for the exploration of plasma
phenomena, and a wide range of numerical methods have been developed to simulate plasma in
a variety of physical scenarios.
In this thesis I perform an investigation of ultra high-intensities laser plasma interaction that
occur on a timescale of hundred of femtoseconds or less and in these conditions a kinetic descrip-
tion is needed. Since in most cases of interest collisions are negligible, the relativistic Vlasov
equation coupled with Maxwell equation seemed an appropriate theoretical description of these
physical process.
For being able to consider a system with a large number of particles, as a solid target, in a time
compatible with computational resources, Particle In Cell (PIC) codes have been developed. The
main idea behind PIC codes is to sample the distribution function of the species with a collection
of macro particles, which are under the action of averaged EM fields obtained self-consistently.
As most of the numerical work presented in this thesis have been performed with PIC codes,
their working principles will be presented in the next section. The interested reader may find a
detailed reference on PIC codes in [23] and [25]. In this chapter the basic concepts of PIC codes
are described in section 3.1.
3.1 Particle-In-Cell Method
A PIC code solves the relativistic Vlasov equation 2.54 for each particle species a:
∂tfa + v · ∇xfa + q
(
E+
v
c
×B
)
· ∇pfa = 0 (3.1)
and the Maxwell equations for the EM fields and current:
∂tB = −c∇×E
∂tE = c∇×B− 4piJ
∇ ·E = 4piρ
∇ ·B = 0.
(3.2)
(3.3)
(3.4)
(3.5)
by sampling particle distribution fa(r,p, t) through a set of macroparticles, following the repre-
sentation:
fa(r,p, t) = A
Np−1∑
l=0
g[r− ral(t)]δ3[p− pal(t)], (3.6)
where ral(t) and pal(t) are functions of time for the specie a, A is a normalization constant,
δ3(p) = δ(px)δ(py)δ(pz) the 3-dimensional Dirac delta and g(r) is an even, localized function
which defines macroparticles spatial dimensions and density. Thus, the PIC works in a mean-field
environment, given by the Maxwell-Vlasov theory, in which interparticles binary interactions are
neglected.
Moreover the PIC involves a lagrangian approach, as it ”follow” the macroparticles motion, i.e.
a phasespace element motion, through the space.
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This configuration allows to strongly reduce the computational task respect to its direct eulerian
counterpart, in which the Vlasov equation is directly solved on a 6D fixed grid. Since such an high
dimensionality requires an enormous computational effort to be resolved, the latter approach can
be used only for oversimplified problems and is not adequate for the laser-plasma simulations.
Inserting 3.6 into 3.1, by an integration over d3p and d3r the following equation are obtained:
dral
dt
=
pal
maγal
,
dpal
dt
= F˜al (3.7)
where
F˜al(ral,pal, t) =
∫
g[r− ral(t)]F(r,p, t)d3r. (3.8)
The problem is thus reduced to 2aNp equations of motion (assuming the same number of
macroparticles Np for every specie a). From eq. 3.6 the density and currents are obtained:
ρ(r, t) = A
∑
a,l
qag[r− ral(t)], J(r, t) = A
∑
a,l
qavlg[r− ral(t)]. (3.9)
The macroscopic quantities ρ, J as well as the EM fields are discretized on a spatial grid . The
values of the fields acting on every macroparticle are interpolated from the field values at the
grid nodes. Positions and momenta are advanced in time using these field values at each time
step. The current density at each grid point is then evaluated from the moving macroparticles.
Finally a Maxwell solver advances the EM field equations using the previously calculated current
density, then the cycle restarts.
Typically, a Boris pusher algorithm (which always work in a 3D momentum space, so the same
algorithm is used also for 2D and 3D simulations) is used for advance particle momenta in time,
and a leapfrog scheme for particle position, which are briefly presented in subsection 3.1.2. PIC
codes usually employ for EM computation the finite-difference-time-domain (FRTD) solver on
a Yee-lattice [26].
Since the field are advanced using 3.3 and 3.4 only, it is possible that, depending on the field
and current distribution on the grid, the equation ∇ · E = 4piρ is not fulfilled exactly. This
may be avoided by an implementation of a charge-conserving algorithm (the so called Esirkepov
current deposition [27]) that ensures the continuity equation ∂tρ = −∇·J to hold, at the expense,
however, of an exact energy conservation. Furthermore the charge-conservation method, respect
to the common energy-conserving one, is significantly more expensive (see [28] for an extensive
analysis of energy and momentum conservation in PIC codes). In most cases of interests no main
differences from these two strategies are evident.
The standard yee-lattice FDT scheme used for the Maxwell solver requires the satisfaction of the
so-called Courant condition in order to ensure numerical stability:
∆t <
1
c
√
1
(∆x)2 +
1
(∆y)2 +
1
(∆z)2
(3.10)
which basically prevents a traveling EM wave from crossing more than one grid point in one time
step. A very basic 1D scheme for a typical Maxwell solver is presented in subsection 3.1.1
A typical PIC code task, computationally speaking can be estimated as follow: assuming a
spatial grid of size L and a resolution ∆x along all the axes, the number of gridpoints is Ng =
(L/∆x)D where D is the dimensionality of the simulation. The total number of particles scales
as NpNgf where f is the fraction of the grid occupied by the plasma. Since each particle is
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represented by D + 3 numbers (for spatial and velocities coordinates) each requiring 8 bytes,
the total memory usage for particles computation scales as 8(D + 3)Np(L/∆x)
Df bytes. It
is evident that simulations in which D > 1 are computationally very demanding, and often
the use of a supercomputer is necessary. Moreover, the analysis presented is restricted to the
study of 1D problems for the needs to perform ”agile” computations, since the main focus of
the simulations performed is to investigate ions spectra properties, which are not intrinsically
affected by dimensionality.
3.1.1 The 1D Maxwell Solver
Usually in laser-plasma codes the following normalized units are used: time in units of ω−1, space
in units of c/ω, momenta in units of mec
2, fields in units of meωc/e and densities in units of
nc = meω
2/4pie2. For 1D geometry x is the only spatial coordinate and the normalized Maxwell’s
equation for the transverse field are:
∂tEy = −Jy − ∂xBz, ∂tBz = −∂xEy, (3.11)
∂tEzy = −Jz − ∂xBy, ∂tBy = −∂xEz, (3.12)
The previous set of equations can be integrated by introducing the auxiliary fields F± ≡ Ey±Bz
and G± ≡ Ez ±By, which leads to the equations
(∂t ± ∂x)F± = −Jy (∂t ± ∂x)G∓ = −Jz. (3.13)
Now F± and G∓ describe, respectively, a right-propagating and a left-propagating wave, sug-
gesting the following scheme to integrate 3.13:
F±(x±∆x, t+ ∆t) = F±(x, t)− Jy(x±∆x/2, t+ ∆t/2)∆t, (3.14)
G±(x∓∆x, t+ ∆t) = G±(x, t)− Jz(x∓∆x/2, t+ ∆t/2)∆t, (3.15)
where the spatial resolution ∆x is taken equal to the timestep ∆t (in dimensional units this is
simply ∆x = c∆t). The presented scheme is second order accurate (∼ O(∆t2)).
Notice that the transverse currents will be interlaced in time and space with the fields: if F±
and G± are defined at cell boundaries and integer timesteps, then Jy and Jz are defined at the
cells centers and at timesteps tn = (n+ 1/2)∆t.
Two main schemes now can be used: an explicit one, which is obtained directly by integrating
the 1D Poisson’s equation ∂xEx = ρ:
Ex(x, t) = E(x−∆x, t) +
∫ x
x−∆x
ρ(x′, t)dx′ (3.16)
= E(x−∆x, t) + ρ(x+ ∆x/2, t)∆x+O(∆x2). (3.17)
this leads to a solution for Ex and implies that charge density must be defined at cell centers.
Alternatively, with the implicit method one can obtain Ex via the electrostatic potential Φ from
the equation ∂2xΦ = −ρ:
Φ(x−∆x)− 2Φ(x) + Φ(x+ ∆x)
∆x2
+O(∆x2) = −ρ(x). (3.18)
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Which, for discrete grid coordinates xi = i∆x, becomes a linear system of N equation, where N
the number of grid points, and may be solved by standard methods of matrix inversion.
To compute the charge and current densities in each cell (accordingly to 3.9) the contribution of
each particle to a cell is proportional to the volume of the particle-grid overlapping region: this
volume is related to the shape distribution g mentioned in the previous section, which gives the
spatial distribution of the particle. From g, weighting factors as functions of the relative position
xl − xi can be obtained, where xl and xi are respectively the positions of the particle and of the
center of the parent cell. The same weight must be used in the calculation of the average force
on each particle from the values of the electric field in the overlapping cells. For example, if i is
the parent cell index, the average electric field on the particle is
El =
j=+1∑
j=−1
Sj(u)Ei+j (3.19)
where S is the weighting factor, u = (xl − xi)/∆x and Ej is the field in the (i+ j)th cell, with
i+ j = i− 1, i, i+ 1.
3.1.2 Particles and momenta advance: The Boris Pusher and Leapfrog algorithms
Here the principles of operation of the two algorithms devoted to particles motion are presented,
beginning with the widely used Boris Pusher.
Starting with the knowledge of particle momenta p at the timestep n− 1/2 and of the EM fields
(averaged on the particle) at the timestep n, at first an ”half-boost” by the electric field is made:
p(−) = p(n−1/2) +
q
m
E(n)
∆t
2
. (3.20)
Then the momentum rotation begin. Defining
γ(n) =
√
1 + (p(−)/mc)2, t ≡ qB
n
mγnc
, s ≡ 2t
1 + t2
, (3.21)
the rotation occurs in two steps:
p′ = p(−) + p(−) × t, p(+) = p(−) + p′ × s. (3.22)
The momentum update is concluded by another half-boost by the electric field:
p(n+1/2) = p(+) +
q
m
E(n)
∆t
2
. (3.23)
When momentum has been advanced, its time to advance particle position towards the leapfrog
scheme, which requires that the coordinates are defined at integer timesteps:
xˆ(n+1) = xˆ(n) + v(n+1/2)∆t, v(n+1/2) =
p(n+1/2)
mγn
(3.24)
The accuracy of both the algorithms is to the second order.
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4 Radiation Pressure Acceleration (RPA)
In this section the study of Radiation Pressure Acceleration dominated regime is presented.
An historical frame and some important problems around this scheme are presented in the
introduction, in section 4.1. The so-called optimal regime is investigated in section 4.2 and
a further investigation of the linear polarization case is discussed in section 4.3. Finally, the
conclusions, that will summarize my work and results, in section 4.4.
4.1 Introduction: the Light Sail Model
In the last years one of the most studied topic for laser-plasma interaction has been the possibility
to achieve highly efficient, highly collimated ion acceleration.
Several schemes have been proposed and investigated and some of them have been tested in
laboratories (see [21] for an extensive analysis of ion acceleration techniques). Among them,
a radiation pressure dominated scheme is promising, thanks to a number of desirable features,
like the high mechanical efficiency and the quasi-monochromatic ion spectrum. In most cases
however, the presence of other processes, like electron heating and non-linear effects, as the ones
described in chapter 2, makes a pure RP dominated dynamics hard to achieve.
There are two main different regimes based on the exploitation of RP: the Hole Boring regime, in
which the typical target thickness is several laser wavelengths, which leads to an ion energy scaling
(for non relativistic ions) proportional to the laser intensity I, and the Light Sail (LS) regime,
which instead requires the target to be very thin, usually a fraction of the laser wavelength,
and which shows a more favourable ion energy scaling, also for non relativistic ion energies,
proportional to I2.
In this section the simplest LS model is presented, as it is not only helpful for the comprehension
of a RP acceleration system, but also because it is the common starting point of a laser-plasma
interaction involving a thin solid target.
Since EM waves carry momentum, Radiation Pressure is the flow of delivered momentum per unit
surface to the target, and can be computed using the energy-momentum conservation theorem
from Maxwell’s equations. For a plane, monochromatic wave of intensity I and frequency ω
normally incident on a plane target the Radiation pressure is:
Prad = (1 +R− T )I
c
= (2R+A)
I
c
(4.1)
where R and T are reflection and transmission coefficients and energy conservation implies R+
T = 1−A where A is the absorption coefficient.
Due to the effect of RP the target surface is set in motion and, if its mass is sufficiently low, it
may reach velocities of a fraction of the speed of light in the case of an impinging EM wave with
relativistic intensity. In this case the RP should be calculated for a ”moving mirror”. Given
the reflectivity R(ω) as a function of laser frequency ω and neglecting absorption (A = 0), the
radiation pressure exerted on a target moving with velocity v = βc is:
P = P ′ =
2I
c
R(ω′)
1− β
1 + β
(4.2)
where primed quantities are calculated in the co-moving reference frame. Radiation pressure
is a Lorentz invariant, while ω′ = ω
√
(1− β)/(1 + β) as the laser pulse is red-shifted in the
co-moving reference frame.
The motion equation of a rigid plane mirror of finite mass M and area S , moving with velocity
V = dX/dt = βc in the laboratory frame and boosted by the RP of a plane wave (as sketched
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in Fig. 4.1) have been presented for the fist time by Marx in [1].
Figure 4.1: Simple sketch of the accelerating mirror. The incident wave (blue) with intensity Ii
and frequency ωi impinges on the front surface of a reflecting mirror and is reflected back (red),
where Ir and ωr are respectively the intensity and frequency of the reflected component. During
refection RP boost the target up to a velocity V = βc.
Here I report the equation in its final form, as we can find in [29]. Neglecting absorption it
reads:
d
dt
(γβ) =
2I(tret)
σc2
R(ω′)
1− β
1 + β
,
dX
dt
= βc (4.3)
Where X is the position of the target, β = V/c its velocity in units of c, γ = (1 − β2)− 12 , σ =
M/S = minil is the mass density per unit surface, tret = t − X/c is the retarded time, i.e.
the time at which any variation of the pulse would reach the target (since it is moving), and
ω′ = ω[(1− β)/(1 + β)]1/2 is the EM wave (laser) frequency in the rest frame.
The most significant quantities can be obtained for an arbitrary pulse shape I(t) as a function
of the dimensionless pulse fluence E (the pulse energy per unit surface):
E = 2
σc2
∫ tret
0
I(t′)dt′ (4.4)
The sail velocity β, the corresponding energy per nucleon E = mpc
2(γ−1) and the instantaneous
efficiency η are given by:
β(tret) =
[1 + E(tret)]2 − 1
[1 + E(tret)]2 + 1 (4.5)
E(tret) = mpc
2 E2(tret)
2[E(tret) + 1] (4.6)
η(tret) =
2β(tret)
1 + β(tret)
= 1− 1
[E(tret) + 1]2 (4.7)
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Thus, η → 1 when β → 1. The final energy per nucleon Emax is obtained from the fluence
E(tret =∞).
From a microscopical point of view, the ”inner” dynamics of a RP boost on a step-boundary
overdense plasma can be explained through the action of the Ponderomotive Force. In these
condition, indeed, the PF is the cycle average of equation 2.72 and the total pressure is the
integral of the volume force over the depth of the plasma:
Ptot =
∫ ∞
0
n0F0e
−2x/lsdx = F0n0ls/2 = (mec2n0)(ω/ωp)2a20 =
2I
c
(4.8)
which is exactly RP in the case R = 1 and A = 0.
Besides the favorable mechanical efficiency, the exploitation of a RP based acceleration is not
trivial. At first, a light beam with very high intensity is needed (i.e a0 > 1) for being able to
accelerate solid targets, since the inverse proportionality of LS motion equation 4.3 with target
mass. In addiction, at such extreme interactions several other heating mechanisms occur, such as
J×B heating and TNSA (see section 2.2), which lead to an increase in the absorption coefficient
(A 6= 0) and to a thermal expansion of the target, which would broad the energy spectra.
Moreover, non-linear effects intervene: the most important among them is the Self Induced Trans-
parency discussed in section 2.1.4, which would further decrease target reflectivity coefficient R,
and thus RPA efficiency. These effects result to be strongly detrimental for RP exploitation
and they are not easy to control. The possibility to reach a purely dominated RPA regime in a
reasonable (i.e. feasible for future laser systems) range of laser intensities is still, thus, an open
issue, and a very challenging task.
The first work that shows a complete RP domination have been presented by Esirkepov in [3],
where 3D PIC simulations of an ultra intense, linearly polarized, laser pulse with a0 = 316 im-
pinging on an overdense plasma foil have been performed.
The highly collimated ion spectra observed in the simulations have been compared with the
energy prediction 4.6 of the LS model, and found to be in fair agreement, suggesting that a RPA
mechanism was effectively dominating.
In the analysis proposed by Esirkepov, however, the accordance between the simulations results
with the LS model seems to be achievable only if the RP exerted by the laser pulse is able to ac-
celerate ions at relativistic energies in only one laser cycle from the beginning of the interaction.
Following this assumption Esirkepov affirms that the intensity threshold for the activation of
radiation pressure dominance is given by Iλ2 ≥ 1023Wcm−2µm2, so a0 ' 270, which is a very
demanding requirement.
Besides the importance of having demonstrated that a RP dominated regime is achievable, the in-
tensity used in the simulations (far beyond even for the most powerful laser in project nowadays,
and actually under construction by ELI, which intensity is estimated to raise up to a0 ' 200) was
so high that it didn’t allow to understand some key features of this scheme, such as for example
the minimum intensity required for RPA to be more effective than TNSA, or the influence on the
dynamics exerted by a different choice of pulse polarization, since at these intensities RP is by
far stronger than any other energy transfer mechanisms, independently from pulse polarization.
Thus, some fundamental question arose, especially around the validity of the argument proposed
by Esirkepov for the RPA dominated regime threshold, and about an eventual polarization im-
pact on the overall dynamics. Moreover, if RPA can be achieved with lower laser intensities, the
employment of less intense pulses may lead to a different physical scenario, in which different
heating mechanism coexists, and achieve an RPA dominated regime would not be straightfor-
ward.
The new regime proposed by Esirkepov have been analyzed in subsequent years, and some doubt
leaved behind resolved: firstly A. Macchi et al. showed in [30] (2005) that for circular polariza-
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tion (CP) RP acceleration (RPA) should dominate for any intensity, because detrimental effects
induced by hot electrons generation are suppressed.
Several years later, in 2012, Qiao et al. in [31] made an analysis of the heating and acceleration
mechanisms in action during an ultra-intense laser plasma interaction of this kind. In particular,
Qiao et al. performed an energy comparison for the linearly polarized pulse case between the two
main process occurred, RPA and TNSA. To achieve RPA dominance with an LP pulse the target
must be thin enough that the compression layer can reach the foil rear surface before the laser
pulse ends. Moreover, to ensure RPA dominates over TNSA, the velocity of ions accelerated by
RPA must be greater than the TNSA-accelerated ions at the time in which the formers reach
the rear surface.
From these consideration an analytical condition for the foils thickness, pulse duration and its
intensity is obtained:
1
pi
nc
n0
a0 <
l0
λ
<
1
2pi
√
nc
2γn0
a0exp
[√
Znc
n0
a0√
γ − 1
(
n0
γnc
)1/4
+
1
2
]
(4.9)
where n0 is the initial electron density, nh = γnc is assumed to be the effective hot-electron
density, λ is the laser wavelength, l0 is the target thickness in units of λ, A and Z are the ion
mass and charge numbers.
If the condition given by Eq.4.9 is satisfied, after the moment in which the RP-induced frontal
compression layer reaches the rear surface, the ion beam acceleration is dominated by RPA in
the LS stage.
By testing the validity of Eq.4.9 through PIC simulations, Qiao et al. brought the RPA dominated
regime activation threshold to Iλ2 ≥ 1021Wcm−2µm2 → a ' 27. The weakness of the argument
is that it relies on the estimate of some physical quantities, such as the hot electron density nh,
which are difficult to measure from a pratical approach.
After two years, in [32], a different approach for the identification of the time scale at which ions
should reach relativistic velocities have been proposed.
The starting point in [32] is to consider charge separation effects at the interaction surface, as
shown in figure 4.2, where the initial stages of ion acceleration are sketched. The ponderomotive
force pushes and piles up electrons, creating a strong charge separation and thus an electrostatic
field Ex able to balance the ponderomotive force. The fraction of ions in the region in which Ex
is able to penetrate is set into motion, and reaches a velocity vi within a time tc, given by:
vi
c
'
(
I
ρc3
)1/2
=
(
Zmene
Ampne
)1/2
a0 (4.10)
tc ' 1
ωa0
(
Amp
Zme
)1/2
(4.11)
At t = tc ions have piled up at the position xs ' vitc and if this position coincides with the rear
side of the plasma, the process may be repeated and eventually converge to the motion described
by 4.3. In this case the pulse is able to accelerate all the ions in the target, making them reach,
in principle, the same velocity.
The main idea behind the RPA-dominance criterion proposed in [32] is to consider tc as
the relevant temporal scale for energy transfer to ions, as it represent the moment in which ions
reach the compressed electrons layer. Since electrons acceleration is driven by the ponderomotive
oscillating term at 2ω (see subsection 2.2.2), Macchi suggests tc < pi/ω as the condition for ion
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Figure 4.2: A. Macchi, [32]. A cartoon showing the first stages of the interaction. The densities
of ions (ni) and electrons (ne) are approximated by step-like functions. Ions initially in the
xd < x < xS layer are accelerated by the charge separation field Ex up to velocity vi at time
t = tc.
energy transfer to be more efficient than electrons heating. Under this assumption the threshold
limit dropped to
a0 >
1
pi
(
Amp
Zme
)1/2
' 19 (4.12)
This assumption, however, was not accompanied by dedicated simulations, since the scope of the
paper was different, and is yet to be demonstrated.
Nowadays the problem of the RPA dominance threshold for ion acceleration with an LP pulse
remains an open issue.
The work I will present in this chapter is a further analysis on the radiation pressure accelera-
tion (RPA) regime on thin plasma foil,i.e. the light sail regime (RPA-LS), by parametric PIC
simulations. The aim is, at first, to investigate the match between simulations results and the
predicted energy gain for both laser polarization in the optimal regime, which will be described
later, and after to observe the RPA dominance threshold for the LP case. The importance of
this aspect relies on the difficulty to obtain an RPA dominated acceleration nowadays for LP
due to hot electron generations (TNSA) caused by target deformation and onset of self induced
transparency (SIT), while it is always achieved for CP. Nevertheless, for ultrashort, ultra intense
pulses, a complete circular polarization conversion could be hard to achieve, so being able to
control RPA in LP is an important goal. Finally, in the last part of this chapter I will perform a
further analysis of a sub-optimal regime configuration for the LP case, in which the target length
is increased with respect to the optimal case in the attempt to reduce target transparency.
4.2 Optimal regime: a ' ζ
The LS model presented in the previous introduction is obtained with the assumption of a perfect
reflecting target, but when the laser intensity reaches the ultra relativistic limit, i.e. a0 ≥ 1, the
dynamics become strongly non linear and thus, significantly more challenging to study due to
the onset of non-linear effects like SIT (see section 2.1.4), leading to a reduction of the radiation
pressure boost on the target.
An explicit expression for the reflectivity R in this regime has been presented in subsection 2.1.4
for a delta-like ”thin foil”, i.e. a plasma with electron density ne(x) = n0lδ(x). This expression,
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in the rest frame of the foil, is well approximated by:
R '

1
1 + ζ−2
(a0 <
√
1 + ζ2),
ζ2
a20
(a0 >
√
1 + ζ2).
(4.13)
(4.14)
where ζ = pi nenc
l
λ is the surface density parameter.
According to eq. 4.14 a threshold for SIT onset may be defined as
a0 = ζ = pi
ne
nc
l
λ
(4.15)
which implies that, for a given surface density parameter ζ, the laser amplitude must be limited
by a0 < ζ for an efficient radiation pressure boost.
This effect leads to the a0 = ζ relation as an optimal condition for LS acceleration (which could
be considered an ”upper bound”, since the laser frequency decrease in the moving frame, in-
creasing R(ω′)).
It must be noticed that the model above is valid for a ultra-thin plasma slab, i.e. with a thickness
which is a small fraction of the laser wavelength.
In this section the a0 ' ζ condition is investigated trough parametric PIC simulations for both
laser polarizations.
As can be seen from equation 4.15 there are two ways for modifying the value for ζ: one is by
changing the plasma length and the other by changing its density. I have performed the same
investigation for both the cases: in Fig.4.3 the results of the ion cutoff energy Emax and ion
spectral peak Epeak for both cases and polarization are plotted.
Figure 4.3: Plot of the spectral peaks’ energy (Epeak) and cutoff energy (Emax) against laser
intensity a0 for CP (left) and LP (right) in the optimal regime. The optimal condition is obtained
by the variation of l
λ
and the plasma density, respect to a0, separately.
As the maxima value in LP spectra are as marked as in the CP case, as will be showed later,
numerical fluctuations are more evident in LP.
Since no important differences are evident, in the work that follows I will keep the density
fixed, with a value of ne = ni = 100nc, and vary only the plasma length
l
λ .
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The objective is to observe the spectral peaks distribution versus laser intensity and in particular
if this distribution respects the expected Emax ∼ E2 scaling law. Moreover, toward a parametric
scan with LP, the RPA dominance threshold is investigated in the attempt to confirm the result
found in [32], which states that RPA should become dominant for a ≥ 20.
The parametric scan has been performed with the open source code PICCANTE [33], with the
following input parameters:
Physical quantities Simulation parameters
Plasma initial distribution: step Dimension: 1D
Plasma length: a0/(2pine/nc) Grid dimension: [−30÷ 30]λ
Laser pulse shape: plane wave with a cos2(t) modulation Cells number: 100000
Laser polarizations: circular (CP) and linear (LP) Particles per cell (PPC): 1000
Pulse duration (FWHM): 8.0T Simulation time: 25T
Laser field amplitude a0: 5÷ 40
Incidence: normal
With these parameters I obtain a resolution able to well resolve the plasma skin depth cωp
with more than 100 grid points for every simulation.
In Fig.4.4 and Fig.4.5 some snapshots of the interaction are presented.
The first moments are characterized by the formation of the compressed electron layer which
leads to the charge separation needed for the accelerating electrostatic field for both polariza-
tion.
During the last moments of the interaction, in the CP case, when the light push drops and the
pulse reflection ends, some electrons break trough the front surface and some other escape from
the back, inducing an additional electrostatic field on the backside. The dynamics that leads to
the formation of the former electrostatic field reminds the TNSA mechanism, where the oscil-
lating term of the ponderomotive force efficiently warms electrons whose expansion induces an
electrostatic field on the rear side of the target. When CP is used, however, the ponderomotive
oscillating term is suppressed and then hot electrons formation is strongly reduced, so it’s not
clear why electrons escaping is present in this case.
When polarization is switched to LP, the oscillating term of the ponderomotive force is not
suppressed and hot electrons production become evident since the beginning of the process.
Electrons fast heating, combined with the onset of SIT, lead to a very different evolution respect
to the CP case as highlighted in Fig. 4.5 where it is possible to observe that while the frontal
charge separation is induced by the ponderomotive force, a large number of electrons is heated
and escape from the back of the target inducing on it a growing TNSA-like electrostatic field that
soon overtakes the one produced by the laser push on the front. This leads both to a reduced
compression efficiency at the front side and to a faster spread of the plasma.
The plasma expands quickly and the peak density at the interaction surface drops. This may
lead to a more favourable condition for the onset of SIT. The transmitted component of the wave
is non negligible, as shown in Fig.4.6, further reducing RPA efficiency. When the simulation ends
the target is completely disrupted and no ion peak is evident.
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CP LP
Figure 4.4: Snapshots of the a0 = 20 case. The plots shows ions density (red), electrons density
(blue) in units of nc = meω2/4pie2, electrostatic field (black dashed line) and By component of
the incident wave (dark-green) in units of En = meωc/e, at the timesteps t = 3T (top row),
t = 5T (central row) and t = 10T (bottom row), for CP (left column) and LP (right column).
In the very beginning of the interaction the ponderomotive push is present in both cases, but
hot electron generation in LP is already present at t = 5T , reducing the frontal compression and
forming TNSA electrostatic field on the rear side of the target. At t = 10T the CP case undergoes
a RPA dominated acceleration while for CP the TNSA field has overcomed the RPA induced field.
Note that the y scale of the t = 10T , LP case (bottom right) have been changed due to the abrupt
peak density drop and x scale is adjusted accordingly to the dynamics evolution.
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CP LP
Figure 4.5: Snapshots of the a0 = 20 case. The plots shows ions density (red), electrons density
(blue) in units of nc = meω2/4pie2, electrostatic field (black dashed line) and By component of the
incident wave (dark-green) in units of En = meωc/e, at the timesteps t = 15T (top row), t = 20T
(central row) and t = 25T (bottom row), for CP (left column) and LP (right column). At t = 15T
the pulse-plasma interaction ends, reducing abruptly the radiation pressure on the front side for
CP. Some electrons escapes due to the miss of balance between pressure and charge separation
field. At t = 20T some electrons escapes also from the back side and the tail electrostatic field
is formed. A small ion bunch is accelerated by the former field. In LP the target is completely
spread already from t = 15T . Note that density vertical scale is adjusted for a better visibility, as
the target peak density strongly decrease during the process.
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Figure 4.6: View of the last simulation timestep (t = 25T ) for CP (left) and LP (right). The
complete target deformation in LP leads to a strong transparency respect to the CP case. The
onset of doppler-shift during the interaction with the plasma leads to a ”chirping” in the reflected
pulse, as the target velocity quickly increases during the interaction with the pulse. The y scale is
different between the left and right frames due to the very different evolution of the two cases.
RPA dominance is characterized by a strong ion compression in the phase space: in the ideal
case, at the end of the interaction, all the ions inside the target reach the same velocity and the
target moves as a whole. This peculiar dynamics is highlighted by an evident “curly” signature in
the phase space which describes the ion bunching process, as shown in Fig.4.7, where a selection
of protons phase space snapshots is presented.
The compression signature is evident for CP, denoting that RPA is effectively the dominant
mechanism in action. Towards the end of the interaction a small fraction of ions acquires more
velocity than the main bulk of accelerated ions and overcomes the compression region. These ions
represent the cut-off energy in the spectra and the reason for their formation will be explained
later.
In LP the same signature is not as evident as in CP, and the phase space plots show that radi-
ation pressure is not the only mechanism in play: at t = 10T the curly RPA signature starts to
appear and ions reach their maximum compression, but an ion leakage from the compression area
is also evident. The leakage is induced by the electrostatic fields produced by TNSA and, soon
after, some ions gain more velocity than others. The compression induced by RPA is quickly
lost: at t = 15T indeed the ions phase space is almost continuous, without any trace of RPA
compression.
The large number of hot electrons which are able to escape from the backside of the target,
inducing a TNSA-like electrostatic field on the rear side of the plasma, is an issue for RPA dom-
inance not only because it means that absorption is occurring(A 6= 0), but also because the rear
field is able to interfere with the RPA mechanism by accelerating a fraction of ions before the
compression front reaches them, causing a less compact acceleration.
Ion spectra show the result of the aforementioned difference with respect to polarization change:
in the CP case a clear mono-energetic peak is evident, where for LP is absent or weak. The rear
electrostatic field in CP allows the formation of a secondary transient energy peak at the cutoff
energy, which disappears after some periods from its formation. The cutoff energy is higher for
LP due to the onset of TNSA.
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Figure 4.7: Selection of ions phase space for and a0 = 20 at t = 5, 10, 15, 25 from the top, for CP (left) and LP (right). While for
CP the RPA dominance causes a bunching of ions which lead to the mentioned curly signature, in LP the same concentration is
lost after t = 15.
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Figure 4.8: Ion spectra at t = 25T (end of the simulation) for a0 = 10, 20, 30, 40 from the top, for
CP (let column) and LP (right column). The y and x scales vary with the intensity but are kept
the same for both polarizations for a better comparison.
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In Fig.4.9 the results of the parametric scan are presented. The plots show the energy value
of spectral peaks (where present) and cutoff energy for every simulation made, with a comparison
to the theoretical prediction. Recalling equations 4.6 and 4.4 and following [29]:
E(tret) = mpc
2 E2(tret)
2[E(tret) + 1] (4.16)
where E is the adimensional fluence:
E = 2
σc2
∫ tret
0
I(t′)dt′ (4.17)
Since for the analysis I am interested in the ion spectra obtained at the end of interaction, I
can assume that the interaction ends after that the whole laser pulse has reached the target.
Thus the total fluence can be computed by integrating the pulse intensity in 4.17 over the whole
laser pulse duration, which correspond to posing tret →∞ at the integration extreme (since the
I(∞) = I(−∞) = 0), leading to the following result:
Et→∞ = 2
σc2
(
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(4.18)
where cos4(pit/16) represents the contribute of the pulse envelope and the integration interval
comes from the pulse duration. The factor 6 at the right side comes from the integral evaluation,
and ζ = pinel/ncλ is the already mentioned surface density. Inserting the results in eq. 4.18 into
eq. 4.6 I obtain the RPA-LS theory prediction.
The analysis shows a good agreement of the peak energy with the prediction for CP, while the
cutoff energy is higher. It is possible to observe from the spectra (Fig.4.8) that a smaller sec-
ondary peak appears near the cutoff, which population represents the expanding ion front under
the action of the rear electrostatic field, which boosts this ion bulk towards higher energy respect
to the theory prediction. Moreover, the rear field configuration induces a quick spread of the
rear ion bulk, and the secondary spectral peak disappears soon after its formation.
When polarization is switched to LP, spectral shapes change remarkably. The spectral peak
disappears and the ion distribution is more similar to a flat distribution. It is possible, however,
to identify in the spectra for a0 = 40 a sharp and non-thermal peak, hinting that RPA is more
effective for large intensities.
From the analysis in Fig. 4.9 we learn indeed that for low intensities the spectral maxima are
not described by RPA theory, and a better agreement is found only for a0 ≥ 9. Furthermore,
spectral maxima reach higher energies in LP than the CP case: this difference is mainly due
to the presence of TNSA in the rear target region. As a result of the sheath acceleration, in-
deed, this rear region spreads during the process and thus the zone in which the sheath field
acts broadens. Some energetic ions from the frontal RPA accelerated region can reach the area
hosting the TNSA electrostatic field, experimenting an hybrid TNSA-RPA acceleration, at the
price of a very low spectral peak population.
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CP
LP
Figure 4.9: Plot of the energy peak (Epeak) and cutoff energy (Ecutoff ) against laser intensity a0
(lower x-axis) or the target length (superior x-axis) for CP (top) and LP (bottom). The spectra
are taken at t = 25T , i.e. at the end of the simulation.
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4.3 A sub-optimal regime for LP
As shown in previous section, when a0 ' ζ relativistic transparency becomes a major issue for
RPA dominance when LP is used. SIT onset indeed strongly reduces target reflectivity and
the transmitted pulse, while passing through the target, may play a role in electrons heating.
Moreover, SIT is originated by the instantaneous value of the EM wave electric field so the LP
case is more ”vulnerable” with respect to the CP case as, for a given laser intensity I, the electric
field peak value is greater by a factor
√
2.
Here I will relax the optimal condition a0 ' ζ towards a0 = 0.6ζ by increasing the target
thickness, in the attempt to reduce relativistic transparency. All the other parameters are left
unchanged.
This result is achieved, as shown from the snapshot at t = 25T of the a0 = 20 case in Fig.4.10,
as the target spread is reduced and the transmitted component of the incident radiation is much
lower than the previous case (see Fig.4.6).
Figure 4.10: Panoramic of the a0 = 20 case for LP. Ion density (red), electron density (blue),
By component of the incident wave (green) and Ex component of electric field (black dashed) are
plotted. The transmitted component is reduced respect to th a0 ' ζ case (see Fig.4.6)
A lowered transparency directly implies a growth in reflectivity, so in principle RPA should be
enhanced in this case. It is evident, however, that also the target mass is increased, so that
for the same incident pulse energy, ions will experiments a reduced boost with respect to the
previous optimal case, due to the inverse proportionality with the target mass in Eq.4.3.
From Fig.4.11 a direct comparison between phase space and density for the a0 = 20 case is
shown: the target disruption is reduced respect to the a0 ' ζ and ponderomotive force action is
more efficient.
During the first moments of interaction the front electrostatic field induced by electron compres-
sion reaches high values and is able to accelerate ions, which form the curly signature in the
phase space. Hot electrons generation is however unavoidable and TNSA starts to be important
for t ≥ 15T : a fraction of ions inside the bunching obtained by the RPA-induced compression is
further accelerated by the sheath field, leading to the evident leakage at the right of the RPA
signature in phase space. The subtracted ions start a continuous acceleration and wont be able
to be compressed again, so the spectral peak is reduced.
Ion spectra for this regime are presented in Fig.4.12. Now the ion distribution has an evident
mono-energetic peak with a large number of particles in it, but at a lower mean energy with
respect to the optimal case, as expected by the mass increase in this regime.
The parametric analysis in Fig.4.13 shows that now the simulations results are in good agreement
with the RPA-LS theory, but the energy gain is lower than the optimal regime.
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Figure 4.11: Snapshots of the a0 = 20, a0 = 0.6ζ, LP case. The plot shows ions density (red),
electron density (blue) in units of nc =
meω
2
4pie2
, electrostatic field (black dashed line) and By
component of the incident wave (dark-green) in units of En =
meωc
e
(top), and ion phase space
(bottom) at the timesteps t = 5T (left column) and t = 15T (right column).
The y scales are adjusted to follow the fast density drop.
It is possible to observe in the right figure the coexistence of RPA (the central curly concentration)
and TNSA (at the right of the RPA concentration) and how the former reduces the ion compression
induced by radiation pressure.
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Figure 4.12: Ion Energy spectra for the a0 = 0.6ζ regime with LP, at t = 25T for a = 10 (top),
a = 25 (center) and a = 40 (bottom). Spectral peaks improvement is evident with respect to the
a ∼ ζ regime for LP.
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Figure 4.13: Maximum values of ions spectra against laser intensity a0 for Epeak (blue circles) and
Ecutoff (red circles) and a comparison with the ideal RPA-LS theory for a = 0.6ζ (purple line).
The possibility to obtain a quasi-monochromatic peak, whose energy is in fair agreement
with the LS model, even for LP by relaxing the optimal condition a0 ∼ ζ, suggests that an RPA
dominated regime can be achieved for LP by an increase in the target mass, for a given laser
intensity, with respect to the CP case. In this way target transparency is reduced, at the price
of an increased inertia and, thus, a less effective boost.
This assumption may be explained by recalling that SIT onset is related to the instantaneous
value of the EM wave electric field, so that at given laser intensity I and radiation pressure
(which are averaged quantities) the EM wave electric field amplitude for LP is larger by a factor√
2 than the CP case, leading to an increased transparency in the former case.
Thus it may be reasonable that by increasing the target length by the same
√
2 factor, the
minimum surface density required for suppress SIT onset in LP is obtained.
In figure 4.14 the spectra obtained by performing a parametric scan, consisting in fixing laser
intensity at a0 = 25 and varying target thickness so that the ratio a0/ζ ranges from 0.4 to
0.9, show to be in good agreement with the aforementioned assumption, as for a0/ζ ≤ 0.65
(i.e. ∼ 1/√2) the spectra presents evident quasi-monochromatic features, which disappears for
a0/ζ ≥ 0.7.
Once SIT is suppressed, RPA dominance is achievable for any of the laser intensities investigated
in Fig.4.13, leading to an intensity threshold to Iλ2 ∼ 1020 − 1021W/cm−2.
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Figure 4.14: Ion spectra for different values of a0/ζ with a0 = 25, ne = 100nc and varying L. The
spectral present quasi-monochromatic energy peak for a0/ζ ≤ 0.65, while it quickly broadens as
soon as a0/ζ ≥ 0.7.
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4.4 Conclusions
The ”optimal” condition a0 ' ζ for RPA has been investigated trough parametric PIC simula-
tions for linear (LP) and circular (CP) polarizations. The suppression of the oscillating term of
the ponderomotive force leads to an always RPA dominated dynamics for CP, where the spectra
show a strong mono-energetic peak which energy is in fair agreement with the ideal RPA-LS
theory. An analytical model from the assumption of a delta-like plasma has been provided and
tested and it well described the ions peaks energy, even for plasmas with thickness bigger than
plasma skin depth.
When polarization is switched to LP there is strong transmission of the laser pulse through the
target. The target reflectivity drop and the hot electrons generation lead to a strong target
expansion and the RPA dominance is lost, giving as result a broad ion spectrum. The a0 ∼ ζ
condition, thus, can not be considered ”optimal” for LP. In this regime, indeed, a complete RPA
dominance never occurs, as the aforementioned detrimental effects strongly reduce RP efficiency.
Furthermore the presence of sheath acceleration on the rear side of the target lead to an hybrid
RPA-TNSA acceleration which further reduces the RP induced ion bunching of the initial inter-
action stage, and to the lost of monochromatic features in the ion spectrum.
A further analysis of the LP case has been made trough a study of the a0 = 0.6ζ condition,
in which the target length has been increased with respect to the optimal regime. In this con-
figuration the onset of Self-Induced Tranparency (SIT) appears strongly suppressed, while hot
electrons production is still an issue. Evidences of RPA dominance are present, and the spectra
show narrow peaks which energies are in good agreement with the RPA-LS theory prediction,
revealing that an RPA dominated regime with LP requires thicker targets with respect to the
a0 ∼ ζ regime.
These results suggest the existence of a ”sub-optimal” configuration of plasma parameters for
the achieving of high-energy narrow peaks in the ion spectrum even with LP pulses, and such
configuration is obtainable by taking into account that the EM wave field amplitude for LP is
greater by a factor
√
2 respect to CP case, so that an increase in the target thickness of about the
same factor is required in the former case to efficiently suppress SIT onset. Once this condition
is provided, an RPA dominated regime is achievable for LP even for incident laser intensities of
the order of Iλ2 ∼ 1020÷1021W/cm2, in fair agreement with the model proposed in [32]. Sheath
acceleration is, however, still present, allowing a further boost of a small fraction of the RPA
accelerated ions, which represents the low populated spectral cutoff, and slightly broadening the
spectral peak with respect to the optimal CP case.
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5 Beyond the Light Sail: Single-cycle laser acceleration
The objective of this section is to further analyze the novel scheme proposed by Zhou et al.
in [10] for ion acceleration, which consist in the use of a single-cycle ultra intense laser pulse for
achieving highly efficient, instability free, ion acceleration.
In section 5.1 an introduction of this new regime is presented, and the main topic of my inves-
tigation is described. The laser pulse shape is a critical parameter in this regime and its impact
will be discussed in section 5.2.3, where the influence of absolute phase and polarization has been
studied through PIC simulations.
The dynamics presents important differences from what we observed in the RPA regime, as now
it strongly relies on target transparency. Thus we expect a different optimal thickness for this
novel regime, and the optimal relation between target thickness and laser intensity will be in-
vestigated in section 5.3. Once the target optimal thickness has been found, what I call ”SCLA
optimal” regime is investigated in section 5.4, which also include an analysis of the impact of the
Radiation Friction (RF) in the optimal regime. Finally, the results of my analysis summarized
in section 5.5.
5.1 Single Cycle Laser Acceleration, an introduction
The Single Cycle Laser Acceleration (SCLA) is an ion acceleration scheme proposed for the first
time by Zhou et al. in [10], where the new regime has been investigated through 2D PIC simu-
lations. The innovative aspect of this regime is the choice of a laser pulse which duration is only
one laser cycle long, focused on a planar CH foil which is only some tens of nm thick. The idea
came from a recently proposed method of pulse compression by G. Mourou et al in [6]. Following
this scheme an efficient compression of an high energy pulse carrying hundreds of Joules in a
pulse as short as one optical cycle with a focused intensity of I ∼ 1024W/cm2 seems possible,
making achievable the zeptosecond and exawatt domain for future laser systems.
In this new configuration Zhou et al. find a relation for the optimal thickness of the target which
is about ten times less (i.e. the target is thinner) than the one found for the RPA-LS regime,
reducing the mass of the target and then increasing the maximum energy (since the energy gain
is inversely proportional to the mass of the target).
The use of nanometric foils shifts the operating regime, as shown in Fig. 5.1: if RPA was at
the edge of total reflection, SCLA works better in transparency regime. This leads, as described
in [10], to a complete different dynamics: the instantaneous radiation pressure push sweeps out
the electrons, that are accelerated to relativistic velocities in about one laser cycle and steadily
follow the transmitted pulse, propagating in the forward direction; the strong electrostatic field
formed by charge removal then acts on ions, and the lightest specie (protons), thanks to an
higher charge-to-mass ratio, starts to move sooner than the heaviest, which are left behind and
help to stabilize the process.
Figure 5.1: Ion acceleration map in the laser-plasma environment. The SCLA regime is collocated
in the upper part of the map, above the transparency threshold. (Adapted from [10]).
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This new configuration seems promising, as not only ions could be under the influence of a
quasi-constant longitudinal electrostatic field for a longer time than the RPA dominated scheme,
but also because it helps reducing instabilities onset in the acceleration region.
However some further investigations are needed, especially for what concern the pulse shape.
Indeed a very similar dynamics is described in [34], where simulations of a nanometric target
made by two different layers of different materials (i.e. carbon and hydrogen) illuminated by an
ultra-short laser pulse have been performed. The results showed how critical the laser polarization
impact and the pulse shape are, suggesting that when a very thin target is used (i.e. ∼ 10nm)
control of laser pulse shape is required for achieving best results.
In the SCLA regime, as the pulse is made by one laser cycle, its shape is strongly affected
by absolute phase variation, i.e. a small phase offset that may be produced during the pulse
circulation a mode-locked laser resonator, which generally is negligible parameter for many cycles
pulses (as it would represent translation of the pulse oscillating component), but in this case could
in principle affects the dynamics: a small phase variation for example comports a very different
rising front of the pulse, and when extreme intensities are involved the instantaneous action of
radiation pressure can lead to different scenarios.
The analysis I am going to present will at first investigate the effect of laser polarization and
phase variation, using the same parameters for the plasma and the laser used in [10], but in one
spatial dimension, for three different plasma components. Then I will find the optimal thickness
for the SCLA regime accordingly to the thin plasma SIT model presented in section 2.1.4, and I
will use these results for a further phase and polarization analysis in what I will call the optimal
regime. The last section of my investigation will deal with the effect of radiation friction, which
in this particular case, as I will show, may help to stabilize the acceleration mechanism.
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5.2 Phase dependence
In this section I analyse the impact of polarization and absolute phase variation on the ion
dynamics and on their spectrum.
The general expression for the incoming laser pulse field, for normal incidence and for x = 0
reads:
E(x = 0, t) = E0f(t)[ε1yˆ cos(ωt+ φ) + ε2zˆ sin(ωt+ φ)] (5.1)
where f(t) is the pulse envelope, φ the pulse absolute phase and ε1, ε2 are polarization coefficient.
As briefly mentioned, the investigated dynamics could be affected by pulse shape modifications,
and in this case the parameters related to the shape of the pulse are φ and f(t), while ε1 ε2
represent the polarization. Furthermore, laser polarization, has seen in the RPA regime,not only
introduces an efficient electrons heating with an important impact on the overall dynamics, but
also could influence the number of returning electrons in the transparency regime (see [34]).
It is then useful to investigate how these parameters effect the dynamics in the SCLA regime.
A laser pulse with FWHM = 1 and an envelope modulation given by f(t) = sin2(pit/2) (for the
raise front) and f(t) = sin2[pi(t−1)/2+pi/2] for the falling front have been used for the following
simulations. In this configuration the absolute phase φ strongly modifies the pulse shape, as
showed in Fig.5.2, so that several values of φ (i.e. 0, pi/4, pi/2, 3pi/4) have been used and their
impact on the dynamics compared.
At first a mono-species case is investigated: a plasma made only by fully ionized hydrogen atoms.
Then a mixture of carbon and hydrogen at 50% each and the 90% carbon 10% hydrogen mixture,
which is the configuration showed in [10]. Nanometric diamond-like carbon (DLC) foil targets
with this characteristic are accessible nowadays, and have been already used for laser plasma
experiments, see for example [35].
The other simulations parameters are tuned to be the same as [10] and they will be shown at
the beginning of each section.
Figure 5.2: Pulse shape for φ = 0 (left) and φ = pi/2 (right) with dimensionless amplitude a0 = 100
and FWHM = 1λ.
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5.2.1 Single specie target
Physical quantities Simulation parameters
Hydrogen density: ni = 480nc Simulation time: 50T
Electron density: ne = 480nc Grid points number: 130000
Plasma’s initial position: 15λ Grid length: 50λ
Plasma’s length: L = 0.05λ Timesteps per cycle: 2600
Laser amplitude: a0 = 25, 50, 100, 200, 400 PPC: 1000
Absolute phase: φ = 0, pi4 ,
pi
2 ,
3pi
4
Laser pulse shape: plane wave with an sin2(t) modulation
Laser Duration (FWHM): 1λ
For low laser intensities RPA is dominant and the dynamics shows the same features as chapter
4. During reflection some electrons are pushed back by the ponderomotive force until the elec-
trostatic field induced by charge separation is strong enough to counteract the laser pressure,
allowing electrons to reach an equilibrium state. Some electrons are able to escape from the
backside of the target in CP, and hot electron formation is evident in LP. The phase impact for
a0 ≤ 50 is modest or absent.
For a0 ≤ 100 the process is still under the RPA dominance for CP and the dynamics is basically
the same as the one described in chapter 4. The LP case show stronger transparency with respect
to CP, and hot electrons generation, so that RPA is no more the dominant process. Now the
phase impact is particularly evident in the ion spectra, as shown in Figs.5.3.
From a0 = 200 on, the regime become more similar to the one described by [10], as shown in
Fig.5.4 and Fig. 5.5. The laser pulse sweeps the electrons out of the target and the induced
electric field rises from the left side to reach its maximum on the right side of the ion bulk.
With a single species configuration, however, only the very small fraction of ions located at the
rear edge of the bulk feel the electrostatic field maximum, while the body of the ion bulk un-
dergoes Coulomb explosion by the trailing part of Ex. This configuration leads to an expansion
which does not allow an uniform acceleration, leading to the loss of the spectral peaks. Moreover,
during the process a large number of electrons from the frontal bulk are attracted back by the
same accelerating field that acts on ions, further reducing the acceleration efficiency.
φ = 0 φ = pi/2
Figure 5.3: Ion spectrum for the a0 = 100 case for φ = 0 (left) and φ = pi/2 (right). The plots
shows the CP case (red curve) and the LP case (black curve). While for CP a narrow quasi-
monochromatic spectrum independent from φ is present, highlighting that RPA is still dominant
, in LP the spectral peak is broader or absent, depending on the value of the absolute phase φ.
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CP LP
Figure 5.4: Snapshots of the a0 = 200, φ = 0 case for CP (left, a, c, e) and LP (right, b, d, f). The plots
show ion density (red), electron density (blue), laser pulse Ey component (dark green) and the electrostatic
field Ex (black-dashed) for t = 16T (top), t = 30T (middle) and t = 50T (bottom). In (c, d, e, f) the electron
density ne have been omitted, except for the frontal electron bulk, in order to achieve a better visibility of
ion density ni (electrons motion can be deducted by the value of Ex). Note that x and y scales vary following
the target motion.
In (a,b) the first instant of the interaction is shown: electrons are swept out of the target by the strong laser
push and the electrostatic field is formed, rising from the left ion boundary to its maximum, located at the
right ion boundary. The number of ions which are affected by the maximum of the field is a small fraction
of the total. After some periods from the beginning of the interaction, the configuration of the fields leads
to a strong deformation of the target (c,d) and a large number of electrons have been attracted back by the
accelerating electrostatic field. Front electrons have reached velocities near to c and move towards the positive
x direction with the transmitted pulse.
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CP LP
Figure 5.5: Snapshots of the a0 = 400, φ = 0 case for CP (left, a, c, e) and LP (right, b, d, f). The plots
show ion density (red), electron density (blue), laser pulse Ey component (dark green) and the electrostatic
field Ex (black-dashed) for t = 16T (top), t = 30T (middle) and t = 50T (bottom). In (c, d, e, f) the electron
density ne have been omitted, except for the frontal electron bulk, in order to achieve a better visibility of
ion density ni (electrons motion can be deducted by the value of Ex). The x and y scales are adjusted for
accordingly to target motion.
The laser push is now extremely strong and separates electrons from ions by large distance for CP (a), while
for LP electrons bulk is spread during the expulsion (b). Between the positively charged ion bulk and the
negative electrons one a very strong longitudinal electric field is formed. In (c, d) some of the electrons are
attracted back by the the same electrostatic field that accelerates ions, that now move in a more compact
bunch, and get pushed again by the last part of the laser pulse. This situation continues until the end of the
simulation (e,f).
Note that y and x scales are adjusted following the target motion.
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For intensities below a0 ≤ 100 mono-energetic features in CP case are present, where in LP
the energy peak is less evident or absent. The absolute phase impact is negligible for CP, but it
introduces some important fluctuations in the spectra for LP.
The spectra show that both polarization and phase are important parameters for the quality of
the acceleration as shown in Figure 5.7, where a sample of the LP spectra is presented.
When the target becomes transparent, for a0 ≥ 200, the peak is lost due to target complete
spread. The a0 = 400 case spectrum shows an interesting feature as very compact energy peaks
reappears: in the CP case the peak energy is however greater by an order of magnitude than in
LP, in which moreover the phase impact is consistent. Indeed in the a0 = 400, φ = 0 case the
spectral peak is absent in LP, while it is present for the others values of φ.
Besides that for intensities exceeding a0 = 200 the dynamics become dominated by transparency
as expected for the SCLA regime, the results obtained in this section are still very different from
what is presented in [10].
The a0 = 200 case spectral shape in particular was expected to be in a better agreement with
the work of Zhou et al., since all the simulations parameters are the same as the Zhou’s setup,
except for the plasma mixture (a 100% hydrogen plasma in my case). In [10] indeed an evident
monochromatic feature was obtained for the central plasma region, as shown in figure 5.6. In my
case instead the energy peak is completely absent and spectral shape in general very different.
These very important differences, as will be shown in the following sections, raise from both the
plasma’s components and thickness.
In Figure 5.8, the spectral peaks energy are plotted against laser amplitude, and a comparison
with the RPA-LS theory is present in the 25 ≤ a0 ≤ 100 region, in which RPA still dominates. As
shown, circular polarization seems to be a better candidate, as presents no phase influence and
a more favourable energy gain; at the opposite, linear polarization is strongly phase dependent,
especially for high laser intensities.
In conclusion, simulations performed using a mono-specie Hydrogen plasma, with same parame-
ters of density and length as the ones used in [10], present non coincident results from that work
in terms of spectral quality: the spectral shape shown in [10] and here reported in 5.6 have never
been obtained with the presented configuration. More over, laser polarization and absolute phase
have been revealed to be important parameters for the acceleration dynamics, and it should be
taken into account that a complete conversion to a perfect circular polarization might be hard
to achieve, leading to a lower efficiency.
Figure 5.6: Comparison between the ion spectrum from [10] (left), with the spectra obtained using
a monospecie hydrogen target (right) for CP (red) and LP (black), were the same simulation
parameters presented in [10] have been used ( i.e. a0 = 200, φ = 0, L = 0.05λ). In the left
spectrum the central region curve (red), representing the ions initially located in the laser focus,
shows an evident quasi-monochromatic distribution, while in the left spectrum no spectral peaks
are present, due to the quick spread of the target.
50
a0 = 100
φ
=
0
a0 = 400
φ
=
pi
/
4
φ
=
pi
/
2
φ
=
3
pi
/
4
Figure 5.7: A sample of the proton spectra for the LP case. Here only a comparison between
a0 = 100 and a0 = 400 are presented. The spectra are strongly influenced by a variation of φ.
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LP
Figure 5.8: Energy value of spectra’s peak as a function of laser intensity, a0, and absolute phase,
φ, for both polarization with a zoom (bottom) on the lower intensity region, where a comparison
with the RPA-LS theory can be made. For CP, only the φ = 0 is presented since the curves showed
no phase dependence.
For a0 > 75 the target becomes transparent and the dynamics enters in the SCLA regime.
Phase impact is evident in LP, especially for high laser intensities. Note that the cases where
spectral peaks are missing (i.e. a0 = 200 for CP, a0 = 200 for LP) have been excluded from
the analysis; the LP case with φ = 0 have been omitted due to the absence of spectral peaks for
a0 > 100.
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5.2.2 Multi species Target: 50% Carbon 50% Hydrogen
In this section a multi-species plasma is analysed. All the parameters remain the same as in sec.
1.1.1, except for the plasma components and densities:
• Carbon density: 240nc
• Hydrogen density: 240nc
With a multi-species configuration, acceleration of light ions, for high laser intensities, is
more stable and spectral peaks are achieved in every configuration, even for the a0 = 200 case
(which was particularly critical for the monospecie case of the precedent section) as highlighted
by Fig.5.9.
For a0 ≤ 100 the dynamics is basically dominated by RPA. In this regime however species
separation is present and a number of protons (light species) tends to overcome the heaviest
carbons, as can be seen in Fig.5.10.
When the intensity grows, the process enters in the transparency regime. The laser pulse now
sweeps out most of the electrons and some of them reach relativistic velocities and propagate
in the pulse direction. This generates a strong capacitor-like electrostatic field that accelerates
ions.
Lighter ions, due to a higher charge-to-mass ratio, gain energy faster then heavier ones, which
are left behind, but only a small fraction of the former ones, located at the right edge of the
proton bulk, feels the action of the maximum value of the field.
The accelerating field, generated by charge separation, has a sharp, linear rise ramp inside the
ions bulk, as can be seen on Fig.5.11(b) and, since the total positive charge is equally distributed
between the two species, the electrostatic field drops quickly inside the light ions bulk, leading to
a fast spreading of ions and a broadening of the energy spectra. In order to reduce the spreading
of ions, one could either raise laser intensity, or change the species proportion by increasing the
heavier species with respect to the lighter, as will be discussed in the next section.
Besides the light ion bulk experiences the aforementioned spreading, ion spectra show a reduced
width with respect to the mono-species case for both polarizations, as not only energy peaks are
now present for all cases, but they also have higher energy and more population than the previous
monospecie plasma configuration. The improvement is particularly evident for the a0 = 200 case,
which now shows a marked energy peak.
From the analysis of spectral peaks in Figure 5.12, we learn that multi-species configuration
allows to reduce the impact of polarization and phase modifications, which still remains an issue
for high pulse energies.
Figure 5.9: Ion spectra for a0 = 200 case using a 50% carbon-%50 hydrogen target.
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CP a0 = 50 CP a0 = 100
Figure 5.10: Snapshots for the a0 = 50, CP, φ = 0 (left column) and for a0 = 100, CP, φ = 0
(right column) cases. The plots show ion density (red), carbon density (purple), electron density
(blue) in unity of nc, laser Ey component (green) and longitudinal electrostatic field Ex (black,
dashed) both in unity of En for t = 16T (top row), t = 30T (botto row). In the former case the
electron density ne have been excluded from the plots since it gives no useful information. Indeed,
the acceleration process, which is essentially RPA-dominated, is ended (as can be seen from the
fields values) and the plasma has reestablished charge neutrality. A fraction of protons overtakes
the carbon ions in a number that grows with laser intensity.
Note that the x and y scales are adjusted for an optimal visibility.
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CP a0 = 200 CP a0 = 400
Figure 5.11: Snapshots for the a0 = 200, CP, φ = 0 (left column) and for a0 = 400, CP, φ = 0 (right column)
cases. The plots show ion density (red), carbon density (purple), electron density (blue), laser Ey component
(green) and longitudinal electrostatic field Ex (black, dashed) for t = 16T (top row), t = 30T (central row).
In (a,b) the electrons’ dragging is evident, and the ions separation is very fast. In (c,d) only the electrons in
the frontal bulk are showed (neglecting the density fluctuations over the ion region) while the carbon bulk
have been left behind during the acceleration and is no more present in the plots. The electrostatic field rise
ramp is, however, still inside the protons bulk (d) and the former spreads during the acceleration process.
Note that x and y scales are adjusted for a better visibility of the target dynamics.
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Figure 5.12: Energy of spectral peaks as a function of laser intensity, a0, and absolute phase, φ,
for a multispecies (50% carbon-50% hydrogen) plasma, for both polarizations. For a0 ≤ 50 the
acceleration process is dominated by RPA and spectral peaks are well described by RPA-LS model.
For a0 ≥ 100 the target becomes transparent and enters into the SCLA regime. Polarization
impact is reduced respect to the single specie case and spectral peaks are now evident for LP.
Phase dependence for spectral peaks in LP is still present in the SCLA, and it grows with laser
intensity.
56
5.2.3 Multi-species: 90% Carbon, 10% Hydrogen
In this section I will study the configuration presented in [10], with the difference that Zhou et
al. performed 2D simulations, while I restrict the study to 1D. I increased the carbon percentage
up to 90% of the total and lowered hydrogen down to the 10%. All the other parameters are
kept as before, so the new parameters are:
• Carbon density: 432nc
• Hydrogen density: 48nc
• Total electron density: 480nc
For laser intensities below a0 ≤ 100 the dynamics is dominated by RPA, but presents some
non-RPA features, as species separation. A certain number of protons indeed separates from
the carbon ones, with a number that grows with the intensity. For a0 = 100, at the end of the
simulation, all the protons have overtaken the heavier species.
When the intensity grows, the process changes and enters in the SCLA regime.
In Figure 5.14 the a0 = 100 and a0 = 200 cases are shown. It is possible to observe a comparison
between the RPA and the SCLA schemes and the peculiar dynamics of the latter: electrons are
completely dragged out from the target by the ponderomotive push, and ion species separation
occurs almost instantaneously. A fraction of electrons is accelerated by laser push to relativistic
velocities towards the forward direction, enabling a stable acceleration of ions by the electrostatic
field produced by charge separation.
Now the stabilizing effect induced by the presence of the carbon in the back is evident in Fig.5.14-
(b), where the electric field rise ramp is mainly located inside the carbon bulk, while the light
ions bulk is under the action a quasi uniform accelerating field.
The field acting on the proton bulk could be regarded as quasi-uniform thanks to the different
species concentration: in this configuration carbons represent the 90% of the total positive charge,
so the contribute from the protons at the electrostatic field is negligible. The process is very
efficient and protons are accelerate in a compact way until the end of the simulations.
There still are, however, some effects that reduce the process efficiency: the strong capacitor like
electrostatic field not only acts on ions, but also on the electrons that are moving towards the
positive x direction; since the field reaches ultra high intensities, a fraction of these electrons are
attracted back (Fig. 5.14 d-e) and after have passed through the ions, they continues to move in
the left direction. When the front electrons number is reduced, also the electrostatic field drops.
It must be noted, however, that this effect could be strongly influenced by dimensionality, as in
1D all electrons would be attracted back sooner or later.
As mentioned in the previous sections, a very similar dynamics with respect to what is observed
in the SCLA regime (i.e. for a0 ≥ 200) has been observed by Grech et al. in [34], where it is
shown that efficient ion acceleration can be achieved by using a ∼ 20nm thick plasma made by
an heavy carbon layer followed by an hydrogen layer as target.
The main differences from the proposed scheme consist both in the target structure, as in my case
the species are initially mixed, while in [34] the plasma is formed by separate layers of different
materials, and in the pulse duration as Grech et al. relies on an ultra-short multi cycles pulse.
It is possible to make a comparison between Fig 3a on page 8 of [34] (blue, square) here reported
in figure 5.13, for a given pulse energy i.e by comparing their case after 4τL from the beginning
of the interaction with our a0 = 200 case after the same time, so that the incident laser energy is
the same: in the former the proton beam reaches energies up to 150MeV s, while in the latter the
maximum energy of the protons reaches 350MeV s thanks to the strongest induced electrostatic
field. So, for the same incident energy, ion acceleration in the SCLA regime occurs quickly as
spectral peaks shows that the highest energy value is reached in less time with respect to the
scheme proposed by Grech.
The energy spectra show (Fig. 5.15) that for a0 ≥ 100 evident spectral peaks appears for
both polarizations. In particular, the case a0 = 100 shows that while for CP the process is
RPA-dominated, in the LP case the target experience an hybrid RPA-SCLA acceleration. In
this case indeed onset of SIT is favourable and the transmitted component is strong enough to
push a fraction of the hot electrons produced during the first moment of the interaction in the
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Figure 5.13: Adapted from [34]. Temporal evolution for different carbon layer thickness: ∼ 6, 4nm
(green,triangles), ∼ 12, 7nm (black, circles) and ∼ 19, 1nm (blue,square). The right vertical axis
provides the energy of the last simulation, dashed curves are the analytical prediction from the
model proposed by Grech et al..
It is possible to make a direct comparison between the blue curve at the point t = 4T with the
results I obtain with a0 = 200 after the same time from the beginning of the interaction, showing
that the SCLA regime has a favourable energy gain.
forward direction, enhancing the sheath acceleration towards a dynamics very close to the one
that characterize the SCLA regime.
From the analysis of the spectra in Fig.5.16 I find that now ion acceleration is improved with
respect to the monospecie case (studied in subsection 5.2.1) and to the multispecies case presented
in subsection5.2.2. Furthermore, both polarization and phase now have a low impact on peaks
formation, allowing the use of LP pulses in this regime.
Despite the great improvements introduced by the choice of a multi species plasma with only a
small fraction of light ions as the one proposed in this section, the results still differs from [10],
in fact the only spectrum which is very similar to their work is the a0 = 400 case, while the
a0 = 200 case, which should have given the same results found in [10], is still very different. The
abrupt change of the spectrum shape for a0 = 400 is due to the fact that the process enters in
a more favourable condition for the SCLA regime, i.e. the ”optmal regime” discussed in section
5.4. It may be deducted that in my case the activation threshold of the so called ”SCLA optimal
regime” proposed by Zhou et al. occurs at higher laser intensities (i.e. a0 = 400) with respect
to the case presented in [10], for the same plasma length. These differences have given me the
input to further investigate the optimal condition proposed by the authors, especially the optimal
relation between target surface density and laser intensity, as it will be shown in the next section.
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CP a0 = 100 (RPA) CP a0 = 200 (SCLA)
Figure 5.14: Snapshots for the a0 = 100, CP, φ = 0 (left column), in which the process is dominated by
RPA, and for a0 = 200, CP, φ = 0 (right column) where instead the process enters in the SCLA regime. The
plots show ion density (red), carbon density (purple), electron density (blue), laser Ey component (green) and
longitudinal electrostatic field Ex (black, dashed) for t = 16T (top row), t = 30T (central row) and t = 50T
(bottom row). In (c,e) the electron density have been omitted as the plasma have restored its neutrality. In
(d,f) the incident wave field Ey have been omitted and only the electrons in the frontal bulk are showed. For
intensities below a0 = 200 (left) the process is RPA-like, but presents some non RPA features like species
separation, as a number of protons proportional to laser intensity is able to overcome carbons.
For a peak intensity of a0 = 200 (right) the process enters in the SCLA regime and the dynamics changes
completely. Now the stabilizing action of carbon is evident (b), as the proton bulk is very compact and the
electrostatic field that acts on it can be regarded as quasi-uniform. Note that the x and y scales are adjusted
for better visibility of the target motion.
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φ = pi/2
Figure 5.15: A sample of the proton spectra for a multispecies (90% carbon-10% hydrogen) plasma. Here only the case φ = pi
2
is presented, since the effect due to phase modification is modest.
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CP
LP
Figure 5.16: Analysis of the spectral peak energies for a multispecies (90% carbon-10% hydrogen)
plasma. In this regime the energy gain is higher than before, and the phase impact reduced for
most of the LP cases.
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5.3 Optimal thickness
From the previous sections we learn that, despite the improvement obtained by the use of a
multispecies plasma for the SCLA regime, a spectral configuration such as the one presented
in [10] ( and reported in figure.5.6) has not been obtained, except for extremely high laser
intensity (i.e a0 = 400).
These discrepancies in the results are evident even when the simulations parameters closely follow
the setup presented in the work of Zhou et al., as I did in section 5.2.3 for the a0 = 200 case,
suggesting that the optimal condition for the SCLA regime proposed by Zhou may not hold in
my case, especially for what concerns the optimal target thickness.
In [10] indeed we found that the optimal target length, with respect to the laser intensity, is
obtained when simulations parameters respect the relation σ/a0 = 0.1, where σ = nel/ncλ is the
surface charge of the foil. In the thin plasma slab transparency model I have used for the RPA
analysis and discussed in section 2.1.4 the surface charge parameter is given by ζ = pi · nel/ncλ
and differs from σ by a factor pi.
In this section, thus, I make a parametric scan of ζ/a0 by fixing a0 and vary l/λ, in the attempt
to find the optimal configuration for this acceleration scheme. The results are showed in Fig.5.17.
Figure 5.17: Analysis made with a parametric scan using ζ/a0 as scan parameter: the laser
intensities is fixed and its value is a0 = 200, the plasma’s length is calculated accordingly to
ζ/a0 = x.
From my analysis, the optimal thickness is given by the approximate relation
ζ
a0
∼ 0.1 (5.2)
which is exactly a factor ∼ 3 less then what has been proposed by Zhou.
This difference may be related to the onset of multidimensional effects: 2D simulations indeed
shows [32] that a large amount of target mass is lost due to transversal expansion at the focal spot
during the interaction, comporting a reduction of target effective thickness during the acceleration
process.
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5.4 Results with optimal thickness - optimal regime
With this result, which states the optimal thickness of the target for a given laser intensity in the
SCLA regime in terms of ζ, a further study of the dynamics is necessary, since now the process
is purely SCLA dominated and thus it may show some different features.
Here I present some of the results collected by repeating the analysis made in section 1.1.3, but
varying the plasma’s length in accordance with the relation (1).
In this regime the plasma is thinner respect to the previous section (where the thickness was
fixed to l = 0.05λ), and the thickness now ranges between 0.002λ for a = 25 to 0.027λ for the
a = 400 case. This means that for a laser wavelength of λ = 1µm the plasma’s thickness goes
from 2nm to 27nm.
The light species (protons in this case), promptly separates from the carbon bulk, being acceler-
ated by an almost uniform longitudinal capacitor-like field generated by the electrons expulsion
from the target. Such configuration is stable and survives for long times, allowing the protons
bulk to reach high energies.
The situation is an improvement of the one seen in section 1.1.3: the electrons now are pushed
very far away from the ions, and pile up in a narrow density peak. After some laser periods,
most of the electrons are attracted back by the electrostatic field and quickly move backwards:
laser polarization have an important impact on the electron dynamics, as the returning electrons
starts their backward motion sooner in LP than in the CP case, as shown in Fig.5.18.
When this electron bunch crosses the ions, the accelerating field intensity drops, but its value
remains sufficiently high for pursuing ions acceleration due to the group of electrons that are still
moving towards the positive x, and ions configuration is not disrupted.
In figure 5.19 snapshots of the process are shown, focusing on the ions dynamics and on the
accelerating electric field acting on them. One very important feature of this regime is that all
the spectra are now showing the same behaviour, with a complete mono-energetic spectrum for
both laser polarizations, very similar to the one presented in [10], making this regime achievable
even for lower laser intensities. While a very peaked spectrum is now achievable even for LP,
in this case the absolute phase has still a visible effect on spectral peaks, as shown in Figure
5.20 and 5.21. The spectral peak energy values have been plotted in Fig.5.21 and fitted with an
exponential law, in the attempt to understand the energy gain achievable with a SCLA optimal
configuration. The fit parameters reveals to be in good agreement with what obtained in [10].
The analysis also shows a comparison between the optimal RPA-LS theory, i.e when ζ ' a0: the
energy gain in the SCLA-optimal regime is more favourable.
Figure 5.18: Density snapshots for CP (left) and LP (right) showing the beginning of returning
electrons backward motion. For CP electrons are kept compressed in the frontal bulk for longer
time, leading to a more efficient ion acceleration.
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CP a0 = 100
Figure 5.19: Snapshots for the a0 = 100, CP, φ = 0 (the LP case is analogous), focusing on ions dynamics.
The plots show ion density (red), carbon density (purple) and longitudinal electrostatic field Ex (black,
dashed) for t = 16T (top row), t = 30T (central row) and t = 50T (bottom row). The laser sweeps electrons
out of the targets and the accelerating Ex field is formed. The stabilizing effect due to the presence of the
carbon bulk is evident in (a), as the accelerating field trailing part is mainly hosted by the heavier ion species,
allowing the proton bunch to experience a quasi uniform acceleration. The Ex peak intensity falls during
the process (b) due to the neutralizing effect of the returning electrons, but the acceleration configuration is
maintained for all the simulation duration (c).
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φ = pi/2
Figure 5.20: A sample of the ion spectra for the SCLA optimal regime with φ = pi
2
is present.
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CP
LP
Figure 5.21: Fit of the spectral energy peaks against a and φ for CP (top) and LP (bottom) where
y errorbars have been omitted since the error is on the order of 0.1% of the relative y value, but
they were taken into account for the fits estimate. For CP only the φ = 0 case have been presented,
since phase influence was absent.
The trend is far from RPA model now even for low intensities, being more favourable, and a good
energy gain is achievable even with LP pulses.
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In this section we have learned that in the SCLA optimal regime a fraction of electrons is
quickly accelerated and comoves in the forward direction with the laser pulse. Due to its high
velocity, which is close to c, this electron bulk may become sensible to the effects of RF described
in subsection 2.1.6.
Indeed, the investigations of an RPA-like regime performed in [19] highlighted the importance
of RF effects as soon as a transparency regime is involved. Moreover, the aforementioned work
shows that RF effects are strongly polarization dependent: when CP is used, electrons move
”rigidly” at v ∼ cxˆ (assuming normal incidence), leading to a vanishing L-L force, while for
LP the v ×B motion increases the relative motion between the electrons and the wave, so that
the formers periodically cross the wave front with a velocity v ∼ −cxˆ, thus maximizing the RF
effect. Indeed, from equation 2.57 it can be noticed that RF is stronger when electrons counter
propagate with respect to the electromagnetic wave propagation direction, as it is for the back
propagating electron bulk observed in the SCLA regime (as is shown for example in Fig.5.18).
A further analysis of the RF effects in the SCLA optimal regime is then adequate, especially
because in this case these effects may lead to non intuitive results, as an improved stability of
the system.
Now, usually RF force has a detrimental effect, reducing the energy of the electrons, but in our
case it could, instead, help the acceleration stability and efficiency by reducing the number of
back-propagating electrons, i.e. the fraction of electrons in the frontal bulk that are attracted
back by the same accelerating fields that acts on ions. Indeed, when this back-propagating elec-
tron bunch crosses the accelerated ions, the intensity of the electrostatic longitudinal field drops,
reducing the acceleration efficiency.
Here I present an analysis of the effect of RF on the system using the PICcante algorithm for
RF, which is based on the results presented in [11].
It is worth mentioning that when the L-L therm is added to the electron motion equation, the
force therm in equation 2.54 can no longer be taken out of the derivative operator. This is not
actually a problem for PIC codes, in which, indeed, the Vlasov equation 2.54 is solved in its more
general form, i.e. as a phase space continuity equation.
I have performed the simulations using high resolution, with 100000 cells number and 5000 PPC,
due to the fact that the interaction between the wave and the electrons is short. The other
parameters are kept unmodified.
The pulse has φ = 0 for the CP case and φ = pi2 for the LP case.
The investigation results are presented in Fig.5.22, which shows that RF plays almost no role in
the electrons dynamics, at least after 25 laser cycles from the beginning of the interaction.
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CP
LP
Figure 5.22: Data analysis results. RF introduces almost no differences in the fit parameters. The optimal RPA-LS
is the same as in sec. 1.3.
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5.5 Conclusions
In conclusion, I have reexamined the work presented in [10], which proposes a new approach
for achieving efficient ion acceleration through the use of a single cycle laser pulse. I performed
a study of laser polarizations and absolute phase impact on this scheme for different plasma
configurations.
The scheme proposed, named Single Cycle Laser Acceleration (SCLA), is found to work better
for a multi-specie plasmas where light ions are a small fraction of the total ion population.
A multispecies configuration also reduces the impact of laser polarization and phase on the
dynamics, which are in general important.
From the obtained results, a circular polarized laser pulse is preferable in terms of ion energy
gain and spectral width, but it is also possible to obtain peaked, mono energetic spectra for
linearly polarized pulses.
A very important feature of this novel scheme is the reduced optimal thickness of the foil respect
to the RPA-LS model. When the plasma thickness and the laser intensity are related by the
ζ
a0
' 0.1 condition, the hydrogen (i.e. the light species) spectra show a marked mono-energetic
peak and the scaling law of the max energy with the laser intensity is promising, as it overtakes
the optimal RPA-LS curve.
It should be noticed that my results are different from what is obtained in [10] by a factor ∼ 3
for what concerns the relation for the optimal regime. This unmatching could came from the
onset of multidimensional effects that take place in 2D simulations. Furthermore, the power law
scaling obtained by an exponential fit of the ion energy peaks in the SCLA optimal regime are
in good agreement, even for LP, with what is found by Zhou et al..
Finally, tests with radiation friction turned on have been performed and it does not play an
important role in the dynamics.
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