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Abstract
With some modifications, the arguments for rephasing invariance can be used to establish per-
mutation symmetry for the standard model. The laws of evolution of physical variables, which
transform as tensors under permutation, are found to obey the symmetry, explicitly. We also pro-
pose to use a set of four mixing parameters, with unique properties, which may serve to characterize
flavor mixing.
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I. INTRODUCTION
One of the long-standing puzzles in the Standard Model (SM) is the existence of three
families of fundamental fermions. (Throughout this paper, SM refers to a modified version
with the addition of three massive Dirac neutrinos, so that one may treat the lepton sector
on a par with the quark sector.) These fermions are endowed with properties (masses
and mixing parameters) which seem to be arbitrary. At the same time, it is also well-
established that these properties are not static, but that they do evolve as the physical
environment changes. They may thus be regarded as dynamical variables in the system.
E.g., the masses and mixing parameters are dependent on the energy scale, and evolve
according to the renormalization group equations (RGE). Similarly, as a coherent neutrino
beam propagates, the neutrino mixing parameters change along its path. A third physical
example concerns neutrino propagation in matter, where one finds that their masses and
mixing become functions of the medium density.
While it may be difficult to find order in the observed fermion properties, one can look
for regularity in the laws of their evolution. In a previous paper [1], it was pointed out
that these equations obey the symmetry [S3]
4 = (S3(u), S3(d), S3(ℓ), S3(ν)), where S3 is the
permutation group which operates on the three members in each of the four fermion sectors.
Examples of calculated formulas of transition (neutrino oscillation in vacuum), as well as
evolution equations (RGE and neutrino oscillation in matter) were examined. It was found
that they obey the permutation symmetry, explicitly.
In this paper, we will incorporate, systematically, rephasing into our study of permutation.
It turns out that the two operations are closely related. Let Vαi denote the elements of either
the CKM or the PMNS matrix. While rephasing attaches phases to Vαi according to their
indices, permutation exchanges these indices. We will demonstrate that the SM Lagrangian,
LSM , is invariant in form under either operation. Furthermore, rephasing invariance implies
that Vαi must be grouped in specific combinations according to their indices. Applying a
permutation to any such product is seen to yield another rephasing invariant combination.
This means that any physical variable constructed out of Vαi must belong to a tensor under
S3. Also, its evolution equation obeys the permutation symmetry.
The use of permutation tensors for physical variables has another property, owing to the
few available representations of S3. This prevents the proliferation of physical variables.
Indeed, we find that there are many relations between possible construction of rephasing
invariant combinations (RIC), so that only a few are independent.
Permutation considerations can also shed light on another problem in flavor physics. To
parametrize the mixing of flavors, it seems natural to use Vαi, or Wαi = |Vαi|2, as variables.
However, there is no good criterion to pare down the set to four physical ones. We will
identify a set of four variables, all of which transform as singlets under permutation, and
can be used as physical parameters. Some of their properties, including a set of RGE, are
presented.
This paper is organized as follows. In Sec. II we briefly introduce the notations and the
physical variables which have simple properties under permutation. A systematic analysis
of rephasing and permutation is given in Sec. III. Sec. IV provides examples that reveal
permutation symmetry in some known results, such as neutrino oscillation in vacuum and
in matter, and the RGE for quarks. In Sec. V, a set of four variables, {D,Q2, J2, K}, are
proposed as alternatives that facilitate the study of flavor physics. We then summarize this
work in Sec. VI.
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II. NOTATION AND MATHEMATICAL PRELIMINARIES
In order to facilitate the study of rephasing invariance and permutation, it is important
to choose variables which have simple properties under their operations. Let us start with
Vαi (To avoid repetition, we will use Vαi to denote elements of the PMNS matrix. The case
for CKM is the same.) We will impose, without loss of generality, the condition [2]
detV = +1, (1)
so that
V ∗αi =
1
2!
eαβγeijkVβjVγk, (2)
and rephasing is given by
Vαi → eiφαVαie−iφi, (3)
with
∑
φα =
∑
φi = 0. From Eq. (2), we may eliminate V
∗
βj from any expression in favor of
only products of the Vαi’s. One can then construct basic rephasing invariant combinations
(RIC) in the form (no summation over capital indices)
ΓABΓIJK = EABΓEIJKVAIVBJVΓK , (4)
where Eαβγ is the symmetric Levi-Civita symbol [1], which is symmetric under exchange,
and
Eαβγ = 1, α 6= β 6= γ;
= 0, otherwise
Thus, Γ contains the index of each row (and each column) once, and only once.
It is also seen that the difference of two Γ’s is equal to some |Vαi|2 = Wαi, so that all
the Γ’s must have the same imaginary part, which can be identified with J , the Jarlskog
invariant [3]. We write
ΓeµτIJK = RIJK − iJ, (5)
with the definition (R123, R231, R312;R132, R213, R321) = (x1, x2, x3; y1, y2, y3), which satisfy
the consistency conditions ∑
xi −
∑
yi = 1, (6)∑
i>j
xixj =
∑
i>j
yiyj. (7)
We now turn to the properties of Vαi under permutation. Under an exchange, (ij), we
have Vαi ↔ (phase)Vαj, where an arbitrary phase is associated with the exchange operator.
In order to maintain detV = +1, we choose
(Vαi, Vαk)↔ −(phase)′(Vαj , Vαk), (8)
where further possible rephasing is contained in (phase)′. However, if we include Vαi in an
RIC, these phases cancel out and we have
(Vαi, Vαk)←→ −(Vαj , Vαk)(in rephasing invariant combinations). (9)
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This is the behavior of Vαj under the exchange (ij). Similarly, under (αβ), (Vαi, Vγi) ↔
−(Vβi, Vγi), etc. Thus, in the notation of Ref.[1], Vαi ∼ 3˜× 3˜ (also, same for V ∗αi), provided
that Vαi is included in an RIC.
In analogy to V ∗αi (Eq. (2)), we can define
V ′αi =
1
2!
EαβγEijkVβjVγk, (10)
which transforms as 3× 3. Now we have
1
2!
eAβγeIjkVAIVβjVγk = |VAI |2 = WAI , (11)
1
2!
EAβγEIjkVAIVβjVγk = V
′
AIVAI = wAI − 2iJ. (12)
These are identified with the variables (WAI , wAI) introduced earlier [2], and we can verify
wAI =
1
2!
eAβγeIjkWβjWγk (13)
by using properties of the (xi, yj) variables. Also,
1
2!
eAβγeIjkwβjwγk = DWAI , (14)
D =
∑
i
wαi =
∑
α
wαi = detW. (15)
The relation,
1
3!
EαβγEijkVαiVβjVγk = D − i(3!)J, (16)
shows that D ∼ 1˜× 1˜ and J ∼ 1˜× 1˜. While the transformation property of D is expected,
that J behaves like a pseudo-P-scalar is very interesting. We will return to this point in our
analysis later.
It is useful to introduce, explicitly, a set of 3× 3 matrices which are representations of S3
(with elements (e, (1, 2, 3), (1, 3, 2); (3, 2), (2, 1), (1, 3)):
X01 =


1 0 0
0 1 0
0 0 1

 , X02 =


0 1 0
0 0 1
1 0 0

 , X03 =


0 0 1
1 0 0
0 1 0

 ;
X ′1 =


1 0 0
0 0 1
0 1 0

 , X ′2 =


0 1 0
1 0 0
0 0 1

 , X ′3 =


0 0 1
0 1 0
1 0 0

 . (17)
While the set {[X ]} = {[X0i ], [X ′i]} represents S3 on 3, another set
{[X˜ ]} = {[X0i ],−[X ′i]} (18)
is for 3˜. Thus, if we write Vαi as a matrix, [V ], a permutation of the index i is given by
[V ]→ [V ][X˜ ]†, (19)
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while that on the α index is given by left multiplication
[V ]→ [X˜ ][V ]. (20)
The matrices for Wαi and wαi can be written as
[W ] =
∑
xi[X
0
i ]−
∑
yi[X
′
i], (21)
[w] =
∑
xi[X
0
i ] +
∑
yi[X
′
i]. (22)
Permutations on the index i are given by
[W ]→ [W ][X ]†, (23)
[w]→ [w][X˜ ]†, (24)
while for index α one would have [X ] and [X˜ ] multiplying from the left.
It follows that under either (ij) or (αβ), xl ↔ −ym for appropriate l and m. Also,∑
xi ↔ −∑ yi, from (ij) or (αβ). Thus, D = ∑(xi+yi) is a pseudo-P-scalar, as before. We
also find Q2 =
∑
xixj +
∑
yiyj → Q2, and J2 = Πxi−Πyi → J2, so that both are P-scalars.
Another familiar RIC [3, 5] is, for (A 6= B 6= Γ, I 6= J 6= K),
ΛAI = Re(Π
BΓ
JK) = Re(VBJVΓKV
∗
BKV
∗
ΓJ). (25)
Under permutation, it transforms ∼ 3 × 3. It turns out that we can express ΛAI in terms
of W ,
2ΛAI =
1
2
EAβγEIjkWβjWγk −WAI . (26)
A similar construction using w is
2Λ′AI =
1
2
EAβγEIjkwβjwγk −DwAI . (27)
Some other tensors will also appear in RGE calculations. There is a tensor (∼ 3˜×3˜+1˜×1˜)
which was discussed earlier [5]:
Ξ0AI = EABΓEIJKVAJVAKV
∗
AIVBIVΓI
= (ReΞ0)AI + iJ(1−WAI), (28)
−[ReΞ0] =


x2x3 − y2y3 x3x1 − y3y1 x1x2 − y1y2
x1x2 − y3y1 x2x3 − y1y2 x3x1 − y2y3
x3x1 − y1y2 x1x2 − y2y3 x2x3 − y3y1

 (29)
Another useful tensor (∼ 3× 3+ 1× 1) was also used [5],
Z0AI = EABΓEIJKVAJVAKV
′
AIVBIVΓI + 2J
2
= [ReZ0]AI − iJ(D − wAI), (30)
[ReZ0] =
1
2!
∑
i 6=j 6=k
(xjxk[X
0
i ] + yjyk[X
′
i]). (31)
Finally, one also needs the tensor (3× 3),
w2AI −W 2AI = 2(ΛAI − Λ′AI), (32)
in addition to the identity
2[ReZ0]AI −Q2 = ΛAI + Λ′AI . (33)
These relations and other identities will be further discussed in Appendix A.
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III. REPHASING INVARIANCE AND PERMUTATION SYMMETRY
We now turn to a systematic study of rephasing and permutation. We concentrate on
the SM in a minimally extended version, with massive Dirac neutrinos. For our purposes
only the EW interactions need to be considered, so that we will only study the lepton sector
explicitly, bringing in the parallel quark sector when appropriate. In this case, of the many
parts of the SM Lagrangian, LSM , we can focus on the leptonic EW interactions in the mass
eigenstate basis. Schematically, we write
LSM(ℓ,H) ∼
∑
α,i
[Ψ¯αVαiψi − (1 + h
v
)(mαΨ¯αΨα +miψ¯iψi)] + · · · (34)
= [Ψ¯]T [V ][ψ]− (1 + h
v
)([Ψ¯]T [Mℓ][Ψ] + [ψ¯]
T [Mν ][ψ]) + · · ·
Here, to simplify the notation, we omit the gauge fields (Wµ, in JµW
†
µ + h.c.) and proper
Dirac matrices. Also, α = (e, µ, τ), ψi refers to νi, and mα(mi) are their masses. h denotes
the Higgs field in the physical gauge, v is the VEV, and Vαi is an element of the PMNS
matrix. In an obvious matrix notation, [Ψ¯]T = (Ψ¯e, Ψ¯µ, Ψ¯τ ), etc., and the diagonal mass
matrices are [Mℓ] and [Mν ].
Eq. (34) is the result of diagonalizing the Higgs-Fermion coupling by U(3) transformations
on Ψα and ψi. However, this procedure is not unique. A familiar example is the rephasing
transformation:
[Ψ] −→ P [Ψ], (35)
[ψ] −→ P ′[ψ], (36)
where (P, P ′) are diagonal phase matrices which, to maintain detV = +1, satisfy detP =
detP ′ = +1. The Lagrangian is invariant in form provided that V also changes according to
[V ] −→ P [V ]P ′†. (37)
Similarly, there is another transformation on [Ψ] and [ψ] which leaves LSM invariant in
form:
[Ψ] −→ [X˜][Ψ]. (38)
[ψ] −→ [X˜ ′][ψ], (39)
[V ] −→ [X˜ ][V ][X˜ ′]†, (40)
[Mℓ] −→ [X˜ ][Mℓ][X˜ ]†, (41)
[Mν ] −→ [X˜ ′][Mν ][X˜ ′]†. (42)
Note that [X˜ ] and [X˜ ′] are used here in accordance with Eq. (9). Also, the effects of Eqs.(41-
42) are to keep [Mℓ] and [Mν ] diagonal, but to reshuffle their matrix elements. I.e., both mα
and mi transform as 3. The upshot of our analysis is that, with the assignments (Ψ, ψ) ∼ 3˜,
V ∼ 3˜× 3˜, and (mα, mi) ∼ (3ℓ, 3ν), LSM(ℓ) has an exact symmetry, S3(ℓ)×S3(ν). Including
the quark sector, the full LSM is symmetric under [S3]4 = S3(ℓ)× S3(ν)× S3(u)× S3(d).
It is noteworthy that rephasing invariance and permutation symmetry are so closely
related. While rephasing can be balanced out by a corresponding operation on V , a permu-
tation of the wave functions can be countered with similar actions on V and on the masses.
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Among the possible U(3) operation on the wave functions, rephasing and permutation are
unique since any unitary transformation on a matrix cannot change its eigenvalues, except
possibly their ordering.
As noted before, the basic RIC, given in Eq. (4), contains each family index once, and
only once. A permutation of indices on any RIC yields another RIC. Since physical vari-
ables are composed of products of RIC’s, starting from any variable, repeated permutations
generates a tensor. That is, physical variables are naturally grouped into tensors under
S3×S3. Coupled with the invariance of LSM , this means that the evolution of these tensors
is regulated by the permutation symmetry. As we will demonstrate explicitly in the next
section, there are many known examples which exhibit the symmetry. Considerations on
permutation offers interesting insights into these equations, they can also serve as useful
tools to check the validity of future calculations in flavor physics.
IV. EXAMPLES
In this section, we investigate the implications of the permutation symmetry as applied to
some known results in flavor physics. At first sight, a permutation, such as (ψi, Vαi, mi) →
(ψj , Vαj, mj), seems rather innocuous and inconsequential. Indeed, if one considers, e.g., the
decays b→ u+ ℓν and b→ c+ ℓν, at the tree level, it is obvious that the two procedures are
related by the permutation (u, Vub) → (c, Vcb). However, a more interesting situation arises
when a calculation involves internal fermions. In this case, the vestige of their participation is
contained in a function f(Vαi, mi), corresponding to using ψi, in a certain order, as the basis
of calculation. Had one chosen the basis [X˜ ]ψi, one would have obtained the function f with
permuted indices. With permutation symmetry, this implies that f must be a function of
permutation invariants, such as f(
∑
miWαi). In the following we will revisit some examples
that were studied before [1], with further comments. Additional examples will also be given.
A. Neutrino oscillation in vacuum
The probability function for neutrino oscillation is well-known. In tensor notation, it can
be written [1] as (for α 6= β)
P (να → νβ) = −4EαβγδijΛγi sin2 Φ˜j + 2J(
∑
sin 2Φ˜i), (43)
Here, Λγi is defined in Eq.(25). Φ˜i(∼ 3˜) is a phase factor given by Φ˜i = 12eijk(m2j −
m2k)(L/4E). This result is obtained by considering the propagation (internally) of the mass
eigenstate, |νi〉, from t = 0 to t = L. Had we used an equivalent but permuted basis, X˜|νi〉,
we would have obtained the same probability function, only with the indices permuted. The
S3(ν) symmetry then dictates that the function must be a P-scalar, which is indeed the case.
Also as we have emphasized before, the permutation property of J , that J → −J under any
exchange α ↔ β (and i ↔ j), implies that the second term in P (να → νβ) is T (and CP)
violating, from symmetry arguments without the need to do any calculation.
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B. Neutrino oscillation in matter
When a neutrino passes through a medium, an effective mass for νe is generated.
This produces changes in the neutrino parameters. For an infinitesimal changes, dA,
A = 2
√
2GFNeE, with (δH
D)ξ = (dA, 0, 0) = (δH
D
ee, 0, 0), the induced changes in neutrino
parameters are given by ([1, 6], see also [7], for an analysis in the PDG variables)
δm2i = (δH
D)ξWξi, (44)
δWαi = 2Eαβγeijk(δH
D)βΛγj/∆D˜k, (45)
δ(lnJ) = −(δHD)ξ∆W˜ξk/∆D˜k, (46)
where ∆D˜k = (
1
2
)eklm(Dl−Dm), ∆W˜ξk = (12)eklm(Wξl−Wξm). These equations are invariant
in form under S3(ℓ) × S3(ν). To arrive at these results, one chooses a certain basis |νi〉.
However, one could have chosen to use X˜|νi〉 as basis, leading to the same physics. This
freedom of choice is reflected in the symmetric tensor forms of these equations,
It is also interesting to note that there are two “matter invariants” obtained a long time
ago [8–13]. They can be written in the tensor notation (see Eqs. (32-33) in Ref. [6])
d
dA
ln[J(D1 −D2)(D2 −D3)(D3 −D1)] = 0, (47)
d
dA
[J2/We1We2We3] = 0. (48)
It is seen that both expressions are invariant under S3(ν). Moreover, note the pairing of
J(∼ 1˜) with EijkD˜iD˜jD˜k, which is another pseudo-P-scalar, and that of J2(∼ 1) with
EijkWeiWejWek.
C. One-loop RGE for quarks
The evolution of the physical parameters of fermions has been studied for a long time.
We will discuss here only the RGE for quarks, since with Dirac neutrinos, the leptons behave
just like the quarks. Traditionally, these equations were given using the PDG parameters.
The results are rather complicated (e.g., Ref.[14]). In terms of the tensor notation, the
equations for the mixing parameters can be written in the form [1]
DWαi = −2c′ · (∆m˜2β [Sαi]βjG˜j +∆m˜2j [Sαi]TjβH˜β) (49)
D ln J = −c′(∆m˜2αwαiG˜i +∆m˜2iwTiαH˜α). (50)
Here, ∆m˜2α = (
1
2
)eαβγ(m
2
β − m2γ), H˜α = (12)eαβγ(m2β + m2γ)/(m2β − m2γ), [SAI ]BJ =
(
∑
γk e
ABγeIJk)ΛBJ , etc.
It is clear that these equations obey the permutation symmetry S3(u) × S3(d). In this
connection we recall the well-known result [15] about the evolution of J , which can be written
in the form [16]
D ln[J ·Π(∆m2αβ)Π(∆m2ij)/Πm2αΠm2i )] = b(
∑
m2α +
∑
m2i ). (51)
Note how J(∼ 1˜ × 1˜) combine with Π(∆m2αβ)Π(∆m2ij)(∼ 1˜ × 1˜) to form a scalar under
S3(u)× S3(d), while the other mass combinations in Eq. (51) are all scalars.
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D. A two-loop RGE
Although most RGE results come from one-loop calculations, there is one two-loop cal-
culation [17, 18] in the literature. The results, written in a way suitable for analyzing their
properties under permutation, were given in [16]. Using the same manipulations as in [4],
we can write the RGE for Wαi in the form
DWαi = DW (1)αi − 2c′[∆f˜ ′β [Sαi]βjG˜j +∆m˜2β [Sαi]βjG˜′j
+ ∆g˜′j [S
αi]TjβH˜β +∆m˜
2
j [S
αi]TjβH˜
′
β]. (52)
Here, DW (1)αi denotes the one-loop contribution as in Eq. (40). Without going into details
(see Ref.[4]), the contribution from two-loop is similar in form, except for the introduction of
the primed functions, where ∆f˜ ′β(∆g˜
′
k) and G˜
′
k(H˜
′
β) are modified forms of ∆m˜
2
β(∆m˜
2
k) and
Gk(Hk), but which transform the same way. This example suggests that, for any multi-loop
calculations, while the details may differ, one would expect that the result will obey the
permutation symmetry.
V. PARAMETRIZATION OF FLAVOR MIXING
Although the SM Lagrangian is given in terms of the mixing matrix V , it contains only
four physical variables, and a general problem is the lack of a criterion to pick an appropriate
subset of four parameters amongst those in V . A natural starting point seems to be the use
of Wαi, which are rephasing invariant and have clear physical meanings, and try to further
pare down the set. Such a reduction was proposed earlier [2], giving rise to a six-parameter
set, (xi, yj), with two consistency conditions. Permutation symmetry suggests a further
reduction, the use of singlets as parameters. It turns out that, out of the set (xi, yj), one can
construct six singlets,
∑
xi ±∑ yj, ∑ xixj ± yiyj, and Πxi ±Πyj, two of which are fixed by
the consistency conditions. (Note that the condition
∑
xixj −∑ yiyj = const. is consistent
with (
∑
xixj − ∑ yiyj) being a pseudo-P-scalar only if const. = 0.) We now propose the
following parameter set for flavor mixing,
D =
∑
xi +
∑
yj, (53)
Q2 =
∑
xixj +
∑
yiyj, (54)
J2 = Πxi − Πyj, (55)
K = Πxi +Πyj. (56)
Here, D and K transform as pseudo-P-scalars (∼ 1˜ × 1˜), while Q2 and J2 are P-scalars
(∼ 1×1). It can be shown that (see Ref.[2] and Appendix B), −1 ≤ D ≤ +1, 0 ≤ Q2 ≤ Q2M ,
0 ≤ J2 ≤ J2M , and −KM ≤ K ≤ KM , where the maximal values are given by Q2M = 1/6,
J2M = 1/108, and KM = 2(4/27)
3. The extremal value for D happens when W = [I], which
also gives Q2 = 0, J2 = 0, and K = 0. Q2M and J
2
M are attained with [WM ],
[WM ] =
1
3


1 1 1
1 1 1
1 1 1

 , (57)
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❅
❅
❅
❅
[W ]
[I] [WM ] [WK ] WAI = 0 equal row/column
D |DM | = 1 0 1/9 ? 0
Q2 0 Q2M = 1/6 (2/3)
5 ? ?
J2 0 J2M = 2 · (1/6)3 0 0 ?
K 0 0 |KM | = 2 · (4/27)3 0 0
TABLE I: Values for (D, Q2, J2, K) for special [W ]’s. WAI = 0 denotes a matrix [W ] with a zero
anywhere. Equal row/column indicates that any two rows or columns are the same. [WM ] and
[WK ] are defined in Eqs. (57) and (58).
corresponding to “maximal mixing”. Finally, for [W ] = [WK ],
[WK ] =
1
9


1, 4, 4
4, 1, 4
4, 4, 1

 , (58)
|K| assumes the value KM .
The value of (D,Q2, J2.K) for various special matrices [W ] can be summarized in Table
I. Note that WAI = 0 implies VAI = 0, so that there is a pair of vanishing (xa, yb), and
J2 = K = 0. If there are two zeros in [W ], then consistency (Eqs.(6)-(7)) implies that there
are at least four zeros in [W ], and the problem reduces to two flavor mixing, with Q2 = J2 =
K = 0. The values in the Table remains the same (up to a ± sign) when a permutation is
made to the matrix [W ]. For instance, instead of the unit matrix [I], any permuted [I], i.e.,
the set {X} given in Eq. (17), would yield the values {D,Q2, J2, K} = {±1, 0, 0, 0}.
Note also that, since the variables xi satisfy a cubic equation with coefficients
(−∑xi,∑xixj ,−Πxi), with a similar equation for yi, knowing {D,Q2, J2, K} would deter-
mine both cubic equations. I.e., one can solve for (xi, yj) if the parameters {D,Q2, J2, K}
are given. Thus, {WAI}, {xi, yj}, and {D,Q2, J2, K} are equivalent ways to describe the
same mixing configuration. However, the set {D,Q2, J2, K} is unique in that it does not
contain superfluous variables.
We now turn to a discussion of the RGE evolution of the variables {D,Q2, J2, K}. To
do that we can use the results of [4], where the RGE for (xi, yj) were obtained ( see Eqs.
(26)-(27)):
−D(xi)/c′ = [∆m˜2l ](2[Zi]− [ReZ0])[G˜ν ]T (59)
+ [∆m˜2ν ](2[Zi]− [ReZ0])T [H˜l]T ,
−D(yi)/c′ = [∆m˜2l ](2[Z ′i]− [ReZ0])[G˜ν ]T (60)
+ [∆m˜2ν ](2[Z
′
i]− [ReZ0])T [H˜l]T .
Here, the notation is as in Eqs.(49-50), with [∆m˜2l ] = [∆m˜
2
e,∆m˜
2
µ,∆m˜
2
τ ], and [G˜ν ] =
[G˜1, G˜2, G˜3], etc. The matrices [Zi],[Z
′
i], and [ReZ
0] are given in Table II, which is adopted
from a similar table in Ref. [4], written in a notation which is consistent with this paper.
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Z1 =


Λe1 0 0
0 Λµ2 0
0 0 Λτ3

, Z2 =


0 Λe2 0
0 0 Λµ3
Λτ1 0 0

, Z3 =


0 0 Λe3
Λµ1 0 0
0 Λτ2 0


Z ′1 =


Λe1 0 0
0 0 Λµ3
0 Λτ2 0

, Z ′2 =


0 Λe2 0
Λµ1 0 0
0 0 Λτ3

, Z ′3 =


0 0 Λe3
0 Λµ2 0
Λτ1 0 0


[ReZ0] =


x2x3 + y2y3, x1x3 + y1y3, x1x2 + y1y2
x1x2 + y1y3, x2x3 + y1y2, x1x3 + y2y3
x1x3 + y1y2, x1x2 + y2y3, x2x3 + y1y3


TABLE II: Explicit expressions for [Zi], [Z
′
i], and [ReZ
0].
Using Table II, it is straightforward to find the RGE for {D,Q2, J2, K}. The results are
1
2c′
D(D) = [∆m˜2l ]([Λ]−
3
4
([w2]− [W 2]))[G˜ν ]T (61)
+ [∆m˜2ν ]([Λ]−
3
4
([w2]− [W 2]))T [H˜l]T ,
2
c′
D(Q2) = [∆m˜2l ]([(w −D)(w2 −W 2)])[G˜ν ]T (62)
+ [∆m˜2ν ]([(w −D)(w2 −W 2)])T [H˜l]T ,
− 1
2c
D(lnJ2) = [∆m˜2l ][w][G˜ν ]T (63)
+ [∆m˜2ν ][w]
T [H˜l]
T ,
− 1
2c′
D(K) = [∆m˜2l ]([ReZ0(Λ−Q2/2)])[G˜ν ]T (64)
+ [∆m˜2ν ]([ReZ
0(Λ−Q2/2)])T [H˜l]T .
Here, [w2] does not mean matrix multiplication, but indicates products of individual matrix
elements. E.g., ([w2]− [W 2])AI = w2AI −W 2AI . Similarly, [ReZ0Λ]AI = (ReZ0)AIΛAI , etc.
We note that these equations are all of the same structure – products of three matrices.
The first and last contain mass matrices and the middle one depends on the mixing param-
eters. They are tensor equations under S3(ℓ)×S3(ν), and are of the form [3˜][3˜× 3˜][3˜]T (for
D(Q2) and D(J2)) and [3˜][3×3][3˜]T (for D(D) and D(K)). Using Eqs.(32-33), it is seen that
they depend only on [Λ] and [Λ′], plus the singlets {D,Q2, J2}. As a consistency check, the
variation on any variable has to vanish when it reaches its maximum or minimum. For D,
this happen at [W ] = [Xi]. Indeed, [Λ] = 0 and [w
2]− [W 2] = 0 here. For Q2, [W ] = [WM ]
or [Xi] implies w = 0 or [w
2] − [W 2] = 0. For J2, since D(J2) ∝ J2, it vanishes if J2 = 0.
At J2M , [W ] = [WM ], and [w] = 0. Finally, K = KM at [W ] = [WK ]. A detailed calculation
gives [ReZ0(Λ−Q2/2)] ∝ [WM ], with vanishing contribution to Eq.(64), as we will verify in
Appendix B.
10
VI. CONCLUSION
In the SM, the physics of flavor is derived from the mixing matrices and the mass terms
in the Lagrangian. Rephasing of the wave functions, which leaves the mass terms intact, can
be cancelled by corresponding phases applied to Vαi. This results in rephasing invariance,
whereby any Vαi’s which differ by rephasing are physically equivalent. Similarly, if we subject
the wave function to a permutation, it can be neutralized by a permutation both in Vαi and
in the masses, and we have permutation symmetry. Physically, the validity of this argument
is owing to the absence of a mechanism in LSM which can pre-assign the order of the families.
This freedom to rearrange the family order gives rise to the permutation symmetry.
In this paper we emphasize the close analogy between rephasing invariance and permu-
tation symmetry. While physical variables are invariants under rephasing (abelian), they
are found to be tensors under permutation (nonabelian). A prime example is J , the Jarl-
skog invariant, which transforms as a pseudo-P-scalar. This assignment is verified in many
examples, and offers insights about these relations. More generally, the laws of evolution of
these physical tensors are shown to obey the permutation symmetry. As tensor equations,
they are also much simpler in form than the evolution equations written in other variables.
As for the physical applications, we note that the implications of permutation symmetry
are most noticeable when we consider processes which include internal fermions. In this case,
the final results do not contain the wave functions, but are functions of masses and mixing
parameters only. Permutation symmetry then implies that these functions must contain
only invariants, such as f(mαΛαimi). This is borne out by the examples given in the text.
The use of symmetry groups in flavor physics has a long history. (For a review, see
Ref.[19].) Traditionally, they were used to suggest possible patterns in the vacuum mass
matrix parameters. On the other hand, in this work S3 is established as the symmetry
group of SM Lagrangian. As such S3 governs physical transitions and, in particular, the
evolution equations of the physical mass parameters. In this sense the vacuum parameters
are similar to the arbitrary initial values of physical variables in a dynamical system with
rotational symmetry. These variables evolve according to the equations of motion, which
are invariant in form under rotations.
Lastly, permutation properties can be used to identify a unique set of four mixing pa-
rameters, {D,Q2, J2, K}. Properties of the set were given.
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Appendix A: Relations among permutation tensors
Physical variables in flavor physics are constructed out of the basic parameters
(mα, mi, Vαi). From the masses, simple functions such as m˜
2
α =
1
2
eαβγ(m
2
β−m2γ) are obtained
and used. These results are straightforward and no further elaborations are necessary. The
situation is more complex for Vαi. Here, physical variables are built up from basic RIC
blocks given by ΓABΓIJK (Eq. (4)), which consists of a triplet of Vαi’s and is characterized by
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having the index of each family once, and only once (V ∗αi is to be considered as the product of
two Vβj’s, by Eq. (2).) As was mentioned before, any permutation of the indices of Γ yields
another RIC. Starting from any such combination, repeated permutations generate a set of
physical variables which form a tensor. With the only available tensors in S3 being singlets
or triplets, we can anticipate that, out of the myriad possible ways to put together the Vαi’s
into tensors, there are only a few independent ones. In this Appendix, we will summarize
the identities connecting the various tensors coming from seemingly different constructions.
Several of these identities were already given in Eqs. (11-16) and Eqs. (26-33). We now
write down more which are useful in our calculations. We begin by giving the tensors ΛAI
and Λ′AI in another useful form
ΛAI = [ReZ
0]AI − Q
2
2
+
1
4
(w2AI −W 2AI), (A1)
Λ′AI = [ReZ
0]AI − Q
2
2
− 1
4
(w2AI −W 2AI). (A2)
These relations can be verified by using Eqs. (26-27) by writing the variables in terms of
(xi, yj). Similarly, we can establish the following identities:
4[ReZ0]AI = EAβγ(WβIWγI + wβIwγI) (A3)
= EIjk(WAjWAk + wAjwAk)
WAIΛAI = J
2 +
1
4
(w2AI −W 2AI), (A4)
WAIΛ
′
AI = J
2 − 1
4
(w2AI −W 2AI)(2WAI − 1). (A5)
All of these composite terms (ΛAI ,Λ
′
AI , [ReZ
0]AI , (w
2
AI−W 2AI), ....) transform as 3×3 and/or
1 × 1, but there are only two independent 3 × 3 (e.g., ΛAI ,Λ′AI) plus two 1 × 1 (J2, Q2)
tensors.
Similarly, we can construct composite tensors which transform as 3˜× 3˜ and 1˜× 1˜. These
include the tensor [Ξ0]AI(∼ 3˜× 3˜ + 1˜× 1˜), defined in Eq. (28). It can be given in another
form
2[ReΞ0]AI = −EAβγWβIwγI (A6)
= −EIjkWAjwAk.
In addition,
[ReΞ0]AIΛAI = −J2wAI + 1
2
(K +DJ2), (A7)
which was used in writing down the RGE of J2. Finally, we give two more identities which
transform as 3˜× 3˜+ 1˜× 1˜:
wAIΛAI = K +
1
4
(2wAI −D)(w2AI −W 2AI), (A8)
wAIΛ
′
AI = K −
1
4
D(w2AI −W 2AI). (A9)
12
FIG. 1: With random choices of the (xi, yj) values, the occurrence frequencies of values of Q
2 are
plotted using 1.44 × 105 data points generated.
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Appendix B: Properties of D, Q2,J2,K
In Sec. IV, we proposed to use the set {D,Q2, J2, K} as parameters for flavor mixing.
The characteristic of this set is that its members are rephasing invariant, in addition to
being singlets under permutation. These properties are in conformity with LSM , which is
rephasing invariant and exhibits permutation symmetry. In this Appendix we discuss some
detailed properties of this set.
We start by recalling the properties of the variables (xi, yj), which are rephasing invariant
but behave as mixed tensors under permutation. Under simple exchanges ((αβ) or (ij)),
xa ↔ −yb, while for cyclic permutations, xa ↔ xc and yb ↔ yd, for some indices (a, b, c, d).
But the combinations (
∑
xi,
∑
yj, etc.) have simpler transformation properties, resulting in
{D,K} ↔ {±D,±K} and {Q2, J2} ↔ {Q2, J2}, for any permutations.
In Ref.[2], the ranges of D and J2 were established. It was found that −1 ≤ D ≤ +1,
where the boundary values are reached when [W ] = [X ], which are given in Eq.(17), and
consist of the identity matrix [I] and its permutations. Similarly, 0 ≤ J2 ≤ J2M , where the
maximum, J2M = 1/108 is attained with [W ] = [WM ].
The ranges of Q2 and K are less clear. It was known [2] that Q2 ≥ 0, but we need to
find Q2M . For the pseudo-P-scalar K, we have to determine KM , with −KM < K < KM .
For lack of an analytic solution, we resort to a numerical search. In Figs.1 and 2, we plot
the number of occurrences of values of Q2 and K, for random choices of the (xi, yj) values.
The result is that Q2M ≈ 0.166 at (xi; yj) ≈ (0.169, 0.163, 0.168;−0.162,−0.174,−0.164)
and KM ≈ 0.006 at (xi; yj) ≈ (−0.037, 0.304, 0.289;−0.154,−0.148,−0.143). These val-
ues suggest the matrices [WM ] and [WK ], Eqs. (57-58), to be the exact locations for
the maxima of Q2 an |K|. The (x, y) values are xi = −yj = 1/6 for [WM ] and
(xi; yj) = (−1/27, 8/27, 8/27;−4/27,−4/27,−4/27) for [WK ]. Using these values, this con-
jecture can be verified as follows, Starting from any given (xi, yj), we consider the variation
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FIG. 2: With random choices of the (xi, yj) values, the occurrence frequencies of values of K are
plotted using 1.44 × 105 data points generated.
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(xi + δxi, yj + δyj). To satisfy the consistency conditions (Eqs.(6)-(7)), we have
∑
δxi −
∑
δyj = 0, (B1)
∑
i 6=j
xiδxj =
∑
 6=j
yiδyj. (B2)
At [WM ], xi = −yj = 1/6, these conditions imply ∑ δxi = ∑ δyi = 0. It follows that
δ(Q2/2) =
∑
i<j
[(xi + δxj)(xj + δxj)− xixj ] (B3)
=
1
3
∑
(δxi) +
∑
i<j
(δxi)(δxj)
= −1
2
∑
(δxi)
2.
This verifies that Q2 ≤ Q2M , with Q2M = 1/6.
At [WK ], Eq.(58), (xi; yj) = (−1/27, 8/27, 8/27;−4/27,−4/27,−4/27). The consistency
conditions are now
∑
δxi =
∑
δyj, 5
∑
δxi + 3δx1 = 0. But at [WK ], J
2 = 0, which is at
the boundary of J2 so that also δJ2 = 0. These gives 3δx1 −∑ δxi = 0. Taken together, we
find that at [WK ], the constraints on variations of (xi, yj) are
∑
δxi =
∑
δyi = δx1 = 0 (and
δx2 + δx3 = 0). Now, at [WK ], we have
δK = Π(xi + δxi) + Π(yi + δyi)− Πxi −Πyi (B4)
= (δx2)
2 +
1
2
∑
(δyi)
2 +O(δ3).
I.e., K is at a minimum for K = −KM at [W ] = [WK ].
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The results above are summarized in Table I. Finally, to verify that D(K) = 0 at |K| =
KM , we note that, with [W ] = [WK ],
[ΛK ] =
4
81


1, −2, −2
−2, 1, −2
1, −2, 1

 , (B5)
[ReZ0K ] =
8
(27)2


10, 1, 1
1, 10, 1
1, 1, 10

 . (B6)
With Q2K = (2/3)
5, this shows that [ReZ0(Λ− Q2
2
)]K = −5·(2)6(3)10 ·WM , whose contribution to
Eq.(64) indeed vanishes.
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