We present results of computer experiments, which indicate that several RNAs for which the native state (minimum free energy secondary structure) is functionally important (tRNAs, type III hammerhead ribozymes, selenocysteine insertion sequences, signal recognition particle RNAs, small nucleolar spliceosomal RNAs) all have lower folding energy than random RNAs of the same length and dinucleotide frequency. Additionally we find that whole mRNA as well as 5 UTR, 3 UTR, and cds regions of mRNA have folding energies comparable to that of random RNA, although there may be a statistically insignificant trace signal in 3 UTR and cds regions. Various authors have used nucleotide (approximate) pattern matching and the computation of minimum free energy as filters to detect potential RNAs in ESTs and genomes. We introduce a new concept of asymptotic Z-score and describe a fast, whole-genome, scanning algorithm to compute asymptotic minimum free energy Z-scores of moving window contents. Asymptotic Z-score computations offer another filter, to be used along with nucleotide pattern matching and minimum free energy computations, to detect potential functional RNAs in ESTs and genomic regions.
Introduction
In [Le et al., 1990b] it was shown that RNA stem-loop structures situated 3 to frameshift sites of retroviral gag-pol and pro-pol regions of several viruses (human immunodeficiency virus HIV-1, Rous sarcoma virus RSV, etc.) are thermodynamically stable and recognizable among positions 300 nucleotides upstream and downstream of the frameshift site. Using Zuker's algorithm 1 (see [Zuker and Stiegler, 1981 , Zuker, 2003 , Mathews et al., 2000 ) to compute the minimum free energy (mfe) secondary structure for RNA, [Le et al., 1990a] showed that certain RNAs have lower folding energy (i.e. minimum free energy of predicted secondary structure) than random RNA of the same mononucleotide (or compositional) frequency. This was measured by performing permutations (i.e. mononucleotide shuffles) of nucleotide positions, subsequently computing the Z-score 2 of the minimum free energy (mfe) of real versus random RNA -see the Section on Materials and Methods for details.
In [Seffens and Digby, 1999] , it was shown that folding energy of mRNA is lower than that of random RNA of the same mononucleotide frequency, as measured by Z-score of the mfe secondary structure of mRNA versus mononucleotide shuffles of mRNA. In [Rivas and Eddy, 2000] , a moving window, whole genome scanning algorithm was developed to compute Zscores of windows of a genome with respect to mononucleotide shuffles of the window contents. By constructing artificial data with samples of real RNA (RNase-P RNA, T5 tRNA, soy bean SSU, etc.) planted in the center of a background sequence of random RNA of the same compositional frequency, 3 Rivas and Eddy found that the planted RNA had a low Z-score, as expected; however, other regions of the artificial data displayed low Z-scores as well, and by considering p-values for an assumed extreme value distribution, Rivas and Eddy subsequently argued that determining Z-scores of genomic window contents is statistically not reliable enough to allow one to construct an RNA gene finder on this basis. 4 2 The Z-score of x (with respect to a histogram or probability distribution) is the number of standard deviation units to the left or right of the mean for the position where x lies; i.e. [Rivas and Eddy, 2000] . 4 Figures 12 and 13 of [Rivas and Eddy, 2000] are similar to some of the graphs presented in this paper; however, unlike our work, [Rivas and Eddy, 2000] use mononucleotide shuffles to produce random sequences. As previously observed in [Workman and Krogh, 1999] when computing Z-scores for minimum free energies of RNA, it is important to generate random sequences which preserve dinucleotide frequency of the given RNA. Our
In [Workman and Krogh, 1999] it was noted that Zuker's algorithm [Zuker and Stiegler, 1981] computes secondary structure minimum free energy (mfe) by adding contributions of negative (stabilizing) energy terms for stacked base pairs and positive (destabilizing) energy terms for hairpin loops, bulges, internal loops and multiloops. In Zuker's algorithm, experimentally determined stacked base pair energies and loop energies for various lengths of hairpin, bulge and internal loop are used, as determined by D.
Turner's lab (see [Matthews et al., 1999] ). The energy term contributed by a base pair depends on the base pair (if any) upon which it is stacks; for instance, Turner's current rules [Xia et al., 1999] at 37 degrees Celsius assign stacking free energy of −2.24 kcal/mol to 5 -AC-3 3 -UG-5 of −3.26 kcal/mol to 5 -CC-3 3 -GG-5 and of −2.08 kcal/mol to 5 -AG-3 3 -UC-5 . For this reason, Workman and Krogh argued that random RNA must be generated with the same dinucleotide frequency, for any valid conclusions to be drawn. Their experiments using mfold indicated that, in contrast to the earlier mentioned results of [Seffens and Digby, 1999] , mRNA does not have any statistically significant lower mfe than random RNA of the same dinucleotide frequency. This is consistent with the notion that mRNA exists in an ensemble of low energy states, lacking any functional structure. Workman and Krogh additionally considered a small sample of five rRNAs and five tRNAs; for the latter they stated that: "Surprisingly, the tRNAs do not show a very clear difference between the native sequence and dinucleotide shuffled, and one of the native sequences even has a higher energy than the average of the shuffled ones"
work presents a careful analysis of a large class of RNAs using the dinucleotide shuffling Algorithm 4.
[ Workman and Krogh, 1999] .
In this paper, we use Zuker's algorithm as implemented in version 1 [Workman and Krogh, 1999] use a heuristic to perform dinucleotide shuffle, their heuristic is not guaranteed to correctly sample random RNAs having a given number of dinucleotides, and so we have implemented the provably correct procedure of [Altschul and Erikson, 1985] . We provide both Python source code as well as a web server for our implementation of the Altschul-Erikson algorithm 7 -see http://clavius.bc.edu/~clotelab/.
The work of the present paper validates the conclusion of [Workman and Krogh, 1999] concerning mRNA. Concerning their conclusion about tRNA, 5 SECIS abbreviates 'selenocysteine insertion sequence', a small (30-45 nt.) portion of the 3 UTR which forms a stem loop structure necessary for the UGA stop codon to be retranslated to allow selenocysteine incorporation.
6 UTR abbreviates 'untranslated region'. 7 After completion of this paper, we learned of the more general web server Shufflet of [Coward, 1999] .
by using the database of 530 tRNAs [Sprinzl et al., 1998 ], where we generated 1000 random RNAs for each tRNA considered, 8 we show that Z-scores for tRNA are low (∼ −1.5), though not as low as certain other classes of structural RNA (∼ −4), and that there is a statistically significant, though moderate signal in the Z-scores of tRNA with p-value of around 0.12.
Additionally, in this paper, we introduce the novel concept of asymptotic Z-score, and by proving an asymptotic limit for the mean and standard deviation of minimum free energy per nucleotide for random RNA, we indicate how to perform certain precomputations which entail an enormous speed-up when computing asymptotic Z-score for whole genome sliding window scanning algorithms. This method provides a filter, which may be used along with (approximate) pattern matching, minimum free energy computations and other filters, when attempting to determine putative functional RNA genes in ESTs and genomic data.
Various researchers have employed a combination of filters to determine potential RNAs of interest. [Kryukov et al., 1999] developed the program SECISearch, which employs PATSCAN Dsouza et al. [1997] to filter for approximate matching nucleotide sequences for SECIS elements (e.g. there is a required AA dinucleotide in an internal loop region of the secondary structure of the SECIS element, as well as certain other nucleotide constraints).
Subsequently SECISearch uses Vienna RNA Package RNAfold to compute free energies related to the SECIS secondary structure. [Lescure et al., 1999] developed a filter using the tool RNAMOT [Gautheret et al., 1990 , Laferriere et al., 1994 ] to find approximate pattern matches in human ESTs for known SECIS stem-loop structure with certain nucleotide constraints. After experimentally validating the SECIS elements found in Lescure et al. [1999] , the secondary structure of valid SECIS elements was found by chemical probing in [Fagegaltier et al., 2000] .
In [Lim et al., 2003 ] vertebrate micro RNA (miRNA) genes were found by devising a computational procedure, MiRscan, to identify potential miRNA genes. Micro RNAs Harborth et al. [2003] , Tuschl [2003] Klein et al. [2002] scanned for GC-rich regions in the AT-rich genomes of M. jannaschii and P. furiosus to determine noncoding RNA genes. Recently, [Hofacker et al., 2004 ] developed a fast whole-genome version of RNAfold, which determines the minimum free energy structure of RNA from whole genomes, where base paired indices i, j are required to be of at most a userspecified distance (e.g. 100 nt.).
Although [Rivas and Eddy, 2000] argued that genome scanning computations of Z-scores, where randomized window contents preserve mononucleotide frequency (Algorithm 2), are not statistically significant enough to be used as a base for a general ncRNA gene finder, it is nevertheless possible that Z-score computations, where randomized window contents preserve dinucleotide frequency (Algorithms 3 or 4), may be used as one of several filters to determine RNA of interest. Such Z-score computations, especially for large window size, are enormously time consuming. Due to a precompution phase, asymptotic Z-scores, introduced in this paper, may provide a computationally efficient filter to identify certain RNA. In all of our computational experiments, asymptotic Z-scores, when compared to (classical) Z-scores, have substantially higher signal to noise ratio, 9 although at present we have no understanding of why this is so.
Results
As described in detail in the section on Materials and Methods, we performed experiments on tRNA, SECIS elements, hammerhead type III ribozymes and other structural RNAs, as well as whole mRNA and the cds, 5 UTR and 3 UTR regions of mRNA. For each RNA sequence s from a given class (e.g. tRNA), we compute the minimum free energy of s, as well as that of a large number of random RNA having the same expected (Algorithm 3) or the same exact (Algorithm 4) dinucleotide frequency as that of s. From this data, we compute the Z-score (number of standard deviation units to the right or left of the mean) for each RNA sequence, and produce histograms summarized in Tables 1 and 2 and related Figures.   Tables 1 and 2 give details on the number of sequences, mean, standard deviation, maximum and minimum Z-score 10 for each investigated class of RNA. For Table 1 , we computed Z-scores with respect to random RNA of the same expected dinucleotide frequency, using Algorithm 3, while in Table 2 we computed Z-scores with respect to random RNA of the same (exact) dinucleotide frequency using the provably correct Altschul-Erikson Algorithm 4. Since we correct an assertion of [Workman and Krogh, 1999] concerning tRNA, we implemented their method of computing p-values and list in Table   2 the p-values for all investigated classes of RNA. As an additional test of our assertion that structural RNA 11 has lower folding energy than random RNA of the same dinucleotide frequency (as generated by Algorithm 4), Fig If x 0 , x 1 , x 2 , . . . is a sequence of random variables generated by a first order Markov process from the dinucleotide frequencies q xy , then the limits
both exist and depend only on q xy .
We can now pre-compute a table of values µ( q xy ) and σ( q xy ) for all complete sets q xy of dinucleotide frequencies, where dinucleotide frequencies are specified up to (say) two decimal places. Given RNA nucleotide sequence a 1 , . . . , a n , compute the dinucleotide frequencies q xy of a 1 , . . . , a n . The asymptotic minimum free energy Z-score, defined by mfe(a 1 ,...,an)/n−µ( qxy) σ( qxy)
, can be computed by one application of Zuker's algorithm with input a 1 , . . . , a n , together with table look-up of the pre-computed (approximations) of µ( q xy ),σ( q xy ). is a greatly improved signal to noise ratio in using asymptotic Z-scores compared to Z-scores.
Discussion
In [Seffens and Digby, 1999] it was observed that mRNA has lower folding energy than random RNA of the same mononucleotide frequency, which latter is obtained by permuting nucleotide positions. Later, [Workman and Krogh, 1999] made an important observation that preserving dinucleotide frequency is critical, because of the nature of base stacking free energies, and that mRNA cannot be distinguished from random RNA of the same dinucleotide frequency with respect to folding energy. Workman and Krogh additionally asserted that it appeared, according to their limited data set of 5 tRNAs, that the same was true of tRNA.
Our computation of both Z-scores and p-scores on the much larger data set of 530 tRNAs from the tRNA database of M. folding energy than random RNA of the same dinucleotide frequency. Our careful tabulation of Z-scores may prove useful in future work involving a moving window, genome scanning algorithm, where one might attempt to detect particular structural RNA by looking at regions whose Z-score is close to that listed in Table 2 .
It is known that tRNA has certain modified nucleotides; for example, aspartyl tRNA from S. cerevisiae with PDB identity number 1ASY includes two dihydrouridines, three pseudouridines, one 5-methylcytidine, and one 1-methylguanosine. For this paper, we replaced all modified nucleotides as annotated in Sprinzl's database by unmodified nucleotides (e.g. dihydrouridine is replaced by uridine) and subsequently applied RNAfold to the resulting tRNA sequences. It seems likely that computed energies of tRNA might differ from their experimentally determined energies, and that such a discrepancy would similarly influence predicted energies of randomizations of tRNA. This might explain the relatively high Z-scores and p-values of tRNA, when compared to other structural RNA classes.
While [Workman and Krogh, 1999] had considered whole mRNA, we additionally considered 5 UTR, 3 UTR, and cds of the same mRNA analyzed in those investigated by Workman and Krogh. Tables 1 and 2 provide evidence that these mRNA subclasses do not have lower folding energy than random RNA of the same dinucleotide frequency, though it should be noted that [Wilkie et al., 2003 ].)
A possible explanation for the statistically insignificant signal in the 3 UTR, which contains regulatory elements, is that these structural, regulatory elements are short and dispersed in the UTR, which in many cases may be very long. Work of [Seffens and Digby, 1999] and of [Workman and Krogh, 1999] together provide strong evidence that the mononucleotide shuffle Algorithm 2 and 0th order Markov chain Algorithm 1 should never be used when computing Z-scores. The slight discrepancy between Table 1 and show how to radically reduce the computation time for moving window, whole genome algorithms which compute Z-scores of window contents.
Rather than computing Z-scores on the fly for each window's randomized contents, we use Though we have no explanation at the present, in all cases we have observed a greater signal to noise ratio in using asymptotic Z-scores to detect RNA genes (data not shown). This is indeed the case for 2 ). 13 In this paper, we present a proof of concept. In work in progress, we are computing dinucleotide frequencies, within 2 decimal places, of viral and bacterial genomes and are computing tables necessary for for a general application of our method, to be reported elsewhere.
RNA of interest.

Materials and Methods
For expository reasons, in this section, we describe the computer experiments we performed for tRNA. Additional experiments on mRNA, SECIS elements, hammerhead type III ribozymes, etc. were set up identically.
Unless otherwise stated, we generated 1000 random RNAs per (real) RNA sequence, for each experiment. Using the mono-and dinucleotide frequencies for tRNA from Table 1 , we generated random RNAs for each of the 530 tRNA in the database of [Sprinzl et al., 1998 ] according to two methods, which we respectively dub First-order Markov (Algorithm 3) and Dinucleotide Shuffle (Algorithm 4), and computed the mfe using RNAfold. The method First-order Markov generates random RNAs as a first-order Markov chain, and was considered in [Workman and Krogh, 1999] , though it is unclear whether they generated the first nucleotide using sampling (as we do), or using uniform probability of A,C,G,U.
Algorithm 1 (Sampling from 0th order Markov chain) Input: An RNA sequence a = a 1 , . . . , a n .
Output: An RNA sequence x 1 , . . . , x n of the same expected mononucleotide frequency as a 1 , . . . , a n .
1. Compute the mononucleotide frequency F 1 (a) of a = a 1 , . . . , a n ; thus Algorithm 2 (Mononucleotide Shuffle) Input: An RNA sequence a 1 , . . . , a n .
Output: An RNA sequence x 1 , . . . , x n of the same (exact) mononucleotide frequency as a 1 , . . . , a n .
1. generate a random permutation σ ∈ S n for i = 1 to n
Recall that [Seffens and Digby, 1999] observed negative Z-scores having large absolute value, when computing Z-scores of mRNA using Algorithm 2, while [Workman and Krogh, 1999] computed Z-scores approximately equal to 0 when computing Z-scores of mRNA using Algorithm 3.
Algorithm 3 (Sampling from first order Markov chain) Input: An RNA sequence a 1 , . . . , a n .
Output: An RNA sequence x 1 , . . . , x n of the same expected dinucleotide frequency as a 1 , . . . , a n .
1. Compute the mono-and dinucleotide frequency of a 1 , . . . , a n .
2. Generate x 1 by sampling from mononucleotide frequency.
3. Generate remaining nucleotides x 2 , . . . , x n by sampling from the con- Algorithm 4 (Dinucleotide Shuffle [Altschul and Erikson, 1985] ) Input:
An RNA sequence a 1 , . . . , a n .
Output: An RNA sequence x 1 , . . . , x n of the same (exact) dinucleotide frequency as a 1 , . . . , a n , where x 1 = a 1 , x n = a n ; moreover, the AltschulErikson algorithm even produces the same number of dinucleotides of each type AA,AC,AG,AU,CA,CC, etc.
1. For each nucleotide x ∈ {A, C, G, U }, create a list L x of edges x → y such that the dinucleotide xy occurs in the input RNA.
2. For each nucleotide x ∈ {A, C, G, U } distinct from the last nucleotide x n , randomly choose an edge from the list L x . Let E be the set of chosen edges (note that E contains at most three elements).
3. Let G be the graph, whose edge set is E and whose vertex set consists of those nucleotides x,y such that x → y is an edge in E. If there is a vertex of G which is not connected to the last nucleotide a n , then return to (2).
For each nucleotide
Append to the end of each L x any edges from E which had been removed.
5. For i = 1 to n−1, generate x i+1 by taking the next available nucleotide such that x i → x i+1 belongs to the list L x i .
The proof of correctness of the Altschul-Erikson dinucleotide shuffle algorithm depends on well-known criteria for the existence of an Euler tour in a directed graph. See [Altschul and Erikson, 1985] for details of Algorithm 4 and its extensions.
Before describing our experiments, we need to recall that the Z-score of a number x with respect to a sequence s 1 , . . . , s N of numbers is defined by x−µ σ , where µ resp. σ is the average resp. standard deviation of s 1 , . . . , s N . In [Workman and Krogh, 1999] , p-values associated with Z-scores are computed as the ratio N D , where the numerator N is the number of Z-scores of random RNAs which exceed the Z-score of a fixed mRNA, and D is the number of Z-scores considered (see [Workman and Krogh, 1999] We now describe our experiments. Lengths in Sprinzl's collection [Sprinzl et al., 1998 ] of 530 tRNAs range from 54 to 95. For each tRNA, we generated 1000 random RNAs of the same expected dinucleotide frequency (using Algorithm 3) and 1000 random RNAs of the same dinucleotide frequency (using Algorithm 4). For each tRNA, we computed the Z-score of its minimum free energy (mfe) using version 1.5 of Vienna RNA Package RNAfold with respect to the mfe of the corresponding 1000 random RNAs, separately using Algorithm 3 and Algorithm 4 to generate the random sequences. We followed the same procedure for each class of RNA we investigated: 530 tRNAs from Sprinzl's database, 5 SECIS elements from A. Böck of Ludwig-MaximiliansUniversität München (personal communication), 114 hammerhead type III ribozymes, 53 U1 and 62 U2 small nucleolar spliceosomal RNAs, 94 signal recognition particle RNAs (srpRNAs). The hammerhead ribozymes, U1, U2 and srpRNAs sequences were taken from their respective Rfam seed alignment [Griffiths-Jones et al., 2003 ]. Moreover, we considered the same mRNAs previously considered by [Seffens and Digby, 1999] and [Workman and Krogh, 1999] ; here, due to the sequence length of mRNAs, we generated only 10 random RNAs per mRNA. Seffens and Digby considered 51 mRNAs;
Workman and Krogh considered a subset of 46 mRNAs, previously investigated in [Seffens and Digby, 1999] and explained their reasons for not including 5 spurious mRNAs considered by Seffens and Digby. We were not able to find 5 of these mRNAs in the latest GenBank release (namely HUMIFNAB, HUMIFNAC, HUMIFNAH, SOYCHPI, XELSRBP); therefore we included in the analysis 41 mRNAs, for which we considered the whole length mRNA, and separately the 3 and 5 untranslated regions (3 UTR and 5 UTR) and the coding sequence (cds) alone.
We now describe a new concept of asymptotic Z-score, motivated by a new theorem concerning an asymptotic limit result for the mean and standard deviation of minimum free energy per nucleotide for random RNA.
This result, formalized in Theorem 5, is proved in detail in the Appendix.
Let F 2 = {q xy : x, y ∈ {A, C, G, U }} be any complete set of dinucleotide frequencies; i.e. 0 ≤ q xy ≤ 1 for all x, y ∈ {A, C, G, U } and x,y q xy = 1, where the sum is taken over all x, y ∈ {A, C, G, U }. Define F 1 = {q x : x ∈ {A, C, G, U }} to be the corresponding set of mononucleotide frequencies; i.e. q x = u q ux , where the sum ranges over u ∈ {A, C, G, U }.
We may at times say that the mononucleotide distribution F 1 is induced by the complete dinucleotide distribution F 2 ; moreover, we may use the notation q xy to abbreviate F 2 , and q x to abbreviate F 1 .
Theorem 5 . Let q xy be a complete set of dinucleotide frequencies, let q x be the induced set of mononucleotide frequencies, and let X denote the infinite sequence of random variables x 0 , x 1 , x 2 , . . . such that x 0 has the distribution q x , and for all i, x i+1 has the distribution given by the conditional probabil-
. For all 0 ≤ s ≤ t, define random variables X s,t = mfe(x s , . . . , x t−1 ), where mfe denotes minimum free energy as measured by Zuker's algorithm. Then the limits
Though the proof gives no information on rate of convergence, convergence appears to be fast (data not shown), and hence we can compute an approximation for the asymptotic mean, denoted by µ( q xy ), [resp. standard deviation, denoted by σ( q xy )] per nucleotide of the minimum free energy of random RNA generated by a first-order Markov chain from dinucleotide frequencies q xy .
1. Compute minimum free energies for m random RNAs, each of length n nucleotides, as generated by Algorithm 3. In Figure 7 , we used m = 50
and n = 1000.
2. Compute the mean and (sample) standard deviation for this collection, and divide both values by n so as to normalize these values with respect to sequence length.
Since m, n must be fixed for this computation, we denote the approximate mean by µ( q xy , m, n), and the approximate standard deviation by σ( q xy , m, n). Thus, if s 1 , . . . , s m is a collection of m random RNA sequences, each s i has length n and is generated by Algorithm 3 from dinucleotide frequencies q xy , then
We now define as follows the asymptotic, normalized mfe Z-score, with respect to random RNA of dinucleotide frequencies q xy . Given RNA sequence s of length n 0 (generally n 0 is much less than n), compute the dinucleotide frequencies q xy of s, and define
Notice that when n 0 = n, we obtain the usual definition of Z-score, where randomization is performed with Algorithm 3.
As earlier noted, one should respect dinucleotide frequencies when performing Z-score computations. Taking this into account, we now define the asymptotic, normalized mfe Z-score, with respect to random RNA of dinonucleotide frequency q xy as follows.
Definition 6 Given RNA sequence s of length n 0 (generally n 0 n), compute the dinucleotide frequencies q xy of s. Define
This concludes the description of asymptotic Z-scores. Figure 7 illustrates the approach on small artificial data involving the SECIS element fruA. In future work, we plan to make available pre-computed tables of µ( q xy , m, n), σ( q xy , m, n) for n = 1000, m = 50 over a range of dinucleotide frequencies found in windows of viral and bacterial genomes.
Though not yet available,
we can now describe an algorithm to efficiently compute asymptotic Z-scores in a moving window scanning algorithm on a whole genome. Note that the instruction q xy = int(100 * q xy )/100 truncates each dinucleotide frequency q xy to 2 decimal places. By using arrays with indirect addressing, table look-up does not require linear or logarithmic time, but rather unit time. Since Zuker's algorithm is applied only once, for each window, the run time of Algorithm 7 is O(N n 3 0 ). By using the genome-scan version of RNAfold (see [Hofacker et al., 2004] ), we can reduce the run time of Algorithm 7 to O(N n 2 0 ).
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x,y q xy = 1, where the sum is taken over all x, y ∈ {A, C, G, U }. Define q x denote the set {q x : x ∈ {A, C, G, U }} of induced mononucleotide frequencies; i.e. q x = u q ux , where the sum ranges over u ∈ {A, C, G, U }.
We say that the mononucleotide distribution q x is induced from the complete dinucleotide distribution q xy .
Theorem 9 . Let q xy be a complete set of dinucleotide frequencies, let q x be the induced set of mononucleotide frequencies, and let X denote the infinite sequence of random variables x 0 , x 1 , x 2 , . . . such that x 0 has the distribution q x , and for all i, x i+1 has the distribution given by the conditional probabil-
Proof To prove the existence of the first limit stated in Theorem 9, we claim that the collection of doubly-indexed random variables X s,t satisfies the three conditions of Kingman's subadditive ergodicity Theorem 8.
By analysis of the pseudocode of Zuker's algorithm, it is clear that minimum free energy of RNA is subadditive, and hence condition (1) holds.
Indeed in the Turner energy model Matthews et al. [1999] , stacking free energies and loop energies are additive, hence the minimum free energy of the concatentation x s , . . . , x t−1 of subsequence x s , . . . , x u−1 and subsequence x u , . . . , x t−1 satisfies mfe(x s , . . . , x t−1 ) ≤ mfe(x s , . . . , x u−1 )+mfe(x u , . . . , x t−1 ).
Here is a concrete example:
mfe(ACGU ACGU ACGU ) = −1.20 mfe(CAGU CCAU U U GGG) = −0.90
To show that condition (2) holds, we first claim that for all nonnegative
This is done by induction on s. When s = 0, this is by definition of x 0 .
Assume that P r[x s = x] = P r[x 0 = x] = q x , and consider x s+1 . Then
= q x where the last equality follows from the definition of induced mononucleotide frequency q x . It thus follows by induction that P r[x s = u] = q u , for all natural numbers s and all u ∈ {A, C, G, U }. Since the sequence x 0 , x 1 , x 2 , . . .
of random variables follows a first order Markov condition, clearly P r[
holds for all natural numbers s, s , and so by induction on n, we have P r[x s = a 0 , . . . , x s+n = a n ] = P r[x s = a 0 , . . . , x s +n = a n ]
and hence the doubly indexed random variable X s,t has the same joint distribution as that of X s+1,t+1 , for all natural numbers 0 ≤ s ≤ t. Thus condition (2) of Kingman's theorem is satisfied.
We now turn to establish condition (3) of Kingman's theorem. For fixed n, E[X 0,n ] = µ n must exist, since the sample space Ω = {A, C, G, U } is finite, all probability distributions for n fixed are finite, and we consider only finitely many random variables x 0 , . . . , x n . Let K 0 be the minimum value, −3.42 kcal/mol, over all base stacking free energies from Turner's current rules Xia et al. [1999] additive and there are at most n/2 base pairs in an RNA sequence of length n + 1 (going from 0 to n), hence K 0 · n/2 ≤ µ n for all n. It follows that (3) holds, and hence the existence of limit lim n→∞ E[mfe(x 0 ,...,xn)] n = µ( q xy ) depending only on q xy follows by application of Kingman's theorem.
To prove the existence of the second limit stated in Theorem 9, let K = 3.42 = −K 0 , and define random variables Z s,t = K(t − s) + X s,t , and
We will show that the collection Y s,t , for all 0 ≤ s ≤ t, satisfies conditions (1), (2),(3) of Kingman's ergodicity theorem. To prove the subadditivity condition (1), i.e. that Y s,t ≤ Y s,r + Y r,t for all 0 ≤ s ≤ r ≤ t, fix 0 ≤ s ≤ r ≤ t, and temporarily let
Replacing B, C, m, n by the values they denote, we have shown that t−r . Since we have already established that X s,t ≤ X s,r + X r,t , it follows that K(t − s) + X s,t ≤ K(r − s) + X s,r + K(t − r) + X r,t , hence
In order to obtain this last inequality, we needed Zs,t ≥ 0. This is the reason for working with Zs,t, rather than Xs,t. and hence Y s,t ≤ Y s,r + Y r,t . This establishes subadditivity condition (1).
The proof that the joint distribution of Y s,t is the same as that of Y s+1,t+1 for all 0 ≤ s ≤ t is as in our treatment of X s,t and X s+1,t+1 . This establishes condition (2) of Kingman's theorem.
Finally, since Y s,t = Z 2 s,t t−s ≥ 0, condition (3) of Kingman's theorem holds, so by application of Kingman's theorem, it follows that the limit
exists and depends only on complete dinucleotide frequencies q xy . Note that
dividing by n 2 and taking square roots of both sides of the equality, we have
This completes the proof of Theorem 9. versus 1000 random RNAs of the same expected dinucleotide frequency using Algorithm 3. The curves, in left to right order correspond to signal recognition particle (srp) RNA, U2 small nucleolar particle, Hammerhead type III rybozime, 530 tRNAs from Sprinzl's database, U1 small nucleolar particle and the 41 whole length mRNA considered in Workman and Krogh [1999] . Structurally important RNAs have Z-score curves shifted toward negative values with respect to the curve for mRNA. versus 1000 random RNAs of the same expected dinucleotide frequency using Algorithm 3. The curves, in left to right order correspond to 530 tRNAs from Sprinzl's database, and to coding sequence (cds), 3 untranslated region (UTR), 5 UTR and whole length mRNA of the 41 mRNAs considered in Workman and Krogh [1999] . Different regions of the mRNAs show similar curves, centered around the 0. Frequency Z-score "Hammerhead Type III" "mRNA" "tRNA" "SRP" "U1" "U2"
Figure 3: Histograms of Z-scores of minimum free energy (mfe) of RNA classes versus 1000 random RNAs of the same expected dinucleotide frequency using Algorithm 4. The curves, in left to right order correspond to U2 small nucleolar particle, signal recognition particle (srp) RNA, Hammerhead type III rybozime, U1 small nucleolar particle, tRNAs from Sprinzl's database and the 41 whole length mRNA considered in Workman and Krogh [1999] . As in Figure 1 , structurally important RNAs have Z-score curves shifted toward negative values with respect to the curve of mRNA. Frequency Z-score "3'UTR" "5'UTR" "Cds" "mRNA"
"tRNA" Figure 4 : Histograms of Z-scores of minimum free energy (mfe) of RNA classes versus 1000 random RNAs of the same expected dinucleotide frequency using Algorithm 4. The curves, in left to right order correspond to 530 tRNAs from Sprinzl's database, whole length mRNA considered in Workman and Krogh [1999] , coding sequences (cds), 3 untranslated region (UTR) and 5 UTR. Figure 6: Z-score and p-value correlation for structural RNAs. "Z-score" "Z2(500,1000)"
Figure 7:
A plot of Z-scores and asymptotic Z-scores for 32 nt. windows of artificial data obtained by planting SECIS element fruA CCUCGAGGGGAACCCGAAAGGGACCCGAGAGG in the middle of random RNA of compositional frequency A = 0.28125, C = 0.28125 G = 0.40625 and U = 0.03125 (i.e. of same compositional frequency as that of fruA). For each size 32 window, Z-scores were computed with respect to 25 random RNAs of length 32, obtained by applying Algorithm 4 to the current window contents; thus each randomization of current window contents had the same dinucleotide frequency as that of the corresponding current window contents. Asymptotic Z-scores were computed by table look-up of pre-computed means and standard deviations of 50 random RNAs, each of length 1000, having the same expected dinucleotide frequency as that of current window contents (only within two decimal places), as computed by Algorithm 3. We computed and stored all dinucleotide frequencies (only up to 2 decimal places), and pre-computed Z-scores with respect to much larger (1000 nt. versus 32 nt.) random RNA. Justification for this approach follows from an asymptotic limit stated in the text. . Asymptotic Z-scores were computed by table look-up of pre-computed means and standard deviations of only 10 random RNAs, each of length 1000, having the same expected dinucleotide frequency as that of current window contents (only within two decimal places), as computed by Algorithm 3. We computed and stored all dinucleotide frequencies (only up to 2 decimal places), and pre-computed Z-scores with respect to much larger (1000 nt. versus 32 nt.) random RNA.
