Abstract. Motivated by recent work in the mathematics and engineering literature, we study integrability and non-tangential regularity on the two-torus for rational functions that are holomorphic on the bidisk. One way to study such rational functions is to fix the denominator and look at the ideal of polynomials in the numerator such that the rational function is square integrable. A concrete list of generators is given for this ideal as well as a precise count of the dimension of the subspace of numerators with a specified bound on bidegree. The dimension count is accomplished by constructing a natural pair of commuting contractions on a finite dimensional Hilbert space and studying their joint generalized eigenspaces.
Introduction
This paper is about integrability and boundary regularity properties of rational functions in several variables. Although this sounds like well-traveled territory, the questions we are interested in seem to have no general theory for systematically addressing them. The paper focuses on rational functions that are holomorphic on the bidisk = {z ∈ C 2 : |z 1 | = |z 2 | = 1}.
Our questions are:
Question A. For fixed p ∈ C[z 1 , z 2 ] with no zeros on D 2 , is there an algebraic characterization of the ideal
Namely, can a finite list of generators be explicitly described?
Question B. For fixed p ∈ C[z 1 , z 2 ] with no zeros in D 2 , what is the dimension of
Here deg q refers to the bidegree of q.
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Question C. When does a rational function q/p on D 2 possess a limit as z ∈ D 2 → ζ ∈ T 2 non-tangentially? When does q/p possess higher non-tangential regularity?
Readers can certainly imagine many other natural variations on these questions-change the domain, change the regularity or integrability conditions-but already these questions are rich. After applying a Cayley transform, many of these questions can be converted to questions about rational functions on a product of upper half-planes where the boundary of interest is now simply R 2 . For local issues this makes little difference, but for more global questions having a compact boundary is important and in particular makes Question A sensible (I p is not an ideal if we replace T 2 with R 2 ). Although these questions are certainly fundamental in nature, why are they worthy of in-depth study? There are several reasons.
In the engineering literature, there is interest in understanding "non-essential singularities of the second kind" of rational functions. These are singularities on T 2 where both the numerator and denominator vanish (assuming they have no factors in common). An early influential paper on this was Goodman [20] which studied when the Fourier coefficients of q/p are in ℓ 1 (bounded-input-bounded-output stability) or ℓ 2 (square-summable impulse response) or ℓ ∞ (bounded impulse response). In particular, a detailed study was given of the examples
As shown by computations in [20] , G 1 , G 2 are bounded in D 2 ; the Fourier coefficients of G 1 are in ℓ 1 ; the Fourier coefficients of G 2 are in ℓ 2 \ℓ 1 ; the Fourier coefficients of G 3 are in c 0 \ℓ 2 . Using the techniques presented here it is possible to prove these facts more systematically. The recent paper [26] studies certain 2D linear systems where singularities on T 2 are forced by the structure at hand; an example is given to vehicle platooning. See [26] for further references in the engineering literature.
In the mathematics literature, rational functions on D 2 with singularities on T 2 play a role in several places in complex analysis, essentially as important extremal functions or illustrative examples. In [21] they appear as the functions satisfying equality in a certain version of the Schwarz lemma on the polydisk. In [1] they appear as solutions of a three point interpolation problem for bounded holomorphic functions on D 2 . In [8] , polynomials with no zeros on D 2 and some zeros on T 2 appear in a characterization of cyclic polynomials for Dirichlet type spaces on the bidisk. A major impetus for the present paper is our previous study of a certain class of rational functions called rational inner functions on the bidisk [23] where the goal was to understand all rational inner functions and not just the regular ones (those extending analytically past D 2 ) as in the important work [18] . This distinction plays a role in [34] , a paper about interpolation problems on the polydisk, where certain theorems are only proven for regular rational inner functions. Question C is related to the work in [4] where non-tangential convergence is studied for general bounded analytic functions on the bidisk, and rational functions appear as important examples. The paper [3] is also relevant. Although it is something of an aside, these issues are also relevant in some problems in dynamics, specifically in the study of algebraic Z d -actions as in [28, 29] . While the requirement of non-vanishing in D d does not seem to be relevant in this context, the integrability properties of rational functions on T d do seem to be of interest. The example p(z) = 2 − z 1 − z 2 makes an appearance as Example 7.2 of [28] and Example 4.3 of [29] . They point out that G 3 (or just 1/p) is in L 1 (T 2 ) and (z 1 − 1) 3 /p(z) has absolutely convergent Fourier series. All of this serves to point out that regularity/integrability of rational functions on the torus and on the polydisk plays an important role in a number of contexts, yet there does not seem an associated theory for addressing it. We shall give a sampling of our answers to Questions A,B,C here in the introduction, and leave more complete answers to later sections.
Question A is answered directly by giving a finite list of generators of the ideal I p ; see Theorem 7.1. The list is too technical for the introduction, so as a temporary replacement we point out a characterization using an inequality. If p ∈ C[z 1 , z 2 ] has bidegree (n, m), its reflection is given byp (z) for z ∈ T 2 . Here (n, m) = deg p.
This is given as Corollary 7.4. We also study the ideal
and construct one variable polynomials g(z 1 ), h(z 2 ) such that ghI p ⊂ I ∞ p in Section 8. Question B can be answered directly.
Theorem B. Let p ∈ C[z 1 , z 2 ] have no zeros in D 2 and assume p andp have no common factors. Let N T 2 (p,p) denote the number of common zeros of p andp on T 2 where zeros are counted with appropriate multiplicities, as in Bézout's theorem. Then, dim P j,k = (j + 1)(k + 1) − 1 2 N T 2 (p,p).
The assumption that p andp have no common factors is no serious reduction since common factors divide every element of I p . It is intuitively clear that common zeros of p andp on T 2 should occur with even multiplicity by a perturbation argument, however we give a proof using Puiseux series in Appendix C.
Question C can actually be answered in more than two variables and it has an especially clean answer for rational inner functions, which are a generalization of finite Blaschke products to several variables. A rational function φ = q/p, holomorphic on D d , is inner if |q| = |p| on T d . By the maximum principle φ maps D d to D and q(z) must be of the form µz αp (z) where µ ∈ T, α is a multi-index, andp is the reflection of p just as in two variables:
assuming the multidegree of p is (n 1 , . . . , n d ); see [33] , Theorem 5.2.5.
To say z → ζ non-tangentially means the quantities |z j − ζ j | for j = 1, . . . , d and 1 − |z j | for j = 1, 2, . . . , d are all comparable as z = (z 1 , . . . , z d ) → ζ = (ζ 1 , . . . , ζ d ). This result is perhaps surprising because rational inner functions need not be continuous up to D d .
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Overview of the paper
Question A is addressed by studying the Hilbert space L 2 ( dσ |p| 2 ), where dσ is normalized Lebesgue measure on T 2 , and certain special orthogonal decompositions in L 2 ( dσ |p| 2 ). These make it possible to construct generators for the ideal I p , thus answering Question A. Sections 5-7 are occupied with this.
The special orthogonal decompositions of L 2 ( dσ |p| 2 ) are used in [10, 23] to establish an important sums of squares formula. If p ∈ C[z 1 , z 2 ] has no zeros in D 2 and bidegree (n, m) then
. This formula has several applications: Agler's Pick interpolation theorem, two variable matrix monotone functions, and determinantal formulas for distinguished varieties, polynomials with no zeros on
, and hyperbolic polynomials; see [5, 11, 22, 23, 25] . Thus, it should pay off to understand it better. The Hilbert space approach for proving this formula produces the A j and B j as elements of I p , and understanding this approach in depth is the key to addressing Question B. A method adapted from Ball-Sadosky-Vinnikov [7] shows that minimal sums of squares formulas for p are in correspondence with joint invariant subspaces of a pair of commuting truncated shift operators on a finite dimensional subspace of L 2 ( dσ |p| 2 ). The joint eigenvalues of this pair of operators are directly related to common zeros of p andp and this enables us to compute the dimension of P j,k in terms of common zeros of p andp, thus answering Question B. Sections 9-13 are occupied with this. We include a background section on intersection multiplicities. Section 14 is devoted to addressing Question C. The beginning of this section is actually independent of the rest of paper and hinges on a proposition stating that the bottom term in the homogeneous expansion of p ∈ C[z 1 , . . . , z d ] at a boundary zero has no zeros in a product of half-planes. After addressing Theorem C we make some connections to earlier material. Namely, if a rational inner function on D 2 has higher regularity at a boundary point where p vanishes then this forces a larger intersection multiplicity of this common zero of p and p. We get the interesting conclusion that the number of points with a certain amount of regularity but no higher is finite and can be explicitly bounded.
We have attempted to make this paper as accessible as possible. Consequently, there are several background sections and appendices which experts in one area or another should be able to skim. There is a section with notation at the end of the paper. For further background reading we recommend: [2, 11] for reproducing kernels and bounded analytic functions on D 2 , [14] for positive semi-definite polynomials, [36] for the study of measures of the form 1 |p(e iθ )| 2 dθ in one variable (Bernstein-Szegő measures), [12, 15, 16] for algebraic curves and intersection multiplicities.
We begin with an example.
The polynomial p(z) = 2 − z 1 − z 2 is the simplest non-trivial example that can be used to illustrate many of the theorems of this paper.
Notep(z) = 2z 1 z 2 − z 1 − z 2 and
is a rational inner function which does not extend continuously to T 2 . To see this consider the path in D given by z ǫ (t) = (1 − ǫe it cos t, 1 − ǫe −it cos t) where t ր π/2 and ǫ > 0 is small. Then, for t ∈ (0,
. Theorem C tells us that despite this discontinuity, f has a limit along any non-tangential path to T 2 . Of course, z ǫ approaches tangentially, so there is no contradiction. The key observation to proving non-tangential convergence at (1, 1) is to expand
If z → (1, 1) non-tangentially in D 2 , then ζ → (0, 0) non-tangentially in RHP 2 ; RHP = the right half plane. This means |ζ 1 |, |ζ 2 |, Reζ 1 , Reζ 2 are all comparable quantities in a nontangential approach region and so |ζ 1 + ζ 2 | ≥ c|ζ 1 |. This is enough to show f (z) → −1 as z → (1, 1) non-tangentially. A similar estimate will hold for more general rational inner functions. Specifically, the lowest order homogeneous term of p(1 − ζ 1 , 1 − ζ 2 ) will be nonvanishing in RHP 2 . It is also worth pointing out that a function can be bounded non-tangentially at every point even though it is globally unbounded. Let
which is bounded in any non-tangential approach region to (0, 0) in RHP 2 . At the same time, if we let z(θ) = (1 − θ 2 )(e iθ , e −iθ ) then for θ close to 0
The only common zero of p andp on T 2 is the point (1, 1), and this zero occurs with multiplicity 2. Therefore, by Theorem B, the space P 0,0 is trivial which just means that
. Of course, this could be checked by direct computation but we emphasize that Theorem B lets us show this algebraically. Also, Theorem B tells us that P j,k = (j + 1)(k + 1) − 1 so that the space I p has co-dimension one among all polynomials, and by Theorem A for all q ∈ I p , q(1, 1) = 0 . Thus, q/p ∈ L 2 (T 2 ) iff q(1, 1) = 0. So, for example, we automatically know g above is in L 2 (T 2 ). As mentioned in the overview section, these results are proven by examining a sums of squares formula which in this case is
It follows from later work that we can multiply elements of I p by some specific one variable polynomials
. From this it is not hard to reason that G 1 is four times continuously differentiable and so if G 1 has Fourier coefficients {a n,m } then n,m (n + 1) 2 (m + 1) 2 |a n,m | 2 < ∞ and therefore {a n,m } ∈ ℓ 1 by Cauchy-Schwarz. This shows we can recover many of the details of [20] from our theorems.
Background: Vector polynomials and matrix functions
In this section we make a few general observations about vectors and vector polynomials as well as vector-valued Hardy spaces and reproducing kernels. Let C n = The space of n-dimensional column vectors where V is some vector space such as C n , C 1×n , C m×n . A theorem which is useful for dealing with vector polynomial equations is the polarization theorem for holomorphic functions. See [13] for a proof.
An important instance of the polarization theorem is the following proposition.
then there exists an m × n isometric matrix U such that U A(z) = B(z). If A and B have linearly independent entries, then m = n and U is a unitary.
Proof. By the polarization theorem
in this case F (z, w) = A(w) * A(z) − B(w) * B(z) and by assumption F (z,z) ≡ 0. In this situation, A and B are related by an isometric matrix. Indeed, the map
extends linearly to an isometry from the span of the vectors on the left to the span of the vectors on the right. Indeed, if a : C 2 → C is a finitely supported function, then for
Thus, v 1 → v 2 is at once well-defined (|v 1 | = 0 iff |v 2 | = 0), linear, and isometric. This isometry is initially defined on span{ A(z) : z ∈ C 2 }, but it can be extended to all of C n by standard linear algebra and can then be realized via an m × n isometric matrix V :
If the entries of A and B form a linearly independent set of polynomials, then span{ A(z) : z ∈ C 2 } = C n and span{ B(z) : z ∈ C 2 } = C m , and m = n because these spaces are related by an isometry.
Often in this paper, we break apart a vector polynomial A ∈ C N [z 1 , z 2 ] into one variable pieces. For instance, if A has degree at most n − 1 in z 1 then it is possible to write
where A ∈ C N ×n [z 2 ] is a matrix polynomial and
This is simply a way of extracting the coefficients of powers of z 1 into a matrix. Vector polynomials appear most often in this paper in relation to reproducing kernels. If H is a finite dimensional Hilbert space of polynomials and if H is a vector polynomial whose entries form an orthonormal basis for H, then k w (z) = H(w) * H(z) is a reproducing kernel for H in the sense that f, k w H = f (w) for all f ∈ H. This formula can be proven by first verifying it for the entries of H; the general formula then follows by linearity.
If the entries of H are not an orthonormal basis, then H(w) * H(z) need not be a reproducing kernel for H. Nevertheless, an expression of this form can be characterized as being a positive semi-definite kernel function which abstractly refers to a function k : Ω × Ω → C with the property that for any finitely supported function a : Ω → C we have
Here Ω is just a set, but if Ω is actually a domain and k(z, w) is a polynomial in z,w then we get the following.
Proposition 4.3.
Suppose Ω is a domain in C n and k is a positive semi-definite kernel function such that k(z, w) is a polynomial in z,w. Then, there exists a vector polynomial H such that k(z, w) = H(w) * H(z).
Proof. We build a Hilbert space H and an inner product such that k(z, w) is the reproducing kernel. Indeed, let H be the finite dimensional vector space span{k w : w ∈ Ω} where
and extend by linearity to all of H. This is well-defined because for any finitely supported function a :
This is also a bona fide inner product because if f, f
This inequality follows from Cauchy-Schwarz for an a priori semi-definite inner product. With H built it is not hard to show k(z, w) = H(w) * H(z) for some H as before.
Next, we turn to some background on vector-valued Hardy spaces. Let H 2 1×n denote the row-vector valued Hardy space on the unit circle:
Row vectors end up being natural for what follows because we chose column representations for vector polynomials. An n × n matrix function Φ whose entries are rational functions of z ∈ C with no poles in D is a matrix rational inner function if Φ is unitary valued on T:
By the maximum principle, Φ(z) ≤ 1 for all z ∈ D-actually, by the maximum principle applied to v *
; multiplication on right by Φ looks odd, but since our space consists of row vector valued functions it is correct. 
The last statement means that for any f ∈ H 
Because of this reproducing property K is a positive semidefinite kernel function which for matrix valued kernels means that for any finitely supported function a : D → C n we have
More generally though, if Φ is an analytic n×m matrix valued function such that Φ(z) ≤ 1 for all z ∈ D, then K defined as above will still be a positive semidefinite kernel. See [2] for instance.
Proof of Proposition. Let adj(Φ) be the adjugate or "classical adjoint" of Φ. Then, Φ adj(
det(Φ)I n , and the latter space is a direct sum of the scalar spaces H 2 ⊖bH 2 . This last space is finite dimensional and consists of rational functions with no poles in D. To see this, write b = µp p where |µ| = 1,
H 2 which means f p is a polynomial of degree at most N − 1 and therefore f is a rational function with denominator p and numerator with degree at most N − 1.
The formula for the reproducing kernel is a basic calculation depending on the fact that Φ is unitary valued on T and bounded and holomorphic in D. We omit the details.
A useful construction of matrix rational inner functions is given below. Proof. Observe
Since U is a unitary
which rearranges to
This shows Ξ(z) is unitary valued on T except possibly at points where det(I − zU 22 ) = 0. But, there can only be finitely many such points and since Ξ is bounded near these points any singularities (which are at worst poles) must be removable. Thus, Ξ is unitary valued on all of T and holomorphic on D. 
} where deg f denotes the bidegree of f -the ordered pair consisting of the degree in z 1 , the degree in z 2 .
Notation 5.2. We define a number of spaces using orthogonal complements.
By Lemma 6.7 and Theorem 7.4 of [23] ,
The computation of dim G is a main result of this paper. It is clear that dim G ≤ nm.
be vector polynomials whose entries form an orthonormal basis for E 1 , F 1 , E 2 , F 2 , resp. Let G be a vector polynomial whose entries form an orthonormal basis for G. Note that these vector polynomials are unique up to multiplication by a unitary matrix on the left. Proposition 5.4. Let p be semi-stable. Using Notation 5.3, there exist choices of orthonormal bases for E 1 , E 2 so that
Throughout the paper, we will assume F 1 , F 2 satisfy the relationship above.
. So, it preserves orthogonality and maps an orthonormal basis to an orthonormal basis. Because of this, T maps F 1 to E 1 and therefore the entries of z
are an orthonormal basis for E 1 . Hence, this vector polynomial is a valid choice for E 1 . The formula for E 2 is similar.
the above formula will be called an Agler decomposition and ( A 1 , A 2 ) will be called an Agler pair for p.
Note that this formula can be polarized. The following key theorem says, among other things, that ( E 1 , F 2 ) and ( F 1 , E 2 ) are both Agler pairs. It is proven as Corollary 7.5 and Proposition 5.5 of [23] . It can also be extracted from [10] .
Theorem 5.6. Let p be semi-stable. Then, using Notation 5.3
and
Example 5.7. To get a feel for the theorem, it helps to look at a trivial example p(z) = 1 thought of as a polynomial of degree (1, 2) so thatp
The resulting formulas (evaluated on the diagonal
and so on. Of course everything is so easy in this case because
We will refer to ( E 1 , F 2 ) as the max-min Agler pair of p and ( F 1 , E 2 ) as the min-max Agler pair of p.
In general, there are important orthogonality relations which hold in
Theorem 5.9. Let p be semi-stable with deg p = (n, m). Using Notation 5.2 we have that in
We recommend drawing pictures of the various support sets above. In Appendix A, we explain how this follows from the work in [10, 23] . One direct consequence we use later is
An important corollary of the above orthogonality conditions is the following. 
A direct sum of the form −1 j=0 is to be interpreted as the trivial subspace. Before we prove the corollary we discuss a few special cases and variations. The case N = n, M = m is
If we apply the anti-unitary reflection operation f → z
A couple other useful variations of the corollary are
Another way to say this is if g ∈ L 2 ( dσ |p| 2 ) has finite Fourier support (i.e. is a Laurent polynomial) and the Fourier support is contained in
This follows by multiplying everything in the previous statement by a power ofz 2 .
Proof of Corollary 5.10. The fact that all of the spaces involved are pairwise orthogonal follows directly from Theorem 5.9.
Since by definition P n−1,m−1 = G, by induction it is enough to show for j, k ≥ 0
and by symmetry a similar relation holds for P n−1+j,m+k . Our orthogonality relations directly show
The space on the left is m + k dimensional. The space on the right is at most m + k dimensional. Indeed, more than m + k elements in this space would necessarily be linearly dependent as some combination of them would have no Fourier support on {(n + j, 0), (n + j, 1), . . . , (n + j, m − 1 + k)} and hence would be orthogonal to itself. Since the dimensions of both sides of (5.6) are equal we must have equality and not just inclusion.
There is more we can say about E j , F j . Recalling (4.1), we may write
for some matrix polynomials
where X N ∈ C N ×N is the matrix
which appears due to the fact that
. We emphasize that we are taking entrywise complex conjugates of the above matrices F 1 , F 2 .
Proposition 5.12. With the above definitions, det
This proposition follows from Proposition 5.3 and Lemma 6.7 of [23] and (5.8) above. In Appendix B, we discuss how E 1 and E 2 can be constructed using the one variable matrix Fejér-Riesz lemma.
General Agler pairs
In this section, we examine how general Agler pairs relate to the canonical Agler pairs constructed earlier. Along the way, we relate the spaces E j , F j to certain spaces of one variable vector valued functions and this combined with Corollary 5.10 produces a list of generators for I p .
Our first observation is that every Agler decomposition leads to what is known in systems engineering terminology as a transfer function representation or realization. This will show the canonical pairs ( E 1 , F 2 ), ( F 1 , E 2 ) are minimal in a certain sense.
Lemma 6.1. Assume p is semi-stable and deg p = (n, m). Let ( A 1 , A 2 ) be an Agler pair for p with
, where the block decomposition corresponds to the direct sum
The proof is a standard argument, so we relegate it to Appendix A for the curious reader.
Lemma 6.2. Let p be semi-stable and deg p = (n, m).
and let ( A 1 , A 2 ) be an Agler pair for p. Then N ≥ n, M ≥ m, A 1 has bidegree at most (n − 1, m), and A 2 has bidegree at most (n, m − 1).
Proof. The bounds N ≥ n, M ≥ m follow from Lemma 6.1 because the numerator and denominator of the transfer function realization forp/p have bidegree at most (N, M) and since p andp have no common factors this bidegree bound holds for p andp as well. The bounds on bidegrees for A 1 , A 2 follow from Theorem 2.10 of [24] .
Using the lemma we can write
for one variable matrix polynomials 
Lemma 6.4. Assume the setup of the previous lemma. If we define A 1 , A 2 as in (6.1) then
are holomorphic in D and extend to be holomorphic and isometry-valued on T.
is rational inner and
are matrix rational inner functions.
In particular,
are both one variable matrix rational inner functions on D.
If we set z 2 = w 2 ∈ T we get A 1 (w) * A 1 (z) = E 1 (w) * E 1 (z) and if we rewrite in terms of matrices we get
for z 1 , w 1 ∈ C and z 2 ∈ T. So,
is isometry-valued on T-in particular any singularities on T are removable-and extends to be holomorphic on D. An analogous argument holds for
is positive semi-definite and after multiplying on the left by Λ n (w 1 ) * E 1 (w 2 ) * and the right by E 1 (z 2 )Λ n (z 1 ) we see that
is also positive semi-definite. By (6.3),
and so (1 −w 1 z 1 ) divides the right hand side and (1 −w 2 z 2 ) divides the left. So,
is a positive semi-definite polynomial and similarly so is
Now assume N = n. Then, A 1 is square and hence
−1 is a matrix rational inner function. By Proposition 4.3 we can factor (6.6) as H(w) * H(z) for some vector polynomial H ∈ C K [z 1 , z 2 ] and then
By Proposition 4.2, there exists an (n +
Solve for H using the second component and insert the result into the first component to get Ξ(z 2 ) A 1 (z) = F 1 (z) where
In terms of matrices Ξ(z 2 )A 1 (z 2 ) = F 1 (z 2 ), and since det A 1 is not identically zero by (6.4) we see that Ξ = Ψ. In particular, Ψ is analytic in D. By Lemma 4.5, Ξ is a matrix-valued rational inner function.
The following is an important corollary of the proof of Lemma 6.4. This was first proven in [23] .
Corollary 6.5. Let p be semi-stable. Then, p has a unique Agler pair (up to unitary multiplication) iff E j = F j for j = 1 or 2 iff G = {0}.
Proof. If p has a unique Agler pair, then E j , F j are unitary multiples of each other for j = 1, 2 by Theorem 5.6. This is equivalent to equality of the spaces E j = F j . By the last equation of Theorem 5.6, this is equivalent to G = 0 as well as G = {0}. Also, by this equation
Finally, if E j , F j are unitary multiples, then the positive semidefinite expressions in (6.5) and (6.6) must equal zero, meaning
Hence, Agler pairs are unique in this case.
Our next goal is to show that G can be viewed as two different one variable vector valued Hardy spaces. Lemma 6.6. Using the notation of Lemma 6.4, given f ∈ G we may write
The inverses of the maps are given by f → f E j . Consequently, any f ∈ G is of the form Proof. The space G is a reproducing kernel Hilbert space with reproducing kernel 
Let T be the map in question:
Since reproducing kernels span G, this shows that G maps into
But, this implies f (w 2 )E 1 (w 2 )Λ n (w 1 ) ≡ 0, which implies f (w 2 )E 1 (w 2 ) ≡ 0, which implies f = 0 since E 1 is invertible except at finitely many points. The map is a unitary because
is enough to show T is isometric on linear combinations of reproducing kernels. It is clear that the inverse of T is given by f (z 2 ) → f (z 2 ) E 1 (z). Proposition 4.4 states that f (z 2 ) is rational with no poles in D.
Generators for I p and Theorem A
Question A from the introduction asks for a list of generators of I p . We could settle for saying I p is generated by bases for G, F 1 , and F 2 as well asp by Corollary 5.10. Since the space G is in some ways more elusive (e.g. a main theorem of this paper is a formula for dim G), it is worth pointing out that we can replace G with E 1 . We can also removep from the list.
Theorem 7.1. Let p ∈ C[z 1 , z 2 ] be semi-stable. The ideal I p is generated by the entries of E 1 , F 1 , and F 2 .
Proof. By Lemma 6.6, if f ∈ G, then f = f (z 2 ) E 1 (z) where f (z 2 ) is a C 1×n valued rational function with no poles in D. So, there exists a polynomial g(z 2 ) with no zeros in D such that g(z 2 )f (z) is a multiple of E 1 . The same argument applies tof (z) = z
* F 2 (z) can then be solved for using Theorem 5.6. Once F 2 (w) * F 2 (z) is known, we can extract coefficients of powers of z 2 ,w 2 to get F 2 (w 1 ) * F 2 (z 1 ) and if we further extract coefficients of powers of z 1 ,w 1 we can write
for some nm×nm positive semi-definite matrix H. We can factor H = J * J for some m×nm matrix J since H necessarily has rank m. Then,
t . This is the approach taken in Example 15.3.
Notice that the common zeros of I p are all on T 2 as one would expect. This is because F 1 has no zeros in C × (C \ D) and E 1 has no zeros in C × D by Lemma 5.12 and this leaves any common zeros in C × T. By symmetry any common zeros must also be in T × C and this leaves T 2 . Before we prove Theorem A from the introduction as Corollary 7.4 below, we need the following fact.
Proof. We can compute | A 1 (z)| 2 for z ∈ T 2 directly as follows. For z 2 ∈ T,
1 − |z 1 | 2 and for r ∈ (0, 1) and
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Letting r → 1 we get for z ∈ T
The proof for A 2 is similar.
Proof. By Theorem 7.1 any f can be written in terms of
Since ( E 1 , F 2 ) is an Agler pair, Proposition 7.3 gives the estimate as claimed after applying Cauchy-Schwarz.
On the other hand, if the inequality holds then f is bounded by elements of L 2 ( dσ |p| 2 ) and therefore must belong to this space.
The ideal I ∞ p
Recall I ∞ p is the the set of q such that q/p is essentially bounded on T 2 . One way for q/p to be bounded on T 2 is if q ∈ p,p , the ideal generated by p,p. However this cannot be all elements of I ∞ p since elements of p,p vanish at all common zeros of p andp, which could include zeros not on T 2 and these should not affect boundedness of q/p on T 2 . It turns out that we can explicitly construct one variable polynomials g(z 1 ), h(z 2 ) such that ghI p ⊂ I ∞ p . It is not surprising that such polynomials exist but the actual choice of g, h may be of some interest.
If g ∈ C[z 1 ] is a one variable polynomial, we can factor g = g 1 g 2 where g 1 has no zeros on T and g 2 has all of its zeros on T. We will refer to g 2 as the T-factor of g. The T-factor is unique up to constant multiples.
The following theorem identifies a large subset of I ∞ p . We leave the search for a complete characterization of I
Proof. Observe
.
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The denominator (1 − z 1w1 ) divides the numerator in both fractions above.
Recall X n , E 1 , F 1 from (5.7) and (5.8).
This is just a result of setting w 2 = 1/z 2 and multiplying through by z
Proof of Theorem 8.1. Since any f ∈ I p can be written as a combination of E 1 , F 1 , F 2 (Theorem 7.1) it follows that ghf ∈ I ∞ p .
A commuting pair of contractive matrices
We now begin to study Question/Theorem B which asks for an exact count of the dimension of P j,k . This is accomplished by finding a pair of commuting contractive operators on G whose joint eigenvalues are directly related to common zeros of p andp.
Let p ∈ C[z 1 , z 2 ] be semi-stable, deg p = (n, m), and refer to Notation 5.2. Let P be the orthogonal projection onto G in
Our goal in this section is to show T 1 and T * 2 commute and the joint invariant subspaces are directly related to minimal Agler decompositions.
The following is proven in [7] in a more general set-up, but even if we directly applied their theorem here it would still take work to get to this level of specificity. The result is found in the case of p with no zeros on D 2 in [18] .
Theorem 9.1. With T 1 , T 2 defined as above, the operators T 1 and T * 2 commute. Proof. The condition
for all f ∈ G. This is equivalent to
for all f ∈ G, which is equivalent to
for all f ∈ z 1 G. Let P 1 denote orthogonal projection onto P n,m ; let P p , Pp denote orthogonal projection onto Cp, Cp respectively; let P H denote orthogonal projection onto a subspace H.
By equations (5.2) and (5.3),
Then for g ∈ z 2 G and f ∈ z 1 G we have
, and p,p ⊥ f, g. All of this follows from Theorem 5.9.
Similarly, the following are equivalent
• G 2 is an invariant subspace of T * 2
are well-defined and dim A 1 = n, dim A 2 = m.
Proof. Suppose G 1 is invariant under T * 1 . For any f ∈ G we can write f = z 1 g + h where g ∈ G and h ∈ E 2 since P n,m−1 = z 1 G ⊕ E 2 . If this f is actually in
By properties of adjoints, G 1 is invariant for T * 1 iff G 2 is invariant for T 1 . If G 2 is invariant for T 1 , then for any f ∈ G 2 we can write z 1 f = g + h where g ∈ G 2 , h ∈ F 2 . Thus,
The converse is similar.
The claims about T 2 , T * 2 are similar to those for T 1 , T * 1 . Finally, when G 1 is invariant under both T * 1 , T 2 , then A 1 and A 2 are well-defined by the inclusions above and the statement about dimensions follows from the fact that z j G j has the same dimension as G j .
The following result is closely related to a result in [7] , but again they work in higher generality and it takes additional arguments to get to these finite dimensional statements. We emphasize that the point of the theorem is that an Agler pair ( A 1 , A 2 ) corresponds to an invariant subspace of (T 
. We assume the entries of A j are linearly independent. Then, there exists an invariant subspace G 1 of (T * 1 , T 2 ) such that the entries of A j form an orthonormal basis for A j as defined in (9.1) for j = 1, 2.
Proof. (⇒) Let G j be a vector polynomial whose entries form an orthonormal basis for G j . Then, since
1 are all n × n matrix inner functions where Φ 1 = ΨΦ. The space H 
is the reproducing kernel for G 2 because
because of Lemma 6.6. By Theorem 5.6, the reproducing kernel for G is
and therefore the reproducing kernel for G 1 = G ⊖ G 2 is the above kernel minus k w (z) which is just
The second equality is (6.6), which holds for Agler pairs in general.
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As in Section 4, we can factor the reproducing kernel for
This shows E 1 ⊕ z 2 G 2 contains G 2 , because we can relate E 1 z 2 G 2 and A 1 G 2 by a unitary matrix, which means G 2 can be given directly as a combination of E 1 , z 2 G 2 . Thus, G 2 is invariant under T * 2 by Lemma 9.2 and A 1 := (E 1 ⊕z 2 G 2 )⊖G 2 is well-defined and n-dimensional. The vector polynomial A 1 will be a unitary multiple of a vector polynomial consisting of an orthonormal basis for A 1 (by Section 4), which means the entries of A 1 also form an orthonormal basis for A 1 .
Since
and this shows z 1 G 2 ⊂ G 2 ⊕F 2 . By Lemma 9.2, G 2 is an invariant subspace of T 1 . Thus, G 2 is invariant under T 1 , T * 2 and so G 1 is invariant under T * 1 , T 2 and the spaces in (9.1) are well-defined. The formula
2 is the reproducing kernel for A 2 . Since the entries of A 2 are assumed to be linearly independent, it follows A 2 is a unitary multiple of a vector consisting of an orthonormal basis of A 2 .
Common zeros of p andp as joint eigenvalues
The pair of commuting contractions from the previous section can be used to count common zeros of p andp in certain regions, since as we show below the joint eigenvalues of T 1 , T * 2 are a simple transformation of the common zeros of p andp. We also show that
. As a side note, the common zeros of p andp are called intersecting zeros of p in the paper [19] , where they discuss the interesting problem of how to construct a stable polynomial (no zeros in D 2 ) with given intersecting zeros. It would be interesting to pursue their work in the case of semi-stable p. Let C ∞ = C ∪ {∞} denote the Riemann sphere and define
has bidegree (n, m), we interpret p(a, ∞) = 0 to mean q(z 2 ) := z m 2 p(a, 1/z 2 ) vanishes at z 2 = 0, or equivalently, p(a, ·) has degree less than m. We interpret p(∞, ∞) = 0 to mean z
Proof. Evidently, p andp have no common zeros in D 2 ∪ (D −1 ) 2 . Next, p has no zeros on T × D as we now explain. If we define q z (w) = p(z, w), then q z has no zeros in D for each z ∈ D. If we send z ∈ D to a point a ∈ T, then by Hurwitz's theorem q a is either identically zero or non-vanishing in D. If q a is identically zero, then z 1 − a divides p(z 1 , z 2 ). However this would imply z 1 − a dividesp which contradicts our assumption that there are no common factors.
We conclude p andp have no common zeros in T × D as well as T × D −1 , D × T, and D −1 × T. The only place left for common zeros is the set
The first key observation is that the common zeros of p andp are closely related to joint eigenvalues of (T 1 , T * 2 ). When p has no zeros on the closed bidisk, the following can essentially be found in [18] with the minor difference that we deal with joint eigenvalues.
is a common zero of p andp, then (w 1 , 1/w 2 ) is a joint eigenvalue of (T * 1 , T 2 ) and (w 1 , 1/w 2 ) is a joint eigenvalue of (T 1 , T * 2 ). Proof. A point (λ 1 , λ 2 ) is a joint eigenvalue of (T * 1 , T 2 ) if and only if there is an f ∈ G such thatz
If we replace w with (λ 1 , 1/λ 2 ) and multiply through byλ m 2 in the first formula of Theorem 5.6, we get
where we use (5.7) and (5.8).
If we subsitute this value for λ into (10.1) we get zero.
By Proposition 5.12, we know det E 1 (λ 1 ) = 0, since λ 1 ∈ D. Thus, Λ n (λ 2 ) * X n E 1 (λ 1 ) t = 0, and hence
is nonzero. Since (10.1)= 0
and so (λ 2 − z 2 ) divides f 1 . We can then define f := (λ 2 − z 2 ) −1 f 1 which will be an element of G. Note λ 2 ∈ D so dividing by this factor does not affect whether f ∈ L 2 ( dσ |p| 2 ). Then,
So,
is a joint eigenvalue of (T * 1 , T 2 ), as desired. In operator model theory language, the following theorem says that the commuting contractions
. This is interesting because although Andô's dilation theorem guarantees that some unitary dilation exists, it is surprising that the unitaries are simple and natural. 
Proof. Let g ∈ G. Let j, k ≥ 0 and assume P z k 1z
2 ) j g and we will show P z k+1 1z
2 ) j+1 g. By induction and by linearity the theorem will then follow.
We shall think of z k 1 g as an element of P n−1+k,m−1+j = z j 2 G ⊕ (P n−1+k,m−1+j ⊖ z j 2 G). So, using this decomposition we write
Thus, P z 1z 
Proof. Notice that on
The inner product of this with g is
The frequency support of z m 2f g is in {(j, k) : j < n, k > 0}, and such a function is orthogonal to p andp by Theorem 5.9. This shows q(T 1 , T * 2 )f = 0. A similar argument applies toq. Thus, if we have a joint eigenvalue λ with joint eigenvector f , then q(
Neither T 1 nor T * 2 can have unimodular eigenvalues because we would get (z 1 −λ 1 )f = g ∈ F 2 and this implies f 2 = |λ 1 | 2 f 2 + g 2 and so |λ 1 | < 1; and similarly for T * 2 . By Theorem 10.2, common zeros of q,q inside D 2 are joint eigenvalues of (T 1 , T * 2 ). Thus,
We see that dim G is at least the number of elements of (Z q ∩ Zq ∩ D 2 ). Our goal is to show dim G = #(Z q ∩ Zq ∩ D 2 ) if we count roots with appropriate multiplicities.
As the previous section indicates, the polynomial q(z) = z m 2 p(z 1 , 1/z 2 ), which has no zeros in D×D −1 , is in some ways more natural than p. One approach to counting dim G is to study L 2 ( dσ |q| 2 ) instead and write out formulas and orthogonality relations analogous to Theorems 5.6 and 5.9.
Rather than go through all of that, we shall do some simple conversions between p and q that we will need later. The main technical fact we need is as follows.
Proposition 11.1. Let p ∈ C[z 1 , z 2 ] be semi-stable and define q as above. There exist one variable polynomials h 1 ∈ C[z 2 ], h 2 ∈ C[z 1 ] with no zeros in D such that the entries of
belong to the ideal q,q . HereF 1 (z 2 ) = F 1 (z 2 ).
Proof. Recall from Lemma 8.2 and Lemma 8.3
On the other hand,
Therefore, the entries ofĒ 1 (z 2 )F 1 (z 2 )X n Λ n (z 1 ) belong to q,q . If we multiply by the adjugate ofĒ 1 we see that the entries of det(Ē 1 (z 2 ))F 1 (z 2 )X n Λ n (z 1 ) belong to q,q . Since det(Ē 1 (z 2 )) has no zeros in D, the first part of the proposition is proved. The second part is similar. Let
Then, by Theorem 5.6
and if we define J(z 1 , z 2 ;
As before, the entries of det E 2 (z 1 )F 2 (z 1 )X m Λ m (z 2 ) belong to q,q . Since det E 2 has no zeros in D, this proves the second claim of the proposition.
Background: intersection multiplicities
This section discusses intersection multiplicities for plane curves. We also discuss Bézout's theorem for C ∞ × C ∞ .
Historically, there are at least 3 equivalent ways to compute the intersection multiplicity of a common zero of two plane curves. One can use resultants (see [15] section 2.7), however this method requires putting the polynomials into general position through linear change of variables. This simple approach seems to be fraught since the polynomials we are interested in do not behave well under linear transformations. The other ways to compute intersection multiplicity, outlined below, are dimension counts of quotients of local rings, dimension counts of generalized eigenspaces, and order of vanishing of resultants of Puiseux expansions.
Let I ⊂ C[z 1 , z 2 ] be a zero-dimensional ideal; meaning V (I) def = {z : ∀f ∈ I, f (z) = 0} is a finite set. For λ ∈ V (I) we let O λ denote the localization of C[z 1 , z 2 ] at λ, or in concrete terms the ring of rational functions whose denominators do not vanish at λ. The intersection multiplicity N λ (I) is defined by
See [12, 16] . Here the ideal IO λ is the ideal generated by I in O λ . If I = p, q , the ideal generated by p, q ∈ C[z 1 , z 2 ], we may write N λ (p, q) for N λ (I).
The intersection multiplicities can be computed as the dimensions of certain generalized eigenspaces as well. Let [f ] denote the equivalence class of [12] . Thus, the dimensions of generalized eigenspaces can be used to compute intersection multiplicities. In other words, if
Remark 12.1. The book [16] also gives a list of properties of the intersection multiplicity of two polynomials p, q with no common factor that yields an algorithm for its computation. Among these are (1) N λ (p, q) = 0 if and only if λ is not a common zero of p, q.
where m λ denotes the order of vanishing at λ (the degree of the lowest non-zero term in the homogeneous expansion at λ) of the given polynomial.
In Appendix C, we make use of an older method for computing intersection multiplicity using Puiseux series if I = p, q ; see [15] section 8.7. For simplicity we assume λ = (0, 0) ∈ 28 V (I). We may write p = u 1 p s j j and q = u 2 q t k j where now u 1 , u 2 are functions analytic and non-vanishing in a neighborhood of (0, 0) and the p j 's and q k 's are irreducible Weierstrass polynomials. The intersection multiplicity can be computed via
where it is shown separately in [15] how to compute N 0 (p j , q k ) for Weierstrass polynomials. We may as well assume for simplicity of notation that p = p j , q = q k . By Puiseux's theorem (see Chapter 7 of [15] ), there exist univariate functions φ, ψ which are analytic in a neighborhood of 0 such that p(t N , φ(t)) = 0 and q(t M , ψ(t)) = 0 for some positive integers N, M. The intersection multiplicity of p and q at 0 can now be computed as the order of vanishing of the following formal power series in fractional powers of t
Here µ = e 2πi/N , ν = e 2πi/M . One can show f is actually a power series in t (and does not involve fractional powers in the end) and the order of vanishing of f at 0 equals N 0 (p, q).
A few words about Bézout's theorem for P × P will be helpful for later. Although this is a standard result in algebraic geometry it is difficult to find an elementary discussion of it in the literature, in contrast to the setting of two-dimensional projective space P 2 = P × P . Let F, G ∈ C[z 0 , z 1 , w 0 , w 1 ] be bihomogeneous, meaning homogeneous in (z 0 , z 1 ) and (w 0 , w 1 ) separately. We can then associate bidegrees (n 1 , n 2 ), (m 1 , m 2 ) to F and G respectively; e.g. n 1 is the degree of F with respect to (z 0 , z 1 ). Assuming F, G have no common factors, Bézout's theorem for P × P says that F, G have n 1 m 2 + n 2 m 1 common zeros in P×P with multiplicities counted using the local ring definition as presented in Section 12. This is found in [35] (Chapter 4, Section 2.1, Example 4.9), however we caution that it is stated for "divisors in general position," which if one tracks through the definitions in [35] gives the result above.
In this paper we deal with the related situation of p, q ∈ C[z, w] with bidegrees (n 1 , n 2 ), (m 1 , m 2 ) and no common factors which we can "bihomogenize" via
Then for instance a common zero of p, q at (a, ∞) is just a common zero of F, G at (z 0 , z 1 , w 0 , w 1 ) = (1, a, 0, 1) ; we are simply using the Riemann sphere C ∞ model instead of projective space P. Thus, p, q will have n 1 m 2 + n 2 m 1 common zeros in C ∞ × C ∞ as before.
The dimension theorem: Theorem B
Let p ∈ C[z 1 , z 2 ] be semi-stable and define q(z) = z m 2 p(z 1 , 1/z 2 ) andq as in Theorem 10.4. For λ ∈ Z q ∩ Zq ∩ D 2 we define the joint generalized eigenspace of (T 1 , T * 2 ) for eigenvalue λ to be
The goal of this section is to prove the following theorem.
Let I = q,q , the ideal generated by q,q, and Q = C[z 1 , z 2 ]/I which is necessarily finite dimensional. We will use [f ] to denote the equivalence class of
and dim
. Then, applying the # operation and restricting z ∈ T
2 p is orthogonal to G for j ≥ 0 and k > 0 and the same holds forp. So,
Lemma 13.3. Assume the setup of the previous lemma. The map V : G λ → G λ is injective.
Using a well-known trick [12, 16] , we define
) N +M can be expanded as a combination of terms (
k where j ≥ N, k ≥ M and therefore Hg is orthogonal to G by Remark 5.11 (for instance the remark could be applied to (z 1 − λ 1 ) N g). But, h is a combination of powers of h 1 h 2 so that hg # ∈ G λ . Therefore,
which shows V is surjective.
Proof of Theorem 13.1. We conclude from these lemmas that
The theorem follows immediately because the sum of the dimensions of the generalized eigenspaces equals the dimension of the underlying space.
and the multiplicities match N λ (q,q) = Nλ(p,p). This follows from the isomorphism between the localizations
Let N T 2 (p,p) denote the sum of the multiplicities of the common roots of p andp on T 2 . By the above remarks, N T 2 (p,p) = N T 2 (q,q). Theorem B from the introduction is given by the following corollary.
Proof. By the Bézout theorem for C ∞ × C ∞ (see Section 12), p andp have 2nm common zeros in C ∞ × C ∞ , where we count zeros with appropriate multiplicities. Let N D 2 (q,q) be the sum of the intersection multiplicities of the common roots of q andq in D 2 . By reflective symmetry of the common roots of q,q we have
by Theorem 13.1 and since
2 ; this follows from Lemma 10.1. This proves the corollary for j = n − 1, k = m − 1. In general we use the orthogonal decomposition of Corollary 5.10 to see that
Corollary 13.6. Let p ∈ C[z 1 , z 2 ] be semi-stable. Then, p has a unique Agler pair (up to unitary multiplication) iff p andp have 2nm common zeros on T 2 , counting multiplicities; i.e. all common roots in C ∞ × C ∞ must be on T 2 .
Proof. By Corollary 6.5, uniqueness of Agler pairs is equivalent to G = {0}. By the previous corollary, G is trivial iff N T 2 (p,p) = 2nm.
We show in Appendix C that the multiplicity at every common zero on T 2 is even. This is obvious given a local Bézout theorem which would say that if two polynomials have k common zeros counting multiplicities in an open set, then small perturbations of the polynomials have this property. We give a direct proof using Puiseux series.
14. Non-tangential boundary behavior and Theorem C Next we examine the non-tangential boundary behavior of rational functions holomorphic in D 2 . Some of our results hold naturally in d variables, so we keep this level of generality until we need machinery that is only valid in two dimensions.
Let u = (1, 1, . .
This section is entirely about local behavior at a point of T d so we can without loss of generality focus on u. Let RHP = {z ∈ C : Rez > 0}. Everything in this section hinges on the following fact. 
where the P j are homogeneous polynomials of degree j. Then, P M has no zeros in RHP d .
Proof. Observe that
These regions increase as r > 0 decreases to 0. By Hurwitz's theorem P M has no zeros in R r for every r > 0 (P M is not identically zero by construction).
When studying ζ ∈ RHP d approaching 0 non-tangentially we will think of the elements of
. . , Reζ d } all comparable to a quantity r which is going to 0. To be specific we can arbitrarily say r = |ζ 1 |.
A non-tangential approach region to 0 in RHP d will be a region of the form 
We say f is non-tangentially bounded at u if f is bounded on non-tangential approach regions to u. We say f = q/p has a non-tangential limit at u if the limit
exists. We say f is non-tangentially C k at u if there exists a polynomial L of degree at most
If f = q/p then f is bounded along non-tangential approach regions to u iff q vanishes to order at least M at u.
where each Q j is homogeneous of degree j. Then, let
If f is bounded along non-tangential approach regions then certainly Q 0 = 0. If q vanishes to order K, then
which can only be bounded if
Conversely, if q vanishes to order at least M, then Q j = 0 for j < M, and since |P M (ζ)| ≥ cr M for ζ in a non-tangential approach region and r = |ζ 1 | (or any other comparable quantity) we have
and assume p vanishes to order M at u. Let q ∈ C[z 1 , . . . , z d ] vanish to order at least M at u. If f = q/p then f has a limit along non-tangential approach regions to u iff Q M = bP M for some constant b, with Q M defined as in (14.1) . In this case, the non-tangential limit will equal the constant b.
Proof. If f has a limit along non-tangential approach regions to u then, employing g as in the previous proof, there exists b such that
Thus,
goes to 0 as r ց 0. This is not possible unless Q M = bP M by homogeneity.
is a nonzero constant. Thus, Q M − bP M vanishes identically.
If Q M = bP M , the above computation shows g(ζ) − b = O(r), so f (u − ζ) goes to b as ζ → 0 non-tangentially.
The next fact is included for convenience.
Proof 
where P j , Q j ∈ C[ζ 1 , . . . , ζ d ] are homogeneous of degree j. Then, νP M has real coefficients for some ν ∈ T and Q M is a unimodular multiple of P M .
Proof. If we perform the reflection operation f →f at degree n to (z − u)
α which shows that reflecting (z − u) α yields (−1) |α| (z − u) α plus terms of higher total degree. This implies that in the homogeneous expansion ofp we have Q M = (−1) MP M whereP M denotes taking conjugates of the coefficients of P M .
By Lemma 14.4, we have that for ζ ∈ RHP d and t > 0 sufficiently small
whereas when t < 0 we have the opposite inequality. In terms of homogeneous expansions this expression on the left is
Dividing by t 2M and sending t to 0 from the left and right we see that
MP M for some µ ∈ T. In turn, it follows that for ν = μ(−1) M , νP M =νP M has real coefficients.
As mentioned in the introduction, rational inner functions on D d are of the form
where µ ∈ T and α is a multi-index (see [33] ). Therefore, Theorem C from the introduction follows from the next corollary, which is a direct consequence of Propositions 14.3 and 14.5.
exists as z → ζ non-tangentially. Moreover, this limit will be an element of T. Proposition 14.5 has the following corollary in two dimensions. Corollary 14.7. Suppose p ∈ C[z 1 , z 2 ] is semi-stable and vanishes to order M at λ ∈ T 2 . Then, N λ (p,p) ≥ M(M + 1).
Proof. By Proposition 14.5 there is a ν ∈ T, such that p − νp vanishes to order at least M + 1 at λ. By Remark 12.1
We now study higher regularity for rational inner functions. Theorem 14.8. Suppose f =p/p has non-tangential value ν at u. Then, f is nontangentially
and so on up to the last condition
In this case the non-tangential Taylor expansion is given by k j=1 F j in the sense that
Proof. We can multiply by a unimodular constant to put p in the form
where P M has real coefficients and no zeros in RHP d .
Observe that
which shows f is non-tangentially
On the other hand, if f is non-tangentially C 1 at u, then there is a degree 1 homogeneous polynomial Q such that
which means F 1 = Q by homogeneity.
The general case is proved similarly by induction using the formula
We get from the above proof the existence of a non-tangential directional derivative function
for f =p/p even when f is not non-tangentially C 1 . This is closely related to a main result of [4] , which holds for bounded analytic functions on D 2 (i.e. not just rational inner functions). The paper [6] goes further and characterizes the possible "slope functions" in two variables.
Restricting to two variables, we see that if f is non-tangentially C k at u, then N u (p,p) ≥ M(M + k + 1) because of the following observation:
This computation is based on the rules from Remark 12.1.
For example, ifp/p is C 1 at λ, then N λ (p,p) ≥ 4, since the intersection multiplicity must be even. An interesting consequence is that the number of C 1 points which are not C 2 is finite (i.e. at most nm/4).
Finally, we point out that at least in two variables, if f = q/p ∈ L 2 (T 2 ) then f is nontangentially bounded at every point in T 2 . By Proposition 14.2, this is equivalent to showing that q vanishes at least to the same order as p at every zero of p on T 2 .
Theorem 14.10. Assume p ∈ C[z 1 , z 2 ] is semi-stable and q ∈ I p . Then, f := q/p is nontangentially bounded at every point of T 2 ; equivalently, if p vanishes to order M at some point of T 2 then every element of I p vanishes to at least order M.
Proof. We may assume p vanishes to order M at u = (1, 1). Let φ(ζ) =p p (u − ζ). By Corollary 14.6, in a non-tangential approach region to (0, 0) in RHP 2 , φ(ζ) = ν + O(r) for some ν ∈ T-actually this is the last line of the proof of Proposition 14.3.
For any Agler pair ( A 1 , A 2 ), we see that
A similar inequality could be written for A 2 . Now, 1 − |φ(ζ)|
|p(u−ζ)| 2 is bounded along every non-tangential approach region to (0, 0). Similarly,
|p| 2 is bounded along non-tangential approach regions to u. This allows us to conclude that 1/p(z) times any of E 1 , E 2 , F 1 , F 2 gives a rational function bounded along non-tangential approach regions to u. By Theorem 7.1, every element of I p can be written in terms of polynomial multiples of E 1 , F 1 , F 2 . Therefore, every element q of I p will vanish to at least order M at u, or equivalently q/p will be non-tangentially bounded at u.
Examples
This section contains three examples to illustrate Theorems A,B,and C. See [9] for a construction of more examples.
Example 15.1. The following example is taken from [4] . Let
The special Agler pairs for p can be constructed as described in Appendix B. Namely, set |z 2 | = 1 and consider
Since the reflection of this equals itself, we see that F 1 = E 1 . This automatically implies that p has unique Agler decomposition (up to unitary multiples of Agler pairs).
The vector polynomial E 2 = F 2 can be constructed as in Remark 7.2. We get
The Agler decomposition for p is given by
Because this is unique we know P 0,1 = {0}. We can also see this by computing the intersection multiplicity at (1, 1). The expansion of p at (1, 1) is given by p(1 − ζ, 1 − η) = 2(ζ + η) + η 2 − ζηp(1 − ζ, 1 − η) = −2(ζ + η) + 5ζη + 3η 2 − 4ζη Thus, dim P 0,1 = 2 − (1/2)(4) = 0. More generally, dim P j,k = (j + 1)(k + 1) − 2. This suggests 2 conditions force q ∈ I p . They are q(1, 1) = 0 and ∂ 1 q(1, 1) = ∂ 2 q (1, 1) . To see this, note that {(1 − z 2 ) 2 , (1 − z 1 )(1 − z 2 ), (1 − z 1 z 2 )} generates I p . These generators satisfy the two conditions q(1, 1) = 0, ∂ 1 q(1, 1) = ∂ 2 q(1, 1) and it can be shown that these conditions determine an ideal in C[z, w] with codimension 2. Therefore, q/p ∈ L 2 (T 2 ) iff q(1, 1) = 0 and ∂ 1 q(1, 1) = ∂ 2 q(1, 1). −− where
We emphasize we are taking orthogonal complements in L 2 (T 2 ). We will also use L which are the functions in L 2 (T 2 ) with Fourier support in {(j, k) : j ≥ 0}, {(j, k) : k ≥ 0} respectively. Warning: "+" refers to a non-strict inequality in this notation and "-" refers to a strict inequality.
The following Proposition is similar to Proposition 5.1 of [10] . Proposition 16.1.
Thus, p −1 F 1 ⊥ f /p for any f with f /p ∈ L 2 and suppf ⊂ {(j, k) : j ≥ 0 and k < m}, where the orthogonality "⊥" is in L 2 (T 2 ). But, this exactly means 
Appendix B: Constructing Agler pairs
Theorem 5.6 and Proposition 5.12 make it possible to construct E j , F j using the one variable matrix Fejér-Riesz lemma (see [31, 32] ). This approach can actually be pushed further to prove the main formula in Theorem 5.6 using the method of Kummert [27] , but we will not do this here. The construction goes as follows. For z 2 ∈ T we write p(w 1 , z 2 )p(z) −p(w 1 , z 2 )p(z) 1 −w 1 z 1 = Λ n (w 1 ) * T 1 (z 2 )Λ n (z 1 ) for some matrix Laurent polynomial T 1 (z 2 ) ∈ C n×n [z 2 , z We proceed to look at the resultant computation
(b −b)X 2L + higher order which vanishes to order 2Lk 2 since b =b. Therefore the intersection multiplicity is even and we are finished aside from the proof of Lemma 18.3
Proof of Lemma 18.3 . To begin we analyze the first term of φ(t) = at r + · · · , a = 0. Our assumption is that t → (t k , φ(t)) does not map into the upper half plane. So, if t = |t|e iθ , then sin kθ > 0 implies Imφ(t) ≤ 0. So, writing a = |a|e iα and letting θ be fixed and satisfy sin kθ > 0 we have 0 ≥ lim |t|→0 1 |t| r Imφ(t) = |a|Ime i(α+rθ) = |a| sin(α + rθ).
The fact that sin(α + rθ) has constant sign on an interval of length π/k means r ≤ k. On the other hand, if sin(α + rθ) > 0, then the above limit calculation shows that Imφ(t) > 0 for |t| sufficiently small in which case we must have sin(kθ) ≤ 0. Thus, sin(kθ) has constant sign on an interval of length π/r which means k ≤ r. Therefore, k = r. As a result, sin(θ) > 0 implies sin(α + θ) ≤ 0 which is only possible if α = π (modulo multiples of 2π). Thus, a is a negative real number. Next, we may suppose
where a 1 , . . . , a M ∈ R and bt L is the first term not of this type (either b is not real or L is not a multiple of k). Note that we allow M = 1. Choose θ so sin(kθ) = 0; namely θ is an integer multiple of π/k. Then, writing b = |b|e iβ lim |t|→0 1 |t| L Imφ(t) = |b| sin(β + Lθ).
This must be non-positive. Otherwise, Imφ(t) would be positive for |t| small enough and then we could perturb θ to get a point where (t k , φ(t)) is in the upper half plane. So, β + Lπj/k ∈ [π, 2π] + 2πZ for j = 0, 1, 2, . . . . This can only happen if L is a multiple of kby our assumption this means b is not real. If L is an odd multiple of k then β, β +π ∈ [π, 2π] which can only happen if b is real which is not true by assumption. Thus, L must be an even multiple of k in which case β ∈ (π, 2π), again since b is not real.
Notation
We collect the notation of the paper in one place and refer to where it was defined if possible. 
