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Interference Suppression for Memoryless Nonlinear
Multiuser Systems Using Constellation Structure
Ananya Sen Gupta and Andrew Singer
Abstract—A generalized concept of interference suppression
is introduced for multiuser systems with a known memoryless
transmit non-linearity, such as in the downlink ampliﬁer of a
satellite communication system. By considering the operation of
commonly used multiuser detection techniques from a viewpoint
of constellation structure, we extend these notions to nonlinear
multiuser systems. We also analyze the performance of such
multiuser detectors in terms of their asymptotic multiuser error
exponents, which reduce to the asymptotic multiuser effective
energies for the respective detectors in the absence of nonlin-
earity. The asymptotic conditional error exponent is introduced
as a quantitative measure for evaluating nonlinear multiuser
detectors based on the conditional probability of error at high
signal-to-noise ratio (SNR). The optimal afﬁne detector that max-
imizes the asymptotic error exponent for a given user is derived
along with a successive interference annulment (SIA) scheme that
maximizes the asymptotic conditional error exponent at each
stage of successive detection. We have shown that the optimal
afﬁne detector (and hence the SIA detector) is a generalization of
existing linear (and successive interference canceller) detectors
to include the possibility of nonlinearity and therefore, nonad-
ditive multiuser interference. We introduce the concept of joint
successive interference annulment (JSIA) for nonlinear systems,
which uses the joint structural relationship between two or more
users in an ordered set to achieve higher performance gains in
terms of the asymptotic conditional error exponent. We generalize
the joint successive interference annulment detector to include
more than two users at each stage of JSIA detection to scale the
tradeoff between detection complexity and performance gain. We
also introduce the decorrelating detector for nonlinear systems
which essentially employs a successive interference canceller with
a decorrelation kernel in an equivalent but higher-order linear
system. Finally, we analyze the optimal afﬁne detector and hence,
the family of proposed joint successive interference annulment
detectors when the multiuser system is perturbed with noise inside
thenonlinearity. Simulationresults demonstrate thattheproposed
detectors based on successive interference annulment consistently
outperform conventional multiuser detectors based on successive
interference cancellation.
IndexTerms—Asymptoticefﬁciency,detection,interferencecan-
cellation, nonlinear.
I. INTRODUCTION
T
HE goal of multiuser detection is to correctly demodu-
late the transmitted symbols of mutually interfering users
in a multiple-access communication system. Joint detection by
Manuscript received December 30, 2006; revised November 30, 2007. First
published June 10, 2008; current version published October 15, 2008. The asso-
ciateeditorcoordinatingthereviewofthispaperandapprovingitforpublication
was Prof. Vitor Heloiz Nascimento. This work was supported in part by the Na-
tional Science Foundation under Grant CCR-0092598 (CAREER).
TheauthorsarewiththeDepartmentofElectricalandComputerEngineering,
University of Illinois at Urbana-Champaign, Urbana, IL 61801 USA (e-mail:
asengupt@ifp.uiuc.edu; singer@ifp.uiuc.edu).
Color versions of one or more of the ﬁgures in this paper are available online
at http://ieeexplore.ieee.org.
Digital Object Identiﬁer 10.1109/TSP.2008.926976
the maximum-likelihood (ML) detector, which determines the
most likely bits sent over the channel, serves as a performance
bound on the symbol error rate of any detector attempting to
demodulate any one or all of the users’ symbols. But the de-
tection complexity of the ML detector being exponential in the
number of users renders it impractical for implementation in
real-life systems. The problem of low complexity detection has
beenextensivelystudiedinthepasttwodecades,withnumerous
approaches proposed in the literature [1]. These include linear
detectors, such as the matched ﬁlter or conventional detector
[1],decorrelatingdetector[2],andlinearminimummeansquare
errordetector[3],[4],whichsimultaneouslydemodulatealluser
symbols by applying a linear transformation to the received
signal.Anotherpopularapproachissuccessiveinterferencecan-
cellation(SIC)inwhichtheinterferingsignalofaparticularuser
is cancelled out after making a decision on that user’s symbol.
Many variants of interference cancellation exist in the litera-
ture, such as multistage interference cancellation [5]–[10], par-
allelinterferencecancellation(PIC)[11]–[13],andparallelarbi-
tratedsuccessiveinterferencecancellation(PASIC)[14],among
others. Most interference cancellation techniques use a linear
detector as a kernel to decide or update a user’s symbol be-
fore cancelling its contribution to the received signal. Interfer-
ence cancellation is attractivebecause of its low complexityand
reasonable performance in many practical multiaccess systems,
particularly when the number of users is less than the number of
dimensions (sometimes called the spreading length in the liter-
ature) of the signal space. Tutorial articles on multiuser detec-
tion are available with extensive reference lists [8], [15], [16].
Among the many suboptimal lower complexity alternatives to
maximum-likelihood, the sequential decoding algorithm [17],
cyclic decision feedback sequence detection [18], group detec-
tion [19]–[23] and detection based on interference cancellation
from tentative decisions [12], [24]–[27] deserve mention. An
extensive literature on multistage detection can be found in [11]
and [28]–[32] and the references therein.
In this work, we focus speciﬁcally on the situation where the
combined multiuser signal is passed through a known memo-
ryless nonlinearity, e.g., in the downlink RF power ampliﬁer
in a satellite communication system. The problem of multiuser
detection in the presence of nonlinearity has been studied in
[33]–[39] among others. The effects of certain nonlinearities
and nonlinear channels with memory have also been analyzed
in the related problem of equalization, in, e.g., [40, Ch. 11], and
references therein. The general approach to mitigate nonlinear
distortion is to precompensate for the nonlinearity at the trans-
mitter or use nonlinear equalization techniques to postcompen-
sate for the nonlinearity at the receiver’s demodulator. How-
ever, both pre- and postcompensation approaches suffer from
the problem of noise ampliﬁcation. For example, backing off or
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prewarping which will amplify any noise introduced by quan-
tization due to internal resolution requirements. On the other
hand, attenuation due to postcompensation at the demodulator
will lead to thermal noise dominating in the center of the ampli-
ﬁer characteristics. The problem of interference suppression in
nonlinearsystemsisveryinterestingbecauseitisone oftherea-
sons behind designing multiuser systems with large spreading
lengths and user signals that stay within the linear range of the
RF ampliﬁer. It is also expensive to design RF ampliﬁers with
a good linear range, and loss in performance is incurred due to
unaccounted or poorly compensated nonlinearity. From the the-
oretical perspective, it is also interesting to study this problem
for the purpose of deriving a generalized approach to interfer-
ence suppression.
Our approach to the problem of multiuser detection in the
presenceofsuchmemorylessnonlinearityistoexpresstheslope
of the probability of error at high SNR in terms of the struc-
ture of the signal constellation and use this perspective to guide
the development of a class of high-performance multiuser de-
tectors. As such, we develop a successive interference annul-
ment (SIA) detector that detects a particular user’s symbol at
each stage and annuls the effect of that user’s interference be-
fore moving on to the next stage. Successive interference annul-
ment for a nonlinear multiuser system is different from conven-
tional successive interference cancellation, since the effect of
an interfering user cannot simply be subtracted from the com-
bined multiuser signal. However a decision made on an inter-
fering user’s symbolcanbe used tonullifytheeffectof thatuser
for detection of subsequent user symbols. When the multiuser
systemislinear,theinterferenceisadditiveresultinginrecursive
symmetry and regularity of constellation structure. Therefore,
subtracting the detected user’s signal is tantamount to zooming
in on the right subconstellation for the next stage. This model
breaks ontheintroduction ofthenonlinearity, asthesubconstel-
lations are no longer symmetrical. The successive interference
annulmentschemesproposedinthisworkcreateadecodingtree
based on the overall constellation structure and zoom in recur-
sively to the right subconstellations based on the detected sym-
bols instead of algebraically subtracting out the detected user’s
interference. Thekey motivationbehindinterferenceannulment
is to generalize existing interference cancellation approaches to
include the possibility of nonlinearity and hence nonadditivein-
terference.
The organization of this paper is as follows. The system
model and general notation used are stated in Section II. The
asymptotic error exponent and the optimal afﬁne detector that
achieves the maximum asymptotic error exponent are proposed
in Section III. Successive interference annulment, which em-
ploys the optimal afﬁne detector as its kernel is proposed in
Section IV-A as a successive detection approach to multiuser
systems with memoryless nonlinearity. We also propose joint
successive interference annulment (JSIA) in Section IV-B and
its th order generalization in Section IV-C to exploit the
structural relationship between two or more consecutive users
in an ordered set to improve performance over SIA detection.
A decorrelating detector appropriate for nonlinear multiuser
systems in proposed in Section V. In this section, we also show
that certain classes of nonlinear systems can be equivalently
represented by a higher-order linear system. The optimal afﬁne
detector and therefore, the family of proposed interference
annulment detectors are analyzed in the presence of non-
linear noise in Section VI. Simulation results are presented
in Section VII. Finally, concluding remarks are presented in
Section VIII.
II. SYSTEM MODEL AND NOTATION
We assume a synchronous BPSK-signaling CDMA model
where represents the set of real-valued user
signals and are the user symbols. We
focus on nonlinear CDMA systems in which the combined
signal from all users is passed through a known memoryless
nonlinearity introduced, for example, by the power am-
pliﬁer in the downlink transmitter of a satellite communication
system. The user signals are assumed to be precisely known
and the channel is assumed to be nonfading. Any intersymbol
interference introduced by the channel is assumed to have been
compensated by a suitable equalizer, e.g., a decision feedback
equalizer [40]. The equivalent baseband received signal is
modeled as
(1)
where is a real-valued stationary white Gaussian noise
processofnoisevariance .The possible -tuples
are represented by the bit vectors , and
generate the multiuser signals .
Since we assume BPSK modulation, for notational ease, we
refer to the vector as a bit vector, even though, techni-
cally, it is a symbol vector, since and not
. Consider a vector space generated by an orthonormal
basis that spans the set of all possible
multiuser signals . The dimension of this vector
space, henceforth referred to as the constellation space, will
be at most . For the purpose of multiuser detection, it
is sufﬁcient to represent the nonlinear CDMA system mod-
eled in (1) in terms of its projection into the constellation
space. Wherever applicable, denotes the standard inner
product operation, e.g., and
denotes the standard norm. The received signal
and the noise are represented as the vectors and ,
respectively, in constellation space. The set of user signals
are represented by the vectors . Any mul-
tiuser signal , formed by the bit
combination , is represented as the vector
. Since there are
possible combinations of , the entire signal constellation
is completely deﬁned by the constellation points in the
-dimensional constellation space, represented as the vectors
. We also denote the -point subconstellation that has
the th user’s bit set to as . We have focused on the
BPSK signaling scheme solely for the purpose of simplifying
the model so that the concepts introduced in this work are
easier to visualize. If a more complicated signaling scheme,
e.g., -ary signaling or QAM is used, we can map the -user
system with the -ary or QAM signaling to a higher-order
BPSK system using an appropriate coding scheme. Therefore,
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any results in this work derived in the context of BPSK sig-
naling also holds for other signaling schemes. Similarly, we
have assumed any intersymbol interference introduced by the
channel to have been compensated by a suitable equalizer to
focus the model on the nonlinearity imposed on the combined
multiuser signal. Channel equalization is a widely researched
topic and [40]–[42] and references therein provide many ways
to compensate for channel interference.
III. THE OPTIMAL AFFINE DETECTOR
The asymptotic error exponent is deﬁned below as a quan-
titative measure of multiuser detector performance in the non-
linear CDMA system modeled in (1). For a multiuser system
without nonlinearity, the asymptotic error exponent reduces to
the asymptotic effective energy [1, p. 121].
Deﬁnition 3.1: Let be the BER of a multiuser detector
for use in the nonlinear CDMA system modeled in (1). The
asymptotic error exponent of the detector for the th user, de-
noted ,i sd e ﬁned as
(2)
when the limit exists, and measures the slope at which
decays to 0 on a logarithmic scale in the high signal-to-noise
ratio (SNR) limit.
Consider the BER achieved by an afﬁne detector that
outputsitsdecisionforthe thuseras ,with
and as design parameters. We denote
as the conditional probability of error given , and
, as the probability that was
sent. We index the possible combinations of the user
bits with the th user’s bit set to , i.e., the set of -tuples
as wherever applicable in the
sequel, which can be done, for example, lexicographically.
Assuming , , the BER, ,i s
given by
(3)
where can be expressed, after some algebra, as
(4)
where the summation has been taken over all constellation
points , .W ed e ﬁne, for the
moment
and
From the theory of large deviations [43], [44, Sec. 3.2], it can
be shown that as , , and hence ,
is dominated by the term in (4) that has a -function with the
minimum argument. It can be shown using similar reasoning as
in[45,pp.24–25]thattheBER foragivenafﬁnedetector
can be expressed in terms of as
(5)
where . Therefore, the asymptotic error
exponent foragivenafﬁnedetectorcanbeexpressedinterms
of as . We refer
to the optimal afﬁne detector for the th user as the afﬁne de-
tector that achieves the highest asymptotic error exponent for
the th user among all possible afﬁne detectors. We state the
following result, proved explicitly in the appendix, that relates
the performance of the optimal afﬁne detector to the structure
of the multiuser signal constellation.
Theorem 3.1: For a nonlinear system with a known mem-
oryless nonlinearity , the maximum asymptotic error ex-
ponent for the th user, , achievable by an afﬁne detector
is equal to one-fourth of the min-
imum distance squared between the convex hulls of the subcon-
stellations, and , denoted as , and
, respectively, i.e.,
(6)
where and are two points on and
, respectively, such that is the min-
imum distance squared between the convex hulls. The optimal
afﬁne detector will output bit estimates
(7)
where , being a scalar constant,
and .
Note that although are not necessarily unique, how-
ever, the minimum distance squared between the convex hulls,
i.e., , and the direction of the vector
are.Thisisbecausethemaximalseparatinghyperplanebetween
convex sets is unique. Thus, might depend on the speciﬁc
choice for , but the direction of is unique for a
given constellation. It is also noteworthy that the optimal afﬁne
detectorisageneralizationofthemaximalasymptoticefﬁciency
linear detector, ﬁrst introduced in [2] and reinterpreted in terms
of constellation structure in [46], to include the possibility of
a known but arbitrary nonlinearity. In absence of nonlinearity,
thesubconstellations and aresymmetricaround
theorigin.Therefore,themaximalseparatinghyperplanepasses
through the origin, which implies that for linear
multiuser systems and the optimal afﬁne detector reduces to
the optimal or maximal asymptotic efﬁciency linear detector in
[2]. It has also been shown in terms of user signals [2] and in-
dependently in terms of the constellation structure in [45, Ch.
4] that sufﬁciency conditions exists under which the optimal
linear detector reduces to the decorrelating detector. This hap-
pens when the minimum distance between the convex hulls of
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and is less than the minimum distance between
any two constellation points belonging to the respective sub-
constellations. Therefore, in this perspective, the decorrelating
detector commonly used in linear multiuser systems is a special
case of the optimal afﬁne detector. We also note that when the
convex hulls of the subconstellations in question overlap, The-
orem 3.1 still holds trivially, i.e., the minimum distance is now
zero. This implies that the asymptotic error exponent is zero,
and the bit-error-rate for the detector will hit an error ﬂoor as
the noise variance decays to zero, i.e., the optimal afﬁne de-
tector will not be near–far resistant in this case. The run-time
or detection complexity of the optimal afﬁne detector is linear
in the number of users. The design complexity of the optimal
afﬁne detector is exponential in the number of users, as it in-
volves solving the convex optimization problem of determining
the maximal separating hyperplane between the convex hulls of
two -point sets. This is a well-known convex optimization
problem frequently encountered in the literature and is tradi-
tionally solved using second-order cone programming (SOCP),
which is a special case of sequential quadratic programming
(SQP). It is outside the scope of this paper to discuss in detail
how we employ convex optimization tools to solve for the op-
timal afﬁne detector. However, this topic is well-researched in
the convex optimization literature and [47], [48] and references
therein can provide more information to the curious reader.
IV. SUCCESSIVE DETECTION FOR NONLINEAR
MULTIUSER SYSTEMS
In this section, we derive a family of successive interference
annulment detectors that exploit constellation structure to
derive better bit estimates at each stage of successive detec-
tion. Successive interference annulment is a generalization
of existing successive interference cancellation techniques
for linear multiuser systems to nonlinear multiuser systems
with a nonadditive interference model rather than a separate
approach. The successive interference annulment detector is
proposed in Section IV-A as a generalization over successive
interference cancellation. Then the joint successive interference
annulment detector is proposed in Section IV-B as an order
of improvement over the basic successive interference cancel-
lation. Section IV-C introduces the general approach to joint
successive interference annulment, as the MACE-JSIA
detector, which trades off complexity with performance gain
as a function of the design parameter . The SIA and JSIA
detectors are special cases of the MACE-JSIA detector for
1 and 2, respectively.
A. Successive Interference Annulment
Without loss of generality let be a given
ordering of users. Denote by the conditional proba-
bility that the th user’s symbol is correctly detected at the th
stage of successive detection, given that the users with signals
have been correctly detected in the ﬁrst
stages, i.e.,
Fig. 1. SIA decision regions for a two-user system with a known but arbitrary
nonlinearity.
Deﬁnition 4.1: Given an ordering , the asymptotic condi-
tional error exponent for the th user, denoted , is given by
(8)
For a given ordering of users, the SIA
detector is constructed as follows.
1) Step 1: Find any two points and such that
is the minimum distance squared between
the convex hulls of the subconstellations that have the ﬁrst
user’s symbol set to and , respectively. Then the
maximal asymptotic error exponent afﬁne detector for the
ﬁrst user is given by the vectors ,
and and is given by
.
2) Step 2: Now consider the two subconstellations that have
the ﬁrst user’s symbol set to and the second user’s
symbol set to and , respectively. Repeat step 1 for
these two subconstellations, i.e., determine the optimal
afﬁne detector for the reduced system formed by these
subconstellations with points each, and thus esti-
mate .
3) Repeat this process until each user’s symbol is detected.
TheSIAdetectorreducestothemaximalasymptoticconditional
efﬁciency SIC detector [45, Ch. 2] when the nonlinearity is
absent. It is noteworthy that the afﬁne detectors at the th stage
of SIA detection will be distinct for the possible decisions
on the ﬁrst users’ symbols. This is because, unlike linear
systems,thesubconstellationsconsideredatthe thstageofsuc-
cessive interferenceannulment havedifferent convex hull struc-
ture for different decisions made in the ﬁrst stages. Since
all the afﬁne detectors can be precomputed, a decoding tree can
beconstructed,whereatthe thlevelwehave nodesstoring
the afﬁne detectors for the different sub constellations. Figs. 1
and 2 show the decision regionsand decoding tree, respectively,
for a two-user system. The order of decoding is where
the constellation points have been indexed as . For nota-
tional simplicity we have denoted as and as ,
1, 2, 3.
The SIA detector optimizes the asymptotic conditional error
exponent for afﬁne detection at each stage of successive de-
coding for a given ordering of user signals. Therefore, the per-
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Fig. 2. Decoding tree.
formance of the SIA detector will depend upon the ordering .
The design complexity of the SIA detector is exponential in the
number of users. However, once constructed, the run-time com-
plexity of the SIA detector is linear in the number of users. The
key idea is to trade design complexity for run-time complexity
to achieve higher performance in terms of asymptotic multiuser
errorexponent.Theproposeddetectorcanbeusefulinsituations
where the signal constellation is sufﬁciently stable over time
that such design complexity need not be repeated or need only
be done infrequently, e.g., in satellite communication systems.
The SIA detector can be further optimized over all possible user
orderingstoachievethehighestasymptoticconditionalerrorex-
ponentateachstageofsuccessiveinterferenceannulment.How-
ever,sincenosymmetryassumptionscanbe madeaboutconvex
hull structure over the subconstellations considered at the
th stage, the complexity of deriving the optimized SIA detector
with the optimal ordering will be and may render
it impractical for sufﬁcientlylargesystems. It is noteworthy that
for systems with symmetric nonlinearity, if a symmetric sig-
naling scheme such as BPSK is used, the convex hull structures
of the sub constellations will be symmetric at the ﬁrst stage for
any user. However, even then, after the ﬁrst stage, the subcon-
stellations considered at the subsequent stages need not be sym-
metric in structure.
B. Joint Successive Interference Annulment
Joint successive interference cancellation (JSIC) was intro-
ducedforlinearsystemsin[49]asalinearcomplexitymultiuser
detector that exploits the joint information between successive
users in an ordered set to achieve higher performance at each
stage of successive detection that can be achieved by a linear
detector. The JSIC detector has been analyzed and optimized in
terms of the asymptotic conditional multiuser efﬁciency in [45,
Ch. 2] and [46]. In this section, we extend the concept of max-
imal asymptotic conditional efﬁciency joint successive interfer-
ence cancellation, or MACE-JSIC detection introduced in [46]
to nonlinear multiuser systems. Similar to MACE-JSIC detec-
tion,JSIAexploitsthejointinformationamongsuccessiveusers
in an ordered set to gain performance margins over the basic
SIA detector. We assume an ordering that
satisﬁes the property that the convex hulls of the subconstella-
tions with the th users bit set to and respectively, do not
overlap . The JSIA detector is a ﬁrst-order improvement to
the SIA detector in the sense that at each stage of detection it
looks at the four subconstellations jointly formed by the four
possible bit combinations of the th and th users. It then
decides on the bit of the th user based on which of these four
subconstellations the received signal vector is closest to. The
closest subconstellation is determined by checking against the
maximal separating hyperplanes between the four subconstella-
tions.Ifthenonlinearitywasabsent,thiswouldhavebeenequiv-
alent to the MACE-JSIC detector introduced in [46]. It has been
shown in [45] that under certain conditions the MACE-JSIC de-
tector, which is deﬁned only for linear systems, reduces to a
detector that projects the received signal in the space orthog-
onal to the remaining users and performs an LML detection at
each stage of detection. Conceptually, the JSIA detector gen-
eralizes this idea to nonlinear systems by considering the four
subconstellations formed by two users at a time at each stage
of detection and determining which subconstellation is geomet-
rically closest to the received vector. Let us denote the set of
two subconstellations that have the th user’s bit set to as
. Consider any pair of subconstellations
and andderivetheoptimalafﬁnedetector
deﬁnedbythemaximal separatinghyperplane between
and . We next set up a 2 2 table showing the optimal
afﬁne detector for the th entry, where
(or ) is the reduced bit vector for the th (or th) subcon-
stellation showing only the bits for users . We assume
thatrowentry isforindexingsubconstellationsin and
similarly, indexes subconstellations in . The JSIA al-
gorithmthendetectsthe thuser’sbitaccordingtothefollowing
algorithm:
1) Initialize , .
2) Perform a soft estimate for using the inner product
.
3) if , increment , else increment .
4) Repeat step 2 and output the computed value for as
the ﬁnal estimate.
Complexity: The complexity of designing the JSIA detector
is exponential in , the number of users. However, one de-
signed, the run-time complexity of the JSIA detector is linear
in the number of users, as in each stage of detection, it requires
only two inner product operations. Speciﬁcally, the complexity
of designing each of the four afﬁne detectors at the th stage of
detection is , and since there are decoding paths,
the overall design complexity is
We will state without proof the following lemma which relates
the performance of the JSIA and the SIA detectors in terms
of their asymptotic conditional error exponents for a given or-
dering of user signals. The proof is straightforward utilizing the
fact that the minimum distance between convex sets is strictly
less than the minimum distance between any two convex sub-
sets of these sets.
Lemma4.1: Foragivenordering ,theJSIAdetectoralways
achieves higher asymptotic conditional error exponent at each
stage of detection than the corresponding SIA detector.
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C. Generalized Maximal Asymptotic Conditional Error
Exponent Joint Successive Interference Annulment
The MACE-JSIC detector has been introduced in [45,
Ch. 2] in the context of linear systems and analyzed in terms
of its performance in [46]. The MACE-JSIC detector ﬁrst
obtains soft estimates for the th user, based on the
possible subconstellations considered at the th stage of
detection. Then it performs a local ML search over these
estimates. We can generalize the idea to non linear systems
and derive the detector that maximizes the conditional asymp-
totic error exponent at each stage by considering the joint
interference of users at a time. The key idea is to consider
the subconstellations formed by the next users at each
stage of successive interference annulment, and detect the th
user’s bit based on which subconstellation is geometrically
closest to the received signal vector. We will denote this
generalized maximal asymptotic conditional error exponent
JSIA detector as MACE-JSIA detector. By construction,
the MACE-JSIA(1) detector is identical to the SIA detector,
the MACE-JSIA(2) detector is identical to the JSIA detector,
and MACE-JSIA is identical to the maximum-likelihood
(ML) or the optimal detector for each user, which achieves
the minimum bound for the probability of error [1]. Thus,
by choosing an appropriate value for we can tradeoff de-
tection complexity with performance gain, the increase in
gain measured by the increase in asymptotic conditional error
exponent. However, as increases, the design complexity
of the MACE-JSIA increases exponentially with , thus
rendering the MACE-JSIA detector difﬁcult for imple-
mentation in real-life systems for high values of . However,
the MACE-JSIA detector is extremely interesting from
the theoretical perspective since it covers the spectrum from
linear complexity interference annulment to exponential com-
plexity ML detection for each user with monotonic increase
in performance as increases. It is also noteworthy that on
removal of the nonlinearity, the MACE-JSIA detector
reduces to the MACE-JSIC detector, which in turn, under
speciﬁc conditions on the subconstellation structure, reduces
to the decorrelating SIC detector for [45, Ch. 4].
Therefore, the MACE-JSIA detector is a generalization
of successive detection to multiuser systems with a known
arbitary memoryless nonlinearity from the perspective of mul-
tiuser asymptotic error exponent of the conditional probability
of error at each stage. Depending on detector order and
constellation structure, the decorrelator and the ML detector
fall out as special cases of the MACE-JSIA detector.
Hence, though complex to design for higher values of ,
we describe the MACE-JSIC detector here explicitly for
the sake of completeness of this work. The MACE-JSIA
detector is set up as follows. At the th stage of successive
detection, we consider the subconstellations, being a
design parameter, obtained by the possible bit combinations
of . We denote this set of subconstellations
as and the subconstellations belonging to that have
the th user’s bit set to as . Consider any pair of
subconstellations and and derive
the optimal afﬁne detector, ,d e ﬁned by the maximal
TABLE I
COMPARISON OF SIA, JSIA, MACE-JSIA(m) AND SIC ALGORITHMS
separating hyperplane between and . Since
there will be such pairs, there will be
such afﬁne detectors, which we index as
, where (or ) is the reduced bit vector
for the th (or th) subconstellation showing only the bits for
users . We next set up a table
showing for the th entry. Since the system
is nonlinear we cannot assume any symmetry between these
subconstellations for different decoding paths, i.e., we must
set up a decoding tree and store the table for
each decoding path. We assume that row entry is for indexing
subconstellations in and similarly, indexes subcon-
stellations in . The MACE-JSIA algorithm then
detects the th user’s bit according to the following algorithm:
1) Initialize , .
2) Computethetranslatedvector .
3) Perform a soft estimate for using the inner product
.
4) if , increment , else increment .
5) Repeat steps 2 through 3 until it is not possible to
increment (or ), i.e., we reach either or
at Step 3. Then the current value for is output
as the ﬁnal estimate.
Complexity: The complexity of designing the
MACE-JSIA detector is exponential in , the
number of users. However, the run-time complexity of the JSIA
detector is , as in each stage of detection, it performs
inner product operations. Speciﬁcally, the complexity of
designing each of the afﬁne detectors at the th stage
of detection is , and since there are
decoding paths, the overall decoding paths the overall design
complexity is
Table I summarizes the different successive annulment tech-
niques proposed in this section.
V. DECORRELATION FOR NONLINEAR MULTIUSER SYSTEMS
It follows from Property 9.1 given in the appendix that the
minimumdistancevectortoaconvexhullfromanexternalpoint
is orthogonal to the closest facet unless the closest facet itself
consists of a single point in the convex set. Treating as
the external point to the convex hulls , we con-
clude that is orthogonal to the closest facets and
of and respectively unless (or
or both) consists only of a constellation point. Consider the
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Fig. 3. Decorrelation for a three-user system with a known but arbitrary non-
linearity.
tangential hyperplanes and such that and
, respectively, that separate , as shown
in Fig. 3. For notational simplicity, we have denoted as
and as . The direction of the optimal afﬁne detector
for the ﬁrst user is given by where
is any positive scalar. We note that by shifting the origin to ,
we can construct as a linear detector that projects the re-
ceived signal in a direction orthogonal to the subspaces and
. This motivates us to ﬁnd a basis set of signals that span a
subspace that is orthogonal to . It has been shown [2] for
linear systems with linearly independent user signals that sufﬁ-
cient conditions exist under which the maximal asymptotic efﬁ-
ciencylineardetectorreducestothedecorrelator[1].Thedecor-
relator simply projects the received signal in a direction that is
orthogonal to the space of the interfering users. We now de-
rive a decorrelating transformation for a nonlinear system with
a known, but arbitrary, memoryless nonlinearity as follows.
We again consider the continuous time model of a nonlinear
multiuser system given in (1). The noise-free received signal
corresponding to the bit vector is
given by
(9)
We derive the class of possible signals by
applying the following transformation:
if
if
(10)
i.e., . The decorrelating detector for
the th user is given by
(11)
where is orthogonal to the space spanned by . There-
fore, for to exist cannot lie entirely in the span of
. Note that when the nonlinearity is removed, we have
and we obtain the conventional decorrelator for the th user in
a linear multiuser system.
The decorrelator given in (11) is more of theoretical interest
as it is difﬁcult to implement, since needs to be evaluated
separately for each , and the overall complexity of designing
this detector is , which may be prohibitively expen-
sive to implement for large . In this section we introduce a
technique for constructing a basis for the constellation space of
weakly nonlinear systems. By “weakly nonlinear systems,” we
speciﬁcally mean those nonlinear multiuser systems for which
the signal space, i.e., the space spanned by the user signals,
is a subspace of the constellation space. We have explained in
Section VII how this class of nonlinear systems model the RF
nonlinearity in real-life constellations using chip waveforms. In
this setup, we are representing a nonlinear -user system using
a higher order -user linear system, where . Therefore,
we are effectively imposing a systematic code on the
system in which the ﬁrst symbols are identical to the sym-
bols actually sent by the users, and the remaining
symbols are a nonlinear function of the ﬁrst symbols. Once
theequivalent -userlinearsystem isderived,we canconstruct
a linear detector, similar to a decorrelator, for the nonlinear
system. For multiuser systems with this form of weak nonlin-
earity, the basis of the constellation space is assumed to span
the user signals themselves, and a simple scheme to derive the
basis is shown below.
1) First, assign the signals to the basis.
2) Take the modiﬁed set of multiuser signals
where is the th bit of the bit vector . Indexing the
possiblebitvectorsas ,the modiﬁedmultiuser
signals will be represented as .
3) Consider the multiuser signal corresponding to
the bit vector , where
that has the highest energy among all of the modiﬁed mul-
tiuser signals. Choose the signal
, where , as the next
signal in the basis for the constellation space, i.e., ﬁnd the
projection of along the direction orthogonal to
the existing basis . The modiﬁed basis is now
4) Now consider the reduced set of multiuser signals
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where subtractiondenotesset difference,and ﬁndthecom-
ponent withhighestenergyin orthogonaltotheex-
isting basis . Modify the existing basis to include ,
i.e.,
5) Repeat the last step until all dimensions are covered,
where is the dimension of ,
. The ﬁnal basis is given by
Note that is not an orthonormal basis, which is not es-
sential for decorrelation.
The decorrelating detector for the nonlinear system will now be
given as the decorrelator for the ﬁrst signals in the modiﬁed
system with
as its basis. The received signal is equivalently given by the
vector , where , , where
is the th signal in , i.e., , ,
, . Let be the autocorrelation
matrix of the system with signals in . Then the decorrelated
bit vector will be given as
and the individual bit estimates will be given by the ﬁrst ele-
ments of . Note that since , we need to decode only the
ﬁrst bitsinthismodiﬁedsystem.The remainingsig-
nals are only used to account for the nonlinearity in the system.
It can be veriﬁed that in the absence of the nonlinearity ,
this decorrelator for nonlinear multiuser systems reduces to the
decorrelator for linear systems, given in [2]. To derive the ex-
panded basis set is an operation. Thus, the design
complexity of this decorrelator for nonlinear systems is expo-
nential in the number of users, which is expected, as the non-
linearity destroys the linear relationship in which the user
signals are combined. However, the run-time complexity of this
decorrelatoris innerproducts,i.e.,linearinthenumberof
users, each inner product involving multiplies, and addi-
tions, beingthedimensionof .Inthesequelweexaminethe
tradeoff between the design complexity and performance im-
provement in terms of asymptotic error exponent.
A. Design Criterion for Setting Up the Decorrelator
The decorrelator for nonlinear systems requires setting up
a basis with dimension such that .W e
represent the nonlinear system as an equivalent linear system
with users in which the ﬁrst users have the same
symbols as the original system, and the last symbols
are a nonlinear function of the ﬁrst users. Then we detect the
symbols of the ﬁrst users using a decorrelator for the equiva-
lent linear system. In the worst case, however, can be as high
as , when the constellation space is orthogonal to the
actual user signals . For the decorrelator detector for
nonlinear systems, we therefore constrain that the signal space,
i.e., the vector space spanned by , is a subspace
of the constellation space, i.e., the vector space spanned by
the multiuser signals. With this constraint, the worst-case
value for is , which is still exponential in the number
of users. Suppose we do not derive the entire equivalent basis
,
but limit it to dimension , and construct a
decorrelator for the linear system with signals
. We are interested
in ﬁnding a relationship between and the asymptotic error
exponent so that we can trade detection complexity for detector
performance.Wewillrefertothedecorrelatorwiththefullbasis
as the nonlinear decorrelating SIC or DSIC detector.
The decorrelator with the truncated basis
henceforth referred to as DSIC , detects the th
user’s symbol as , where
. In vector space notation, if
is the received signal represented in , i.e.,
, and is the th row of , where
is the autocorrelation matrix of the signals
, then
DSIC (12)
It is noteworthy that when we use as the basis in-
stead of , we are ignoring the effect of the multiuser
signals , denoted as ,
that have nonzero components in the subspace spanned
by . There will be
such multiuser signals , and we denote them
as . In the worst case, the projections of
the signals in along will add constructively as inter-
ference, and the asymptotic error exponent of the DSIC
detector will be reduced by a term equal to the worst-case
interference. Mathematically, the asymptotic error exponent of
the DSIC detector for the th user, denoted as ,i s
related to the asymptotic error exponent of the nDSIC detector,
denoted as ,a s
(13)
B. Comparison Between the MACE-JSIA and
Approaches
The basic difference between the MACE-JSIA (and
hence, SIA and JSIA) and nDSIC approaches is that the former
is a successive interference annulment technique and hence is
a successive detection approach, while the DSIC is a gener-
alization of the decorrelation approach to multiuser detection.
MACE-JSIA detection exploits the nonlinearity to recursively
zoom into the right group of subconstellations while the latter
uses knowledge of the nonlinear system to project the received
signal in a direction orthogonal to the interference introduced
by the nonlinearity. Another important difference is that the
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DISC assumes that the user signals are linearly indepen-
dent, otherwise it will not be possible to ﬁnd a projection of any
user signal in a direction orthogonal to the rest. The SIA, JSIA,
and MACE-JSIA detectors depend only on the constella-
tion structure, and hence, will work even if the user signals are
linearly dependent. The design complexity of both approaches
is exponential in the number of users, but the run-time com-
plexity of the DSIC scales linearly with while that of
the MACE-JSIA detector scales exponentially with . But
the design parameter must be greater than , the number
of users, whereas only needs to be any positive integer. We
also note that the DSIC detector is useful for the scenario
where the multiuser system is dynamically changing, i.e., the
rate of user’s entering and leaving the system is high. The
exponential design complexity renders the MACE-JSIA family
of detectors difﬁcult to redesign every time the constellation
changes for this scenario. When the signal set changes, we
will need an exponential complexity operation to accurately
derive the new truncated basis, as the nonlinear components of
multiuser interference will change. However, if the system is
assumed to stay weakly nonlinear, i.e., the signal space is still
a subspace of the constellation space, then we can reasonably
expect the principal nonlinear components to not change dras-
tically upon introduction or removal of another user. Under
this assumption, once the DSIC basis is set up, we can
update the basis in an operation when the user signal
set changes, and perform the exponential complexity full basis
update occasionally depending on hardware constraints. For
example, when a current user leaves the system, the basis
signals are updated as
and the changed basis is given by
. Similarly, the changed
decorrelating vectors simply can be updated by subtracting
out the contribution of leaving user’s signal. When a new user
with signal enters the system, an ad hoc but dynamic
solution for updating the basis will be to simply add the new
user’s signal and throw out the last, and by construction, lowest
nonlinear component from the old basis. Therefore, the new
basis will be given as
where plus and minus signs indicate set addition and subtrac-
tion, respectively. The decorrelating vector for each existing
signal is now updated by subtracting off any contribution
of ,a n operation. The decorrelating vector for
the new user will be given by the component of that
is orthogonal to old basis with the last entry removed, also
an operation. The SIA, JSIA, and MACE-JSIA de-
tectors depend only on the constellation structure, and hence,
will work even if the user signals are linearly dependent. the
DSIC detector works on the principle of projecting the
received signal in a direction orthogonal to the interference due
to the other signals and the extra dimensions introduced by the
nonlinearity. Hence, the DISC assumes that the user sig-
nals are linearly independent, otherwise it will not be possible
to ﬁnd a projection of any user signal in a direction orthogonal
to the rest.
VI. PERFORMANCE BOUNDS IN PRESENCE OF NOISE
WITHIN THE NONLINEARITY
In this section, we consider the situation where there is noise
inside the nonlinear function , e.g., noise introduced by the
RF ampliﬁer itself, or noise introduced by uncertainties on the
user signals. The mathematical model for the nonlinear mul-
tiuser system is given in (1) and is repeated here for conve-
nience. The received signal is modeled as
(14)
where is a real-valued stationary white Gaussian noise
process of noise variance , introduced as an additive noise
by the channel. We wish to introduce another noise source
inside the nonlinear function to account for noise sources that
are not additive and pass through the memoryless nonlinearity
. We modify the multiuser system model from that given in
(1) as follows:
(15)
where is a real-valued stationary white Gaussian noise
process of noise variance . We can express the multiuser
system model given by (15) in an appropriate constellation
space , spanned by the multiuser signals
We will assume that the user signals are known to within pre-
dictable limits such that any uncertainties that lie outside are
minimal. Expanding in a Taylor series expansion, we ob-
tain
H.O.T. (16)
where . Expressing (16) in constella-
tion space , and ignoring the higher order terms of the Taylor
series, we get
(17)
where , is a Gaussian random vector whose
covariance depends on the bit vector . Assuming that the
individual time samples and are independent, the
covariance matrix, , is a diagonal matrix with
Thus, in the modiﬁed model we now have a Gaussian random
vector centered around each constellation point with a co-
variance that depends on the bit vector corresponding to that
constellation point. We expect that the slope of will be
similar for constellation points that are neighbors of each other
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as the time-varying magnitudes of the multiuser signals cor-
responding to neighboring constellation points will be similar.
Therefore, we assume that is locally independent of .W e
also recall from the proof of Theorem 3.1 that the feasibility
set of the convex optimization problem stated in (6) are the
constellation points that lie on the facets of the convex hulls of
thatare closestto each other. We will evaluatethe mean
of over the constellation points that lie in the feasibility set.
Let this mean be . Then the model given in (16) reduces to
(18)
where is a Gaussian random vector whose
covariance depends on the local multiuser signals corre-
sponding to the constellation points in the feasibility space. We
caninvestigatesuchnonlinearmultiusersystemsasgivenin(18)
in two limiting cases. We can either ignore the additive channel
noise when it is small relative to the noise introduced by
the nonlinearity or vice versa. The asymptotic analysis of the
performance of the detector when the channel noise dominates
has already been addressed in this work in Section III. We will
brieﬂy explore the case where the noise introduced by the non-
linearity is dominant. The multiuser system model then reduces
to the following model:
(19)
where the additive noise has been assumed small enough to
be ignored. The nonstationary nature of can be removed by
using a stationarizing ﬁlter on the system, i.e., by applying the
linear transformation
(20)
where is the stationarizing ﬁlter.
Now the modiﬁed system reduces to the original mathematical
model given by (14) expressed in constellation space. There-
fore, the analysis for noise inside the nonlinearity reduces to an
identical analysis for additive channel noise after passing the
system through a stationarizing ﬁlter. The case where the ad-
ditive channel noise and the noise through the nonlinearity are
both comparable is signiﬁcantly more complex and outside the
scope of this work. We now derive some bounds on the per-
formance of the optimal afﬁne detector and hence of the JSIA
detector in the presence of the noise sources deﬁned in
(17). We will enumerate the noise sources, , for all
possible bit vectors as and label the corre-
sponding bit vectors as and as . Note that
each noise source has a nonstationary component along
each temporal dimension , given by the diagonal
covariance . Therefore, we must have
It is noteworthy that the asymptotic analysis in [45, pp. 35–36],
and used in Section III is based on the asymptotic behavior of
the system as the variance of the additive noise process
decays to zero. Since and are mutually independent,
the same analysis holds for a particular instance of . The
optimal afﬁne detector for the th user similarly solves for the
minimum distance vector between the convex hulls of the sub-
constellations that differ in the th bit. The main difference is
that the constellation points themselves are not ﬁxed but given
by the following model:
(21)
Therefore, instead of a ﬁxed value for the minimum distance,
, between the convex hulls of , we will have a dis-
tribution for that will depend on the joint distribution of
the Gaussian vectors . We may ﬁnd the expected
value of and derive some performance bounds on the op-
timalafﬁnedetectorbasedonthisexpectedvalue.Forsimplicity
of notation, we denote , and .
Let and index the con-
stellation points belonging to the subconstellations and
respectively. Now, we must have (22), shown at the
bottom of the next page. Taking the expectation on both sides,
and since the noise vectors are mutually in-
dependent and independent of the constellation points they are
centered on, (22), shown at the bottom of the page, reduces to
(23), shown at the bottom of the next page. Since ,
, , and , we must have
(22)
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and hence, we get the inequality [see (24) shown at the bottom
ofthepage]. Whenvarianceofthenoiseprocess decaysto
zero, the variance of the individual noise vectors
, the expectation
reduces to for the ﬁxed constellation without noise within
the nonlinearity.
VII. SIMULATION RESULTS
In this section, we present numerical evidence to support the
theoreticalassertionswehavemadeaboutthedetectorsproposed
in this work. Numerical simulations were run over several non-
linear multiuser systemsto test theperformance ofthe proposed
detectors.The functionwasusedtomodelthedownlink
memorylessnonlinearity,asitcloselymodelstheS-shapedcurve
oftheRFnonlinearitythatexistincurrentmultiusersystems.All
multiusersystemsweresimulatedbyrandomlygeneratedsignal
vectors of dimension which were additively combined and
then passed through the nonlinearity. This is a reason-
able approximation to real-life multiuser systems where user
signaturesaregeneratedover -lengthchipwaveforms,andthe
combined multiuser signal is passed real-time through the RF
nonlinearity. Since the dimension of the constellation space is
ﬁxedbythespreadinglength ,byconstruction,thesignalspace
isasubspaceoftheconstellationspace.Allerrorratesweregen-
erated by averaging over randomly generated BPSK bitstreams.
Figs.4and5showthebit-error-rateandthejointerrorprobability
of a randomly generated ten-user system with sixty-four dimen-
sions. Fig. 6 shows the BER of the ﬁrst user for a ﬁve user non-
Fig. 4. Averaged bit-error-rate for a nonlinear system with ten users and sixty-
four dimensions.
linear system for the SIC, JSIC,and MACE-JSIA detectors
for 1,2,3,4.Theperformanceoftheproposeddetectorsare
comparedagainsttheconventionalSICdetectorandtheJSICde-
tector which do not use any knowledge of the nonlinearity. The
MLdetectorperformanceisgivenasalowerbound.Weobserve
thattheSIAdetectorconsistentlyoutperformsitsSICequivalent.
We also observe that the JSIA detector consistently gives supe-
rior performance to the SIA detector a high SNR. This is ex-
pected according to Lemma 4.1. We have also tested the per-
formance of the DSIC detector over randomized user sig-
natures and averaged the BER performance over randomized
BPSK bitstreams. Fig. 7 shows the BER of an nDSIC(7) plotted
(23)
(24)
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Fig. 5. Joint errorrateforanonlinearsystemwith tenusersand64dimensions.
Fig. 6. BER for a nonlinear system with ﬁve users and eight dimensions.
against the SNR for a randomized nonlinear system where the
maximumlossinmultiusersignalenergyduetothenonlinearity
is 67.88%. The performance of the ML, SIA and JSIA detectors
are shown as a reference. Finally, we give the simulation per-
formance of a nonlinear system where the noise is introduced
inside the nonlinearity, but all detectors are blind to this non-
linear noise perturbation. Fig. 8 shows the BER performance of
the SIC, JSIC, SIA, and JSIA detectors against the performance
oftheMLdetector.AsexpectedtheperformanceoftheSIAand
JSIA detectors are signiﬁcantly better than that of SIC or JSIC
since they take into account the constellation structure and the
performance goes up as the SNR increases since the nonlinear
noise ﬁlters out.
VIII. CONCLUSION
A generalized concept of interference suppression is intro-
duced for multiuser systems with a known nonlinearity, such as
in the downlink ampliﬁer of a satellite communication system.
The notion of successive interference annulment introduced in
Fig. 7. Simulation results for the nDSIC[7] detector for a nonlinear system
with four users and eight dimensions.
this work is a generalization of successive interference can-
cellation to nonlinear multiuser systems. Conventional SIC ap-
proaches fail for nonlinear systems because we cannot simply
subtract out the contribution of a user’s signal after detecting
that user’s symbol, as the multiuser interference is combined in
anonlinear,ratherthanadditivefashion.Successiveinterference
annulment takes this nonadditive interference model into ac-
count and uses the detected symbol to decide which subconstel-
lationmostlikelycontainstheconstellationpointcorresponding
to the combined multiuser signal. The key difference between
successive interference annulment and SIC detection is, we ac-
count for the nonlinearity, rather than ignore it, by looking at
the subconstellation structure, which, for nonlinear systems is
not symmetric across different decoding paths. We also analyze
the performance of the proposed multiuser detectors in terms of
their asymptotic multiuser error exponents, which reduce to the
asymptotic multiuser effective energies for the respective de-
tectors in the absence of nonlinearity. The asymptotic condi-
tional error exponent is introduced as a quantitative measure to
evaluate nonlinear multiuser detectors based on the conditional
probability of error at each stage of successive detection at high
SNR. We have introduced the optimal afﬁne detector, which
maximizes the asymptotic multiuser error exponent for a given
user, as a generalization of the maximal asymptotic efﬁciency
lineardetector[2],[46]tononlinearmultiusersystems.Wehave
also introduced the SIA detector that employs the optimal afﬁne
detector as a kernel and hence, maximizes the asymptotic con-
ditional error exponent at each stage of successive detection.
We have introduced the concept of JSIA, as a generalization of
the MACE-JSIC detector in [46], which takes into account the
joint structural relationship between two consecutive user sig-
nals in an ordered set to render better detection estimates. The
jointsuccessiveinterferenceannulmentdetectorbydesigngives
strictly higher asymptotic conditional error exponent over suc-
cessive interference annulment. We also introduce the concept
of maximal asymptotic error exponent joint successive interfer-
ence annulment MACE-JSIA for nonlinear systems, and
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Fig. 8. Simulation results for a nonlinear system with three users and three dimensions with nonlinear noise perturbations.
have shown that the SIA and JSIA detectors fall out as special
cases of the MACE-JSIA detector for and .
We have also introduced the nDSIC detector which expresses
the nonlinear multiuser system as a higher-order linear system
and performs a decorrelation over the linearized system. The
motivationforderivingthenDSICdetectoristhatithasscalable
design complexity which renders it more practical for imple-
mentation in practical systems. Finally we analyze the optimal
afﬁne detector in the presence of noise passed through the non-
linearity, such as that introduced in the electronics prior to am-
pliﬁcation. We have shown that the optimal afﬁne detector, and
hence the maximal asymptotic error exponent successive inter-
ference annulment detector may be derived in the paradigm of
additive channel noise or nonadditive noise introduced prior to,
and passed through, the nonlinearity. We have derived bounds
on the expected performance of the optimal afﬁne detector in
the presence of nonadditive noise present within the nonlin-
earity and have shown that in the limit as the variance of the
nonadditiveb noise process decays to zero, the maximal asymp-
totic error exponent reduces to that of a multiuser system with
a ﬁxed constellation that is effectively corrupted by an additive
noise.
APPENDIX
PROOF OF THEOREM 3.1
Wherever applicable, we shall use the following notation:
• denotes an estimate of the bit ;
• denotes the point corresponding to the vector in
signal space; unless stated otherwise, any vector is as-
sumed to be centered at the origin with the tip at ;
• denotes the convex hull of the constellation ;
• denotes the minimum Euclidean distance
from the vector to .
Before we proceed, we state the following well-known prop-
erty of convex sets [50, Theorem 1, p. 69], which will be used
throughout the proof.
Fig. 9. Illustration of Property 9.1.
Property 9.1: If is the minimum distance vector from
the origin to a convex set and is a point in ,
then . Equality is achieved only when the
pointliesonthehyperplaneorthogonalto .Thisisgraphically
illustrated in Fig. 9, where, for the point ,w eh a v e
and for the point ,w eh a v e
.
Proof of Theorem 3.1: Let ,
and let and be convex sets such that
i.e., and are the facets (or points) of and
, respectively, that are closest to each other. Note
that by construction, and ,
and .
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Fig. 10. Optimal afﬁne detector for a three-user system with a known but arbi-
trary nonlinearity: Case i).
Case i): and , i.e., neither of the
closest facets of the convex hulls in question consist of a single
constellation point.
Using Property 9.1 we can see that for any
, we must have , and similarly,
for any .N o w
for any ,w eh a v e
(25)
Similarly, for any , .
For any , , from Property 9.1, we have
(26)
since and
(27)
Similarly, for any , we get
. Therefore, we conclude
(28)
We now show that is the maximum achievable
among all possible afﬁne detectors. In other
words, we show that the afﬁne detector deﬁned by the hyper-
plane that is orthogonal to the minimum distance vector
between the convex hulls of (see Fig. 10) indeed
achieves the highest possible . Note that the
hyperplane is unique, since the minimum distance between
the convex hulls is unique [50, p. 69]. But and are not
necessarily unique, as and are not unique in general. In
the special case where at least one of and is actually
a constellation point, as shown, for example, in Fig. 11,
and will be unique. First let us ﬁx and maximize
over , i.e., we ﬁnd the optimal hy-
perplane passing through for which the asymptotic error
exponent for the th user is maximized. Suppose the optimal
is not . Then, we break up into components parallel
and perpendicular to as . Since and
are both less than , for , we get
(29)
Consider the hyperplane along that partitions each
of the convex sets and into two convex subsets. Now,
depends on which side of ,
lies. Since bipartitions , as shown in Fig. 10, there must
existatleastone suchthat .
Equality is achieved only in the exceptional case that
, as shown in Fig. 11, and treated in Case
(ii). Therefore, we must have , for
this , and by the deﬁnition of we have
that . Similarly, we can show that
. Therefore
(30)
Now we ﬁx and change from and evaluate the
corresponding change in . Let be the hy-
perplane orthogonal to and passing through .W e
consider such that
, i.e., we consider the constellation point in
that subtends the minimum projection in the direction
of , e.g., the constellation point corresponding to the bit
vector in Fig. 12. Without loss of generality we as-
sume , i.e., the point corresponding
to lies to the right of as shown in Fig. 12. If it were
otherwise, then will be negative and
we will consider and instead.
Now, we must have
(31)
By deﬁnition and
therefore, we must have . Thus,
the afﬁne detector with parameters and achieves the
highest possible , which is equal to . Since
and hence are independent
of as we take normalized inner products,
where is an arbitrary scalar constant and .
Case ii): Either or , i.e., one of
the closest facets of the convex hulls in question consists of a
single constellation point. From the deﬁnition of convex hull, if
or consistofonlyapoint,itmustbeapointbelongingto
thesetofconstellationpointswhoseconvexhullsaretheconvex
sets in question. Without loss of generality, we assume that
.ThissituationisillustratedinFig.11.Since
, from the deﬁnition of , must be a constellation
point. It follows from Property 9.1 that
. For any , we must have
(32)
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Fig. 11. Optimal afﬁne detector for a three-user system with a known but arbi-
trary nonlinearity: Case ii).
Fig. 12. Illustration showing v when a = a .
Therefore, we must have
(33)
Using similar reasoning we also have
(34)
Now we ﬁx and change from and evaluate the corre-
sponding change in .I f
, then we must have
(35)
If , we consider
and using similar reasoning
(36)
Therefore, for this case as well, the afﬁne detector that maxi-
mizes the asymptotic error exponent is given by the set of vec-
tors .
Case iii): Both and , i.e., the
closest distance between the convex hulls is question is equal to
the distance between the constellation points represented by
and . Using reasoning similar to Case ii) we can show that
(37)
Combining all three cases, we see that is max-
imized by . Therefore, the maximum asymptotic error
exponent is given by
(38)
and the optimal afﬁne detector will be given by ,
, and .
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