beta process ͉ dielectric ͉ hydration ͉ solvent P roteins are dynamic systems that interact strongly with their environment (1). Most texts and publications show proteins in unique conformations and naked, without hydration shell and bulk solvent, while fluctuations are rarely mentioned. The unified model of protein dynamics presented here is a radical departure from this picture. In this model, the protein provides the structure for the biological function, but it is dynamically passive. The fluctuations in the bulk solvent power and control the large-scale motions and shape changes of the protein in a diffusive manner (2-4), whereas the fluctuations in the hydration shell power and control the internal protein motions such as ligand migration (5, 6). The hydration shell consists of Ϸ2 layers of water that surround proteins as shown in Fig. 1 (7-12) . Protein functions depend on the degree of hydration, h, defined as the weight ratio of water to protein. Dehydrated proteins do not function. Some proteins begin to work at h Ϸ 0.2 (11) but full function may require h Ͼ 1. The controls exerted by the bulk solvent and the hydration shell are possible because the protein interior is fluid-like (13); the intrinsic viscosity of a protein is small, about like water (14-16). The image of the protein being essentially passive and being slaved to the environment is not an idle speculation. It is based on experiments using myoglobin (Mb) that led to the seminal concepts that underlie the present work: (i) Proteins do not exist in a unique conformation; they can assume a very large number of conformational substates (CS) (17, 18). (ii) The CS can be described by an energy landscape (17). (iii) The landscape is organized in a hierarchy; there are energy valleys within energy valleys within energy valleys (19). The description of the effects of the bulk solvent and the hydration shell is based on these concepts. Because knowledge of the fluctuations in glass-forming liquids and of the energy landscape of proteins is essential for understanding these results, we discuss these topics first.
beta process ͉ dielectric ͉ hydration ͉ solvent P roteins are dynamic systems that interact strongly with their environment (1) . Most texts and publications show proteins in unique conformations and naked, without hydration shell and bulk solvent, while fluctuations are rarely mentioned. The unified model of protein dynamics presented here is a radical departure from this picture. In this model, the protein provides the structure for the biological function, but it is dynamically passive. The fluctuations in the bulk solvent power and control the large-scale motions and shape changes of the protein in a diffusive manner (2) (3) (4) , whereas the fluctuations in the hydration shell power and control the internal protein motions such as ligand migration (5, 6) . The hydration shell consists of Ϸ2 layers of water that surround proteins as shown in Fig. 1 (7) (8) (9) (10) (11) (12) . Protein functions depend on the degree of hydration, h, defined as the weight ratio of water to protein. Dehydrated proteins do not function. Some proteins begin to work at h Ϸ 0.2 (11) but full function may require h Ͼ 1. The controls exerted by the bulk solvent and the hydration shell are possible because the protein interior is fluid-like (13); the intrinsic viscosity of a protein is small, about like water (14) (15) (16) . The image of the protein being essentially passive and being slaved to the environment is not an idle speculation. It is based on experiments using myoglobin (Mb) that led to the seminal concepts that underlie the present work: (i) Proteins do not exist in a unique conformation; they can assume a very large number of conformational substates (CS) (17, 18) . (ii) The CS can be described by an energy landscape (17) . (iii) The landscape is organized in a hierarchy; there are energy valleys within energy valleys within energy valleys (19) . The description of the effects of the bulk solvent and the hydration shell is based on these concepts. Because knowledge of the fluctuations in glass-forming liquids and of the energy landscape of proteins is essential for understanding these results, we discuss these topics first.
The ␣ and ␤ Processes (20, 21) Glass-forming liquids have two types of equilibrium fluctuations, ␣ and ␤.* One tool to study these fluctuations is dielectric relaxation spectroscopy (21) . The sample is placed in a capacitor, a sine-wave voltage U 1 () of frequency is applied, and the resulting current is converted into a voltage U 2 () that characterizes the dielectric spectrum. Our spectra exhibit two prominent peaks that characterize ␣, or primary, and ␤, or secondary, relaxations. The ␣ process describes structural fluctuations. The mechanical Maxwell relation,
connects the rate coefficient k ␣ (T) for the ␣ fluctuations to the viscosity (T). Here, G 0 is the infinite-frequency shear modulus that depends only weakly on temperature and on the material.
Author contributions: H.F., G.C., J.B., P.W.F., H.J., B.H.M., I.R.S., J.S., and R.D.Y. designed research, performed research, contributed new reagents/analytic tools, analyzed data, and wrote the paper. In a solid, where the viscosity is extremely large, Eq. 1 implies that the ␣ fluctuations are essentially absent. The rate coefficient k ␣ (T) can usually be approximated by the Vogel-TammannFulcher (VTF) relation,
D, A ␣ , and T 0 are experimentally determined coefficients. Theoretical models for the effect of the ␣ process on protein dynamics exist (4, 22) . In contrast, the ␤ processes in supercooled liquids and glasses are essentially independent of the solvent viscosity and exist even in the glassy state (23, 24) . Two classes of ␤ fluctuations occur in molecular liquids (25) (26) (27) . The JohariGoldstein (J-G) fluctuations are related to the ␣ fluctuations; at some temperature, the two merge. In contrast, the ''statistically independent'' ␤ fluctuations do not merge; they are faster than ␣ at temperatures below a crossing temperature T cr , cross at T cr , and are slower above T cr . Their rate coefficient k ␤ (T) can be approximated by a standard Arrhenius relation,
Proteins are subject to ␣ and ␤ processes (5, (28) (29) (30) . These do not originate in the protein, but in the bulk solvent and the hydration shell. We have measured dielectric spectra of Mb from Ͻ140 to Ͼ300 K in different solvents. Fig. 2A displays the peak rate coefficients (k ϭ 2) of ␣ and ␤ in a 50/50 (wt/wt) glycerol/water solvent as a function of 1,000 K/T. The two processes cross at T cr Ϸ 210 K. The ␣ process behaves like a typical ␣ relaxation in supercooled liquids. The ␤ process behaves like the ''statistically independent'' process in molecular glass formers. ␤ is easy to observe well below T cr where ␣ is extremely slow. In the crossing region, ␣ and ␤ are difficult to separate and we only show the continuation well above T cr . We retain the name ''␤ relaxation,'' but label it with a subscript h. Fig. 2C shows ␤ h relaxation spectra at 160 K in 50/50 (wt/wt) glycerol/water samples without and with Mb at different hydration levels. Already the sample without Mb is inhomogeneously broadened. Adding Mb broadens the spectrum, shifts the peak to lower frequencies, and adds substates at both the low and high part of the spectrum. We assign the additional substates and ␤ h to the hydration shell of the protein. The fact that ␤ h can be observed well below 200 K where the solvent becomes solid means that it does not depend on viscosity. Thus, ␣ is eliminated if Mb is embedded in a solid. We therefore measured the dielectric relaxation of Mb embedded in solid poly(vinyl) alcohol (PVA) at different levels of hydration (Fig. 2B) . The parameters for the ␤ h relaxation depend on hydration, as shown in Table 1 . At small values of hydration, the activation enthalpy is very large. With increasing hydration, the activation enthalpy moves toward typical values of ␤ relaxations. For hydration levels above h ϭ 0.5 a transition occurs at Ϸ270 K (not shown in Fig. 2B ). It is likely due to the melting of small ice crystals. Ice crystals cannot form if water is closely confined. For h Ͻ 0.5, the water molecules are indeed closely confined to the hydration shell. At h Ͼ 0.5, there is enough water to permit the formation of small ice crystals.
The Energy Landscape
Proteins can assume a very large number of conformational substates that are organized in the energy landscape (17, 18, 31) . At any instant of time, the structure of a protein, including its hydration shell, is given by the set of coordinates of its N atoms, where N is of the order of 10 3 . The set of coordinates is a point in a 3N-3-dimensional conformation space. The number of CS in a protein and its hydration shell is extremely large. Assume that each of 100 side chains and each of 200 water molecules in the hydration shell can assume two positions. The number of CS, or points in the conformation space, then is 2 100 2 200 or Ϸ10 100 . These points, together with the barriers between them, form the EL. A change of the protein structure in real space appears as the motion from one point to another in the conformation space. What has been gained by the introduction of the EL? If the EL were featureless, not much, apart from expressing the fact that proteins exist in a large number of conformations. However, the EL is structured into a number of tiers (19) . The top three tiers are relevant for function. Lower tiers have been discovered in cryogenic experiments (32), but we do not consider them. Fig. 3A gives a 1-dimensional cross-section through the Mb energy landscape, drawn Ϸ20 years ago (33) . The top tier, CS0, contains three taxonomic substates, so called because they can be fully characterized. Two of the taxonomic substates in Mb, A 0 and A 1 , have been studied in detail. They have different infrared spectra (34, 35) , different structures (36) , and different functions (37) , namely catalysis and dioxygen storage. Initially, the origins of the equilibrium fluctuations EF1 (now ␤ h ) and EF2 (now ␣) in Fig.  3A were obscure. The barriers between substates were assumed to be properties of the protein and the hierarchy was defined by the barrier heights. Experiments prove, however, that the ␣ fluctuations originate in the bulk solvent, whereas the ␤ h fluctuations originate in the hydration shell. Because the ␣ fluctuations obey the VTF relation, and the ␤ h fluctuations obey the Arrhenius law, it is not possible to use barrier heights to define the hierarchy. We define the hierarchy by the fluctuation rate coefficients at ambient temperature. In a 50:50 (wt/wt) glycerol/ water solvent, the rate coefficients at 300 K are approximately k ␣ Ϸ 10 11 s Ϫ1 and k ␤ Ϸ 10 8 s Ϫ1 . We therefore assign the ␣ fluctuations to tier 2 and the ␤ h fluctuations to tier 1. Transitions in tier 0 are slower and can involve both ␣ and ␤ h fluctuations. The resulting dynamics are shown in Fig. 3B , a projection of the high-dimensional conformation space on a 2-dimensional conformation plane. Each small circle in this plane corresponds to a CS, characterized by its 10 3 coordinates. The number of points is of the order of 10 100 . Fig. 3B shows only a very, very small fraction of the conformation plane. Consider now the life of a protein that starts out in the CS denoted by the black square. At ambient temperature the protein changes its conformation on average every 1/k ␣ or Ϸ10 Ϫ11 s. The changes are steps in the EL. Within the time 1/k ␤ or Ϸ10 Ϫ8 s the protein visits a domain containing Ϸ10 3 CS. We call this region an ␣ basin, shown purple in Fig. 3B . After an average time 1/k ␤ the protein makes a larger jump in the conformation space and traces out a new ␣ basin. The process of forming new ␣ basins continues. Together they form a ␤ basin, shown in red. The walk in the EL forming ␣ and ␤ basins continues even if a reaction occurs, for instance, a transition from A 0 to A 1 . Now, consider a second protein starting in a different CS. It makes a similar random walk in the conformation space. Because the total number of CS is many orders of magnitude Ͼ10 10 it is unlikely that the two proteins will ever be in the same conformation, or that a protein returns twice to the same substate. No two proteins in a sample have exactly the same structure. In a protein ensemble, each protein will go its own way and experiments observe an average.
Protein Dynamics
Protein motions that involve shape changes, such as folding or opening of a gate to permit the entry and exit of ligands, are slaved to the ␣ f luctuations in the bulk solvent (2, 3). Here, we discuss the slaving of internal protein processes to the ␤ h f luctuations in the hydration shell. The external f luctuations are measured with dielectric relaxation, the internal f luctuations by using the Mössbauer effect in 57 Fe (38) and elastic neutron scattering. In the Mössbauer effect, a fraction f(T) of gamma rays is emitted without energy loss (39) . The experimental data are unfortunately not usually given as the measured f(T), but by the mean-square displacement (msd), ͗ x 2 (T)͘, of the iron atom. The Lamb-Mössbauer factor f(T) and ͗ x 2 (T)͘ are related by f͑T͒ ϭ exp͑Ϫk 0 2 ͗x 2 ͑T͒͒͘.
[3] 
(T). Note that fc(T)
is difficult to measure at low temperatures because a small change in ͗x 2 ͘v changes fc(T) strongly. It is also difficult to measure at high temperatures, because the elastic component becomes very small. (Inset) The temperature dependence of the mean-square displacement (͗x 2 (T)͘) (msd) of the heme iron in Mb. The msd (black circles) was determined by using the Mö ssbauer effect for 57 Fe in a metmyoglobin crystal (38) . At Շ200 K, the msd is due to vibrations and is nearly linear in T. At տ200 K, the msd increases rapidly. The red diamonds are the msd calculated by assuming the conformational part of the msd is dominated by ␤h fluctuations. Fig. 4 Inset for 57 Fe in a myoglobin crystal show that the msd is linear in T up to Ϸ200 K and then increases rapidly. To predict the increase we consider a Mössbauer emitter in a f luctuating environment (39) . As long as the conformational f luctuations are slower than the lifetime Mö ϭ 140 ns only vibrations decrease f(T). The vibrations lead to the approximately linear increase of ͗x 2 (T)͘ below 200 K. If the f luctuations are faster than Mö an additional fraction of the gamma rays becomes inelastic. We assume that the total ͗x 2 (T)͘ is composed of a vibrational and a conformational component (18) ,
͗x 2 ͘ v is found by linearly extrapolating the low-temperature data. Then, ͗x 2 ͘ c is given by ͗x 2 ͘ t Ϫ ͗x 2 ͘ v . Inserting ͗x 2 ͘ c into Eq. 3 yields f c (T), which is displayed in Fig. 4 .
We now postulate that the increase in the msd above Ϸ200 K is due to ␤ h fluctuations that are faster than Mö . Fig. 5A shows the ␤ h spectrum at 265 K in a water/myoglobin solution embedded in solid PVA, where the ␣ fluctuations are absent. The vertical line at log(/s Ϫ1 ) ϭ 6.06 represents k Mö ϭ 1/ Mö . The area a ␤ (265 K) to the left of k Mö gives the fraction of fluctuations that are too slow to reduce the Lamb-Mössbauer factor. We thus have f c (265 K) ϭ a ␤ (265 K). Relaxation spectra measured at many temperatures and shown in Fig. 5B then yield a ␤ (T) . The dielectric relaxation and the Mössbauer effect must be measured on samples with the same hydration. The value of h inside a myoglobin crystal has been computed to be 0.4 (40, 41) . We therefore use relaxation spectra for h ϭ 0.4 in Fig. 5B . The area a ␤ (T) can be determined by fitting the spectra in Fig. 5B with the Havriliak-Negami function (21) ,
where k ϭ 2, and b and c are fitting parameters. The total area of the spectrum is aЉ(
is approximately a sigmoidal probability given by
The resulting a ␤ (T) is given in Fig. 4 . f c (T) and a ␤ (T) are close from 200 to 300 K, corresponding to a change of k ␤ (T) by more than a factor of a thousand. The result proves that the fluctuations seen by the heme iron follow a ␤ (T) in the hydration shell. Neutronscattering experiments also show a rapid increase in the msd at Ϸ200 K (42, 43) . The data evaluation for neutron scattering is more complicated, but the result is clear. The ␤ fluctuations are responsible for the rapid increase of the msd (6). The conclusion is surprising. One would expect different parts of the protein's interior to fluctuate with different rates. That the environments of the heme iron and the interior protons fluctuate like the hydration shell suggests a different picture: Major internal protein motions are slaved to the ␤ h fluctuations in the hydration shell. The similar temperature dependence of a ␤ (T) and f c (T) shown in Fig. 4 can be checked by calculating ͗x 2 (T)͘ with Eq. 3 by using f c (T) ϭ a ␤ (T) as input. The result is shown as the red diamonds in Fig. 4 Inset. This curve is not a fit to the Mössbauer data; it is a prediction based on the dielectric relaxation data in the Mb hydration shell. This result shows that the rapid increase of the msd at Ϸ200 K is not a ''dynamic transition''; it is caused by the ␤ h fluctuations in the hydration shell.
Biological Roles of the Conformational Fluctuations
The best-studied function of Mb is binding of CO. Before the mid-1970s binding was assumed to be a simple 1-step process. Flash photolysis experiments extending over a broad range of temperature and time shattered this belief and showed that association and dissociation of CO are complex (17, 44, 45) . Here, we demonstrate that our model predicts the temperature dependence and the nonexponential time dependence of the motion of the CO through the protein and of the relaxation of the protein structure after photodissociation. CO bound to the heme iron in the heme cavity (state A) is photodissociated by a laser flash and the CO moves into the heme cavity (state B). At temperatures Շ150 K the CO rebinds to the heme iron without leaving the heme cavity. Above 150 K, the CO also moves to other cavities, particularly to the Xe-1 pocket (state D), and returns from there to rebind (46) . Above Ϸ200 K some CO can escape into the bulk solvent (state S). We expect that the internal motions are controlled by the ␤ h fluctuations in the hydration shell. Consider the transition B3D. Doster and collaborators have measured the rate coefficient k BD (T) in different solvents (44) . (k BD is called k BC in ref. 44 .) The average coefficient is shown in Fig. 6A , together with k ␤ (T) from Fig. 2 A. The two curves are parallel over more than a factor of 10 7 in rate, proving that the ␤ h fluctuations permit the CO to move from the heme pocket to Xe-1. The fact that k BD (T) is smaller than k ␤ (T) is not surprising: CO may have to try more than once to find an open gate. Next we consider in Fig. 6B the nonexponential time dependence of the CO binding (17) . Mb was embedded in liquid PVA and rebinding of CO after flash photolysis was observed during the drying process. Initially, rebinding was exponential in time and proportional to the CO concentration, proving that rebinding originated in the solvent. After some drying, rebinding became faster and concentration-independent, but remained exponential. After further drying, rebinding became nonexponential. The behavior is related to ␣ and ␤ h . In the liquid solvent the viscosity is small, k ␣ () is of the order of 10 10 s Ϫ1 , and CO can escape into the solvent and return. As the viscosity increases, k ␣ () decreases to a value where CO can no longer escape, rebinding becomes a unimolecular reaction ruled by k ␤ . The internal rebinding remains exponential in time as long as the rebinding rate coefficient is smaller than k ␣ (). On further drying, the PVA becomes solid, and the kinetics become nonexponential in time. To compare N(t) for ''process III'' in Fig. 6B with the ␤ h fluctuations in the hydration shell, we note that N(t) gives the fraction of CO molecules that have not rebound at time t. N(t) should be proportional to the area a ␤ (t), like that plotted in Fig. 4 , but now calculated at a fixed temperature as a function of time. We further expect N(t) to be slower than a ␤ (t) because the CO visits the internal cavities many times before binding (17, 44) . We therefore set N III ͑t͒ ϭ a ␤ ͑ct͒.
[7]
On the log-log scale in Fig. 6B the slowing corresponds to a shift of log(N III (t)) by log(c). The result, shown as a red curve in Fig.  6B , gives log(c) ϭ Ϫ4. The fact that Eq. 7 holds proves that the transit of CO through the protein is indeed controlled by the hydration shell fluctuations.
The relaxation of Mb after photodissociation is a third example of the role of ␣ and ␤ h . The structures of deoxyMb and MbCO differ. After a laser flash dissociates the CO from the heme iron, Mb is still in the MbCO structure, but it relaxes to the deoxyMb structure. The relaxation can be followed by monitoring the wavenumber of the heme-charge transfer band III (47) . Anfinrud and collaborators have measured the shift of the peak wavenumber as a function of time after photodissociation (48) . A close look at their data in Fig. 6C suggests that two distinct processes are involved. We postulate that the fast process is ␣, which changes the protein shape to the deoxyMb form, and that the slow process is ␤ h , which relaxes the internal structure. These two processes can be measured separately. Consider ␣ first. Its time dependence is usually described by a stretched exponential (49) ,
For the glycerol-water solvent used by Anfinrud et al. the parameters are approximately k ␣ ϭ 10 11 s Ϫ1 (25) and p ϭ 0.65 (49) . For ␤ h we set
[9]
To calculate a ␤ (T) we use the spectrum for h ϭ 2.5 in Fig. 2C and k ␤ Ϸ 10 8.7 s Ϫ1 as estimated from Fig. 2 A for the peak at T Ϸ 300 K. The spectrum shifted to this peak value then permits the calculation of a ␤ (t). Eqs. 8 and 9 predict the time dependence of the fast and the slow component in Fig. 6C and only N ␣ (0) and N ␤ (0) must be taken from the data. A crude evaluation gives N ␣ (0) Ϸ 100 cm Ϫ1 and N ␤ (0) Ϸ 40 cm Ϫ1 . With these values and Eqs. 8 and 9 the predicted relaxation functions and their sum can be calculated and plotted in Fig. 6C . The sum agrees remarkably well with the experimentally determined relaxation function. We repeat that the solid curve in Fig. 6C is a prediction, and not a fit.
The unified model justifies the picture of proteins as picomachines (50) . The protein provides the exquisite structural machinery that moves nearly without friction. The ␣ fluctuations in the bulk power and control the shape of the protein. The ␤ h fluctuations in the hydration shell power and control protein internal motions. This model implies that ␤ h permits a broader range of control of protein function than ␣. The latter is essentially determined by the viscosity of the bulk solvent, which in cells probably does not vary much. The former, however, can be changed in many ways because the hydration shell is not uniform; it is highly structured. Protein surfaces have been designed by evolution and are craggy, contain outcrops and pockets, and have both charged and neutral residues (51, 52) .
Pockets and channels open and close (53) . Addition of salts, sugars, or nucleic acids may change ␤ h . Many molecules attach covalently to protein surfaces. Allostery, phosphorylation, and palmitoylation (54) are examples of candidates for the study of the effect of external factors on ␤ h . The possibilities are endless.
Finally a caveat. Although the data used here can be explained with the ␣ and the ␤ h fluctuations, other motions exist and are important for protein function (51) . The famous boson peak fluctuations may also play a role (55) . (48) . The shift of band III after photodissociation is plotted versus time. The highly nonexponential time dependence of the band position shift can be reproduced with the sum of an ␣ process predicted by Eq. 8 and a ␤h process predicted by Eq. 9.
