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NOTES ON ORIENTED PERCOLATION
MARK HOLMES AND THOMAS S. SALISBURY
Abstract. These notes fill in results about oriented percolation that are required for the paper
[3]. Since these are essentially modifications of results found in other sources (but adapted to the
model we particularly need), there is no intention to publish these.
1. Introduction
This section consists of notation and results pulled from the paper [3] that are referred to in
these notes.
For fixed d ≥ 2, let E = {±ei : i = 1, . . . , d} be the set of unit vectors in Zd, and let P denote the
power set of E . Let µ be a probability measure on P. A degenerate random environment (DRE)
is a random directed graph, i.e. an element G = {Gx}x∈Zd of PZd . We equip PZd with the product
σ-algebra and the product measure P = µ⊗Z
d
, so that {Gx}x∈Zd are i.i.d. under P. We denote the
expectation of a random variable Z with respect to P by E[Z].
We say that the DRE is 2-valued when µ charges exactly two points, i.e. there exist distinct
E1, E2 ∈ P and p ∈ (0, 1) such that µ({E1}) = p and µ({E2}) = 1−p. As in the percolation setting,
there is a natural coupling of graphs for all values of p as follows. Let {Ux}x∈Zd be i.i.d. standard
uniform random variables under P. Setting
(1.1) Gx =
{
E1, if Ux < p,
E2, otherwise,
Our principal interest is the following
Model 1.1. (→↑ ←↓): Let E1 = {↑,→} and E2 = {↓,←} (and set µ({E1}) = p, µ({E2}) = 1−p).
We call the generalization to d dimensions the orthant model (so this is the 2-d orthant model).
Definition 1.2. Given an environment G:
• We say that x is connected to y, and write x→ y if: there exists an n ≥ 0 and a sequence
x = x0, x1, . . . , xn = y such that xi+1 − xi ∈ Gxi for i = 0, . . . , n− 1. We say that x and y
are mutually connected, or that they communicate, and write x↔ y if x→ y and y → x.
• Define Cx = {y ∈ Zd : x→ y} (the forward cluster), By = {x ∈ Zd : x→ y} (the backward
cluster), and Mx = {y ∈ Zd : x↔ y} = Bx ∩ Cx (the bi-connected cluster).
Set θ+ = P(|Co| =∞), θ− = P(|Bo| =∞), and θ = P(|Mo| =∞).
• A nearest neighbour path in Zd is open in G if that path consists of directed edges in G.
For model 1.1 we have
(1.2) θ+ = 1 .
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Simulations indicate that Co and infinite Bo clusters have similar geometry, except that Co typically
has “holes” whereas Bo does not. In order to give a clearer description of this weak kind of duality,
we study the geometry of C¯x ⊃ Cx, defined by
(1.3) C¯x = {z ∈ Zd : every infinite nearest-neighbour self-avoiding
path starting at z passes through Cx}.
An important notion that arises in the proofs of these results (and elsewhere throughout this
paper) is the asymptotic slope of a path.
Definition 1.3. A nearest-neighbour path x0, x1, . . . with xi = (x
[1]
i , x
[2]
i ) ∈ Z2 is said to have
asymptotic slope σ if
lim
n→∞
x
[2]
n
x
[1]
n
= σ.
In [3] we state without proof a number of results about the OTSP model (←տ↑, ·) that follow
using the methods of [1] for two dimensional oriented percolation models. In this model we have
local environment Gx = ←տ↑ with probability p, and Gx = ∅ with probability 1 − p, both on the
triangular lattice described above. Recall that forward clusters in this model are denoted Cx, and
backward clusters Bx. The natural coupling (1.1) gives a probability space on which the sets Co(p)
are increasing in p almost surely, so
Θ+(p) = P(|Co(p)| =∞) is increasing in p,
giving the critical value p ↑←տc = inf{p : Θ+(p) > 0} ∈ (0, 1).
In order to describe the shape of an infinite Cx cluster, define wn = sup{x : (−n, x) ∈ Co} and
vn = inf{x : (−n, x) ∈ Co}. The following Proposition is proved using subadditivity of quantities
related to wn. Minor modifications arise from the proofs in [1], because the latter treats oriented
bond percolation on the square lattice, while we need oriented site percolation on the triangular
lattice.
Proposition 1.4. For the percolation model (←տ↑, ·) with 1 > p > p ↑←տc , there exists ρ = ρp < −1
such that almost surely on the event {|Co| = ∞}, the upper and lower boundaries of Co have
asymptotic slopes ρ and 1/ρ respectively. In other words, wn
−n
→ ρ and vn
−n
→ 1/ρ almost surely as
n→∞.
Since vn is bounded below by a sum of independent Geometric(1− p) random variables, we get
the inequality − p
1−p
≤ ρp. The following two additional Lemmas can be proved as in [1].
Lemma 1.5. ρp is continuous and strictly decreasing in p > p
↑←տ
c , with ρp ↑ −1 as p ↓ p ↑←տc .
Let τ = sup{y − x : (x, y) ∈ Co}, which measures the furthest diagonal line reached by the
forward cluster of the origin. More generally, if z = (x0, y0), let τz = sup{(y − y0) − (x − x0) :
(x, y) ∈ Cz}. Note that |Co| =∞⇔ τ =∞.
Lemma 1.6. If p > p ↑←տc , then there exist constants C, γ > 0 such that P(n ≤ τ <∞) ≤ Ce−γn.
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2. Appendix: Adapting Durrett [1] and Grimmett & Hiemer [2] to OTSP.
We rotate the model through 3π/4 clockwise and scale by
√
2, so work on L = {(n,m) ∈
Z
2 : m + n is even , n ≥ 0}. An occupied site at (n,m) ∈ L connects to each of the sites
(n+ 1, m+ 1), (n+ 2, m), (n+ 1, m− 1). Let Cx be the forward cluster, i.e. the set of points that
o connects to. Given a percolation configuration on L (all connections and points are hereafter
assumed implicitly to be in L) let ξn = {x : o → (n, x)} (so Co = ∪n≥0
{{n} × ξon}) and define
un = sup ξn and ℓn = inf ξn. Here un and ℓn are the upper and lower boundaries of the cluster of
the origin, and o = (0, 0) is the origin. Set u0 = 0 = ℓ0, and for n ≥ 1 let
ξn ={x : ∃y ≤ 0 such that (0, y)→ (n, x) or (1, y)→ (n, x)}, and un = sup ξn,
ξ
n
={x : ∃y ≥ 0 such that (0, y)→ (n, x) or (1, y)→ (n, x)}, and ℓn = inf ξn
i.e. ξn is the set of points at level n that can be reached from below the origin, and un is the highest
point at level n that can be reached from below the origin (similarly from above the origin). [To
make this terminology consistent, we should connect each (1, y) ∈ L to (0, y) /∈ L, when y ≤ 0.
But we will not do so.] Note that (1, y) ∈ L and y ≤ 0 implies that y ≤ −1.
Then
(2.1) ξn = ξn ∩ [ℓn,∞), and on {ξn 6= ∅} we have un = un.
Proof: It is clear that ξn ⊂ ξn ∩ [ℓn,∞). Conversely, if (n, x) belongs to ξn ∩ [ℓn,∞) then there is
a lattice path from o to below (n, x) and a lattice path from (0, y) or (1, y) to (n, x) (with y ≤ 0).
Connect them to make piecewise linear paths. Consider their heights, when their first coordinates
equal 1. In the former case this is at least −1, and in the latter at most −1. Thus the two paths
cross. This must happen at a lattice point, so following first the former and then the latter gives
a path from o to (n, x). The second statement follows likewise. 
For n > m let um,n = sup{x − um : ∃y ≤ um such that (m, y)→ (n, x) or (m+ 1, y)→ (n, x)}
be the altitude gain from um to the highest point at level n that can be reached from below um. The
value of um is determined only by the Gk,z with k < m (this is true even if m = 1, with um = ±1
depending on whether o is open or closed, and since a site is always connected to itself). These are
independent of the Gk,z with k ≥ m, so it follows that {um,m+n : 0 < n} ∼ {un : 0 < n} (where
∼ denotes equality in distribution). Likewise {um+1,n+1 : 0 ≤ m < n} ∼ {um,n : 0 ≤ m < n} .
Moreover
(2.2) um + um,n ≥ un for n > m.
Proof: There is a lattice path from below o to (n, un). Connecting points gives a piecewise linear
path, so let z be its height when its first coordinate reaches m. Then either (m, z) or (m + 1, z)
is a lattice point that → (n, un). In the first case, clearly z ≤ um. In the second, (m− 1, z) is an
open vertex in ξm−1, so also (m, z + 1) ∈ ξm, so z < um. Therefore in either case um,n ≥ un − um
as required. 
Recall that um and um,n are independent. So as in [1], this implies that on the event Ω∞ =
{|Co| =∞} that the cluster of the origin is infinite we have that
(2.3)
un
n
→ α := inf
n≥1
E
[un
n
]
= lim
n→∞
un
n
a.s., and
ℓn
n
→ −α a.s.
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Kingman’s theorem doesn’t apply here, but the conditions of Liggett Ann. Probab. (1985) do
apply (in the strengthened version where the moment condition assumed is that E[(u1)+] < ∞),
and give the desired conclusion. Note that α = −∞ is certainly permitted within (2.3). The
fact that α cannot exceed 1 is obvious since no occupied site (n,m) connects to any occupied site
(n+1, m+k) for k > 1 nor to any occupied site (n+2, m+k) for k > 2. In terms of the quantities
above we have
un+1 ≤ (un + 1) ∨ un−1, ℓn+1 ≥ (ℓn − 1) ∧ ℓn−1.
Since un ≥ ℓn on Ω∞ we have that P(Ω∞) > 0 ⇒ α ≥ 0 ( since α ≥ −α). Since E[un] is
continuous in p, it follows that α is upper-semi-continuous in p (as an infimum of continuous
functions), and therefore α[p ↑←տc ] ≥ 0. We will see below that α is strictly increasing (Lemma 2.4)
and continuous in p ≥ p ↑←տc (Lemma 2.6), and that α = 0 (Lemma 2.6) and P(Ω∞) = 0 for p = p ↑←տc
(Lemma 2.10).
For A ⊂ Z, let ξAn = {x : (0, y) → (n, x) for some y ∈ A}, uAn = sup ξAn , ℓAn = inf ξAn . We have
the following:
(2.4) ξAm = ∅ ⇒ ξAn = ∅ for every n ≥ m.
Proof. Suppose that ξAm = ∅. Take n > m and (n, y) ∈ ξAn . There is an open lattice path from
some (0, x) to (n, y), with x ∈ A. Joining points gives a piecewise linear path. Let z be its height,
when its first coordinate reaches m. Then (m, z) cannot be a lattice point, as then we’d have
(m, z) ∈ ξAm. Therefore (m− 1, z) is a lattice point, and is open by definition. But then (m, z± 1)
also ∈ ξAm, which is a contradiction. 
Define
τA = inf{n : ξAn = ∅}.
By (2.4) this = 1 + sup{n : ξAn 6= ∅}. Set τ = τ {0}. Then {τ <∞} = {|Co| <∞}.
Lemma 2.1. τ = inf{m ≥ 0 : ℓm > um}.
Proof. Note first that ξk 6= ∅ ⇒ ℓk = inf ξk ≤ sup ξk = uk. Therefore the ≤ part of the Lemma
follows from (2.4).
Conversely, let τ = m ≥ 1. There are open lattice paths from o to (m − 1, ℓm−1) and from
below o to (m, um). Let z denote the height where the first coordinate of the latter path (joined
up) reaches m − 1. If z ≥ ℓm−1 then the two paths cross (at a lattice point), and can be spliced
together as before, to show that (m, um) ∈ ξm, contradicting ξm = ∅. Therefore z < ℓm−1.
One of (m − 1, z) or (m − 2, z) is a lattice point. If (m − 1, z) ∈ L then z ≤ ℓm−1 − 2 and
um = z + 1, so um ≤ ℓm−1 − 2 + 1 = ℓm−1 − 1. If (m− 2, z) is the lattice point then z ≤ ℓm−1 − 1
and um = z, so again um ≤ ℓm−1 − 1. A similar argument shows that ℓm ≥ um−1 + 1. Therefore
ℓm ≥ um−1 + 1 ≥ ℓm−1 + 1 > ℓm−1 − 1 ≥ um. 
Let
ξ
z
n = {y : ∃x ≤ z such that (0, x)→ (n, y) or (1, x)→ (n, y)}, uzn = sup ξ
z
n
ξz
n
= {y : ∃x ≥ z such that (0, x)→ (n, y) or (1, x)→ (n, y)}, ℓzn = inf ξzn.
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Let M > 0. It follows as in (2.1) that ξ
[−M,M ]
n = ξ
M
n ∩ [ℓ[−M,M ],∞) = ξ−Mn ∩ (−∞, u[−M,M ]], and
that on ξ
[−M,M ]
n 6= ∅ we have u[−M,M ]n = uMn and ℓ[−M,M ]n = ℓ−Mn . As in Lemma 2.1,
τ [−M,M ] = inf{m ≥ 0 : ℓ−Mm > uMm }
from which we see immediately that
(2.5) {τ [−M,M ] =∞} ⊃ {ℓ−Mm ≤ 0 ≤ uMm ∀m}.
Lemma 2.2. α > 0⇒ P(Ω∞) > 0.
Proof. If α > 0 then un →∞, so we may choose M such that
P(uMn ≥ 0 ∀n) = P(un ≥ −M ∀n) >
1
2
.
Then also P(ℓ−Mn ≤ 0 ∀n) > 12 . Therefore by (2.5), P(Ω∞) > 0. 
For A ⊂ L, let ξnA = {x : z → (n, x) for some z ∈ A} and unA = sup ξnA. (Note that we’ve
transposed super/subscripts to set this apart from our earlier notation, where in any case the set
A was of a different type.)
Lemma 2.3. Let A ⊃ B be infinite subsets of C = {(i, j) ∈ L : i = 0 or 1, and j < 0}. Then
E[unB∪{o} − unB] ≥ E[unA∪{o} − unA] ≥ 2p.
Proof. As in [1],
unB∪{o} − unB = (un{o} − unB)+ ≥ (un{o} − unA)+ = unA∪{o} − unA.
This shows the first inequality, and also shows that the minimal choice of A is A = C. The second
inequality is trivially true with n = 0 (it reads 2 ≥ 2p in this case) so suppose that n > 0. Then
E[unC∪{o}] = E[u
n
C∪{o}1{o open}] + E[u
n
C∪{o}1{o closed}] = E[u
n
C∪{(1,1),(2,0)}1{o open}] + E[u
n
C1{o closed}]
= pE[unC∪{(1,1),(2,0)}] + (1− p)E[unC ] ≥ pE[unC∪{o,(1,1)}] + (1− p)E[unC ]
= p(E[unC ] + 2) + (1− p)E[unC ] = E[unC ] + 2p
which establishes the second inequality. To obtain the inequality we have used the fact that o
can only connect to (1,−1) ∈ C, (1, 1), and (2, 0). And in the second-to-last step, we use that
translating C by (0, 2) gives C ∪ {o, (1, 1)}. 
Recall that α[p] ≥ 0 for p ≥ p ↑←տ (see the discussion between (2.3) and (2.4)). The following
implies that α is strictly increasing on [p ↑←տc , 1], so α > 0 for p > p
↑←տc (a fact we will need repeatedly
in what follows).
Lemma 2.4. If p > q and α[q] > −∞ then α[p]− α[q] ≥ p2 − q2.
Proof. Let αn[p] = E[un[p]]. Couple the percolation clusters for all p together as usual, using
uniform random variables Uz at each lattice point z ∈ L. Therefore ξn[p] ⊃ ξn[q], so un[p] ≥ un[q].
Let σ be the first n with un[p] > un[q]. Then σ − 1 is a stopping time relative to the filtration Fk
generated by the U(i,j) with i ≤ k.
Let A be the set of lattice points (i, x) with i ≥ σ that can be reached in a single step, from
open vertices (j, y) satisfying j < σ and y ∈ ξj[p]. Let B be the corresponding object, but using
ξj [q]. Then for n ≥ σ we have ξn[p] = ξnA[p] and ξn[q] = ξnB[q]. Both are Fσ−1-measurable. By
6 HOLMES AND SALISBURY
definition, A ⊃ B ∪ {(σ, uσ[p])}, and every (x, y) ∈ B satisfies y < uσ[p]. Therefore by Lemma 2.3
and the strong Markov property at time σ − 1,
E[un[p]1{n≥σ}] = E[u
n
A[p]1{n≥σ}] ≥ E[unA[q]1{n≥σ}]
≥ E[(unB[q] + 2q)1{n≥σ}] = E[un[q]1{n≥σ}] + 2qP(n ≥ σ).
Of course, E[un[p]1{n<σ}] = E[un[q]1{n<σ}], so we conclude that αn[p] ≥ αn[q] + 2qP(n ≥ σ).
At each step there is probability p − q that (k, uk[p]) is open for p-percolation, but closed
for q-percolation. If at least one of these events holds, for k < n, then n ≥ σ. Therefore
P(n ≥ σ) ≥ 1− (1− (p− q))n, giving the inequality
αn[p]− αn[q] ≥ 2q
(
1− (1− (p− q))n
)
.
Take M large, and set δ = (p− q)/M . Then
α[p]− α[q] = lim
n→∞
αn[p]− αn[q]
n
= lim
n→∞
1
n
Mn∑
k=1
[
αn
(
q +
kδ
n
)
− αn
(
q +
(k − 1)δ
n
)]
≥ lim
n→∞
1
n
Mn∑
k=1
2
(
q +
(k − 1)δ
n
)(
1− (1− δ
n
)n
)
=
1− e−δ
δ
∫ q+δM
q
2t dt.
Sending M →∞ gives the bound p2 − q2, as required. 
As in (7.2) of [1] we have the following result.
Lemma 2.5. Let α′ > α. There exist constants C, γ > 0 depending on α, α′ such that
P(un > α
′n) ≤ Ce−γn ∀n.
Proof. By (2.3), we may find N non-random such that E[uN
N
] < α′. Let vk = u(k−1)N,kN − Nα′
(so v1 = uN − Nα′). Then the vk are IID and E[vk] < 0. Since vk ≤ N , it follows that φ(θ) =
E[eθvk ] <∞ for θ ≥ 0. Also let ψk(θ) = E[eθ(uk−kα′)]. As in [1],
lim sup
θ→0
φ(θ)− 1
θ
≤ E[v1] < 0
so we may find θ0 > 0 with φ(θ0) < 1. Let n = mN + k < (m+ 1)N , where 0 ≤ k < N . By (2.2)
un − α′n ≤ v1 + v2 + · · ·+ vm + (umN,n − α′k)
so
P(un > α
′n) ≤ E[eθ0(un−nα′)] ≤ φ(θ0)mψk(θ0) = φ(θ0)m+1ψk(θ0)
φ(θ0)
≤ φ(θ0)n/N ψk(θ0)
φ(θ0)
.
This shows the lemma, with C = max0≤k<N ψk(θ0)/φ(θ0) and γ = − 1N log φ(θ0). 
Note that the above applies for every p, not just for p > p ↑←տc .
Proof of Proposition 1.4. Fix p ∈ (pc, 1). By (2.3) there exists α[p] such that the model (←տ↑, ·)
rotated clockwise by 3π/4 (and scaled by
√
2) has n−1un → α almost surely on the event Ω∞ =
{|Co| = ∞}. We call this the rotated model – it is exactly what we have been analyzing in this
section. By the discussion following 2.3, α ≥ 0. By Lemma 2.4, α[p] is strictly increasing for
p > pc, so α[p] ∈ (0, 1) for all p ∈ (pc, 1).
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Rescale by 1/
√
2 and rotate this model, back by π/4 anticlockwise (i.e. this is the model of §1
rotated clockwise by π/2). We call this the reflected model, as it can be considered as a reflection
of the original model in the vertical axis. Let σ = 1+α
1−α
∈ (1,∞). We wish to show that in the
reflected model, wn/n→ σ (on the event Ω∞). By symmetry, this implies that vn/n→ 1/σ. The
result then follows immediately with ρ = −σ.
Let ψ(u) denote the perpendicular projection of a point u onto the diagonal (the line y = x),
i.e.
ψ(u) =
(u[2] + u[1]
2
,
u[2] + u[1]
2
)
.
Let ǫ ∈ (0, α/2) and suppose that in the reflected model wn > (σ + ǫ)n. Let x′ = (n, wn).
Then z1 = ψ(x
′) is a point along the diagonal (in the reflected model) corresponding to a time
m1 = 2z
[1]
1 = x
′[1] + x′[2] in the rotated model at which
um1 ≥
√
2|x′ − ψ(x′)| =
√
2
√(n− wn
2
)2
+
(n− wn
2
)2
= wn − n
Choose ǫ′ = ǫ′(ǫ, α) > 0 so that
1 + α
1− α + ǫ >
1 + α + ǫ′
1− α− ǫ′ .
Therefore wn > (σ+ ǫ)n⇒ wn(1−α− ǫ′) > n(1+α+ ǫ′)⇒ (wn−n) > (α+ ǫ′)(wn+n). In other
words, um1 > (α + ǫ
′)m1. Since limm→∞
um
m
= α almost surely on Ω∞, this inequality occurs for
only finitely many m1 almost surely (in the rotated model). We conclude that wn > (σ + ǫ)n for
only finitely many n, almost surely (in the reflected model).
Suppose now that x′ = (n, wn) for some wn < (σ − ǫ)n, and let z1 = ψ(x′) and m1 = n+ wn <
(σ − ǫ + 1)n be as above. Then (n, wn + k) /∈ Co for each k > 0. Let u = (n, ⌊(σ + ǫ)n⌋), and
z2 = ψ(u). In the rotated model, the point z2 corresponds to a time m2 = 2z
[1]
2 = u
[2] + u[1] ≥
(σ+ ǫ+1)n > (σ− ǫ+1)n ≥ m1 = x′[2] + x′[1]. Let δ > 0 be a value we will choose later. Suppose
also that um2 ∈ ((α − δǫ)m2, (α + δǫ)m2) (which is true for all sufficiently large n). In particular
um2 > (α − δǫ)m2. First consider the case that wn > n. Since (n, wn + k) /∈ Co in the reflected
model, we must have a connection in the rotated model from a point (m1, j1) or (m1 + 1, j1) with
j1 ≤
√
2|x′ − z1| to a point (m2, j2) with j2 ≥ (α− δǫ)m2. This corresponds to
u¯m1,m2 ≥ j2 − j1 ≥ (α− δǫ)m2 − j1 ≥ c1n− j1,
where c1 = (α− δǫ)(σ + ǫ+ 1). But
x′ − z1 =
(
x′[1] − x′[2]
2
,
x′[2] − x′[1]
2
)
.
So
j1 ≤
√
2|x′ − z1| = |x′[1] − x′[2]| = wn − n.
If, on the other hand, wn ≤ n, we argue exactly the same way, except that the constraint on j1 is
simply that j1 ≤ 0. Since 0 < m2 −m1 ≤ m2 < (σ + ǫ+ 1)n+ 1 ≤ (σ + ǫ+ 2)n we have in either
case that
u¯m1,m2 > (m2 −m1)
[
c1n− (wn − n)+
(σ + ǫ+ 2)n
]
≥ (m2 −m1)
[
c1 − σ + ǫ+ 1
σ + ǫ+ 2
]
.
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A quick calculation shows that
c1 − σ + ǫ+ 1 = ǫ
1− α
[
α(1− α)− 2δ − δǫ(1 − α)
]
.
If we choose δ < α(1− α)/2 and then ǫ sufficiently small, we obtain the inequality
u¯m1,m2 > c2(m2 −m1)
for a constant c2 > 0. Observe also that
m2 −m1 ≥ (σ + ǫ+ 1)n− (σ − ǫ+ 1)n = 2ǫn.
We wish to apply the exponential bound of Lemma 2.5, but note that though m2 is deterministic,
m1 is not. Nor is u¯m1,m2 independent of the environment looked at in order to determine wn.
However, if we carefully examine what we have found, it is the following: If wn < (σ − ǫ)n and
um2 ∈ ((α − δǫ)m2, (α + δǫ)m2) then there is a k with m2 ≥ k ≥ 2ǫn such that u¯m2−k,m2 ≥ c2k.
By Lemma 2.5, the probabilty of the former event is at most
Cm2e
−2γǫn ≤ C
(
(σ + ǫ+ 1)n+ 1
)
e−2γǫn.
This sums, so by Borel-Cantelli these conditions hold for only finitely many n, almost surely.
Since limm→∞
um
m
= α, the event um2 ∈ ((α − δǫ)m2, (α + δǫ)m2) occurs for all but finitely many
n. Therefore in fact wn ≥ (σ − ǫ)n for large enough n, a.s.
We have proved that for all ǫ > 0 sufficiently small, |n−1wn − σ| < ǫ for all but finitely many n
almost surely, which establishes the result. 
The following result, as well as Lemmas 1.5 and 1.6, will follow from a renormalisation argument
(as in [1]), which we turn to in section 2.1.
Lemma 2.6. α[p ↑←տc ] = 0, and α is continuous on [p
↑←տ
c , 1]
Proof of Lemma 1.5. As in the proof of Proposition 1.4, we have ρ = −1+α
1−α
, where α arises from the
model studied throughout §2, ie a rotation and scaling of the model (←տ↑, ·). By Lemma 2.4, α[p] is
strictly increasing for p > pc, therefore ρ is strictly decreasing. By Lemma 2.6, α is continuous in p,
therefore so is ρ. The same result shows that α[p] ↓ 0 when p ↓ pc, which implies that ρ ↑ −1. 
2.1. Block construction for p > pc. The following construction is needed in order to get ex-
ponential tail decay above the critical probability. But there will be other useful consequences as
well.
There is a subtle point about the construction, that isn’t emphasized in [1]. In the latter, α
always appears to be = α[p], but there are a couple of places where one can get more out by fixing
α and letting p vary. So we will treat it as a separate parameter of the construction, throughout
this section, and write α[p] when we mean the asymptotic slope.
Fix an α > 0, and choose δ small but with (1− δ)α is rational. Then choose L large depending
on p such that L is an even integer and (1− δ)αL is also an even integer. For each (n,m) ∈ L let
Cn,m = (Ln, (1− δ)αLm), Rn,m = Cn,m + [0, (1 + δ)L]× [−(1 + δ
2
)αL, (1 +
δ
2
)αL].
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Let A0,0 be the parallelogram with vertices
w0 =(0,−3
2
δαL), w1 = w0 + (1 + δ)(L, αL) = ((1 + δ)L, (1− δ
2
)αL)
v0 =(0,−1
2
δαL), v1 = v0 + (1 + δ)(L, αL) = ((1 + δ)L, (1 +
δ
2
)αL),
and let B0,0 = {(x,−y) : (x, y) ∈ A0,0}. Let Hր0,0 be the event that there is an open path from
left to right staying in A0,0, and similarly for H
ց
0,0. To be consistent with what we’ve done before,
“left” means first coordinate 0 or 1, while “right” means first coordinate (1 + δ)L. This should
probably be adjusted, because the latter might not be an integer, but we’ll ignore this (as [1] does).
Then define
G0,0 = H
ր
0,0 ∩Hց0,0, and let Gn,m be G0,0 translated by Cn,m.
In other words, Gn,m = H
ր
n,m∩Hցn,m where Hրn,m (resp. Hցn,m) is the event that there is an occupied
path from left to right staying in the parallelogram An,m (resp. Bn,m) with vertices
(0,∓3
2
δαL) + (Ln, (1− δ)αLm) = (Ln, αL[m(1 − δ)∓ 3
2
δ]),
((1 + δ)L,±(1 − δ
2
)αL) + (Ln, (1− δ)αLm) = (L[n + 1 + δ], αL[m(1− δ)± (1− 1
2
δ)]),
(0,∓1
2
δαL) + (Ln, (1− δ)αLm) = (Ln, αL[m(1 − δ)∓ 1
2
δ]),
((1 + δ)L,±(1 + δ
2
)αL) + (Ln, (1− δ)αLm) = (L[n + 1 + δ], αL[m(1− δ)± (1 + 1
2
δ)]).
See Figure 1 for a picture of the overlaps of parallelograms when δ = .2, α = .75 and L = 10. For
example, consider the connections for the pair (n,m). The entering connections are via Bn−1,m+1
(which shares a boundary segment with Bn,m) and An−1,m−1 (which shares a boundary segment
with An,m).
For z = (n,m) ∈ L we define η(z) = IGn,m . This gives a second oriented site percolation structure
to L, in which z is open if η(z) = 1. We call this the η-system. Observe that the connections
in L are now those of the square lattice rather than the triangular lattice, so percolation for the
η-system means a set of open vertices which form a directed chain in the square lattice. Let d(z, z′)
denote the graph distance between z and z′, for the square lattice graph on L. Percolation for the
η-system is not IID, but we do have the following:
Lemma 2.7. Assume that 0 < δ < 0.25, and 0 < α ≤ 1. The η-system has the following
properties:
(i) The random variables η(z) are only 1-dependent: if d(zi, zj) > 1 for all i, j = 1, . . . , m, j 6= i
then (η(zi))
m
i=1 are independent. In fact, η(z) is independent of all but 6 other vertices.
(ii) If the η-system percolates then |C(0,k)| =∞ or |C(1,k)| =∞ for some k ∈ [−32δαL,−12δαL].
(iii) Let ǫ > 0, and take p such that α[p] > 0. Use the η-system with α = α[p]. Then for all L
sufficiently large (depending on p), P (η(z) = 1) > 1− ǫ.
Proof. For (i) note that when 0 < δ < 1, Gn,m depends only on sites in the rectangle
Rn,m = [Ln, Ln + (1 + δ)L]× [−(1 + δ
2
)αL+ (1− δ)αLm, (1 + δ
2
)αL+ (1− δ)αLm].
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Figure 1. The construction of interlocking parallelograms for δ = .2, α = .75 and
L = 10.
Now note that Rn,m ∩ Rn+2,m = ∅ when δ < 1 (since then (1 + δ)L + Ln < L(n + 2). Likewise
Rn,m ∩ Rn+1,m+3 = ∅ when
(1 +
δ
2
)αL+ (1− δ)αLm < −(1 + δ
2
)αL+ (1− δ)αL(m+ 3),
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which holds when (2+δ)αL < 3(1−δ)αL, i.e. when δ < 1
4
= 0.25. This implies thatRn,m∩Rn,m+4 =
∅, since also
(1 +
δ
2
)αL+ (1− δ)αLm < −(1 + δ
2
)αL+ (1− δ)αL(m+ 4).
Thus only 6 vertices in L may involve dependencies with a given vertex.
For (ii) note that if Gn,m ∩ Gn+1,m+1 occurs then so does Hրn,m ∩ Hրn+1,m+1 ∩ Hցn+1,m+1. By
construction any occupied path fulfilling Hցn+1,m+1 must intersect any occupied paths fulfilling
Hրn,m and H
ր
n+1,m+1 respectively. One might worry about the fact that in this model starting “on
the left” allows two possible first coordinates, but because α ≤ 1 this causes no problem (eg the
starting points in Hցn+1,m+1 all lie above H
ր
n,m. It follows that if the connected cluster of the origin
in the η system is infinite, then there is an infinite cluster in the original system starting from a
both point in 0× [w0, v0] and a point in 0× [−v0,−w0].
We turn now to (iii), so take α = α[p] > 0. Let z = −.8δαL and recall that
uzn = sup{y : ∃x ≤ z such that (0, x)→ (n, y) or (1, x)→ (n, y)}.
Since un
n
→ α as n → ∞, un − n1+1.1δ1+δ α is eventually < 0. Therefore we can pick L large enough
so that with probability at least 1− ε
4
, both
u(1+δ)L
(1 + δ)L
>
1 + .9δ
1 + δ
α and un ≤ .1αδL+ n1 + 1.1δ
1 + δ
α ∀n.
Since {un}n≥0 ∼ {uzn − z}n≥0, we have with probability at least 1− ε4 that both
uz(1+δ)L + .8δαL
(1 + δ)L
>
1 + .9δ
1 + δ
α and uz(1+δ)L + .8δαL ≤ .1αδL+ n
1 + 1.1δ
1 + δ
α ∀n.
In other words,
uz(1+δ)L + .8δαL > (1 + .9δ)αL and u
z
n ≤ −.7αδL+ n
1 + 1.1δ
1 + δ
α ∀n.
In particular −.8δαL+ (1 + .9δ)αL ≤ uz(1+δ)L ≤ −.7αδL+ (1 + 1.1δ)αL, which simplifies to
(1 + .1δ)αL ≤ uz(1+δ)L ≤ (1 + .4δ)αL.
Thus with probability at least 1− ε
4
there is an occupied path to (1+δ)L×[(1+ .1δ)αL, (1+ .4δ)αL]
from below (0,−.8δαL) that stays below the line m = −.7αδL + n1+1.1δ
1+δ
α. This line has slope
greater than α and therefore lies below the line v0 → v1 since it passes through ((1+δ)L, (1+.4δ)αL)
and (1 + .4δ)αL < (1 + .5δ)αL.
We must consider the possibility that this path crosses the line from w0 to w1. If it does then from
the first crossing point, the path has to rise up to above (1+ .1δ)αL. So for x ≤ (1+δ)L, let Hx be
the event that there is a crossing from below (x,−.7αδL+x1+1.1δ
1+δ
α) to above ((1+δ)L, (1+.1δ)αL).
We will show that for sufficiently large L,
(2.6) P (
⋃
x≤(1+δ)L
Hx) <
ε
8
.
It follows that for L sufficiently large, P (Hր0,0) ≥ 1 − ε/4 − ε/8. By symmetry also P (Hց0,0) ≥
1− ε/4− ε/8, and (iii) then follows since G0,0 = Hր0,0 ∩Hց0,0.
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To show (2.6), suppose Hx occurs. The crossing path must have end-to-end slope at least
α′ =
αL− (−3
2
αδL)
(1 + δ)L
=
α(1 + 3
2
δ)
1 + δ
,
which is bigger than α and does not depend on L. Let M = 1
4
δαL, and change index to n =
(1 + δ)L− x. Then for all L sufficiently large, Lemma 2.5 implies that
∑
0≤x≤(1+δ)L−M
P (Hx) ≤
∞∑
n=M
P (un > α
′n) ≤ ε
8
.
For x ≥ (1 + δ)L −M in fact P (Hx) = 0, because the slope required to reach above (1 + .1δ)αL
is at least
αL− (1− δ
2
)αL
M
=
δ
2
αL
δ
4
αL
= 2 > 1,
which is impossible. Therefore (2.6) holds, as required. 
As noted following Lemma 2.4, α[p] > 0 when p > p ↑←տc , so the Lemma applies in that case.
Let Cηo denote the cluster of the origin, for the η-system. The following is proved in [1], in the
version we require, but we record the proof for completeness, and to set notation. The actual
result does not appear to be needed until we turn to proving Lemma 2.6. It could be stated
more generally for 1-dependent site percolation on the triangular lattice, rather than η-systems
(though the constants would change, since 8 rather than 6 neighbours could have dependencies).
The reason for assuming α > 0 is simply that the η-system doesn’t make sense otherwise.
Lemma 2.8. There exists ε > 0 such that the following holds: For any δ, L, α > 0 and any p such
that P (η(z) = 1) > 1 − ε we have P (|Cηo| = ∞) > 0 (i.e. the η-system percolates with positive
probability).
Proof. Let D = {(a, b) ∈ R2 : |a| + |b| ≤ 1} denote the unit diamond containing the origin. For
N ≥ 0 let CηN = ∪n≥0ηξ[−2N,0]n be the set of sites connected to 0 × {−2N, . . . , 0} in the η-system.
Here ηξ
[−2N,0]
n is the set of sites (n, x) reachable from below o in the η-system. Note that since this
system lives on L as a square lattice, these are the points reachable via square-lattice moves from
some lattice point (0, y) with y ≤ 0 (ie. we don’t also need points (1, y)). We will freely adapt
other earlier notation to the η-system, without necessarily spelling out all the definitions.
Let W = ∪z∈Cη
N
(z +D) denote the collection of diamonds containing the vertices of CN . W is
a closed connected set. If |CN | <∞ then let Γ′N be the boundary of the unbounded component of
W ′ = ((−1, n)×R)−W , oriented so that the line from x = (−1, 0) to x′ = (0, 1) points northeast
(i.e. the boundary Γ′N typically turns clockwise). Let ΓN be the portion of Γ
′
N that starts at
(−1, 0) and ends at (−1,−2N). Let m1, m2, m3, m4 be the number of segments in ΓN of types
ր,տ,ւ,ց respectively, so
m1 +m4 −m2 −m3 = 0, m1 +m2 −m3 −m4 = −2N.
There are at most 3m−1 contours of length m since immediate reversals are not allowed, and
contours of length m satisfy
m1 +m2 +m3 +m4 = m.
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As we traverse ΓN , the unbounded component of W
′ is always on one’s left, and W is always on
one’s right, so if z ∈ CN , the orientation is consistent with a clockwise traverse of z + D. For
segments in ΓN of type ց or ւ, the fact that sites to the left are in W ′ but sites to the right
are in W implies that sites to the right must be closed. There are at least (m3 + m4)/2 ≥ m4
(since m3 +m4 ≥ m1 +m2) distinct such points (each such site can have a segment of both types
associated with it). At least 1/7 of all of these are independent since each η-site depends on at
most 6 others (translates by (0,±2) or (±1,±1)). In other words, if we enumerate independent
sites, each site in the list accounts for at most 7 sites in CN . Hence there are at least m/28 sites
determined by ΓN that are closed, independently of each other. Since each such contour is at least
length 2N + 4 (4 is the length of the boundary of a single diamond) we have
P (τ [0,2N ]η <∞) ≤
∞∑
m=2N+4
∑
|Γ|=m
P (ΓN = Γ) ≤
∞∑
m=2N+4
∑
|Γ|=m
P (η(o) = 0)
m
28
≤
∞∑
m=2N+4
3m−1P (η(o) = 0)
m
28 ≤ C(3P (η(o) = 0) 128 )2N
(as long as P (η(o) = 0) < 1
2
, say). Thus for all ε > 0 sufficiently small, if P (η(o) = 0) < ε
and N is sufficiently large then P (τ
[0,2N ]
η < ∞) < 1, i.e. P (τ [0,2N ]η = ∞) > 0, whence also
P (τη =∞) > 0. 
Lemma 2.9. Suppose that p > p ↑←տc .
(1) If a < α[p] then there are constants C and γ > 0 (depending on a and p) such that
(2.7) P (un ≤ an) ≤ Ce−γn
In fact, we may choose C = 1 and γ > 0 so that
(2.8) lim
n→∞
1
n
logP (un ≤ an) = sup
n≥1
1
n
logP (un ≤ an) = −γ < 0
(2) There exist constants C, γ > 0 such that P (n ≤ τ <∞) ≤ Ce−γn.
Note that we do not appear to actually use (2.8) in what follows.
Proof. To prove (2) set a = 0 in (2.8) so that a < α[p] (since p > p ↑←տc ) and P (um ≤ 0) ≤ e−γm for
all m. Summing over m ≥ n we get
P (∪m≥n{um ≤ 0}) ≤ Ce−γn, and P (∪m≥n{ℓm ≥ 0}) ≤ Ce−γn.
It follows that P (∩m≥n{ℓm < 0 < um}) ≥ 1− 2Ce−γn and therefore
P (∪m≥n{ℓm ≥ um}) ≤ 2Ce−γn.
By Lemma 2.1 we have
P (n ≤ τ <∞) =P (∪∞m=n{τ = m}) ≤ P
(
∪∞m=n
({ξm−1 6= ∅} ∩ {ℓm > um}))
≤P ( ∪∞m=n {ℓm ≥ um}),
as required.
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Once we have (2.7), the more refined statement (2.8) follows immediately. To see this, let
an = logP (un ≤ an). By (2.2),
P (um+n ≤ a(m+ n)) ≥ P (um ≤ am, um,m+n ≤ an).
Taking logs, and using the independence and translation invariance properties derived earlier, we
get that am+n ≥ am + an. It follows that lim an/n exists and equals sup an/n. Defining −γ to
equal the former, it follows from (2.7) that −γ < 0, showing (2.8).
It remains to prove (2.7). We first prove it for the rescaled η-system. Let χn be the quantity
corresponding to ξn and let χ = ∪nχn, i.e. χ is the set of points reachable from below (0, 0) (all
using square lattice moves, now). Similarly sn = supχn is the quantity corresponding to un. In
particular sn > −∞ for all n almost surely.
Let D = {(a, b) ∈ R2 : |a| + |b| ≤ 1} denote the unit diamond containing the origin. Let
W = ∪z∈χ(z + D) denote the collection of diamonds containing the vertices of χ, and Γ′n be the
boundary of the unbounded component of ((−1, n + 1) × R)−W , oriented so that the line from
x = (−1, 0) to x′ = (0, 1) points northeast. Let Γn be the portion of this boundary starting from
(−1, 0) and ending at (n, sn + 1). Then Γn is also part of the boundary of W . For fixed n, let
m1, m2, m3, m4 be the number of segments in Γn of typesր,տ,ւ,ց respectively. Since Γn starts
at (−1, 0) and ends at (n, sn + 1) we have
m1 +m4 −m2 −m3 = n+ 1, m1 +m2 −m3 −m4 = sn + 1.
If the contour Γn has length n+ 1 + k (note that k ≥ 0) then also
m1 +m2 +m3 +m4 = n+ 1 + k.
If also sn ≤ qn for some q < 1 then also n + 1 + k − sn − 1 ≥ n+ k − qn whence,
2(m3 +m4) = m1 +m2 +m3 +m4 − sn − 1 ≥ (1− q)n+ k.
As before, all sites directly to the right of segments in Γn of type ց or ւ must be closed. There
are at least (m3 + m4)/2 distinct such points (each such site can have a segment of both types
associated with it). As before, at least 1/7 of all of these are independent since each η-site depends
on at most 6 others. Hence there are at least (m3+m4)/14 ≥ (1−q)n+k28 sites determined by Γn that
are closed, independently of each other.
Now the first segment is ր by definition, and also by definition, no segment can be followed by
a segment that reverses it (i.e. ր cannot be followed by ւ etc.) whence there are at most 3n+k
different contours with n + k + 1 segments. We get
P (sn ≤ qn) ≤
∞∑
k=0
P (|Γn| = n + k + 1, sn ≤ qn) =
∞∑
k=0
∑
Γ:|Γ|=n+k+1
P (Γn = Γ, sn ≤ qn)
≤
∞∑
k=0
∑
|Γ|=n+k+1
P
(
Γn = Γ, sn ≤ qn,# indep. closed sites assoc. with Γ ≥ (1− q)n+ k
28
)
≤
∞∑
k=0
3n+k(1− P (η(o) = 0)) (1−q)n+k28 ≤ C[3(1− P (η(o) = 0)) 1−q28 ]n,
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when P (η(o) = 0) is sufficiently close to 1 (which can be achieved by taking L large). It follows
that
(2.9) P (sn ≤ qn) ≤ Ce−γn
with e−γ = 3(1− P (η(o) = 0)) 1−q28 .
We need to extend this result to the underlying model. Let α = α[p]. If a < α, choose
δ < (α − a)/α[p] = 1 − a/α, so that a < (1 − δ)α. [This is the point at which we use the
flexibility to take δ small.] We may also assume that δ < 0.25. Next choose q < 1 so that
a < q(1 − δ)α. Choose L sufficiently large so that p˜ = P (η(z) = 1) > 1 − 3−28/(1−q). Then
3(1− p˜)(1−q)/28 < 3× 3−28/(1−q)×(1−q)/28 = 1, which is the condition required for (2.9).
Returning to the construction in Figure 1 and the rectangles Rn,m we have that there is a
connected set of sites in the η-system from below 0 to the point (n, sn), so there is also a connected
set of sites in the original model from below o to above (L[n + 1 + δ], αL[sn(1 − δ) − (1 + δ2)]).
Moreover, αL[sn(1 − δ) − (1 + δ2)] is a lower bound for the 2nd coordinates of this path, right
through the box Rn,sn. It follows that if m ∈ [Ln, L[n + 1]) we have
um ≥ αL[sn(1− δ)− (1 + δ
2
)].
Therefore for m ∈ [Ln, L[n + 1]),
P (um ≤ am) ≤P (αL[sn(1− δ)− (1 + δ
2
)] ≤ am) ≤ P
(
sn ≤
am+ αL(1 + δ
2
)
αL(1− δ)
)
≤P
(
sn ≤
a(n+ 1)L+ αL(1 + δ
2
)
αL(1− δ)
)
= P
(
sn ≤
a(n + 1) + α(1 + δ
2
)
α(1− δ)
)
.
For all n sufficiently large, q >
a+ 1
n
[a+α(1+ δ
2
)]
α(1−δ)
. Hence for all n sufficiently large and all m ∈
[Ln, L[n + 1]) we have
P (um ≤ am) ≤ P
(
sn ≤
a(n + 1) + α(1 + δ
2
)
α(1− δ)
)
≤ P (sn ≤ qn) ≤ Ce−γn ≤ C ′e−γ′m.
By adjusting C ′ further, if necessary, we obtain (2.7) for all m. 
Note: A careful look at the proof shows that we don’t quite need α = α[p] in the above. For the
η-system argument, what we’ve actually shown is that given any q < 1, there exist C[q], γ[q] > 0,
and ε[q] > 0 such that (2.9) holds for any η-system satisfying P (η(o) = 0) < ε[q]. This implies
that (2.7) holds for any p and a provided we can find α, δ, L, and q making P (η(o) = 0) < ε[q].
Proof of Lemma 1.6. Translating between the models, as we did in the proofs of Proposition 1.4
and Lemma 1.5, we find that Lemma 1.6 is an immediate consequence of (2) of Lemma 2.9. 
Proof of Lemma 2.6. We start with the statement that α[p ↑←տc ] = 0. Let p0 = p
↑←տc and α0 = α[p0].
From upper semi-continuity of α, we already have that α0 ≥ 0. So fix δ < 0.25 and choose ε > 0
as in Lemma 2.8. Assume that α0 > 0. Then (iii) of Lemma 2.7 applies, so we may choose L so
large that P (η(o) = 1) > 1 − ε (at p0 and α0). We will fix this L and α0, but allow p to vary.
There are only finitely many sites in R0,0, so P (η(o) = 1) varies continuously with p. Therefore
we can find p < p0 for which P (η(o) = 1) > 1 − ε for this p as well (and the given L and α0).
By Lemma 2.8 this η-system percolates with positive probability. By (ii) of Lemma 2.7, it follows
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that the original model percolates, which is impossible when p < p ↑←տc . [Note that we are using
here the ability to take α different from α[p], ie to vary p but not α0. In particular, we couldn’t
do the last step for p < p0 unless we could first show that α[p] > 0. The latter would be needed
to show that this η-system makes sense and that the various Lemmas apply.]
Turning to continuity, the fact that α[p] is upper semi-continuous and increasing implies that
it is right continuous on [p ↑←տc , 1). So all we need show is left continuity at p0 ∈ (p ↑←տc , 1]. Set
α0 = α[p0] > 0. What we must prove is that if a < α0 then there is an ǫ
′ > 0 such that
p0 > p > p0 − ǫ′ ⇒ α[p] ≥ a. Given 0 < a < α0, choose δ and q as in the proof of Lemma 2.9.
Then choose L so that P (η(o) = 0) < ε[q] with p0 and α0. (Refer to the note after the proof of
Lemma 2.9 for the definition.) Fix all these values, but allow p to vary. Since the number of sites in
this R0,0 is finite, it follows that we can pick ǫ
′ > 0 such that p0−ǫ′ < p < p0 ⇒ P (η(o) = 0) < ε[q]
(now for p and α0). This implies the bound (2.7), for C = C[q] and γ = γ[q]. But that inequality
implies that α[p] ≥ a, as required. 
2.2. Non-percolation at criticality. The following is required in order to conclude that C¯o = Z
when p = pc. It is essentially a result of Grimmett and Hiemer [2], except that they carry it out
for oriented bond percolation in a model where (0, 0) connects to (1,−1), (1, 0), and (1, 1). This
generalized earlier work of Bezuidenhout and Grimmett (Ann. Probab. 18 (1990)), showing that
the critical contact process dies out. [2] also show uniqueueness of infinite clusters, and transience
of the rw on them, in the supercritical regime.
Lemma 2.10. P (Ω∞) = 0 when p = p
↑←տ
c
Proof. The idea is to do a block construction like that described in the previous subsection. But
to do it based on the assumption that P (Ω∞) > 0, rather than α > 0. This means that we
are comparing the original percolation model with percolation across large blocks. The latter is
essentially a 1-dependent percolation model, and Lemma 2.8 applies, showing that if (for a certain
ǫ, the probability of percolation across a single block is P (η(z) = 1) > 1− ǫ, then the 1-dependent
model percolates.
Now one must prove a result like Lemma 2.7 that says: If p has P (Ω∞) > 0 then one can choose
the size of the blocks large enough to get P (η(z) = 1) > 1 − ǫ. But for those fixed block sizes,
we are only looking at finitely many sites, so P (η(z) = 1) is continuous in p. Therefore it is still
> 1 − ǫ if we move a small enough. In other words, we get it > 1 − ǫ for another value p′ < p.
That means the 1-dependent model still percolates, and therefore the original system percolates
at this value of p′. Therefore we must have p > pc. In other words, the argument shows that
P (Ω∞) > 0⇒ p > pc. 
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