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 The Maximum Degree-Bounded Conneted Subgraph (MDBCSd) problem
takes as input a weight funtion ω : E → R+ and an integer d ≥ 2, and asks for
a subset E′ ⊆ E suh that the subgraph G′ = (V,E′) is onneted, has maximum
degree at most d, and
∑
e∈E′ ω(e) is maximized. This problem is one of the lassial
NP-hard problems listed by Garey and Johnson in (Computers and Intratability,
W.H. Freeman, 1979), but there were no results in the literature exept for d = 2. We
prove that MDBCSd is not in Apx for any d ≥ 2 (this was known only for d = 2) and
we provide a (min{m/ logn, nd/(2 logn)})-approximation algorithm for unweighted
graphs, and a (min{n/2, m/d})-approximation algorithm for weighted graphs. We also
prove that when G aepts a low-degree spanning tree, in terms of d, then MDBCSd
an be approximated within a small onstant fator in unweighted graphs.
 The Minimum Subgraph of Minimum Degree≥d (MSMDd) problem onsists in
nding a smallest subgraph of G (in terms of number of verties) with minimum degree
at least d. We prove that MSMDd is not in Apx for any d ≥ 3 and we provide an
O(n/ logn)-approximation algorithm for the lasses of graphs exluding a xed graph
as a minor, using dynami programming tehniques and a known strutural result on
graph minors. In partiular, this approximation algorithm applies to planar graphs
and graphs of bounded genus.
 The Dual Degree-Dense k-Subgraph (DDDkS) problem onsists in nding a
subgraph H of G suh that |V (H)| ≤ k and δH is maximized, where δH is the
minimum degree in H . We present a deterministi O(nδ)-approximation algorithm
in general graphs, for some universal onstant δ < 1/3.
Mots-lés : Approximation Algorithms, Degree-Constrained Subgraphs, Hardness of Approximation,
Apx, PTAS, Dense Subgraphs, Graph Minors, Exluded Minor.
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1 Introdution
In this paper we onsider three natural Degree-Constrained Subgraph problems
and study them in terms of approximation algorithms. A general instane of a Degree-
Constrained Subgraph problem [1,5,24℄ onsists of an edge-weighted or vertex-weighted
graph G and the objetive is to nd an optimal weighted subgraph, subjet to ertain degree
onstraints on the verties of the subgraph. These problems have attrated a lot of attention
in the last deades and have resulted in a large body of literature [1,5,10,1214,16,19,22,24℄.
The most well-studied ones are probably the Minimum-Degree Spanning Tree [12℄ and
the Minimum-Degree Steiner Tree [13℄ problems.
Beyond the estheti and theoretial appeal of Degree-Constrained Subgraph prob-
lems, the reasons for suh intensive study are rooted in their wide appliability in the areas
of interonnetion networks and routing algorithms, among others. For instane, given an
interonnetion network modeled by an undireted graph, one may be interested in nding
a small subset of nodes having high degree of onnetivity for eah node. This translates to
nding a small subgraph with a lower bound on the degree of its verties, i.e. to theMSMDd
problem. Note that if the input graph is bipartite, these problems are equivalent to lassial
transportation and assignment problems in operation researh.
The rst problem studied in the paper is a lassial NP-hard problem listed in [15℄ (f.
Problem [GT26℄ for the unweighted version) :
Maximum Degree-Bounded Conneted Subgraph (MDBCSd)
Input : A graph G = (V,E), a weight funtion ω : E → R+ and an integer
d ≥ 2.
Output : A subset E′ ⊆ E suh that the subgraph G′ = (V,E′) is onneted,
has maximum degree at most d, and
∑
e∈E′ ω(E) is maximized.
For d = 2, the unweighted MDBCSd problem orresponds to the Longest Path problem.
Indeed, given the input graph G (whih an be assumed to be onneted), let P and G′
be optimal solutions of Longest Path and MDBCS2 in G, respetively. Then observe
that |E(G′)| = |E(P )| unless G is Hamiltonian, in whih ase |E(G′)| = |E(P )| + 1. One
ould also ask the question : what happens when G′ is not required to be onneted in
the denition of MDBCSd ? It turns out that without the onnetivity onstraint, both
the edge version and the vertex version (where the goal is to maximize the total weight
of the verties of a subgraph respeting the degree onstraints) of the MDBCSd problem
are known to be solvable in polynomial time using mathing tehniques [7, 15, 18℄. In fat,
without onnetivity onstraints, even a more general version where the input ontains an
interval of allowed degrees for eah node is known to be solvable in polynomial time.
The most general version of Degree-Constrained Subgraph problems is to nd a
subgraph under onstraints given by lower and upper bounds on the degree of eah vertex, the
objetive being to minimize or maximize some parameter (usually the size of the subgraph).
A ommon variant ignores the lower bound on the degree and just requires the verties of
the subgraphs to have a given maximum degree [22℄, in whih ase the typial optimization
riterion is to maximize the size of a subgraph satisfying the degree onstraints. The resulting
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problem is also alled an Upper Degree-Constrained Subgraph problem in [14℄. In
ontrast, we are unaware of existing results onsidering just a lower bound on the degrees
of the verties of the subgraph, exept for ombinatorial onditions on the existene of suh
a subgraph [10℄. In an attempt to ll this void in the literature, the last two problems
onsidered in this paper aim at minimizing the size of a subgraph and maximizing the lower
bound on the minimum degree, respetively. For a graph H , let δH denote the minimum
degree of the verties in H .
Minimum Subgraph of Minimum Degree≥d (MSMDd)
Input : An undireted graph G = (V,E) and an integer d ≥ 2.
Output : A subset S ⊆ V suh that for H = G[S], δH ≥ d and |S| is minimized.
Dual Degree-Dense k-Subgraph (DDDkS)
Input : An undireted graph G = (V,E) and a positive integer k.
Output : An indued subgraphH of size |V (H)| ≤ k, suh that δH is maximized.
MSMDd is losely related to MDBCSd. Indeed, MSMDd orresponds exatly to the
dual (unweighted) node-minimization version of MDBCSd. MSMSd is also a generalization
of theGirth problem (nding a shortest yle), whih orresponds exatly to the ase d = 2.
In Amini et al. [4℄, the MSMDd problem was introdued and studied in the realm of the
parameterized omplexity. It was shown that MSMDd is W[1℄-hard for d ≥ 3 and expliit
FPT algorithms were given for the lass of graphs exluding a xed graph as a minor and
graphs of bounded loal-treewidth. Besides the above disussion, our main motivation for
studyingMSMDd is its lose relation to the well studied Dense k-Subgraph (DkS) [11,17℄
and Traffi Grooming [3℄ problems. Indeed, if good approximate solutions ould be found
for the MSMSd problem, then one ould also nd good approximate solutions (up to a
onstant fator) for the DkS and Traffi Grooming problems. Roughly, the idea is that
a small subgraph with minimum degree at least d has density at least d2 , and this provides
an approximation for the densest subgraph (in fat, Traffi Grooming an be redued,
essentially, to nding dense subgraphs). See [3, 4℄ for further details.
The above disussion illustrates that the study of the above mentioned problems is very
natural and that the results obtained for them an reverberate in several other important
optimization problems, oming from both theoretial and pratial domains.
Our Results : In this paper we obtain both approximation algorithms and results on
hardness of approximation. All the hardness results are based on the hypothesis P 6= NP.
More preisely, our results are the following :
 We prove that the MDBCSd problem is not in Apx for any d ≥ 2. On the other
hand, we give an approximation algorithm for general unweighted graphs with ratio
min{m/ logn, nd/(2 logn)}, and an approximation algorithm for general weighted
graphs with ratio min{n/2, m/d}. The rst algorithm uses an algorithm introdued
in [2℄, that is based on the olor-oding method. We also present a onstant-fator
approximation in Appendix D when the input graph aepts a low-degree spanning
tree, in terms of the integer d.
RR n° 6690
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 We prove that the MSMDd problem is not in Apx for all d ≥ 3. The proof is obtained
by the following two steps. First, by a redution from Vertex Cover, we prove that
MSMDd does not admit a PTAS. In partiular, this implies thatMSMDd is NP-hard
for any d ≥ 3. Then, we use the error ampliation tehnique to prove thatMSMDd is
not in Apx for any d ≥ 3. On the positive side, we give an O(n/ logn)-approximation
algorithm for the lass of graphs exluding a xed graph H as a minor, using a known
strutural result on graph minors and dynami programming over graphs of bounded
treewidth. In partiular, this gives an O(n/ logn)-approximation algorithm for planar
graphs and graphs of bounded genus.
 We give a deterministi O(nδ)-approximation algorithm for the DDDkS problem in
general graphs, for some universal onstant δ < 1/3. We also provide a randomized
O(√n logn)-approximation algorithm in Appendix I, whih is ompletely dierent in
nature. Although the approximation ratio is signiantly worse, the idea of the proof
is quite simple and nie.
Organization of the paper : In Setion 2 we establish that MDBCSd is not in Apx
for any d ≥ 2, and in Setion 3 we present two approximation algorithms for unweighted
and weighted general graphs, respetively. The onstant-fator approximation forMDBCSd
when the input graph aepts a low-degree spanning tree is provided in Appendix D for
unweighted graphs. In Setion 4 we prove that MSMDd is not in Apx for any d ≥ 3, and in
Setion 5 we give an O(n/ logn)-approximation algorithm for the lass of graphs exluding
a xed graph H as a minor. In Setion 6 we give two approximation algorithms for the
DDDkS problem. Finally, we onlude with some remarks and open problems in Setion 7.
The omitted proofs and some basi denitions an be found in the appendies.
2 Hardness of Approximating MDBCSd
As mentioned in Setion 1, MDBCS2 is exatly the Longest Path problem, whih is
known to not aept any onstant-fator approximation [16℄, unless P = NP. In this setion
we extend this result and prove that, under the assumption P6=NP, MDBCSd is not in
Apx for any d ≥ 2, proving rst that MDBCSd is not in PTAS for any d ≥ 2. We refer to
Appendix A.1 for the denitions of the omplexity lasses Apx, PTAS and for the notion
of gap-preserving redution, whih will be used freely throughout the paper.
Theorem 2.1 MDBCSd does not admit a PTAS for any d ≥ 2, unless P = NP.
Proof: We prove the result for the ase when d ≥ 3. The result for the ase d = 2
follows from [16℄. We give our redution from TSP(1, 2), whih does not have PTAS unless
P = NP [21℄. An instane of TSP(1, 2) onsists of a omplete graph G = (V,E) on n verties
and a weight funtion f : E → {1, 2} on its edges, and the objetive is to nd a traveling
salesman tour of minimum edge weight in G.
We show that if we have a PTAS for MDBCSd, d ≥ 3, then we an onstrut a PTAS
for TSP(1, 2). Towards this, we transform the graph G into a new graph G′ with a mod-
ied weight funtion g on its edges. For every vertex v ∈ V we add d − 2 new verties
INRIA
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{v1, · · · , vd−2} and we add an edge from v to every vertex vi, 1 ≤ i ≤ d− 2. This onludes
the desription of G′. Let V ′ = {{v1, · · · , vd−2} | v ∈ V } be the set of new verties, and let
E′ = {(vi, v) | 1 ≤ i ≤ d− 2, v ∈ V } be the set of new edges. We dene the weight funtion
g of G′ as follows : g(e) = 3 − f(e) if e ∈ E (weights of original edges get ipped), and
g(e) = 3 if e ∈ E′.
Next we prove a laim showing the struture of the maximal solutions of MDBCSd in
G′. Essentially, we show that given any solution G1 of MDBCSd in G′ with value W , we
an transform it into another solution G2 of MDBCSd in G
′
with value at least W , suh
that G2 ontains all the newly added edges and indues a hamiltonian yle in G. The proof
has been moved to Appendix B due to lak of spae.
Claim 1 Given a solution G1 = (V ∪ V ′, E1) to MDBCSd in G′, we an transform it
in polynomial time into a solution G2 = (V ∪ V ′, E2) of MDBCSd in G′ suh that (a)






Suppose that there exists a PTAS for MDBCSd realized by an approximation sheme
Aδ. This family of algorithms takes as input a graph G′′ and a parameter δ > 0, and returns
a solution of MDBCSd of weight at least (1 − δ)OPTG′′ , where OPTG′′ is the value of an
optimum solution of MDBCSd in G
′′
. Now we proeed to onstrut a PTAS for TSP(1, 2).
Given a graph G, an instane of TSP(1, 2), and ε > 0, we do as follows :
1. Fix δ = h(ε, d) (to be speied later) and run Aδ on G′ (the graph obtained from G
with the transformation desribed above).
2. Apply the polynomial time transformation desribed in Claim 1 on the solution ob-
tained by Aδ on G′. Let the new solution be G∗ = (V ∪ V1, E∗).
3. Return E∗ ∩E as the solution of TSP(1, 2).
Now we prove that the solution returned by our algorithm is of desired kind, that is∑
e∈E∗∩E f(e) ≤ (1 + ε)OT , where OT is the weight of an optimum tour in G. Let suh an
optimum tour ontain a edges of weight 1 and b edges of weight 2. Then OT = a+ 2b and
a+ b = n. Equivalently a = 2n− OT and b = OT − n. Let OD be the value of an optimum
solution of MDBCSd in G
′
.
Then by Claim 1 and the ipping nature of the funtion g, we have that
OD = (d− 2)3n+ 2a+ b. (1)
Let 3(d− 2)n+O∗D be the value of the solution returned by Aδ, where O∗D is the sum of the
weights of the edges of the hamiltonian yle in G, that is O∗D =
∑
e∈E∗∩E g(e). Sine Aδ is
a PTAS,
3(d− 2)n+O∗D ≥ (1− δ)OD. (2)
Combining Equation (1) and Inequality (2) gives
O∗D ≥ (1− δ)OD − 3(d− 2)n = 3n−OT + δOT − n(3d− 3)δ. (3)
RR n° 6690
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On the other hand, the value of the solution returned by our algorithm for TSP(1, 2) is
O∗T = 3n−O∗D (sine if O∗D = 2x+ y, x being the number of edges of weight 2 and y being
the number of edges of weight 1, with x+y = n, then the value of the solution for TSP(1, 2)
is x+ 2y). Substituting O∗D = 3n−O∗T in Inequality (3) and using that OT ≥ n yields
O∗T ≤ OT − δOT + n(3d− 3)δ ≤ OT − δn+ n(3d− 3)δ. (4)
To show that O∗T ≤ (1 + ε)OT , by (4) it is enough to bound −δn+ n(3d− 3)δ ≤ ε ·OT .
Rather we will show that −δn+n(3d−3)δ ≤ εn, whih will automatially imply the required
bound. This an be done by setting δ = h(ε, d) = ε3d−4 , yielding a PTAS for TSP(1, 2).
Sine TSP(1, 2) does not admit a PTAS [21℄, the last assertion also rules out the existene
of a PTAS for MDBCSd for any d ≥ 3, unless P = NP. 2
We are now ready to state the main result of this setion. The proof onsists in using
the innaproximability onstant given by Theorem 2.1 and applying the error ampliation
tehnique to rule out the existene of a onstant-fator approximation. The whole proof of
Theorem 2.2 has been moved to Appendix C due to lak of spae.
Theorem 2.2 MDBCSd, d ≥ 2, does not admit any onstant-fator approximation, unless
P = NP.
3 Approximating MDBCSd
In this setion we fous on approximatingMDBCSd. As seen in Setion 2,MDBCSd does
not admit any onstant-fator approximation in general graphs. In Appendix D we show that
when the input graph has a low-degree spanning tree (in terms of d), the problem beomes
easy to approximate. Speially, Proposition D.1 provides a onstant-fator approximation
for suh graphs.
In this setion we deal with general graphs. Conerning the Longest Path problem
(whih orresponds to the ase d = 2 of MDBCSd as disussed in the introdution) the
best approximation algorithm [6℄ has approximation ratio O(n(log logn/ logn)2), whih im-
proved the ratio O(n/ logn) of [2℄. Using the results of [2℄, we provide in Theorem 3.2 an
approximation algorithm forMDBCSd in general unweighted graphs for any d ≥ 2. Then we
turn to weighted graphs, providing a ompletely new approximation algorithm for general
weighted graphs in Theorem 3.3. Finally we ompare both algorithms for unweighted graphs.
To the best of our knowledge, these are the rst approximation algorithms for MDBCSd in
general graphs.
We need a preliminary lemma, that uses the following result :
Proposition 3.1 ( [20℄) Any unordered tree on n nodes an be represented using 2n+o(n)
bits with adjaeny being supported in O(n) time.
Let Tn,d be the set of non-isomorphi unlabeled trees on n nodes with maximum degree at
most d.
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Lemma 3.1 The set Tlogn,d an be generated in polynomial time on n.
Proof: It is well known [23℄ that |Tn,n−1| ∼ Cαnn−5/2 as n → ∞, where C and α are
positive onstants. Hene, the set Tlogn,logn−1 has a number of elements polynomial on n.
In addition, one an eiently generate all the elements of Tlog n,logn−1, sine by Proposi-
tion 3.1 any unlabeled tree on logn nodes an be represented using 2 logn + o(logn) bits
with adjaeny being supported in O(log n) time. Finally, the set Tlogn,d is obtained from
Tlogn,logn−1 by removing all the elements T with ∆(T ) > d, where ∆(T ) is the maximum
degree of the tree T . 2
The main ingredient of the rst algorithm is a powerful result of [2℄, whih uses the olor-
oding method.
Theorem 3.1 ( [2℄) If a graph G = (V,E) ontains a subgraph isomorphi to a graph
H = (VH , EH) whose treewidth is at most t, then suh a subgraph an be found in 2
O(|VH |) ·
|V |t+1 · log |V | time.
In partiular, trees on log |V | verties an be found in time |V |O(1) · log |V |. We are ready to
desribe our algorithm for unweighted graphs.
Algorithm A :
(1) Generate all the elements of Tlogn,d. Dene the set F := {}.
(2) For eah T ∈ Tlogn,d, test if G ontains a subgraph isomorphi to T . If suh a
subgraph is found, add it to F .
(3) If F = ∅ or d > logn, output an arbitrary onneted subgraph of G with d edges.
Otherwise, output any element in F .
Theorem 3.2 For all d ≥ 2, algorithm A provides a ρ-approximation algorithm for MDBCSd
in unweighted graphs, with ρ = min{m,nd/2}logn .
Proof: Let us rst see that the running time of algorithm A is polynomial on n. Indeed,
steps (1) and (2) an be exeuted in polynomial time by Lemma 3.1 and Theorem 3.1,
respetively. Step (3) takes onstant time. Algorithm A is learly orret, sine by denition
of the set Tlogn,d the output graph is a solution of MDBCSd in G.
Finally, let us onsider the approximation ratio of algorithm A. Let OPT be the number
of edges of an optimal solution of MDBCSd in G, and let ALG be the number of edges of
the solution found by algorithm A. We distinguish two ases :
• If OPT ≥ d·logn2 , then any optimal solution Hˆ has at least logn verties. In partiular,
Hˆ ontains a tree on log n verties, and so does G. Hene, this tree will be found
in step (2), and therefore ALG ≥ logn − 1. (We an assume that ALG = logn
by replaing everywhere Tlogn,d with Tlogn+1,d.) On the other hand, we know that
OPT ≤ min{m,nd/2}.
• Otherwise, if OPT < d·logn2 , then ALG ≥ d. Note that suh a onneted subgraph
with d edges an be greedily found starting from any node of G.
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In partiular, if d = 2, algorithm A redues to the Longest Path algorithm of [2℄.
Theorem 3.3 The MDBCSd problem admits a ρ-approximation algorithm in weighted
graphs, with ρ = min{n/2,m/d}.
Proof: Let us desribe the algorithm. Let F be the set of d heaviest edges in the input graph
G, and let W be the set of endpoints of those edges. We distinguish two ases aording to
the onnetivity of the subgraph H = (W,F ). Let ω(F ) denote the total weight of the edges
in F .
If H is onneted, the algorithm returns H . We laim that this yields a ρ-approximation.
Indeed, if an optimal solution onsists of m∗ edges of total weight ω∗, then ALG = ω(F ) ≥
ω∗
m∗ ·d, sine by the hoie of F the average weight of the edges in F an not be smaller than
the average weight of the edges of an optimal solution. As m∗ ≤ m and m∗ ≤ dn/2, we get
that ALG ≥ ω∗m · d and ALG ≥ ω
∗
dn/2 · d = ω
∗
n/2 .
Now suppose H = (W,F ) onsists of a olletion F of k onneted omponents. Then
we glue these omponents together in k − 1 phases. In eah phase, we pik two omponents
C,C′ ∈ F , and ombine them into a new onneted omponent Cˆ by adding a onneting
path, without touhing any other onneted omponent of F . We then set F ← F\{C,C′}∪
{Cˆ}.
Eah phase operates as follows. For every two omponents C,C′ ∈ F , ompute their
distane, dened as d(C,C′) = min{dist(u, u′, G) | u ∈ C, u′ ∈ C′}. Take a pair C,C′ ∈ F
attaining the smallest distane d(C,C′). Let u ∈ C and u′ ∈ C′ be two verties realizing
this distane, i.e. suh that dist(u, u′, G) = d(C,C′). Let p(u, u′) be a shortest path between
u and u′ in G. Let Cˆ be the onneted omponent obtained by merging C, C′ and the path
p(u, u′).
For the orretness proof, we need the following two observations :
First, observe that in every phase, the path p(u, u′) used to merge the omponents C and
C′ does not go through any other luster C′′, sine otherwise, d(C,C′′) would be stritly
smaller than d(C,C′), ontraditing the hoie of the pair (C,C′). Moreover, p(u, u′) does
not go through any other vertex v in the luster C exept for its endpoint u, sine otherwise,
dist(v, u′, G) < dist(u, u′, G), ontraditing the hoie of the pair u, u′. Similarly, p(u, u′)
does not go through any other vertex v′ in C′.
We now laim that after i phases, the maximum degree of H satises ∆H ≤ d−k+ i+1.
This is proved by indution on i. For i = 0, i.e. for the initial graph H = (W,F ),
we observe that as F onsists of d edges arranged in k separate omponents, the largest
omponent will have no more than d − k + 1 edges, hene ∆H ≤ d − k + 1, as required.
Now suppose the laim holds after i− 1 phases, and onsider phase i. All nodes other than
those of the path p(u, u′) maintain their degree from the previous phase. The nodes u and
u′ inrease their degree by 1, so by the indutive hypothesis, their new degree is at most
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(d−k+(i−1)+1)+1 = d−k+ i+1, as required. Finally, the intermediate nodes of p(u, u′)
have degree 2 ≤ d− k + i+ 1 (sine i ≥ 1 and k ≤ d).
It follows that by the end of phase k− 1, ∆H ≤ d− k+ k− 1+1 = d. Also, at that point
H is onneted. Hene H is a valid solution.
Finally, the approximation ratio of the algorithm is still at most ρ = min{n/2,m/d},
sine this ratio was guaranteed for the originally seleted F , and the nal subgraph ontains
the set F . 2
Let us now ompare the algorithm of Theorem 3.2 (algorithm A) and the algorithm of
Theorem 3.3 (namely, algorithm B) for unweighted graphs. Comparing both approximation
ratios, we onlude that algorithm A performs better when d < 2 logn, while algorithm B
is better when d ≥ 2 logn. Running both algorithms and seleting the best solution we get
the following
Corollary 3.1 The MDBCSd problem admits a ρ-approximation algorithm in unweighted
graphs, with ρ = min{n/2, nd/(2 logn), m/d, m/ logn}.
4 Hardness of Approximating MSMDd
The main theorem of this setion, Theorem 4.2, shows that MSMDd does not admit a
onstant-fator approximation on general graphs, for d ≥ 3. We rst prove in Setion 4.1
that MSMDd does not admit a PTAS and then, using the error ampliation tehnique,
we prove the main result. Our redution is obtained from the well known Vertex Cover
(VC) problem (see Appendix A.1).
4.1 MSMDd does not admit a PTAS for any d ≥ 3
We prove Theorem 4.1 for d = 3, moving the proof for d ≥ 4 to Appendix E due to lak
of spae.
Theorem 4.1 MSMDd, d ≥ 3, is not in PTAS, unless P = NP.
Proof: We give a gap-preserving redution from Vertex Cover. Let H be an instane of
Vertex Cover on n verties. We onstrut an instane G = f(H) of MSMD3. Without
loss of generality, we an suppose that H ontains 3 · 2m edges for some integer m, and also
that every vertex of H has degree at least three.
Let T be the omplete ternary rooted tree with root r and height m+1. The number of
leaves of T is 3 ·2m, and T ontains 3 ·2m+1−2 verties. Let us identify the leaves of T with
edges of H , and all this set E (note that E ⊆ V (T )). We add another opy of E, alled F ,
and a Hamiltonian yle on E ∪ F induing a bipartite graph with partition lasses E and
F as shown in Figure ??. Let us also identify the verties of F with edges in H . Now we add
n new verties A identied with verties of H , and join them to the leaves of T aording
to the adjaeny relations between the edges and verties in H , i.e. an element ℓ ∈ T is
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onneted to v ∈ A if the edge orresponding to ℓ in H is adjaent to the vertex v of V (H).
The graph G built in this way is depited in Figure ??.
We laim that minimum subgraphs of G of minimum degree at least three orrespond to
minimum vertex overs of H and vie versa. To see this, rst note that if suh a subgraph
U of G ontains a vertex of T ∪ F , then it should ontain all the verties of T ∪ F , beause
of the degree onstraints. Obviously U annot onsist just of verties of A, hene U must
ontain all the verties of T ∪F . Note that all the verties of F have degree two in G[T ∪F ].
Therefore, the problem redues to nding the smallest subset of verties in A overing all





(H) + |V (T )|+ |V (F )| = OPT
VC
(H) + 9 · 2m − 2 .
Using this formula, it is straightforward to hek that f is a gap-preserving redution [25℄.
To omplete the proof, note that Vertex Cover is Apx-hard, even restrited to graphs H
of size linear in OPT
VC
(H). The existene of a PTAS for MSMD3 provides a PTAS for
Vertex Cover, whih is a ontradition (under assumption Apx 6= PTAS). 2
4.2 MSMDd is not in APX for any d ≥ 3
We are now ready to prove the following theorem :
Theorem 4.2 MSMDd, d ≥ 3, does not admit any onstant-fator approximation, unless
P = NP.
Proof: We give again the details for d = 3, and prove the result for the ase d ≥ 4
in Appendix F. The proof is by appropriately applying the standard error ampliation
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tehnique. Let G1 = {G} be the family of graphs we onstruted above (Figure ??) from the
instanes H of vertex over, G being a typial member of this family, and let α > 1 be the
fator of inapproximability of MSMD3, that exists by Theorem 4.1.
We onstrut a sequene of families of graphs Gk, suh that MSMD3 is hard to ap-
proximate within a fator θ(αk) in the family Gk. This proves that MSMD3 does not have
any onstant-fator approximation. In the following Gk will denote a typial element of Gk
onstruted using the element G of G1. We desribe the onstrution of G2, and obtain the
result by repeating the same onstrution indutively to obtain Gk. For every vertex v in G
(denoting its degree by dv), we onstrut a graph Gv as follows. First, take a opy of G, and
hoose dv other arbitrary verties x1, . . . , xdv of degree three in T ⊂ G. Then, we replae
eah of these verties xi with a yle of length four, and join three of the verties of the
yle to the three neighbors of xi, i = 1, . . . , dv. Let Gv be the graph obtained in this way.
Note that it ontains exatly dv verties of degree two in Gv.
Now we take a opy of G, and replae eah vertex v with Gv. Then, we join the dv edges
inident to v to the dv verties of degree two in Gv. This ompletes the onstrution of the
graph G2, illustrated in Figure G of Appendix G.
We have that |V (G2)| = |V (G)|2+ o(|V (G)|2), beause eah vertex of G is replaed with
a opy of G where we had replaed some of the verties with a yle of length four.
To nd a solution of MSMD3 in G2, note that for any v ∈ V (G), one a vertex in Gv
is hosen, we have to look for MSMD3 in G, whih is hard up to a onstant fator α. But
approximating the number of v's for whih we should touh Gv is alsoMSMD3 in G, whih
is hard up to the same fator α. This proves that approximating MSMD3 in G2 is hard up
to a fator α2. The proof of the theorem is ompleted by repeating this proedure, applying
the same onstrution to obtain G3, and indutively Gk. 2
5 Approximating MSMDd
In this setion, it is shown that for xed d, MSMDd is in P for graphs whose treewidth
is O(log n). This is done by giving a polynomial time algorithm based on dynami program-
ming. We refer to Appendix A.2 for the denitions of tree-deomposition and treewidth.
This dynami programming algorithm is then used in Setion 5.2 to provide anO(n/ logn)-
approximation algorithm of MSMDd for all lasses of graphs exluding a xed graph as a
minor. This algorithm relies on a partitioning result for minor-exluded lass of graphs,
proved by Demaine et al. in [8℄.
5.1 MSMDd is in P for Graphs with Small Treewidth
In order to prove our results we need the following lemma, whih gives the time om-
plexity of nding a smallest indued subgraph of degree at least d in graphs of bounded
treewidth. The proof is based on standard dynami programming tehniques, and an be
found in Appendix H.
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Lemma 5.1 Let G be a graph on n verties with a tree-deomposition of width at most t,
and let d be a positive integer. Then in time O((d+1)t(t+1)d2n) we an either nd a smallest
indued subgraph of minimum degree at least d in G, or identify that no suh subgraph exists.
A graph G is q-degenerated if every indued subgraph of G has a vertex of degree at
most q. It is well known that there is a onstant c suh that for every h, every graph with no
Kh minor is ch
√
log h-degenerated [9℄. This implies that M -minor-free graphs with |M | = h
are ch
√
log h-degenerated and hene the largest value of d for whih MSMDd is non-empty
is ch
√
log h, a onstant. The above disussion, ombined with the time omplexity analysis
mentioned in Lemma 5.1, imply the following
Corollary 5.1 Let G be an n-vertex graph exluding a xed graph M as minor, with a
tree-deomposition of width O(logn), and let d be a positive integer (a onstant). Then in
polynomial time one an either nd a smallest indued subgraph of minimum degree at least
d in G, or onlude that no suh subgraph exists.
5.2 Approximation Algorithm for M-minor-Free Graphs
The following result of Demaine et al. [8℄ provides a way for partitioning the verties of
a graph exluding a xed graph as a minor into subsets with small treewidth.
Theorem 5.1 ( [8℄) For a xed graph M , there is a onstant cM suh that for any integer
k ≥ 1 and for every M -minor-free graph G, the verties of G (or the edges of G) an be
partitioned into k + 1 sets suh that any k of the sets indue a graph of treewidth at most
cMk. Furthermore, suh a partition an be found in polynomial time.
One may assume without loss of generality that the minimum degree of the minor-free input
graph G = (V,E) is at least d (by removing all the verties of lower degree), and also
that |V (G)| = n = 2p for some integer p ≥ 0 (otherwise, replae logn with ⌈logn⌉ in the
desription of the algorithm).
Desription of the algorithm :
(1) Relying on Theorem 5.1, partition V (G) in polynomial time into logn + 1 sets
V0, . . . , Vlogn suh that any logn of the sets indue a graph of treewidth at most
cM logn, where cM is a onstant depending only on the exluded graph M .
(2) Run the dynami programming algorithm of Setion 5.1 on all the subgraphs Gi =
G[V \ Vi] of logn sets, i = 0, . . . , logn.
(3) This proedure nds all the solutions of size at most log n. If no solution is found,
output the whole graph G.
This algorithm learly provides an O(n/ logn)-approximation for MSMDd in minor-free
graphs, for all d ≥ 3. The running time of the algorithm is polynomial in n, sine in step
(2), for eah Gi, the dynami programming algorithm runs in O((d+ 1)ti(ti + 1)d2n) time,
where ti is the treewidth of Gi, whih is at most cM logn.
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6 Approximating DDDkS
We provide a deterministi approximation algorithm for theDDDkS problem in Theorem
6.1 (strongly based on the algorithm for DkS of [11℄), and a randomized approximation
algorithm in Appendix I. Even if the performane of the randomized algorithm is worse, we
inlude it beause the idea behind the algorithm is quite simple.
Theorem 6.1 The DDDkS problem admits a deterministi O(nδ)-approximation algorithm,
for some universal onstant δ < 1/3.
Proof: Given an input graph G, let ρOPTk be the optimal average degree of a subgraph of
G on exatly k verties (i.e. the optimum of DkS), and let δOPTk be the optimal minimum
degree of a subgraph of G with at most k verties (i.e. the optimum of DDDkS). Let C be
the approximation ratio of the algorithm for DkS of [11℄, i.e. C = O(nδ) for some universal
onstant δ < 1/3. Given a graph H , let ρ(H) denote the average degree of H , and let δ(H)
denote the minimum degree of H .
We know, by [11℄, that we an nd a subgraph Hk of G on k verties suh that ρ(Hk) ≥
ρOPTk /C. Removing reursively the verties of Hk with degree stritly smaller that ρ(Hk)/2
we obtain a subgraph H ′k of Hk on at most k verties suh that δ(H
′
k) ≥ ρ(Hk)/2 ≥
ρOPTk /(2C).
The next step onsists in proving that there exists an integer k0, 1 ≤ k0 ≤ k, suh that
ρOPTk0 ≥ δOPTk , so we an run the DkS algorithm for eah k′ ≤ k, remove low-degree verties
eah time, and take the best solution of DDDkS among H ′2, H
′





Finally, let us prove that k0 exists. Let H be the optimal solution of DDDkS, δ(H) =
δOPTk . Let k0 = |V (H)| (k0 ≤ k). This is the k0 we are looking for, beause ρOPTk0 ≥ ρ(H) ≥
δ(H) = δOPTk .
The above proedure learly onstitutes a (2C)-approximation for DDDkS. 2
7 Conlusions
This paper onsidered three Degree-Constrained Subgraph problems and studied
their behavior in terms of approximation algorithms and hardness of approximation. Our
main results and several interesting questions that remain open are disussed below.
We proved that the MDBCSd problem is not in Apx for any d ≥ 2, and we pro-
vided a deterministi approximation algorithm with ratio min{m/ logn, nd/(2 logn)} (resp.
min{n/2, m/d}) for general unweighted (resp. weighted) graphs. Finally, we gave a onstant-
fator approximation when the input graph aepts a low-degree spanning tree. Closing the
huge gap between the hardness bound and the approximation ratio of our algorithm looks
like a promising researh diretion. It was proved in [16℄ that if any polynomial time algo-
rithm an approximate the Longest Path problem to a ratio of 2O(log
1−ε n)
, for any ε > 0,
then NP has a quasi-polynomial deterministi time simulation. Nevertheless, this result does
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not apply diretly to the MDBCSd problem for all d ≥ 2, so a dierent strategy should be
devised.
We proved that theMSMDd problem is not in Apx for any d ≥ 3. It would be interesting
to strengthen this hardness result using the power of the PCP theorem. On the positive side,
we gave an O(n/ logn)-approximation algorithm for the lass of graphs exluding a xed
graph H as a minor. Finally, nding an approximation algorithm for MSMDd in general
graphs seems to be a hallenging open problem. It seems that MSMDd remains hard even
for proper minor-losed lasses of graphs.
We provided a O(nδ)-approximation algorithm for the DDDkS problem, for some uni-
versal onstant δ < 1/3. It would be interesting to provide hardness results omplementing
this approximation algorithm. Another avenue for further researh ould be to onsider a
mixed version between DDDkS and MSMDd, that would result in a two-riteria optimiza-
tion problem. Namely, given a graph G, the goal would be to maximize the minimum degree
while minimizing the size of the subgraph, both parameters being subjet to a lower and an
upper bound, respetively.
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A Basi Denitions
A.1 Approximation Algorithms and Gap-preserving Redutions
Given an NP-hard minimization (resp. maximization) problem Π and a polynomial time
algorithm A, let OPTΠ(I) be the optimal value of the problem Π for the instane I, and
let ALG(I) be the value given by algorithm A for the instane I. We say that A is an
α-approximation algorithm for Π if for any instane I of Π, OPTΠ(I)/ALG(I) ≥ α (resp.
OPTΠ(I)/ALG(I) ≤ α).
The lass Apx onsists of all NP-hard optimization problems that an be approximated
within a onstant fator. The sublass PTAS (Polynomial Time Approximation Sheme)
ontains the problems that an be approximated in polynomial time within a ratio 1+ ε for
any onstant ε > 0. Assuming P 6= NP, there is a strit inlusion of PTAS in Apx (for
instane, Vertex Cover is in Apx \PTAS), hene an Apx-hardness result for a problem
implies the non-existene of a PTAS.
For our inapproximability results, we make use of the following redutions (f. [25℄).
Denition A.1 (Gap-preserving redution) For two minimization problems Π1 and
Π2, a gap-preserving redution from Π1 to Π2, parameterized by (f1,α) and (f2,β), is a
proedure that given an instane x of Π1, omputes in polynomial time an instane y of Π2
suh that :
 if OPT (x) ≤ f1(x), then OPT (y) ≤ f2(x).
 if OPT (x) > α(|x|)f1(x), then OPT (y) > β(|x|)f2(x).
The usefulness of gap-preserving redutions stems from the following known fat :
Lemma A.1 If there is a gap-preserving redution from Π1 to Π2 and it is NP-hard to
approximate Π1 within a fator stritly less than α, then it is also NP-hard to approximate
Π2 within a fator stritly less than β.
Finally, let us reall the denition of the vertex over problem, from whih we obtain the
hardness redution of Setion 4.
Vertex Cover (VC)
Input : An undireted graph G = (V,E).
Output : A subset V ′ ⊆ V of the minimum size suh that for every edge e =
(u, v), either u ∈ V ′ or v ∈ V ′.
A.2 Tree-deomposition and Treewidth
Denition A.2 (Tree-deomposition, treewidth) A tree-deomposition of a graph G =
(V,E) is a pair (T,X ), where T = (I, F ) is a tree, and X = {Xi}, i ∈ I is a family of subsets
of V (G), alled bags and indexed by the nodes of T , suh that
1. eah vertex v ∈ V appears in at least one bag, i.e. ⋃i∈I Xi = V ;
2. for eah v ∈ V the set of nodes indexed by {i | i ∈ I, v ∈ Xi} forms a subtree of T ;
3. For eah edge e = (x, y) ∈ E, there is an i ∈ I suh that x, y ∈ Xi.
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The width of a tree-deomposition is dened as maxi∈I{|Xi|−1}. The treewidth of G, denoted
by tw(G), is the minimum width of a tree-deomposition of G.
B Proof of Claim 1
We prove the laim in a series of observations improving the solution, and apply them in
order of their appearane. For a given edge set F , let X(F ) be the set of verties ontaining
the end-points of the edges in F .
(a) Suppose E1∩E′ = ∅. Then H = (X(E1), E1) is onneted and every vertex v ∈ X(E1)
has degree at most d in H . This implies that H ontains a yle, so removing any edge
from this yle will not break onnetivity. So we an remove any edge (u, v) from
this yle and add the edges (u1, u) and (v1, v), obtaining a solution of larger weight.
Therefore, we assume heneforth that E1 ∩ E′ 6= ∅.
(b) Suppose V \ X(E1) 6= ∅, that is there is a vertex v ∈ V whih is not ontained in
X(E1). In this ase, by Observation (a), there exists a vertex u ∈ X(E1) suh that
one of the edges (ui, u), 1 ≤ i ≤ d − 2, is in E1. We then set E1 ← E1 − {(ui, u)} +
{(u, v), (v, vi) | 1 ≤ i ≤ d − 2}. Clearly we maintain onnetivity (as removing edges
from E′ does not break onnetivity) and the weight of solution inreases by at least
1. We repeat this proedure until the urrent solution ontains all the verties of G.
() Suppose H ′ = (V,E ∩ E1) is neither a spanning tree nor a hamiltonian yle. Notie
that H ′ is onneted, as removing degree 1 verties of V ′ does not break onnetivity.
This implies that there is a yle C in H ′ suh that there is a vertex v on it whose
degree is at least 3 in H ′ (otherwise, H ′ would be disonneted). This implies that
there exists an edge e = (v, vi) suh that e /∈ E1. Let (u, v) be an edge on C. We then
set E1 ← E1 − {(u, v)}+ {(v, vi)}. Clearly we maintain onnetivity (as removing an
edge from a yle does not break onnetivity) and the weight of the solution inreases
by at least 1.
(d) Suppose H ′ = (V,E∩E1) is a spanning tree. If H ′ is a path then the end-points of this
path, say u and v, have degre 1 in H ′, hene we an add the edge (u, v) and obtain a
solution of higher weight. So let us suppose that H ′ is not a path, hene there exists
a vertex v of degree at least 3 in H ′. This implies that there exists an edge e = (v, vi)
suh that e /∈ E1. Let (u, v) be an edge inident to v in the spanning tree H ′. Consider
the spanning forest H ′ − {(u, v)}, onsisting of two sub-tress H ′u and H ′v ontaining u
and v respetively. We selet a leaf w1 ∈ H ′u and a leaf w2 ∈ H ′v (w2 6= v), and we set
E1 ← E1 − {(u, v)}+ {(v, vi), (w1, w2)}. Clearly the resultant graph is onneted and
has higher weight.
We an apply the above rules in polynomial time to obatin a graph G3 whih is a solution
of MDBCSd in G
′
and satises the onditions desribed in the statement of the laim.
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C Proof of Theorem 2.2
We rst state the following tehnial lemma.
Lemma C.1 For all d ≥ 2,MDBCSd restrited to the lass of graphs for whih any optimal
solution ontains at least 2 verties of degree at most d− 1 is NP-omplete.
Proof: We know that MDBCSd is NP-omplete in general graphs for all d ≥ 2 [15℄, even
when all the weights of the edges are equal to 1. Let G = (V,E) be a general input graph with
all weights equal to 1. For eah (unordered) pair of verties u, v ∈ V , u 6= v, we onstrut
a graph Gu,v in the following way : Gu,v is obtained from G by adding two new verties u
′
and v′, plus the edges {u′, u} and {v′, v} with weight W ≥ 2|E(G)|. It is lear that, for eah
pair {u, v}, any optimal solution for Gu,v ontains the edges {u′, u} and {v′, v}, hene any
optimal solution ontains the 2 verties u′ and v′ of degree one, 1 ≤ d− 1. Let us see that if
we ould solve MDBCSd in Gu,v in polynomial time for eah pair u, v, then we ould also
nd an optimal solution for G in polynomial time, whih would be a ontradition. Indeed,
let OPTu,v be the weight of an optimal solution of MDBCSd in Gu,v. Let
OPTGu,v =
{
OPTu,v − 2W + 1, if {u, v} ∈ E(G) and it is not in the optimal solution in Gu,v,
OPTu,v − 2W, otherwise.
Then the number of edges of an optimal solution of MDBCSd inG is exatlymaxu,v OPT
G
u,v,
that an be omputed in polynomial time. The lemma follows. 2
Again, we prove the result for d ≥ 3, the result for d = 2 following from [16℄. We will
use the error ampliation tehnique. Let α > 1 be the inapproximability onstant given by
Theorem 2.1. Given a family of graphs G with a typial element G = (V,E) with |V (G)| = n
and |E(G)| = m, suh that MDBCSd is hard to approximate in this family within a fator
α > 1, we will build a sequene of families of graphs G = G1,G2, . . ., suh that MDBCSd is
hard to approximate in Gk within a fator αk. This implies thatMDBCSd is not in Apx. In
the following Gi will be a typial element of Gi. Let us suppose that there exists an algorithm
C for approximating the optimal value of MDBCSd on any graph within a onstant fator
of ρ > 1, and derive a ontradition.
Assume without loss of generality that all the weights of the edges of G are equal to
1 (this an be assumed by replaing the edges of weight W by a ternary tree of total size
W − 1, for d > 2, and adding two edges of weight 1 to ui and vi+1). Combinining Lemma
C.1 and the proof of Theorem 2.1, it is easy to see that MDBCSd does not admit PTAS
restrited to graphs for whih any optimal solution ontains at least two verties of degree
d − 1. (Indeed, note that in the family of graphs ontruted in Theorem 2.1, any optimal
solution of MDBCSd ontains n(d − 2) verties of degree 1.) So an also assume without
loss of generality that any optimal solution in G (and indutively also in Gk) ontains at
least 2 verties of degree d− 1.
Let OPTk and Hk be the weight of an optimal solution and an optimal onneted sub-
graph in Gk, respetively. We proeed to illustrate in detail the onstrution of G2. For eah
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pair of verties {u, v} ∈ V 2, u 6= v, we build the graph G2u,v in the following way : we take
the graph G and we replae eah edge ei = (x, y) ∈ E(G), i = 1, . . . ,m, with a opy Gi of
G (again, the opy of the vertex u ∈ V (G) in Gi is labeled ui), and we add the edges (x, ui)
and (y, vi) with weight ε2, 0 < ε2 << 1 for i = 1, . . . ,m. We dene G
2
as the graph G2u,v
for whih algorithm C gives the best solution.
Claim 2 OPT2 = OPT
2
1 + 2ε2 ·OPT1 ≈ OPT 21 .
Sine any optimal solution in G ontains at least 2 verties with degree at most d− 1, the
best solution in G2 ontains OPT1 opies of H1, one for eah edge of H1, plus 2 edges with
weight ε2 for eah opy of H1.
Claim 3 Given any solution S2 in G
2
with weight x, it is possible to nd a solution S1 in
G with weight at least
√
x.
To prove the laim, we distinguish two ases :
• Case a : S2 intersets at least
√
x opies of G.
Let S1 be the subgraph of G indued by the edges orresponding to these opies of G
in G2.
• Case b : S2 intersets stritly fewer than
√
x opies of G.
Let S1 be S2 ∩ Gi, with Gi being the opy of G in G2 suh that |E(S2 ∩ Gi)| is
maximized.
In both ases S1 is onneted, has maximum degree at most d, and has at least
√
x edges.
ρ-approximation in G2, then it is possible to nd a solution for G with weight at least√
OPT2
ρ ≥ OPT1√ρ . That is, there exists a
√
ρ-approximation in G.
Indutively, to build Gk we take a sequene of weights for the edges onneting the opies
of Gk−1 suh that
0 < εk << εk−1 << . . . << ε3 << ε2 << 1.
Claim 2 beomes OPTk ≈ OPT 2k−1 + 2εk ·OPTk−1 ≥ OPT 2k−1 ≥ OPT 4k−2 ≥ . . . ≥ OPT 2
k
1 ,
and the same arguments apply. As the size of Gk is a polynomial funtion on the size of
G, this means that given a ρ-approximation algorithm for MDBCSd for G
k
in Gk with
running time polynomial in the size of Gk, one an obtain a ρ1/2
k
-approximation algorithm
for MDBCSd for G in G and with running time polynomial in |G|. But there exists an
integer k suh that ρ2
−k
< α, ontraditing Theorem 2.1. The theorem follows.
D Approximating MDBCSd in Graphs with Low-degree
Spanning Trees
We rst state a simple lemma about the optimal solutions of the polynomial problem
MDBSd (the denition is the same as the MDBCSd problem, exept that the onnetivity
of the output subgraph is not required).
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Lemma D.1 Given a graph G and two integers d, k , 1 < k ≤ d, suh that k divides d, let





Proof: Let Hˆd be the subgraph of G attaining OPTd. By the lassial Vizing's theorem
[9℄, there exists a oloring of the edges of Hˆd using at most d + 1 olors. Then we order
these hromati lasses aording to non-inreasing total edge-weight, and let Hd/k be the
subgraph of G indued by the rst d/k lasses. Then the maximum degree of Hd/k does not
exeed d/k, and the sum of the weights of its edges is at least d·OPTdk·(d+1) . Hene
OPTd ≤ d+ 1
d
· k ·OPTd/k
For d ≥ 2, the funtion d+1d is maximized when d = 2. 2
For example, if G = C5 and d = k = 2, then OPT2 = 5 ≤ 3/2 · 2 ·OPT1 = 3 · 2 = 6.
Denition D.1 (k-tree) A k-tree of a onneted graph is a spanning tree with maximum
degree at most k.
We are now ready to desribe our approximation algorithm.
Proposition D.1 Given two integers d, ℓ , 1 < ℓ < d, let Gd,ℓ be the lass of graphs that






Proof: Assume without loss of generality that ℓ divides d, otherwise replae d/ℓ with ⌈d/ℓ⌉.
Sine G has a (d/ℓ − 1)-tree, by [12℄ we an nd in polynomial time a spanning tree S of
G with maximum degree at most d/ℓ. Let k = ℓℓ−1 , and let H be the optimal solution of
MDBSd/k in G (reall that MDBSd is in P, but the output graph is not neessarily on-
neted). Then it is lear that the graph S ∪H is a solution of MDBCSd in G, sine it is
onneted and has maximum degree at most d. By Lemma D.1 and using the fat that any
solution for MDBCSd is also a solution for MDBSd, S ∪H provides a 32 ℓℓ−1 -approximation
for MDBCSd in G. 2
For example, if G has a spanning tree of maximum degree at most d/2− 1, then Propo-
sition D.1 states that MDBCSd admits a 3-approximation in G.
D.1 Relation of MDBCSd with the Toughness of a Graph
We need some preliminary denitions. Given a graph G, we note by κ(G) the number of
onneted omponents of G.
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Denition D.2 (Toughness of a graph [26℄) A graph G = (V,E) has toughness t(G)
if t(G) is the largest number t suh that, for any subset S ⊆ V , |S| ≥ t ·κ(G[V \S]), provided
that κ(G[V \ S]) > 1.
Win proved in [26℄ that if t(G) ≥ 1k−2 , with k ≥ 3, then G has a k-tree :
Theorem D.1 (Win [26℄) Let G be a graph. If t(G) ≥ 1k−2 , with k ≥ 3, then G has a
k-tree.
Let us see the relation of the denitions above with the MDBCSd problem. If a graph
G does not satisfy the onditions of Proposition D.1, then G does not have a (d/2− 1)-tree.
In this ase one has some additional knowledge about the struture of G. Namely, Theorem
D.1 states that, provided that d ≥ 8, the toughness t(G) of G satises t(G) < 1d/2−3 , and
this means that there exists a subset S ⊆ V (G) suh that







It would be interesting to explore if this strutural result permits to approximateMDBCSd
in G eiently.
E Proof of Theorem 4.1 for d ≥ 4
Again, the proof onsists in a gap-preserving redution from Vertex Cover :
Let H be an instane of Vertex Cover on n verties. We will onstrut an instane
G = f(H) of MSMDd. Without loss of generality, we an suppose that H ontains d·(d−1)m
edges, for some m, and also that every vertex of H has degree at least d.
Let T be the omplete d-ary rooted tree with root r and height m+ 1. It is easy to see
that the number of leaves of T is d · (d−1)m, and that T ontains 1+d · (d−1)m+1−1d−2 verties.
Let us identify the leaves of T with edges of H , and all this set E (note that E ⊆ V (T )).
We add another opy of E, alled F , and the following edges (suppose that m is big enough)
aording to the parity of d :
 if d is even : d−22 Hamiltonian yles on E ∪ F , eah one induing a bipartite graph
with partition lasses E and F , plus one perfet mathing between E and F .
 if d is odd : d−12 Hamiltonian yles on E ∪ F , eah one induing a bipartite graph
with partition lasses E and F .
Let us also identify the verties of F with edges in H . Now we add n new verties A
identied with verties of H , and join them to the leaves of T aording to the adjaeny
relations between the edges and verties in H , i.e. an element ℓ ∈ T is onneted to v ∈ A if
the edge orresponding to ℓ in H is adjaent to the vertex v of V (H). Note that the verties
of E have regular degree d, and those of F have regular degree d+1. Now the same argument
of the proof of Theorem 4.1 applies to this ase, proving the Apx-hardness of MSMDd for
d > 3.
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F Proof of Theorem 4.2 for d ≥ 4
Again, the proof onsists in applying the error ampliation tehnique. Let G1 := G be
the graph we onstruted in Appendix E, and let α > 1 be the fator of inapproximability
of MSMDd, that exists by Theorem 4.1. We onstrut a sequene of graphs Gk, suh that
MSMDd is hard to approximate within a fator θ(α
k) in Gk. This proves that MSMDd
does not have any onstant-fator approximation. Indeed, suppose that MSMDd admits a
C-approximation for some onstant C > 0. Then we an hoose k suh that αk > C, and
then MSMDd is hard to approximate in Gk within a fator α
k > C, a ontradition.
We desribe the onstrution of G2, and we obtain the result by repeating the same
onstrution indutively to obtain Gk. For every vertex v in G (we note its degree by dv),
we onstrut a graph Gv as follows : rst we take a opy of G, and hoose dv other arbitrary
verties x1, . . . , xdv of degree d in T ⊂ G. Then we replae eah of these verties xi with :
 if d is odd : a graph on d+ 1 verties with regular degree d− 1.
 if d is even : a graph on d+2 verties having one vertex v∗ of degree d+1, and all the
others degree d− 1.
Then we join d of the verties of this new graph (dierent from v∗) to the d neighbors of
xi, i = 1, . . . , dv. edges inident to v, to d of these verties. Let us all v
′
the only remaining
vertex of degree 2 on this yle. Let Gv be the graph obtained in this way. Note that we
have exatly dv verties of degree d− 1 in Gv.
Now we take a opy of G, and replae eah vertex v by Gv. Then we join the dv edges
inident to v to the dv verties of degree two in Gv. This ompletes the onstrution of the
graph G2.
We have that |V (G2)| = |V (G)|2+ o(|V (G)|2), beause we replae eah vertex of G with
a opy of G where we had replaed some of the verties with a graph of size d+1 or d+2. The
same argument of the proof of Theorem 4.2 applies to this ase, proving the Apx-hardness
of MSMDd for d > 3.
G Error Ampliation in the Proof of Theorem 4.2
See Fig. G.
H Proof of Lemma 5.1
Let (T,X ) be the given tree-deomposition. We suppose that T is a rooted tree, and that
the deomposition is nie, whih means :
 Any node has at most two hildren ;
 For any node t with exatly two hildren t1 and t2, we have Xt = Xt1 = Xt2 ;
 For any node t with exatly one hild s we have Xt ⊂ Xs and |Xs| = |Xt| + 1, or
Xs ⊂ Xt and |Xt| = |Xs|+ 1.
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Note that suh a deomposition always exists and an be found in linear time, and in fat we
an suppose that |V (T )| = O(n). As it is usual in algorithms based on tree deompositions,
we propose a dynami programming approah based on this deomposition, whih at the
end either produes a onneted subgraph of G of minimum degree at least d and of size at
most k, or deides that G does not have any suh subgraph.
Now that the tree deomposition is rooted, we an speak of the subgraph dened by the
subtree rooted at node i. More preisely, for any node i of T , let Yi be the set of all verties
that appear either in Xi or in Xj for some desendant j of i. Denote by G[Yi] the graph
indued by the nodes in Yi.
Note that if i is a node in the tree and j1 and j2 are two hildren, then Yj1 and Yj2 are
disjoint exept for verties in Xi, i.e. Yj1 ∩ Yj2 = Xi. A {0, 1, 2, 3, . . . , d}-oloring of verties
in Xi is a funtion ci : Xi → {0, 1, . . . , d − 1, d}. Let supp(c) = {v ∈ Xi| c(v) 6= 0} be the
support of c.
For any suh {0, 1, . . . , d}-oloring c of verties in Xi, let a(i, c) be the minimum size of
an indued subgraph H(i, c) of G[Yi], whih has degree c(v) for every v ∈ Xi with c(v) 6= d,
and degree at least d on its other verties. Note that H(i, c) ∩ Xi = supp(c). If suh a
subgraph does not exist, we dene a(i, c) = +∞.
We develop reursive formulas for a(i, c). In the base ase, i is a leaf of the tree deomposi-
tion. Hene Yi = Xi. We would like to know the size of the minimum indued subgraph with
presribed degrees, but this is exatly |supp(c)| if G[supp(c)] satises the degree onditions,
and is +∞ if it does not.
In the reursive ase, node i has at least one hild. We distinguish between three ases,
depending on the size of the bag of i and its number of hildren :
 Assume rst that i has only one hild, say j, Xi ⊂ Xj , and so |Xj | = |Xi| + 1 and
Xi = Xj \ {v} for some vertex v. Also, Yi = Yj , sine Xi does not add any new
verties. Consider a oloring c : Xi → {0, 1, . . . , d}. Consider the two olorings c0 :
Xj → {0, 1, . . . , d} and c1 : Xj → {0, 1, . . . , d} of Xj , dened as follows : c0 = c1 = c
on Xi, and c0(v) = 0, c1(v) = d. Then we let a(i, c) = min{a(j, c0), a(j, c1)}.
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 Now assume that i has only one hild, say again j, and that |Xj| = |Xi| − 1 and so
Xj ⊂ Xi and Xj = Xi \ {v} for some vertex v. Also, Yj = Yi \ {v}. Let c be a oloring
of Xi. It is lear that the only neighbors of v in G[Yi] are already in Xi.
 If c(v) ≥ 1, for any olletion A of c(v) edges in G[Xi] onneting v to verties
v1, . . . , vc(v), with c(vi) ≥ 1 (note that suh a olletion may not exist at all), we
onsider the oloring cA of Xj as follows : cA(vi) = c(vi) − 1 for any 1 ≤ i ≤ c(v),
and cA(w) = c(w) for any other vertex w. Then we dene
a(i, c) = min
A
{a(j, cA)} + 1 .
 If c(v) = 0, we simply dene a(i, c) = a(j, c).
Note that we have at most (t+ 1)d+1 hoies for suh a olletion A.
 In the last ase, we an suppose that i has two hildren j1 and j2, and so Xi = Xj1 =
Xj2 . Let c be a oloring of Xi, then supp(c) ⊂ Xi is part of the subgraph we are
looking for. For any vertex v ∈ Xi, we alulate the degree dG[Xi](v). We suppose that
v has degree dv1 , d
v
2 in H ∩G[Yj1 ], H ∩G[Yj2 ] (H is the subgraph we are looking for).
These degree sequenes should be in suh a way to guarantee the degree ondition
on v imposed by the oloring c. In other words, if c(v) ≤ d − 1 then we should have
dv1 + d
v
2 − dG[Xi] = c(v), and if c(v) = d, then dv1 + dv2 − dG[Xi] ≥ d. Every suh
sequene D = {dv1, dv2| v ∈ Xi} on verties of Xi determines two olorings cD1 and cD2
of Xj1 and Xj2 respetively. For eah suh pair of olorings, let H1 and H2 be the
minimum subgraphs with these degree onstraints in G[Yj1 ] and G[Yj2 ] respetively.
Then H1 ∪H2 satises the degree onstraints imposed by c. We dene
a(i, c) = min
D
{|H | | H = H1 ∪H2}
for all degree distributions as above. For every vertex we have at most d2 possible degree
hoies for dv1 and d
v
2. We have also |Xi| ≤ t + 1. This implies that the minimum is
taken over at most (t+ 1)d
2
olorings.
As the size of our tree-deomposition is linear on n, we an determine all the values a(i, c)
for every i ∈ V (T ) and every oloring of Xi in time linear in n. Now return the minimum
value of a(i, c) omputed for all olorings c, for values in the set {0, d} assigning at least one
non-zero value. The time dependene on t follows from the size of the bags and the hoies
we made using the olorings.
I A Randomized Approximation Algorithm for DDDkS
Theorem I.1 The DDDkS problem admits a randomized O(√n logn)-approximation algo-
rithm.
Proof: For every 1 ≤ d ≤ n, let H [d] be the maximum subgraph of G with minimum degree
δH[d] ≥ d, in the sense that H [d] ontains any other subgraph H of G of minimum degree at
least d. Let also n[d] be |V (H [d])|. The rst stage of the algorithm omputes H [d] for every
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1 ≤ d ≤ n. This is easily done by initializing H [1] = G and then suessively removing from
H [d] all the verties of degree d to obtain H [d+1]. Note that n[d] an be zero, i.e. H [d] an
be the empty subgraph. The algorithm stops whenever it nds n[d] = 0.
Let d˜ be the index suh that n[d˜] > 0 and n[d˜ + 1] = 0 (learly d˜ ≤ n− 1). If k ≥ n[d˜],
then H [d˜] is an exat solution to the problem, hene the output to the DDDkS problem is
d˜. It remains to handle the ase where k < n[d˜]. In this ase, it is also lear that the solution
d∗ we are looking for is bounded by d˜, i.e. d∗ < d˜. Two ases may our.
• Case a : k ≤ 16√n logn or d˜ ≤ 16√n logn.
In this ase any onneted subgraph of G of size at most k (for example a onneted
subtree of a spanning tree of G of size k, or even just an edge) has minimum degree
at least one, hene it provides a solution that is within a fator 1/(16
√
n logn) of the
optimal solution.
• Case b : Both d˜, k > 16√n logn.
Construt a subgraph H of H [d˜] in the following way : selet eah vertex of H [d˜] with
probability 1/
√
n, and take H to be the indued subgraph of H [d˜] by the set of seleted
verties. Let n0 = |V (H)|.
Claim 4 The number of seleted verties satises n0 ≤ 2n[d˜]/
√
n with probability at least
1− 1/n4. In partiular, n0 ≤ k with probability at least 1− 1/n4.
Proof: Observe that n0 an be expressed as the sum of n[d˜] independent Boolean random
variables B1, . . . , Bn[d˜]. Sine E[n0] = n[d˜]/
√
















Therefore, beause n[d˜] > k > 16
√







< exp(−4 logn) = 1
n4
,
and sine n[d˜] ≤ n, with probability at least 1− 1n4 , n0 ≤ 2n[d˜]/
√
n ≤ 2√n < 16√n logn < k.
2
Claim 5 For every vertex v ∈ V (H), degH(v) ≥ d˜2√n with probability at least 1− 1/n2.
Proof: Observe rst that degH(v) is a sum of degH[d˜](v) independent Boolean random
variables, and so the expeted degree of v in H is degH[d˜](v)/
√
n ≥ d˜/√n. This is beause
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Claim 6 δH ≥ d˜/(2√n) with probability at least 1− 1/n.





n2 · |H | ≤ 1/n. 2
Claim 4 and Claim 6 together show that with probability at least 1 − 1n − 1n4 ≥ 1 − 2n ,
H has at most k verties and has minimum degree at least d˜/(2
√
n). Therefore, with high
probability, H provides a solution of DDDkS whih is within a fator 1/(2
√
n) of the opti-
mal solution. This onludes the proof of the theorem. 2
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