Abstract-The complexity of Balinese script and the poor quality of palm leaf manuscripts provide a new challenge for testing and evaluation of robustness of feature extraction methods for character recognition. With the aim of finding the combination of feature extraction methods for character recognition of Balinese script, we present, in this paper, our experimental study on feature extraction methods for character recognition on palm leaf manuscripts. We investigated and evaluated the performance of 10 feature extraction methods and we proposed the proper and robust combination of feature extraction methods to increase the recognition rate.
INTRODUCTION
Isolated handwritten character recognition (IHCR) has been the subject of intensive research during the last three decades. Some IHCR methods have reached a satisfactory performance especially for Latin script. However, development of IHCR methods for other various new scripts remains a major challenge for researchers. For example, the IHCR challenges for historical documents discovered in the palm leaf manuscripts, written using the script originating from the region of Southeast Asia, such as Indonesia, Cambodia, and Thailand. Ancient palm leaf manuscripts from Southeast Asia have received great attention from historian and also researchers in the field of document image analysis, for example some works on document analysis of palm leaf manuscript from Thailand [1, 2] and from Indonesia [3, 4] . The physical condition of the palm leaf documents is usually degraded. Therefore, researchers have to deal at the same time with the digitization process of palm leaf manuscripts and with the automatic analysis and indexing system of the manuscripts. The main objective is to bring additional value to the digitized palm leaf manuscripts by developing tools to analyze, to index and to access quickly and efficiently to the content of the manuscripts. It tries to make the manuscripts more accessible, readable and understandable to a wider audience and to scholars all over the world.
The majority of Balinese have never read any palm leaf manuscript because of language obstacles as well as tradition which perceived them as sacrilege. They cannot access to the important information and knowledge in palm leaf manuscript. Therefore, using an IHCR system will help to transcript these ancient documents and translate them to the current language. IHCR system is one of the most demanding systems which has to be developed for the collection of palm leaf manuscript images. Usually, an IHCR system consists of two main steps: feature extraction and classification. The performance of an IHCR system greatly depends on the feature extraction step. The goal of feature extraction is to extract information from raw data which is most suitable for classification purpose [5] . Many feature extraction methods have been proposed to perform the character recognition task [5] [6] [7] [8] [9] [10] [11] [12] [13] . These methods have been successfully implemented and evaluated for recognition of Latin, Chinese and Japanese characters as well as digit recognition. However, only a few system are available in the literature for other Asian scripts recognition. For example, some of the works are for Devanagari script [6, 14] , Gurmukhi script [5, [15] [16] [17] , Bangla script [10] , and Malayalam script [18] . Those documents with different scripts and languages surely provide some real challenges, not only because of the different shapes of characters, but also because the writing style for each script differs: shape of the characters, character positions, separation or connection between the characters in a text line.
Choosing efficient and robust feature extraction methods plays a very important role to achieve high recognition performance in an IHCR and OCR [5] . The performance of the system depends on a proper feature extraction and a correct classifier selection [10] . With the aim of developing an IHCR system for Balinese script on palm leaf manuscript images, we present, in this paper, our experimental study on feature extraction methods for character recognition of Balinese script. It is experimentally reported that to improve the performance of an IHCR system, the combination of multi features is recommended [19] . Our objective is to find the combination of feature extraction methods to recognize the isolated characters of Balinese scripts on palm leaf manuscript images. We investigated 10 feature extraction methods and based on our preliminary experiment results, we proposed the combination of feature extraction methods to improve the recognition rate. Two classifiers: k-NN (k-Nearest Neighbor) and SVM (Support Vector Machine) are used in our experiments. We also compared the results with a convolutional neural network based system. In such a system, feature extraction is not required. This paper is organized as follow: section II gives a brief description about Balinese script on the collection of palm leaf manuscripts in Bali and the challenges for IHCR. Section III presents the brief description of feature extraction methods and our proposed combination of features which were evaluated in our experimental study. The palm leaf manuscript image dataset used in this work and the experimental results are presented in Section IV. Conclusions with some prospects for the future works are given in Section V.
II. BALINESE SCRIPT ON PALM LEAF MANUSCRIPTS AND THE CHALLENGES FOR IHCR

A. The Balinese Script on Palm Leaf Manuscripts
The Balinese manuscripts were mostly recorded on dried and treated palm leaves, called Lontar. They include texts on important issues such as religion, holy formulae, rituals, family genealogies, law codes, treaties on medicine, arts and architecture, calendars, prose, poems and even magics. Unfortunately, many discovered Lontars, part of the collections of some museums or belonging to private families, are in a state of disrepair due to age and due to inadequate storage conditions. Lontars were written and inscribed with a small knife-like pen (a special tool called Pengerupak). It is made of iron, with its tip sharpened in a triangular shape so it can make both thick and thin inscriptions. The manuscripts were then scrubbed by the natural dyes to leave a black color on the scratched part as text. The Balinese palm leaf manuscripts were written in Balinese script and in Balinese language. Writing in Balinese script, there is no space between words in a text line. Some characters are written on upper baseline or under the baseline of text line. Lontars were written in the ancient literary texts composed in the old Javanese language of Kawi and Sanskrit.
B. The IHCR Challenge for Balinese Script in Palm Leaf
Manuscripts For Balinese IHCR, there are 2 challenges: 1) the complexity of Balinese script, and 2) the poor quality of palm leaf manuscripts. Balinese script is considered to be one of the more complex scripts from Southeast Asia. The alphabet and numeral of Balinese script is composed of ±100 character classes including consonants, vowels, diacritics, and some other special compound characters. Usually, palm leaf manuscripts have poor quality since the documents are degraded over time due to storage conditions. The palm leaf manuscripts contain discolored parts and artefacts due to aging. They have low intensity, variations or poor contrast, random noises, and fading [4] . Several deformations in the character shapes are visible due to the merges and fractures of the characters, varying space between letters, and varying space between lines (see Fig. 1 ). It is known that the similarities of distinct character shapes, the overlaps, and interconnection of the neighboring characters further complicate the problem of an OCR system [7] . One of the main problem faced when dealing with segmented handwritten character recognition is the ambiguity and illegibility of the characters [8] . In the scope of this paper, we will focus on scripts written on palm leaf whose characters are even more elaborated in ancient written form. These characteristics provide a suitable challenge for testing and evaluation of robustness for feature extraction methods which were already proposed for character recognition. Balinese scripts on palm leaf manuscripts offer a real new challenge in IHCR development. 
III. FEATURE EXTRACTION METHODS AND OUR PROPOSED COMBINATION OF FEATURES
Many feature extractions methods have been presented in the literature. Each method has its own advantages or disadvantages over other methods. In addition, each method may be specifically designed for some specific problem. Most of feature extraction methods, extract the information from binary image or grayscale image [6] . Some surveys and reviews on features extraction methods for character recognition were already reported [19] [20] [21] [22] [23] [24] . In this work, first, we investigated and evaluated some most commonly used features for character recognition: histogram projection [6, 10, 18] , celled projection [10] , distance profile [6, 18] , crossing [6, 10] , zoning [6, 8, 9, 18] , moments [14, 18] , some directional gradient based features [5, 11] , Kirsch Directional Edges [6] , and Neighborhood Pixels Weights (NPW) [6] . Secondly, based on our preliminary experiment results, we proposed and evaluated the combination of NPW features applied on Kirsch Directional Edges images, with Histogram of Gradient (HoG) features and zoning method. This section will only briefly describe the feature extraction methods which were used in our proposed combination of features and the convolutional neural network. For more detail description of other commonly used feature extraction methods which were also evaluated in this experimental study, please refer to references mentioned above.
A. Kirsch Directional Edges
Kirsch edges is a non-linear edge enhancement [6] . Let Ai (i=0,1,2,...,7) be the eight neighbors of the pixel (x,y), i is taken as modulo 8, starting from top left pixel at the moving clock-wise direction.
Four directional edge images are generated (Fig. 2 ) by computing the edge strength at pixel (x,y) in four (horizontal, vertical, left diagonal, right diagonal) direction, defined as GH, GV, GL, GR, respectively [6] . They can be denoted as bellow:
Where Si and Ti can be computed by: Si = Ai + Ai+1 + Ai+2 (5) Ti = Ai+3 + Ai+4 + Ai+5 + Ai+6 + Ai+7 (6) Each directional edge image is thresholded to produce a binary edge image. The binary edge image is then partitioned into N smaller regions. Then, edge pixel frequency in each region is computed to produce the feature vector. In our experiments, we computed Kirsch feature from grey scale image with 25 smaller regions to produce a 100 dimensions feature vector. Based on the empirical tests for our dataset, the Kirsch edge image can be optimally thresholded with a threshold value of 128. The feature value is then normalized by the maximum value of edge pixel frequency from all regions.
Fig. 2 Four directional Kirsch edge images
B. Neighborhood Pixels Weights (NPW)
Neighborhood Pixels Weight (NPW) was proposed by Satish Kumar [6] . This feature may work on binary as well as on gray images. NPW considers four corners of neighborhood for each pixel: top left, top right, bottom left, and bottom right corner. The number of neighbors considered on each corner is defined by value of layer level (see Fig. 3 ). Level 1 considers only pixels in layer 1 on each corner (1 pixel), level 2 considers pixels in layer 1 and 2 (4 pixels), and level 3 considers pixels in all layers (9 pixels). In the case of binary image, the weight value on each corner is obtained by counting the number of pixel character, divided by total number of neighborhood pixels on that corner. For grayscale image, the weight value on each corner is obtained by summing the gray level of all neighborhood pixels, divided by maximum possible weight due to all neighborhood pixels on that corner (nb_neighborhood_pixels x 255). Four weighted plans are constructed for each corner from the weighted value of all pixels on the image. Each plane is divided into N smaller regions, and the average weight of each region is computed. The feature vector is finally constructed from the average weight of each region from each plane (N x 4 vector dimension).
In our experiments, we computed NPW features in level 3 neighborhood with 25 smaller regions (N=25) to produce a 100 dimensions feature vector. The feature value is normalized by the maximum value of average weight from all regions. We tested the performance of NPW feature for both binary and grayscale image. 
C. Histogram of Gradient (HoG)
The gradient is a vector quantity comprising of magnitude as well as directional component computed by applying its derivatives in both horizontal and vertical directions [5] . The gradient of an image can be computed either by using for example Sobel, Roberts or Prewitt operator. The gradient strength and direction can be computed from the gradient vector. Gradient feature vector used in [5] is formed by accumulating the gradient strength separately along different directions.
To compute HoG, first, we compute the gradient magnitude and gradient direction of each pixel of the input image. The gradient image is then divided into some smaller cells, and in each cell we generate the histogram of directed gradient by assigning the gradient direction of each pixel into certain range of orientation bin which are evenly spread over 0 to 180 degrees or 0 to 360 degrees (Fig. 4 & 5 ). The histogram cells are then normalized with a larger overlap connected blocks.
Fig. 4 An image with 4x4 oriented histogram cells and 2x2 descriptor blocks overlapped on 2x1 cells
The final HoG descriptor is then generated from all concatenated vector of the histogram after the block normalization process. For our experiments, we used the HoG implementation of VLFeat 1 . We computed HoG feature from gray scale image with cell size of 6 pixels and with 9 different orientations to produce a 1984 dimensions feature vector. 
D. Zoning
Zoning is computed by dividing the image into N smaller zones: vertical, horizontal, square, diagonal left and right, radial or circular zone (see Fig. 6 ). The local properties of image are extracted on each zone. Zoning can be implemented for binary image and grayscale image [6] . For example, in binary image, the percentage density of character pixels in each zone is computed as local feature [9] . In grayscale image, the average of gray value in each zone is considered as local feature [18] . Zoning can be easily combined with other feature extraction methods [10] , for example in [8] . In our experiments, we computed zoning with 7 zone types (zone width or zone size = 5 pixels) and combined them into a 205 dimensions feature vector. We also tested the zoning feature on the image of the skeleton. 
E. Our proposed combination of features
After evaluating the performance of 10 individual feature extraction methods, we found that the HoG features, NPW features, Kirsch features and Zoning method give a very promising result (see Table I in Section IV). We obtained 62,45% of recognition rate only by using Kirsch features. It means that the four directional Kirsch edge images already serve as a good feature discriminants for our dataset. The shape of Balinese characters are naturally composed by some curves. We can notice that Kirsch edge image is able to give the initial directional curve features for each character. On the other hand, NPW features have an advantage that it can be applied directly to gray level images. Our hypothesis is the four directional Kirsch edge images will provide a better feature discriminants for NPW features. Based on this hypothesis, we proposed a new feature extraction method by applying NPW on kirsch edge images. We call this new method as NPW-Kirsch (see Fig. 7 ). Finally, we concatenate NPW-Kirsch with two other features, HoG and Zoning method.
Fig. 7 Scheme of NPW on Kirsch features
F. Convolutional neural network
In this experiment, we also use convolutional neural network where feature extraction step is not required. The network considers the value of each pixel of the input image as the input layer. In this experiment, we used Tensorflow library 2 . More specifically, multilayer convolutional neural network is used. The architecture of our network is illustrated in Fig. 8 . Given an input grayscale image of 28x28 pixels, the first convolutional layer (C1) is computed by using a sliding window of 5x5 pixels. We obtain C1 layer containing 28x28x32 neurons, where 32 is the number of features maps chosen. For each sliding window on the neuron (i, j), the convolutional C(i, j) output can be computed by:
Where W is a 5x5 matrix to be used as the shared weights matrix, and I is the input neurons. Rectified linear unit is then applied. We obtain: C=ReLu(b+C), where b is the bias. Then, we apply max-pooling using a window of 2x2 which consists in choosing the maximum activation in the selected region as the output. We obtain P2 layer consists of 14x14x32 neurons. After computing the second convolutional layer (C3) and second max-pooling (P4), we obtain a layer (P4) of 7x7x64 neurons. We add a fully-connected layer (F5) of 1024 neurons, where
is a one dimension matrix containing the 3136 neurons in
P4. W4 is a 3136x1024 shared weight matrix, and b4 is the bias.
Finally, we fully connect this F5 layer to the output layer, where the number of neurons equals the number of classes by using the equation 8. 
IV. DATASET, EXPERIMENTS AND RESULTS
We present our experimental study on feature extraction methods for character recognition of Balinese script on palm leaf manuscripts.
A. Palm leaf manuscript images dataset
Our Balinese palm leaf manuscript images dataset come from 5 different locations in Bali, Indonesia: 2 museums and 3 private families. In order to obtain the variety of the manuscript images, the sample images used in this experiment are randomly selected from 23 different collections (contents), with the total of 393 pages. By using the collection of wordlevel annotated patch images from our palm leaf manuscript collection, which were produced manually using Aletheia 3 [25] in our previous ground truthing process, we collected our isolated Balinese character dataset. We applied binarization process to automatically extract all connected component found on the word patch images. Our Balinese philologists manually annotated the segment of connected component that represent a correct character in Balinese script. All patch images that have been segmented and annotated at character level will serve as our isolated character dataset. It consists of 133 character classes, with a total number of 19,383 character samples and 11,710 samples are randomly selected and used as train set. The remaining samples are used as test set. The number of sample images for each class is different. Some classes are frequently found in our collection of palm leaf manuscripts, but some others are rarely used. Thumbnail samples of these images are showed in Fig. 9 . Fig. 9 Samples of character-level annotated patch images of Balinese script on palm leaf manuscripts
B. Experiments of character recognition
We investigated and evaluated the performance of 10 feature extraction methods and the proposed combination of features in 29 different schemes. We also compared the experimental result with the convolutional neural network. For all experiments, a set of image patches containing Balinese characters from the original manuscripts will be used as input, and a correct class of each character should be identified as a result. We used k=5 for k-NN classifier, and all images are resized to 50x50 pixels (the approximate average size of character in collection), except for Gradient features where images are resized to 81x81 pixels to get evenly 81 blocks of 9x9 pixels, as described in [11] .
The results (Table I) show that the recognition rate of NPW features can be significantly increased (up to 10%) by applying it on the four directional Kirsch edge images (NPWKirsch method). Then, by combining this NPW-Kirsch features, HoG features and Zoning method can increase the recognition rate up to 85%. This result is slightly better than 3 http://www.primaresearch.org/tools/Aletheia using the convolutional neural network. In our experiments, the number of training dataset for each classes is not balance, and it influences the performance of convolutional neural network. But this condition was already clearly stated and can not be avoided as real challenge of our IHCR development for Balinese script on palm leaf manuscripts. Some ancient characters are not frequently found in our collection of palm leaf manuscripts. 
V. CONCLUSIONS AND FUTURE WORKS
Balinese scripts on palm leaf manuscripts offer a real new challenge in IHCR development. We present our experimental study on feature extraction methods for character recognition of Balinese script on palm leaf manuscripts by investigating 10 feature extraction methods for IHCR. We proposed the proper and robust combination of feature extraction methods to increase the recognition rate. Our study shows that the recognition rate can be significantly increased by applying NPW features on four directional Kirsch edge images. And the use of NPW on Kirsch features in combination with HoG features and Zoning method can increase the recognition rate up to 85%, and it still slightly better than using the convolutional neural network. For our future works, we will investigate more specific curve and curvature based features to achieve better recognition rate of Balinese script IHCR.
