Abstract. In this paper, we proposed a mixed model of text classification constructed by latent dirichlet allocation and deep learning. The model present that a text will be represent as a vector computing by latent dirichlet allocation algorithm, and this vector is probabilistic vector of corresponding topic words space. Then we input these topic vectors into a deep learning framework for computing nonlinear relationship of each vector. Finally, we constructed a text classification system. The proposed model achieves a higher accuracy when compared with other current popular algorithms, such as SVM, KNN and TFIDF.
Introduction
Text classification plays an important role in many applications, such as document retrieval, web search, spam filtering and recommender system. However, machine learning algorithm is the heart of these applications such as Native Bayes or KNN. These algorithms typically face the text input to be represented as words vector. And the most common input vector representation for texts is the bag-of-words or bag-of-n-grams. However, the bag-of-words has many disadvantages. First, the bag-of-words vector is an unstructured collection and even some different documents have exactly the same word representation. Second, the bag-of-words is not considering the semantics of the words. LDA [1] have emerged as a powerful new technique for finding useful structure and sensing semantic of text. In below section, we describe a topic model for uncovering the underlying semantic structure of a document collection, and this model based on a hierarchical Bayesian analysis of the original texts. However, if only having topic vectors we do not complete the text classification task. And we need to explore the complex nonlinearity interdependencies of input vectors, but some traditional algorithms cannot work it such as KNN. Deep learning [2] [3] [4] [5] [6] has been applied to work related representations for words [7] [8] . And it is good at complex nonlinear relationship representation [9] [10] . So, we adopt deep learning algorithm to representation for text topics. In the next section, we construct a deep semantic learning framework.
In this paper, we propose a deep learning framework with multiple layer neural network structure for considering the problem of modeling text corpora and other collections of discrete data. First, we use LDA algorithm to product input vectors by preprocessing the text corpus. Unlike the bag-of-words, LDA provides a more semantic document topic representation. Then, we import input vectors into deep learning framework which can explore the complex nonlinearity interdependencies of input vectors. In addition, we use a topic vector to represent a text than bag-of-words, because it usually with fewer words and it can reduce the calculated quantity of the deep learning algorithm.
The plan of this article is as follows. In the next section, we will describe the details of the algorithm of the model. In the third section, the experiment results which indicate the proposed model outperform many popular algorithms in this field will present to readers. In the last section, we have a conclusion about this paper. Fig. 1 Deep semantic text classification model Fig. 1 shows the main structure of this text classification model. The first half part is LDA algorithm. LDA is an important topic model algorithm. LDA reduce a long text words into a short topic vector. The long text could be some news or fictions and so on. LDA makes the topics to represent text in a way suitable with content items on a meaning level. The latter half part is deep learning framework. Our proposed model explicitly input the topic vectors into specific neutral network to explore the complex nonlinearity interdependencies of topic vectors. Finally, we take the uniform training rule to train this classification model. 
Deep semantic text classification model
That ( ) t k n indicates word t is observed times allocating topic k, and ( ) k m n indicates times which topic k is allocated to document m. The training algorithm will stop when parameters are convergence or iterations come to maximum value.
DNNs are typically feedforward networks. It can be trained with the standard backpropagation algorithm. The loss function is below:
That θ is training parameters, and ( ) h θ is the predicted function for text classification model. We also use standard L2 regularization of all the parameters, weighted by the hyper-parameter λ .
Experiments
Datasets. Our experiment data are from 20 newsgroups [11] and Reuters 21578 [12] . 20 newsgroups data set consists of 20000 messages taken from 20 newsgroups, and Reuters 21578 dataset contains 21,578 documents. For all experiments, we will take ninety percentages of data for training task and the rest of data for testing task.
Results. As the result compared, we choose the Naive Bayes which is the simplest text classifier model and the Probabilistic Analysis of the Rocchio Algorithm with TFIDF [13] which also use the newsgroups data as the train data. Besides, SVM, KNN, and CART Decision Tree algorithm are considered as compared result. In the result, we take the accuracy as the evaluation index. Table 1 shows the result of the experiment, and the number stands for accuracy of each method. On the experiment data LDA+DNN performs significantly better than other algorithms. 
Conclusion
We have presented in this paper an efficient text classification model that combining topic model with deep learning. The advantage of LDA is that it represents text in a way suitable with content items on a meaning level and remedies the deep learning weakness of computing elapsed much time. The advantage of deep learning is that it explores the nonlinearity interdependencies of topic vectors and complements LDA topic model classification function. The experiment result shows that it outperforms current popular classification algorithms which contain SVM, KNN, TFIDF, CART Decision Tree and Naive Bayes.
