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Abstract
We study triples of coisotropic or isotropic subspaces in symplectic vector spaces;
in particular, we classify indecomposable structures of this kind. The classification
depends on the ground field, which we only assume to be perfect and not of charac-
teristic 2. Our work uses the theory of representations of partially ordered sets with
(order reversing) involution; for (co)isotropic triples, the relevant poset is “2+2+2”
consisting of three independent ordered pairs, with the involution exchanging the
members of each pair.
A key feature of the classification is that any indecomposable (co)isotropic triple
is either “split” or “non-split”. The latter is the case when the poset represen-
tation underlying an indecomposable (co)isotropic triple is itself indecomposable.
Otherwise, in the “split” case, the underlying representation is decomposable and
necessarily the direct sum of a dual pair of indecomposable poset representations;
the (co)isotropic triple is a “symplectification”.
If one ignores the involution, representations of the poset “2 + 2 + 2” are es-
sentially the same as representations of a certain quiver of extended Dynkin type
E˜6, and our work relies on the known classification of indecomposable represen-
tations of such quivers. In particular from these results it follows that the poset
representations underlying (co)isotropic triples come in two types: there are fami-
lies of indecomposables which depend on a parameter taking a continuum of values
(“continuous-type”), and there are those indecomposables which are characterized
only by the dimensions of the spaces involved (“discrete-type”). This pattern is
reflected in the classification of (co)isotropic triples; in particular, there are families
of triples which depend on a parameter. Also, indecomposable triples exist in every
even dimension.
In the course of the paper we develop the framework of “symplectic poset rep-
resentations”, which can be applied to a range of problems of symplectic linear
algebra. The classification of linear hamiltonian vector fields, up to conjugation,
is an example; we briefly explain the connection between these and (co)isotropic
triples. The framework lends itself equally well to studying poset representations
on spaces carrying a non-degenerate symmetric bilinear form; we mainly keep our
focus, however, on the symplectic side.
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1 Introduction
In a previous paper [21], the second two authors have given a complete classification
of pairs of coisotropic subspaces in Poisson vector spaces and, equivalently by duality,
pairs of isotropic subspaces in presymplectic vector spaces. Each such pair is uniquely
(up to isomorphism and ordering) decomposable as a direct sum of multiples of ten
indecomposable pairs, for which there are simple normal forms in ambient spaces of
dimension 1, 2, or 3. These decomposition problems are special cases of the problem of
classifying triples of coisotropic or isotropic subspaces in symplectic vector spaces, with
an extra condition relating the third subspace to the first two.
In this paper, we will deal with all (co)isotropic triples in symplectic vector spaces.
The decomposition into indecomposables is still possible with summands essentially
unique, but there are many more indecomposables. In dimensions up to 4, there are still
only finitely many isomorphism classes of indecomposables, while in higher dimensions
the moduli space of such classes includes parametrized families as well as single points
which may or may not be in the closure of such families.
The classification of pairs in [21] was done by elementary arguments in linear alge-
bra, but the results there (as well as those in [22] on the classification of (co)isotropic
relations) suggested links with the representation theory of quivers, particularly of those
associated with (extended) Dynkin diagrams and the closely related representation the-
ory of partially ordered sets (posets). (See e.g. Gabriel and Roiter [12].) We rely on
these to carry out the classification of triples. In fact, we largely reduce our problem
to that of studying representations which are maps from a certain 6-element poset with
involution to the poset of subspaces of a symplectic vector space with the involution
given by symplectic orthogonality. The classification of these representations, without
the involution, is essentially that of certain representations of a quiver associated to the
extended Dynkin diagram E˜6, which is a tree consisting of a central vertex attached to
three “branches” containing two vertices each. The quiver in question is obtained from
E˜6 by orienting all of its edges toward the central vertex. Here are two depictions of
this quiver; the first is the most common, while we will use the latter, to emphasize the
poset structure:
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For our results, we rely on the classification of representations of extended Dynkin
quivers given in [7] and [8], for the case of E˜6. Representations of this particular quiver
have also been studied in quite some detail by Stekolchshik, see e.g. [31] and [32].
The study of poset representations in spaces equipped with an (anti-)symmetric inner
product was first developed, to our knowledge, by Scharlau and collaborators; see [28]
for a concise and enlightening overview.
For (co)isotropic triples, the connection with the E˜6-type quiver described above is
this: the central vertex corresponds to the ambient symplectic vector space, while each
branch corresponds to an isotropic subspace and (adjacent to the central vertex) the
coisotropic orthogonal in which it is contained.
The associated six-element poset consists of the vertices in the branches, with partial
ordering given by the arrows connecting them, and (order-reversing) involution given
by exchanging the elements of each pair. We will use one of the standard notations,
2+ 2+ 2, for this poset.
Since the operation of “taking the symplectic orthogonal” induces a one-to-one cor-
respondence between isotropic subspaces and coisotropic ones, in the following we focus
on and refer simply to isotropic triples. The concomitant results for coisotropic triples
are implicit.
A crucial part of our analysis is a result due to Quebbemann, Scharlau, and Schulte
[25] and Sergeichuk [30], which, in our setting, says that every indecomposable isotropic
triple in dimension 2n is either already indecomposable as a linear representation of
the poset 2 + 2 + 2 or is obtained from an indecomposable linear representation of
the same poset in dimension n by a “doubling construction” known as hyperbolization
([25, p. 267]), and which in our context we will call symplectification. (It is closely
connected to the cotangent bundle construction in symplectic geometry, though the
latter always produces lagrangian subspaces.) This dichotomy reduces our problem to
deciding which such indecomposable linear representations actually come from inde-
composable isotropic triples, and finding the nonisomorphic isotropic triples which may
give rise to the same indecomposable linear representation.1
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2 Resume´
In this section we give a summary of our results. We hope that placing this summary
here, rather than as a final section, will give the reader an initial rough overview and a
place to refer back to while reading the paper. Some of the terminology and notation
used below is only defined later in the course of the paper; we include here, however, a
short list of our most essential terms and notions:
• A linear poset representation (or just “poset representation”) of a poset P
in a vector space V (always assumed finite-dimensional) is an order-preserving
map from P to the poset of subspaces of V . Poset representations will usually
be denoted by the letter ψ. Representations of the poset 2 + 2 + 2 are called
sextuples.
• If a poset P is equipped with an order-reversing involution, then to each repre-
sentation ψ of P in V , there is a dual representation ψ∗ of P in V ∗. (For the
definition, see (4) in Section 3.5.) In this paper, we always assume the poset
2 + 2 + 2 to be equipped with the order-reversing involution that exchanges the
two elements of each of the three ordered pairs.
• An isotropic triple ϕ is an ordered triple of isotropic subspaces of a symplectic
vector space. The three isotropics, together with their corresponding symplectic
orthogonals, form a sextuple of subspaces which define a linear representation of
the poset 2 + 2 + 2, the underlying linear representation ϕˆ of the triple. The
underlying poset representation ϕˆ of an isotropic triple is necessarily isomorphic
to its dual; i.e ϕˆ is “self-dual”.
• Given a sextuple ψ in V , a compatible symplectic form is a symplectic form
on V with respect to which ψ becomes the underlying poset representation of an
isotropic triple. (See Section 3.5.)
• Isotropic triples are examples of symplectic poset representations (see Defini-
tion 3.2). There are distinct notions of decomposition (and of “indecomposable”)
for linear poset representations and for symplectic poset representations, respec-
tively (the latter are orthogonal decompositions.) In particular, an indecompos-
able isotropic triple may be decomposable as a linear poset representation.
• Any representation ψ of a poset P has an associated dimension vector: this is
the function which assigns to each element x ∈ P the dimension of the associated
subspace ψ(x). We usually write the dimension vector not as a function, but as a
tuple (i.e. a “vector”).
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• Throughout we assume that the ground field k is perfect and does not have char-
acteristic 2. The condition of “perfectness” is not a strong one: perfect fields
include fields which are algebraically closed, fields of characteristic zero, and finite
fields.
Resume´:
1. Symplectically indecomposable isotropic triples ϕ come in two kinds:
• Split: the underlying sextuple ϕˆ of the isotropic triple is decomposable as a
linear poset representation. By Lemma 3.24, ϕ is isomorphic to the symplec-
tification of some indecomposable poset representation ψ of 2+ 2+ 2 which
is not self-dual; in particular ϕˆ ∼= ψ ⊕ ψ∗.
• Non-split: ϕ is such that ϕˆ indecomposable and self-dual
Our main work is the identification of the duals of indecomposable sextuples and
the classification of the indecomposable non-split isotropic triples. Once this is
done, by Lemma 3.24, the classification of the split-type indecomposable isotropic
triples is essentially automatic. Throughout, it is understood that when we speak
of classification of indecomposables, we mean the classification of isomorphism
classes of indecomposables.
2. In order to classify the non-split indecomposable isotropic triples, we first identify
which sextuples ψ are self-dual. We have the following subcases (we use labels (a)
through (e), which are also referred to further below):
• Discrete-type: in these cases, ψ is based on an indecomposable nilpotent en-
domorphism. Up to isomorphism, ψ is uniquely determined by its dimension
vector d. There are the following types, with k ∈ Z≥0:
(a) A(3k + 1, 0) with d = (3k + 1; 2k + 1, k, 2k + 1, k, 2k + 1, k),
(b) A(3k + 2, 0) with d = (3k + 2; 2k + 1, k + 1, 2k + 1, k + 1, 2k + 1, k + 1).
• Continuous-type: in these cases, ψ has a dimension vector of the form
(3k, 2k, k, 2k, k, 2k, k), with k ∈ Z>0, and is based on an indecomposable
endomorphism η (this is a generalization of the ∆(k, λ) of Donovan-Freislich
[8], and we also use normal forms based on the homogeneous representations
of Dlab-Ringel [7]). In our encoding, the underlying endomorphism η of a
self-dual ψ is necessarily such that η is similar to (id − η)∗. The following
types of endomorphism η (up to similarity) account for all the indecompos-
able self-dual continuous-type sextuples:
If η has an eigenvalue λ in the base field:
(c) λ = 12 .
If η has has no eigenvalue in the base field:
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(d) Over the reals: the complex eigenvalues of η are 12 ± bη
√−1 for unique
real bη > 0.
(e) Over perfect fields in general: η = 12 id+ ζ where ζ 6= 0 is similar to −ζ∗.
The characteristic (= minimal) polynomial of ζ is of the form r(x)m for
an irreducible polynomial r which is of the form r(x) = p(x2) for some
polynomial p.
3. With the indecomposable self-dual sextuples classified, we then determine which
of these admit compatible symplectic forms (and we give such forms explicitly via
coordinate matrices). We find that compatible symplectic forms exists as follows:
(a) for A(3k + 1, 0) if and only if k is odd.
(b) for A(3k + 2, 0) if and only if k is even.
(c) for η having an eigenvalue in k: if and only if k is even.
(d-e) for η having no eigenvalue in k: for all k.
4. Following the question of existence of compatible symplectic forms for indecom-
posable self-dual sextuples, we then address the question of uniqueness. We find
that compatible symplectic forms for a sextuple ψ are unique up to isomorphism
(i.e. up to an isometry which is an automorphism of ψ) and, in
(a-c), multiplication by a scalar. There are no compatible symmetric forms.
(d), multiplication by a scalar. There are also compatible symmetric forms.
(e), multiplication by a ‘scalar’ Z ∈ F+H . Here F = k[x]/q(x) is considered as a
subring of k3k×3k and F+H consists of all Z ∈ F such that ZtH = HZ, where
H is the coordinate matrix of a particular compatible form. There are also
compatible symmetric forms.
5. The following provides a complete list of isomorphism types of isotropic triples
in the non-split case. Given a non-split isotropic triple ϕ with symplectic form ω
(and associated coordinate matrix H) there is an automorphism of ϕˆ which is
(a-d) an isometry from ω to cω, for some 0 6= c ∈ k, if and only if c is a square
in k. Thus, compatible symplectic forms for a given sextuple ψ = ϕˆ are
parametrized by the square class group k×/(k×)2.
(e) an isometry from H to HZ, for some 0 6= Z ∈ F , if and only if Z = X2−Y 2
where X ∈ F+H and Y ∈ F−H . Here, F±H = {Z | ZtH = ±HZ}.
6. For a fixed indecomposable sextuple ψ, the set (if non-empty) of all compatible
symplectic forms2 is given via linear expressions involving
(a) k parameters,
(b) k + 1 parameters,
2Here we mean all compatible forms, i.e. not only up to isometry.
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(c-d) k2 + 1 parameters.
Proof of the Resume´
1. By Lemma 3.24.
2. For the cases (a-b), in Proposition 4.4 it is stated which discrete-type indecom-
posable sextuples are self-dual, and in Theorem 5.3 it is shown which ones admit
compatible symplectic forms.
For continuous-type indecomposable sextuples, it is established in Section 6.5
that self-duality only occurs for framed sextuples, and from Proposition 6.17 it
follows that a framed sextuple Sη is self-dual if and only if η is similar to id− η∗.
Furthermore, those Sη which underly non-split isotropic triples are identified:
(c) in Theorem 7.1 for the case when the underlying endomorphism has an eigen-
value in the ground field.
(d) in Theorem 7.3 for the case when k = R and the underlying endomorphism
has no eigenvalue in R.
(e) in Theorem 8.9 for the general case when k is perfect and the underlying
endomorphism has no eigenvalue in k. See also Corrollary 8.10.
3. For (a-b), see Theorem 5.3; for (c), see Theorem 7.1; (d-e), see Theorem 8.9.
4. For (a-b), see Theorem 5.9; for (c), see Theorem 7.1; for (d), see Theorem 7.3;
for (e), see Theorem 8.17. The uniqueness statements in the theorems above for
(a-d) make use of Lemma 3.26, and in the case (e), Theorem 8.17 makes use of
Lemma 8.15.
5. As in the previous point: for (a-b), see Theorem 5.9; for (c), see Theorem 7.1; for
(d), see Theorem 7.3; for (e), see Theorem 8.17.
6. For (a-b), see Remark 5.8; for (c-d), see Theorem 7.1 and Theorem 7.3.
Corollary 2.1. For an indecomposable representation ψ of the poset P = 2+ 2+ 2 in
a vector space V the following are equivalent
1. There is a symplectic representation ϕ such that ϕˆ = ψ.
2. ψ is self-dual and dimV is even.
Remark 2.2. The following topics are deferred to possible future work.
• For those representations which do not admit compatible symplectic structures
(since they are not self-dual or admit only symmetric structure), a detailed de-
scription of the isotropic triples resulting from their symplectifications.
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• Analysis of how the classification of isotropic triples changes when the ground
field is changed.
• A description of the isometry groups of indecomposable isotropic triples.
• A discussion of the classification of isotropic triples within the category-theoretic
framework of Quebbemann, Scharlau, Schulte [25] and Sergeichuk [30].
• Analysis of the relation between poset representations which are sextuples and
those which involve four subspaces.
• The study of how a general (not necessarily indecomposable) isotropic triple
decomposes into indecomposable summands; in particular the question of how
unique such a decomposition is.
• The question of defining invariants for isometry types of isotropic triples (in par-
ticular in relation to the perfect elements established by Stekolchshik [31]).
• An explanation in further detail of the relation between isotropic triples and linear
hamiltonian vector fields.
3 General theory
Here we provide a review of some aspects of symplectic linear algebra and the repre-
sentation theory of partially ordered sets. We have tried to do this in such as way as
to be accessible to readers who might be familiar with only one of these two areas. In
particular, we give an elementary presentation of the relevant results from the general
theory of Quebbemann, Scharlau, and Schulte [25] and Sergeichuk [30].
We work with a fixed ground field, which we assume to be perfect (e.g. of character-
istic zero, finite, or algebraically closed) and not of characteristic 2; otherwise we usually
leave the field unspecified. All vector spaces are assumed to be finite-dimensional.
3.1 Basic notions
A pair of subspaces (A,B) in a vector space V (without further structure) is completely
determined up to isomorphism by four invariants: the dimensions of V , A, B, and
A ∩ B. For a triple (A,B,C) ⊆ V of subspaces, one needs to know, in addition to the
dimensions of V , A, B, C, all pairwise intersections, and the triple intersection, the
dimension of one more space, such as (A+B)∩C, giving a total of nine invariants. (For
instance, this ninth invariant is needed to distinguish the two arrangements of three
distinct lines in 3-space, which may or may not be coplanar.) At this point, we have
effectively introduced the lattice 〈A,B,C〉 generated by A, B, and C as a sublattice of
the lattice Σ(V ) of subspaces in V , i.e. the subspaces generated by A, B, and C under
iterations of the operations of sum and intersection. The study of such structures dates
back to Dedekind and Thrall, immanent in early results of representation theory and
leading into abstract lattice theory. The present work is mainly oriented around posets,
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with Σ(V ) being a poset with respect to inclusion, and we will not deal with abstract
lattice theory. Nevertheless, the lattice structure of Σ(V ) will play an important role,
in particular in calculations.
A non-degenerate antisymmetric bilinear, i.e. symplectic, form ω on V produces
additional structure.
First of all, there is a naturally associated linear map ω˜ from V to V ∗ defined by
ω˜(v)(w) = ω(v,w). Non-degeneracy means that ω˜ is an isomorphism.
Next, there is a natural order-reversing involution A 7→ A⊥ on Σ(V ), where A⊥, the
symplectic orthogonal of A, is the subspace {v ∈ V | ∀w ∈ A,ω(v,w) = 0}. This
involution is related to another order-reversing operation, namely the one that maps
a subspace A ⊆ V to its annihilator A◦ = {ξ ∈ V ∗ | ξ(v) = 0 ∀v ∈ A} in V ∗. The
following result is easy to verify; we state it as a lemma to refer to later.
Lemma 3.1. For any subspace A in a symplectic space (V, ω), ω˜(A⊥) ⊆ V ∗ is the
annihilator A◦ of A.
Using the involution ⊥, we may define several special types of subspaces. There are
the isotropic subspaces, for which A ⊆ A⊥ and the coisotropic subspaces, for which
A⊥ ⊆ A. Subspaces which are both isotropic and coisotropic, i.e. fixed points of the
orthogonality involution, are called lagrangian. Subspaces for which A ∩ A⊥ = {0}
are called symplectic; the restriction of the symplectic form to such a subspace is non-
degenerate, and hence again a symplectic form. For such spaces, the order-reversing
property implies that this condition is equivalent to A + A⊥ = V , so that we can also
write the condition as V = A⊕A⊥. Involutivity implies that A⊥ is symplectic as well,
giving a symplectic direct sum decomposition of V . Such symplectic direct sums
can also be built from the external direct sum of symplectic spaces by equipping the
sum with the direct sum form, which is again symplectic. The aim of this paper is to
study the decomposition of (co)isotropic triples with respect to symplectic direct sums
(not just of two summands).
Given a symplectic direct sum decomposition V = A1⊕A2, we can define in a purely
lattice-theoretic way the involution on Σ(A1) associated with the restricted symplectic
structure. Let C1 be any subspace of A1. Then C
⊥
1 contains A2, and the modular
law3 implies that C⊥1 = (C
⊥
1 ∩A1)⊕A2. So we may define the operation ⊥1 by setting
C⊥11 := C
⊥
1 ∩A1. It is clearly order-reversing, and it is easy to check that it is involutive.
Of course, we can do the same thing in A2. We see from here that for subspaces Cj ⊆ Aj ,
the direct sum C1⊕C2 is (co)isotropic or symplectic if and only if C1 and C2 are. Similar
statements to all of those above hold for orthogonal decompositions with any number
of summands.
A linear representation4 of a partially ordered set, or poset, P in a vector space
V is an order preserving map ψ from P to the poset Σ(V ). The dimension vector of
ψ is the function which assigns to each p ∈ P the dimension of ψ(p). We will also add
3The modular law states that, for subspaces A, B, C of a given vector space, if B ⊆ A, then
A ∩ (B + C) = B +A ∩ C.
4We use the word “linear” here simply to distinguish this notion of representation from the notion
of symplectic poset representation, which we define below.
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dimV as a first component to the dimension vector. A morphism f : ψ → ψ′ between
representations ψ in V and ψ′ in V ′ of the same poset P is a linear map f : V → V ′
such that f(ψ(p)) ⊆ ψ′(p) for all p ∈ V ; it is an isomorphism if f is bijective and
f(ψ(p)) = ψ′(p) for all p ∈ P .
The term poset with involution will denote a poset P equipped with an order-
reversing involution ⊥: P → P . The relevance of poset representations and involutions
arises when we observe that each isotropic subspace A in a symplectic space V is natu-
rally associated with the subspace A⊥ which contains it and hence with the pair (A,A⊥).
Conversely, if (A,B) is any pair of subspaces for which A ⊆ B and A⊥ = B, then A is
isotropic and B is its coisotropic orthogonal. Thus we see that isotropic (or equivalently,
coisotropic) subspaces in V may be identified with involution-preserving representations
into Σ(V ) of a poset consisting of two elements in linear order, equipped with the order-
reversing involution which exchanges the two elements. We will denote this poset by
2.
Definition 3.2. Let (P,⊥) be a poset with involution, (V, ω) a symplectic vector space,
and (Σ(V ), ⊥) the poset of its subspaces equipped with the involution induced by ω5. A
symplectic representation of (P, ⊥) in V is an order-preserving map ϕ : P → Σ(V )
such that
ϕ(p⊥) = ϕ(p)⊥ ∀p ∈ P.
If ϕ is such a representation, forgetting the involutions gives us simply a linear repre-
sentation of P in the vector space V , which we denote by ϕˆ and call the underlying
linear representation.
Given another symplectic representation ϕ′ in (V ′, ω′) of the same poset with invo-
lution (P,⊥), an isomorphism from ϕ to ϕ′ is an isomorphism of linear poset repre-
sentations ϕˆ→ ϕˆ′ which is also an isometry (V, ω)→ (V ′, ω′).
Now, for any k, the k-tuples of isotropic-coisotropic pairs in (V, ω) are simply the
symplectic representations in (V, ω) of the partially ordered set k ·2 := 2+2+ · · ·+2 (k
times) consisting of k copies of 2 which are independent in the sense that a ≤ b only when
a and b belong to the same copy, with the involution interchanging the elements of each
copy of 2. In the present paper, we derive for k = 0, 1, 2, 3, up to direct decomposition,
the classification of isotropic k-tuples from the classification of linear representations of
the poset k ·2; these essentially correspond to the representations of a quiver associated
with the Dynkin diagrams A1, A3, and A5, and the extended Dynkin diagram E˜6,
respectively. The first three cases are easy, with only finitely many indecomposables up
to isomorphism, while the latter case is more involved – in particular there are infinitely
many indecomposables, some appearing in 1-parameter families.
Our general strategy for classifying isotropic triples will involve three basic opera-
tions related to symplectic representations. First of all, given a symplectic representa-
tion ϕ of (P, ⊥) in (V, ω), one may ignore the involution and symplectic structure to
obtain a linear representation ϕˆ of P in V . Second, starting with a linear representation
ψ of (P, ⊥) in V , one can ask whether there exists a symplectic form on V such that
5We use the same symbol to denote two different involutions – the one on P and the one on Σ(V ).
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ψ is in fact a symplectic representation in (V, ω); in this case ω is a compatible sym-
plectic form. Third, one can build a symplectic representation out of each linear one by
a “doubling” construction called symplectification, which we define in subsection 3.6
below.
Remark 3.3. These operations are close to ones in symplectic geometry. The first one
corresponds to forgetting the symplectic structure on a symplectic manifold, the second
is analogous to asking whether a given manifold admits a symplectic structure, while
the third is similar to the cotangent bundle construction.
3.2 Decompositions of linear representations
We fix a poset P . Given linear poset representations ψ and ψ′, on V and V ′ respectively,
their (external) direct sum is the poset representation on V ⊕ V ′ defined by
(ψ ⊕ ψ′)(x) = ψ(x)⊕ ψ′(x) ∀x ∈ P.
A subrepresentation of a linear representation ψ on V is a representation ψ′ on
a subspace U ⊆ V such that ψ′(x) ⊆ ψ(x) ∀x ∈ P . Given subrepresentations ψ′
and ψ′′ of ψ, on U ′ and U ′′ respectively, we say they form an (internal) direct sum
decomposition of ψ if V = U ′ ⊕ U ′′ and
ψ(x) = ψ′(x)⊕ ψ′′(x) ∀x ∈ P.
In this case, ψ′(x) = ψ(x) ∩ U ′ for all x ∈ P , and similarly for ψ′′.
We note that, given a subrepresentation ψ′ of ψ, there may not exist a subrepresen-
tation ψ′′ such that ψ = ψ′ ⊕ ψ′′. For an example, consider P = {x1, x2, x3} endowed
with the empty partial order, i.e. there are no order relations between the elements. Let
ψ be a representation of P on a two-dimensional space V such that the subspaces ψ(xi)
are three independent lines, and let ψ′ be the subrepresentation on U ′ := ψ(x1) such
that ψ′(x1) = ψ(x1) and ψ
′(x2) = ψ
′(x3) = 0. Suppose there existed a subrepresenta-
tion ψ′′ such that ψ = ψ′ ⊕ ψ′′. Then ψ′′ would be need to be defined on a subspace
U ′′ such that V = U ′ ⊕ U ′′; thus U ′′ would be a line in V . By the requirement that
ψ(xi) = ψ
′(xi)⊕ ψ′′(xi), it follows that necessarily
ψ(x2) = 0⊕ ψ′′(x2) and ψ(x3) = 0⊕ ψ′′(x3).
But since the subspaces ψ′′(x2) and ψ
′′(x3) must be contained in the line U
′′, this would
imply that ψ′′(x2) = ψ
′′(x3) = U
′′, a contradiction to the fact that ψ′′(x2) and ψ
′′(x3)
are independent.
For any vector space V , idempotents π in the algebra End(V ) of its endomorphisms
correspond to direct sum decompositions V = A ⊕ B of V , where A = Imπ and
B = Kerπ = Im(1−π). (The zero and the identity endomorphisms are denoted by 0 and
1, respectively.) The same is true for the endomorphism algebra End(V, ψ) of a linear
representation ψ in V of a fixed partially ordered set P . Recall that an endomorphism
of a linear representation ψ is a linear map f : V → V such that f(ψ(p)) ⊆ ψ(p) for
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all p ∈ P . It is easy to check that End(V, ψ) is a unital subalgebra of End(V ). Since
the ground field embeds into End(V, ψ) via its action on the algebra unit, we sometimes
refer simply to the ring of endomorphisms of ψ.
The basic theory of poset representations parallels that of modules of finite compo-
sition length as presented, for example, in [17, §1.4]. We nevertheless give some outlines
of proofs, for the convenience of the reader.
We call a subring E of some End(V ) local if each of its elements is either invertible
or nilpotent. It follows that, for any f ∈ E, either f or 1− f is invertible; namely, if f
is not invertible, then fn = 0 for some n and 1− f has inverse∑ni=0 f i. More generally,
if g =
∑m
i=1 fi is invertible then so is at least one of the fi. The nilpotent elements form
an ideal RadE, the radical of E. (Namely, given f and g, if one of them is nilpotent and
if fg were to be invertible, then f would be surjective and g injective, so actually both
would be invertible. And if both f and g are nilpotent then f + g cannot be invertible.)
It follows that E/RadE is a division ring and RadE the unique maximal ideal.
The following result is a version of Fitting’s Lemma.
Lemma 3.4. For a linear poset representation ψ in V the following are equivalent
1. ψ is indecomposable.
2. End(V, ψ) is local.
3. End(V, ψ) has only the trivial idempotents 0 and 1.
Proof Clearly, 2) ⇒ 3) ⇒ 1). Now, assume ψ indecomposable. The rank of f j is a
non-increasing and non-negative function of j = 1, 2, 3, · · · , so it stabilizes after finitely
many steps, say d steps. Then f j(Im fd) = Im fd+j = Im fd for all negative j; Call this
image space I. It follows that the nondecreasing sequence of kernels of these powers also
satisfies N := Ker fd+j = Ker fd; call this null space N . If v ∈ I ∩N , then v = fd(w)
for some w, and 0 = fdv. Hence, f2d(w) = 0, so v = fd(w) must be zero as well. So
I ∩ N = {0}. By dimension counting, we have V = I ⊕ N , where I and N are both
f -invariant, f |I is invertible (since it is surjective), and fN is nilpotent.
If K is any f -invariant subspace, then fk(K) ⊆ K is the projection πI(K) of K on
I. Then the other projection πN (K) = (1 − πI)(K) is contained in K as well. This
shows that any f -invariant subspace is the direct sum of its components in I and N . It
follows that, if f leaves invariant an indecomposable family of subspaces, either I or N
must be zero, and f is either nilpotent or invertible.
Remark 3.5. Even without the indecomposability assumption, the decomposition into
invertible and nilpotent parts is unique: for any such decomposition fI ⊕ fN , I and N
must be the image and kernel respectively of all sufficiently large powers of f .
We now state the Krull-Remak-Schmidt theorem in the form that we will need.
Theorem 3.6. Let ψ = ψ1 ⊕ ψ2 ⊕ · · · ⊕ ψn and let ψ′ = ψ′1 ⊕ ψ′2 ⊕ · · · ⊕ ψ′n′ be direct
sum decompositions of isomorphic linear poset representations, e.g., of the same repre-
sentation, into indecomposable summands. (Such decompositions always exist in finite
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dimensions.) Then n = n′, and the two decompositions are the same up to isomorphism
and permutation of the summands.
Proof We may assume n′ ≥ n, and we denote the underlying vector spaces as
V1 ⊕ · · · ⊕ Vn and V ′1 ⊕ · · · ⊕ V ′n′ . First, consider n = n′ = 2 and an isomorphism
f : ψ → ψ′ such that f(v1, 0) = (g(v1), h(v1)) with morphisms g, h : ψ1 → ψ′1 where
g is an isomorphism. We claim that ψ2 and ψ
′
2 are isomorphic, too. To prove this,
we may assume h = 0: replace f by f ′ where f ′(v1, v2) = (w1, w2 − hg−1(w1)) if
f(v1, v2) = (w1, w2). Then ψ2 ∼= ψ/(ψ1 ⊕ 0) ∼= (fψ)/(gψ1 ⊕ 0) = ψ′/(ψ′1 ⊕ 0) ∼= ψ′2.
In general, let f : ψ → ψ′ be a given isomorphism and consider the canonical
embeddings εi, ε
′
i and projections πi, π
′
i given by the decompositions. Put gi = π
′
1 ◦f ◦εi
and hi = πi ◦ f−1 ◦ ε′1. Then
∑n
i=1 gi ◦ hi = 1 ∈ End(V ′1 , ψ′1). Since this ring is
local, one of the summands is invertible, say the first. Then h1 ◦ g1 ∈ End(V1, ψ1)
is not nilpotent, whence invertible. Thus, g1 : ψ1 → ψ′1 is an isomorphism. Clearly,
f(v1, 0, . . . , 0) = (g1(v1), w2, . . .) and it follows, by the special case, that ψ2⊕· · ·⊕ψn is
isomorphic to ψ′2 ⊕ · · · ⊕ ψ′n′ . We repeat the argument until only ψn is left on one side.
Since ψn is indecomposable one has n = n
′ whence ψn ∼= ψ′n.
3.3 Endomorphisms
Poset representations of particular interest are ones which can be built from a vector
space U and a linear map η : U → U . We will will refer to such a couple (U, η) simply
as an endomorphism when no conflation with other notions is to be feared. From
such an endomorphism one can build a poset representation (V ;U1, U2, U3, U4), i.e. a
representation of the poset 1+1+1+1: define
V = U × U
U1 = U × 0
U2 = 0× U
U3 = {(x,−x) | x ∈ V }
U4 = {(x,−η(x)) | x ∈ V }.
(1)
We will call this the quadruple associated to (U, η). Note that U4 and U3 are the
negative graphs, respectively, of η and the identity map on U . It is straightforward to
check that any endomorphism of the poset representation (1) is of the form f×f , where
f : U → U is such that
η ◦ f = f ◦ η. (2)
The collection of linear maps f : U → U satisfying (2) form an algebra End(U, η), the
endomorphism algebra of (U, η). More generally, a morphism of endomorphisms
(U, η) → (U ′, η′) is a linear map f : U → U ′ satisfying η′ ◦ f = f ◦ η; such a map is an
isomorphism if, additionally, f is invertible as a linear map.
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Lemma 3.7. A poset representation (V ;U1, U2, U3, U4) is isomorphic to one of the form
(1) for some (U, η) if and only if
Ui ⊕ Uj = V for i < j ≤ 3 and U2 ⊕ U4 = V. (3)
Proof It is easily seen that, given (U, η), the associated quadruple satisfies (3). For
the converse, suppose (V ;U1, U2, U3, U4) is a quadruple satisfying (3). First, note that
the conditions (3) imply that all of the subspaces Ui have the same dimension. Choose
any vector space U having the same dimension as the Ui and choose linear isomorphisms
ϕ1 : U1 → U and ϕ2 : U2 → U . Next, note that since U3 is independent of both U1 and
U2, there exists an isomorphism ϕ3 : U1 → U2 such that U3 = {x + ϕ3x | x ∈ U1} ⊆
U1 ⊕ U2. Finally, using this data we construct the following map
ϕ : V = U1 ⊕ U2 −→ U × U, x+ y 7−→ (ϕ1x,−ϕ1ϕ−13 y).
Clearly ϕ is a linear isomorphism and maps U1 to U × 0 and U2 to 0×U . Furthermore,
given x+ϕ3x ∈ U3, its image under ϕ is (ϕ1x,−ϕ1x), as desired. Since U4 is independent
of U2, it is the graph of a linear map ϕ4 : U1 → U2 (though this map may not be an
isomorphism). Now given x+ ϕ4x ∈ U4 ⊆ U1 ⊕ U2, we have
ϕ(x+ ϕ4x) = (ϕ1x,−ϕ1ϕ−13 ϕ4x) = (ϕ1x,−ϕ1ϕ−13 ϕ4ϕ−11 ϕ1x).
Setting η = ϕ1ϕ
−1
3 ϕ4ϕ
−1
1 , we have a quadruple of the form (1) which is isomorphic to
(V ;U1, U2, U3, U4).
An endomorphism (U, η) is decomposable if there exist non-zero subspaces U1, U2 ⊆
U which are invariant under η and form a decomposition U = U1 ⊕ U2. As in the case
of poset representations, such decompositions correspond to idempotents in the endo-
morphism algebra of (U, η). For future reference we state:
Lemma 3.8. The endomorphism algebra of (U, η) is isomorphic to the endomorphism
algebra of the associated quadruple (1). In particular, (U, η) is indecomposable if and
only if its endomorphism algebra is local.
Proof An isomorphism is given by mapping an endomorphism f of (U, η) to the
endomorphism f × f of (1). Its inverse is “restriction to U1”.
The characterization of indecomposabilty follows from Lemma 3.4.
Another point of view is that an endomorphism (U, η) defines a k[x]-module Uk[η],
where the action of x on Uk[η] is defined by the action of η on U , i.e. (
∑
i λix
i) · u :=
(
∑
i λiη
i)(u) for u ∈ U , λi ∈ k. In this case, morphisms f : (U, η) → (U ′, η′) are
the same as module homomorphisms f : Uk[η] → U ′k[η′] and decompositions of (U, η)
correspond to direct sum decompositions of Uk[η].
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Remark 3.9. If η is an indecomposable endomorphism of U with an eigenvalue λ in
the base field k, then there is a basis such that η is described by a single λ-Jordan block.
With respect to such a basis, the members of the endomorphism algebra E = End(U, η)
are given by the matrices
∑d−1
i=0 aiN
i where d = dimU and N is the nilpotent matrix
with ni,i+1 = 1 for i = 1, . . . , d − 1, and 0 otherwise. In particular, E is local (namely
isomorphic to k[x]/(xd)) and E = kid ⊕RadE.
Proof Consider the endomorphism ζ = η − λid and apply the Fitting Lemma. Since
ζ is non-invertible, there is n with ζn = 0, that is η admits Jordan normal form with
unique eigenvalue λ and there is a single block J = λI + N only. Now, E is given by
the A such that AJ = JA, which is equivalent to the condition AN = NA. Since any
invariant subspace of N is one of A also, A must be upper triangular and with only a
single scalar on each upper diagonal. In other words, from AN = B = NA one has that
ai,j−1 = bij = ai+1,j for i < j, and 0 as entry otherwise.
If an indecomposable endomorphism (U, η) does not have an eigenvalue in the ground
field k, a generalization of Remark 3.9 holds; we recall this in Sections 8.2.
We note that, for (U, η) indecomposable, the endomorphism algebra End(U, η) is
generated, as a unital k-subalgebra of End(U), by the single element η (see Proposition
8.11). In other words, it consists simply of “polynomials in η”. In particular, it is a
commuatative algebra, and any subspace of U is invariant under End(U, η) if and only if
it is invariant under η. Further details about these endomorphism algebras are discussed
in Section 8.4.
3.4 Decompositions in symplectic spaces
If V carries a symplectic form ω, we define a transpose operation t on its endomorphisms
by the usual formula ω(f(x), y) = ω(x, f t(y)). Then the condition πtπ = 0 on an
idempotent π means that the image of π is an isotropic subspace. In fact, for any x and
y in V , we have ω(π(x), π(y)) = ω(x, πtπ(y)).
Similarly, if ππt = 0, then the image of πt is isotropic. It follows that, if π+ πt = 1,
then the images of π and πt give a decomposition of V as the direct sum of two isotropic
subspaces which must be lagrangian and hence in duality by the bilinear form. We state
this result in the form of a lemma for use below.
Lemma 3.10. Decompositions of a symplectic vector space V as a direct sum of (two)
lagrangian subspaces are in 1-1 correspondence with idempotent endomorphisms π : V →
V such that πtπ = 0 = ππt and π + πt = 1.
Similarly, for symplectic direct sum decompositions, we have the following charac-
terization in terms of idempotents.
Lemma 3.11. Symplectic direct sum decompositions of V into two subspaces are in 1-1
correspondence with idempotent endomorphisms π : V → V which are self-adjoint, i.e.
πt = π.
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Proof It is a standard fact that Ker (π) = (Imπt)⊥, and Kerπ is also the image of
1 − π. It follows that π = πt if and only if the images of π and 1 − π are orthogonal,
which means that the corresponding direct sum decomposition is symplectic.
Now suppose that ϕ is a symplectic representation in V of an involutive poset P .
Lemma 3.12. If f is an endomorphism of ϕ, then f t is an endomorphism of ϕ as well.
Proof We must show that, for each p ∈ P , f t(ϕ(p)) ⊆ ϕ(p). This is equivalent to
showing that, for a ∈ ϕ(p) and b ∈ ϕ(p)⊥, we have ω(f t(a), b) = 0, or, equivalently,
ω(a, f(b)) = 0. Since ϕ is symplectic, we have b ∈ ϕ(p⊥); since f is an endomorphism
of ϕ, f(b) ∈ ϕ(p⊥) = ϕ(p)⊥ as well.
Lemma 3.13. Symplectic direct sum decompositions of ϕ into two representations are
in 1-1 correspondence with self-adjoint idempotents π = πt which are endomorphisms
of the underlying linear representation, i.e. π ∈ End(ϕˆ).
Proof A direct sum decomposition V = V1 ⊕ V2 of ϕ is nothing else than a decom-
position of ϕˆ where the summands V1 and V2 are also mutual orthogonals. Such a
decomposition corresponds to an idempotent π ∈ End(ϕˆ) such that πt = π (c.f. Lemma
3.11).
Lemma 3.14. If ϕ is an indecomposable symplectic representation and if f ∈ End(ϕˆ) is
an endomorphism of ϕˆ such that f t = ±f , then f is either nilpotent or an isomorphism.
Proof From the proof of Lemma 3.4 we know that there exists a non-negative integer
d such that V = Kerfd⊕ Imfd is a decomposition of ϕˆ. Since (fd)t = (f t)d = ±fd, this
decomposition of V is one into orthogonal summands; hence it is a symplectic direct
sum decomposition of ϕ. Since ϕ is assumed to be indecomposable as a symplectic
representation, either Kerfd or Imfd must be zero.
3.5 Duals, Compatible forms
Let ψ : P → Σ(V ) be any linear representation in V of a poset P equipped with an
order-reversing involution ⊥. We can think of ψ as a linear representation of (P,⊥)
which doesn’t “see” the involution. Define the dual representation of ψ in V ∗ by
ψ∗ : (P,⊥) −→ Σ(V ∗), ψ∗(p) = ψ(p⊥)◦ ∀p ∈ P. (4)
Note that this definition makes use of the involution on P , i.e. ψ∗ is the dual of ψ with
respect to the involution ⊥ on P . In particular, the definition only makes sense viewing
ψ as a linear representation of (P,⊥) (rather than only of P ). The combination of
two order inversions - once due to the poset involution and once due to the annihilator
operation - leads to ψ∗ being order preserving.
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By Lemma 3.1, if ϕ is a symplectic representation of (P,⊥) in (V, ω), then ω˜ is an
isomorphism from ϕˆ to ϕˆ∗. This shows that a representation of P can be compatible with
a symplectic structure only if it is self-dual, i.e. isomorphic to its dual. In particular,
it has a dimension vector which is self-dual in the sense that dimϕ(p) + dimϕ(p⊥) =
dimV for any p ∈ P .
The results above lead to the natural question of determining the relation between
isomorphisms of a linear representation to its dual, the self-duality of its dimension
vector, and the existence (and uniqueness) of compatible symplectic structures.
We will see later that many representations of interest to us are characterized up to
isomorphism by their dimension vectors. Hence we record the following simple obser-
vation.
Lemma 3.15. If a representation ψ is isomorphic to its dual, then it has a self-dual
dimension vector. If a representation ψ is characterized up to isomorphism by its di-
mension vector, and this dimension vector is self-dual, then ψ is isomorphic to its dual.
Proof The first statement has already been noted. For the second, we observe that, if
the dimension vector of ψ is self-dual, then ψ and ψ∗ have the same dimension vector,
and so by assumption they must be isomorphic.
In studying symplectic structures, it will sometimes be important to consider non-
degenerate symmetric bilinear forms, as well. For these, there is an analogous notion of
orthogonality and, therefore, an analogous notion of representation of a partially ordered
set with involution. To capture both kinds of forms, we’ll speak of ε-symmetric bilinear
forms, where ε = 1 for symmetric forms and ε = −1 for antisymmetric forms; similarly,
an ε-symmetric representation of a poset with involution is the generalization of the
definition of symplectic representation to ε-symmetric forms. We will often identify
a non-degenerate bilinear form B on V with the linear isomorphism B : V → V ∗, v 7→
B(v, ·), setting B∗ : V → V ∗, v 7→ B(·, v). With this notation, B is ε-symmetric if and
only if B∗ = εB6. In referring to the parity ε of B we sometimes write ε(B).
For a fixed linear representation ψ on V of a poset (P, ⊥) with involution, one can
ask how many different non-degenerate ε-symmetric forms B exist (if any) which are
compatible with ψ in the sense that
ψ(p⊥) = ψ(p)⊥ ∀p ∈ P,
where the involution ⊥ on V is the one induced by B. A non-degenerate ε-symmetric
form which is compatible with ψ in this sense will be called a compatible form.
Lemma 3.16. Let ψ be a linear representation of (P,⊥) in V , and B : V → V ∗ a
non-degenerate ε-symmetric form. Then B is a compatible form (for ψ) if and only if
B is an isomorphism ψ → ψ∗.
6Note that if B : V → V ∗ is a non-degenerate bilinear form such that B∗ 6= λB for some λ ∈ k, then
in general, for a given subspace A ⊆ V , one no longer has “the” orthogonal “A⊥”, but rather one must
consider the right- and left-orthogonal of A, which in general will not coincide.
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Proof That B is compatible means that ψ(p⊥) = ψ(p)⊥ for all p ∈ P . This is
equivalent with B(ψ(p⊥)) = ψ(p)◦, and since ψ(p)◦ = ψ∗(p⊥), this is the same as
B(ψ(p⊥)) = ψ∗(p⊥) for all p ∈ P .
The following is Proposition 2.5 (2) in [25].
Lemma 3.17. Let ψ be an indecomposable linear representation in V of a poset with
involution (P,⊥). Then ψ is isomorphic to its dual if and only if there exists a compatible
form.
Proof If there exists a compatible form, then by Lemma 3.16, such a form defines an
isomorphism between ψ and ψ∗.
Conversely, suppose that B : ψ → ψ∗ is an isomorphism. Then so is B∗, and
hence the symmetric and antisymmetric parts (B + B∗)/2 and (B − B∗)/2 of B are
also morphisms of representations, as are the endomorphisms B−1(B + B∗)/2 and
B−1(B − B∗)/2, whose sum is the identity morphism. By Lemma 3.4, the ring of
endomorphisms of ψ is local, so the two summands cannot both be degenerate. It
follows that either the symmetric or antisymmetric part of B gives a compatible non-
degenerate bilinear form.
3.6 Symplectification
Definition 3.18. The symplectification7 ψ− of a linear representation ψ is the rep-
resentation
ψ− : (P,⊥) −→ Σ(V ∗ ⊕ V,Ω), ψ−(x) = ψ∗(x)⊕ ψ(x),
where V ∗ ⊕ V is endowed with the canonical symplectic structure
Ω((ξ, v), (η,w)) := ξ(w)− η(v) ξ, η ∈ V ∗ v,w ∈ V.
Proposition 3.19. ψ− is a symplectic representation.
Proof For any p ∈ P , we have ψ−(p⊥) = ψ∗(p⊥) ⊕ ψ(p⊥) = ψ(p)◦ ⊕ ψ(p⊥). This is
the symplectic orthogonal of ψ(p⊥)◦ ⊕ ψ(p) = ψ∗(p)⊕ ψ(p) = ψ−(p).
Here are some fundamental properties of the symplectification operation.
First of all, given a symplectic vector space V = (V, ω), we denote by V the sym-
plectic vector space (V, ω), where we define ω := −ω. Given a symplectic poset repre-
sentation ϕ on (V, ω), we define a symplectic poset representation ϕ on V by setting
ϕ(x) = ϕ(x) for all p ∈ P , i.e. as morphisms of posets, ϕ and ϕ are the same, only the
form on V has been changed.
7This construction is sometimes known in a more general setting as hyperbolization, see [25], be-
cause the analogue for symmetric bilinear forms leads to isotropic subspaces in spaces with forms of
signature zero, sometimes called “hyperbolic”. We use “symplectification” rather than “symplectiza-
tion” because the latter term already refers to the construction of symplectic manifolds from contact
manifolds by adding one dimension.
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Proposition 3.20. For any symplectic representation ϕ on V , the symplectic represen-
tations ϕˆ− = ϕˆ∗ ⊕ ϕˆ on V ∗ ⊕ V and ϕ⊕ ϕ on V ⊕ V are isomorphic.
Proof An isomorphism of symplectic representations is given by
τ : ϕ⊕ ϕ→ ϕˆ∗ ⊕ ϕˆ, (v,w) 7→ (12 ω˜(v + w), v − w).
Indeed, τ is a morphism of representations, since when (v,w) ∈ ϕ(x) ⊕ ϕ(x) = ϕ(x) ⊕
ϕ(x), then τ(v,w)) ∈ ω˜(ϕ(x))⊕ ϕ(x) = ϕ(x⊥)◦ ⊕ ϕ(x) = ϕˆ−(x). And τ is a symplectic
isomorphism, since
Ω(τ(v,w), τ(v′, w′)) = 12 ω˜(v + w)(v
′ − w′)− 12 ω˜(v′ +w′)(v −w)
= 12 [ω(v, v
′) + ω(v,−w′) + ω(w, v′) + ω(w,−w′)
− ω(v′, v)− ω(v′,−w)− ω(w′, v)− ω(w′,−w)]
= 12 [2ω(v, v
′)− 2ω(w,w′)]
= ω ⊕ ω((v, v′), (w,w′)).
Remark 3.21. The symplectic isomorphism used in the proposition above is the same
as the one behind the Weyl symbol calculus for pseudodifferential operators (c.f. for
instance [6], formula (7) and Theorem 8) and the definition of “Poincare’s generating
function” in hamiltonian mechanics (c.f. [34]).
Proposition 3.22. The symplectification ψ− of an indecomposable linear representa-
tion ψ is symplectically decomposable if and only if ψ admits a compatible symplectic
structure.
Proof ϕ = ψ− is by definition decomposed linearly into the indecomposables ψ∗ and ψ.
Suppose that it is also symplectically decomposable into two symplectic representations,
ϕ1 and ϕ2. The latter decomposition is also a linear decomposition of ϕˆ, and so by
Theorem 3.6 the linear representations ϕ1 and ϕ2 must be isomorphic to ψ
∗ and ψ in
some order. In particular ψ (as does ψ∗) admits a compatible symplectic structure.
Conversely, suppose that ϕ admits a compatible symplectic structure. Then, by
Proposition 3.20, (ϕˆ)+ = (ϕˆ)∗⊕ ϕˆ and ϕ⊕ϕ are isomorphic symplectic representations.
Since the latter is decomposable, so is the former.
Proposition 3.23. If ψ1 and ψ2 are indecomposable linear representations, then ψ1 is
isomorphic to ψ2 or to ψ
∗
2 if and only if the symplectifications ψ
−
1 and ψ
−
2 are isomorphic
as symplectic representations.
In particular, two symplectifications of indecomposable linear representations are
isomorphic as symplectic representations if and only if they are isomorphic as linear
representations.
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Proof If ψ1 is isomorphic to ψ2 or to ψ
∗
2 , then ψ
−
1 is isomorphic to ψ
−
2 or to (ψ
∗
2)
−. If
the former holds, we are done. For the latter, we must show that ψ−2 is isomorphic to
(ψ∗2)
−. They are clearly isomorphic as linear representations, but under the isomorphism
which exchanges the summands, the symplectic structures differ by a factor of −1. To
correct for this factor, we compose with the antisymplectic isomorphism (ξ, v) 7→ (−ξ, v)
from ψ−2 to itself.
Conversely, if ψ∗1(x)⊕ ψ1(x) and ψ∗2(x)⊕ ψ2(x) are isomorphic as symplectic repre-
sentations, then they are in particular also isomorphic as linear representations. This
implies that their indecomposable summands are isomorphic in some order, so either
ψ1 ≃ ψ2 or ψ1 ≃ ψ∗2
Example 3.1. The following are the symplectifications of the indecomposable repre-
sentations of the poset 2, i.e. nested pairs of subspaces. Each pair is contained in k, so
the symplectification is contained in k∗ ⊕ k and is symplectically indecomposable.
• The symplectification of k ⊇ 0 is k∗ ⊕ k ⊇ 0⊕ 0.
• The symplectification of 0 ⊇ 0 is k∗ ⊕ 0 ⊇ k∗ ⊕ 0.
• The symplectification of k ⊇ k is 0⊕ k ⊇ 0⊕ k.
The first example is self-dual, while the latter two examples are dual to one another,
and their symplectifications are isomorphic by a “90-degree rotation”.
Given a pair of linear poset representations, we say that they aremutually dual or,
synonymously, a dual pair if each representation is isomorphic to the dual of the other.
On the level of isomorphism classes, symplectification builds symplectic representations
by taking the direct sum of dual pairs of linear representations.
3.7 Relating symplectic and linear indecomposability
The following lemma, due to Quebbemann et al. [25, Thm.3.3] and Sergeichuk [30,
Lemma 2] will be an essential tool in this paper. It shows that symplectically indecom-
posable but linearly decomposable representations arise only through symplectification.
The analogous result holds in the symmetric setting.
Lemma 3.24. Suppose that ϕ : (P,⊥)→ Σ(V ) is an indecomposable symplectic repre-
sentation such that ϕˆ is (linearly) decomposable. Then there exists an indecomposable
linear representation ψ such that ϕ ≃ ψ−.
Proof Because ϕˆ is linearly decomposable, there exists a non-trivial idempotent
π1 ∈ End(ϕˆ). After two modifications, π1 will be conjugated into an idempotent endo-
morphism π satisfying the hypotheses πtπ = 0 = ππt and π + πt = 1 of Lemma 3.10,
giving the required decomposition.
By Lemma 3.12, the idempotent πt1 is also an endomorphism. By Lemma 3.13,
πt1 6= π1, since otherwise ϕ would be decomposable as a symplectic representation. Set
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ρ1 = π1π
t
1. Note that ρ1 is self-adjoint and lies in End(ϕˆ). By Lemma 3.14, ρ1 must be
either nilpotent or an isomorphism. But ρ1 cannot be an isomorphism, since π1 and π
t
1
have nontrivial kernels and cokernels. So ρ1 must be nilpotent.
Now set h1 := s(ρ1), where s(X) is the binomial series for (1−X)1/2; s(ρ1) is well-
defined because ρ1 is nilpotent, which implies that the power series is just a polynomial in
ρ1. Note that h1 ∈ End(ϕˆ), and that h1 is also self-adjoint. Furthermore, h1 is invertible,
its inverse being defined by substituting ρ1 in the binomial series for (1−X)−1/2.
Define π2 := h1π1h
−1
1 , and note that π2 lies in End(ϕˆ) and is again a non-trivial
idempotent. Furthermore,
πt2π2 = h
−1π1h
2
1π
t
1h
−1
1 = h
−1
1 π1(1− π1πt1)πt1h−11 = h−11 (π1πt1 − π1πt1)h−11 = 0.
We are half-way there. Now ρ2 := π2π
t
2 is a nilpotent, self-adjoint element of End(ϕˆ),
and h2 := s(ρ2) is again an invertible, self-adjoint endomorphism of ϕˆ. Then π :=
h−12 π2h2 ∈ End(ϕˆ) is a non-trivial idempotent such that
ππt = h−12 π2h
2
2π
t
2h
−1
2 = h
−1
2 π2(1− π2πt2)πt2h˜−1 = h−12 (π2πt2 − π2πt2)h−12 = 0
and
πtπ = h2π
t
2(h
−2
2 )π2h2 = h2π
t
2(1− π2πt2)−1π2h2
= h2π
t
2(1 + π2π
t
2)π2h2 = h2(π
t
2π2 + π
t
2π2π
t
2π2)h2 = 0,
since πt2π2 = 0. Furthermore, π + π
t ∈ End(ϕˆ) is idempotent: (π + πt)2 = π2 + πtπ +
ππt + (πt)2 = π + πt. But π + πt is also self-adjoint, so, by Lemma 3.13, π + πt must
be a trivial idempotent. It cannot be that π + πt = 0, since this would imply πt = −π,
whence 0 = πtπ = −π2 = π, a contradiction to π 6= 0. Thus π + πt = 1.
Corollary 3.25. If two symplectically indecomposable but linearly decomposable repre-
sentations are isomorphic as linear representations, then they are isomorphic as sym-
plectic representations.
Proof By Lemma 3.24, each of the two symplectic representations is the symplectifi-
cation of an irreducible linear representation. Since the two representations are linearly
isomorphic, by Lemma 3.23, they are symplectically isomorphic.
Lemma 3.24 tells us that every indecomposable symplectic representation is either
linearly indecomposable or the symplectification of a linearly indecomposable represen-
tation, but not both. In the former case we say that ϕ is of non-split type; in the
latter case we say that ϕ is of split type.
3.8 Uniqueness of compatible forms
We briefly discuss the question of uniqueness of compatible bilinear forms and formulate
a lemma which will be the basis of our analysis of uniqueness of compatible forms. Later
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we will verify the hypothesis of the lemma for the representations which concern us,
and one particular type will require a generalization. The proof uses ideas from that
of Lemma 5 in [30]; it is interesting that the proof uses a version of the “square root”
construction of Lemma 2 of that paper (which is our Lemma 3.24). In addition, we use
an idea (simplified for our context) from Proposition 2.5 in [25] when showing that any
two compatible forms must both be symmetric or antisymmetric.
Lemma 3.26. Let ψ be a linearly indecomposable representation in V of an involutive
poset for which the endomorphism algebra E (which is local by Corollary 3.4) and has
the property that E = kid ⊕ RadE. If ψ admits two compatible bilinear forms, then
these forms are equal up to a constant scalar multiple and an automorphism of ψ. In
particular, the forms must both be symmetric or antisymmetric.
Proof If B1 and B2 are the isomorphisms from ψ to ψ
∗ corresponding to two com-
patible forms, then C = B−11 B2 is an automorphism of ψ.
Let † denote the antiautomorphism of E given by the operation of adjoint with
respect to B1, i.e. B1(A
†x)(y) = B1(x)(Ay), which is equal to A
∗(B1(x))(y), so we have
A† = B−11 A
∗B1.
Define the signs ε1 and ε2 by B
∗
i = εiBi, and let ǫ = ε1ε2. Then we have C
† = ǫC.
In fact,
C† = (B−11 B2)
† = B−11 B
∗
2(B
−1
1 )
∗B1 = ǫB
−1
1 B2B
−1
1 B1 = ǫB
−1
1 B2 = ǫC.
By our hypothesis, we may write C as cid− r1, where r1 ∈ R and c is a scalar and
c 6= 0 since C is invertible. By replacing B2 by c−1B2 and repeating the argument up
to this point, we may assume that c = 1, so that C = 1− r for an r ∈ R.
Now if ǫ were equal to −1, we would have
1− r† = (1− r)† = −(1− r),
which would imply that 1 + 1 = r† − r, which is impossible since R is closed under
addition and contains no invertible elements (and, by assumption, 2 6= 0 in our ground
field). So ǫ = 1, and both forms are either symmetric or antisymmetric. Furthermore,
r = r†.
By Lemma 3.4, we know that r is nilpotent, and so we can use the formal power
series for
√
1− r to construct an automorphism h such that h† = h and h2 = C.
Now we have
h∗B1h = B1h
†B−11 B1h = B1h
†h = B1h
2 = B1C = B2,
which shows that h is an isomorphism between the bilinear forms B1 and B2.
Remark 3.27. A form ω on V and its scalar multiple aω are equivalent by a homothety
of V (which is automatically an automorphism of any poset representation) if and only
if a is a square in the coefficient field. This means that the set of equivalence classes
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of compatible forms under homothety is a principal homogeneous space of the square
class group of k, defined as the quotient k×/k×
2
of the multiplicative group of nonzero
elements of k by the perfect squares.
Even if a is not a square, ω and aω might, a priori, still be isomorphic by a linear
isomorphism which preserves a particular poset representation. This may also be the
case if the representation is linearly decomposable, though in the present paper we will
not consider the question of compatible forms for decomposable linear representations.
Remark 3.28. In Section 5.5 we will see that certain self-dual poset representations
fulfill the hypotheses of Lemma 3.26. In these cases it turns out that compatible forms
which differ by a scalar c ∈ k are in fact equivalent if and only if c is a square.
For certain other self-dual poset representations, however, only a generalization of
Lemma 3.26 applies and both symmetric and antisymmetric compatible forms exist for
a given such representation; see in particular Sections 8.5 and 8.6.
4 Interlude: overview, preview, examples
4.1 Next steps
By Theorem 3.6 and Lemma 3.25 one obtains the following.
Corollary 4.1. For a given symplectic representation, consider orthogonal decomposi-
tions into symplectically indecomposable summands. Then any summand is either split
or non-split and the following are uniquely determined:
1. The isomorphism types and multiplicities of split summands.
2. The linear isomorphism types and multiplicities of non-split summands.
At this point, we have finished our discussion of the general theory of symplectic
poset representations and are ready to move on to specific cases related to isotropic
triples. We will do the following things.
• In section 4.2 we review some essentials of the theory of quiver representations
– as background for the classification results to be used. We explain how the
classification, obtained in [7, 8], of indecomposable representations of a quiver
related to the Dynkin diagram E˜6 gives the classification of indecomposable linear
representations of the poset 2+ 2+ 2.
• As a warmup, we derive, in sections 4.3 and 4.4, the classification of isotropic
k-tuples, for k = 0, 1, 2, from the classification of representations of quivers asso-
ciated with the Dynkin-diagrams A1, A3, and A5. Then in section 4.5 we give an
overview of the quiver representation classification results for the Dynkin diagram
E˜6, which we will use for classifying isotropic triples. In section 4.6, again as a
warmup, we discuss isotropic triples in ambient dimension 2, and give, in section
4.7, a preview of the situation in higher dimensions.
24
• Using the results of [7, 8], we identify which indecomposable linear representations
of P = 2+2+2 are dual to one another when we equip 2+2+2 with the involution
⊥ which exchanges the respective elements of the three nested pairs in 2+ 2+ 2.
From now on we will use the term sextuples to refer to linear representations of
this poset with involution.
• From the general theory we know that self-dual sextuples admit compatible sym-
metric or symplectic forms (or both). We determine which self-dual sextuples
admit compatible symplectic forms (thus giving non-split isotropic triples), and
we give explicit constructions of such forms.
• For the self-dual sextuples, we reduce the classification of compatible forms to
a field-theoretic description. When k = R or when k is algebraically closed,
compatible forms are parametrized by the square class group k×/(k×)2. For
general perfect fields, a similar, though slightly more complicated, description is
obtained; see Theorem 8.17.
4.2 Quiver and poset representations
We recall here some basic definitions and results in quiver representation theory, refer-
ring to the literature8 for more details. A quiver Q is simply a directed graph, i.e. a
set V of vertices and a set A of arrows, with source and target maps s and t from A
to V. We allow multiple arrows with a given source and target, but assume the sets A
and V to be finite. With a chosen ground field k, a representation ρ of Q is simply
an assignment to each vertex v a (finite dimensional, for our purposes) k-vector space
ρ(v) and to each arrow a a linear map ρ(a) : ρ(s(a)) → ρ(t(a)). A morphism µ from
ρ1 to ρ2 is a family of linear maps µv : ρ1(v) → ρ2(v) making the obvious diagrams
commute. When the family of linear maps consists of isomorphisms, then µ is called an
isomorphism. The collection of representations of a fixed quiver with their morphisms
form a category.
A fundamental problem in the theory of quiver representations (as is the case for
representations of just about anything) is to describe the structure of the set of isomor-
phism classes of representations, and, among these, the indecomposable representations,
which are those not decomposable into nontrivial direct sums.
The first basic result is the Krull-Schmidt theorem, which states that each repre-
sentation of a quiver is isomorphic to a direct sum of indecomposables, and that the
summands in this decomposition, with their multiplicities, are unique up to isomorphism
and reordering. This reduces the classification of representations to the enumeration of
those which are indecomposable. When the set of isomorphism classes of indecompos-
ables is finite, the quiver is of finite type.
As mentioned above, we will be studying isotropic triples by considering them as
linear representations of the poset 2+2+2. These poset representations can be identified
8For example {[1], [2], [5], [10], [14], [29]} is a small sample subset of the available references, to give
the reader a starting point.
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with particular representations of the following quiver; it is obtained by choosing the
following orientation on the extended Dynkin diagram E˜6:
v
c1
c2
c3
i1
i2
i3 (5)
We’ll refer to this quiver also as E˜6. The labels on the vertices are in principle arbitrary
(and sometimes unnecessary); we fix this choice since it is suggestive for our application
to (co)isotropic triples. We identify the vertices other than v with the elements of the
poset 2+ 2+ 2, with the partial order indicated by the arrows, i.e. i1 ≤ c1, i2 ≤ c2 and
i3 ≤ c3.
When considering representations of this quiver, we will denote the space associated
to the vertex v by V , and the spaces associated to the vertices c1, c2, c3 and i1, i2, i3 will
be denoted by C1, C2, C3 and I1, I2, I3, respectively. When it is clear what the maps are,
a representation of (5) will be denoted by the 7-tuple of spaces (V ;C1, I1;C2, I2;C3, I3)
or just (V ;Ci, Ii). We will also call such representations sextuples, just as we do poset
representations of 2+2+2. Abusing notation slightly, dimension vectors of sextuples
will be denoted (v, c1, c2, c3, i1, i2, i3), where the entries denote the dimensions of the
(sub)spaces of a representation (V ;C1, I1;C2, I2;C3, I3).
It is straightforward to see that, on the level of isomorphism classes, linear poset
representations of 2+2+2 are in one-to-one correspondence with quiver representations
of the quiver E˜6 where all arrows are represented by injective linear maps (we will call
these injective representations). This correspondence is compatible with the notions
of direct sum for poset and quiver representations, respectively. Furthermore, one can
prove that an indecomposable quiver representation of E˜6 is an injective representation
if and only if the space assigned to the central vertex is non-zero (see [32], Proposition
A.7.1).
Using this, one can read off the indecomposable representations of 2+2+2 from
those of E˜6 as given in [7, 8]. We will mainly use the explicit normal forms given in [7].
Since that reference (in contrast to [8]) only treats the case when the ground field is
algebraically closed, we will use a straightforward generalization of their normal forms
for more general fields. By inspection of the proofs [7], it is only the normal forms
for continuous-type representations that must be generalized. These are discussed in
Section 6.
An essential tool for the study of quiver representations is the Tits form of a quiver
Q. This is the quadratic form q on the Z-module generated by the vertices defined by
q(n) =
∑
V n
2
v −
∑
V×V av,wnvnw, where nv is the coefficient of v in n, and av,w is the
number of arrows from v to w. Note that this form does not depend on the direction
of the arrows.
The idea behind the Tits form is that, if the coefficients of n are the dimensions
of vector spaces assigned to the vertices, then the second term is (the negative of) the
dimension of the linear space of all representations of Q in this family of vector spaces,
while the first term is the dimension of the group, acting on the space of representations,
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whose orbits are the isomorphism classes. In fact, the scalar multiples of the identity act
trivially, so we may say that the “virtual dimension” of the moduli space of isomorphism
classes of representations with dimension vector n is 1− q(n). The actual dimension is
at least this large (and larger if more of the group acts trivially), so if our ground field
is, e.g., the real or complex numbers, the only way in which there can be finitely many
isomorphism classes with dimension vector n is if q(n) is at least 1.
This suggests (but does not prove, for various reasons), that a quiver is of finite
type if and only if its Tits form is positive definite. In fact, this is true (for any ground
field!) and is part of what is known as Gabriel’s Theorem. The other part of the
theorem states that the connected quivers of finite type are exactly those for which the
associated undirected graph is a Dynkin diagram of type A, D, or E [11]. For these
quivers, it turns out that the nonnegative solutions of q(n) = 1, known as the positive
roots, are precisely the dimension vectors of indecomposable representations, and there
is exactly one isomorphism class corresponding to each positive root.
The quiver (5) relevant to the classification of isotropic triples is not of finite type.
It does belong, however, to the “next best” class, that of the so-called tame quivers.
For these, the Tits form is positive semidefinite, with one-dimensional null space which
we will denote by N . N has a smallest positive element, which is the dimension vector
of a family of representations whose isomorphism classes are parametrized, in the case
of k algebraically closed, by a 1-dimensional variety. The positive roots thus fall into
lines parallel to N . They still correspond to indecomposable representations, which now
belong to families indexed by the positive integers.
An extension of Gabriel’s theorem (c.f. [7], [8]) tells us that a quiver is of (infinite)
tame type if and only if the corresponding undirected graph is an extended Dynkin
diagram; these are obtained from certain Dynkin diagrams by the addition of an edge
attached to an extremal vertex. Among these, for instance, is D˜4, consisting of four
edges attached to a central vertex. If the edges are all oriented to point toward the
vertex, the representations of the quiver are closely related to those of the partially
ordered set 1+1+1+1 consisting of four incomparable elements. Representations of
this poset are just quadruples of subspaces in vector spaces. These were classified
by Gel’fand and Ponomarev [13], who showed that many classification problems in
linear algebra reduce to the classification of certain subspace quadruples. For instance,
endomorphisms of a vector space V in dimension n correspond to certain kinds of
quadruples of subspaces of dimension n in V ⊕ V (the “axes,” the diagonal, and the
graph of the endomorphism). Indecomposable representations of this kind correspond
to indecomposable endomorphisms which, in the case of an algebraically closed field,
are those given by a single Jordan block. Since the diagonal element and the size of
such a block is arbitrary, one sees immediately the presence of 1-parameter families with
arbitrarily large dimension vectors. This example also shows the possible complications
for fields which are not algebraically closed, where indecomposable endomorphisms are
parametrized by irreducible polynomials which are no longer necessarily linear. We will
see later that there are close connections between the representations of D˜4 and those
of E˜6, the latter also being connected to the classification of endomorphisms.
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In the next two sections, we reinterpret, via the theory of quiver and poset repre-
sentations, the easy classifications of symplectic vector spaces and isotropic subspaces,
followed by the classification of isotropic pairs, c.f. [21]. The relevant Dynkin diagrams
are A1, A3, and A5.
4.3 Symplectic spaces, isotropic subspaces
We start with the classification of symplectic vector spaces with no distinguished isotropic
subspaces. We may think of these as the symplectic representations of the empty poset,
or of the Dynkin diagram A1, whose quiver consists of a single vertex with no arrows,
and whose Tits form in terms of the one-entry dimension vector (v) is the positive def-
inite form v2. It is well known that any symplectic vector space admits a basis (in fact
many such bases) of the form (e1, f1, . . . en, fn), with the symplectic form determined by
the conditions that ω(ej , fj) = 1 for all j and ω(a, b) = 0 for all other pairs (a, b) of basis
elements. We call this a symplectic basis. As a consequence, any symplectic vector
space can be decomposed as a direct sum of copies of the space k2 with symplectic basis
(e, f). The only invariant of a symplectic space is its dimension, which must be an even
nonnegative integer. This is consistent with the fact that the Tits form has a single
positive root, which is (1).
Another viewpoint here is that there is one indecomposable representation of the
empty poset, the 1-dimensional space k. The symplectification of this representation
is k∗ ⊕ k. In fact, we will use this description of the 2-dimensional symplectic space,
rather than k2.
We now move on to the example of individual isotropic subspaces, which correspond
to certain symplectic representations of the poset 2, i.e. nested pairs of subspaces, as
noted above, where isotropic I in V corresponds to the representation V ⊇ I⊥ ⊇ I.
The quiver associated to this poset is
with underlying Dynkin diagram A3. For a dimension vector of the form (v, c, i), corre-
sponding to a representation V ← C ← I, the Tits form is q(v, c, i) = v2+c2+i2−vc−ci,
which can be rewritten as
1
2
(v2 + (v − c)2 + (c− i)2 + i2),
which is clearly positive definite. The dimension vectors of indecomposable repre-
sentations of the quiver are the positive roots, i.e. nonnegative integer solutions of
q(v, c, i) = 1. These must be vectors such that exactly two of the four squared sum-
mands are equal to 1. Of the six such solutions, those for which the arrows are repre-
sented by injective maps are (1, 0, 0), (1, 1, 0), and (1, 1, 1). Over a ground field k, the
corresponding representations are (1; 0, 0) := k ⊇ 0 ⊇ 0, (1; 1, 0) := k ⊇ k ⊇ 0, and
(1; 1, 1) := k ⊇ k ⊇ k. (1; 1, 0) is self-dual, while (1; 0, 0) and (1; 1, 1) are (isomorphic
to) the duals of one another.
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On (1; 1, 0), there are no symplectic forms.9
As we have seen in Example 3.1, the symplectifications of these representations,
contained in k∗ ⊕ k, are (1; 1, 0)− = k∗ ⊕ k ⊃ 0 ⊕ 0, (1; 0, 0)− = k∗ ⊕ 0 ⊇ k∗ ⊕ 0, and
(1; 1, 1)− = 0⊕ k ⊇ 0⊕ k.
The isotropic subspaces in k∗ ⊕ k are the zero subspace in the first case, and (la-
grangian) lines in the latter two cases. The latter two symplectic representations are
isomorphic, but we will use both of them in the classification of multiple isotropic sub-
spaces.
4.4 Isotropic pairs
The relevant poset here is 2+ 2, to which we associate the quiver
with underlying Dynkin diagram A5.
For a representation of this quiver given by maps I1 → C1 → V ← C2 ← I2, we will
write the dimension vector in the form (v; c1, i1; c2, i2).
The Tits form may be written as
q(v; c1, i1; c2, i2) =
1
2
[(v − c1)2 + (c1 − i1)2 + i21 + (v − c2)2 + (c2 − i2)2 + i22]
Again, this is positive definite, and the positive roots are those vectors making exactly
two of the squared terms equal to 1. Those giving representations by injective maps
(which can be found by consulting a table of the positive roots of A5) are as follows. The
only self-dual root is (1; 1, 0; 1, 0). The others, arranged together with their duals, are
(1; 0, 0; 0, 0) and (1; 1, 1; 1, 1), (1; 1, 0; 0, 0) and (1; 1, 0; 1, 1), (1; 0, 0; 1, 0) and (1; 1, 1; 1, 0),
and (1; 1, 1; 0, 0) and (1; 0, 0; 1, 1). Since the self-dual root has an odd-dimensional ambi-
ent space, the corresponding representation does not admit a symplectic structure. We
then have five indecomposable isotropic pairs by symplectification, all lying in k∗ ⊕ k;
they are (0⊕k, 0⊕k) (two equal lines), (0⊕ 0, 0⊕k) (zero and a line), (0⊕k, 0⊕ 0) (a
line and zero), (k∗⊕0, 0⊕k) (two distinct lines), and (0⊕0, 0⊕0) (two zero subspaces).
They correspond exactly (in a different order) to the five symplectic indecomposables
numbered 6 through 10 in Theorem 2 of [21].
4.5 Overview of indecomposable representations of the poset 2+2+2
We come now to the central object of this paper. As noted earlier, the quiver which we
associate with the poset 2+ 2+ 2 governing isotropic triples is
9The compatible nondegenerate bilinear forms on (1; 1, 0) are symmetric; the group k∗/(k∗)2, where
k∗ is the multiplicative group of k, acts simply and transitively on the isomorphism classes of such
forms. This quotient group is Z2 in the case of a finite field or the real numbers, and the trivial group
for an algebraically closed field. It can be much larger, for instance in the case of the rational numbers.
In any case, the isotropic subspace is the zero subspace.
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and the corresponding extended Dynkin diagram is E˜6. An explicit description of the
indecomposable E˜6 representations has been given by Donovan and Freislich in [8],
organized into families described as follows: The dimension vectors of indecomposables
are arranged in lines parallel to N = N(3; 2, 1; 2, 1; 2, 1). Each of these lines contains a
least positive element, followed by vectors obtained by adding the elements of N . These
give sequences in increasing dimensions. The dimension vectors in N are referred to
as continuous, the others as discrete; we also use this terminology for the associated
indecomposable representations.
Remark 4.2. The classification of discrete-type indecomposables is in fact independent
of the ground field k, while the classification of continuous-type indecomposables does
(partially) depend on k. This follows from DR [7], or by inspection of the proofs in DF
[8].
Remark 4.3. In view of Corollary 3.4 and the fact that indecomposable discrete-type
sextuples are uniquely determined up to isomorphism by their dimension vectors, to
show that a sextuple is of a given isomorphism type of discrete type it is sufficient to
show that it has the required dimension vector and that its endomorphism ring is local.
An important step in classifying symplectic representations of the poset P = 2+2+2
with our chosen involution is to identify which linear representations are self-dual, since
these may admit compatible symplectic forms. For the discrete-type dimension vectors,
self-duality of the dimension-vector implies self-duality of the (uniquely) corresponding
indecomposable linear representation, c.f. Lemma 3.15. In view of Remark 4.2, the
self-dual discrete-type sextuples may be read off from the classification in [8]:
Proposition 4.4. The self-dual discrete dimension vectors of indecomposable repre-
sentations of 2 + 2 + 2 are of the form (3k + 1; 2k + 1, k, 2k + 1, k, 2k + 1, k) and
(3k+2; 2k+1, k+1, 2k+1, k+1, 2k+1, k+1). For each of these there is, up to isomor-
phism, a unique indecomposable, named A(3k + 1, 0) resp. A(3k + 2, 0). In particular,
these are the only self-dual discrete sextuples.
Explicit descriptions of the isotropic triples associated to the self-dual sextuples
A(3k + 1, 0) and A(3k + 2, 0) are given in Sections 5.2 and 5.3. In Section 5.4 com-
patible symplectic forms are constructed explicitly, and in Section 5.9 we discuss their
uniqueness. The (more difficult) question of duality for continuous-type indecomposable
sextuples is discussed in Sections 6, 7, and 8.
In the present section we give some further explanations of the DF-classification [8].
The discrete indecomposable sextuples are labeled in the form Ls(3k + i, d), where k
can be any non-negative integer and i ∈ {0, 1, 2, 3} (but does not always run over that
whole set). 3k + i gives the dimension of the ambient space V , and d is the defect∑
cj +
∑
ij − 3v. L is a letter in {A,B,C,D} which encodes the degree of symmetry
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of the dimension vector, with A = fully symmetric, i.e. all “arms” equal, B or C =
exactly two arms equal, D = no arms equal. The subscript s is either empty (when
L = A), an integer in {1, 2, 3} when L = B or C, or a pair of unequal integers in
{1, 2, 3} (when L = D). This subscript encodes “where the asymmetry is”. In cases B
or C, it tells which arm has a different dimension vector. In case D, it tells how two
asymmetric dimension vectors can be related via permutation of the arms. For example,
D12(3k + 1, 0) is related to D31(3k + 1, 0) via the permutation 1 → 3, 2 → 1, 3 → 2
(but only two indices are needed to specify a permutation of 3 elements).
There is no essential difference between the cases L = B and L = C. The reason for
using two different letters seems to simply be that, in the defect −1 and +1 cases, if the
parameters k, i, d, and s are fixed, then there are still two distinct dimension vectors
of indecomposables.
The lowest dimensional members of each family of discrete-type indecomposable
sextuples are listed in the following table (with i = 1, 2, 3):
defect dim 1 dim2 dim3
−3 A(1,−3) A(2,−3)
−2 Ci(1,−2) Ci(2,−2) Ci(3,−2)
−1 Bi(1,−1) Bi(2,−1) Bi(3,−1)
−1 Ci(1,−1) Ci(2,−1) Ci(3,−1)
0 Di+2,i+1(1, 0) Di+2,i+1(2, 0)
0 A(1, 0) A(2, 0)
0 Di,i+1(1, 0) Di,i+1(2, 0)
1 Ci(1, 1) Ci(2, 1) Ci(3, 1)
1 Bi(1, 1) Bi(2, 1) Bi(3, 1)
2 Ci(1, 2) Ci(2, 2) Ci(3, 2)
3 A(1, 3) A(2, 3)
The row in the middle contains the lowest dimensional members of the two families
of discrete indecomposables which are self-dual, namely the families A(3k + 1, 0) and
A(3k + 2, 0). For any other entry in the table, its dual indecomposable is found by
reflecting along the horizontal middle axis, e.g. A(1,−3) and A(1, 3) are mutually dual,
Ci(1,−2) and Ci(1, 2) are mutually dual, etc..
In contrast to the discrete-type indecomposable sextuples, the classification of continuous-
type indecomposable sextuples is dependent on the ground field (again, this follows from
the classification in DF [8] and DR [7]). Although we will ultimately work in the set-
ting where the ground field is only assumed to be perfect, for illustrative purposes, we
assume for the moment that the ground field is the complex numbers.
The indecomposable continuous-type sextuples can be arranged into families whose
lowest dimensional members are listed in the following table. Here, i = 1, 2, 3, and the
parameter λ is understood as ranging in the disjoint union of the sets C\{0, 1} and
{0i, 11, 12,∞i}, where the latter 8 (formal) elements are labels for certain “exceptional”
indecomposables.
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defect dim3
0 ∆(1, 0i)
0 ∆(1, λ), 0 < |λ| < 1, or |λ| = 1 with Imλ > 0
0 ∆(1, 11)
0 ∆(1,−1)
0 ∆(1, 12)
0 ∆(1, λ−1), 0 < |λ| < 1, or |λ| = 1 with Imλ > 0
0 ∆(1,∞i+1)
As with the previous table, this one is also arranged so that dual sextuples are placed
symmetrically to each other with respect to reflection around the central horizontal row
(and leaving this row fixed); in particular, the only self-dual element of the table is
∆(1,−1)10.
Finally, we review these results in the context of Section 4.2. The quiver we work
with, E˜6, is tame but not of finite type, and its indecomposable representations, and
hence those of the underlying poset, are infinite in number and of arbitrarily high
dimension, with some of them of discrete type and others of continuous type. Fol-
lowing the pattern in the preceding subsections, we will denote a dimension vector by
(v; c1, i1; c2, i2; c3, i3). The Tits form
q(v; c1, i1; c2, i2; c3, i3) =
1
2
[−v2 + (v − c1)2 + (c1 − i1)2 + i21
+ (v − c2)2 + (c2 − i2)2 + i22 + (v − c3)2 + (c3 − i3)2 + i23]
is now positive semidefinite; its null space N is 1-dimensional, generated over the inte-
gers by ν := (3; 2, 1; 2, 1; 2, 1). Dlab-Ringel [7] give a nice presentation of (a constant
times) this form as a sum of six squares. Since there are 7 variables, this shows positive
semidefiniteness.
The discrete indecomposable sextuples are those with dimension vectors for which
the Tits form takes the value 1.
4.6 Triples in dimension 2
We will enumerate here the isotropic triples in dimension 2, which are all symplectically
indecomposable. Since many of them are linearly decomposable, we will be using the
description in Example 3.1 of the symplectifications of the three nested pairs in k.
The following are the possibilities for a triple, in the symplectic plane k∗ ⊕ k, of
pairs each consisting of a coisotropic subspace containing its isotropic orthogonal. These
are necessarily symplectically indecomposable, but only the final example is linearly
indecomposable. The rest are symplectifications of 1-dimensional linear representations.
10We note that, for indecomposable sextuples of the type ∆(1, λ) with λ ∈ C\{0, 1}, the separation
into two families (according to the absolute value of λ and the sign of its imaginary part) is something
we have introduced “artificially” for this table in order to emphasize a separation into dual pairs. In
fact, the values of λ are not intrinsic; the values used here are simply one of many possible ways to
parametrize the “moduli space” of continuous-type indecomposable sextuples.
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1. Three copies of k∗⊕k ⊇ 0⊕ 0. (The isotropics are all zero.) This is the symplec-
tification of the sextuple in k consisting of three copies of k ⊇ 0, whose dimension
vector is (1; 1, 0; 1, 0; 1, 0). In the DF classification, this is A(1, 0). It is self-dual,
but all compatible bilinear forms are symmetric rather than symplectic.
2. Two copies of k∗ ⊕ k ⊇ 0 ⊕ 0 and one copy of 0 ⊕ k ⊇ 0 ⊕ k. (Two isotropics
are zero, and one is a line.) This is the symplectification of two copies of k ⊇ 0
and one copy of k ⊇ k (or its dual 0 ⊇ 0). In terms of the DF classification,
the linear representations being symplectified are of the type Br(1, 1) (or its dual
Br(1,−1)), for r = 1, 2, or 3. Thus there are three possibilities here, depending
upon the value of r (i.e., on which of the three isotropics is a line). The Br(1,±1)
are the first members of the families Br(3k + 1,±1). B3(1, 1), for example, has
the dimension vector (1; 1, 0; 1, 0; 1, 1), and its dual B3(3k + 1,−1) has dimension
vector (1; 1, 0; 1, 0; 0, 0).
3. One copy each of k∗⊕k ⊇ 0⊕0, k∗⊕0 ⊇ k∗⊕0, and 0⊕k ⊇ 0⊕k. (One isotropic
is zero, and the other two are different lines.) This is the symplectification of one
copy each of k ⊇ 0, 0 ⊇ 0, and k ⊇ k. In terms of the DF classification, the linear
representation being symplectified is D12(1, 0), D31(1, 0), or D23(1, 0) (or the dual
D32(1, 0), D21(1, 0), or D13(1, 0) respectively). Again, there are three possibilities,
depending upon which of the three isotropics is zero. The Dij(1, 0) are the first
members of the families Dij(3k + 1, 0).
4. One copy of k∗⊕k ⊇ 0⊕0 and two copies of 0⊕k ⊇ 0⊕k. (One isotropic is zero,
and the other two are identical lines.) This is the symplectification of one copy
of k ⊇ 0 and two copies of k ⊇ k. In the DF classification, this is Cr(1, 2) (or its
dual Cr(1,−2)) for r = 1, 2, or 3, leading again to three possibilities, depending
upon which isotropic is zero. The Cr(1,±2) are the first members of the families
Cr(3k + 1,±2).
5. Three copies of 0 ⊕ k ⊇ 0 ⊕ k. (All three isotropics are the same line.) This
is the symplectification of three copies of k ⊇ k (or its dual 0 ⊇ 0). In the DF
classification, this is A(1, 3) (or A(1,−3)). The corresponding dimension vector is
(1; 1, 1; 1, 1; 1, 1) (or (1; 0, 0; 0, 0; 0, 0)). The A(1,±3) are the first members of the
families A(3k + 1,±3).
6. Two copies of 0 ⊕ k ⊇ 0 ⊕ k and one copy of k∗ ⊕ 0 ⊇ k∗ ⊕ 0. (Two of the
isotropics are the same line, and the third one is a different line.) This is the
symplectification of two copies of k ⊇ k and one copy of 0 ⊇ 0 (or vice versa).
In the DF classification, this is Cr(1, 1) (or its dual Cr(1,−1)), for r = 1, 2, or 3.
Again we have three possibilities, depending upon which line is distinct from the
other two. The Cr(1,±1) are the first members of the families Cr(3k + 1,±1).
7. The final case, that of three distinct lines in a plane, is linearly indecomposable.
In the DF classification, as a linear representation, it is A(2, 0), which is self-
dual. Its dimension vector is (2; 1, 1; 1, 1; 1, 1). The number of isomorphism classes
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of symplectic representations with this underlying linear representation depends
on the ground field k. We may find a symplectic basis (e1, f1) whose elements
span I1 and I2, respectively. I3 is then spanned by e1 + af1 for some nonzero
a ∈ k. If we change the basis to be1, b−1f1, then I3 is spanned by be1 + baf1 =
be1 + b
2a(b−1f1). This implies that the set of isomorphism classes of triples of
lines may be parametrized (taking the case a = 1 as “basepoint”) by the square
class group k×/k×
2
introduced in Remark 3.27. Thus, when k is algebraically
closed, there is just one isomorphism class of this type, while in the case k = R,
there are two.11 In this case, the isomorphism class is invariant only under cyclic
permutations of the three lines, and the Maslov index of the triple distinguishes
the two possibilities12. A(2, 0) is the first member of the family A(3k+2, 0) whose
members for k even admit compatible symplectic structures. Those for odd k
require symplectification.
We conclude that the number of isomorphism classes of isotropic triples in dimension
2 is 1 + 3 + 3+ 3+ 1+ 3+#(k×/k×
2
), or 14 +#(k×/k×
2
), where the last term is the
order of the square class group.
4.7 Higher dimensions: A preview
All of the isotropic triples in dimension 2 were listed in the previous subsection. Again,
they are the symplectifications, for the case k = 0, of A(3k + 1, 0), Br(3k + 1,±1),
Dij(3k + 1, 0), Cr(3k + 1,±2), A(3k + 1,±3), Cr(3k + 1,±1), along with the isotropic
triples which arise from compatible forms for the self-dual sextuple A(2, 0).
For higher k, the members of the family A(3k+2, 0) are always self-dual (see Section
5 below), and they admit symplectic forms if only if k is even. Similarly, the members of
the family A(3k+1, 0) are all self-dual and admit symplectic forms if and only if k is odd.
Thus, for k = 1 or k = 2 one finds non-split indecomposable isotropic triples arising
from compatible forms for A(3+1, 0) and A(6+2, 0), respectively. These are in ambient
dimension 4 and 8, respectively. The symplectifications of A(3 + 2, 0) and A(6 + 1, 0)
give indecomposable isotropic triples in ambient dimension 10 and 16, respectively.
In dimension 4, beside the non-split isotropic triples associated with A(3 + 1, 0), we
have, for k = 0, the symplectifications of A(3k+2,±3), Cr(3k+2,±2), Br(3k+2,±1),
Cr(3k + 2,±1), and Dij(3k + 2, 0).
In dimension 6, we have, for k = 0, the symplectifications of the discrete sextuples
Cr(3k+3,±2), Br(3k+1,±1), and Cr(3k+3,±1), and for k = 1 the symplectifications
of the non self-dual continuous-type indecomposable sextuples. In addition, for k = 2
there are the non-split isotropic triples arising from compatible symplectic forms for
the self-dual continuous-type sextuples. As we will see later in this paper, non-split
11For information about the square class group of other fields, we refer to [3], [16], and [26]. For
instance, the square class group of a finite field has order 1 or 2 according to whether the characteristic
is even (i.e. 2) or odd. For the p-adic numbers, the order of the square class group is 8 for p = 2, and
4 otherwise.
12Here we are referring to the Maslov index for Lagrangian triples, also known as the Kashiwara
index, see [9], [19].
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continuous-type isotropic triples pose the most intricate case to study, and the number
of such isotropic triples depends in particular also on the ground field.
We end our preview of the “higher landscape” of isotropic triples with the remark
that indecomposable isotropic triples exist in every even dimension. This follows from
the fact that there exist indecomposable non-self-dual sextuples in every given dimen-
sion; their symplectifications therefore give indecomposable isotropic triples in every
even dimension.
4.8 Hamiltonian vector fields
In this section we outline briefly how another problem in linear symplectic geometry can
be treated using symplectic poset representations of 1+1+1+1, and how this problem
can in turn be encoded in isotropic triples. As a result, we will get our first example of
isotropic triple of continuous type.
Set P = 1+1+1+1 and consider the involution ⊥ on P which exchanges the first
two elements and leaves the last two elements fixed. This involution is trivially order-
reversing, since all elements of P are incomparable. Symplectic poset representations
of (P,⊥) are then subspace systems (V ;U1, U2, U3, U4) where V is symplectic, U1 and
U2 are mutually orthogonal, and U3 and U4 are lagrangian.
The problem we will discuss is that of classifying linear hamiltonian vector fields
up to conjugation by linear symplectomorphisms; in other words, the classification of
the orbits of the Lie algebra sp(V, ω) under the adjoint action of the symplectic group
Sp(V, ω). This is a problem whose solution is well-known and has a long history (going
back to Williamson [35] in the 1930s). It has since been treated by various authors,
in particular with a view toward finding special normal forms adapted to applications;
see, for example, [15], [18].
Let (V, ω) be a symplectic vector space. A linear hamiltonian vector field X on
V is an element of the Lie algebra sp(V, ω); i.e. it is a linear map X : V → V such
that ω˜ ◦ X = −X∗ ◦ ω˜. One wishes to understand equivalence classes, where one
linear hamiltonian vector field (V1, ω1,X1) is equivalent to another, (V2, ω2,X2), if there
exists a linear symplectomorphism φ : V1 → V2 such that X2 ◦ φ = φ ◦ X1. There is
a natural notion of direct sum, and any linear hamiltonian vector field is the direct
some of indecomposable pieces. We wish, here, to point out how one may view linear
hamiltonian vector fields as symplectic poset representations of (P,⊥). For this we
proceed in two steps: first, in the following lemma, we reformulate hamiltonian vector
fields in terms of certain kinds of subspaces.
Lemma 4.5. There is a bijective correspondence between linear hamiltonian vector fields
(V, ω,X) and linear maps f : V → V ∗ such that graph(f) ⊆ V × V ∗ is a symplectic
subspace with respect to the canonical symplectic form on V × V ∗.
Proof We give only a sketch. Given (V, ω,X), it is readily checked that the graph of
fX := (ω˜ ◦X) + ω˜ is a symplectic subspace.
Conversely, if f : V → V ∗ is a linear map whose graph is a symplectic subspace,
then the asymmetric part fa will be invertible, and hence defines a symplectic structure
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ωf on V . Setting Xf := f
−1
a fs, one finds that Xf is hamiltonian with respect to ωf .
It is straightforward to check that the two operations are mutually inverse to one
another.
Corollary 4.6. A linear hamiltonian vector field (V, ω,X) can be encoded in the sym-
plectic representation of (P,⊥)
(V × V ∗; graph(fX), graph(fX)⊥, V × 0, 0 × V ∗).
Although we do not show it here, the passage from a linear hamiltonian vector field
to the associated symplectic representation of (P,⊥) is functorial and compatible with
the respective notions of direct sum.
Next we show how the objects above can be encoded in isotropic triples. Observe
that the symplectic poset representation of (P,⊥) which we associated to a linear hamil-
tonian vector field is such that the first two subspaces, which are mutually orthogonal,
are symplectic subspaces; in other words, they are independent to each other. The
last two subspaces, which are lagrangian, are also independent, and all four subspaces
have the same dimension. In the following we will consider only those symplectic poset
representations of (P,⊥) which are of this kind.
Given such a symplectic representation ϕ = (V ;S, S⊥, L1, L2), let ωV denote the
symplectic form on V , ωS the restriction of ωV to the symplectic subspace S, and let
S denote a copy of S equipped with the symplectic form −ωS. From ϕ we construct
the following isotropic triple in the ambient symplectic space V × S, with form ω :=
ωV ×−ωS:
I1 = L1 × 0 C1 = L1 × S
I2 = L2 × 0 C2 = L2 × S
I3 = {(x, x) | x ∈ S} C3 = I3 + (S⊥ × 0)
(6)
The passage from ϕ to (6) is also functorial and compatible with direct sums. Thus,
combining the above, we obtain a way of turning any linear hamiltonian vector field
into an isotropic triple. We will not analyze in full detail here exactly which types
of isotropic triples can be built from linear hamiltonian vector fields. The following,
though, describes a large class of isotropic triples which can.
Proposition 4.7. Let ϕ = (V ;Ci, Ii) be an isotropic triple such that
1. V = I1 ⊕ I2 ⊕ I3, with dim Ii = 1/3 dim V for i = 1, 2, 3,
2. Ii + Ij is a symplectic subspace for all i 6= j.
Then we can construct from ϕ a symplectic form fa and a linear hamiltonian vector field
X on I2 such that ϕ is isomorphic to the isotropic triple (6) obtained from (I2, fa,X).
Remark 4.8. Since the geometric description of the isotropic triples in this proposition
is invariant under permutation of the indices, the choice of I2 for carrying the hamilto-
nian vector field is arbitrary. We make this particular choice in order to have coherence
with certain types of normal forms which we will use later.
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Proof We can write V as the sum S ⊕S′ of I1 ⊕ I2 and its symplectic orthogonal. I1
and I2 being a lagrangian decomposition of S, we can identify I1 with I
∗
2 and, hence, S
with the “cotangent bundle” T ∗I2.
Now I3 cannot intersect S
′, or its sums with I1 and I2 would not be symplectic
subspaces. So I3 is the graph of a map g : S ← S′ which is antipresymplectic, since I3
is isotropic. This means that this map g pulls back the symplectic form on S to the
negative of that on S′. This implies that g is injective and that its image g(S′) is a
symplectic subspace of S which is independent of I1 and I2. Thus, g(S
′) is the graph
of a map f : I2 → I∗2 , which can be considered as a bilinear form on I2. Since g(S′)
is symplectic rather than isotropic, the form is not symmetric; in fact, it has a nonde-
generate antisymmetric part fa. Writing f = fa + fs as the sum of its antisymmetric
and symmetric parts, since fa is invertible, we can form the product f
−1
a fs, which is a
linear hamiltonian vector field on the symplectic space (I2, fa).
To see that the isotropic triple ϕ is isomorphic to the one of the form (6) associated
to (I2, fa,X), observe that g defines a symplectomorphism S ← S′. It then easy to
check that the direct sum of g with the ‘identity map’ on S = I1 ⊕ I2 defines a sym-
plectomorphism from ϕ to (6).
Let us look at an example, to see that isotropic triples of the kind in Proposition 4.7
do exist. In fact the indecomposable ones come in families dependent on a parameter
taking a continuum of values. Indeed, the isomorphism class of the isotropic triple (6)
built from a linear hamiltonian vector field X depends on X up to conjugation of X by
symplectomorphisms, so the spectrum of X is an invariant of the isotropic triple.
Example 4.1. Let V = R6 with symplectic basis (f1, f2, f3, e1, e2, e3). Set I1 =<
f3, e1 >, I2 =< f1, e3 >, and I3 =< −λf1 + (λ− 1)f2 + f3, e1 +2 +e3 >, and let λ vary.
Then some computation shows that X = ω˜−1σ˜ as above is given by the matrix whose
two diagonal entries are 1− λ and 1+ λ, so the associated triples for different values of
λ are non-isomorphic and give a nontrivial 1-parameter family.
Remark 4.9. In ambient dimension 6, it is easy to see directly that isotropic triples
of the kind in Proposition 4.7 are symplectically indecomposable. If there were a de-
composition, it would be an orthogonal splitting of the form k2 ⊕ k4. Looking at the
possible ways in which each of the isotropics decomposes, it is not hard to check that
the induced 2 form on one of the sums must have rank 2 rather than 4, a contradiction.
5 Discrete non-split isotropic triples
Having given an overview of some background material in the representation theory of
posets and quivers, and its connection to isotropic triples, we begin now with the details
of our classification. In this section, we study those sextuples which are self-dual and
of discrete type, and how they may give rise to non-split isotropic triples. Discrete-
type sextuples are somewhat simpler to study than the continuous-type sextuples; the
latter are studied in the subsequent, remaining sections of this paper (except for the
last section).
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Recall that the indecomposable discrete-type sextuples are uniquely characterized by
their dimension vector. In particular, self-dual indecomposable discrete-type sextuples
are precisely those whose dimension vector is self-dual, which means here that cj+ij = v
for j = 1, 2, 313. Thus, such self-dual sextuples may be read off from the classification
in [8]. As stated already in Proposition 4.4, the discrete indecomposable sextuples with
self-dual dimension vector are denoted A(3k + i, 0), for k ∈ Z+ and i equal to 1 or 2.
The dimension vectors are
(3k + 1; 2k + 1, k; 2k + 1, k; 2k + 1, k) for A(3k + 1, 0), and
(3k + 2; 2k + 1, k + 1; 2k + 1, k + 1; 2k + 1, k + 1) for A(3k + 2, 0).
By Lemmas 3.15 and 3.17, each of these representations admits a compatible form.
The degree of uniqueness of such forms is specified in Theorem 5.9 below. Of course,
for the symplectic case, non-split istropic triples can only arise in cases of k odd for
A(3k + 1, 0) and k even for A(3k + 2, 0), since only then is the ambient vector space
V even-dimensional. In fact, whenever V is even-dimensional, the compatible forms
granted by Lemma 3.17 are symplectic; this follows from Theorem 5.3 and Theorem
5.9. The self-dual discrete-type sextuples having odd ambient dimension, on the other
hand, lead to isotropic triples via their symplectification.
5.1 Small dimensions
We give here brief geometric descriptions of the lowest-dimensional non-split discrete-
type isotropic triples. These follow, for example, from the normal forms given in the
subsections below.
In the previous section, we already saw the first example of a non-split isotropic
triple: the underlying sextuple is of type A(2, 0) (it belongs to the A(3k+2, 0)-family),
consisting of three distinct lines in a plane.
Next, the non-split isotropic triple arising from the sextuple A(4, 0), which belongs
to the A(3k + 1, 0)-family. Here, the dimension vector is (4; 3, 1; 3, 1; 3, 1). The three
smaller subspaces (in this case they are lines) are independent, and for each line, the
3-dimensional subspace containing it is independent of the other two lines. With a
compatible symplectic form, the isotropic triple we obtain has the following form: the
isotropic subspaces are three lines Ii in a 4-dimensional space V , and each of their
orthogonal subspaces Ci is independent from the other two isotropics. Furthermore,
(Ci ∩ Cj) ∩ (Ii + Ij) = 0 for any i 6= j, so any two of the isotropics span a symplectic
subspace. Since the three isotropics are independent, their sum C has codimension 1
and is hence coisotropic. Its orthogonal C⊥ = C1 ∩ C2 ∩ C3 ⊆ I1 + I2 + I3 is a line
which must be pairwise independent with each of the Ii: if not, then C
⊥ = Ii would
be the case for some i, and hence C = Ci and so Ci would contain all the istropics, a
contradiction. Thus the Ii and C
⊥ are four lines in general position in V . Symplectic
reduction via the coisotropic C gives a non-split isotropic triple of the type A(2, 0).
13See Lemma 3.15.
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Moving on, the next case is the sextuple A(8, 0), which is in the A(3k+2, 0)-family.
We find the dimension vector to be (8; 5, 3; 5, 3; 5, 3), so the corresponding isotropics are
a triple of 3-spaces Ii in an 8 dimensional symplectic space V . Though the isotropics
Ii are pairwise independent, they are not fully independent: for each distinct triple
of indices, Qi := Ii ∩ (Ij + Ik) is a line. The three lines Q1, Q2, Q3 are themselves
pairwise-independent, and span the 2-dimensional space
I = (I1 + I2) ∩ (I2 + I3) ∩ (I3 + I1).
This space I is contained in its orthogonal,
C = (C1 ∩ C2) + (C2 ∩ C3) + (C3 ∩C1)
and is hence isotropic. Symplectic reduction by the coisotropic C gives a non-split
isotropic triple of the type A(4, 0).
We consider one more case. The underlying sextuple is of type A(10, 0), which is
in the A(3k + 1, 0)-family. The dimension vector is (10; 7, 3; 7, 3; 7, 3). Thus we are
again dealing with 3-dimensional isotropics, but this time in a 10-dimensional ambient
space. As in the 4-dimensional example above, the isotropics here are completely inde-
pendent, and their sum is a codimension 1 subspace C which is therefore coisotropic.
Its orthogonal,
C⊥ = (I1 + I2 + I3)
⊥ = C1 ∩C2 ∩ C3
is a line which is pairwise independent with each of the Ii. Symplectic reduction via C
gives a non-split isotropic triple of the type A(8, 0).
5.2 Implementing the A(3k + 1, 0)
Given k ≥ 0 and a basis β = (e1, . . . ek+1, f1, . . . , fk, g1, . . . , gk) of a vector space V β, a
sextuple (V β;Cβi , I
β
i ) of type A(3k + 1, 0) is given by
Iβ1 = 〈e1 − f1, ..., ek − fk〉,
Iβ2 = 〈g1, ..., gk〉,
Iβ3 = 〈f1 − g1, ..., fk − gk〉,
Cβ1 = 〈e1, ..., ek+1, f1, ..., fk〉
Cβ2 = 〈e1, ..., ek+1, g1, ..., gk〉
Cβ3 = 〈e1, e2 − f1, ..., ek+1 − fk, f1 − g1, ..., fk − gk〉.
(7)
Note that
Cβ1 = I
β
1 + 〈e1, ..., ek+1〉
Cβ2 = I
β
2 + 〈e1, ..., ek+1〉
Cβ3 = I
β
3 + 〈e1, e2 − f1, ..., ek+1 − fk〉 = Iβ3 + 〈e1, e2 − g1, ..., ek+1 − gk〉.
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In view of Remark 4.3, to show that this really does define an isotropic triple of type
A(3k + 1, 0) it suffices to observe that the above sextuple has the required dimension
vector
dimV β = 3k + 1, dim Iβi = k, dimC
β
i = 2k + 1
and that its endomorphism algebra is local. The latter follows from Remark 3.9 and
the following.
Lemma 5.1. Let ψ be an indecomposable sextuple of type A(3k + 1, 0). Then
End(ψ) ≃ End((U, η))
where η is an indecomposable nilpotent endomorphism and dimU = k+1. In particular,
End(ψ) is local and End(ψ) = kid⊕ Rad.
Proof Let ψ be given in the normal form (7). Consider the End(ψ)-invariant subspace
U := Cβ1 ∩ Cβ2 = 〈e1, ..., ek+1〉
and the indecomposable nilpotent endomorphism η of U defined by η(e1) = 0 and
η(ei+1) = ei, for i = 2, ..., k. The endomorphism algebra of (U, η), i.e. the algebra of
endomorphisms of U which commute with η, is local because η is indecomposable14. We
will see now that this algebra is isomorphic to the endomorphism algebra of the sextuple
(7), hence the latter is local as well. To do this, we use the following map. Given an
endomorphism a of U which commutes with η, we can extend it to an endomorphism a
of (7) by defining linear isomorphisms
f : 〈e1, ..., ek〉 → 〈f1, ..., fk〉, f(ei) := fi ∀i = 1, ..., k,
g : 〈f1, ..., fk〉 → 〈g1, ..., gk〉, g(fi) := gi ∀i = 1, ..., k,
and setting
a¯ := faf−1 on 〈f1, ..., fk〉,
a¯ := ga¯g−1 on 〈g1, ..., gk〉. (8)
(Note that domain of f is invariant under a.)
Since a is defined via its action on the basis β, it is easily checked directly that a
is an endomorphism of (7). To see this, note in particular that Iβ1 = {x − f(x) | x ∈
〈f1, ..., fk〉} and Iβ3 = {x− g(x) | x ∈ 〈g1, ..., gk〉}.
The map a 7→ a has as its inverse the operation of taking an endomorphism b of (7)
and restricting it to U = Cβ1 ∩ Cβ2 (which will necessarily be an invariant subspace of
b, since by assumption Cβ1 and C
β
2 are b-invariant). To see this, notice that such a b
necessarily decomposes as the direct sum of its restrictions to the subspaces
U = 〈e1, ..., ek+1〉, F := 〈f1, ..., fk〉, G := 〈g1, ..., gk〉
14See Remark 3.9. There it is also noted that this endomorphisms algebra E is such that E =
kid⊕ RadE.
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since these subspaces sum to V and must be invariant under b:
U = Cβ1 ∩ Cβ2 , F = Iβ2 , G = Cβ1 ∩ (Iβ1 + Iβ2 ).
The invariance of Iβ1 and I
β
3 under b then enforces that b|U is related to b|F and b|G via
(8), and together with the invariance of Cβ3 ∩ Cβ1 it is ensured that b|U commutes with
η.
Thus if we restrict b to U and then extend to b, we recover b. Conversely, if we start
with an endomorphism a of U , the restriction of a to U is of course, by definition, again
a.
Finally, it is clear from (8) that the operation a 7→ a is a morphism of algebras.
5.3 Implementing the A(3k + 2, 0)
We will in fact work with A(3(k − 1) + 2, 0) = A(3k − 1, 0), which is a subquotient of
A(3k + 1, 0) for k > 0, so that the construction of compatible forms for sextuples of
both types A(3k + 1, 0) and A(3k + 2, 0) can be treated uniformly.
Given k ≥ 1 and a basis γ = (e2, . . . ek, f1, . . . , fk, g1, . . . , gk) of a vector space V γ , a
sextuple (V γ ;Cγi , I
γ
i ) of type A(3k − 1, 0) is given by
Iγ1 = 〈f1, f2 − e2, ..., fk − ek〉
Iγ2 = 〈g1, ..., gk〉,
Iγ3 = 〈f1 − g1, ..., fk − gk〉,
Cγ1 = 〈e2, ..., ek, f1, ..., fk〉
Cγ2 = 〈e2, ..., ek, g1, ..., gk〉
Cγ3 = 〈f1 − e2, ..., fk−1 − ek, f1 − g1, ..., fk − gk〉.
(9)
Note that
Cγ1 = I
γ
1 + 〈e2, ..., ek〉 = Iγ1 + 〈f2, ..., fk〉
Cγ2 = I
γ
2 + 〈e2, ..., ek〉
Cγ3 = I
γ
3 + 〈f1 − e2, ..., fk−1 − ek〉.
Again, in view of Remark 4.3, it suffices to observe that such a sextuple has the
required dimension vector
dimV γ = 3k − 1, dim Iγi = k, dimCγi = 2k − 1
and local endomorphism algebra. For the latter, we proceed similarly as for sextuples
of type A(3k + 1, 0), combining Remark 3.9 and the following.
Lemma 5.2. Let ψ be an indecomposable sextuple of type A(3k − 1, 0). Then
End(ψ) ≃ End((U, η))
where η is an indecomposable nilpotent endomorphism and dimU = k. In particular,
End(ψ) is local and End(ψ) = kid⊕ Rad.
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Proof Let ψ be given in the normal form (9). Consider the End(ψ)-invariant subspace
U := 〈f1, ..., fk〉 = Cγ1 ∩ (Iγ2 + Iγ3 )
and the indecomposable nilpotent endomorphism η of U defined by η(f1) = 0 and
η(fi+1) = fi, for i = 2, ..., k. Similarly as in the previous section, the algebra of
endomorphisms of U which commute with η is isomorphic to the endomorphism algebra
of (9).
To show this, we begin with an endomorphism a of U which commutes with η and
extend it to an endomorphism a of V γ by defining maps f , g, and h by
f : 〈e2, ..., ek〉 → 〈f1, ..., fk〉, f(ei) = fi for i = 2, .., k,
g : 〈f1, ..., fk〉 → 〈g1, ..., gk〉, g(fi) = gi for i = 1, .., k,
h : 〈f1, ..., fk〉 → 〈e2, ..., ek〉, h(f1) = 0, h(fi) = ei for i = 2, .., k.
and setting
a := haf on 〈e2, ..., ek〉.
a := gag−1 on 〈g1, ..., gk〉. (10)
Note that Iγ1 = {x − h(x) | x ∈ 〈f1, ..., fk〉} and Iγ3 = {x − g(x) | x ∈ 〈f1, ..., fk〉},
and that
E = 〈e2, ..., ek〉, U = 〈f1, ..., fk〉, G = 〈g1, ..., gk〉
are subspaces invariant under the endomorphism algebra of (9) since
E = Cγ1 ∩ Cγ2 , U = Cγ1 ∩ (Iγ2 + Iγ3 ), G = Iγ2 .
For an endomorphism b of (9), the operation b 7→ b|Fγ is inverse to the operation
a 7→ a. Indeed, such a b decomposes as the direct sum b = b|E ⊕ b|U ⊕ b|G , and the
relations (10) are enforced by the invariance of Iγ1 and I
γ
3 under b.
Finally, that the map a 7→ a is a morphism of algebras is evident from (10).
The bases β and γ are referred to as standard bases for the respective types of
sextuple. For each fixed k > 0 one can view (9) as a subquotient of (7) by considering
the subspaces Iβ ⊆ Cβ ⊆ V β,
Iβ = 〈e1〉, Cβ = 〈e1, ..., ek , f1, ..., fk, g1, ..., gk〉,
and letting V γ = Cβ/Iβ , where the basis γ is induced (modulo re-indexing) by the
elements of the basis β which span C (i.e. all elements except ek+1). Then we have the
identifications
Iγi = (I
β
i ∩ Cβ)/Iβ and Cγi = (Cβi ∩Cβ)/Iβ for i = 1, 2, 3.
In fact, we can also view a sextuple of type A(3(k − 2) + 1, 0) = A(3k − 5, 0) as a
subquotient of a sextuple of type A(3k − 1, 0). If a sextuple of the latter type is given
in the form (9), then choosing
Iγ = 〈f1, g1〉, Cγ = 〈e2, ..., ek , f1, ..., fk−1, f1, ..., gk−1〉,
42
and passing to the subquotient Cγ/Iγ gives a sextuple of type A(3(k − 2) + 1, 0), with
standard basis induced from the standard basis of (9).
In total, the (isomorphism classes of) discrete non-split sextuples form two “chains
of subquotients” (arrows indicate the passage to a subquotient):
k = 0 k = 1 k = 2 k = 3 . . .
A(3k + 1, 0) A(1, 0) A(4, 0) A(7, 0) A(10, 0) . . .
A(3k + 2, 0) A(2, 0) A(5, 0) A(8, 0) A(11, 0) . . .
5.4 Existence of compatible forms
Theorem 5.3. Any sextuple of type A(3k ± 1, 0) admits ε-symmetric forms where
ε = (−1)k. With respect to standard bases there is a recursion providing compatible
ε-symmetric forms with coefficients in the prime subfield.
The existence will be shown by constructing matrices for these compatible forms
with respect to standard bases. These matrices will be of the shape (11), i.e. having a
block structure and built using a (smaller) matrix which we call “A”.
Fix k ∈ N, let ε = (−1)k, and let A = Ak ∈ k(k+1)×(k+1). We consider the following
relations on the entries of A:
(1) aij = 0 for i+ j < k + 2, aij 6= 0 for i+ j = k + 2
(2) A = εAt
(3) ai,j+1 = aij − ai+1,j for i, j = 1, . . . , k
(4) akk = ak,k+1 + ak+1,k.
Further we define A˚ = A˚k as the minor of A given by restricting to row and column
indices in {2, . . . , k} and we set
ci = ai,k+1, c
′
i = ak+1,i.
If (1) holds, then the matrix A has the following form
A =


0 0 0 · · · · · · 0 0 a1,k+1
0 0 0 · · · · · · 0 a2,k a2,k+1
0 0 0 · · · · · · a3,k−1 a3,k a3,k+1
...
...
...
...
...
...
...
... 0
...
...
...
0 0 ak−1,3 · · · · · · ak−1,k−1 ak−1,k ak−1,k+1
0 ak2 ak3 · · · · · · ak,k−1 akk ak,k+1
ak+1,1 ak+1,2 ak+1,3 · · · · · · ak+1,,k−1 ak+1,k ak+1,k+1


.
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The vertical and horizontal lines inside of this matrix are intended solely as visual aids.
Now we define
H = Hk :=


0 0 · · · 0 c1 0 0 · · · 0 0 · · · 0 0
0 c2 0 0
... A˚
...
... A˚ 0
...
0 ck 0 0
c′1 c
′
2 . . . c
′
k ck+1 c
′
1 c
′
2 · · · c′k 0 · · · 0 0
0 0 · · · 0 c1 0 0 · · · 0 0 · · · 0 c1
0 c2 0 c2
... A˚
...
... A˚ A˚
...
0 ck 0 ck
0 0 0 0
... 0
...
... A˚ 0
...
0 0 0 0
0 0 · · · 0 0 c′1 c′2 · · · c′k 0 · · · 0 0


(11)
and we interpret this matrix to be the coordinate matrix of a bilinear form B on V β
(c.f. Section 5.2) with respect to the standard basis β = {e1, ..., ek+1, f1, ..., fk, g1, ..., gk}.
The double lines in the matrix are visual aids for seeing the block structure
H =

 H11 H12 H13H21 H22 H23
H31 H32 H33


related to the subspaces 〈e1, ..., ek+1〉, 〈f1, ..., fk〉, and 〈g1, ..., gk〉.
Claim 5.4. If (1) and (2) hold, then B is non-degenerate and ε-symmetric
Proof That B is ε-symmetric follows directly from (2). To see that B is non-
degenerate, note that the blocks of the matrix H are such that H33, H31 and H13
are zero and where H11, H23, and H32 are square matrices having non-zero entries on
the anti-diagonal, and zeros above the anti-diagonal; in particular, the latter blocks are
invertible. Because H13 is zero and because a ‘copy’ of H21 is contained in H11, we
can use row operations to turn transform H21 to zero in such a way that only H22 is
additionally changed under these operations. In a similarly manner we can also turn
H12 to zero using column operations. At this point our block matrix has the following
form (tilde indicates that there are changes)
H˜ =

 H11 0 00 H˜22 H23
0 H32 0


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and where H˜22 is

0 0 · · · 0
0
... A˚
0

−


0 0 · · · 0
0
... A˚
0

−


0 0 · · · 0
0
... A˚
0

 = −


0 0 · · · 0
0
... A˚
0

 .
Now, clearly we can add columns from the third block column to the second block
column to transform H˜22 into the zero matrix, and this leaves all other blocks unchanged,
sinceH13 andH33 are zero. (Equivalently, we could have used row transformations using
rows from the bottom block row.) This puts our block matrix in the form
 H11 0 00 0 H23
0 H32 0


which shows non-degeneracy, since the non-zero blocks are non-degenerate.
Claim 5.5. If (2) holds, then
B(Iβ1 , C
β
1 ) = B(I
β
2 , C
β
2 ) = B(I
β
3 , 〈e1, e2 − g1, ..., ek+1 − gk〉) = 0.
Proof
• B(ei, ej − fj) = aij − aij = 0 for i = 1, . . . , k + 1 and j = 1, . . . , k.
• B(fi, ej − fj) = aij − aij = 0 for i, j = 1, . . . , k.
• B(ei, gj) = 0 for i = 1, . . . , k + 1, j = 1, . . . , k. B(gi, gj) = 0 for i, j = 1, . . . , k.
B(e1, fj − gj) = B(e1, fj)−B(ei, gj) = 0− 0 = 0 for i, j = 1, . . . , k.
• B(fi − gi, ej+1 − gj) = B(fi, ej+1) − B(fi, gj) − 0 + 0 = ai,j+1 − ai,j+1 = 0 for
i, j = 1, . . . , k.
Claim 5.6. If (1) through (4) hold, then B is ε-symmetric and a compatible form for
the sextuple (V β ;Cβi , I
β
i ).
Proof It remains to show B(Iβ3 , C
β
3 ) = 0. Consider B(fi − gi, fj − gj) = B(fi, fj) −
B(fi, gj)−B(gi, fj) +B(gi, gj) =: xij. Direct checking gives:
• x11 = 0 + 0 + 0 + 0 = 0.
• x1j = 0 + 0 + a2j + 0 = 0 for j = 2, . . . , k − 1.
• xij = aij − ai,j+1 − ai+1,j + 0 = 0 for i, j = 2, . . . , k − 1 by (3).
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• xik = aik − ci − ai+1,k + 0 = 0 for i = 2, . . . , k − 1 by (3).
• x1k = 0− c1 − a2k + 0 = 0 by (3).
• xkk = akk − ck − c′k = 0 by (4).
In view of Claim 5.5 and that
Iβ3 = 〈f1 − g1, ..., fk − gk〉
Cβ3 = 〈e1, e2 − f1, ..., ek+1 − fk, f1 − g1, ..., fk − gk〉
we have compatibility of B.
Claim 5.7. For each k = 0, 1, 2, ... there exist matrices Ak satisfying (1)–(4).
Proof We proceed by induction on k. Let
A0 = (c1), A1 =
(
0 c1
−c1 0
)
, c1 6= 0
Assume that Ak−2 is given satisfying (1)–(4). We defineA = Ak to have minor A˚ = Ak−2
with respect to row and column indices 2, . . . , k. Thus, we have
(1’) for 2 ≤ i, j ≤ k: aij = 0 if i+ j < k + 2, aij 6= 0 if i+ j = k + 2
(2’) A˚ = εA˚t
(3’) ai,j+1 = aij − ai+1,j for i, j = 2, . . . , k − 1,
(4’) ak−1,k−1 = ak−1,k + ak,k−1.
It remains to grant
(1”) a1j = ai1 = 0 for i, j = 1, . . . , k and a1,k+1 6= 0, ak+1,1 6= 0
(2”) ak+1,i = εai,k+1 for i = 1, . . . , k + 1
(3”) ai,j+1 = aij − ai+1,j for j = k, i = 1, . . . resp. i = k, j = 1, . . . , k − 1
(4”) akk = ak,k+1 + ak+1,k.
Define
a1,k+1 = −a2,k
ai,k+1 = ai,k − ai+1,k for i = 2, . . . , k − 1
ak,k+1 =
1
2ak,k if k is even
ak,k+1 = arbitrary if k is odd
ak+1,k+1 = arbitrary if k is even
ak+1,k+1 = 0 if k is odd
ak+1,i = εai,k+1 for i = 1, . . . , k.
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Then (1”) and (2”) are obvious, as is (3”) for the cases when j = k, while for those
cases with i = k we have ak,j+1 = εaj+1,k = ε(aj,k − aj,k+1) = akj − ak+1,j. Finally, if k
is odd then akk = εakk = 0 = ak,k+1 + εak,k+1 = ak,k+1 + ak+1,k; and if k is even then
akk =
1
2akk +
1
2akk = ak,k+1 + ak+1,k.
Proof of Theorem 5.3. For the A(3k+1, 0), Claims 5.6 and 5.7 and the proof of the
latter give the recursive construction of such forms with respect to standard bases. For
A(3k− 1, 0), we view V γ as a subspace of V β and define on it a form given by a matrix
H ′ = H ′k obtained from H = Hk by omitting all rows and columns indexed by e1 or
ek+1. Then H
′ defines an ε-symmetric form B′ on V γ . To see this, let Sβ := 〈e1, ek+1〉
and note that H|
Sβ
is non-degenerate and ε-symmetric, and that we can make the
identification V γ = (Sβ)⊥ ⊆ V β. Hence H ′ = H|
(Sβ)⊥
is also non-degenerate and ε-
symmetric. It remains to show that H ′ is compatible with the A(3k − 1, 0) sextuple in
V γ obtained from the A(3k + 1, 0) sextuple in V β.
Recall that if X ⊆ V β is an element of the sextuple in V β, then the corresponding
subspace of the sextuple in V γ is given by X := π(Xβ ∩ Cβ), where π denotes the
projection onto the second factor of the (orthogonal) decomposition V β = Sβ ⊕ V γ .
Since Cβ = (Cβ)⊥ ⊕ V γ is coisotropic, this is an instance of coisotropic reduction; in
particular
B′(X,Y ) = B(X ∩ Cβ, Y ∩ Cβ)
for any X,Y ⊆ V β. Hence B(X,Y ) = {0} implies that B′(X,Y ) = {0}. Since we know
the dimensions of all the subspaces involved in our sextuples, this shows that for any
element X of the sextuple in V β , the orthogonal of X in V γ is the same subspace as
X⊥.
Remark 5.8. Suppose we are given sextuples of the types A(3k+1, 0) and A(3k−1, 0)
in terms of standard bases.
(i) With respect to the standard basis, any compatible form on A(3k + 1, 0) is given
by a matrix Hk which is built from a matrix A as above, and such that A satisfies
the relations (1)–(4). The analogous statement is true for compatible forms on
A(3k − 1, 0) in terms of matrices of the form H ′k, where H ′k is obtained from Hk
by deleting the 1st and (k + 1)th rows and columns.
(ii) A parametrization of such matrices Hk resp. H
′
k is given by the parameters
ak+1,j, j = 1, . . . , k + 1 resp. ak,j, j = 2, . . . , k
Moreover, the matrix entries are obtained via linear expressions from the param-
eters.
Proof (i) According to the proofs of Claims 5.5 and 5.6, the structure of B and the
relations (1)–(4) are forced by the requirement of admissibility.
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(ii) This follows from the recursive construction of the matrices Ak; in each step one
free parameter can be chosen.
Example 5.1. Let k = 1. A sextuple of type A(3k + 1, 0) has ambient dimension 4.
To construct a compatible symplectic form (with respect to a standard basis) we begin
with the matrix
A1 =
(
0 c1
−c1 0
)
where c1 is any non-zero scalar. From this we obtain the matrix (11) of a compatible
symplectic form; in this example it is
H1 =


0 c1 0 0
−c1 0 −c1 0
0 c1 0 c1
0 0 −c1 0


(note that A˚1 is the empty matrix). To obtain a compatible symplectic form for the
sextuple A(3k − 1, 0), with respect to a standard basis induced from A(3k + 1, 0), we
only need to drop the 1st and (k + 1)th rows and columns of the compatible form H1
given above. This gives
H ′1 =
(
0 c1
−c1 0
)
.
Example 5.2. Let k = 3. A sextuple of type A(3k+1, 0) has ambient dimension 10. To
construct a compatible symplectic form (with respect to a standard basis) we proceed
similarly as in the previous example. Following the recursion recipe given in Claim 5.7
above, we build from A1 the matrix
A3 =


0 0 0 c1
0 0 −c1 −c1
0 c1 0 c2
−c1 c1 −c2 0


where c2 is a scalar that we may freely choose. Now from A3 we obtain the matrix (11)
of a compatible symplectic form; in this example it is
H3 =


0 0 0 c1 0 0 0 0 0 0
0 0 −c1 −c1 0 0 −c1 0 0 0
0 c1 0 c2 0 c1 0 0 0 0
−c1 c1 −c2 0 −c1 c1 −c2 0 0 0
0 0 0 c1 0 0 0 0 0 c1
0 0 −c1 −c1 0 0 c1 0 −c1 −c1
0 c1 0 c2 0 −c1 0 c1 0 c2
0 0 0 0 0 0 −c1 0 0 0
0 0 0 0 0 c1 0 0 0 0
0 0 0 0 −c1 c1 −c2 0 0 0


.
48
To obtain a compatible symplectic form for the sextuple A(3k − 1, 0), we drop the 1st
and (k + 1)th rows and columns of H3. This gives
H ′3 =


0 −c1 0 0 −c1 0 0 0
c1 0 0 c1 0 0 0 0
0 0 0 0 0 0 0 c1
0 −c1 0 0 c1 0 −c1 −c1
c1 0 0 −c1 0 c1 0 c2
0 0 0 0 −c1 0 0 0
0 0 0 c1 0 0 0 0
0 0 −c1 c1 −c2 0 0 0


.
5.5 Uniqueness of compatible forms
Theorem 5.9. The (−1)k-symmetric forms on an A(3k±1, 0) are unique up to isomet-
ric automorphism and multiplication by scalars; there are no (−1)k+1-symmetric forms
on an A(3k ± 1, 0).
If B is a compatible ε-symmetric form on A(3k ± 1, 0) and c ∈ k, then there is an
automorphism η of the sextuple which is an isometry, in the sense η∗B = cB, if and
only if c is a square in k.
Proof Dealing with A(3k +1, 0), we continue the discussion from Subsection 3.8. By
Lemma 5.1, we may apply Lemma 3.26; this yields the first claim.
Now, suppose there exists an automorphism η of A(3k + 1, 0) such that f∗B = cB,
and let ηU to be its restriction to U = C
β
1 ∩ Cβ2 , which is invariant under η. We may
assume that B is given by a matrix Bk in terms of a standard basis as above. Thus,
U = 〈e1, ..., ek+1〉 is non-degenerate and the restriction of B to U has matrix A which is
zero above the anti-diagonal. By Observation 3.9, ηU has upper triangular matrix (ηij)
with diagonal entries all the same. It follows that
cB(ek+1, e1) = B(ηek+1, ηe1) = B(
k+1∑
i=1
ηi,k+1ei, η11e1)
= B(ηk+1,k+1ek+1, η11e1) = B(η11ek+1, η11e1) = η
2
11B(ek+1, e1)
whence c = η211. (Conversely, given a square c = b
2 ∈ k, one can of course always find
an isometry between B and cB: simply take b · id.)
For k > 1, a similar reasoning works for A(3k − 1, 0), with U = Cγ1 ∩ Cγ2 =
〈e2, ..., ek〉.
6 Continuous types: sextuple classification and duality
By definition, continuous-type indecomposable sextuples are those indecomposable sex-
tuples which have dimension vectors of the form (3k; 2k, k; 2k, k; 2k, k), for integers
k ≥ 1. Note that this is a self-dual dimension vector.
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As mentioned above, and proven in [8, Section 4.6], when k is algebraically closed the
(isomorphism types of) continuous-type indecomposable sextuples in a given dimension
(indicated by k) consist of:
• a collection ∆(k;λ), labeled by scalars λ ∈ k\{0, 1},
• so-called exceptional continuous-type sextuples, which are labeled
∆j(k, 1) for j ∈ {1, 2},
∆j(k, 0) for j ∈ {1, 2, 3},
∆j(k,∞), for j ∈ {1, 2, 3}.
In the case of more general fields, the continuous-type indecomposable sextuples
∆(k;λ) must be replaced by indecomposable sextuples ∆(k; γ), where γ ranges over
all indecomposable endomorphisms of kk which do not have 0 or 1 as an eigenvalue.
The exceptional continuous-type indecomposable sextuples remain the same. Thus the
isomorphism classes of continuous-type indecomposable sextuples in a given dimension
3k are parametrized by the disjoint union of the sets
{γ | γ indecomposable endomorphism of kk, with 0, 1 /∈ spec(γ)}
and
{01, 02, 03, 11, 12,∞1,∞2,∞3},
where the latter set consists of formal labels for the exceptional types.
We review the classification and structure of continuous-type sextuples in Subsection
6.1 below. To further analyze continuous-type sextuples, we recall the notion of a frame
in Subsection 6.2 and use these in Subsection 6.3 to build continuous-type sextuples
from underlying linear endomorphisms. In Subsection 6.4 we give a detailed description
of morphisms of such sextuples, and in Subsection 6.5 we identify which indecomposable
continuous-type sextuples are dual to which. This sets the stage for the analysis of self-
dual continuous indecomposable sextuples and their compatible forms in Sections 7 and
8.
Naturally, when k is not algebraically closed, the classification of indecomposable
sextuples and associated isotropic triples becomes more complicated. First of all, the
indecomposable endomorphisms γ underlying the sextuples have a richer structure.
Furthermore, self-dual continuous-type indecomposable sextuples may admit more com-
patible forms when k is not algebraically closed. The general question of uniqueness of
compatible forms is treated in Subsection 8.5.
As always, if we are looking for compatible symplectic structures, we can restrict
our attention to the cases where the integer k is even.
6.1 Classification of continuous sextuples
With the sole exception being the type ∆2(k; 1), all indecomposable continuous-type
sextuples (up to isomorphism) may be obtained via a functor S from the “continuous-
type” indecomposable representations of the extended Dynkin quiver A˜5 (with a certain
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orientation, as reflected in the diagram (12))15. Indecomposable representations of this
A˜5 quiver have the following normal form
X2
Y1 Y2
X1 X3
Y3
α1
β1 α2
β2
α3β3
(12)
where Xi = Yi = k
k for some k ∈ Z>0, and i ∈ {1, 2, 3}, and the linear maps αi
and βi are all the identity map on k
k, with one exception. The map which is an
exception – we call it γ – is a linear endomorphism of kk, and the representation of A˜5 is
indecomposable if and only γ is an indecomposable linear endomorphism. The following
are the continuous-type indecomposable representations of A˜5, up to isomorphism (in
each case, k runs over Z>0):
• Ξ(k; γ): γ runs over isomorphism classes of automorphisms of kk and we assume
γ = β1. Any other choice of “position” of γ, e.g. γ = α1, leads to a representation
which is isomorphic to Ξ(k; γ′) for some γ′ = β1.
• Ξi(k; 0) and Ξi(k;∞): γ is the unique indecomposable nilpotent endomorphism
on kk in Jordan normal form (for nilpotent γ this normal form always exists), and
i ∈ {1, 2, 3}. The convention is that Ξi(k; 0) denotes the case when γ = βi and
Ξi(k;∞) denotes the case when γ = αi.
Although DF [8] work over algebraically closed fields, their classification of the indecom-
posable representations of A˜5 does not depend on this, and admits the straightforward
generalization above, where single Jordan blocks are replaced with the condition of
indecomposability. Our notation is a slight modification of their notation.
The image under S of a continuous-type A˜5 representation is the sextuple
V = X1 ⊕X2 ⊕X3, Ci = Xi ⊕Xi+1, Ii = Im (αi × βi), (13)
where indices are understood modulo 3. It will be convenient for us to cast these normal
forms in slightly different notation. We set X = kk,
X1 = X × 0× 0, X2 = 0×X × 0, X3 = 0× 0×X,
and V = X × X × X. We call an endomorphism exceptional if it has 0 or 1 as
eigenvalue. Otherwise, it is non-exceptional. Note that any direct summand of a
non-exceptional endomorphism is again non-exceptional.
15See [8], pages 44 and 46
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For non-exceptional γ, the sextuples which are isomorphic to SΞ(k;−γ)16 will be
called of type ∆(k; γ). Normal forms for these sextuples are
I1 = {(x,−γx, 0) | x ∈ X} C1 = X ×X × 0
I2 = {(0, x, x) | x ∈ X} C2 = 0×X ×X
I3 = {(x, 0, x) | x ∈ X} C3 = X × 0×X.
(14)
For indecomposable γ having eigenvalue 1, the sextuple SΞ(k;−γ) is called of type
∆1(k; 1); its normal form is the same as above. The only continuous-type indecompos-
able sextuple not isomorphic to a sextuple in the image of the functor S is the type
∆2(k; 1). It is obtained from ∆1(k; 1) via certain functor θ
+ (see [8], p. 38 and 46); a
normal form for ∆2(k; 1) is:
I1 = {(0, 0, x) | x ∈ X} C1 = {(y, γy, x) | x, y ∈ X}
I2 = {(x, 0, 0) | x ∈ X} C2 = {(x, y,−y) | x, y ∈ X}
I3 = {(0, x, 0) | x ∈ X} C3 = {(−y, x, y) | x, y ∈ X},
(15)
where γ is indecomposable and with eigenvalue 1. Finally, for the cases when γ is
nilpotent we set ∆i(k; 0) := SΞi(k; 0) and ∆i(k;∞) := SΞi(k;∞), for i = 1, 2, 3. For
normal forms we take the same spaces C1, C2, C3 as in (14), and
• for ∆1(k; 0) and ∆1(k;∞), respectively:
I1 = {(x, γx, 0) | x ∈ X} I1 = {(γx, x, 0) | x ∈ X}
I2 = {(0, x, x) | x ∈ X} and I2 = {(0, x, x) | x ∈ X}
I3 = {(x, 0, x) | x ∈ X} I3 = {(x, 0, x) | x ∈ X}
• for ∆2(k; 0) and ∆2(k;∞):
I1 = {(x, x, 0) | x ∈ X} I1 = {(x, x, 0) | x ∈ X}
I2 = {(0, x, γx) | x ∈ X} and I2 = {(0, γx, x) | x ∈ X}
I3 = {(x, 0, x) | x ∈ X} I3 = {(x, 0, x) | x ∈ X}
• for ∆3(k; 0) and ∆3(k;∞):
I1 = {(x, x, 0) | x ∈ X} I1 = {(x, x, 0) | x ∈ X}
I2 = {(0, x, x) | x ∈ X} and I2 = {(0, x, x) | x ∈ X}
I3 = {(γx, 0, x) | x ∈ X} I3 = {(x, 0, γx) | x ∈ X}.
The following will be useful for identifying isomorphism types.
Lemma 6.1. Let (V ; Ii, Ci) be an indecomposable continuous-type sextuple with dimV =
3k. Consider the following eight subspaces: I1 + I2 + I2 and C1 ∩ C2 ∩C3, I1 ∩ C3 and
I3∩C1, I2∩C1 and I1∩C2, I3∩C2 and I2∩C3. Let ǫ = (ǫ1, ..., ǫ8) be the corresponding 8-
vector of the dimensions of these spaces. The different possible types of indecomposable
continuous-type sextuple have the following associated 8-vectors ǫ.
16The change of sign in front of γ here follows the conventions of DF [8].
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1. ∆(k; γ), then ǫ = (3k, 0, 0, 0, 0, 0, 0, 0)
2. ∆1(k; 1), then ǫ = (3k − 1, 0, 0, 0, 0, 0, 0, 0)
3. ∆2(k; 1), then ǫ = (3k, 1, 0, 0, 0, 0, 0, 0)
4. ∆1(k; 0), then ǫ = (3k, 0, 1, 0, 0, 0, 0, 0)
5. ∆3(k;∞), then ǫ = (3k, 0, 0, 1, 0, 0, 0, 0)
6. ∆2(k; 0), then ǫ = (3k, 0, 0, 0, 1, 0, 0, 0)
7. ∆1(k;∞), then ǫ = (3k, 0, 0, 0, 0, 1, 0, 0)
8. ∆3(k; 0), then ǫ = (3k, 0, 0, 0, 0, 0, 1, 0)
9. ∆2(k;∞), then ǫ = (3k, 0, 0, 0, 0, 0, 0, 1)
Proof Consider first the sextuples for which γ is an isomorphism. It is straightforward
to check, e.g. using the normal forms above, that for such sextuples dim Ij ∩Cl = 0 for
all j 6= l. Thus ǫ2 through ǫ8 are zero for the types ∆(k; γ), ∆1(k; 1) and ∆2(k; 1).
Furthermore, if a sextuple is of type ∆(k; γ) or ∆1(k; 1), then from the normal form
(14) we see that C1 ∩ C2 ∩C3 = 0 and that
(x, y, z) ∈ I1 ∩ (I2 + I3) ⇔ (x, y, z) = (x,−γx, 0) with x− γx = 0,
so I1 ∩ (I2 + I3) 6= 0 if and only if γ has 1 as eigenvalue. In the case ∆1(k; 1) when γ
does have 1 as eigenvalue, the corresponding eigenspace has dimension 1 (because γ is
indecomposable) and so dim I1 ∩ (I2 + I3) = 1. Thus in this case
dim(I1 + I2 + I3) = dim I1 + dim(I2 + I3)− 1 = 3k − 1 = dimV − 1.
So, we have found that (ǫ1, ǫ2) = (3k, 0) for ∆(k; γ) and (ǫ1, ǫ2) = (3k−1, 0) for ∆1(k; 1).
For sextuples of type ∆2(k; 1), it follows from the normal form (15) that I1 ∩ (I2 +
I3) = 0 and that
C1 ∩C2 ∩ C3 = {(x, γx,−γx) | x = γx}.
Since for the type ∆2(k; 1) the map γ has a 1-dimensional eigenspace for the eigenvalue
1, we find that dimC1 ∩C2 ∩ C3 = 1. So, in this case (ǫ1, ǫ2) = (3k, 1).
Now consider the type ∆1(k; 0). The same arguments as for the case ∆(k; γ) show
here that (ǫ1, ǫ2) = (3k, 0). Note that
I1 ∩C3 = {(x, γx, 0) ∈ I1 | γx = 0} = ker γ,
which is 1-dimensional since γ is an indecomposable nilpotent map. From the normal
form for ∆1(k; 0) is easily check that the other intersections Ij ∩ Cl, j 6= l, are zero.
Thus ǫ3 = 1, and ǫ4 through ǫ8 are zero.
The remaining cases are very similar to the case ∆1(k; 0) and may be treated anal-
ogously.
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Corollary 6.2. Suppose we are given an indecomposable continuous-type sextuple with
ambient dimension 3k. The sextuple is of type
1. ∆(k; γ) if and only if dim(I1 + I2 + I2) = dimV and dim(C1 ∩C2 ∩ C3) = 0.
2. ∆1(k; 1) if and only if dim(I1 + I2 + I2) = dimV − 1
3. ∆2(k; 1) if and only if dim(C1 ∩C2 ∩ C3) = 1
4. ∆i(k; 0) if and only if dim(Ii ∩ Ci−1) = 1.
5. ∆i(k;∞) if and only if dim(Ii ∩Ci+1) = 1.
6.2 Frames
Following von Neumann [24], we introduce an abstract kind of coordinate system. Given
a vector space V , a frame for V is a collection of five subspaces A1, A2, A3, A12, A23
satisfying the following relations:
V = A1 ⊕A2 ⊕A3 (16)
A1 +A2 = A1 ⊕A12 = A2 ⊕A12 (17)
A2 +A3 = A2 ⊕A23 = A3 ⊕A23 (18)
As a shorthand notation, we refer to a frame as A¯. The notions of morphism and
isomorphism of frames are the obvious ones (i.e. view a frame as a special kind of poset
representation.)
The following shows that the definition could also be phrased in a way that is more
symmetrical.
Lemma 6.3. Suppose we are given a frame A1, A2, A3, A12, A23 ⊆ V . We define A31
by
A31 = (A3 +A1) ∩ (A12 +A23). (19)
Then
A3 +A1 = A3 ⊕A31 = A1 ⊕A31. (20)
Proof To see that A3 ∩A31 = 0, note that dimV = 3n for some n ∈ N, and
A3 ∩A31 = A3 ∩ [(A1 +A3) ∩ (A12 +A23)] = A3 ∩ (A12 +A23).
Thus
dim(A31 ∩A3) = dimA3 + dim(A12 +A23)− dim(A3 +A12 +A23) = 3n− 3n = 0
since, via (16), (17), (18), and (19),
A12 ∩A23 = 0 and A3 +A12 +A23 = A3 +A12 +A2 = A3 +A1 +A2 = V.
Similar dimension arguments can be used to show that A1∩A31 = 0 and that dimA31 =
n.
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Corollary 6.4. If A1, A2, A3, A12, A23 ⊆ V is a frame, and A31 defined as above, then
A12 = (A1 +A2) ∩ (A23 +A31), (21)
A23 = (A2 +A3) ∩ (A31 +A12). (22)
Proof If {A1, A2, A3, A12, A23} is a frame, then by Lemma 6.3 also {A1, A2, A3, A23, A31}
is a frame. Application of Lemma 6.3 to this latter frame gives (21); an analogous ar-
gument gives (22).
The relations (16), (17), (18), and (20) imply that dimA1 = dimA2 = dimA3 =
1/3 dim V and that each Aij can be interpreted as the negative
17 graph of a linear
isomorphism hij : Ai → Aj, i.e.
Aij = {x− hij(x) | x ∈ Ai},
where ij ∈ {12, 23, 31}. We set hii := id and hji := h−1ij .
Lemma 6.5.
1. Given a frame in V , the associated maps satisfy hjk ◦ hij = hik for any indices
i, j, k ∈ {1, 2, 3}.
2. Any frame is isomorphic to one built from a vector space U in the following way:
V = U × U × U
A1 = U × 0× 0 A12 = {(x,−x, 0) | x ∈ U}
A2 = 0× U × 0 A23 = {(0, x,−x) | x ∈ U}
A3 = 0× 0× U A31 = {(x, 0,−x) | x ∈ U}
Proof
1. Since we are dealing only with invertible maps, equations of the form hjk◦hij = hik
are equivalent to ones obtained by applying, to both sides of an equation, the
operations of inversion, or pre- or post-composition with one of the “h” maps.
This allows one to reduce to the case of showing a single identity, say
h23 ◦ h12 = h13. (23)
The negative graph of h13 is A31 (this subspace is the negative graph of h31, and
hence also of the inverse h13). So it is sufficient to show that the negative graph
of h23 ◦ h12 is A31. But
graph(−h23 ◦ h12) = {x− z | x ∈ A1, z ∈ A3, z = (h23 ◦ h12)(x)}
= {x− h12(x) + h12(x)− h23(h12(x)) | x ∈ A1, z ∈ A3}
⊆ (A1 +A3) ∩ (A12 +A23) = A31,
and the last inclusion is, for dimension reasons, actually an equality.
17Following von Neumann, we use negative graphs for symmetry reasons when dealing with frames.
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2. Suppose we are given a frame A¯ in some vector space W . Set U := A2 and let
v1, ..., vn be a basis of A2. A basis of A1 is defined via ui := h21(vi), i = 1, ..., n,
and a basis of A3 is defined by wi := h23(vi). Since (23) is equivalent to
h31 ◦ h23 ◦ h12 = idA1 , (24)
it follows that ui = h31(wi) for each i. Now the linear isomorphism which sends the
basis u1, ..., un, v1, .., vn, w1, .., wn to the basis of V := U ×U ×U built canonically
from v1, ..., vn has, as its image, a frame of the desired form.
Remark 6.6. One might think of (24) as a kind of cocycle condition which says that
that the endomorphism obtained from the “loop” A1
h12−→ A2 h23−→ A3 h31−→ A1 is trivial.
Given a frame A¯ on V , with dimV = 3k, we define a frame basis for A¯ to be an
ordered basis
{u1, ..., uk, v1, ..., vk, w1, ..., wk}
of V such that
• {u1, ..., uk} is a basis of A1, {v1, ..., vk} is a basis of A2, {w1, ..., wk} is a basis of
A3,
• h12(ui) = vi, h23(vi) = wi, h31(wi) = ui for all i = 1, ..., k.
A frame basis always exists (c.f. the proof of Lemma 6.5).
We define an augmented frame in V to be a frame A¯ in V together with a subspace
C ⊆ V such that A1 +A2 = A1 ⊕ C. This latter condition says that C is the negative
graph of a linear map h : A2 → A1 (which is uniquely determined by C). In particular,
an augmented frame determines uniquely an endomorphism
η := h12 ◦ h : A2 −→ A2
which we call the underlying endomorphism of the augmented frame. If η is the un-
derlying endomorphism of an augmented frame we write this as (A¯, η). As was the case
for frames, augmented frames can be viewed as special kinds of poset representations,
with the inherited notions of morphism and isomorphism.
Lemma 6.7. Let (A¯, η) in V and (A¯′, η′) in V ′ be augmented frames. There is a bijective
correspondence between morphisms (A2, η)→ (A′2, η′) and morphisms (A¯, η)→ (A¯′, η′).
When (A2, η) = (A
′
2, η
′), this gives an isomorphism between the endomorphism al-
gebras of (A2, η) and (A¯, η).
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Proof Suppose f : V → V ′ is a morphism of augmented frames. In particular then
f(A1) ⊆ A′1, f(A2) ⊆ A′2, f(A12) ⊆ A′12, and f(C) ⊆ C ′, which implies that the
diagrams
A2 A
′
2 A1 A
′
1
A1 A
′
1 A2 A
′
2
f|A2
h h′
f|A1
h12 h
′
12
f|A1 f|A2
commute. Stacking the second diagram under the first, we obtain that
A2 A
′
2
A2 A
′
2
f|A2
η η′
f|A2
commutes, as desired.
Conversely, if we have a linear map f : A2 → A′2 such that f ◦ η = η′ ◦ f , then it
extends to a morphism fˆ of augmented frames by setting fˆ = h′21 ◦ f ◦ h12 on A1 and
fˆ = h′23 ◦ f ◦ h32 on A3.
It is easy to see that the thus defined operations “restriction from V to A2” and
“extension from A2 to V ” are mutually inverse.
Now assume (A2, η) = (A
′
2, η
′). To show that the mutually inverse “extension” and
“restriction” maps define algebra isomorphisms between the respective endomorphism
algebras of (A2, η) and (A¯, η), it is sufficient to check that one of these maps is a mor-
phism of algebras. This is easiest to check for the restriction map: the operation of
restriction is clearly compatible with composition, addition, scalar multiplication, and
the units in the respective endomorphism algebras.
6.3 Framed sextuples
Given an augmented frame (A¯, C) = (A¯, η) in V we define an associated sextuple Sη in
V by
I1 = A1 C1 = A1 +A2
I2 = A3 C2 = A2 +A3
I3 = (C +A3) ∩ (A1 +A23) C3 = A12 + I3
(25)
A sextuple which is isomorphic to one of this type will be called a framed sextuple.
Lemma 6.8. Let (A¯, η) and (A¯′, η′) be augmented frames in V and V ′, respectively .
1. Given a sextuple Sη, the underlying augmented frame can be recovered via
A1 = I1 A12 = C1 ∩ C3
A2 = C1 ∩ C2 A23 = (I3 + I1) ∩ C2
A3 = I2 A31 = (A1 +A3) ∩ (A12 +A23)
C = (I2 + I3) ∩ C1
(26)
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2. If S is a sextuple such that the expressions (26) define an augmented frame, then
S is a framed sextuple, i.e. of the form (25).
3. A linear map f : V → V ′ is a morphism (A¯, η) −→ (A¯′, η′) if and only if it is a
morphism Sη −→ Sη′ .
4. Any sextuple Sη built from an augmented frame (A¯, η) is isomorphic to one with
the following form, where U = A2:
V = U × U × U
I1 = U × 0× 0 C1 = U × U × 0
I2 = 0× 0× U C2 = 0× U × U
I3 = {(−ηx, x,−x) | x ∈ U} C3 = {(x,−x, 0) | x ∈ U}+ I3.
(27)
Proof
1. This can be checked using elementary linear algebra resp. modular lattice calcu-
lations. For example, C1∩C2 = (A1+A2)∩ (A2+A3) = A2, since by assumption
V = A1 ⊕ A2 ⊕A3. To see that C = (I2 + I3) ∩ C1, we plug in the definitions of
I2, I3 and C1 and calculate
(I2 + I3) ∩ C1 = (A3 + [(C +A3) ∩ (A1 +A23)]) ∩ (A1 +A2)
⊆ [(C +A3) ∩ (A1 +A23 +A3)] ∩ (A1 +A2)
= [(C +A3) ∩ V ] ∩ (A1 +A2) = C.
The obtained inclusion is actually an equality, since
dim(I3+I2)∩C1 = dim(I1⊕I3)+dimC1−dim(I2+I3+C1) = 1/3 dim V = dimC.
The equations for A12 and A23 can be checked in a similar manner, and the
equation for A31 holds by the definition of a frame.
2. Assuming that (26) defines an augmented frame, we need to show that the rela-
tions (25) hold.
The expressions for I1 and I2 are trivially satisfied, so it remains to show the
expressions for I3, C1, C2, and C3.
We first make some intermediate observations:
A1 +C = A1 + C1 ∩ (A3 + I3) = C1 ∩ (A1 +A3 + I3), (28)
using the modular law for the last equality; from (28) and the assumption that
we have an augmented frame,
V = A1 +A2 +A3 = A1 + C +A3 = C1 ∩ (A1 +A3 + I3) +A3
= (C1 +A3) ∩ (A1 +A3 + I3), (29)
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again via the modular law for the last equality. But (29) implies that
V = C1 +A3 = A1 +A3 + I3, (30)
and using (30) we find that
A2 +A3 = C1 ∩ C2 +A3 = C2 ∩ (C1 +A3) = C2, (31)
where the application of modular law is justified since A3 = I2 ⊆ C2 by assump-
tion. This is the desire expression for C2.
The expression for C1 now follows from (30) and
A1 +A2 = A1 + C = A1 + C1 ∩ (I2 + I3) = C1 ∩ (A1 + I2 + I3) = C1, (32)
using modularity via the fact that A1 = I1 ⊆ C1.
To obtain the expression for I3, we first note that
C +A3 = (I2 + I3) ∩ C1 +A3 = (I2 + I3) ∩ (C1 +A3) = I2 + I3 (33)
since A3 = I2 ⊆ I2 + I3 and, via (30), C1 +A2 = V . Now,
(C +A3) ∩ (A1 +A23) = (C +A3) ∩ (A1 + (I3 +A1) ∩ C2)
(31)
= (C +A3) ∩ (A1 + (I3 +A1) ∩ (A2 +A3))
mod
= (C +A3) ∩ (I3 +A1) ∩ (A1 +A2 +A3)
(30)
= (C +A3) ∩ (A1 + I3) (33)= I3 + (C +A3) ∩A1
= I3 + (C ∩A1) = I3,
using for the second-to-last equality that C ⊆ A1 ⊕ A2 and V = A1 ⊕ A2 ⊕ A3,
and for the last equality that C ∩A1 = 0 by definition of an augmented frame.
Finally, the desired expression for C3 follows from
A12 + I3 = (C1 ∩ C3) + I3 mod= C3 ∩ (C1 + I3)
= C3 ∩ (A1 +A2 + (C +A3) ∩ (A1 +A23))
mod
= C3 ∩ (A2 + (A1 + C +A3) ∩ (A1 +A23))
= C3 ∩ (A2 +A1 +A23) = C3,
using in the second line the already-obtained expressions for C1 and I3, and in
the last line the fact that A1 + C +A3 = A1 +A2 +A3 = V .
3. Suppose first that f is a morphism of augmented frames. Since the subspaces
Ii,Ci and I
′
i, C
′
i of the respective associated sextuples can be expressed entirely
via lattice terms built only of subspaces in the respective augmented frames, it
follows that f(Ii) ⊆ I ′i and f(Ci) ⊆ C ′i for each i.
Similarly, by part 1 above the underlying augmented frames can be expressed via
lattice terms built from subspaces in the respective sextuples, so f is a morphism
of augmented frames if it is a morphism of the associated sextuples.
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4. From Lemma 6.5, it is clear that any augmented frame (A¯, η) is isomorphic to one
of the following form:
V = U × U × U
A1 = U × 0× 0 A12 = {(x,−x, 0) | x ∈ U}
A2 = 0× U × 0 A23 = {(0, x,−x) | x ∈ U}
A3 = 0× 0× U A31 = {(x, 0,−x) | x ∈ U}
C = {(−ηx, x, 0) | x ∈ U}
(34)
The sextuple associated to this augmented frame is precisely (27), and by part 3
of this lemma, it is isomorphic to Sη.
Remark 6.9. Together, parts 1 and 2 give a complete characterization of framed sex-
tuples in lattice theoretic terms: a sextuple is a framed sextuple if and only if the
expressions (26) define an augmented frame, and augemented frames are themselves
defined in lattice-theoretic terms.
Proposition 6.10. Let (U, η), (U ′, η′) be spaces with endomorphisms.
1. There is a bijective correspondence between morphisms (U, η)→ (U ′, η′) and mor-
phisms Sη → S′η. When (U, η) = (U ′, η′), this correspondence is an isomorphism
of the respective endomorphism algebras. In particular, (U, η) is indecomposable
if and only if Sη is.
2. Let u1, ..., un, v1, ..., vn, w1, .., wn and u
′
1, ..., u
′
n, v
′
1, ..., v
′
n, w
′
1, .., w
′
n be frame bases
of the underlying frames of sextuples Sη and Sη′ . Let fˆ : Sη → Sη′ be a morphism
and f its restriction f : A2 = 〈v1, ..., vn〉 → A′2 = 〈v′1, ..., v′n〉. If the coordinate
matrix of f with respect to the bases 〈v1, ..., vn〉 and 〈v′1, ..., v′n〉 is M , then the
coordinate matrix of fˆ with respect to the respective frame bases is
 M 0 00 M 0
0 0 M

 . (35)
Proof
1. The said correspondence is the one defined in the proof of Lemma 6.7. By Lemma
6.7 and Lemma 6.8, 2., it maps morphisms (U, η) → (U ′, η′) to morphisms Sη →
S′η, and when (U, η) = (U
′, η′), this correspondence is an isomorphism of algebras.
The statement about indecomposability follows then from the fact that (U, η) and
Sη are each indecomposable if and only if their respective endomorphism algebras
are local, and the fact that “local-ness” is preserved under isomorphism.
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2. By definition, fˆ = (h′21 ◦f ◦h12)⊕f⊕(h′23 ◦f ◦h32) : A1⊕A2⊕A3 → A′1⊕A′2⊕A′3
(c.f. Lemma 6.8). The form (35) follows now from the fact that, with respect to
frame bases, all of the maps h12, h23, h
′
21, h
′
32 have coordinate matrices which are
the identity matrix.
Remark 6.11. The correspondence in Proposition 6.10, is functorial.
6.4 Identifying framed sextuples
In this section we identify which continuous-type indecomposable sextuples are isomor-
phic to a framed sextuple.
From Lemma 6.1 and Corollary 6.2 we see that, for η indecomposable, Sη ≃ ∆3(k; 0)
when η is nilpotent, and Sη ≃ ∆2(k;∞) when η has eigenvalue 1. Indeed, if η is
nilpotent, then
I3 ∩ C2 = {(−ηx, x,−x) | x ∈ U} ∩ (0× U × U) ⊇ {(0, x,−x) | x ∈ kerη} 6= 0.
And if η has eigenvalue 1 with associated eigenspace U1, then
I2 ∩ C3 = (0× 0× U) ∩ {(y − ηx, x− y,−x) | x, y ∈ U} ⊇ {(0, 0,−x) | x ∈ U1} 6= 0.
We will call an indecomposable endomorphism exceptional if it is nilpotent or has
1 as eigenvalue. Note that any non-exceptional indecomposable endomorphism is an
automorphism.
It remains now to identify the sextuples Sη, with η non-exceptional, in terms of the
classification discussed in the previous section.
Proposition 6.12. On the level of isomorphism classes (and for fixed ambient di-
mension 3k), there is a one-to-one correspondence between the sextuples Sη, and the
sextuples ∆(k; γ), where γ and η are non-exceptional indecomposable endomorphisms.
If one views both η and γ as endomorphisms of kk, the correspondence is given by
η =
γ
γ − 1 (36)
or, in inversely, γ = ηη−1 .
Proof We start by considering an indecomposable continuous-type sextuple ∆(k; γ),
with γ non-exceptional. From Section 6.1, we know that ∆(k; γ) is isomorphic to a
sextuple which has the form
V = X1 ⊕X2 ⊕X3, Ci = Xi +Xi+1, Ii = Im (αi ⊕ βi) = Γ(βiα−1i )
where αi : Yi → Xi and β : Yi → Xi+1 are all invertible, and γ = β1 ◦α−11 . In particular,
we can identify the Yi with the Ii (since the maps αi ⊕ βi are injective), and we have
Ci = Xi ⊕ Yi = Xi+1 ⊕ Yi i = 1, 2, 3. (37)
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To show that ∆(k; γ) ≃ Sη for some endomorphism η, we “guess” an underlying
augmented frame (using Lemma 6.8 to make our ansatz), and we show that this is an
augmented frame whose associated sextuple is isomorphic to ∆(k; γ). In this case we
know that η must be non-exceptional, since Sη ≃ ∆3(k; 0) or Sη ≃ ∆2(k;∞) when η is
exceptional.
As our ansatz for the underlying augmented frame associated to (V ;Ci, Ii), we set
A1 = Y1 A12 = (X1 +X2) ∩ (X3 +X1) = X1
A2 = (X1 +X2) ∩ (X2 +X3) = X2 A23 = (Y3 + Y1) ∩ (X2 +X3)
A3 = Y2 A31 = (A1 +A3) ∩ (A12 +A23)
C = (Y2 + Y3) ∩ (X1 +X2)
and check that this defines an augmented frame. In order to verify a ⊕-relation, it
suffices to check the +- or the ∩-relation, if the dimensions of the subspaces involved
are known and add up properly. Thus, to see that V = A1⊕A2⊕A3, it suffices to note
that
A1 +A2 +A3 = Y1 +X2 + Y2 = X1 +X2 + Y2 = X1 +X2 +X3 = V.
Similarly, A12 ⊕A1 = A12 ⊕A2 = A1 +A2 follows from
A12 +A1 = X1 + Y1 = X1 +X2 = A1 +A2
A12 +A2 = X1 +X2 = A1 +A2.
To see A23 ⊕A2 = A23 ⊕A3 = A2 +A3, note that
A23 +A2 = (Y1 + Y3) ∩ (X2 +X3) +X2 = (Y1 + Y3 +X2) ∩ (X2 +X3)
= X2 +X3 = X2 + Y2 = A2 +A3
A23 +A3 = (Y1 + Y3) ∩ (X2 +X3) + Y2 = (Y1 + Y3 + Y2) ∩ (X2 +X3)
= X2 +X3 = X2 + Y2 = A2 +A3
using modularity (and that X2, Y2 ⊆ X2 + X3) to obtain the second equality in each
line, respectively. At this point it is not yet clear that the lefthand sums are direct, since
the dimension of A23 is not yet determined. This can be checked directly, for example:
Y1+Y3+X2 = X1+Y3+X2 = X1+X3+X2 = V whence A23∩A2 = (Y1+Y3)∩X2 = 0
and
A23 ∩A3 = (Y1 + Y3) ∩ Y2 = 0.
Finally, A1 ⊕ C = A1 +A2 because
A1 + C = Y1 + (Y2 + Y3) ∩ (X1 +X2) = (Y1 + Y2 + Y3) ∩ (X1 +X2) = X1 +X2 = A1 +A2
A1 ∩ C = Y1 ∩ (Y2 + Y3) = 0
using modularity in the first line (with the fact that Y1 ⊆ X1 +X2).
This establishes that we have an augmented frame. It remains to verify that the
original sextuple (V, Ii, Ci) is the one associated to this augmented frame, i.e. we check
that the equations (25) hold:
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• I1 = Y1 = A1
• I2 = Y2 = A3
• I3 = Y3 = (Y2 + Y3) ∩ (Y1 + Y3) = (C +A3) ∩ (A1 +A23),
using for the last equality that
Y2 + Y3 = (Y2 + Y3) ∩ (X1 +X2 +X3) = (Y2 + Y3) ∩ (X1 +X2 + Y2)
= (Y2 + Y3) ∩ (X1 +X2) + Y2 = C +A3
and
Y1 + Y3 = (Y1 + Y3) ∩ (X1 +X2 +X3) = (Y1 + Y3) ∩ (Y1 +X2 +X3)
= Y1 + (Y1 + Y3) ∩ (X2 +X3) = (A1 +A23)
• C1 = A1 +A2 = Y1 +X2 = X1 +X2 = C1
• C2 = A2 +A3 = X2 + Y2 = X2 +X3 = C2
• C3 = A12 + (C +A3) ∩ (A1 +A23) = A12 + I3 = X1 + Y3 = X1 +X3 = C3
This establishes that every sextuple ∆(k; γ) is isomorphic to some Sη, with η non-
exceptional. It remains now to show that every Sη with η non-exceptional is isomorphic
to some ∆(k; γ). For this it is sufficient to prove the formula (36) and note that this
formula defines a bijection (in fact an involution) of the set of non-exceptional indecom-
posable endomorphisms of kk.
Consider again a sextuple of type ∆(k; γ). Set X = kk. We’ll use normal forms
which are isomorphic to the ones (13): let V = X ×X ×X, and
X1 = X × 0× 0, X2 = 0×X × 0, X3 = 0× 0×X.
Thus normal forms for these sextuple are
I1 = Γ(β1α
−1
1 ) = {(x,−γx, 0) | x ∈ X} C1 = X ×X × 0
I2 = Γ(β2α
−1
2 ) = {(0, x, x) | x ∈ X} C2 = 0×X ×X
I3 = Γ(β3α
−1
3 ) = {(x, 0, x) | x ∈ X} C3 = X × 0×X.
(38)
Set gi := βiα
−1
i and g := g1g3g2. Note that g = −γ when these are viewed as maps
X → X.
For such a sextuple, we compute the endomorphism η underlying the associated
augmented frame. By definition, η = h12 ◦ h, so we need to compute h12 and h. From
the first part of this proof we know that for this frame
A1 = I1
A2 = X2
A3 = I2
A12 = Γ(−h12) = X1
C = Γ(−h) = (I2 + I3) ∩ (X1 +X2).
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In particular one finds easily that
h12 : A1 → A2, (x, g1x, 0) 7→ (0, g1x, 0),
C = {(−g3g2x, x, 0) | x ∈ X}, and
h : A2 → A1, (0, x, 0) 7→ (g3g2(g + 1)−1x, g(g + 1)−1x, 0).
It follows that
η : A2 → A2, (0, x, 0) 7→ (0, g(g + 1)−1x, 0).
Thus, viewed as endomorphisms of X, η = γ1−γ .
Remark 6.13. Since η and γ commute, if γ has an eigenvalue, say λγ , then η will also
have an eigenvalue, say λη, and any eigenvector for λγ will also be an eigenvector for
λη. In this case, λη = λγ/(λγ − 1) and λγ = λη/(λη − 1).
6.5 Duals of continuous sextuples
In this section, we identify the duals of indecomposable continuous-type sextuples. We
recall:
• The dual of a sextuple (V ;Ci, Ii) is (V ∗; I◦i , C◦i ), where, for U ⊆ V , the subspace
U◦ = {f ∈ V ∗ | f(U) = 0} is the annihilator of U .
• A sextuple is self-dual if it admits an isomorphism (of poset representations) to
its dual. A pair of sextuples is called mutually dual if each is isomorphic to the
dual of the other.
• The operation of taking the annihilator obeys the rules
(U1 + U2)
◦ = U◦1 ∩ U◦2 and (U1 ∩ U2)◦ = U◦1 + U◦2 ,
for any subspaces U1, U2.
From the structure of the dimension vector of indecomposable continuous-type sex-
tuples it follows that the dual of a continuous-type sextuple is again of continuous type.
Identifying the duals of the exceptional continuous-type sextuples is easiest.
Lemma 6.14. The indecomposable sextuples of type ∆1(k; 1) and ∆2(k; 1) are mutually
dual.
Proof This follows from Corollary 6.2: if (V ;Ci, Ii) is a sextuple of type ∆1(k; 1), then
dim(I1 + I2 + I3) = dimV − 1. Thus for the dual (V ′;C ′i, I ′i) will hold C ′1 ∩ C ′2 ∩ C ′3 =
I◦1 ∩ I◦2 ∩ I◦3 = (I1+ I2+ I3)◦ = 1. This implies, by Corollary 6.2 that the dual is of type
∆2(k; 1) (the dual must be indecomposable and of continuous type).
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Lemma 6.15. The indecomposable sextuples ∆i(k; 0) and ∆i−1(k;∞) are mutually
dual. In other words, in each ambient dimension 3k, we have the following three pairs
of mutually dual indecomposable sextuples:
∆1(k; 0) and ∆3(k;∞), ∆2(k; 0) and ∆1(k;∞), ∆3(k; 0) and ∆2(k;∞).
Proof Suppose (V ;Ci, Ii) is a sextuple of type ∆i(k; 0). By Corollary 6.2, this sextuple
will satisfy dim(Ii ∩Ci−1) = 1. In particular then
dim(Ii + Ci−1) = dim Ii + dimCi−1 − dim(Ii ∩ Ci−1) = k + (2k) − 1 = dimV − 1.
The dual sextuple (V ′;C ′i, I
′
i) will therefore satisfy
dim(I ′i−1 ∩ C ′i) = dim(C◦i−1 ∩ I◦i ) = dim(Ii + Ci−1)◦ = 1.
This implies, via Corollary 6.2, that (V ′;C ′i, I
′
i) is of type ∆i−1(k;∞)
Remark 6.16. From Section 6.4 we know that ∆3(k; 0) and ∆2(k;∞) are isomorphic,
respectively, to the indecomposable framed sextuples Sη where η is either nilpotent (in
the first case) or has eigenvalue 1 (in the second case). Thus the above shows that the
sole two exceptional framed sextuples are dual to one another.
Now we consider the non-exceptional indecomposable continuous-type sextuples
∆(k; γ). From Corollary 6.2 it follows that the dual of such a sextuple is again a
non-exceptional indecomposable continuous-type sextuple; let ∆(k; γ′) be the type of
the dual. Our goal now is to determine the relationship between γ and γ′.
From Proposition 6.12 we know that ∆(k; γ) and ∆(k; γ′) are isomorphic, respec-
tively, to sextuples Sη and Sη′ , with η and η
′ non-exceptional.
Proposition 6.17. Consider a non-exceptional indecomposable endomorphism η ∈
End(U) with associated sextuple Sη. Let β := (u1, ..., uk, v1, ..., vk, w1, .., wk) be a frame
basis for this sextuple. Then:
1. The dual of Sη is isomorphic to Sη′ , with η′ = (Id − η)∗ ∈ End(U∗). Moreover,
(−w∗1, ...,−w∗k, v∗1 , ..., v∗k,−u∗1, ...,−u∗k)
is a frame basis for Sη′ , where β∗ := (u∗1, ..., w∗k) is the dual basis of β.
2. A bijective correspondence
B : Sη ∼−→ Sη′ ←→ b : (U, η) ∼−→ (U∗, Id− η∗)
is given by restricting maps B to U .
With respect to the bases β and β∗, any isomorphism B : Sη → Sη′ has coordinate
matrix of the form
HM :=

 O O −MO M O
−M O O

 ,
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where M ∈ kk×k is the coordinate matrix of the corresponding isomorphism b :
(U, η) → (U∗, η′) with respect to the respective bases (v1, ..., vk) and (v∗1 , ..., v∗k) of
U and U∗.
Note, in particular, that B is (skew)-symmetric if and only if the corresponding
map b is.
Proof By definition, Sη has ambient space V = U × U × U , and the associated
augmented frame (A¯, η) is (34); in particular A1 = U × 0× 0, A2 = 0×U × 0 and A3 =
0 × 0 × U . We view the dual sextuple S∗η = Sη′ = (V ′;C ′i, I ′i) as having ambient space
V ′ = U∗×U∗×U∗, paired with V = U ×U ×U via (ξ1, ξ1, ξ3) : (u1, u2, u3) 7→ ξ1(u1) +
ξ2(u2)+ξ3(u3). The sextuple Sη′ , expressed in terms of the underlying augmented frame
of Sη, is
I ′1 = C
◦
1 = A
◦
1 ∩A◦2 = 0× 0× U∗ C ′1 = I◦1 = A◦1 = 0× U∗ × U∗
I ′2 = C
◦
2 = A
◦
2 ∩A◦3 = U∗ × 0× 0 C ′2 = I◦2 = A◦3 = U∗ × U∗ × 0
I ′3 = C
◦
3 = A
◦
12 ∩ [(C◦ ∩A◦3) + (A◦1 ∩A◦23)] C ′3 = I◦3 = (C◦ ∩A◦3) + (A◦1 ∩A◦23)
(39)
We compute the underlying augmented frame (A¯′, η′) of this sextuple, using (34) as an
aid for the calculations:
A′1 = I
′
1 = 0× 0× U∗
A′2 = C
′
1 ∩ C ′2 = 0× U∗ × 0
A′3 = I
′
2 = U
∗ × 0× 0
A′12 = C
′
1 ∩ C ′3 = (I1 + I3)◦ = {(y, x,−x) | x, y ∈ U}◦ = {(0, ξ, ξ) | ξ ∈ U∗}
A′23 = (I
′
3 + I
′
1) ∩C ′2 = [(C3 ∩ C1) + I2]◦ = {(ξ, ξ, 0) | ξ ∈ U∗}
A′31 = (A
′
1 +A
′
3) ∩ (A′12 +A′23)
C ′ = (I ′2 + I
′
2) ∩ C ′1 = [(C2 ∩ C3) + I1]◦ = {(0, ξ, (id − η)∗ξ) | ξ ∈ U∗}
(40)
For the computation of C ′, for example: C2 ∩ C3 = {(y − ηx, x − y,−x) | x, y ∈
U, y − ηx = 0}, and I1 +C2 ∩C3 = {(y, x− ηx,−x) | x, y ∈ U}, so C ′ is precisely those
(ξ1, ξ2, ξ3) ∈ U∗ × U∗ × U∗ such that ξ1 = 0 and ξ3 = ξ2 ◦ (id − η).
We can now read off the maps h′i,i+1 and h
′ associated to this augmented frame:
• A′12 = Γ(−h′12) implies that h′12 : A′1 → A′2, (0, 0, ξ) 7→ (0,−ξ, 0).
• A′23 = Γ(−h′23) implies that h′23 : A′2 → A′3, (0, ξ, 0) 7→ (−ξ, 0, 0).
• h′31 = (h′23 ◦ h′12)−1 : A′3 → A′1, (ξ, 0, 0) 7→ (0, 0, ξ).
• C ′ = Γ(−h′) implies that h′ : A′2 → A1, (0, ξ, 0) 7→ (0, 0,−(id − η)∗ξ)
In particular, η′ = h′12 ◦h′ = (id−η)∗. We also see that, taking (−v∗1, ...,−v∗k) as a basis
of A′2 = 0 × U∗ × 0, a frame basis is given by (w∗1, ..., w∗k ,−v∗1 , ...,−v∗k, u∗1, ..., u∗k), since
w∗i = h
′
21(−v∗i ) and u∗i = h′23(−v∗i ), i = 1, .., k. The remaining statement of the current
proposition follows now from Proposition 6.10. In particular, any isomorphism Sη → Sη′
has, with respect to the bases β and β∗, coordinate matrix of the form HM , where M
is the coordinate matrix of an isomorphism U → U∗ such that MAM−1 = id−At.
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Corollary 6.18. The sextuples ∆(k; γ) and ∆(k; (γ−1)∗) are mutually dual.
Proof Viewing γ and η as endomorphisms of the same space, and similarly for γ′ and
η′, we have by (36) that η = γγ−1 and γ
′ = η
′
η′−1 . Substituting η
′ = 1 − η∗ in the latter
equation, using the former equation and simplifying gives γ′ = (γ−1)∗.
Corollary 6.19. A sextuple ∆(k; γ) is self-dual if and only if (kk, γ) and ((kk)∗, (γ−1)∗)
are isomorphic endomorphisms (in the sense of Section 3.2). In this case, if γ has an
eigenvalue λγ, then λγ = −1.
Proof The first part follows from Corollary 6.18 and the fact that, by Propositions
6.12 and 6.10, ∆(k; γ1) and ∆(k; γ2) are isomorphic sextuples if and only if γ1 and γ2 are
isomorphic endomorphisms. The statement about eigenvalues follows from the fact that
γ∗ has the same eigenvalue as γ (when such exists), and that γ cannot have eigenvalue
1 (by the assumption that γ is non-exceptional).
7 Continuous non-split isotropic triples over C and R
We turn now to the classification of non-split isotropic triples of continuous type. The
special cases where the ground field k is either C or R are of particular interest. We
treat these cases first, which allows for a simpler analysis. Furthermore, the case k = R
provides basic intuition for understanding the more involved classification over perfect
fields, which we undertake in the next section.
Throughout this and the next section, N will always denote a nilpotent square
matrix which has “1” everywhere on the first upper off-diagonal and all other entries
“0”, and whose size will be specified, or clear, depending on the context. We call N
the standard indecomposable nilpotent matrix (of a given size). For example, if the size
happens to be 3× 3, then
N =

 0 1 00 0 1
0 0 0

 .
For block matrices, we will use the following convention, which generalizes multipli-
cation of matrices by scalars: if M is a block matrix with square blocks of size l × l,
and if K is an l× l matrix, then KM will denote the block matrix whose blocks consist
of the blocks of M each multiplied on the left by K. We define MK similarly.
7.1 Classification in case of eigenvalue in ground field
Given a 3k-dimensional indecomposable sextuple Sη, we call a frame basis
(u1, ..., uk, v1, ..., vk, w1, ..., wk)
a Jordan basis for Sη if (v1, ..., vk) is a Jordan basis for η for some (unique) λ ∈ k, i.e.
η(v1) = λv1, η(vj) = vj−1 + λvj for j > 1. Note that any Jordan basis for η extends to
one for Sη.
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Theorem 7.1. Consider an indecomposable sextuple Sη of dimension 3k with underly-
ing endomorphism η having eigenvalue λ ∈ k; fix a Jordan basis for Sη. Let M ∈ kk×k
be of the form 

. . . 0 (−1)j+1
. . . . . . . . . . . .
. . . 0 1 0 . . .
0 −1 0 . . .
1 0 . . .


i.e. the entries of M satisfy mij = (−1)j+1 for i = k − j + 1, and mij = 0 else.
1. The sextuple is isomorphic to its dual if and only if λ = 12 .
Now assume λ = 12 .
2. The matrix
HM =

 O O −MO M O
−M O O


defines a compatible form B which is symplectic if k is even, symmetric if k is
odd.
3. Up to isomorphism and multiplication with a scalar, B is the only such form. For
even k there is no symmetric compatible form, for odd k no symplectic one.
4. For any 0 6= c ∈ k, cB and B are isometric via an automorphism of the sextuple
if and only if c is a square in k.
5. A complete list of compatible symplectic resp. symmetric forms is given by the
matrices HMQ, where Q ∈ kk×k is of the form
∑k−1
i=0 aiN
i, with a0 6= 0 and ai = 0
for i even.
Remark 7.2. Observe that the particular value λ = 12 arises from the way the endo-
morphism is related to the sextuple. Other ways would give a different (but also unique)
value.
Also note that, setting ζ := η− 12 , we have that η = 12+ζ underlies an indecomposable
self-dual framed sextuple if and only if ζ is similar to −ζ∗. Furthermore, η has an
eigenvalue if and only if ζ does, and in the case of self-duality, the unique eigenvalue of
ζ is 0. The description “η = 12 + ζ” is helpful to keep in mind in the proof below, and
in the subsequent sections.
Proof of Theorem 7.1 With respect to v1, . . . , vk, the matrix of η is A = λI +N . In
particular, A is similar to At via the permutation matrix P corresponding to reversing
the order of the basis.
Proof of 1 and 2. Assume that Sη is isomorphic to its dual. Then by Proposition
6.17, I −At is similar to A, and hence to At. Thus, A is similar to I −A. In particular,
I − A necessarily also has λ as its unique eigenvalue. On the other hand, given an
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eigenvector v for A, we have (I − A)v = v − λv = (1 − λ)v, which means that 1− λ is
an eigenvalue of I −A. By indecomposablilty, I −A can only have one eigenvalue, thus
λ = 1− λ, i.e. λ = 12 .
Now, assume λ = 12 and define B by HM . It remains to show that B is compatible,
i.e. that HM defines, with respect to the given basis and its dual, an isomorphism from
Sη onto its dual. By Proposition 6.17 this means to show thatM defines an isomorphism
(A2, η)→ (A∗2, (id− η)∗), i.e. MAM−1 = (I −A)t. Here, observe that M = DP , where
P = P−1 has anti-diagonal entries 1, zero else, and where D = D−1 is diagonal with
entries djj = (−1)j+1. Now, PAP = At = 12I + N t and DN tD = −N t, and hence
MAM−1 = 12I +DN
tD = 12I −N t = I −At.
Proof of 3 – 5 By Remark 3.9, the algebra E of endomorphisms of A2 commuting
with A = 12I + N is local and E = kid ⊕ RadE; Proposition 6.10 establishes an
isomorphism of E onto the endomorphism algebra E′ of Sη which shows that E′ is
local, too, with E′ = kid⊕RadE′. Thus, Lemma 3.26 applies, proving uniqueness. The
proof of 4. can be copied from that of Theorem 5.9. Moreover, units in the ring E′
are given by block matrices as in (35). Thus, due to 2, any compatible form is given
by a matrix HMQ where Q ∈ kk×k is the coordinate matrix of an automorphism of
(A2, η). In particular, this means that Q is of the form
∑k
l=0 alN
l with a0 6= 0. Thus
MQ =
∑k
l=0 alMN
l. Note thatMN l is skew-symmetric if l = k mod 2 and symmetric
if l 6= k mod 2:
(MN l)ij =
∑
p
mi,p(N
l)p,j = mi,k−i+1(N
l)k−i+1,j = (−1)k−i for i+ j = l + k + 1
(MN l)ij = 0 else,
and so, for i+ j = l + k + 1,
(MN l)tij(MN
l)ij = (MN
l)ji(MN
l)ij = (−1)k−j(−1)k−i = (−1)k−l−1.
It follows that MQ =
∑
i even aiMN
i +
∑
i odd aiMN
i is the (unique) decomposition of
MQ into its symmetric and skew-symmetric parts: when k is odd, the first summand
is the symmetric part and the second summand skew-symmetric; when k is even, the
reverse is the case. The second summand is non-invertible, while the first summand is
invertible (since a0 6= 0). Thus all compatible (non-degenerate) forms are of the form
HMQ, where MQ =
∑
i even aiMN
i. For k odd they are symmetric; for k even, they
are skew-symmetric.
Example 7.1. Let k = 4, and consider the self-dual sextuple Sη with underlying inde-
composable endomorphism having eigenvalue λ = 12 . Then Sη admits only compatible
symplectic forms. These are parametrised by the set {(a0, a2) ∈ k2 | a0 6= 0} and given,
with respect to a fixed Jordan basis and its dual basis, by the matrices
HA =

 O O −AO A O
−A O O

 ,
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where
A =


0 0 0 −a0
0 0 a0 0
0 −a0 0 −a2
a0 0 a2 0

 .
7.2 Classification over R
Theorem 7.3. Let Sη be an indecomposable sextuple over R of dimension 3k with
underlying η having no real eigenvalue.
1. The sextuple admits an isomorphism onto its dual if and only if η has, in C,
eigenvalues λ = 12 ±
√−1r, with real r > 0 (both of geometric multiplicity 1).
2. Assume the case of self-duality. Then k = 2l and both symmetric and symplectic
compatible forms exist. Furthermore:
(a) There is a frame basis (ui, vi, wi) such that the matrix A of η is in real Jordan
normal form with respect to the vi, and there are “canonical” compatible
forms B and B′, where “B′ =
√−1B”. If l is odd, B is symmetric and B′
is symplectic; if l is even, B is symplectic and B′ is symmetric.
With respect to the frame basis, B is given by the matrix H = HM where
M ∈ kk×k has 2× 2-blocks Mij with
Mij = (−1)j+1
(
1 0
0 1
)
for i+ j = l + 1, Mij =
(
0 0
0 0
)
else
and the matrix H ′ of B′ is obtained from H by setting H ′ = ℑH, where ℑ is
the matrix
ℑ =
(
0 −1
1 0
)
.
Multiplication with ℑ is understood in sense of “scalar multiplication by
‘
√−1’ for 2× 2 block matrices”.
(b) All symmetric resp. symplectic compatible forms are given, up to isomorphy
and multiplication with ±1, respectively by
H resp. ℑH if l is odd, ℑH resp. H if l is even.
In particular, multiplying with ℑ changes the symmetry of a compatible form.
There is no automorphism which is an isometry from H to −H or from ℑH
to −ℑH.
(c) A complete list of compatible symmetric, respectively symplectic, forms is
given by the matrices HMQ resp. ℑHMQ where M is as above and where
Q ∈ Rk×k is of the form ∑l−1i=0 aiN2i, ai ∈ R, a0 6= 0, and ai = 0 for i
even. These are symmetric, respectively symplectic, if l is odd; symplectic,
respectively symmetric, if l is even.
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Proof With respect to a suitable basis of A2, η has coordinate matrix in real Jordan
form
A = ZI +N2, where Z =
(
a −b
b a
)
and a ± √−1b are the complex eigenvalues of η (b 6= 0 by hypothesis). Here, ZI is
the block diagonal matrix with diagonal blocks Z and N the standard indecomposable
nilpotent matrix. In view of Proposition 6.17, self-duality means that (I−A)t is similar
to A. Now, I − A and (I −A)t have the same complex eigenvalues, and these are also
those of A, by similarity. Thus, λ is an eigenvalue of A if and only if so is 1− λ and so
both have the same real part which then must be 12 . This proves that
Z =
(
1
2 −r
r 12
)
, r 6= 0
On the other hand, any such Z satisfies (I−Z)t = Z, and thus corresponds to a self-dual
sextuple.
Now, to prove that HS is a compatible form, we can mimic the proof of 2 in Theorem
7.1, replacing scalar matrix entries there by 2×2-blocks here: 0, 1, and −1 are replaced
by zero, unit, and negative unit matrix, 12 by B, and mij by Mij . Thus HS defines an
isomorphism onto the dual. The further statements are then obvious.
Proof of (2b). Observe that matrices
Z =
(
x −y
y x
)
belong to a subring F of R2×2 which is isomorphic to C. F is the field in R2×2 obtained
by adjoining, for example,
(
0 −1
1 0
)
to the field {( x 00 x ) | x ∈ R} ⊆ R2×2. For any Z ∈ F ,
let ZI denote the block diagonal matrix in Rk×k with diagonal blocks Z. Now, C is in
the (coordinatized) endomorphism algebra E of (A2, η) if and only if it commutes with
the matrix A of η. By Proposition 8.11 below, E consists of the matrices C of the form
C =
l−1∑
i=0
ZiN
2i, Zi ∈ F.
By Proposition 6.10, Sη has endomorphism algebra consisting of the block-diagonal
matrices CI, with C ∈ E (i.e. there are three diagonal blocks, each one a copy of a
given C ∈ E). In particular, these matrices commute with HM . Now the proof of
Lemma 3.26 generalizes18 to yield uniqueness of compatible forms up to isomorphism
and multiplication with Z ∈ F ; that is, up to isomorphism, compatible forms are of the
form ZHM = HZM with
Z =
(
x −y
y x
)
∈ F\{0}.
18For a more thorough discussion, see Subsection 8.5.
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If y = 0, then ZM has blocks(
x 0
0 x
)
,
( −x 0
0 −x
)
,
(
x 0
0 x
)
. . .
along its anti-diagonal, and so ZHM = xHM . In this case, the scaling map 1/
√
|x| · Id
is an isometric isomorphism to from xHM to sign(x)HM .
If x = 0, we have blocks(
0 −y
y 0
)
,
(
0 y
−y 0
)
,
(
0 −y
y 0
)
. . .
on the anti-diagonal of M , and so ZHM = yℑHM . The scaling map 1/
√|y| · Id is an
isometric isomorphism to from yℑHM to sign(y)ℑHM .
If x 6= 0 and y 6= 0 then we have(
x −y
y x
)
,
( −x y
−y −x
)
,
(
x −y
y x
)
. . .
on the diagonal of ZM , and neither symmetry nor skew-symmetry.
It remains to show that there is no isometric isomorphism from HM to −HM (such
a map would also give an isometric isomorphism between ℑH and H). Assume that f
were such an automorphism and C the matrix of f |A2 . From the above description of
C ∈ E one reads off that C is upper block triangular with
c11 = c2k−1,2k−1, c21 = c2k,2k−1.
On the other hand, by inspection of HM we have
B(v1, v2k−1) = B(v2, v2k) = 1, B(v1, vi) = 0 for i 6= 2k− 1, B(v2, vi) = 0 for i 6= 2k.
Thus, one would get the contradiction
−1 = −B(v1, v2k−1) = B(fv1, fv2k−1) = B(c11v1 + c21v2,
2k∑
i=1
ci,2k−1vi)
= B(c11v1, c1,2k−1v2k−1) +B(c21v2, c2k,2k−1v2k) = c
2
11 + c
2
21.
Proof of (2c). As in the proof of 4. in Theorem 7.1 one obtains matrices as stated
above, but initially with ai ∈ F . To have symmetry or skew-symmetry in MQ, though,
all ai have to be in RI or RℑI. Conversely, this grants symmetry resp. skew symmetry,
depending on the parity of l.
Example 7.2. Let k = 6, and let η be an indecomposable endomorphism over R, with
complex eigenvalues 12 ±
√−1r, r > 0. The corresponding sextuple Sη is self-dual (and
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it lives in ambient dimension 3k = 18); compatible symmetric resp. symplectic forms
are given by matrices HM , where M is of the form

0 0 0 0 a0 0
0 0 0 0 0 a0
0 0 −a0 0 0 0
0 0 0 −a0 0 0
a0 0 0 0 a1 0
0 a0 0 0 0 a1


resp.


0 0 0 0 0 −a0
0 0 0 0 a0 0
0 0 0 a0 0 0
0 0 −a0 0 0 0
0 −a0 0 0 0 −a1
a0 0 0 0 a1 0


for (a0, a1) ∈ R2, a0 6= 0.
7.3 Hamiltonian vector fields over R from non-split framed sextuples
In this section we return to the connection, discussed in Section 4.8, between lin-
ear hamiltonian vector fields and isotropic triples. We show here that each non-split
isotropic triple (over R) has an associated linear hamiltonian vector field.
Let Sη be an indecomposable self-dual continuous-type sextuple over R. We know
that the spectrum in C of η must be {12 ±
√−1r} for some value of r ≥ 0. Suppose
that we make Sη into an isotropic triple by choosing a frame basis and choosing a
compatible symplectic form given by a matrix HMQ as in Theorem 7.1 or Theorem 7.3
(depending on whether η has the eigenvalue 12 or not). Set T :=MQ and let A denote
the coordinate matrix of η with respect to the frame basis. Recall that when HT is
skew-symmetric, as we have assumed, then so is T . From the normal form given in
Lemma 6.8, part 4, we can assume that Sη has the form
V = U × U × U
I1 = U × 0× 0 C1 = U × U × 0
I2 = 0× 0× U C2 = 0× U × U
I3 = {(−ηx, x,−x) | x ∈ U} C3 = {(x,−x, 0) | x ∈ U}+ I3,
(41)
and from Proposition 6.17 it follows that T is the coordinate matrix of an isomorphism
(U, η)→ (U∗, 1− η∗). In other words, TA = (1−At)T .
We claim now that an isotropic triple whose underlying sextuple is (41) satisfies
the hypotheses of Proposition 4.7, which gives sufficient conditions for constructing an
associated hamiltonian vector field. To verify the hypotheses, note first that clearly
V = I1 ⊕ I2 ⊕ I3. Second, we must check that II + Ij is a symplectic subspace for all
i 6= j. For this, we check that
(Ii + Ij) ∩ (Ii + Ij)⊥ = (Ii + Ij) ∩ Ci ∩ Cj = 0.
For i = 1, j = 2,
(I1 + I2) ∩ C1 ∩ C2 = (U × 0× U) ∩ (0× U × 0) = 0.
For i = 3, j = 1,
(I3 + I1) ∩ C3 ∩ C1 = {(−ηx+ y, x,−x) | x, y ∈ U} ∩ {(z,−z, 0) | y ∈ U} = 0,
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since an element (−ηx+ y, x,−x) of this intersection would need to satisfy −x = 0, and
hence −ηx = 0. But then (y, 0, 0) = (z,−z, 0) holds for some z ∈ U only if y = 0.
Finally, for i = 2, j = 3,
(I2 + I3) ∩ C2 ∩ C3 = {(−ηx, x, y) | x, y ∈ U} ∩ {(0,−ηz + z,−z) | z ∈ U}
= {(0, x, y) | x, y ∈ U, ηx = 0, x = ηy − y} = 0.
Indeed, ηx = 0 implies that x = 0, since η is invertible, and so ηy = y must hold. By
assumption η cannot have eigenvalue 1, so also y = 0.
Now we will follow the proof of Proposition 4.7 in order to find the hamiltonian
vector field associated to (41). We have the symplectic decomposition V = (I1 ⊕ I2)⊕
(I1⊕I2)⊥ = (U×0×U)⊕(0×U×0). I3 is the graph of the map g : (I1⊕I2)⊥ → I1⊕I2
given by
0× U × 0→ U × 0× U, (0, x, 0) 7−→ (−ηx, 0,−x),
so the image of g is the graph of the map I2 → I1, (0, 0, x) 7→ (ηx, 0, 0). With respect to
the chosen frame basis, the coordinate matrix of this map is A, and the matrix of the
identification of I1 with I
∗
2 is T . Thus the image of g corresponds to a map f : I2 → I∗2
whose coordinate matrix is TA. Using TA = (1−At)T and that T is skew-symmetric,
we find that the antisymmetric part fa is given by
1
2 (TA−AtT t) = 12(TA− T t(1−A)) = 12T (A+ (1−A)) = 12T,
and for the symmetric part fs
1
2 (TA+A
tT t) = 12(TA+ T
t(1−A)) = 12T (A− (1−A)) = 12T (2A− 1).
Thus we obtain the hamiltonian vector field X = f−1a fs given in coordinates by the
matrix 2A− 1. We have proved the following:
Proposition 7.4. Non-split isotropic triples satisfy the hypotheses of Proposition 4.7:
we can construct an associated hamiltonian vector field.
If ϕ is such a triple, we may assume that its underlying sextuple is a framed sextuple
Sη, built from an endomorphism (U, η). In this case, the symplectic form ω of ϕ induces
an isomorphism U → U∗ which defines a symplectic form ωU on U . The hamiltonian
vector field associated to ϕ is (U,ωU , 2η − id).
Remark 7.5. Normal forms for indecomposable linear hamiltonian vector fields over
R are given, for example, in [18]. These come in both “split” and “non-split” types,
and are labeled by their (complex) eigenvalues. For a non-split isotropic triple as above
with underlying indecomposable endomorphism η, the associated hamiltonian vector
field 2η− id is also indecomposable and non-split. The possible such η are parametrized
by 12 ±
√−1 · r with r ∈ [0,∞); the corresponding hamiltonian vector fields 2η − id
correspond in [18] to the non-split ones labeled by complex eigenvalues ±√−1·ν (setting
ν = 2r in order to use their notation), where ν ∈ [0,∞).
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Example 7.3. Let k = 4, and let η be an indecomposable endomorphism over R with
complex eigenvalue 12 , i.e. with respect to a Jordan basis η has the coordinate matrix
A =


1/2 1 0 0
0 1/2 1 0
0 0 1/2 1
0 0 0 1/2

 .
We can make the corresponding self-dual sextuple Sη into an isotropic triple by choosing
the compatible symplectic form given, with respect to a Jordan frame basis, by the
matrix HT , with
T =


0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0

 .
The associated hamiltonian vector field on the symplectic space (R2, T ) is given, with
respect to a Jordan basis for η, by the matrix

0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

 .
Example 7.4. Let k = 4, and let η be an indecomposable endomorphism over R with
complex eigenvalue 12 ±
√−112ν, where ν > 0, i.e. with respect to a (real) Jordan basis
η has the coordinate matrix
A =
1
2


1 −ν 1 0
ν 1 0 1
0 0 1 −ν
0 0 ν 1

 .
Again choosing the compatible symplectic form for Sη given by HT with
T =


0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0

 ,
we obtain the associated hamiltonian vector field on (R2, T ) given by

0 −ν 1 0
ν 0 0 1
0 0 0 −ν
0 0 ν 0

 .
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8 Continuous non-split isotropic triples over perfect fields
We continue working with a ground field k with char(k) 6= 2, and additionally we assume
that k is perfect19, in order that we may use the normal forms discussed in Proposition
8.7 below. No other assumptions are made on k.
According to Proposition 6.17, isomorphisms of a sextuple Sη onto its dual arise
from matrices M such thatM−1AM = (I−A)t where A is the matrix of η with respect
to some basis; and the induced compatible form is (skew-)symmetric if and only if M
is. As indicated by the results over the complex or real number field, the crucial case is
when η has irreducible minimal polynomial q(x). We deal with this case first.
8.1 Irreducible characteristic polynomial
Let q(x) =
∑l
i=0 aix
i ∈ k[x] be an irreducible polynomial, with al = 1. Adjunction
to k of a zero λ of q yields an extension field k(λ) = k[λ] ∼= k[x]/q(x) which as a
k-vector space has basis 1, λ, λ2, . . . , λl−1. With respect to this basis, the k-linear map
mλ defined by mλ(r) := λr has as its coordinate matrix the Frobenius matrix N
t+C

0 0 . . . 0 −a0
1 0
. . . 0 −a1
0 1
. . .
...
...
. . . 0 −al−2
0 . . . 0 1 −al−1


,
where C = Cq denotes the matrix whose last column is −a0,−a1,−a2, . . . ,−al−1 and
has all other entries zero.
In particular, by the Cayley-Hamilton theorem the above applies to any endomor-
phism η of an vector space U having characteristic polynomial q(x), where η plays the
role of λ above20. Here we view k(η) as a subring of End(U) with subfield {aid | a ∈
k} ∼= k. In this situation, any v1 6= 0 extends (uniquely) to a basis {v1, ηv1, ..., ηl−1v1}
such that the corresponding coordinate matrix of η is the Frobenius matrix of q(x). In
other words, if A ∈ kl×l has q(x) = det(xI − A) irreducible, then k(A) = k[A] is a
subring of kl×l which is an extension field of {aI | a ∈ k} ∼= k with primitive element
A, a zero of q(x).
Lemma 8.1. Let q(x) ∈ k[x] be an irreducible monic polynomial with deg q = l > 1.
Let λ be a zero of q in some extension field of k, and set E = k(λ).
Suppose q(1− λ) = 0. Then there exists µ ∈ E and an automorphism g of E over k
such that k(µ) = E and g(µ) = −µ. This implies that:
19A field k is perfect if every algebraic extension of k is separable. Examples of perfect fields include
all finite fields, and all fields of characteristic zero.
20Recall that for indecomposable endomorphisms, the characteristic and minimal polynomials coin-
cide. Also note that, when the characteristic polynomial is irreducible, the corresponding endomorphism
is necessarily indecomposable.
76
1. Only even powers of x occur in the minimal polynomial r(x) of µ over k; in
particular deg r = l must be even.
2. With respect to the basis {1, µ, ..., µl−1} of E over k, g has diagonal coordinate
matrix D, with entries dii = (−1)i, for i = 0, ..., l − 1.
3. g is a k-isomorphism (E,m−µ)→ (E,mµ), i.e. mµg = gm−µ.
Proof Since q(λ) = q(1− λ) = 0, there exists an automorphism g of E = k(λ) over k
such that g(λ) = 1 − λ. Setting µ := λ − 12 , we have λ = 12 + µ and 1 − λ = 12 − µ; in
particular k(λ) = k(µ) and g(µ) = −µ. Note that −µ 6= µ, since −µ = µ would imply
λ = 1/2 ∈ k, and hence that [k(λ) : k] = deg(q) = l = 1, contrary to the assumption
l > 1. For the minimal polynomial
r(x) = alx
l + al−1x
l−1 + ...+ a1x+ a0 (with al = 1)
of µ over k it follows that r(−µ) = r(g(µ)) = g(r(µ)) = 0, using that g fixes k. This
implies that only even powers of x occur in r(x), by comparing the coefficients of r(−µ)
and r(µ). Indeed, ∑
k odd
akµ
k =
1
2
(r(µ)− r(−µ)) = 0
since r(µ) = r(−µ) = 0, so µ is a zero of δ(x) :=∑k odd akxk, and hence r(x) | δ(x). If
r(x) were to have odd degree, then δ(x) and r(x) would have the same degree and hence
would be equal (since they are both monic). But this would contradict the irreducibility
of r(x), because for a polynomial with only odd powers of x, one can always factor out
the polynomial p(x) = x. Therefore it must be that δ(x) ≡ 0, i.e. ak = 0 for all odd k.
The statement about the coordinate matrix of g is clear. For point 3., we check on
the basis elements µi of E:
mµ(g(µ
i)) = mµ((−1)iµi) = (−1)iµi+1 = −(−1)i+1µi+1 = g(m−µ(µi)).
Proposition 8.2. Let 0 6= A ∈ kl×l such that q(x) = det(xI −A) is irreducible. Then
the following are equivalent:
1. A and (I −A)t are similar to each other
2. A and I −A are similar to each other
3. q(λ) = q(1− λ) = 0 for some λ in some extension field of k.
4. For any λ in any extension field of k: if q(λ) = 0, then q(1− λ) = 0.
Suppose now that any of these equivalent conditions holds. Then deg q(x) is even.
Moreover, setting A˜ = A − 12I, the minimal polynomial r(x) of A˜ satsifies r(−A˜) = 0
and, for any invertible T ,
TAT−1 = (I −A)t ⇔ TA˜T−1 = −A˜t.
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Proof That 1. and 2. are equivalent follows from the fact that a matrix and its
transpose are always similar, and that similarity is a transitive relation. 2. implies that
q(I − A) = 0, and thus that 3. holds in the field k(A) = k[A] ∈ kl×l. To see that 3.
implies 4., it is enough to consider extensions k(λ) of k such that q(λ) = 0; these are
all isomorphic via isomorphisms fixing k, and hence in each of them also the equation
q(1− λ) = 0 is satisfied. Finally we show that 4. implies 2.. Since q(A) = 0, 4. implies
q(I − A) = 0 and thus that q(x) is also the unique elementary divisor of I − A. The
multiset of elementary divisors is a complete invariant for similarity, so 2. follows. That
deg q is even and that r(x) satisfies r(−A˜) follows from Lemma 8.1.
Remark 8.3. In the subsequent, we’ll use the following fact. Let E ⊇ k be a finite
field extension, so E is a finite-dimensional vector space over k, and let τ : E→ k be a
non-zero k-linear map. Then the bilinear form on E defined by
(u, v) 7−→ τ(uv)
is non-degenerate. Indeed, if for fixed v ∈ E\{0} we have τ(uv) = 0 for all u ∈ E, then
it would follow that τ(u′) = 0 for all u′ ∈ E, since any u′ can be written as u′v−1v. This
would contradict the assumption that τ 6= 0.
Proposition 8.4. Let l > 0, and let 0 6= A ∈ kl×l be a Frobenius matrix with irreducible
characteristic polynomial r(x) such that r(−A) = 0. Then there are skew-symmetric as
well as symmetric invertible T ∈ kl×l such that TAT−1 = −At.
Proof We may restate the task as follows. We are given V = k(µ), dimV = l even,
with irreducible monic r(x) =
∑l
i=0 aix
i such that r(µ) = r(−µ) = 0, in particular
ai = 0 for odd i. Let mµ(v) = µv for v ∈ V . The task is to find an isomorphism
β : V → V ∗ such that
βmµ = −m∗µβ, (42)
and such that the matrix T of β with respect to the basis 1, µ, . . . , µl−1 and its dual
basis 1∗, µ∗, . . . is skew-symmetric resp. symmetric. Because of these bases, within the
scope of this proof we use indices which always live between 0 and l − 1.
We consider the skew-symmetric task first. From [25], page 276, we know there
exists symmetric S such that SAS−1 = At. Namely, one has the linear form τ ∈ V ∗
defined on the basis 1, µ, . . . , µl−1 by
τ(µi) = 1 if i = l − 1, τ(µi) = 0 else
and we take S to be the matrix of the non-degenerate symmetric bilinear form (u, v) 7→
τ(uv), i.e. the entries of S are
sij = τ(µ
i+j) 0 ≤ i, j ≤ l − 1.
Let V0 be the k-subspace of V spanned by {µi | 0 ≤ i < l, i even }; let V1 be the
k-subspace spanned by {µi | 0 ≤ i < l, i odd }.
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Claim 8.5. For any i ∈ N, µi ∈ V0 if i is even, µi ∈ V1 if i is odd. In particular
τ(µi) = 0 for all even i ∈ N.
Proof of the claim. We use induction. Clearly, the claim holds for i < l. Also, note
that µl = −∑j<l ajµj where aj = 0 if j is odd, and so µl ∈ V0. In particular, we
see that µV0 ⊆ V1 and µV1 ⊆ V0. Now let i > l. If i is odd, then by the induction
hypothesis µi−1 ∈ V0, and so µi = µµi−1 ∈ µV0 ⊆ V1. The analogous argument applies
for i even.
It follows that S has an following properties: using indices i, j ∈ {0, . . . , l − 1}, the
entries sij of S only depend on i + j, with sij = 0 for i + j ≤ l − 2 or i + j even, and
sij = 1 for i+ j = l − 1 .
Now consider T := SD, where D is the diagonal matrix defined in Lemma 8.1, i.e.
the diagonal entries are dii = (−1)i for i = 0, ..., l − 1. Thus T has entries tij = sij if j
is even, tij = −sij if j is odd. In particular then, tij = 0 if i + j is even (since sij = 0
if i + j is even) and tij = −tji if i + j is odd (since i and j must have different parity
when i+ j is odd). So T is skew symmetric.
With respect to the basis 1, µ, µ2, . . . and its dual basis, S provides (according to
[25] Prop. 4.4) an isomorphism (V,mµ) → (V ∗,m∗µ), while by Lemma 8.1 D provides
an isomorphism (V,−mµ)→ (V,mµ). Thus T = SD gives an isomorphism (V,−mµ)→
(V ∗,m∗µ), as desired.
With the skew-symmetric case done, we now turn to the symmetric case. Recall that
we want to find β such that (42) holds; for this we work with the coordinate matrix T
of β with respect to the basis 1, µ, . . . , µl−1 and its dual basis.
For convenience, we write T = (tij)i,j=0,...,l−1. Summations will be for 0, . . . , l − 1
unless stated otherwise.
Claim 8.6. Equation (42) holds for T if and only if all of the following are satisfied:
1. tk,j+1 = −tk+1,j for j, k < l − 1
2.
∑
h−ahtkh = −tk+1,l−1 for j = l − 1, k < l − 1
3. tl−1,j+1 =
∑
h ahthj for j < l − 1, k = l − 1
4. −∑h ahtl−1,h =∑h ahth,l−1 for j = k = l − 1
Proof of Claim. Let j, k ≤ l − 1. The matrix entries corrsponding to βµˆ and −µˆ∗β,
respectively, are
xjk :=(βµˆ(µ
j))(µk) = (β(µj+1))(µk)
yjk :=(−µˆβ(µj))(µk) = −
∑
i
tijµˆ
∗(µi∗)(µk) = −
∑
i
tijµ
i∗(µˆ(µk)) = −
∑
i
tijµ
i∗(µk+1),
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and (42) holds if and only if xjk = yjk for all j, k ≤ l − 1. Now,
xjk =
∑
i
ti,j+1µ
i∗(µk) = tk,j+1 if j < l − 1
yjk = −
∑
i
tijµ
i∗(µk+1) = −tk+1,j if k < l − 1.
xl−1,k = β(µ
l)(µk) = β(
∑
h
−ahµh)(µk) =
∑
i,h
−ahtihµi∗(µk) =
∑
h
−ahtkh
yj,l−1 = −
∑
i
tijµ
i∗(µl) = −
∑
i
tijµ
i∗(
∑
h
−ahµh) =
∑
i,h
tijahµ
i∗(µh) =
∑
h
thjah
Thus, that xjk = yjk for all j, k is equivalent to the equations stated in the claim.
Define τ˜ ∈ V ∗ by
τ˜(µi) = 1 if i = l − 2, τ˜(µi) = 0 else
(note that we use that l > 0). By Remark 8.3, the matrix S˜ whose entries are s˜ij =
τ˜(µi+j) is invertible. Note that τ˜(µk) = 0 for odd k ∈ N, since τ˜ |V1 = 0. In particular,
(−1)i+1τ˜(µi+j) = (−1)j+1τ˜(µi+j) for all 0 ≤ i, j ≤ l− 1, since both sides are zero when
i and j have different parity. Thus, if we define
tij := (−1)i+1τ˜(µi+j) = (−1)j+1τ˜(µi+j)
we obtain a symmetric matrix T . Note that T = −S˜D, so T is invertible. The entries
tij only depend on i+ j, up to sign. For for i+ j < l− 2 they are zero; for i+ j = l− 2,
tij = (−1)i = (−1)j .
It remains now only to check that this T fulfills the conditions of Claim 8.6:
1. tk,j+1 = (−1)k+1τ˜(µk+j+1) = −tk+1,j for j, k < l − 1
2. tk+1,l−1 = (−1)k τ˜(µk+l) = (−1)k
∑
h−ahτ˜(µk+h) =
∑
h ah(−1)k+1τ˜(µk+h) =∑
h ahtkh
for j = l − 1, k < l − 1
3. tl−1,j+1 = (−1)j τ˜(µj+l) = (−1)j
∑
h−ahτ˜(µj+h) =
∑
h ah(−1)j+1τ˜(µj+h) =∑
h ahthj
for j < l − 1, k = l − 1
4. −∑h ahtl−1,h = −∑h even ahtl−1,h = 0 since l − 1 + h is odd for even h.
Similarly,
∑
h ahth,l−1 =
∑
h even ahth,l−1 = 0 since l − 1 + h is odd for even h.
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8.2 Generalized Jordan blocks
In this section we recall some well-known facts about normal forms for endomorphisms.
Let m, l ∈ N be natural numbers, and consider ml × ml-matrices A with l × l-blocks
Aij. Let N be the standard nilpotent matrix of size ml. Then N
l has blocks Il as first
upper off-diagonal of blocks, and all other entries zero, i.e.
N l =


O Il O
O O Il
. . .
. . .
. . .

 .
Note that for any invertible matrix K ∈ kl×l, one has (KI)N l(K−1I) = N l, where
KI =


K O O
O K O
. . .
. . .
. . .

 .
Proposition 8.7. Let η be an indecomposable endomorphism of the n-dimensional
vector space V over a perfect field k. Then
1. There is unique m ∈ N and irreducible monic q(x) ∈ k[x] such that q(x)m is the
minimal (= characteristic) polynomial of η; that is, q(x)m is the unique elementary
divisor of η. In particular, ml = n where l = deg q(x). Moreover, as an k[x]-
module, V is isomorphic to k[x]/q(x)m; in particular it is cyclic.
2. Let q(x)m be the unique monic elementary divisor of η. There is a basis v¯ of V
with respect to which η has matrix
A = ZI +N l =


Z Il O · · ·
O Z Il
. . .
O O Z
. . .
...
. . .
. . .

 .
where q(x) = det(xIi − Z). Conversely, for any basis with respect to which the
coordinate matrix of η is of the form A = ZI +N l, one has det(xIl − Z) = q(x)
and det(xI −A) = q(x)m.
Proof 1. This follows from the theory of a linear operator on a finite-dimensional
vector space. In general, the k[x]-module V is isomorphic to the direct sum of the
k[x]/di(x) where the di(x) = qi(x)
mi are the elementary divisors of η, the qi(x) being
coprime irreducibles. The characteristic polynomial is
∏
i di(x) = det(xI −A). That η
is indecomposable means that there is only a single elementary divisor q(x)m, and so
the characteristic polynomial and minimal polynomial of A coincide with q(x)m.
2. For the existence of such a basis and corresponding normal form we use our
assumption that k is perfect; see [23] for a discussion of this normal form, and [27] and
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[4] regarding necessary and sufficient conditions for its existence. Conversely, given such
a normal form for η, it follows from the behaviour of block matrices and determinants
that q(x)m = det(xI − A) = (det(xIl − Z))m. By the uniqueness of factorization of
monic polynomials into irreducible polynomials, and by comparing degrees, it follows
that det(xIl − Z) = q(x).
Remark 8.8. We refer to the normal form given in part 2 above as “generalized Jordan
normal form”. The matrix Z is, in coordinate form, a “generalized eigenvalue” of η.
8.3 Admissible forms for self-duals
Theorem 8.9. Given an indecomposable sextuple Sη with no eigenvalue in k, the fol-
lowing statements are equivalent:
1. it is self-dual
2. it admits compatible symplectic forms
3. it admits compatible symmetric forms.
In the case of self-duality, compatible ε-symmetric forms can be given, with respect to
suitable bases, by matrices of the form
HM =

 O O −MO M O
−M O O

 , with M =


...
...
O O T
O −T O · · ·
T O O · · ·

 ∈ kml×ml,
where T ∈ kl×l and q(x)m is the characteristic polynomial of η, with q(x) irreducible
and deg q(x) = l. Clearly, ε(HM ) = ε(M) = (−1)m+1ε(T ). Suitable bases are frame
bases {u¯, v¯, w¯} where the basis v¯ = v1, . . . , vml renders η in normal form (12Il+ Z˜)I+N l
with Frobenius matrix Z˜ ∈ kl×l. Here, T can be chosen according to Proposition 8.4.
Proof Given compatible forms, self-duality is obvious. Conversely, consider self-dual
indecomposable Sη and consider a basis v¯ such that the corresponding matrix of η is
A = ZI + N l as in 2. of Proposition 8.7. Let q(x)m be the unique elementary divisor
of η, where q is irreducible over k with deg q = l.
By Proposition 6.17, A is similar to (I − A)t. Thus, q(x)m is also the unique
elementary divisor of (I − A)t, implying in particular that det(xIl − (Il − Z)t) = q(x)
(c.f. the proof of part 2. in Proposition 8.7). So Z and (Il − Z)t share q(x) as their
unique elementary divisor, and are hence similar. Now by Proposition 8.2, Z˜ = Z− 12Il
has irreducible characteristic polynomial r(x) with r(−Z˜) = 0.
Since r is irreducible, there exists invertible K such that KZ˜K−1 is Frobenius.
Note that KZK−1 = 12Il+KZ˜K
−1 and KAK−1 = 12I +KZ˜K
−1I +N l. Thus we may
assume directly that η has matrix A = ZI+N l with Z = 12Il+Z˜ where Z˜ is a Frobenius
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matrix with irreducible characteristic polynomial r(x) satisfying r(−Z˜) = 0. Moreover,
TZT−1 = (Il − Z)t if and only if T Z˜T−1 = −Z˜t for any invertible T (c.f. Proposition
8.2). By Proposition 8.4, there exist T , skew-symmetric as well as symmetric, which
satisfy T Z˜T−1 = −Z˜t. Choose such a T and letM be defined as above in the statement
of this proposition. By Proposition 6.17, it suffices to show that MAM−1 = (I −A)t.
For this, observe first that M = TQJ = QTJ where J is block-diagonal with
diagonal blocks Jjj = (−1)j+1Il and Q is block-anti-diagonal with blocks Qij = Il for
i + j = m + 1, and all other entries being 0. Also, observe that Q2 = I and that Q
acts as permutation of blocks: acting on the right it exchanges block-columns j and
m+1− j, acting on the left it exchanges block-rows i and m+1− i. Furthermore, the
following properties are easily seen:
• QDQ = D if D is block-diagonal of the form XI for some X ∈ kl×l
• QN lQ = (N l)t
• J2 = I, and JDJ = D if D is block-diagonal
• JN lJ = −N l
• T (N l)tT−1 = (N l)t since (N l)t has only unit and zero blocks.
It follows that
MZIM−1 = QTJZIJT−1Q = QTZIT−1Q = Q(Il − Z)tIQ = (Il − Z)tI
MN lM−1 = TQJN lJQT−1 = TQ(−N l)QT−1 = −T (N l)tT−1 = −(N l)t
and hence
MAM−1 =MZIM−1 +MN lM−1 = (Il − Zt)I − (N l)t = I −At,
as desired.
Corollary 8.10. Up to isomorphism, the indecomposable sextuples underlying non-split
continuous-type isotropic triples are paremetrized by indecomposable linear endomor-
phisms η of the form
η = 12 + ζ
where ζ is an indecomposable endomorphism which lives in an even-dimensional space
and is such that ζ is similar to −ζ∗. Such endomorphisms ζ are themselves parametrized
by the set
{rm | m ∈ Z>0, r monic irreducible and r = p(x2) with p ∈ k[x]} ∪ {(x2)m | m ∈ Z>0}.
Proof From Proposition 6.17 we know that (isomorphism classes of) indecomposable
self-dual continuous-type sextuples are in one-to-one correspondence with (isomorphism
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classes of) indecomposable endomorphisms η such that η is similar to 1 − η∗. Setting
ζ := 12 − η it easily seen that ζ is indecomposable if and only if η is, and that
η similar to 1− η∗ ⇔ ζ similar to − ζ∗.
Moreover, Theorem 8.9 and Theorem 7.1 imply that the underlying sextuples of non-
split isotropic triples, up to isomorophism, are parametrized by all endomorphisms η
as above, with the exception of those which have an eigenvalue in the ground field and
live in an odd-dimensional space.
In the case when η has no eigenvalue in the ground field, it follows from the above
proof of Theorem 8.9 and from Lemma 8.1 that the corresponding endomorphism ζ
has a minimal polynomial of the form r(x)m, with r irreducible and with only even
powers of the variable appearing, i.e. r(x) = p(x2) for some p ∈ k[x]. (The irreducible
polynomial r here is the minimal polynomial of the “eigenvalue” Z˜ of ζ which appears
in the proof of Theorem 8.9; for Lemma 8.1 we use Z˜ in the role of µ).
In the case when η does have an eigenvalue in the ground field, the corresponding
endomorphism ζ is nilpotent, and hence, if it lives in an even-dimensional space, it has
a minimal polynomial of the form r(x) = (x2)m for some m ∈ Z>0
8.4 Endomorphism algebras
In order to address the question of uniqueness of compatible forms, we first recall the
structure of endomorphism algebras of indecomposable sextuples Sη. We’ve seen that
these are isomorphic to endomorphism algebras of vector spaces with indecomposable
endomorphism, i.e. endomorphism algebras of k[x]-modules Vk[η], where η is an inde-
composable endomorphism of a vector space V over k. These are well-known; we recall
some basic facts.
Proposition 8.11. Given η, Z,A, v¯ as in Proposition 8.7, the following hold:
1. The endomorphism algebra E of Vk[η] is isomorphic to the k-algebra k[x]/q(x)
m,
which is of dimension n = ml = dimk V , where l is the degree of the irreducible
minimal polynomial q(x) of η. In particular, E is local with radical E · q(x).
2. With respect to v¯, E is given by the matrices C such that CA = AC. We have
C ∈ E if and only if C = ∑k−1i=0 ZiN li with Zi ∈ k(Z), and this representation
is unique. In particular, C is upper block triangular with diagonal blocks C11 =
. . . = Ckk = Z0 and C is invertible in E if and only if Z0 6= 0.
Proof 1. Rephrasing the definitions, E is the collection of k-linear endomorphisms
of the vector space V which commute with η. For η indecomposable, E is simply
k[η] ⊆ End(V ), and hence is isomorphic to k[x]/q(x)m. One way to see this is to note
that since η is indecomposable, there exists a basis of V of the form {v, ηv, ..., ηn−1v}
for some v ∈ V . For any f ∈ E, observe that fv = ∑n−1i=0 ciηiv for some ci ∈ k; it
follows then that in fact f =
∑n−1
i=0 ciη
i since the latter expression coincides with f on
the above given basis of V .
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2. The first statement is clear. To prove the first “if” it suffices to observe that, for
W ∈ k(Z), one has WZ = ZW since k(Z) is commutative and WIN l = N lWI since
N l has zero and unit blocks only. Thus, matrices C =
∑k−1
i=0 ZiN
li form a subalgebra
E′ of E.
To prove the “only if”, we show that E′ and E have the same dimension over k.
For this, we compute the dimension of E′ as an k(Z)-algebra. Since N lm = 0, induc-
tion on m − h > 0 shows that I,N l, N l2, . . . , N l(m−1) are independent over k(Z): if∑m−1
j=h ZjN
lj = 0 then, applying N l, we get
∑m−2
j=h ZjN
l(j+1) = 0 and hence, using the
induction hypothesis, that Zh = ... = Zm−1 = 0. Thus, E
′ has dimension m over k(Z)
and so dimension ml = n = dimE over k, since k(Z) has dimension l over k. Thus,
E′ = E.
8.5 Uniqueness: General result
In this section we generalize Lemma 3.26 in a way which applies to all poset represen-
tations and also to endomorphisms (V, η). Recall (see Section 3.2) that for the latter
there is a natural notion of direct sum, morphism, etc., and that for an indecomposable
endomorphism (V, η), its endomorphism algebra
End(V, η) = {f : V → V | fη = ηf}
is always local. For our application, we will use the following notion of the dual of an
endomorphism: we define
(V, η)∗ := (V ∗, Id− η∗).
Analogous to the definition for poset representation, a compatible form for (U, η) is
an isomorphism B : (V, η) → (V ∗, Id − η∗) which defines either to a symmetric or
skew-symmetric bilinear form on V .
Within the current subsection, the word “representation” and the notation “ψ” will
be used to denote a poset representation or an endomorphism (unless further specifica-
tion is given) and similarly for compatible forms, etc.. Given a bilinear form B we write
ε(B) = 1 if B is symmetric, and ε(B) = −1 if B is skew-symmetric. Similar notation
also applies for matrices, we set A−t = (A−1)t, and we use A∗ = At interchangeably.
Consider now the following situation. Assume that we are given an indecomposable
representation ψ in V of dimension ml, a basis of V , and a subfield F of kl×l such that
the endomorphism algebra E of ψ is given by block matrices (with l × l-blocks) of the
form
m−1∑
i=0
ZiN
li
with unique Zi ∈ F and such that ZN l = N lZ for all Z ∈ F . In particular, E is
commutative and has radical radE = EN l =
∑m−1
i=1 XiN
li.
Further, assume that we are given a compatible form for ψ, which we call B1.
Denote the corresponding coordinate matrix by H1, which is itself necessarily also a
block matrix as above.
85
Definition 8.12. Let ψ, F , H1 be as above. For A ∈ kl×l, set A† := H−11 AH1. The
anti-involution “(−)†” restricts to one on F via Z† := (ZI)†. We define
F+H1 := {Z ∈ F | Z† = Z} F−H1 := {Z ∈ F | Z† = −Z}.
Note that
F+H1 = {Z ∈ F | ZtH1 = H1Z} F−H1 = {Z ∈ F | ZtH1 = −H1Z}.
Remark 8.13. F = F+H1 ⊕ F−H1 by the usual argument: any Z ∈ F has a unique
decomposition
Z = 12(Z + Z
†) + 12 (Z − Z†)
into selfadjoint and anti-selfadjoint parts.
Remark 8.14. If 0 6= Z ∈ F+H1 , then H := H1Z determines a compatible form B such
that ε(B) = ε(B1), since in this case
(H1Z)
t = ZtHt1 = ε1Z
tH1 = ε1H1Z.
Similarly, given 0 6= Z ′ ∈ F−H1 , then H ′ := H1Z defines an compatible form B′ such
that ε(B′) = −ε(B1).
Lemma 8.15. Consider, in addition to B1, another compatible form B2 for ψ, with
associated coordinate matrix H2. Set ε1 := ε(B1), ε2 := ε(B2) and ǫ = ε1ε2.
If ǫ = 1, there exists 0 6= Z ∈ F+H1 and an automorphism f of ψ which is an isometry
from B2 to the compatible form given by H1Z.
Notation: In this case we say that B2 and B1 are equivalent up to automorphisms of
ψ and multiplication with “scalars” in F .
Proof Let † denote the antiautomorphism given by the operation of adjoint with
respect to H1, i.e. A
† = H−11 A
tH1. Note that when A is in the endomorphism algebra
E of ψ, then so is A†. Note also that (H−11 )
† = H−t1 .
Observe that H−11 H2 determines an automorphism of ψ, so
H−11 H2 = C0I −R0 for some invertible C0 ∈ F and R0 ∈ radE.
It follows that
(C0I)
† −R†0 = (H−11 H2)† = H†2(H−11 )† = H−11 Ht2H1H−t1
= H−11 ε2H2H1ε1H
−1
1 = ǫH
−1
1 H2 = ǫC0I − ǫR0.
Since E = FI ⊕ RadE and this decomposition is preserved under taking adjoints,
(C0I)
† = ǫC0I and R
†
0 = ǫR0; in particular C0 ∈ F ǫH1 .
Let ǫ = 1. Since A 7→ A† is an anti-automorphism of E, (C−10 I)† = ǫC−10 I = C−10 I.
Set
R := C−10 R0 = R0C
−1
0 , H3 := H2C
−1
0 , C := H
−1
1 H3 = I −R
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Then R† = (C−10 )
†R†0 = C
−1
0 R0 = R and since R is nilpotent we can proceed as in
Lemma 3.26 and construct a unit h ∈ E such that h∗H1h = H3 (where H3 here plays
the role of H2 in that Lemma). Setting f := h
−1 and using that E is commutative, we
obtain
f∗H2f = f
∗H3C0f = f
∗H3fC0 = H1C0.
Lemma 8.16. Let B1 be as above, and assume that its matrix H1 is zero above the
l× l-block anti-diagonal. Let B0 be another compatible form, with matrix H1Z for some
non-zero Z ∈ F .
There is an automorphism f of ψ which is an isometry from B0 to B1 if and only
if there exist X ∈ F+H1 and Y ∈ F−H1 such that Z = X2 − Y 2.
Proof If Z = X2 − Y 2 with X ∈ F+H1 and Y ∈ F−H1 then define f by (X + Y )I. In
this case,
f∗H1Zf = (X + Y )
tH1Z(X + Y ) = (X
t + Y t)H1(X + Y )Z
= (Xt + Y t)(Xt − Y t)H1Z = ZtH1Z = H1,
using in the last step that Z = X2 − Y 2 implies that Z ∈ F+H1 .
Conversely, let f ∈ End(ψ) be an isometry from B0 to B1. The matrix A of f is of
the form A =
∑
i ZiN
i with Zi ∈ F and AtH1A = H1Z. Observe that N commutes
with the Zi and that applyingN on the right of a matrix moves all columns of blocks one
step to the right (with overspill) and sets the first column to zero. Similarly, application
of N t on the left shifts block rows downward. Thus, since H1 is zero above the block
anti-diagonal, (N t)jH1N
i has zero block anti-diagonal if i+ j > 0. Now
H1Z = A
tH1A =
∑
i,j
Ztj(N
t)jH1N
iZi
andH1Z is zero above the block anti-diagonal, and on the block anti-diagonal the blocks
are
TijZ = Z
t
0TijZ0, with i+ j = m+ 1
where the Tij denote the blocks of H1. By hypothesis, Z0 = X + Y for some X ∈ F+H1
and Y ∈ F−H1 . It follows that
Z = T−1ij (X
t + Y t)Tij(X + Y ) = (X − Y )(X + Y ) = X2 − Y 2.
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8.6 Uniqueness for sextuples Sη
For indecomposable self-dual framed sextuples Sη we obtain the following uniqueness
result for compatible forms by applying Lemma 8.15 and Lemma 8.16 to the underlying
endomorphism (U, η). minimal polynomial
Theorem 8.17. Let Sη be an indecomposable self-dual framed sextuple such that η has
no eigenvalue in k, and let q(x)m be the minimal polynomial of η, with q(x) irreducible,
deg q(x) = l.
Let B1 and B2 be compatible (skew)symmetric forms for Sη. Set ε1 := ε(B1), ε2 :=
ε(B2), and ǫ := ε1ε2. Furthermore:
• choose a basis of U which is as in Proposition 8.7 and extend this to a frame basis
for Sη;
• define a subfield F ⊆ kl×l by F = k(Z), with Z from Proposition 8.7.
In terms of the respective coordinate matrices H1 and H2 of the compatible forms B1
and B2, we have:
1. If ǫ = 1, then H1 and H2 are equivalent up to automorphisms of Sη and multipli-
cation with “scalars” in F+H1 .
2. Given 0 6= K ∈ F , there is an automorphism f of Sη which is an isometry from
H1 to H1K if and only if there are X ∈ F+H1 and Y ∈ F−H1 such that K = X2−Y 2.
Proof In view of Proposition 8.7 and Propositions 8.11, we can apply Lemma 8.15
to the underlying endomorphism (U, η). It follows then from Proposition 6.10 and
Proposition 6.17 that we can transfer the uniqueness statement from Lemma 8.15 to
the corresponding statement in part (1) above for compatible forms for Sη.
We turn to proving part 2. If K = X2 − Y 2 for some X ∈ F+H1 and Y ∈ F−H1 , then
an isometry is given by (X + Y )Id as in the proof of Lemma 8.16. So assume that H1
is equivalent (isometric) to H1K.
Without loss of generality we can assume that H1 is given by one of the canonical
compatible forms defined in Theorem 8.9. Indeed, suppose that the statement to be
proved were true for those canonical forms (and let H1 represent, for a moment, a form
which is not necessarily such a canonical one). Suppose moreover that there exists an
isometry f between H1 and H1K. Choose the appropriate canonical compatible form
H0 such that ε(H0) = ε(H1) = ε(H1K). Then, by part 2. above, there exists some
C ∈ F+H1 and an isometry g : H0 → H1C. This will also be an isometry g : H0K →
H1CK = H1KC. From all this we obtain the isometry
g−1fg : H0 → H0K.
By assumption, this implies that K = X2 − Y 2 for some X ∈ F+H1 and Y ∈ F−H1 .
So we can assume H1 is a canonical compatible form. Now we wish to proceed in an
analogous manner as we did in proving parts 1 and 2, but this time using Lemma 8.16.
It remains only to check that the hypotheses of Lemma 8.16 are satisfied by (U, η).
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Note that from Theorem 8.9 and Proposition 6.10 it follows that the coordinate
matrix H1|U is of the form

...
...
O O T
O −T O · · ·
T O O · · ·

 ∈ kml×ml,
where T ∈ kl×l is chosen as in the proof of Theorem 8.9. In particular, H1 is zero above
the l × l block anti-diagonal, as required by Lemma 8.16.
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