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Maestr´ıa en Mate´ma´ticas
Teorema de los Nu´meros Primos
El objetivo de e´ste trabajo es demostrar el teorema de los nu´meros pri-
mos siguiendo la estructura del art´ıculo de el doctor Don Bernard Zagier,
y utilizando herramientas ba´sicas del Ana´lisis Complejo. La demostracio´n
del teorema se ha dividido en 6 pasos, donde esencialmente se prueban las
propiedades de tres funciones
ζ(s) =
∞∑
n=1
1
ns
, Φ(s) =
∑
p
log p
ps
, ϑ(x) =
∑
p≤x
log p,
donde
s ∈ C, x ∈ R, p : primo,
Gracias al teorema anal´ıtico, utilizado en el paso quinto y el en paso sexto, se
llega a simplificar de manera significativa la complejidad de la demostracio´n.
En resumen el teorema de los nu´meros primos nos muestra una estimacio´n de
la cantidad de nu´meros primos que puede existir hasta un nu´mero determi-
nado. Este teorema permite la verificacio´n de muchos resultados relacionados
con los nu´meros primos as´ı como la elaboracio´n de nuevas teor´ıas.
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Introduccio´n
En la presente tesis se desarrolla una demostracio´n del Teorema de los
Nu´meros Primos, el cual da una estimacio´n de la cantidad de nu´meros primos
que se encuentran hasta cierto nu´mero.
El desarrollo consta de 6 pasos siguiendo la estructura dada en el art´ıculo
de Bernard Zagier, y se utiliza te´cnicas elementales de ana´lisis complejo, nada
ma´s complicado que el Teorema de Cauchy.
En el (paso 1) se presenta la funcio´n zeta de Riemann ζ(z), introducida
por Euler, quien la estudio´ a profundidad y pudo darnos su representacio´n
como un producto. La conexio´n con el teorema de los nu´meros primos fue
encontrada por Riemann, quien realizo´ un estudio profundo de las propie-
dades anal´ıticas de ζ(z). Sin embargo para nuestro propo´sito la casi trivial
propiedad de la continuacio´n anal´ıtica en el (paso 2) es suficiente. La prueba
extremadamente ingeniosa del (paso 3) es en esencia dada por Chebyshev,
quien utilizo´ versiones ma´s refinadas de tales argumentos para probar que el
radio de ϑ(x) a x (y por lo tanto tambie´n π(x) a x/ log(x)), esta entre 0.92
y 1.11 para x suficientemente grande. Un mejor resultado antes del teorema
del nu´mero primo que fue probado en 1896 por de la Valle´e Poussin y Hada-
mard; sus pruebas fueron largas y complicadas, (una presentacio´n moderna
y simplificada es dada en las paginas 41- 47 del libro de Titchmarsh). La
prueba del (paso 4) de la no nulidad de la funcio´n zeta de Riemann en la
l´ınea donde la parte real de un complejo z es igual a 1, fue dada en esencia
por Hadamard (la prueba de este resultado esta´ en el primer trabajo de la
Valle´e Poussin que tuvo alrededor de 25 pa´ginas) y luego fue refinado por de
la Valle´e Poussin y por Mertens. El teorema anal´ıtico y su uso para probar
el teorema de los nu´meros primos en los pasos 5 y 6 son un aporte de D.J.
Newman, y constituye la u´ltima simplificacio´n significativa del teorema del
nu´mero primo.
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Cap´ıtulo 1
Preliminares
1.1. Historia del Teorema de los Nu´meros Pri-
mos
No se puede hablar de la historia de los nu´meros primos sin antes ha-
blar sobre su origen, el cual esta´ envuelto en un misterio. Se presume que
el ser humano empezo´ a contar cuando se encontraba en el tra´nsito de la
etapa de cazador-recolector hacia la etapa agricultor-ganadero. La evidencia
descubierta recientemente, indica que los nu´meros y el recuento comenzaron
con el nu´mero uno, aunque, probablemente en aquel entonces todav´ıa no se
le asignara un nombre. El inicio de los nu´meros primos que son nu´meros na-
turales pero con cualidades especiales, podr´ıa estar escondido en los albores
de algu´n sistema de numeracio´n.
La herramienta ma´s antigua conocida donde aparecen los nu´meros primos es
el hueso de Ishango (el perone´ un hueso de babuino), encontrado cerca del
r´ıo Nilo, se estima que tiene una antigu¨edad de 20 000 an˜os. El hueso pre-
senta unos cortes tallados divididos en tres secciones, los cuales se ubican en
toda la extensio´n de la herramienta, lo que llevo´ a pensar que, ma´s que una
herramienta se podr´ıa tratar de un sistema de numeracio´n, pues las l´ıneas
cortadas en el hueso son demasiado uniformes para ser accidentales; en una
de las secciones incluye una serie prima, (11, 13, 17, 19), lo cual llama mucho
la atencio´n pues se trata de los numeros primos comprendidos entre 10 y 20,
aunque esto podr´ıa ser una coincidencia ya que esto tambie´n puede tratarse
de una particio´n de 60 en distintos nu´meros impares. Los arqueo´logos creen
que las l´ıneas eran marcas para llevar un registro de algo, pero lo que era no
esta´ claro.
Sin embargo la evidencia ma´s convincente se encuentra en el antiguo
Egipto, con el papiro matema´tico de Rhynd y su gran e´nfasis en fraccio-
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nes unitarias (que son fracciones con numerador 1 ). El papiro matema´tico
Rhynd, que data de hace cuatro mil an˜os, se ocupa de expresar fracciones
de la forma
2
n
, con “n” un nu´mero impar en el rango 3 ≤ n ≤ 101, como
una suma de fracciones unitarias. Cuando “n”, es primo, las expansiones de
fracciones unitarias son considerablemente ma´s dif´ıciles de conseguir.
Pero son los antiguos griegos quienes reciben el cre´dito por ser los primeros
en estudiar los nu´meros primos, con grandes exponentes como Erato´stenes,
el cual se hizo conocido gracias a la famosa criba de Erato´stenes. Otro gran
exponente fue Euclides, quien demostro´ muchos hechos ba´sicos importan-
tes sobre los nu´meros primos como por ejemplo la infinitud de los nu´meros
primos. Euclides tambie´n demostro´ la relacio´n existente entre los nu´meros
perfectos y los primos de Mersenne.
Segu´n el libro “Gauss, La teor´ıa de nu´meros”, fueron los antiguos griegos
los que encontraron la primera propiedad importante de los nu´meros primos:
todo nu´mero natural se puede descomponer de forma u´nica como producto
de nu´meros primos. Es decir, probaron que los primos eran los elementos
que constru´ıan toda la aritme´tica de los nu´meros, al igual que los elementos
qu´ımicos de la tabla perio´dica constituyen la base de todo el universo.
Hasta donde se conoce, Erato´stenes (276 a.C - 194 a.C.), el bibliotecario de
Alejandr´ıa, fue el primero en construir tablas de nu´meros primos en el si-
glo III a.C. Invento´ una te´cnica sencilla para saber cuales eran los nu´meros
primos se encontraban entre 2 cantidades, por ejemplo 1 y 1000. Dejando
aparte el nu´mero 1, buscaba el primer primo: el nu´mero 2. A partir de ah´ı
tachaba todos los nu´meros que eran mu´ltiplos de 2 (los pares) y que, por
tanto, ya no pod´ıan ser primos. Con la lista de nu´meros no tachados, bus-
caba el primer nu´mero no tachado, que era automa´ticamente primo, en este
caso 3, y volv´ıa a proceder de la misma manera, tachando todos los mu´lti-
plos de 3. Erato´stenes segu´ıa con esta te´cnica sabiendo que el primer nu´mero
de su lista de nu´meros no tachados era primo (siguen el 5, 7, 11 · · · ) y as´ı
sucesivamente iba eliminando los nu´meros de las lista, tachando todos sus
mu´ltiplos. Gracias a este procedimiento ordenado pudo construir tablas de
nu´meros primos. A esta te´cnica se le denomino´ criba de Erato´stenes, pues
se constru´ıa una red que descartaba los nu´meros que no pod´ıan ser primos,
de la misma forma que el cernidor de los mineros ayuda a buscar pepitas de
oro, separa´ndolas de otros materiales.
Euclides en su afa´n por el estudio de los nu´meros primos empezo´ a pregun-
tarse si se se trataban de un conjunto infinito y si deb´ıa seguir contando
primos infinitamente en el conjunto de los naturales o, por el contrario, hay
un momento en el que estos dejan de aparecer. La pregunta tiene respues-
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ta y Euclides la encontro´: el conjunto de los nu´meros primos es infinito. El
matema´tico griego lo expreso´ diciendo que la cantidad de nu´meros primos es
mayor que cualquier nu´mero que se pueda pensar. La demostracio´n es bas-
tante elemental y prueba la potencia de su razonamiento matema´tico, que
es capaz de responder a esa pregunta sin necesidad de encontrar nu´meros
primos ma´s grandes cada vez.
Gracias al razonamiento de Euclides se descartaba la posibilidad de ela-
borar una tabla donde se encuentren todos los nu´meros primos, y por tanto
la posibilidad de encontrar la forma ma´gica que nos permitiera describirlos se
desvanece. Mucho ma´s fuerte que el resultado de Euclides, es el que demostro´
Euler en 1737, que dice que la suma de los rec´ıprocos de los nu´meros primos
diverge. Este hecho, expresado mediante una fo´rmula matema´tica se escribe
l´ım
x→∞
∑
p≤x
1
p
=∞, para p primo.
De este resultado ya se puede deducir que la cantidad de nu´mero de nu´meros
primos es infinito, pues para que una suma sea infinita necesita, necesaria-
mente, tener un nu´meros infinito de te´rminos.
Otro cient´ıfico atra´ıdo por los nu´meros primos era Gauss, quien observo´ que
los nu´meros aparec´ıan de forma desordenada, parec´ıa casi imposible deter-
minar cua´l era su patro´n de comportamiento o determinar la fo´rmula que
permitiese encontrarlos en el conjunto infinito de los nu´meros naturales, as´ı
que se propuso el reto de encontrar el orden y regularidad de e´stos nu´meros,
donde so´lo parec´ıa haber caos.
Durante generaciones se hab´ıa intentado comprender los nu´meros primos y
se hab´ıan realizado especulaciones interesantes. Por ejemplo, existe una con-
jetura que dice que es posible encontrar infinitos nu´mero primos gemelos
(nu´meros primos separados por dos unidades), es decir, si p es primo tam-
bie´n lo es p + 2. Se han encontrado parejas de primos gemelos en valores
muy avanzados, como la formada por 1000037 y 1000039. Hace ma´s de dos
mil an˜os que Euclides probo´ que los nu´meros primos son infinitos, pero no
sabemos a partir de que nu´mero ya no se encuentren ma´s de esas parejas de
primos gemelos.
Uno de los primeros intentos de los matema´ticos fue encontrar fo´rmulas que
faciliten una tabla ilimitada de nu´meros primos y Fermat creyo´ haber halla-
do una: su idea era sumarle 1 a un tipo especial de potencias de 2. Segu´n
Fermat los nu´meros de la forma 22
n
+ 1, siendo “n” un nu´mero natural, a
los que llamaremos primos de Fermat o nu´meros de Fermat, eran siempre
primos. Para potencias bajas de dos el sistema funciona, y as´ı convencido de
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que su fo´rmula siempre proporcionar´ıa un primo, pero no tenia medios para
comprobarlo experimentalmente, ya que el taman˜o de los nu´meros aumenta-
ba ra´pidamente y era imposible calcularlos. Sin embargo, en esta ocasio´n su
intuicio´n no era cierta. El quinto nu´mero primo de Fermat, que tiene casi 10
cifras y por tanto no era calculable para e´l, ya no era primo, porque es divi-
sible por 641, como probo Euler. Es por ello que algunos autores los llaman
nu´meros de Fermat en lugar de primos de Fermat.
Gauss dio un uso diferente a los nu´meros de Fermat. En el libro Disquisi-
tiones Arithmeticae, Gauss demostro´ que si un nu´mero de Fermat es primo,
es posible construir un pol´ıgono regular con ese nu´mero de lados con regla
y compa´s. Diecisiete son los lados del pol´ıgono cuya construccio´n dio a co-
nocer el nombre del joven Gauss, y el 17 es el segundo nu´mero de Fermat.
El nu´mero 65537 es el cuarto nu´mero de Fermat y es primo, por lo tanto,
segu´n Gauss se puede construir un pol´ıgono regular perfecto con ese nu´mero
de lados.
Fermat trato´ de determinar algunas propiedades de los primos que, como 5,
13, 17 o 29, al dividirlos por 4 le dan de resto 1. Tales nu´meros se pueden
escribir como la suma de sus cuadrados (13 = 32 + 22, 29 = 22 + 52, etc.).
As´ı que Fermat conjeturo que la suma de cuadrados daba nu´meros primos
e incluso afirmo´ poseer una demostracio´n. Efectivamente, Fermat era muy
dado a construir conjeturas y a sobreestimar su capacidad de demostrarlas,
ya que por ejemplo 25 = 42+32 no es primo. De hecho, muchos matema´ticos
de esa generacio´n no proporcionaban la demostracio´n de propiedades que
dec´ıan haber descubierto.
En el an˜o 1640, Fermat envio´ una carta al monje Marin Mersenne conta´ndole
sobre su descubrimiento (que algunos primos pod´ıan ser expresados como su-
ma de cuadrados). Mersenne era interlocutor habitual de muchos matema´ti-
cos de la e´poca y tuvo correspondencia con casi todos los franceses e incluso
alguno de fuera, como el italiano Galileo Galilei (1564 - 1642). El grupo de
matema´ticos que se unieron a trave´s de la correspondencia con Mersenne fue
el germen de la Academia de Ciencias de Par´ıs.
Mersenne tambie´n se intereso´ por la construccio´n de nu´meros primos e ideo´
una fo´rmula que se revelo´ ma´s u´til que las pensadas por Fermat. Se basaba
en considerar las potencia de 2, pero en vez de sumarle 1 al resultado como
lo hac´ıa Fermat con sus primos, decidio´ restarlo. Por ejemplo 23 − 1 = 7,
resultando un primo. Mersenne noto´ en seguida que su fo´rmula no siempre
daba un nu´mero primo, ya que 24 − 1 = 15, que no es primo. Se dio cuen-
ta que necesitaba alguna condicio´n adicional e impuso que la potencia de 2
fuese a su vez un nu´mero primo. As´ı afirmo´ que los nu´meros de la forma
2n − 1 eran primos, para valores “n” no superiores a 257, pero para n = 11
el nu´mero 211 − 1 = 2047, que es el producto de 23 por 89, no es primo. En
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consecuencia, el teorema era falso. Lo que sigue siendo un misterio es co´mo
pudo afirmar Mersenne que 2257 − 1 era primo, dado que es un nu´mero de
77 cifras, absolutamente fuera de sus posibilidades de ca´lculo. En parte las
ideas de Mersenne siguen siendo estudiadas, pues no se sabe si su fo´rmula
seguira´ proporcionando nu´meros primos de forma indefinida. Au´n se espera
la prueba de que los primos de la forma 2n− 1, con “n” primo, nunca termi-
nen.
Euler tambie´n se dedico´ a estudiar los nu´meros primos. El intere´s de Euler
por los nu´meros primos se lo debe al secretario de la Academia de Ciencias de
San Petersburgo, Christian Goldbach, quien estimulaba su intere´s por medio
de su correspondencia .
Goldbach, no era una matema´tico profesional, pero encontraba fascinante
experimentar con nu´meros. Fue Euler a quien primero comunico´ Goldbach
para ayudarle a verificar sus demostraciones sobre nu´meros primos, ya que
sus demostraciones ten´ıan procesos que no eran muy elaborados. En particu-
lar estuvo muy interesado en algunas de las conjeturas de Fermat sobre estos
nu´meros. A Euler trabajar con los nu´meros primos le explotar sus grandes
habilidades para el ca´lculo, adema´s de observar las conexiones ocultas que
encontraba trabajando con fo´rmulas y que parec´ıan esconderse.
Euler disfrutaba calculando nu´meros primos, ocupacio´n a la que Gauss tam-
bie´n dedicaba su tiempo. Elaboro´ listas de todos los primos menores de 100
000, incluso otros mayores. Entre otras cosas, consiguio´ demostrar que el
quinto primo de Fermat no era primo por procedimientos teo´ricos, porque
su capacidad de ca´lculo no alcanzaba la magnitud del nu´mero. Uno de sus
descubrimientos ma´s novedosos fue una expresio´n matema´tica, la cual se
presumı´a que pod´ıa producir una gran cantidad de nu´meros primos. En la
expresio´n x2+ x+41, se calculo´ los resultados que se obtienen cuando a “x”
toma valores entre 0 y 39 Obteniendo la siguiente lista: 41, 43, 47, 53, 61,
71, 83, 97, 113, 131, 151, 173, 197, 223, 251, 281, 313, 341, 383, 421, 461,
503, 547, 593, 641, 691, 743, 797, 853, 911, 971, 1033, 1097, 1163, 1231, 1301,
1373, 1447, 1523, 1601.
Todos ellos eran nu´meros primos. Parec´ıa un inicio prometedor, pero con los
valores de 40 y 41 la fo´rmula encontraba nu´mero que no eran primos. Y es
que de nuevo los primos se resist´ıan a revelar una fo´rmula que los produjera
de forma constante y sin fin. Descubrio´, adema´s, que cambiando el te´rmino
independiente de la ecuacio´n y poniendo 2, 3, 5, 11, 17 en vez de 41 tambie´n
obten´ıa nu´meros primos, pero siempre se terminaba por interrumpir la serie.
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Conjetura de Gauss sobre los nu´meros primos
Durante muchos siglos se hab´ıa tratado, sin e´xito, de conseguir fo´rmulas que
proporcionaran nu´meros primos de forma ilimitada. Gauss aporto´ al pro-
blema un nuevo enfoque y una estrategia distinta. As´ı, Gauss abandono´ la
bu´squeda de las fo´rmulas que proporcionasen nu´meros primos, un camino que
hab´ıa acabado siempre en callejones sin salida, y trato´ de encontrar un orden
en la distribucio´n de los nu´meros primos, y si era posible, las expresiones ma-
tema´ticas que definiesen ese orden. Este cambio supuso un punto de inflexio´n
en el tratamiento del problema y se revelar´ıa muy acertado, proporcionando
materia de estudio a nuevas generaciones de matema´ticos y propiciando des-
cubrimientos que au´n hoy dan sus frutos. La idea de Gauss era relacionar la
distribucio´n de los nu´meros primos con los logaritmos de base e, tal y como
veremos.
Gauss al observar un libro de logaritmos que conten´ıa tambie´n una tabla de
nu´mero primos al final, empezo´ a especular sobre si exist´ıa alguna relacio´n
entre los dos tipos de tablas. Y ese fue su gran aporte al tema de los nu´meros
primos. En lugar de pretender encontrar la ubicacio´n exacta de un primo
respecto del anterior, trato´ de deducir si era posible conocer cua´ntos primos
menores a 100, o a 1000 exist´ıan, en general a cualquier nu´mero dado. ¿Ser´ıa
posible estimar cua´ntos nu´meros hab´ıan comprendidos entre 1 y N para un
N natural dado?. Para ello definio´ la funcio´n:
π(N) = cardinal del conjunto {p ≤ N, tal que p primo}.
Esta notacio´n no es la ma´s ido´nea porque da idea de que la funcio´n esta´
relacionada con el nu´mero π, cuando no es as´ı. Al hacer algunos ca´lculos
elementales, la primera conclusio´n es que los nu´meros primos no se distribu-
yen de manera uniforme. Por ejemplo, hay 25 primos menores que 100; esto
es, al elegir un nu´mero entre 1 y 100 tenemos una probabilidad de 1
4
de dar
con un primo. Estas probabilidades van descendiendo cuando aumentamos
el nu´mero N . Gauss se preguntaba si era posible que estas variaciones sigan
algu´n patro´n que pueda ser expresado matema´ticamente, para ello uso´ sus
tablas de nu´meros primos. Cuando observo´ la fraccio´n de nu´meros primos
que se encontraban en intervalos cada vez ma´s mayores, noto que manten´ıan
cierta estructura regular. Si vemos el resultado de esas observaciones para
diversas potencias de 10, esa regularidad empieza a notarse.
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Potencias de 10 Nu´meros primos (π(N)) Distancia media entre primos
10 4 2, 50
100 25 4, 00
1000 168 5,95
10000 1229 8,14
100000 9592 10,43
1000000 78498 12,74
10000000 664579 15,05
La tabla anterior tiene ma´s informacio´n que la que ten´ıa Gauss a su dis-
posicio´n, quien no ten´ıa tablas de nu´meros primos que llegasen a 10000000.
Si observamos la tabla es evidente que la distancia media entre primos conse-
cutivos aumenta y para valores superiores a 10000 el incremento se estabiliza
en 2, 3. Es decir cuando multiplicamos por 10 el nu´mero N , la distancia entre
primos aumenta en “2, 3”. Este nexo entre multiplicacio´n y suma es el que
hizo que Gauss pensara que los logaritmos pod´ıan jugar un papel importan-
te. La razo´n por la que las distancias medias aumentan en “2, 3” en vez de
hacerlo en 1 cada vez que multiplicamos por 10 da idea de que el logaritmo
indicado no es en base 10. Gauss comprobo´ que la base que ma´s se adecuaba
a sus ca´lculos era “e” y, por tanto, se decidio´ por usar logaritmos neperianos.
Y es que el ln(10)=2,3034, por lo que ln(100) = ln(10·10) = ln(10)+ln(10)
y de igual forma cuando multiplicamos por 10. Esto llevo´ a Gauss a enunciar
la siguiente hipo´tesis: La separacio´n media de los primos comprendidos entre
los nu´meros 1 y N , es de ln(N).
En consecuencia, pod´ıamos estimar el valor de la funcio´n π, como:
π(N) ∼=
N
ln(N)
.
Aunque Gauss no penso´ que eso fuera una fo´rmula exacta, sino que pod´ıa
servir para dar una estimacio´n, para establecer un especie de orden en la
aparicio´n de nu´meros primos. Gauss apunto´ esta aproximacio´n, pero no le
explico´ a nadie la idea, entre otras cosas porque no ten´ıa la demostracio´n de
que su especulacio´n fuese cierta y no sab´ıa si su patro´n seguir´ıa siendo cierto
cuando aumentara el taman˜o de N. Sin embargo su idea ser´ıa el germen de
una nueva manera de abordar el problema y dar´ıa maravillosos frutos en el
futuro.
Sin embargo, Legendre se cruzar´ıa en sus investigaciones, e´ste matema´tico
de origen france´s tambie´n interesado en la teor´ıa de nu´meros anuncio´ en
1798, una conexio´n entre los logaritmos y los nu´meros primos. La estimacio´n
propuesta por Legendre era mejor, pues la estimacio´n hecha por Gauss se
alejaba de los verdaderos valores conforme se alejaba de N . Aunque sin duda
17
Gauss hab´ıa hallado algo muy interesante, aun hab´ıa lugar para la mejora.
As´ı que Legendre dio una nueva estimacio´n definida por la fo´rmula:
π(N) ∼=
N
ln(N)− 1, 08366
.
haciendo una pequen˜a correccio´n que era ma´s cercana a la gra´fica real de
la distribucio´n de los nu´meros primos. De hecho, con las tablas de primos
existentes hasta la fecha casi imposible distinguir las gra´ficas de π(N) y la
estimacio´n de Legendre. Lo que hab´ıa hecho era ajustar una funcio´n a la
gra´fica, problema relativamente fa´cil usando el me´todo de mı´nimos cuadra-
dos, y era por eso por lo que en la fo´rmula aparec´ıa un te´rmino como 1, 08366,
de nulo sentido matema´tico. Legendre, en general, estaba ma´s preocupado
de hallar explicaciones pra´cticas de las matema´ticas que de buscar demos-
traciones. Por ello, publico´ en 1808 su hipo´tesis sobre nu´meros primos en un
libro titulado (Teor´ıa de Nu´meros), sin an˜adir el me´todo que le hab´ıa llevado
a esa conclusio´n. La pole´mica sobre quien hab´ıa sido el primero en hallar el
nexo entre los nu´meros primos y los logaritmos produjo otra vez una disputa
entre Legengre y Gauss, que no hizo ma´s que avivar lo ocurrido con el des-
cubrimiento del me´todo de mı´nimos cuadrados para el ca´lculo de la o´rbita
de Ceres (planeta enano ubicado entre las o´rbitas de Marte y Jupiter). Solo
despue´s de estudiar las notas y correspondencia de Gauss se pudo conocer
que, nuevamente, Gauss se hab´ıa adelantado a Legendre en el descubrimien-
to. Por otro lado, en la ecuacio´n de Legendre, au´n con su te´rmino an˜adido,
no se ten´ıa la certeza de que la estimacio´n sea tan buena cuando las tablas
de nu´meros primos se ampl´ıen.
Por ello, no es extran˜o que Gauss ocupara los u´ltimos an˜os de su vida en
mejorar su estimacio´n, buscando una fo´rmula ma´s precisa y mejor funda-
mentada matema´ticamente. De esta forma se planteo´ el problema como un
ca´lculo de probabilidades. Evidentemente que cuando aumentaba N, la pro-
babilidad de encontrar un primo disminu´ıa. La idea era usar probabilidades
basadas en la expresio´n
1
ln(N)
;
As´ı la estimacio´n de Gauss ten´ıa una nueva expresio´n:
π(N) ∼=
1
ln(2)
+
1
ln(3)
+ · · ·+
1
ln(N)
=
N∑
i=2
1
ln(i)
.
En realidad, la fo´rmula que presento Gauss era una ligera variacio´n de la
anterior, que noto porLi(N), logaritmo integral de N y que era ma´s precisa
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que la anterior, porque sustitu´ıa la serie de sumas por la integral, que no es
ma´s que una suma infinita y que, por lo tanto, se adapta mejor a la idea de
Gauss. As´ı la expresio´n dada por Gauss era:
Li(N) =
∫ N
2
dy
ln(y)
.
Con lo que Gauss conjeturo´ que π(N) ∼= Li(N), que es lo que se denomina
como la conjetura de los nu´meros primos de Gauss, el cual se convertir´ıa en el
teorema de los nu´meros primos de Gauss. Con esta expresio´n el matema´tico
alema´n volv´ıa a superar a Legendre, aunque ser´ıan necesarios enormes avan-
ces te´cnicos en el ca´lculo de los nu´meros primos para probarla. Gauss dedico´
mucho tiempo a la construccio´n de tablas de nu´meros primos para poder
probar su conjetura y consiguio´ encontrar el nu´mero de primos inferiores a
3000000 y comprobo´ que la diferencia con la estimacio´n de su integral era
apenas del 0,0007%. Cuando se utilizaron tablas ma´s amplias de primos, se
descubrio´ que la fo´rmula de Legendre resultaba mucho menos precisa que
para nu´meros mayores que 10 millones se desviaba notoriamente.
Con la ayuda de modernos me´todos de ca´lculo se comprobo´ que la estimacio´n
de Gauss de los nu´meros primos menores a 1016 se aleja del valor correcto
escasamente en una diezmillone´sima del 1%, mientras que la estimacio´n de
Legendre sobrepasa por varios miles de millones este alejamiento. Podemos
afirmar que la estimacio´n de Gauss, basada en estimaciones de tipo ma-
tema´tico, supero´ los ajustes de Legendre para hacer coincidir su funcio´n con
los datos disponibles hasta el momento.
Adema´s de esta primera conjetura, de que la funcio´n π(N) pod´ıa ser estima-
da con precisio´n por Li(N) sin tener l´ımites para N, Gauss hizo una segunda
pues cre´ıa que la funcio´n Li(N) terminar´ıa por sobrevalorar la verdadera
cantidad de nu´meros primos (siempre en porcentajes infinitesimales) y que
esta tendencia ser´ıa uniforme. Esta segunda afirmacio´n recibio´ el nombre de
segunda conjetura de Gauss. Y su demostracio´n o refutacio´n no era tarea
sencilla, pues los ca´lculos de los ma´s modernos ordenadores no la desmien-
ten. Sin embargo la confirmacio´n o no de las conjeturas de Gauss habr´ıa que
hacerla mediante demostraciones matema´ticas: no se pod´ıa dejar a su com-
probacio´n experimental, porque por ma´s larga que fuese la tabla de nu´meros
primos construida, siempre se tendr´ıa la duda de si al aumentar el alcance
de las tablas seguir´ıan da´ndose la misma ocurrencia. En la comprobacio´n de
las conjeturas de Gauss tendr´ıa un papel destacado quien posiblemente fue
su mejor alumno, Bernhard Riemann.
19
La hipo´tesis de Riemann
En 1809, Wilhelm von Humbodlt (1767 − 1835) se convirtio´ en ministro de
Educacio´n de Prusia y revoluciono´ el sistema educativo. Por primera vez
en los Liceos y universidades, el estudio de las matema´ticas constituyo´ una
parte importante, por ello se animaba a los estudiantes en el estudio de las
matema´ticas por su propio valor, y no solamente como ciencia auxiliar al
servicio de otras disciplinas. Esta actitud contrastaba con la que se hab´ıa te-
nido durante el dominio france´s, donde el conocimiento utilitarista era el que
primaba. Uno de los beneficiados por este cambio de actitud fue Riemann,
que hab´ıa nacido en 1826 y era uno de los estudiantes ma´s dotados del mo-
mento en Alemania. Cuando termino´ sus estudios en Luneburgo, en el estado
de Hannover, se matriculo´, en 1846, en la Universidad de Gotinga por deseo
expreso de su padre, un eclesia´stico que prefer´ıa esa universidad porque en
ella se ensen˜aba teolog´ıa. Esta decisio´n pondr´ıa en contacto a Riemann con
Gauss ya anciano. De hecho poco despue´s de llegar, su padre hubo de dar
permiso al joven Bernhard Riemann para cambiar los estudios de teolog´ıa
por los de matema´ticas. Riemann completo´ su formacio´n en la Universidad
de Berlin durante dos an˜os, pues Gotinga ofrec´ıa, salvo el anciano Gauss, es-
casos est´ımulos intelectuales segu´n su parecer. En Berlin su puso en contacto
con Dirichlet, que ser´ıa el sustituto de Gauss en Gotinga, y quien le propuso
los primero problemas de nu´meros primos. Cuando se encontraba en Berlin
estudio´ los resultados de Gauss sobre sus conjeturas de nu´meros primos.
Riemann regreso´ a Gotinga en 1849 para terminar su tesis doctoral y para
luego ser revisada por su maestro Gauss. Su tesis fue presentada en 1854, un
an˜o antes de que Gauss falleciera.
Cuando Riemann empezo´ a hacer sus aportes sobre nu´meros primos esta-
ban pendientes de ser demostradas las dos hipo´tesis de Gauss, una primera
hipo´tesis era que la funcio´n π(N) pod´ıa ser estimada con precisio´n por Li o
sea que su diferencia era un infinite´simo, lo que significa que su l´ımite era ce-
ro. Y la segunda que Li(N) ≥ π(N) para cualquier valor de N . Para abordar
el problema de Riemann definio´ su famosa funcio´n zeta, que esta´ definida de
la siguiente manera:
ζ(z) =
∞∑
n=1
1
nz
,
donde z es un nu´mero complejo distinto de 1. Esta funcio´n tiene valores
donde se anula, como en z = −2, z = −4 y todos los nu´meros pares negativos,
que se conoce con el nombre de ceros triviales. Los no triviales son aquellos
en que su parte real es mayor estricta que cero, pero menor estricta que 1.
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Recordemos que un nu´mero complejo siempre es de la forma a + bi, donde
tanto a como b son nu´meros reales. As´ı, los ceros no triviales son aquellos en
que se verifica que 0 < a < 1.
Rieman, con su definicio´n lo que hizo fue generalizar una funcio´n estudiada
por Euler, que tambie´n noto´ del mismo modo:
ζ(x) =
∞∑
n=1
1
nx
,
Es en la definicio´n donde se encuentra la diferencia entre la funcio´n de Euler
y la funcio´n zeta de Riemann. Para Euler x es un valor real, mientras que con
Riemann z es un nu´mero complejo. Por lo tanto, la funcio´n de Euler toma
valores reales, mientras que la de Riemann lo hace en los complejos.
La fascinacio´n de los matema´ticos por esta suma infinita, la cual se conoce
por una serie en el a´mbito matema´tico, proviene del mundo de la mu´sica y
su origen es anterior a Euler, aunque fuera este quien la estudiara de manera
ma´s profunda y encontrara los primeros resultados que la ligaban con los
nu´meros primos. Pita´goras comprobo´ que el sonido que emit´ıa un recipiente
con agua depend´ıa de la cantidad de l´ıquido que contuviera. As´ı se dio cuenta
de que los sonidos eran armoniosos si la cantidad de agua era una fraccio´n
del total cuyo denominador fuese 1. O sea, 1,
1
2
,
1
3
,
1
4
, · · · . Pita´goras llamo´ a
esta serie, por sus virtudes musicales armo´nica. La suma de la serie armo´nica
era el resultado de darle a x el valor de 1 en la funcio´n zeta de Euler. Se
puede probar que la suma de esa serie es infinito. Podr´ıa pensarse que es un
resultado evidente, pues si sumamos un nu´mero infinito de te´rminos positivos,
necesariamente la suma sera´ cada vez mayor de modo que diverge, o toma
un valor infinito. Lo cierto es que no es as´ı: para x = 2 la serie converge. De
hecho, Euler demostro´ que el valor de:
ζ(2) =
∞∑
n=1
1
n2
=
π2
6
.
Sin duda, el primer gran resultado fue obtenido por Euler en 1737, que afirma:
ζ(x) =
∞∑
n=1
1
nx
=
∏
p∈P
1
1− p−x
,
Siendo x un nu´mero real y P el conjunto de los nu´meros primos. En la serie
se cambia la suma por un producto de fracciones generadas por nu´meros
primos. Para llegar a ese resultado Euler descompuso cada te´rmino de la
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serie como el producto de primos. Por ejemplo,
1
90
=
1
2
·
1
32
·
1
5
Riemann estudio´ a fondo la funcio´n que hab´ıa usado Euler y su aporte fue
ampliar el dominio de la funcio´n de los nu´meros reales a los nu´meros comple-
jos. Cuando se extiende el campo de definicio´n a los complejos, la funcio´n es
ma´s dif´ıcil de manejar. Por lo pronto, ya no es posible representarla gra´fica-
mente. La funcio´n zeta que usaba Euler es una funcio´n real de variable real,
es decir, para un valor real obtenemos un resultado que es un valor real y co-
mo ya hemos visto su valor es
π2
6
. Eso hace que sea posible su representacio´n
como una gra´fica en el plano, es decir en R2. Cuando cambiamos el dominio
de la funcio´n, que es conjunto de donde se toman valores, al conjunto de los
complejos, el resultado obtenido de la funcio´n es tambie´n un nu´mero com-
plejo. Si consideramos, tal como hizo Euler, que un nu´mero complejo a + bi
se puede representar como un par (a, b) ∈ R2, y lo mismo ocurre para su
imagen ζ(a+ bi), que tambie´n es un nu´mero complejo, resulta que su repre-
sentacio´n gra´fica ha de hacerse en R4, que es un espacio de 4 dimensiones.
Hacer gra´ficas en espacios de 4 dimensiones queda fuera de nuestro alcance.
Sin embargo, Riemann fue capaz de imaginar dicha funcio´n en cuatro dimen-
siones y se dio cuenta de que exist´ıa una conexio´n entre los nu´meros primos
y los ceros no triviales de la funcio´n, es decir, aquellos cuya parte real esta´
comprendida entre 0 y 1. Para llegar a esa conclusio´n empezo´ por calcular
los ceros no triviales de la funcio´n y, a partir de esos ca´lculos y una profunda
compresio´n de la funcio´n zeta, conjeturo´ que la parte real de todo cero no
trivial de la funcio´n es
1
2
. Esta afirmacio´n es conocida como la hipo´tesis de
Riemann.
Riemann se dio´ cuenta de inmediato que su hipo´tesis pod´ıa explicar el mo-
tivo por el que la estimacio´n de Gauss sobre π(N) se manten´ıa tan precisa
usando la funcio´n Li(N). Posteriormente, se probar´ıa de forma rigurosa que
la hipo´tesis de Riemann implica la primera conjetura de los nu´meros primos
de Gauss.
El perfeccionismo de Riemann le llevo´ a poner por escrito sus descubrimien-
tos. Publico´ so´lo 10 pa´ginas en la Academia de Berlin, aquellas que ser´ıan
las u´nicas que Riemann publicar´ıa sobre los nu´meros primos. La tesis fun-
damental del ensayo, era que la funcio´n Li(N) de Gauss proporcionar´ıa una
aproximacio´n cada vez mejor de la funcio´n π(N), a medida que se avanzara
en el co´mputo. Aunque hab´ıa proporcionado el instrumento para la demos-
tracio´n de la conjetura de Gauss, la solucio´n quedo´ fuera de su alcance. Sin
embargo, Riemann introdujo la forma en la que en el futuro se enfrentar´ıa el
22
problema.
En 1809, a propuesta de Charles Hermite (1822 − 1901), uno de los mayo-
res expertos franceses en teor´ıa de nu´meros, la Academia de Par´ıs dedico´
el Grand Prix des Sciences Mathematiques a la demostracio´n de la primera
conjetura de Gauss sobre los nu´meros primos. Y fue un alumno de Hermite,
Jacques Salomon Hadamard (1865 − 1963), quien presento´ un trabajo so-
bre el tema. Si bien no aporto´ una demostracio´n completa, sus ideas fueron
suficientes para ayudarlo a ganar un premio. Impulsado por el galardo´n, en
1896 Hadamard logro´ redimir las lagunas de su primera demostracio´n y no
tuvo la necesidad de apoyarse en la hipo´tesis de Riemann de que los ceros no
triviales ten´ıan parte real igual a un medio. Para esta nueva demostracio´n le
bastaba probar que ningu´n cero no trivial ten´ıa parte real mayor o igual que
uno, y eso s´ı pudo lograrlo.
Despue´s de un siglo que Gauss descubriera la relacio´n existente entre la fun-
cio´n logar´ıtmica y los nu´meros primos, se encontraba preparado para demos-
trar la Conjetura de Gauss de los nu´meros primos, la cual paso´ a denominarse
Teorema de los nu´meros primos de Gauss. Hadamard no habr´ıa podido ob-
tener su resultado sin el trabajo de Riemann. Sin embargo otro matema´tico
belga: Charles de la Vallee´-Poussin (1866−1962), habr´ıa hallado en el mismo
an˜o una demostracio´n distinta del mismo resultado.
Quedaba, por tanto, pendiente la demostracio´n o refutacio´n de la segun-
da conjetura de Gauss sobre los nu´meros primos. Si probar una conjetura
de Gauss era una hazan˜a formidable, tratar de probar de que su intuicio´n
no era cierta entraba dentro de otra categor´ıa. Sin embargo. John Edensor
Littlewood (1885 − 1977), matema´tico ingle´s de mediados del siglo XX, se
puso manos a la obra. Littlewood era alumno destacado de Godfrey Harold
Hardy(1877−1947) y era conocido por sus estudios sobre teor´ıa de nu´meros,
teor´ıa de funciones y desigualdades.
En 1914, Littlewood utilizo´ la Hipo´tesis de Riemann para mostrar que la
desigualdad Li(N) ≥ π(N) se invierte para valores suficientemente grandes
de x. (2012: 90-120)
Ma´s tarde, en el an˜o 1933, un estudiante de Littlewood, de nombre Stanley
Skewes (1899 − 1988), utilizo´ la hipo´tesis de Riemann para mostrar que la
desigualdad se invierte para algunos x < 1010
10
34
. En 1955 Skewes, sin usar la
hipo´tesis de Riemann, mostro´ que la desigualdad Li(N) ≥ π(N) se invierte
para algunos x < 1010
10
963
. Tal vez este fue el primer ejemplo en el que un
resultado se probo´ primero asumiendo la hipo´tesis de Riemann y ma´s tarde
fue demostrado sin asumirla. Con ello se demostraba que la segunda conjetu-
ra de Gauss era falsa, pues hab´ıa regiones donde la estimacio´n subestimaba
la verdadera cantidad de nu´meros primos.
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1.2. Aplicaciones de los nu´meros primos
¿Para que sirven los nu´meros primos?
Un sorprendente ejemplo de aplicacio´n de los nu´meros primos lo podemos
encontrar en la naturaleza espec´ıficamente en ciertos tipos de cigarras. Lo
sorprendente es que el ciclo vital de un tipo de cigarras se gu´ıa por el nu´mero
primo 17, otras especies de cigarra por ejemplo, prefieren el nu´mero 13, y
otras pocas especies, el nu´mero 7. Es decir, permanecen bajo tierra durante
ese periodo de tiempo hasta que finalmente emergen a la superficie para
reproducirse nuevamente, ma´s sorprendente au´n es que si una cigarra de 17
an˜os sale antes de tiempo, no sale unos d´ıas antes, ni siquiera un an˜o, sino
que se adelanta 4 an˜os, para salir como si fuera una cigarra de 13 an˜os. Es
decir, estas cigarras so´lo aparecen cuando coincide la cifra con un nu´mero
primo. Una explicacio´n del porque utilizan los nu´meros primos es que su
principal depredador, un para´sito, tiene un ciclo vital cada 2, 3 o 4 an˜os,
por lo que comparando las coincidencias que puedan tener utilizando los
nu´meros primos es poco probable que coincidan, as´ı la cigarra tendra´ pocas
posibilidades de extinguirse.
Cuando se nos pregunta por la aplicacio´n de los nu´meros primos surge
la pregunta ¿ Para que´ buscamos numeros primos?, segu´n Gracia´n, en su
libro “El misterio de los nu´meros primos”, encontrar nu´meros primos, es
decir nu´meros primos grandes, es una tarea dif´ıcil, por lo complicado que
resulta descomponer estos nu´meros. Se buscan nu´meros primos por su intere´s
netamente teo´rico, pues proporcionar´ıan herramientas interesantes en temas
como el ca´lculo informa´tico entre otros. Adema´s al obtener un amplia lista de
e´stos nu´meros se podra´n comprobar teoremas que esta´n aun sin demostrar.
Es por ello que muchos matema´ticos se han dedicado a la bu´squeda de e´stos
esquivos nu´meros, incluso se han llegado a formular premios por conseguirlos,
lo que ha iniciado una competencia por ver cual es el nuevo nu´mero primo
que se ha podido conseguir. Existe otra razo´n por la cual se buscan; los
nu´meros primos pueden ser usados para crear claves criptogra´ficas de correos
electro´nicos, transacciones bancarias, las tarjetas de cre´dito, etc, pues muchas
de estas claves esta´n basadas en propiedades de nu´meros primos; sin duda
un claro ejemplo de la aplicacio´n de los nu´meros primos en la vida cotidiana.
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Los nu´meros primos en criptograf´ıa
Hablar de criptograf´ıa es hablar de las te´cnicas que permiten cifrar o codificar
mensajes. El algoritmo criptogra´fico RSA, no so´lo se utiliza para intercambiar
informacio´n de forma segura en internet, es decir protege la confidencialidad
de los datos, sino tambie´n para garantizar su integridad y autenticidad. E´ste
algoritmo fue desarrollado en 1977 por Rivest, Shamir y Adleman, del Institu-
to Tecnolo´gico de Massachusetts (MIT). El funcionamiento de este algoritmo
se basa precisamente en la factorizacio´n de dos nu´meros primos grandes (de
ma´s de 100 cifras) elegidos al azar y manteniendo el secreto. Su e´xito radica
en la dificultad que se tiene de encontrar estos nu´meros, un algoritmo podr´ıa
tardar mucho tiempo en tratar de encontrarlos sin lograrlo, sobre todo si son
muy grandes.
Por ejemplo, tratar de determinar que el nu´mero 1409305684859 es el pro-
ducto de los nu´mero primos 705967 y 1996277 no es nada fa´cil. Pero con
los avances cada vez mayores de la informa´tica, un ordenador bien equipado
con un programa adecuado podr´ıa resolverlo, pero la tarea se volvera´ mayor
conforme ma´s grande sea el nu´mero primo. El tiempo de espera de un or-
denador, que esta buscando los nu´meros, puede llegar a superar inclusive el
tiempo de vida en la Tierra. Sin embargo la computacio´n cua´ntica podr´ıa ser
una solucio´n al problema de factorizacio´n en un futuro pro´ximo.
A los nu´meros primos se les ha asignado la tarea de proteger de forma
segura, hasta el momento, nuestras claves en operaciones bancarias, proteger
la seguridad de nuestras comunicaciones en tele´fonos mo´viles, etc. Por esta
razo´n se ha incrementando la demanda de estos nu´meros, incluso existe un
“mercado”de nu´meros primos, ya que es importante conocer a ciencia cierta
si un nu´mero de muchos d´ıgitos es considerado primo, e´ste debe ser recono-
cido como primo por algu´n organismo oficialmente reconocido .
Con el avance cada vez mayor en la capacidad de los ordenadores y en la
implementacio´n de nuevos y sofisticados algoritmos, en poco tiempo la ad-
quisicio´n de nu´meros primos se ha vuelto ma´s asequible en el mercado de los
nu´meros primos.
Actualmente, los algoritmos utilizados para determinar si un nu´mero cual-
quiera es primo son de dos tipos: polinomial determin´ıstico y polinomial
probabil´ıstico.
El polinomial determin´ıstico garantiza que efectivamente se trata de un
nu´mero primo, pero tiene un tiempo de ejecucio´n mayor. El polinomial pro-
babil´ıstico es ma´s ra´pido que el anterior, pero su resultado es menos confiable.
Existe un me´todo de tipo polinomial llamado ”Me´todo de Miller-Rabin”, que
se basa en la conjetura de Riemann, su probabilidad de error se encuentra
25
entre
1
1050
y
1
1080
, por lo que se garantiza su utilizacio´n.
Los investigadores del Instituto Tecnolo´gico de Kanpur (India), N.Kayal,
N.Saxena y M. Agrawal publicaron en el an˜o 2002 un me´todo determin´ısti-
co con el tiempo de ejecucio´n del me´todo polinomial, que se basa en una
generalizacio´n del pequen˜o teorema de Fermat:
n es primo ⇔ (x− a)n = xn − a, en el anillo
Zn[n]
xr − 1
.
En la mayor parte de los navegadores se halla un algoritmo de encripta-
cio´n capaz de encontrar nu´meros primos grandes con aproximadamente 2048
bits. (2014: 119-121)
En resumen se puede afirmar en un nivel estrictamente teo´rico que las
propiedades de los nu´meros primos siguen evadiendo a los matema´ticos, lo
cual amerita una mayor investigacio´n, pues el ma´ximo logro conseguido en
el estudio de estos nu´meros lo encontraremos en la funcio´n zeta de Riemann,
lo que nos brinda so´lo un e´xito parcial.
1.3. Resultados actuales sobre nu´meros pri-
mos
Hoy en d´ıa se conocen ma´s resultados matema´ticos con relacio´n a los
nu´meros primos. la conjetura de los primos gemelos es un de los ma´s des-
tacados, esta conjetura afirma que existen de infinitas parejas de primos
gemelos, que son nu´meros primos consecutivos, es decir que la diferencia del
mayor al menor sea 2. El primero en llamarlos as´ı fue Paul Sta¨ckel.
Los primos gemelos se vuelven cada vez ma´s raros a medida que se incre-
mentan los nu´meros, se asumı´a que los espacios entre los primos adyacentes
se hac´ıa ma´s grandes a medida que los nu´meros se hacen ma´s grandes.
Muchos teo´ricos de nu´meros han investigado esta conjetura. La mayor parte
de ellos creen que la conjetura es verdadera, debido a que se basan en resulta-
dos nume´ricos y razonamientos intuitivos sobre la distribucio´n de los nu´meros
primos. Gracias al trabajo de Yitang Zhang en 2013, as´ı como el trabajo de
James Maynard, Terence Tao y otros, se han hecho progresos sustanciales
para probar esta conjetura, pero en la actualidad sigue sin resolverse.
El 17 de abril de 2013, Yitang Zhang anuncio´ una prueba de que para un
entero “N” que es menos de 70 millones, hay infinitamente muchos pares de
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primos que se diferencian en N. El trabajo de Zhang fue aceptado por “An-
nals of Mathematic” a principios de mayo 2013. Terence Tao posteriormente
propuso el proyecto de Polymath, que era un proyecto de colaboracio´n para
optimizar el l´ımite de Zhang. A partir del 14 de abril de 2014, un an˜o despue´s
del anuncio de Zhang, el l´ımite se ha reducido a 246. Adema´s, asumiendo co-
mo cierta la conjetura de Elliott-Halberstam y su forma generalizada, el pro-
yecto Polymath indica que el l´ımite se ha reducido a 12 y 6, respectivamente.
Estos l´ımites mejorados fueron descubiertos usando un enfoque diferente que
era ma´s simple que el de Zhang y fue descubierto independientemente por
James Maynard y Terence Tao. Aunque la cota esperada es “2”, estos traba-
jos sugieren un gran avance en la solucio´n de esta conjetura, sin embargo, los
miembros del equipo Polymath parecen estar de acuerdo en que hacen falta
ideas nuevas para atacar la conjetura de los primos gemelos.
Otro resultado importante descubierto recientemente concerniente a los nu´me-
ros primos es el proporcionado por los trabajos del matema´tico peruano Ha-
rald Helfgott. Con sus 2 trabajos publicados en los an˜os 2012 y 2013, quedo´
demostrada la “Conjetura de´bil de Goldbach” que afirma que: “Todo nu´mero
impar mayor que 5 puede expresarse como suma de tres nu´meros primos”.
En el trabajo realizado por Helfgott se utilizaron te´cnicas computacionales
junto con el denominado me´todo del c´ırculo, el cual constituye una cla´sica
herramienta de la teor´ıa anal´ıtica de nu´meros. Este trabajo nos permite afir-
mar que la conjetura es cierta a partir de cierto nu´mero en adelante. Adema´s
de utilizar otras herramientas de la teor´ıa de nu´meros utiliza impl´ıcitamente
la distribucio´n asinto´tica de los nu´meros primos dada por el teorema de los
nu´meros primos. De este modo la conjetura queda demostrada despue´s de
273 an˜os y pasa de ser una conjetura, a ser un teorema.
1.4. Nu´meros primos
Definicio´n 1.1. Un entero a es divisible por un entero b 6= 0 si existe un
entero c, tal que a = bc. As´ı a divide a a, o b es divisor de a.
Definicio´n 1.2. Un entero n es llamado primo si n > 1 y si los u´nicos
divisores positivos de n son 1 y n. Si n > 1 y n no es primo, entonces n es
llamado compuesto.
Por ejemplo, los nu´meros primos menores que 100 son: 2, 3, 5, 7, 11, 13,
17, 19, 23, 29, 31, 37, 41, 43, 47, 53, 59, 61, 67, 71, 73, 79, 83, 89, y 97.
Teorema 1.3 (Teorema fundamental de la aritme´tica). Todo entero n > 1
puede ser representado como producto de sus factores primos de una u´nica
forma, excepto por el orden de sus factores.
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1.5. Convergencia de series
Denotaremos una serie infinita como
u1 + u2 + u3 + · · · =
∞∑
n=1
un =
∑
un,
Donde la n-esima suma parcial es:
sn = u1 + u2 + · · ·+ un
Definicio´n 1.4 (Convergencia de una serie). Una serie converge a la suma s,
si dado cualquier nu´mero positivo ǫ, pequen˜o, podemos encontrar un nu´mero
n0, dependiendo de ǫ, tal que
|s− sn| < ǫ (n > n0).
En otras palabras, sn tiende al l´ımite s cuando n tiende al infinito.
Suponga ahora que cada te´rmino de la serie es una funcio´n de una variable
real x. Usualmente suponemos esta variable sobre un intervalo cerrado de
rango a ≤ x ≤ b; pero el rango de variacio´n puede tambie´n igualarse a un
intervalo abierto, a < x < b; o de hecho cualquier conjunto de puntos. Ahora
escribiremos la serie
u1(x) + u2(x) + · · · =
∑
un(x),
y su n-e´sima suma parcial es sn(x). La serie puede ser convergente para
algunos valores de x y ser divergente para otros. Si esta es convergente para
todos los valores de x considerados, su suma es una funcio´n de x, definido
para esos valores de x. Y lo denotaremos por s(x).
Definicio´n 1.5. La serie
∑
un(x) es llamada uniformemente convergente
sobre el intervalo (a, b) si, dado cualquier nu´mero positivo ǫ, pequen˜o, existe
un nu´mero n0, dependiendo de ǫ pero no de x, tal que
|s(x)− sn(x)| < ǫ
para n > n0 y para todo valor de x en el intervalo (a, b).
Es claro que la convergencia uniforme implica la convergencia para cada
valor de x en el intervalo; pero una serie puede ser convergente para cada
valor de x en un intervalo sin ser uniformemente convergente. Puede ser
cierto que para cada par de valores de x y ǫ correspondan a un nu´mero n0
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tal que |s(x) − sn(x)| < ǫ para n > n0; pero al mismo tiempo puede pasar
que, cuando x se aproxima a algu´n punto del intervalo, el nu´mero n0 puede
hacerse indefinidamente grande. Entonces las series no ser´ıan uniformemente
convergentes. Ejemplo: Xn en [0, 1]
Notemos que la convergencia uniforme es una propiedad asociada con un
intervalo (o conjunto de puntos), no a un so´lo punto.
1.6. Funciones meromorfas
Definicio´n 1.6 (Funcio´n holomorfa). Sea D un abierto en C. Una funcio´n
f : D → C, es holomorfa en el dominio D si f es diferenciable en cada punto
de D. Diremos que f es holomorfa en c ∈ D, si existe un abierto U ⊂ D tal
que la restriccio´n f |U es holomorfa en U .
Definicio´n 1.7 (Funcio´n Anal´ıtica). Sea D un abierto en C. Una funcio´n f :
D → C, es anal´ıtica en el dominio D si cada punto z0 ∈ D posee una vecindad
en la cual f esta´ representado por una serie de potencias (convergente).
Corolario 1.8 (Corolario). . Una funcio´n es holomorfa en un dominio si, y
solo si, f es anal´ıtica en tal dominio.
PROPIEDADES:
1. Teorema de Cauchy. Sean D un conjunto abierto simplemente co-
nexo de C y f una funcio´n holomorfa en D. Entonces∫
γ
f(z)dz = 0
para todo camino cerrado γ contenido en D.
2. Desarrollo de Taylor de una Funcio´n Holomorfa.
Sea f holomorfa en un dominio D, y z0 un punto de D. Entonces, en
todo c´ırculo {z : |z − z0| = r} contenido con su borde |z − z0| < r en
D, f se puede representar como una serie de potencias.
f(z) =
∞∑
n=0
an(z − z0)
n
3. Continuacio´n anal´ıtica. Si f y g son funciones holomorfas en una
region D y si f(z) = g(z) para todo z, de algu´n conjunto que posea un
punto de acumulacio´n en D, entonces f(z) = g(z) , para todo z ∈ D.
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4. Si f es holomorfa entonces es infinitamente diferenciable.
Teorema 1.9. Para toda serie de potencias
∑∞
n=0 an(z− z0)
n, an ∈ C existe
un nu´mero R,0 ≤ R ≤ ∞, llamado radio de convergencia, que goza de las
siguientes propiedades:
1. Si |z − z0| < R la serie converge absolutamente.
2. si |z− z0| > R, los te´rminos de la serie no estan acotados y la serie es,
por tanto, divergente.
Definicio´n 1.10. Sea f una funcio´n anal´ıtica en D, excepto quiza´ en el
mismo punto z0. Al punto z0 se le llama singularidad aislada de f .
Definicio´n 1.11. Sea f una funcio´n holomorfa en una vecindadD−{z0}tiene
un polo en z0 si la funcio´n 1/f (que se define con valor 0 en z0) es holomorfa
en un entorno de z0. El punto singular z0 se llama polo de orden “m”de f , si
el desarrollo de la serie de potencias de f es dde la forma
f(z) =
am
(z − z0)m
+ · · ·+
a1
(z − z0)
+
∞∑
n=0
an(z − z0)
n am ∈ C, am 6= 0
Esto quiere decir que z0 es un polo de orden m de f si, y solo si. la parte
principal f1 de f so´lo contiene un nu´mero finito de te´rminos y es de la forma
f1(z) =
am
(z − z0)m
+ · · ·+
a1
(z − z0)
Un polo es simple si su orden es 1.
Definicio´n 1.12. Una funcio´n f que es anal´ıtica en una region D, excepto
por polos, se dice meromorfa en D.
Teorema 1.13 (Teorema de convergencia anal´ıtica). Suponga que
(i) Cada miembro de la sucesio´n de funciones
u1(x), u2(x), . . . , un(x), . . .
es anal´ıtica dentro de una regio´n D,
(ii) La serie
∞∑
n=1
un(z)
es uniformemente convergente sobre toda la regio´n D′ interior a D.
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Entonces la funcio´n
f(z) =
∞∑
n=1
un(z)
es anal´ıtica en D, y todas sus derivadas pueden ser calculadas por diferen-
ciacio´n te´rmino a te´rmino.
Definicio´n 1.14. Si g(x) > 0 para todo x suficientemente grande, escribire-
mos
f(x) = O(g(x))
Si el cociente f(x)/g(x) es acotado para x suficientemente grande; esto es,
existen constantes a,M > 0 tal que
|f(x)| ≤Mg(x) para todo x ≥ a.
1.7. El teorema anal´ıtico
El siguiente teorema es tomado casi textualmente del art´ıculo de Julio
Gaytan “El teorema de los nu´meros primos”
Teorema 1.15 (Teorema Anal´ıtico). Sea f : [1,∞) → R una funcio´n inte-
grable para cada intervalo finito [a, b] ⊂ [1,∞), de modo que f(x) = O(x).
Sea s = σ + it. Para σ > 1 sea
g(s) =
∫ ∞
1
f(x)
xs+1
dx.
Supongamos que para σ > 1 la funcio´n g(s) es anal´ıtica. Si g(s) admite una
extensio´n anal´ıtica al semiplano cerrado σ ≥ 1 entonces
l´ım
X→∞
∫ X
1
f(x)
x2
dx = g(1).
Sea σ > 1. Por definicio´n, tenemos que
g(s) =
∫ ∞
1
f(x)
xs+1
dx =
∫ ∞
0
{
f(ex)
ex
}
e−x(s−1)dx.
Por lo tanto es suficiente probar la siguiente versio´n del teorema anal´ıtico;
previamente mostraremos que significa f(x) = O(x)
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Teorema 1.16. Sea f : [0,∞) → R una funcio´n acotada e integrable en
cada intervalo finito [a, b] ⊂ [0,∞). Sea z = σ + it. Para σ > 0 sea
g(z) =
∫ ∞
0
f(t)e−ztdt.
Si g(z) se prolonga anal´ıticamente al semiplano cerrado σ ≥ 0 entonces
l´ım
T→∞
∫ T
0
f(t)dt = g(0).
Demostracio´n. Para T > 0 la funcio´n gT (z) =
∫ T
0
f(t)e−ztdt es evidentemen-
te una funcio´n entera. Vamos a probar que l´ımT→∞ gT (0) = g(0).
SeaM ∈ R un nu´mero suficientemente grande y sea Γ la frontera de la regio´n
{z = σ + it : |z| ≤ M,σ ≥ −δ}, donde δ > 0 es suficientemente pequen˜o
(y depende de M). Como g(z) es anal´ıtica en σ ≥ 0 tenemos que g(z) es
anal´ıtica en el segmento de recta entre −Mi y Mi. Para cada punto z en
este segmento existe una vecindad Vz en la cual g(z) es anal´ıtica. As´ı, se
tiene un cubrimiento abierto del conjunto compacto {it : −M ≤ t ≤ M}.
Extrayendo un subcubrimiento finito notamos que existe un δ > 0 tal que
g(z) es anal´ıtica dentro y sobre el contorno Γ.
M
x
y
−δ
Γ
Por el teorema integral de Cauchy se tiene
g(0)− gT (0) =
1
2πi
∫
Γ
(g(z)− gT (z))e
zt
(
1 +
z2
M2
)
dz
z
.
Sobre el semic´ırculo Cs = Γ
⋂
{σ > 0} el integrando es acotado por
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2B/M2, donde B = max{|f(t)| : t ≥ 0}, porque si z = σ + it entonces
|g(z)− gT (z)| =
∣∣∣∣
∫ ∞
0
f(t)e−ztdt−
∫ T
0
f(t)e−ztdt
∣∣∣∣
=
∣∣∣∣
∫ ∞
T
f(t)e−ztdt
∣∣∣∣ ≤ B
∫ ∞
T
∣∣e−zt∣∣ dt
= B
∫ ∞
T
e−ztdt
= B
e−Tz
σ
para σ > 0
Se tiene z = σ + it =Meiθ con θ ∈ [0, 2π]∣∣∣∣ezT
(
1 +
z2
M2
)
1
z
∣∣∣∣ = eσT
∣∣∣∣
(
1 +
z2
M2
)
1
z
∣∣∣∣ = eσT
∣∣∣∣1z + zM2
∣∣∣∣ .
Dado que cos θ =
x
M
entonces∣∣∣∣1z + zM2
∣∣∣∣ =
∣∣∣∣Mz + zM
∣∣∣∣ · 1M =
∣∣e−iθ + eiθ∣∣ · 1
M
= |2 · cos θ| ·
1
M
=
2σ
M2
.
As´ı obtenemos ∣∣∣∣ezT
(
1 +
z2
M2
)
1
z
∣∣∣∣ = 2σM2 eσT .
Por lo tanto la contribucio´n a g(0)− gT (0) que proviene de la integral sobre
Cs esta´ acotada en valor absoluto por B/M . En efecto∣∣∣∣ 12πi
∫
Cs
(g(z)− gT (z))e
zT
(
1 +
z2
M2
)
dz
z
∣∣∣∣ ≤ 12π Be
−σT
σ
·
eσT 2σ
M2
· πM
=
B
M
.
Para la integral sobre C− = Γ ∩ {z = σ + it : σ < 0} tomaremos a g(z)
y gT (z) separadamente. Dado que gT es entera, la curva de integracio´n C−
para la integral que involucra a gT puede ser reemplazada por el semic´ırculo
C∗ = {z = σ + it : |z| = M,σ < 0}. Por lo tanto tenemos que analizar las
integrales:
I1(T,M) =
1
2πi
∫
C∗
gT (z)e
zT
(
1 +
z2
M2
)
dz
z
,
I2(T,M) =
1
2πi
∫
C−
gT (z)e
zT
(
1 +
z2
M2
)
dz
z
.
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Para analizar I1, notemos que
|gT (z)| =
∣∣∣∣
∫ T
0
f(t)e−ztdt
∣∣∣∣ ≤ B
∫ T
0
∣∣e−zt∣∣ dt
= B
∫ T
−∞
e−σtdt para σ < 0
= B
e−σT
|σ|
.
Tenemos que para z ∈ C∗ se tiene que∣∣∣∣ezT
(
1 +
z2
M2
)
1
z
∣∣∣∣ = 2|σ|M2 eσT ,
donde σ < 0, entonces
I1(T,M) ≤
1
2π
Be−σT
|σ|
·
eσT 2|σ|
M2
· πM =
B
M
.
Finalmente se tiene que la integral restante sobre C− tiende a cero cuando
T →∞, porque el integrando es el producto de la funcio´n g(z)
(
1 +
z2
M2
)
1
z
,
que no depende de T , mientras que la funcio´n ezT tiende a cero ra´pidamente,
uniformemente en conjuntos compactos del semiplano σ < 0. Por lo tanto
l´ım
T→∞
|I2(T,M)| = 0.
Por lo tanto concluimos que
l´ım sup
T→∞
|g(0)− gT (0)| ≤ 2
B
M
.
Como M es arbitrario, esto concluye con la prueba el teorema.
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Cap´ıtulo 2
Teorema de los Nu´meros
Primos
La funcio´n zeta de Riemann fue introducida por primera vez por Euler,
quien la estudio´ a profundidad y pudo darnos su representacio´n como un
producto. La conexio´n con el teorema del nu´mero primo fue encontrada por
Riemann, quien realizo´ un estudio profundo de las propiedades anal´ıticas de
ξ(z). Sin embargo para nuestro propo´sito la casi trivial propiedad de la con-
tinuacio´n anal´ıtica en el [paso 2] es suficiente. La prueba extremadamente
ingeniosa del (paso 3) es en esencia dada por Chebyshev, quien utilizo´ ver-
siones ma´s refinadas de tales argumentos para probar que el radio de ϑ(x) a
x (y por lo tanto tambie´n π(x) a x/log(x)), esta entre 0,92 y 1,11 para x sufi-
cientemente grande. Esto nos recuerda un mejor resultado antes del teorema
del nu´mero primo que fue probado en 1896 por de la Valle´e Poussin y Hada-
mard; sus pruebas fueron largas y complicadas, (una presentacio´n moderna
y simplificada es dada en las paginas 41- 47 del libro de Titchmarsh en la
funcio´n z de Riemann). La prueba del (paso 4) de la no nulidad de la funcio´n
zeta de Riemann en la l´ınea donde la parte real de un complejo z es igual a
1, fue dada en esencia por Hadamard (la prueba de este resultado esta en el
primer trabajo de la Valle´e Poussin que tuvo alrededor de 25 pa´ginas) y luego
fue refinado por de la Valle´e Poussin y por Mertens. El teorema anal´ıtico y
su uso para probar el teorema del nu´mero primo un en los pasos 5 y 6 son un
aporte por D.J. Newman, y constituye la u´ltima simplificacio´n significativa
del teorema de los nu´meros primos.
35
2.1. Enunciado
El teorema de los nu´meros primos es un resultado que muestra la distri-
bucio´n asinto´tica de los nu´meros primos. Este teorema nos proporciona una
descripcio´n sobre la distribucio´n de los nu´meros primos en el conjunto de los
nu´meros naturales.
Se enuncia habitualmente como:
l´ım
x→∞
π(x)
x/ log(x)
= 1.
o´
π(x) ∼
x
log(x)
Donde π(x) es la cantidad de nu´meros de primos menores o iguales a x.
Para su prueba nos ayudaremos de ciertas funciones especiales que definire-
mos a continuacio´n,
2.2. Funciones especiales
Definicio´n 2.1. Dado el nu´mero complejo s = σ + it , donde σ > 1 la
funcio´n zeta de Riemann ζ : C→ C es definida como
ζ(s) =
∞∑
n=1
1
ns
.
Definicio´n 2.2. Dado s = σ + it donde σ > 1 la funcio´n Φ(s) es definida
como
Φ(s) =
∑
p
log p
ps
,
donde la suma es sobre todos los nu´meros primos.
Definicio´n 2.3. La funcio´n ϑ : R+ → R+ se define como
ϑ(x) =
∑
p≤x
log p
donde la suma es sobre todos los primos menores o iguales que x.
Definicio´n 2.4. Para todo x ∈ R+, π(x) es el nu´mero de primos menores o
iguales a x. Se satisface que 2 ≤ p ≤ x
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Definicio´n 2.5. Si g(x) > 0 para todo x arbitrariamente grande, escribire-
mos
f(x) = O(g(x))
lo cual significa que el cociente f(x)/g(x) es acotado para x arbitrariamente
grande; esto es, existen constantes a,M > 0 tal que
|f(x)| ≤Mg(x) para todo x ≥ a.
2.3. Demostracio´n del Teorema de los Nu´me-
ros Primos
La demostracio´n se dividira´ en 6 pasos que mostramos a continuacio´n
pero antes se demostrara´ el siguiente lema tambie´n necesario para la prueba.
Lema 2.6. La serie
∞∑
n=1
log n
nσ
converge si σ > 1.
Demostracio´n. Sea σ > 1. Sean ǫ y δ nu´meros positivos de manera que
σ = 1 + ǫ+ δ. Tenemos que
logn
nδ
→ 0, cuando n→∞
entonces existe B tal que,
0 ≤
log n
nδ
≤ B, para todo n ∈ N
Por lo tanto
∞∑
n=1
log n
nδ
=
∞∑
n=1
log n
n1+ǫ+δ
=
∞∑
n=1
log n
nδ
.
1
n1+ǫ
≤
∞∑
n=1
B
n1+ǫ
≤ ∞
Proposicio´n 2.7. [PASO 1]
Dado s = σ + it, cuando σ > 1 se cumple que ζ(s) =
∏
p
1
1− p−s
.
Demostracio´n. Sea pj el j-e´simo nu´mero primo. Consideremos el producto
parcial
QN =
N∏
j=1
1
1− p−sj
.
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Ahora se probara´ que QN → ζ(s) cuando N →∞ para cada s tal que σ > 1.
Tenemos entonces que∣∣∣∣ 1ps
∣∣∣∣ =
∣∣∣∣ 1pσ+it
∣∣∣∣ =
∣∣∣∣ 1eσ log(p)eit log(p)
∣∣∣∣
recordemos que |eiθ| = | cos θ + i sen θ| = 1,∣∣∣∣ 1eσ log p
∣∣∣∣ = 1/pσ < 1
para todo p y σ > 1. Por lo tanto
QN =
N∏
j=1
(
1 +
1
psj
+
1
p2sj
+
1
p3sj
+ · · ·
)
donde QN ha quedado expresado como producto finito de series absoluta-
mente convergentes. Es decir, se ha conseguido escribir cada uno de los fac-
tores como una serie geome´trica. Luego, si multiplicamos todas estas series
y ordenamos los te´rminos con respecto al crecimiento de los denominadores,
obtendremos otra serie absolutamente convergente, donde el te´rmino general
es de la forma(
1
pα11 p
α2
2 p
α3
3 · · · p
αN
N
)s
=
1
ns
y cada αj ∈ N ∪ {0}.
As´ı tenemos
QN =
∑′ 1
ns
donde n se descompone en factores primos menores o iguales que pN . Por el
teorema fundamental de la aritme´tica se tiene que cada uno de los ns aparece
en
∑′ una y so´lo una vez.
Luego restamos QN de ζ(s) y obtenemos
ζ(s)−QN =
∞∑
n=1
1
ns
−
∑′ 1
ns
=
∑′′ 1
ns
donde en la descomposicio´n de n en sus factores primos, se encuentra al
menos un factor mayor que pN . Puesto que estos n se hallan entre los enteros
mayores que pN se tiene
|ζ(s)−QN | ≤
∑
n>pN
∣∣∣∣ 1ns
∣∣∣∣ = ∑
n>pN
1
nσ
.
Cuando N →∞ la u´ltima suma tiende a 0. Por lo tanto QN → ζ(s) cuando
N →∞.
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Proposicio´n 2.8. [PASO 2]
La funcio´n
ζ(s)−
1
s− 1
admite una extensio´n anal´ıtica al semiplano σ > 0.
Demostracio´n. Tenemos que
ζ(s)−
1
s− 1
=
∞∑
n=1
1
ns
−
∫ ∞
1
dx
xs
=
∞∑
n=1
1
ns
−
∞∑
n=1
∫ n+1
n
dx
xs
=
∞∑
n=1
1
ns
∫ n+1
n
dx−
∞∑
n=1
∫ n+1
n
dx
xs
=
∞∑
n=1
∫ n+1
n
(
1
ns
−
1
xs
)
dx
Probaremos que
∫ n+1
n
(
1
ns
−
1
xs
)
dx converge absolutamente para σ > 0.
En Efecto ∣∣∣∣
∫ n+1
n
(
1
ns
−
1
xs
)
dx
∣∣∣∣ =
∣∣∣∣s
∫ n+1
n
∫ x
n
du
ns+1
dx
∣∣∣∣ (2.1)
=
∣∣∣∣s
∫ n+1
n
([
u−s
−s
]x
n
)
dx
∣∣∣∣
=
∣∣∣∣s
∫ n+1
n
(
x−s
−s
−
n−s
−s
)
dx
∣∣∣∣
=
∣∣∣∣ss
∫ n+1
n
(
−x−s + n−s
)
dx
∣∣∣∣
=
∣∣∣∣
∫ n+1
n
(
−
1
xs
+
1
ns
)
dx
∣∣∣∣
Luego de (2.1) obtenemos,∣∣∣∣
∫ n+1
n
(
1
ns
−
1
xs
)
dx
∣∣∣∣ ≤ |s|
∫ n+1
n
∫ x
n
∣∣∣∣ duus+1
∣∣∣∣ dx
= |s|
∫ n+1
n
∫ x
n
du
uσ+1
dx.
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Puesto que n ≤ u ≤ x ≤ n+ 1, se tiene
1
uσ+1
≤
1
nσ+1
.
As´ı ∣∣∣∣
∫ n+1
n
(
1
ns
−
1
xs
)
dx
∣∣∣∣ ≤ |s|nσ+1
∫ n+1
n
∫ n+1
n
dudx =
|s|
nσ+1
<
M
nσ+1
,
y se sigue que
∞∑
n=1
∣∣∣∣
∫ n+1
n
(
1
ns
−
1
xs
)∣∣∣∣ ≤
∞∑
n=1
M
nσ+1
<∞
Por lo tanto se obtiene la convergencia uniforme en un subconjunto compacto
contenido en σ > 0..
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Proposicio´n 2.9. [PASO 3]
La funcio´n ϑ(x) satisface ϑ(x) = O(x).
Demostracio´n. Se probara´ que existe A > 0 tal que
ϑ(x) ≤ Ax para x ≥ 1.
22n = (1 + 1)2n =
(
2n
n
)
+ · · ·+
(
2n
2n
)
≥
(
2n
n
)
≥
∏
n<p≤2n
p.
si n < p ≤ 2n entonces p aparece en las descomposicio´n del entero (n +
1) · · · (2n)/n! por lo menos una vez.
As´ı tenemos
22n ≥
∏
n<p≤2n
p = exp
{
log
∏
n<p≤2n
p
}
= exp
{ ∑
n<p≤2n
}
= exp{ϑ(2n)− ϑ(n)}.
Luego,
exp{ϑ(2n)− ϑ(n)} ≤ 22n
ϑ(2n)− ϑ(n) ≤ 2n log(2)
Ahora tomemos x = 2m, para m ∈ N,
Tenemos que:
ϑ(x) = ϑ(2m)− ϑ(1)
= (ϑ(2m)− ϑ(2m−1)) + (ϑ(2m−1)− ϑ(2m−2)) + ϑ(2m−2) + · · ·+ (ϑ(2)− ϑ(1)).
≤ 2m log(2) + 2m−1 log(2) + 2m−2 log(2) + · · ·+ 2 log(2)
= (2m + 2m−1 + 2m−2 + · · ·+ 2) log(2)
= 2
(
2m − 1
2− 1
)
. log(2)
As´ı,
ϑ(x) ≤ 2(2m−1) log(2) ≤ (2m+1−2) log(2) ≤ 2m+1 log(2) = 2m2 log(2) = x(2 log(2))
Por lo tanto ϑ(x) < 2 log(2).x
ϑ(x) < A.x donde A = 2 log(2)
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Proposicio´n 2.10. [PASO 4]
Si σ ≥ 1 entonces ζ(s) 6= 0 y adema´s
Φ(s)−
1
s− 1
es anal´ıtica en el semiplano σ ≥ 1.
Demostracio´n. Primero veamos que si σ > 1 entonces ζ(s) 6= 0.
De la proposicio´n 2.7 tenemos que∣∣∣∣ 1ζ(s)
∣∣∣∣ = ∏
p
∣∣∣∣1− 1ps
∣∣∣∣ ≤∏
p
(
1 +
1
pσ
)
≤
∏
p
(
1 +
1
pσ
+
1
p2σ
+ · · ·
)
= ζ(σ) <∞.
Por lo tanto ζ(s) 6= 0 para σ > 1. Al tomar logaritmo a ζ(s), se tiene
log ζ(s) = log
∏
p
(
1−
1
ps
)−1
= −
∑
p
log
(
1−
1
ps
)
.
Al derivar tenemos
−
ζ ′(s)
ζ(s)
=
∑
p
d
ds
log
(
1−
1
ps
)
=
∑
p
log p
ps − 1
.
Por otra parte
∑
p
log p
ps − 1
=
∑
p
ps log p
ps(ps − 1)
=
∑
p
ps log p− log p+ log p
ps(ps − 1)
=
∑
p
(ps − 1) log p+ log p
ps(ps − 1)
=
∑
p
[
log p
ps
+
log p
ps(ps − 1)
]
de donde
−
ζ ′(s)
ζ(s)
=
∑
p
log p
ps − 1
= Φ(s) +
∑
p
log p
ps(ps − 1)
.
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Afirmamos que ∑
p
log p
ps(ps − 1)
converge absolutamente para σ > 1/2. Para comprobar esta afirmacio´n, tra-
bajaremos primero algunas acotaciones.
Tenemos que
|ps − 1| ≥ |ps| − 1 = pσ − 1 >
pσ
10
y al invertir
1
|ps − 1|
<
10
pσ
.
Luego ∑
p
∣∣∣∣ log pps(ps − 1)
∣∣∣∣ =∑
p
log p
|ps||ps − 1|
≤ 10
∑
p
log p
p2σ
.
Por el Lema 2.6, la u´ltima serie converge pues 2σ > 1.
Por el teorema de convergencia anal´ıtica, la siguiente serie
F (s) :=
∑
p
log p
ps(ps − 1)
es una funcio´n anal´ıtica en el semiplano σ >
1
2
.
Luego
Φ(s) = −
ζ ′(s)
ζ(s)
−
∑
p
log p
ps(ps − 1)
= −
ζ ′(s)
ζ(s)
− F (s).
Ahora veamos que Φ(s) sea anal´ıtica.
Por la Proposicio´n 2.8, tenemos que h(s) := ζ(s) −
1
s− 1
es anal´ıtica en
σ > 0. Despejando ζ(s)
ζ(s) =
1
s− 1
+ h(s)
escribimos h(s) como
h(s) =
(s− 1)h(s)
s− 1
=
H(s)
s− 1
con H(s) = (s− 1)h(s),
tenemos
ζ(s) =
1
s− 1
(1 +H(s)).
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Haciendo G(s) = 1 +H(s), obtenemos
ζ(s) =
G(s)
s− 1
.
As´ı ζ(s) es el producto de dos funciones. Luego tomando logaritmos y deri-
vando despue´s obtenemos
−
ζ ′(s)
ζ(s)
=
1
s− 1
−
G′(s)
G(s)
.
Luego
Φ(s) = −
ζ ′(s)
ζ(s)
− F (s) =
1
s− 1
−
G′(s)
G(s)
− F (s).
As´ı Φ(s) se extiende meromorfamente a σ > 1/2. Es decir, Φ(s) es anal´ıtica
en σ > 1/2 excepto en s = 1 y en los puntos donde ζ(s) se anula, pues estos
representan los polos de Φ(s). Recordemos que en s = 1 es donde ζ(s) tiene
su polo.
Finalmente probemos que ζ(1 + iα) 6= 0 para todo α 6= 0, α ∈ R.
Luego, por el principio de reflexio´n de Schwartz se tiene ζ(s) = ζ(s), ver [3;
pa´g. 155].
Deducimos que si ρ es un cero de ζ(s) entonces su conjugado ρ tambie´n es
un cero.
Ahora suponemos que ζ(s) tiene un cero de orden µ en s = 1± iα y un cero
de orden ν en s = 1± 2α.
Como
ζ(s)−
1
s− 1
= h(s)
es anal´ıtica en σ > 0, entonces µ, ν son entero no negativos. Por tanto
l´ım
ǫ→0
ǫΦ(1 + ǫ) = l´ım
ǫ→0
ǫ
1 + ǫ− 1
− l´ım
ǫ→0
G′(1 + ǫ)
G(1 + ǫ)
− l´ım
ǫ→0
ǫ F (1 + ǫ) = l´ım
ǫ→0
ǫ
ǫ
= 1
ya que el segundo y el tercer l´ımite se anulan pues G(1) y F (s) es anal´ıtica
en σ > 1/2. Se cumple adema´s lo siguiente
l´ım
ǫ→0
ǫΦ(1 + ǫ± iα) = −µ,
l´ım
ǫ→0
ǫΦ(1 + ǫ± 2iα) = −ν.
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Por la Definicio´n 2.2, tenemos que
2∑
r=−2
(
4
2 + r
)
Φ(1 + ǫ+ irα) =
2∑
r=−2
(
4
2 + r
)∑
p
log p
p1+ǫ+irα
=
∑
p
log p
p1+ǫ
2∑
r=−2
(
4
2 + r
)
1
pirα
=
∑
p
log p
p1+ǫ
(
6 + 4
(
1
piα
+
1
p−iα
)
+
(
1
p2iα
+
1
p−2iα
))
= 2
∑
p
log p
p1+ǫ
(3 + 4 cos(α log p) + cos(2α log p))
= 4
∑
p
log p
p1+ǫ
(1 + cos(α log p))2 ≥ 0
ya que
3 + 4 cos θ + cos 2θ = 3 + 4 cos θ + 2 cos2 θ − 1 = 2(1 + cos θ)2 > 0.
Por lo tanto
2∑
r=−2
(
4
2 + r
)
Φ(1 + ǫ+ irα) ≥ 0.
Al multiplicar por ǫ y tomar el l´ımite cuando ǫ→ 0 obtenemos
−ν − 4µ+ 6− 4µ− ν =
2∑
r=−2
(
4
2 + r
)
l´ım
ǫ→0
ǫΦ(1 + ǫ+ irα) ≥ 0.
Donde 6 ≥ 8µ+2ν ≥ 8µ. Ya que ν es un nu´mero entero no negativo entonces
µ = 0. Por lo tanto ζ(1 + iα) 6= 0.
Proposicio´n 2.11. [PASO 5]
La integral
∫ ∞
1
ϑ(x)− x
x2
dx es convergente.
Para probar esta proposicio´n es necesario el teorema 1.12 demostrado en
la seccion 1.7
Teorema 1.12. Sea f : [1,∞) → R una funcio´n integrable en cada
intervalo finito [a, b] ⊂ [0,∞), tal que f(x) = O(x). Sea s = σ + it. Para
σ > 1 sea
g(s) =
∫ ∞
1
f(x)
xs+1
dx.
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Supongamos que en σ > 1 la funcio´n g(s) es anal´ıtica. Si g(s) admite una
prolongacio´n anal´ıtica al semiplano cerrado σ ≥ 1 entonces
l´ım
X→∞
∫ X
1
f(x)
x2
dx = g(1).
Demostracio´n de la proposicio´n 2.11. ,
De la Definicio´n 2.2, tenemos que para σ > 1
Φ(s) =
∑
p
log p
ps
=
∞∑
n=2
1
ns
(ϑ(n)− ϑ(n− 1))
= −
∞∑
n=2
(
1
ns
−
1
(n− 1)s
)
ϑ(n− 1) = s
∞∑
n=2
ϑ(n− 1)
∫ n
n−1
dx
xs+1
= s
∞∑
n=2
∫ n
n−1
ϑ(x)
xs+1
dx = s
∫ ∞
1
ϑ(x)
xs+1
dx.
Por lo tanto
1
s
Φ(s) =
∫ ∞
1
ϑ(x)
xs+1
dx.
Luego
1
s
Φ(s)−
1
s− 1
=
∫ ∞
1
ϑ(x)− x
xs+1
dx.
Puesto que la funcio´n
1
s
Φ(s)−
1
s− 1
es anal´ıtica en el semiplano cerrado σ ≥ 1, tenemos por el teorema anal´ıtico
que la siguiente integral converge∫ ∞
1
ϑ(x)− x
x2
dx.
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Proposicio´n 2.12. [PASO 6]
Se cumple que
l´ım
x→∞
ϑ(x)
x
= 1.
Demostracio´n. Para demostrar esta proposicio´n suponemos lo contrario, es
decir que existe un k > 1 tal que ϑ(x)/x ≥ k para x arbitrariamente grandes.
Como ϑ(x) es no decreciente, entonces ϑ(t) ≥ ϑ(x) ≥ kx siempre que x ≤
t ≤ kx. Por lo tanto ∫ kx
x
ϑ(t)− t
t2
dt ≥
∫ kx
x
kx− t
t2
dt.
Hacemos un cambio de variable t = xu y ahora tenemos∫ kx
x
ϑ(t)− t
t2
dt ≥
∫ k
1
k − u
u2
du > 0.
Esto contradice el criterio de Cauchy para la convergencia de integrales im-
propias. Por lo tanto no existe k tal que ϑ(x)/x ≥ k para x arbitrariamente
grande.
De manera similar, si ϑ(x) ≤ kx, para valores arbitrariamente grandes de
x y k < 1 entonces∫ x
kx
ϑ(t)− t
t2
dt ≤
∫ x
kx
kx− t
t2
dt =
∫ 1
k
k − t
t2
dt < 0
esto tambie´n contradice el criterio de Cauchy.
Ahora usaremos la Proposicio´n 2.12 para demostrar el teorema de los
nu´meros primos. Notemos que
ϑ(x) =
∑
p≤x
log p ≤
∑
p≤x
log x = π(x) log x.
Tambien tenemos que para todo ǫ > 0,
ϑ(x) ≥
∑
x1−ǫ≤p≤x
log p ≥
∑
x1−ǫ≤p≤x
(1− ǫ) log x
= (1− ǫ) log x[π(x)− π(x1−ǫ)].
Como π(x1−ǫ) ≤ x1−ǫ, tenemos
ϑ(x) ≥ (1− ǫ) log x[π(x)− (x1−ǫ)].
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As´ı,
ϑ(x)
log x
≤ π(x) ≤
ϑ(x)
(1− ǫ) log x
+ (x1−ǫ).
Multiplicamos a la desigualdad por log x y luego lo dividimos entre x, as´ı
obtenemos
ϑ(x)
x
≤
π(x) log x
x
≤
ϑ(x)
x
1
(1− ǫ)
+
log x
xǫ
.
Luego tomamos el l´ımite cuando x→∞ , obtenemos que
1 ≤ l´ım
x→∞
π(x) log x
x
≤
1
1− ǫ
.
Al hacer ǫ→ 0 concluimos que
l´ım
x→∞
π(x)
x/ log x
= 1.
De esta manera hemos concluido con la demostracio´n del teorema de los
nu´meros primos.
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Conclusiones
1. El teorema de los nu´meros primos es uno de los resultados ma´s
importantes de la matema´tica y fue demostrado en el an˜o 1896
por Jacques Hadamard.
2. Las primeras demostraciones del teorema eran muy dif´ıciles de
entender, pero con el paso del tiempo surgieron demostraciones
cada vez ma´s transparentes y elementales.
3. La prueba ma´s simple conocida hoy en d´ıa es la de D. J. Newman
del an˜o 1980, utiliza resultados ba´sicos del ana´lisis complejo y
algunos resultados de teor´ıa algebraica de nu´meros, y es posible
descomponerla en 6 pasos accesibles, los cuales se describen en el
presente trabajo.
4. El teorema de los nu´meros primos sirve de punto partida para
investigar ma´s a profundidad la teor´ıa de nu´meros.
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Ape´ndice
Potencias de 10 Nu´meros primos menores o iguales a x Error de la aproximacio´n Error relativo
x π(x) π(x) -
x
ln(x)
π(x)−
x
ln(x)
π(x)
10 4 -0.3 -0,075
102 25 3.3 0,132
103 168 23 0,136904762
104 1,229 143 0,11635476
105 9,592 906 0,094453711
106 78,498 6,116 0,077912813
107 664,579 44,158 0,066445073
108 5,761,455 332,774 0,057758674
109 50,847,534 2,592,592 0,050987566
1010 455,052,511 20,758,029 0,045616777
1011 4,118,054,813 169,923,159 0,041262967
1012 37,607,912,018 1,416,705,193 0,037670403
1013 346,065,536,839 11,992,858,452 0,034654877
1014 3,204,941,750,802 102,838,308,636 0,032087419
1015 29,844,570,422,669 891,604,962,452 0,029874947
1016 279,238,341,033,925 7,804,289,844,393 0,02794849
1017 2,623,557,157,654,233 68,883,734,693,281 0,026255854
1018 24,739,954,287,740,860 612,483,070,893,536 0,024756839
1019 234,057,667,276,344,607 5,481,624,169,369,960 0,023419973
1020 2,220,819,602,560,918,840 49,347,193,044,659,701 0,022220262
1021 21,127,269,486,018,731,928 446,579,871,578,168,707 0,021137605
1022 201,467,286,689,315,906,290 4,060,704,006,019,620,994 0,020155649
1023 1,925,320,391,606,803,968,923 37,083,513,766,578,631,309 0,001926096
1024 18,435,599,767,349,200,867,866 339,996,354,713,708,049,069 0,018442381
1025 176,846,309,399,143,769,411,680 3,128,516,637,843,038,351,228 0,017690596
1026 1,699,246,750,872,437,141,327,603 28,883,358,936,853,188,823,261 0,016997743
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