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Universal dynamics and thermalization in isolated quantum systems
The goal of this work is to explore the relaxation dynamics of isolated quantum systems driven out of
equilibrium, focusing on nonequilibrium phenomena emerging on the way to thermal equilibrium. We
study close-to-equilibrium states relaxing to thermal equilibrium directly as well as far-from-equilibrium
states approaching a transient regime characterized by a self-similar time evolution.
One of the most persistent challenges concerns the thermalization process of the quark-gluon plasma
in heavy-ion collisions. We address this issue by investigating the equilibration process of the quark-
meson model, an effective low-energy theory of quantum chromodynamics (QCD) that captures im-
portant features of QCD including the chiral phase transition. Our simulations probe the approach
of quantum thermal equilibrium, characterized by the emergence of Bose-Einstein and Fermi-Dirac
distribution functions, in different regions of the phase diagram. We find additional light fermionic
degrees of freedom in the crossover region of the quasiparticle excitation spectrum.
A remarkable feature of isolated quantum systems is that far-from-equilibrium states can approach
nonthermal fixed points, where the dynamics becomes self-similar and universal across disparate phys-
ical systems. We study the infrared nonthermal fixed point by investigating the scaling properties of
distribution functions in a relativistic scalar field theory as well as a spin-1 Bose gas. For the scalar
field theory we also compute the effective four-vertex and unequal-time two-point correlation functions
entailing the nonthermal properties of the system in terms of a strongly violated fluctuation-dissipation
theorem. In the spin-1 Bose gas quickly emerging long-range correlations indicate the formation of a
condensate out of equilibrium.
Universelle Dynamik und Thermalisierung in isolierten Quantensystemen
Das Ziel dieser Arbeit ist es, die Relaxationsdynamik von aus dem Gleichgewicht gebrachten
isolierten Quantensystemen besser zu verstehen. Dabei liegt der Fokus auf Nichtgleichgewichtsphänome-
nen auf dem Weg zum thermischen Gleichgewicht. Wir betrachten Zustände nahe des Gleichgewichts,
die direkt zum thermischen Gleichgewicht relaxieren, sowie Zustände fern des Gleichgewichts, welche
zwischenzeitlich ein Regime mit selbstähnlicher Zeitevolution erreichen.
Der Thermalisierungsprozess des Quark-Gluon-Plasmas stellt eine der langanhaltenden Heraus-
forderungen dar. Wir befassen uns mit diesem Problem, indem wir den Thermalisierungsprozess des
Quark-Meson-Modells, einer effektiven Niedrigenergietheorie der Quantenchromodynamik (QCD), die
wichtige Eigenschaften der QCD wie den chiralen Phasenübergang enthält, untersuchen. In unseren
Simulationen erreicht das System den Quantengleichgewichtszustand, welcher sich durch Bose-Einstein
und Fermi-Dirac Verteilungsfunktionen auszeichnet, in verschiedenen Regionen des Phasendiagrams.
Wir beobachten im Quasiteilchenspektrum des Systems zusätzliche leichte fermionische Freiheitsgrade
im Bereich des Crossover-Übergangs.
Eine besondere Eigenschaft von isolieren Quantensystemen ist, dass sie sich fern des Gleichgewichts
nichtthermischen Fixpunkten nähern können, an denen die Dynamik selbstähnlich und über ver-
schiedene physikalische Systeme hinweg universell wird. Wir untersuchen den nichtthermischen Fix-
punkt im Infrarotbereich anhand der Skalierungseigenschaften von Verteilungsfunktionen einer rela-
tivistischen Skalarfeldtheorie sowie eines Spin-1 Bosegases. Für die Skalarfeldtheorie berechnen wir
zudem den effektiven Viervertex und Zweipunktkorrelationsfunktionen zu ungleichen Zeiten, welche
die nichtthermischen Eigenschaften des Systems in Form eines gebrochenen Fluktuations-Dissipations-
Theorems aufzeigen. Beim Spin-1 Bosegas signalisiert der schnelle Aufbau von langreichweitigen Kor-
relationen die Formierung eines Kondensats fern des Gleichgewichts.
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The approach to thermal equilibrium in isolated quantum systems is a challenging subject that plays
an important role in various fields of physics such as cosmology [1–4], high-energy [5–7] and condensed
matter physics [8–11]. The question of whether, and how, closed quantum systems equilibrate, once
they are driven out of equilibrium, addresses fundamental relationships between the macroscopic de-
scription of statistical physics and the microscopic quantum world. While the description of thermal
states has been established within the framework of quantum statistical physics, there remain open
questions about how thermodynamic properties emerge from local dynamics following microscopic
laws [12, 13].
The current interest in this topic is in particular triggered by recent experimental advances in
atomic, molecular, optical, and condensed matter physics, which now allow one to build, control, and
study various assemblies of isolated quantum systems in the laboratory [14]. The availability of these
experimental platforms provides an unprecedented opportunity to explore the nonequilibrium dynam-
ics of closed interacting quantum systems [15]. One guiding question of intensive experimental and
theoretical efforts is: How does an isolated quantum many-body system that is prepared in a nonther-
mal initial state relax to thermal equilibrium? The two research areas heavy-ion physics and ultracold
atoms, where this question is currently addressed, serve as the main motivation for the work in this
thesis and are briefly outlined in the following.
In the field of heavy-ion physics, understanding nonequilibrium dynamics and thermalization is a
major challenge. Ultrarelativistic heavy-ion collisions create a medium with very high energy density,
where atomic nuclei break up into quarks and gluons. The early stages of a highly energetic heavy-ion
collision constitute a far-from-equilibrium environment with the subsequent thermalization process
posing one of the central and challenging problems. After rapidly thermalizing, the quarks and gluons
form a hot and dense state of matter known as the quark-gluon plasma (QGP). As the system further
expands and cools down, quarks and gluons combine to hadrons.
One goal of current research programs on heavy ions is to explore the different states of strongly
interacting matter and establish a connection to the corresponding phase diagram [7, 16, 17]. While in
particular the transition from the QGP to the hadronic states is of interest, most experimental observ-
ables can only provide information about the integrated time evolution of the system. Disentangling
the different stages of the thermalization process is challenging both experimentally and theoretically.
Currently, the time evolution of the deconfined medium produced in heavy-ion collisions can be ana-
lyzed using a combination of real-time lattice simulation techniques at early times [18, 19], effective
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Figure 1.1: Visualization of different ways to approach thermal equilibrium. Initial conditions close to
equilibrium may lead a system directly to the thermal state. For far-from-equilibrium initial conditions
a system can approach a nonthermal fixed point before relaxing to thermal equilibrium. In the vicinity
of such a nonthermal fixed point, the time evolution becomes self-similar and is characterized by
universal scaling functions and universal scaling exponents. This figure was first used in the preprint
version of [27] and later appeared in [28]; it is based on many works concerning nonthermal fixed
points, inter alia [27–38].
kinetic theory at intermediate times [20, 21], and hydrodynamics at late times [22, 23]. Thereby ki-
netic theory entails how the preequilibrium system evolves into a state of quasilocal equilibrium well
accounted for by viscous hydrodynamics.
The relaxation to thermal equilibrium also plays a role in ongoing research activities with ultracold
atoms, which contribute to our current understanding of nonequilibrium dynamics in quantum many-
body systems. A plethora of atomic species can by now be cooled to ultracold temperatures, reaching
down to the nanokelvin scale, by applying a sequence of different cooling techniques, where the gas
is confined by magnetic or optical fields [24, 25]. At such low temperatures, the quantum mechanical
nature of atoms leads to a plethora of interesting phenomena such as Bose-Einstein condensation. The
created clouds of ultracold atoms are well isolated from the environment and accessible for experimen-
tal studies. Since ultracold quantum gas experiments can be used to realize generic models of quantum
field theory, they open the door to study fundamental aspects of thermalization processes in isolated
quantum systems [26].
With the impetus from heavy-ion collisions and ultracold atomic gases, this thesis aims to contribute
to our understanding of far-from-equilibrium dynamics and thermalization in isolated quantum sys-
tems. While there exist many nonequilibrium phenomena in nature, here the focus is put on two
kinds of relaxation dynamics, as sketched in Figure 1.1. If the system is prepared in an initial state
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close to equilibrium, it can quickly thermalize. Reaching the state of thermal equilibrium, the system
effectively looses all memory about the details of the initial state. In contrast, for far-from-equilibrium
initial conditions the system can take a trajectory where it approaches a nonthermal fixed point before
relaxing to thermal equilibrium [27–38]. At a nonthermal fixed point, an effective loss of memory oc-
curs and the dynamics of the system becomes self-similar. The correlation functions can be described
in terms of scaling functions and scaling exponents, which results in an enormous reduction of the
sensitivity to details of the underlying microscopic theory and initial conditions. Various field theories
or physical systems can exhibit the same universal scaling properties such that systems can be grouped
into universality classes. The existence of universal regimes leads to the observation of qualitative and
even quantitative agreements between different physical systems. Using the concept of universality,
one can employ simple model systems to learn more about systems that belong to the same universality
class but are otherwise difficult to access.
The first main topic of this thesis concerns the trajectory of direct thermalization. We employ the
quark-meson model as an effective low-energy approach to quantum chromodynamics (QCD). Starting
from different nonequilibrium initial states, our simulations capture the whole time evolution. In
particular, we compute spectral properties. An effective loss of memory of the initial state occurs
as the system approaches quantum thermal equilibrium characterized by Bose-Einstein and Fermi-
Dirac statistics. The system thermalizes in different regions of the phase diagram of the model, with
final states only depending on the energy of the initial state and not on microscopic details. We find
additional light fermionic degrees of freedom in the crossover region of the excitation spectrum.
Universal dynamics at a nonthermal fixed point is the second main topic analyzed in this thesis.
Universality classes occurring far from equilibrium provide exciting new links between different physical
systems such as deconfined nuclear matter and cold atomic gases. Here we study the dynamics in the
vicinity of nonthermal fixed points by means of two different physical systems.
On the one hand, we consider (massless) relativistic scalar fields interacting via a quartic self-
interaction. Since the infrared scaling exponents and functions of this model belong to the same
universality class as the nonrelativistic scalar field theory [32], it can be used to study universal
properties of dilute Bose gases. Based on the universality between highly occupied scalar and gauge
field theories at weak couplings [27], one may also use this model to learn more about the highly
occupied gluon fields created in the initial stages of heavy-ion collisions. In our analysis we employ an
effective action approach that includes quantum effects from first principles. A systematic expansion
in the number of field components allows us to study nonperturbatively large couplings. Our approach
provides direct access to the nonequilibrium dynamics of unequal-time two-point correlation functions,
which carry information about the excitation spectrum of the system. A comparison of spectral
functions and statistical correlations allows us to study the fluctuation-dissipation relation, where a
strong violation in the infrared regime is observed. Moreover, we show that the effective four-vertex
function also reveals self-similar scaling behavior.
One the other hand, we investigate a spin-1 Bose gas subject to strong spin-dependent interactions.
Present-day experiments can realize ultracold atomic gases forming spin-1 Bose-Einstein condensates.
We employ classical-statistical simulations to study the far-from-equilibrium time evolution starting
from different initial conditions. While we can probe certain scaling properties, the system does not
approach the self-similar scaling regime associated to nonthermal fixed points. We observe the quick
emergence of long-range correlations in the system which signals the formation of a condensate far
from equilibrium.
4 Chapter 1. Introduction
1.1 Outline of the thesis
This thesis covers three parts. The first part discusses the far-from-equilibrium dynamics of rela-
tivistic scalar field theories. The main objective is to gain a better understanding of equal-time and
unequal-time quantities in the nonequilibrium evolution. The second part deals with the thermaliza-
tion dynamics of the quark-meson model, where scalar fields are coupled to fermion fields. Here, the
main interest is to study spectral properties of the system undergoing a thermalization process. The
third part explores the far-from-equilibrium dynamics in a spin-1 Bose gas. The aim is to study the
time evolution of systems including spin-dependent interactions in order to gain a better understanding
of ongoing experimental efforts.
The theoretical foundation for the first two parts is laid out in Chapter 2 introducing the treatment
of nonequilibrium quantum field theory in terms of the two-particle irreducible (2PI) effective action.
We discuss functional methods in detail before presenting self-consistent nonequilibrium evolution
equations. Analytical expressions for systematic expansion schemes are provided. The analyses in
Chapters 3 and 4 employ this 2PI effective action framework for the investigation of nonequilibrium
real-time dynamics.
In Chapter 3 we study the far-from-equilibrium dynamics of a relativistic 𝑁 -component scalar field
theory close to a nonthermal fixed point. We study both equal-time as well as unequal-time correlation
functions. Universal scaling properties and correlation functions are determined in momentum and time
in the self-similar regime. Comparing the spectral and statistical components of two-point correlation
functions reveals strong violations of the fluctuation-dissipation relation in the nonperturbative infrared
regime.
Chapter 4 deals with the thermalization process of a low-energy effective theory for QCD, the
so-called quark-meson model. We show that the time evolution starting from nonequilibrium initial
conditions leads to late-time states in quantum thermal equilibrium characterized by the fluctuation-
dissipation relation. Our simulations provide insight into the emergent degrees of freedom during
the time evolution as spectral functions encode the quasiparticle content of the system. Computing
different order parameters of the model allows us to distinguish final states in the chirally broken,
crossover, and chirally symmetric regions of the phase diagram.
The theoretical background for the third part is given in Chapter 5 where we introduce spin-1 Bose-
Einstein condensates and their interactions. The mean-field and Bogoliubov approximations provide
insight into the mean-field phase diagram and the excitation spectrum of the system.
Chapter 6 discusses the nonequilibrium dynamics of a spin-1 Bose gas subject to strong spin-
dependent interactions. Although the particle distribution functions become self-similar for a wide
range of times, the system does approach a universal self-similar scaling regime. We observe a signif-
icant deceleration of the dynamics that is accompanied with a fast buildup of long-range correlations
indicating the formation of a nonthermal condensate.
Finally, Chapter 7 summarizes the main results of this thesis and gives an outlook onto future
prospects of this work.
We note that the main results of the conducted research are contained in Chapters 3, 4 and 6. In
addition, substantial information allowing prospective students or coworkers to work on these topics
is provided in the appendices for each of these chapters.
Chapter 2
Quantum field theory out of
equilibrium
This chapter provides background knowledge for the description of quantum fields out of equilibrium
using functional integrals. We present the treatment of nonequilibrium quantum field theory in terms
of the so-called two-particle irreducible (2PI) effective action, including relevant expressions and com-
monly used approximation schemes for the relativistic scalar field theory as well as the quark-meson
model. Readers acquainted with 2PI effective action techniques can continue with Chapter 3, where
the required theoretical basics are pointed out briefly.
In nonequilibrium quantum field theory one is concerned with a real-time description of quantum
processes out of equilibrium using techniques from quantum field theory. There is a broad range of
applications, including relativistic heavy-ion collision experiments, early universe cosmology as well as
collective phenomena in condensed matter physics. For introductory texts, see for instance [39–43].
Nonequilibrium dynamics can be studied through the time evolution of correlation functions since
in quantum field theory the complete physical information is contained in the set of all 𝑛-point corre-
lation functions. For example, two-point functions provide basic information about field excitations,
which we interpret as particles, and can be used to define occupation numbers.
This chapter is organized as follows. In Section 2.1 we recall the functional methods that are used in
quantum field theory to calculate correlation functions. Subsequently, Section 2.2 outlines the theoret-
ical framework needed to obtain information about systems out of equilibrium. The building blocks for
studying the nonequilibrium evolution of a real scalar field theory are presented in Section 2.3. Finally,
the quark-meson model and its description within the 2PI framework are outlined in Section 2.4.
The discussion of this chapter provides the theoretical basics for Chapters 3 and 4. The theoretical
background for Chapter 6 is presented in Chapter 5.
2.1 The functional integral representation of quantum field
theory
The path integral formalism is one way to describe a quantum field theory. Details on the functional
approach to quantum field theory can be found in standard textbooks, e.g. [44–46]. The basic object of
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the path integral approach is the generating functional 𝑍[𝐽], from which all 𝑛-point correlation func-
tions can be computed. A particular theory is solved in its entirety if an exact closed-form expression
for 𝑍[𝐽] of that theory is found. In this section, we present functional methods for a vacuum quantum
field theory using the example of a single scalar quantum field 𝜑. In later sections, the results are
carried forward to the 𝑁 -component scalar field theory as well as the quark-meson model.
2.1.1 The generating functional
Time-ordered correlation functions in quantum field theory are the expectation values of time-ordered
products of field operators. In the path integral representation of quantum field theory, such an
expectation value is expressed in terms of a functional integral. For a scalar field 𝜑 with classical
action 𝑆[𝜑], the 𝑛-point correlation function is given by
⟨𝑇𝜑(𝑥1)…𝜑(𝑥𝑛)⟩ =
∫𝒟𝜑 𝜑(𝑥1)…𝜑(𝑥𝑛) 𝑒𝑖𝑆[𝜑]
∫𝒟𝜑 𝑒𝑖𝑆[𝜑] , (2.1)
where the time-ordering operator 𝑇 orders the field operators from right to left in time. Note that this
𝑛-point correlation function does not include vacuum bubble contributions as they are canceled out by
the denominator. In terms of Feynman diagrams, this means that (2.1) contains both fully connected
as well as partially connected diagrams with 𝑛 external points, but no vacuum bubble diagrams that
are not connected to any of the external points. We define the so-called generating functional
𝑍[𝐽] ≡ ∫𝒟𝜑 𝑒𝑖𝑆[𝜑]+𝑖𝐽⋅𝜑 , (2.2)
which depends on an external source term 𝐽(𝑥). Here, we use the dot as a shorthand notation for
one spacetime integration, i.e. 𝐽 ⋅ 𝜑 = ∫d4𝑥 𝐽(𝑥)𝜑(𝑥). Equivalently, the generating functional can be




which corresponds to the canonical quantization formulation of quantum field theory [44]. One can
compute any time-ordered 𝑛-point correlation function from the generating functional by taking 𝑛










The equations of motion for all 𝑛-point correlation functions are encoded in the generating functional
𝑍[𝐽], for which different representations in terms of effective actions exist. In the upcoming sections,
we discuss the effective action, the one-particle irreducible (1PI) and the two-particle irreducible (2PI)
effective action, where the latter is used later to derive the nonequilibrium equations of motion for
one- and two-point correlation functions.
2.1.2 The effective action
We are particularly interested in computing fully connected correlation functions since they carry the
relevant information, while all disconnected diagrams can be constructed from connected ones. The
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effective action, defined as
𝑖𝑊[𝐽] = ln 𝑍[𝐽]𝑍[0] , (2.5)
provides the generating functional for these fully connected correlation functions. By taking derivatives








where diagrammatically all 𝑛 external points are connected to each other.
For later purposes, we explicitly state expressions for one-point and two-point functions. The




where the subscript 𝐽 stresses the dependence on the source 𝐽 . The connected one-point function,
also known as the field expectation value or the macroscopic field, follows directly as
𝜙(𝑥) = 𝜙𝐽(𝑥)∣
𝐽=0
= 𝐺(𝑥) = 𝛿𝑊[𝐽]𝛿𝐽(𝑥) ∣𝐽=0
. (2.8)
The connected two-point function can be computed according to




















= ⟨𝑇𝜑(𝑥)𝜑(𝑦)⟩ − 𝜙(𝑥)𝜙(𝑦) , (2.9)
where it becomes clear that the fully connected two-point function is just the full two-point function
deducting the disconnected pieces, which are phrased in terms of the macroscopic field.
Once all connected correlation functions are found, the theory is completely solved since the gen-
erating functional 𝑍[𝐽] can be recovered by exponentiation of 𝑖𝑊[𝐽].
2.1.3 The 1PI effective action
In this section, we consider an important subclass of the fully connected correlation functions: the
one-particle irreducible (1PI) 𝑛-point correlation functions. These are fully connected correlation func-
tions represented by Feynman diagrams that cannot be separated into two nontrivial diagrams by
cutting a single line. They are of particular interest since the renormalizability of a theory can be
determined from these 1PI correlation functions. If there are only finitely many divergent 1PI 𝑛-point
functions Γ(𝑛), all divergences can be removed by a finite number of local counterterms. Furthermore,
1PI diagrams can be used to describe quantum corrections to a two-point function, which are phrased
in terms of the self-energy.
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The generating functional for 1PI connected diagrams is called the 1PI effective action, which we
here denote by Γ1PI, and is obtained from the effective action𝑊[𝐽] by performing a Legendre transform
with respect to the macroscopic field. Assume that (2.7) can be inverted such that there exists a unique
𝐽𝜙(𝑥) being an 𝑥-dependent functional of 𝜙. Then the 1PI effective action can be written as
Γ1PI[𝜙] ≡ 𝑊[𝐽𝜙] −∫
𝑦
𝛿𝑊[𝐽]
𝛿𝐽(𝑦) 𝐽𝜙(𝑦) = 𝑊[𝐽𝜙] −∫𝑦
𝜙(𝑦)𝐽𝜙(𝑦) (2.10)
where 𝜙 is the field in the presence of the source 𝐽 . Consequently, the first functional derivative of the













𝜙(𝑦)𝛿𝐽𝜙(𝑦)𝛿𝜙(𝑥) − 𝐽𝜙(𝑥) = −𝐽𝜙(𝑥) ,
which vanishes in the absence of sources, meaning that the 1PI effective action has an extremum at
𝐽 = 0. Using ̄𝜙 = 𝜙𝐽=0 to denote the one-point function for vanishing external sources, this can be




Since ̄𝜙 is the field that extremizes the 1PI effective action, it is called the physical or stationary
solution. In other words, in the absence of external sources the 1PI effective action is extremal on its
physical field expectation value 𝜙 = ̄𝜙 and the equation of motion for ̄𝜙 is determined by (2.11). If 𝜙 is
not an extremum of Γ1PI[𝜙], i.e. 𝜙 ≠ ̄𝜙, it represents the expectation value of the field in the presence
of a nonzero background source [45]. Because ̄𝜙 must be constant in translation-invariant theories, it
is often referred to as vacuum in the literature. At the stationary solution, the 1PI effective action
coincides with the sourceless generating functional, i.e.
Γ1PI[𝜙 = ̄𝜙] = 𝑊[𝐽 = 0] , (2.12)
which reflects the fact that the 1PI effective action provides just another formulation containing all
information about the quantum field theory [47]. In contrast to the generating functional and the
effective action, the 1PI effective action (2.10) is a functional of the field only and does not depend
on the source 𝐽 . The 1PI correlation functions are computed by taking functional derivatives with







The 1PI two-point function Γ(2)(𝑥, 𝑦) is also referred to as the proper two-point function [48].
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Another related concept in quantum field theory is the 1PI effective potential defined as
𝑉1PI(𝜙const) = −
1
(2𝜋)4𝛿4(0) Γ1PI[𝜙 = 𝜙const], (2.14)
where 𝜙const is a constant field such that 𝑉1PI(𝜙const) is a function and not a functional [44]. When the
field is set constant in the effective action, kinetic terms vanish and all remaining terms can be pulled
out of the spacetime integral. The prefactor in (2.14) is introduced in order to cancel the resulting
spacetime volume factor ∫𝑥 = (2𝜋)
4𝛿4(0). We shall refer to the minimum of this effective potential as






In general, the minimum of an effective potential and the field expectation value are not equal, i.e.
𝜙min ≠ ̄𝜙(𝑥). However, in translational invariant theories ̄𝜙 must be constant in spacetime implying
that ̄𝜙 = 𝜙min such that the minimum of the 1PI effective potential and the stationary solution to the
1PI effective action coincide.
2.1.4 The 2PI effective action
An equivalent description of the physics can be phrased in terms of the two-particle irreducible (2PI)
effective action Γ2PI which is parametrized in terms of the one-point and two-point functions. The
2PI effective action is convenient for studying nonequilibrium initial-value problems and it allows for
systematic approximation schemes. A review can be found in [48].
To construct the 2PI effective action, we consider the effective action for (fully) connected Greens
functions again,
𝑍[𝐽,𝑅] = 𝑒𝑖𝑊[𝐽,𝑅] = ∫𝒟𝜑 𝑒𝑖𝑆[𝜑]+𝑖𝐽⋅𝜑+ 𝑖2𝜑⋅𝑅⋅𝜑, (2.16)
where not only a linear source 𝐽(𝑥) but also a bilinear source 𝑅(𝑥, 𝑦) is added such that both 𝑍 and
𝑊 now depend on two source terms. A variation of the effective action with respect to the source
terms yields the following relations to the one-point and two-point functions,
𝛿𝑊[𝐽,𝑅]
𝛿𝐽(𝑥) ∣𝐽=0,𝑅=0
= 𝜙(𝑥) , (2.17a)
𝛿𝑊[𝐽,𝑅]
𝛿𝑅(𝑥, 𝑦) ∣𝐽=0,𝑅=0
= 12 ⟨𝑇𝜑(𝑥)𝜑(𝑦)⟩ =
1
2(𝐺(𝑥, 𝑦) + 𝜙(𝑥)𝜙(𝑦)) , (2.17b)
which follows straightforwardly from (2.5) and (2.16). The 2PI effective action is obtained from
𝑖𝑊[𝐽,𝑅] by performing two Legendre transformations, one with respect to the linear source 𝐽 related
to the field 𝜙 and one with respect to the bilinear source 𝑅 related to the connected propagator 𝐺,





𝛿𝑅(𝑥, 𝑦) 𝑅(𝑦, 𝑥)
= 𝑊[𝐽,𝑅] −∫
𝑥
𝜙(𝑥)𝐽(𝑥) − 12 ∫𝑥,𝑦
𝐺(𝑥, 𝑦)𝑅(𝑥, 𝑦) − 12 ∫𝑥,𝑦
𝜙(𝑥)𝑅(𝑥, 𝑦)𝜙(𝑦) , (2.18)
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where 𝐽 and 𝑅 become functionals of 𝜙 and 𝐺 by inverting (2.17) in the presence of sources. In
contrast to the generating functionals 𝑍 and 𝑊 , the 2PI effective action is a functional of the one-
and two-point functions 𝜙 and 𝐺. From the expression (2.18) one can easily deduce the stationary
conditions
𝛿Γ2PI[𝜙,𝐺]
𝛿𝜙(𝑥) = −𝐽(𝑥) −∫𝑦
𝑅(𝑥, 𝑦)𝜙(𝑦) , 𝛿Γ2PI[𝜙,𝐺]𝛿𝐺(𝑥, 𝑦) = −
1
2𝑅(𝑥, 𝑦) . (2.19)
In the absence of sources, these yield the equations of motion for 𝜙 and 𝐺. Thus, the physical one-
point and two-point functions are determined by the stationary solutions ̄𝜙 and ̄𝐺 of the following two
conditions,
𝛿Γ2PI[𝜙,𝐺]
𝛿𝜙(𝑥) ∣𝜙= ̄𝜙,𝐺= ̄𝐺(𝜙)
= 0 , (2.20a)
𝛿Γ2PI[𝜙,𝐺]
𝛿𝐺(𝑥, 𝑦) ∣𝜙,𝐺= ̄𝐺(𝜙)
= 0 . (2.20b)
Here, the physical two-point function ̄𝐺(𝜙) is an implicit function of the field. Because it is obtained
by a variation of the 2PI effective action, it is also called the variational propagator. Note that the
stationary solutions are not necessarily equal to the vacuum expectation values minimizing the effective
potential [49].
In the absence of sources, the 2PI effective action evaluated at the stationary solution ̄𝐺(𝜙) is equal
to the 1PI effective action,
Γ1PI[𝜙] = Γ2PI[𝜙,𝐺 = ̄𝐺(𝜙)] . (2.21)
This relation can be extended to higher functional representations, the so-called 𝑛PI effective actions
Γ𝑛PI[𝜙,𝐺, 𝑉3,…, 𝑉𝑛], which are constructed accordingly and include the higher-order correlation func-
tions 𝑉3, … , 𝑉𝑛. For vanishing sources, these formulations are equivalent to the exact theory according
to
Γ1PI[𝜙] = Γ2PI[𝜙,𝐺 = ̄𝐺(𝜙)] = … = Γ𝑛PI[𝜙,𝐺 = ̄𝐺(𝜙),…, 𝑉𝑛 = ̄𝑉𝑛(𝜙)] . (2.22)
We note that this relation also holds in certain approximation schemes and allows us to calculate 1PI
correlation functions using the 2PI effective action or approximations of the 2PI effective action. This
is interesting because a crucial feature of 2PI-derivable approximations is that the derived equations
of motion conserve global symmetries and associated Noether currents in time. In particular, the
energy is conserved, which is very useful when studying out-of-equilibrium processes where most other
quantities, such as particle distribution functions, evolve in a complicated way. The conservation of
energy applies not only to the full 2PI effective action but to to any level of truncation. We emphasize
that truncations of the 2PI effective action can lead to differences between the variational propagator
̄𝐺(𝑥, 𝑦) and the proper two-point function Γ(2)(𝑥, 𝑦) [48].
Since most of the time the exact form of the 2PI effective action is not known, it is convenient to
decompose it into tree-level, one-loop and higher order contributions [50],
Γ2PI[𝜙,𝐺] = 𝑆[𝜙] + Γ1[𝜙,𝐺] + Γ2[𝜙,𝐺] + const. , (2.23)
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where the tree-level contribution is given by the classical action 𝑆 as a functional of the macroscopic field
𝜙, the one-loop terms are denoted by Γ1, and all higher order contributions are included in Γ2[𝜙,𝐺]. In
this framework Γ2[𝜙,𝐺] only contains contributions from 2PI vacuum diagrams with interactions given
by the classical action of the theory and propagator lines set equal to the fully connected propagator
𝐺(𝑥, 𝑦) in (2.17b). A diagram is called 2PI if it does not separate into two nontrivial diagrams when
cutting two propagator lines.
2.2 Nonequilibrium quantum field theory
In standard vacuum quantum field theory, one primarily considers the scattering of free particles
coming in from infinity and flying off to infinity after some interaction, a process that can be described
as a boundary value problem. In contrast, nonequilibrium quantum field theory deals with the time
evolution of a quantum system that is specified by an out-of-equilibrium state at some particular
initial time. Therefore, one now has to address an initial value problem where the initial state can be
determined by initial conditions for the correlation functions.
In this section, we describe the closed time path formalism and introduce the generating functional
for nonequilibrium setups. For more extensive discussions on nonequilibrium quantum field theory we
refer to [40–42, 51].
2.2.1 The nonequilibrium problem
Before coming to the closed time path, we briefly point out in what sense nonequilibrium quantum
field theory is challenging by contrasting with the equilibrium case. In equilibrium quantum field
theory, 𝑛-point correlation functions can be computed in the canonical quantization formalism using
the interaction picture, where the correlator is related to the vacuum as well as the creation and
annihilation operators of the free theory. Consider a quantum many-body system that is governed
by a time-dependent Hamiltonian 𝐻(𝑡). We assume that the time-dependence of 𝐻 is such that the
particles in the system are noninteracting in the distant past 𝑡 = −∞ as well as the distant future
𝑡 = +∞. The interactions are adiabatically switched on, reaching their actual physical strength at
some time before the observation time 𝑡, and adiabatically switched off, such that the system becomes
noninteracting again at some time after 𝑡.
At 𝑡 = ±∞, the ground state of the system corresponds to the simple ground state of the noninter-
acting system |0⟩. According to the Gell-Mann and Low theorem [52], the ground state |0⟩ is related
to the ground state of the interacting many-body system |Ω⟩ via the relation
|Ω⟩ = 𝑈𝜀(𝑡, −∞) |0⟩ , (2.24)
where 𝑈𝜀 is the adiabatic evolution operator with subscript 𝜀 indicating that the interactions are turned
on and off adiabatically. In the adiabatic case, turning interactions on and off brings the noninteracting
ground state of a system back to the same state up to a possible phase factor, i.e.
𝑈𝜀(−∞,∞) |0⟩ = 𝑒𝑖𝜃 |0⟩ , (2.25)
which implies that the phase factor is determined by 𝑒𝑖𝜃 = ⟨0| 𝑈𝜀(∞,−∞) |0⟩. As a consequence, the
expectation value of an operator 𝒪 with respect to the interacting ground state |Ω⟩ can be computed
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as follows:
⟨Ω|𝒪 |Ω⟩ = ⟨0|𝑈𝜀(−∞, 𝑡)𝒪𝑈𝜀(𝑡, −∞)|0⟩
= 𝑒−𝑖𝜃 ⟨0| 𝑒𝑖𝜃⏟
⟨0|𝑈𝜀(∞,−∞)
𝑈𝜀(−∞, 𝑡)𝒪𝑈𝜀(𝑡, −∞) |0⟩
= ⟨0|𝑈𝜀(∞, 𝑡)𝒪𝑈𝜀(𝑡, −∞)|0⟩⟨0| 𝑈𝜀(∞,−∞) |0⟩
. (2.26)
From the numerator of this equation we see that the ground state |0⟩ is first evolved from the distant
past to the observation time, where the observable operator 𝒪 acts, and then to the distant future,
where the overlap with the known state ⟨0| is computed. Thus, in this procedure one only needs to
consider the forward time evolution. Thereby, the denominator in (2.26) takes care of subtracting the
vacuum loop contributions, i.e. all diagrams that are not connected to any external points.
Unfortunately, equation (2.26) does not hold in a general nonequilibrium situation. If the Hamilto-
nian contains some nonadiabatic time dependence, the system is driven away from equilibrium during
the time evolution and there is no guarantee that the system returns to its ground state [40, 42]. The
restriction to adiabatically switching interactions on and off is not needed when using the closed time
path formulation which we introduce in the next section.
2.2.2 The closed time path
The closed time path formalism, also known as the Schwinger-Keldysh formalism [53, 54], has been
widely used in the literature, in as well as out of equilibrium, to study initial value problems using the
path integral formulation of quantum field theory.
The state of an arbitrary physical system can be described in terms of its density matrix 𝜌(𝑡).
Knowing the density matrix at all times 𝑡 is equivalent to knowing the whole time evolution of the
system. The time evolution of the density matrix 𝜌(𝑡) is governed by the von Neumann equation
according to
𝑖 𝜕𝜕𝑡 𝜌(𝑡) = [𝐻(𝑡), 𝜌(𝑡)] , (2.27)
with 𝐻(𝑡) being the Hamiltonian of the system. A formal solution to the von Neumann equation can
be written as
𝜌(𝑡) = 𝑈(𝑡, 𝑡0)𝜌(𝑡0)𝑈−1(𝑡, 𝑡0) , (2.28)
where the unitary time evolution operator 𝑈(𝑡, 𝑡0) evolves the density matrix from the initial time 𝑡0
to the time 𝑡. Since Hamiltonian operators at different times generally do not commute with each
other, the time evolution operator is understood to be given by
𝑈(𝑡, 𝑡′) = 𝑇𝑒−𝑖∫
𝑡
𝑡′ 𝐻(𝑡) d𝑡 , (2.29)
with 𝑇 being the time-ordering operator. If the Hamiltonian is time-independent, such as in isolated







𝑈(𝑡, 𝑡0) 𝑈(𝑡′, 𝑡)
𝑈(𝑡0, 𝑡′)
Figure 2.1: Sketch of the closed time path or Schwinger-Keldysh contour 𝒞. Note that the forward
and backward parts of the curve, 𝒞+ and 𝒞−, are shifted away from the real axis only to make them
better visible.
quantum systems, the evolution operator simplifies to
𝑈(𝑡, 𝑡′) = 𝑒−𝑖𝐻(𝑡−𝑡′) . (2.30)
Since we aim to compute 𝑛-point correlation functions, we are interested in finding the expectation
value of an observable 𝒪 at some given time 𝑡. In the Schrödinger picture, this can be expressed in
terms of the density matrix according to
⟨𝒪(𝑡)⟩ = Tr[𝜌(𝑡)𝒪] (2.31)
where the trace is performed in the state space of the physical system under consideration. Using
(2.28) and the cyclicity of the trace, this can be rewritten as
⟨𝒪(𝑡)⟩ = Tr[𝜌(𝑡0)𝑈(𝑡0, 𝑡′)𝑈(𝑡′, 𝑡)𝒪𝑈(𝑡, 𝑡0)] , (2.32)
where we notice that the time evolution operator suffices 𝑈(𝑡, 𝑡″) = 𝑈(𝑡, 𝑡′)𝑈(𝑡′, 𝑡″). Read from right
to left, this expression reflects the evolution from time 𝑡0 to 𝑡, where the observable is evaluated,
toward an intermediate time 𝑡′ and then back to initial time 𝑡0. The calculation of an observable
therefore requires an evolution of the initial state both forward and backward. This is the origin of the
closed time path shown in Figure 2.1. We have seen in the previous section how this forward-backward
evolution can be avoided in equilibrium, where the backward time evolution can be eliminated. In
a general nonequilibrium setup, however, there is no guarantee that the system returns to the same
vacuum state. In terms of Heisenberg operators, (2.32) can be expressed as
⟨𝒪(𝑡)⟩ = Tr[𝜌(𝑡0)𝒪(𝑡)] , (2.33)
which essentially defines expectation values for nonequilibrium settings.
Time evolution along the closed time path is the central subject in nonequilibrium field theory. The
nonequilibrium formulation of a quantum field theory can be constructed using time-ordering along
the closed time path 𝒞. Thereby, time-ordering is defined as usual along the forward contour 𝒞+ and
as reversed time-ordering along the backward contour 𝒞−. Once the initial density matrix is specified,
(2.32) enables us to calculate the expectation values of an operator at any time 𝑡. For the calculation
of arbitrary correlation functions, however, it is practical switch from the operator language back to
the path integral formalism [42, 55].
Thereby it is conventional to write 𝜑(𝑥) = 𝜑±(𝑥) for 𝑥0 ∈ 𝒞± in order to distinguish whether the
field belongs to the forward or the backward branch of the closed time path. In this notation the
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classical action follows as
𝑆[𝜑+, 𝜑−] = ∫
∞
𝑡0
d𝑥0∫d𝑑𝑥(ℒ[𝜑+] − ℒ[𝜑−]) , (2.34)
with Lagrangianℒ and spatial dimensionality 𝑑. The minus sign in front of the second term accounts for
the reversed time integration on the backward branch. In the limit 𝑡0 → −∞ all spacetime integrations
run from −∞ to ∞ such that all calculations can be performed in the standard (𝑑 + 1)-dimensional
Minkowski spacetime. The corresponding generating functional for correlation functions then reads
𝑍[𝐽] = ∫𝒟𝜑+𝒟𝜑−𝑒𝑖𝑆[𝜑+,𝜑−]+𝑖𝐽+⋅𝜑+−𝑖𝐽−⋅𝜑− , (2.35)
where we introduced the linear source terms 𝐽±(𝑥) with 𝑥0 on 𝒞±. Bilinear sources are taken into




++(𝑥, 𝑦) −𝑅+−(𝑥, 𝑦)
−𝑅−+(𝑥, 𝑦) 𝑅−−(𝑥, 𝑦) )(
𝜑+(𝑦)
𝜑−(𝑦)) , (2.36)
where again the superscripts indicate whether the respective time arguments of the sources are on the
forward or backward branch of the closed time path. For instance, the source term 𝑅+−(𝑥, 𝑦) refers to
𝑅(𝑥, 𝑦) with 𝑥0 ∈ 𝒞+ and 𝑦0 ∈ 𝒞−.
2.2.3 The nonequilibrium generating functional
The closed time path introduced in the previous section provides us with a basic ingredient for the
computation of nonequilibrium correlation functions using a generating functional. We treat nonequi-
librium dynamics as an initial value problem and specify the initial conditions in terms of an initial
density matrix. Then the functional methods presented in Section 2.1 with time variables considered
to be on the closed time path can be used to describe the dynamics out of equilibrium.
Again, we would like to make use of a generating functional that contains all information about
the correlation functions. The nonequilibrium state of a system is described by a nonthermal density
matrix, which is used in order to compute expectation values according to to (2.33). Using the expres-
sion of the generating functional given in (2.3), the nonequilibrium generating functional containing
all information about the nonequilibrium dynamics is defined as
𝑍NE[𝐽 , 𝑅; 𝜌] = Tr [𝜌(𝑡0) 𝑇𝒞 𝑒𝑖𝐽⋅𝜑+
𝑖
2𝜑⋅𝑅⋅𝜑] , (2.37)
where 𝜌(𝑡0) is the initial density matrix describing some nonequilibrium initial state, 𝑇𝒞 ensures the
time-ordering along the Schwinger-Keldysh contour, and dot products represent spacetime integrals
with time integrations along the closed time path, i.e.
𝐽 ⋅ 𝜑 = ∫
𝒞
d𝑥0∫d𝑑𝑥 𝐽(𝑥)𝜑(𝑥) . (2.38)
Analogously to the equilibrium case, we include two source terms for the construction of the corre-
sponding nonequilibrium 2PI effective action. The nonequilibrium 𝑛-point correlation functions can
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be computed from the nonequilibrium generating functional,
⟨𝑇𝒞𝜑(𝑥1) … 𝜑(𝑥𝑛)⟩ = Tr [ 𝜌(𝑡0) 𝑇𝒞𝜑(𝑥1) … 𝜑(𝑥𝑛) ]
= 𝛿𝑖𝛿𝐽(𝑥1)
… 𝛿𝑖𝛿𝐽(𝑥𝑛)
𝑍NE[𝐽 , 𝑅; 𝜌] ∣
𝐽=0,𝑅=0
, (2.39)
with fields ordered in time along the closed time contour. The trace can be evaluated in terms of
eigenstates of the Heisenberg field operator at initial time,
?̂?(𝑡0 = 0±,x) |𝜑±⟩ = 𝜑(0±,x) |𝜑±⟩ , (2.40)
where we choose 𝑡0 = 0+ as the starting point and 𝑡0 = 0− as the end point of the closed time path. For
notational convenience, we write 𝜑± ≡ 𝜑(0±,x) in the following. Employing these sets of eigenstates,
the generating functional can be written as
𝑍NE[𝐽 , 𝑅; 𝜌] = ∫d𝜑+ ⟨𝜑+| 𝜌(𝑡0) 𝑇𝒞 𝑒𝑖𝐽⋅𝜑+
𝑖
2𝜑⋅𝑅⋅𝜑 |𝜑+⟩
= ∫d𝜑+∫d𝜑− ⟨𝜑+| 𝜌(𝑡0) |𝜑−⟩ ⟨𝜑−| 𝑇𝒞 𝑒𝑖𝐽⋅𝜑+
𝑖
2𝜑⋅𝑅⋅𝜑 |𝜑+⟩ , (2.41)
where the transition amplitude matrix element ⟨𝜑−|…|𝜑+⟩ can be written in terms of a path integral
over classical fields 𝜑(𝑥) sufficing boundary conditions,
⟨𝜑−| 𝑇𝒞 𝑒𝑖𝐽⋅𝜑+
𝑖
2𝜑⋅𝑅⋅𝜑 |𝜑+⟩ = ∫
𝜑=𝜑−
𝜑=𝜑+
𝒟′𝜑 𝑒𝑖𝑆[𝜑]+𝑖𝐽⋅𝜑+ 𝑖2𝜑⋅𝑅⋅𝜑 . (2.42)
The time integration along 𝒞 ensures that the fields are ordered along the closed time path. The path
integral considers all configurations 𝜑 = 𝜑(𝑥0,x) depending on space and times 𝑥0 ∈ 𝒞 that satisfy
the boundary conditions 𝜑 = 𝜑(0±,x). The prime in the functional measure 𝒟′𝜑 indicates that the
integration over fields at time 𝑥0 = 𝑡0 is excluded. Using (2.42), the generating functional can be
written as












with 𝜑± = 𝜑(0±,x) being the field at initial time on the forward and backward contour, respectively.
This formula reflects the two important ingredients entering a nonequilibrium quantum field theory.
Firstly, the statistical fluctuations are encoded in the averaging procedure by the matrix elements of
the initial density operator 𝜌(𝑡0). Secondly, the quantum fluctuations are included in terms of the
functional integral with classical action 𝑆[𝜑] [41]. In the following, we discuss how we can specify the
initial density operator and deduce the corresponding nonequilibrium evolution equations.
2.2.4 Gaussian initial conditions
Nonequilibrium dynamics poses an initial value problem that requires the specification of an initial
state at some time 𝑡0. Since the specification of the initial density operator is equivalent to the knowl-
edge of all correlation functions at initial time 𝑡0, it is convenient to consider a Gaussian initial density
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matrix that is fully determined by one-point and two-point functions.
The initial conditions in the nonequilibrium generating functional (2.43) are specified in terms
of the initial density matrix element ⟨𝜑+|𝜌(𝑡0)|𝜑−⟩. In thermal equilibrium, the density matrix is
determined by 𝜌eq ∼ 𝑒−𝛽𝐻 , with inverse temperature 𝛽, and can be interpreted as the evolution
operator exp(−𝑖𝜏𝐻) in imaginary time 𝜏 = −𝑖𝛽. Nonequilibrium density matrices do not have this
special form.
The most general density matrix can be parametrized as
⟨𝜑+|𝜌(𝑡0)|𝜑−⟩ = 𝒩𝑒𝑖ℎ𝒞[𝜑] , (2.44)
with 𝒩 being a normalization factor and ℎ𝒞[𝜑] an expansion in powers of the field,









𝛼3(𝑥1, 𝑥2, 𝑥3)𝜑(𝑥1)𝜑(𝑥2)𝜑(𝑥3) + …,
where the subscript 𝒞 indicates that time integrals are taken along the closed time path as always in
nonequilibrium setups. Because the density matrix is only specified at the initial time 𝑡0, the time
integrals can only contribute at 𝑡 = 𝑡0 implying that the (complex) coefficients 𝛼1(𝑥1), 𝛼2(𝑥1, 𝑥2),
𝛼3(𝑥1, 𝑥2, 𝑥3), … vanish for 𝑥01, 𝑥02, 𝑥03,… ≠ 𝑡0. We further note that the fields satisfy the boundary
conditions 𝜑(𝑥) = 𝜑(0±,x) at initial time as determined by ⟨𝜑+|…|𝜑−⟩.
A density matrix is said to be Gaussian, if ℎ𝒞[𝜑] is at most quadratic in the field with all higher
order terms vanishing, i.e. 𝛼3 = 𝛼4 = … = 0. In this case, the coefficient functions 𝛼0, 𝛼1 and
𝛼2 constitute five (real) parameter functions. Hence, the most general Gaussian density matrix is




exp{𝑖 ̇𝜙(𝜑+ − 𝜑−) − 𝜎
2 + 1
8𝜉2 [(𝜑
+ − 𝜙)2 + (𝜑− − 𝜙)2]
+ 𝑖 𝜂2𝜉 [(𝜑
+ − 𝜙)2 − (𝜑− − 𝜙)2] + 𝜎
2 − 1
4𝜉2 (𝜑
+ − 𝜙) (𝜑− − 𝜙)} ,
(2.45)
where the spatial dependence has been omitted. Specifying the five parameter functions 𝜙, ̇𝜙, 𝜉, 𝜂 and
𝜎 is equivalent to a set of initial conditions for the one-point and two-point functions. For (2.45), they
can be related to each other by
𝜙 = Tr [𝜌 𝜑(𝑡)]∣
𝑡=0
, (2.46a)
̇𝜙 = Tr [𝜌 𝜕𝑡𝜑(𝑡)]∣
𝑡=0
, (2.46b)
𝜉2 = Tr [𝜌 𝜑(𝑡)𝜑(𝑡′)]∣
𝑡=𝑡′=0
− 𝜙𝜙, (2.46c)
𝜉𝜂 = Tr [𝜌 (𝜕𝑡𝜑(𝑡)𝜑(𝑡′) + 𝜑(𝑡)𝜕𝑡′𝜑(𝑡′)) ]∣
𝑡=𝑡′=0
− ̇𝜙𝜙 , (2.46d)
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𝜂2 + 𝜎
2
4𝜉2 = Tr [𝜌 𝜕𝑡𝜑(𝑡)𝜕𝑡′𝜑(𝑡
′)]∣
𝑡=𝑡′=0
− ̇𝜙 ̇𝜙 , (2.46e)
where spatial arguments have been suppressed and the density matrix 𝜌 denotes the Gaussian density







d𝜑 𝑒− 12𝜉2 (𝜑−𝜙)
2
𝜑(𝑡0) = 𝜙, (2.47)
where the Gaussian integral can be evaluated by shifting 𝜑 → 𝜑 + 𝜙. One can check that all higher
order 𝑛-point functions vanish at initial time for the Gaussian density matrix (2.45). Consequently,
a Gaussian initial state can be specified in terms of initial conditions for the one-point and two-point
functions of the field.
2.2.5 The nonequilibrium 2PI effective action
If we compare our expansion of the initial density matrix (2.44) with the nonequilibrium generating
functional (2.37), we see that 𝛼0 becomes an irrelevant normalization constant while 𝛼1 and 𝛼2 can be
absorbed into the sources 𝐽 and 𝑅, respectively. Since no higher order coefficient functions appear in
Gaussian density matrices, the nonequilibrium generating functional with a Gaussian density matrix
is equivalent to a generating functional including linear and bilinear source terms,
𝑍NE[𝐽 , 𝑅; 𝜌Gauss] = 𝑍NE[𝐽 ′, 𝑅′], (2.48)
where the right-hand side corresponds to the generating functional (2.16) with time integrations along
the closed time path and shifted source terms as indicated by the primes. Consequently, the nonequi-
librium 2PI effective action with Gaussian initial conditions is equivalent to the 2PI effective action
introduced in (2.18) with time integrations along the closed time path 𝒞 and shifted source terms. The
discussion of Section 2.1.4 is directly carried over to nonequilibrium settings by taking time integrations
with respect to the closed time path.
It is important to note that although the initial density matrix 𝜌(𝑡0) is chosen to be Gaussian, the
density matrix can evolve to non-Gaussian states at later times 𝑡 > 𝑡0 due to interactions. Therefore,
the consideration of Gaussian initial states does not restrict the quantum dynamics but merely the
choice of initial values for the correlation functions to states where only one-point and two-point func-
tions are nonvanishing [41].
Up to this point we considered the description of a quantum field theory out of equilibrium using
the example of a scalar field. In the subsequent sections we discuss the 𝑁 -component real scalar field
theory and the quark-meson model, which are studied in Chapters 3 and 4, respectively.
2.3 The relativistic scalar field theory
In this section we present the two-particle irreducible (2PI) effective action framework for the 𝑂(𝑁)-
symmetric real scalar field theory studied in Chapter 3. The exact evolution equations are derived and
an expansion in 1/𝑁 , with 𝑁 being the number of fields components, is introduced. This expansion
provides a systematic approximation scheme to study the nonequilibrium time evolution of the theory.
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We consider 𝑁 real scalar fields with bare mass 𝑚 interacting via a quartic self-coupling 𝜆. The












where 𝜑𝑎 denotes the classical field. A summation over field space indices 𝑎 = 1,… ,𝑁 and Lorentz
indices 𝜇 = 0, 1, 2, 3 is implied. We use the shorthand integral notation ∫𝑥 ≡ ∫𝒞 d𝑥
0 ∫d3𝑥 with 𝑥 =
(𝑥0,x), where for the nonequilibrium settings considered the time path 𝒞 is given by the Schwinger-
Keldysh contour, see Section 2.2.2. The action is invariant under 𝑂(𝑁) transformations in field space.
If at least one scalar field component acquires a nonvanishing expectation value, i.e. 𝜙𝑎 = ⟨𝜑𝑎⟩ ≠ 0,
the 𝑂(𝑁)-symmetry is spontaneously broken.
We use 2PI effective action techniques in order to deduce the evolution equations for the one-
point and two-point functions of the scalar field theory, which in the following are denoted by 𝜙 and
𝐺, respectively. The construction of the 2PI effective action for a single scalar field is described in
Section 2.1.4 and can be generalized to a 𝑁 -component scalar field, see [41] for a detailed derivation.
From now on, we neglect the subscript and write Γ = Γ2PI for the 2PI effective action. For the
scalar field theory defined in (2.49) one obtains
Γ[𝜙,𝐺] = 𝑆[𝜙] + 𝑖2 Tr [ln (𝐺
−1) + 𝐺−1cl (𝜙)𝐺] + Γ2[𝜙,𝐺] + const. , (2.50)
where the second term describes the one-loop contribution with 𝐺−1cl being the classical inverse prop-
agator specified below. In direct analogy to (2.20), the stationary conditions for the 𝑁 -component










= 0 , (2.51b)
with physical solutions ̄𝜙 and 𝐺 = ̄𝐺. The equation of motion for the variational propagator is
obtained from (2.51b). Variation of the 2PI effective action with respect to the propagator includes
the computation of the following two terms
𝛿
𝛿𝐺𝑎𝑏(𝑥, 𝑦)
(Tr [ln(𝐺−1)] ) = 𝛿𝛿𝐺𝑎𝑏(𝑥, 𝑦)





= −𝐺−1𝑏𝑎 (𝑦, 𝑥) , (2.52a)
𝛿
𝛿𝐺𝑎𝑏(𝑥, 𝑦)





𝐺−1cl,𝑐𝑑(𝑢, 𝑣; 𝜙)𝐺𝑑𝑐(𝑣, 𝑢))
= ∫
𝑢,𝑣
𝐺−1cl,𝑐𝑑(𝑢, 𝑣; 𝜙)𝛿𝑎𝑑𝛿𝑏𝑐𝛿(𝑣 − 𝑥)𝛿(𝑢 − 𝑦)
= 𝐺−1cl,𝑏𝑎(𝑦, 𝑥; 𝜙) , (2.52b)
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for which we use the standard matrix identities
Tr ln𝑀 = ln det𝑀 , 𝜕 det(𝑀)𝜕𝑀𝑎𝑏
= det(𝑀) (𝑀−1)𝑇𝑎𝑏 ,
with𝑀 denoting an arbitrary matrix [56]. We further note that the time-ordered connected propagator
is symmetric in the exchange of both spacetime arguments and field space indices,
𝐺𝑎𝑏(𝑥, 𝑦) = ⟨𝑇𝒞𝜑𝑎(𝑥)𝜑𝑏(𝑦)⟩ − 𝜙𝑎(𝑥)𝜙𝑏(𝑦) = ⟨𝑇𝒞𝜑𝑏(𝑦)𝜑𝑎(𝑥)⟩ − 𝜙𝑏(𝑦)𝜙𝑎(𝑥) = 𝐺𝑏𝑎(𝑦, 𝑥) ,
since the fields obey the bosonic commutation relation [𝜑𝑎(𝑥), 𝜑𝑏(𝑦)] = 0 while 𝑇𝒞 takes care of the
time-ordering. Using (2.52) one obtains the equation of motion for the variational propagator,
𝑖 ̄𝐺−1𝑎𝑏 (𝑥, 𝑦; 𝜙) = 𝑖𝐺−1cl,𝑎𝑏(𝑥, 𝑦; 𝜙) − 𝑖Σ𝑎𝑏(𝑥, 𝑦; 𝜙,𝐺)∣𝐺= ̄𝐺(𝜙)
, (2.53)
with classical inverse propagator and self-energy defined as








In the 𝑁 -component scalar field theory discussed here, the classical inverse propagator is given by
𝑖𝐺−1cl,𝑎𝑏(𝑥, 𝑦; 𝜙) = −[𝜕𝜇𝜕𝜇𝛿𝑎𝑏 +𝑀2cl,𝑎𝑏(𝑥; 𝜙)] 𝛿𝒞(𝑥 − 𝑦) , (2.56)
where the 𝛿-function is evaluated along the closed time path 𝒞 for the temporal coordinate and the
classical effective mass squared can be written as




3𝑁 𝜙𝑎(𝑥)𝜙𝑏(𝑥) . (2.57)
In the subsequent sections we show how the equation of motion (2.53) can be phrased in terms of
integro-differential equations. In the course of the derivation, we decompose the propagator into spec-
tral and statistical components, assume translational and rotational invariance in space, and truncate
the effective action using the systematic large-𝑁 expansion scheme.
2.3.1 Spectral and statistical components
In this section we introduce a decomposition of the two-point function 𝐺 into spectral and statistical
components that have a simple physical interpretation. The spectral function represents the spectrum
of the theory, i.e. it encodes which states are available. On the other hand, the statistical propagator
contains information about occupation numbers, i.e. how the available states are occupied. This sec-
tion summarizes introductory parts of [41, 57–59].
In the following, we consider a single component scalar field, for which we derive a number of useful
relations. The relevant expressions for a scalar field with 𝑁 components are stated at the end. Let us
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first define the Wightman functions
𝐺>(𝑥, 𝑦) = ⟨𝜑(𝑥)𝜑(𝑦)⟩ − 𝜙(𝑥)𝜙(𝑦) , (2.58a)
𝐺<(𝑥, 𝑦) = ⟨𝜑(𝑦)𝜑(𝑥)⟩ − 𝜙(𝑥)𝜙(𝑦) = 𝐺>(𝑦, 𝑥) , (2.58b)
where ⟨ ⋅ ⟩ = Tr[𝜌0 ⋅ ] denotes the expectation value as the average over an initial density matrix 𝜌0.
These correlation functions satisfy the hermiticity properties
[𝐺>(𝑦, 𝑥)]∗ = 𝐺>(𝑥, 𝑦) , [𝐺<(𝑦, 𝑥)]∗ = 𝐺<(𝑥, 𝑦) , (2.59)
which can be easily verified, e.g. by computing
[𝐺>(𝑦, 𝑥)]∗ = (Tr [𝜌 𝜑(𝑦)𝜑(𝑥)])∗ = Tr [(𝜌 𝜑(𝑦)𝜑(𝑥))†] = Tr [𝜑(𝑥)𝜑(𝑦)𝜌] = 𝐺>(𝑥, 𝑦) ,
under usage of the cyclicity of the trace and the hermiticity of the field 𝜙. One can represent the
time-ordered connected two-point function in terms of the Wightman functions (2.58),
𝐺(𝑥, 𝑦) = ⟨𝑇𝒞𝜑(𝑥)𝜑(𝑦)⟩ − 𝜙(𝑥)𝜙(𝑦)
= Θ𝒞(𝑥0 − 𝑦0)𝐺>(𝑥, 𝑦) + Θ𝒞(𝑦0 − 𝑥0)𝐺<(𝑥, 𝑦), (2.60)
with contour step function Θ𝒞 defined along the closed time path 𝒞. One can also construct the
retarded and the advanced propagators from (2.58),
𝐺𝑅(𝑥, 𝑦) = −𝑖Θ𝒞(𝑥0 − 𝑦0)[𝐺>(𝑥, 𝑦) − 𝐺<(𝑥, 𝑦)] , (2.61a)
𝐺𝐴(𝑥, 𝑦) = −𝑖Θ𝒞(𝑦0 − 𝑥0)[𝐺>(𝑥, 𝑦) − 𝐺<(𝑥, 𝑦)] , (2.61b)
where the retarded propagator characterizes the response of a system to small external perturbations.
If the hermiticity properties (2.59) are fulfilled, the retarded and advanced propagators are related by
𝐺𝐴(𝑦, 𝑥) = 𝐺∗𝑅(𝑥, 𝑦) . (2.62)
In a real scalar field theory, the symmetry condition 𝐺>(𝑥, 𝑦) = 𝐺<(𝑦, 𝑥) ensures that 𝐺𝑅(𝑥, 𝑦) and
𝐺𝐴(𝑥, 𝑦) are real functions with 𝐺𝐴(𝑥, 𝑦) = 𝐺𝑅(𝑦, 𝑥). Computing
𝐺>(𝑥, 𝑦) − 𝐺<(𝑥, 𝑦) = 𝐺>(𝑥, 𝑦) − 𝐺>(𝑦, 𝑥) = 𝐺>(𝑥, 𝑦) − [𝐺<(𝑥, 𝑦)]∗ = 2𝑖 Im𝐺>(𝑥, 𝑦)
shows that the right-hand sides of (2.61) are real.
The hermiticity properties (2.59) imply that the propagator𝐺(𝑥, 𝑦) can be described by one complex
function. Equivalently, it can be parametrized in terms of the two real-valued functions
𝐹(𝑥, 𝑦) = 12 [𝐺
>(𝑥, 𝑦) + 𝐺<(𝑥, 𝑦)] , (2.63a)
𝜌(𝑥, 𝑦) = 𝑖 [𝐺>(𝑥, 𝑦) − 𝐺<(𝑥, 𝑦)] , (2.63b)
corresponding to the statistical and the spectral components mentioned above. We write 𝐺>(𝑥, 𝑦) =
𝐹(𝑥, 𝑦)− 𝑖2𝜌(𝑥, 𝑦) and 𝐺<(𝑥, 𝑦) = 𝐹(𝑥, 𝑦)+ 𝑖2𝜌(𝑥, 𝑦), and insert these expressions into (2.60) to obtain
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a formula for the decomposition of any two-point function into statistical and spectral components,
𝐺(𝑥, 𝑦) = 𝐹(𝑥, 𝑦) − 𝑖2𝜌(𝑥, 𝑦) sgn𝒞(𝑥
0 − 𝑦0). (2.64)
In contrast to the case of thermal equilibrium, where 𝐹 and 𝜌 are related to each other by the
fluctuation-dissipation theorem, out of equilibrium the statistical and spectral functions are inde-
pendent from each other.
In the case of bosonic fields, the statistical and spectral functions can be expressed in terms of the
anticommutator, denoted by curly brackets, and the commutator, denoted by squared brackets,
𝐹(𝑥, 𝑦) = 12 ⟨{𝜑(𝑥), 𝜑(𝑦)}⟩ − 𝜙(𝑥)𝜙(𝑦) , (2.65a)
𝜌(𝑥, 𝑦) = 𝑖 ⟨[𝜑(𝑥), 𝜑(𝑦)]⟩ , (2.65b)
satisfying the symmetry properties 𝐹(𝑥, 𝑦) = 𝐹(𝑦, 𝑥) and 𝜌(𝑥, 𝑦) = −𝜌(𝑦, 𝑥). The spectral function
encodes the bosonic commutation relations,
𝜌(𝑥, 𝑦)∣
𝑥0=𝑦0
= 0, 𝜕𝑥0𝜌(𝑥, 𝑦)∣
𝑥0=𝑦0
= 𝛿(x− y) , (2.66)
and is directly related to the retarded propagator 𝐺𝑅(𝑥, 𝑦) = 𝜃𝒞(𝑥0 − 𝑦0)𝜌(𝑥, 𝑦) and the advanced
propagator 𝐺𝐴(𝑥, 𝑦) = −𝜃𝒞(𝑦0 − 𝑥0)𝜌(𝑥, 𝑦), which can be seen from (2.61). Using the hermiticity
properties (2.59) one can write 𝜌(𝑥, 𝑦) = 𝐺𝑅(𝑥, 𝑦)−𝐺𝐴(𝑥, 𝑦) = −2 Im𝐺>(𝑥, 𝑦) to express the spectral
function in terms of the retarded and advanced propagators.
For the 𝑁 -component scalar field with field space indices 𝑎, 𝑏 = 1,…,𝑁 , the decomposition of the
propagator and the self-energy into statistical and spectral components reads
𝐺𝑎𝑏(𝑥, 𝑦) = 𝐹𝑎𝑏(𝑥, 𝑦) −
𝑖
2𝜌𝑎𝑏(𝑥, 𝑦) sgn𝒞(𝑥
0 − 𝑦0) , (2.67)
Σ𝑎𝑏(𝑥, 𝑦) = 𝐶𝑎𝑏(𝑥, 𝑦) −
𝑖
2𝐴𝑎𝑏(𝑥, 𝑦) sgn𝒞(𝑥
0 − 𝑦0) − 𝑖Σlocal𝑎𝑏 (𝑥)𝛿(𝑥 − 𝑦) , (2.68)
where we use 𝐶 and 𝐴 to denote the symmetric and antisymmetric parts of the self-energy, respectively.
In the self-energy, we additionally single out the local term Σlocal𝑎𝑏 that contributes to the effective mass.
2.3.2 Symmetries
Spatial translation and rotation invariance
In this thesis we consider spatially homogeneous systems where one-point functions only depends on one
time coordinate and two-point functions only depend on two temporal coordinates and a relative spatial
coordinate. Consequently, any two-point function can be spatially Fourier transformed according to
𝐺(𝑥, 𝑦) ≡ 𝐺(𝑡, 𝑡′,x− y) = ∫
p
𝐺(𝑡, 𝑡′,p) 𝑒𝑖p(x−y) , (2.69)
where we use 𝑡 = 𝑥0, 𝑡′ = 𝑦0, and the shorthand notation ∫
p
= ∫d3𝑝/(2𝜋)3. By construction, the
two-point functions 𝐹(𝑥, 𝑦) and 𝜌(𝑥, 𝑦) are symmetric and antisymmetric under the exchange of the
spacetime coordinates 𝑥 and 𝑦, respectively, such that 𝐹(𝑡, 𝑡′,p) = +𝐹(𝑡′, 𝑡, −p) and 𝜌(𝑡, 𝑡′,p) =
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−𝜌(𝑡′, 𝑡, −p). The commutation relations (2.66) can be phrased in Fourier space as
𝜌(𝑡, 𝑡′,p)∣
𝑡=𝑡′
= 0 , 𝜕𝑡 𝜌(𝑡, 𝑡′,p)∣
𝑡=𝑡′
= 1 , 𝜕𝑡𝜕𝑡′ 𝜌(𝑡, 𝑡′,p)∣
𝑡=𝑡′
= 0 , (2.70)
which holds for spatially translation invariant systems.
In addition, we assume spatial isotropy such that the momentum dependence of the two-point
functions reduces to 𝐺(𝑡, 𝑡′,p) = 𝐺(𝑡, 𝑡′, |p|). Consequently, the symmetry properties of the statistical
and spectral functions are only reflected in their temporal arguments, i.e. 𝐹(𝑡, 𝑡′, |p|) = +𝐹(𝑡′, 𝑡, |p|)
and 𝜌(𝑡, 𝑡′, |p|) = −𝜌(𝑡′, 𝑡, |p|).
We note that the time-dependence of the two-point functions can be expressed in terms of the
central time 𝜏 = (𝑡 + 𝑡′)/2 and the relative time Δ𝑡 = 𝑡 − 𝑡′. This notation allows us to perform an
additional Fourier transformation with respect to Δ𝑡,
𝐺(𝜏, 𝑝0,p) = ∫
∆𝑡=𝑡−𝑡′
𝐺(𝜏, 𝑡 − 𝑡′,p) 𝑒−𝑖𝑝0(𝑡−𝑡′) , (2.71)
where 𝑝0 is the Fourier mode corresponding to Δ𝑡. This yields the two-point function as a function
of the four-momentum 𝑝 = (𝑝0,p) and the central time 𝜏 . In spacetime translation invariant settings,
such as thermal equilibrium, there is no dependence on the central time 𝜏 . Since the real-valued
statistical function is symmetric in coordinate space, the Fourier-space statistical function 𝐹(𝜏, 𝑝) is
symmetric in 𝑝, i.e. 𝐹 ∗(𝜏, 𝑝) = 𝐹(𝜏, 𝑝) = 𝐹(𝜏,−𝑝). In contrast, the antisymmetric spectral function
suffices 𝜌∗(𝜏, 𝑝) = −𝜌(𝜏, 𝑝) = 𝜌(𝜏,−𝑝).
Spontaneous symmetry breaking
We consider the general case where the expectation value of the macroscopic field can be nonzero. By
virtue of the 𝑂(𝑁) symmetry, it is possible to rotate the system such that all but one field component
vanish. If we single out one particular field direction, the 𝑂(𝑁) symmetry is spontaneously broken
to an 𝑂(𝑁 − 1) symmetry. Without loss of generality, we choose 𝜙𝑎 ≠ 0 with 𝑎 = 1 and refer to
the 1-direction in field index space as the longitudinal direction. The other field directions are called
transverse directions, where 𝜙𝛼 = 0 for 𝛼 = 2,…,𝑁 . In this convention, each field component can be
expressed as
𝜙𝑎 = 𝜙1𝛿𝑎1 + 𝜙𝛼𝛿𝑎𝛼 , (2.72)
with field space indices 𝑎 = 1,…,𝑁 and 𝛼 = 2,…,𝑁 . The remaining 𝑂(𝑁 − 1) symmetry allows us to
rotate the propagator to be diagonal in the transverse directions, 𝐺𝛼𝛽(𝑥, 𝑦) = 𝐺⟂(𝑥, 𝑦)𝛿𝛼𝛽, implying
𝐺𝛼𝛼(𝑥, 𝑦) = (𝑁 − 1)𝐺⟂(𝑥, 𝑦). Hence, we can take the two-point functions to be diagonal with one
longitudinal and 𝑁 − 1 transverse entries,
𝐺𝑎𝑏(𝑥, 𝑦) = diag (𝐺∥(𝑥, 𝑦),𝐺⟂(𝑥, 𝑦), … ,𝐺⟂(𝑥, 𝑦)). (2.73)
In the symmetric regime, where 𝜙 = 0, the two-point functions further simplify to 𝐺 = 𝐺∥ = 𝐺⟂.
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2.3.3 Exact evolution equations
In this section we present the exact evolution equations obtained from the 2PI effective action. We
first discuss the macroscopic field and subsequently come to the statistical and spectral functions in-
troduced above. For a detailed derivation of the expressions we refer to [58, 60].
The equation of motion for the macroscopic field is determined by the stationary condition (2.51a).
Since the expectation values of the transverse field directions are zero, the only relevant equation is the
one for 𝜙1(𝑡) ≡ ⟨𝜎(𝑡)⟩, where the label 𝜎 is motivated from the quark-meson model where the scalar
field is identified as the sigma meson. Making use of the decomposition into spectral and statistical




2 + 𝜆6𝑁 (3∫
p
𝐹∥(𝑡, 𝑡,p) + (𝑁 − 1)∫
p
𝐹⟂(𝑡, 𝑡,p))] ⟨𝜎(𝑡)⟩ =
𝛿Γ2[𝜙,𝐺]
𝛿 ⟨𝜎(𝑡)⟩ . (2.74)
The tadpole terms with 𝐹∥ and 𝐹⟂ originate from the 𝐺−1cl (𝜙)𝐺-term in (2.50) and are therefore inde-
pendent of any truncation of the 2PI effective action.
After finding the evolution equation for the field, we now turn to the equations of motion for the two-
point functions. Since the evolution equation (2.53) is not suitable for the numerical evaluation of the
initial value problems that appear in nonequilibrium settings, we rewrite the equation by convoluting
it with the two-point function, i.e.
∫
𝑧
𝐺−1cl (𝑥, 𝑧; 𝜙)𝐺(𝑧, 𝑦) −∫
𝑧
[Σ(𝑥, 𝑧; 𝜙,𝐺,Δ)]𝐺(𝑧, 𝑦) = 𝛿(𝑥 − 𝑦), (2.75)
where we suppress field indices for notational convenience. This yields an evolution equation for the
time-ordered connected propagator of the form
[𝑥 +𝑀2(𝑥; 𝜙)]𝐺(𝑥, 𝑦) + 𝑖∫
𝑧
[Σ(𝑥, 𝑧; 𝜙,𝐺,Δ)]𝐺(𝑧, 𝑦) = −𝑖𝛿(𝑥 − 𝑦) , (2.76)
with some effective mass 𝑀2. Corresponding expressions can be found for the statistical and spectral
two-point functions. Since our numerical simulations are performed in spatial momentum space, we
present the formulas in terms of Fourier modes and refer to [55] for details on the calculation.
The complete set of evolution equations reads
[𝜕2𝑡 + p2 +𝑀2∥ (𝑡)] 𝐹∥(𝑡, 𝑡′, |p|) = −∫
𝑡
𝑡0




d𝑡″𝐶∥(𝑡, 𝑡″, |p|)𝜌∥(𝑡″, 𝑡′, |p|) , (2.77a)
[𝜕2𝑡 + p2 +𝑀2⟂(𝑡)] 𝐹⟂(𝑡, 𝑡′, |p|) = −∫
𝑡
𝑡0




d𝑡″𝐶⟂(𝑡, 𝑡″, |p|)𝜌⟂(𝑡″, 𝑡′, |p|) , (2.77b)
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[𝜕2𝑡 + p2 +𝑀2∥ (𝑡)] 𝜌∥(𝑡, 𝑡′, |p|) = −∫
𝑡′
𝑡
d𝑡″𝐴∥(𝑡, 𝑡″, |p|)𝜌∥(𝑡″, 𝑡′, |p|) , (2.77c)
[𝜕2𝑡 + p2 +𝑀2⟂(𝑡)] 𝜌⟂(𝑡, 𝑡′, |p|) = −∫
𝑡′
𝑡
d𝑡″𝐴⟂(𝑡, 𝑡″, |p|)𝜌⟂(𝑡″, 𝑡′, |p|) , (2.77d)
where 𝐶 and 𝐴 are the symmetric and antisymmetric self-energy components, and the time-dependent
effective masses are given by the expressions
𝑀2∥ (𝑡) = 𝑚2 +
𝜆
2𝑁 ⟨𝜎(𝑡)⟩
2 +Σlocal∥ (𝑡) , (2.78a)
𝑀2⟂(𝑡) = 𝑚2 +
𝜆
6𝑁 ⟨𝜎(𝑡)⟩
2 +Σlocal⟂ (𝑡) , (2.78b)
which are also referred to as gap equations. The coupling between longitudinal and transverse compo-
nents of the bosonic two-point functions occurs solely via the self-energies. The evolution equations
are causal since they only depend on times prior to the evaluation. The history of the time evolution
is contained in the memory integrals on the right-hand side of the equations in (2.77) [41].
In this section we presented the full set of evolution equations without any approximations but
including the assumption of spatial translation and rotation invariance. The equations are derived
from first principles and capture the whole quantum evolution. Since they are in general too compli-
cated to be solved analytically without approximations, we elaborate on a systematic nonperturbative
approximation scheme in the following section.
2.3.4 The large-𝑁 expansion
In this section we discuss the large-𝑁 expansion, also known as 1/𝑁 expansion, where one applies a
systematic expansion in 1/𝑁 with 𝑁 being the number of scalar field components. Truncations of the
2PI effective action build on the large-𝑁 expansion provide practicable approximations to study the
dynamics of nonperturbative quantum field theories.
Various approximation schemes of the 2PI effective action have been used in the literature. While
in [50] a loop expansion of the 2PI effective action was studied, the systematic expansion in 1/𝑁 is
advantageous for theories with large occupancies and/or strong couplings. The large-𝑁 expansion has
been studied for 𝑂(𝑁)-symmetric scalar field theories in the symmetric phase where 𝜙 = 0 [60], as well
as the broken phase where 𝜙 ≠ 0 [58]. Additional fermion contributions were considered in [61]. For a
more detailed discussion we refer to [41].
If the quartic coupling 𝜆 of the 𝑂(𝑁) symmetric scalar field theory under consideration is large,
diagrams of any loop order can become equally important such that a truncation at finite loop order
would fail. The large-𝑁 expansion classifies diagrams according to their scaling with the number of
field components 𝑁 and organizes contributions to the 2PI effective action accordingly,






+ … , (2.79)
where the expansion in powers of 1/𝑁 provides a controlled expansion parameter that does not rely
on weak couplings.
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Figure 2.2: The (only) LO diagram is shown on the left, the two-loop NLO diagram on the right.
Closed lines indicate traces in 𝑂(𝑁) space contributing with a factor of 𝑁 . The left diagram is of
order 𝑁1 in the large 𝑁 expansion while the right one is of order 𝑁0, although both are of order 𝜆 in
a perturbative coupling expansion.
We present a classification scheme for the 𝑁 -component scalar field theory that is based on 𝑂(𝑁)-
invariants, for instance scalars in field space. Using the fields 𝜙𝑎 one can only construct one independent
invariant under 𝑂(𝑁) rotations,
𝜙𝑎𝜙𝑎 = 𝜙1𝜙1 + 𝜙2𝜙2 + … + 𝜙𝑁𝜙𝑁 ∼ 𝑁 , (2.80)
which corresponds to a trace with respect to the field indices and therefore scales with the number of
field components 𝑁 . Clearly, the kinetic term and the mass term in the classical action scale with 𝑁
according to this scheme. The self-interaction term is written such that it also scales proportional to
𝑁 , implying that the interaction vertex carries a factor of 1/𝑁 .
The 2PI effective action is an 𝑂(𝑁)-invariant scalar in field space that is constructed by the two
functions 𝜙𝑎 and 𝐺𝑎𝑏. All possible 𝑂(𝑁)-invariants that can be constructed from these two functions
are build from the irreducible invariants,
𝜙𝑎𝜙𝑎 , (𝐺𝑛)𝑎𝑎 , 𝜙𝑎𝜙𝑏(𝐺𝑛)𝑎𝑏 , (𝑛 ≤ 𝑁)
which constitute the invariants that are not factorizable in field-index space. These irreducible invari-
ants correspond to traces in field space. They contribute with a factor of 𝑁 in the power counting
scheme while every vertex provides a factor of 1/𝑁 . Each term in Γ[𝜙,𝐺] is an 𝑂(𝑁)-singlet that can
be represented by a closed loop diagram (vacuum bubble).
In the course of this work, we consider the expansion (2.79) at next-to-leading order (NLO) in 1/𝑁 .
The obtained approximation of the 2PI effective action is used to derive expressions for the self-energies
appearing in the equations of motion presented in Section 2.3.3. The 2PI diagrams relevant for our
approximation are contained in ΓLO2 [𝐺] and ΓNLO2 [𝜙,𝐺], where 𝐺 is the variational propagator at NLO
in the large 𝑁 expansion.
The leading-order (LO) contribution to the effective action is independent of the macroscopic field
𝜙 and can be written as [41]
ΓLO2 [𝜙,𝐺] = −
𝜆
4!𝑁 ∫𝑥
𝐺𝑎𝑎(𝑥, 𝑥)𝐺𝑏𝑏(𝑥, 𝑥) , (2.81)
which scales with 𝑁1 since 𝐺𝑎𝑎 = 𝛿𝑎𝑎𝐺 = 𝑁𝐺. This term corresponds to the two-loop vacuum
diagram shown on the left in Figure 2.2. The LO correction contributes with a tadpole term to the
propagator, which corresponds to a local self-energy contribution describing a mass shift. It cannot
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account for scattering interactions. Hence, the LO spectral function is given by the same 𝛿-peak as for
the free-field case since no broadening of the spectrum occurs. We note that the Boltzmann equation
at NLO deploys this LO spectral function.
One has to distinguish the LO two-loop diagram (2.81) from the two-loop diagram at NLO,
− 𝜆4!𝑁 ∫𝑥
𝐺𝑎𝑏(𝑥, 𝑥)𝐺𝑎𝑏(𝑥, 𝑥), (2.82)
shown on the right in Figure 2.2. As this term only contains one trace in field space, it scales with 𝑁0
and hence constitutes a diagram at NLO.




2 Tr ln𝐵(𝐺) −
𝑖𝜆
6𝑁 ∫𝑥,𝑦
𝐼(𝑥, 𝑦;𝐺)𝐻(𝑥, 𝑦;𝐺), (2.83)
where the trace is taken in spacetime and we make use of the following expressions:
𝐵(𝑥, 𝑦;𝐺) = 𝛿(𝑥 − 𝑦) + 𝑖 𝜆6𝑁 𝐺𝑎𝑏(𝑥, 𝑦)𝐺𝑎𝑏(𝑥, 𝑦), (2.84)
𝐼(𝑥, 𝑦;𝐺) = 𝜆6𝑁 𝐺𝑎𝑏(𝑥, 𝑦)𝐺𝑎𝑏(𝑥, 𝑦) − 𝑖
𝜆
6𝑁 ∫𝑧
𝐼(𝑥, 𝑧;𝐺)𝐺𝑎𝑏(𝑧, 𝑦)𝐺𝑎𝑏(𝑧, 𝑦), (2.85)
𝐻(𝑥, 𝑦;𝐺) = −𝜙𝑎(𝑥)𝐺𝑎𝑏(𝑥, 𝑦)𝜙𝑏(𝑦). (2.86)
The functions 𝐵 and 𝐼 scale with 𝑁0 whereas 𝐻 scales with 𝑁1, ensuring that all terms in ΓNLO2 are
proportional to 𝑁0. We note that the functions 𝐵 and 𝐼 are related to each other by 𝐵−1(𝑥, 𝑦;𝐺) =
𝛿(𝑥 − 𝑦) − 𝑖𝐼(𝑥, 𝑦;𝐺), which is a helpful relation in calculations.
The first term in (2.83) describes an infinite series of diagrams without macroscopic field insertions,
depicted in the first and second lines of Figure 2.3. The explicit expressions for these diagrams are






𝑛 = 𝑀 −
𝑀2
2 + … ,
where we use convolutions for multiplications and evaluate traces with respect to spacetime coordinates,
e.g.
𝑀2(𝑥, 𝑧) = ∫
𝑦




𝑀(𝑥, 𝑦)𝑀(𝑦, 𝑥) .
The second term in (2.83) encodes an infinite sum of diagrams with macroscopic field insertions coming
from the 𝐻-term. The associated diagrams are shown in the bottom row of Figure 2.3.
The self-energy is obtained by taking the functional derivative of Γ2 with respect to 𝐺, see (2.55),
which diagrammatically corresponds to opening one propagator line. Since Γ2 only contains 2PI
diagrams, cutting one line yields 1PI diagrams, which are exactly the diagrams that contribute to the
self-energy of the propagator.
Having specified the approximation of the 2PI effective action, we can now derive the resulting
expressions for the self-energies that enter the equations of motion. In the course of this, we make use
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++ ++ + . . .
++ ++ + . . .
Figure 2.3: Diagrams contributing at NLO in the large-𝑁 expansion. The closed propagator loops
correspond to 𝐺𝑎𝑏𝐺𝑎𝑏, while the loops with insertion of two macroscopic fields (indicated by the
crossed circles) represent 𝜙𝑎𝐺𝑎𝑏𝜙𝑏. Since the number of loops equals the number of vertices in each
diagram, all diagrams are of order 𝑁0.
of the decomposition of the propagators into spectral and statistical components (𝐹 and 𝜌) introduced
in Section 2.3.1 and the symmetries discussed in Section 2.3.2.
The field equation










[𝐼𝜌(𝑡, 𝑡′, |p|)𝐹∥(𝑡, 𝑡′, |p|) + 𝐼𝐹 (𝑡, 𝑡′, |p|)𝜌∥(𝑡, 𝑡′, |p|)] ⟨𝜎(𝑡′)⟩ , (2.87)
where 𝐹∥ and 𝜌∥ are the statistical and spectral components of 𝐺∥. The functions 𝐼𝐹 and 𝐼𝜌 represent
the respective components of 𝐼 , for which explicit expressions are presented below.
The self-energies
The self-energy is defined as the functional derivative of Γ2 with respect to the variational propagator,




and can be decomposed into a local, a statistical and a spectral component according to (2.68). The
local part of the self-energy is given by




[𝐹𝑐𝑐(𝑡, 𝑡, |q|)𝛿𝑎𝑏 + 𝐹𝑎𝑏(𝑡, 𝑡, |q|)] , (2.89)
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Figure 2.4: LO and NLO tadpole contribution to the self-energy of the variational propagator 𝐺 as
given in (2.89). The left (right) diagram derives from the LO (NLO) two-loop diagram in Figure 2.2
and scales with 𝑁0 (𝑁−1).
which only depends on 𝐹 since 𝜌 is antisymmetric and vanishes at equal times. The two terms
correspond to the two two-loop diagrams shown in Figure 2.2 and describe the tadpole contribution
to the self-energy. The associated diagrams for the propagator are depicted in Figure 2.4. For the
longitudinal and transverse directions they read




[3𝐹∥(𝑡, 𝑡, |q|) + (𝑁 − 1)𝐹⟂(𝑡, 𝑡, |q|)], (2.90a)




[3𝐹∥(𝑡, 𝑡, |q|) + (𝑁 + 1)𝐹⟂(𝑡, 𝑡, |q|)]. (2.90b)
Since the nonlocal self-energy contributions form convolutions in momentum space, it is easier to
evaluate them in coordinate space where they can be calculated as direct products. The relevant
coordinate-space expressions for the self-energy are
𝐶𝑎𝑏(𝑥, 𝑦) = −
𝜆
3𝑁{𝐼𝐹 (𝑥, 𝑦)[𝜙𝑎(𝑡)𝜙𝑏(𝑡
′) + 𝐹𝑎𝑏(𝑥, 𝑦)] −
1
4𝐼𝜌(𝑥, 𝑦)𝜌𝑎𝑏(𝑥, 𝑦)
+ 𝑃𝐹 (𝑥, 𝑦)𝐹𝑎𝑏(𝑥, 𝑦) −
1
4𝑃𝜌(𝑥, 𝑦)𝜌𝑎𝑏(𝑥, 𝑦)} (2.91a)
𝐴𝑎𝑏(𝑥, 𝑦) = −
𝜆
3𝑁{𝐼𝜌(𝑥, 𝑦)[𝜙𝑎(𝑡)𝜙𝑏(𝑡
′) + 𝐹𝑎𝑏(𝑥, 𝑦)] + 𝐼𝐹 (𝑥, 𝑦)𝜌𝑎𝑏(𝑥, 𝑦)
+ 𝑃𝜌(𝑥, 𝑦)𝐹𝑎𝑏(𝑥, 𝑦) + 𝑃𝐹 (𝑥, 𝑦)𝜌𝑎𝑏(𝑥, 𝑦)}, (2.91b)
where the spacetime dependence of the two-point functions is (𝑥, 𝑦) = (𝑡, 𝑡′, |x− y|) under the consid-
ered symmetries. Furthermore, we provide expressions for the statistical and spectral components of
(2.85), which in spatial Fourier space can be written as
𝐼𝐹 (𝑡, 𝑡′, |p|) = Π𝐹 (𝑡, 𝑡′, |p|) −∫
𝑡
0




d𝑡″ 𝐼𝐹 (𝑡, 𝑡″, |p|)Π𝜌(𝑡″, 𝑡′, |p|) , (2.92a)
𝐼𝜌(𝑡, 𝑡′, |p|) = Π𝜌(𝑡, 𝑡′, |p|) −∫
𝑡
𝑡′
d𝑡″ 𝐼𝜌(𝑡, 𝑡″, |p|)Π𝜌(𝑡″, 𝑡′, |p|) , (2.92b)
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using the one-loop self-energy contributions




[𝐹𝑎𝑏(𝑡, 𝑡′, |p− q|)𝐹𝑎𝑏(𝑡, 𝑡′, |q|) −
1
4𝜌𝑎𝑏(𝑡, 𝑡
′, |p− q|)𝜌𝑎𝑏(𝑡, 𝑡′, |q|)], (2.93a)




𝐹𝑎𝑏(𝑡, 𝑡′, |p− q|)𝜌𝑎𝑏(𝑡, 𝑡′, |q|), (2.93b)
that can be expressed as direct products in coordinate space, and are symmetric and antisymmetric,
respectively.
The functions 𝑃𝐹 and 𝑃𝜌 describe the interactions of the fluctuations with the macroscopic field.
Since the macroscopic field only depends on time, we can directly write down the spatial Fourier
transformed 𝐻-terms as
𝐻𝐹 (𝑡, 𝑡′, |p|) = − ⟨𝜎(𝑡)⟩ 𝐹∥(𝑡, 𝑡′, |p|) ⟨𝜎(𝑡′)⟩ , (2.94a)
𝐻𝜌(𝑡, 𝑡′, |p|) = − ⟨𝜎(𝑡)⟩ 𝜌∥(𝑡, 𝑡′, |p|) ⟨𝜎(𝑡′)⟩ , (2.94b)
where we use that only the 1-component of the macroscopic field is nonzero. The expressions for 𝑃𝐹
and 𝑃𝜌 in momentum space are







d𝑡″[𝐻𝜌(𝑡, 𝑡″, |p|)𝐼𝐹 (𝑡″, 𝑡′, |p|)




d𝑡″[𝐻𝐹 (𝑡, 𝑡″, |p|)𝐼𝜌(𝑡″, 𝑡′, |p|)
+ 𝐼𝐹 (𝑡, 𝑡″, |p|)(𝐻𝜌(𝑡″, 𝑡′, |p|) + 𝐽𝜌(𝑡″, 𝑡′, |p|))]}, (2.95a)







d𝑡″[𝐻𝜌(𝑡, 𝑡″, |p|)𝐼𝜌(𝑡″, 𝑡′, |p|)
+ 𝐼𝜌(𝑡, 𝑡″, |p|)(𝐻𝜌(𝑡″, 𝑡′, |p|) + 𝐽𝜌(𝑡″, 𝑡″, |p|))]}, (2.95b)
using the nested integrals
𝐽𝐹 (𝑡″, 𝑡′, |p|) = ∫
𝑡′
𝑡0
d𝑠 𝐻𝐹 (𝑡″, 𝑠, |p|)𝐼𝜌(𝑠, 𝑡′, |p|) −∫
𝑡″
𝑡0
d𝑠 𝐻𝜌(𝑡″, 𝑠, |p|)𝐼𝐹 (𝑠, 𝑡′, |p|), (2.96a)
𝐽𝜌(𝑡″, 𝑡′, |p|) = ∫
𝑡′
𝑡″
d𝑠 𝐻𝜌(𝑡″, 𝑠, |p|)𝐼𝜌(𝑠, 𝑡′, |p|). (2.96b)
These are all expressions needed in order to compute the self-energies at NLO in the large-𝑁 expansion.
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The energy-momentum tensor
Since the dynamics deduced from an effective action automatically guarantee that the energy of the
system is conserved, an important observable to compute is the energy density. We obtain the energy
density from the energy-momentum tensor, which is defined as the variation of the effective action








with −𝑔(𝑥) ≡ det 𝑔𝜇𝜈(𝑥) and spacetime coordinate 𝑥. While doing so, the metric is assumed to be
a general spacetime dependent metric. The result is evaluated at 𝑔𝜇𝜈 equal to the Minkowski metric
𝜂𝜇𝜈 = diag(+1,−1,−1,−1).
For an explicit calculation of the energy-momentum tensor at NLO in the large 𝑁 expansion we
refer to Appendix C in [62]. Here, we only summarize the results for the energy density, which is
obtained from 𝑇00. The energy density consists of a contribution from the classical action,








and contributions from the bosonic mode energy,
𝜀𝜙(𝑡, |p|) = 12 [𝜕𝑡𝜕𝑡′𝐹𝑎𝑎(𝑡, 𝑡
′, |p|)∣
𝑡=𝑡′
+ |p|2𝐹𝑎𝑎(𝑡, 𝑡, |p|) +𝑀2cl,𝑎𝑏(𝑡)𝐹𝑏𝑎(𝑡, 𝑡, |p|)]
+ 𝜆4!𝑁 𝐹𝑎𝑎(𝑡, 𝑡, |p|)∫
q
𝐹𝑎𝑎(𝑡, 𝑡, |q|)
+ 12 [𝐼𝐹 (𝑡, 𝑡, |p|) + 𝑃𝐹 (𝑡, 𝑡, |p|) +
𝜆
3𝑁 𝐻𝐹 (𝑡, 𝑡, |p|)] . (2.99)
Together, they sum up to the total energy density according to
𝜀(𝑡) = 𝜀cl(𝑡) +∫
p
𝜀𝜙(𝑡, |p|) . (2.100)
We note that the energy density is an equal-time quantity.
2.4 The quark-meson model
This section outlines the two-particle irreducible (2PI) effective action framework for the quark-meson
model. The exact evolution equations are presented and the approximations relevant for our analysis
in Chapter 4 are introduced.
The quark-meson model is an effective low-energy theory for quantum chromodynamics (QCD) that
incorporates the physics of chiral symmetry breaking of the two lightest quark flavors while integrating
out the explicit dynamics of gluons, see e.g. [63]. More details about the physics of this model are
provided in Section 4.2.
We consider the 𝑁𝑓 = 2 light quark flavors up and down with an identical current quark mass
𝑚𝑢/𝑑 = 𝑚𝜓, coupled to a scalar mesonic field and a triplet of pseudoscalar pion fields. The classical
Chapter 2. Quantum field theory out of equilibrium 31
action reads
𝑆[ ̄𝜓, 𝜓, 𝜎, 𝜋] = ∫d4𝑥[ ̄𝜓 (𝑖𝛾𝜇𝜕𝜇 −𝑚𝜓)𝜓 −
𝑔
𝑁𝑓





2 (𝜎2 + 𝜋𝛼𝜋𝛼) − 𝜆4!𝑁 (𝜎
2 + 𝜋𝛼𝜋𝛼)2 ] , (2.101)
with 𝜏𝛼 (𝛼 = 1, 2, 3) denoting the Pauli and 𝛾𝜇 (𝜇 = 0, 1, 2, 3) the Dirac matrices, while spinor and
flavor indices are suppressed. In (2.101), 𝑚𝜓 is the current quark mass and 𝑚2 the mesonic mass
parameter. The lowest mass states of the mesonic scalar-pseudoscalar multiplet, 𝜎 and ⃗𝜋, are given by
the 𝑁 = 4 scalar components of the bosonic field 𝜑𝑎(𝑥) = {𝜎(𝑥), 𝜋1(𝑥), 𝜋2(𝑥), 𝜋3(𝑥)} interacting via a
quartic self-coupling 𝜆. The boson fields 𝜑𝑎 are coupled to the fermion fields 𝜓 and ̄𝜓 = 𝜓†𝛾0 via the
Yukawa interaction 𝑔, which is expressed in terms of ℎ = 𝑔/𝑁𝑓 in the following.
The 𝜋 mesons play the role of the light Goldstone bosons in the chirally broken phase whereas the
𝜎 meson represents the heavy mode. Assigning these roles to the components of the scalar field is
achieved by choosing a coordinate system in field space where the field expectation value has a single
component defining the 𝜎 direction, i.e. 𝜙𝑎(𝑥) = ⟨𝜑𝑎(𝑥)⟩ = {⟨𝜎(𝑥)⟩ , 0, 0, 0 }.
The purely bosonic sector of the quark-meson model corresponds to a relativistic scalar field theory
as discussed in Section 2.3, with 𝑁 = 4 and nonvanishing field expectation value given by ⟨𝜎⟩. For
the quark-meson model, the mesonic two-point function can be written as 𝐺 = diag(𝐺𝜎, 𝐺𝜋, 𝐺𝜋, 𝐺𝜋),
interpreting the longitudinal and transverse components as the sigma meson and pion propagators,
respectively. The corresponding exact evolution equations are obtained by replacing ∥ and ⟂ by 𝜎 and
𝜋 in (2.77). In the following, we discuss the quark sector and all additional contributions originating
from it.
The construction of the 2PI effective action can be generalized to fermionic fields, see [41] for a
derivation. We assume that the time-ordered fermionic two-point function Δ = ⟨𝑇𝒞𝜓(𝑥) ̄𝜓(𝑦)⟩, with 𝒞
denoting the closed time path, is diagonal in flavor space. The 2PI effective action of the quark-meson
model can be written as [41]
Γ[𝜙,𝐺,Δ] = 𝑆[𝜙] + 𝑖2 Tr ln [𝐺
−1] + 𝑖2 Tr [𝐺
−1
cl (𝜙)𝐺]
− 𝑖Tr ln [Δ−1] − 𝑖Tr [Δ−1cl (𝜙)Δ] + Γ2[𝜙,𝐺,Δ] + const. , (2.102)
where 𝑆 is the classical action given by (2.101), and 𝐺−1cl and Δ−1cl are the classical meson and quark
propagators derived from it. As before, traces, logarithms and products have to be evaluated in the
functional sense. Since the expectation values of fermionic fields vanish, i.e. ⟨𝜓(𝑥)⟩ = ⟨ ̄𝜓(𝑥)⟩ = 0,
fermions do not contribute to the classical action term in Γ. In the quark-meson model, the 2PI
diagrams contained in Γ2[𝜙,𝐺,Δ] can depend on the macroscopic field as well as the meson and quark
propagator lines denoted by 𝐺 and Δ, respectively. In addition to the stationary conditions (2.51),




which leads to the equation of motion for the quark propagator. In direct analogy to (2.53), the
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evolution equation of the quark propagator can be written as
𝑖Δ̄−1(𝑥, 𝑦; 𝜙) = 𝑖Δ−1cl,𝑖𝑗(𝑥, 𝑦; 𝜙) − 𝑖Σ𝜓(𝑥, 𝑦; 𝜙,𝐺,Δ)∣∆=∆̄(𝜙)
, (2.103)
where the classical inverse propagator and the self-energy are defined as
𝑖Δ−1cl (𝑥, 𝑦; 𝜙) ≡
𝛿2𝑆[𝜓]
𝛿 ̄𝜓(𝑥)𝛿𝜓(𝑦) , (2.104)
𝑖Σ𝜓(𝑥, 𝑦; 𝜙,𝐺,Δ) ≡ +1𝛿Γ2[𝜙,𝐺,Δ]𝛿Δ(𝑥, 𝑦) , (2.105)
with a plus sign on the right-hand side of (2.105) for fermionic fields. The classical inverse propagator
obtained from the classical action (2.101) reads
𝑖Δ−1cl (𝑥, 𝑦; 𝜙) = [𝑖𝛾𝜇𝜕𝜇 −𝑀𝜓(𝑥; 𝜙)] 𝛿𝒞(𝑥 − 𝑦) , (2.106)
where the 𝛿-function is evaluated along the closed time path 𝒞 for the temporal coordinate, and the
classical effective mass is given by 𝑀𝜓(𝑥; 𝜙) = 𝑚𝜓 + ℎ ⟨𝜎(𝑥)⟩ since (2.106) is evaluated at the field
expectation value 𝜙𝑎(𝑥) = {⟨𝜎(𝑥)⟩ , 0, 0, 0 }.
2.4.1 Spectral and statistical components
As in the relativistic scalar field theory, we decompose all two-point functions into spectral and sta-
tistical components. The decomposition of the quark propagator and the quark self-energy can be
written as
Δ𝜓(𝑥, 𝑦) = 𝐹𝜓(𝑥, 𝑦) − 𝑖2𝜌
𝜓(𝑥, 𝑦) sgn𝒞(𝑥0 − 𝑦0) , (2.107)
Σ𝜓(𝑥, 𝑦) = 𝐶𝜓(𝑥, 𝑦) − 𝑖2𝐴
𝜓(𝑥, 𝑦) sgn𝒞(𝑥0 − 𝑦0) , (2.108)
where the sign functions are taken along the closed time path 𝒞. The components 𝐶𝜓 and 𝐴𝜓 represent
the symmetric and antisymmetric parts of the quark self-energy.
The fermionic statistical and spectral functions are defined as the commutator, denoted by squared





𝜌𝜓𝐴𝐵(𝑥, 𝑦) = 𝑖 ⟨{𝜓𝐴(𝑥), ̄𝜓𝐵(𝑦)}⟩ , (2.109b)
where the Dirac spinor indices 𝐴,𝐵 = 1, 2, 3, 4 are written explicitly. They obey the hermiticity
properties [𝜌𝜓(𝑦, 𝑥)]† = −𝛾0𝜌𝜓(𝑥, 𝑦)𝛾0 and [𝐹𝜓(𝑦, 𝑥)]† = 𝛾0𝐹𝜓(𝑥, 𝑦)𝛾0.
2.4.2 Symmetries
The quark two-point functions constitute 4 × 4 matrices in spinor space. Although fermionic two-
point functions have 16 Dirac components, the number of independent components can be reduced by
symmetry arguments. It is convenient to apply the Lorentz decomposition, according to which any
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quantity 𝑀 = 𝑀(𝑥, 𝑦) with two indices in Dirac space can be decomposed as





with 𝜎𝜇𝜈 = 𝑖2 [𝛾𝜇, 𝛾𝜈] and 𝛾5 = 𝑖𝛾0𝛾1𝛾2𝛾3. In this basis, the scalar, pseudo-scalar, vector, axial vector,
and tensor components are given by
𝑀𝑆 =
1
4 Tr [𝑀] ,
𝑀𝑃 =
1













where the trace acts in Dirac space.
Assuming that the system is homogeneous and isotropic in space, and that parity as well as CP
invariance hold, the only nonvanishing components of the fermionic two-point functions are the scalar,
vector and 0𝑖-tensor components. We note that if one additionally requires invariance under chi-
ral symmetry transformations, only the vector part remains [61]. As a consequence of isotropy, the
momentum dependence of the various components can be further simplified to
𝑀𝑆(𝑥0, 𝑦0,p) = 𝑀𝑆(𝑥0, 𝑦0, |p|) , 𝑀0𝑉 (𝑥0, 𝑦0,p) = 𝑀0(𝑥0, 𝑦0, |p|) , (2.111a)
𝑀 𝑖𝑉 (𝑥0, 𝑦0,p) =
𝑝𝑖
𝑝 𝑀𝑉 (𝑥
0, 𝑦0, |p|) , 𝑀0𝑖𝑇 (𝑥0, 𝑦0,p) =
𝑝𝑖
𝑝 𝑀𝑇 (𝑥
0, 𝑦0, |p|) . (2.111b)
In this work we refer to the functions 𝑀𝑆,𝑀0,𝑀𝑉 and 𝑀𝑇 on the right-hand sides of (2.111) as the
scalar, vector, vector-zero and tensor components, respectively. These components are deployed to
analyze the quark sector. Applying the Lorentz decomposition to the statistical and spectral quark
propagators and self-energies, one can derive evolution equations for these four components.
2.4.3 Exact evolution equations
In this section we present the exact evolution equations for the quark-meson model. The stationary
conditions of the 2PI effective action lead to the equations of motion of the macroscopic field, the me-
son and the quark two-point functions. We refer to [55, 61] for a derivation of the fermionic evolution
equations.
In comparison to (2.74) the equation of motion for the field expectation value ⟨𝜎⟩ obtains an
additional term due to the quark sector. The field equation of the quark-meson model reads




𝛿 ⟨𝜎(𝑡)⟩ , (2.112)
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with
𝑀2(𝑡) = 𝑚2 + 𝜆6𝑁 ⟨𝜎(𝑡)⟩
2 + 𝜆6𝑁 (3∫
p
𝐹𝜎(𝑡, 𝑡,p) + (𝑁 − 1)∫
p
𝐹𝜋(𝑡, 𝑡,p)) . (2.113)
The additional 𝐹𝑆-term arises in the chirally broken case and describes the fermion backreaction on the
field. It pushes the field to nonzero field expectation values even in the case where ⟨𝜎(𝑡)⟩ = 𝜕𝑡 ⟨𝜎(𝑡)⟩ = 0
at initial time. The functional Γ2[𝐺,Δ, 𝜙] contains all contributions from two-particle irreducible vac-
uum diagrams implying that the Γ2-term in (2.112) contains all nonlocal contributions to the interac-
tions of the spectral and statistical functions with the macroscopic field.
The exact evolution equations for the mesons are given by (2.77), where longitudinal and trans-
verse components are interpreted as the sigma and pi mesons in the quark-meson model. Additional
contributions due to the quarks only enter in the self-energy terms, for which we provide expressions
in Section 2.4.4, where the considered approximation is discussed.
In the quark sector we take into account the four components introduced in (2.111): scalar, vector-
zero, vector and tensor. The evolution equations for the quark statistical functions are




d𝑡″[𝐴𝑆(𝑡, 𝑡″, |p|) 𝐹0(𝑡″, 𝑡′, |p|) + 𝐴0(𝑡, 𝑡″, |p|) 𝐹𝑆(𝑡″, 𝑡′, |p|)




d𝑡″[ − 𝐶𝑆(𝑡, 𝑡″, |p|) 𝜌0(𝑡″, 𝑡′, |p|) − 𝐶0(𝑡, 𝑡″, |p|) 𝜌𝑆(𝑡″, 𝑡′, |p|)
− 𝑖𝐶𝑉 (𝑡, 𝑡″, |p|) 𝜌𝑇 (𝑡″, 𝑡′, |p|) + 𝑖𝐶𝑇 (𝑡, 𝑡″, |p|) 𝜌𝑉 (𝑡″, 𝑡′, |p|)], (2.114a)




d𝑡″[𝐴𝑆(𝑡, 𝑡″, |p|) 𝐹𝑆(𝑡″, 𝑡′, |p|) − 𝐴𝑇 (𝑡, 𝑡″, |p|) 𝐹𝑇 (𝑡″, 𝑡′, |p|)




d𝑡″[ − 𝐶𝑆(𝑡, 𝑡″, |p|) 𝜌𝑆(𝑡″, 𝑡′, |p|) + 𝐶𝑇 (𝑡, 𝑡″, |p|) 𝜌𝑇 (𝑡″, 𝑡′, |p|)
− 𝐶0(𝑡, 𝑡″, |p|) 𝜌0(𝑡″, 𝑡′, |p|) + 𝐶𝑉 (𝑡, 𝑡″, |p|) 𝜌𝑉 (𝑡″, 𝑡′, |p|)], (2.114b)




d𝑡″[ − 𝑖𝐴0(𝑡, 𝑡″, |p|) 𝐹𝑉 (𝑡″, 𝑡′, |p|) + 𝑖𝐴𝑉 (𝑡, 𝑡″, |p|) 𝐹0(𝑡″, 𝑡′, |p|)




d𝑡″[ + 𝑖𝐶0(𝑡, 𝑡″, |p|) 𝜌𝑉 (𝑡″, 𝑡′, |p|) − 𝑖𝐶𝑉 (𝑡, 𝑡″, |p|) 𝜌0(𝑡″, 𝑡′, |p|)
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−𝐶𝑆(𝑡, 𝑡″, |p|) 𝜌𝑇 (𝑡″, 𝑡′, |p|) − 𝐶𝑇 (𝑡, 𝑡″, |p|) 𝜌𝑆(𝑡″, 𝑡′, |p|)], (2.114c)




d𝑡″[ − 𝐴𝑆(𝑡, 𝑡″, |p|) 𝐹𝑉 (𝑡″, 𝑡′, |p|) − 𝐴𝑉 (𝑡, 𝑡″, |p|) 𝐹𝑆(𝑡″, 𝑡′, |p|)




d𝑡″[ + 𝐶𝑆(𝑡, 𝑡″, |p|) 𝜌𝑉 (𝑡″, 𝑡′, |p|) + 𝐶𝑉 (𝑡, 𝑡″, |p|) 𝜌𝑆(𝑡″, 𝑡′, |p|)
+ 𝑖𝐶0(𝑡, 𝑡″, |p|) 𝜌𝑇 (𝑡″, 𝑡′, |p|) − 𝑖𝐶𝑇 (𝑡, 𝑡″, |p|) 𝜌0(𝑡″, 𝑡′, |p|)], (2.114d)
and for the quark spectral functions




d𝑡″[𝐴𝑆(𝑡, 𝑡″, |p|) 𝜌0(𝑡″, 𝑡′, |p|) + 𝐴0(𝑡, 𝑡″, |p|) 𝜌𝑆(𝑡″, 𝑡′, |p|)
+ 𝑖𝐴𝑉 (𝑡, 𝑡″, |p|) 𝜌𝑇 (𝑡″, 𝑡′, |p|) − 𝑖𝐴𝑇 (𝑡, 𝑡″, |p|) 𝜌𝑉 (𝑡″, 𝑡′, |p|)], (2.115a)




d𝑡″[𝐴𝑆(𝑡, 𝑡″, |p|) 𝜌𝑆(𝑡″, 𝑡′, |p|) − 𝐴𝑇 (𝑡, 𝑡″, |p|) 𝜌𝑇 (𝑡″, 𝑡′, |p|)
+ 𝐴0(𝑡, 𝑡″, |p|) 𝜌0(𝑡″, 𝑡′, |p|) − 𝐴𝑉 (𝑡, 𝑡″, |p|) 𝜌𝑉 (𝑡″, 𝑡′, |p|)], (2.115b)




d𝑡″[ − 𝑖𝐴0(𝑡, 𝑡″, |p|) 𝜌𝑉 (𝑡″, 𝑡′, |p|) + 𝑖𝐴𝑉 (𝑡, 𝑡″, |p|) 𝜌0(𝑡″, 𝑡′, |p|)
+ 𝐴𝑆(𝑡, 𝑡″, |p|) 𝜌𝑇 (𝑡″, 𝑡′, |p|) + 𝐴𝑇 (𝑡, 𝑡″, |p|) 𝜌𝑆(𝑡″, 𝑡′, |p|)], (2.115c)




d𝑡″[ − 𝐴𝑆(𝑡, 𝑡″, |p|) 𝜌𝑉 (𝑡″, 𝑡′, |p|) − 𝐴𝑉 (𝑡, 𝑡″, |p|) 𝜌𝑆(𝑡″, 𝑡′, |p|)
− 𝑖𝐴0(𝑡, 𝑡″, |p|) 𝜌𝑇 (𝑡″, 𝑡′, |p|) + 𝑖𝐴𝑇 (𝑡, 𝑡″, |p|) 𝜌0(𝑡″, 𝑡′, |p|)] , (2.115d)
where the effective fermion mass is given by 𝑀𝜓(𝑥) = 𝑚𝜓 + ℎ ⟨𝜎(𝑥)⟩, which also appears in (2.106).
We note that the factors of 𝑖 are necessary because the vector-zero component is imaginary while all
other components are real.
2.4.4 Approximations at NLO
In order to carry out explicit computations, it is necessary to approximate the 2PI effective action.
A truncation of the quantum fluctuations contained in the 2PI effective action allows us to derive
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Figure 2.5: The fermion-boson-loop diagram. A full line indicates a fermion propagator while a dashed
line denotes a boson propagator.
expressions for the self-energies entering the evolution equations. In this section we introduce our
approximation scheme and present the therefrom derived self-energy terms.
Our work deploys an expansion to next-to-leading order (NLO) in 1/𝑁 and 𝑔, where 𝑁 = 4 is
the number of scalar field components and 𝑔 the Yukawa coupling. In the meson sector, we employ
the large-𝑁 expansion discussed in Section 2.3.4, which provides a controlled nonperturbative approx-
imation scheme. Taking into account quantum fluctuations up to NLO includes scattering as well as
off-shell and memory effects, and is capable of handling relatively large couplings [60]. In the quark
sector, a loop expansion in 𝑔 to NLO contributes in form of the fermion-boson-loop originally discussed
in [61], which can be represented by the diagram shown in Figure 2.5.
The 2PI diagrams relevant for our approximation can be structured according to
Γ2[𝜙,𝐺,Δ] = ΓLO2 [𝜙,𝐺] + ΓNLO2 [𝜙,𝐺] + Γ2[Δ,𝐺] , (2.116)
with the first two terms describing the LO and NLO contributions of the bosonic sector given by (2.81)




Tr [Δ(𝑥, 𝑦)Δ(𝑦, 𝑥)]𝐺𝑎𝑎(𝑥, 𝑦) , (2.117)
with the trace acting in Dirac space.
The self-energy terms for the chirally symmetric case of 𝑚𝜓 = 0 have been derived in [61, 64]
while a computation of the self-energy contributions for nonvanishing fermion bare mass 𝑚𝜓 can be
found in [55]. In the following, we provide a summary of the relevant expressions in this approximation.
The field equation
Apart from the additional term in the field equation (2.112), no further changes arise from the presence





with the right-hand side given by (2.87).
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The self-energies
We first provide expressions for the meson and subsequently for the quark self-energies. All terms are
presented in coordinate space where the self-energies can be written as direct products. Thereby the
quark two-point functions are expressed in terms of the Lorentz components introduced in (2.110),
assuming that they suffice the symmetry properties (2.111) in momentum space.
While the local parts of the bosonic self-energies are the same as in the scalar field theory, the
nonlocal self-energy terms obtain additional contributions from the fermion-boson-loop (2.117). In
coordinate space the relevant expressions for the meson self-energies read
𝐶𝜙𝑎𝑏(𝑥, 𝑦) = 𝐶𝑎𝑏(𝑥, 𝑦)
− 4ℎ2𝑁𝑓𝛿𝑎𝑏{𝐹𝜇𝑉 (𝑥, 𝑦)𝐹𝑉 ,𝜇(𝑥, 𝑦) − 𝐹𝑆(𝑥, 𝑦)𝐹𝑆(𝑥, 𝑦) − 𝐹 0𝑖𝑇 (𝑥, 𝑦)𝐹 0𝑖𝑇 (𝑥, 𝑦)
− 14[𝜌
𝜇
𝑉 (𝑥, 𝑦)𝜌𝑉 ,𝜇(𝑥, 𝑦) − 𝜌𝑆(𝑥, 𝑦)𝜌𝑆(𝑥, 𝑦) − 𝜌0𝑖𝑇 (𝑥, 𝑦)𝜌0𝑖𝑇 (𝑥, 𝑦)]}, (2.119a)
𝐴𝜙𝑎𝑏(𝑥, 𝑦) = 𝐴𝑎𝑏(𝑥, 𝑦)
− 8ℎ2𝑁𝑓𝛿𝑎𝑏{𝜌𝜇𝑉 (𝑥, 𝑦)𝐹𝑉 ,𝜇(𝑥, 𝑦) − 𝜌𝑆(𝑥, 𝑦)𝐹𝑆(𝑥, 𝑦) − 𝜌0𝑖𝑇 (𝑥, 𝑦)𝐹 0𝑖𝑇 (𝑥, 𝑦)}, (2.119b)
where 𝐴𝜙 and 𝐶𝜙 are the bosonic self-energy expressions for the quark-meson model while 𝐴 and 𝐶
correspond to the self-energies of the real scalar field theory with expressions given by (2.91). We note
that spatial isotropy and homogeneity imply that the spacetime dependence is (𝑥, 𝑦) = (𝑥0, 𝑦0, |x− y|).
The statistical and spectral parts of the quark self-energy are written in terms of the relevant
Lorentz components. The statistical fermion self-energy can be expressed in terms of
𝐶𝑆(𝑥, 𝑦) = −ℎ2{𝐹𝑆(𝑥, 𝑦)[𝐹𝜎(𝑥, 𝑦) + (𝑁 − 1)𝐹𝜋(𝑥, 𝑦)]
− 14𝜌𝑆(𝑥, 𝑦)[𝜌𝜎(𝑥, 𝑦) + (𝑁 − 1)𝜌𝜋(𝑥, 𝑦)]}, (2.120a)
𝐶𝜇𝑉 (𝑥, 𝑦) = −ℎ2{𝐹𝜇𝑉 (𝑥, 𝑦)[𝐹𝜎(𝑥, 𝑦) + (𝑁 − 1)𝐹𝜋(𝑥, 𝑦)]
− 14𝜌
𝜇
𝑉 (𝑥, 𝑦)[𝜌𝜎(𝑥, 𝑦) + (𝑁 − 1)𝜌𝜋(𝑥, 𝑦)]}, (2.120b)
𝐶0𝑖𝑇 (𝑥, 𝑦) = −ℎ2{𝐹 0𝑖𝑇 (𝑥, 𝑦)[𝐹𝜎(𝑥, 𝑦) + (𝑁 − 1)𝐹𝜋(𝑥, 𝑦)]
− 14𝜌
0𝑖
𝑇 (𝑥, 𝑦)[𝜌𝜎(𝑥, 𝑦) + (𝑁 − 1)𝜌𝜋(𝑥, 𝑦)]}, (2.120c)
while the spectral part is given by
𝐴𝑆(𝑥, 𝑦) = −ℎ2{𝐹𝑆(𝑥, 𝑦)[𝜌𝜎(𝑥, 𝑦) + (𝑁 − 1)𝜌𝜋(𝑥, 𝑦)]
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+ 𝜌𝑆(𝑥, 𝑦)[𝐹𝜎(𝑥, 𝑦) + (𝑁 − 1)𝐹𝜋(𝑥, 𝑦)]}, (2.121a)
𝐴𝜇𝑉 (𝑥, 𝑦) = −ℎ2{𝐹𝜇𝑉 (𝑥, 𝑦)[𝜌𝜎(𝑥, 𝑦) + (𝑁 − 1)𝜌𝜋(𝑥, 𝑦)]
+ 𝜌𝜇𝑉 (𝑥, 𝑦)[𝐹𝜎(𝑥, 𝑦) + (𝑁 − 1)𝐹𝜋(𝑥, 𝑦)]}, (2.121b)
𝐴0𝑖𝑇 (𝑥, 𝑦) = −ℎ2{𝐹 0𝑖𝑇 (𝑥, 𝑦)[𝜌𝜎(𝑥, 𝑦) + (𝑁 − 1)𝜌𝜋(𝑥, 𝑦)]
+ 𝜌0𝑖𝑇 (𝑥, 𝑦)[𝐹𝜎(𝑥, 𝑦) + (𝑁 − 1)𝐹𝜋(𝑥, 𝑦)]}, (2.121c)
where again spatial isotropy and homogeneity are implied.
The energy-momentum tensor
In the quark-meson model, the energy density receives contributions from the bosonic as well as the





[ 𝜀𝜙(𝑡, |p|) + 𝜀𝜓(𝑡, |p|) ] , (2.122)
where the classical energy density 𝜀cl is given by (2.98), the bosonic mode energy density 𝜀𝜙 by (2.99)
and the fermionic mode energy density 𝜀𝜓 by
𝜀𝜓(𝑡, |p|) = −16[|p|𝐹𝑉 (𝑡, 𝑡, |p|) +𝑀𝜓(𝑥)𝐹𝑆(𝑡, 𝑡, |p|) + 𝑅(𝑡, |p|)] , (2.123)
with
𝑅(𝑥0, |p|) = ∫
𝑥0
0
d𝑦0[ + 𝐴𝑆(𝑥0, 𝑦0, |p|) 𝐹𝑆(𝑦0, 𝑥0, |p|) − 𝐴𝑇 (𝑥0, 𝑦0, |p|) 𝐹𝑇 (𝑦0, 𝑥0, |p|)




d𝑦0[ − 𝐶𝑆(𝑥0, 𝑦0, |p|) 𝜌𝑆(𝑦0, 𝑥0, |p|) + 𝐶𝑇 (𝑥0, 𝑦0, |p|) 𝜌𝑇 (𝑦0, 𝑥0, |p|)
− 𝐶0(𝑥0, 𝑦0, |p|) 𝜌0(𝑦0, 𝑥0, |p|) + 𝐶𝑉 (𝑥0, 𝑦0, |p|) 𝜌𝑉 (𝑦0, 𝑥0, |p|)] , (2.124)
which corresponds to memory integrals of the evolution equation for 𝐹0 evaluated at 𝑥0 = 𝑡 = 𝑡′.
Chapter 3
Universal dynamics of relativistic
scalar fields
This chapter aims to explore the far-from-equilibrium dynamics of an isolated quantum many-body
system described by a relativistic scalar field theory. It is based on “Spectral, statistical and vertex
functions in scalar quantum field theory far from equilibrium” by L. Shen and J. Berges, published
in Phys. Rev. D 101, 056009 (2020) [65], where figures and large parts of the text are taken from.
While J. Berges guided the project and participated in writing the text, I performed the numerical
simulations, carried out the data analysis and contributed significantly to the text. The employed code
was developed by A. Rothkopf and is publicly accessible via the Zenodo repository under [66].
Our analysis builds on the computation of the nonequilibrium dynamics of a relativistic scalar field
theory starting from overoccupied initial conditions, for which we deploy the two-particle irreducible
(2PI) effective action techniques introduced in the previous chapter. As the system approaches the
infrared nonthermal fixed point characterized by self-similar scaling, universal properties of the particle
distribution function as well as the effective four-vertex can be studied. In addition, we investigate
the evolution of the unequal-time two-point correlation functions, which contain information about
the quasiparticle content of the system. Our analysis shows that the fluctuation-dissipation relation is
violated in the nonperturbative infrared regime.
This chapter is organized as follows: We begin with a short motivation for our work in Section 3.1.
In Section 3.2 we introduce the model and specify the class of far-from-equilibrium initial conditions
that we consider. The results for the equal-time two-point correlation functions and the effective
four-vertex are presented in Section 3.3. We extract self-similar scaling properties for a wide range of
couplings, and compare the numerical results to analytical estimates. Section 3.4 shows our results
for the unequal-time two-point correlation functions, where spectral as well as statistical functions
are analyzed. We identify three characteristic momentum regimes and investigate the role of the
fluctuation-dissipation relation in each of these regimes. Finally, we conclude in Section 3.5.
The discussion is supplemented by a number of appendices containing more details about the work
of this chapter. In Appendix 3.A we present analytical results for the free scalar field theory, from
which one can gain more intuition for the quantities deployed within the 2PI framework. Appendix 3.B
provides a detailed description of the numerical methods, including discretization, initial conditions,
and numerical stability checks. How we numerically compute scaling exponents and Wigner transfor-
39
40 Chapter 3. Universal dynamics of relativistic scalar fields
mations is outlined in Appendices 3.C and 3.D, respectively. A calculation of the vertex functions can
be found in Appendix 3.E.
3.1 Introduction
The nonequilibrium dynamics of relativistic scalar quantum fields form an important cornerstone in
our understanding of the evolution of the early universe. According to the theory of inflation, the
early universe undergoes an epoch of accelerated expansion for a short time after the big bang. The
inflationary paradigm provides an excellent way to solve flatness and horizon problems that appear in
the standard hot big bang model, see e.g. [67] for a review. In many inflationary models the expansion
of the universe is caused by the quantum fluctuations of a scalar field called the inflaton field, which
after the inflationary phase stores the whole energy density of the universe. The subsequent evolution,
known as reheating, involves a nonperturbatively fast decay of the inflaton field, accompanied by an
explosive particle production due to dynamical instabilities [2, 68]. In general, these instabilities create
highly occupied excitations at some characteristic momentum scale 𝑄0, which differs significantly from
the temperature of a thermally equilibrated system with the same energy density and particle number.
The overoccupied system relaxes in terms of self-similar cascades, transporting particles toward low
momentum scales [30, 32] and energy to higher momenta [69, 70]. Similar phenomena are predicted
to characterize the dynamics of the highly excited quark-gluon plasma during the early stages of a
heavy-ion collision [71–74]. Recently, self-similar scaling phenomena have been experimentally discov-
ered in ultracold quantum gases far from equilibrium, showing remarkable universal properties in the
nonperturbative infrared regime at sufficiently low momenta [28, 29, 75]. Theoretical descriptions of
the underlying nonthermal infrared fixed points typically involve effective kinetic theory [31, 32, 36,
76–78] or classical-statistical approximations [32, 79–84] in the weak coupling limit.
In this chapter, we study the time evolution of relativistic scalar quantum fields starting from
overoccupied initial conditions. The nonequilibrium evolution is addressed from first principles by
solving the equations of motion obtained from the 2PI effective action. We consider a self-interacting
𝑁 -component field theory often employed in the context of scalar inflaton models, which can also
be taken to describe the Higgs sector of the standard model of particle physics for 𝑁 = 4. A self-
consistent expansion in powers of 1/𝑁 to next-to-leading order (NLO) provides a nonperturbative
account of the dynamics, such that we may analyze the highly occupied infrared for a wide range of
interaction strengths. This has been previously employed to study the far-from-equilibrium dynamics
of this model, focusing on the role of a symmetry breaking field expectation value for its evolution [62].
Here, we analyze for the first time the self-similar scaling properties of two-point correlators and the
effective four-vertex in quantum field theory at NLO without further approximations by numerically
extracting the universal dynamical exponents and scaling functions. We compare our results to previous
weak-coupling estimates for equal-time two-point correlators using effective kinetic theory or classical-
statistical field theory [32].
A further important focus of our work is the computation of unequal-time correlation functions
far from equilibrium, namely the commutator expectation value of two field operators and the re-
spective anticommutator at different times. The former gives the spectral function, which provides
essential information about the nature of the excitations, such as the possible existence or absence
of long-lived quasiparticles far from equilibrium. In contrast, the anticommutator expectation value
captures quantum-statistical aspects, such as the occupation number of modes. While in thermal
equilibrium the spectral (commutator) and statistical (anticommutator) correlation functions are re-
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lated by the fluctuation-dissipation relation, this is in general violated out of equilibrium. Here we
compute both spectral and statistical correlation functions directly based on the underlying quan-
tum field. While at sufficiently high momenta we recover the expected quasiparticle structure with
a generalized fluctuation-dissipation relation, we demonstrate that significant violations occur in the
nonperturbative infrared regime.
3.2 Scalar quantum field theory far from equilibrium
We consider the relativistic 𝑁 -component scalar quantum field theory discussed in Section 2.3 for
massless fields interacting via a quartic self-coupling 𝜆. The 𝑂(𝑁)-symmetric classical action is given
by






which corresponds to (2.49) with 𝑚 = 0. As before, the a summation over field indices 𝑎 = 1,… ,𝑁
and Lorentz indices 𝜇 = 0, 1, 2, 3 is implied, and we use the four-vector 𝑥 = (𝑥0,x).
Quantum corrections are taken into account using the large-𝑁 expansion at next-to-leading order
(NLO) of the two-particle irreducible (2PI) effective action [58, 60], which we outlined in Section 2.3.4.
This self-consistent expansion scheme is uniform in time, resumming secular terms such that it can be
applied also to study late-time dynamics [41].
A full description of general out-of-equilibrium dynamics can be based on the time-ordered two-
point correlation function. Equivalently, one can deploy both commutator and anticommutator ex-
pectation values of products of field operators. These correspond to the statistical function 𝐹 and the
spectral function 𝜌 introduced in Section 2.3.1, see (2.65). They are given by
𝐹𝑎𝑏(𝑥, 𝑦) =
1
2 ⟨{𝜑𝑎(𝑥), 𝜑𝑏(𝑦)}⟩ − ⟨𝜑𝑎(𝑥)⟩ ⟨𝜑𝑏(𝑦)⟩ , (3.2a)
𝜌𝑎𝑏(𝑥, 𝑦) = 𝑖 ⟨[𝜑𝑎(𝑥), 𝜑𝑏(𝑦)]⟩ , (3.2b)
where the operator nature of the fields is implied. {. , . } denotes the anticommutator and [. , . ] the
commutator that is applied to the field operators 𝜑𝑎(𝑥).
At NLO in the large-𝑁 expansion, the evolution equations for 𝐹 and 𝜌 are given by (2.77) with
the self-energy terms provided in Section 2.3.4. For their solution we have to supply initial conditions
at time 𝑥0 = 𝑡 = 0. Here we employ initial conditions for the spatially homogeneous system with a
vanishing macroscopic field, i.e. ⟨𝜑𝑎(𝑡)⟩ = 𝜕𝑡 ⟨𝜑𝑎(𝑡)⟩ = 0 at 𝑡 = 0 for all field components. By virtue
of the 𝑂(𝑁) symmetry, the field expectation value then remains zero at all times. This allows us to
write
𝐹𝑎𝑏(𝑥, 𝑦) = 𝐹(𝑥, 𝑦)𝛿𝑎𝑏 , 𝜌𝑎𝑏(𝑥, 𝑦) = 𝜌(𝑥, 𝑦)𝛿𝑎𝑏, (3.3)
such that we only need to consider the diagonal elements 𝐹(𝑥, 𝑦) and 𝜌(𝑥, 𝑦).
We deploy Gaussian initial conditions that can be fully determined in terms of the spectral and
statistical two-point functions. The initial conditions at 𝑡 = 0 for the spectral function are fixed by
its antisymmetry, 𝜌(𝑡, 𝑡,x,y) = 0, and the equal-time commutation relations of the bosonic quantum
theory (2.70). For the statistical function at initial time we consider free-field correlations, see Ap-
pendix 3.A for details about the free theory, which in spatial Fourier space with momentum p are




= 𝑓p + 1/2𝜔p
cos [𝜔p(𝑡 − 𝑡′)] ∣
𝑡=𝑡′=0
. (3.4)
Here 𝑓p denotes an initial particle number distribution with dispersion 𝜔p. The latter is set at initial
time by 𝜔p = √|p|2 +𝑚2init in the limit of a vanishing initial mass 𝑚init → 0+. Following [62], we
consider the initial condition of a highly occupied system of particles with distribution function
𝑓p =
𝑛0
𝜆 Θ(𝑄0 − |p|) , (3.5)
where the characteristic momentum 𝑄0 sets the initial scale, 𝑛0 is an occupancy parameter, and Θ
denotes the Heaviside step function. Because the initial occupancy is inversely proportional to the
coupling, this represents a nonperturbative problem even for 𝜆 ≪ 1. Since the NLO approximation for
the dynamics is non-Gaussian, higher correlations build up during the time evolution. Details about
the specification of the initial conditions in our simulations are outlined in Appendix 3.B.2.
Starting from this overoccupied initial situation, we compute the time evolution of the system by
numerically solving the coupled NLO evolution equations for the statistical and spectral correlation
functions. The NLO approximation for the statistical and spectral components of the self-energies,
which we denote by 𝐶(𝑥, 𝑦) and 𝐴(𝑥, 𝑦) according to the decomposition (2.68), entails a geometric series
summation of the correlation functions 𝐹(𝑥, 𝑦) and 𝜌(𝑥, 𝑦), which can be conveniently expressed in
terms of the summation functions 𝐼𝐹 (𝑥, 𝑦) and 𝐼𝜌(𝑥, 𝑦). For vanishing macroscopic field, the self-energy
expressions (2.91) simplify to
𝐶(𝑥, 𝑦) = − 𝜆3𝑁 (𝐹(𝑥, 𝑦)𝐼𝐹 (𝑥, 𝑦) −
1
4𝜌(𝑥, 𝑦)𝐼𝜌(𝑥, 𝑦)), (3.6a)
𝐴(𝑥, 𝑦) = − 𝜆3𝑁 (𝐹(𝑥, 𝑦)𝐼𝜌(𝑥, 𝑦) + 𝜌(𝑥, 𝑦)𝐼𝐹 (𝑥, 𝑦)), (3.6b)
where the summation functions 𝐼𝐹 and 𝐼𝜌 given by (2.92) contain as building blocks the ‘one-loop’
self-energies Π𝐹 (𝑥, 𝑦) and Π𝜌(𝑥, 𝑦) in (2.93). The spectral component of the one-loop self-energy is
directly related to the retarded one-loop self-energy,
Π𝑅(𝑥, 𝑦) = Θ(𝑥0 − 𝑦0)Π𝜌(𝑥, 𝑦) . (3.7)
We emphasize that the large-𝑁 approximation only involves a systematic power counting of factors
of 1/𝑁 . As a consequence, the terms neglected are suppressed by an additional power of 1/𝑁 . Since this
is not an expansion in powers of the coupling 𝜆, even nonperturbative situations far from equilibrium
such as the overoccupied initial conditions specified by (3.5) can be addressed. Moreover, the NLO
contributions are essential: at LO (𝑁 → ∞) the right-hand side of the evolution equations (2.77)
would vanish since the self-energies (3.6) are zero at that order.
The numerical results presented in this work employ 𝑁 = 4 and occupation parameter 𝑛0 = 100.
We study a wide range of coupling parameters 𝜆 = 0.01, 0.10, 1.0, 2.0. If not stated otherwise, 𝜆 = 1.0
is used. In the following, all quantities are given in units of the characteristic initial scale 𝑄0 and are
stated as dimensionless numbers, see Appendix 3.B.3 for details about mass dimensions. The equations
of motion are discretized on a lattice with temporal step 𝑎𝑡 and spatial lattice spacing 𝑎𝑠. The results
shown are obtained from computations using 𝑁𝑠 = 500 points on a spatial grid with 𝑎𝑠 = 0.75,
corresponding to an ultraviolet (UV) momentum cutoff of ΛUV = 4.19 and an infrared (IR) cutoff of
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ΛIR = 0.0084. We checked that all relevant results are insensitive to both IR and UV cutoffs. In order
to efficiently approach late times, the time step 𝑎𝑡 is tuned to be as large as possible while checking
numerical convergence to runs with smaller time steps. For the presented numerical results a time step
of 𝑎𝑡 = 0.3 is used. Details about the numerical computations are explained in Appendix 3.B.
3.3 Universal scaling dynamics of equal-time correlations
We first consider the time nonequilibrium evolution of the statistical correlation function (3.2a) at
equal times, for which the spectral function (3.2b) vanishes because of its antisymmetry. A similar
calculation for a larger class of initial conditions (with nonzero initial field expectation value) has been
done in [62] pointing out the independence of rescaled results on system parameters, such as the value
of the coupling 𝜆 or details of the initial conditions, in an emergent universal regime associated to a
nonthermal fixed point [30, 32]. Exploiting this insensitivity to initial condition details, we restrict
ourselves to the symmetric regime with initial conditions described in Section 3.2. This reduces the
numerical efforts and we do not have to employ an adaptive grid size as done in [62], which allows us
for the first time to accurately extract the universal self-similar scaling exponents and scaling function
from the complete NLO evolution equations (2.77) with (2.91) — (2.93) by numerical computations.
A calculation of the far-from-equilibrium scaling exponents and function has so far only been done
using additional assumptions, such as a quasiparticle ansatz for an effective kinetic description at the
nonthermal fixed point in [32, 76, 77], or based on classical-statistical field theory approximations in
[32] in the weak-coupling limit. We emphasize that our approach is not restricted to weak couplings
and includes genuine quantum effects at NLO in the large-𝑁 expansion.
3.3.1 Particle distribution
So far, the phenomenon of scaling has mainly been discussed in terms of a particle number distribution
function, whose time-dependence we extract from the two-point correlation function as [41, 60]
𝑓(𝑡, |p|) + 12 = √𝐹(𝑡, 𝑡
′, |p|)𝜕𝑡𝜕𝑡′𝐹(𝑡, 𝑡′, |p|) ∣
𝑡=𝑡′
. (3.8)
Similarly, one may define a time-dependent effective dispersion
𝜔(𝑡, |p|) = √𝜕𝑡𝜕𝑡′𝐹(𝑡, 𝑡
′, |p|)
𝐹 (𝑡, 𝑡′, |p|) ∣
𝑡=𝑡′
, (3.9)
such that we have at initial time 𝑓(𝑡 = 0, |p|) = 𝑓p and 𝜔(𝑡 = 0, |p|) = 𝜔p in accordance with (3.4).
These quasiparticle expressions comply with the free theory, as shown in Appendix 3.A.
Starting from the overoccupied initial state at 𝑡 = 0, the nonequilibrium evolution leads to a re-
distribution of both particle number and mode energy. In the upper plot of Figure 3.1, we show the
time evolution of the distribution function 𝑓(𝑡,p). The effective mass 𝑚eff , which is given by the ap-
proximately time-independent value of the dispersion at zero momentum as analyzed in Section 3.4.2,
is also indicated. For 𝑡 ≳ 1500, the dynamics slows down considerably and we analyze in the fol-
lowing whether the system becomes self-similar. We concentrate on the nonperturbative behavior for
sufficiently low momenta, and refer to [62, 70] for the analysis of the perturbative high-momentum
properties .
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Rescaled distribution: t f (t, |p|)
= 1.60, = 0.59
Figure 3.1: The upper graph shows the distribution function as a function of momentum at different
times. In the lower plot, the rescaled distribution versus rescaled momentum is given.
For a self-similar time evolution the distribution obeys the scaling property
𝑓(𝑡, |p|) = 𝑡𝛼𝑓𝑆(𝑡𝛽|p|) , (3.10)
with scaling exponents 𝛼, 𝛽 and time-independent scaling function 𝑓𝑆. Therefore, in the scaling regime
𝑡−𝛼𝑓(𝑡, |p|) does not depend on time and momentum separately but only on the product 𝑡𝛽|p| for a
set of exponents 𝛼 and 𝛽. Universality implies that the shape of the distribution function and the
values of the exponents do not depend on the microscopic model parameters, such as the value of the
coupling 𝜆, which is discussed in the following.
As shown in the lower plot of Figure 3.1, the distribution function at different times can be rescaled
such that the curves of 𝑡−𝛼𝑓(𝑡, |p|) as a function of 𝑡𝛽|p| lie on top of each other for lower momenta.
Numerically, the scaling exponents are obtained by comparing the distribution function at some ref-
erence time 𝑡ref with several earlier times 𝑡, where we perform comparisons within a time window of
Δ𝑡w = 720. For details on the method and the employed error estimation we refer to Appendix 3.C.
In Figure 3.2 we show our results for the scaling exponents 𝛼 and 𝛽 for different couplings where the
data points are binned for the plots. Both exponents approach approximately constant values given
in Table 3.1. For later comparison, we also present values for the exponent 𝛼𝜆 as defined in the table
caption.
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Figure 3.2: The scaling exponents 𝛼 and 𝛽 for the self-similar behavior of the distribution function
𝑓(𝑡, |p|) extracted at reference times 𝑡ref , shown for different values of the coupling parameter 𝜆.
𝜆 𝛼 𝛽 2(𝛽 − 𝛼)
0.01 1.59 ± 0.06 0.56 ± 0.02 −2.06 ± 0.13
0.10 1.60 ± 0.06 0.57 ± 0.02 −2.06 ± 0.13
1.00 1.60 ± 0.08 0.59 ± 0.02 −2.02 ± 0.17
2.00 1.61 ± 0.09 0.60 ± 0.02 −2.02 ± 0.19
Table 3.1: Exponents 𝛼 and 𝛽 obtained from the scaling analysis of the particle distribution 𝑓(𝑡, |p|).
Using these values we also give 𝛼𝜆 = 2(𝛽 − 𝛼) for later comparison, which is the expected scaling
exponent of the four-vertex introduced in Section 3.3.3. Our results are shown for different values of
the coupling parameter 𝜆.
The exponents for all couplings studied here agree within errors with each other. Furthermore,
they are consistent with the results found in [32] using classical-statistical lattice simulations, confirm-
ing that statistical fluctuations dominate over genuine quantum fluctuations in this highly occupied
regime. As pointed out in [32, 76, 77], the values of these exponents coincide with those of the cor-
responding nonrelativistic scalar model, since infrared momenta below 𝑚eff of the relativistic theory
behave nonrelativistically. Within errors, we also find 𝛼 = 𝑑𝛽 for 𝑑 = 3 spatial dimensions such that
∫
p
𝑓(𝑡, |p|) = 𝑡𝛼−𝑑𝛽 ∫
q
𝑓𝑆(|q|) is approximately conserved, reflecting a transport of particles toward
lower momenta for the 𝛽 > 0 observed.
3.3.2 Mode energy











𝐹(𝑡, 𝑡, |q|)]𝐹(𝑡, 𝑡′, |p|)∣
𝑡=𝑡′
+ 12𝑁 𝐼𝐹 (𝑡, 𝑡, |p|) (3.11)
≃ 𝜔(𝑡,p) [𝑓(𝑡, |p|) + 12] , (3.12)
where the approximation employed for the last line is only used here to analyze the quasiparticle
content of the dynamics. As shown by (3.40) in Appendix 3.A, the relation is exact in the free theory.
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Rescaled mode energy: t (t, |p|)
= 1.60, = 0.59
Figure 3.3: The original and rescaled mode energies at different times. The same exponents as obtained
from the scaling analysis of the distribution function 𝑓 are used.
The momentum sum of the mode energy (3.11) is equal to the conserved total energy density at NLO,
𝜀(𝑡) = ∫d3p/(2𝜋)3𝜀(𝑡, |p|). In our simulations 𝜀(𝑡) is conserved at the level of 1% accuracy for the
times under consideration.
The scaling analysis for the mode energy density employs
𝜀(𝑡, |p|) = 𝑡𝛼 𝜀𝑆(𝑡𝛽|p|) , (3.13)
where we anticipate that the scaling exponents are the same as for the distribution function, and
𝜀𝑆 denotes the energy scaling function. The upper graph of Figure 3.3 shows the time evolution of
𝜀(𝑡, |p|), while the lower one displays the rescaled quantity 𝑡−𝛼𝜀(𝑡, |p|) as a function of 𝑡𝛽|p| employing
the same values for the exponents as obtained from the particle number distribution. One observes
that in the scaling regime all curves collapse to a single one in the infrared to very good accuracy.
In order to illustrate this agreement, we analyze the approximate quasiparticle energy density given
by (3.12). In Figure 3.4 the mode energy at NLO (3.11) is compared to the quasiparticle expression
(3.12). One observes rather good agreement, in particular in terms of the scaling properties.
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Figure 3.4: Comparison of the mode energy at NLO (3.11) and the quasiparticle expression (3.12) as
a function of momentum for different times.
3.3.3 Scaling of the effective coupling
In this section we analyze the scaling properties of the four-vertex in an approximation based on the
large-𝑁 expansion to NLO. Since we are interested in a slowly evolving self-similar scaling regime,
we may simplify the computation considerably by relying on a derivative expansion in time. More
precisely, at lowest order in derivatives it is convenient to consider the (on-shell) effective coupling in
Fourier space given by [31–33]
𝜆eff(𝑡, |p|) =
𝜆
|1 + Π𝑅(𝑡, |p|)|2
. (3.14)
This effective coupling approximates the full four-vertex, which at this order receives its momentum
dependence from the resummed geometric series underlying the NLO approximation [58, 60]. Moreover,






In the following this is used to numerically compute the time-dependent effective coupling, where
𝐼𝐹 (𝑡, |p|) and Π𝐹 (𝑡, |p|) are obtained from the expressions (2.92) and (2.93) in spatial Fourier space
evaluated at equal times.
Using the scaling property (3.10) of the distribution function in the expression for the self-energies
(2.93) in the nonrelativistic regime, one expects [32, 76, 77]
𝜆eff(𝑡, |p|) = 𝑡𝛼𝜆𝜆eff,𝑆(𝑡𝛽|p|) , (3.16)
with scaling function 𝜆eff,𝑆 and coupling scaling exponent
𝛼𝜆 = −2 [(2 − 𝑑)𝛽 + 𝛼] , (3.17)
directly related to the occupation number exponents 𝛼 and 𝛽 in 𝑑 spatial dimensions. A derivation of
this relation is presented in Appendix 3.E.
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= 1.60, = 0.59
Rescaled effective coupling:
t eff (t, |p|)
Figure 3.5: The original and rescaled effective coupling for different times.
The upper panel of Figure 3.5 shows the momentum dependence of the effective coupling at different
times. Remarkably, the effective coupling drops over several orders of magnitude in the nonpertur-
bative infrared regime, where the occupation number grows larger with time. This nonequilibrium
phenomenon of a dynamically reduced four-vertex counteracts the dramatic Bose enhancement from
the very high occupancies in the infrared, which would otherwise lead to faster and faster dynamics for
growing occupancies. The corresponding phenomenon has recently also been experimentally observed
in an atomic Bose gas far from equilibrium [75].
The lower graph of Figure 3.5 demonstrates that the numerical data for the effective coupling
collapses rather well to a common curve in the infrared momentum range when rescaled accordingly.
As a check, we also determine the scaling exponents 𝛼𝜆 and 𝛽 defined by (3.16) directly from our
numerical data without assuming the scaling relation (3.17), see Appendix 3.C for details on the
method. The binned data obtained for 𝛼𝜆 in this way is plotted in Figure 3.6, where we also show
the results for the exponent if computed according to (3.17) using the scaling exponents 𝛼 and 𝛽. We
observe a good agreement of the data although the errors for the analysis using 𝜆eff are larger and
fluctuate stronger, which is reflected in enhanced statistical errors as discussed in Appendix 3.C. The
asymptotic values approached are presented in Table 3.2.
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f (t, |p|) eff (t, |p|)
Figure 3.6: The scaling exponents 𝛼𝜆 obtained from the analysis of the distribution function 𝑓 as well
as the effective coupling 𝜆eff for quartic self-interaction 𝜆 = 1.0.
𝜆 𝛼𝜆 𝛽 𝛽 − 𝛼𝜆/2
0.01 −2.00 ± 0.42 0.60 ± 0.02 1.60 ± 0.25
1.00 −2.01 ± 0.42 0.67 ± 0.02 1.68 ± 0.25
Table 3.2: Scaling exponents for the relativistic scalar field theory. The exponents 𝛼𝜆 and 𝛽 are
obtained from the analysis of the effective coupling 𝜆eff(𝑡, |p|). The last column shows the computed
values for 𝛼 = 𝛽 − 𝛼𝜆/2.
3.4 Spectral and statistical correlations at unequal times
For the study of correlation functions at different times 𝑡 and 𝑡′ it is convenient to rephrase the time-
dependence in terms of Wigner coordinates, employing the central time 𝜏 = (𝑡+ 𝑡′)/2 and the relative
time Δ𝑡 = 𝑡 − 𝑡′. For the spatially homogeneous and isotropic system, we then denote the two-point
functions using the new temporal coordinates as 𝐹(𝜏,Δ𝑡, |p|) and 𝜌(𝜏,Δ𝑡, |p|).
In order to study the frequency spectrum of these statistical and spectral functions, we consider a
finite-range Fourier transformation of the Wigner space propagators with respect to the relative time
Δ𝑡,
𝐹(𝜏, 𝜔, |p|) = ∫
2𝜏
−2𝜏
dΔ𝑡 𝑒𝑖𝜔∆𝑡𝐹 (𝜏,Δ𝑡, |p|) , (3.18a)
𝑖 ̃𝜌(𝜏 , 𝜔, |p|) = ∫
2𝜏
−2𝜏
dΔ𝑡 𝑒𝑖𝜔∆𝑡𝜌 (𝜏,Δ𝑡, |p|) , (3.18b)
where the factor of 𝑖 is introduced such that both ̃𝜌(𝜏 , 𝜔, |p|) and 𝐹(𝜏, 𝜔, |p|) are real. To ease the
notation, we neglect the tilde for the real spectral function in frequency space, ̃𝜌(𝜏 , 𝜔, |p|), in the
following, having in mind the extra factor of 𝑖 in its definition.
The integrals with respect to the relative times in (3.18) are fundamentally restricted by ±2𝜏 for
the initial value problems with 𝑡, 𝑡′ ≥ 0. Moreover, it is sufficient to present the propagators for positive
Δ𝑡 or 𝜔, since the statistical (spectral) function is (anti)symmetric in Δ𝑡 and hence 𝜔. Effects resulting
from the finite-time boundary vanish in the limit 𝜏 → ∞ and are discussed further in Section 3.4.1.
Details on the numerical treatment are presented in Appendix 3.D.
Using (3.18), the momentum-space representation of the equal-time commutation relation (2.70)





𝜋 𝜔 𝜌(𝜏, 𝜔,p) = 1 , (3.19)











∫dω |ω ρ (τ,ω,p)|
sum rule: ∫dω ω ρ (τ,ω,p)
Figure 3.7: Comparison of the sum rule for the spectral function (3.19) and the modified expression
(3.20) with the absolute value of the integrand as a function of momentum. The significant deviations
at low momenta result from negative values of 𝜌(𝜏, 𝜔,p). Shown is also the particle distribution
function from which we identify the time-dependent scales 𝐾(𝑡) and 𝑄(𝑡).
where the factor 𝜔 in the integrand appears due to the second-order time derivatives in the relativistic
theory and is absent in the corresponding nonrelativistic model. We emphasize that in the interacting
quantum field theory the spectral function 𝜌(𝜏, 𝜔, |p|) is, in general, not positive for 𝜔 > 0. In contrast,
simple quasiparticle descriptions typically rely on positivity, such as the free-field spectral function with
a positive particle peak at the frequency that is equal to the mass of the particle. We can check whether
positivity is approximately realized by comparing to the corresponding expression with the absolute





𝜋 |𝜔 𝜌(𝜏, 𝜔,p)| . (3.20)
Figure 3.7 compares this modified expression to the sum rule as a function of spatial momentum.
Here the data for the Fourier transformed spectral function is computed using a discrete Fourier
transformation, see Appendix 3.D for details. For sufficiently large momenta, we indeed observe
agreement as expected based on the validity of perturbation theory in this regime. However, at
low momenta significant deviations are seen, indicating that there is no simple quasiparticle spectral
function in the deep infrared.
To further analyze this behavior, we distinguish three momentum regimes which we identify with
the help of the particle distribution function defined in (3.8), as shown in Figure 3.7. There we
indicate a characteristic time-dependent momentum scale 𝐾(𝑡), where the distribution function shows
maximum positive curvature in the scaling regime, along with 𝑄(𝑡) defined by the scale of maximum
negative curvature. These two scales are used to identify the
(I) infrared “plateau” regime, |p| ≪ 𝐾(𝑡),
(II) infrared “power-law” regime, 𝐾(𝑡) ≪ |p| ≪ 𝑄(𝑡),
(III) high-momentum perturbative regime, |p| ≫ 𝑄(𝑡).
We emphasize that both momentum regimes (I) and (II) constitute the inverse particle cascade and
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Figure 3.8: Time evolution of the characteristic infrared momentum scale 𝐾(𝑡) (upper plot) and the
scale 𝑄(𝑡) separating the infrared and the high-momentum regime (lower plot). The time evolution of
the infrared scale becomes 𝐾(𝑡) ∼ 𝑡−𝛽, while 𝑄(𝑡) evolves somewhat faster than a simple power-law.
are characterized by the same universal scaling exponents. In particular, 𝐾(𝑡) ∼ 𝑡−𝛽, which can be
inferred from the upper graph of Figure 3.8. The scale 𝑄(𝑡) also evolves toward the infrared as can be
seen in lower plot of Figure 3.8. It appears not to be described by a simple power law, as the evolution
becomes faster with time.
In the following, we discuss the differences of the unequal-time two-point functions in the three
momentum regimes in detail.
3.4.1 Violations of the fluctuation-dissipation relation
In contrast to our nonequilibrium situation considered, thermal equilibrium is time-translation invari-
ant, such that correlation functions only depend on relative coordinates and there is no 𝜏 -dependence.
Moreover, the statistical and spectral functions in thermal equilibrium, 𝐹 (eq) and 𝜌(eq), are related by
the fluctuation-dissipation theorem, see e.g. [41], according to




This implies that the ratio 𝐹 (eq)(𝜔,p)/𝜌(eq)(𝜔,p) is independent of spatial momentum p and de-
termined by the frequency-dependent Bose-Einstein distribution 𝑓BE(𝜔) = (𝑒𝛽𝜔 − 1)−1 with inverse
temperature 𝛽 in the absence of conserved charges.
Out of equilibrium, the statistical and spectral correlation functions are linearly independent in
general, but one may hope to find some generalized fluctuation-dissipation relation where the Bose-
Einstein distribution is replaced by a time-dependent distribution function. Such a generalized relation
provides, for instance, the basis for standard kinetic descriptions.
In order to study the nonequilibrium frequency-space two-point functions, we consider the Fourier
Wigner space propagators 𝐹(𝜏, 𝜔, |p|) and 𝜌(𝜏, 𝜔, |p|) for times 𝜏 at which the system has reached
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Figure 3.9: Comparison of (𝑓(𝑡 = 𝜏, |p|) + 1/2) 𝜌(𝜏, 𝜔, |p|) and 𝐹(𝜏, 𝜔, |p|) as a function of frequency
𝜔 at time 𝜏 = 2250 for given momenta in the three regimes (I), (II) and (III) from top to bottom.
Here 𝑝(I) = 0.017, 𝑝(II) = 0.101 and 𝑝(III) = 0.679 are marked in the inset (red dashed line), where the
distribution function 𝑓 is plotted as a function of |p| (black line) on a double logarithmic scale.
the scaling regime. Details on the numerical computation of the frequency-space propagators can be
found in Appendix 3.D. As discussed above, we expect the spectral function to describe a quasiparticle
excitation spectrum for sufficiently large momenta of regime (III) and maybe (II).
Figure 3.9 shows the numerical results for [𝑓(𝑡 = 𝜏, |p|) + 1/2]𝜌(𝜏, 𝜔, |p|) and 𝐹(𝜏, 𝜔, |p|) as a
function of 𝜔 at some time 𝜏 = 2250 in the scaling regime for three different momenta in the ranges
(I), (II), and (III) as indicated in the inset. As anticipated, from the upper graph one observes that
both expressions are clearly different in the deep infrared regime (I). The middle graph shows that in
regime (II) both quantities become similar in shape, however, the respective peaks are shifted relative
to each other and the height is not the same. In contrast, 𝐹 and (𝑓+1/2)𝜌 have the same Breit-Wigner
shape for the considered momentum in regime (III) although the amplitudes do not fully agree yet.
As the momenta become larger, we checked that this agreement gets more accurate. This establishes
a well-defined generalized fluctuation-dissipation relation in terms of the nonequilibrium distribution
function 𝑓(𝜏, |p|) in the high-momentum regime.
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Figure 3.10: Envelopes of the spectral and statistical functions as a function of relative time Δ𝑡 at
𝜏 = 2250, shown for the same momenta as in Figure 3.9. The spectral function is rescaled by the
oscillation frequency 𝜔p and the statistical function by its maximum 𝐹0 = 𝐹(𝜏,Δ𝑡 = 0, |p|) The inset
displays the oscillation in Δ𝑡 at shorter times on a linear scale. The time axis of the bottom plot shows
a smaller time range since numerical uncertainties arise for envelopes becoming smaller than 𝒪(10−9).
We now analyze the behavior of the spectral function in regime (I) in more detail. The upper
graph of Figure 3.9 reveals that the spectral function has the shape of an enveloped oscillation in this
regime. We emphasize that this behavior is insensitive to the numerical discretization, i.e. to changes
of the time-step size, the spatial grid spacing or the volume size. Instead, it is related to the initial time
boundaries at 𝑡 ≥ 0 and 𝑡′ ≥ 0, which enter the integration boundaries in (3.18). In order to understand
this effect better, it is helpful to consider the Wigner space propagators 𝐹(𝜏,Δ𝑡, |p|) and 𝜌(𝜏,Δ𝑡, |p|),
i.e. without the Fourier transformation with respect to relative time Δ𝑡. Both functions oscillate in Δ𝑡
with a frequency that in general can depend on both 𝜏 and |p|. The envelopes of these oscillations are
plotted in Figure 3.10, where the insets show the actual oscillations. The oscillation frequency can be
used to define a dispersion relation 𝜔(𝜏, |p|), which we call Wigner dispersion in order to distinguish it
from the effective dispersion defined in (3.9). Since the oscillation frequencies observed are practically
constant during the self-similar time evolution, the Wigner dispersion is quasi-stationary.
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In principle, one could obtain Wigner dispersions for the statistical and spectral functions sepa-
rately. This seems necessary at first sight, since the behavior of 𝐹 and 𝜌 is clearly different in the
infrared, as seen in Figure 3.9. However, we find that the relative difference (𝜔𝐹 − 𝜔𝜌)/𝜔𝐹 is smaller
than 0.1% such that for all practical purposes the Wigner dispersions of the statistical and spectral
functions are treated as being equal.
While the oscillation frequencies of 𝐹(𝜏,Δ𝑡, |p|) and 𝜌(𝜏,Δ𝑡, |p|) are practically equal, the envelopes
of the oscillations can differ significantly from each other in the infrared. Figure 3.10 compares the
envelopes of 𝐹 and 𝜌, which are plotted on a logarithmic scale against the relative time Δ𝑡, in the
different momentum regimes. In (II) and (III), one observes that both 𝐹 and 𝜌 decay exponentially in
Δ𝑡, which leads to well-defined quasiparticle peaks in frequency space as seen in Figure 3.9. In regime
(I), however, the spectral function grows toward the initial-time boundaries whereas the statistical
function is damped stronger than exponentially (upper plot of Figure 3.10).
To analyze this further, it is helpful to consider the simplified case of strictly exponentially damped
oscillations. Omitting the 𝜏 -dependence for the moment, we approximately write
𝐹(Δ𝑡, |p|) ≃ 𝑒−𝛾p|∆𝑡| cos(𝜔pΔ𝑡) 𝐹0 , (3.22a)
𝜌(Δ𝑡, |p|) ≃ 𝑒−𝛾p|∆𝑡| sin(𝜔pΔ𝑡) 𝜔−1p , (3.22b)
where 𝛾p is the damping constant, 𝐹0 denotes the amplitude of the statistical function at Δ𝑡 = 0, and
the factor 𝜔−1p in (3.22b) ensures that the spectral function suffices the commutation relation (2.70).
For this ansatz, calculating the Fourier transform with respect to the relative time Δ𝑡 analytically
yields the frequency-space propagators
𝐹(𝜔, |p|) = 𝐹0
2𝛾p (𝜔2 + 𝜔2p)
(𝜔2 − 𝜔2p)2 + (2𝜔𝛾p)2
, (3.23a)
𝜌(𝜔, |p|) = 4𝛾p 𝜔(𝜔2 − 𝜔2p)2 + (2𝜔𝛾p)2
, (3.23b)
where the latter corresponds to the relativistic Breit-Wigner function [85]. On-shell, where (𝜔2+𝜔2p) ≈
2𝜔2, the statistical function is also described by a Breit-Wigner shape. The damping constant 𝛾p
determines the width of the quasiparticle peak.
In regime (III), 𝐹 and 𝜌 decay with the same damping constant and consequently have the same
Breit-Wigner shape in Fourier space, see Figure 3.9. We can determine the parameters 𝛾p, 𝜔p and
𝐹0 by fitting our data to either (3.22) or (3.23). Since the Fourier Wigner space propagators are
numerically obtained by a discrete Fourier transformation of the Wigner propagators, both methods
are equivalent up to numerical uncertainties.
When looking at regime (II) the statistical function has a slightly larger damping constant than the
spectral function. The main difference, however, appears at large relative times Δ𝑡, i.e. at the temporal
boundaries 𝑡 = 0 and 𝑡′ = 0, where the spectral function grows somewhat while the statistical function
decays even faster. This means that spectral correlations at large time-separations are enhanced
whereas statistical correlations are suppressed. As a consequence, the Fourier Wigner propagators
shown in Figure 3.9 reveal different shapes.
For exponentially decaying Wigner space propagators, the effects from finite integration bounds
are negligible at sufficiently late times, where 𝜏 is large. However, in regime (I) the spectral function
does not decay toward the initial-time boundaries whereas the statistical function drops very quickly.
Consequently, only the statistical function is described by a peak in Fourier Wigner space. However,
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Figure 3.11: The spectral and statistical functions as a function of central time 𝜏 and relative time
Δ𝜏 for the three different momenta as indicated by the dashed line in the insets. The latter show the
distribution functions as a function of momentum for two different times.
the peak cannot be described by a Breit-Wigner function since no exponential decay is involved. In
contrast, the growth of the spectral function at large relative times is sharply cut off by the time
boundary |Δ𝑡| ≤ 2𝜏 appearing in initial value problems. Hence, the Wigner transformation gives rise
to fast oscillations of the spectral propagator in frequency space, as seen in the upper plot of Figure 3.9.
The oscillation frequency is determined by the integration range. The spectral propagator 𝜌(𝜏, 𝜔, |p|)
oscillates in 𝜔 with frequency 2𝜏 and has an envelope that is peaked around 𝜔 = 𝜔p.
The differences of the Wigner space propagators between the three momentum regimes can be
visualized more clearly when looking at the contour plots shown in Figure 3.11, where the relative time
Δ𝑡 labels the horizontal axis, the central time 𝜏 the vertical axis, and the envelopes of 𝐹(𝜏,Δ𝑡, |p|)
and 𝜌(𝜏,Δ𝑡, |p|) are encoded in the color scheme. The initial time bounds 𝑡, 𝑡′ ≥ 0, equivalent to
−2𝜏 ≤ Δ𝑡 ≤ 2𝜏 , are marked by the gray lines. Each horizontal slice corresponds to a fixed central
𝜏 and can be Wigner-transformed with respect to Δ𝑡 in order to obtain the corresponding Fourier
Wigner space propagators. The propagators shown in Figure 3.9 correspond to the latest available
time slices at 𝜏 = 2250.
In accordance with the behavior of the particle distribution function discussed above, the amplitude
of 𝐹 decreases by several orders of magnitude when going from low to high momenta (left plots of
Figure 3.11 from top to bottom). In contrast, the spectral function 𝜌 does not differ much in amplitude
since it is normalized according to the sum rule (3.19).
The contour plots in Figure 3.11 visualize how the envelopes of 𝐹 and 𝜌 evolve with time 𝜏 . Due to
the self-similar time evolution, going toward later times 𝜏 is equivalent to moving to larger momenta
|p|. In the infrared momentum regime, the increase of the amplitude of the spectral function toward
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Figure 3.12: The distribution function 𝑓 and the dispersion relation 𝜔 at time 𝑡 = 𝜏 = 2250. The
quasiparticle definition and the Wigner space definition agree very well. The Wigner dispersion is
fitted to the relativistic dispersion relation √|p|2 +𝑚2eff with 𝑚eff ≈ 0.68.
the initial time bounds declines with evolving time 𝜏 . For higher momenta, the decay rate increases
as the time 𝜏 evolves. Hence, the effect of high amplitudes at large Δ𝑡 vanishes at sufficiently late
times, where the time scale is larger for small momenta. If one considers, for instance, some fixed
momentum |p∗| < 𝐾(𝑡) in region (I), then during the time evolution the characteristic momentum
𝐾(𝑡) ∼ 𝑡−𝛽 moves toward the infrared such that at some later time 𝑡′ > 𝑡 one finds |p∗| > 𝐾(𝑡′).
Since the momentum moved from region (I) into region (II), where the Wigner-space propagators
decay exponentially, no boundary effects occur. In that sense, due to the self-similar time evolution
it is always possible to wait long enough to overcome the initial-time boundary effect for a given
momentum.
3.4.2 Dispersion and effective mass
Motivated by the results of the last section, we may consider a “Wigner” particle distribution function
𝑓(𝜏, |p|) obtained from




𝜋 𝜔 𝐹(𝜏, 𝜔, |p|), (3.24)
which is a priori different from the “equal-time” definition employed in (3.8). Only in free equilibrium
case, that is discussed in Appendix 3.A in more detail, the two definitions are equivalent. However,
from the upper panel of Figure 3.12 one observes that both definitions are in good agreement with
each other. Small deviations in the high-momentum range can be cured in the limit 𝑎𝑡 → 0.
Similarly, we introduced the effective dispersion (3.9) and the Wigner dispersion, see Section 3.4.1.
Both definitions for the dispersion relations can be fitted rather well to a relativistic dispersion,
𝜔(|p|) = √|p|2 +𝑚2eff , (3.25)
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with effective mass 𝑚eff that incorporates quantum-statistical fluctuations. Our numerical computa-
tions show that the two definitions are in good agreement with each other, which can be seen from
the lower graph of Figure 3.12. Although both the dispersion and the effective mass are in general
time-dependent, they turn out to be practically constant in time in the scaling regime. Because the
extraction of the effective mass from the Wigner dispersion turns out to be numerically more stable
than using the equal-time dispersion, the values cited in the text are obtained from the former. By
fitting our data to the relativistic dispersion relation (3.25), see also Appendix 3.B.4, we find the




0.638 ± 0.005 𝜆 = 0.01
0.641 ± 0.005 𝜆 = 0.10
0.677 ± 0.007 𝜆 = 1.00
0.716 ± 0.008 𝜆 = 2.00
(3.26)
where the error indicates that 𝑚eff is not exactly time-independent during the self-similar evolution.
The presence of an effective mass explains why the infrared exponents found in Section 3.3 are close
to the predictions for a nonrelativistic theory [32]. As can be seen in the upper plot of Figure 3.1, the
momenta of the whole infrared regime are much smaller than the effective mass (note the log-scale)
and thus effectively nonrelativistic.
3.5 Conclusion
We analyzed the far-from-equilibrium scaling properties of equal-time and unequal-time correlation
functions in a scalar quantum field theory. The numerical results are obtained from a fully self-
consistent large-𝑁 expansion to NLO. Our results for scaling exponents and scaling functions are
in agreement within errors with previous weak-coupling estimates for equal-time correlations using
effective kinetic theory or classical-statistical field theory. We find these universal results for a wide
range of couplings even beyond the weak-coupling regime. Moreover, we have established the self-
similar behavior of the strongly momentum-dependent effective coupling.
The computation of the unequal-time spectral and statistical functions allowed us to observe the
validity of a generalized fluctuation-dissipation relation in the perturbative regime at high momenta,
while we demonstrated that significant violations occur in the nonperturbative infrared. We identi-
fied a characteristic deep-infrared regime, where the corresponding distribution function approaches a
“plateau”. In this regime the spectral function does not decay as a function of relative time, which
leads to an enhanced sensitivity to initial times and the absence of positivity for frequencies 𝜔 > 0.
The statistical function in this regime shows a characteristic peak structure with significant deviations
from a Breit-Wigner form.
Our results give unprecedented insights into the nonperturbative nature of collective excitations
far from equilibrium. While many features of the system are indeed seen to become universal near
a nonthermal fixed point also beyond the weak-coupling regime, unequal-time properties encoded in
spectral functions can reveal intriguing properties such as an enhanced sensitivity to initial times.
Since our results are based on a large-𝑁 expansion, it would be very interesting for future works to
also analyze the behavior of weakly-coupled systems with small 𝑁 using real-time lattice simulations
along the lines of [86, 87].
Chapter 4
Thermalization in the quark-meson
model
This chapter is based on “Thermalization and dynamical spectral properties in the quark-meson model”
by L. Shen, J. Berges, J. Pawlowski, A. Rothkopf [88], submitted to Phys. Rev. D, where figures
and large parts of the text are taken from. The project was supervised and guided by J. Berges, J.
Pawlowski, and A. Rothkopf, who all contributed to writing the text. I carried out the numerical
simulations, performed the data analysis, and wrote significant parts of the text. Foundations for this
work have been laid during the work on my Master thesis “Dynamical thermalization in the quark-
meson model” (2017), where in particular a development of the code and an assessment of viable
system parameters was carried out. For this project we extended the code used in [64] to include the
additional nonvanishing fermionic two-point functions. The source code for this project is publicly
accessible via the Zenodo repository under [66].
The aim of this chapter is to gain a deeper understanding of the thermalization process in the quark-
meson model, which constitutes a low-energy effective theory of quantum chromodynamics (QCD) with
a chiral phase transition manifest in its phase diagram. We investigate the real-time dynamics using
two-particle irreducible (2PI) effective action techniques. Our numerical simulation includes the full
dynamics of the order parameter of chiral symmetry and spectral properties of quarks and mesons.
The latter allows us to trace the available degrees of freedom during the evolution. We show how the
model equilibrates in different regions of its phase diagram, where the emergence of Bose-Einstein and
Fermi-Dirac statistics confirms that the simulation successfully reaches quantum thermal equilibrium.
This chapter is organized as follows: Section 4.1 outlines the motivation for our work. Subse-
quently, we briefly review the quark-meson model and give an overview over our nonequilibrium and
nonperturbative treatment in Section 4.2. The numerical setup for the time evolution starting from
free-field initial conditions quenched to a highly nonequilibrium environment is described. In Sec-
tion 4.3 we discuss the spectral functions of the bosonic and fermionic degrees of freedom, which
provide information about the masses as well as the lifetimes of the dynamical degrees of freedom.
We investigate the late-time limit of our simulations, which reveals the dynamical emergence of the
fluctuation-dissipation relation and hence allows us to define a thermalization temperature. Finally,
Section 4.4 covers the results for the sigma field describing the order parameter of the quark-meson
model. We further discuss the behavior of different order parameters in equilibrium which lead to a
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consistent pseudocritical temperature. In Section 4.5 we conclude with a summary. As a supplement
to the main text, information regarding numerical methods can be found in Appendix 4.A.
4.1 Introduction
Recent experimental advances in heavy-ion physics have paved the way for studying strongly interacting
matter in extreme conditions. The goal to explore the phase diagram of quantum chromodynamics
(QCD) as well as the thermalization of the quark-gluon plasma in heavy-ion collisions (HIC) leads to
substantial experimental efforts all over the world. In particular, the quest to discover the conjectured
critical point of the QCD phase diagram is a central motivation of modern HIC experiments at collider
facilities, such as the Large Hadron Collider (LHC) at CERN and the Relativistic Heavy-Ion Collider
(RHIC) at Brookhaven National Laboratory [89, 90]. Ongoing experiments try to reproduce conditions
that were present about 10 μs after the beginning of the universe. In the beam energy scan currently
executed at RHIC, the phase diagram of QCD is explored over a wide range of temperatures and
baryon densities by depositing different amounts of energy in the initial collision volume [91–93]. As
the fireball expands and cools, the efficient exchange of energy and momentum among quarks and
gluons leads to local thermalization over time [94–96]. The question to answer is: if a critical point
exists and some of the volume of the fireball evolves close to it, does the dynamical buildup of long
range fluctuations leave any discernible mark on the yields of measurable particles?
Understanding the out-of-equilibrium dynamics of heavy-ion collisions thus remains one of the most
pressing theory challenges in heavy-ion physics. So far, genuinely nonperturbative ab-initio calculations
of the equilibration process of the quark-gluon plasma and the dynamics close to the phase transition
remain out of reach. In order to make progress, we therefore set out to shed light onto pertinent aspects
of the physics of dynamical thermalization in heavy-ion collisions by deploying a low-energy effective
theory of QCD, the two-flavor quark-meson model. This model incorporates the off-shell dynamics
of the lowest mass states in QCD, the pseudoscalar pions and the scalar sigma mode as well as the
light up and down quarks. Further degrees of freedom – gluons, heavier quark flavors as well as higher
mass hadronic resonances – carry masses ≳ 500MeV and are neglected here. This low-energy effective
theory reflects the central and physically relevant feature of low-energy QCD: chiral symmetry breaking
in vacuum and its restoration at finite temperature and density. At its critical endpoint, the model
is expected to lie in the same universality class as QCD and hence constitutes a viable low-energy
effective theory to explore dynamical critical phenomena in QCD at finite temperature and density at
scales ≲ 500MeV.
In the present work we consider the real-time dynamics of the two-flavor quark-meson model with
small current quark masses in a nonexpanding scenario. Progress on the out-of-equilibrium quark-
meson model has been made in the context of fermion production [61, 64, 97, 98]. In the presence
of an explicit chiral symmetry breaking, the equilibrium chiral transition at finite temperature is a
crossover as confirmed for QCD at vanishing and small density, see e.g. [99–101] for recent results.
With the help of different initial conditions defined via the initial occupations of sigma and quark
fields, we map out the thermalization dynamics for different regions of the phase diagram. This allows,
for the first time, to fully study the thermalization dynamics including that of order parameter of
chiral symmetry. An extension of the present study to the scenario of an expanding fireball should
give access to the freeze-out physics of heavy-ion collisions.
The evolution toward thermal equilibrium is viewed through the lens of the one- and two-point
functions of the theory, which are computed with the two-particle irreducible (2PI) approach by means
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of their quantum equations of motion. These correlation functions not only provide complementary
order parameters for the study of chiral symmetry restoration but also give direct access to the spectral
properties, including the quasiparticle content of the system. Being genuine nonequilibrium quantities,
they map out the whole time evolution of the system including the physics of the crossover transition
in the late-time limit.
4.2 The quark-meson model
QCD evolves from a theory of dynamical quarks and gluons at large momentum scales, the fundamental
degrees of freedom, to a theory of dynamical hadrons at low momentum scales. This transition of the
dynamical degrees of freedom is related to the mass gaps of the respective fields. It is by now well
understood that the gluon degrees of freedom start to decouple at about 1GeV, that is above the
chiral symmetry breaking scale 𝑘𝜒 of about 400MeV. Most of the hadron resonances are too heavy
for taking part in the offshell dynamics and we are left with the up, down and to some extend the
strange quarks, as well as the pions and the scalar sigma mode, for details see [102, 103]. Indeed,
low-energy effective theories emerge naturally at low momentum scales from first principle QCD, and
their systematic embedding leads us to the quark-meson model. While its quantitative validity has
been proven for momentum scales 𝑘 with 𝑘 ≲ 300MeV [104], it reproduces qualitative QCD features
up to 𝑘 ≲ 700MeV. It is this natural QCD embedding as well as its robust QCD-type chiral properties
that has triggered a plethora of works with the quark-meson model on the QCD phase structure
with functional methods, see e.g. [63, 105–109]. More recently also real-time correlation functions in
equilibrium have been investigated, see e.g. [110–120].
(Pre-)Thermalization has been studied in the 𝑂(𝑁 = 4) symmetric scalar model coupled to fermions
using a 1/𝑁 expansion to next-to-leading order of the 2PI effective action in [5, 61]. The model
was studied extensively in [64, 97] in the context of inflaton dynamics to describe nonequilibrium
instabilities with fermion production from inflaton decay. In [98] the model was investigated for highly
occupied bosonic fields, where the predictions were shown to agree well with lattice simulation results
in the classical-statistical regime. Further results for spectral functions in and out of equilibrium with
2PI effective action techniques can be found in [65], and with classical-statistical simulations in [86,
121] for scalar theories and in [19] for Yang-Mills theory.
In this work we build on these results and investigate the nonequilibrium evolution of the two-
flavor quark-meson model introduced in Section 2.4. The quasiparticle excitation spectrum of the
quark-meson model is encoded in the spectral functions of the respective fields. Putting together
results from Sections 2.3 and 2.4, we recapitulate that the spectral functions of mesons and quarks are
defined as the expectation values of the commutator and anticommutator,
𝜌𝜙𝑎𝑏(𝑥, 𝑦) = 𝑖 ⟨[𝜑𝑎(𝑥), 𝜑𝑏(𝑦)]⟩ ,
𝜌𝜓𝐴𝐵(𝑥, 𝑦) = 𝑖 ⟨{𝜓𝐴(𝑥), ̄𝜓𝐵(𝑦)}⟩ , (4.1)
where 𝑎, 𝑏 = 1,… ,𝑁 denote field space and 𝐴,𝐵 = 1,… , 4 Dirac spinor indices. Fermion flavor indices
are omitted and the operator nature of the quantum fields is implied.
We consider spatially homogeneous and isotropic systems with parity and CP invariance such that
only the scalar, vector, vector-zero and tensor components 𝜌𝑆, 𝜌0, 𝜌𝑉 , and 𝜌𝑇 , as introduced in (2.111),
have to be considered. The relevant contributions to the quark spectral function are the scalar, vector-
zero and vector components, where the vector-zero component represents the quark excitations of the
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system [118, 122]. For chiral symmetric theories with 𝑚𝜓 = 0 the scalar and tensor components vanish.
The spectral functions also encode the equal-time commutation and anticommutation relations of the
quantum theory, implying that
𝑖𝜕𝑡𝜌𝜙(𝑡, 𝑡′, |p|)∣
𝑡=𝑡′
= 1, 𝜌0(𝑡, 𝑡, |p|) = 𝑖 , (4.2)
while all other fermion components vanish at equal time.
In addition to the spectral functions we also consider the so-called statistical functions. These are
the anticommutator and commutator expectation values
𝐹𝜙(𝑥, 𝑦) = 12 ⟨{𝜑(𝑥), 𝜑(𝑦)}⟩ − 𝜙(𝑥)𝜙(𝑦) ,
𝐹𝜓(𝑥, 𝑦) = 12 ⟨[𝜓(𝑥),
̄𝜓(𝑦)]⟩ , (4.3)
where field space, Dirac and flavor indices are suppressed. The statistical functions carry information
about the particle density of the system, i.e. the occupation of the available modes in the system.
Together, the spectral and statistical functions fully describe the time-ordered connected two-point
correlation functions.
The nonequilibrium dynamics of the spectral and statistical functions is studied using the evolution
equations derived from the 2PI effective action. Quantum fluctuations are taken into account at NLO
in 1/𝑁 , with 𝑁 = 4 being the number of scalar fields, and at NLO in the Yukawa coupling 𝑔, see
Sections 2.3.4 and 2.4.4 for details. We iteratively solve the equations of motion without further
approximations.
4.2.1 Initial conditions
The derivation of the nonequilibrium 2PI effective action and the equations of motions following from it
rely on the assumption of a Gaussian initial state. This corresponds to a system initially exhibiting the
characteristics of a noninteracting theory. However, higher order correlation functions build up during
the subsequent time evolution. While this appears at first sight to correspond to a very limited choice
of initial conditions, it still allows for a wide variety of different configurations through which we can
determine for instance the energy density 𝜀init at the beginning of our computation. In particular, the
Gaussian initial state represents a genuine nonequilibrium state in the fully interacting nonequilibrium
system, in which the time evolution takes place.
We allow for spontaneous symmetry breaking by using a negative mesonic bare mass squared
𝑚2 < 0 in the classical potential of the system. Since the initial state is determined by a free theory
with 𝑚2 = 𝑚2init > 0, the sign flip of 𝑚2 leads to a quench of the classical potential from positive to
negative curvature in the first time step. At initial time, the classical potential is minimal at vanishing
field expectation value while the minimum at 𝑡 > 0 becomes nonzero by taking 𝑚2 < 0.
A Gaussian initial state can be fully specified in terms of the one-point and two-point functions.
Since the field evolution equation involves second order time derivatives, one has to specify both the




= 𝜎0 , 𝜕𝑡 ⟨𝜎(𝑡)⟩ ∣
𝑡=0
= 0. (4.4)
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Figure 4.1: Sketch of the setup deployed in this study. We consider the real-time evolution from
nonequilibrium initial states characterized by an energy density sourced either through a finite 𝜎 field
expectation value (blue circle) or a nonzero occupancy of fermionic modes (orange triangle). Depending
on the initial energy contained in the system, one of three discernible final states, the chiral broken
phase, the crossover regime or the (almost) symmetric phase is approached.
As pointed out above, the presence of the finite bare quark mass 𝑚𝜓 can cause the field to move away
from 𝜎0 = 0 due to the backreaction with fluctuations of the theory.
We specify the initial conditions for the two-point functions in terms of the spectral and statistical
components. The initial conditions for the bosonic (fermionic) spectral functions are fully determined
by the equal-time (anti)commutation relations (4.2). For the remaining statistical functions we employ
free-field expressions with a given initial particle number. The bosonic statistical function reads
𝐹𝑖(𝑡, 𝑡′, |p|) =
𝑛𝑖(𝑡, |p|)+ 12
𝜔𝑖(𝑡, |p|)
cos [𝜔𝑖(𝑡, |p|)(𝑡 − 𝑡′)] , (4.5)
with 𝑖 = 𝜎, 𝜋. At initial time 𝑡 = 𝑡′ = 0 the dispersion is set to 𝜔𝑖(0, |p|) = √|p|2 +𝑚2init with initial
mass squared 𝑚2init > 0 and the particle distribution is given by 𝑛𝑖(0, |p|) = 0. For the fermions the
free statistical function can be written as
𝐹𝜓(𝑡, 𝑡, |p|) = −𝛾
𝑖𝑝𝑖 +𝑚𝜓
𝜔𝜓(𝑡, |p|)
(12 − 𝑛𝜓(𝑡, |p|)) , (4.6)
where we choose the initial dispersion to be 𝜔𝜓(0, |p|) = √|p|2 +𝑚2𝜓 and the initial particle distribu-
tion to be constant, i.e. 𝑛𝜓(0, |p|) = 𝑛0. Details about the numerical implementation of these initial
conditions can be found in Appendix 4.A.2.
The energy contained in the initial state via 𝜀init determines the temperature at which the system
thermalizes. By preparing different initial conditions, we can study the thermalization toward different
temperatures and hence phases of the model as sketched in Figure 4.1.
4.2.2 Numerical implementation
As is customary in the context of the 2PI effective action, we discretize the system on the level of
the equations of motion. In contrast to the purely bosonic field theory, the explicit form of the
fermionic equations allows us to deploy a leap-frog scheme, where the fermionic two-point functions
are discretized in a temporally staggered fashion. General information about 2PI simulation methods
can be found in Appendix 3.B. Specifications regarding the quark-meson model are summarized in
Appendix 4.A.
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We choose the parameters of the theory and the ultraviolet (UV) cutoff such that the phenomenol-
ogy of the low-energy effective theory is reproduced. The numerical time evolution is computed using a
spatial grid with 𝑁𝑥 = 200 lattice points and a lattice spacing of 𝑎𝑥 = 0.2. The time step size is chosen
to be 𝑎𝑡 = 0.05𝑎𝑥 guaranteeing energy conservation at the level of a few percent for the times analyzed.
In the following all dimensionful quantities will be given in units of the pseudocritical temperature 𝑇𝑝𝑐,
which is obtained according to the procedure described in Section 4.4.2, see Figure 4.18. We find that
the pseudocritical temperature has the value 𝑇𝑝𝑐 = 1.3𝑎−1𝑥 . The rescaling to dimensionless quantities
can be found in Appendix 4.A.3.
Interactions between the macroscopic field, the bosonic and the fermionic propagators lead to
an exchange of energy between the different sectors. To observe an efficient energy exchange and
equilibration process at computationally accessible times, it is necessary to study large couplings.
We choose the quartic self-coupling 𝜆 = 90.0, the Yukawa coupling 𝑔 = 5.0, the bare mass squared
𝑚2 = −0.0047 and the bare fermion mass𝑚𝜓 = 0.15. These parameters not only allow us to observe the
equilibration of the system on timescales accessible computationally but also lead to reasonable values
for the observables when compared to the phenomenological values known at 𝑇 = 0, where the pion
decay constant is 𝑓𝜋 ≃ 93.5MeV, the meson masses are 𝑚𝜎 ≃ 400MeV and 𝑚𝜋 ≃ 135MeV, and the
constituent quark mass is 𝑚𝑞 = 350MeV [123]. The above choices are close to that used in equilibrium
computations of the quark-meson model with functional methods and a physical ultraviolet cutoff
ΛUV ≈ 1GeV. Moreover, a large value of the mesonic self-interaction 𝜆 is also present in functional
QCD computations [103, 124]. There it can be shown that the self-interaction is of subleading relevance
for the fluctuation dynamics despite the large size of the coupling. These studies as well as a comparison
of the quark-meson model to QCD, see e.g. [104], reveal that a one-to-one correspondence of the low-
energy limits of both theories in quantitative approximations to the full dynamics in the quark-meson
model either requires a far smaller UV cutoff for the latter or a systematic improvement of the model
toward QCD-assisted low-energy effective theories [102, 103]. In the present work we restrict ourselves
to studying the qualitative properties of the nonequilibrium dynamics as a first step.
When identifying the sigma field expectation as pion decay constant, we can reproduce 𝑓𝜋 <
𝑚𝜋 < 𝑚𝑞 < 𝑚𝜎 at low temperatures. At the lowest temperatures considered in this work, we find
𝑓𝜋/𝑚𝜋 ≃ 0.65, which is very close to the phenomenologically known value of approximately 0.69, the
meson mass ratio𝑚𝜎/𝑚𝜋 ≃ 1.75, smaller than the vacuum value of around 2.9 but expected to increase
when going to lower temperatures, and 𝑚𝑞/𝑚𝜋 = 1.45, being on the order of magnitude with zero-
temperature value of 2.6. Hence we expect our findings to qualitatively reproduce the QCD dynamics.
It is noted, however, that the meson mass ratio 𝑚𝜎/𝑚𝜋 < 2 leads to another order of the thresholds
for scattering processes, and hence respective differences in the spectral functions.
For the bosonic sector, we use vacuum initial conditions, i.e. 𝑛𝜙(𝑡 = 0, |p|) = 0. The initial mass
is fixed at 𝑚2init = 0.008. The fermion initial distribution is chosen to be constant 𝑛𝜓(𝑡 = 0, |p|) = 𝑛0.
We study simulations with fluctuation dominated initial conditions where the fermion number 𝑛0 is
varied between 0 and 1 while the initial field value is 𝜎0 = 0. Furthermore, the field dominated initial
conditions with a nonvanishing field value of 𝜎(𝑡 = 0) = 𝜎0 between 0 and 2.0 with vanishing fermion
number 𝑛0 = 0 are investigated. Unless otherwise specified, plots are shown for the case 𝑛0 = 0
and 𝜎0 = 0. For plots showing spectral and statistical functions in frequency space a cubic spline
interpolation of the data points is employed.
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4.3 Spectral functions
In this section we explore the nonequilibrium evolution of the quark-meson model from the point of view
of its quark and meson spectral functions. As these quantities are derived from the two-point correlation
functions, they provide insight on the (quasi)particle content of the theory, the dispersion relation of
propagating modes and their decay widths, providing insight into the modification of the system due
to the presence of a (non)equilibrium medium. Our numerical simulations find clear indications for
quasiparticles in both the infrared (IR) and the ultraviolet (UV) momentum range, revealing the
presence of additional light propagating fermion modes for temperatures above the pseudocritical
temperature.
As discussed in Section 3.4, it is convenient to analyze the spectral functions in the Wigner repre-
sentation where the Fourier transformed spectral function can be interpreted as the density of states
such that its structure provides information about the quasiparticle states of the system. Therefore,
the temporal dependence of the unequal-time two-point correlation functions on the two times 𝑡 and
𝑡′ is rephrased in terms of Wigner coordinates: the central time 𝜏 = (𝑡 + 𝑡′)/2 and the relative time
Δ𝑡 = 𝑡 − 𝑡′. The dynamics in Δ𝑡 describes microscopic properties of the system while the evolution
in 𝜏 describes macroscopic properties governed by nonequilibrium characteristics of the system. In
order to study the frequency spectrum of the spectral functions, we apply the Wigner transformation
(3.18) to the propagators. For a real and antisymmetric spectral function (as in the bosonic case and
for the fermionic scalar, vector and tensor components) as well as for an imaginary and symmetric
spectral function (as for the fermionic vector-zero component) the Wigner transform of 𝜌(𝜏,Δ𝑡, |p|) is
imaginary. Since ̃𝜌(𝜏 , 𝜔, |p|) according to its definition in (3.18) is real for all considered bosonic and
fermionic components, we omit the tilde in the following to ease notation for the plot labels. Further
note that due to symmetry, it is sufficient to present the Wigner transformed spectral functions for
positive frequencies 𝜔.
The commutation and anticommutation relations (4.2) can be rephrased in frequency space,
∫ d𝜔2𝜋 𝜔 𝜌
𝜙(𝜏, 𝜔, |p|) = 𝑖 , ∫ d𝜔2𝜋 𝜌0(𝜏, 𝜔, |p|) = 𝑖 , (4.7)
where they are referred to as sum rules. In our numerical computations, the bosonic and fermionic
sum rules are satisfied at the level of 𝒪(10−2) and 𝒪(10−6), respectively.
4.3.1 Establishing thermal equilibrium at late times
Before embarking on a detailed study of the dynamical approach to thermal equilibrium, we first
ascertain that our simulations of the quark-meson model reach the unique equilibrium fixed point at
late times. We do so by observing the dynamic emergence of the fluctuation-dissipation theorem.
One needs to keep in mind that as discussed in [61], the idealized thermal equilibrium state cannot be
reached in principle due to the time-reversibility of the evolution equations. The simulation approaches
the state more and more closely over time and at some point becomes indistinguishable from it for a
given resolution. Hence we expect the computation to approach a steady state.
The fluctuation-dissipation theorem is reflected in a particular property of the spectral and statis-
tical functions in thermal equilibrium: they are not independent of each other. For the bosonic and
fermionic two-point functions it can be phrased in four-dimensional Fourier space as
𝐹𝜙eq(𝜔,p) = −𝑖(12 + 𝑛BE(𝜔)) 𝜌
𝜙
eq(𝜔,p) ,
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Figure 4.2: We show the time evolution of the effective particle number defined in (4.9) for bosonic and
fermionic components (rows) and two different momenta (left and right column). At late times (red
curve) the effective partcle number becomes time- and momentum-independent and approaches the
shape of a Bose-Einstein and Fermi-Dirac distribution, respectively. The shown data is interpolated
using a cubic spline.
𝐹𝜓eq(𝜔,p) = +𝑖(12 − 𝑛FD(𝜔)) 𝜌
𝜓
eq(𝜔,p) , (4.8)
with 𝑛BE(𝜔) = (𝑒𝛽𝜔 − 1)−1 being the Bose-Einstein and 𝑛FD(𝜔) = (𝑒𝛽𝜔 + 1)−1 the Fermi-Dirac
distribution. In (4.8) the frequency 𝜔 is the Fourier conjugate to the relative time Δ𝑡 = 𝑡 − 𝑡′ as
the time-dependence of 𝐹eq and 𝜌eq can be fully described in terms of Δ𝑡 due to the time-translation
invariance of thermal equilibrium.
Out of equilibrium the independence of 𝐹 and 𝜌 manifest itself in the fact that the ratio 𝐹/𝜌 in
general carries a momentum dependence. The equilibrium relation (4.8) on the other hand allows us
to define the generalized particle distribution function [41]
𝑛𝑖(𝜏, 𝜔, |p|) = 𝑖
𝐹𝑖(𝜏, 𝜔, |p|)
𝜌𝑖(𝜏, 𝜔, |p|)
± 12 , (4.9)
with a negative (positive) sign for bosonic (fermionic) components. This kind of distribution function
has been studied in the context of nonthermal fixed points in relativistic as well as nonrelativistic scalar
field theories [32]. Considering (4.9) the approach of thermal equilibrium in a general nonequilibrium
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Figure 4.3: Left: The generalized Boltzmann exponents defined in (4.10) shown as a function of fre-
quency 𝜔 at a given momentum |p| for bosonic and fermionic components. For better visibility, only
every 39th data point is shown. Using a linear fit one can determine the slope 𝛽 and hence the
temperature 𝑇 for each component. The temperature 𝑇 indicated in the plot is averaged over all mo-
menta and the three components. Right: The relative deviation from the thermalization temperature
Δ = (𝑇𝑖 − 𝑇)/𝑇 shown for all three components as a function of momentum. The results for the
bosonic and fermionic sectors agree very well.
time evolution setup is characterized by 𝑛𝑖(𝜏, 𝜔, |p|) → 𝑛BE/FD(𝜔).
In Figure 4.2 we show the time evolution of the particle distribution defined in (4.9) for low and
high momenta (left and right column). One can see that at late times (red curves) the same shape
is approached for small and large momenta, whereas at early times the distribution functions differ
from each other. This loss of momentum dependence is required for the thermalization process and
reflects the emergence of the fluctuation-dissipation relation in the equilibrium state. From the late-
time distributions shown in Figure 4.2 one can already guess that thermal distribution functions are
reached.
We also observe that the evolution of the effective particle number is different for fermions and
bosons. The bosonic distribution functions 𝑛𝜎 and 𝑛𝜋 show strong oscillations along frequencies at
low momenta whereas oscillations at high momenta are weak. Since the particle distributions are
computed by taking the ratio of the statistical and spectral functions, 𝑛𝑖 plotted against 𝜔 essentially
describes how similar the peaks shapes of 𝐹 and 𝜌 are. In the high-momentum range we find that the
quasiparticle peaks of the bosonic statistical and spectral functions resemble one another from early
times on, while in the low-momentum range more time is required for the peak shapes become aligned.
In contrast, the quarks show an opposite behavior. Their distributions have much stronger frequency
oscillations for large momenta than for small momenta, i.e. it takes longer for the high-momentum
modes to approach a thermal distribution.
Putting the pieces together, we can see that a redistribution of the occupancies in fermionic and
bosonic degrees of freedom occurs during the nonequilibrium time evolution. While the timescales to
converge to thermal distribution functions depend on the particle species and the momentum modes,
we find that the distribution functions all become stationary for times 𝜏 ≳ 100, reflecting the time-
translation invariant property of thermal equilibrium.
Although Figure 4.2 already indicates the approach of thermal distribution functions, we still need
to prove whether our final state actually fulfils the fluctuation-dissipation theorem. For a quantitative
analysis, we compute the generalized Boltzmann exponents
𝐴𝑖(𝜏, 𝜔, |p|) = ln [𝑛−1𝑖 (𝜏, 𝜔, |p|) ± 1] , (4.10)
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with positive (negative) sign for bosonic (fermionic) components. In thermal equilibrium, the fluctuation-
dissipation theorem (4.8) requires these exponents to suffice 𝐴𝑖(𝜏, 𝜔, |p|) = 𝛽𝜔, implying in particular
that they become independent of momentum |p| and time 𝜏 , where the latter is fulfilled by our late-time
states.
A linear fit of our simulation data for the generalized Boltzmann exponents to 𝛽𝜔 yields the
thermalization temperature 𝑇p = 𝛽−1p , which can in general be 𝜏 -dependent. An example for such a
fit is presented on the left-hand side of Figure 4.3. The plot shows that the Boltzmann exponent of all
three components 𝑖 = 𝜎, 𝜋, 𝑉 nicely fits to the same line with slope 𝛽. We compute the temperature
averaged over all momenta to obtain 𝑇𝑖 for each component. The system temperature denoted by 𝑇
is taken to be the mean over all three components.
For every simulation, we compute the temperatures at each momentum |p| and study the momen-
tum dependence of the obtained temperature 𝑇p. As pointed out in [5], thermodynamic relations can
become valid before real thermal equilibrium is attained, a phenomenon known as prethermalization.
Thermal equilibrium is characterized by 𝑇p being equal to some equilibrium temperature for all modes
|p|. On the right side of Figure 4.3, the deviations from the mean thermalization temperature 𝑇 are
plotted. As can be seen, the deviations are very small. Hence, the Boltzmann exponents at late times
𝜏 become momentum-independent and the late-time states are thermal in the sense that they fulfill
the fluctuation-dissipation theorem. The thermalization temperatures for all simulations in this work
have been determined at time 𝜏 = 130. For the example shown in Figure 4.3 it was checked that the
thermalization temperatures found in the time range between 𝜏 = 100 and 𝜏 = 160 are constant at
the level of 𝒪(10−3). We verified for all simulations in this work that the temperature has reached a
stationary value at time 𝜏 = 130.
Having clarified the successful approach to quantum thermal equilibrium in our system, we are now
able to study the differences during the out-of-equilibrium evolution leading to the thermal states in
detail.
4.3.2 Nonequilibrium evolution of spectral and statistical functions
In this section we study the dynamics of the thermalization process, starting from fluctuation or field
dominated initial conditions. We investigate the time evolution of the spectral and statistical functions
and consider derived quantities such as particle masses and widths. While the initial conditions strongly
influence the nonequilibrium dynamics taking place, the final states are universal and characterized by
the initial energy density 𝜀init that translates into a unique temperature.
The time evolution leads to the emergence of quasiparticle peaks in the spectral functions of both
quark and mesons. The value of the particle mass and its decay width are a consequence of the
interactions taking place among the microscopic degrees of freedom. While the initial states correspond
to free particles, which would have a spectrum given by a 𝛿-peaks located at the mass parameters of
the classical action, the scattering effects included in the nonequilibrium evolution lead to peaks with
finite widths in the spectrum.
In Figure 4.4 we present a representative set of fermionic spectral functions from the vector-zero
channel, which describes the quark excitation spectrum [55, 122]. The three columns correspond to
three different field dominated initial conditions of increasing initial energy density, as sketched by
the blue dots in Figure 4.1. The top row shows the Wigner-space spectral function at the lowest
available momentum (IR), the bottom row at the highest momentum (UV). We can identify several
characteristic properties of these spectral functions from a simple inspection by eye.




























































Figure 4.4: A representative selection of spectral functions from the fermion vector-zero channel in
the infrared (top row) and the ultraviolet (bottom row) in three different regimes labeled by the
temperatures of their final state. Each panel contains four curves indicating different snapshots along
the thermalization trajectory. All three simulations employ field dominated initial conditions, i.e.
𝜎0 > 0 and 𝑛0 = 0.
In the UV a single quasiparticle structure is present at all times and at all energy densities. With
increasing energy density in the initial state, corresponding to an increasing final temperature, the
position of the peak as well as its width increase. This is consistent with the expectation that a
fermion in an energetic medium will be imbued with an in-medium mass (to lowest order in perturbation
theory it would be proportional to the temperature). Higher energy densities go hand in hand with
an increased chance of scattering between the fermion and the other medium constituents, which also
leads to a larger in-medium width. In the UV no qualitative difference exists between the broken,
crossover or symmetric phase behavior.
On the other hand, in the IR a clear distinction between the crossover region and all other energy
density regimes is visible. While we also find a single quasiparticle structure at low and high initial
energy densities, in the crossover region at early times no well-defined peaks are present at all. Instead
as times passes two structures emerge. One dominant peak is located where one would expect the
usual quasiparticle excitation to reside, another peak sits close to the frequency origin, denoting a
significantly lighter additional propagating mode.
In general we find that also for the other fermionic and bosonic spectral functions the approach of
the equilibrium state depends on the initial conditions. In the presence of a nonzero initial field value
𝜎0, the spectral functions evolve differently than in the case where 𝜎0 = 0 but the fermion occupation
is finite, i.e. when the initial state contains more energy in terms of fermion occupations. As pointed
out in Figure 4.4, the most interesting dynamical features can be seen in the low-momentum area,
which we therefore focus on during the following analysis.
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Figure 4.5: Time evolution of the pion spectral and statistical functions shown for two different initial
conditions at the smallest available momentum |p| = 0.012. The left column shows a simulation
deploying field dominated initial conditions with 𝜎0 = 1.36, the right column fluctuation dominated
initial conditions with 𝑛0 = 0.8. Both simulations lead to thermal states at temperatures where chiral
symmetry is restored.
High energy densities
Here, we study the quark-meson model at high enough initial energy densities such that the late-
time evolution thermalizes in the high-temperature phase, where chiral symmetry is restored. For our
analysis we compare two simulations starting from different initial conditions characterized by almost
indistinguishable energy densities. One is dominated by the field 𝜎0 = 1.36 and 𝑛0 = 0, while the
other is dominated by fermion fluctuations 𝜎0 = 0 and 𝑛0 = 0.8. The final states feature similar
thermalization temperatures of 𝑇 = 3.15 and 𝑇 = 3.18, respectively. However, since the initial states
vary strongly from each other, the evolution toward thermal equilibrium takes significantly different
paths.
For such high initial energy densities, the differences in the time evolution are most apparent in
the bosonic sector. This can be studied by looking at the bosonic spectral and statistical functions.
Numerical results are shown in Figure 4.5, where only the pion spectral and statistical functions are
presented since the behavior of the sigma meson is analogous. The final states of both simulations (red
curve) are characterized by the same peak shapes for both spectral and statistical functions. However,
the functions at intermediate times exhibit a completely different behavior.
For field dominated initial conditions (left column in Figure 4.5) the peak position of the spectral
function moves toward smaller frequencies with time, which means that the mass of the quasiparticle
state decreases during the time evolution. In addition, the nonzero initial field leads to large amplitudes
in the pion statistical function at early times (lower left plot in Figure 4.5) which corresponds to
relatively high occupancies in the bosonic sector compared to the final thermal distribution. These
occupancies have to redistribute to other bosonic momentum modes |p| and the fermionic sector to let
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Figure 4.6: Time evolution of the dispersion relation and the momentum-dependent width of the
pion. The inset shows the time evolution of pion mass obtained from fits of the dispersion relation
to 𝑍√|p|2 +𝑚2𝜋 at various times 𝜏 , where 𝑍 = 1.07 is obtained for all times analyzed. The data is
shown for field dominated initial conditions with 𝜎0 = 1.24 and 𝑛0 = 0.
the system equilibrate.
This behavior can be readily understood from the microscopic evolution equations of the system.
The finite-valued initial field drives the fluctuations in the bosonic sector because it contributes to the
bosonic self-energy at initial time 𝑡 = 0. Since the nonequilibrium time evolution takes into account
the full time history since 𝑡 = 0, these initial fluctuations not only play a role at initial time but also at
intermediate times. Only at late times, the system looses the memory about the details of the initial
state. Since the macroscopic field only couples to the bosons directly but not to the fermions, the
energy provided by the initial field is first turned into bosonic fluctuations before being transferred
to fermionic modes. As a consequence, the thermalization of an initial state with nonzero initial field
value shows rich dynamics in the bosonic spectra.
In contrast, for fluctuation dominated initial conditions (right column in Figure 4.5) one observes
a continuous increase of the amplitudes of both spectral and statistical functions until the maximum
is reached in the thermal state. If the initial energy density is provided via fermionic fluctuations, the
thermal final state is found to be realized already at intermediate times.
The spectral functions can be used to deduce the dispersion relation and lifetimes of the correspond-
ing quasiparticle species. Following [85] we assume for the moment that the spectral function decays
exponentially and can be approximated as 𝜌(𝑡, 𝑡′, |p|) = 𝑒−𝛾p|𝑡−𝑡′|𝜔−1p sin[𝜔p(𝑡 − 𝑡′)] with a dispersion
𝜔p and a damping rate 𝛾p, which are both allowed to be 𝜏 -dependent. The corresponding Wigner
transform is given by 𝜌(𝜏, 𝜔, |p|) = 𝜌BW(𝜏, 𝜔, |p|) + 𝛿𝜌(𝜏, 𝜔, |p|) where 𝜌BW denotes the relativistic
Breit-Wigner function
𝜌BW(𝜏, 𝜔, |p|) =
2𝜔Γ(𝜏, |p|)
[𝜔2 − 𝜔2(𝜏, |p|)]2 + 𝜔2Γ2(𝜏, |p|)
, (4.11)
which describes a peak with width Γ(𝜏, |p|) = 2𝛾p(𝜏) at position 𝜔 = 𝜔(𝜏, |p|). The term 𝛿𝜌 ∼
exp(−2𝜏𝛾p) describes boundary effects due to the finite integration range in (3.18). Since 𝛿𝜌 decreases
exponentially with 𝜏𝛾p, this term is negligible for sufficiently large damping ratios and/or sufficiently
late times [85]. Otherwise, the frequency-space spectral function suffers under severe noise coming
from boundary effects. For all times shown in this work, we find that boundary effects are irrelevant.
We observe that peak shapes of the bosonic spectral functions can be well approximated by the
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Figure 4.7: Time evolution of the pion mass and the pion width in the limit |p| → 0. Results are
shown for field dominated initial conditions with 𝜎0 = 1.36 and 𝑛0 = 0 (blue dots) as well as fluctuation
dominated initial conditions with 𝜎0 = 0 and 𝑛0 = 0.8 (orange triangles).
Breit-Wigner function (4.11), see Appendix 4.A.4 for plots. At some given time 𝜏 , performing Breit-
Wigner fits of the spectral function at all momenta |p| yields the dispersion relation 𝜔(𝜏, |p|) and the
momentum-dependent width Γ(𝜏, |p|). For initial states with high energy densities, such as considered
in this section, the spectral and statistical functions exhibit quasiparticle peak structures already at
early times (see Figure 4.5). Consequently, it is possible to fit a Breit-Wigner function to the spectral
functions at any stage such that the time evolution of the dispersion relation 𝜔𝑖(𝜏, |p|) and momentum-
dependent width Γ𝑖(𝜏, |p|) for 𝑖 = 𝜎, 𝜋 can be mapped out.
In the left plot of Figure 4.6 we show the dispersion relation of the pion at different times 𝜏 encoded
in the color scheme. A fit of 𝜔(𝜏, |p|) to the relativistic dispersion relation 𝑍√|p|2 +𝑚2 at various
times 𝜏 yields the quasiparticle masses 𝑚(𝜏), which are shown in the inset. In the following, the
stationary late-time value is denoted as 𝑚. We note that the mass corresponds to the dispersion
relation in the limit of vanishing momentum, i.e. 𝑚 = 𝜔(𝜏, |p| → 0). The right plot of Figure 4.6
displays the momentum-dependent width of the pion extracted from the Breit-Wigner fits. We find
a plateau in the IR and a maximum in the UV. In analogy to the dispersion, where the quasiparticle
mass describes the zero-momentum limit, we can extract the asymptotic value of the width in the limit
of vanishing momentum, Γ = Γ(𝜏, |p| → 0). Since Γ corresponds to the width of the spectral function
that is peaked at the quasiparticle mass, we can be viewed as the width of the quasiparticle. As the
right plot in Figure 4.6 indicates, Γ is increasing with time.
We can now work out the differences observed in Figure 4.5 in a quantitative fashion. There is an
apparent difference in the approach of the late-time values of the mass 𝑚𝜋 and the width Γ𝜋 when
comparing the time evolution starting from the two different initial conditions. The results are shown
in Figure 4.7, where again only the pion data is shown because the sigma meson behaves accordingly.
For field dominated initial conditions the effective mass of the pion meson decreases during the
time evolution, whereas for fluctuation dominated initial conditions it grows, albeit only slightly. This
is in accordance to the previous observation of the shifting peak position for field dominated initial
conditions. It is important to note that the mass of the quasiparticles is not contained in the initial
state, since 𝑚init is much smaller than the particle masses of the thermal state, but generated dynam-
ically during the time evolution. The quasiparticle masses build up from the fluctuations contained in
the self-energies. Since the nonzero initial field value leads to large bosonic self-energy contributions in
the beginning of the time evolution, at early times the masses are larger than in the case of vanishing
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Figure 4.8: Time evolution of the vector component quark spectral and statistical functions shown for
the same initial conditions as in Figure 4.5 at momentum |p| = 0.016.
initial field.
The time-dependence of the spectral width shown in the right plot of Figure 4.7 can be understood
in terms of the sum rule (4.7) according to which the bosonic spectral functions are normalized. Due
to the additional factor of 𝜔 in the integrand, which arises from the time-derivative on one of the fields
in the boson commutation relation, a larger mass automatically implies smaller widths. Consequently,
the behavior of mass and width in the time evolution must be converse to each other.
After discussing the dynamics of the meson spectral and statistical functions at high initial energy
densities, we now turn to the quark sector. After decomposing the Dirac structure of fermionic two-
point functions and imposing symmetries, we are dealing with four components for the quark spectral
and statistical functions, the scalar, vector-zero, vector and tensor components as introduced in (2.111).
Of these four components, the vector-zero component contains information about which states can be
occupied [55, 122]. Since it is normalized to unity according to the sum rule (4.7), the vector-zero
component quark spectral function can be interpreted as the density of states for the quarks.
We note that in a chiral symmetric theory with vanishing fermion bare mass one finds 𝜌𝑆 = 𝜌𝑃 =
𝜌𝜇𝜈𝑇 = 0 since only components in (2.111) that anticommute with 𝛾5 are allowed. Here, we consider a
setup where chiral symmetry restoration takes place. For initial conditions with high energy densities
and the corresponding final states in the high-temperature chiral symmetric regime, the quark dynamics
can be studied in terms of the vector-zero and vector component.
As was shown in Figure 4.4, for high energy densities there is not much dynamics taking place in
the excitation spectrum of the quarks. More insight can be gained by looking at the vector component
which is presented in Figure 4.8 for the same field or fluctuation dominated initial conditions as
discussed before for the bosons. The interesting case is again the evolution starting from field dominated
initial conditions. The corresponding vector spectral function (upper left plot) shows that the peak
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position moves toward smaller frequencies, just as in the bosonic case. It indicates that the energy of
both meson and quark quasiparticles decreases during the time evolution. However, it is important to
note that — in contrast to the mesons — the amplitude of the fermion statistical function is increasing
during the time evolution. As discussed before, the nonzero initial field leads to strong fluctuations
and hence occupancies in the bosonic sector. It takes time for these fluctuations to be transferred to
the fermionic sector, which is why we observe that the fermion occupation grows slowly during the
time evolution.
For the fluctuation dominated initial conditions we again observe that the spectral and statistical
function approach their late-time behavior very quickly. We conclude that the available states and
their occupation quickly approach their thermal final state if energy is provided in terms of particles
rather than the field in the initial state.
Intermediate energy densities
From Figure 4.4 we can see that the most interesting dynamics is taking place for systems thermalizing
in the crossover region. Thus, we aim to study the evolution of the vector-zero quark spectral function
for two simulations thermalizing in the cross-over region.
Again we compare two simulations employing field or fluctuation dominated initial conditions,
respectively, but in this case we are able to probe initial conditions that lead to the same late-time state.
When comparing the late-time field expectation value 𝜎, the mass ratio𝑚𝜎/𝑚𝜋, and the temperature 𝑇
of the final state of these two simulations, we find that the respective quantities differ by less than 0.5%.
Also, the shape of the spectral and statistical functions in frequency space are the same for both bosonic
as well as fermionic components. Quantitatively, we find that |𝜌1−𝜌2|/max (𝜌1) is smaller than 𝒪(10−2)
for all frequencies 𝜔 and momenta |p|, where the indices 1 and 2 denote the two simulations compared
and max (𝜌) the maximal amplitude of the spectral function 𝜌. Larger deviations are observed for
the vector-zero component statistical function and for the tensor component spectral and statistical
functions, where the amplitudes are of order 𝒪(10−7) such that numerical inaccuracies come into play.
In conclusion, we consider the late-time state of the two simulations to be the same thermal state,
universal in the sense that the dependence on the initial conditions is lost. It is characterized solely by
a temperature of 𝑇 = 1.04, a mass ratio of 𝑚𝜎/𝑚𝜋 = 1.46 and a field expectation value of 𝜎 = 0.33.
As we will see later, this corresponds to a state in the crossover region.
The regime of intermediate energy densities distinguishes itself from high and low energy density
initial conditions by showing a double-peak structure in the quark spectral functions. Our findings in
a nonperturbative real-time setting corroborate previous observations of such double peak structures
with perturbative computations or spectral reconstructions reported e.g. in [122, 125–131].
First, let us consider the vector-zero component describing the excitation spectrum of the quarks.
In Figure 4.9 we show the time evolution of both spectral and statistical functions. As before, for
fluctuation dominated initial conditions (right column) the system quickly approaches the shape of the
late-time two-point functions. However, in the case of field dominated initial conditions, the double-
peak structure of the spectral function only emerges at later times. At early times, the spectral function
reveals a single broad structure.
We further point out that the statistical function 𝐹0 decays to zero during the time evolution,
implying that the fermion occupation is not contained in the vector-zero component but in other com-
ponents. This agrees well with the effective quasiparticle number that has been employed previously
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Figure 4.9: Time evolution of the vector-zero component quark spectral and statistical functions
shown for two different initial conditions at momentum |p| = 0.012. The left column shows field
dominated initial conditions with 𝜎0 = 0.98, the right column fluctuation dominated initial conditions





|p|𝐹𝑉 (𝑡, 𝑡, |p|) +𝑀𝜓(𝑡)𝐹𝑆(𝑡, 𝑡, |p|)
√|p|2 +𝑀2𝜓(𝑡)
, (4.12)
with effective mass 𝑀𝜓(𝑡) = 𝑚𝜓 + ℎ𝜎(𝑡). This definition of an effective particle number only provides
a good description of the quark content in the system if the occupations in the vector-zero and tensor
component are negligible. In our computations we find that 𝐹0 and 𝐹𝑇 are of the order 𝒪(10−7) and
hence irrelevant for the quark particle number.
In order to study the particle content, we take into account the vector component which is shown
in Figure 4.10. We can see that the double-peak structure observed in the vector-zero component is
also visible in the vector component, in particular in both spectral and statistical functions. From
this we learn that the additional light degrees of freedom, provided in the low-frequency peak of the
quark spectral density, is actually occupied in terms of the vector component quark statistical function.
Hence, for states thermalizing in the crossover temperature regime, there is an additional light mode
with finite occupation in the quark sector available to participate in the dynamics.
We further observe that for fixed momentum |p| the energy of the light mode increases with rising
temperature. At sufficiently high temperatures this additional mode reaches energies comparable with
the main quasiparticle mode such that the two peaks merge into the single peak persistent in the
high-temperature regime.
We conclude this section with a comment on the dynamics found for initial states with low energy-
densities. In contrast to the cases of intermediate and high energy densities, we find well-defined
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Figure 4.10: Time evolution of the vector component quark spectral and statistical functions shown for
two different initial conditions at momentum |p| = 0.012. The left column shows field dominated initial
conditions with 𝜎0 = 0.98, the right column fluctuation dominated initial conditions with 𝑛0 = 0.11.
Both lead to the same late-time state with 𝑇 = 1.04.
quasiparticle peaks for both quarks and mesons. The smaller energy density leads to lower thermal-
ization temperatures and a stronger chiral symmetry breaking, reflected by a mass difference between
the 𝜎 and 𝜋 mesons. After discussing the nonequilibrium time evolution of the spectral functions, we
now turn to the equilibrium properties.
4.3.3 Late-time thermal limit
In this section we discuss the spectral functions of quarks and mesons in the state of quantum thermal
equilibrium according to the definition introduced in Section 4.3.1. The properties of spectral functions
at different temperatures reflect the crossover transition of the quark-meson model from the chiral
broken to the chiral symmetric phase. We find that the shapes of the final states are universal in the
sense that they only depend on the temperature and not on the details of the initial state.
Mesons
Information about the different phases of the model can be obtained from the temperature-dependence
of the late-time thermal spectral functions of the mesons. We find that the shape of the bosonic spectal
functions is described by a Breit-Wigner function for all considered temperatures. Thereby, the width
and the position of the Breit-Wigner peak only depend on the temperature but not on the initial
conditions chosen.
As discussed in Section 4.3.2, the momentum-dependent width and the dispersion relation are
obtained by applying Breit-Wigner fits to the spectral functions. Although the Breit-Wigner function
(4.11) has two parameters, the width Γ(𝜏, |p|) and the peak position given by 𝜔(𝜏, |p|), there is only
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Figure 4.11: Left: Temperature-dependence of the characteristic decay momentum 𝑄 shown for the
𝜎 and 𝜋 mesons. The inset shows examples for the momentum-dependent width at high and low
temperatures. 𝑄 corresponds to the momentum at which the width Γ(𝜏, |p|) is maximal. Right:
Temperature-dependence of quasiparticle masses. Restoration of chiral symmetry is reflected in iden-
tical masses of the 𝜎 and 𝜋 mesons at high temperatures. The quark 𝑞 quasiparticle mass is obtained
from the dominant peak of the vector-zero component quark spectral function. We also plot the “plas-
mino” branch 𝑝 obtained from the quark spectral function. In both plots gray lines show cubic spline
interpolations of the data points.
one free parameter since the normalization condition given by the sum rule (4.7) must be satisfied.
In the right plot of Figure 4.6 we already saw that there is a characteristic momentum mode |p|
at which the momentum-dependent width becomes maximal. This corresponds to the momentum at
which the decay is strongest and can be considered as the main decay mode, in the following denoted
by 𝑄. In the left plot of Figure 4.11 we show the main decay mode 𝑄 as a function of temperature
for both meson species. At low temperatures, the strongest decays are found in the IR, whereas at
high temperatures the strongest decays occur in the UV. There is an abrupt change at some critical
temperature, above which 𝑄 > 0 meaning that the momentum-dependent width has a maximum at a
nonzero momentum, as shown by the upper line in the inset. Comparing the momentum-dependent
width at low 𝑇 and high 𝑇 , we can see that the transition from the chiral broken to the chiral
symmetric phase is characterized by new decay modes in the UV. Thereby, the main decay mode is
suddenly shifted from the IR to the UV.
Another prominent signature for the crossover transition is provided by the quasiparticle masses
of the 𝜎 and 𝜋 mesons. The two meson species are distinguishable in the chiral broken phase, where
they have different masses, while they become identical in the chiral symmetric phase. When plotting
the meson masses as a function of temperature, as shown in the right plot of Figure 4.11, we can
nicely visualize the restoration of chiral symmetry, manifest in the quasiparticle masses of 𝜎 and 𝜋
becoming identical (pink and cyan data points). We observe a softening of the masses at intermediate
temperatures, i.e. the quasiparticle masses are minimal in the temperature region where the crossover
phase transition occurs. Decreasing masses indicate growing correlation lengths. In the limit of a second
order phase transition, which is characterized by diverging correlation lengths, the masses would vanish
at the transition point. In the high-temperature range, masses grow with rising temperatures. This
reflects that the quasiparticle masses can be considered as thermal masses in the sense that they contain
self-energy contributions and are generated by quantum fluctuations, which increase with temperature.
We further note that one could also study the temperature dependence of the width Γ = Γ(𝜏, |p| →
























Figure 4.12: The dispersion relation of the vector-zero quark spectral function shown for three different
temperatures. At low temperature a fit to the relativistic dispersion relation 𝑍√|p|2 +𝑚2𝑞 is shown
by the black dashed line. For higher temperatures the behavior at small and large momenta differs as
the additional low-frequency peak and the main peak merge into one peak. We perform separate fits
at low and high momenta, shown by the dashed and dotted black lines.
0) instead of 𝑚 = 𝜔(𝜏, |p| → 0). However, the information is equivalent due to the normalization of the
spectral functions, as pointed out above. Consequently, the behavior of Γ is converse to the behavior of
𝑚 and not presented here explicitly. The with Γ is small at low temperatures, strongly grows toward
intermediate temperatures where it reaches a maximum value in the crossover temperature regime,
and then decays slowly when going to higher temperatures.
Quarks
We now consider the thermal spectral functions for the quark sector. Several aspects of the different
components invite discussion. Let us begin with a recap of the findings shown in the vector-zero
component of the quark spectral function. As presented in Figure 4.4 the spectral density has different
shapes at low, intermediate and high temperatures. In particular, the intermediate temperature range
of the crossover transition is characterized by a double-peak structure, with an additional light mode
that we refer to as the plasmino mode. The temperature-dependence of the fermionic quasiparticle
masses is depicted in Figure 4.11. The mass of the low-frequency plasmino mode (denoted by 𝑝)
grows continuously with rising 𝑇 until it merges with the main peak (denoted by 𝑞), forming the
wide quasiparticle peak found for initial states with large energy densities. For related studies with
perturbative computations or spectral reconstructions see e.g. [122, 125–131]. Although the double-
peak structure is only visible in the low-momentum regime, it can be studied by considering the
dispersion relation obtained from the vector-zero quark spectral function.
For temperatures below some critical temperature in the crossover regime, the vector-zero spec-
tral function reveals the shape of a nonrelativistic Breit-Wigner function, also known as the Lorentz
function,
𝜌L(𝜏, 𝜔, |p|) =
𝐴 Γ(𝜏, |p|)
[𝜔 − 𝜔(𝜏, |p|)]2 + Γ2(𝜏, |p|)
, (4.13)
where 𝐴 is a normalization constant, Γ(𝜏, |p|) the width and 𝜔(𝜏, |p|) the dispersion. An example
showing the data and the corresponding fit to a Lorentz function is provided in Appendix 4.A.4. When
temperature is increased, the vector-zero quark spectral function ceases to be described in terms of
(4.13) as the low-frequency mode arises and grows in amplitude. Due to appearance of the additional















































Figure 4.13: The vector-zero quark spectral function as a function of frequency 𝜔 shown for a range
of spatial momenta |p|. The three plots correspond to the same three temperatures as in Figure 4.12.
The purple line indicates peak position of the spectral function in the |p|-𝜔-plane and is therefore
equivalent to the dispersion relation shown in Figure 4.12. The spectral function reveals a narrow
quasiparticle peak at low temperatures. As the temperature is increased the light mode interferes with
the low-momentum spectral function, leading to a broad peak at small momenta. At high momenta,
the quasiparticle-peak remains narrow.
peak, it is not possible to perform a Lorentz fit at all temperatures. As a consequence, we choose to
compute the dispersion relation of the quarks by determining the peak position of the main peak of
𝜌0. The thus obtained dispersion relations are shown for three temperatures in Figure 4.12.
At low temperatures, where no additional peak is present, the quark dispersion is well-described by
a relativistic dispersion relation, see left plot of Figure 4.12. When going to intermediate temperatures,
the additional light mode leads to a double-peak structure. As long as the two peaks are distinguishable,
one can determine the dispersion relation of the main peak, which yields the same shape as in the
low-temperature regime. However, when the main peak and the side peak merge into a single peak,
the dispersion relation obtained from the overlap of the two peaks has a dispersion relation of the form
shown by the middle plot of Figure 4.12. There is a clearly visible dip in the dispersion, showing that for
small momenta the peak position is determined by the light plasmino mode, while for large momenta
the peak position is determined by the main quark mode. We can fit the low-momentum and high-
momentum areas separately to a relativistic dispersion relation, as shown by the dashed and dotted
lines in Figure 4.12. When considering higher temperatures, the position of the dip moves toward larger
frequencies and is not visible by eye anymore. However, we find that the dispersion relation cannot
be described by the relativistic dispersion relation 𝑍√|p|2 +𝑚2 over the whole momentum range but
still distinguishes between high-momentum and low-momentum regimes. We conclude that the single
peak of 𝜌0 at large temperatures is still the result of an overlap of a small low-frequency peak with
the main peak. More insight is gained by considering the momentum-dependence of the corresponding
spectral functions, which is shown in Figure 4.13. The spectral function 𝜌0(𝜏, 𝜔, |p|) is shown at some
late time 𝜏 where the system has approached thermal equilibrium. The peak position of the spectral
functions corresponds to the dispersion relations shown in Figure 4.12. At low temperatures, we find a
single narrow quasiparticle peak. For higher temperatures, however, an additional light mode interferes
with the main peak. At intermediate temperatures, where a softening of the mass occurs, the light
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Figure 4.14: The thermalized scalar component of the quark spectral function as a function of frequency
shown for different temperatures.
mode and the main peak have comparable frequencies in the infrared. The superposition of the main
peak and the light mode leads to a broad peak at small momenta, whereas the peak remains narrow
at high momenta. As temperature increases, the light mode is only visible at higher momenta. An
example is shown by the right plot in Figure 4.13, where one can see a small enhancement of the
spectral function at low frequencies for intermediate momenta. This observation indicates that the
quark spectral function harbors additional degrees of freedom at high temperatures, as compared to
the low-temperature regime.
From the dispersion relation of the vector-zero quark spectral function, we determine the constituent
quark mass by taking the asymptotic value at vanishing momentum, i.e. 𝑚𝑞 = 𝜔0(𝜏, |p| → 0).
The constituent quark mass behaves analogously to the bosonic masses, meaning that a softening
of the mass in the crossover temperature range occurs, see violet data points in the right plot of
Figure 4.11. At low temperatures, the constituent quark mass lies between the 𝜎 and 𝜋 masses, which
is in qualitative agreement with the particle masses known at 𝑇 = 0. For temperatures below 𝑇 ≃ 2
we find that the pion is the lightest particle in the theory. This supports chiral perturbation theory
as an effective theory for QCD where only pion degrees of freedom are considered. On the contrary,
at high temperatures the constituent quark mass is smaller than the meson mass. As light modes are
easier to excite, they dominate the dynamics in a system. Hence, our observation matches our idea
that the chiral symmetric phase is dominated by quark degrees of freedom whereas the chiral broken
phase is described by hadronic degrees of freedom, in particular by pions.
Finally, we shortly discuss the scalar component of the quark spectral function. In a chiral sym-
metric theory with vanishing fermion bare mass, the scalar component of the quark spectral function
vanishes, i.e. 𝜌𝑆 = 0. Although chiral symmetry is broken explicitly here, we expect the system to
restore chiral symmetry at high temperatures, implying that it approaches the limit where the scalar
component of the quark spectral function vanishes. In Figure 4.14 we present the numerically com-
puted scalar component quark spectral function for a range of temperatures, with temperature encoded
in the color scheme. The clear quasiparticle peak existing at low temperatures (blue lines) widens and
flattens with rising temperature (red lines). The amplitude of the scalar component finally decays to
zero, visualizing the predicted restoration of chiral symmetry in the course of the crossover transition.
We further note that the peak position of the scalar component spectral function qualitatively shows
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the same behavior as the vector-zero component. The peak moves toward small frequencies at inter-
mediate temperatures, corresponding to the mass softening, and is shifted toward higher frequencies
at low and high temperatures.
4.4 The macroscopic field
In this section, we study the time evolution of the expectation value of the macroscopic field ⟨𝜎(𝑡)⟩ for
the two kinds of different initial conditions deployed also in the previous section. In addition, we study
the model for different fermion bare masses in order to analyze the effects of spontaneous symmetry
breaking in the model.
4.4.1 Nonequilibrium time evolution of the field
The classical potential of the sigma field is given by
𝑉 (𝜎) = 12𝑚
2𝜎2 + 𝜆4!𝑁 𝜎
4 , (4.14)
where the parameter choice of 𝑚2 < 0 allows for spontaneous symmetry breaking. Thus, the potential
has the shape of a double-well with minima located at 𝜎 = ±√−3!𝑁 𝑚2/𝜆. For the parameters
employed in this work the minimum is located at 𝜎 ≈ 0.04. The time evolution of a classical field in




2(𝑡)] 𝜎(𝑡) = 0 , (4.15)
where spatial homogeneity and isotropy is assumed. If the initial field value, or the initial field deriva-
tive, is nonzero, the field rolls down a potential hill and oscillates until it equilibrates at the minimum
of the potential. Here, we go beyond the classical theory and compute the nonequilibrium time evolu-
tion including additional quantum fluctuations. As discussed above, we employ an approximation that
includes quantum corrections at NLO in 1/𝑁 and 𝑔. The quantum corrections lead to an effective
potential and additional terms in the field equation (4.15). The full evolution equations at the given
approximation can be found in Sections 2.4.3 and 2.4.4.
Depending on the initial conditions the time evolution of the field shows different properties. Let
us first consider field dominated initial conditions, where the initial field is set to a finite value 𝜎0. The
time evolution for the expectation value of the field ⟨𝜎(𝑡)⟩ is shown for different 𝜎0 in the left plot of
Figure 4.15. One can see that the field oscillates and eventually reaches a stationary value. In contrast
to the classical theory, where the field always reaches the same equilibrium value given by the position
of the potential minimum, the field reaches different late-time values. The reason is that the field
itself generates quantum fluctuations as it rolls down a potential hill. These dynamically emerging
fluctuations again influence the effective potential in which the nonequilibrium time evolution takes
place. As the initial field value affects the amount of quantum fluctuations in the system and hence the
shape of effective potential, different values of 𝜎0 lead to different late-time values for ⟨𝜎(𝑡)⟩. Before
we come to a more detailed discussion of the plots in Figure 4.15, we provide some intuition for the
influence of fluctuations on the effective potential.
Quantum fluctuations can be represented as loop corrections of the effective action. The effective
potential is obtained when evaluating this effective action at a constant field. For a nonvanishing
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Figure 4.15: Left: The time evolution of the field shown for field dominated initial conditions with
different initial field values as indicated in the legend. Right: The time evolution of the field shown for
field dominated initial conditions with 𝜎0 = 1.98 (blue) and fluctuation dominated initial conditions
with 𝑛0 = 0.11 (orange). The same late-time field value ?̄? = 0.33 is approached for both initial states.
The grey line in both plots serves as a guide to the eye for ⟨𝜎(𝑡)⟩ = 0.
fermion bare mass, i.e. 𝑚𝜓 ≠ 0, the chiral symmetry breaking tilts the effective potential toward
negative values. Thereby, larger 𝑚𝜓 cause stronger tilts. On the other hand, bosonic fluctuations
provide positive contributions, pushing the potential toward a symmetric shape. Together, this leads
to a tilted Mexican hat potential with a minimum at some finite field expectation value. The position
of the minimum of the effective action can easily be much larger than the position of the minimum of
the classical potential.
The influence of these quantum corrections to the effective potential can be visualized by looking
at the energy density of the system, which we compute from the energy-momentum tensor. We
distinguish classical, bosonic and fermionic contributions to the energy density, with the relevant
expressions presented in Section 2.4.4. Quantum fluctuations are taken into account for the fermionic
and bosonic parts of the energy density. Hence, the energy density reflects the amount of fluctuations
in the system.
In order to study the influence of the initial field, we consider the energy density computed at
initial time 𝜀init. In Figure 4.16 we show the contributions from the field, the bosons and the fermions
separately. The blue and pink lines show, how the field and the bosonic energy densities exhibit
a positive curvature. In contrast, the fermionic contribution shown in violet leads to a tilt toward
negative curvature, which is a consequence of the explicit chiral symmetry breaking. Summing the
three parts together, one obtains the total energy density that has a minimum at a nonzero field value,
as represented by the gray curve.
It is important to note that the energy density 𝜀init computed at time 𝑡 = 0 does not include
the quantum fluctuations that are generated dynamically by the field. As the field generates further
fluctuations, the effective potential is pushed toward a more symmetric form with its minimum moving
toward smaller field expectation values. In order to see this, we also look at the energy density
computed at late-times, where the system is thermalized. The result is shown by the black line in
Figure 4.16. It can be seen that the energy density indeed becomes steeper and has a minimum at
smaller field values. Thus, the energy density provides a useful quantity in order to study the impact
of quantum fluctuations on the effective potential, although we emphasize that the energy density and
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Figure 4.16: The energy density at initial time 𝜀init = 𝜀(𝑡 = 0) and at late times 𝜀th = 𝜀 as a function
of the initial field value. We present the classical, bosonic and fermionic contributions to the initial
energy density separately. Together, they form a bounded shape with minimum at a nonzero initial
field value (gray curve). At late times, the energy density reaches the constant shape shown by 𝜀therm
in black. The minimum of the energy density at late times corresponds to the maximal field values
found.
the effective potential are two different quantities.
Having this qualitative picture of the effective quantum potential in mind, we can understand the
behavior of the three curves shown in the left plot of Figure 4.15. If the initial field sits close to the
minimum of the effective potential, it barely oscillates and hence almost no additional fluctuations are
created dynamically. Accordingly, the shape of the potential does not change with the time evolution
such that the position of the minimum stays the same. This is shown by the black line. In contrast,
the field can be placed on a point away from the potential minimum. As it starts moving toward the
potential minimum, the field dynamically generates fluctuations. These fluctuations change the shape
of the potential, thereby altering the position of the minimum. The further away the field is from
the potential minimum in the beginning, the more fluctuations are generated and the stronger the
potential deforms. As we increase the distance of the initial field from the potential minimum at time
𝑡 = 0, the minimum of the potential at late times moves toward zero. Examples of this behavior are
depicted by the green and red curve in the left plot Figure 4.15.
As discussed in the previous section, energy cannot only be provided in terms of a nonzero initial
field value (and the fluctuations this field generates), but also in terms of occupancies. Hence, the same
late-time field value can be approached for different initial conditions. In the right plot of Figure 4.15
the time evolution of ⟨𝜎(𝑡)⟩ is shown for the two simulations discussed in Section 4.3.2. The blue line
displays the time evolution of the field starting from field dominated initial conditions, while the orange
line shows the time evolution starting from fluctuation dominated initial conditions. For both initial
conditions the quantum potential has the same minimum, characterized by a late-time stationary field
value of 𝜎 = 0.33.
Although we commonly say that initial conditions with the same energy density lead to the same
thermal state, there is a caveat. Two initial states thermalizing at the same late-time state usually
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Figure 4.17: The value of the thermalized one-point function for different initial conditions. On the
right, the thermal field value 𝜎 is shown for initial conditions with different field values 𝜎0. The gray
dashed line indicates 𝜎 = 𝜎0. On the left, the thermal field value is shown for different initial fermion
occupation numbers 𝑛0. In both plots, the black star indicates the value obtained for initial conditions
with 𝑛0 = 0 and 𝜎0 = 0. In both plots gray lines show cubic spline interpolations of the data points.
do not have the same energy density at time 𝑡 = 0 because the energy density computed at initial
time does not include dynamically generated fluctuations. What one means is that different initial
conditions provide the same amount of fluctuations to the system. The way they are provided depends
on the initial state and partly they are generated dynamically. However, for the quantum thermal




After discussing the time evolution of the field expectation value we now turn to its late-time properties.
We denote the stationary value of the field at late times by 𝜎. As discussed in 4.3.1, at these times the
fluctuation-dissipation theorem is satisfied and the system state is considered to be thermal. Thus, we
consider 𝜎 to be the thermal field expectation value.
Numerically, the late-time field values 𝜎 are determined by the average of field values over a time
range [𝑡∗, 𝑡∗+Δ𝑡] with 𝑡∗ being a time at which the field is sufficiently stationary. For the results shown
in this work we use 𝑡∗ = 130 and Δ𝑡 = 130, such that the standard deviation of the mean is 𝒪(10−4)
to 𝒪(10−11) depending on the initial conditions used.
First, let us look at the time evolution of the macroscopic field for different initial field values 𝜎0.
Naively, one might expect that larger field values automatically imply increasing energy densities in
the initial state, hence a higher thermalization temperature and smaller field value. However, as the
discussion above already pointed out, this is not the case. In the left plot of Figure 4.17 we show
how the late-time field value 𝜎 depends on the initial field 𝜎0. With increasing 𝜎0, the thermal field 𝜎
first grows and then decays to zero. The maximal value for 𝜎 is expected, when the least amount of
fluctuations is generated dynamically, as these fluctuations would push the minimum of the potential
and thus 𝜎 toward zero. We indeed find the largest late-time field values for 𝜎0 ≈ 𝜎, which in indicated
by the gray dashed line in the left plot of Figure 4.17.
Secondly, we consider fluctuation dominated initial conditions where the field value is set to 𝜎0 = 0
while the initial fermion occupation is taken to be constant, i.e. 𝑛𝜓(𝑡 = 0, |p|) = 𝑛0, and varied between
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Figure 4.18: Order parameters of the quark-meson model as a function of temperature. In the upper
plot, the order parameter is given by the macroscopic field 𝜎 which is the thermalized value of the
one-point function. In the lower plot, the order parameter is given by the ratio of the 𝜎-meson and
pion masses. The masses are derived from the two-point functions of the corresponding bosonic fields.
The gray lines show cubic spline fits to the data points. The inflection points are indicated by the
black vertical lines. Since dimensionful quantities are given in units of the pseudocritical temperature
𝑇𝑝𝑐 defined as the inflection point of the order parameter 𝜎, 𝑇inflection = 1 in the upper plot.
zero and one. In the right plot of Figure 4.17 we can see that increasing the fermion occupation number
𝑛0 goes along with smaller thermal field values 𝜎. Thus, for larger 𝑛0 higher temperatures are reached,
emphasizing again that larger fermion occupation numbers lead to a rise of the fluctuations that make
the effective potential more symmetric.
Crossover phase transition
Our results regarding the thermal state of the system can be summarized in an analysis of the crossover
transition between the chiral broken and the chiral symmetric phase of the quark-meson model. When
a system becomes thermal, the thermodynamic concept of a phase diagram can be applied. The conjec-
tured phase diagram of the quark-meson model contains important features of the QCD phase diagram.
It exhibits a chiral symmetric phase with vanishing field expectation value at high temperature 𝑇 , as
well as a chiral broken phase with nonzero field corresponds at low 𝑇 .
In order to study the phase transition and the transition temperature, we employ two different
order parameters, one deduced from the one-point function and one from the two-point functions.
The first one is the field expectation value of the thermalized field 𝜎. It is nonzero in the chirally
broken phase and zero in the chirally symmetric phase. Often this field value is identified as the pion
decay constant 𝑓𝜋. The second one is the mass ratio 𝑚𝜎/𝑚𝜋, where 𝑚𝜎 and 𝑚𝜋 are the masses of the
𝜎-meson and the pion, respectively. The masses are determined from the bosonic spectral functions as
discussed in Section 4.3.3. In the chiral limit, the mass ratio is expected to go to unity.
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Starting from the different initial states analyzed, we find that the system thermalizes at different
temperatures. Thereby, the dependence of an order parameter on the temperature provides insight into
the nature of the phase transition. In Figure 4.18 we show our numerical results for the temperature-
dependence of the two order parameters, 𝜎 in the upper and 𝑚𝜎/𝑚𝜋 in the lower plot. Every point in
the diagram corresponds to a simulation with a different initial state. As indicated in the legend, we
consider initial states of various fermion occupations, described by 𝑛0, and initial field values, described
by 𝜎0. It is reassuring to see that the order parameters obtained from field or fluctuation dominated
initial conditions align themselves on a single curve, which is characteristic for a smooth crossover
transition. This is yet another way of seeing that the thermal states are independent of the details of
the initial conditions.
As chiral symmetry is restored with rising temperature, the field value decays to zero while the
mass ratio goes down to one. The field expectation value 𝜎 is often considered as a first approximation
for the pion decay constant 𝑓𝜋. As can be seen, in the limit 𝑇 → 0 some value 𝜎 ≃ 𝒪(1) is approached.
At the lowest temperature considered we find 𝜎/𝑚𝜋 ≃ 0.65, matching the phenomenological value
𝑓𝜋/𝑚𝜋 ≃ 0.69 [123]. Further, we can see from the lower plot in Figure 4.18 that the mass ratio is only
𝑚𝜎/𝑚𝜋 ≃ 1.8 at the lowest temperatures available, which is smaller than the expectation from the
known values of the masses. However, the mass ratio is expected to further increase with decreasing
temperature.
We perform a cubic spline fit to the data points and identify the inflection point of the field 𝜎 as
the pseudocritical temperature of the crossover 𝑇𝑝𝑐. We indicate the inflection point of both the field
and the mass ratio in the plots of Figure 4.18. It can be seen that the temperatures deduced from
the two different order parameters are comparable with each other. We find that the pseudocritical
temperature is of the order of the pion mass. This is in agreement with the expectation of the QCD
phase transition being at around 150MeV for vanishing baryon density.
4.4.3 Spontaneous symmetry breaking
We have seen that the explicit chiral symmetry breaking in the system leads to nonzero field expectation
values. Here, we analyze the limit of vanishing explicit symmetry breaking, i.e. 𝑚𝜓 → 0, with
spontaneous symmetry breaking still present.
If the fermion bare mass vanishes, i.e. 𝑚𝜓 = 0, the action of the quark-meson model (2.101) is
invariant under chiral 𝑆𝑈𝐿(2)×𝑆𝑈𝑅(2) ∼ 𝑂(4) transformations and therefore symmetric under chiral
symmetry. Still, a nonzero field expectation value can break this symmetry spontaneously. For nonzero
fermion bare masses, chiral symmetry is explicitly broken and the minimum of the potential is located
at some nonzero field value. If the field expectation value stays nonzero for 𝑚𝜓 → 0, we expect to
observe spontaneous symmetry breaking.
We compare simulations with different fermion bare masses 𝑚𝜓 while all other parameters of the
theory are kept fixed. The system is studied for initial conditions with 𝜎0 = 0.62 and vanishing fermion
and boson occupations, i.e. 𝑛0 = 0. In the left plot of Figure 4.19, we show the time evolution of the
field expectation value ⟨𝜎(𝑡)⟩, for three examples with different fermion bare masses. As before, the
field oscillates before it equilibrates to the thermal late-time value 𝜎.
Since the fermion bare mass 𝑚𝜓 governs the strength of the chiral symmetry breaking and thus
the deformation of the potential, increasing fermion bare masses yield larger values for 𝜎. At the same
time 𝑚𝜓 determines the fermion backreaction on the field, i.e. how strong the field is pushed away
from its current value. The field only reaches a stationary value, if the backreaction from the fermions
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Figure 4.19: Left: The time evolution of the field with initial value 𝜎0 = 0.62 shown for three different
bare fermion masses 𝑚𝜓. The field reaches the stationary value 𝜎 at late times. Right: The asymptotic
field value 𝜎 shown for different bare fermion masses 𝑚𝜓. The green, red and black data points
correspond to the simulations shown in the left plot. The field value decreases with the fermion bare
mass and approaches an asymptotic value for 𝑚𝜓 → 0.
on the field and the bosonic interactions with the field balance out.
Here, fermion bare masses with values from 𝒪(10−4) ranging to 𝒪(1) are considered. We find that
the field approaches the asymptotic value 𝜎 = 0.48 for 𝑚𝜓 → 0, which is shown in the right plot of
Figure 4.19. This analysis shows that our numerical simulations of the quark-meson model reproduce
the expected spontaneous symmetry breaking in the limit of vanishing fermion bare mass.
4.5 Conclusion
Motivated by current experimental studies of the QCD phase diagram in heavy-ion collisions, we
investigated the dynamical approach of the quark-meson model to thermal equilibrium using a range
of different initial conditions dominated by either the sigma field or fermionic fluctuations. The time
evolution of one- and two-point functions was computed numerically using closed equations of motion
derived from the 2PI effective action at NLO in 1/𝑁 and the Yukawa coupling 𝑔.
We show that our simulations correctly capture the approach of a thermal state, which depends only
on the energy density of the initial condition. The crossover phase transition from the chiral broken
phase at low temperatures to the chiral symmetric phase at high temperatures is reproduced by the
late-time equilibrium states. Thermalization in the chiral broken phase is characterized by a finite
field expectation value, a mass difference between the sigma meson and the pions as well as narrow
quasiparticle peaks in the spectrum. The restoration of chiral symmetry in the high-temperature
regime expresses itself in the field expectation value decreasing to zero, the mass ratio of 𝜎 and 𝜋
mesons going to unity, and the scalar component of the quark spectral functions decaying to zero.
Our investigation focused in detail on the dynamical thermalization revealing differences in the time
evolution depending on the initial state employed. We not only studied the time evolution of the field
expectation value but also probed the dynamical properties of the two-point functions, expressed in
terms of the spectral and statistical functions, which carry information about the available quasiparticle
states and their occupation in the system, respectively. For initial states with vanishing initial field
but energy supplied by fermion occupation, the spectral and statistical functions of both quarks and
mesons approach their late-time thermal shapes already at early times. In contrast, if the energy
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density is predominantly provided by the nonzero initial field value, the redistribution of energy from
the field first to the bosonic sector and subsequently to the fermionic sector leads to high occupancies
of the mesons at intermediate stages. This is also reflected by the different behavior found in the time
evolution of the quasiparticle masses depending on the initial conditions.
The deployed nonequilibrium setup of the quark-meson model captures important features of the
low-energy behavior of QCD. By studying the temperature dependence of the quasiparticle masses, we
find that the lightest degrees of freedom are given by the pions at temperatures below and by quarks
above the phase transition. This implies that quarks are the relevant degrees of freedom at high
temperatures while pions dominate below the critical temperature. Furthermore, we learn from the
width that at high temperatures the more energetic high-momentum decay modes are more pronounced
than at low temperatures.
The nonvanishing expectation value of the sigma field describes the order parameter of the chiral
phase transition. Its dynamics depends on the initial state. If the initial field value is close to the
minimum of the effective potential, the field remains almost constant. Otherwise, the field rolls down
a potential hill and starts oscillating, thereby dynamically generating fluctuations.
Having shown that the dynamics of the thermalization process reveals interesting features before
approaching the final thermal state, we lay the foundation for future investigations of the quark-meson
model with nonzero baryon chemical potential. In particular, the possibility of dynamically probing




In this chapter we present theoretical basics for a spin-1 Bose-Einstein condensate (BEC) in the second
quantization formalism, where quantum many-body states are described with the help of field oper-
ators. This chapter is based on [132], a review on spinor BECs. We first introduce the model, then
discuss the mean-field and subsequently the Bogoliubov approximation, where we mainly follow [132,
133]. Readers who are familiar with spin-1 BECs can move on to Chapter 6.
While a scalar BEC consists of a Bose-condensed cloud of atoms in a single internal state, here we
consider a spinor BEC with spin 1 and magnetic sublevels 𝑚 = 0,±1 describing the hyperfine spin
states. Compared to a scalar BEC, the additional interactions due to the spin degrees of freedom
give rise to rich and interesting quantum phenomena that are absent in scalar BECs. In particular,
spinor BECs reveal several phases, where the phase realized depends on the nature of the interactions.
Today, there are many experimental platforms where optical and magnetic fields are used to probe
and manipulate spinor BECs.
This chapter is organized as follows. In Section 5.1 we present the Hamiltonian of a spin-1 BEC.
Section 5.2 deals with the corresponding mean-field theory, from which one can deduce the Gross-
Pitaevskii equations and the mean-field phase diagram. In Section 5.3 we discuss the excitation
spectrum of the condensate that is obtained from the Bogoliubov approximation.
5.1 The second-quantized Hamiltonian
In this section, we introduce the Hamiltonian of the spin-1 BEC subject to our work. We describe
this many-body system in terms of quantum field operators, a formalism known as canonical or second
quantization, where the former term is usually used in the context of quantum field theory and the
latter in condensed matter theory. The Hamiltonian presented here is often referred to as the second-
quantized Hamiltonian.
We consider a system of 𝑁 identical spin-𝑓 bosons with mass 𝑀 that interact with each other via
𝑠-wave scattering subject to periodic boundary conditions. The field operator of a boson at spatial
location x and time 𝑡 is denoted by ̂𝜓𝑚(𝑥) with 𝑚 = −𝑓,−𝑓 + 1,…, 𝑓 being the magnetic quantum
number. In this thesis, we restrict ourselves to the spin-1 case with 𝑓 = 1 and𝑚 = 0,±1 in three spatial
dimensions, where we use 𝑥 = (𝑡, 𝑥1, 𝑥2, 𝑥3). The field operators satisfy the equal-time commutation
88
Chapter 5. Spin-1 Bose-Einstein condensates 89
relations
[ ̂𝜓𝑚(𝑡,x), ̂𝜓𝑛(𝑡,y)] = [ ̂𝜓†𝑚(𝑡,x), ̂𝜓†𝑛(𝑡,y)] = 0 , (5.1a)
[ ̂𝜓𝑚(𝑡,x), ̂𝜓†𝑛(𝑡,y)] = 𝛿𝑚𝑛 𝛿(x− y) , (5.1b)
of a nonrelativistic scalar field theory. We assume that an external magnetic field is applied in the
𝑧-direction. The low-energy effective Hamiltonian for this setup can be written as
?̂? = ?̂?kin + ?̂?qZ + ?̂?int , (5.2)
where the first term describes the kinetic energy, the second term the quadratic Zeeman shift and the
third term the interactions. We do not consider any trapping potential, i.e. the bosonic gas is assumed
to be in a uniform system and not subject to any external potential. The nonrelativistic kinetic energy







where the summation over repeated indices𝑚 = 0,±1 is implied and the shorthand notation ∫
x
= ∫d3𝑥





where 𝑉 is the volume of the system and ̂𝑎k,𝑚 is the annihilation operator of a spin-1 boson with wave
number k and magnetic quantum number 𝑚. The plane waves serve as a complete orthonormal set of
basis functions satisfying the orthonormality condition and the completeness relation,
∫
x




𝑒−𝑖kx𝑒𝑖kx′ = 𝛿(x− x′) . (5.5)
The annihilation and creation operators ̂𝑎k,𝑚, ̂𝑎†k,𝑚 obey the commutation relations
[ ̂𝑎k,𝑚, ̂𝑎l,𝑛] = [ ̂𝑎†k,𝑚, ̂𝑎†l,𝑛] = 0 , (5.6a)
[ ̂𝑎k,𝑚, ̂𝑎†l,𝑚] = 𝛿kl𝛿𝑚𝑛 , (5.6b)
which ensure that the field operator (5.4) suffices the commutation relations (5.1). Using the annihi-
lation and creation operators, the kinetic part of the Hamiltonian takes the simple form
?̂?kin =∑
k
𝜀k ?̂?k,𝑚 , 𝜀k =
ℏ2k2
2𝑀 , (5.7)
where ?̂?k,𝑚 = ̂𝑎†k,𝑚 ̂𝑎k,𝑚 is the number operator and 𝜀k the excitation spectrum of the free bosonic
excitations.
The external magnetic field applied in the 𝑧-direction leads to Zeeman shifts. We do not take into
account the linear Zeeman shift since its effect on the dynamics is a spin precession of the two sublevels
𝑚 = ±1 around the axis of the magnetic field which can be absorbed into the fields when transforming
into the rotating frame of reference. The quadratic Zeeman shift, however, cannot be removed and
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contributes to the Hamiltonian with
?̂?qZ = 𝑞∫
x
̂𝜓†𝑚(𝑥) (𝑓2𝑧 )𝑚𝑚′ ̂𝜓𝑚′(𝑥) = 𝑞𝑚
2∫
x
̂𝜓†𝑚(𝑥) ̂𝜓𝑚(𝑥) = 𝑞𝑚2∑
k
̂𝑎†k,𝑚 ̂𝑎k,𝑚 , (5.8)
where 𝑞 denotes the Zeeman energy and the 𝑧-component spin matrix 𝑓𝑧𝑚𝑚′ = 𝑚𝛿𝑚𝑚′ is employed for
the second equality. The quadratic Zeeman effect shifts the energy of the magnetic sublevels 𝑚 = ±1
with respect to the 𝑚 = 0 sublevel in the same direction. If the parameter 𝑞 is positive (negative), the
population of the sublevels 𝑚 = ±1 is energetically suppressed (favored).






[𝑐0 ∶ ?̂?2(𝑥) ∶ +𝑐1 ∶ ?̂?2(𝑥) ∶ ] , (5.9)
using the scalar product ?̂?2 = ̂𝐹 𝑖 ̂𝐹 𝑖 with summation over repeated indices 𝑖 = 𝑥, 𝑦, 𝑧 implied. A
detailed derivation of this term can be found in [132]. In (5.9) the coefficients 𝑐0 and 𝑐1 describe
the couplings constants for the density-density and spin-spin interactions, respectively. The symbol
∶ … ∶ denotes normal ordering, i.e. all creation operators are placed to the left while all annihilation
operators are placed to the right. The interactions are expressed in terms of physical observables, the
number density operator
?̂?(𝑡,x) = ̂𝜓†𝑚(𝑡,x) ̂𝜓𝑚(𝑡,x) , (5.10)
and the spin density operator
̂𝐹 𝑖(𝑡,x) = ̂𝜓†𝑚(𝑡,x) 𝑓 𝑖𝑚𝑚′ ̂𝜓𝑚′(𝑡,x) . (5.11)
The latter is defined by the vector of spin-1 matrices f𝑚𝑚′ = (𝑓𝑥𝑚𝑚′ , 𝑓
𝑦
𝑚𝑚′ , 𝑓𝑧𝑚𝑚′)𝑇 . The spin-1 matrices



























The density-density interactions are attractive for 𝑐0 < 0 and repulsive for 𝑐0 > 0. In this thesis, we
only consider the case of repulsive density-density interactions typical for present-day ultracold atom
experiments. For 𝑐0 > 0, a locally nonzero density gives a positive contribution to the energy such that
it is energetically favorable for the system to minimize the particle density ⟨?̂?⟩ and hence the potential
energy 𝑐0 ⟨?̂?2⟩.
The spin-spin interaction is ferromagnetic for 𝑐1 < 0 or antiferromagnetic for 𝑐1 > 0. In the
ferromagnetic case, a locally nonzero spin-density gives a negative contribution to the energy. Hence,
it becomes energetically favorable for the system to align atomic spins in a way such that ⟨?̂?2⟩ is
maximized and therefore 𝑐1 ⟨?̂?2⟩ < 0 is minimized. In contrast, the antiferromagnetic case energetically
favors vanishing local spin densities in order to minimize 𝑐1 ⟨?̂?2⟩ > 0.
Under realistic conditions one finds that the spin-spin interaction is much weaker than the density-
density interaction, i.e. |𝑐1| ≪ 𝑐0. For example, the coupling ratio is 𝑐1/𝑐0 ≈ −5 × 10−3 for 87Rb
𝑐1/𝑐0 ≈ 4 × 10−2 for 23Na [132].
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Using that the total spin of a spin-1 BEC must be 0 or 2, the Hamiltonian can be rephrased in
terms of creation and annihilation operators [133],
?̂?int =∑
k









q,𝑛′ ̂𝑎p+k,𝑚′ ̂𝑎q−k,𝑛′] , (5.13)
where repeated indices 𝑚,𝑚′, 𝑛, 𝑛′ are summed over the magnetic sublevels 0,±1 and 𝑖 is summed
over the spatial components 𝑥, 𝑦, 𝑧. We can rewrite (5.9) explicitly in terms of the field operators,
?̂?int = ∫
x
{𝑐0 + 𝑐12 [
̂𝜓†1 ̂𝜓†1 ̂𝜓1 ̂𝜓1 + ̂𝜓†−1 ̂𝜓†−1 ̂𝜓−1 ̂𝜓−1 + 2 ̂𝜓†0 ̂𝜓0( ̂𝜓†1 ̂𝜓1 + ̂𝜓†−1 ̂𝜓−1)]
+ (𝑐0 − 𝑐1) ̂𝜓†1 ̂𝜓†−1 ̂𝜓−1 ̂𝜓1 +
𝑐0
2
̂𝜓†0 ̂𝜓†0 ̂𝜓0 ̂𝜓0{}
+ 𝑐1( ̂𝜓†1 ̂𝜓†−1 ̂𝜓0 ̂𝜓0 + ̂𝜓†0 ̂𝜓†0 ̂𝜓−1 ̂𝜓1)} , (5.14)
suppressing the spacetime arguments of the field operators to ease notation. The two terms in the last
line describe spin-changing collisions whose strength is determined by 𝑐1. Two atoms in the magnetic
sublevel 𝑚 = 0 can scatter into one atom in the 𝑚 = 1 and the other atom in the 𝑚 = −1 state, and
vice versa. This is expressed by annihilating (creating) two atoms in the 𝑚 = 0 sublevel and creating
(annihilating) one atom in the 𝑚 = 1 and one atom in the 𝑚 = −1 sublevel. As a consequence, the
initial population balance of the magnetic sublevels can change. In contrast, all other terms preserve
the atom population in each mode 𝑚. The difference of population in the 𝑚 = +1 and 𝑚 = −1
sublevels is not changed under these spin-changing collisions.
In the special case of 𝑐1 = −𝑐0, all terms in the first line of (5.14) vanish. On the one hand, this
implies that no momentum redistribution within the 𝑚 = ±1 mode occurs. On the other hand, also
spin-preserving collisions between 𝑚 = 0 and 𝑚 = ±1 are absent. Besides the spin-changing collisions,
only the terms in the second line contribute, i.e. only collisions within the 𝑚 = 0 sublevel and spin-
preserving collisions between the sublevels 𝑚 = ±1 occur, where the latter is suppressed by a factor
of four as compared to the former.
After this discussion of all terms in the Hamiltonian (5.2) describing a spin-1 BEC, we now turn
to the mean-field and the Bogoliubov approximation for this system. The aim is to understand the
phase diagram and the instabilities of the spin-1 system.
5.2 Mean-field theory
In this section, we present the mean-field approximation of the spin-1 BEC in which one neglects all
quantum fluctuations and only considers the mean value of the field. The equations of motion obtained
in this scheme are known as the Gross-Pitaevskii equations. In the subsequent section, we discuss the
Bogoliubov approximation where quantum fluctuations up to second order are taken into account.
Due to the low particle densities in trapped ultracold atomic gases, the interactions between par-
ticles are weak and BECs are very well described by a mean-field theory, which provides a starting
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point for a qualitative understanding of the behavior of ground states and phases. For a theoretical
description one decomposes the quantum field operator into the mean value of the field 𝜓 and its
quantum fluctuations 𝛿 ̂𝜓,
̂𝜓𝑚(𝑥) = 𝜓𝑚(𝑥) + 𝛿 ̂𝜓𝑚(𝑥) , (5.15)
where 𝜓𝑚(𝑥) = ⟨ ̂𝜓𝑚(𝑥)⟩ is the expectation value of the field. For large densities and weak interactions,
quantum-statistical fluctuations become negligible compared to classical-statistical fluctuations. In
these cases, an ultracold quantum many-body system is well described by mean-field theory, where
one drops all quantum fluctuations 𝛿 ̂𝜓𝑚 and simply replaces the field operator by its expectation value,
̂𝜓𝑚(𝑥) → 𝜓𝑚(𝑥) , (5.16)
where 𝜓𝑚(𝑥) is a complex field commonly referred to a the wave function of the condensate. The mean-
field approximation is valid when dealing with a sufficiently large number of atoms, weak interactions
and low system temperatures such that both quantum and thermal fluctuations can be neglected. The






which is conserved in the nonrelativistic theory. In a perfect BEC the number of atoms in the con-
densate is the same as the number of atoms in the gas.
The equations of motion for the mean-field wave function are obtained by minimizing the energy in
the mean-field approximation. Substituting the field operators in the Hamiltonian by their mean-field
values, following (5.16), one obtains the energy functional





2 + 𝑞𝑚2]𝜓𝑚(𝑥) +
𝑐0
2 𝑛
2(𝑥) + 𝑐12 |F(𝑥)|
2}, (5.18)
which is a real number since it only depends on the mean fields 𝜓,𝜓∗ and not on the field operators
̂𝜓, ̂𝜓†. The number density operator appearing in the Hamiltonian is replaced by the total number
density
𝑛(𝑥) = 𝜓∗𝑚(𝑥)𝜓𝑚(𝑥) (5.19)
and the spin density operator is substituted by the spin density vector
𝐹 𝑖(𝑥) = 𝜓∗𝑚(𝑥)𝑓 𝑖𝑚𝑚′𝜓𝑚′(𝑥) , 𝑖 = 𝑥, 𝑦, 𝑧 , (5.20)
where the missing hats in contrast to (5.10) and (5.11) distinguish these functions from the operators
used in the previous section. The explicit expression for the density-density interaction term can be
written as
𝑛2 = |𝜓1|4 + |𝜓0|4 + |𝜓−1|4 + 2[|𝜓−1|2|𝜓0|2 + |𝜓0|2|𝜓1|2 + |𝜓1|2|𝜓−1|2] , (5.21)
where we suppressed spacetime arguments. Using the representation of the spin-1 matrices (5.12), we
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obtain the following explicit expressions for the spin density vector (5.20),
𝐹𝑥 = 1√
2
[𝜓∗0 (𝜓1 + 𝜓−1) + c.c.] , (5.22a)
𝐹 𝑦 = 𝑖√
2
[𝜓∗0 (𝜓1 − 𝜓−1) − c.c.] , (5.22b)
𝐹 𝑧 = |𝜓1|2 − |𝜓−1|2 , (5.22c)
with “c.c.” being the short-hand notation for the complex conjugate of the previous expression. Note
that the spin density components 𝐹𝑥, 𝐹 𝑦, 𝐹 𝑧 are real quantities, whereas the transversal spin
𝐹⊥ = 𝐹𝑥 + 𝑖𝐹 𝑦 =
√
2 (𝜓∗1𝜓0 + 𝜓∗0𝜓−1) (5.23)
is complex. A nonzero transverse spin corresponds to nonzero field values in the 𝑚 = 0 and 𝑚 = ±1
magnetic sublevels [134]. The absolute values of the transversal and longitudinal spins are given by
|𝐹⊥|2 = 𝐹 ∗⊥𝐹⊥ = (𝐹𝑥)2 + (𝐹 𝑦)2 = 2[|𝜓0|2 (|𝜓1|2 + |𝜓−1|2) + (𝜓∗0)2𝜓1𝜓−1 + 𝜓∗1𝜓∗−1𝜓20] , (5.24a)
|𝐹 𝑧|2 = (𝐹 𝑧)2 = |𝜓1|4 − 2|𝜓1|2|𝜓−1|2 + |𝜓−1|4 , (5.24b)
meaning that the absolute value of the total spin is
|F|2 = 𝐹 𝑖𝐹 𝑖 = 𝑛2 − |𝜓0|4 − 4|𝜓1|2|𝜓−1|2 + 2(𝜓∗0)2𝜓1𝜓−1 + 2𝜓∗1𝜓∗−1𝜓20 = 𝑛2 − |𝑠|2 , (5.25)
where we use the particle number density 𝑛(𝑥) = 𝜓∗𝑚(𝑥)𝜓𝑚(𝑥) and the complex function 𝑠(𝑥) =
𝜓20(𝑥) − 2𝜓1(𝑥)𝜓−1(𝑥), such that
|𝑠|2 = 𝑠∗𝑠 = |𝜓0|4 + 4|𝜓1|2|𝜓−1|2 − 2(𝜓∗0)2𝜓1𝜓−1 − 2𝜓∗1𝜓∗−1𝜓20 (5.26)
is the expression determining the spin-changing collisions. In the special case of 𝑐0 = −𝑐1, one can use
this definition to rewrite the two interaction terms in the energy functional (5.18) as 𝐸int[𝜓, 𝜓∗] = 𝑐02 |𝑠|2.
5.2.1 Coupled Gross-Pitaevskii equations
The dynamics of a spin-1 BEC are well described by the equations of motion obtained in the mean-
field approximation. These are known as the Gross-Pitaevskii equations (GPEs) and have the form
of nonlinear Schrödinger equations (NLSEs), where the nonlinear term takes into account interactions
between particles. Since interactions of BECs are weak, the GPEs can provide accurate predictions
for ultracold atomic gas experiments [135].
The equations of motion of the considered nonrelativistic complex bosonic field theory can be





where 𝑥 = (𝑡,x) and 𝐸[𝜓, 𝜓∗] is the energy functional obtained in the mean-field theory, see (5.18).




2 + 𝑞𝑚2 + 𝑐0𝑛(𝑥)) 𝛿𝑚𝑚′ + 𝑐1𝐹 𝑖(𝑥)𝑓 𝑖𝑚𝑚′]𝜓𝑚′(𝑥) , (5.28)
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where the indices 𝑚,𝑚′ = 0,±1 denote magnetic sublevels. Inserting the expressions for the number












2 + 𝑞 + (𝑐0 + 𝑐1) (|𝜓−1|2 + |𝜓0|2) + (𝑐0 − 𝑐1)|𝜓1|2]𝜓−1 + 𝑐1𝜓∗1𝜓20 . (5.29c)
The multi-component GPE (5.28) is the evolution equation describing the mean-field dynamics of a
spin-1 BEC. It is equivalent to the coupled equations in (5.29). The (multi-component) GPE is a
partial differential equation of first order in time and of second order in space. It is time-reversible
meaning that the transformation 𝑡 → −𝑡 together with 𝜓 → 𝜓∗ leaves the equation unchanged.
5.2.2 Phase diagram
The spin degrees of freedom of a spinor BEC allow for a variety of interesting states of matter. Knowing
the ground states for different system parameters provides a qualitative understanding of the system.
The ground states for different parameter regions can be depicted in a phase diagram. The mean-field
phase diagram is obtained by finding the mean-field ground states of the system in different parameter
regimes. We first determine stationary solutions in the mean-field approximation and then relate them
to the parameter region for which these solutions minimize the energy. A recent analysis of the phase
diagram can be found in [136].
As ground states are stationary states, we search for stationary solutions of the GPE making the
ansatz
𝜓(𝑡,x) = 𝜓(x)𝑒−𝑖𝜇𝑡/ℏ , (5.30)
where 𝜇 is the chemical potential. This ansatz is equivalent to a derivation of the GPE by a minimiza-
tion of the free energy 𝐹 = 𝐸−𝜇𝑁 , where 𝐸 is the energy functional and 𝑁 the total particle number.




2 + 𝑞𝑚2 + 𝑐0𝑛(x)) 𝛿𝑚𝑚′ + 𝑐1𝐹 𝑖(x)𝑓 𝑖𝑚𝑚′]𝜓𝑚′(x) . (5.31)
Solutions to this equation describe stationary states where all observables are independent of time.
The state with minimal energy is considered as the ground state of the system. The mean energy







2)𝜓𝑚(x) ≥ 0, (5.32)
which is minimal for a constant field sufficing ∇𝜓𝑚 = 0. Consequently, we are interested in a uniform
solution with fixed particle number density 𝑛0, where the wave function takes the form
𝜓𝑚 =
√𝑛0 𝜁𝑚 , (5.33)
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with 𝜁𝑚 being a constant spinor normalized to 𝜁∗𝑚𝜁𝑚 = 1. Here, 𝜁𝑚 describes the order parameter
used to distinguish different phases depending on the model parameters. It is convenient to define the
spin per particle,
ℱ𝑖 ≡ 𝜁∗𝑚𝑓 𝑖𝑚𝑚′𝜁𝑚′ , (5.34)
which for the above wave function suffices ℱ𝑖 = 𝐹 𝑖/𝑛0. By explicit calculation, one can easily verify
that
|𝓕|2 = ℱ𝑖ℱ𝑖 = 1 − |𝜁0|4 − 4|𝜁1|2|𝜁−1|2 + 2(𝜁∗0)2𝜁1𝜁−1 + 2𝜁∗1𝜁∗−1𝜁20 , (5.35)
in analogy to (5.25). This allows us to write the energy per particle as





[𝑞𝑚2 + 𝑛02 (𝑐0 + 𝑐1|𝓕|
2)] , (5.36)
which contains contributions from the quadratic Zeeman shift, the density-density and the spin-spin
interaction. Hereafter, we present the stationary solutions and their energies to subsequently discuss
the phase diagram of the spin-1 BEC. The stationary solutions found from the stationary GPE (5.31)
are:
















with positive and negative magnetizations in 𝑧-direction, i.e. ℱ𝑧 = ±1, respectively, no mag-
netization in the transverse direction ℱ⊥ = 0, 𝜒±1 ∈ R describing the phase, and energy
𝜀 = 𝑞 + 12𝑛0(𝑐0 + 𝑐1) ,










with no magnetization in any direction, i.e. ℱ𝑖 = 0 for 𝑖 = 𝑥, 𝑦, 𝑧 for vanishing linear Zeeman
effect, phases 𝜒±1 ∈ R , and energy 𝜀 = 𝑞 + 12𝑐0𝑛0,









with no magnetization in any direction, i.e. ℱ𝑖 = 0 for 𝑖 = 𝑥, 𝑦, 𝑧, phase 𝜒0 ∈ R and energy
𝜀 = 12𝑐0𝑛0,










































Figure 5.1: Mean-field phase diagram of a spin-1 BEC in the 𝑞-𝑐1-plane for 𝑐0 > 0. The ground
state wave functions in the respective phases are given by 𝜓𝑚 =
√𝑛0𝜁𝑚. For the ground state in the
easy-plane phase we use sin𝜃 =√ 12 + 𝑞4𝑛0𝑐1 .
• one state with broken axisymmetry










only existing for nonnegative arguments in the square roots of all three components, with a phase
𝜒𝑧 ∈ R coming from a spin rotation around the 𝑧-axis, energy 𝜀 = (𝑞 +2𝑐1𝑛0)2/(8𝑐1𝑛0)+ 12𝑐0𝑛0,
and nonzero transversal spin ℱ⊥ = 𝑒𝑖𝜒𝑧√(2𝑛0𝑐1)2 − 𝑞2/(2𝑛0|𝑐1|) while ℱ𝑧 = 0 for vanishing
linear Zeeman effect.
As we consider repulsive density-density interactions, 𝑐0 is positive and the remaining parameter
space is spanned by 𝑞 and 𝑐1. The ground state for a given set of parameters {𝑞, 𝑐1} is the stationary
state among the states (5.37)–(5.40) that minimizes the energy per particle. This is depicted by the
mean-field phase diagram in Figure 5.1, where the ground states are assigned to different regions in
the 𝑞-𝑐1-plane.
For a discussion of the various ground states, we look at the energy per particle given by (5.36).
For an antiferromagnetic spin-spin interaction with 𝑐1 > 0, it is energetically favorable to minimize the
spin per particle |𝓕|. This is achieved by the polar state (5.39) and the antiferromagnetic state (5.38)
since the magnetization vanishes for both. A particle population of the magnetic sublevels 𝑚 = ±1
decreases (increases) the energy for negative (positive) 𝑞. Hence, the antiferromagnetic (polar) state
with(out) particle population in the 𝑚 = ±1 sublevels is the ground state for 𝑞 < 0 (𝑞 > 0). The
corresponding phases are called the antiferromagnetic phase (𝑐1 > 0, 𝑞 < 0, green patch in Figure 5.1)
and the polar phase (𝑐1 > 0, 𝑞 > 0, blue patch in Figure 5.1). They are separated by a first order
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Figure 5.2: The transversal spin per particle ℱ⊥ shown as a function of 𝑞 for 𝑐1 < 0 (left side) and in
the 𝑞-𝑐1-plane encoded in the color scheme (right side). Regions of the easy-axis, easy-plane and polar
phase are indicated in the left plot. In the right plot, the dashed line indicates 𝑞 = −2𝑛𝑐1.
phase transition. In the absence of an external magnetic field, the polar and antiferromagnetic states
are degenerate and related to each other by a 𝜋/2-rotation around the 𝑥-axis.
If the spin-spin interaction is ferromagnetic with 𝑐1 < 0, the system tends maximize its magneti-
zation in order to minimize the energy. As before, for 𝑞 < 0 a population of the magnetic sublevels
𝑚 = ±1 is energetically favored. In this case, the ground state is given by one of the ferromagnetic
states (5.37). The respective phase is known as the easy-axis phase (𝑐1 < 0, 𝑞 < 0, red patch in
Figure 5.1). For vanishing linear Zeeman shift, the two states are degenerate and the sign of the
magnetization is spontaneously chosen.
In the case where 𝑐1 < 0 and 𝑞 > 0, two effects are acting against each other. The ferromagnetic
spin-spin interaction tries to maximize the spin density |𝓕| against the energy cost of populating the
𝑚 = ±1 sublevels due to the Zeeman energy. Comparing the energies of the polar state (5.39) and
the state with broken axisymmetry (5.40), one finds that the polar state minimizes the energy for
𝑞 > −2𝑛0𝑐1. For 𝑞 < −2𝑛0𝑐1, however, the state with broken axisymmetry has the lowest energy.
Hence, there is a second order phase transition at 𝑞 = −2𝑛0𝑐1 separating the polar phase (𝑐1 < 0,
𝑞 > −2𝑛0𝑐1) and the so-called easy-plane phase (𝑐1 < 0, 𝑞 < −2𝑛0𝑐1, yellow patch in Figure 5.1),
where the state with broken axisymmetry is the ground state. The transverse magnetization ℱ⊥
changes continuously from zero to a nonzero value across this transition, as shown in Figure 5.2. In
contrast, the longitudinal magnetizationℱ𝑧 stays zero. This gives rise to the name “easy-plane”, point-
ing out that the transversal spin 𝐹⊥ lives in the 𝑥-𝑦-plane with a spontaneously chosen azimuthal angle.
In this section, we presented the ground states of the spin-1 BEC in the mean-field approximation.
The results were summarized in terms of a phase diagram in the 𝑞-𝑐1-plane, see Figure 5.1. Before we
come to the discussion of the Bogoliubov approximation, we introduce the relevant scales of the spin-1
system.
5.2.3 Characteristic scales
A characteristic length scale of any Bose gas is defined by the distance 𝜉 at which a typical kinetic
energy ℏ2/(2𝑀𝜉2) balances a typical interaction energy scale. The conventional choice is to use the
interaction energies 𝑛0𝑐0 and 𝑛0𝑐1, which appear in the energy density (5.36), as the characteristic
energy scales of the density-density and spin-spin interactions, respectively. They give rise to two
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where the term healing length arises from the fact that it sets the length scale over which the condensates
“heals” from local defects. Since a length scale 𝜆 can be translated into a momentum scale 𝑘 by the








= 2𝜋√2𝑀𝑛0|𝑐1| /ℏ , (5.42b)
which we refer to as the healing momentum of the density and the spin, respectively. Furthermore, we









where the latter is commonly referred to as the spin-changing collision time [38].
In realistic experimental systems one typically finds |𝑐1| ≪ 𝑐0 such that the characteristic scales of
density and spin can differ by several orders of magnitude with 𝜉1 ≫ 𝜉0 or 𝑘𝜉1 ≪ 𝑘𝜉0 . However, in the
special case of 𝑐 ≡ 𝑐0 = −𝑐1 > 0 we can define
𝜉 = ℏ√2𝑀𝑛0𝑐




which become the only relevant scales of the system.
5.3 Bogoliubov theory
In this section we discuss an approximation of the spin-1 Bose gas that is known as Bogoliubov theory.
In contrast to the mean-field theory, where all quantum fluctuations are neglected, Bogoliubov theory
takes into account quantum fluctuations up to second order. Since the Bogoliubov Hamiltonian is
diagonalizable, it can be used to find the spectrum of elementary excitations. In the following, we first
outline the Bogoliubov approximation for a spin-1 BEC and thereafter present the Bogoliubov theory
for the polar phase.
The mean-field ground state is subject to fluctuations which are induced by quantum and thermal
fluctuations as well as external perturbations. When these fluctuations are weak, they can be described
by Bogoliubov theory. The basic idea is to express the field operator in terms of its mean-field value
and small fluctuations, similar to (5.15), and to insert this into the second-quantized Hamiltonian while
keeping terms up to second order in the fluctuations.
We split the field operator into one term describing a macroscopically occupied mode, the so-called
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condensate mode, and a term accounting for the quantum and thermal fluctuations of all other modes.







where k = 0 is the condensate mode. We assume that the total number of atoms is constant and can
be decomposed according to
𝑁tot = 𝑁0 +∑
k≠0
⟨ ̂𝑎†k,𝑚 ̂𝑎k,𝑚⟩ , (5.46)
with 𝑁0 ≡ ⟨ ̂𝑎†0,𝑚 ̂𝑎0,𝑚⟩ being the occupation number of the condensate mode. In a Bose-Einstein
condensed gas, the lowest energy mode (k = 0) is occupied by a macroscopic number of particles such
that its occupation number is much larger than the occupation number of all other modes,
𝑁0 ≫ ⟨ ̂𝑎†k,𝑚 ̂𝑎k,𝑚⟩ ∀k ≠ 0 . (5.47)
Since 𝑁0 = ⟨ ̂𝑎†0,𝑚 ̂𝑎0,𝑚⟩ is very large as compared to unity, the expression ̂𝑎0,𝑚 ̂𝑎†0,𝑚 − ̂𝑎†0,𝑚 ̂𝑎0,𝑚 = 1 is
small compared with ̂𝑎0,𝑚 and ̂𝑎†0,𝑚 themselves. This allows us to treat them as ordinary numbers,
neglecting their noncommutability [137]. Thus, one can omit the quantum fluctuations of this state
and replace its mode operator by a complex number,





where the normalized spinor 𝜁𝑚 is a stationary solution of the GPE. Assuming that quantum fluctu-
ations are small, one further neglects all terms in the Hamiltonian that are of higher than quadratic
order in ̂𝑎†k,𝑚 and ̂𝑎k,𝑚 for k ≠ 0 and arrives at the Bogoliubov Hamiltonian. For a spin-1 BEC it can




2(𝑐0 + 𝑐1𝓕2) + 𝑞𝑁tot ⟨(𝑓𝑧)2⟩
+∑
k≠0





k?̂?k + ?̂?k?̂?−k + ?̂?†k?̂?†−k) +
𝑛𝑐1
2 (2
̂𝑆𝑖 †k ̂𝑆𝑖k + ̂𝑆𝑖k ̂𝑆𝑖−k + ̂𝑆𝑖 †k ̂𝑆𝑖 †−k)] (5.49)
where ⟨(𝑓𝑧)2⟩ = 𝜁∗𝑚(𝑓𝑧)2𝑚𝑚′𝜁𝑚′ with normalized spinor 𝜁𝑚 and
ℱ𝑖 ≡ 𝜁∗𝑚𝑓 𝑖𝑚𝑚′𝜁𝑚′ , ?̂?k ≡ 𝜁∗𝑚 ̂𝑎k,𝑚 , ̂𝑆𝑖k ≡ 𝜁∗𝑚𝑓 𝑖𝑚𝑚′ ̂𝑎k,𝑚′ , (5.50)
with 𝑖 = 𝑥, 𝑦, 𝑧. 𝐹 𝑖 describes the spin per particle, ?̂?k and ̂𝑆𝑖k denote the density and spin fluctuation
operators of the condensate, and 𝑛 = 𝑁tot/𝑉 is the total particle number density. The terms pro-
portional to 𝑐0 and 𝑐1 in the third line of (5.49) describe density-density and spin-spin interactions,
respectively. The first terms in the round brackets, which are proportional to ̂𝑎†k,𝑚 ̂𝑎k,𝑚, represent the
interaction of particle or spin excitations with the condensate; the second and third terms proportional
to ( ̂𝑎k,𝑚 ̂𝑎−k,𝑚 + ̂𝑎†k,𝑚 ̂𝑎†−k,𝑚) represent the creation or annihilation of particle or spin excitations from
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the condensate.
The effective Hamiltonian (5.49) can be diagonalized by linear transformations known as the Bo-
goliubov transformations. Thereby, the creation and annihilation operators are expressed as
̂𝑎k = 𝑢k ̂𝑏k + 𝑣−k ̂𝑏†−k , ̂𝑎†k = 𝑢∗k ̂𝑏†k + 𝑣∗−k?̂?−k , (5.51)
where we omit indices for the magnetic quantum number to shorten notation. 𝑢k and 𝑣k are two
complex parameters while ̂𝑏k and ̂𝑏†k are operators assumed to obey the bosonic commutation relations
with [ ̂𝑏k, ̂𝑏†k′ ] = 𝛿kk′ and all others vanishing. The commutation relation poses |𝑢k|2 − |𝑣−k|2 = 1 as a
constraint on the two parameters 𝑢k and 𝑣k.
Since the Bogoliubov Hamiltonian depends on the spinor 𝜁𝑚 characterizing different phases, the
parameters 𝑢k and 𝑣k also differ from phase to phase. Here, we only present results for a diagonalization
in the polar phase (𝑐1 > 0 and 𝑞 > 0, 𝑐1 < 0 and 𝑞 > −2𝑐1𝑛), where the ground state spinor is given
by 𝜻 ∼ (0, 1, 0)𝑇 and the magnetization vanishes, 𝓕 = 0. In this case, it is convenient to describe








( ̂𝑎k,1 − ̂𝑎k,−1) , (5.52b)










k,0 ̂𝑎†−k,0 + ̂𝑎k,0 ̂𝑎−k,0)




k,𝑓 ̂𝑎†−k,𝑓 + ̂𝑎k,𝑓 ̂𝑎−k,𝑓)} , (5.53)
where the summation over 𝑓 = 𝑓𝑥, 𝑓𝑦 is implied and the mode energy is given by 𝜀k = (ℏk)2/(2𝑚).
This effective low-energy Hamiltonian can be diagonalized by Bogoliubov transformations of the form
̂𝑏k,0 = √
𝜀k + 𝑛𝑐0 + 𝜔k,0
2𝜔k,0
̂𝑎k,0 +√




𝜀k + 𝑞 + 𝑛𝑐0 + 𝜔k,⊥
2𝜔k,⊥
̂𝑎k,𝑓 +√
𝜀k + 𝑞 + 𝑛𝑐0 − 𝜔k,⊥
2𝜔k,⊥
̂𝑎†−k,𝑓 , (5.55)
where the Bogoliubov dispersion relations are given by [137]
𝜔k,0 = √𝜀k (𝜀k + 2𝑛𝑐0) , (5.56a)
𝜔k,⊥ = √(𝜀k + 𝑞) (𝜀k + 𝑞 + 2𝑛𝑐1) , (5.56b)
with particle number density 𝑛, density-density coupling 𝑐0, and spin-spin coupling 𝑐1. The annihilation
and creation operators ̂𝑏k,𝑓 , ?̂?†k,𝑓 with index 𝑓 = 0, 𝑓𝑥, 𝑓𝑦 satisfy canonical commutation relations and











Figure 5.3: The Bogoliubov dispersion squared 𝜔2k,0 = 𝜀k(𝜀k + 2𝑛𝑐0) with 𝜀k = (ℏk)2/(2𝑚) plotted
for different parameters 𝑐0, with normalization by (𝑛𝑐0)−2. Unstable modes (𝜔2k < 0) only appear for
repulsive density-density interactions (𝑐0 < 0).
form a new basis. In this basis, the Hamiltonian takes a diagonal form,




𝜔k,𝑖 ̂𝑏†k,𝑖 ̂𝑏k,𝑖 , 𝑖 = 0, 𝑓𝑥, 𝑓𝑦 , (5.57)







[ (𝜀k + 𝑛𝑐0 − 𝜔k,0) + 2 (𝜀k + 𝑞 + 𝑛𝑐1 − 𝜔k,⊥) ] . (5.58)
From the low-energy Hamiltonian (5.57) it becomes clear that the original system of interacting par-
ticles can be expressed as a Hamiltonian of noninteracting quasiparticles, also referred to as collective
excitations, with excitation spectrum determined by the dispersion relations (5.56). The Bogoliubov
transformation (5.51) describes a real particle ̂𝑎k in terms of a superposition of forward propagating
quasiparticles 𝑢k ̂𝑏k and backward propagating quasiparticles 𝑣∗−k ̂𝑏−k. The ground state of the inter-
acting system is defined as the vacuum state of these Bogoliubov quasiparticles. In the following, we
discuss the excitation spectrum of these quasiparticles in more detail.
5.3.1 Bogoliubov spectrum
The dispersion relations given in (5.56) describe the eigenenergies of the quasiparticle momentum
modes. Since the time evolution of these modes is proportional to 𝑒−𝑖𝜔k𝑡, imaginary eigenenergies,
corresponding to 𝜔2k < 0, lead to an exponential growth of the respective modes and therefore to insta-
bilities in the system. The exponential particle production induced by these instabilities is interesting
to us because it provides the possibility to create highly occupied far-from-equilibrium states in a BEC.
The density excitations of the system are characterized by the dispersion (5.56a), which is linear
for low momenta, 𝜔k,0 ∼ |k|, and quadratic for large momenta, 𝜔k,0 ∼ k2. This form of a dispersion
relation is known as the Bogoliubov dispersion law. It describes the energies of elementary excitations
in the form of collective sound waves.
In Figure 5.3 the dispersion is shown for different couplings 𝑐0. It is gapless in the sense that the
minimum value of the dispersion suffices 𝜔k,min ≤ 0. For 𝑐0 < 0 the squared dispersion can become
negative such that 𝜔k,0 is imaginary and thus unstable for certain momentum modes k. Thereby the
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Figure 5.4: The Bogoliubov dispersion squared 𝜔2k,⊥ = (𝜀k + 𝑞)(𝜀k + 𝑞 + 2𝑛𝑐1) with 𝜀k = (ℏk)2/(2𝑚),
normalized by (𝑛𝑐1)−2 such that the minima are at −1. We show the cases 𝑐1 > 0 (upper plot) and
for 𝑐1 < 0 (lower plot) for different Zeeman energies 𝑞 (decreasing from top to bottom in the line order
of the legend). The unstable momentum modes appear for 𝑞 < 0 in the case 𝑐1 > 0 (upper plot) and
for 𝑞 < −2𝑛𝑐1 in the case 𝑐1 < 0 (lower plot).
minimum value of the dispersion is 𝜔k,min = −𝑛|𝑐0|, which determines the maximal growth rate of the
unstable modes.
From (5.56b) it follows that the spin fluctuations are characterized by the dispersion squared
𝜔2k,⊥ = (𝜀k + 𝑞) (𝜀k + 𝑞 + 2𝑛𝑐1) , (5.59)
where 𝑞 is the Zeeman energy, 𝑛 is the particle number density and 𝑐1 is the spin-spin coupling.
Depending on the values of 𝑞 and 𝑛𝑐1, this dispersion squared has different properties such as a mass
gap or unstable modes. Figure 5.4 shows this dispersion relation for different Zeeman energies 𝑞, with
𝑐1 > 0 in the upper and 𝑐1 < 0 in the lower plot. The colors of the lines are chosen such that analogous
shapes in the upper and lower plot have the same color. However, we note that they correspond do
different values for 𝑞.
A mass gap appears if 𝜔2k,⊥ is strictly positive. This is the case for 𝑞 > 0 and 𝑞 > −2𝑛𝑐1, as can be
seen by the dashed light green line in Figure 5.4. The corresponding mass gap is given by the value of
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Figure 5.5: The shape of the dispersion squared (𝜀k + 𝑞)(𝜀k + 𝑞 + 2𝑛𝑐1) with 𝜀k = k2/2𝑚 shown
for different regions in the 𝑞-𝑐1-plane. The dispersion squared is represented by the blue dashed line.
The full and black lines correspond to the values 0 and the −(𝑛𝑐1)2, respectively, as sketched in the
upper right plot. Unstable modes with 𝜔2k < 0 appear for 𝑞 < 0 and 𝑐1 > 0 as well as for 𝑞 < −2𝑛𝑐1
and 𝑐1 < 0. This is visualized by the blue dashed line going below the full black line. For 𝑞 < −𝑛𝑐1
the dispersion squared has the minimum value −(𝑛𝑐1)2. In the polar phase (green background), the
dispersion has a mass gap, which can be seen by the gap between the black line and the blue dashed
line.
the dispersion relation at zero momentum, 𝜔0,⊥ = √𝑞(𝑞 + 2𝑛𝑐1). Although the dispersion is positive
at zero momentum for 𝑞 < 0 and 𝑞 < −2𝑛𝑐1, see dashed yellow lines, there is no mass gap because the
minimum of the dispersion squared is negative in this parameter regime, 𝜔2k,⊥,min = −(𝑛𝑐1)2 < 0.
In the following, we discuss the shape of the dispersion squared (5.59) for different parameters
𝑞 and 𝑐1. Since the dispersion relation is obtained from the ground state of the polar phase, this
discussion analyzes the behavior of a polar state set into other phase regions. Figure 5.5 summarizes
the behavior of the dispersion in various areas of the 𝑞-𝑐1-plane. One can distinguish three instability
regions (shown in yellow, blue, salmon), where (5.59) becomes negative, and one stable region (shown
in green), where (5.59) is always positive.
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The stable region, where 𝜔2k,⊥ > 0, corresponds to the polar phase. Along the phase boundary to
the antiferromagnetic phase, i.e. at 𝑞 = 0 and 𝑐1 > 0, the dispersion relation of the spin excitations has
the same form as the one of the density excitations, 𝜔k,⊥ = √𝜀k(𝜀k + 2𝑛𝑐1), which corresponds to the
Bogoliubov dispersion law. An analogous form is obtained at the phase boundary to the easy-plane
phase, i.e. at 𝑞 = −2𝑛0𝑐1 and 𝑐1 < 0, where the dispersion is given by 𝜔k,⊥ = √𝜀k(𝜀k + 𝑞).
The dispersion squared is bounded from below. By solving d𝜔2k/ d|k| = 0, we find the momentum
mode |k|mu at which the dispersion squared is minimal. This is the momentum mode at which the
instability is strongest. For 𝑞 > −𝑛𝑐1 the dispersion squared describes a simple symmetric bounded
potential with minimum located at zero, see green and salmon area in Figure 5.5. For 𝑞 < −𝑛𝑐1,
however, the dispersion squared reveals the shape of a double well with minimum located at a nonzero
momentum mode. The most unstable mode, the momentum mode for which the dispersion squared is
minimal, is found to be
𝑘mu ≡ |k|mu =
⎧{
⎨{⎩
√−2𝑀(𝑞 + 𝑛𝑐1)/ℏ2 𝑞 < −𝑛𝑐1
0 else
, (5.60)
where 𝑞 = −𝑛𝑐1 describes the boundary between symmetric and broken shapes of the dispersion





−(𝑛𝑐1)2 𝑞 < −𝑛𝑐1
𝑞(𝑞 + 2𝑛𝑐1) else
, (5.61)
which is negative for −𝑛𝑐1 < 𝑞 < 0 if 𝑐1 > 0 and −𝑛𝑐1 < 𝑞 < −2𝑛𝑐1 if 𝑐1 < 0. In Figure 5.5 this
corresponds to the yellow, blue and salmon colored areas.
We further determine the largest momentum mode at which an instability occurs. For the case
𝑛𝑐1 < 0 unstable modes are found for 𝑞 < −2𝑛𝑐1 with the largest unstable mode
𝑘max = √−2𝑀(2𝑛𝑐1 + 𝑞)/ℏ2 , (5.62)
describing is the largest momentum mode for which 𝜔2k ≤ 0. In Figure 5.4 the largest unstable mode
corresponds to the intersection point of the horizontal black line indicating 𝜔2k = 0 and the colored
lines showing the normalized dispersion squared.
This concludes our introduction to spin-1 Bose-Einstein condensates. Our analysis in the subse-
quent chapter builds on the theoretical basics outlined in this chapter, in particular the equations
of motion given by the GPE (5.28), the mean-field phase diagram in Figure 5.1 and the presence of
unstable modes as summarized in Figure 5.5.
Chapter 6
Far-from-equilibrium dynamics of a
spin-1 Bose gas
In this chapter we study the dynamics of a spin-1 Bose gas far from equilibrium. The work on this
project was undertaken in collaboration with J. Berges and M. Gärttner, as well as M. Oberthaler and
his group, who all provided valuable input in numerous discussions. I carried out the simulations and
the data analysis, employing a library in C developed by K. Geier and S. Erne.
This chapter is organized as follows: We begin with an introduction in Section 6.1. A recap of the
model is given in Section 6.2, where we also outline the methods used to compute the time evolution.
Numerical results for the nonequilibrium time evolution starting from different initial conditions are
presented in Section 6.3, where we also discuss the formation of a condensate out of equilibrium.
Finally, we conclude in Section 6.4.
Supplemental material to the discussion is provided in three appendices. In Appendix 6.A we
present the dimensionless version of the Gross-Pitaevskii equations. Details about the numerical meth-
ods can be found in Appendix 6.B. The extraction of scaling exponents is described in Appendix 6.C.
6.1 Introduction
Although the nonequilibrium dynamics of isolated quantum many-body systems has been an object
of intensive study for many years, several open questions persist in the field, including the description
of the relaxation to thermal equilibrium. The relaxation behavior of quantum systems can reveal
properties distinctly different from what is known in classical physics. One particularly interesting
phenomenon that is currently attracting interest in both experimental and theoretical investigations
is that of nonthermal fixed points [30]. It refers to the approach of a regime where the far-from-
equilibrium-dynamics of a quantum system becomes self-similar, which is encompassed by the loss of
information about the details of the initial condition and microscopic system properties.
One class of far-from-equilibrium initial conditions approaching toward such a nonthermal fixed
point comprises initial states with very large occupancies. Overoccupied initial states and universal
properties occur in many different physical setups, ranging from the early-universe cosmology [2, 69]
over the early stages of heavy-ion collisions [73, 138] to the evolution of ultracold atomic gases [28,
29, 32, 139]. They can relax in self-similar cascades transporting particles toward low momentum
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[30, 32, 65] and energy toward high momenta scales [69, 70], where one refers to the former as inverse
particle and to the latter as direct energy cascades. The inverse particle cascades associated to infrared
nonthermal fixed points can lead to the formation of a Bose condensate out of equilibrium [32, 140–143].
In the vicinity of a nonthermal fixed point, characteristic correlation functions exhibit self-similar
scaling in time and space such that their time evolution can be described in terms of universal scaling
functions and universal scaling exponents. In the scaling regime, the evolution of a relevant time- and
momentum-dependent observable 𝑓(𝑡, 𝑘) in an isotropic system is fully described by
𝑓(𝑡, 𝑘) = 𝑡𝛼𝑓𝑆(𝑡𝛽𝑘) , (6.1)
with universal scaling function 𝑓𝑆 and universal scaling exponents 𝛼 and 𝛽. In particular, 𝑓 becomes
a function of 𝑡𝛽𝑘 rather than depending on time and momentum independently.
Quantum systems can be grouped into universality classes characterized by the same universal
scaling functions and scaling exponents. Access to the properties of one theory in a certain universality
class could give important insights about other physical systems that belong to the same universality
class [27, 144]. Presently, ultracold atom experiments provide a well-controlled platform to study the
nonequilibrium dynamics of isolated quantum systems. The concept of universality far from equilibrium
significantly enhances the role of ultracold atom experiments in the investigation of nonequilibrium
dynamics since it offers the possibility to use cold-atom setups to simulate important aspects in the
dynamics of currently inaccessible systems such as the inflationary early universe. By now, self-similar
scaling has been observed experimentally in scalar and spin-1 Bose gases confined in (quasi) one-
dimensional trapping geometries [28, 29].
Of particular interest is the study of multi-component spinor Bose gases, where the nonzero spin
degree of freedom leads to spin-dependent interactions. Bose-Einstein condensates of atoms with
nonzero spin have been the focus of intense experimental [145–148] and theoretical [149–152] studies in
recent years. Here we focus on a spin-1 Bose gas in three dimensions that is subject to density-density
and strong spin-spin contact interactions.
6.2 Spin-1 Bose gas
We consider a spatially uniform spin-1 Bose gas described by a three-component bosonic spinor field
whose components 𝜓𝑚 correspond to the magnetic sublevels 𝑚 = 0,±1. As introduced in Section 5.1,
the Hamiltonian of such a spin-1 Bose gas is given by






2(𝑡,x) ∶ + 𝑐1 ∶ ?̂?2(𝑡,x) ∶ )] , (6.2)
where the summation over repeated indices 𝑚 is implied. ℏ denotes the reduced Planck constant,
𝑀 the particle mass, ∶ ∶ normal ordering, and 𝑞 the quadratic Zeeman energy that is proportional
to an external magnetic field along the 𝑧-direction. The homogeneous linear Zeeman shift has been
absorbed into the definition of the fields. The interactions are expressed in terms of the density operator
?̂? = ̂𝜓†𝑚 ̂𝜓𝑚 and the spin density operator ?̂? = ̂𝜓†𝑚f𝑚𝑛 ̂𝜓𝑛, where f = (𝑓𝑥, 𝑓𝑦, 𝑓𝑧)𝑇 is the vector of spin
matrices, see (5.12). The three field components occupy the same space and are subject to two kinds
of contact interactions, spin-independent density interactions and spin-spin interactions, characterized
by the couplings 𝑐0 and 𝑐1, respectively.
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In realistic experimental setups the spin-spin interactions are much weaker than the density-density
interactions, implying that different characteristic length scales are manifest in the system, see Sec-
tion 5.2.3. This challenges numerical analyses since large lattices are necessary in order to resolve
both length scales appropriately. Here, we focus on the spin-spin interactions by assuming that their
coupling constant is of the same order as that of density-density interactions. We study repulsive
density and ferromagnetic spin interactions, i.e. 𝑐0 > 0 and 𝑐1 < 0, and work with 𝑐 ≡ 𝑐0 = −𝑐1 > 0.
This enhances the influence of the spin-changing collisions we are interested in and allows us to work
with feasible lattice sizes.
The respective interaction energy gives rise to the characteristic length scale of the system, the
healing length 𝜉 = ℏ/√2𝑀𝑛0𝑐, where 𝑛0 = ⟨?̂?⟩ is the total particle number density of the three
magnetic sublevels 𝑚 = 0,±1. Because the density and spin couplings have the same value (up to a
sign), the system is characterized by only one length scale and does not distinguish between density
and spin healing lengths. We further define the collision time 𝜏𝜉 = ℏ/(𝑛0𝑐) and the characteristic
momentum scale 𝑘𝜉 = 2𝜋/𝜉. In the following, all lengths, momenta and times are given in units of 𝜉,
𝑘𝜉 and 𝜏𝜉.
The Hamiltonian (6.2) is symmetric under 𝑆𝑂(2)𝑓𝑧 × 𝑈(1)𝜙, meaning that it is invariant under
rotations about the 𝑧-axis and a global phase 𝜙. The global 𝑈(1)𝜙 gauge symmetry guarantees the
conservation of the total particle number. Here we consider vanishing external magnetic fields where
no Zeeman effects occur, i.e. 𝑞 = 0. In this case the symmetry group is given by 𝑆𝑂(3)f × 𝑈(1)𝜙,
where f denotes the spin degrees of freedom.
The classical equations of motion following from (6.2) are the Gross-Pitaevskii equations (GPEs)
presented in (5.28). We deploy a dimensionless formulation of the GPEs that is obtained by expressing
lengths in units of
√
2 𝜉 and times in units of 𝜏𝜉. A detailed derivation is provided Appendix 6.A.
The nonequilibrium time evolution of the Bose gas is computed using classical-statistical simulation
methods based on the truncated Wigner approximation, where the field is evolved in terms of the
classical evolution equations while quantum fluctuations are included by adding statistical fluctuations
to the initial state. The initial particle occupation receives fluctuations in form of the so-called Wigner
noise corresponding to an average occupation of half a particle per momentum mode. In this classical-
statistical approach, observables are obtained as averages over an ensemble of initial states. Details
about the numerical methods are presented in Appendix 6.B.
Numerical computations are carried out on cubic lattices with 𝑁3𝑥 grid points and side length 𝐿.
We use 𝑁0 to denote the number of particles in the initial state, excluding the 𝑁W particles included
in terms of the Wigner noise. Since we consider large occupation numbers, the total particle number
is given by 𝑁tot = 𝑁0 +𝑁W ≈ 𝑁0. If not stated differently, results are shown for 𝑁𝑥 = 400, 𝐿 = 180,
𝑁0 = 1010 and 𝑁W = 9.6 × 107. For 𝑁0 particles in the initial state, the total particle density is
𝑛0 = 𝑁0/𝑉 ≃ 1715. Adding Wigner noise to all momentum modes of the lattice, the occupation of
one half particle per momentum mode results in an additional particle density of 𝑛W = 𝑁W/3/𝑉 ≃ 5.5
for each magnetic sublevel 𝑚 = 0,±1. Considering such large particle numbers ensures the validity
of the classical-statistical approximation. The expectation values are computed using averages of
ensembles with ≥ 20 samples for initial states.
Our simulations were carried out on the bwForCluster JUSTUS [153], a high performance comput-
ing cluster in the state Baden-Württemberg, with computing times of up to 7 days for a single run.
Thereby each single run constituted one sample in the ensemble.
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6.3 Far-from-equilibrium dynamics
6.3.1 Overoccupied initial conditions
The self-similar scaling behavior of overoccupied Bose gases has been approached analytically using
kinetic theory [32, 76], computed numerically using classical-statistical [32, 36] and 2PI simulation
methods [65, 154], and observed experimentally in ultracold atomic gases [28, 29]. In the 𝑈(𝑁)-
symmetric model, which is obtained from the spin-1 Hamiltonian (6.2) by setting 𝑐1 = 𝑞 = 0, one
expects scaling exponents 𝛽 = 0.5 and 𝛼 = 𝑑𝛽. This has been shown numerically for the case of
𝑁 = 3, where the exponents 𝛼 = 1.62 ± 0.37 and 𝛽 = 0.53 ± 0.09 were extracted from classical-
statistical simulations [36]. However, it remains an unresolved question how spin-changing collisions
influence the self-similar time evolution in the vicinity of a nonthermal fixed point. In this section we
examine this issue by studying the time evolution of a spin-1 Bose gas with strong spin-spin interactions.
In order to do so, we analyze the distribution function describing the occupation number of field




where ⟨⋅⟩ denotes the ensemble average, 𝜓𝑚(𝑡,k) = ∫d3𝑥 𝜓𝑚(𝑡,x)𝑒−𝑖kx is the spatial Fourier trans-
form of the field 𝜓𝑚(𝑡,x) and 𝑉 the volume of the system. The particle density follows as 𝑛tot(𝑡) =
∑𝑚 ∫d
3𝑘/(2𝜋)3 𝑓𝑚(𝑡,k), which is a conserved quantity. Since our system is spatially homogeneous
and isotropic, the occupation numbers only depend on the radial momentum 𝑘 = |k|. The angle-
averaged distribution function 𝑓𝑚(𝑡, 𝑘) is computed by binning the three-dimensional grid data.
We investigate the time evolution of the distribution function (6.3) for two kinds of initial conditions
involving overoccupied states. On the one hand, we insert large occupancies into the initial state by
hand, using so-called box initial conditions. On the other hand, we consider polar initial conditions
where a parameter quench leads to unusually high occupations due to the exponential growth of
unstable momentum modes.
Simulations with box initial conditions employ an initial state with a large occupation number in the
infrared momentum regime. The initial particle distribution is described by 𝑓𝑚(𝑡0,k) = 𝐴0Θ(𝑘𝑞−|k|)
in all three magnetic sublevels 𝑚 = 0,±1, with occupancy parameter 𝐴0 and Heaviside step function
Θ. We employ 𝐴0 ≃ 4230 and 𝑘𝑞 ≃ 0.23 for numerical computations. In Fourier space the initial field is
given by 𝜓𝑚(𝑡0,k) = √𝑓𝑚(𝑡0,k)𝑉 exp(𝑖𝜃𝑚(𝑡0,k)) with randomly chosen and thus uncorrelated phase
angles 𝜃𝑚(𝑡0,k). This type of initial condition has been widely employed to study self-similar scaling
dynamics, see e.g. [32, 62, 65]. It was also used to investigate the 𝑈(3) symmetric Bose gas, which
corresponds to the special case of 𝑐1 = 0 [36, 37]. Experimentally, boxlike initial conditions can be
realized by strong cooling quenches [76].
Polar initial conditions are realized by an initial state corresponding to the ground state of the
polar phase. We use a field that is described by 𝜓0(𝑡0,x) =
√𝑛0 𝑒𝑖𝜃(𝑡0,x) and 𝜓±1(𝑡0,x) = 0, where
𝑛0 = 𝑁0/𝑉 ≃ 1715 is the initial particle density and 𝜃 denotes the uncorrelated phase angles. For
the homogeneous initial particle density, all particles are contained in the k = 0 momentum mode
of the 𝑚 = 0 magnetic sublevel. Computing the time evolution of this initial state in a system with
𝑞 = 0 corresponds to a sudden quench from the polar phase to the boundary of the easy-plane and the
easy-axis phase. Since the low-momentum modes of the 𝑚 = ±1 sublevels of a polar state are unstable
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Figure 6.1: Left: Time evolution of the distribution function 𝑓(𝑡, 𝑘) for box initial conditions, where
𝑓(𝑡, 𝑘) = 13 ∑𝑚 𝑓𝑚(𝑡, 𝑘) is the average over magnetic sublevels 𝑚 = 0,±1. The occupation numberevolves self-similarly for times 𝑡 ≳ 100. The gray dashed line indicates the momentum 𝐾IR, up to
which the distribution function shows a plateau.
Right: Rescaled distribution function 𝑓rsc(𝑡, 𝑘rsc) = (𝑡/𝑡ref)−𝛼(𝑡)𝑓(𝑡, 𝑘) with rescaled momentum 𝑘rsc =
(𝑡/𝑡ref)𝛽(𝑡)𝑘, using time-dependent scaling exponents 𝛼(𝑡) and 𝛽(𝑡) obtained for reference time 𝑡ref =
1300.
in the easy-plane phase (see discussion in Section 5.3.1), this quench leads to an exponential growth of
particles in the sublevels 𝑚 = ±1. In the presence of spin-changing interactions, occupancies also grow
in the 𝑚 = 0 sublevel. In experiments, polar initial states are prepared by transferring all particles to
the 𝑚 = 0 sublevel, see e.g. [28].
6.3.2 Nonequilibrium time evolution of distribution functions
This section discusses the nonequilibrium time evolution of the distribution functions 𝑓𝑚(𝑡, 𝑘) describ-
ing the occupation number of momentum modes 𝑘 in magnetic sublevel 𝑚. We discuss the general
pattern of the time evolution, thereby first considering box and subsequently polar initial conditions.
An analysis of the distribution function shows that certain universal properties (scaling function 𝑓𝑆)
are observed while others are not (exponents 𝛼 and 𝛽).
The left plot in Figure 6.1 shows the numerically computed distribution functions for box initial
conditions. The initial occupation number is characterized by a boxlike distribution with a high
occupancy at low momenta (gray dots). The distribution quickly takes on the typical shape for inverse
particle cascades, where the infrared momentum regime is characterized by a plateau followed by a
power law. We observe that the infrared part of the distribution function has a similar shape for times
𝑡 ≳ 100, which we investigate more closely below. During the time evolution, the dynamics slows down
considerably until the distribution function becomes nearly stationary at late times 𝑡 ≳ 900.
In Figure 6.1 we show the distribution function averaged over the three magnetic sublevels 𝑚 =
0,±1, which for vanishing Zeeman energy 𝑞 = 0 are energetically equally favorable. In the presence
of spin-changing collisions, two atoms in 𝑚 = 0 can scatter into one atom in 𝑚 = ±1 each, and vice
versa. It is therefore generally possible that the particle numbers in the 𝑚 = 0 and 𝑚 = ±1 sublevels
differ. However, for 𝑞 = 0 and equal occupation in each of the magnetic sublevels, the scattering of
atoms from 𝑚 = 0 to 𝑚 = ±1 and back should have the same probability. For box initial conditions
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Figure 6.2: Left column: Time evolution of the distribution function 𝑓(𝑡, 𝑘) for polar initial conditions,
where in the upper plot 𝑓(𝑡, 𝑘) = 12 [𝑓1(𝑡, 𝑘) + 𝑓−1(𝑡, 𝑘)] is the average over 𝑚 = ±1 and in the lower
plot 𝑓(𝑡, 𝑘) = 𝑓0(𝑡, 𝑘) describes the magnetic sublevel 𝑚 = 0. For 𝑚 = ±1 (𝑚 = 0), the distribution
functions evolves self-similarly for times 𝑡 ≳ 600 (𝑡 ≳ 100). The gray dashed line indicates the
momentum 𝐾IR, up to which the distribution reveals a plateau.
Right column: Rescaled distribution function 𝑓rsc(𝑡, 𝑘rsc) = (𝑡/𝑡ref)−𝛼(𝑡)𝑓(𝑡, 𝑘) with rescaled momentum
𝑘rsc = (𝑡/𝑡ref)𝛽(𝑡)𝑘, using time-dependent scaling exponents 𝛼(𝑡) and 𝛽(𝑡) obtained for reference time
𝑡ref = 1300.
with equal initial distribution in all three sublevels, we indeed observe that the particle density in each
of the three magnetic sublevels remains constant at the level of < 3% for the times considered. Hence,
it is reasonable to compute the average over the three magnetic sublevels.
In addition to box initial conditions we also study polar initial conditions, for which numerical
results are shown in the left column of Figure 6.2. At initial time all particles are contained in the
𝑘 = 0 momentum mode of the 𝑚 = 0 magnetic sublevel. Since the zero mode is not included in
the double logarithmic plot, the initial distribution function (gray dots) only shows the Wigner noise
corresponding to an occupation of one half particle per momentum mode. The quench to 𝑞 = 0 induces
a rapid growth of the particle occupation number in the infrared momentum regime. Subsequently,
the dynamics slows down, the occupation numbers approach a shape similar to the case of box initial
conditions, and the time evolution becomes almost stationary at late times 𝑡 ≳ 1200.
The lower left plot in Figure 6.2 shows that the time evolution of the 𝑚 = 0 magnetic sublevel is
similar to the case box initial conditions. For the magnetic sublevels 𝑚 = ±1, see the upper left plot
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Figure 6.3: Time evolution of the particle occupation number in the infrared plateau region, 𝑓IR(𝑡),
for box and polar initial conditions. The infrared occupancy increases faster for polar than for box
initial conditions (IC). At early times 𝑡 ≲ 300, the growth observed for box initial conditions follows
𝑓IR(𝑡) ∼ 𝑡𝛼, comparable with 𝛼 = 1.53 indicated by the gray dashed line. This holds approximately
for polar initial conditions at intermediate times 450 ≲ 𝑡 ≲ 1000. At late times 𝑡 ≳ 1000 the infrared
occupation becomes nearly constant.
of Figure 6.2, we find that the distribution function has a clear maximum at early times (purple dots).
The reason is that the growth rate is not constant over the range of unstable momentum modes. As
discussed in Section 5.3.1, the growth rate is determined by the Bogoliubov dispersion and is maximal
at the most unstable momentum mode 𝑘mu = √−2𝑀(𝑞 + 𝑛𝑐1)/ℏ2, where 𝑀 is the particle mass, 𝑞
the Zeeman energy, 𝑛 the particle density, 𝑐1 the spin coupling, and ℏ the reduced Planck constant.
The distribution function first develops a clear peak at 𝑘mu, which then moves toward the infrared. As
can be seen from the blue and orange dots in the upper left plot of Figure 6.2, the peak is persistent
for a long time such that the distribution function of the 𝑚 = ±1 magnetic sublevels needs more time
than the 𝑚 = 0 sublevel in order to build up the typical shape of the infrared particle cascade.
A useful quantity to study the slowdown of the dynamics is provided by the occupation number of
the plateau in the infrared momentum range. We quantify the occupancy of the plateau by computing
the average of the distribution function in the momentum range ΛIR ≤ 𝑘 ≤ 𝐾IR, where we exclude
the 𝑘 = 0 mode. The upper threshold is chosen to be 𝐾IR = 0.012 such that the plateau region
of the distribution function is well captured, see gray dashed lines in Figures 6.1 and 6.2. The thus
obtained infrared occupation 𝑓IR(𝑡) is plotted in Figure 6.3. We find that for both box and polar
initial conditions, the infrared occupation undergoes a fast growth at early times, then slows down
and becomes nearly constant at late times 𝑡 ≳ 1000, indicating that the distribution functions become
almost stationary.
In a self-similar scaling regime, where the time evolution is characterized by (6.1), the infrared
occupation evolves according to 𝑓IR(𝑡) ∼ 𝑡𝛼 with some universal scaling exponent 𝛼. We find that
even before the shape of the distribution function has fully reached its scaling form, the infrared
occupancy already reveals a power-law growth in time. We determine the power law by performing
linear fits of the infrared occupation over the time range 75 ≤ 𝑡 ≤ 525. Errors are estimated by the
largest deviations obtained when altering the time range. We obtain the exponents
𝛼 = 1.56 ± 0.05 for box IC (m = 0, ±1) ,
𝛼 = 1.77 ± 0.06 for polar IC (m = 0) , (6.4)
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Figure 6.4: Time-dependent scaling exponents 𝛼(𝑡) and 𝛽(𝑡) for box initial conditions (top) and polar
initial conditions (bottom row). The presented exponents correspond to the average values obtained
for reference times 𝑡ref = 1300, 1325, 1350.
𝛼 = 2.33 ± 0.07 for polar IC (m = ±1) .
For polar initial conditions the growth rate differs for the magnetic sublevels 𝑚 = 0 and 𝑚 = ±1 at
early times because a redistribution of particles between the three sublevels occurs. Generally, we find
that the power-law growth is stronger than for box initial conditions. At intermediate times in the
range 450 ≲ 𝑡 ≲ 1000, the growth of all sublevels becomes similar and agrees approximately with the
exponent 𝛼 determined for box initial conditions. Finally we note that the exponent 𝛼 obtained for
box initial conditions is comparable to the universal scaling exponent 𝛼 found for 𝑈(𝑁)-symmetric
Bose gases in three dimensions, where previous studies determined 𝛼 = 1.66± 0.12 for 𝑁 = 1 [32] and
𝛼 = 1.62 ± 0.37 for 𝑁 = 3 [36].
6.3.3 Postscaling
Recent studies show that systems can establish certain nonequilibrium scaling features while others still
deviate from their universal scaling characteristics [23, 37]. The phenomenon of prescaling occurs if the
distribution function is already governed by the scaling function 𝑓𝑆 even before the scaling according
to (6.1) emerges. During the stage of prescaling, the time evolution of the distribution function can be
described in terms of 𝑓𝑆 and time-dependent scaling exponents, which become universal as the system
approaches the scaling regime.
In the spin-1 Bose gas we observe that the occupation number distribution function has a similar
shape for a wide range of times. However, the discussion of the previous section pointed out that the
system does not approach a universal scaling regime characterized by (6.1) but rather quickly leaves
the power-law regime. We therefore study the effect of postscaling where the time evolution of the
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Figure 6.5: Time evolution of the correlation function 𝑔(𝑡,Δ𝑥) for box initial conditions, where
𝑔(𝑡,Δ) = 12 ∑𝑚 𝑔𝑚(𝑡,Δ𝑥) is the average over magnetic sublevels 𝑚 = 0,±1. The correlation is
normalized such that the total particle number is 𝑁tot = 3𝑔(𝑡,Δ𝑥 = 0) ≃ 1010. The logarithmic plot
on the left-hand side shows the long-range behavior while the linear plot on the right-hand side shows a
Gaussian fit to the small-range behavior. The constant long-range correlations indicate the formation
of a condensate.
distribution function is governed by a universal scaling function 𝑓𝑆 according to
𝑓(𝑡, 𝑘) = 𝑡−𝛼(𝑡)𝑓𝑆 (𝑡𝛽(𝑡)𝑘) , (6.5)
with time-dependent scaling exponents 𝛼(𝑡) and 𝛽(𝑡). In this prescription the distributions can be
rescaled such that the functions at different times lie on top of each other. The right columns of
Figures 6.1 and 6.2 show the rescaled occupation number 𝑓rsc(𝑡, 𝑘) = (𝑡/𝑡ref)−𝛼𝑓(𝑡, 𝑘), where 𝑘rsc =
(𝑡/𝑡ref)𝛽𝑘 is the rescaled momentum and 𝛼, 𝛽 are time-dependent scaling exponents. For box initial
conditions the distribution function reveals the same shape for a wide range of times, while for polar
initial conditions good agreement is found for the 𝑚 = 0 sublevel while the 𝑚 = ±1 sublevels only
become self-similar at late times.
Observing that the dynamics slows down considerably during the evolution, we expect that the ex-
ponents 𝛼(𝑡) and 𝛽(𝑡) in (6.5) decrease with time. We determine the time-dependent scaling exponents
by comparing the distribution at a time 𝑡 with the distribution at some reference time 𝑡ref at late times,
at which the distribution function is almost stationary. We use several reference times 𝑡ref in order
to extract the exponents at given time 𝑡. For details about the extraction of scaling exponents, we
refer to Appendix 6.C. Figure 6.4 shows the scaling exponents extracted from our numerical data. As
expected, the considerable slow-down of the dynamics and the almost stationary distribution functions
at late times are reflected in decreasing values of the scaling exponents. For box initial conditions, we
find that the exponents become almost zero at late times. In the case of polar initial conditions, the
system needs more time to reach the stationary regime, as can be seen in Figure 6.3, such that the
exponents have larger values than in the case of box initial conditions.
6.3.4 Condensation
The approach of a constant infrared occupation at late times is reminiscent of the formation of a
condensate far from equilibrium as has been previously observed in relativistic and nonrelativistic
scalar field theories [32, 140]. The correlation function describing the occupation number can contain
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Figure 6.6: Time evolution of the correlation function 𝑔(𝑡,Δ𝑥) for box initial conditions, where
𝑔(𝑡,Δ) = 12 ∑𝑚 𝑔𝑚(𝑡,Δ𝑥) is the average over magnetic sublevels 𝑚 = 0,±1. The correlation is
normalized such that the total particle number is 𝑁tot = 3𝑔(𝑡,Δ𝑥 = 0) ≃ 1010. The logarithmic plot
on the left-hand side shows the long-range behavior while the linear plot on the right-hand side shows a
Gaussian fit to the small-range behavior. The constant long-range correlations indicate the formation
of a condensate.
a condensate fraction that scales proportional to the system size and describes correlations filling the
entire volume of the system. Since the condensate fraction is proportional to the volume 𝑉 of the
system, the ratio of condensate fraction and volume becomes independent of 𝑉 when a condensate is
formed [140]. For relativistic and nonrelativistic scalar field theories, it is known that condensation
occurs in the nonequilibrium evolution following box initial conditions [32, 140].
Here, we employ a more direct tool to investigate the formation of a condensate far from equilibrium.
We study the (dimensionless) correlation function
𝑔𝑚(𝑡,Δx) = 𝑉 ⟨𝜓∗𝑚(𝑡′,x−Δx)𝜓𝑚(𝑡,x)⟩ , (6.6)
where ⟨⋅⟩ denotes the ensemble average, 𝜓𝑚(𝑡,x) the field component with magnetic sublevel 𝑚, and
𝑉 the volume of the system. In our spatially homogeneous system, the correlation function only
depends on the relative spatial coordinate Δx of the fields. The particle number of magnetic sublevel
𝑚 is obtained from the correlation function at Δx = 0, 𝑁tot = ∑𝑚 𝑔𝑚(𝑡,0) = 𝑉 ∑𝑚 |𝜓𝑚(𝑡,x)|
2.
Numerically, we compute the correlation function by a Fourier transform of the distribution function
(6.3) according to 𝑔𝑚(𝑡,Δx) = 𝑉 ∫d3𝑘/(2𝜋)3 𝑓(𝑡,k)𝑒𝑖k∆x. Making use of the isotropy of the system,
we calculate the average over the solid angle in three dimensions such that the correlator only depends
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on the radial distance Δ𝑥 = |Δx|.




𝑔𝑚(𝑡,Δ𝑥) = 𝑁𝐶 , (6.7)
where 𝑁𝐶 is a constant that determines the condensate fraction. For a nondegenerate ideal atomic
gas, the correlation function 𝑔𝑚 is a Gaussian function that decays to zero over a distance of the order
of the thermal wavelength [156].
We find that the correlation function 𝑔𝑚(𝑡,Δ𝑥) is described by a Gaussian function at small relative
coordinates Δ𝑥, while becoming constant at long distances Δ𝑥. In Figures 6.5 and 6.6 we plot the
correlation functions obtained for box and polar initial conditions, respectively. In the following, we
briefly outline the most relevant features of the correlation function at Δ𝑥 = 0, for short ranges
Δ𝑥 ≲ 50, and for long ranges Δ𝑥 ≳ 50.
At Δ𝑥 = 0 the correlation function (6.6) corresponds to the total number of particles in the
magnetic sublevel 𝑚, which we denote by 𝑁𝑚. For box initial conditions, the number of particles in
each of the three magnetic sublevels is 13𝑁tot. For polar initial conditions, at initial time all particles
are contained in the 𝑚 = 0 magnetic sublevel (gray line in the lower left plot of Figure 6.6) while the
magnetic sublevels 𝑚 = ±1 only contain particles from the Wigner noise. The initial-time correlation
function of the 𝑚 = ±1 sublevels is not shown in the upper left plot of Figure 6.6 because it is a few
orders of magnitude smaller than the correlation function at later times.
In the short-range regime of 0 < Δ𝑥 ≲ 50 we perform a Gaussian fit described by
𝐺(Δ𝑥) = 𝐴√
2𝜋𝜎2
exp [−(Δ𝑥 − 𝜇)
2
2𝜎2 ] + 𝐶 (6.8)
to our numerically computed correlation function. Here 𝐴 is a normalization constant, 𝜎2 the variance,
𝜇 the central position, and 𝐶 a constant offset. As can be seen from the plots on the right-hand sides
of Figures 6.5 and 6.6, the short-range behavior of the correlation function is well captured by a
Gaussian function. This reveals that our system contains a fraction of uncondensed particles, which
in momentum space is associated to a thermal tail at large momenta 𝑘.
In the long-range regime with Δ𝑥 ≳ 50, we find that the correlation function is constant. This
long-range order behavior indicates the formation of a condensate far from equilibrium. We denote
the constant long-range value of the correlation function by 𝑁𝐶,𝑚 = 𝑔𝑚(𝑡,Δ𝑥 ≫ 1) such that the
ratio 𝑁𝑚,𝐶/𝑁𝑚, with 𝑁𝑚 being the total particle number in magnetic sublevel 𝑚, determines the
fraction of condensed particles in sublevel 𝑚 of the system. For box initial conditions we find that
the inverse particle cascade leads to a growth of the condensate fraction with time until it reaches a
constant fraction of about 1.8% at late times. The polar initial state with all particles contained in
the 𝑘 = 0 momentum mode of the 𝑚 = 0 magnetic sublevel corresponds to a condensate in the 𝑚 = 0
sublevel. Hence, we find a constant correlation function (see gray line in lower left plot of Figure 6.6)
with a condensate fraction of 100%. As particles are redistributed between the magnetic sublevels, the
condensate fraction in the 𝑚 = 0 sublevel decreases while it increases in the 𝑚 = ±1 sublevels. At
late times, the condensate fractions are about 4.1% and 3.2% for 𝑚 = 0 and 𝑚 = ±1, respectively.
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6.4 Conclusion
In this chapter we investigated the self-similar scaling properties and the formation of a condensate
in a spin-1 Bose gas. Employing classical-statistical simulation methods, we studied the far-from
equilibrium time evolution starting from different overoccupied initial states.
We find that the system transiently passes a regime where the occupation number in the infrared
momentum range grows with 𝑡𝛼, where the constant exponent 𝛼 is comparable to the universal scaling
exponents found in scalar Bose gases. Since the shape of the distribution function is still changing
in this regime, we conclude that the system does not approach the scaling regime characterized by
universal self-similar scaling. Nevertheless, the distribution function is self-similar for a wide range of
times and momenta, and its time evolution can be described by a universal scaling function, however,
with time-dependent scaling exponents. As opposed to the phenomenon of prescaling, here we observe
that certain universal scaling properties are realized after the system has left the regime of the power-
law scaling with 𝑡𝛼 and refer to this as postscaling. Our observations show that the spin-1 Bose gas
with strong ferromagnetic spin-spin interactions evolves differently than 𝑈(𝑁)-symmetric Bose gases,
where overoccupied initial conditions lead to the approach of a scaling regime associated to nonthermal
fixed points.
The interactions in our system lead to a quick buildup of long-range correlations and hence the
formation of a condensate far from equilibrium. This phenomenon has previously been observed in
relativistic and nonrelativistic scalar field theories, where it was studied in momentum space. Here we
investigate the correlation function in coordinate space, which also provides access to the fraction of
condensed particles in the system. While we observe nonthermal condensation in the field correlation
function for both box and polar initial conditions, future investigations should also take into account
spin correlation functions.
Finally, we emphasize that we consider the special case where density and ferromagnetic spin
interactions have the same coupling strength. For this case the quick formation of a nonthermal
condensate seems to prevent the establishment of self-similar scaling and hence the approach of a
nonthermal fixed point. It remains an open question to clarify and possibly quantify the influence
of spin-dependent interactions on the path that nonequilibrium time evolution takes. In particular,
our analysis suggests that the spin interactions enhance the emergence of long-range correlations, thus
leading to fast condensation.
Chapter 7
Conclusion
In this thesis we investigated the relaxation dynamics of various isolated quantum systems driven out
of equilibrium. The nonequilibrium dynamics of these systems along with the approach to nonthermal
fixed points or thermal equilibrium were studied by means of numerical simulations. We conclude with
a summary of our work and an outlook on prospective research in this field.
7.1 Summary
The analyses in this thesis concern three different physical systems, the relativistic scalar field theory,
the quark-meson model, and the spin-1 Bose gas, for which theoretical background is provided in Chap-
ters 2 and 5. The results of this thesis contribute to theoretical investigations of quantum field theory
out of equilibrium in terms of real-time simulations of nonequilibrium dynamics. We probe important
observables, like distribution functions or excitation spectra, out of equilibrium by computing the time
evolution of fields and correlations. Chapters 3 and 6 are concerned with the far-from-equilibrium
dynamics in the vicinity of a nonthermal fixed point while Chapter 4 studies the approach to thermal
equilibrium.
In Chapter 3 we numerically compute the time evolution of a relativistic 𝑁 -component scalar
field theory using evolution equations obtained from the two-particle irreducible (2PI) effective ac-
tion at next-to-leading order (NLO) in an expansion in 1/𝑁 , which allows us to consider couplings
beyond the weak-coupling regime. We determine the universal scaling exponents characterizing the
self-similar time evolution of the particle distribution and the effective four-vertex, for which we find
values 𝛼 = 1.6± 0.08 , 𝛽 = 0.59± 0.02 and 𝛼𝜆 = −2.01± 0.42 , 𝛽𝜆 = 0.67 ± 0.02 (for coupling 𝜆 = 1.0),
respectively. The scaling exponents are comparable for a wide range of couplings, even for nonpertur-
bative couplings beyond the range of validity of classical-statistical simulations. Phenomenologically,
extreme conditions beyond the limit of weak interactions arise in the context of heavy-ion collisions,
where the relevant gauge coupling is expected to be neither particularly small nor large at early times.
Our results may be helpful in understanding dynamical aspects of gauge theories far from equilibrium
since universality between highly occupied scalar and gauge field dynamics has been observed for weak
couplings [27]. In addition, we compute the frequency spectrum of spectral and statistical functions
by taking into account unequal-time two-point correlation functions. We observe that strong viola-
tions of the fluctuation-dissipation relation occur in the nonperturbative infrared momentum range.
This manifests that the system is not thermal in the scaling regime, and challenges effective kinetic
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descriptions based on the fluctuation-dissipation relation.
Chapter 4 is concerned with the thermalization process of the quark-meson model. Our numerical
simulations based on 2PI effective action techniques not only include the dynamics of the order pa-
rameter of chiral symmetry but also the spectral functions of quarks and mesons. We show that the
system thermalizes into different regions of its phase diagram, where the approach of thermal states
is characterized by the emergence of the fluctuation-dissipation relation and an effective memory loss
about the details of the initial state. The properties of the intermediate stages, however, depend on the
initial conditions and involve different trajectories for the redistribution of energy and particles. We
recover the crossover transition from the phase with broken chiral symmetry to the phase with restored
chiral symmetry in terms of order parameters deduced from the one-point and two-point correlation
functions of the system.
In Chapter 6 the time evolution of a spin-1 Bose gas is studied using classical-statistical simulations.
For the considered case of strong spin-spin interactions, the system quickly approaches a regime where
the occupation numbers become almost stationary. During the time evolution, the system reveals cer-
tain scaling properties but does not converge to the proper scaling regime, where relevant observables
are solely characterized by universal scaling functions and universal scaling exponents. Instead we find
that the distribution functions can be described by universal scaling functions with time-dependent
scaling exponents reflecting the deceleration of the dynamics. The slowdown of the evolution is ac-
companied by the emergence of long-range correlations indicating the formation of a condensate out
of equilibrium.
7.2 Outlook
Although substantial progress has been made in the recent years, understanding the relaxation dy-
namics of isolated quantum systems still poses a challenge for theory. The analysis of effective theories
and the concept of universality provide the opportunity to study systems which may be otherwise out
of reach. Our theoretical work employing numerical simulations contributes to the understanding of
dynamical properties in active fields of research like ultracold atomic gases or heavy-ion collisions. In
the following, we outline open questions and prospective research activities in these fields.
Our analysis of the relativistic scalar field theory invites for further exploration of the far-from-
equilibrium dynamics at nonthermal fixed points. On the one hand, our results for scalar fields could
contribute to the understanding of dynamical aspects of gauge theories far from equilibrium. Thereby
an important task for the future is to investigate whether the universality between highly occupied
scalar and gauge field theories, which so far is known for weak couplings [27], also holds beyond the
weak-coupling limit. On the other hand, direct comparisons to the dynamics of ultracold atomic gases
out of equilibrium are possible as the relativistic scalar field theory behaves nonrelativistically in the
infrared momentum range. Knowing that relativistic and nonrelativistic scalar field theories belong to
the same universality class, one may carry our results over to nonrelativistic systems.
Our work on relativistic scalar fields shows that unequal-time spectral and statistical functions
contain additional information about the system. Similar conclusions are drawn in investigations
using classical-statistical simulations [87]. Hence, one is strongly encouraged to also study unequal-time
correlation functions in other systems. While spectral functions have been investigated in scalar Bose
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gases using classical-statistical simulations [86], similar studies on spinor Bose gases are still pending.
Computing statistical and spectral functions in classical-statistical simulations of spinor Bose gases is
an important next step to improve our understanding of ongoing ultracold atom experiments. It sheds
light on open questions regarding the fluctuation-dissipation theorem as well as the excitation spectrum
of such systems. These prospective investigations are accompanied by theoretical and experimental
efforts in the development of measurement protocols for unequal-time correlation functions [157, 158].
Furthermore, our analysis on the relativistic scalar field theory also constitutes one of the first
works accessing the (effective) four-vertex in a quantum field theory out of equilibrium. The results
in [75] and our findings show a strong suppression of the vertex function in the strongly-correlated
infrared regime. Future studies on four-point functions possibly open new pathways to the dynamical
properties of a system and provide new opportunities for the description of out-of-equilibrium dynam-
ics in quantum field theories.
Utilizing effective field theories, our work on the quark-meson model touches two of the most press-
ing topics in ongoing heavy-ion programs: the thermalization process of the quark-gluon plasma and
the phase diagram of quantum chromodynamics (QCD). Our analysis at zero baryon chemical poten-
tial traces the relaxation trajectories with final states along the crossover transition between chiral
symmetric and broken regimes of the quark-meson model. However, our work constitutes only a first
step. The particularly promising feature of the quark-meson model is that – in contrast to other ap-
proaches like lattice QCD – it can be extended to nonzero baryon chemical potential by adding a term
̄𝜓𝜇𝛾0𝜓 to the action, with chemical potential 𝜇 and gamma matrix 𝛾0. Hence, it is possible to study
dynamical properties at the critical end point in the phase diagram of the quark-meson model, which
may provide important insight about the conjectured critical point in the QCD phase diagram.
Our observations regarding the time evolution of the spin-1 Bose gas motivate for further theoretical
and experimental studies. The numerical results obtained for the distribution function suggest that the
system quickly builds up a condensate. In the future, simulations with different system sizes can shed
light on whether and how condensation takes place. Further simulations could also take into account
different strengths for the spin-spin interaction. Our analysis of ferromagnetic spin-spin interactions
characterized by a coupling strength 𝑐1 = −𝑐0, with 𝑐0 being the coupling constant of repulsive
density-density interactions, shows that the time evolution quickly slows down without approaching
a transient self-similar scaling regime. Future theoretical efforts may show whether and how the
phenomenon of dynamical scaling depends on interaction strengths. One is particularly interested in
scenarios with realistic experimental coupling ratios 𝑐0/𝑐1. At the same time, upcoming experiments
exploit Feshbach resonances to control the interaction between atoms in ultracold quantum gases and
may provide further insight.
Future work also involves the development and employment of other simulation methods. One is
interested in methods that can deal with couplings beyond the weak-coupling limit, which may allow
for the exploration of new interesting regimes. Furthermore, it is desirable to study the approach to
quantum thermal equilibrium, which cannot be simulated using classical-statistical methods.
Appendix to Chapter 3
3.A The free scalar field theory
In this appendix we discuss the 2PI formalism for the free, i.e. noninteracting and therefore exactly
solvable, relativistic scalar field theory in homogeneous and isotropic space. We consider the 𝑂(𝑁)-







2𝜑𝑎(𝑥)𝜑𝑎(𝑥) ] , (3.27)
with field index 𝑎 = 1 ,… ,𝑁 and bare mass 𝑚. We focus on the 2PI approach and refer to standard
textbooks, e.g. [44], for a general discussion of scalar quantum fields.
3.A.1 Free-field solutions
Since the self-energies are zero for vanishing coupling, the equations of motion for the one-point and
two-point functions can be obtained from the exact 2PI evolution equations (2.77) by setting the right-
hand sides to zero. Consequently, the time evolution of the macroscopic field as well as the spectral
and statistical functions is governed by simple harmonic oscillator equations,
(𝜕2𝑡 +𝑚2) 𝜙(𝑡) = 0 , (3.28a)
(𝜕2𝑡 + 𝜔2p) 𝐹(𝑡, 𝑡′, |p|) = 0 , (3.28b)
(𝜕2𝑡 + 𝜔2p) 𝜌(𝑡, 𝑡′, |p|) = 0 , (3.28c)
with 𝜔p = √p2 +𝑚2. We omit the indices ⟂ and ∥ of 𝐹 and 𝜌 since there is no coupling between the
longitudinal and transverse sectors for vanishing self-energies.
The field equation can be solved by 𝜙(𝑡) = 𝜙0 cos(𝑚𝑡)+ ̇𝜙0 sin(𝑚𝑡) where the constants 𝜙0 = 𝜙(𝑡 = 0)
and ̇𝜙0 = 𝜕𝑡𝜙(𝑡)∣𝑡=0 depend on the initial conditions. The solutions for the spectral and statistical
functions can be written down as linear combinations of sin [𝜔p(𝑡 − 𝑡′)] and cos [𝜔p(𝑡 − 𝑡′)]. Since the
statistical (spectral) function is (anti)symmetric upon exchange of 𝑡 and 𝑡′, it can only contain the
cosine (sine) contribution.
While the solution of the free spectral function is fully determined by the symmetry and the nor-
malization condition posed by the bosonic commutation relations (2.70), the solution of the statistical
function can be written such that it corresponds to the thermal propagator. Then the free-field solu-
tions for the statistical and spectral functions are given by [59, 85]




cos [𝜔p(𝑡 − 𝑡′)] , (3.29a)
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𝜌(𝑡, 𝑡′, |p|) = 1𝜔p
sin [𝜔p(𝑡 − 𝑡′)] , (3.29b)
with dispersion relation 𝜔p and particle distribution 𝑓p. In thermal equilibrium, two-point functions
are time-translation invariant, i.e. they only depend on the relative time Δ𝑡 = 𝑡 − 𝑡′, and can be
Fourier transformed with respect to Δ𝑡. The corresponding expressions in frequency space read




[𝛿(𝜔 − 𝜔p) + 𝛿(𝜔 + 𝜔p)] , (3.30a)
𝜌(𝜔, |p|) = 𝜋 𝑖𝜔p
[𝛿(𝜔 − 𝜔p) − 𝛿(𝜔 + 𝜔p)] = 𝑖 2𝜋 sgn(𝜔)𝛿(𝜔2 − 𝜔2p)⏟⏟⏟⏟⏟⏟⏟⏟⏟
̃𝜌(𝜔,p)
, (3.30b)
where we define the real spectral function ̃𝜌(𝜔, |p|) in analogy to (3.18b) by using the identity
𝛿(𝑥2 − 𝑎2) = 12|𝑎| [𝛿(𝑥 − 𝑎) + 𝛿(𝑥 + 𝑎)] . (3.31)
From (3.30) we see that in the free theory the spectral and statistical functions are both determined by
𝛿-peaks in frequency space, which manifest the on-shell relation 𝜔 = ±𝜔p. These peaks are interpreted
as bound states corresponding to well-defined particles with dispersion relation 𝜔p = √p2 +𝑚2.
We note that the peaks obtain a finite width in the interacting theory. For exponentially decaying
correlation functions, the frequency-space propagators have the shape of a relativistic Breit-Wigner
function.
The frequency-space solutions (3.30) suffice the fluctuation-dissipation relation (3.21) for a thermal
distribution function, i.e. 𝑓p = 𝑓BE(𝜔 = 𝜔p) with 𝑓BE being the Bose-Einstein distribution. This
follows straightforward noting that the Bose-Einstein distribution fulfills
𝑓BE(𝜔) +
1
2 = −[𝑓BE(−𝜔) +
1
2] , (3.32)
which can be easily proven by inserting the expression 𝑓BE(𝜔) = (𝑒𝛽𝜔 − 1)−1 explicitly.
3.A.2 Particle distribution
In the free theory, the field can be expanded in terms of creation and annihilation operators that
describe particles as field excitations created from the vacuum, the state of lowest energy. This in-
terpretation of field excitations as particles allows us to define a particle number distribution. There
exist different definitions that agree with each other in the free theory but not necessarily in the in-
teracting case. In the following, we outline equal-time and unequal-time definitions for the free scalar
field. Thereby we emphasize that particle number is not conserved in any relativistic quantum field
theory, since the relativistic dispersion relation 𝜔2p = p2 + 𝑚2 implies that energy can be converted
into particles and vice versa.
Using the free-field solution (3.29a) one can define a distribution function 𝑓(𝑡, |p|) and a dispersion
𝜔(𝑡, |p|) according to [32]
𝐹(𝑡, 𝑡, |p|) ≡ 𝑓(𝑡, |p|)+
1
2
𝜔(𝑡, |p|) . (3.33)
This expression allows us to identify the definitions of the equal-time distribution function (3.8) and
122 Appendix to Chapter 3
the equal-time dispersion relation (3.9) employed in the main text,
𝑓(𝑡, |p|) + 12 = √𝐹(𝑡, 𝑡
′, |p|)𝜕𝑡𝜕𝑡′𝐹(𝑡, 𝑡′, |p|) ∣
𝑡=𝑡′
,
𝜔(𝑡, |p|) = √𝜕𝑡𝜕𝑡′𝐹(𝑡, 𝑡
′, |p|)
𝐹 (𝑡, 𝑡′, |p|) ∣
𝑡=𝑡′
,
where one recovers 𝑓(𝑡, |p|) = 𝑓p and 𝜔(𝑡, |p|) = 𝜔p in the free theory. Out of equilibrium, these
equal-time definitions can provide an extremely useful quasiparticle interpretation [32, 41, 60].
Another useful definition of a particle distribution originates from kinetic theory where the general
dependence of a two-point function on the two coordinates (𝑥, 𝑦) is phrased in terms of the center-of-
mass coordinate 𝑋 = (𝑥 + 𝑦)/2 and the relative coordinate 𝑠 = 𝑥 − 𝑦, the latter being equivalent to
the Fourier mode 𝑝. We define the distribution function 𝑓(𝑋, 𝑝) by the relation
𝐹(𝑋, 𝑝) = −𝑖(𝑓(𝑋, 𝑝) + 12)𝜌(𝑋, 𝑝) , (3.34)
which in thermal translation invariant theories reduces to the fluctuation-dissipation theorem (3.21).
Using the symmetry properties 𝐹(𝑋, 𝑝) = 𝐹(𝑋,−𝑝) and 𝜌(𝑋, 𝑝) = −𝜌(𝑋,−𝑝) we obtain the relation
𝑓(𝑋, 𝑝) + 12 = −[𝑓(𝑋,−𝑝) +
1
2] , (3.35)
a generalized version of (3.32). In the free theory, where the dependence on the central coordinate
is absent, we can do the replacement 𝐹(𝑋, 𝑝) → 𝐹(𝑝) = 𝐹(𝜔,p) and proceed accordingly for 𝜌.
Motivated by the free-field solution of 𝐹 in frequency space (3.30a), we define the particle distribution
𝑓(p) by the relation




2𝜋 2𝜔𝐹(𝜔,p) , (3.36)
where the 𝜔 in the integrand arises from the factor of 1/𝜔 in (3.33), which originates from the second-
order time derivative in the relativistic theory. This definition complies with the free equilibrium case
as can be shown by the following short computation,


















where we used (3.32) to obtain the last equality. Definition (3.36) can be generalized to nonequilibrium
interacting setups by including the time-dependence of the statistical function [31, 32],




2𝜋 2𝜔𝐹(𝜏, 𝜔,p) , (3.38)
where 𝜏 = 𝑋0 = (𝑡 + 𝑡′)/2 denotes the central time.
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3.A.3 Mode energy
In this section we briefly outline the mode energy distribution for the free scalar field theory. We
consider the case of a vanishing macroscopic field, where the 𝑂(𝑁) symmetry allows for rotations such
that the propagators become diagonal in field space and the statistical propagator can be written as
𝐹𝑎𝑏 = 𝐹𝛿𝑎𝑏 with 𝐹𝑎𝑎 = 𝑁𝐹 .
For this setup, the mode energy density (2.99) derived from the energy-momentum tensor reduces
to
𝜀𝜙(𝑡, |p|) = 12 𝑁 [𝜕𝑡𝜕𝑡′𝐹(𝑡, 𝑡
′, |p|)∣
𝑡=𝑡′
+ 𝜔2p 𝐹(𝑡, 𝑡, |p|)] , (3.39)
where again 𝜔p = √p2 +𝑚2. If we insert the free-field statistical function (3.29a) into this expression,
we find 𝜀𝜙(𝑡, |p|) = 𝑁𝜔2p 𝐹(𝑡, 𝑡, |p|) = 𝑁𝜔p(𝑓p + 12 ), which in accordance to (3.12) can be written as
𝜀𝜙(𝑡, |p|) = 𝑁 [𝑓(𝑡, |p|) + 12]𝜔(𝑡, |p|) . (3.40)
This relation holds in the free equilibrium situation with 𝑓(𝑡,p) = 𝑓p and 𝜔(𝑡,p) = 𝜔p. It allows us




[𝑓(𝑡, |p|) + 12]𝜔(𝑡, |p|) , (3.41)
where the quantum half can be neglected if occupancies are large.
3.A.4 Wigner transformation
For the free-field statistical and spectral functions (3.29) it is possible to compute theWigner transforms
(3.18) analytically. One obtains




[sin [(𝜔 − 𝜔p)2𝜏]𝜔 − 𝜔p
+ sin [(𝜔 + 𝜔p)2𝜏]𝜔 + 𝜔p
] , (3.42a)
̃𝜌(𝜏 , 𝜔,p) = 1𝜔p
[sin [(𝜔 − 𝜔p)2𝜏]𝜔 − 𝜔p
− sin [(𝜔 + 𝜔p)2𝜏]𝜔 + 𝜔p
] . (3.42b)
For finite 𝜏 , the Wigner space two-point functions are rapidly oscillating in 𝜔 with an envelope peaked
around 𝜔 = ±𝜔p. In the limit 𝜏 → ∞ the Wigner transforms (3.42) approach the 𝛿-functions given in
(3.30), which follows straightforwardly from
lim
𝜀→0
sin [(𝑥 − 𝑎)𝜀−1]
𝑥 = 𝜋 𝛿(𝑥 − 𝑎) . (3.43)
For completeness, we provide the explicit calculation of the Wigner transforms,


























[sin [(𝜔 − 𝜔p)Δ𝑡]𝜔 − 𝜔p





















[sin [(𝜔 − 𝜔p)Δ𝑡]𝜔 − 𝜔p





where it is convenient to employ the integral formulas
∫d𝑥 sin(𝑎𝑥) sin(𝑏𝑥) = sin [(𝑎 − 𝑏)𝑥]2(𝑎 − 𝑏) −
sin [(𝑎 + 𝑏)𝑥]
2(𝑎 + 𝑏) ,
∫d𝑥 cos(𝑎𝑥) cos(𝑏𝑥) = sin [(𝑎 − 𝑏)𝑥]2(𝑎 − 𝑏) +
sin [(𝑎 + 𝑏)𝑥]
2(𝑎 + 𝑏) .
The numerical implementation of the Wigner transformation and analytical calculations for exponen-
tially decaying functions can be found in Appendix 3.D.
3.B Numerical methods
In general, the evolution equations (2.77) with approximations considered in Section 2.3.4 cannot
be solved analytically without additional approximations. The method of choice is to discretize the
equations and solve them numerically. We emphasize here that, in contrast to lattice simulation
approaches, we do not discretize the action but solve the analytically derived equations of motion in a
discretized version. In the case of fermions, this approach avoids the problem of fermion doublers [159].
While the equations of motions presented in Section 2.3.3 are valid in arbitrary spatial dimensions 𝑑,
we have to specify the spatial dimensionality for our numerical computations and use 𝑑 = 3.
This appendix contains detailed information about the numerical methods employed for the analysis
in Chapter 3. We outline the discretization methods and the numerical stability of our parameters.
Moreover, the numerical implementation of initial conditions, the rescaling to dimensionless quantities,
and the extraction of the effective mass are described.
3.B.1 Discretization
In this appendix we provide details about the numerical discretization underlying our computations.
Thereby we first discuss the spatial and subsequently the temporal discretization. Since we do not
discretize the action but rather solve the evolution equations on a discretized lattice, we can choose a
grid reflecting the imposed symmetries.
The dynamical variables of our theory are the one- and two-point functions, which are objects with
a dependence on up to two temporal and one spatial coordinate. For computational convenience they
are stored in the momentum space representation. Due to the assumption of spatially homogeneous and
isotropic systems, the one-point function only depends on one time-like coordinate while the two-point
functions depend on two time-like coordinates and one spatial argument.
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Spatial discretization
Due to the assumption of spatial homogeneity and isotropy, the spatial coordinate of two-point func-
tions of the form 𝐺(𝑥, 𝑦) effectively reduces to |x− y| or, equivalently, |p|. Since the angular part of
the Fourier transformation can be computed analytically, the spatial domain can be discretized on a
linear grid with 𝑁𝑥 lattice points containing the discrete values of the absolute spatial argument |x| or
|p|. This significantly reduces the amount of memory needed because we only have to store 𝑁𝑥 data
points instead of 𝑁3𝑥 values required by a cubic lattice.
In the case of an isotropic system, the Fourier transformation from momentum space to coordinate
space can be computed as
























d|p| |p| sin(|p||x|) 𝑓(|p|), (3.44)
where we explicitly performed the solid angle integration. Analogously, one obtains
𝑓(|p|) = 4𝜋|p| ∫
∞
0
d|x| |x|𝑓(|x|) sin(|x||p|) (3.45)
for the transformation from coordinate space to momentum space. From (3.44) and (3.45) it follows
that one only needs to compute sine transforms, for which much faster algorithms exist as compared
to normal Fourier transforms.
In our numerical routines we discretize the momenta and coordinates according to
|p| → |p|𝑖 =
𝜋
𝑎𝑥𝑁𝑥
(𝑖 + 1) , d|p| → 𝜋𝑎𝑥𝑁𝑥
, (3.46a)
|x| → |x|𝑖 = 𝑎𝑥(𝑖 + 1/2) , d|x| → 𝑎𝑥 , (3.46b)
where 𝑎𝑥 is the spatial grid spacing, 𝑁𝑥 the number of grid points and 𝑖 = 0,…,𝑁𝑥−1 the grid index.
The starting points of the discrete momenta and coordinates are chosen such that the fastest one-
dimensional Fourier transform routines of the FFTW library can be applied [160, 161]. The chosen
discretization introduces an infrared cutoff at ΛIR = 𝜋/(𝑁𝑥𝑎𝑥) as well as an ultraviolet cutoff at








(𝑖 + 1)𝑓(|p|𝑖) sin(
𝜋
𝑁𝑥







(𝑖 + 1/2)𝑓(|x|𝑖) sin(
𝜋
𝑁𝑥
(𝑗 + 1)(𝑖 + 1/2)) , (3.48)
where 𝑗 = 0,… ,𝑁𝑥 − 1.
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Numerically, the discrete sine transform corresponds to the real-odd discrete Fourier transform
(RODFT). Accordingly, there exists the discrete cosine transform for the real-even discrete Fourier
transform. In our computations, the sine transforms are computed using the FFTW library, which









2 )(𝑘 + 1)) , (3.49a)






𝑁 (𝑗 + 1)(𝑘 +
1
2 )) , (3.49b)
where 𝑋 is the purely real input array of length 𝑁 having odd symmetry and 𝑌 the purely imaginary
output array of length 𝑁 having also odd symmetry.
The discretization in spatial direction allows for parallel computing, which is implemented by the
Message Passing Interface (MPI) [162]. To accelerate the computation, we distribute the spatial array
to several processes (so-called client processes) by splitting the array into pieces such that every process
computes the time evolution for a certain range of momenta. Thereby each process stores the full time
dependence for the given spatial lattice points. With all time dependence available every process is
able to compute the memory integrals in the equations of motion (see Section 2.3.3) for the given range
of spatial momenta. However, for momentum integrations as they appear in Fourier transformations
and loop integrals the whole momentum range is necessary and therefore all pieces of |p| or |x− y|
need to be combined on one process (the so-called master process) for these tasks.
Temporal discretization
The 2PI evolution equations presented in Section 2.3.3 are causal and therefore explicit in time, meaning
that only explicitly known quantities at earlier times influence the time evolution to quantities at later
times.
We discretize in the two temporal directions 𝑡 and 𝑡′ using 𝑁𝑡 time steps of size 𝑎𝑡 in both temporal
directions, such that
𝑡 → 𝑡𝑖 = 𝑖𝑎𝑡 , 𝑡′ → 𝑡′𝑖 = 𝑖𝑎𝑡 , (3.50)
with 𝑖 = 1,…,𝑁𝑡 and 𝑡max = 𝑎𝑡𝑁𝑡. Since the statistical (spectral) function is (anti)symmetric in the
exchange of 𝑡 and 𝑡′, it is sufficient to store times 𝑡′ ≤ 𝑡, knowing that times 𝑡′ > 𝑡 can be obtained by
symmetry.
For the analysis of the two-point correlation functions we employ the central time 𝜏 = (𝑡 + 𝑡′)/2
and the relative time Δ𝑡 = 𝑡− 𝑡′. Using the above discretization, the temporal grid spacing in relative
time is 𝑎∆𝑡 = 2𝑎𝑡 while the number of lattice points in the relative time direction is the same, i.e.
𝑁∆𝑡 = 𝑁𝑡. Hence, the relative time Δ𝑡 is discretized according to





where 𝑖 is (half) integer for 𝑁∆𝑡 being even (odd) such that Δ𝑡 ∈ [−𝑡max, 𝑡max]. The Fourier modes
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𝑖 , 𝑖 = −𝑁∆𝑡2 ,… ,
𝑁∆𝑡
2 , (3.52)
which means that the frequency range is given by [−𝜋/𝑎∆𝑡, 𝜋/𝑎∆𝑡]. Only frequencies below the fre-
quency cutoff 𝜔max = 𝜋/𝑎∆𝑡 = 𝜋/(2𝑎𝑡) are available on the temporal lattice, implying that the smallest
relative time resolved on the lattice is Δ𝑡min = 2𝜋/𝜔max = 4𝑎𝑡. We note that the ratio between fre-







where the ratio 𝑎𝑥/𝑎𝑡 depends on the physical parameters and is usually much larger than 1 in order
to obtain numerical convergence, cf. Courant-Friedrichs-Lewy stability condition [163]. Thereby the
ratio 𝑎𝑥/𝑎𝑡 needed for a convergent solution depends on the physical parameters chosen to describe the
specific system. Generally, one finds 𝜔max > ΛUV and requires that characteristic momentum scales
of the system are sufficiently smaller than the cutoff ΛUV.
After discussing the temporal grid, we now come to the discretization of the evolution equations
for the two-point functions and the macroscopic field. The evolution equations have the form of
integro-differential equations in time which involve both integrals and derivatives with respect to time
















𝑓(𝑡𝑖+1) − 2𝑓(𝑡𝑖) + 𝑓(𝑡𝑖−1)
𝑎2𝑡
, (3.55)
with discrete times as introduced in (3.50). We emphasize that the evolution equations are causal in
the sense that only explicitly known quantities at earlier times determine the time evolution of the
unknown quantities at later times. This becomes clear when looking at the discretized version of the
evolution equations, for instance
𝜌(𝑡𝑖+1, 𝑡𝑗) = 2𝜌(𝑡𝑖, 𝑡𝑗) − 𝜌(𝑡𝑖−1, 𝑡𝑗) − 𝑎2𝑡 [|p|2 +𝑀2(𝑡𝑖)] 𝜌(𝑡𝑖, 𝑡𝑗)
− 𝑎3𝑡 [
1




𝐴(𝑡𝑖, 𝑡𝑙)𝜌(𝑡𝑙, 𝑡𝑗) +
1
2𝐴(𝑡𝑖, 𝑡𝑗)𝜌(𝑡𝑗, 𝑡𝑗)] , (3.56)
omitting the momentum argument for a simpler notation. The right-hand side of the equation only
depends on known functions at times ≤ 𝑡𝑖. Consequently, for given initial conditions we can evolve the
propagators and the macroscopic field step by step, going from 𝑡𝑖 to 𝑡𝑖+1 in each time step. Since the
evolution equations involve second order time derivatives, specifying initial conditions at times 𝑡𝑖 = 0
and 𝑡𝑖 = 1, i.e. at temporal arguments (𝑡0, 𝑡0), (𝑡0, 𝑡1), (𝑡1, 𝑡0), (𝑡1, 𝑡1) for the two-point functions,
enables us to compute the time evolution iteratively for numerical time steps 𝑖, 𝑗 ≥ 2.
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Grid parameters
Simulations with less than 10 000 time steps and a spatial grid with 500 grid points were carried out
on the bwUniCluster [153], a high performance computing cluster in the state Baden-Württemberg.
Long simulations with up to 15 000 time steps were computed on the bwForCluster JUSTUS [153], a
high-performance computing resource intended for jobs with high memory needs.
The long simulations were computed on 26 nodes with two processes each, taking about 90 h
computing time. A total job required 2.5TB of memory corresponding to 50GB per process.
3.B.2 Initial conditions
The nonequilibrium 2PI evolution equations of Section 2.3.3 require the specification of Gaussian ini-
tial conditions. This is equivalent to the specification of initial values for the one-point and two-point
correlation functions, which we outline in the following.
In spatially homogeneous systems, the macroscopic field only depends on time such that the initial
condition for the one-point function is fully determined by the field and its time derivative at initial
time, i.e. 𝜙(𝑡0) and 𝜕𝑡𝜙(𝑡)∣𝑡=𝑡0 . If both are zero at 𝑡0, the field expectation value remains zero at alltimes due to the 𝑂(𝑁) symmetry.
The spectral function defined in (2.65b) obeys the equal-time commutation relations (2.70), which
fully determine its initial conditions. Using the forward derivative1 these relations yield the following
initial condition at discrete times,
𝜌(𝑡0, 𝑡0, |p|) = 0 , (3.58a)
𝜌(𝑡1, 𝑡0, |p|) = 𝑎𝑡 , (3.58b)
𝜌(𝑡1, 𝑡1, |p|) = 0 . (3.58c)
Here and in the following, we do not state the (𝑡0, 𝑡1)-component explicitly as it can be obtained by
symmetry.
For the statistical two-point functions we employ the free-field expression (3.29a) with a given
initial particle occupation number distribution. The discretized time evolution of the first time step
can be calculated using the forward derivative such that one obtains the initial conditions




𝐹(𝑡1, 𝑡0, |p|) = 𝐹(𝑡0, 𝑡0, |p|), (3.59b)
𝐹(𝑡1, 𝑡1, |p|) = 𝐹(𝑡0, 𝑡0, |p|)(𝑎2𝑡𝜔2p + 1) , (3.59c)
with initial distribution 𝑓p and initial dispersion 𝜔p. In our analysis, we specify 𝑓p by the boxlike
distribution (3.5) and deploy 𝜔p = √p2 +𝑚2init with a vanishing initial mass 𝑚2init → 0+.
1With forward derivative we mean the numerical approximation of the derivative by taking the forward difference,
d
d𝑡 𝑓(𝑡) =
𝑓(𝑡 + 𝑑𝑡) − 𝑓(𝑡)
𝑑𝑡 . (3.57)
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dimensionful quantity mass dimension dimensionless quantity
𝑡 −1 𝑡𝑄
|x| −1 |x| 𝑄
𝜔 +1 𝜔/𝑄
|p| +1 |p| /𝑄
𝑚2 +2 𝑚2 /𝑄2
𝜆 0 𝜆
𝜙(𝑡,x) +1 𝜙(𝑡,x)/𝑄
𝐺(𝑡, 𝑡′,x− y) +2 𝐺(𝑡, 𝑡′,x− y) /𝑄2
𝐺(𝑡, 𝑡′,p) −1 𝐺(𝑡, 𝑡′,p)𝑄
𝐺(𝜏, 𝜔,p) −2 𝐺(𝜏, 𝜔,p)𝑄2
Π(𝑡, 𝑡′,x− y) +4 Π(𝑡, 𝑡′,x− y)/𝑄4
Π(𝑡, 𝑡′,p) +1 Π(𝑡, 𝑡′,p)/𝑄
Π(𝜏, 𝜔,p) 0 Π(𝜏, 𝜔,p)
𝑓(𝑡,p) 0 𝑓(𝑡,p)
𝜆eff(𝑡,p) 0 𝜆eff(𝑡,p)
𝜔(𝑡,p) +1 𝜔(𝑡,p) /𝑄
𝜀(𝑡) = 𝐸(𝑡)/𝑉 +4 𝜀(𝑡) /𝑄4
𝜀(𝑡,p) +1 𝜀(𝑡,p)/𝑄
Table 3.1: Mass dimensions of dimensionful physical quantities and the corresponding dimensionless
expressions using 𝑄 as an (energy/momentum) unit of mass dimension −1. All quantities are given in
the notation deployed in the main text.
3.B.3 Mass dimensions
For the interpretation of our numerical results we rescale all physical quantities such that they become
dimensionless. This purpose can be achieved, for instance, by using a unit with mass dimension −1,
e.g. the lattice spacing or a characteristic time of the system, or a unit with mass dimension +1, e.g.
some relevant energy or momentum scale.
In coordinate space the bosonic two-point function 𝐺(𝑥, 𝑦) has mass dimension 2. Performing a
spatial Fourier transformation,
𝐺(𝑡, 𝑡′,p) = ∫
x−y
𝐺(𝑡, 𝑡′,x− y)𝑒𝑖p(x−y) ,
decreases the mass dimension by three such that the boson propagator in spatial momentum space,
𝐺(𝑡, 𝑡′,p), has mass dimensions −1. The Wigner transformation further decreases the mass dimension
by one since Δ𝑡 has mass dimension −1 while 𝜔 is of mass dimension 1. Thus, the Fourier Wigner
space propagator 𝐺(𝜏, 𝜔,p) has mass dimension −2. This agrees with the sum rule (3.19).
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Table 3.1 contains a list of physical quantities appearing in computations of the relativistic scalar
field theory discussed in Chapter 3 based on the 2PI effective action approach. As stated in the main
text, the numerical results presented in Chapters 3 are given in terms of the initial characteristic
momentum scale 𝑄0, which has mass dimension +1.
3.B.4 Extracting the effective mass
The effective mass is obtained from the dispersion relation. We use the Wigner dispersion rather than
the equal-time quasiparticle dispersion because its numerical stability in the infrared is better. Since
the spectral function does not have a clear peak at small momenta |p|, we deploy the dispersion relation
deduced from the statistical function 𝐹(𝜏, 𝜔, |p|) and fit it to
𝜔(𝜏,p) = √p2 +𝑚2eff(𝜏) , (3.60)
which yields the 𝜏 -dependent effective mass. We find that the effective mass is almost stationary and
only decreases very slowly with time. Hence, we can estimate the error of the effective mass in terms
of the the difference to an earlier time. The effective masses presented in (3.26) correspond to values
obtained from the latest available time 𝜏max = 2250. The error is extracted as
Δ𝑚eff = 𝑚eff(𝜏max −Δ𝜏) −𝑚eff(𝜏max) , (3.61)
where a time difference of Δ𝜏 = 2400 is employed.
3.B.5 Numerical stability
In this appendix we show that the grid parameters chosen for our analysis ensure that the simulations
are insensitive to infrared (IR) and ultraviolet (UV) cutoffs as well as changes in the time step size.
Insensitivity to IR and UV cutoffs
In the following, possible effects of the spatial grid spacing and the volume on the distribution function
are studied. We also take into account the influence of these parameter on the numerical stability of
the conserved quantities in the system. The results are shown for the coupling 𝜆 = 1.0 and vanishing
bare mass squared 𝑚2 = 0.0. We consider times up to 𝑡 = 1200 at which the distribution is described
by the typical shape of the scaling function.
In order to study the UV cutoff dependence, we consider a constant box size 𝐿 = 𝑁𝑥𝑎𝑥 where 𝑁𝑥
is the number of grid points and 𝑎𝑥 the grid spacing. We compare three sets of parameters with grid
spacings that lead to UV cutoffs between ΛUV = 3.4 and ΛUV = 5.2. Thereby, numerical convergence
is retained by keeping the ratio of the spatial and temporal grid spacing fixed at 𝑎𝑥/𝑎𝑡 = 2.5.
For the analysis of the IR cutoff, the grid spacing is kept fixed at 𝑎𝑠 = 0.75 while the grid size is varied
by choosing different numbers of grid points. This leads to IR cutoffs ΛUV = 𝜋/(𝑁𝑥𝑎𝑥) in the range
from 0.005 to 0.014.
In Figure 3.1 we show that the distribution function is basically independent of changes of the
IR or the UV cutoff. Minor deviations occur in the high momentum regime when changing the UV
cutoff, but this does not affect the low-momentum regime that is of interest for this work. We find
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Figure 3.1: Particle distribution function for different UV cutoffs (left) and IR cutoffs (right) shown
for three different times. The distribution is insensitive to cutoffs changes.
good agreement between the distributions computed on grids with different volumes, implying that
the numerical implementation is insensitive to the size of the spatial grid.
In a second step, we study the behavior of the energy density for different UV and IR cutoffs, see
Figure 3.2. The bump in the beginning of the time evolution is a consequence of the quench occurring
in the first time step. The quench violates conservation laws explicitly while the time evolution itself
respects energy conservation.
Since the analysis of the UV cutoff dependence is carried out at constant ratio 𝑎𝑥/𝑎𝑡, the time step
size is varied in order to study different UV cutoffs. As a direct consequence, the level at which energy
conservation holds numerically improves for simulations with larger UV cutoffs due to the smaller time
step sizes deployed. However, in all three simulations the energy loss is less than 1% for the times
shown.
As the grid parameters 𝑎𝑥 and 𝑎𝑡 as well as the bare parameters 𝑚2 and 𝜆 are kept fixed for the
IR cutoff tests, the precision of the energy conservation should not change much. This is reproduced
numerically and shown in the lower plot of Figure 3.2.
Finally, let us consider the total particle density that is obtained by integrating over all modes of
the particle distribution function,
𝑛(𝑡) = ∫ d
3𝑝
(2𝜋)3 𝑓(𝑡, |p|) , (3.62)
which is not necessarily constant in a relativistic quantum field theory. However, particle number
changing processes are expected to be suppressed. We find that the total particle density is almost
constant, as shown in Figure 3.3. The increase at early times stems from the quench at initial time.
One observes that particle number changing processes lead to a slow decay of the total particle density.
However, for the times analyzed the particle density only decreases by a few percent.
From this analysis we conclude that IR and UV cutoff effects are sufficiently weak for our chosen
set of grid parameters. This implies that the results presented in the main part of this chapter are






















Figure 3.2: The energy density 𝜀(𝑡) for different UV cutoffs (top) and IR cutoffs (bottom), normalized
by 𝜀(𝑡∗) with 𝑡∗ given in the plots for better visualization. The conservation of energy holds at the
level of 1% for the times shown. Because the ratio 𝑎𝑥/𝑎𝑡 is kept fixed for the different UV cutoffs, the
decrease of 𝑎𝑡 with decreasing ΛUV leads to better results for the energy conservation.
insensitive to the spatial discretization.
Insensitivity to the temporal discretization
As pointed out above, the numerical stability depends on the ratio 𝑎𝑥/𝑎𝑡. The numerical time evolution
becomes more exact and more stable with a smaller time step size 𝑎𝑡. Here we check that our choice
for the time step size does not influence our results for the particle distribution function. Figure 3.4
shows that an increase of the time step size up to 𝑎𝑡 = 0.375 does not affect the shape of the particle
distribution function. We find that the simulations with 𝑎𝑡 = 0.300 and 𝑎𝑡 = 0.375 both agree with
the results employing the smaller time step 𝑎𝑡 = 0.24.
However, too large time step sizes lead to unstable numerical computations, which is reflected in
the violation of energy conservation in form of a diverging energy density. In Figure 3.5 we show the
energy conservation for the time step sizes analyzed above. We find that although energy is showing
a diverging behavior for 𝑎𝑡 = 0.375 (green dotted line), the energy conservation still holds at the level
of 2% for the times shown. This explains that the distribution function still has the same shape as
for the smaller time steps. As expected, smaller time steps yield better results in terms of energy
conservation.
Furthermore, we also investigate how the Wigner distribution function and the dispersion relation
depend on the time step size. In Section 3.4.2 the agreement between the equal-time definition and
the Wigner space definition was shown. Now we consider these quantities for different time step sizes
𝑎𝑡. From Figure 3.6 we learn that the agreement between the two definitions improves as the time step
size is decreased. However, deviations between the two definitions only occur in the UV such that the
analysis of the IR is insensitive to small changes of the time step size.

























Figure 3.3: The quasiparticle number obtained from the integrated particle distribution for different
UV cutoffs (top) and IR cutoffs (bottom).
In order to approach late times, it is our aim to choose a time step as large as possible. Since the
results for 𝑎𝑡 = 0.24 and 𝑎𝑡 = 0.30 agree very well with each other, both in terms of the energy density
as well as the quasiparticle number, we choose to employ 𝑎𝑡 = 0.3 for the analysis presented in the
main text.
3.C Extracting scaling exponents of the self-similar time evo-
lution
In this appendix, we present the fitting procedure employed to determine the scaling exponents 𝛼 and
𝛽 from the numerical data. Our method is similar to the approach put forward in [32, 74, 80].
In the self-similar scaling regime, the particle distribution is characterized by the scaling behavior
𝑓(𝑡,p) = 𝑠𝛼/𝛽𝑓(𝑠−𝛽𝑡, 𝑠p) with some scale factor 𝑠. For notational convenience we write p = |p| in this
appendix. To compare the numerically computed distribution function at same reference time 𝑡ref with
the distribution function at some earlier time 𝑡𝑖, we chose the scale factor as 𝑠 = (𝑡𝑖/𝑡ref)𝛽. Hence, the
time evolution is described by
𝑓(𝑡𝑖,p) = ( 𝑡𝑖𝑡ref )





where the scaling function 𝑓𝑆 only depends on 𝜉 ≡ (𝑡/𝑡ref)𝛽 p, and not on 𝑡 and p independently.
In case of perfect self-similar scaling behavior, the scaling function is time-independent. For the
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Figure 3.4: Particle distribution function for numerical simulations with different time step sizes 𝑎𝑡.
numerical data, however, the scaling function depends on the time of comparison 𝑡𝑖. Thus, we can
only approximate the scaling function by a time-dependent rescaled function, which we define as
𝑓rsc (𝑡𝑖, ( 𝑡𝑖𝑡ref )
𝛽
p) ≡ ( 𝑡𝑖𝑡ref )
−𝛼 𝑓(𝑡𝑖,p) . (3.64)
Here, the left-hand side depends on the rescaled momentum p𝑖,rsc = ( 𝑡𝑖𝑡ref )
𝛽
p and, as the scaling is
not perfect, on the time 𝑡𝑖. Equivalently, one can write
𝑓rsc(𝑡𝑖,p𝑖,rsc) = ( 𝑡𝑖𝑡ref )
−𝛼 𝑓 (𝑡𝑖, ( 𝑡𝑗𝑡ref )
−𝛽
p𝑖,rsc) (3.65)
in order to compare the distribution at a reference time 𝑡ref and with distributions at earlier times 𝑡𝑖
with 𝑖 = 1,… , 𝑛 and 𝑡𝑖 < 𝑡𝑖+1. At the reference time 𝑡ref , we have pref,rsc = p and 𝑓rsc(𝑡ref ,pref,rsc) =
𝑓(𝑡ref ,p). For the correct set of scaling exponents, a perfectly self-similar time evolution implies
𝑓 (𝑡ref ,p) = 𝑓rsc (𝑡𝑖,p𝑖,rsc) (3.66)
for all times 𝑡𝑖 and 𝑡ref within the scaling regime. In the literature, different numerical methods have
been employed in order to determine the set of exponents 𝛼 and 𝛽 [32, 74, 80]. The general procedure
is to define some cost function quantifying deviations from a perfect self-similar scaling behavior and
determining exponents by minimizing these deviations.
In our scaling analysis, we minimize the quantity




∫d logp [Δ𝑖(p)]2 , (3.67)
with deviations specified by
Δ𝑖(p) = log 𝑓rsc(𝑡ref ,p) − log 𝑓rsc(𝑡𝑗,p) , (3.68)
where the integration over logp increases the sensitivity at low momenta. We checked that our results
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Figure 3.5: Energy density and quasiparticle number (normalized) as a function of time, shown for
different time step sizes 𝑎𝑡.
are in good agreement with results using the method in [32], where
Δ𝑖(p) =
𝑓rsc(𝑡ref ,p) − 𝑓rsc(𝑡𝑗,p)
𝑓rsc(𝑡ref ,p)
(3.69)
is used to determine the deviations.
For the 𝜒2 defined in (3.67), we find that the exponents obtained in the fitting routine are insensitive
to the number of comparisons 𝑛, which in our analysis is chosen to be 𝑛 = 4. We further have to specify
the time window of the comparisons as well as the momentum range to be integrated over. The time
window of the comparisons is Δ𝑡fit = 𝑡ref − 𝑡1 (using our convention of 𝑡𝑖 < 𝑡𝑖+1). The value Δ𝑡fit
depends on the speed of the dynamics in the analyzed scaling regime. For the times considered in
our simulations, we use Δ𝑡fit = 720. If going to far later times, one would have to increase the time
window as the dynamics slows down.
Since the momentum range of the IR plateau decreases with later times, it is convenient to compare
the distribution at some 𝑡ref with earlier times (at which the plateau momentum region is larger). The
distribution at the reference time is then used in order to choose an appropriate momentum range for
the comparison of rescaled functions. For the reference time, we determine the characteristic particle
cascade momentum 𝐾 and the momentum scale 𝑄 separating the IR and the high-momentum regime.
The values of 𝐾 and 𝑄 are determined by the local maximum and minimum of the auxiliary function
|p|3𝑓(𝑡, |p|) as shown in Figure 3.7.
In order to capture as much as possible of the infrared plateau region, the lower bound of the fit
range is chosen to be close to the infrared momentum cutoff Λ. We exclude only a small fraction 𝑥
of the momentum range [Λ,𝐾], where we measure 𝑥 on the logarithmic momentum axis. The upper
bound of the fit range should be as large as possible without running into the high-momentum power-
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Figure 3.6: The distribution function 𝑓 and the dispersion relation 𝜔p shown at time 𝑡 = 𝜏 = 600 for
different time step sizes 𝑎𝑡. The quasiparticle definition is shown by full, the Wigner space definition
by dashed lines. The IR behavior is insensitive to changes in the time step size. Differences occur in
the UV but can be removed by decreasing the time step size.
law cascade. Therefore, we take into account a large fraction 𝑦 of the momentum range between 𝐾
and 𝑄, on a logarithmic momentum axis, such that we are sure to include the relevant momenta but
avoid the nonlinear smoothing out when approaching 𝑄. To summarize, the momentum range for the
comparison is given by [𝑝min, 𝑝max] with
ln (𝑝min) = ln (Λ) + 𝑥( ln (𝐾) − ln (Λ) ) , ln (𝑝max) = ln (𝐾) + 𝑦 ( ln (𝑄) − ln (𝐾)) ,
which can be written as
𝑝min = Λ1−𝑥𝐾𝑥 , 𝑝max = 𝐾1−𝑦𝑄𝑦 , (3.70)
where Λ denotes the infrared momentum cutoff, i.e. the smallest momentum numerically available.
The results of the numerical scaling analysis naturally depend on the choice of values for 𝑥 and 𝑦. A
physical result is obtained for reasonably large 𝑦 and sufficiently small 𝑥. We analyze the dependence
of the exponents 𝛼 and 𝛽 as well as their errors Δ𝛼 and Δ𝛽 on the parameters 𝑥 and 𝑦. The contour
plots in Figure 3.8 show the dependence of the values for the scaling exponents on 𝑥 and 𝑦 with the red
dot at (𝑥, 𝑦) = (0.05, 0.92) marking the point used to determine the exponents presented in the main
text of this chapter. The values of 𝛼 in the blue regions of 𝑦 ≲ 0.952 agree within < 0.5%; the values
of 𝛽 in the whole blue region corresponding to 𝑦 ≳ 0.855 agree within < 0.5%. The errors decrease
toward small 𝑦, which reflects the fact that the likelihood of perfect scaling grows if the compared
momentum range decreases.
In order to compute the difference Δ𝑖(p), the discrete data is interpolated such that the discrete
momenta of the compared functions coincide. The interpolation is carried out using a cubic interpola-
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t = 4500 f (t, |p|)







Figure 3.7: Visualization of the momentum range used for comparing rescaled distribution functions.
Different values for 𝑥 and 𝑦 according to (3.70) are shown. The local maxima and minima of the
function |p|3𝑓(𝑡, |p|) are used in order to determine the characteristic momenta 𝐾 and 𝑄.














































Figure 3.8: Scaling exponents 𝛼 (left) and 𝛽 (right) with values encoded in the color scheme, shown
for different 𝑥 and 𝑦 as defined in (3.70). The dashed lines represent errors of the exponents as contour
lines in the 𝑥-𝑦-plane. The red dot indicates the point (𝑥, 𝑦) = (0.05, 0.92) employed for the scaling
analysis in the main text. These plots correspond to 𝑡ref = 4500 and 𝑡win = 720. The exponents are
not equal to the asymptotic values, which are obtained from late-time averages.
tion method provided by the Python SciPy library (scipy.interpolate.interp1d) [164]. We also use
the SciPy library (scipy.optimize.minimize) to minimize 𝜒2 at different reference times 𝑡ref . This
yields values ̄𝛼 and ̄𝛽 for which 𝜒2 is minimal. In Figure 3.9 we show the values for 𝜒2min = 𝜒2( ̄𝛼, ̄𝛽) as
a function of the reference time. We see that 𝜒2min decreases in time, reflecting that the system reaches
the scaling regime.









2𝜒2( ̄𝛼, ̄𝛽)] , (3.71)
where the normalization constants 𝒩𝛼,𝛽 are chosen such that ∫d𝛼 𝑊(𝛼) = ∫d𝛽 𝑊(𝛽) = 1. By
approximating 𝑊 with a Gaussian distribution, the errors of the exponents can be estimated by the
standard deviation 𝜎 of the Gaussian function, which we refer to as fit errors. Plots of the scaling
exponents 𝛼 in the main text show ̄𝛼 ± 𝜎𝛼 as data points with error bars, and equivalently for other
exponents. Our numerical computations show that 𝛼 and 𝛽 as well as Δ𝛼fit = 𝜎𝛼 and Δ𝛽fit = 𝜎𝛽
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Figure 3.9: 𝜒2min, the minimum value found for 𝜒2(𝛼, 𝛽), at different reference times 𝑡ref . 𝜒2min ap-

















Figure 3.10: The scaling exponents 𝛼 and 𝛽 as well as the corresponding fit errors as a function of the
reference time 𝑡ref . The error bars of 𝛼 and 𝛽 in the upper plot are exactly the fit errors shown in the
lower plot. The asymptotic values are given in the legend. The coupling is 𝜆 = 1.
approach constant values, as shown in Figure 3.10.
The asymptotic values of the exponents are determined by averaging over the values obtained at
late reference times. We compute the mean over a time window Δ𝑡av ≥ 600 and use the corresponding
standard deviation to quantify fluctuations, which we denote by the statistical errorsΔ𝛼stat andΔ𝛽stat.
For the asymptotic values of the exponents, we provide the error
Δ𝛼 = √(Δ𝛼fit)2 + (Δ𝛼stat)2 , (3.72)
and accordingly for the other exponents 𝛽 and 𝛼𝜆.
3.D The Wigner transformation
In this appendix we present the methods used in order to compute the Wigner transformed spectral
and statistical functions according to the definition in (3.18). We discuss consequences of the finite
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integration range present in initial value problems.
In order to compute the Wigner transform 𝑓(𝜔) of a temporal signal 𝑓(𝑡), we need to numerically




d𝑡 𝑒𝑖𝜔𝑡𝑓(𝑡) , (3.73)
where we use 𝑡 instead of Δ𝑡 here for notational convenience. The frequency 𝜔 is the Fourier mode
corresponding to 𝑡. The finite integration bounds reflect the initial time bounds present in initial value
problems, where an initial state is specified at some initial time 𝑡0. Since the causal time evolution
occurs for times later than 𝑡0, one finds 𝜏 ≥ 0 and −2𝜏 ≤ 𝑡 ≤ 2𝜏 for 𝑡0 = 0.
We are interested in signals oscillating with a given frequency 𝜈 that are enveloped by some function




𝑖𝜈𝑡 ± 𝑒−𝑖𝜈𝑡) , (3.74)
where the relative sign determines whether the signal is symmetric or antisymmetric. In the following,
we present the methods that we employ in order to compute (3.73) for such signals.
3.D.1 Numerical methods
If 𝑔(𝑡) decays sufficiently strong, i.e. if it becomes sufficiently small at the boundaries ±2𝜏 , effects from
the finite integration boundaries are negligible. In this case, the Wigner transform can be computed






where 𝑁𝑡 denotes the number of data points, while 𝜔𝑚 and 𝑡𝑚 are the discretized frequency and time,
respectively, with 𝑚 = 0,… ,𝑁𝑡 − 1. In our simulations, the DFT is implemented using the FFTW
library [160].
For an exponentially decaying envelope, which is described by 𝑔(𝑡) ∼ exp(−𝛾|𝑡|) with some decay
constant 𝛾, the DFT can be compared to the analytically calculated Wigner transform with finite as
well as infinite integration boundaries, see Appendix 3.D.2 below. For the parameters relevant in our
simulations, we confirmed that the DFT of the exponentially decaying Wigner functions appearing in
the high momentum regime yields accurate results. In addition, we checked the applicability of the
DFT for other momentum ranges by comparing the decaying behavior of the propagator functions
with exponential decays. Thus, for the analysis shown in the main text we use the DFT to compute
the Wigner transform of the statistical function in all momentum ranges and the spectral function for
medium or high momenta.
In general, the finite integration boundaries in (3.73) lead to oscillations of the Wigner transform
𝑓(𝜔). These are particularly relevant if the envelope function 𝑔(𝑡) increases toward larger |𝑡|. In
this case, we determine the envelope 𝑔(𝑡) by a polynomial fit and the oscillation frequency 𝜈 using
the Lomb-Scargle periodogram implemented in the Python SciPy library. We can then analytically
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compute the Wigner transformation of (3.74) for the relevant parameters. This method is employed for
computing the spectral function at small momenta. However, when comparing the Wigner transform
at different spatial momenta |p| as in Figure 3.7, we employ the DFT for both 𝐹 and 𝜌.
3.D.2 Exponentially damped signals
In this appendix, we present the analytical computation of the Wigner transform for exponentially
damped oscillations. We consider functions of the form
𝑓𝜌(𝑡) = 𝑒−𝛾|𝑡| sin(𝜔p𝑡) , (3.76a)
𝑓𝐹 (𝑡) = 𝑒−𝛾|𝑡| cos(𝜔p𝑡) , (3.76b)
with a damping constant 𝛾. These functions decay sufficiently strong within the time bounds |𝑡| ≤ 2𝜏




d𝑡 𝑒𝑖𝜔𝑡𝑒−𝛾|𝑡| sin(𝜔p𝑡) = 𝑖
4 𝛾 𝜔𝜔p
(𝜔2 − 𝜔2p)2 + 2(𝜔2 + 𝜔2p)𝛾2 + 𝛾4
, (3.77a)
𝑓𝐹 (𝜔) = ∫
+∞
−∞
d𝑡 𝑒𝑖𝜔𝑡𝑒−𝛾|𝑡| cos(𝜔p𝑡) =
2 𝛾 (𝛾2 + 𝜔2 + 𝜔2p)
(𝜔2 − 𝜔2p)2 + 2(𝜔2 + 𝜔2p)𝛾2 + 𝛾4
, (3.77b)
from which it becomes clear that the damping constant 𝛾 describes the width of the spectra. At order
𝒪(𝛾2) these expressions are equivalent to (3.23). It is also possible to compute the Wigner transform




d𝑡 𝑒𝑖𝜔𝑡𝑒−𝛾|𝑡| sin(𝜔p𝑡) = 𝑖
4 𝛾 𝜔𝜔p [1 + ℎ𝜌(𝜔)]
(𝜔2 − 𝜔2p)2 + 2(𝜔2 + 𝜔2p)𝛾2 + 𝛾4
, (3.78a)
𝑓𝐹 (𝜔) = ∫
+2𝜏
−2𝜏
d𝑡 𝑒𝑖𝜔𝑡𝑒−𝛾|𝑡| cos(𝜔p𝑡) =
2 𝛾 (𝛾2 + 𝜔2 + 𝜔2p) [1 + ℎ𝐹 (𝜔)]
(𝜔2 − 𝜔2p)2 + 2(𝜔2 + 𝜔2p)𝛾2 + 𝛾4
, (3.78b)
where the difference is phrased in terms of the functions
ℎ𝜌(𝜔) = −𝑒−2𝜏𝛾{cos(2𝜏𝜔) [ cos(2𝜏𝜔p) +




2 + 𝜔2 + 𝜔2p)
2𝜔𝜔p
sin(2𝜏𝜔p) −
(𝜔2 − 𝜔2p − 𝛾2)
2𝛾𝜔 cos(2𝜏𝜔p)]} , (3.79a)
ℎ𝐹 (𝜔) = −𝑒−2𝜏𝛾{cos(2𝜏𝜔) [ cos(2𝜏𝜔p) +
𝜔p(𝜔2 − 𝜔2p − 𝛾2)
𝛾 (𝛾2 + 𝜔2 + 𝜔2p)
sin(2𝜏𝜔p)]
+ sin(2𝜏𝜔)[ 2𝜔𝜔p(𝛾2 + 𝜔2 + 𝜔2p)
sin(2𝜏𝜔p) −
𝜔 (𝜔2 − 𝜔2p + 𝛾2)
𝛾 (𝜔2 + 𝜔2p + 𝛾2)
cos(2𝜏𝜔p)]} .
(3.79b)
Since the functions ℎ𝜌 and ℎ𝐹 decay exponentially with time 𝜏 , they are negligible at sufficiently late
times. Furthermore, they contain terms sin(2𝜏𝜔) and cos(2𝜏𝜔) such that they oscillate in 𝜔 with a
frequency determined by 𝜏 . The larger the integration range is, the higher the oscillation frequency
becomes.
Appendix to Chapter 3 141
We note that the on-shell expressions for (3.79) are equal at order 𝒪(𝛾2),
𝑔𝜌(𝜔 = 𝜔p) = 𝑔𝐹 (𝜔 = 𝜔p) = −𝑒−2𝜏𝛾 , (3.80)
such that 𝑓𝐹 (𝜔) is proportional to 𝑓𝜌(𝜔) as required by the fluctuation-dissipation theorem. In the
limit 𝜏 → ∞ the standard relativistic Breit-Wigner function is recovered.
3.D.3 Phase shift in discretized Wigner transformations
In our numerical simulations we compute the Wigner transformation using the discrete Fourier trans-
form (DFT). The FFTW library contains implementations of the one-dimensional DFT equivalent to
(3.75). In the Wigner transform, however, the integration range is centered around zero such that we





𝑓(𝑡𝑛) 𝑒𝑖2𝜋𝑚𝑛/𝑁𝑡 . (3.81)
where as before 𝜔𝑚 and 𝑡𝑚 denote the discretized frequency and time, respectively, with𝑚 = 0,…,𝑁𝑡−






𝑖2𝜋𝑚(𝑛−𝑁𝑡2 )/𝑁𝑡 , ̃𝑓𝑛 = 𝑓 (𝑡𝑛−𝑁𝑡/2) , (3.82)
where ̃𝑓𝑛 is the array that stores the function values at discretized times in the interval [−2𝜏, 2𝜏] as
elements numbered from 0 to 𝑁𝑡 − 1. As a consequence, one has to take into account a phase shift of
exp(−𝑖𝜋𝑚) in order to determine 𝑓(𝜔𝑚),




̃𝑓𝑛 𝑒𝑖2𝜋𝑚𝑛/𝑁𝑡 , (3.83)
where ̃𝑓𝑚 is obtained by the DFT implemented in the FFTW library. In our numerical implementation
we compute both real and imaginary components of 𝑓(𝜔𝑚) from products of the real and imaginary
components of ̃𝑓𝑚 and the phase factor.
3.E Four-vertices at NLO in the large-𝑁 expansion
In this appendix, we analyze the scaling properties of the self-energy contributions at NLO in the
large-𝑁 expansion. We consider the symmetric theory with vanishing field expectation value where the
two-point functions can be taken as diagonal in field space, i.e. 𝐺𝑎𝑏 = 𝐺𝛿𝑎𝑏 with 𝑎, 𝑏 = 1 ,… ,𝑁 where
𝑁 is the number of field components. We derive an expression for the effective four-vertex function
𝜆eff and its scaling behavior. In the course of the derivation, we present the scaling behavior of the
self-energy summation functions 𝐼𝐹 and 𝐼𝜌, (2.92), as well as the one-loop self-energy contributions
Π𝐹 and Π𝜌, (2.93).
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3.E.1 The effective four-vertex
In the vertex-resummed kinetic theory, one replaces the coupling constant 𝜆 by an effective coupling
𝜆eff that takes into account vertex corrections in the non-perturbative regime.
In spatially translation invariant setups, a Fourier transformation of the one-loop self-energy func-
tions (2.93) with respect to the relative coordinate 𝑥 − 𝑦 yields
Π𝐹 (𝜏, 𝑝) =
𝜆
6 ∫𝑞




𝐹(𝜏, 𝑝 − 𝑞)𝜌(𝜏, 𝑞) , (3.84b)
where 𝑝 = (𝜔,p) is the Fourier mode corresponding to 𝑥 − 𝑦 and 𝜏 = (𝑥0 + 𝑦0)/2 is the central time.
It is convenient to define the momentum-dependent effective coupling
𝜆eff(𝜏, 𝑝) =
𝜆
[1 + Π𝑅(𝜏, 𝑝)] [1 + Π𝐴(𝜏, 𝑝)]
= 𝜆|1 + Π𝑅(𝜏, 𝑝)|2
, (3.85)
where Π𝑅 and Π𝐴 are the Fourier transformed retarded and advanced one-loop functions,
Π𝑅(𝑥, 𝑦) = −𝜃(𝑥0 − 𝑦0)Π𝜌(𝑥, 𝑦) , (3.86a)
Π𝐴(𝑥, 𝑦) = −𝜃(𝑦0 − 𝑥0)Π𝜌(𝑥, 𝑦) = Π∗𝑅(𝑥, 𝑦) , (3.86b)
which are related to each other, cf. (2.62). The quantum corrections contained in the summation
functions 𝐼𝐹 and 𝐼𝜌, (2.92), can be expressed in terms of the effective coupling times the one-loop term
[31–33],
𝜆 𝐼𝐹 (𝑝) = 𝜆eff(𝜏, 𝑝)Π𝐹 (𝜏, 𝑝) , (3.87a)
𝜆 𝐼𝜌(𝑝) = 𝜆eff(𝜏, 𝑝)Π𝜌(𝜏, 𝑝) , (3.87b)
which corresponds to (3.15). This allows us to write the self-energies in terms of the effective coupling
as [31–33]
𝐶(𝜏, 𝑝) = − 13𝑁 ∫𝑞
𝜆eff(𝜏, 𝑝 − 𝑞)[Π𝐹 (𝜏, 𝑝 − 𝑞)𝐹(𝜏, 𝑞) −
1
4Π𝜌(𝜏, 𝑝 − 𝑞)𝜌(𝜏, 𝑞)] , (3.88a)
𝐴(𝜏, 𝑝) = − 13𝑁 ∫𝑞
𝜆eff(𝜏, 𝑝 − 𝑞)[Π𝐹 (𝜏, 𝑝 − 𝑞)𝜌(𝜏, 𝑞) + Π𝜌(𝜏, 𝑝 − 𝑞)𝐹(𝜏, 𝑞)] , (3.88b)
where 𝐶 and 𝐴 denote the symmetric and antisymmetric components of the self-energy Σ. The effective
coupling incorporates vertex corrections resulting from the resummation of loop diagrams at NLO.
3.E.2 Scaling properties
In this appendix we derive the scaling relation (3.17), i.e. we deduce the scaling properties of the
effective vertex in the low-momentum regime. The scaling behavior of the effective vertex can be
derived from the scaling properties of the distribution function 𝑓 , as pointed out in the main text, or
from the scaling properties of the spectral and statistical functions. The latter approach is discussed
here. We first show the relation between the scaling properties of 𝑓 and the statistical function 𝐹 , and
then present the scaling properties for the one-loop function and the effective vertex.
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In our analysis we are interested in the highly occupied infrared momentum regime, where the
particle transport toward low momentum scales occurs via a self-similar cascade. Thereby, the self-
similar time evolution of the distribution function is described by a time-independent scaling function
and scaling exponents according to (3.10). The analysis in Section 3.3.1 shows that the low-momentum
regime of the relativistic scalar field theory behaves nonrelativistically and is described by the scaling
exponents of a nonrelativistic scalar field theory. Consequently, we choose the following scaling ansatz
for the statistical and spectral functions [32, 33],
𝐹 (𝜏, 𝜔,p) = 𝑠𝑧+𝛼/𝛽 𝐹 (𝑠−1/𝛽𝜏, 𝑠𝑧𝜔, 𝑠p) , (3.89a)
𝜌 (𝜏, 𝜔,p) = 𝑠2 𝜌 (𝑠−1/𝛽𝜏, 𝑠𝑧𝜔, 𝑠p) , (3.89b)
where an occupation number exponent is defined in terms of 𝛼 and 𝛽, and a dynamical scaling exponent
𝑧 is considered. The dynamical scaling exponent 𝑧 appears in spatially isotropic settings where only
the spatial momenta are related by rotational symmetry whereas frequencies may scale differently. The
dispersion is assumed to scale with the dynamical scaling exponent according to 𝜔p = 𝑠−𝑧𝜔𝑠p, from
which one obtains 𝑧 = 2 in the nonrelativistic limit where 𝜔p = p2/(2𝑚).
We can show that the scaling ansatz (3.89a) is equivalent to the scaling property (3.10) by using
the following definition of a particle distribution function in a nonrelativistic scalar field theory [32],
𝑓(𝜏,p) = ∫ d𝜔2𝜋 𝐹(𝜏, 𝜔,p) , (3.90)
neglecting the quantum half here due to the high occupancies considered. This differs from the defi-
nition in (3.24) by a factor of 𝜔 since the nonrelativistic theory does not involve a second-order time
derivative. The scaling behavior for 𝑓 corresponding to the scaling ansatz (3.89a) follows as
𝑓(𝜏,p) = ∫ d𝜔2𝜋 𝐹(𝜏, 𝜔,p)
= ∫ d𝜔2𝜋 𝑠
𝑧+𝛼/𝛽𝐹(𝑠−1/𝛽𝜏, 𝑠𝑧𝜔, 𝑠p)




= 𝑠𝛼/𝛽∫ d𝜔2𝜋 𝐹(𝑠
−1/𝛽𝜏, 𝜔, 𝑠p)
= 𝑠𝛼/𝛽𝑓(𝑠−1/𝛽𝜏, 𝑠p)
where the dynamical scaling exponent 𝑧 cancels out. For 𝜏 = 𝑡 one finds (3.10).
In order to compute the scaling properties of effective coupling 𝜆eff , we determine the scaling
behavior of the following one-loop self-energy terms,
Π𝐹 (𝜏, 𝑝) =
𝜆
6 ∫𝑞








𝐹(𝜏, 𝑝 − 𝑞)𝐺𝑅(𝜏, 𝑞) , (3.91c)
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where we neglected the 𝜌2-term in (3.91a) because large occupancies are considered. This approx-
imation corresponds to the classical-statistical field theory limit of the underlying quantum theory,
which is obtained by neglecting the quantum vertex only appearing in the quantum theory. In this
approximation, we recover the fact that the leading-order infrared behavior of the scaling solutions is
the same for the quantum and classical theory [33].
Here, we compute the scaling behavior of the one-loop functions (3.91) from the scaling properties
of 𝐹, 𝜌 and 𝐺𝑅. Since the retarded Greens function is directly related to the spectral function, it has
the same scaling properties and it is sufficient to present the calculations for Π𝐹 and Π𝜌. Alternatively,
one can express (3.91) in terms of the distribution function 𝑓(𝑡,p) and the dispersion 𝜔p in order to
compute the scaling properties.
The scaling behavior of Π𝐹 and Π𝑅 can be computed by inserting the scaling ansatz (3.89) into
(3.91),
Π𝐹 (𝜏, 𝑝) =
𝜆
6 ∫𝑞
𝐹(𝜏, 𝑝 − 𝑞)𝐹(𝜏, 𝑞)
= 𝜆6 ∫𝑞
𝑠𝑧+𝛼/𝛽𝐹 (𝑠−1/𝛽𝜏, 𝑠𝑧(𝑝0 − 𝑞0), 𝑠(p− q)) 𝑠𝑧+𝛼/𝛽𝐹(𝑠−1/𝛽𝜏, 𝑠𝑧𝑞0, 𝑠q)
= 𝑠2𝑧+2𝛼/𝛽−𝑧−𝑑 𝜆6 ∫𝑞
𝐹 (𝑠−1/𝛽𝜏, 𝑠𝑧𝑝0 − 𝑞0, 𝑠p− q) 𝐹(𝑠−1/𝛽𝜏, 𝑞0,q)




𝐹(𝜏, 𝑝 − 𝑞)𝜌(𝜏, 𝑞)
= 𝜆3 ∫𝑞
𝑠𝑧+𝛼/𝛽𝐹 (𝑠−1/𝛽𝜏, 𝑠𝑧(𝑝0 − 𝑞0), 𝑠(p− q)) 𝑠2𝜌(𝑠−1/𝛽𝜏, 𝑠𝑧𝑞0, 𝑠q)
= 𝑠𝑧+𝛼/𝛽+2−𝑧−𝑑 𝜆3 ∫𝑞
𝐹 (𝑠−1/𝛽𝜏, 𝑠𝑧𝑝0 − 𝑞0, 𝑠p− q) 𝜌(𝑠−1/𝛽𝜏, 𝑞0,q)
= 𝑠2+𝛼/𝛽−𝑑 Π𝜌(𝑠−1/𝛽𝜏, 𝑠𝑧𝜔, 𝑠p) ,
where we performed the shifts (𝑞0,q) → (𝑠−𝑧𝑞0, 𝑠−1q) and d𝑞0 d𝑑𝑞 → d𝑞0 d𝑑𝑞 𝑠−𝑧−𝑑 to obtain the third
equality in both calculations. The scaling properties of Π𝑅 and Π𝐴 are derived analogously. Using
𝑧 = 2, 𝑠 = 𝜏𝛽 and 𝜔 = 𝜔p, we find
Π𝐹 (𝜏, 𝜔p,p) = 𝜏 (2−𝑑)𝛽+2𝛼Π𝐹 (1, 𝜔𝜏𝛽p, 𝜏𝛽p) , (3.92)
Π𝑅(𝜏, 𝜔p,p) = 𝜏 (2−𝑑)𝛽+2𝛼Π𝑅(1, 𝜔𝜏𝛽p, 𝜏𝛽p) , (3.93)
implying that 𝜏 (2−𝑑)𝛽+2𝛼Π𝐹 (𝜏, 𝜔p,p) only depends on 𝜏𝛽p, and analogously for Π𝜌.
For high occupancies, the statistical function and hence the one-loop contributions are very large





for which one infers the self-similar scaling behavior of the effective coupling,
𝜆eff(𝜏, 𝜔,p) = 𝜏−2(2𝛽−𝑑𝛽+𝛼)𝜆eff(1, 𝜔𝜏𝛽p, 𝜏𝛽p) , (3.95)
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which we investigate in Section 3.3.3. It describes the scaling behavior of the effective vertex in the
nonrelativistic regime for the case of large occupancies.
Appendix to Chapter 4
4.A Numerical methods
A detailed description of the numerical methods for the computation of 2PI evolution equations con-
sidering the case of a relativistic scalar field theory is provided in Appendix 3.B. Here we discuss the
aspects that arise in the quark-meson model due to the appearance of quark fields in addition to the
scalar fields. Moreover, the fitting of spectra to Breit-Wigner functions is shown.
4.A.1 Discretization
In contrast to the relativistic scalar field theory, the evolution equations of the quark sector involve






where 𝑡𝑖 are discrete times and 𝑎𝑡 is the time step size. In this discretization one obtains discretized
evolution equations of the form
𝜌𝑇 (𝑡𝑖+1, 𝑡𝑗) = 𝜌𝑇 (𝑡𝑖−1, 𝑡𝑗) + 2 𝑎𝑡 [|p|𝜌𝑆(𝑡𝑖, 𝑡𝑗) −𝑀𝜓(𝑡𝑖)𝜌𝑉 (𝑡𝑖, 𝑡𝑗)]
− 4 𝑎2𝑡 [
1




𝐴𝑆(𝑡𝑖, 𝑡𝑙)𝜌𝑆(𝑡𝑙, 𝑡𝑗) +
1
2𝐴𝑆(𝑡𝑖, 𝑡𝑗)𝜌𝑆(𝑡𝑗, 𝑡𝑗) + …] ,
(4.17)
where we suppress spatial arguments to shorten notation. The structure of the fermionic equations
is reminiscent of the form of classical canonical equations. In this analogy, the scalar and vector
components play the role of the canonical coordinate while the vector-zero and tensor components
are analogous to the canonical momentum, or vice versa. If one leaves the memory integrals out of
account, one can directly see from (2.114) and (2.115) that derivatives of scalar and vector components
only depend on vector-zero and tensor components, and vice versa. Hence, it is natural to apply a
“leapfrog” algorithm to the fermions, where one stores each component either at even 𝑡 − 𝑡′ or odd
𝑡 − 𝑡′. In our analysis, the scalar and the vector component are discretized at even 𝑡 − 𝑡′, while the
vector-zero and the tensor component are discretized at odd 𝑡−𝑡′. Consider for instance the discretized
fermionic evolution equation given in (4.17), where for even time argument (𝑡𝑖, 𝑡𝑗) of the scalar and the
vector two-point function the time argument (𝑡𝑖±1, 𝑡𝑗) of the tensor component is automatically odd.
This generalization of the “leapfrog” prescription of temporally inhomogeneous two-point functions
implies that the discretization in time direction is coarser for the fermionic quantities than for the
bosonic ones. In the numerical realization we use a two-dimensional time grid of size 𝑁𝑡 × 𝑁𝑡 with
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spacing 𝑎𝑡 to store two fermionic two-point functions, one at even and one at odd grid points. The
formulas for the fermionic self-energies suggest to pair the scalar-like components 𝑆 and 0 as well as
the vector-like components 𝑉 and 𝑇 . In integrations, the twice as large time step is compensated by
explicitly including a factor of two.
4.A.2 Initial Conditions
Computing the time evolution iteratively requires to specify initial conditions at the numerical time
steps 𝑡0 and 𝑡1. While the initial quark spectral function is determined by the fermionic anticommu-
tation relations, the initial quark statistical function is chosen to comply with the free-field expression
(4.6), which in terms of Lorentz components reads
𝐹𝑆(𝑡0, 𝑡0, |p|) =
𝑚𝜓
𝜔𝜓(𝑡0, |p|)
(12 − 𝑛𝜓(𝑡0, |p|)) , (4.18a)
𝐹0(𝑡0, 𝑡0, |p|) = 0 , (4.18b)
𝐹𝑉 (𝑡0, 𝑡0, |p|) =
|p|
𝜔𝜓(𝑡0, |p|)
(12 − 𝑛𝜓(𝑡0, |p|)) , (4.18c)
𝐹𝑇 (𝑡0, 𝑡0, |p|) = 0 , (4.18d)
where 𝑚𝜓 is the fermion bare mass, 𝜔𝜓 the quark dispersion relation and 𝑛𝜓 the quark distribution
function. The initial conditions at (𝑡1, 𝑡0) and (𝑡1, 𝑡1) are obtained by applying the forward derivative
to free evolution equation,
𝐹𝑆(𝑡0, 𝑡0, |p|) =
𝑚𝜓
𝜔𝜓(𝑡0, |p|)
(12 − 𝑛𝜓(0, |p|)) , (4.19a)
𝐹𝑆(𝑡1, 𝑡1, |p|) = 𝐹𝑆(𝑡0, 𝑡0, |p|)(1 + 𝑎2𝑡𝜔2𝜓(𝑡0, |p|)), (4.19b)
𝐹0(𝑡1, 𝑡0, |p|) = −𝑖 𝑎𝑡 𝜔𝜓(𝑡0, |p|) (
1
2 − 𝑛𝜓(𝑡0, |p|)) , (4.19c)
𝐹𝑉 (𝑡0, 𝑡0, |p|) =
|p|
𝜔𝜓(𝑡0, |p|)
(12 − 𝑛𝜓(𝑡0, |p|)) , (4.19d)
𝐹𝑉 (𝑡1, 𝑡1, |p|) = 𝐹𝑉 (𝑡0, 𝑡0, |p|)(1 + 𝑎2𝑡𝜔2𝜓(𝑡0, |p|)), (4.19e)
𝐹𝑇 (𝑡1, 𝑡0, |p|) = 0. (4.19f)
Because the numerical stability of the simulations is improved by only using terms up to 𝑎𝑡, we
implement (4.19) with 𝐹𝑆(0, 0, |p|) = 𝐹𝑆(1, 1, |p|) and 𝐹𝑉 (0, 0, |p|) = 𝐹𝑉 (1, 1, |p|).
4.A.3 Mass dimensions
All quantities in the main text of Chapter 4 are given in terms of dimensionless quantities. Table 3.1
contains a lists of quantities that appear in the 2PI formulation of a scalar field theory. The additional
quantities arising computations of the quark-meson model are shown in Table 4.2. In Chapter 4 we
use the energy unit 𝑄 = 𝑇𝑝𝑐, with 𝑇𝑝𝑐 being the pseudocritical temperature of the crossover transition,
to rescale physical quantities to dimensionless quantities.
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dimensionful quantity mass dimension dimensionless quantity
𝑇 +1 𝑇/𝑄
𝛽 −1 𝛽𝑄
Γ(𝑡, |p|) +1 Γ(𝑡, |p|)/𝑄
𝑚𝜓 +1 𝑚𝜓/𝑄
𝑔 0 𝑔
𝜓(𝑡,x) + 32 𝜓(𝑡,x)/𝑄3/2
Δ(𝑡, 𝑡′,x− y) +3 Δ(𝑡, 𝑡′,x− y)/𝑄3
Δ(𝑡, 𝑡′,p) 0 Δ(𝑡, 𝑡′,p)
Δ(𝜏, 𝜔,p) −1 Δ(𝜏, 𝜔,p)𝑄
Table 4.2: Mass dimensions of dimensionful physical quantities and the corresponding dimensionless
expressions using 𝑄 as an (energy/momentum) unit of mass dimension −1. All quantities are given in
the notation deployed in the main text.
4.A.4 Extracting dispersion relations
As discussed in the main text, the spectral functions of both mesons and quarks reveal clear quasipar-
ticle peak structures. In this appendix we provide a few details about the numerical procedure used
to extract the dispersion relations from these spectral functions.
We find that the peaks of the meson spectral functions are well described by the relativistic Breit-
Wigner function (4.11), which is the case for all considered temperatures and momenta. Hence, the
dispersion relation of the mesons is obtained from Breit-Wigner fits to the data, for which an example
is provided in the left plot of Figure 4.11.















= 100.0 |p| = 0.62
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= 100.0 |p| = 0.62
S V 0 L fit
Figure 4.11: The sigma and pion spectral functions (left) and the scalar, vector and vector-zero com-
ponents of the quark spectral function (right), shown for given momentum |p| and central time 𝜏 . Fits
to the relativistic Breit-Wigner function (left) and the Lorentz function (right) are indicated by black
dashed lines. Vertical lines mark the peak positions of the spectral functions.
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Figure 4.12: The vector-zero quark spectral function as a function of frequency 𝜔 shown for a range of
spatial momenta |p|. This plots corresponds to a final state in the crossover region where a double-peak
structure appears in the low-momentum regime. The purple and gray lines indicate the peak positions
of the main and side peaks in the 𝜔-|p|-plane.
In contrast, quark spectral functions may be characterized by the Lorentz function (4.13) with
an example shown in the right plot of Figure 4.11. However, the quark spectral functions can not
always be described by a Lorentz curve. As discussed in the main text, and shown in Figure 4.4,
the vector-zero quark spectral function reveals a double-peak structure for certain temperatures and
momenta. Hence, we choose to determine the quark dispersions by using the peak positions rather than
Lorentz fits. Relevant for the excitation spectrum is the vector-zero component of the quark spectral
function [118, 122]. We determine the peak positions by finding the local maxima of 𝜌0(𝜏, 𝜔, |p|) for
different momenta |p|, where a cubic spline interpolation of the spectral function improves accuracy.
The position of the main peak yields the quark dispersion 𝜔0(𝜏, |p|), while an additional “plasmino”
dispersion 𝜔𝑝(𝜏, |p|) is found for states revealing a side peak at low momenta. In Figure 4.12 we show
an example of a vector-zero quark spectral function with a double-peak structure in the low-momentum
regime. The dispersion relations deduced from the two peaks are marked by the purple and gray lines
in the 𝜔-|p|-plane.
The obtained dispersion relations give rise to physical masses that correspond to the asymptotic
values at vanishing momentum, i.e. 𝑚 = 𝜔(𝜏, |p| → 0). The 𝜎 and 𝜋 meson masses are obtained
by fitting the respective dispersion relations to 𝑍√|p|2 +𝑚2. For the plasmino and quark masses,
we simply use the values of the dispersion relations 𝜔𝑝(𝜏, |p|) and 𝜔0(𝜏, |p|) at the smallest available
momentum.
Appendix to Chapter 6
6.A Dimensionless equations of motion
In this appendix we derive a dimensionless version of the (multi-component)mean-field or Gross–
Pitaevskii equation (GPE) for a spin-1 Bose gas given in (5.28). The dimensionless GPE and the units
introduced in this section form the basis for all numerical computations of the time evolution.
For the discussion in this appendix, we use 𝑥 = (𝑡,x) to denote the dimensionful spacetime co-
ordinate and introduce ̃𝑥 = ( ̃𝑡, ?̃?) as the corresponding dimensionless quantity. The dimensionful
quantities can be expressed in terms of a length unit 𝑎𝑥 and a time unit 𝑎𝑡 by writing x = ?̃? 𝑎𝑥 and
𝑡 = ̃𝑡 𝑎𝑡. We relate the time and length units to each other using 𝑎𝑡 = 𝑀𝑎2𝑥/ℏ, which means that we
set the time unit 𝑎𝑡 equal to the period of a quantum harmonic oscillator with oscillation length 𝑎𝑥.
The time unit 𝑎𝑡 corresponds to an energy unit 𝑎𝜔 ≡ ℏ𝑎−1𝑡 = ℏ2/(𝑀𝑎2𝑥).
We proceed to rewrite all terms appearing in the GPE in terms of dimensionless quantities. For that
we note that the derivative operators can be converted by the relations 𝜕𝑡 = 𝑎−1𝑡 𝜕 ̃𝑡 and 𝜕𝑥 = 𝑎−1𝑥 𝜕?̃?.
Since 𝑛( ̃𝑥) = 𝜓†𝑚( ̃𝑥)𝜓𝑚( ̃𝑥) describes the particle density of dimension 𝑎−3𝑥 , we define the dimensionless
field ̃𝜓 by the relation 𝜓𝑚 = ̃𝜓𝑚𝑎−3/2𝑥 . This ensures that ?̃? and ̃𝐹 defined as 𝑛 = ?̃? 𝑎−3𝑥 and 𝐹 = ̃𝐹𝑎−3𝑥
are the dimensionless particle and spin densities, respectively. Thus, the GPE (5.28) can be rephrased
as
𝑖𝜕 ̃𝑡 ̃𝜓𝑚( ̃𝑥) = [(−
1
2∇̃
2 + ̃𝑞 𝑚2 + ̃𝑐0?̃?( ̃𝑥)) 𝛿𝑚𝑚′ + ̃𝑐1 ̃𝐹 𝑖( ̃𝑥)𝑓 𝑖𝑚𝑚′] ̃𝜓𝑚′( ̃𝑥) , (6.9)
where the dimensionless parameters are given by
̃𝑞 = 𝑞 𝑎𝑡ℏ = 𝑞
𝑀𝑎2𝑥













in 𝑑 = 3 dimensions. Equivalently, one can write 𝑞 = ̃𝑞 𝑎𝜔 and 𝑛0𝑐𝑖 = ?̃?0 ̃𝑐𝑖 𝑎𝜔 with the energy unit 𝑎𝜔
defined above. When considering the SI units of the dimensionful parameters,
[𝑞] = [𝑛𝑐0] = [𝑛𝑐1] =
kgm2
s2 , [𝑐0] = [𝑐1] =
kgm5
s2 , (6.11)
one can revise that both 𝑞 and 𝑛𝑐0 are energy scales, implying that the ratio 𝑞/(𝑛|𝑐𝑖|) = ̃𝑞/(?̃?| ̃𝑐𝑖|) is
dimensionless.
Using the definitions in (6.10) one can also express the characteristic scales of the system in terms
of dimensionless parameters and the corresponding unit. For the healing lengths, healing momenta
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ℏ √2𝑀𝑛0|𝑐𝑖| = ?̃?𝜉𝑖𝑎
−1











with index 𝑖 = 0, 1 labeling density and spin, respectively, and ?̃?0 = 𝑛0𝑎3𝑥. Analogous relations hold
for the excitation spectrum of free particles, the most unstable mode, and the largest unstable mode,
𝜀k = (ℏk)2/(2𝑀) = ̃𝜀?̃? 𝑎𝜔 , ̃𝜀?̃? = ?̃?2/2 , (6.15)
𝑘mu = √−2𝑀(𝑛0𝑐1 + 𝑞)/ℏ2 = ?̃?mu𝑎−1𝑥 , ?̃?mu = √−2(?̃?0 ̃𝑐1 + ̃𝑞) , (6.16)
𝑘max = √−2𝑀(2𝑛0𝑐1 + 𝑞)/ℏ2 , = ?̃?max𝑎−1𝑥 , ?̃?max = √−2(2?̃?0 ̃𝑐1 + ̃𝑞) , (6.17)
where we use |k| = |?̃?| 𝑎−1𝑥 to express momenta in terms of length scales.
The discussions of the mean-field phase diagram and the Bogoliubov excitation spectrum in Sec-
tions 5.2 and 5.3 can be directly carried over to dimensionless quantities. Heuristically, the dimen-
sionless relations are obtained from the dimensionful ones by setting 𝑀 = ℏ = 1 and adding a tilde
to all dimensionful quantities. For instance, the phase transition at 𝑞 = −2𝑛0𝑐1 is determined by
̃𝑞 = −2?̃?0 ̃𝑐1.
Units defined by the healing length
For numerical computations of the dimensionless GPE (6.9) one needs to specify the three parameters
̃𝑞, ̃𝑐0 and ̃𝑐1. The values of these parameters depend on the given choice for the length unit 𝑎𝑥. It
is convenient to employ a convention of units where the healing length is proportional to the length
unit. We choose a formulation in which the length unit 𝑎𝑥 is defined by the density healing length 𝜉0
according to 𝑎𝑥 =
√







, 𝑎𝜔 = 𝑛|𝑐0| , (6.18)
where 𝑛0 = 𝑁0/𝑉 is the particle density of the condensed particles in the system, which in a perfect
BEC corresponds to the total particle density. For our computations we set 𝑁0 to be the number of
particles excluding the quantum half added to the initial state in form of statistical fluctuations. By









where the spin healing length only depends on the dimensionless coupling ratio 𝑐0/𝑐1 = ̃𝑐0/ ̃𝑐1. Analo-











152 Appendix to Chapter 6
with 𝑖 = 0, 1 for the density and the spin, respectively. We note that the values for the density-related
quantities are ?̃?𝜉0 ≈ 8.89 and 𝜏𝜉0 = 1 while the spin-related quantities only depend on the coupling













implying ?̃?0 ̃𝑐0 = sgn(𝑐0). This particular convention of units is characterized by the property ?̃?0| ̃𝑐0| =
1, which shows itself in a simplification of the expressions for the characteristic scales.
As a side remark, we also provide the relevant equations for a conversion to other units. This may
come into play when comparing numerical simulations using different units. Assume that one set of
dimensionless parameters ( ̃𝑞, ̃𝑐0, ̃𝑐1) is obtained for the length unit 𝑎𝑥 while another set of dimensionless
parameters ( ̃𝑞′, ̃𝑐′0, ̃𝑐′1) is based on the length unit 𝑎′𝑥. The parameters can be related to each other by
̃𝑞′ = ̃𝑞 (𝑎𝑥𝑎′𝑥
)
−2
, ̃𝑐′0 = ̃𝑐0 (
𝑎𝑥
𝑎′𝑥













, ̃𝜉′𝑖 = ̃𝜉𝑖 (
𝑎𝑥
𝑎′𝑥






where again 𝑖 = 0, 1 for density and spin, respectively.
Dimensionless GPE with rescaled field
In the dimensionless GPE (6.9) it is possible to scale out one of the coupling dependencies, for instance
one can rescale the field in a way such that the density-density coupling is set to one. In order to do
so, we perform a rescaling of the field according to
̃𝜓𝑚( ̃𝑥) → ̅𝜓𝑚( ̃𝑥) =
1
√?̃?0
̃𝜓𝑚( ̃𝑥) , (6.24)
where ̅𝜓𝑚( ̃𝑥) is the rescaled dimensionless field. As a consequence, we obtain the rescaled dimensionless
particle density ?̅?𝑚( ̃𝑥) = ?̃?−10 ?̃?( ̃𝑥) and the rescaled dimensionless spin density ̅𝐹𝑚( ̃𝑥) = ?̃?−10 ̃𝐹 ( ̃𝑥).
Inserting the rescaled field into (6.9) yields a dimensionless GPE of the form
𝑖𝜕 ̃𝑡 ̅𝜓𝑚( ̃𝑥) = [(−
1
2∇̃
2 + ̅𝑞 𝑚2 + ̅𝑐0 ?̅? ( ̃𝑥)) 𝛿𝑚𝑚′ + ̅𝑐1 ̅𝐹 𝑖( ̃𝑥)𝑓 𝑖𝑚𝑚′] ̅𝜓𝑚′( ̃𝑥) , (6.25)
with parameters are given by
̅𝑞 = ̃𝑞 = 𝑞𝑛0|𝑐0|




where ̃𝑞, ̃𝑐0 and ̃𝑐1 are the dimensionless parameters in (6.21). In this formulation the density coupling
parameter is absorbed into the field such that only ̄𝑞 and ̄𝑐1 need to be specified. The relevant







?̃?𝜉𝑖 = 2𝜋√2| ̄𝑐𝑖| , (6.27)
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where the tilde indicates the dimensionless scales introduced above. In this convention, the most un-
stable momentum is given by ?̃?mu = √−2( ̄𝑞 + ̄𝑐1) and the largest unstable momentum by ?̃?max =
√−2( ̄𝑞 + 2 ̄𝑐1).
In our simulations, the time evolution is carried out in the convention using the healing length as
length unit and performing a field rescaling to set the density coupling to unity. The input parameters
for the simulations are therefore provided in terms of the Zeeman energy ̄𝑞 and spin-coupling ̄𝑐1.
The computation of observables, however, is performed without field rescaling such that it yields the
dimensionless particle and spin densities ?̃?( ̃𝑥) and ̃𝐹 ( ̃𝑥).
6.B Numerical methods
This appendix provides an overview over the methods used to numerically compute the time evo-
lution of a spin-1 Bose gas. Our computations are based on classical-statistical simulations of the
multi-component GPE (5.28). We solve the dimensionless GPE (6.9) on a cubic lattice using a time
splitting Fourier pseudospectral (TSFP) method. In the following, we first summarize key aspects of
the classical-statistical approximation, then briefly outline the TSFP method and finally describe the
employed discretization.
6.B.1 The classical-statistical approximation
In the classical-statistical approximation, also known as the truncated Wigner approximation (TWA),
a quantum field theory is mapped onto a classical-statistical field theory [165–167]. In regimes where
the quantum theory is generally expected to be well-described by the corresponding classical theory,
this method provides an accurate description of the full quantum dynamics. Since this is the case for
weak couplings and large occupancies, we can use the TWA to study the far-from-equilibrium dynamics
of a spin-1 BEC with overoccupied initial conditions as it is discussed in Chapter 6.
In the following, we outline the procedure and the validity of classical-statistical simulations. For
a derivation of the TWA from the full generating functional we refer to [168]. A derivation based on
the so-called Wigner representation of quantum dynamics can be found e.g. in [165, 167].
In classical-statistical simulations, fields are evolved according to their classical equations of mo-
tion and observables are computed by averaging functions of these fields over an ensemble of initial
conditions. This means that the quantum theory is simulated by a classical random process where
quantum corrections appear only through the initial conditions and the ensemble average. Quantum
fluctuations are mimicked by adding appropriate classical-statistical fluctuations, also referred to as
truncated Wigner noise, to the initial state. For each realization in an ensemble of initial conditions,
the field is evolved using the GPE. Observables are computed by taking the average over all realizations
of the given ensemble [167].
In our numerical computations, Wigner noise is included in the form of uncorrelated Gaussian
white noise corresponding to an average occupation of one half per momentum mode. We add random
Gaussian distributions centered around √𝑛W exp(𝑖𝜃k) to the initial state at time 𝑡0, with 𝑛W = 0.5
representing the occupation of the quantum half and 𝜃k being a random phase angle.
By making the TWA, simulations of ultracold Bose gas dynamics reduce to computing the time
evolution of the classical field for many initial states [166]. Hence, the TWA constitutes an immense
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reduction in complexity as compared to the full many-body quantum problem. Applications of the
TWA range from cosmology [169–171], quantum field theory [172, 173], and heavy-ion collisions [73,
174, 175] to quantum optics and ultracold quantum gases [165, 166].
The range of validity and the limitations of classical-statistical simulations can be obtained by
direct comparisons of the nonequilibrium classical and quantum time evolution for the same initial
conditions. For relativistic and nonrelativistic scalar field theories, analyses employing 2PI effective
action techniques and kinetic frameworks can be found in [172, 173, 176].
Firstly, we note that the TWA only provides an accurate description of the quantum dynamics if
the characteristic occupation numbers are large enough. In the path integral formalism one finds that
the TWA consists in neglecting terms that are only present in the quantum theory while keeping terms
from the classical theory. This can be stated in form of a “classicality” condition requiring sufficiently
large occupancies [168]. Usually, this limits the application of the TWA to not too late times. At too
late times all classical-statistical descriptions break down since typical occupancies become of order
one, which is the case for thermal equilibrium, and genuine quantum processes dominate. Hence, the
approach of quantum thermal equilibrium cannot be captured by classical-statisticl simulations [168].
Secondly, classical-statistical simulations are restricted to sufficiently weak couplings. The reason
is that the coupling controls the relative size of the occupation number per mode as compared to the
quantum half. Since the quantum half has to be subject to an ultraviolet cutoff regulating the Rayleigh-
Jeans divergence present in classical theories, the TWA breaks down for larger couplings where the
cutoff dependence becomes sizable [177]. If the coupling is too large, the exchange between high and
low momentum modes is not sufficiently suppressed such that the quantum half can decay. Since this
does not reflect the correct behavior of a quantum theory, it restricts the validity of classical-statistical
simulations.
To stay in the range of validity of the classical-statistical approximation, we have to ensure that
couplings are small and occupations are large, with respect to the characteristic scales of the system.
Since the far-from-equilibrium dynamics studied in Chapter 6 is dominated by the highly occupied
infrared momentum range, it poses a regime that can be accurately captured by classical-statistical
simulations.
6.B.2 The time splitting Fourier pseudospectral method
The time splitting Fourier pseudospectral (TSFP) method is an explicit numerical method to solve
nonlinear partial differential equations like the nonlinear Schrödinger equation. It can be efficiently
implemented using fast Fourier transforms. The TSFP method respects periodic boundary conditions
and conserves properties of continuous partial differential equations, for instance time reversibility,
time-transverse invariance, the dispersion relation of plane wave solutions and the total particle number
[178].
The core idea of the TSFP method is to split the original partial differential equation into subprob-
lems that can be solved exactly or whose exact solution can be approximated in an appropriate way.
Thereby a Fourier pseudospectral method is used to discretize the subproblem involving the spatial
derivative. The solutions of the subproblems are subsequently combined by means of a time splitting
scheme that approximates the solution of the original problem to a desired order in time.
Here, we work with a two-way splitting of the spin-1 evolution equation following [179]. Since both
subsystems can be solved exactly in time, this splitting yields a symplectic integrator of the spin-1
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GPE. The solutions of the subsystems are combined using the optimized fourth order time splitting
scheme put forward by [180]. For a detailed description of the method and our implementation of the
spin-1 BEC we refer to [181].
6.B.3 Lattice discretization
Simulations are performed on a three dimensional cubic lattice with periodic boundary conditions and
volume 𝑉 = 𝐿3, where 𝐿 = 𝐿𝑥 = 𝐿𝑦 = 𝐿𝑧 is the (dimensionful) side length of the lattice. For 𝑎𝑥 being
the length unit of our system, we can write 𝐿 = ?̃? 𝑎𝑥 with ?̃? being the dimensionless side length of the
cubic lattice, also referred to as the numerical side length. The dimensionless volume then follows as
̃𝑉 = ?̃?3.
The resolution of the simulation is determined by the number of lattice points used in order to
discretize the side length ?̃?. On our cubic grid we consider the same number of grid points 𝑁 for each
lattice side such that ?̃? = 𝑁 ̃𝑎 with ̃𝑎 being the dimensionless lattice spacing. The spatial extend in




















2 − 1 , (6.28)
with spatial extend −?̃?/2 ≤ ̃𝑥𝑖,𝑛 < ?̃?/2 in each direction 𝑖 = 𝑥, 𝑦, 𝑧. We assume that our lattice
respects periodic boundary conditions such that we can apply discrete Fourier transforms. The Fourier























2 − 1 , (6.29)
such that the smallest nonzero momentum in one direction is ̃𝑝𝑖,min = 2𝜋/?̃? with 𝑖 = 𝑥, 𝑦, 𝑧, while the
largest momentum in one direction is ̃𝑝𝑖,max = 𝜋/ ̃𝑎. Considering −𝜋/ ̃𝑎 ≤ ̃𝑝𝑖,𝑛 < 𝜋/ ̃𝑎 one finds that
the total momentum range in one direction is 2𝜋/ ̃𝑎, which corresponds to the length scale ̃𝑎. For the
three-dimensional cubic lattice, we obtain the lattice momentum cutoffs












where we consider any of the three directions 𝑖 = 𝑥, 𝑦, 𝑧 in the former and sum over 𝑖 = 𝑥, 𝑦, 𝑧 in
the latter case. The infrared (IR) momentum cutoff describes the smallest momentum interval on the
grid, while the ultraviolet (UV) cutoff describes the largest absolute momentum value on our cubic
grid. The UV cutoff momentum corresponds to the wavelength 𝜆min = 2𝜋/ΛUV ≈ 1.15 ̃𝑎, which is the
smallest wavelength that can be resolved on the grid.
The spatial discretization is closely connected to the numerical stability of the TSFP method.
Numerical instabilities intrinsic to splitting algorithms can be avoided by choosing sufficiently small
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with Λ̃UV being the largest momentum on the discrete grid. In general, one wants to employ time steps
as large as possible without encountering inaccuracies or instabilities in order to reduce the required
computing capacity. For our simulations, we compare various Δ𝑡 and use the largest time step for
which the distribution functions is in good agreement with simulations employing smaller time step
sizes.
6.C Extracting scaling exponents of the self-similar time evo-
lution
In this appendix we describe the fitting procedure deployed to determine the time-dependent scaling
exponents 𝛼(𝑡) and 𝛽(𝑡) for the occupation number distribution functions of the spin-1 Bose gas. The
method is adapted from the procedure described in Appendix 3.C.
Considering (3.64) and the associated discussion, we numerically approximate the scaling function
by
𝑓rsc(𝑡, 𝑘rsc) = ( 𝑡𝑡ref )
−𝛼 𝑓 (𝑡, 𝑘) , 𝑘rsc = ( 𝑡𝑡ref )
−𝛽 𝑘 , (6.32)
where 𝑓 is the distribution function and 𝑘rsc is the rescaled momentum. This relation allows for a
comparison of the distribution function at a time 𝑡 with the distribution function at some reference
time 𝑡ref . Deviations from a perfect scaling behavior are quantified by (3.67), which we minimize using
optimization routines provided by the Python SciPy library. Errors are estimated as described in
Appendix 3.C.
The computation of the deviations requires an interpolation of the numerically computed distri-
bution functions. We smooth and interpolate our data using a cubic spline provided by the Python
SciPy library. In order to analyze the infrared scaling behavior, we take into account all momenta for
which 𝑓(𝑡ref , 𝑘) is larger than a constant threshold 𝑓thresh which is chosen such that only the inverse
particle cascade is included. The results in the main text are computed for 𝑓thresh = 104.
Since the dynamics of the spin-1 Bose gas slows down during the time evolution, it is convenient
to use the distribution functions at late times as reference. We compare the distribution function at a
time 𝑡 to several reference times 𝑡ref , at which the system is nearly stationary. The exponents presented
in the main text are obtained from the average over the reference times 𝑡ref = 1300, 1325, 1350. Since
a proper comparison is only possible for sufficiently large time windows Δ𝑡 = 𝑡ref − 𝑡, we only present
results for 𝑡 ≲ 1200.
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