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Notations mathématiques
• {e1, e2, e3} : base canonique de R3.
• I3 : matrice identité.
• |.| : valeur absolue.
• ‖.‖ : norme euclidienne sur R3.
• 〈., .〉 : produit scalaire.
• × : produit vectoriel.
• ⊤ : opérateur transposé.
• (.)× : matrice antisymétrique 3× 3 associée au produit vectoriel ×, i.e. ∀(u, v) ∈
R
3×3, u×v = u× v.
• π(.) : matrice projection, i.e. ∀u ∈ R3 tel que ‖u‖ = 1, πu = (I3 − uu⊤).
• signe (.) : fonction signe, i.e. ∀x ∈ R∗, signe (x) = x|x| .
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Introduction
Ces dix dernières années, les avancées technologiques et les nombreuses applications
potentielles ont suscité un intérêt croissant pour la robotique aérienne. Les petits véhi-
cules aériens sans pilote ont des applications commerciales évidentes dans l’inspection
d’ouvrages d’art comme les ponts, les barrages ou les lignes hautes tensions, l’explora-
tion d’environnements dangereux comme des forêts en feu ou des zones radioactives, les
missions militaires de reconnaissance, etc. Ces drones peuvent également être utilisés
en intérieur pour des applications telles que l’inspection de mines ou de grands bâti-
ments, la recherche de rescapés dans un environnement dangereux et confiné comme un
immeuble en feu ou un bâtiment sinistré suite à un séisme. La difficulté de naviguer de
façon autonome dans ces environnements très encombrés survient alors. Les fonctions
d’évitement d’obstacles, de décollage et d’atterrissage automatique dans des milieux
inconnus sont évidemment nécessaires pour garantir la sûreté de l’engin et la réussite
de la mission.
En parallèle, de nombreux travaux se sont focalisés sur l’étude du comportement
des insectes. Plus particulièrement, on s’est intéressé aux réactions de l’insecte face aux
obstacles, aux techniques adoptées pour suivre un couloir ou encore à leurs stratégies
d’atterrissage. On sait que les insectes tels que l’abeille ou la mouche sont très sensibles
aux mouvements créés par leur déplacement propre par rapport à l’environnement
ou par le déplacement d’objets par rapport à eux. Ce sont ces mouvements perçus
par les facettes de leurs yeux qui leur permettent de naviguer efficacement dans leur
milieu. Suite à ces études, des stratégies de commande s’inspirant du comportement
des insectes ont vu le jour pour la commande de robots.
Depuis 2003, le CEA LIST développe un véhicule à décollage et atterrissage ver-
tical à quatre rotors. Le contrôle d’assiette, la navigation à base de mesure GPS et
l’asservissement visuel sur cible connue ont déjà été testés et validés sur le prototype.
Malheureusement, les mesures inertielles à elles seules ne suffisent pas à obtenir une
estimation fiable de la vitesse du véhicule. De plus, en environnement urbain ou in-
térieur, le GPS n’est pas disponible. Ce dernier ne permet pas non plus de mesurer
la proximité des obstacles. Enfin, les techniques de commande par vision font souvent
l’hypothèse que l’environnement est connu ou partiellement connu afin d’extraire une
image de la vitesse. L’objectif de cette thèse est de se placer dans le contexte où les
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objets de l’environnement sont inconnus. Le but est alors de proposer, à partir de la
mesure du flot optique et en s’inspirant par exemple du vol des insectes, des fonctions
simples comme la stabilisation, l’atterrissage ou l’appontage et enfin la navigation sans
collision. Avant d’aller plus loin, laissons l’abeille Floptico, professeur en techniques
avancées de navigation, introduire les problèmes abordés dans ce manuscrit...
Floptico : J’espère que vous êtes prêt à utiliser vos yeux jeune Shoubee. Je pense
que le professeur Guenaro vous a donné les bases du pilotage, il vous faut maintenant
apprendre les rudiments de la navigation sans collision, car le monde qui vous entoure
est rempli d’obstacles. Tout d’abord, avez-vous déjà entendu parler du flot optique ?
Shoubee : Vaguement. Je crois que c’est quand les objets bougent devant les yeux,
on peut percevoir les mouvements.
Floptico : et ?
Shoubee : Je ne sais pas, mais ça donne le tournis !
Floptico : Bon, je vois qu’il va falloir reprendre depuis le début. Simplement, le flot
optique est le champ de déplacement perçu par un observateur en mouvement relatif
avec les objets de son environnement. Prenons un exemple concret, l’observateur, ce
sont vos yeux et les objets sont des arbres. Lorsque vous vous déplacez par rapport à
l’arbre, les images perçues par vos yeux se déplacent également. C’est l’ensemble des
déplacements en chaque point de l’image qu’on appelle flot optique.
Shoubee : Ok ! mais si l’arbre était complètement blanc, je ne verrais plus rien ?
Floptico : Tout à fait ! Et c’est là que nous allons devoir faire une hypothèse impor-
tante. Pour percevoir le flot optique, il faut que les objets de l’environnement soient
texturés. Cependant, vous remarquerez que l’environnement naturel dans lequel vous
évoluez est souvent très texturé : les arbres, les fleurs, etc. Néanmoins, je vous conseille
d’éviter de voler au ras de l’eau et des baies vitrées.
Shoubee : Je vois. Et quel est l’intérêt du flot optique pour la navigation ?
Floptico : C’est ce qui va nous occuper dans le chapitre 1. En fait, le flot optique est
proportionnel à la vitesse relative des objets par rapport à l’observateur et inversement
proportionnel à la distance qui les sépare. Nous allons donc voir que ce signal est très
utile pour détecter des obstacles et donc les éviter. Par exemple, si vous vous dirigez
à vitesse constante vers un obstacle, le flot optique perçu en certains points de l’image
va diverger. Ceci indique alors un danger imminent.
Shoubee : Génial, ça semble amusant en fait. On peut faire de super acrobaties.
Floptico : Oui, enfin dans les limites du raisonnable. Rappelez-vous que la vitesse
de battement de vos ailes est limitée et que si vous vous approchez trop vite et trop
près d’un obstacle, vous ne pourrez plus l’éviter. D’ailleurs, pour la peine, nous allons
également faire quelques rappels sur les véhicules aériens à décollage et atterrissage
vertical dans le chapitre 2.
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Shoubee : Pourquoi ? Je me sens à l’aise dans le pilotage, il n’y a pas de problème !
Floptico : Il est important de comprendre que votre système de vol est sous-actionné.
Par exemple, pour voler vers la gauche, il faut tourner votre corps vers la gauche afin
de modifier votre angle de roulis. Bien sûr, dans les conditions de vol dites quasi-
stationnaires, cela ne pose pas de problème. Cependant, dans certaines conditions de
vol un peu extrêmes, les problèmes de stabilité et de robustesse sont plus complexes
à résoudre. Combiner pilotage et navigation par flot optique nécessite donc quelques
développements et justifications. Ce sera également l’occasion de faire un panorama
des stratégies de commande référencées vision qui vous seront très utiles.
Shoubee : Et quand est-ce qu’on utilise le flot optique dans tout ça ?
Floptico : Ça vient, ne soyez pas impatient. Avant de nous intéresser aux stratégies de
navigation, il nous faut traiter le flot optique pour en tirer les informations dont nous
avons besoin pour la commande. Autrement dit, le flot optique fournit des informations
brutes qu’il nous faut interpréter. C’est l’objet du chapitre 3. Prenons l’exemple d’une
fleur en mouvement relatif par rapport à vous. Ce déplacement relatif va créer du flot
optique en plusieurs points de l’image. Ceci fournit alors beaucoup trop d’informations
si le nombre de points est élevé alors que les seules données qui nous intéressent sont
la proximité de l’obstacle et la vitesse relative de celui-ci.
Shoubee : On va donc pouvoir estimer séparément la distance à l’obstacle et la vitesse
relative ?
Floptico : Non, pas tout à fait. Sous certaines conditions, on pourra seulement obtenir
le rapport entre la vitesse relative et la distance à l’obstacle. Nous noterons w le vecteur
vr/d, où vr est la vitesse relative et d la distance minimale à l’obstacle.
Shoubee : Cela signifie que même proche de la fleur, si je suis immobile par rapport
à elle, alors je ne perçois aucun signal.
Floptico : Exactement, et c’est ce que nous allons chercher à faire dans le chapitre
4. Notre objectif va consister à nous stabiliser par rapport à un objet tel q’une fleur.
Pour cela, la stratégie va simplement consister à annuler w. De cette façon, on annulera
également vr. Nous montrerons également que la distance d reste strictement positive
durant la manœuvre.
Shoubee : Cool ! Mais comment je butine la fleur si je reste éloigné d’elle ? Il faut que
je m’approche, non ?
Floptico : Ce sera la deuxième étape. Une fois stabilisés, nous allons chercher à atterrir
sur la fleur. Pour cela, considérons la composante de w dans la direction de l’obstacle :
wd = vd/d, vd étant la vitesse d’approche. Maintenant, supposez un instant que wd est
égal à une constante ω∗, que se passe t-il ?
Shoubee : J’en déduis que vd = ω∗d et donc que la vitesse d’approche est proportion-
nelle à la distance. Cela signifie que plus je m’approche de l’obstacle, plus je réduis ma
vitesse.
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Floptico : N’est-ce pas le but recherché ?
Shoubee : Si, et ça assure surtout un atterrissage en douceur.
Floptico : Très bien. On connait notre objectif, il ne reste plus qu’à proposer une
stratégie de commande.
Shoubee : Ok. Maintenant, que puis-je faire si je ne souhaite pas atterrir sur la fleur ?
Je voudrais simplement l’éviter.
Floptico : C’est la deuxième partie du travail qui nous attend. Dans le chapitre 5,
nous allons appréhender certains problèmes de suivi de terrain et d’évitement d’obs-
tacles. Pour introduire le sujet, supposez que vous naviguez parallèlement au sol avec
une vitesse d’avance v‖ = v∗ constante. Considérez alors la composante de w dans la
direction d’avance : w‖ = v∗/d, où d est la distance au sol. De plus, supposez que w‖
est égal à une constante ω∗, que peut-on alors en déduire ?
Shoubee : Facile, d = v∗/ω∗. Ceci signifie que je navigue à distance constante du sol.
Floptico : Bingo ! cela permet surtout de garder une distance de sécurité avec les
obstacles. Nous allons donc proposer une stratégie permettant de suivre des obstacles
tout en évitant de s’en approcher de trop près.
Shoubee : Et pourquoi on ne cherche pas à s’en éloigner le plus possible ?
Floptico : Bonne question ! Déjà, si vous vous en éloignez trop, vous ne percevrez plus
de flot optique. Ceci risque d’être déstabilisant puisque, en quelque sorte, vous n’aurez
plus de repères. De plus, dans certains environnements très encombrés, vous ne pouvez
pas vous écarter infiniment des objets. Prenez l’exemple d’un environnement chargé en
fleurs, arbres, et plantes en tout genre.
Shoubee : Super, on est parti pour l’aventure ? Attendez... je vois qu’il y a un sixième
chapitre ?
Floptico : Oui, c’est la partie sportive du travail qui nous attend. Dans le chapitre 6,
nous mettrons en pratique ce que nous avons élaboré, rien de tel qu’un peu d’exercice.
Mais pour le moment, envolons nous vers le premier chapitre...
Chapitre 1
Le flot optique et son utilisation en
robotique
Lors d’une journée de pêche peu fructueuse, il nous arrive bien souvent d’avoir l’œil
attiré par une libellule se posant sur le bout de la canne à pêche ou par une abeille
butinant une fleur. On en vient alors à se demander comment ces petits insectes sont
capables de naviguer avec une telle précision et une telle efficacité. Des chercheurs se
sont intéressés à l’œil des insectes ainsi qu’à leur comportement dans l’environnement
qui les entoure. On a alors pu observer qu’ils étaient très sensibles aux mouvements.
Ceci explique par exemple qu’il est si difficile d’attraper une mouche, le mouvement
rapide d’un objet proche d’eux étant interprété comme un danger immédiat. Le champ
de mouvement perçu par les yeux des insectes est appelé flot optique (ou flux optique
dans la littérature). Aujourd’hui, nous sommes capables de mesurer le flot optique à
partir d’images acquises par une caméra. Par exemple, un capteur de souris d’ordinateur
capte le mouvement relatif de la souris par rapport à son support, ce qui permet de
déplacer le curseur sur l’écran.
Depuis les débuts de la robotique, on cherche également à s’inspirer du comporte-
ment des insectes pour élaborer des stratégies de navigation dites bio-inspirées. Ainsi,
les techniques d’évitement d’obstacles, de suivi de terrain et d’atterrissage observées
chez les insectes ont servi de modèle à de nombreuses applications en robotique, notam-
ment en robotique mobile et aérienne. Dans un premier temps, le but de ce chapitre est
de montrer comment le flot optique peut être perçu et à quoi il correspond mathéma-
tiquement. Dans un deuxième temps, nous donnerons une vue globale de l’utilisation
du flot optique en robotique à travers les résultats existants.
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1.1 Le flot optique
Lorsqu’un observateur (l’œil d’un animal, une caméra, etc.) est en mouvement relatif
avec les objets de son environnement, un champ visuel de déplacement peut être perçu,
ce champ est appelé flot optique (ou flux optique). Cette section a pour but de montrer
la richesse d’information contenue dans ce signal visuel en décrivant quelques méthodes
d’extraction d’informations. Dans un premier temps, nous définirons précisément le flot
optique et comment il peut être estimé, puis nous aborderons de façon non-exhaustive
les techniques d’estimation de mouvement.
1.1.1 Mesure et description du flot optique
Mesure du mouvement apparent
Mesurer le flot optique consiste à estimer le mouvement des points d’une image.
Pour cela, différentes méthodes ont été explorées, dont la plupart sont exposées dans
[Barron 94]. Les méthodes par appariement de blocs consistent à maximiser l’inter-
corrélation de régions de deux images acquisent à deux instants successifs, à minimiser
la somme des carrés des différences entre les régions, ou encore à minimiser la somme
des valeurs absolues des différences. Les méthodes basées énergie utilisent le domaine
fréquentiel. Néanmoins, les techniques les plus répandues sont les méthodes différen-
tielles [Horn 81, Lucas 81], souvent moins coûteuses en temps de calcul. L’approche




(p, t) ≡ 0
Ceci se traduit par
∇I(p, t)p˙+ ∂I
∂t
(p, t) ≡ 0 (1.1)
Notons que le flot optique est généralement estimé sur la surface image d’une caméra.
En particulier, lorsqu’il s’agit d’une surface planaire, p˙ n’a que deux composantes p˙x et
p˙y. On remarque ainsi que deux inconnues sont à estimer pour déterminer p˙. L’équation
scalaire (1.1), appelée équation de contrainte du flot optique, ne suffit donc pas pour
déterminer le flot optique, le problème est mal posé (une équation pour deux inconnues).
Ce dernier, connu sous le nom de problème d’ouverture (aperture problem en anglais)
implique que seule la composante colinéaire à ∇I du déplacement p˙ est mesurable.
Pour que l’équation (1.1) ait une solution unique, il est alors nécessaire d’ajouter une
contrainte sur le flot optique p˙. Dans [Horn 81], une contrainte globale de régularité
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La fonction est définie sur un domaine D et α représente l’influence du terme de
régularité. Dans [Lucas 81], on suppose simplement que le flot optique est constant sur









W est une fenêtre qui donne plus d’importance aux points proches du centre du voi-
sinage V qu’à ceux proches de la périphérie. Si les méthodes différentielles sont sen-
sibles aux changements d’illumination et aux bruits de calcul des dérivées partielles,
elles présentent deux autres inconvénients. Les méthodes différentielles font l’hypothèse
que le champ de mouvement est continu alors que deux objets proches sur l’image
peuvent avoir des mouvements différents (en se trouvant à des profondeurs différentes
par exemple). Les méthodes différentielles ont également l’inconvénient de ne mesurer
que de faibles déplacements. Ce phénomène, connu sous le nom d’aliasing temporel, est
dû au fait que, sur un voisinage donné, un motif visible à un instant t ne l’est pas néces-
sairement à l’instant t + dt. Pour pallier cela, il existe des méthodes multi-résolutions
qui consistent à estimer le flot optique sur des résolutions plus faibles et à revenir pro-
gressivement vers la résolution initiale afin d’affiner l’estimation [Bouguet 99]. Il existe
également des techniques mixtes utilisant l’appariement de blocs et les méthodes dif-
férentielles [Beghdadi 03], ce qui permet d’allier les avantages des deux méthodes.
Flot optique et champ de déplacement
Nous avons vu, à travers les méthodes différentielles, que le flot optique ne mesurait
pas le mouvement relatif exact des objets. Par exemple, en observant un objet tota-
lement uniforme, aucun gradient ne sera mesuré dans l’image et le flot optique sera
considéré comme nul quel que soit le mouvement de l’objet ou de la caméra. Néanmoins,
considérons que nous sommes dans le cas idéal (les objets observés sont texturés) et
que le flot optique mesure bel et bien la projection 2-D du mouvement relatif 3-D de
l’observateur par rapport à l’objet. Par exemple, en projection sphérique, le mouvement
p˙ d’un point p sur la sphère unité s’écrit alors [Koenderink 87]
p˙ = − (Ω× p)− (I − pp⊤) Vr
ρ
(1.2)
où ρ correspond à la distance entre le centre de la sphère et l’objet observé dans
la direction p ; et (Ω, Vr) correspondent respectivement à la vitesse de rotation de
l’observateur et la vitesse de translation relative. On remarque donc que le flot optique
dépend à la fois de la vitesse de rotation de l’observateur et du déplacement relatif
entre l’observateur et l’objet. On remarque également que le terme (Ω× p) ne dépend
pas de la distance ρ alors que le terme (I − pp⊤)Vr/ρ est inversement proportionnel à
ρ. Deux propriétés intéressantes doivent être soulignées à propos de ce dernier terme.
• On remarque que si la vitesse de rotation est nulle, le flot optique est nul si p
est colinéaire à Vr. Tout point de l’image vérifiant 〈p, Vr〉 = ‖Vr‖ est appelé foyer
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d’expansion (Focus Of Expension en anglais). De même, le point p de l’image
vérifiant 〈p, Vr〉 = −‖Vr‖ est appelé foyer de contraction. Si tous les objets de
l’environnement sont statiques, il n’y a qu’un seul foyer d’expansion et un seul
foyer de contraction sur toute l’image.
• Le facteur ‖Vr‖ /ρ est homogène à l’inverse d’un temps et représente la proximité
(en temps) de l’objet. Dans la direction du foyer d’expansion, ‖Vr‖ /ρ = |ρ˙| /ρ =
1/τ est l’inverse du temps qu’il reste avant une collision avec l’obstacle si la vitesse
Vr est constante. Ce temps est appelé temps à collision ou temps avant contact.
Il est clair que la vitesse de rotation a un effet indésirable pour l’observation du foyer
d’expansion et du temps à collision, c’est pour cela qu’on cherche bien souvent à an-
nuler ce terme. On a d’ailleurs observé que les insectes privilégient les déplacements en
translation (mouvements très rapides en rotation), sans doute pour éviter au maximum
ce genre de perturbations [Collett 75].
Pour conclure, dans cette thèse, nous supposerons que le flot optique est équivalent au
champ de déplacement pour nos développements théoriques. Pour compenser la com-
posante du flot optique due à la vitesse de rotation de l’observateur, nous utiliserons des
capteurs gyroscopiques, ce qui nous permettra de nous intéresser à la seule composante
en translation.
1.1.2 Estimation de l’ego-motion
L’ego-motion, littéralement “le mouvement propre”, peut être défini comme le mou-
vement 3-D de l’observateur relativement à son environnement. Si on suppose que les
objets de l’environnement sont statiques, estimer l’ego-motion consiste à déterminer
le mouvement de l’observateur lui-même. Dans le cas où certains objets sont mobiles,
leurs mouvements doivent être pris en compte dans l’estimation. Lorsqu’on utilise le flot
optique pour le calcul d’ego-motion, le foyer d’expansion fait partie des informations
qu’on cherche à extraire. Plus généralement, le calcul d’ego-motion consiste à estimer
la vitesse de rotation Ω ainsi que la vitesse de translation Vr.
De l’expression du flot optique (1.2), on remarque qu’il n’est pas possible d’estimer
l’amplitude de Vr. En effet, si on multiplie vitesse et distance à l’objet d’un même






En raison de cette ambiguïté, seule la direction de Vr, c’est-à-dire le foyer d’expan-
sion, est observable. L’estimation du foyer d’expansion ainsi que de la vitesse de rota-
tion a beaucoup intéressé les chercheurs en vision, le lecteur peut se référer à l’article
[Tian 96] qui compare plusieurs méthodes classiques. Nous détaillons ici l’une d’entre
elles. L’algorithme d’estimation par moindres carrés développé dans [Bruss 83] utilise
une contrainte bilinéaire et suppose que l’environnement est totalement statique. De
l’équation (1.2), on déduit que
V ⊤r [p× (p˙+ Ω× p)] = 0 (1.3)
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La méthode est itérative et consiste à déterminer Ω en fonction de Vr avec un esti-
mateur par moindres carrés à partir de l’équation (1.3). Le résultat est réinjecté dans
l’équation (1.3), ce qui permet d’obtenir une contrainte non-linéaire sur Vr. Une mini-
misation non-linéaire basée sur cette contrainte permet d’estimer la direction de Vr en
considérant que ‖Vr‖ = 1. Lorsque Vr ≡ 0, l’équation (1.3) n’est pas exploitable. Dans
ce cas particulier, une simple estimation par moindres carrés permet d’extraire Ω. Il est
également intéressant de considérer le cas où la vitesse de rotation est compensée avec
l’utilisation d’un autre capteur. Dans ce cas, le mouvement résultant est équivalent à
une translation pure et l’estimation consiste simplement à trouver le vecteur propre
associé à la plus petite valeur propre d’une matrice symétrique définie positive.
D’autres méthodes, décrites dans [Tian 96], sont basées sur la parallaxe de mouvement
en remarquant que la différence de deux vecteurs de flot optique donne une contrainte
ne dépendant que de la vitesse de translation, ou utilisent des estimations linéaires
basées sur la contrainte épipolaire.
1.1.3 Estimation des paramètres 2-D de transformation
Il existe des méthodes de calcul des paramètres de transformation (rotation, trans-
lation et facteur d’échelle) entre deux ensembles de points définis dans l’espace 3-D
[Horn 87]. Ces méthodes ont été améliorées et adaptées par la suite pour l’estimation
de quatre paramètres 2-D (translation, échelle et rotation sur l’axe optique) entre deux
ensembles de points définis sur la surface image [Umeyama 91]. Plaçons nous dans le
cas où la surface image est un plan (projection planaire) et supposons que l’environne-
ment est statique. Pour estimer les paramètres 2-D, la méthode consiste à minimiser
l’erreur suivante :





‖p′i − (sRpi + T )‖2
où {pi}, {p′i} sont les deux ensembles de points dans le plan image, R est la rotation
autour de l’axe optique, T est la translation dans le plan image et s est le facteur
d’échelle. Une décomposition en valeurs singulières de la matrice de corrélation permet
alors d’estimer les paramètres. Lorsqu’on utilise le flot optique, la technique consiste à
déterminer les paramètres de transformation qui permettent le passage de l’ensemble
des points pi à l’ensemble des points p′i = (pi + p˙idt). Cette méthode ne peut être
considérée comme une méthode d’estimation d’ego-motion que dans le cas où le plan
image de la caméra est parallèle à un objet plan. Ceci exclut toute rotation de type
tangage et roulis. Cependant, elle peut être très utile pour déterminer des points où
le flot optique prend des valeurs aberrantes. En effet, un point aberrant peut être
déterminé en constatant que le flot optique en ce point ne satisfait pas “suffisamment”
aux paramètres de transformation.
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1.1.4 Estimation de paramètres 2-D du mouvement
Certaines méthodes basées modèle permettent d’estimer des paramètres 2-D du
mouvement à partir d’un nombre limité de points dans l’image. Dans [Odobez 95], un
objet observé sur une fenêtre donnée est supposé localement plan, ce qui permet de
considérer un modèle affine simplifié ou un modèle quadratique complet du flot op-
tique p˙ en fonction de p. L’algorithme utilise alors une technique multi-résolution par
moindres carrés itératifs, basée sur la minimisation de la contrainte du flot optique
(1.1). Les paramètres obtenus sont fonction de Ω, de l’orientation de l’objet et de la vi-
tesse réduite Vr/d, où d est la distance minimale à l’objet plan. Tout comme dans le cas
précédent, ces paramètres peuvent être utilisés pour éliminer des points aberrants. Ce-
pendant, il n’est pas judicieux de faire appel deux fois à l’équation de contrainte du flot
optique. Si on sait par avance que les objets observés sont des plans, les paramètres 2-D
permettent néanmoins d’obtenir une bonne estimation du flot optique en tout point
du plan. Ceci permet de limiter le nombre de calculs pour obtenir un champ dense
du mouvement. L’algorithme ne permet cependant pas d’estimer l’ego-motion en rai-
son des ambigüités sur l’interprétation d’un plan en mouvement [LonguetHiggins 84].
Dans [Irani 94], un modèle quadratique est utilisé pour l’élimination de la composante
dépendant de la vitesse de rotation, avant d’estimer l’ego-motion de façon robuste.
On peut également remarquer que si Ω est nulle, le foyer d’expansion ainsi que le
temps à collision peuvent être estimés sans ambigüité à partir des paramètres 2-D. Une
dernière application consiste à utiliser les paramètres 2-D pour commander un robot
[Crétual 01].
Dans [Humbert 10], le flot optique est préalablement calculé avant d’être décomposé
en série de Fourier. Le calcul des coefficients de Fourier permet d’extraire des informa-
tions sur le mouvement du véhicule en supposant que les objets observés sont plans.
Les paramètres obtenus permettent d’interpréter le mouvement de l’observateur par
rapport à son environnement et sont utilisés pour l’élaboration de la commande de
robots mobiles ou aériens.
1.1.5 Détection d’objets mobiles
La présence d’objets mobiles dans le champ de vision de la caméra entraine des
difficultés supplémentaires pour obtenir des informations sur le mouvement propre
de l’observateur par rapport à son environnement. L’hypothèse classiquement utilisée
consiste à supposer que les objets mobiles n’occupent que de petites parties de l’image.
Les méthodes consistent alors à discriminer le mouvement de l’observateur par rapport
au mouvement des objets mobiles, soit en détectant les contours des régions mobiles
à partir du flot optique [Odobez 97, Nagel 94], soit en compensant le mouvement glo-
bal qui constitue la plus grande partie de l’image [Irani 92]. Notons toutefois que ces
algorithmes ne fonctionnent pas en temps réel. Dans le cadre de cette thèse, nous
n’utiliserons pas de méthode de détection d’objets mobiles. Nous supposerons soit que
l’environnement est totalement statique, soit que c’est le mouvement relatif entre l’ob-
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servateur et l’objet mobile qui nous intéresse.
1.2 Les systèmes de vision pour la mesure du flot op-
tique
1.2.1 Œil humain et œil d’insecte
Par des expériences, il a été établi que l’œil des abeilles n’observe pas l’environne-
ment avec autant de détails que l’œil humain. De plus, plus l’objet est loin, moins les
facettes le voient, ce qui le rend plus difficile à déchiffrer. C’est la complexité de l’œil
qui lui interdit toutes possibilités de précision. On sait que si l’homme avait un œil aussi
complexe que celui de l’abeille, il devrait avoir un mètre de diamètre. Inversement, si
l’abeille possédait des yeux comme les nôtres, pour un résultat égal à celui des yeux à
facettes, ceux-ci seraient beaucoup plus lourds que l’insecte lui-même.
Figure 1.1 – Les yeux à facettes d’une libellule
L’œil d’insecte est plus spécifiquement adapté à la détection du flot optique. Dès
qu’un objet se déplace dans le champ de vision de l’abeille (ou de tout autre insecte),
les ommatidies (contenant des récepteurs visuels [Franceschini 75]) sont actionnées ou
éteintes à tour de rôle. Le résultat est que les insectes peuvent mieux que nous estimer
si un objet est en mouvement ou non. Le décryptage de l’image est également beaucoup
plus efficace avec un œil complexe d’insecte car il procure une plus grande fréquence
d’analyse. Chez l’abeille, cette fréquence est supérieure à cent traitements par seconde,
tandis que chez l’homme elle ne s’élève qu’à vingt-quatre traitements par seconde. De
plus on remarque que la vision chez l’insecte est floue, ce qui contribue à l’efficacité
de l’œil pour l’estimation de mouvements. Les insectes vivant de pillage peuvent, par
exemple, traverser une forêt sans se cogner et capturer d’autres insectes qui volent à
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grande vitesse ou inversement, leur échapper. Les yeux complexes sont plus appropriés
et plus aptes à constater de très faibles modifications d’une image ou d’un mouvement
en un instant très court. Le plus important chez l’abeille et les insectes est d’apercevoir
à temps les objets en mouvement.
Reproduire la vision de l’insecte pour mesurer le flot optique à l’aide d’un capteur
semble donc bien plus approprié. Utiliser une caméra classique mène au même pro-
blème que la vision humaine, la fréquence de vision est faible et l’analyse de l’image
peut être longue et complexe. Imiter la vision à facette de l’insecte en utilisant une
multitude de petits capteurs indépendants pourrait être une bonne solution mais elle
serait relativement complexe si on veut couvrir un large champ de vision. Il nous faut
donc bien analyser les contraintes dues à l’estimation du flot optique avant de faire le
choix d’une solution satisfaisant à nos besoins.
1.2.2 Utilisation de Caméras matricielles CMOS ou CCD
Pour les caméras, la technologie CMOS (Complementary Metal Oxide Semicon-
ductor) a l’avantage de permettre le traitement des données au plus près des récep-
teurs et de procurer une meilleure vitesse de lecture, contrairement à la technologie
CCD (Charge Coupled Device). De plus, la possibilité de miniaturiser les technologies
CMOS est plus grande, ce qui fait que les caméras CMOS sont plus utilisées pour les
systèmes embarqués. Les caméras matricielles sont un peu à l’image de l’ œil humain,
leur grande résolution apporte une grande richesse d’informations mais les temps d’ac-
quisition ainsi que les temps de traitement des images peuvent être très coûteux. Pour
augmenter les fréquences de calcul du flot optique, on a souvent cherché à réduire le
nombre de pixels à une seule ligne au lieu d’une matrice à deux dimensions. Toutefois,
la faible résolution ne permet de traiter que des problèmes spécifiques de commande.
La solution la mieux adaptée reste en effet la matrice à deux dimensions avec un large
angle de vision mais cela demande une grande résolution et entraine augmentation des
temps de calcul en raison des temps d’acquisition et de la lourdeur des traitements.
• Les caméras de résolution classique (640× 480, etc.) sont encore très utilisées
pour calculer le flot optique. La faible fréquence d’acquisition peut être compensée
par un traitement hiérarchique des images (méthode de Lucas-Kanade pyramidale
par exemple) en profitant de la haute résolution de l’image. Elle permet de plus
d’observer l’environnement avec un large champ de vision en utilisant une optique
grand angle, de type fish-eye ou omnidirectionnelle (voir figure 1.2).
• Utilisée par l’équipe de Zufferey [Zufferey 03, Zufferey 06, Zufferey 05], la ma-
trice ligne (voir figure 1.3) permet une haute fréquence d’acquisition (environ
1000Hz) mais la résolution est trop faible pour des véhicules se déplaçant dans
l’espace 3-D. Le flot optique est calculé sur une dimension par un algorithme
proche de la méthode de Lucas-Kanade. Ce capteur est surtout utilisé pour l’évi-
tement d’obstacles en observant le flot optique à droite et à gauche d’un véhicule
à voilure fixe de type avion.
• La technologie VLSI (analog Very Large Scale Integration) permet d’implé-
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(a) Objectif fish-eye (b) caméra
omnidirection-
nelle
Figure 1.2 – Objectifs grands angles
Figure 1.3 – Capteur 1-D TSL3301 utilisé pour la mesure du flot optique [Zufferey 03]
menter des circuits de traitement au plus près du capteur photosensible. Plu-
sieurs prototypes ont été conçus [Barrows 00, Zufferey 03, Stocker 06] et breve-
tés. L’énorme avantage est que le flot optique est calculé de façon analogique. On
sait que la méthode de Lucas-Kanade ne fonctionne que pour des mouvements
de faibles amplitude, mais si le traitement est analogique, il n’y a plus ce pro-
blème d’aliasing temporel. Ainsi, il n’est pas nécessaire de mémoriser les images,
ce qui entraine également une économie de stockage mémoire. Les résolutions
sont cependant encore un peu faibles (30× 30 pixels) pour ce genre de capteurs.
De plus, les traitements étant analogiques, ils sont très sensibles aux bruits, une
alimentation peu stable peut donc réduire significativement le rapport signal à
bruit.
1.2.3 Utilisation de Photo-récepteurs
Le flot optique étant homogène à une vitesse de rotation, l’utilisation de deux photo-
récepteurs déphasés d’un angle ∆φ permet le calcul du flot optique en estimant l’écart
de temps ∆t entre les détections successives d’un contraste par chacun des récepteurs
(voir figure 1.5) [Ruffier 03a, Ruffier 03b, Pudas 07]. Le flot optique dans la direction
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Figure 1.4 – Capteur VLSI de flot optique [Stocker 06]
Cet appareil visuel élémentaire bio-inspiré utilise certainement la technique la plus
proche de celle utilisée par l’œil d’insecte [Franceschini 86]. La fréquence de mesure
peut être très élevée mais on manque cruellement de résolution. Il faudrait un système
avec une multitude de dispositifs comme celui-ci pour obtenir un bon champ de vision.
A titre de comparaison, une abeille possède en moyenne 4000 facettes par œil.
Figure 1.5 – Principe de l’Elementary Motion Detector [Ruffier 03b]
1.2.4 Utilisation de capteurs de souris
Les capteurs de souris sont des capteurs bas coût, légers et très rapides (environ
1500 mesures par seconde) qui fournissent directement une mesure du flot optique.
Un capteur de souris est constitué de photo-diodes (18 × 18 pixels typiquement) qui
détectent les mouvements relatifs par appariement de blocs. Cependant les champs de
vision sont très restreints et le capteur ne fournit qu’une seule mesure du flot optique.
Pour une possible application, il est donc nécessaire d’utiliser plusieurs exemplaires
(voir figure 1.6) [Beyeler 09b, Barber 05, Dahmen 09].
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(a) 8 capteurs de souris embarqués
sur un robot mobile [Dahmen 09]
(b) 7 capteurs de souris embarqués sur un robot aérien
[Beyeler 09b]
Figure 1.6 – Capteurs de souris utilisés sur des robots
1.3 Applications en robotique
La richesse de l’information contenue dans le flot optique intéresse depuis longtemps
la robotique dont le but est d’interagir de façon autonome avec l’environnement. L’ob-
servation du comportement des insectes montre d’ailleurs que ce champ de déplacement
est essentiel pour la navigation dans un environnement naturel texturé. La mesure du
foyer d’expansion permet de connaître la direction de déplacement à chaque instant,
ce qui permet de la contrôler. La mesure du temps à collision permet de détecter la
proximité des obstacles et de contrôler cette proximité. Ceci permet de s’approcher des
obstacles en toute sécurité ou encore de les éviter. L’information de vitesse étant incluse
dans le flot optique, cela permet de stabiliser le mouvement du robot par rapport à son
environnement, etc.
Dans la suite de cette section, nous présentons de façon plus détaillée, mais non ex-
haustive, un état de l’art des applications qui utilisent le flot optique comme information
pour la commande de robots. La section est divisée en trois domaines d’applications :
les applications sur les robots manipulateurs pour des tâches de positionnement ou de
suivi de cibles, les applications en robotique mobile et les applications majeures en
robotique aérienne qui nous intéresseront plus particulièrement dans cette thèse.
1.3.1 Les applications sur robots manipulateurs
Le flot optique est très utilisé pour des applications de suivi de points d’intérêt dans
une scène. Le champ de vision des caméras étant limité, on a naturellement pensé à
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associer un élément robotique (du type tête articulée pan-tilt) pour détecter et suivre
un objet mobile dans une scène (voir les références dans [Crétual 01]). Les applications
sont nombreuses, on peut par exemple citer la surveillance et le suivi automatique de
piétons. Dans ces cas de figure, la commande du robot consiste souvent à faire en sorte
que le mouvement de l’objet dans l’image soit nul.
Pour les applications sur robots manipulateurs, ce sont généralement les tâches de
positionnement de l’effecteur par rapport à un objet qui intéressent la communauté
des roboticiens. Pour le positionnement du robot par rapport à un objet, une position
relative ou une image désirée à atteindre est prédéfinie. Les techniques d’asservissement
visuel permettent alors d’assurer la convergence vers le point désiré. La commande
n’est cependant pas robuste lorsque l’objet observé est mobile, une erreur de traînage
dépendant de la dynamique de l’objet perturbe la convergence. En effet, la commande
est de la forme :
VR = −kX˜
où VR est la vitesse du robot et X˜ = XR−XO est l’erreur de position entre le robot et
l’objet. Lorsque l’équilibre est atteint, VR = VO et donc X˜ = −VO/k 6= 0. Le flot optique
est souvent utilisé en complément pour compenser ces perturbations en estimant le
mouvement VO de l’objet et ainsi limiter l’erreur de positionnement [Chaumette 93,
Bensalah 95, Wilson 94, Feddema 93]. D’autres travaux utilisent le flot optique pour
positionner le robot en poursuivant une trajectoire désirée [Colombo 95, Grosso 96].
Plutôt que d’utiliser le flot optique comme simple terme de compensation dans les
boucles de commande, une autre approche consiste à réguler le flot optique ou, plus
précisément, les paramètres du mouvement extraits du flot optique. Dans [Crétual 01a],
les mouvements de quelques points de l’image sont intégrés et un asservissement visuel
est appliqué, ceci permet de suivre un objet mobile dans une scène. Cependant, cette
méthode ne diffère pas d’un asservissement visuel géométrique classique, seule la ma-
nière d’obtenir la position des points change. Une application plus intéressante consiste
à réguler le temps avant contact τ obtenu à partir de l’estimation des paramètres d’un
modèle affine du mouvement [Questa 95, Cipolla 97a, Cipolla 97b]. L’idée, théorisée la
première fois par [Lee 76], est de freiner le robot dans la direction de l’axe optique de
façon à ne pas entrer en collision avec l’objet planaire observé. Dans [Questa 95], le flot
optique est également utilisé pour aligner le plan image avec le plan objet en utilisant
le fait que les paramètres affines du mouvement sont fonction de l’orientation du plan
objet. Dans [Crétual 01b], une approche plus robuste est développée en utilisant un
modèle quadratique du mouvement. Dans ce dernier papier, les paramètres affines sont
également utilisés pour suivre une trajectoire parallèlement à une surface plane.
1.3.2 Les applications en robotique mobile
Si l’utilisation du flot optique pour les robots manipulateurs se limite souvent à des
tâches de positionnement ou de suivi de cibles, les applications potentielles en robotique
mobile sont plus importantes en raison des nombreux défis à relever dans ce domaine.
En effet, l’environnement dans lequel évolue un robot mobile est souvent peu ou mal
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connu, et souvent complexe. De plus, la mesure de l’état du robot est souvent imparfaite
en raison du glissement des roues par exemple. Ces incertitudes posent problème pour
la navigation sans collision. En estimant le temps à collision ou le foyer d’expansion,
le flot optique peut permettre d’élaborer des fonctions réactives qui garantissent la
sécurité de l’engin.
Amarrage automatique
L’idée de freiner le robot en utilisant la mesure du temps à collision a été reprise en
robotique mobile pour des applications d’amarrage automatique (docking en anglais).
Dans [SantosVictor 97], le temps à collision, mesuré à partir d’un modèle affine du
mouvement, est utilisé pour le contrôle du déplacement face à une surface plane. On
parle d’“ego-docking” si la caméra est embarquée sur l’engin et d’“eco-docking” si elle
est fixée sur la plateforme d’amarrage. Dans [McCarthy 08], une approche plus robuste,
basée sur la détection du foyer d’expansion, est proposée en partant du principe que la
plateforme n’est pas nécessairement alignée avec le robot et que la vitesse de rotation du
véhicule peut perturber la détection du temps à collision. Le principe de la commande
est alors le suivant : en régulant le temps à collision τ = ρ/ |ρ˙| (voir section 1.1.1)
autour d’une valeur constante τ ∗, la distance ρ avec la plateforme converge vers 0. La









et la dynamique s’écrit mV˙R = −mρ˙ = U , où VR est la vitesse du robot. Les au-
teurs montrent qu’il existe un temps T tel que la distance ρ et la vitesse VR du robot
convergent vers 0 lorsque t → T , mais il n’est pas montré que la convergence est ef-
fectivement exponentielle. Néanmoins, le contrôleur assure un amarrage en douceur
puisque la vitesse du robot décroit lorsque celui-ci s’approche de la plateforme.
Navigation dans un couloir
Une des utilisations majeures du flot optique en robotique mobile concerne le suivi
de couloirs ou, plus généralement, l’évitement d’obstacles dans un environnement struc-
turé. Le défi principal est d’éviter la collision avec les murs des couloirs. Pour cela,
beaucoup de travaux s’inspirent du vol des insectes. Dans [Kirchner 89], les auteurs
montrent que les abeilles ont tendance à voler au centre d’un couloir étroit. Ils sup-
posent alors que les insectes sont capables d’équilibrer le flot optique perçu par leurs
deux yeux. Beaucoup de travaux utilisent ce principe de centrage pour la navigation des
robots mobiles. Dans [Coombs 92, SantosVictor 95, Weber 97, Carelli 02, Hrabar 05],
deux caméras latérales sont utilisées de façon à observer les deux murs simultanément.
Le principe de la commande est alors d’équilibrer le flot optique perçu par les deux ca-
méras comme le font les insectes. Dans [Dev 97, Duchon 98, Argyros 04, Humbert 10],
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un système grand angle ou panoramique est utilisé de façon à observer les deux murs
avec une seule caméra.
Malgré les résultats encourageants obtenus avec l’approche par centrage, une autre
technique a été étudiée suite à l’observation d’un autre comportement chez les abeilles.
Dans [Serres 07, Ruffier 07], les auteurs montrent que les abeilles ne se centrent pas né-
cessairement, mais elles préfèrent parfois suivre l’un des 2 murs du couloir, notamment
lorsqu’il est large. L’observation de ce comportement chez l’abeille montre bien que les
insectes ont besoin de percevoir du flot optique pour naviguer. Or lorsque le couloir est
large, le flot optique perçu au centre est faible, l’insecte préfère alors se rapprocher de
l’un des deux murs. On ne parle alors plus de suivi de couloirs mais de suivi de murs.
On remarque également que si l’un des deux murs du couloir est retiré, les insectes
continuent de suivre le mur opposé. Pour valider cette observation, un régulateur est
proposé dans [Serres 08] pour la commande d’un aéroglisseur en utilisant deux cap-
teurs latéraux. Le principe est de réguler le flot optique perçu sur l’un des deux murs à
une valeur constante, le mur choisi étant celui qui est le plus proche à l’instant initial
(celui sur lequel on perçoit le plus de flot optique). Ainsi, le flot optique étant fonction
du rapport entre la vitesse du véhicule et la distance à l’objet observé, la distance au
mur se stabilise à une valeur dépendant de la consigne de flot optique et de la vitesse
d’avance de l’engin. De plus, on a observé que l’abeille a tendance à ralentir lorsque le
couloir se rétrécit, un second contrôleur est donc utilisé pour réguler la vitesse d’avance
en fonction du flot optique total perçu sur les deux murs.
En résumé, lorsque le couloir est étroit, le centrage semble plus adapté et lorsque
le couloir est plus large, c’est le suivi de mur qui semble le plus adapté. Notons que
les méthodes de centrage ou de suivi de murs peuvent très bien s’appliquer à des envi-
ronnements plus complexes (labyrinthes, environnements encombrés). Dans ce cas, on
parle plutôt d’évitement d’obstacles [Coombs 92, SantosVictor 95]. Cependant, contrai-
rement au cas particulier du suivi de couloir, l’utilisation de deux capteurs latéraux ne
suffit pas. En effet, pour éviter des obstacles frontaux, les capteurs doivent également
pointer vers l’avant. La partie suivante, dédiée aux applications en robotique aérienne,
décrit cela plus en détail.
1.3.3 Les applications en robotique aérienne
Plus encore qu’en robotique mobile, l’utilisation du flot optique connaît un grand
succès dans le domaine de la robotique aérienne. En effet, il n’est pas toujours catastro-
phique qu’un robot mobile entre en collision avec un objet à basse vitesse. Cependant,
pour un véhicule aérien, il est important d’éviter tout contact avec les obstacles envi-
ronnants. De plus, le fait qu’un véhicule aérien se déplace dans l’espace 3-D représente
un défi plus important, d’autant plus que la mesure de vitesse n’est généralement pas
disponible sur un tel engin.
Dans le domaine de la robotique aérienne, de nombreux travaux utilisant le flot
optique s’inspirent du comportement des insectes. En effet, on a observé que les insectes
utilisent le flot optique pour éviter les obstacles [Collett 80, Wagner 82, Tammero 02],
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pour stabiliser leur vol [Collett 75] et pour atterrir [Srinivasan 96, Srinivasan 00]. Des
algorithmes de commande ont alors été élaborés et utilisés sur des robots pour valider
les observations.
Atterrissage automatique
Dans [Srinivasan 00], les auteurs montrent que les abeilles atterrissent avec un angle
approximativement constant en conservant un flot optique constant. Ils observent éga-
lement que la vitesse d’avance est proportionnelle à la vitesse de descente pendant
l’atterrissage. Ils vérifient alors que ce comportement assure un atterrissage en douceur
puisque la vitesse de l’insecte décroit exponentiellement en s’approchant du sol. Dans
[Netter 99], une idée similaire est proposée pour la commande d’un véhicule aérien en
utilisant un capteur constitué de deux photo-récepteurs (voir paragraphe 1.2.3) diri-
gés vers le sol. Le principe est alors de réguler le flot optique à une valeur constante
tout en réduisant la vitesse d’avance de l’engin. Ainsi, le flot optique étant fonction du
rapport entre la vitesse du véhicule et la distance au sol, la distance diminue propor-
tionnellement à la vitesse. Cependant, dans cette approche, la vitesse d’avance n’est
pas régulée directement, seul l’angle de tangage est contrôlé. Pour réduire la vitesse
d’avance, l’angle de tangage est réduit [Ruffier 04, Ruffier 05]. Une approche similaire
est proposée dans [Beyeler 09a] pour la commande d’un engin à voilure fixe. La me-
sure du flot optique est utilisée pour contrôler l’assiette du véhicule. Pour cela, des
capteurs de souris sont disposés uniformément en plusieurs points dirigés vers le sol et
vers l’avant (voir figure 1.6b). Des poids sont associés à chaque capteur et pour chaque
entrée de commande (roulis et tangage). Pour l’atterrissage, les moteurs sont coupés, ce
qui ralentit progressivement le véhicule. Le flot optique perçu diminue donc également,
ce qui joue sur la commande de tangage et entraine l’atterrissage en douceur.
Suivi de terrain
On a vu que le principe de l’atterrissage automatique consistait à conserver le flot
optique constant et à réduire la vitesse d’avance. Cependant, si la vitesse d’avance est
également régulée à une valeur constante, on remarque que le véhicule est capable de
suivre le sol à distance constante. Cette approche est utilisée dans les travaux cités
précédemment [Ruffier 05, Beyeler 09b]. Dans [Ruffier 05], un capteur dirigé vers le
sol est utilisé pour suivre un terrain plat ou un terrain pentu. Cependant, les auteurs
ont remarqué que le contrôleur ne fonctionne que pour un terrain de pente faible. Pour
améliorer la technique, un deuxième capteur, dirigé vers l’avant du véhicule, a été ajouté
[Ruffier 08]. En combinant les deux signaux acquis par les deux capteurs, le contrôleur
d’altitude permet de suivre des terrains plus raides. Dans [Humbert 05b, Humbert 06],
le flot optique est décomposé en série de Fourier et les coefficients de Fourier sont utilisés
pour contrôler l’orientation et l’altitude du véhicule, la vitesse d’avance étant régulée
séparément. Le flot optique étant calculé sur un champ de vision large, le contrôleur
permet en théorie de suivre des terrains très pentus. Cependant, l’analyse de stabilité
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n’est réalisée qu’autour du point d’équilibre lorsque le terrain est plat. De plus, la
robustesse du contrôleur n’est évaluée qu’en simulation.
D’autres approches utilisent la mesure de la vitesse du véhicule pour estimer la
distance avec le terrain à partir du flot optique. Dans [Garratt 08], un estimateur de
distance basé sur la fusion des mesures inertielles et de la mesure du flot optique
est réalisé et une loi de commande est élaborée pour contrôler la distance au terrain.
Cependant, à faible vitesse, le flot optique est faible et, par conséquent, l’estimateur
de distance est très bruité. Ceci peut entrainer des instabilités dans le système.
Evitement d’obstacles
Le suivi de couloir discuté précédemment et l’évitement d’obstacles sont des fonc-
tions relativement proches et de nombreux travaux reprennent l’idée d’utiliser des cap-
teurs latéraux pour éviter les obstacles [Zufferey 06, Green 08]. Cependant, les capteurs
doivent également être dirigés vers l’avant pour détecter des obstacles frontaux (voir
figure 1.7). Le flot optique détecté à droite est comparé au flot optique détecté à gauche
du véhicule et le contrôleur permet de diriger le véhicule du côté où il y a le moins de
flot optique. La comparaison du flot optique à droite et à gauche revient en quelque
sorte à estimer la divergence du flot optique. En effet, dans [Nelson 89], les auteurs
montrent que le calcul d’une divergence directionnelle permet de déterminer la proxi-
mité d’obstacles.
Figure 1.7 – Système de vision pour l’évitement d’obstacles [Zufferey 06]
Dans [Zufferey 06], des mouvements rapides de rotation, appelés “saccades”, sont
déclenchés lorsque le flot optique dépasse un certain seuil. La direction des saccades
est choisie en comparant le flot optique perçu à droite et à gauche du véhicule. Le
principe de la saccade vient de l’observation des insectes [Wagner 82, Tammero 02].
On remarque que seule la composante du flot optique dépendant de la vitesse de trans-
lation peut être utilisée pour détecter la proximité des obstacles. Ainsi, lorsque les
insectes changent leur direction de déplacement, le flot optique ne peut être utilisé,
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c’est pourquoi ils réalisent des mouvements rapides de rotation. Une approche simi-
laire est utilisée dans [Green 08].
Dans [Muratet 05], c’est un comportement de centrage qui est recherché en équi-
librant le flot optique à droite et à gauche du véhicule. Pour compenser l’effet de la
vitesse de rotation du véhicule sur la mesure du flot optique, des mesures inertielles
sont utilisées. De plus, une estimation du temps à collision est utilisée pour détecter
la présence d’un obstacle frontal. Lorsque le temps à collision devient inférieur à un
certain seuil, le véhicule exécute un demi-tour.
Dans [Beyeler 09b], un OptiPilot est développé. Le système de vision est constitué
de plusieurs capteurs de souris (voir figure 1.6b) et des gyroscopes sont utilisés pour
compenser l’effet de la vitesse de rotation. Les capteurs sont disposés de manière op-
timale à 45◦ de la direction de déplacement du véhicule. Ils permettent de percevoir
des mouvements à droite, à gauche, mais aussi en bas du véhicule. Ainsi, l’engin peut
non seulement éviter des obstacles latéraux par des mouvements de roulis, mais aussi
des obstacles frontaux par des mouvements de tangage. Notons que ce système permet
également d’effectuer du suivi de sol et d’atterrir automatiquement (voir paragraphe
précédent à propos de l’atterrissage automatique).
1.3.4 Conclusion
Dans cette section, nous avons montré l’intérêt du flot optique pour la robotique,
tout d’abord pour des applications sur robots manipulateurs, puis sur robots mobiles
et enfin sur robots aériens. On remarque que pour chaque domaine d’application, le flot
optique est utilisé pour des fonctions différentes. Pour les robots manipulateurs, ce sont
plutôt des tâches de suivi ou de positionnement qui sont visées. En robotique mobile,
ce sont le suivi de couloirs ou l’amarrage automatique qui intéressent la recherche. En
robotique aérienne, on cherche avant tout à assurer la non-collision avec les obstacles
et à atterrir automatiquement. Néanmoins, on remarque que des principes similaires
sont utilisés dans plusieurs applications.
Dans les trois domaines d’application, le temps à collision est utilisé pour freiner
le robot à l’approche des obstacles et ne pas entrer en collision avec eux. En régu-
lant ce temps à collision, il est possible de réaliser des manœuvres d’amarrage ou
d’atterrissage automatique suivant le type de robot utilisé. La plupart des travaux
traitant de ce sujet ne considèrent que la cinématique du système et ne fournissent
généralement pas de preuve de stabilité et de convergence [Questa 95, Cipolla 97a,
Cipolla 97b, SantosVictor 97]. Certains travaux traitant de l’atterrissage automatique
n’analysent le comportement du système qu’en boucle ouverte. Le seul travail qui four-
nit une analyse théorique se limite à la convergence asymptotique de la tâche d’amar-
rage [McCarthy 08]. Dans le chapitre 4, c’est la fonction d’atterrissage automatique
vertical d’un drone de type hélicoptère qui nous intéressera.
Comme on peut le voir dans [Beyeler 09b], les notions d’évitement d’obstacles,
de suivi de terrain et de suivi de couloirs sont étroitement liées. Bien évidemment,
ces tâches nécessitent d’être robustes. Toutefois, dans de nombreux travaux, l’analyse
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de la robustesse se résume souvent à une étude statistique de l’efficacité des algo-
rithmes [Beyeler 09b, Muratet 05]. Quelques résultats analysent la stabilité du sys-
tème en utilisant seulement le linéarisé de la dynamique autour du point d’équilibre
[Humbert 05b, Ruffier 05, Conroy 09], et d’autres n’exploitent pas les non-linéarités
inhérentes à l’utilisation du flot optique [Garratt 08]. Dans [Humbert 10] une analyse
de stabilité du système non-linéaire est fournie. Cependant, seule la cinématique du vé-
hicule est prise en compte. Dans le chapitre 5, nous proposerons une approche pour le
suivi de terrain et l’évitement d’obstacles, toujours pour un engin de type hélicoptère.
Dans les travaux s’inspirant du comportement des insectes, l’analyse de stabilité des
algorithmes de commande est rarement traitée. Pourtant, le régime de vol des insectes
est très amorti du fait d’un ratio élevé entre leur traînée et leur masse. Les stratégies de
commande qui ont été observées dans diverses études biologiques ne se généralisent pas
nécessairement aux véhicules présentant une grande inertie et une faible traînée. Dans
un premier temps, dans le chapitre 2, nous nous intéresserons aux véhicules aériens de
type hélicoptère et aux techniques de commande associées à ces engins sous-actionnés.
Chapitre 2
La commande de drones à voilure
tournante de type VTOL
Imiter ou tout du moins s’inspirer de la nature n’est pas une idée nouvelle dans
le domaine de l’aéronautique. Bien avant de s’intéresser aux techniques de perception
de l’environnement par les animaux, nous avons cherché à assouvir un vieux rêve de
l’Homme, celui de voler. Il est certain que les oiseaux et les insectes volants, qui ont été
“gâtés” par la nature sur ce point, sont responsables de cette envie de s’élever dans les
airs. Léonard de Vinci fut l’un des premiers à dessiner les plans d’une machine volante
plus lourde que l’air vers 1500 mais il ne posa jamais le problème de la force motrice
nécessaire à l’entraînement de la machine. Après plusieurs vols sans voyageurs effectués
avec des planeurs, c’est autour de 1900 que les premiers vols motorisés sont réalisés.
Grâce aux avancées scientifiques et technologiques du siècle dernier, nous sommes au-
jourd’hui capables de voler à bord d’engins à voilure fixe comme l’avion ou à bord
d’engins à voilure tournante comme l’hélicoptère. Bien sûr, des recherches restent à
mener avant d’être capable de voler sur une machine à ailes battantes de manière effi-
cace, néanmoins, à l’image du robot mouche développé à l’université d’Harvard 1, nous
avons toutes les raisons de penser que l’observation de la nature peut encore apporter
beaucoup.
Ces dernières années, la miniaturisation des capteurs embarqués a suscité un regain
d’intérêt pour les véhicules aériens de type VTOL (Vertical Take-Off and Landing)
capables de décoller et d’atterrir verticalement. Ceci a conduit à s’intéresser à l’auto-
matisation complète de ces petits véhicules. Ces drones aériens, ou véhicules aériens
sans pilote, sont des solutions potentielles idéales pour des applications intérieures ou
extérieures qui présentent actuellement un danger pour l’Homme ou pour la sécurité
du matériel, telles que, par exemple, l’inspection d’ouvrages d’arts comme les ponts ou
1. http://micro.seas.harvard.edu/index.html
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les lignes hautes tensions, l’exploration d’environnements dangereux, etc.
Dans ce chapitre, nous présentons l’état de l’art sur la commande de drones à
voilure tournante de type VTOL. Nous présentons dans un premier temps les différents
véhicules de ce type ainsi que les équations générales modélisant leur mouvement. Nous
nous intéresserons ensuite aux technologies de capteurs existantes, puis aux techniques
de commande de ces engins. Enfin, nous nous intéresserons plus particulièrement à la
commande référencée vision.
2.1 Présentation et modèle général des véhicules de
type VTOL
On peut se demander comment est venue l’idée de l’hélicoptère, ce véhicule capable
de vol stationnaire. Peut-être l’inventeur était-il inspiré par le fruit de l’érable, la samare
(voir figure 2.1), qui tourne autour de lui-même en tombant afin de se disséminer dans
la nature. La force d’élévation de ce type de véhicules est générée par les pales des
hélices tournant sur l’axe d’un rotor. Cette force est fonction de l’angle d’attaque des
pales et de la vitesse de rotation du (ou des) rotor(s), ce qui procure deux moyens de
contrôler la poussée. Ce principe est utilisé par tous les modèles de cette catégorie de
véhicules aériens. Ce sont les techniques permettant de générer les couples nécessaires
au contrôle de l’orientation du véhicule et les techniques permettant de contrer le couple
de réaction qui diffèrent principalement entre les différents modèles. Dans ce qui suit,
nous présentons plusieurs types de véhicules à voilure tournante en commençant par
le plus célèbre, l’hélicoptère. Nous présentons ensuite le modèle général utilisé pour la
commande de ces véhicules.
Figure 2.1 – La samare, fruit de l’érable
2.1.1 Les véhicules aériens à voilure tournante de type VTOL
Les hélicoptères avec un seul rotor principal
L’hélicoptère est constitué d’un rotor principal permettant le contrôle du véhicule
et d’un système anti-couple permettant de contrer le couple de réaction.
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Le rotor principal
Le rotor principal est constitué d’un moyeu faisant tourner les pales et le plateau
cyclique. La rotation de ce rotor génère la poussée d’élévation. Il existe trois sortes
de rotors : les rotors articulés, les rotors rigides et les rotors semi-rigides, permettant
ou non les variations d’angles de battement de traînée (figure 2.2). La commande de
pas collectif permet de modifier l’angle de pas de toutes les pales de la même valeur.
Ceci permet de faire varier la magnitude de la poussée sans modifier sa direction. La
commande de pas cyclique permet quant à elle de modifier l’orientation de la poussée
en réglant le pas de chaque pale en fonction de l’endroit où elle se trouve à un instant
donné (à gauche, à droite, devant ou derrière l’hélicoptère). Ces mouvements sont
appelés mouvements de pas cyclique.
De la rotation des pales autour du rotor, il en résulte un couple parasite appelé couple
de réaction qui tend à faire tourner l’hélicoptère sur lui-même. Il existe alors diverses
méthodes permettant de générer un anti-couple.
Figure 2.2 – Les articulations de pale d’un hélicoptère [Pflimlin 06b]
L’anti-couple
Pour créer un anti-couple, il existe plusieurs techniques que nous décrivons ici. La
méthode la plus commune est d’ajouter un second rotor monté verticalement sur la
queue de l’hélicoptère, ce qui permet de compenser le couple de réaction et de contrôler
le lacet du véhicule (figure 2.3a). Cette solution présente néanmoins l’inconvénient de
fragiliser le véhicule, les risques de panne du rotor arrière n’étant pas négligeables. Une
autre solution, le système sans rotor de queue (NO TAil Rotor), consiste à prélever
les gaz d’échappement de la turbine et à les amener en bout de poutre de queue pour
compenser le couple du rotor principal en utilisant l’effet Coanda (figure 2.3b). Ce
système est intéressant car il permet d’économiser une partie de la puissance mécanique
normalement prélevée par un rotor anti-couple. Une autre alternative consiste à utiliser
une souﬄante canalisée, ce système est appelé le fenestron ou le FANTAIL (figure 2.3c).
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(a) Hélicoptère à rotor de queue (b) Hélicoptère de type NOTAR
(c) Hélicoptère de type FANTAIL
Figure 2.3 – Différents types d’hélicoptères à 1 rotor principal
Les hélicoptères avec rotors contrarotatifs
Une deuxième classe d’hélicoptères possède plusieurs rotors contrarotatifs, c’est-
à-dire tournant en sens inverse, afin de compenser le couple de réaction. On trouve
plusieurs types d’hélicoptères contrarotatifs comme les hélicoptères à rotors coaxiaux,
les hélicoptères à rotors en tandem ou encore les quadrirotors. La mécanique de ce genre
d’engins est généralement plus complexe que pour l’hélicoptère à un rotor principal mais
permet souvent un vol stationnaire plus stable et un encombrement réduit.
Les hélicoptères à rotors coaxiaux
Ce type d’hélicoptère est constitué de deux rotors de sustentation coaxiaux (tournant
autour du même axe). Les appareils du constructeur russe Kamov ou les prototypes
Breguet (figure 2.4) sont des exemples de telles machines. Cette configuration coaxiale
est certes complexe, mais permet une très grande stabilité de vol en stationnaire ou à
basse vitesse et un encombrement de rotor réduit, c’est ce qui explique son succès auprès
des entreprises de travaux aériens lourds qui utilisent fréquemment des hélicoptères
russes Kamov.
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(a) Gyroplane de Louis Charles Bre-
guet
(b) Hélicoptère Kamov
Figure 2.4 – Hélicoptères à rotors coaxiaux
Les hélicoptères à rotors en tandem
Ce type d’hélicoptère est constitué de deux rotors de sustentation en tandem (l’un
derrière l’autre). Ce système, dans lequel les rotors tournent en sens inverse, permet
d’annuler le couple de réaction du rotor sur la cellule. Ils sont utilisés essentiellement
pour transporter des charges lourdes.
Figure 2.5 – Hélicoptère à rotors en tandem
Les quadrirotors
Le quadrirotor est constitué de 4 rotors positionnés aux extrémités d’une structure
en forme de croix. Sa mécanique est très simple en comparaison avec les autres hé-
licoptères car il suffit de jouer sur les vitesses de rotation de rotor pour contrôler la
42 La commande de drones à voilure tournante de type VTOL
magnitude et l’orientation de la poussée. Ces engins ne nécessitent donc pas de pla-
teau cyclique, ni de mécanisme de changement d’angle de pas des pales. Même si les
premiers prototypes n’ont pas convaincu, les quadrirotors connaissent de nos jours un
regain d’intérêt dans le domaine de la robotique (figure 2.6). Beaucoup de travaux
ont d’ailleurs récemment été menés sur la modélisation et la commande de tels engins
[Hamel 02b, Guenard 07, Pounds 06, Defara 06, Bristeau 09]. Ce type d’hélicoptère
est très adapté au vol stationnaire en intérieur. Cependant, étant très léger, il est peu
approprié au vol extérieur à grande vitesse et en présence de vent. C’est un quadriro-
tor développé au CEA LIST que nous utiliserons pour nos expérimentations (voir le
chapitre 6).
(a) Quadrirotor de la société AirRobotR© (b) Quadrirotor de la société Parrot
Figure 2.6 – Hélicoptères quadrirotors
Les hélicoptères avec plus de 4 rotors
Il n’y a pas réellement de limite au nombre de rotors utilisés sur un hélicoptère, des pro-
totypes d’hexa-coptères et d’octo-coptères ont également été conçus (voir figures 2.7).
En ajoutant des rotors, la puissance de l’hélicoptère est augmentée, la poussée totale
étant la somme des poussées de chaque rotor. Ainsi, l’engin est capable de transporter
des charges plus lourdes. De plus, il est possible d’actionner complètement l’hélicoptère
en ajoutant des rotors latéraux [Romero 09]. Cependant, l’ajout de rotors présente l’in-
convénient de fragiliser le véhicule, le risque de panne étant augmenté. En outre, plus
le véhicule a de rotors, plus son envergure est grande et plus son aérodynamique est
complexe. Pour conclure, le choix du nombre de rotors est histoire de compromis et de
cahier des charges. Du point de vue de la commande, ce paramètre n’est en tout cas
pas contraignant.
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(a) Hexa-coptère (b) Octo-coptère
Figure 2.7 – hélicoptères avec plus de 4 rotors
Les “Tail-sitters”
Littéralement, ce type de configuration décolle et atterrit sur sa queue (figure 2.8).
Comme les quadrirotors, ces engins ont connu leur essor dans le domaine de la robo-
tique et ont été largement étudiés [Lipera 01, Graf 05, Pflimlin 06b, Ko 07, Zhao 08,
Naldi 08]. Ils sont constitués d’un rotor ou deux rotors coaxiaux et de gouvernes de
direction. Pour les configurations avec 2 rotors coaxiaux, les gouvernes permettent
de contrôler l’assiette du véhicule alors que pour les configurations avec 1 rotor, une
deuxième couche de gouvernes est nécessaire pour contrôler le lacet.
(a) Le iSTAR [Lipera 01] (b) Le HoverEye de la société
Bertin technologies
Figure 2.8 – “Tail-sitters”
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2.1.2 Modèle général pour la commande
Cette thèse ne se focalisant pas sur la modélisation des véhicules aériens, nous pré-
senterons seulement les équations générales qui modélisent leurs mouvements. Pour
plus de détails sur la modélisation, le lecteur peut par exemple se référer à [Vilchis 01,
Pflimlin 06b, Guenard 07, Martini 08]. Dans ces travaux, on remarque que les équa-
tions du mouvement peuvent se mettre sous une forme commune pour tous les types
d’hélicoptères. Nous nous intéressons donc aux véhicules de type VTOL vus précédem-
ment en considérant que ce sont des corps rigides évoluant dans l’air. Pour décrire le
mouvement du véhicule, 2 repères sont introduits : un repère inertiel I associé à la
base {e1, e2, e3}, où e3 pointe vers le centre de la terre ; et un repère mobile B au centre
de masse du véhicule, associé à la base {eb1, eb2, eb3} (voir figure 2.9). Le contrôle de ces
véhicules est effectué par la poussée T ∈ R agissant au centre de gravité dans la direc-
tion eb3 pour le mouvement de translation et par le couple Γ ∈ R3 pour la dynamique
de rotation. Les forces extérieures appliquées aux véhicules (traînée, vent, etc.) sont
regroupées dans le vecteur Fe, excepté la pesanteur qui agit dans la direction e3. La
résultante des forces agissant sur le véhicule s’écrit alors F = −Teb3+Fe+mge3. En uti-
lisant les théorèmes de la mécanique de Newton et Euler, les équations du mouvement







Figure 2.9 – Repères du drone
ξ˙ = v (2.1)
mv˙ = −Teb3 +mge3 +RΣRΓ + Fe (2.2)
R˙ = RΩ× (2.3)
IΩ˙ = −Ω× IΩ + Γ + TΣT e3 + Γe (2.4)
où ξ = (x, y, z)T et v = (x˙, y˙, z˙)T représentent respectivement la position et la vitesse de
translation dans le repère inertiel I. m est la masse du véhicule et I ∈ R3×3 correspond
à la matrice d’inertie évaluée au centre de gravité et exprimée dans le repère B de
l’engin. R ∈ SO(3) est la matrice de rotation du repère du véhicule par rapport au
repère inertiel. Elle est usuellement paramétrée par les angles d’Euler regroupés dans
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le vecteur ν = (φ, θ, ψ) (roulis, tangage et lacet) et s’écrit 2
R =
cθ cψ sφ sθ cψ− cφ sψ cφ sθ cψ +sφ sψcθ sψ sφ sθ sψ +cφ cψ cφ sθ sψ− sφ cψ
− sθ sφ cθ cφ cθ

Ω est la vitesse de rotation du véhicule exprimée dans le repère B. Ω× représente la
matrice antisymétrique associée à Ω telle que ∀x ∈ R3, Ω×x = Ω × x. Il existe une
relation simple entre Ω et ν˙ [Murray 94] :
Ω =
cθ cφ − sφ 0cθ sφ cφ 0
− sθ 0 1
 ν˙
Γe est le vecteur regroupant tous les couples extérieurs s’appliquant au véhicule. ΣR
et ΣT ∈ R3×3 représentent des couplages parasites entre les dynamiques de translation
et de rotation. Par exemple, si la poussée T ne s’applique pas exactement au centre
de masse du véhicule, ΣT ne sera pas nul mais son action pourra être compensée par
la commande. Excepté le cas du quadrirotor, ΣR n’est généralement pas nul et plus
problématique, même si le terme ΣRΓ peut souvent être négligé pour l’élaboration des
lois de commande faisant intervenir la dynamique de translation. La complexité des
effets aérodynamiques rend la modélisation des efforts extérieurs (Fe et Γe) très difficile.
Cependant, même si l’évaluation de la robustesse en boucle fermée est nécessaire en
simulation ou même en vol, la connaissance précise de ces efforts n’est pas nécessaire à
la conception des lois de commande. Il est souvent possible d’utiliser une approximation
ou même une estimation en ligne de Fe et Γe afin de les considérer dans la boucle de
commande.
2.2 Les capteurs embarqués
Comme dans le monde animal, il ne suffit pas d’une mécanique Ad Hoc et d’une
force motrice pour commander un véhicule aérien tel que le VTOL. Des informations sur
son état (position, vitesse, orientation, etc.) ainsi que sur son environnement (proximité
des obstacles, force du vent, etc.) sont également nécessaires pour le piloter. Avec leurs
balanciers, les mouches sont capables de mesurer leur assiette et ainsi de stabiliser leur
vol. Avec leur technique de perception du flot optique, ces mêmes insectes sont capables
de détecter des obstacles et de les éviter. On comprend donc que des capteurs doivent
être embarqués sur le véhicule afin de le contrôler efficacement. Dans cette section,
nous allons explorer quelques capteurs utilisés sur les véhicules sans pilote.
2.2.1 La centrale inertielle
La centrale inertielle constitue l’un des éléments majeurs pour un véhicule aérien.
Cet ensemble regroupe 3 accéléromètres et 3 gyromètres permettant de mesurer les
2. pour tout x ∈ R, sx = sin (x), cx = cos (x), tx = tan (x)
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accélérations non-gravitationnelles ainsi que les vitesses de rotation sur les 3 axes du
repère mobile par rapport au repère inertiel. En outre, des magnétomètres sont géné-
ralement inclus dans les centrales inertielles.
Accéléromètres
La mesure de l’accélération non-gravitationnelle (ou spécifique) repose sur la mesure
de la position d’une masse M fixée à la structure par un ressort de raideur k. L’utilisa-
tion de 3 accéléromètres embarqués permet alors de mesurer l’accélération spécifique
subie par le véhicule dans les 3 axes du repère mobile. Plus précisément, le principe
fondamental de la dynamique appliqué à la masse peut s’écrire MA = kX +MG où
A ∈ B correspond à l’accélération du véhicule exprimée dans le repère mobile, G ∈ B
correspond à l’accélération gravitationnelle et X ∈ B est la position du ressort par rap-
port à la position d’équilibre. En mesurant X, on est alors capable de mesurer A−G.
Les accéléromètres sont utilisés pour plusieurs applications :
• Ils peuvent être utilisés pour la navigation inertielle en utilisant la mesure de la
vitesse et la position du véhicule par intégration de l’accélération. Cependant, ces
estimations divergent au cours du temps, ce qui nécessite d’utiliser des capteurs
précis et donc plus chers. Dans ce cas, les mesures peuvent être recalées en les
fusionnant avec les mesures d’un autre capteur comme le GPS par exemple.
• Lorsque les accélérations subies sont faibles relativement à la gravité, les accélé-
romètres mesurent la gravité G et peuvent donc être utilisés comme inclinomètre.
• Les accéléromètres peuvent également être utilisés pour mesurer des forces exté-
rieures agissant sur le véhicule afin de les compenser dans la commande [Hua 09c].
Il existe beaucoup de technologies actuellement commercialisées mais pour les applica-
tions robotique, la technologie MEMS (Micro Electro-Mechanical Systems) est la plus
utilisée, les capteurs étant simples, petits et peu chers. Ils ne sont pas suffisamment
précis pour la navigation inertielle mais sont principalement utilisés comme inclino-
mètre en fusionnant avec les mesures gyroscopiques [Pflimlin 05, Hamel 06]. La fusion
avec des magnétomètres permet d’obtenir la matrice de rotation R complète.
Gyromètres
Les gyromètres fournissent la mesure de la vitesse de rotation autour d’un axe. Une
nouvelle fois, il suffit d’utiliser trois gyromètres pour mesurer la vitesse de rotation
Ω sur les trois axes du repère mobile. Ces capteurs utilisent l’effet gyroscopique pour
obtenir ces mesures. Il existe plusieurs technologies dont le gyroscope à fibre optique.
Ce dernier mesure le déphasage entre deux faisceaux laser parcourant en sens inverse
un enroulement de fibre optique, ce qui fournit une mesure précise de la vitesse de
rotation autour de l’axe. Cependant, encore une fois, ce sont les technologies MEMS
qui sont les plus légères et les moins chères même si les mesures sont moins précises
(biais de mesure et bruit). La fusion avec d’autres capteurs comme les accéléromètres
permet de recaler les mesures de vitesse de rotation et d’estimer la matrice de rotation
R.
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Les magnétomètres
Le magnétomètre sert principalement à mesurer le champ magnétique terrestre. En
indiquant le Nord magnétique, il est possible de contrôler le cap d’un véhicule aérien.
Ces capteurs présentent l’inconvénient majeur d’être facilement perturbés par des élé-
ments magnétiques extérieurs comme le champ créé par un moteur électrique pour ne
citer qu’un exemple. Il est donc difficile de les utiliser à l’intérieur d’un bâtiment.
Les centrales inertielles
On distingue deux principaux types de centrales inertielles : les centrales à compo-
sants liés (strap-down) et les centrales à plateforme stabilisée.
• Pour les centrales strap-down, les capteurs sont liés à la structure et donc liés au
véhicule. Cet ensemble comporte toujours 3 accéléromètres et 3 gyromètres. Ces
centrales sont les plus faciles à miniaturiser et à embarquer mais elles n’atteignent
pas des niveaux de performance comparables aux centrales à plateforme stabilisée.
• Pour les centrales à plateforme stabilisée, les capteurs sont suspendus sur une
plateforme stabilisée grâce aux mesures des gyromètres. Ainsi, l’orientation ini-
tiale de la plateforme est conservée en commandant des moteurs. La mesure de
l’assiette est obtenue directement et la position du véhicule peut être obtenue en
intégrant les accéléromètres. L’inconvénient de ce genre de centrale réside dans
leur poids, leur prix et leur encombrement, ce qui les rend inutilisables sur un
drone miniature.
En plus des accéléromètres, des gyromètres et des magnétomètres, les centrales iner-
tielles intègrent généralement des sondes de température (pour les technologies MEMS
notamment) afin de corriger les biais des capteurs.
2.2.2 Le GPS
Le Global Positioning System, qu’on peut traduire en français par “système de po-
sitionnement mondial”, est un système de géolocalisation utilisant des satellites. Il a
initialement été conçu pour des applications militaires et mis en service par le dé-
partement de la défense des Etats-Unis. Actuellement, il est largement utilisé pour
des applications civiles (géodésie, localisation de mobiles, etc.). Le GPS comprend au
moins 24 satellites orbitant à 20200km d’altitude de sorte qu’en tout point du globe,
on peut en observer simultanément 4 à 8. Ces satellites émettent en permanence sur
deux fréquences un signal complexe, constitué de données numériques et d’un ensemble
de codes pseudo-aléatoires, datés précisément grâce à leur horloge atomique. Ainsi, un
récepteur GPS qui capte les signaux d’au moins 3 + 1 satellites peut, en calculant
les temps de propagation de ces signaux entre les satellites et lui-même, connaître sa
distance par rapport à ceux-ci et, par trilatération, situer précisément en trois dimen-
sions n’importe quel point visible par les satellites, avec une précision de 15 à 100
mètres pour le système standard. La quatrième mesure est utilisée pour tenir compte
de la non-synchronisation des horloges embarquées et de celle du récepteur. Le GPS est
48 La commande de drones à voilure tournante de type VTOL
ainsi utilisé pour localiser des véhicules roulants, des navires, des avions, des missiles
et même des satellites évoluant en orbite basse. Les erreurs dans le positionnement
absolu sont dues à la propagation du message satellite dans l’atmosphère terrestre, et
peuvent rarement descendre en dessous de 5m. Pour obtenir de meilleures précisions, il
faut utiliser un mode de positionnement relatif, c’est-à-dire la position d’un récepteur
GPS par rapport à un second récepteur GPS. C’est ce qu’on appelle le GPS différen-
tiel ou DGPS. Les perturbations étant les mêmes pour les deux récepteurs, elles se
retranchent lors du calcul de la position relative, et l’information de localisation du
récepteur mobile par rapport à un récepteur fixe peut alors être précise au centimètre.
Cependant ces systèmes DGPS sont onéreux. Les GPS bon marché sont donc souvent
peu précis et ne fournissent des mesures qu’à basse fréquence, de 4 à 10Hz pour des
systèmes embarqués sur des mini-drones.
2.2.3 Les caméras
La miniaturisation des caméras ces dernières années permet aujourd’hui de les em-
barquer sur des véhicules de petite taille. Ces capteurs passifs ont l’avantage d’être
légers, peu onéreux et surtout riches en informations sur l’environnement qui entoure
le véhicule. Cependant, on reproche souvent aux caméras d’être sensibles aux chan-
gements d’illumination. De plus, pour certaines applications, les caméras nécessitent
d’être correctement calibrées. En outre, l’utilisation des caméras classiques de grande
résolution implique des traitements d’images complexes et gourmands en temps de cal-
cul. Pour pallier cela, on préfère parfois utiliser des capteurs dédiés, comme les capteurs
de flot optique (voir la partie 1.2).
Contrairement au GPS qui donne une mesure absolue de la position et de la vi-
tesse du véhicule, l’utilisation de caméras permet d’obtenir des mesures relatives aux
objets observés. Les caméras peuvent donc être utilisées pour positionner le véhicule
relativement à des objets. Pour cela, il existe des techniques utilisant plusieurs caméras
afin d’obtenir la pose relative du véhicule comme, par exemple, l’utilisation de caméras
stéréo. Une autre méthode consiste à utiliser une seule caméra combinée avec la me-
sure d’autres capteurs ou alors avec la connaissance a priori de la géométrie de l’objet
observé.
D’autres méthodes de commande n’utilisent que les informations 2-D des images
sans reconstruire la pose du véhicule. Ces méthodes sont généralement plus robustes
aux erreurs de calibration mais le comportement du véhicule dans l’espace 3-D n’est
pas toujours idéal et prévisible. Une autre approche bio-inspirée utilise le flot optique
comme nous l’avons vu dans le chapitre précédent. Les techniques de commande par
vision seront discutées plus en détail dans la section 2.4.
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2.2.4 Autres capteurs extéroceptifs
Les gyrocompas
Le gyrocompas est similaire à un gyroscope, il utilise une toupie tournant à grande
vitesse et les forces de frottement pour exploiter la rotation de la Terre. Les gyrocompas
ont l’avantage de mesurer le vrai Nord (l’axe de rotation de la Terre) qui est différent
du Nord magnétique. Ils sont également moins sensibles aux champs magnétiques exté-
rieurs. Néanmoins, ils sont plus lourds et plus onéreux que les compas magnétiques et ne
sont donc pas encore suffisamment miniaturisés pour une application sur mini-drones.
Les altimètres barométriques
L’altimètre barométrique est un appareil permettant d’estimer l’altitude, en se ba-
sant sur le fait que la pression atmosphérique diminue d’environ 0.12mbar par mètre
d’altitude. À condition de connaître la pression et l’altitude d’un point de référence, il
est possible de déterminer l’altitude en mesurant la pression. Cependant, il est néces-
saire de le régler chaque jour en fonction des variations de pression dues aux phéno-
mènes atmosphériques. De plus, la mesure est très sensible aux changements brutaux
des conditions atmosphériques (rafales de vent). On préfère généralement utiliser ces
capteurs pour des applications intérieures.
Les tubes de Pitot
Le tube de Pitot est un système de mesure de vitesse des fluides. Un tube de Pitot
est constitué de deux tubes coudés concentriques dont les orifices, en communication
avec le fluide dont nous voulons mesurer la vitesse, sont disposés de façon particulière.
Le tube extérieur s’ouvre perpendiculairement à l’écoulement du fluide. La pression à
l’intérieur de ce tube est donc égale à la pression ambiante ou pression statique. Le
tube intérieur est parallèle à l’écoulement du fluide, et est ouvert en son bout, face
au flux. La pression à l’intérieur de celui-ci est donc la pression totale, somme de la
pression statique et de la pression dynamique. Un manomètre mesure la différence de
pression entre les deux tubes, c’est-à-dire la pression dynamique, et permet donc de
calculer la vitesse d’écoulement du fluide autour du tube. Cette vitesse correspond au
vent relatif et est, en aéronautique, une des informations primordiales pour le pilote
qui doit toujours maintenir son appareil au-dessus de sa vitesse de décrochage, et au-
dessous de sa vitesse maximale. Elle permet en outre, connaissant la vitesse du vent, de
calculer la vitesse sol et la consommation de l’aéronef. Pour les véhicules de type VTOL,
ces capteurs sont néanmoins moins primordiaux et rarement utilisés, sans oublier qu’il
sont généralement lourds et encombrants.
Les télémètres
Le télémètre est un capteur actif permettant de mesurer la distance avec un objet.
Différents signaux (laser, ultrasons, ondes radios) peuvent être utilisés pour cela. Le
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principe est de transmettre un signal à l’objet qui le renvoie par réflexion. La distance
est déduite à partir des mesures. Pour les lasers, on utilise la mesure du temps de vol ou
la mesure du déphasage par interférométrie. Les systèmes radars et les sonars utilisent
quant à eux la mesure du temps de vol. Les sonars ont une portée limitée et ne sont
généralement utilisés que pour l’atterrissage automatique des véhicules de type VTOL.
Les radars et les lasers, qui sont également capables de mesurer la vitesse relative avec
l’objet par effet Doppler, ont quant à eux une longue portée. En les plaçant sur une
plateforme tournante, ils peuvent être utilisés pour de l’évitement d’obstacles ou de la
localisation et de la cartographie.
2.3 Les différentes stratégies de commande
La commande de véhicules de type VTOL a longuement intéressé les automaticiens
en raison des nombreux défis à relever sur ce type de systèmes sous-actionnés et non-
linéaires. Pour la dynamique de translation, la difficulté réside au niveau du couplage
non-linéaire TRe3 entre la poussée T et l’orientation R. Dans cette section, nous faisons
un panorama des techniques de commande explorées pour la dynamique (2.1)-(2.4) en
utilisant des extraits de l’article [Hua 09a]. Nous débuterons par les techniques linéaires
autour du vol quasi-stationnaire, puis nous parcourrons les techniques de commande
non-linéaires.
2.3.1 Linéarisation autour du vol quasi-stationnaire
Nous considérons dans cette partie le linéarisé du modèle dynamique du véhicule au-
tour du vol quasi-stationnaire, c’est-à-dire autour du vol pour lequel v et Ω sont faibles.
Nous faisons l’hypothèse que les efforts extérieurs Fe et Γe sont nuls, ce qui signifie que
nous négligeons le vent et tous les efforts aérodynamiques qui sont principalement des
termes d’ordre 2. Nous supposons de plus que ΣT ≡ 0. Pour la matrice ΣR, nous
nous référons au modèle d’un VTOL de type “tail-sitters”, l’Hovereye [Pflimlin 06b].





où L représente la distance entre les gouvernes et le centre de masse. L’utilisation
des angles d’Euler (φ, θ, ψ) permet alors de découpler le système linéarisé en 4 sous-
systèmes monoentrée-monosortie autour du point d’équilibre (ξ = 0, v = 0, ν = 0,Ω =
0, T = mg, γ = 0) :
mz¨ = −(T −mg) (2.5)
I3ψ¨ = Γ3 (2.6)












Les 4 systèmes sont indépendants et commandables, les techniques de commande li-
néaire peuvent donc être utilisées facilement. On peut citer les techniques de commande
par retour de sortie (PID), par retour d’état (placement de pôle, LQR, LQG) après
reconstruction avec un estimateur, ou encore les techniques de commande robustes
(H2, H∞, QFT). Le praticien préfère bien souvent décomposer les systèmes et traiter le
problème de commande en cascade. Par exemple, il est possible de considérer séparé-
ment le contrôle de la rotation (pilotage) et de la position (guidage) du véhicule. Cette
préférence pour la hiérarchisation est principalement liée aux cadences d’acquisition
des mesures mais aussi aux cadences de commande qui diffèrent pour ces deux boucles
de commande, ce qui se caractérise par l’utilisation de grands gains pour la boucle de
pilotage par rapport aux gains de la boucle de guidage.
A partir de ces méthodes de base pour la commande, différentes techniques ont
été expérimentées sur les VTOL. La loi de commande la plus classique est le PID
(Proportionnel Intégral Dérivé), utilisée par exemple sur des “tail-sitters” [Lipera 01,
Pflimlin 07] et des quadrirotors [Castillo 05, Guenard 07] pour contrôler l’orientation
du véhicule. Les techniques optimales, plus modernes, ont permis de déterminer des
gains optimaux en terme de robustesse aux perturbations, rejet de perturbations, etc.
La méthode de commande LQR (Linéaire quadratique) a été expérimentée pour la
commande de l’assiette d’un quadrirotor et comparée à un PID [Bouabdallah 04]. La
commande LQG (linéaire quadratique gaussienne) a été utilisée pour la commande
d’hélicoptères [Benallegue 06]. Enfin, les techniques de commande robuste H2 et H∞
ont également été largement utilisées [Mammar 92, Bendotti 95, Luo 03].
Les techniques de commande linéaire présentent bien sûr l’inconvénient de n’assu-
rer que la stabilité locale autour du vol quasi-stationnaire, ce qui contraint les trajec-
toires admissibles (trajectoires à faible vitesse). La commande H∞ permet généralement
d’étendre le domaine de stabilité autour du point d’équilibre, mais cela se fait au détri-
ment des performances. Une autre solution consiste à élaborer des lois de commande
en plusieurs points de fonctionnement dans le domaine de vol souhaité et à tabuler
les gains en fonction de ce domaine de vol. Cette méthode, appelée gain scheduling
permet d’étendre les domaines de vol en assurant de bonnes performances en chaque
point d’équilibre. Cependant, même si cette méthode a fait ses preuves en pratique, il
est difficile d’assurer la stabilité du système aux transitions entre les différents points
de fonctionnement. De plus, la mise en œuvre reste laborieuse et certains problèmes se
posent toujours : les efforts aérodynamiques doivent être déterminés finement autour
des points d’équilibre, ce qui peut s’avérer difficile et coûteux ; les effets aérodynamiques
perturbent la dynamique qui est alors susceptible de fonctionner loin de l’équilibre ; la
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linéarisation nécessite de paramétrer la matrice de rotation R, ce qui peut introduire
des singularités qui limitent le domaine de stabilité. C’est pour ces différentes raisons
que les techniques de commande non-linéaire sont aujourd’hui utilisées.
2.3.2 Les approches non-linéaires
La commande non-linéaire des drones fait l’objet de travaux de recherche récents et
encore d’actualité. Le but est d’améliorer les performances et la robustesse par rapport
à des techniques linéaires en compensant les effets non-linéaires sur la dynamique.
Une première technique consiste à linéariser la dynamique de translation par ex-
tension (ou inversion) dynamique du système en considérant TRe3 comme un état
du système. Pour comprendre le principe simplement, supposons que les efforts exté-
rieurs sont négligeables (Fe ≡ 0, Γe ≡ 0) et ignorons les couplages parasites (ΣT ≡ 0,
ΣRΓ ≡ 0). En considérant l’état (X1, X2, X3, X4) = (ξ,mv,−TRe3 + mge3,−Rδ),
δ = (TΩ2,−TΩ1) et la commande
U = −R
(
T¨ e3 − T (e3)×I−1Γ− 2T˙ (e3)×Ω + T (Ω×)2e3 + T (e3)×I−1Ω×IΩ
)





X˙2 = X3 (2.10)
X˙3 = X4 (2.11)
X˙4 = U (2.12)
En utilisant T¨ comme variable de commande et en supposant que T 6= 0, l’application
(T¨ ,Γ) est surjective, ce qui permet de considérer U comme une variable de commande
à part entière. Le nouveau système est linéaire et commandable, la stabilisation de ξ
est alors obtenue sans difficulté. Cette idée s’inspire de premiers travaux [Hauser 92]
pour le contrôle d’un avion à décollage et atterrissage vertical (PVTOL) qui ont été
généralisés par la suite au cas 3-D [Koo 98]. Malheureusement, même si elle semble
attrayante au premier abord, cette approche pose problème pour sa mise en pratique.
• Lorsque T¨ est la variable de commande, cette grandeur nécessite d’être générée
physiquement, ce qui entraîne l’intégration de la dynamique des moteurs dans
la synthèse du contrôleur puisque T est fonction de la vitesse des moteurs. De
plus, U étant fonction de T et T˙ , ces variables doivent être mesurées pour le
calcul de la commande (T¨ ,Γ), ce qui est généralement difficile car l’estimateur
associé nécessite les mesures de position qui ne peuvent être obtenues qu’à faible
fréquence.
• La commande n’est définie que pour T 6= 0, ce qui n’est pas garanti puisque T
devient un état interne du système.
• Pour prendre en compte les efforts aérodynamiques, l’approche nécessite une
expression analytique de ces effets qui est souvent très difficile à obtenir.
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• La prise en compte du terme ΣRΓ n’est pas triviale.
Une deuxième technique reprend l’idée du guidage/pilotage. Il s’agit d’assurer que
TRe3 converge vers une valeur désirée (TRe3)d afin de stabiliser la dynamique de
translation. Toujours en considérant les forces extérieures et les couplages négligeables,
la commande en translation se réduit à
mv˙ = −TRe3 +mge3 (2.13)
Pour stabiliser la position du véhicule, on peut choisir par exemple u = (TRe3)d =
k1v + k2ξ + mge3. u peut également correspondre à la commande envoyée par un
opérateur via un joystick [Guenard 06]. Le challenge consiste alors à garantir le plus
efficacement possible la convergence de TRe3 vers u pour obtenir le comportement
voulu en translation. En remarquant que Re3 est un vecteur unitaire, on détermine
aisément la poussée et la direction désirées :





On déduit donc simplement la consigne de poussée et la consigne d’assiette. La hiérar-
chisation de la commande et l’utilisation de “grands gains” pour la boucle de pilotage
permettent de justifier l’élaboration de lois de commande pour la dynamique de trans-
lation en négligeant la dynamique de la consigne d’assiette. Ce principe de base étant
introduit, les approches qu’on trouve dans la littérature diffèrent par la modélisation
utilisée (matrice de rotation, angles d’Euler, quaternions), le type de mission (position-
nement GPS, asservissement visuel), les capteurs utilisés, etc. Par exemple, la technique
de Backstepping [Mahony 04, Guenard 08] peut être utilisée 2 fois pour les 2 boucles
de commande (interne et externe) et la stabilité du système complet est analysée en
utilisant la théorie des perturbations singulières [Pflimlin 06a]. L’avantage de cette mé-
thode mixte est qu’elle ne fait pas intervenir T et T˙ comme variables d’état pour la
commande, contrairement à la technique de Backstepping classique. De manière géné-
rale, la théorie des perturbations singulières permet d’étudier les deux sous-systèmes
séparément, puis d’analyser la stabilité du système global [Pflimlin 06b, Guenard 07].
D’autres travaux s’intéressent à la robustesse aux perturbations de tout type (varia-
tion de masse, rafales de vent), intègrent la saturation de la commande des actionneurs
en se basant souvent sur la technique des saturations imbriquées [Teel 96], explorent
les apports possibles du contrôle par mode glissant [Bouabdallah 05] ou la commande
prédictive [Bertrand 06]. Cependant, dans la plupart des travaux, les efforts aérodyna-
miques sont négligés, ce qui limite l’utilisation au vol quasi-stationnaire. Une méthode
de commande innovante a récemment été proposée [Hua 09b] pour pallier cela. Cette
approche prend en compte les efforts aérodynamiques et permet d’améliorer la robus-
tesse vis-à-vis des perturbations. T et Ω sont les variables de commande et on se ramène
à la commande du système suivant :
mv˙ = −TRe3 +mge3 + Fe(v, t) (2.16)
R˙ = RΩ× (2.17)
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en considérant que ΣRΓ est négligeable et que la dynamique (2.4) est contrôlée via un
contrôleur “grands gains”. Les premiers travaux se sont focalisés sur la stabilisation de
la vitesse et la commande en position à partir des mesures de v et ξ. Les couplages et
non-linéarités, qui peuvent intervenir sur la dynamique de translation dans le cadre de
la commande référencée vision (par exemple, le flot optique dépend du rapport entre
v et la distance à l’objet observé), restent encore un sujet à explorer en détail.
2.4 La commande référencée vision
La commande référencée vision consiste à contrôler un robot à partir d’informations
visuelles extraites des images [Samson 91, Espiau 92]. Initialement, la commande par
vision a essentiellement concerné les robots manipulateurs [Hutchinson 96] et robots
mobiles [Ma 99]. En raison des nombreuses applications potentielles (inspection, explo-
ration, etc.) et de la richesse d’informations des images, l’utilisation de la vision pour la
commande de drones VTOL intéresse particulièrement la communauté des chercheurs,
certaines applications sont d’ailleurs déjà développées ou en cours de développement
[Frazzoli 02, Hamel 02a, Shakernia 99].
L’asservissement visuel est une technique de commande entrées-sorties. Pour la com-
mande de bras manipulateurs, six entrées de commande sont généralement à disposition
(les six axes d’un robot articulé par exemple) et six sorties peuvent être mesurées (les
trois positions et les trois orientations). Pour les robots mobiles non-holonomes, deux
entrées de commande (vitesse linéaire et vitesse de rotation) sont disponibles pour trois
sorties (deux positions et une orientation). Pour un VTOL sous-actionné, seules quatre
commandes sont disponibles pour les six sorties. Tous les objectifs de commande ne
sont donc pas admissibles. Le couplage entre le déplacement longitudinal et le tangage
θ ne permet pas de les commander indépendamment, de même pour le déplacement
latéral et le roulis φ. Considérons les variables d’état regroupées dans les deux vec-
teurs ν = (φ, θ, ψ) et µ = (µx, µy, µz), où les trois composantes de µ peuvent désigner
à la fois la vitesse linéaire ou la position. La commande du lacet complexifie inutile-
ment la compréhension du problème et n’apporte rien pour l’élaboration des lois de
commande. Sans perdre en généralités, on considère le lacet ψ nul dans la suite de
cette discussion. Quatre objectifs de commande sont alors admissibles : (µx, µy, µz),
(θ, µy, µz) , (µx, φ, µz) ou (θ, φ, µz). La commande des trois composantes de µ corres-
pond à la stabilisation du système autour d’un point d’équilibre ou à la commande en
vitesse du véhicule, c’est principalement cet objectif de commande qui est considéré en
asservissement visuel.
En robotique mobile ou en commande de robots manipulateurs, la mesure de vitesse
est généralement disponible. Des tâches de positionnement et de suivi de trajectoire
ont alors été effectuées par commande en vitesse. Malheureusement, sur des véhicules
aériens, cette mesure n’est généralement pas disponible, surtout dans les environne-
ments intérieurs où les signaux GPS ne sont pas reçus. Pourtant, un retour de vitesse
est nécessaire pour garantir la stabilité asymptotique des lois de commande. Il est
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possible d’obtenir une mesure de vitesse en reconstruisant la pose du véhicule lorsque
l’environnement est connu ou partiellement connu. Néanmoins, ces méthodes sont peu
robustes car elles dépendent des paramètres intrinsèques de la caméra ainsi que de la
connaissance précise de la géométrie de l’environnement. Une autre approche consiste
à utiliser le flot optique, plus particulièrement les paramètres du mouvement issus de
la mesure du flot optique, pour remplacer la mesure de vitesse. Dans cette section,
nous faisons un bref rappel des méthodes de commande par vision utilisées pour des
applications sur des VTOL, puis nous discutons les apports potentiels du flot optique.
2.4.1 Positionnement par reconstruction 3-D de la pose
En asservissement visuel 3-D, la position relative entre le véhicule et la cible est
reconstruite dans l’espace 3-D à partir des images acquises par le véhicule. Pour cela,
la géométrie de la cible ainsi que les paramètres intrinsèques de la caméra doivent être
connus, ce qui nécessite une bonne calibration de la caméra [Hutchinson 96]. Si ξ est
la position relative du drone par rapport à la cible et ξd la position désirée, la fonction
erreur est alors du type ξ˜ = (ξ − ξd) [Guenard 07]. En supposant que la mesure de
vitesse est disponible, la commande U du véhicule ne dépend que de la position et de
la vitesse linéaire, ainsi que de R et Ω.
U = f(ξ˜, v, R,Ω) (2.18)
Ce type de commande a été utilisé dans beaucoup de travaux [Shakernia 99, Roberts 02]
et expérimenté sur des quadrirotors [Guenard 07, Altug 02, Teuliere 10] pour stabiliser
le véhicule au-dessus d’une cible ou pour suivre la cible. Ces méthodes sont néanmoins
peu robustes et très sensibles aux problèmes de calibration, ce qui entraîne une perte
de performances [Chaumette 98].
2.4.2 Positionnement par asservissement visuel basé image
L’asservissement visuel 2-D est basé image, ce qui signifie que le contrôleur agit
directement dans l’espace image. On considère une fonction s issue d’informations
visuelles extraites de l’image et on cherche à atteindre le vecteur de sortie s∗, la fonction
tâche δ dépend alors de l’erreur (s− s∗) [Samson 91, Espiau 92]. En supposant que la
mesure de vitesse est disponible, la commande U du véhicule dépend de δ et de la
vitesse linéaire, ainsi que de R et Ω.
U = f(δ, v, R,Ω) (2.19)
L’avantage de cette technique tient au fait que la position 3-D du véhicule n’a pas
besoin d’être reconstruite. L’un des inconvénients est que le comportement du robot
dans l’espace 3-D n’est pas toujours désirable du fait des couplages, ce qui se ca-
ractérise par le fait que la matrice d’interaction Ls reliant la dérivée de δ et (v,Ω)
(δ˙ = Ls(v,Ω)⊤) n’est généralement pas diagonale. Le challenge consiste alors à trou-
ver les informations visuelles qui offrent le meilleur découplage. Relativement peu de
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travaux utilisent l’asservissement visuel 2-D pour la commande de véhicules aériens
sous-actionnés [Hamel 02a, Mahony 05, Mejias 06, Hamel 07]. Certains travaux ont
expérimenté la méthode de la centroide [Bourquardez 09, Guenard 08] ou celle des mo-
ments [Bourquardez 09] pour la stabilisation d’un quadrirotor au-dessus d’une cible.
Notons que dans [Mahony 05], l’objectif est de suivre des lignes. L’objectif est de la
forme (µx, µy, µz) = (vx, y, z), la vitesse longitudinale vx étant commandée indépen-
damment de la vision.
Une autre méthode d’asservissement visuel, basée sur l’estimation de l’homographie
[Malis 00], utilise des informations partielles sur la pose du robot ainsi que des informa-
tions dans l’espace image. Cette approche allie les avantages de l’asservissement visuel
3-D et de l’asservissement visuel 2-D, un modèle approximatif de l’environnement est
suffisant et les singularités sont évitées. Dans cette approche, la vitesse de translation du
véhicule est estimée à un facteur constant près. Une estimation adaptative de ce facteur
peut alors être réalisée si celui-ci est inconnu [Metni 07]. L’approche par homographie
a déjà été utilisée pour la commande de quadrirotors [Chitrakaran 06, Courbon 09].
2.4.3 Utilisation du flot optique pour l’asservissement
Lorsque la mesure de la vitesse linéaire v n’est pas disponible, le flot optique peut
être utilisé en remplacement. En supposant que la mesure de v/d extraite du flot optique










v/d est utilisé comme terme de dissipation dans la commande. En outre, il a été démon-
tré que l’utilisation de v/d permet également de garantir la non-collision avec la cible
[Mahony 08] grâce au facteur 1/d qui devient grand lorsque d devient faible. Ce type de
loi de commande a rarement été utilisé pour l’asservissement visuel. Notons toutefois
qu’un contrôleur exploitant la mesure de v/d a été expérimenté sur un “Tail-sitters”
pour la stabilisation relativement à une cible [Le Bras 06].
2.4.4 Conclusion
Le manque d’informations disponibles sur l’état, et en particulier sur la vitesse des
véhicules aériens ainsi que sur la géométrie de l’environnement nécessite parfois d’utili-
ser des informations uniquement visuelles. C’est en cela que le flot optique s’avère utile
puisqu’il fournit à la fois une information de vitesse permettant la stabilisation et une
information de profondeur permettant l’anti-collision. Nous avons vu que v/d pouvait
être utilisé pour positionner le véhicule relativement à une cible. Il serait intéressant
d’étudier les objectifs réalisables en utilisant uniquement la mesure du flot optique.
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Nous savons qu’un contrôleur de type PI (Proportionnel Intégral) sur la vitesse li-
néaire v permet de stabiliser la position du véhicule. Est-il possible d’obtenir des
performances comparables en utilisant v/d ? La composante de v/d dans la direction
de l’obstacle (d˙/d) peut-elle être exploitée ? Une première réponse peut être trouvée
dans [McCarthy 08], les auteurs utilisent le flot optique divergent pour une manœuvre
d’amarrage robuste. Enfin, si la vitesse linéaire est connue, la distance d à l’obstacle
peut être extraite et régulée [Garratt 08] pour suivre le relief d’un terrain. Est-il pos-
sible de proposer une loi de commande qui n’exige pas d’extraire la distance ?
Dans les chapitres suivants, nous proposons des lois de commande qui tentent de ré-
pondre à ces questions. Une analyse théorique rigoureuse de la dynamique du véhicule
sera également fournie.
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Chapitre 3
Le système de commande par flot
optique
Comme nous avons pu le voir dans le chapitre introductif 1, le calcul du flot optique
fournit des informations locales sur le mouvement relatif du véhicule par rapport à
son environnement. Cependant, pour la commande, nous avons besoin d’informations
plus globales. Il est donc nécessaire d’effectuer une tâche préliminaire d’intégration du
flot optique. Dans la littérature, plusieurs méthodes ont été explorées pour obtenir
ce qu’on appelle les paramètres du mouvement. Dans [Umeyama 91], une estimation
par moindres carrés permet d’obtenir quatre paramètres de transformation (rotation
sur l’axe optique et translation) entre deux ensembles de points. Dans [Odobez 95,
SantosVictor 96], un modèle polynomial du flot optique est utilisé et une estimation
itérative par moindres carrés est effectuée en se basant directement sur l’équation de
contrainte du flot optique 1.1. Dans [Humbert 10], le flot optique est décomposé en
série de Fourier et les coefficients de Fourier représentent les paramètres du mouvement
utilisés pour la commande. La décomposition en série de Fourier nécessite cependant
d’observer l’ensemble de l’environnement, c’est-à-dire sur la sphère entière (pour des
mouvements 3-D) ou sur un cercle entier (pour des mouvements 2-D). De plus, les
coefficients de Fourier dépendent fortement de la géométrie de l’environnement alors
que la plupart des autres méthodes estiment des paramètres locaux, ce qui permet de
faire l’hypothèse classique que l’objet est localement plan.
Dans le cadre de cette thèse, nous proposons de nous intéresser à l’intégration du
flot optique en coordonnées sphériques autour d’une direction d’observation donnée, en
supposant que l’objet observé dans cette direction est planaire ou localement planaire.
Cette opération permet d’extraire un vecteur, que nous appellerons le flot optique
moyen, composé de 3 paramètres du mouvement. De plus, en supposant que la vitesse
de rotation de la caméra est connue (mesurée par une centrale inertielle par exemple)
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et compensée sur la mesure du flot optique, le flot optique moyen donne uniquement
des informations sur le mouvement relatif de translation.
Le chapitre est organisé en deux sections : la section 3.1 présente le flot optique
moyen et la section 3.2 présente le système de commande par flot optique sur lequel se
base la suite du document.
3.1 Le flot optique moyen
Le calcul du flot optique est l’un des problèmes majeurs en vision par ordinateur. Ce
domaine a été étudié de façon intensive par les chercheurs et différentes méthodes ont
été proposées [Barron 94]. Dans cette section, nous définissons le flot optique moyen
calculé à partir du flot optique estimé en chaque point de l’image par l’une de ces
méthodes. Les données fournies par la centrale inertielle sont également utilisées pour
la “dérotation” du flot.
Les caméras utilisées sont supposées être placées au centre de gravité du véhicule de
sorte que leur point focal coïncide avec l’origine du repère B lié au drone. Les caméras
étant liées au drone, nous choisirons également le repère B comme repère commun à
toutes les caméras.
3.1.1 Définition du flot optique sphérique
Dans cette partie, nous rappelons dans un premier temps les équations du flot
optique exprimées dans le plan image pour une projection planaire. Ensuite, nous
exprimons ces équations sur une surface sphérique.
Cinématique d’un point image en projection planaire
Définissons P ∈ R3 comme étant un point cible exprimé dans le repère B. Le point
image observé par la caméra est noté pP , il correspond à la projection de P sur le plan
image P . Ainsi,
pP = f
P
| 〈ηP , P 〉 | (3.1)
où ηP désigne le vecteur unitaire normal au plan image exprimé dans le repère B et f
est la longueur focale. La dérivée temporelle p˙P correspond à la cinématique du point
image pP , les équations qui en résultent sont appelées équations du flot optique. Elles







(Ω× pP)− f(I3 − 1
f
pPη⊤P )
(V − VP )
| 〈ηP , P 〉 | (3.2)
où les vecteurs V = R⊤v et VP = P˙ sont exprimés dans le repère lié au drone et
représentent respectivement la vitesse de translation de la caméra et la vitesse du
point P . On remarque que la valeur de p˙P dépend de ηP , ce qui signifie que la valeur
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du flot optique au point pP dépend de l’orientation de la caméra. Nous préférerons
donc exprimer le flot optique sur une surface sphérique pour simplifier les calculs.
Cinématique d’un point image en projection sphérique
Dans ce paragraphe, nous exprimons le flot optique sur une surface sphérique,
l’avantage étant que la valeur du flot optique en chaque point est indépendante de
l’orientation de la caméra. Le point image observé par la caméra sphérique virtuelle
est noté p, il correspond à la projection de P sur la surface sphérique S (Figure 3.1) :
p = fP/||P ||. Les équations du flot optique sphérique s’expriment ainsi [Koenderink 87,
Hamel 02a] :
p˙ = − (Ω× p)− f
I3 − 1f2pp⊤
‖P‖ (V − VP ) (3.3)
Remarquons que le flot optique sphérique peut être calculé numériquement à partir
du flot optique planaire (3.2). Dans [Vassallo 02], il est montré qu’il existe une matrice
jacobienne J permettant d’exprimer les dérivées temporelles en coordonnées sphériques






(1−X2)Z −XY Z−XY Z (1− Y 2)Z
−XZ2 −Y Z2
R⊤P p˙P (3.4)
où (X, Y, Z)⊤ = R⊤Pp/f , RP correspondant à l’orientation de la caméra planaire par
rapport au repère B du véhicule, ce qui signifie que (X, Y, Z)⊤ = (0, 0, 1)⊤ pour p =
fηP . Motivés par cette discussion, nous ferons l’hypothèse dans toute la suite que la
surface image de la caméra est sphérique avec un rayon unitaire (f=1). Les équations
du flot optique s’exprimeront alors comme suit :
p˙ = −Ω× p− πp‖P‖(V − VP ) (3.5)
où πp = (I3 − pp⊤) est la projection πp : R3 → TpS2, le plan tangent à la sphère S2 au
point p ∈ S2.
Supposons maintenant que la caméra observe un plan et notons η ∈ I le vecteur
unitaire normal au plan cible observé [Mahony 08], exprimé dans le repère inertiel I.
On définit également d := d(t) la distance entre le plan cible et l’origine du repère
drone B (Figure 3.1). Pour tout point P sur le plan cible, on a
d(t) = 〈P,R⊤η〉
où P est exprimé dans le repère caméra B et η est exprimé dans le repère inertiel I. Si
l’origine du repère inertiel est sur le plan cible, on peut également écrire d(t) = −〈η, ξ〉
où ξ est la position de la caméra. Pour un point sur la cible, on a
‖P‖ = d(t)〈p,R⊤η〉 =
d(t)
cos (θ)







p˙ = −Ω× p− 1‖P‖πp(V − VP )
Ω
P
Figure 3.1 – Cinématique d’un point image projeté sur la sphère unité
où θ est l’angle entre la normale η et le point image p. En substituant cette relation
dans l’équation (3.5), on obtient
p˙ = −Ω×p− cos (θ)
d(t)
πp(V − VP ) (3.6)
Dans ce cas précis, on vérifie que VP = Vt + Ωt × (P − P0), où Vt ∈ B et Ωt ∈ B sont
respectivement les vitesses de translation et de rotation du plan, et P0 ∈ B est le centre
de rotation du plan.
3.1.2 Flot optique moyen sur une surface plane
La mesure du flot optique est une étape essentielle pour l’implémentation pratique
des lois de commande proposées dans la suite. Le flot optique p˙ peut être calculé
en chaque point p en utilisant l’un des nombreux algorithmes existants (techniques
différentielles, techniques basées corrélation, techniques basées énergie, etc.) [Barron 94,
McCarthy 04]. On remarque qu’il dépend à la fois de la vitesse de rotation et de la
vitesse de translation de la caméra (équation (3.6)) [Koenderink 87].
Pour élaborer les lois de commande, nous avons cependant besoin d’une information
globale issue des mesures du flot optique p˙ en chaque point p. Pour cela, nous définissons
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un flot optique moyen, exprimé dans le repère inertiel, par l’intégrale du flot optique
sur une ouverture de la caméra autour d’une direction d’observation donnée, dont nous
compensons l’effet de la vitesse de rotation. De cette intégration sur une ouverture de
la caméra, correspondant dans notre cas à un angle solide de la sphère unité, nous
obtenons des informations sur la vitesse du véhicule.
Dans cette partie et dans le reste de ce manuscrit, nous supposons que la cible
observée est un plan texturé se déplaçant avec la vitesse de translation Vt ∈ B (pas de
vitesse de rotation : Ωt = 0). Ainsi, pour chaque point P du plan cible, VP = Vt.
Intégration du flot optique autour de la normale au plan observé
Dans ce paragraphe, on suppose que la normale η est connue. Les données dispo-
nibles sont les vecteurs p˙ en chaque point p, la matrice d’orientation du drone R et la
vitesse de rotation du drone Ω. R et Ω sont estimés à partir des données de la centrale
inertielle [Metni 05]. Le flot optique moyen est obtenu en intégrant le flot optique sur
un angle solide W2 de la sphère unité autour de la normale η (fig. 3.1). Cette intégrale




(p˙+ Ω×p) dp = −Q
d
(V − Vt), (3.7)
où la matrice Q dépend de l’angle solide W2. On peut vérifier que Q = R⊤(RtΛR⊤t )R
est une matrice symétrique et définie positive. La matrice Λ est une matrice diagonale
constante, dépendant des paramètres de l’angle solide W2. Rt représente la matrice
d’orientation de la cible par rapport au repère inertiel, ce qui signifie en particulier que
η = Rte3. Notons que si la normale η est connue, la matrice Rt est également connue.
Par exemple, si W2 est l’hémisphère centré en η, ce qui correspond à l’image du plan




3 0 00 3 0
0 0 2
 (3.8)
A partir de l’équation (3.7), on obtient facilement une mesure w dépendant uniquement
de la vitesse de translation v de la camera :
w = −(RtΛ−1R⊤t )Rφ





où vt = RVt. Le bruit exprimé dans l’équation (3.9) regroupe l’ensemble des bruits
de mesure. On obtient ainsi une mesure de la vitesse relative de la caméra au facteur
d’échelle d près. Notons que la composante normale de w est équivalente à l’inverse du
temps à collision :
〈w, η〉 = − d˙
d
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Intégration du flot optique autour d’une direction quelconque
Contrairement au paragraphe précédent, on suppose ici que la normale au plan cible
η est inconnue. On observe donc le plan cible dans une direction quelconque qu’on note
ηˆ. De façon analogue, on peut calculer un flot optique moyen wˆ à partir de l’intégrale
du flot optique sur une même fenêtre W2 de la sphère unité autour de la direction
d’observation ηˆ 6= η :







où Rˆt et φˆ sont définis de façon analogue par rapport à ηˆ = Rˆte3 (voir l’annexe A pour
plus de détails). Comme Λˆ 6= Λ est une matrice inconnue dépendant de η et ηˆ, il est
impossible d’inverser RˆtΛ−1ΛˆRˆ⊤t pour estimer w = (v − vt)/d à partir de wˆ.
Conclusion
En pratique, excepté pour certaines applications très spécifiques comme l’atterris-
sage automatique, les plans observés ne sont pas connus a priori. Deux solutions sont
alors envisageables pour pallier le problème :
• La première solution consiste à estimer les paramètres du plan observé afin d’ob-
tenir la mesure désirée (3.9).
• La seconde solution consiste à élaborer des lois de commande robustes aux incer-
titudes sur l’environnement observé. Cette solution présente également l’avantage
de ne pas nécessiter que la cible observée soit plane si la commande est suffisam-
ment robuste.
En conclusion, c’est le type d’application envisagé qui déterminera la solution à retenir.
Si la commande doit permettre d’atteindre précisément l’objectif désiré, l’estimation
sera la meilleure solution. Au contraire, si la robustesse est prioritaire, la seconde
solution sera plus appropriée. Dans la partie suivante, on montre comment on peut
estimer w et η à partir de wˆ.
3.1.3 Estimation des paramètres du plan observé
Pour estimer les paramètres du mouvement, il existe des méthodes basées modèle
comme l’estimation par moindres carrés [SantosVictor 96] où l’algorithme RMRm, plus
robuste [Odobez 95]. Ces techniques permettent également d’estimer η et w = (v−vt)/d
à partir des paramètres du mouvement. Dans [SantosVictor 96], il s’agit de considérer
un modèle affine du mouvement. Illustrons cette technique en utilisant les coordonnées
sphériques. Soit ηˆ la direction autour de laquelle on souhaite calculer les paramètres
du modèle affine. Considérons le vecteur q associé au point p par la relation
q = Rˆ⊤t Rp
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où Rˆt est la matrice de rotation telle que ηˆ = Rˆte3. La dérivée de q s’exprime
q˙ = Rˆ⊤t R (p˙+ Ω×p)
On vérifie également que
q˙ = 〈q, ηt〉 πqwt (3.12)
où wt = Rˆ⊤t w et ηt = Rˆ
⊤
t η. Modélisons le mouvement q˙ autour du vecteur e3 de la
façon suivante :
q˙ = m+M (q − e3)
= q˙|q=e3 + grad(q˙)|q=e3 (q − e3)
où m est un vecteur et M est une matrice de paramètres à estimer. Les termes d’ordre
2 et d’ordres supérieurs sont généralement négligés si on ne considère que des points
proches de la direction d’observation ηˆ. A partir de l’équation (3.12), on remarque
néanmoins que pour être exact, le modèle doit être d’ordre 3 alors qu’en coordonnées






wtxηtx − wtzηtz wtxηty wtxηtzwtyηtx wtyηty − wtzηtz wtyηtz
−wtxηtz −wtyηtz −2wtzηtz

A partir de l’équation de contrainte du flot optique (1.1), la technique consiste à estimer
m et M par la méthode des moindres carrées itératifs. On voit clairement que si wtx ≡
wty ≡ 0, seul wtzηtz peut être déterminé. Pour déterminer wt et ηt, il est nécessaire que
















Sachant que ‖ηˆt‖ = 1, on obtient facilement ηt et wt et on en déduit η = Rˆtηt et
w = Rˆtwt. Pour estimer η et w dans tous les cas, il est nécessaire de considérer les
termes d’ordre 2 dans le modèle. Une autre solution serait de calculer les paramètres
m et M du modèle affine en plusieurs directions d’observation indépendantes. Cette
dernière méthode est intéressante si on possède plusieurs caméras à faible champ de
vision.
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Une autre méthode peut également être envisagée dans notre cas en estimant η et
w à partir du flot optique moyen wˆ calculé dans trois directions d’observation indépen-







Λ−1Λˆ s’écrit de la façon suivante (voir l’annexe A) :
Λ−1Λˆ =







où λ dépend de l’angle solide W2 et (a, b, c) dépendent des angles paramétrant η (αe
et αa) et des angles paramétrant ηˆ (αˆe et αˆa). On montre qu’il est possible d’extraire
w et (αe, αa) à partir du calcul de wˆ dans trois directions indépendantes ηˆ1, ηˆ2, ηˆ3.
Le calcul est cependant fastidieux dans le cas général. Prenons un exemple en faisant
l’hypothèse que les trois vecteurs ηˆ1, ηˆ2, ηˆ3 sont orthogonaux et forment un trièdre
direct. Sans perdre en généralité, on peut de plus supposer que ηˆ1 = e3, c’est-à-dire
(αˆe1 , αˆa1) = (0, 0) et Rˆt1 = I3. Le calcul de wˆt = Rˆ
⊤
t wˆ dans les trois directions donne
alors 1
wˆt1 =
 c (αe) 0 −λ s (αe) c (αa)0 c (αe) −λ s (αe) s (αa)
−1
2
s (αe) c (αa) −12 s (αe) s (αa) c (αe)
w
wˆt2 =
 λ c (αe) 0 − s (αe) c (αa)−λ s (αe) s (αa) s (αe) c (αa) 0
s (αe) c (αa) −12 s (αe) s (αa) −12 c (αe)
w
wˆt3 =
 0 λ c (αe) − s (αe) s (αa)− s (αe) s (αa) λ s (αe) c (αa) 0
−1
2
s (αe) c (αa) s (αe) s (αa) −12 c (αe)
w
On obtient ainsi 9 équations dont on peut extraire (αe, αa) et w à la condition que
‖v − vt‖ > 0. En effet, comme λ < 1/3 (voir annexe A), les 6 équations provenant
des 2 premières lignes de chacune des 3 égalités précédentes sont indépendantes, ce
qui permet d’extraire les 6 variables c (αe)wx, s (αe) s (αa)wx, c (αe)wy, s (αe) c (αa)wy,
s (αe) s (αa)wz et s (αe) c (αa)wz. Les indéterminations restantes, lorsque l’une des in-
connues wx, wy où wz est nulle, peuvent être levées en utilisant les 3 équations qui
n’ont pas encore été prises en compte.
3.2 Le système de commande
Dans cette section, le système de commande utilisant le flot optique comme mesure
est décrit. Le modèle mathématique de la dynamique du véhicule est décrit et nous
1. pour tout x ∈ R, s (x) = sin (x), c (x) = cos (x), t(x) = tan (x)
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justifions l’utilisation d’une commande hiérarchique. La dynamique utilisée dans la
suite du document pour analyser la stabilité des lois de commande est alors réduite à
la seule dynamique de translation.
3.2.1 Séparation des dynamiques de rotation et de translation
Dans cette partie, nous modélisons la dynamique du véhicule et nous justifions
l’utilisation d’une commande hiérarchique pour réduire l’étude de la dynamique du
système à la seule dynamique de translation.
Modélisation
Dans le cadre de cette thèse, nous considérons une version simplifiée du modèle
général (2.1)-(2.4). Nous supposerons que les couples extérieurs Γe sont nuls et que les
couplages ΣRΓ et ΣT sont négligeables. Concernant les forces extérieures Fe, nous ne
prendrons en compte que la force de traînée FT (v) et une force F0 non colinéaire à mg
et de faible amplitude de sorte que les entrées du système puissent les compenser :
Fe = FT (v) + F0
Dans le cas où l’engin est sphérique, on montre que FT = −σv ‖v‖ v, où σv est le
coefficient de traînée. Le drone étant susceptible de s’approcher du sol, il est nécessaire
de prendre en compte l’effet de sol. Ce phénomène de portance modifie la relation
entre la vitesse de rotation des rotors de l’hélicoptère et la poussée totale générée. Si la
commande est la variable T , la poussée totale peut s’écrire bT , où b représente l’effet de
sol. Bien évidemment, lorsque le véhicule est loin du sol, b ≡ 1. Dans le cas contraire,
b est fonction de la hauteur h avec le sol. Une modélisation possible peut être trouvée









où l0 > D0 de sorte que b > 1 lorsque h = 0 (voir figure 3.2). Remarquons que
max(b(t)) = bmax est obtenu lorsque h = 0. Ces paramètres de modélisation étant
introduits, le modèle mathématique utilisé s’écrit alors
ξ˙ = v (3.15)
mv˙ = −bTRe3 +mge3 + FT (v) + F0 (3.16)
R˙ = RΩ× (3.17)
IΩ˙ = −Ω× IΩ + Γ (3.18)
Hiérarchisation de la commande
Les travaux développés dans cette thèse se focalisent sur la dynamique de trans-
lation, c’est-à-dire sur la boucle de guidage du véhicule aérien. On cherche donc à
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effet de sol b
Figure 3.2 – Effet de sol b avec l0 = 0.5m et D0 = 0.15m
hiérarchiser la commande en deux boucles de guidage et pilotage. Pour cela, on intro-
duit le paramètre 0 < ǫ < 1 pour séparer les échelles de temps entre la dynamique de
translation et la dynamique de rotation, ce qui signifie que la dynamique de rotation
du VTOL est compensée à l’aide d’un contrôleur “grand gain”. La dynamique s’écrit
alors
ξ˙ = v
mv˙ = −bTRe3 +mge3 + FT (v) + F0
ǫR˙ = RΩ¯×, Ω¯ = ǫΩ
ǫI ˙¯Ω = −Ω¯× IΩ¯ + Γ¯, Γ¯ = ǫ2Γ
La commande Γ = Γ¯/ǫ2 permet de compenser la dynamique de rotation. La séparation
d’échelle de temps entre la dynamique de translation (échelle de temps lente) et la dy-
namique de rotation (échelle de temps rapide) peut ainsi être utilisée pour élaborer les
lois de commandes avec des hypothèses simplificatrices. Cependant, bien que des sous-
systèmes d’ordre réduit peuvent être considérés pour l’élaboration de la commande,
la stabilité doit être analysée en considérant la boucle de commande complète du sys-
tème [Bertrand 08]. Néanmoins, cette approche est classique en pratique et peut être
justifiée théoriquement en utilisant la théorie des perturbations singulières [Khalil 96].
De nombreux travaux utilisent cette approche [Guenard 07, Pflimlin 06b], la méthode
consiste à élaborer les lois de commande séparément, puis à analyser la stabilité du
système inter-connecté. Dans cette thèse, nous ne nous intéresserons donc qu’à la dy-
namique de translation, sachant également que les travaux présentés peuvent très bien
s’appliquer à des systèmes totalement actionnés.
Ainsi, dans la suite, le terme TRe3 sera considéré comme entrée de commande
pour la dynamique de translation. Nous assignerons la valeur désirée u ≡ (TRe3)d =
T dRde3. En considérant de plus que la dynamique des actionneurs peut être négligée, la
valeur T d sera supposée atteinte instantanément par T . Pour la dynamique de rotation,
un contrôleur “grand gain” est utilisé pour s’assurer que l’orientation R du véhicule
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converge bel et bien vers l’orientation désirée Rd. Finalement, le problème de commande
résultant est le suivant
ξ˙ = v, mv˙ = −bu+mge3 + FT (v) + ∆ (3.19)
u est l’entrée de commande que nous considèrerons par la suite. ∆ est un paramètre
constant (ou variant lentement) regroupant la force F0 ainsi que toute autre force
constante non modélisée. Typiquement, si un biais intervient sur les mesures iner-
tielles, la matrice Rd ne sera pas exactement atteinte par R. De la même façon, une
perturbation interviendra si la masse m du véhicule est mal connue et donc mal com-
pensée.
3.2.2 Le schéma de commande
Nous résumons ici le dispositif de commande par flot optique utilisé dans les cha-
pitres suivants. Sur la figure 3.3, la boucle de pilotage est séparée de la boucle de vision.
Le principe de la boucle externe est de calculer, à partir des images acquises par les
caméras, le flot optique moyen wˆi en chaque direction ηˆi prédéfinie et en utilisant les
informations inertielles (R,Ω) pour la “dérotation” du flot. Le contrôleur utilise alors
ces informations pour calculer la commande u = (TRe3)d. Comme nous le verrons
dans le chapitre 5, une mesure de la vitesse linéaire v est parfois utilisée pour réguler la
vitesse de déplacement dans une direction donnée. La mesure de v peut provenir d’un
GPS par exemple.























Lors de précédents travaux menés au CEA LIST [Guenard 07], l’utilisation d’une
centrale inertielle a permis de stabiliser le vol d’un quadrirotor. En effet, la centrale
inertielle permettant de mesurer la direction de la gravité, il suffit de contrôler l’at-
titude de l’engin pour que la direction de la poussée coïncide avec la direction de la
gravité. Cependant, on a remarqué que la stabilisation n’est pas parfaite et que le
drone dérive toujours, il est alors nécessaire qu’un opérateur agisse sur les commandes
pour stabiliser manuellement le véhicule. Les biais de mesure ainsi que les perturba-
tions aérodynamiques sont des facteurs possibles pour expliquer cette dérive. Pour
remédier à cela, des techniques d’asservissement visuel sur une cible ont été proposées
[Guenard 08, Bourquardez 09]. Cependant, ces méthodes supposent une connaissance
a priori de la cible alors que l’engin est susceptible de naviguer dans un environnement
totalement inconnu.
La capacité de faire atterrir le véhicule de façon automatique présente également un
intérêt majeur pour beaucoup d’applications. Par exemple, l’atterrissage d’urgence sur
un terrain inconnu [Meingast 04] pour cause de panne est évidemment de premier in-
térêt pour les drones. L’atterrissage sur une plateforme mobile comme le pont d’un
navire maritime est un autre exemple d’application très important. L’atterrissage au-
tomatique des véhicules aériens sur des plateformes mobiles a déjà été étudié et dif-
férentes méthodes ont été proposées. Certaines méthodes utilisent une prédiction ou
un modèle du mouvement vertical de la plateforme mobile [Marconi 02, Yang 08], une
autre technique consiste à utiliser un guide reliant la plateforme au véhicule [Oh 06]
alors que d’autres méthodes supposent que le mouvement de la plateforme est connu
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ou estimé [Saripalli 03, Sharp 01]. L’idée principale de ces travaux est basée sur la
prédiction du mouvement de la plateforme afin de fournir un terme de compensation
dans la commande. Cette approche a l’avantage qu’avec une bonne prédiction du mou-
vement de la plateforme, les performances pour la manœuvre d’atterrissage sont très
bonnes. L’approche présente cependant l’inconvénient qu’il est difficile de déterminer
un modèle prédictif fiable du mouvement de la plateforme. Cette difficulté vient soit
du fait que le mouvement de la plateforme est essentiellement stochastique et aucun
modèle de prédiction n’est valide, soit du fait du nombre limité de données disponibles
sur le véhicule lors de la manœuvre. Dans de tels cas, il est préférable de se rabattre
sur une stratégie de commande par rétroaction. Une approche provenant de l’obser-
vation du comportement des insectes volants et des animaux utilise le flot optique
[Lee 76, Srinivasan 00] pour le contrôle des véhicules lorsque ceux-ci évoluent près de
l’environnement. Comme le flot optique fournit des informations sur la vitesse relative
et la proximité avec l’environnement [Koenderink 87], ce signal est idéal pour exécuter
une manœuvre d’atterrissage [Srinivasan 00, Chahl 04, Ruffier 04]. Les obstacles mo-
biles sont néanmoins rarement considérés dans les travaux précédents utilisant le flot
optique, alors qu’il est bien connu que les insectes montrent une grande aptitude pour
s’approcher et se poser sur des obstacles mobiles comme, par exemple, une abeille se
posant sur une fleur. De plus, l’analyse complète de la dynamique est rarement dis-
cutée dans la majorité des travaux analysant le comportement des insectes. En effet,
le régime de vol des insectes est très amorti du fait d’un ratio élevé entre leur traînée
et leur masse. Les stratégies de commande qui ont été observées dans diverses études
biologiques ne se généralisent pas nécessairement aux véhicules présentant une grande
inertie et une faible traînée.
Dans ce chapitre, nous proposons donc de nous intéresser à la stabilisation et l’atter-
rissage automatique d’un véhicule aérien de type VTOL. Une loi de commande utilisant
la mesure du flot optique moyen est élaborée pour la stabilisation et l’atterrissage auto-
matique sur une plateforme mobile. Un contrôleur non-linéaire de type PI (Proportion-
nel Intégral) est proposé pour la stabilisation alors qu’un autre contrôleur, exploitant
le flot optique normal (similaire au flot optique divergent) comme information de ré-
troaction, est proposé pour l’atterrissage vertical. Il sera nécessaire de supposer que la
dynamique de la plateforme mobile est bornée. Cependant, aucun modèle prédictif du
mouvement de la plateforme n’est requis pour obtenir les performances désirées. Une
analyse théorique de la stabilité du système en boucle fermée est également effectuée.
Pour les développements théoriques, nous ne considèrerons que la dynamique de
translation, un contrôleur “grand gain” étant utilisé pour stabiliser la dynamique de
rotation du drone (voir section 3.2). On suppose qu’on est toujours autour du vol sta-
tionnaire, on néglige donc la force de traînée FT (v). Par conséquent, nous considèrerons
la dynamique de translation suivante :
ξ˙ = v, mv˙ = −b(t)u+mge3 +∆(t) (4.1)
où u représente toujours la commande.
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4.2 Stabilisation du vol
Le problème considéré est la stabilisation de la position du véhicule par rapport
à une cible texturée plane tout en garantissant la non-collision, c’est-à-dire d(t) >
0, ∀t ≥ 0. Pour cela, un contrôleur non-linéaire de type PI, dépendant du vecteur w
(3.9) mesuré dans la direction de la normale η au plan cible, est développé pour la
dynamique de translation (4.1).
Dans cette section, l’effet de sol représenté par le paramètre b ainsi que les forces
non-modélisées représentées par le paramètre ∆ seront supposés constants. On suppose
également que la vitesse vt de la cible est constante. Le problème étant le même quelle
que soit la vitesse constante vt, nous supposerons que vt = 0 dans la suite de cette





4.2.1 Commande basée sur l’estimation de la distance d
Une première idée consiste à extraire un signal ne dépendant que de la vitesse v à
partir du flot optique moyen w = v/d afin d’élaborer une loi de commande linéarisante.
Pour cela, considérons la variable vd0 définie par
vd0 := dˆw (4.2)
avec dˆ défini par
˙ˆ
d = −〈w, η〉 dˆ, dˆ0 = 1 (4.3)
Puisque 〈w, η〉 = −d˙/d, on vérifie aisément que dˆ = d/d0, et donc vd0 = v/d0. Une loi de
commande de type PI permet alors de stabiliser le véhicule. On obtient la proposition
suivante :
Proposition 4.2.1 Considérons un véhicule volant au voisinage d’une surface plane
statique dont la normale η est connue. Considérons de plus la dynamique du véhicule
(4.1) en supposant b et ∆ constants. Choisissons la commande u comme suit
u = kPvd0 + kI
∫ t
0
vd0(τ) dτ +mge3 (4.4)
avec
vd0 = dˆw, et
˙ˆ
d = −〈w, η〉 dˆ, dˆ0 = dˆ(0) = 1
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kP et kI sont des paramètres positifs. Alors, pour toute condition initiale telle que
d(0) = d0 > 0, la trajectoire en boucle fermée existe tant que d(t) > 0, ∀t ≥ 0 est





Preuve : Il suffit d’écrire la dynamique du système (4.1) en injectant la commande
u (4.4) pour s’apercevoir qu’on est en présence d’un système linéaire :






v(τ) dτ +∆+mg(1− b)e3
La preuve est alors évidente.
Avec ce contrôleur, la stabilité du système est assurée tant que la distance d est
positive. Cependant, la distance d n’est pas observable et est obtenue, à un facteur
près, à partir de l’intégrale de 〈w, η〉. La commande n’est donc pas robuste aux erreurs
de mesure. De plus, avec le contrôleur (4.4), rien n’empêche le véhicule de rentrer en
collision avec la cible. En effet, si les gains kP et kI sont faibles, la distance d peut
théoriquement atteindre 0 avec une vitesse non nulle. Cette méthode ne semble donc
pas être la plus adaptée. Dans la partie suivante on propose un contrôleur permettant
de pallier le problème.
4.2.2 Commande non-linéaire assurant la non-collision
Dans cette partie, on propose un contrôleur non-linéaire de type PI dépendant
seulement de la variable mesurée w = v/d. Il est présenté dans le théorème suivant.
Théorème 4.2.2 Considérons un véhicule volant au voisinage d’une surface plane
statique dont la normale η est connue. Considérons de plus la dynamique du véhicule
(4.1) en supposant b et ∆ constants. Choisissons la commande u comme suit
u = kPw + kI
∫ t
0
w(τ) dτ +mge3 (4.5)
où kP et kI sont des paramètres positifs. Alors, pour toute condition initiale telle que
d(0) = d0 > 0, la trajectoire en boucle fermée existe à tout instant et satisfait d(t) >
0, ∀t. De plus, v converge vers 0. Plus précisemment,
1. d˙ = −〈v, η〉 converge vers 0 et d(t) > 0, ∀t ≥ 0.
2. La vitesse horizontale v‖ = πηv converge vers 0.
Preuve : Preuve de l’item 1 :
Reprenons la dynamique du véhicule (4.1) et considérons la composante v⊥ = 〈v, η〉 =
−d˙ de la vitesse v dans la direction η. En injectant la commande (4.5), il vient :








dτ + 〈∆, η〉+mg(1− b) 〈e3, η〉 (4.6)
4.2 Stabilisation du vol 75
En remarquant que v⊥ = −d˙, l’équation (4.6) peut aussi s’écrire en fonction de d de la
façon suivante :

















d∞ = d0 exp
(
mg(b− 1) 〈e3, η〉 − 〈∆, η〉
kIb
)
La loi de commande est bien définie tant que d(t) > 0. Pour toute condition initiale



















On vérifie aisément que Lη ≥ 0 en remarquant que la fonction u 7→ (u(ln u− 1) + 1) ≥
0, ∀u > 0. En dérivant Lη et en utilisant l’équation (4.8), il vient




Cela implique que Lη < Lη(0) tant que d(t) > 0. Deux cas peuvent se produire selon
la valeur initiale de Lη : Lη(0) < kIb et Lη(0) ≥ kIb. A partir de l’expression de la
fonction de Lyapunov (4.9), le premier cas (Lη(0) < kIb) implique qu’il existe ε > 0
tel que d(t) > ε > 0, ∀t. Par conséquent, d reste strictement positif et l’équation (4.8)
est bien définie pour tout instant. L’application du principe de LaSalle montre alors
que l’ensemble invariant est contenu dans l’ensemble défini par L˙ = 0. Ceci implique
que d˙ ≡ 0 dans l’ensemble invariant. En reprenant (4.8), on montre facilement que d
converge asymptotiquement vers d∞.
Pour la deuxième situation (Lη(0) ≥ kIb), on doit montrer que d(t) > 0, ∀t ≥ 0, et
ne s’annule jamais.. Pour cela, considérons la situation où le véhicule se dirige vers la
cible : supposons qu’il existe un instant t1 tel que d˙(t1) < 0 et 0 < d(t1) < d∞. Si on
montre qu’il existe un instant t2 > t1 tel que d˙(t2) = 0 et d(t2) > 0, alors, Lη(t2) < kIb
et les conditions du premier cas seront vérifiées. Par conséquent, d(t) > 0, ∀t > t2 et
donc d(t) > 0, ∀t ≥ 0. On procède par l’absurde. Supposons que pour tout instant
t > t1, d˙(t) < 0. Ceci entraine que d(t) < d(t1) < d∞, ∀t > t1. Ainsi, en reprenant
l’équation (4.8), il s’en suit qu’il existe ε > 0 tel que d¨(t) > ε > 0, ∀t > t1. Par suite, il
existe un instant t2 > t1 tel que d converge vers 0 (d ≥ 0) lorsque t→ t2. En reprenant
(4.8), il vient alors




> 0, ∀t > t1 (4.11)
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En intégrant cette équation, on obtient







, ∀t > t1 (4.12)
Puisque d converge vers 0, d˙ converge vers +∞. Ceci contredit le fait que d˙ < 0, ∀t > t1
et, par conséquent, d(t) > 0, ∀t et d(t)→ d∞.
Preuve de l’item 2 :
Considérons v‖, la vitesse latérale πηv ∈ I. A partir de la loi de commande (4.5)
exprimée dans le plan normal à η, on a









A partir de la dynamique du système, il vient








dτ +∆‖ +mg(1− b)πηe3 (4.14)
























où δ2 = v‖/
√
d. En dérivant δ2, on obtient :


















En utilisant le fait que (d, d˙) converge vers (d∞, 0), on peut garantir qu’il existe un
instant T > 0 et ε > 0 tels que
(kP b+md˙/2)
d
> ε > 0, ∀t > T
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Par conséquent L˙piη < −ε ‖δ2‖2 , ∀t > T . De plus, il est facile de vérifier que Lpiη reste




Lpiη , ∀t ∈ [0, T ]
Ceci implique que Lpiη(t) < Lpiη(T ), ∀t > T . Pour montrer que δ2 converge vers 0, on
a besoin de montrer que la fonction L˙piη est uniformément continue afin d’appliquer le
Lemme de Barbalat [Khalil 96]. Pour cela, montrons que la dérivée de L˙piη est bornée.
Comme d˙ et d¨ sont bornés, il suffit de montrer que δ2 et δ˙2 sont bornés. δ1 et δ2 sont
bornés puisque Lpiη est borné. En outre, à partir de l’équation (4.18), on vérifie que δ˙2
est borné. Ainsi, L˙piη est uniformément continue, d’où δ2 converge vers 0. De même,
il est facile de vérifier que δ˙2 est uniformément continu. Ainsi, comme δ2 converge, on
montre aisément que δ˙2 converge vers 0 en appliquant une nouvelle fois le Lemme de
Barbalat. Par conséquent, δ1 converge également vers 0 d’après l’équation (4.18).
Finalement, en utilisant le fait que v = v⊥η+ v‖, on peut garantir que v converge vers
0.
Le correcteur (4.5) permet de stabiliser le vol du véhicule relativement à une surface
texturée tout en garantissant la non-collision avec la surface. Cet algorithme permet
également de compenser les forces additives non-modélisées regroupées dans le terme
∆ grâce au terme intégral. Cependant, avec ce contrôleur, la position du véhicule n’est
pas asservie à une position désirée alors qu’il peut être intéressant de stabiliser le vol
relativement à une cible prédéfinie, comme une plateforme d’atterrissage par exemple.
Nous allons donc nous intéresser à l’asservissement sur une cible dans la prochaine
partie.
Remarque 4.2.3 Il est beaucoup plus délicat de montrer la stabilité du système avec
le contrôleur (4.5) lorsque les paramètres b(t) et ∆(t) dépendent du temps ou lorsque
la dynamique de la cible v˙t est non-nulle. Nous n’avons pas de preuve formelle de la
stabilité dans ce cas là. Néanmoins, si ces variables varient suffisamment lentement
(b˙(t) ≈ 0, ∆˙‖(t) ≈ 0 et v˙t ≈ 0), la robustesse du contrôleur présenté dans le Théorème
4.2.2 garantit la stabilité autour du point d’équilibre. Caractériser les conditions de
stabilité est un problème difficile qui reste pour le moment ouvert. △
4.2.3 Asservissement sur une cible
Le contrôleur précédent permet de stabiliser la position du véhicule mais ne permet
pas de le positionner par rapport à une cible prédéfinie. Pour pallier le problème, il
suffit de remplacer le terme intégral kI
∫ t
0
w par une fonction erreur (ou tâche) δ(t) ∈ I
dépendant de la position relative du véhicule par rapport à la cible. Le contrôleur peut
s’écrire ainsi :
u = k1f1(w) + k2f2(δ) +mge3 (4.20)
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où f1(w) est une fonction ne dépendant que du flot optique moyen w et f2(δ) ne dépend
que de δ. k1 et k2 sont des paramètres positifs. Cette écriture est générale, elle inclut
également le contrôleur (4.5) avec f1(w) = w et f2(δ) =
∫ t
0
w(τ) dτ . Il existe deux
principales techniques pour asservir un véhicule relativement à une cible à l’aide de la
vision : l’asservissement visuel 3-D et l’asservissement visuel 2-D. Dans les deux cas, δ
représente une fonction erreur entre la position courante et la position désirée (position
absolue pour l’asservissement 3-D ou position dans l’image pour l’asservissement 2-D).
Le terme f1(w), dépendant du flot optique moyen w, a pour but de jouer un double
rôle dans le contrôle. Le premier rôle est d’assurer la stabilité asymptotique du système
de façon identique à la mesure de vitesse utilisée comme terme d’amortissement dans
les lois de commande classiques. Le second rôle est d’assurer la non-collision avec la
cible. Il paraît donc plus avantageux d’utiliser la mesure w du flot optique moyen plutôt
que la mesure de la vitesse v seule, d’autant plus que w est mesurable sur toute cible
présentant des contrastes, même inconnue, alors que pour mesurer la vitesse v, on a
besoin de connaître la géométrie de la cible.
[Mahony 08] propose un contrôleur de type (4.20) en utilisant la centroïde comme
information visuelle et en utilisant le flot optique moyen pour permettre au système
d’atteindre asymptotiquement la centroïde désirée tout en assurant la non-collision avec
la cible. Cependant, cette commande adaptative est complexe, et ce principalement
parce que la dérivée de δ induit des couplages et qu’elle dépend de la distance à la cible
d. En effet, la dérivée de δ peut s’écrire
δ˙ = Qw
où Q est une matrice symétrique et définie positive, mais non-diagonale.
Dans cette partie, nous nous intéressons à une classe moins générale que le contrô-
leur (4.20) en considérant que δ est tel que sa dérivée s’écrit de la forme δ˙ = λ∗v où λ∗
est une constante positive. On a ce type de propriété lorsqu’on utilise l’asservissement
visuel 3-D (δ = (ξ − ξd) et λ∗ = 1) ou dans certains cas particuliers avec l’asservisse-
ment visuel 2-D hybride comme, par exemple, l’asservissement visuel basé homographie
[Malis 99].
Théorème 4.2.4 Considérons un véhicule volant au voisinage d’une surface plane
statique dont la normale η est connue. Considérons de plus la dynamique du véhicule
(4.1) en supposant b ≡ 1 et ∆ ≡ 0. Choisissons la commande u comme suit
u = k1w + k2δ +mge3 (4.21)
où k1 et k2 sont des paramètres positifs et δ est une fonction erreur telle que δ˙ = λ
∗v, λ∗
étant une constante positive. Alors, pour toute condition initiale telle que d(0) = d0 > 0,
la trajectoire en boucle fermée existe à tout instant et satisfait d(t) > 0, ∀t. De plus, v
converge vers 0.
Preuve : La preuve de ce théorème est très similaire à la preuve du théorème
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où δη = 〈δ, η〉, δpiη = πηδ et v‖ = πηv.
Remarque 4.2.5 Cette loi de commande ne permet pas de compenser le paramètre
constant ∆, ce qui peut induire une erreur de positionnement. On peut donc imaginer
utiliser le contrôleur (4.5) en complément pour estimer et compenser∆ dans un premier
temps, puis utiliser un asservissement 2-D ou 3-D pour asservir efficacement le véhicule
par rapport à la cible. △
4.3 Atterrissage et Appontage
Le problème de stabilisation du vol étant traité, la question de l’atterrissage auto-
matique se pose alors naturellement pour un véhicule aérien de type VTOL. Pour ce
type de tâche, le flot optique s’avère encore être une mesure très intéressante, comme
nous allons le voir.
Dans cette section, on supposera que la cible (la plateforme d’atterrissage) appar-
tient au plan x-y du repère inertiel. Ainsi, d ≡ h représente la hauteur du véhicule
par rapport à la plateforme. Le flot optique moyen w = (v − vt)/h (3.9) est mesuré
dans la direction de la normale η = e3 au plan cible. On supposera également que la
composante horizontale πe3u d’un contrôleur de type (4.20) ou du contrôleur (4.5) est
utilisée pour stabiliser la position horizontale du véhicule relativement à la cible. Il ne
reste ainsi qu’à contrôler la hauteur h du véhicule pour l’atterrissage. Pour cela, on
définit ω∗ > 0 comme étant la consigne pour le flot optique normal wz = 〈w, e3〉. A
partir de l’équation (3.9), sachant que h˙ = (−vz + 〈vt, e3〉), on vérifie aisément que
wz = 〈w, e3〉 = − h˙
h
+ bruit (4.22)
On en déduit facilement que si wz = ω∗, alors h(t) = h0 exp(−ω∗t). La convergence
exponentielle de h vers 0 assure donc un atterrissage en douceur. Cependant, en pra-
tique, il est impossible de suivre exactement ω∗. Il est donc nécessaire d’implémenter
un système rétroactif. Par conséquent, on cherche une loi de commande permettant la
régulation de (h˙/h+ ω∗) autour de 0.
4.3.1 Atterrissage sur une plateforme statique
Dans cette partie, on s’intéresse à l’atterrissage sur une plateforme horizontale sta-
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De plus, les paramètres b et ∆ sont supposés constants.
Proposition 4.3.1 Considérons un véhicule volant au-dessus d’une plateforme sta-
tique plane dont la normale est η = e3. Considérons de plus la troisième composante
de la dynamique du véhicule (4.1) en supposant b et ∆ constants :
mv˙z = −buz +mg +∆z (4.23)
Choisissons la troisième composante uz de la commande comme suit
uz = mk(wz − ω∗) +mg (4.24)
où k est un paramètre positif choisi de sorte que
k >
|∆z|max +mg |bmax − 1|
mω∗
(4.25)
Alors, pour toute condition initiale telle que h(0) = h0 > 0, la trajectoire en boucle
fermée existe à tout instant et satisfait h(t) > 0, ∀t. De plus, h(t) converge exponen-
tiellement vers 0.
Preuve : Ce qui suit donne des éléments de preuve qui permettront de mieux
comprendre la preuve générale de la partie suivante. La composante normale de la
dynamique étant indépendante de la composante horizontale, on peut l’étudier indé-
pendamment. A partir de (4.23) et (4.24), on a :
mv˙z = −mkb(wz − ω∗)− (b− 1)mg +∆z
Sachant que wz = −h˙/h, la dynamique de h s’écrit alors :





















− (b− 1) g
kb
)
La condition (4.25) permet d’assurer que α > 0. La loi de commande est bien définie
tant que h(t) > 0, par conséquent, il existe un instant Tmax > 0, pouvant être infini, tel
que (h, h˙) est bien défini sur [0, Tmax). Montrons premièrement que la hauteur h(t) reste
positive à chaque instant. Définissons pour cela l’état virtuel suivant sur [0, Tmax) :
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A partir de (4.28), la dérivée de ζ donne :
ζ˙ = −αζ (4.30)
Par conséquent, comme h0 > 0, ζ(t) = ζ0 exp (−αt) et donc h(t) > 0, ∀t ≥ 0. Il reste à
montrer que h˙ est bornée sur [0, Tmax) pour assurer, en utilisant (4.29), que Tmax =∞
et que h(t) converge exponentiellement vers 0. Montrons tout d’abord que h˙ est bornée




+ kbαh ≥ 0 (4.31)





Ceci montre que J (t) < J (0), par conséquent, h˙ est bornée sur [0, Tmax), et il s’en suit
que h reste strictement positive et est exponentiellement décroissante sur [0, Tmax) en
utilisant le fait que ζ converge exponentiellement vers 0. Maintenant, nous prouvons
que Tmax = ∞ et donc que ζ est bien définie sur [0,∞). Si Tmax 6= ∞, alors il existe
un scalaire positif δ tel que, sur [Tmax, Tmax + δ), h(t) > 0 par continuité (h(Tmax) > 0)
et tel que h˙ n’est pas bornée. Ceci vient contredire les discussions précédentes, par
conséquent, Tmax =∞ et h converge exponentiellement vers 0. De plus, il est facile de
vérifier qu’il existe ε > 0 tel que
J˙ = −εh˙2 < 0 (4.33)
L’application du théorème de Lyapunov permet de conclure que h˙ converge également
vers 0.
Ce résultat montre que le contrôleur (4.24) permet bel et bien l’atterrissage en dou-
ceur du véhicule sur une plateforme statique. Il suppose que l’effet de sol est constant
alors qu’en s’approchant du sol, b augmente. De plus, sur une plateforme maritime telle
que le pont d’un navire, la dynamique de la cible n’est généralement pas nulle du fait
du mouvement des vagues. Le résultat de la Proposition 4.3.1 n’est donc pas suffisant
en présence de telles perturbations. La partie suivante présente un résultat plus général
avec une analyse plus complète de la dynamique.
Stabilité du contrôleur (4.5) pendant la manœuvre d’atterrissage
Nous avons montré dans la partie 4.2.2, que la composante horizontale du contrôleur
(4.5) était stable. Pour cela, nous avons d’abord montré que la dynamique verticale était
stable et asymptotiquement convergente, puis nous avons montré que la dynamique
horizontale l’était aussi. Cependant, contrairement au cas de la stabilisation du véhicule
au-dessus d’une cible, lors de la manœuvre d’atterrissage, la distance h au sol converge
vers 0. Par conséquent, la deuxième partie de la démonstration du théorème 4.2.2 n’est
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pas applicable. Dans ce qui suit, nous présentons donc une autre preuve de la stabilité
du contrôleur




où η = e3 et w‖ = πe3w.
Preuve : A partir de la dynamique du système, il vient








dτ +∆‖ +mg(1− b)πηe3 (4.35)






























































En utilisant le fait que h converge vers 0, on peut garantir qu’il existe un instant T > 0
tel que k2P b > mh(T )kI et

























De plus, il est facile de vérifier que Lpiη reste bornée sur [0, T ]. Ceci implique que
Lpiη(t) < Lpiη(T ), ∀t > T . Le théorème de Lyapunov permet alors de conclure que
(δ1, v
‖) converge exponentiellement vers 0.
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4.3.2 Atterrissage sur une plateforme mobile
Dans cette partie, on considère la manœuvre d’atterrissage du véhicule aérien sur
une plateforme horizontale se déplaçant verticalement. L’idée de s’intéresser à ce pro-
blème vient de l’expérimentation de l’atterrissage sur une plateforme statique. Lorsque
le drone s’approche du sol, le tissu texturé posé sur le sol se soulève parfois sous l’effet
des perturbations aérodynamiques. Nous avons alors remarqué que le véhicule réagissait
de façon satisfaisante et robuste en s’élevant également. Le but principal est de répondre
au problème d’atterrissage sur une plateforme mobile dont la dynamique est inconnue.
L’application la plus importante concerne l’appontage sur le pont d’un navire en pré-
sence de mauvais temps et d’une mer agitée [Marconi 02, Oh 06, Saripalli 03, Sharp 01].
Un modèle commun utilisé pour le mouvement vertical zG de la plateforme induit par




ai cos (ωit+ φi) (4.43)
où ai, ωi, φi sont des constantes du mouvement inconnues. Les approches classiques
proposent d’estimer les paramètres du mouvement et de les utiliser pour ajouter une
compensation dans la commande. Dans ce travail, on propose de considérer une classe
plus générale pour le mouvement zG de la plateforme mobile. On suppose seulement
que zG est une fonction régulière de classe C2 (zG et z˙G sont des fonctions continues
du temps) et que z¨G est bornée et uniformément continue. Le contrôleur est présenté
dans le théorème suivant. Le résultat est une généralisation du théorème présenté dans
[McCarthy 08] avec une preuve plus complète de la stabilité et de la convergence ex-
ponentielle du couple (h, h˙) vers (0, 0).
Théorème 4.3.2 Considérons un véhicule volant au-dessus d’une plateforme mobile
plane dont la normale est η = e3. Considérons de plus la troisième composante (4.44)
de la dynamique du véhicule (4.1) où b(t) et ∆(t) sont des fonctions du temps :
mv˙z = −b(t)uz +mg +∆z(t) (4.44)
Choisissons la troisième composante uz de la commande comme suit
uz = mk(wz − ω∗) +mg (4.45)
Supposons que l’altitude zG de la plateforme est au moins C2, que z¨G et ∆(t) sont
bornées et uniformément continues, et supposons que b(t) ≥ 1, ∀t ≥ 0. Choisissons le
gain k de sorte que :
k >
|∆z|max +m|z¨G|max +mg |bmax − 1|
mω∗
(4.46)
Alors, pour toute condition initiale telle que h(0) = h0 > 0 (h0 ≡ |z(0)− zG(0)|)
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1. l’équation différentielle (4.44) est régulière et non-singulière, ce qui implique que
la solution (h(t), h˙(t)) est bien définie pour tout instant t ≥ 0.
2. h(t) > 0 reste positive et (h, h˙) converge exponentiellement vers (0, 0).
3. la loi de commande (4.45) est bornée à chaque instant et h¨→ 0.
Preuve : On procède item par item. Dans un premier temps, nous montrerons que
la troisième composante de l’équation différentielle (4.44), en considérant la commande
(4.45), est régulière et non-singulière tant que h(t) > 0. Cela implique qu’il existe un
instant Tmax > 0 tel que la solution (h(t), h˙(t)) existe pour t ∈ [0, Tmax). Dans un second
temps, nous prouverons l’item 2 en prouvant également que Tmax = ∞ et finalement
nous montrerons l’item 3.
Preuve de l’item 1 pour t ∈ [0, Tmax) :
Premièrement, rappelons que la composante normale de la dynamique est indépendante
de la composante latérale, on peut donc l’étudier séparément. A partir de (4.44) et
(4.45), on a :
mv˙z = −mkb(wz − ω∗)− (b− 1)mg +∆z
Sachant que h˙ = −(vz − z˙G) et wz = −h˙/h, la dynamique de h s’écrit alors :



















Les hypothèses du théorème ainsi que la condition (4.46) permettent d’assurer que α(t)
est une fonction strictement positive et bornée. La dynamique (4.48) est bien définie
tant que h(t) > 0, par conséquent, il existe un instant Tmax > 0, pouvant être infini,
tel que (h, h˙) est bien défini sur [0, Tmax).
Preuve de l’item 2 pour t ∈ [0, Tmax) :
Définissons pour cela l’état virtuel suivant sur [0, Tmax) :








A partir de (4.48), la dérivée de z donne :
ζ˙ = −α(t)ζ (4.50)
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Comme ζ0 = h0, il s’en suit que
h0 exp (−αmaxt) < ζ(t) < h0 exp (−αmint)
Il reste à montrer que
∣∣∣∫ t0 h¨(τ)kb(τ) dτ ∣∣∣ est borné sur [0, Tmax) pour assurer, en utilisant
(4.49), qu’il existe ε1, ε2 > 0 tels que
ε1h0 exp (−αmaxt) < h(t) < ε2h0 exp (−αmint), ∀t ∈ [0, Tmax) (4.51)
Par continuité, nous montrerons alors que Tmax = ∞. Cela assure que (h, h˙) est bien
défini sur [0,∞), et que h(t) converge exponentiellement vers 0.
On prouve que
∣∣∣∫ t0 h¨(τ)kb(τ) dτ ∣∣∣ est borné en étudiant les fonctions h˙ et h¨.
Preuve que le signe de h˙(t) change au plus une fois et que |h˙(t)| est bornée. Deux
situations peuvent se produire :
• h˙(0) ≥ 0 : pour montrer qu’il existe un instant T sur [0, Tmax) tel que h˙(T ) < 0,
supposons le contraire ; c’est-à-dire, h˙(t) ≥ 0, ∀t ∈ [0, Tmax). Ainsi, à partir de
(4.48) où α(t) > 0, h¨(t) < 0 et donc, en exploitant (4.49) où b ≥ 1 (voir l’équation
(3.14)),










Comme ζ est exponentiellement décroissante, il s’en suit que ζ˙ < −αminζ. Par
suite, il existe un instant T ∈ [0, Tmax) tel que ζ(T ) < h0 exp (−h˙0/k). Ceci vient
contredire l’hypothèse.
• h˙(0) < 0 : pour montrer que h˙(t) < 0, ∀t ∈ [0, Tmax), supposons le contraire ;
c’est-à-dire, il existe T sur [0, Tmax) tel que h˙(T ) = 0 et h˙(t) < 0, ∀t < T . Comme
h˙ est continue, à partir de (4.48), il est facile de voir qu’il existe δ > 0 et ε > 0
tels que h¨(t) < −ε, ∀t ∈ [T − δ, T ]. En rappelant (4.49), il vient :












En utilisant le fait que h¨(t) < −ε, ∀t ∈ [T − δ, T ], il s’en suit que







, ∀t ∈ [T − δ, T ]
De plus, comme b(t) ≥ 1, ∀t ∈ [0, Tmax),
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En utilisant le fait que h˙(T ) = 0, on obtient finalement :



















Par conséquent, la fonction J est négative tant que |h˙| > αh. En utilisant le fait que
h(t) > 0 est majorée sur [0, Tmax), il s’en suit que h˙ est bornée. Du fait que b(t) est
une fonction dépendant du temps, il ne suffit pas que h˙ soit bornée pour conclure que∣∣∣∫ t0 h¨(τ)kb(τ) dτ ∣∣∣ est bornée. Par conséquent, il est nécessaire d’étudier la fonction h¨.
Preuve que le signe de h¨ change également au plus une fois. Dans la suite, on
suppose sans perte de généralité que h˙0 < 0, par conséquent, h˙(t) < 0, ∀t ≥ 0.
• h¨(0) ≤ 0 : pour montrer qu’il existe un instant T tel que h¨(T ) > 0, supposons
le contraire ; c’est-à-dire, h¨ ≤ 0, ∀t ≥ 0. Ainsi, du fait que h˙ est négative et
décroissante, il s’en suit que h est strictement décroissante et ne peut pas avoir
de limite positive. Par conséquent, il existe un instant T tel que h˙(T )/h(T ) < −α.
D’où h¨(T ) > 0, et la contradiction.
• h¨(0) > 0 : pour montrer que h¨(t) ≥ 0, ∀t ≥ 0, supposons encore le contraire ;
c’est-à-dire, il existe T et δ > 0 tels que h¨(T − δ) = 0 et h¨ < 0, ∀t ∈ (T − δ, T ].
Ceci implique que (h˙/h)(T − δ) = −α et h˙/h > −α, ∀t ∈ (T − δ, T ]. En utilisant
le fait que h˙/h = −α à l’instant (T − δ) et le fait que |h˙/h| < α, ∀t ∈ (T − δ, T ]
alors que h˙ est négative et décroissante, et que h est positive et décroissante, il
s’en suit que l’hypothèse de départ est contredite.
En utilisant le fait qu’il existe un instant T ∈ [0, Tmax) à partir duquel h˙ < 0 est bornée
et h¨ ≥ 0, ∀t ∈ [T, Tmax), il est facile de vérifier que
∣∣∣∫ t0 h¨(τ)kb(τ) dτ ∣∣∣ est bornée sur [T, Tmax),
et donc, en utilisant le fait que ζ est exponentiellement décroissante, on peut assurer
que h reste strictement positive et exponentiellement décroissante sur [T, Tmax).
Maintenant, nous prouvons que Tmax =∞ et donc que ζ est bien définie sur [0,∞).
Si Tmax 6=∞, alors il existe un nombre positif δ tel que, sur [Tmax, Tmax + δ), h(t) > 0
par continuité (voir (4.51)) et
∣∣∣∫ t0 h¨(τ)kb(τ) dτ ∣∣∣ n’est pas bornée. Ceci vient contredire les
discussions précédentes, par conséquent, Tmax = ∞ et h converge exponentiellement
vers 0. De plus, en utilisant (4.52) et (4.53) et en appliquant la stabilité Entrée-à-Etat
(Input-to-State-Stability : ISS [Sontag 95]), on vérifie aisément que h˙ est exponentiel-
lement stable.
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Preuve de l’item 3 pour t ∈ [0,∞) On prouve ici que le contrôleur (4.45) est borné en
montrant que h¨ → 0. La difficulté réside dans le fait que h˙/h est indéterminé lorsque
t → ∞ puisque (h, h˙) converge vers (0, 0). De façon analogue à la preuve du Lemme




(h¨/kb)(τ) dτ et b(t) sont bornés et qu’il existe un instant T tel que
h¨ ≥ 0, ∀t > T , il s’en suit qu’il existe ǫ > 0 et deux suites (Tn)n≥1 ∈ R+ et (δn)n≥1 ∈ R∗+
telles que
(i) Tn → +∞ lorsque n→ +∞,
(ii) h¨
kb
(Tn − δn) = ǫ/2 et h¨kb(Tn) = ǫ,
(iii) ǫ/2 ≤ h¨
kb
(t) ≤ ǫ, ∀t ∈ [Tn − δn, Tn].
Montrons qu’alors (δn)n≥1 est une suite minorée par un réel strictement positif. En




















(α + ǫ) dτ ≥ −
∫ t
Tn−δn










(αmax + ǫ) dτ ≥ − (αmax + ǫ) δn
D’où, h(t) ≥ h(Tn − δn) exp (−(αmax + ǫ)δn), ∀t ∈ [Tn − δn, Tn] et donc, en utilisant le




h(Tn − δn) exp ((αmax + ǫ) δn) ≥
h˙(Tn − δn)
h(Tn − δn) exp ((αmax + ǫ) δn) (4.54)
En utilisant (ii), on a de plus
h˙
h
(Tn) = −ǫ− α(Tn)
h˙
h
(Tn − δn) = − ǫ
2
− α(Tn − δn)
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En rappelant l’inégalité (4.54), on vérifie ainsi que
exp ((αmax + ǫ) δn) ≥ ǫ+ α(Tn)
ǫ/2 + α(Tn − δn)
Dans la suite du raisonnement, on a besoin de l’uniforme continuité de α(t). Pour ob-
tenir cela, b(t) doit également être uniformément continue. Ce résultat est facilement
vérifié en utilisant l’équation (3.14) et le fait que le couple (h, h˙) converge exponen-
tiellement vers (0, 0). Les hypothèses du théorème et l’expression de α(t) permettent
alors de conclure que α(t) est uniformément continue. Par suite, comme α(t) est une
fonction uniformément continue, il existe γ > 0 tel que
∀n ≥ 1, |Tn − t| ≤ γ ⇒ |α(Tn)− α(t)| ≤ ǫ/4
Ainsi, si δn < γ, α(Tn) ≥ α(Tn − δn)− ǫ/4 et, par conséquent,
exp ((αmax + ǫ) δn) ≥ 3ǫ/4 + α(Tn − δn)
ǫ/2 + α(Tn − δn)
Comme α(t) est bornée, on vérifie facilement que
3ǫ/4 + α(t)
ǫ/2 + α(t)
≥ 3ǫ/4 + αmax
ǫ/2 + αmax
, ∀t ≥ 0
Ceci implique que
exp ((αmax + ǫ) δn) ≥ 3ǫ/4 + αmax
ǫ/2 + αmax
> 1, ∀n ≥ 1
Par suite, il existe δ > 0 tel que δn ≥ δ pour tout n ≥ 1. L’étape suivante de la preuve
est une application directe de la preuve du Lemme de Barbalat. En rappelant (ii) et
































(h¨/kb)(τ) dτ converge vers +∞, ce qui contredit l’hypothèse de
départ. En utilisant le fait que h¨(t) converge vers 0, il est finalement facile de vérifier
que :
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• h˙/h ≡ −α(t) lorsque t→ +∞.
• la loi de commande (4.45) est bornée.
Le résultat montre bel et bien que le contrôleur (4.45) permet un atterrissage en
douceur tant que la condition (4.46) est respectée. La preuve du théorème montre de
plus qu’il existe un instant T > 0 à partir duquel la descente est strictement monotone
(h˙(t) < 0, ∀t > T ), ce qui n’est pas nécessairement vrai si la condition (4.46) n’est pas
vérifiée à chaque instant. Autrement dit, si la dynamique de la plateforme est temporai-
rement très élevée et que (4.46) n’est pas vérifiée durant une petite période de temps,
il est possible que le drone s’éloigne temporairement de la plateforme (h˙(t) > 0). La
vitesse de descente dépend également du gain k. En effet, si le gain k est très élevé par
rapport aux paramètres z¨G ou ∆z, alors la constante ω∗ est asymptotiquement atteinte
(h˙/h ∼= ω∗) et l’atterrissage s’effectue à vitesse désirée. Dans le cas contraire, la vitesse
de descente est plus incertaine. Pour limiter ces deux problèmes, il est possible d’aug-
menter la précision du contrôleur en ajoutant un terme intégral, la loi de commande
devient alors :
uz = mk(wz − ω∗) +mkI
∫ t
0
(wz(τ)− ω∗) dτ +mg (4.55)
La dynamique non-linéaire du système est alors bien plus complexe à étudier mais nous
pensons que la stabilité est encore garantie. Le terme intégral permet de compenser
les paramètres inconnus z¨G, ∆z et b. Dans le cas particulier où ces paramètres sont
constants, la constante de descente ω∗ est asymptotiquement atteinte : h˙/h ≡ ω∗. En
pratique, le terme intégral peut cependant sévèrement déstabiliser la commande lorsque
le véhicule se rapproche du sol, il est donc nécessaire de saturer ce terme en utilisant,
par exemple, un intégrateur non-linéaire borné [Hua 09c].
4.4 Résultats de simulation
Dans cette section, on présente quelques résultats de simulation pour la stabilisa-
tion et l’atterrissage automatique. Dans un premier temps, on présente des résultats
pour l’atterrissage automatique en ne simulant que la dynamique verticale du véhicule
avec Matlab. La dynamique complète du véhicule (translation et rotation) est ensuite
simulée. On utilise pour cela un simulateur 3-D développé lors de la thèse afin de si-
muler à la fois le calcul du flot optique dans un environnement virtuel et la dynamique
complète du drone.
4.4.1 Simulation de la dynamique de translation seule
Afin d’évaluer l’efficacité de notre approche, quelques résultats de simulations sont
présentés pour l’atterrissage automatique. Seule la dynamique de translation idéalisée
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(4.1) est utilisée dans cette partie. Pour chacun des résultats présentés, la masse du
véhicule est m = 0.85kg ; cela correspond à la masse identifiée sur le système réel
utilisé pour les expérimentations (voir chapitre 6). Les 2 contrôleurs (4.45) et (4.55)
sont simulés, le gain k est fixé à 10 dans les deux cas et le gain intégral kI est fixé à 20
pour le contrôleur (4.55). La consigne ω∗ de flot optique normal est fixée à 0.5. Pour
le paramètre b (3.14) représentant l’effet de sol, on choisit l0 = 0.5m et D0 = 0.15m.
Pour les figures 4.1a et 4.1b, la plateforme est statique et on choisit ∆z = −0.3. A




















































(a) Utilisation du contrôleur (4.45)




















































(b) Utilisation du contrôleur (4.55)
Figure 4.1 – Atterrissage sur une plateforme statique
partir des différents paramètres choisis, on vérifie aisément que la condition (4.46) est
respectée, donc, le Théorème 4.3.2 s’applique. Les résultats montrent les trajectoires
en boucle fermée du mouvement vertical du véhicule ainsi que le flot optique normal
pour les conditions initiales (h0, h˙0) = (3, 0). Sur la figure 4.1a, on vérifie qu’avec
le contrôleur (4.45), le flot optique normal reste positif à chaque instant même si la
consigne ω∗ n’est pas atteinte et la hauteur h = −z+zG converge exponentiellement vers
0. Sur la figure 4.1b, on vérifie que l’utilisation du terme intégral permet de compenser
les perturbations, le flot optique normal converge autour de ω∗ et la trajectoire du
véhicule se rapproche de la trajectoire désirée (en rouge sur la figure).
Pour les figures 4.2a et 4.2b, la plateforme est mobile. On choisit toujours ∆z = −0.3
et le mouvement vertical de la plateforme est choisi comme suit :
zG = aG sin (2πfGt) avec aG = 0.1m et fG = 0.3s
−1
On vérifie que la condition (4.46) est encore respectée. Sur la figure 4.2a, on observe
qu’avec le contrôleur (4.45), le flot optique normal reste encore positif à chaque instant
et la hauteur h converge exponentiellement vers 0. Sur la figure 4.2b, on observe que le
terme intégral permet de compenser la perturbation ∆z, le flot optique normal oscille
autour de ω∗ et la trajectoire du véhicule se rapproche de la trajectoire désirée.
Pour les figures 4.3a et 4.3b, la plateforme est toujours mobile mais les perturbations
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(a) Utilisation du contrôleur (4.45)




















































(b) Utilisation du contrôleur (4.55)
Figure 4.2 – Atterrissage sur une plateforme oscillante
sont plus importantes. On choisit ∆z = −2 et le mouvement vertical de la plateforme
est choisi comme suit :
zG = aG sin (2πfGt) avec aG = 0.4m et fG = 0.5s
−1
La condition (4.46) n’est alors pas respectée à chaque instant. Sur la figure 4.3a, on
observe qu’avec le contrôleur (4.45), le flot optique normal n’est pas positif à chaque
instant. Néanmoins, on remarque que la hauteur h reste positive et converge vers 0
malgré les oscillations. Sur la figure 4.2b, on constate que le terme intégral permet
de compenser la perturbation ∆z et d’atténuer les oscillations, le flot optique normal
oscille autour de ω∗ tout en restant positif et la trajectoire du véhicule se rapproche de
la trajectoire désirée.
4.4.2 Simulation de la dynamique complète
Présentation du simulateur 3-D
L’utilisation d’un logiciel de type Matlab est très utile pour simuler rapidement
et efficacement un algorithme de commande. Cependant, lorsque l’algorithme est basé
vision, l’utilisation de ces logiciels présente 2 inconvénients majeurs :
– il est très difficile et fastidieux de modéliser complètement un environnement 3-D
complexe.
– les algorithmes de traitement d’image ne sont pas simulés.
Il n’est donc pas possible de valider la boucle de commande complète du système, ce qui
est pourtant nécessaire pour évaluer les performances et la robustesse de l’approche.
La solution est donc d’acquérir des images artificielles à partir d’un environnement 3-D
simulé, ce que permettent les bibliothèques graphiques comme OpenGL. La figure 4.4
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(a) Utilisation du contrôleur (4.45)
















































(b) Utilisation du contrôleur (4.55)
Figure 4.3 – Atterrissage sur une plateforme oscillant fortement
présente l’architecture logicielle du simulateur développé et implémenté en C++ au


















Figure 4.4 – Architecture du simulateur 3-D
4 classes principales décrivent l’application :
• Pour la simulation du drone, on utilise une modélisation simplifiée de la
dynamique. En effet, on ne modélise les dynamiques du système que par des
premiers ordres en supposant qu’il n’est pas nécessaire d’aller plus loin. En accord
avec la stratégie de commande décrite dans la section 3.2, les entrées de commande
sont la poussée T , l’orientation (φ, θ) (roulis et tangage) et pour le lacet, la vitesse
1. Unified Modeling Language [Rumbaugh 04]
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de rotation ωz. Le temps de réponse pour la poussée T est fixé à 0.1s et le temps
de réponse pour l’orientation (φ, θ) du véhicule est fixé à 0.5s. Pour le lacet,
on fixe le temps de réponse à 0.2s pour la vitesse de rotation ωz. La masse m
du véhicule est quant à elle fixée à 0.85kg. Ces différentes constantes sont celles
identifiées sur le système physique utilisé pour les expérimentations (voir chapitre
6). Ces paramètres étant fixés, la dynamique du véhicule est simulée à la fréquence
d’échantillonnage Fed = 166Hz et la pose (position et orientation) du véhicule
est calculée.
• L’environnement 3-D est simulé en utilisant la bibliothèque OpenGL. La
géométrie de l’environnement est préalablement paramétrée de même que les
textures utilisées. L’environnement simulé contient plusieurs caméras virtuelles
orientées différemment selon l’application visée. Afin de positionner les caméras
par rapport à l’environnement, la classe <environnement simulé> interagit avec
l’interface de la classe <drone simulé> pour obtenir la pose du drone. Les images
peuvent alors être acquises par les caméras.
• L’unité de calcul du flot optique <Calcul flot optique> contient les mé-
thodes de traitement d’image permettant d’extraire le flot optique moyen décrit
dans la section 3.1 à partir des images acquises. Pour cela on utilise la biblio-
thèque OpenCV.
Cette classe interagit avec l’interface de la classe <environnement simulé> pour
obtenir les images acquises. On utilise alors la version pyramidale de l’algorithme
de Lucas-Kanade [Lucas 81] pour estimer le flot optique p˙P (équation (3.2)) en
plusieurs points d’une ouverture W2 autour de chacune des directions d’observa-
tion ηˆ définies pour la simulation. Le passage du flot optique exprimé dans le plan
image p˙P au flot optique sphérique p˙ est effectué numériquement à partir de la
jacobienne J entre les deux surfaces (voir équation (3.4)). Pour que le calcul du
flot optique moyen wˆ (équation (3.10)) soit possible, les points de calcul du flot
optique doivent être répartis de façon homogène et symétrique sur l’ouverture.
La figure 4.5 montre le flot optique p˙P typiquement obtenu pour un mouvement
horizontal ou vertical par rapport à une cible plane.
Afin d’éliminer les possibles valeurs aberrantes en certains points et ainsi amélio-
rer l’estimation de wˆ, un estimateur des moindres carrés est utilisé pour extraire
les 4 paramètres de transformation de l’image (2 translations, le facteur d’échelle
et la rotation sur l’axe optique) [Umeyama 91]. Si le vecteur (p˙i + Ω×pi) en un
point i est aberrant, c’est-à-dire si ce vecteur est en contradiction avec le mouve-
ment global dans l’image, celui-ci est remplacé par un vecteur construit à partir
des paramètres de transformation. Le flot optique moyen wˆ (3.10) est alors cal-
culé numériquement à partir du champ de vecteurs obtenu en utilisant la méthode
décrite dans la section 3.1. Le nombre de points de calcul ainsi que l’angle solide
W2 sont fixés avant le lancement de la simulation.
• Le contrôleur permet d’orchestrer la simulation à la fréquence d’échantillon-
nage Fe. Notons que cette fréquence peut être différente de la fréquence Fed de
commande du drone. Lors d’un cycle, la mise à jour de l’environnement 3-D est
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(a) Flot optique pour un mouvement hori-
zontal
(b) Flot optique pour un mouvement ver-
tical
Figure 4.5 – Flot optique calculé en plusieurs points
d’abord effectuée afin de positionner les caméras. On procède ensuite au calcul du
flot optique moyen utilisé comme mesure pour le calcul de la commande envoyée
au drone.
Résultats
On souhaite ici simuler une phase d’atterrissage automatique sur une surface plane
supposée horizontale, c’est-à-dire dont la normale à la cible est telle que η = e3. On
utilise le simulateur 3-D décrit précédemment. Pour cela, on définit préalablement les
paramètres de simulation. Comme dans la partie précédente, la masse du véhicule est
m = 0.85kg et les paramètres modélisant l’effet de sol b (3.14) sont fixés à l0 = 0.5m
et D0 = 0.15m. On suppose qu’on est en présence d’un vent constant modélisé par
le paramètre ∆ = (0.5,−0.1,−0.3). La position initiale du véhicule est fixée à ξ0 =
(0, 0,−3)⊤ (ainsi, h0 = 3m) et la vitesse initiale est fixée à ξ˙0 = (1, 2, 1)⊤. Pour le
calcul du flot optique moyen, on utilise une seule direction d’observation ηˆ = η = e3.
La demi-ouverture de l’angle solide W2 autour de la direction ηˆ est fixée à θ0 = 30◦ et
on calcule le flot optique en 210 points repartis sur cette ouverture. Un bruit de mesure
est ajouté au flot optique moyen, on le modélise par une loi uniforme définie dans
l’intervalle [−Nmax, Nmax] avec Nmax = 0.1. Pour l’atterrissage, la consigne ω∗ de flot
optique normal est fixée à 0.5. La fréquence d’échantillonnage Fe = 15Hz du système de
commande est fixée, elle correspond à la fréquence utilisée pour nos expérimentations
(voir chapitre 6).
Le scénario se déroule en 2 phases : la phase de stabilisation, qui permet de positionner
le véhicule relativement à la cible, et la phase d’atterrissage.
Stabilisation au-dessus de la cible
On utilise le contrôleur (4.5) pour la phase de stabilisation (t ∈ [0, 60] sur les figures).
Les gains kP et kI sont choisis de sorte que kP = 2 et kI = 1. Les figures 4.6 présentent le
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résultat de simulation lorsque la cible est statique. La figure 4.6a représente la position
du véhicule, la figure 4.6b représente la mesure du flot optique moyen et la figure 4.6c
représente l’orientation du véhicule par les angles de roulis et tangage. On remarque que
la position converge autour d’un point d’équilibre et que le flot optique moyen, et donc
la vitesse du véhicule, converge vers 0. On remarque également que pour compenser le
vent, l’orientation (φ, θ) du véhicule se stabilise à une valeur non-nulle.
Les figures 4.7 présentent les résultats dans le cas où la cible est mobile. La plateforme




















































(a) Position du véhicule






































(b) Flot optique moyen w
































(c) Orientation du véhicule
Figure 4.6 – Stabilisation au-dessus d’une plateforme statique
oscille verticalement de la même façon que dans la section précédente 4.4.1 :
zG = aG sin (2πfGt) avec aG = 0.1m et fG = 0.3s
−1
On observe sensiblement le même comportement que dans le cas d’une cible statique,
ceci est principalement dû au fait que le véhicule est loin de la cible et que les oscillations
sont relativement faibles. On remarque tout de même une faible oscillation du flot
optique normal wz.
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(a) Position du véhicule






































(b) Flot optique moyen w
































(c) Orientation du véhicule
Figure 4.7 – Stabilisation au-dessus d’une plateforme mobile
Atterrissage automatique
La stabilisation préalable du véhicule dans la première phase (t ∈ [0, 60]) a permis
d’estimer et de compenser la perturbation ∆ en supposant que b ≡ 1 pendant cette
phase. Pour la phase d’atterrissage (t > 60s), on utilise le contrôleur (4.45) auquel on
ajoute le paramètre constant ∆−z = ∆z(60) estimé préalablement lors de la phase de
stabilisation :
uz = mk(wz − ω∗) +mg +∆−z
Notons que si la perturbation ∆z varie pendant la phase d’atterrissage (si la force du
vent varie par exemple), la compensation ne sera plus assurée. Pour pallier cela, on
a vu qu’il est également possible d’ajouter un terme intégral (voir contrôleur (4.55)).
Pour respecter la condition (4.46), le gain k du contrôleur doit être choisi de sorte que
k > 2.7 en tenant compte de l’effet de sol et des oscillations de la plateforme lorsque
celle-ci est mobile. On choisit donc k = 3. Pour stabiliser le mouvement horizontal du
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véhicule pendant l’atterrissage, on utilise toujours le contrôleur (4.5) appliqué seule-
ment dans les directions x − y. Les figures 4.8 présentent le résultat dans le cas où la
cible est statique alors que les figures 4.9 présentent le résultat dans le cas où la cible
est mobile. On observe bel et bien un atterrissage en douceur dans les deux cas. La
même simulation a été effectuée pour k = 7. En observant le flot optique w sur la figure
4.10, on s’aperçoit que celui-ci se déstabilise lorsque le véhicule se rapproche du sol. Ce
phénomène, qui n’est pas observé sur les simulations Matlab précédentes, est dû à la
fréquence d’échantillonnage limitée à 15Hz. En effet, lorsque h = (−z + zG) est faible,




(h˙− ω∗h) +mg +∆−z
Il est bien connu que pour les systèmes échantillonnés, plus le gain est élevé plus la
fréquence d’échantillonnage doit être élevée, sans quoi la stabilité n’est pas garantie.
Dans notre cas, la fréquence d’échantillonnage imposée limite le choix du gain k. Par
voie de conséquence, ceci limite également les performances du contrôleur en présence
de fortes oscillations. Le choix du gain dépendra donc des spécifications du matériel
utilisé, en faisant un compromis entre stabilité et performance.




















































(a) Position du véhicule






































(b) Flot optique moyen w
Figure 4.8 – Atterrissage sur une plateforme statique
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(a) Position du véhicule






































(b) Flot optique moyen w
Figure 4.9 – Atterrissage sur une plateforme mobile avec k = 3




















































(a) Position du véhicule






































(b) Flot optique moyen w
Figure 4.10 – Atterrissage sur une plateforme mobile avec k = 7
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4.5 Conclusion
Dans ce chapitre, une approche basée sur la mesure du flot optique moyen a été
présentée pour la stabilisation du véhicule et l’atterrissage automatique sur une cible
statique ou mobile. On a montré que la régulation du flot optique moyen à 0 permet la
stabilisation de la position du véhicule et que la régulation du flot optique normal au-
tour d’une constante positive ω∗ permet l’atterrissage en douceur. L’analyse théorique
montre également que la non-collision avec la cible est toujours assurée. Si plusieurs si-
mulations ont permis de valider l’approche dans plusieurs scénarios, elles ont également
permis de montrer les limites de notre contrôleur lorsqu’il est utilisé sur un système
physique réaliste. Le chapitre 6 présente quelques expérimentations de notre approche
sur un drone de type quadrirotor développé au CEA LIST.
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Chapitre 5
Suivi de terrain et évitement
d’obstacles
5.1 Introduction
Dans ce chapitre, nous nous intéressons à la fonction de suivi de terrain basée
sur la mesure du flot optique. La tâche de suivi de terrain consiste classiquement à
faire naviguer le véhicule à distance constante au-dessus du sol en combinant régu-
lation de la vitesse d’avance et régulation du flot optique [Ruffier 05]. Ceci permet
par exemple de conserver une distance de sécurité avec un sol qui n’est généralement
pas plat [Garratt 08]. Lorsque le véhicule évolue près du terrain, la fonction d’évi-
tement d’obstacles, c’est-à-dire la non-collision avec l’environnement, est également
nécessaire [Ruffier 08, Beyeler 09b]. Ceci permet en outre de s’intéresser à des environ-
nements plus complexes et généralement encombrés tels que des couloirs par exemple
[Serres 08, Humbert 10]. Cependant, dans les travaux précédents, seules des méthodes
linéaires de commande sont généralement considérées :
– soit en utilisant la mesure de la distance au terrain extraite du flot optique
[Garratt 08], la fonction d’évitement d’obstacles n’étant alors pas assurée.
– soit en utilisant le linéarisé de la dynamique autour de l’équilibre sans analy-
ser globalement la stabilité du système non-linéaire [Humbert 05b, Ruffier 05,
Conroy 09].
A l’exception de quelques travaux qui fournissent une analyse de stabilité du système
non-linéaire pour un modèle cinématique du véhicule [Humbert 10], il y a peu de ré-
sultats qui considèrent la dynamique non-linéaire complète du système et fournissent
une analyse rigoureuse de la stabilité en boucle fermée.
De ce fait, une stratégie générale, utilisant le flot optique moyen calculé dans diffé-
rentes directions d’observation, est proposée dans ce chapitre. Dans un premier temps,
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une approche pour le suivi de terrain classique utilisant une direction d’observation est
proposée. Une loi de commande non-linéaire est élaborée pour la dynamique de trans-
lation et la stabilité est analysée. L’approche générale se base ensuite sur ce premier
travail et la robustesse de la loi de commande élaborée est analysée théoriquement.
Dans ce chapitre, l’environnement sera supposé statique, ce qui signifie que le flot
optique moyen ne dépend que du mouvement du véhicule (w = v/d).
Pour les développements théoriques, nous ne considèrerons que la dynamique de
translation, un contrôleur “grand gain” étant utilisé pour stabiliser la dynamique de
rotation du drone (voir section 3.2). De plus, sachant que les perturbations extérieures
seront analysées dans la partie 5.3.3 dédiée à la robustesse, nous considèrerons dans un
premier temps la dynamique de translation simplifiée suivante :
ξ˙ = v, mv˙ = −u+mge3 (5.1)
où u représente toujours la commande.
5.2 Suivi de terrain avec une direction d’observation
Le problème considéré est la stabilisation de la distance d au sol (ou, par extension,
à une paroi quelconque) autour d’une distance désirée d∗ tout en garantissant la non-
collision. Pour cela, un contrôleur non-linéaire, dépendant du vecteur wˆ (3.11) mesuré
dans une seule direction, est développé pour la dynamique de translation (5.1).









Figure 5.1 – Suivi de terrain
Dans cette partie, la normale η au plan observé est supposée connue (voir Figure
5.1). D’après ce qui a été décrit dans la section 3.1, le flot optique moyen calculé dans
la direction η s’exprime alors w = v/d (3.9). On définit la consigne ω∗ > 0 pour le
flot optique longitudinal w‖ = πηw (le flot optique parallèle au plan). Notons vr la
vitesse d’avance désirée perpendiculaire à η telle que ‖vr‖ = v∗ > 0. Si on suppose
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que la vitesse d’avance v‖ = πηv est régulée autour de vr, la régulation de
∥∥w‖∥∥→ ω∗
garantit que d → v∗/ω∗ = d∗. En outre, la composante de w dans la direction η est
analogue au flot divergent :




w⊥, dépendant de d˙, peut donc être utilisé comme terme d’amortissement pour la loi
de commande. On considère alors la consigne ω∗ pour le flot normal à η et on recherche
une loi de commande qui permet la convergence de d autour de d∗. Dans cette section,
on considèrera que la vitesse d’avance est parfaitement régulée :
∥∥v‖∥∥ = v∗, ∀t. Alors,
la dynamique du véhicule dans la direction η est découplée du mouvement d’avance.
En pratique, une vitesse d’avance constante peut être obtenue avec un système de
positionnement (GPS pour des missions extérieures et vision + centrale inertielle pour
des applications en intérieur).
Proposition 5.2.1 Considérons un véhicule volant au voisinage d’une surface plane
dont la normale η est connue. Supposons que ce véhicule se déplace dans une direction
parallèle à ce plan avec une vitesse de référence vr de norme constante v∗ > 0. Suppo-
sons de plus qu’une consigne de distance d∗ est donnée. Considérons la dynamique du
véhicule (5.1) projetée sur la direction η normale au plan
mv˙⊥ = −u⊥ +mg 〈e3, η〉 (5.2)









⊥ +mg〈e3, η〉 (5.3)
où kP et kD sont des paramètres positifs, w
‖ = πηw, w⊥ = 〈w, η〉 et ω∗ = v∗/d∗. Alors,
pour toute condition initiale telle que d(0) = d0 > 0, la trajectoire en boucle fermée
existe à tout instant et satisfait d(t) > 0, ∀t. De plus, d(t) converge asymptotiquement
vers d∗.
Preuve : Comme les dynamiques du système considéré sont découplées, rappelons
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g : R∗+ −→ R+
u 7−→ u− ln u− 1
Il est facile de vérifier que pour tout u ∈ R∗+ et u 6= 1, g(u) > 0 et g(1) = 0. De plus, g
tend vers +∞ lorsque u tend vers 0 ou +∞. En dérivant L et en rappelant l’équation
(5.6), on obtient




Ceci implique que 0 < L < L(0) tant que d(t) > 0. Or, à partir de l’expression de
la fonction de Lyapunov, Eq. (5.7), L < L(0) implique qu’il existe ε > 0 tel que
d(t) > ε > 0. Il s’en suit que d(t) > ε > 0, ∀t. De plus, l’application du principe
d’invariance de LaSalle montre que l’ensemble invariant est contenu dans l’ensemble
défini par L˙ = 0. Par conséquent d˙ ≡ 0 dans l’ensemble invariant. A partir de (5.6), il
est alors facile de vérifier que d˜ converge asymptotiquement vers 0, c’est-à-dire que d
converge vers d∗.
En garantissant que la distance d(t) reste positive, l’anti-collision est assurée lors
du suivi de terrain. Ce résultat, indispensable lorsque le véhicule navigue près des
obstacles, ne serait pas vérifié en élaborant une loi de commande linéaire standard à
partir de la mesure de la distance d extraite du flot optique w = v/d par l’opération
d = ‖v‖ / ‖w‖, en supposant que ‖v‖ > vmin > 0. En effet la loi de commande
u⊥ = kP (d∗ − d) + kDv⊥ +mg〈e3, η〉
n’empêche pas la distance d de prendre la valeur 0.
Les résultats obtenus ici supposent que la direction normale η est connue, la vitesse
d’avance est constante et les mesures sont parfaites. Il s’agira dans la suite de ce chapitre
d’analyser la robustesse du contrôleur lorsque ces hypothèses ne sont pas vérifiées. La
prochaine partie s’intéresse plus particulièrement aux limites de notre approche lorsque
η est inconnue et lorsque le flot normal w⊥ est dominé par le flot optique longitudinal
w‖.
5.2.2 Le terrain n’est pas connu a priori
Dans cette partie, η est supposée inconnue. On considère néanmoins que le plan
cible est visible dans la direction d’observation ηˆ, c’est-à-dire que ηˆ est relativement
proche de η. De façon analogue, on élabore une loi de commande qui agit dans la
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direction ηˆ. La vitesse d’avance v‖ = πηˆv est régulée dans le plan perpendiculaire à ηˆ









⊥ +mg〈e3, ηˆ〉 (5.9)
où wˆ‖ = πηˆwˆ et wˆ⊥ = 〈wˆ, ηˆ〉. A partir de l’équation (3.11), on s’aperçoit que wˆ‖ et wˆ⊥
sont couplés, la stabilité du système n’est donc pas évidente. Cependant, après quelques
calculs fastidieux, on peut vérifier que lorsque ηˆ 6= η, la dynamique (5.1) projetée sur
la direction ηˆ s’écrit (
∥∥v‖∥∥ = ‖πηˆv‖ = v∗)






où γ = a est un paramètre décrit dans l’annexe A. χ et δ sont des constantes dépendant
de kP , kD, η et ηˆ. On peut vérifier que :
χ = a+ λ





(b c (θv) + c s (θv)) (5.11)
δ = a− λkP
kD
(b c (θv) + c s (θv)) (5.12)
où b et c sont également décrits dans l’annexe A et θv correspond à l’orientation de la
vitesse d’avance v‖ autour de la direction ηˆ.
Lemme 5.2.2 Considérons la dynamique (5.10) et supposons que la cible est visible
dans l’angle solide spécifié W2. Choisissons kP et kD tels que
2
3
(∣∣∣∣ ab c (θv) + c s (θv)
∣∣∣∣+ λ ∣∣∣∣b c (θv) + c s (θv)a
∣∣∣∣) > kDkP > λ
∣∣∣∣b c (θv) + c s (θv)a
∣∣∣∣ (5.13)
Alors, pour toute condition initiale telle que d(0) = d0 > 0, la trajectoire en boucle
fermée existe à tout instant et satisfait d(t) > 0, ∀t. De plus, d(t) converge asymptoti-
quement vers χd∗.








où k′P = kPγ, k
′
D = kDδ et d¯
∗ = χd∗. En utilisant la condition (5.13), il est facile de
vérifier que k′P , k
′
D, d¯
∗ > 0. Par conséquent, l’application directe de la Proposition 5.2.1
montre le résultat.
Remarquons que la contrainte (5.13) montre que |a/(b c (θv) + c s (θv))| doit être plus
grand que
√
λ/2. Ainsi, pour assurer à la fois la visibilité du plan cible et la stabilité du
système, les angles α˜e et α˜a doivent être suffisamment faibles. Par exemple, si α˜a = 0,
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on montre que |α˜e| doit être plus petit que (π/2− θ0) (où θ0 correspond à la demi-
ouverture deW2) et arctan (√2/λ). Le résultat du lemme montre également que si les
gains sont choisis tels que kD/kP =
√
2λ, alors l’algorithme de commande est stable
pour toutes les orientations possibles du terrain. Cependant, comme λ est très faible
pour des petites ouvertures (θ0 faible), cela implique que l’amortissement doit être
choisi très grand par rapport au gain proportionnel. Un tel choix entrainerait de très
mauvaises performances de l’algorithme et n’est donc pas souhaitable.
5.2.3 Robustesse à la mesure du flot optique normal
Le flot optique normal (analogue au flot optique divergent) w⊥ est généralement











où λ < 1/3 est très faible pour les petites ouvertures. Si les vitesses normale et hori-
zontale sont égales, le rapport entre le flot normal et le flot longitudinal est donc de
l’ordre de 2λ < 2/3. Par exemple, pour une demi-ouverture θ0 = 20◦, ce rapport vaut
0.063 << 1, ce qui est en effet très faible. Une solution à ce problème consiste à ajouter
un second terme d’amortissement à la commande.
Proposition 5.2.3 Considérons un véhicule volant au voisinage d’une surface plane
dont la normale η est connue. Supposons que ce véhicule se déplace dans une direction
parallèle à ce plan avec une vitesse de référence constante v∗ > 0. Supposons de plus
qu’une consigne de distance d∗ est donnée. Considérons la dynamique du véhicule (5.1)
projetée sur la direction η normale au plan
mv˙⊥ = −u⊥ +mg 〈e3, η〉
































où kζ, kP , kD1 et kD2 sont des paramètres positifs, w
‖ = πηw, w⊥ = 〈w, η〉 et ω∗ =
v∗/d∗. Alors, pour toute condition initiale telle que d(0) = d0 > 0, la trajectoire en
boucle fermée existe à tout instant et satisfait d(t) > 0, ∀t. De plus, d(t) converge
asymptotiquement vers d∗.
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Preuve : La preuve est similaire à la preuve de la Proposition 5.2.1 en considérant






















g : R∗+ −→ R+
u 7−→ u− ln u− 1
Remarquons que le terme additionnel peut être vu comme un terme proportionnel à





∥∥v‖∥∥ = v∗/d. Le rôle du terme additionnel consiste donc
à fournir un second terme d’amortissement lorsque le flot optique longitudinal w‖ est
dominant. Ainsi, si le flot optique normal w⊥ vérifie
∣∣w⊥∣∣ << | 〈w‖, v‖〉 |/ ∥∥v‖∥∥, le
second terme devient prédominant.
5.3 Suivi de terrain avec plusieurs directions d’obser-
vation
Dans cette section, une généralisation du contrôleur précédent est présentée en
utilisant plusieurs directions d’observation. En effet, les travaux existants ont montré
la nécessité d’observer l’environnement dans plusieurs directions afin d’accomplir des
tâches complexes telles que le suivi de couloir [Serres 08, Humbert 10], le suivi de reliefs
pentus [Ruffier 08] ou l’évitement d’obstacles [Yuan 09, Beyeler 09b].
Pour être le plus général possible, on supposera que la normale aux plans observés
est inconnue. Cependant, on supposera qu’une direction d’observation ηˆ est toujours
proche de la normale η au plan observé dans cette direction. Quand ηˆ est proche de η,
on peut montrer que (voir l’équation (3.11))
RˆtΛ
−1ΛˆRˆ⊤t ∼= cos (〈η, ηˆ〉)I3 (5.17)
L’approche proposée dans cette section consiste à développer la commande en se basant
sur l’hypothèse que l’approximation (5.17) est toujours vraie. Ainsi, à partir de (3.11),
on considérera wˆ = v/ρ avec ρ = d/ cos (〈η, ηˆ〉). Dans un second temps, l’analyse de
robustesse aux erreurs de modèle du système en boucle fermée sera effectuée dans le
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5.3.1 Approche générale et notion de pseudo distance
Le problème considéré est la stabilisation d’une pseudo distance d autour d’une
consigne d∗ tout en garantissant la non-collision. Les mesures du flot optique moyen
dans n directions non-colinéaires sont considérées. Soit ηˆi la ième direction d’observa-
tion et wˆi = v/ρi (5.18) le flot optique moyen associé à cette direction. Remarquons
que les directions ηˆi peuvent pointer vers différents obstacles (une direction vers le sol
et une autre vers un mur par exemple) et que ηˆi ne coïncide pas nécessairement avec
la normale ηi au plan observé dans cette direction (ηˆi 6= ηi).
Définissons β comme le vecteur unitaire colinéaire à la somme de toutes les direc-








Notons qu’une direction ηˆi pour laquelle l’obstacle observé engendre un flot optique
moyen plus grand et, par conséquent, est plus près de la caméra, a un plus grand poids
que les autres. La direction β est donc dirigée vers les obstacles les plus proches. A




〈ηˆi, β〉 wˆi (5.20)
Ce que représente wβ n’est pas évident. Néanmoins, en développant wβ à partir de

























où d = ‖∑ni=1 ηˆi/ρi‖−1 est appelée la pseudo distance. wβ peut être interprété comme le
flot optique moyen mesuré dans la direction β en utilisant une seule caméra qui observe
un obstacle virtuel dont la distance avec la caméra est d. On définit 2 composantes de




w⊥β = 〈β, wβ〉 (5.21)
w
‖
β = πβwβ (5.22)
De façon analogue à la section précédente, la stratégie proposée consiste à appli-
quer une commande u qui permet la régulation du flot optique longitudinal vers une
constante ω∗ tout en maintenant la norme de la vitesse d’avance v‖ = πβv à une va-
leur constante v∗. Notons vr la vitesse d’avance désirée perpendiculaire à β. Comme
sa norme est supposée constante (‖vr‖ = v∗ > 0), seule son orientation est fonction
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du temps du fait de la variation de β avec le temps (vr = πβvr). On définit alors Ωv




= Ωv × vr
On a également
β˙ = Ωv × β
Avec les objectifs définis ci-dessus, le contrôleur est divisé en 2 parties. Le premier
contrôleur assure la régulation de (v − vr) dans le plan normal à β :
u‖ = kv
(
v‖ − vr)−mπβ (Ωv × v) +mgπβe3 (5.23)
où v‖ = πβv et kv est un paramètre positif. Le second contrôleur a pour but de réguler
le flot optique longitudinal w‖β autour d’une consigne constante ω
∗ en utilisant le flot











+ kDw⊥β −m〈Ωv × v, β〉+mg〈e3, β〉 (5.24)
où kD et kP sont des paramètres positifs. Comme la vitesse d’avance doit toujours
rester proche de la référence vr pour garantir la bonne détection du flot optique, le
gain de commande kv doit être choisi tel que kv >> kP , kD. Le terme Ωv × v est
utilisé pour compenser les variations de vr. Remarquons que si la régulation est at-
teinte,
∣∣∣〈w‖β, v‖〉∣∣∣ / ∥∥v‖∥∥ ≡ ω∗. Cela signifie que si ∣∣∣〈w‖β, v‖〉∣∣∣ / ∥∥v‖∥∥ converge vers ω∗,
d converge vers d∗ = v∗/ω∗.




















où v⊥ = 〈v, β〉 et v‖ = πβv. La stabilité du système (5.25) est évidente. Notons cepen-
dant que vr n’est pas contraint et peut être choisi librement dans le plan perpendiculaire
à β. Si aucune tâche de haut niveau (navigation GPS, etc.) n’est planifiée pour le vol,
un choix naturel est d’orienter la direction de déplacement vr afin que 〈vr, β〉 = 0,
sans tourner autour de β. Cela signifie que Ωv est choisie de sorte que 〈vr, β〉 = 0 et
〈Ωv, β〉 = 0, ∀t ≥ 0. Dans ce cas, lorsque la régulation de v‖ vers vr est atteinte, la





v‖ − vr) ≡ πβ dv‖
dt
≡ 0
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La trajectoire du véhicule suit alors une géodésique de la surface définie par d = d∗.
En outre, l’équation (5.26) montre que l’approche générale avec plusieurs directions
d’observation est en accord avec la stratégie n’en utilisant qu’une seule. Cependant,
contrairement au cas précédent, v⊥ est généralement différente de −d˙. Cela signifie
que la stabilité du système n’est pas garantie par la Proposition 5.2.1. Néanmoins on
peut montrer que lorsque la régulation de la vitesse d’avance est atteinte (v‖ ≡ vr), la















où vd = −d˙/ ‖∇d‖ dénote la vitesse du véhicule dans la direction opposée au gradient
de d et











Il est alors facile de vérifier qu’il existe un jeu de gains (kP , kD) tel que γ(t) et χ(t) sont
des fonctions du temps positives et bornées. Avant d’analyser la robustesse du schéma
de contrôle proposé, quelques exemples illustratifs sont traités.
Remarque 5.3.1 Le contrôleur présenté ici permet d’atteindre une pseudo distance
désirée d∗ à condition que la vitesse d’avance soit également régulée à une valeur
constante v∗. Cependant, il peut également être intéressant d’asservir d même si la
vitesse d’avance n’est pas constante. Pour cela, il suffit d’extraire 1/d à partir de w‖β












+ kDw⊥β −m〈Ωv × v, β〉+m〈ge3, β〉









La dynamique résultante est équivalente au facteur v∗ près. △
5.3.2 Exemples illustratifs
Evitement de coin 3-D
Le problème décrit dans ce paragraphe est d’éviter le coin d’une pièce pendant la
tâche de suivi de terrain. On suppose que 3 directions d’observation η1, η2 et η3 pointent


































(b) 3 trajectoires correspondant à des géodésiques de la
surface d = d∗
Figure 5.2 – Evitement de coin 3-D
dans la direction normale aux 3 plans perpendiculaires du coin (Figure 5.2a). A partir

















où d1, d2 et d3 sont les 3 distances minimales entre le véhicule et les 3 obstacles ; et
d =
d1d2d3√
(d1d2)2 + (d1d3)2 + (d2d3)2
(5.32)
d représente la distance du véhicule avec le plan virtuel défini par les 3 distances d1,
d2 et d3 (voir Figure 5.2a). On remarque que di > d, ∀i. On constate également que
lorsqu’une distance di est très faible par rapport aux autres, alors, d ∼= di. La figure
5.2b représente 3 trajectoires possibles. Elles correspondent à des géodésiques de la
surface définie par d = d∗ avec d∗ = 0.2m. Seule la position initiale du véhicule diffère
entre ces 3 courbes.
Remarquons que la fonction d est définie par rapport à un plan virtuel qui lui-même
dépend de la géométrie locale et de la position du véhicule. Par conséquent, la pseudo
distance d est une fonction extrêmement non-linéaire de la position. En particulier, les
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alors que β est donné par l’équation (5.30). A partir de la dynamique du système (5.1)
dans la direction β et la loi de commande (5.24), on obtient :









où v˙⊥ = dv⊥/dt. Soit vd la vitesse du véhicule dans la direction opposée à ∇d :
vd = −〈v,∇d〉‖∇d‖ = −
d˙
‖∇d‖
Lorsque la régulation de la vitesse d’avance est atteinte, la dynamique du système dans


























Les gains kP et kD doivent être choisis de sorte que la fonction χ soit bornée et positive.
On peut montrer numériquement que γ > 0.9 pour toutes les configurations. Ceci
garantit que la direction β reste toujours proche de la direction opposée à ∇d et que
le contrôleur agit dans une direction toujours proche de la direction opposée à ∇d.
Evitement de coin 2-D
Le problème est d’éviter le coin d’une pièce ou un obstacle frontal pendant la tâche
de suivi de terrain. On suppose que 2 directions d’observation η1 et η2 pointent dans
la direction normale aux 2 plans perpendiculaires du coin (Figure 5.3a). A partir des











































(b) Trajectoire désirée d = d∗
Figure 5.3 – Evitement de coin 2-D
d représente la distance du véhicule avec le plan virtuel défini par les 2 distances d1 et
d2 (voir Figure 5.3a). A partir de l’expression de d (5.32), on remarque que le cas 2-D
est bel et bien un cas particulier du cas 3-D lorsque d3 →∞. La figure 5.3b représente














alors que β est donnée par l’équation (5.36). De la même façon que dans le cas 3-D,
lorsque la régulation de la vitesse d’avance est atteinte, la dynamique du système dans












avec la même définition pour vd, γ et χ. Soit α′ l’angle défini par tanα′ = tan (α)
3.
Alors, dans le cas 2-D, γ et χ peuvent également s’écrire
γ = cos (α− α′) > 0
χ =
(
1 + tan (α− α′)kD
kP
)
Les gains kP et kD doivent être choisis de sorte que χ soit positive. On peut théorique-
ment montrer que γ ≥ 2√2/3 (γ > 0.94) pour toutes les configurations. Ceci garantit
que la direction β reste toujours proche de la direction opposée à ∇d et donc que le
contrôleur agit dans une direction toujours proche de la direction opposée à ∇d.
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Notons d2 = rd1, r ∈ R+. Il est alors immédiat de vérifier que







Par conséquent, trouver le minimum de la fonction γ revient à trouver les extremums
de la fonction
g : R+ −→ R
r 7−→ r(1− r
2)
1 + r4
Remarquons que g(r) = −g(1/r). Pour déterminer les extremums de g, on calcule sa
dérivée. g admet un extremum en r0 si g′(r0) = 0. On montre ainsi qu’il suffit de
résoudre l’équation









3 et r2 =
√
2−√3 (r2 = 1/r1).
Après quelques calculs fastidieux, on peut vérifier que






Le problème considéré ici est le suivi de couloir. On suppose que 2 directions d’ob-
servation η1 et η2 pointent dans la direction normale aux 2 plans parallèles du couloir
(Figures 5.4a et 5.4b). Notons au passage que η2 = −η1. A partir des équations (5.19)
et (5.20), il est facile de vérifier que
β =
d2 − d1
























(b) Suivi du mur droit
Figure 5.4 – Suivi de couloir
où d1 et d2 sont les 2 distances minimales entre le véhicule et les 2 obstacles ; et
d =
d1d2
|d1 − d2| (5.43)
On peut vérifier qu’il existe deux trajectoires possibles pour une même consigne d∗ :
d1 = (L+ d
∗)−
√
L2 + (d∗)2 et d2 = (L+ d∗)−
√
L2 + (d∗)2 (5.44)
où L est la demi largeur du couloir. Ces deux trajectoires sont symétriques par rapport
au centre du couloir. Lorsque le couloir est très étroit, c’est-à-dire lorsque L << d∗, on
remarque que le véhicule navigue près du centre du couloir (d1 ∼= L ou d2 ∼= L). Au
contraire, lorsque le couloir est très large, c’est-à-dire lorsque L >> d∗, on remarque que
le contrôleur se comporte comme s’il n’y avait qu’un seul mur (d1 ∼= d∗ ou d2 ∼= d∗).
On peut voir cela d’une autre manière en remarquant que d1 >> d2 ⇒ d ∼= d2 et
d2 >> d1 ⇒ d ∼= d1.
Il est certain que ces résultats sont inhérents à la méthode générale développée dans
cette section et qu’une autre méthode aurait pu mener à des résultats différents. Néan-
moins, on constate une certaine cohérence de cette approche avec les méthodes dé-
veloppées dans les travaux antérieurs et avec ce qui a été observé chez les insectes.
Même si le comportement de centrage a pu être observé chez les insectes [Kirchner 89],
on a pu montrer que ce comportement n’était pas systématique et que les insectes
peuvent en fait suivre l’un des deux murs [Serres 07, Ruffier 07]. Des contrôleurs basés
sur l’une des deux hypothèses ont été élaborés et expérimentés sur des robots mobiles
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[SantosVictor 95, Humbert 10] ou des aéroglisseurs [Humbert 05a, Serres 08]. Notre ap-
proche montre également qu’en fonction du rapport entre la largeur L du couloir et la
distance désirée d∗, les deux comportements sont possibles. Ainsi, si le couloir est étroit
(L/d∗ << 1), le véhicule se centre. Au contraire, si le couloir est large (L/d∗ >> 1), le
véhicule suit l’un des deux murs du couloir.
Après calcul, on vérifie également que le gradient de d s’écrit







De la même façon que précédemment, lorsque la régulation de la vitesse d’avance est











avec la même définition pour vd. Ici, le contrôleur agit toujours dans la direction opposée
à ∇d.
5.3.3 Robustesse aux incertitudes
Incertitudes sur la dynamique de la pseudo distance
Dans ce paragraphe, une analyse de la robustesse du contrôleur précédent est réali-
sée. Plus précisément, on s’intéresse au fait que v⊥ 6= −d˙ lorsqu’on utilise plusieurs
directions d’observation. Dans la partie précédente, on a vu que la dynamique de
vd = −d˙/ ‖∇d‖ peut s’écrire de différentes façons (5.35), (5.40), (5.46). De manière
plus générale, on a montré qu’il est possible de choisir un jeu de gains (kP , kD) tel que














où vd = −d˙/ ‖∇d‖ est la vitesse du véhicule dans la direction opposée au gradient
de d. γ et χ sont des fonctions du temps positives et bornées. L’analyse de stabilité
de ce système non-linéaire à paramètres variants dans le temps n’est pas évidente.
Cependant, sa robustesse peut être analysée dans certains cas. Le théorème suivant
montre que lorsque les paramètres γ, χ et ‖∇d‖ sont positifs et bornés, alors il existe
un attracteur global pour le système.
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où vd = −d˙/ ‖∇d‖ et supposons que ‖∇d‖ est borné sur tout l’espace. Supposons éga-





























Alors, pour toute condition initiale vérifiant d0 > 0, la trajectoire en boucle fermée
existe à chaque instant, d(t) > 0 reste strictement positive et (d, d˙) reste borné. De
plus, le domaine D défini sur la Figure 5.5 représente l’attracteur global du système, ce
qui signifie que D est un sous-ensemble invariant de l’espace d’état (d, vd) et que pour
toute condition initiale (d0 > 0, vd(0)), il existe un instant T tel que (d, vd) ∈ D pour
tout t > T .
Preuve : La preuve figure en annexe B.
Le théorème 5.3.2 n’est applicable que lorsque le gradient de la pseudo distance ∇d
est borné, ce qui est la cas pour l’évitement de coin étudié dans la partie 5.3.2. En



















puisque d < di pour i ∈ {1, 2, 3}. Dans l’exemple du suivi de couloir, cela n’est pas le







Lorsque le véhicule se rapproche du centre du couloir, ‖∇d‖ tend donc vers l’infini.
L’analyse de robustesse est plus délicate dans ce cas mais on peut montrer de façon
similaire au Théorème 5.3.2 que la pseudo distance d(t) est minorée par un nombre
strictement positif, ce qui signifie que d1(t) et d2(t) sont également minorées. Ceci
prouve que la non-collision avec les murs du couloir est garantie.
Remarque 5.3.3 Ce résultat montre la robustesse mais également les limites de notre
contrôleur. Tant que les perturbations sont faibles, le système est stable autour du


















Figure 5.5 – Attracteur global D
point d’équilibre et la pseudo distance d reste strictement positive. Au contraire, de
fortes perturbations nécessitent de choisir des gains kP et kD plus élevés, sans quoi
les paramètres γ ou χ pourraient être négatifs ou relativement élevés et le véhicule
pourrait rentrer en collision avec l’environnement. Cependant, il est bien connu que
des gains élevés tendent à déstabiliser un système échantillonné comme le nôtre (voir
chapitre 6). Un travail d’analyse des incertitudes du système est donc nécessaire afin
de trouver un bon compromis entre performance et stabilité. △
Autres incertitudes
• Le bruit de mesure peut être modélisé par une variable bornée N(t), ce qui





Soit N1 la composante de N dans la direction de v‖ et N2 la composante de
N dans la direction β. Alors, en réitérant les développements précédents, il est
facile de vérifier que la dynamique (5.27) du système dans la direction opposée
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où











et le couple (γ, χ) vérifie (5.28-5.29). Alors, en choisissant kP , kD et ω∗ tels que
γ′(t) soit positif et en appliquant le Théorème 5.3.2, pour toute condition initiale
telle que d0 > 0, la trajectoire en boucle fermée existe ∀t ≥ 0, d(t) > 0 reste
strictement positif et le couple (d, d˙) reste borné.
• La vitesse d’avance v‖ peut également avoir une influence sur le système si
sa norme n’est pas constante
∥∥v‖∥∥ 6= v∗. Néanmoins, si la vitesse d’avance est
bornée : vmax ≥
∥∥v‖∥∥ ≥ vmin > 0, alors la dynamique du système dans la direction















et le couple (γ, χ) vérifie (5.28-5.29). Le Théorème 5.3.2 permet alors de conclure
quant à la stabilité du système. Ce résultat montre en particulier qu’il n’est pas
nécessaire de réguler la vitesse v‖. En effet, il peut suffire d’assurer un déplace-
ment minimum. Par exemple, si la vitesse n’est pas mesurée, il est possible dans
certains cas d’appliquer une poussée constante dans la direction de déplacement
désirée. Ceci assure un déplacement minimum et la force de trainée opposée au
mouvement du véhicule limite la vitesse d’avance.
• Les incertitudes sur l’environnement peuvent jouer un rôle sur la dynamique
du système. L’hypothèse que l’environnement est constitué d’une concaténation
de surfaces planaires n’est en effet qu’une approximation. L’approche générale
proposée dans cette section permet également d’analyser ces incertitudes. En
effet, quelle que soit la forme du terrain, si on est capable de mesurer le flot optique
moyen wˆi ∼= v/ρi dans chaque direction d’observation ηˆi, les développements de
la partie 5.3.1 restent inchangés et la dynamique peut s’écrire comme l’équation
(5.27) dans tous les cas.
• Les erreurs de modèle sur la dynamique du véhicule dues aux simplifica-
tions faites en début de chapitre peuvent encore être analysées de la même façon.
La dynamique de translation du véhicule s’écrit de façon générale (voir l’équation
3.19)
ξ˙ = v, mv˙ = −b(t)u+mge3 +∆(t)
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où b et ∆ correspondent respectivement à l’effet de sol et aux forces non modéli-













γ′ = b(t)γ − γ
kPω∗
(






et le couple (γ, χ) vérifie (5.28-5.29). En choisissant kP , kD et ω∗ tels que γ′(t),
χ′(t) et δ′(t) soient positifs et en appliquant le Théorème 5.3.2, pour toute condi-
tion initiale telle que d0 > 0, la trajectoire en boucle fermée existe ∀t ≥ 0, d(t) > 0
reste strictement positif et le couple (d, d˙) reste borné.
• Les erreurs de modèle liées au calcul du flot optique sont les plus difficiles à
analyser. S’il est possible de les étudier lorsqu’on ne considère qu’une direction
d’observation dirigée vers un seul plan (voir la partie 5.2.2), lorsque plusieurs
surfaces (non nécessairement planes) sont observées dans différentes directions
de l’espace, la tâche est plus délicate. En effet, l’égalité wˆ = v/ρ (5.18) n’est pas
vraie en général et les expressions de β (5.19) et wβ (5.20) peuvent donc être très
complexes. Seule une étude en simulation peut alors permettre de vérifier que la












avec γ′(t), χ′(t) et δ′(t) positifs et bornés pour un jeu de gain (kP , kD) bien choisi.
• La robustesse à la mesure du flot optique normal correspond à la même
problématique que dans la section 5.2. Pour pallier le problème, il est possible
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5.4 Résultats de simulation
Dans cette section, on présente quelques résultats de simulation pour différents
exemples de suivi de terrain et d’évitement d’obstacles. De même que dans le chapitre
précédent, on utilisera le simulateur 3-D développé lors de la thèse afin de simuler
à la fois le calcul du flot optique dans un environnement complexe et la dynamique
complète du drone. On définit préalablement les paramètres de simulation. La masse
du véhicule est fixée à 0.85kg. L’ouverture de l’angle solide W2 autour des différentes
directions d’observation est fixée à θ0 = 20◦ et on calcule le flot optique en 210 points
repartis dans cette ouverture. La fréquence d’échantillonnage Fe = 15Hz du système de
commande est fixée. Les autres paramètres sont définis selon les simulations effectuées
par la suite.
5.4.1 Simulations avec une direction d’observation
Le terrain observé est connu
Dans ce paragraphe, on suppose que le terrain est connu, c’est-à-dire que son profil
η(t) est connu. La direction d’observation peut donc être choisie ηˆ = η(t). On suppose
également que la vitesse d’avance v‖ perpendiculaire à la direction d’observation η est
régulée de sorte que
∥∥v‖∥∥ = v∗ en utilisant un régulateur linéaire classique. La loi de
commande (5.3) appliquée dans la direction η est alors utilisée pour le suivi de terrain.
Pour cette simulation, le véhicule se déplace dans le plan 2-D x − z. On considère
le terrain représenté sur la première courbe de la figure 5.6 en trait rouge. La pente
du terrain est de 25%, soit 14◦. La consigne v∗ vaut 0.5ms−1 et ω∗ vaut 0.1s−1, ainsi
d∗ = 5m. La figure 5.6 montre le résultat obtenu. La première courbe de la figure
représente la trajectoire du véhicule alors que la deuxième courbe représente le profil
de la distance minimale d aux plans observés. Le résultat montre que la loi de commande
est bel et bien performante et robuste durant les phases transitoires.
Le terrain observé est inconnu
Contrairement au paragraphe précédent, on suppose ici que le terrain est inconnu.
La vitesse d’avance v‖ perpendiculaire à la direction d’observation ηˆ est toujours sup-
posée être régulée de sorte que
∥∥v‖∥∥ = v∗ et la loi de commande (5.9) est utilisée pour
le suivi de terrain.
On se place dans les mêmes conditions que dans le paragraphe précédent, le véhicule
se déplace dans le plan 2-D x − z, le profil du terrain est le même et les consignes
v∗ = 0.5ms−1 et ω∗ = 0.1s−1 sont fixées aux mêmes valeurs. La direction d’observation
ηˆ est toujours dirigée vers le bas (ηˆ = e3). Cependant, on fait varier la pente du terrain
entre 19◦ et 56◦ pour évaluer la robustesse du contrôleur lorsque le terrain est inconnu.
Les résultats de la partie 5.2.2 montrent que si les gains kP et kD sont bien choisis, alors
le système est stable quelle que soit la pente. On se place donc dans ces conditions. La
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distance avec le terrain
Figure 5.6 – Suivi de terrain avec pente connue
figure 5.7a montre 4 courbes pour 4 pentes différentes. Le système se stabilise bel et
bien et le suivi de terrain est assuré quelle que soit la pente. Cependant, les courbes
montrent que si la pente est trop élevée, c’est-à-dire si 〈η, ηˆ〉 est trop faible, le véhicule
s’éloigne beaucoup de la distance désirée et se rapproche dangereusement des pentes
montantes.
La robustesse du contrôleur aux bruits et aux variations de la vitesse d’avance est égale-
ment évaluée en simulation. La figure 5.7b représente la trajectoire du véhicule lorsque
la vitesse d’avance oscille et en présence de bruit de mesure N sur le flot optique. Le
rapport signal sur bruit ω∗/Nmax est fixé à 2 et la vitesse d’avance oscille entre 0.4ms−1
et 0.6ms−1.








































































(a) Suivi de terrain avec différentes pentes





























distance avec le terrain
(b) Suivi de terrain avec perturbations
Figure 5.7 – Suivi de terrain avec pente inconnue
5.4 Résultats de simulation 123
5.4.2 Simulations avec plusieurs directions d’observation
Le cas de la pente raide
On a vu dans la partie précédente que, lorsque le terrain est inconnu, l’utilisation
d’une seule direction d’observation présente des limitations. Dans ce paragraphe, on
propose d’utiliser deux directions d’observation, l’une étant dirigée vers le bas et l’autre
vers l’avant. Pour cela, on applique la loi de commande (5.24) décrite dans la section
5.3. On suppose que la vitesse d’avance v‖ perpendiculaire à la direction β est régulée
de sorte que
∥∥v‖∥∥ = v∗.









Figure 5.8 – Suivi d’un plan
ηˆ1 et ηˆ2 pointent vers un plan (Figure 5.8). A partir des équations (5.19) et (5.20), on
vérifie facilement que





où η est la normale au plan et la pseudo distance d est équivalente à la distance
minimale au plan. Le problème est alors identique à celui du suivi d’un terrain connu
décrit dans la section 5.2. La Proposition 5.2.1 peut donc s’appliquer ici : pour toute
condition initiale telle que d(0) = d0 > 0, la trajectoire en boucle fermée existe à tout
instant et satisfait d(t) > 0, ∀t. De plus, d(t) converge asymptotiquement vers d∗. On
remarque donc que contrairement au cas où on utilise une seule direction d’observation,
le contrôleur est stable quelle que soit la pente α du terrain entre 0 et π/2 et quels que
soient les gains positifs kP , kD. La robustesse de notre approche est donc améliorée en
ajoutant une deuxième direction d’observation.
Les simulations 5.9a et 5.9b présentent une comparaison entre l’utilisation d’une ou
deux directions d’observation. Comme pour la partie précédente, le véhicule se déplace
dans le plan 2-D x− z, le profil du terrain est le même et les consignes v∗ = 0.5ms−1 et
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ω∗ = 0.1s−1 sont fixées aux mêmes valeurs. Les courbes en bleu présentent les résultats
avec 2 directions d’observation alors que les courbes en vert présentent les résultats
avec une direction d’observation (voir les flèches sur la figure). La troisième courbe de
chaque figure, qui présente la mesure de l’angle d’élévation du vecteur β, montre que
le contrôleur est capable de prédire l’arrivée de la pente et d’agir avant de l’atteindre.
De cette façon, l’utilisation de 2 caméras améliore les performances, bien que la pseudo
distance ne converge toujours pas vers la distance désirée d∗. Ce problème, discuté dans
le paragraphe 5.3.3, est dû au terme inconnu RˆtΛ−1ΛˆRˆ⊤t (5.17) impactant sur le calcul
de β et wβ.









































(a) Suivi de terrain avec pente de 26◦








































(b) Suivi de terrain avec pente de 56◦
Figure 5.9 – Suivi de terrain avec 2 directions d’observation
Le cas du coin 3-D
Dans ce paragraphe, on propose de simuler l’évitement de coin 3-D décrit dans la
partie 5.3.2. Pour cela, on applique la loi de commande (5.24) décrite dans la section 5.3.
On utilise 3 directions d’observation, l’une dirigée vers le bas, la deuxième vers l’avant
et la troisième sur le côté et on suppose que la vitesse d’avance v‖ perpendiculaire à la
direction β est régulée de sorte que
∥∥v‖∥∥ = v∗.
Le véhicule se déplace dans l’espace 3-D et les consignes sont toujours fixées de sorte
que v∗ = 0.5ms−1 et ω∗ = 0.1s−1. Les deux rangées de la figure 5.10 présentent deux
simulations avec les mêmes positions initiales mais des vitesses initiales différentes. La
vitesse de référence vr est régulée de sorte que le véhicule suive une géodésique de la
surface définie par d = d∗. On remarque que la pseudo distance reste toujours proche
de la distance désirée d∗, et ce, même dans les phases transitoires.
Le cas du coin 2-D
On s’intéresse ici à l’évitement de coin 2-D. De la même façon que précédemment,
on utilise la loi de commande (5.24) en utilisant seulement 2 directions d’observation,






































































Figure 5.10 – Evitement d’un coin 3-D
l’une dirigée vers le bas et l’autre vers l’avant.
Le véhicule se déplace dans le plan 2-D x − z et les consignes sont fixées de sorte
que v∗ = 0.5ms−1 et ω∗ = 0.1s−1. Le profil du coin est représenté en trait rouge sur
la première colonne de la figure 5.11. Les deux rangées de la figure présentent deux
simulations avec les mêmes conditions initiales, avec ou sans perturbations. Pour la
deuxième rangée, le rapport signal sur bruit ω∗/Nmax est fixé à 2 et la vitesse d’avance
oscille entre 0.4ms−1 et 0.6ms−1.
Le cas du couloir
On considère le problème de suivi de couloir décrit dans la partie 5.3.2. On utilise
toujours la loi de commande (5.24) en utilisant seulement 2 directions d’observation,
l’une dirigée vers la droite et l’autre vers la gauche.
Le véhicule se déplace dans le plan 2-D x − y et la consigne v∗ est fixée à 0.5ms−1.
Le profil du couloir est représenté en trait rouge sur les figures 5.12a et 5.12b. Les
deux figures présentent deux simulations avec les mêmes conditions initiales, seule la
consigne ω∗ est différente. La largeur du couloir est de 20m. Pour la première simulation,
ω∗ = 0.1s−1, ce qui signifie que le véhicule doit se stabiliser autour de y = 6.18m d’après
(5.44). Le résultat de la figure 5.12a montre bel et bien que y se stabilise à 6.18m. Pour
la deuxième simulation, ω∗ = 0.025s−1, ce qui signifie que le véhicule doit se stabiliser
autour de y = 2.36m. Le résultat de la figure 5.12b montre bel et bien que y se stabilise
autour de 2.36m, cependant, le véhicule oscille beaucoup plus autour de ce point. Cela
vient du fait que la pseudo distance se rapproche de l’infini près du centre du couloir, ce
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Figure 5.11 – Evitement d’un coin 2-D
qui implique que le flot optique moyen wβ devient très faible près du centre du couloir.
En particulier, le terme w⊥β utilisé comme amortissement dans la loi de commande
(5.24) est très faible. Une solution possible pour pallier le problème d’amortissement
consiste à utiliser directement la mesure w⊥1 = v
⊥/d1 du flot optique moyen dans la
direction η1 ou la mesure w⊥2 = v
⊥/d2 du flot optique moyen dans la direction η2.
Une alternative consiste à utiliser directement la mesure de la vitesse v⊥ si elle est
disponible.
Suivi d’une surface non-planaire
On cherche ici à évaluer le comportement du contrôleur (5.24) lorsque la surface
observée n’est pas planaire. On s’intéresse donc au suivi d’un cylindre en utilisant 2
directions d’observation ηˆ1 et ηˆ2 (voir les flèches sur la figure 5.13 pour l’orientation).
Le véhicule se déplace dans le plan 2-D x−y et les consignes v∗ = 0.5ms−1 et ω∗ = 0.2s−1
sont fixées. Le profil du cylindre est représenté en trait rouge sur la figure 5.13. De
façon à ce que la surface soit toujours visible dans les deux directions d’observation,
un contrôleur en lacet basé sur la mesure de β est utilisé. La vitesse de rotation du
lacet ωz est contrôlée de façon à aligner β et (ηˆ1 + ηˆ2), on choisit donc naturellement
la commande
ωz = kz 〈β, e3 × (ηˆ1 + ηˆ2)〉
La figure montre que le véhicule est bel et bien capable de tourner autour du cylindre.
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(a) Suivi de couloir avec pente d∗ = 5




















(b) Suivi de couloir avec pente d∗ = 20
Figure 5.12 – Suivi de couloir avec 2 directions d’observation




















Figure 5.13 – Suivi d’un cylindre
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5.5 Conclusion
Dans ce chapitre, un contrôleur basé sur la mesure du flot optique moyen dans plu-
sieurs directions d’observation a été présenté pour le suivi de terrain. On a montré que
notre approche générale permet d’apporter une solution pour l’évitement d’obstacles
tels que des coins. La méthode permet également de considérer d’autres problèmes trai-
tés différemment dans la littérature. Le système en boucle fermée ainsi que les limites
du contrôleur ont été théoriquement analysés et discutés. Ceci a permis, en particulier,
de montrer que la non-collision avec l’environnement peut être garantie. Différentes
simulations ont permis de valider l’approche dans plusieurs scénarios. Le chapitre 6
présente des résultats d’expérimentations sur le quadrirotor développé au CEA LIST.
Chapitre 6
Résultats expérimentaux
Le savant qui ne met pas en
pratique son savoir est une
abeille qui ne donne pas de miel.
Proverbe persan
Dans ce chapitre, les algorithmes de commande développés dans les deux chapitres
précédents sont expérimentés sur un drone de type quadrirotor développé au CEA
LIST. Dans un premier temps, nous présentons le drone “X4-flyer” construit au CEA
LIST, l’architecture logicielle du poste au sol et le dispositif expérimental. Nous nous
intéressons ensuite à l’expérimentation de la stabilisation et l’atterrissage automatique
sur une plateforme statique et mobile. Enfin, nous présentons les résultats obtenus pour
le suivi de terrain et l’évitement d’obstacles dans plusieurs cas de figure.
6.1 Présentation du X4-flyer
Le “X4-flyer” construit au CEA LIST est un drone de type quadrirotor constitué de
quatre hélices à pas fixe situées aux extrémités d’une structure rigide en forme de croix
(figure 6.1) de 80cm d’envergure. Les pâles sont entrainées par des moteurs sans balais
développés par la société AirRobot R© 1. Le poids du véhicule est d’environ 850g avec sa
batterie Lithium-Polymère, l’électronique et deux caméras embarquées. Son autonomie
en vol stationnaire est d’environ 20 minutes avec une batterie neuve.
1. http://www.airrobot.de
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Figure 6.1 – Le quadrirotor développé au CEA LIST
6.1.1 Principe de fonctionnement
La somme des poussées générées par les quatre hélices permet la sustentation du
véhicule. Les deux paires d’hélices diamétralement opposées tournent en sens inverse
afin de pouvoir réguler la somme des couples résistants et ainsi réguler la vitesse de
rotation du lacet (figure 6.2). Tant que cette somme est nulle, c’est-à-dire tant que les
deux paires d’hélices tournent à la même vitesse, la vitesse de rotation est nulle. Pour
le déplacement horizontal, on joue sur la différence de poussée entre les hélices. La
différence de poussée entre deux hélices diamétralement opposées permet de produire
les couples de roulis et de tangage.
La poussée T et le couple Γ, intervenant dans les équations de la dynamique du véhicule
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où ̟i correspond à la vitesse de rotation du rotor i, d > 0 est la distance entre les
axes des rotors et le centre de masse et bt, κ > 0 sont des paramètres aérodynamiques.
La matrice reliant les vitesses de rotation des moteurs et le vecteur (T,Γ)⊤ étant
inversible, on déduit directement les consignes moteur en fonction de la commande
désirée (T d,Γd).




Figure 6.2 – Principe de fonctionnement du “X4-flyer”
6.1.2 Les capteurs et l’électronique embarqués
Dans cette partie, on décrit les différents éléments embarqués sur le drone (voir
figure 6.3). Le “X4-flyer” est équipé de cinq cartes électroniques incluant chacune un
micro-contrôleur :
• La carte moteur a deux fonctions. Sa première fonction est de mettre en
forme les différentes tensions redistribuées sur les autres cartes électroniques. La
deuxième fonction est d’envoyer les commandes aux quatre moteurs afin d’assurer
la régulation de leur vitesse de rotation.
• La carte centrale inertielle est composée de capteurs inertiels. Trois gyro-
mètres et trois accéléromètres permettent la mesure de l’accélération et de la
vitesse de rotation du véhicule sur les trois axes du repère mobile B. Après fil-
trage anti-repliement, les mesures sont reçues par le DSP.
• La carte capteurs permet d’acquérir les mesures d’autres capteurs dont on a
besoin pour nos applications, comme un baromètre, des capteurs ultrasons ou des
capteurs infrarouges.
• La carte transmission HF est équipée d’un module de communication HF
utilisant le protocole ZigBee. Cette carte permet de recevoir les commandes à
distance (poussée, assiette, lacet, vitesse de translation) mais aussi d’envoyer les
données inertielles vers le poste au sol (vitesse de rotation et assiette courante).
• La carte DSP est l’organe de commande du drone. Elle dialogue avec les autres
cartes afin de récupérer les données inertielles, les mesures d’autres capteurs et
afin d’envoyer les consignes à la carte moteur. Elle est équipée d’un DSP cadencé
à 150MHz offrant la capacité de calcul nécessaire à la commande du véhicule. Ce
DSP intègre notamment les algorithmes d’estimation de l’orientation du drone
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avec un filtre complémentaire [Metni 05] ainsi que les algorithmes de commande
en assiette [Guenard 06, Guenard 07]. Des algorithmes de régulation de la vitesse
de translation peuvent également être intégrés lorsque la mesure de vitesse est
disponible.
Cette carte communique avec la carte HF afin de permettre la commande à
distance du drone.
Les images acquises par les caméras grand angle (70◦ d’ouverture et résolution de
640 × 480) ne sont pas traitées par le DSP embarqué sur le véhicule, celui-ci ayant
des capacités de calcul limitées. La vidéo est donc envoyée à la station au sol via une






















Figure 6.3 – L’équipement du drone
6.2 Le poste au sol
L’architecture électronique et informatique du prototype expérimental nous em-
pêche d’effectuer les traitements d’images et le calcul des commandes directement en
embarqué. Il est donc nécessaire d’utiliser une station au sol pour nos algorithmes de
commande basés vision. Cette station (voir figure 6.4) est constituée
• d’un PC pour les différents traitements à effectuer,
• d’un joystick pour la téléopération du drone en mode manuel,
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• d’un émetteur/récepteur utilisant le protocole ZigBee et permettant la com-
munication entre le drone et le poste au sol,
• d’un récepteur HF et un convertisseur analogique numérique GrabBeeX per-
mettant la réception des images acquises par les caméras analogiques embarquées
sur le drone.
L’architecture logicielle de l’application (figure 6.5) diffère de celle de notre simulateur
présenté dans la section 4.4 par le fait que le drone et les caméras embarquées ne
sont pas connus du contrôleur mais communiquent avec celui-ci via les deux interfaces
de communication. Pour la réception et la mise en forme des images, on utilise la
bibliothèque VideoInput 2. Pour le calcul du flot optique moyen, on procède de la même
manière que pour le simulateur 3-D en utilisant la bibliothèque OpenCV. Le contrôleur,
cadencé à Fe = 15Hz, réceptionne les données (notamment l’orientation du véhicule)
et envoie les commandes de poussée T , d’orientation (φ, θ), de vitesse de rotation en
lacet ωz mais aussi des consignes de vitesse de translation (v) nécessaires pour le suivi







Figure 6.4 – La station au sol
6.3 Le dispositif expérimental
Le fonctionnement du “X4-flyer” et du poste au sol étant détaillé, on décrit mainte-
nant le dispositif expérimental (figure 6.6). On a vu que le contrôleur embarqué sur le
drone fonctionne à haute cadence (Fed = 166Hz), ce qui permet de choisir des ‘grands
gains’ pour la commande de l’orientation du véhicule. Cependant, les algorithmes de
vision doivent être déportés au sol, ce qui explique que la seconde boucle de commande
(boucle externe) fonctionne à une cadence faible (Fe ≈ 15Hz). Sur un cycle de la
























Figure 6.5 – Architecture du poste au sol
et les images des caméras. Les images sont traitées sur le PC au sol et les entrées de
commande sont calculées avant d’être envoyées au drone via la liaison HF numérique.
Ce dispositif permet d’effectuer des calculs complexes sur le PC au sol. Cependant,
du point de vue de la commande, cela présente des inconvénients. En effet, les temps
d’acheminement des données avec le drone sont relativement élevés, ce qui induit des
retards non négligeables. De plus, comme la liaison avec le drone est asynchrone, ces
retards sont variables et inconnus. En outre, les données inertielles ne sont pas syn-
chronisées avec les données images, ce qui induit des erreurs dans la commande. Ce
genre d’incertitudes est très limitant pour nos lois de commande et il n’est donc pas
possible d’imposer des dynamiques rapides à notre système, sans quoi la stabilité ne
serait pas assurée. L’unique solution consiste donc à choisir des gains de commande re-
lativement faibles. Ceci complique les réglages pour trouver le traditionnel compromis
entre stabilité et performance.






Figure 6.6 – Le dispositif expérimental
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6.4 Résultats pour la stabilisation et l’appontage
Figure 6.7 – Vol stationnaire au-dessus de la plateforme d’atterrissage
Dans cette section, les algorithmes de commande développés dans le chapitre 4
sont expérimentés sur le drone du CEA LIST. La plateforme utilisée est recouverte
d’une surface peinte avec des contrastes aléatoires. Cette texture artificielle permet
une bonne détection du flot optique. Pour le calcul, on considère une demi-ouverture
θ0 = 30
◦ autour de la direction d’observation η = e3 et le flot optique est calculé en 210
points répartis sur cette ouverture. Le flot optique moyen w est calculé de façon robuste
à partir des vecteurs obtenus en utilisant la méthode décrite dans le paragraphe 4.4.2.
Le flot optique vertical wz ayant une magnitude relativement faible par rapport au
flot optique longitudinal [Chahl 04] et comme seul wz est utilisé pour l’atterrissage,
la manœuvre d’atterrissage est divisée en deux phases successives. Dans la première
phase, le véhicule est stabilisé au-dessus de la plateforme en utilisant le contrôleur (4.5).
Une fois que la position est stabilisée, la phase d’atterrissage est engagée en utilisant les
contrôleurs (4.45) et (4.55). Durant l’expérimentation, le lacet est constamment régulé
à 0.
La position du véhicule ne peut être calculée à partir de la mesure du flot optique,

















où ξ˜ représente la position relative entre le drone et la plateforme : ξ˜ = ξ− ξG. Remar-



















On utilisera ces mesures pour la présentation des résultats.
6.4.1 Stabilisation et atterrissage sur une plateforme statique
On s’intéresse ici à la stabilisation et à l’atterrissage lorsque la plateforme est sta-
tique. La figure 6.8 présente le résultat de stabilisation dans les trois directions. Sur la
figure, les positions relatives x/h0, y/h0 et h/h0 sont présentées en utilisant l’équation
(6.1) et en considérant que ξG(0) = (0, 0, 0), ξ(0) = (0, 0,−h0). On vérifie que la posi-
tion se stabilise bel et bien et que le flot optique reste autour de 0. On remarque que la
hauteur a augmenté par rapport à la hauteur initiale, ce qui indique que la perturba-
tion ∆z n’est pas nulle. Ceci se produit typiquement lorsque la masse du véhicule est
mal évaluée et donc, que le poids est mal compensé. Cet algorithme de commande peut
donc s’avérer très utile pour compenser des perturbations statiques dues aux erreurs
de modélisation, aux erreurs statiques ou encore à des biais de mesure.






















































Figure 6.8 – Stabilisation au-dessus d’une plateforme statique
Une fois le véhicule stabilisé et les erreurs statiques compensées, on s’intéresse à
l’atterrissage automatique sur une plateforme statique inconnue. Pour le mouvement
horizontal, on utilise toujours l’algorithme de stabilisation afin d’atterrir verticalement.
Pour le mouvement vertical, les deux algorithmes (avec et sans terme intégral) sont
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comparés. On choisit la consigne ω∗ = 0.04s−1, ce qui assure une descente en ap-
proximativement 50s. La figure 6.9a présente le résultat sans utiliser de terme intégral
contrairement au résultat de la figure 6.9b. On remarque dans les deux cas que la hau-
teur h converge vers 0 de façon exponentielle. Cependant, on constate que si l’action
intégrale est prise en compte, la descente est plus rapide. Ceci est dû au fait que, même
si ∆z a été compensé dans la phase de stabilisation, l’effet de sol tend à ralentir la des-
cente du véhicule. En utilisant une action intégrale, l’effet de sol peut être compensé
et le véhicule peut descendre à la vitesse désirée. Il est important de remarquer que la
position finale du véhicule n’est pas h ≡ 0, ce qui est dû au train d’atterrissage qui est
excentré de 20cm par rapport à la caméra.
En observant le flot optique vertical, on remarque que lorsque le véhicule s’approche
de la plateforme, wz se déstabilise. Deux phénomènes peuvent expliquer cela. Le pre-
mier phénomène, qui a été discuté précédemment en simulation, est dû à la fréquence
d’échantillonnage fixée à 15Hz qui entraîne des retards dans la boucle de commande.
Le deuxième phénomène est dû au fait que la caméra est focalisée à l’infini et donc,
lorsqu’elle se rapproche du sol, la mise au point n’est plus correcte et la mesure du
flot optique devient très bruitée. Néanmoins, lorsque le véhicule est proche du sol, sa
vitesse est faible et le choc lors de l’atterrissage est faible. En effet, la distance entre le
train d’atterrissage et la caméra étant de 20cm, la vitesse lors du contact est de l’ordre
de |h˙| ∼= ω∗h ≈ 0.8cm.s−1.


















































(a) Utilisation du contrôleur (4.45)


















































(b) Utilisation du contrôleur (4.55)
Figure 6.9 – Atterrissage sur une plateforme statique
6.4.2 Stabilisation et appontage sur une plateforme mobile
On s’intéresse ici à la stabilisation et à l’atterrissage lorsque la plateforme est mobile.
Pour la phase d’atterrissage, on utilise uniquement le contrôleur (4.45) sans action
intégrale. De même que précédemment, les positions relatives x/h0, y/h0 et h/h0 sont
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présentées en utilisant l’équation (6.1) et en considérant que ξG(0) = (0, 0, 0), ξ(0) =
(0, 0,−h0).
La figure 6.10 présente le résultat d’une phase complète d’atterrissage. Le contrôleur
(4.55) est utilisé pour la stabilisation du “X4-flyer” par rapport à la plateforme de 0s à
140s et le contrôleur (4.45) est utilisé pour la manœuvre d’atterrissage pour t ≥ 140s.
Pour la stabilisation, la plateforme se déplace d’abord latéralement dans la direction y
(de 0s à 100s) puis verticalement (de 100s à 140s). Durant la manœuvre d’atterrissage,
la plateforme se déplace uniquement verticalement. La figure 6.10 montre que la hau-
teur converge bel et bien vers 0 et que la position horizontale reste stable. On remarque
que la position relative (y− yG)/h0 converge autour de −1, ce n’est pas dû au fait que
la plateforme se déplace dans la direction y mais à un biais initial des mesures iner-
tielles dans la direction y qui a été compensé par le terme intégral du contrôleur (4.55).
On remarque également que, contrairement à ce qui était attendu, la hauteur h oscille
légèrement pendant la phase d’atterrissage. Ceci implique que la condition (4.46) n’est
pas vérifiée à chaque instant. Ce problème est principalement dû aux contraintes expé-
rimentales discutées précédemment (retards, latences) qui nous empêchent de choisir
un gain k qui respecte strictement la condition.










































Figure 6.10 – Atterrissage sur une plateforme mobile
La figure 6.11 présente le résultat d’une phase d’atterrissage lorsque la plateforme
oscille fortement. La stabilisation relativement à la plateforme est assurée de 0s à 55s
et l’atterrissage est engagé à partir de t = 55s alors que les oscillations commencent
à partir de t = 30s. Durant la phase d’atterrissage, on remarque que la hauteur h
oscille fortement, ce qui signifie que le gain k n’est pas assez élevé pour compenser
totalement les oscillations. Néanmoins, la distance avec la plateforme reste positive, ce
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qui assure la non-collision avec la cible et le drone est même capable d’atterrir avec un
comportement satisfaisant. 3










































Figure 6.11 – Atterrissage sur une plateforme oscillant fortement
3. La vidéo des deux expérimentations présentées dans cette partie peut être regardée à l’adresse
internet suivante : http ://www.youtube.com/watch ?v=hl18Fykax8M.
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6.5 Résultats pour le suivi de terrain et l’évitement
d’obstacles
Dans cette section, la stratégie de commande pour le suivi de terrain et l’évite-
ment d’obstacles décrite dans le chapitre 5 est expérimentée sur le drone du CEA
LIST dans plusieurs cas de figure. Le terrain doit être texturé afin de permettre une
bonne détection du flot optique. Cependant, contrairement aux environnements exté-
rieurs, les environnements intérieurs présentent généralement peu de contrastes. Pour
les expérimentations, on recouvre donc le terrain d’une texture artificielle composée
de contrastes aléatoires. Comme la charge utile du drone et les temps de calculs sont
limités, seules deux caméras sont embarquées. On utilisera donc une ou deux caméras
pour nos expérimentations, une caméra dirigée vers le bas pour la direction d’observa-
tion ηˆ1 = e3 sera systématiquement utilisée et une caméra dirigée vers l’avant pour la
direction d’observation ηˆ2 = e1 sera utilisée suivant le cas de figure. Seules des expéri-
mentations 2-D dans le plan x− z sont donc considérées dans la suite. On utilise une
demi ouverture θ0 = 20◦ autour de chaque direction d’observation et le flot optique est
calculé en 210 points répartis sur cette ouverture. Les vecteurs wˆ1 et wˆ2 sont calculés
de façon robuste à partir des vecteurs obtenus en utilisant la méthode décrite dans
le paragraphe 4.4.2. Le mouvement latéral (dans la direction y) n’étant pas considéré
pour les expérimentations, la vitesse latérale vy est stabilisée en utilisant l’algorithme
de stabilisation (4.5) développé dans le chapitre 4.
L’approche consiste à réguler la vitesse d’avance v‖ à partir de la mesure de vitesse v
du véhicule et à contrôler le suivi de terrain dans la direction β à partir des mesures
wˆ1 et wˆ2. Pour mesurer la vitesse v, on utilisera un altimètre barométrique pour la
mesure verticale et une méthode faisant l’objet d’un dépôt de brevet 4 pour la me-
sure horizontale. Cette méthode est basée sur la mesure de la force de traînée opposée
au mouvement du véhicule à partir des données de la centrale inertielle. En effet, en
rappelant la dynamique de translation (équation 3.19), on a
mv˙ = −u+mge3 + FT (v) + ∆
en considérant que l’effet de sol est négligeable ici. La mesure de FT (v) permet donc
d’extraire v. Il est important de noter que la méthode est très sensible aux perturbations
modélisées par le paramètre ∆. Si ∆ est constant, alors il suffit de le prédéterminer
au début du vol, en utilisant par exemple la méthode de stabilisation décrite dans
le chapitre 4, et de le compenser dans la commande. Cependant, en cas de vent par
exemple, ∆ peut varier avec le temps et la méthode peut échouer. Par conséquent, la
technique n’est utilisable que dans un environnement intérieur ou un environnement
extérieur calme. Pour des applications extérieures, une commande en vitesse basée sur
les mesures GPS peut être utilisée, une approche impossible pour un environnement
intérieur.
4. demande de Brevet au CEA LIST par Nicolas Guénard, ingénieur-chercheur
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La mesure de la pseudo distance d nécessite théoriquement la mesure de la position
du véhicule à chaque instant. Pour nos expérimentations, on ne dispose pas de celle-
ci. En utilisant l’équation (5.22) ainsi que les mesures de la vitesse d’avance v‖ et
du flot optique longitudinal w‖β, on présentera la mesure v
‖/w‖β dans les résultats qui
suivent. Afin de mieux se rendre compte de la trajectoire suivie par le véhicule, on
présentera une trajectoire équivalente obtenue en simulation 3-D parallèlement aux
résultats expérimentaux.
6.5.1 Utilisation d’une seule ouverture dirigée vers le bas
Figure 6.12 – Vol stationnaire au-dessus du terrain
On s’intéresse ici au suivi de terrain en utilisant une seule direction d’observation
dirigée vers le bas. Pour les 2 expérimentations présentées dans cette partie, la consigne
v∗ est fixée à 0.3ms−1 et la consigne ω∗ est fixée à 0.2s−1. Une seule direction d’obser-
vation étant utilisée, la vitesse d’avance est régulée en permanence dans la direction x
et le contrôleur (5.24) agit dans la direction inertielle e3.
La figure 6.13a présente le résultat du suivi d’un terrain plat. Le contrôleur est ici
équivalent au contrôleur (5.3). On observe les mesures de la vitesse d’avance vx, du flot
optique longitudinal wx et de la distance d = vx/wx. La figure 6.14b présente la tra-
jectoire obtenue en simulation dans les mêmes conditions que l’expérimentation réelle.
On observe bien que le flot optique converge autour de ω∗.
La figure 6.14a présente le résultat du suivi d’un terrain en pente. L’angle d’élévation
de la pente est fixé à αe = 14◦. Le contrôleur est ici équivalent au contrôleur (5.9). On
observe les mesures de la vitesse d’avance vx, du flot optique longitudinal wˆx (≡ wx sur
la figure) et de la distance ρ = vx/wˆx. La figure 6.13b présente la trajectoire obtenue
en simulation dans les mêmes conditions que l’expérimentation réelle. La trajectoire
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(b) Résultat de simulation
Figure 6.13 – Suivi d’un terrain plat avec 1 ouverture
en pointillés rouge correspond au comportement asymptotique attendu sur la partie
plate et la partie en pente, c’est-à-dire lorsque ρ = d/ cos (αe) est égale à la distance
désirée d∗. Sur la partie en pente, cela signifie qu’on s’attend à ce que d = d∗ cos (αe).
Or, en observant le résultat expérimental et la simulation, on remarque que la distance
ne converge pas exactement vers la distance voulue. En effet, en appliquant le lemme
5.2.2, on vérifie que la distance d se stabilise en fait autour de(





On remarque que le gain kD ne doit pas être trop élevé pour assurer la convergence
de la distance d autour de d∗. Pour suivre des pentes plus raides et pour améliorer
la robustesse du contrôleur, il paraît donc évident qu’il est nécessaire d’ajouter une
direction d’observation vers l’avant du véhicule.
6.5.2 Utilisation de deux ouvertures
On considère ici le suivi de terrain avec deux directions d’observation, une direction
vers le bas et l’autre vers l’avant du véhicule. Pour les trois expérimentations présentées
dans cette partie, la consigne v∗ est fixée à 0.4ms−1 et la consigne ω∗ est fixée à 0.5s−1.
Le contrôleur (5.24) est utilisé dans la direction β. La vitesse d’avance est régulée en
permanence dans le plan x− z et perpendiculairement à la direction β.
La figure 6.16a présente le résultat du suivi d’un terrain en pente. L’angle d’élévation
de la pente est fixée à αe = 45◦. On observe les mesures de la vitesse d’avance v‖
(≡ vpar sur la figure), du flot optique longitudinal w‖β (≡ wpar sur la figure) et de
la pseudo distance d. La figure 6.16b présente la trajectoire obtenue en simulation
dans les mêmes conditions que l’expérimentation réelle. La trajectoire en pointillés
rouge correspond au comportement asymptotique attendu sur la partie plate et la
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(b) Résultat de simulation
Figure 6.14 – Suivi d’un terrain en pente avec 1 ouverture
partie en pente, c’est-à-dire lorsque d = d∗. Sur la partie en pente, cela signifie qu’on
s’attend à ce que la distance du terrain avec le véhicule soit d∗. En observant le résultat
expérimental, on remarque que la pseudo distance converge bel et bien vers la distance
désirée. En observant la simulation, on remarque que le véhicule se stabilise légèrement
au-dessus de la trajectoire désirée. Ce phénomène, déjà discuté dans le chapitre 5, est
dû aux incertitudes sur le calcul de β. On remarque néanmoins que le comportement
est meilleur qu’avec une direction d’observation (figure 6.14b).
La figure 6.17a présente le résultat de l’évitement d’un coin 2-D. L’obstacle est une
paroi frontale équivalente à une pente d’élévation αe = 90◦. On observe les mesures de
la vitesse d’avance v‖ (≡ vpar sur la figure), du flot optique longitudinal w‖β (≡ wpar sur
la figure) et de la pseudo distance d. La figure 6.17b présente la trajectoire obtenue en
simulation dans les mêmes conditions que l’expérimentation réelle. La trajectoire en
pointillés rouge correspond au comportement asymptotique attendu. En observant le
résultat expérimental, on remarque que la pseudo distance converge bel et bien vers la
distance désirée. En observant la simulation, on remarque que le véhicule est capable
de dévier sa trajectoire pour éviter l’obstacle frontal.
La figure 6.18a présente le résultat du suivi d’un terrain complexe constitué d’un coin,
d’une partie plate puis d’une partie en pente descendante. On observe toujours les me-
sures de la vitesse d’avance v‖ (≡ vpar sur la figure), du flot optique longitudinal w‖β
(≡ wpar sur la figure) et de la pseudo distance d. La figure 6.18b présente la trajec-
toire obtenue en simulation dans les mêmes conditions que l’expérimentation réelle. La
trajectoire en pointillés rouge correspond au comportement asymptotique attendu. On
remarque que la discontinuité du terrain au-dessus du coin (x = 2m sur la figure 6.18b)
pose problème. En effet, lorsque le véhicule se trouvera plus haut que l’obstacle (avant
x = 2m), la direction frontale n’observera plus de flot optique alors que la direction di-
rigée vers le bas observera encore le sol, le contrôleur tendra alors à faire redescendre le
véhicule car la distance au sol sera supérieure à d∗. Le drone peut alors se rapprocher
6.5 Résultats pour le suivi de terrain et l’évitement d’obstacles 145
Figure 6.15 – Vol stationnaire près d’un coin
dangereusement du coin supérieur. Pour remédier à ce problème, il faudrait utiliser
d’autres directions d’observation. Par exemple, une troisième direction inclinée d’un
angle de 45◦ permettrait de faire en sorte que le coin supérieur soit visible à chaque
instant. Cependant, dans notre cas, nous n’utilisons que deux directions d’observation.
Une solution consiste à incliner légèrement la direction frontale vers le bas afin que
le coin supérieur soit visible pratiquement à chaque instant. Pour l’expérimentation,
nous avons simplement incliné la direction frontale vers le bas de façon à ce que son
inclinaison par rapport à la direction e3 soit de 80◦. La demi ouverture de 20◦ autour
des deux directions d’observation assure alors une bonne visibilité du terrain. En obser-
vant le résultat expérimental, on remarque que la pseudo distance converge bel et bien
autour de la distance désirée. En observant la simulation, on remarque que le véhicule
est capable de suivre correctement le terrain. Sur la pente descendante, on remarque
que la distance ne converge pas exactement vers la distance désirée. Ceci s’explique par
le fait que seule la caméra dirigée vers le bas observe le terrain, on se retrouve alors
avec une seule ouverture et le lemme 5.2.2 s’applique. 5
5. La vidéo de certaines des expérimentations présentées dans cette section peut être regardée à
l’adresse internet suivante : http ://www.youtube.com/watch ?v=KBDAMtdVD1c.
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(b) Résultat de simulation
Figure 6.16 – Suivi d’un terrain en pente avec 2 ouvertures
















































(b) Résultat de simulation
Figure 6.17 – Évitement d’un coin 2-D avec 2 ouvertures
6.5 Résultats pour le suivi de terrain et l’évitement d’obstacles 147
















































(b) Résultat de simulation
Figure 6.18 – Suivi de terrain avec 2 ouvertures
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6.6 Conclusion
Les expérimentations sur le quadrirotor du CEA LIST ont permis de tester et valider
les algorithmes développés lors de la thèse. Les lois de commande pour la stabilisation
et l’atterrissage automatique ont pu être expérimentées avec succès malgré les difficul-
tés inhérentes au dispositif expérimental. On a tout d’abord évalué les performances
des algorithmes en utilisant une plateforme d’atterrissage statique. On a bel et bien
observé un atterrissage en douceur de l’appareil. On a ensuite testé les algorithmes en
utilisant une plateforme mobile. Malgré les oscillations observées lors de l’appontage,
la manœuvre s’est déroulée de façon satisfaisante, et ce, même en présence de fortes
oscillations.
L’algorithme de suivi de terrain a également été expérimenté avec succès dans plusieurs
cas de figure : le suivi d’un terrain plat, le suivi d’un terrain en pente, l’évitement d’un
coin et le suivi d’un terrain complexe. Ces résultats valident l’approche multi-directions
d’observation et offre des perspectives pour des travaux futurs.
Les expérimentations ont permis de démontrer la faisabilité de nos approches. Ce-
pendant, dans la perspective d’implémenter les algorithmes sur des engins vendus sur
le marché, plusieurs améliorations sont nécessaires. Tout d’abord, les algorithmes de
traitement d’images doivent être embarqués sur le véhicule aérien afin d’améliorer la
robustesse et les performances. Ensuite, il serait intéressant d’envisager l’utilisation de
capteurs dédiés à la mesure du flot optique (voir chapitre 1) dans l’optique d’amélio-
rer encore la robustesse des algorithmes. Enfin, dans la mesure où le flot optique ne
peut être calculé sur les surfaces uniformes qui sont très présentes dans les environ-
nements urbains, il semble nécessaire de fusionner les informations de vision avec les
informations d’autres capteurs, comme les radars laser par exemple.
Conclusion et perspectives
Le travail que nous avons réalisé dans cette thèse propose des stratégies de com-
mande pour la navigation d’un véhicule aérien de type VTOL. La présence d’obstacles
inconnus dans l’environnement et la présence de perturbations non-modélisées sur la
dynamique de l’engin représente un défi en terme de robustesse. Nous avons utilisé la
mesure du flot optique en plus des mesures d’une centrale inertielle pour répondre à
plusieurs problèmes : la stabilisation du véhicule relativement à une cible, l’atterrissage
et l’appontage automatique et enfin le suivi de terrain incluant l’évitement d’obstacles.
La stabilisation d’attitude des VTOL a été la première tâche réalisée au sein du
CEA LIST afin de permettre le pilotage intuitif par un opérateur. Pour cela, les infor-
mations issues de la centrale inertielle (attitude filtrée et mesures gyrométriques) ont
été utilisées pour stabiliser l’assiette du drone. Toutefois, la stabilisation au sens où on
l’entend généralement correspond à la stabilisation de la vitesse, ce que ne permet pas
la commande d’assiette. En effet, des biais de mesure sur l’extraction de l’orientation
ainsi que des perturbations aérodynamiques peuvent entrainer une dérive de l’engin.
Pour y remédier, des stratégies d’asservissement visuel relativement à une cible connue
ou partiellement connue ont été proposées. Ces dernières ne permettent cependant pas
de stabiliser le véhicule relativement à un terrain inconnu. C’est dans ce contexte que
nous avons proposé une méthode ne nécessitant pas la connaissance précise de l’objet
observé. Un contrôleur de type proportionnel intégral basé sur la mesure du flot optique
moyen a été proposé et une analyse théorique rigoureuse a été effectuée. Le contrôleur
permet en outre de garantir la non-collision avec l’obstacle observé et de compenser
des perturbations constantes.
Afin de limiter les risques de détérioration du matériel en cas d’urgence, l’atter-
rissage automatique est une fonction qui semble essentielle pour naviguer dans des
environnements inconnus. Pour répondre à ce problème, un contrôleur utilisant le flot
optique normal (similaire au temps à collision) a été proposé. En conservant ce si-
gnal autour d’une valeur de consigne constante, cette approche permet de réaliser une
manœuvre d’atterrissage en douceur sur une plateforme statique plane. Lors de l’expé-
rimentation, nous avons remarqué que le quadrirotor était capable de réagir de façon
très robuste aux perturbations aérodynamiques qui soulevaient la texture posée au
sol. L’observation de ce phénomène nous a alors amené à considérer le problème plus
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général de l’appontage. L’atterrissage sur une plateforme mobile présente en effet des
difficultés bien connues des pilotes. Une analyse théorique rigoureuse de la dynamique
du système a donc été effectuée en prenant en compte la dynamique de la plateforme
ainsi que l’effet de sol.
Dans la littérature, on trouve de nombreux travaux traitant la question du suivi
de terrain et de l’évitement d’obstacles. Bien souvent, les problèmes sont étudiés sé-
parément. Ainsi certains travaux traitent le suivi de sol, d’autres le suivi de couloir
et d’autres encore l’évitement réflexe d’obstacles. Cependant, on remarque dans tous
les cas que l’objectif principal est de rester à distance des obstacles. L’approche que
nous avons développée donne un cadre général à ces problèmes. L’utilisation d’une ou
plusieurs directions d’observation est alors un paramètre dépendant de l’application
désirée. Par exemple, pour le suivi de terrain, le sol doit être observé. Pour le suivi de
couloir, les directions d’observation doivent pointer à gauche et à droite de l’appareil,
etc. Si la stabilité globale du système a été prouvée dans le cas du suivi de sol, la ro-
bustesse du contrôleur est bien plus complexe à étudier dans le cas général lorsque plus
d’une direction d’observation est utilisée. Néanmoins, certains exemples d’applications
ont été traités et expérimentés avec succès. De plus, sous certaines hypothèses réa-
listes, nous avons montré l’existence d’un domaine de stabilité assurant la robustesse
de l’approche.
Bien que cette thèse fournit des réponses à certains problèmes de navigation, ce
travail est une étape préliminaire et certaines questions restent encore en suspend :
• Dans cette étude, les preuves de convergence des algorithmes de commande sont
effectuées en ne prenant en compte que la dynamique de translation du système.
On justifie cette démarche en invoquant la théorie des grands gains. En toute
rigueur, l’analyse devrait également considérer la dynamique de rotation du vé-
hicule et montrer la convergence pour l’ensemble du système inter-connecté. La
principale difficulté rencontrée dans cette thèse résulte de l’utilisation du flot
optique dans les boucles de commande. Ceci induit des non-linéarités dans la
dynamique de translation et rend la connexion avec la dynamique non-linéaire
de rotation d’autant plus complexe. Même si une preuve locale de convergence
aurait aisément pu être réalisée dans certains cas, le problème de convergence
globale reste aujourd’hui ouvert.
• L’algorithme de stabilisation avec action intégrale permet de stabiliser la vitesse
à condition que la mesure du flot optique ne soit pas biaisée. En effet, pour de
très faibles déplacements, le flot optique peut ne pas être détecté. Ceci induit
alors une faible dérive du véhicule. Pour y remédier, une cible connue peut être
utilisée. Toutefois, sur un terrain inconnu, le problème reste entier. Une solu-
tion envisageable serait de stabiliser le drone autour d’un point de l’image. Ce
point pourrait être défini par un opérateur ou de façon automatique (détermi-
nation automatique d’un lieu d’atterrissage par exemple). Ceci permettrait ainsi
d’empêcher une dérive latérale de l’engin.
• Dans le cas de l’appontage automatique, nous avons apporté une solution par
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boucle fermée en supposant que la dynamique de la plateforme est suffisamment
régulière. La plupart des techniques classiques d’appontage compensent les mou-
vements prédits de la plateforme. La prédiction est généralement imparfaite et la
méthode peut échouer dans certains cas. Toutefois, notre approche est également
susceptible d’échouer dans le cas où le mouvement de la plateforme change bruta-
lement. Une perspective d’amélioration pour la suite consisterait alors à combiner
les approches par compensation avec notre approche par rétroaction.
• L’algorithme de suivi de terrain incluant l’évitement d’obstacles n’est qu’une
étape préliminaire pour la navigation sans collision. En effet, notre étude se
contente d’assurer une navigation sans collision et aucun objectif à réaliser n’est
défini. Par la suite, il serait intéressant de combiner le suivi de terrain avec des
fonctions de haut niveau telles que la poursuite de trajectoire GPS ou le suivi de
cible. Par exemple, si un bâtiment ou des arbres font obstacle au véhicule, l’al-
gorithme développé dans ce chapitre lui permettrait de dévier de sa trajectoire
initiale afin d’éviter l’obstacle. Des premiers travaux ont déjà été effectués dans
ce sens pour des drones à voilure fixe [Zufferey 10]. On peut également imaginer
combiner les trois fonctions étudiées durant cette thèse. Un lieu d’atterrissage
étant défini sur l’image, la mission consisterait dans un premier temps à sta-
biliser le véhicule au-dessus de ce point tout en évitant les obstacles présents
sur la trajectoire. Dans un deuxième temps, le drone réaliserait un atterrissage
automatique.
L’insecte répond de façon bien plus efficace aux problèmes ambitieux abordés dans
cette thèse et pourtant, il n’est pas infaillible. La route vers la navigation robuste des
drones semble donc encore longue, bien plus longue que l’apprentissage du vol par le
jeune Shoubee...
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Annexe A
Calcul du flot optique moyen
Dans cette annexe, il s’agit de fournir les éléments mathématiques nécessaires pour
le calcul du flot optique moyen décrit dans le chapitre 3 et utilisé dans le paragraphe
5.2.2. En réutilisant les notations de la section 3.1, considérons l’intégrale φˆ du vecteur
(p˙+ Ω×p) sur un angle solide W2 de la sphère unité autour de la direction d’obser-
vation ηˆ 6= η. Pour cela, on définit les coordonnées sphériques (αˆe, αˆa) de ηˆ où αˆe et
αˆa correspondent respectivement aux angles d’élévation et d’azimut. A partir de ces
paramètres, la matrice d’orientation Rˆt de ηˆ par rapport au repère inertiel I s’écrit 1
Rˆt =
c (αˆe) c (αˆa) − s (αˆa) s (αˆe) c (αˆa)c (αˆe) s (αˆa) c (αˆa) s (αˆe) s (αˆa)
− s (αˆe) 0 c (αˆe)

Définissons l’angle θ0 correspondant à la demi-ouverture de l’angle solide W2. Alors, φˆ




(p˙+ Ω×p) dp = −Qˆ(V − Vt)
d
,
où Qˆ = R⊤(RˆtΛˆRˆ⊤t )R est une matrice symétrique définie positive. Λˆ est également une










(I − qq⊤)〈q, Rˆ⊤t η〉 s (θ) dθ dφ
1. pour tout x ∈ R, s (x) = sin (x), c (x) = cos (x), t(x) = tan (x)
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où q⊤ = (s (θ) c (φ), s (θ) s (φ), c (θ)) (p = R⊤Rˆtq). Finalement, après quelques calculs










a = c (αe) c (αˆe) + s (αe) s (αˆe) c (α˜a)
b = s (αe) c (αˆe) c (α˜a)− c (αe) s (αˆe)
c = s (αe) s (α˜a)
où λ = (sin θ0)
2
4−(sin θ0)2 et α˜e = αe − αˆe, α˜a = αa − αˆa. Dans le cas particulier où ηˆ = η, on a
α˜e = 0 et α˜a = 0. Ainsi la matrice Λˆ = Λ est diagonale










Preuve du théorème 5.3.2
Définissons l’état virtuel suivant :





















On montre alors facilement que si d > d, ζ˙ < 0 et si d < d, ζ˙ > 0. Ainsi, 4 situations
doivent être considérées :
d0 < d vd(0) ≤ 0, dր (a)
ζ ր vd(0) > 0, dց (b)
d0 > d vd(0) < 0, dր (c)
ζ ց vd(0) ≥ 0, dց (d)
(a) Comme ζ croît, le signe de vd (ou d˙) ne peut changer tant que d ≤ d. Alors, il
existe un instant T tel que d(T ) ≥ d.
(b) De la même façon, comme ζ décroît, il existe un instant T tel que d(T ) ≤ d.
(c) Pour montrer qu’il existe un instant T ′ à partir duquel le signe de vd change et
tel que d(T ′) > 0, on suppose l’inverse. Supposons que vd > 0 et d < d pour tout
t > 0. En utilisant le fait que d = d∗χmin ainsi que l’équation (B.1), on en déduit
que v˙d < 0 et que ζ reste positif et majoré








, ∀t ≥ 0
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De plus, comme d0 < d et d˙ < 0, il résulte de l’équation (B.2) qu’il existe ǫ > 0
tel que ζ˙ > ǫζ. Par conséquent, il existe un instant T ′ tel que








Cela contredit l’hypothèse. En outre, comme ζ est croissant et ζ0 = d0 > 0, d
reste strictement positif. Il s’en suit que la situation (b) mène à la situation (a).
(d) De façon analogue au cas (b), une preuve similaire permet de montrer que la
situation (c) mène à la situation (d).






Pour définir l’attracteur, supposons que (d0 > 0, vd(0)) /∈ D (Figure 5.5). Définis-
sons la fonction de stockage J = m(vd)2/2. En dérivant J et en réutilisant l’équation
(5.27), on obtient :













(vd + µγ,χ,δ(d)) (B.4)
Il s’en suit que la fonction J˙ est négative tant que |vd| > |µγ,χ,δ(d)|. Cela implique qu’il
existe un instant T tel que −vd appartient à l’intervalle [µ−, µ+], ∀t ≥ T . En combinant
ce résultat avec la précédente discussion, on obtient le tableau suivant représentant les
états successifs du système lorsque le plus mauvais cas se produit.
phase 0 phase 1 phase 2 phase 3
(a) d0 < d d ≤ d ≤ d ≡ (c)
vd(0) < −µ+ vd < −µ+ at phase 0
(b) d0 < d d < d d < d d ∈ D
vd(0) > −µ− vd = 0 0 > vd > −µ+
(c) d0 > d d > d ≡ (d)
vd(0) < −µ+ vd = 0 at phase 0
(d) d0 > d d ≤ d ≤ d ≡ (b)
vd(0) > −µ− vd > −µ− at phase 0
En examinant ce tableau, on vérifie facilement que, pour toute condition initiale véri-
fiant d0 > 0, il existe un instant T tel que (d(T ), vd(T )) ∈ D.
Il reste à montrer que D est invariant, c’est-à-dire que si (d0, vd(0)) ∈ D, (d(t), vd(t))
reste dans D, ∀t ≥ 0. Comme, par hypothèse, vd(0) ≥ −µ+, (B.3) montre que vd ≥
−µ+, ∀t ≥ 0. De plus, comme ζ est décroissante pour d > d, si la situation (c) se







≤ ζ(t) ≤ ζ0 = d0
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tant que vd < 0. Ainsi, d ≤ d, ∀t ≥ 0. En utilisant ce résultat et le fait que vd(0) ≤ −µ−
est aussi vérifié, on montre également, à partir de l’équation (B.3), que vd ≤ −µ−, ∀t ≥








≥ ζ(t) ≥ ζ0 = d0
tant que vd > 0. Ainsi, d(t) ≥ d, ∀t ≥ 0. Par conséquent, (d, vd) reste dans D, ∀t ≥ 0.
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Asservissement et Navigation Autonome d’un drone en environnement in-
certain par flot optique
Cette thèse porte sur la navigation sans collision d’un véhicule aérien à décollage
et atterrissage vertical en environnement inconnu ou incertain. L’utilisation du flot
optique, inspirée du monde animal, permet d’obtenir des informations sur la vitesse
du véhicule et sur la proximité des obstacles. Deux contributions sont présentées dans
ce travail. La première aborde l’atterrissage automatique sur une plateforme statique
ou mobile. La manœuvre se décompose en deux tâches : la stabilisation de la vitesse
au-dessus de la cible, puis l’atterrissage vertical. L’approche montre que la régulation
du flot optique divergent autour d’une consigne constante permet un atterrissage en
douceur et sans collision malgré les incertitudes sur la dynamique de la plateforme
et du véhicule. La deuxième contribution concerne le suivi de terrain avec évitement
d’obstacles. L’approche générale proposée permet d’aborder différentes applications
telles que l’évitement d’obstacles frontaux, le suivi de terrain pentu, le suivi de couloir,
etc. L’analyse de stabilité évalue la robustesse et les limites du contrôleur en présence
de diverses incertitudes telles que les incertitudes sur la géométrie de l’environnement.
L’ensemble des algorithmes de commande est simulé et expérimenté sur un mini-drone
quadrirotor développé au CEA LIST.
Mots-clés : Véhicule aérien, Flot optique, Flux optique, Navigation autonome, Atter-
rissage automatique, Suivi de terrain, Évitement d’obstacles
Optical flow based navigation of a VTOL Unmanned Aerial Vehicle in un-
certain environment
This thesis deals with navigation of a VTOL Unmanned Aerial Vehicle in unk-
nown or uncertain environment. The use of optical flow is bio-inspired. It provides
information on velocity of the vehicle and proximity of obstacles. Two contributions
are presented in this work. The first one addresses automatic landing on a static or
mobile platform. The maneuver is split into two tasks : stabilization of the linear velo-
city above the target and vertical landing. The approach shows that regulation of the
divergent optical flow around a constant set point enables a smooth landing without
collision despite uncertainties on the vehicle and the platform dynamics. The second
contribution concerns terrain following with obstacle avoidance. The general approach
considered enables us to address different applications such as corner avoidance, steep
terrain following, corridor following, etc. Stability analysis assesses robustness and li-
mits of the controller in the presence of various uncertainties such as uncertainties on
the geometry of the environment. All the algorithms are simulated and experimented
on a quadrotor UAV built at the CEA LIST.
Keywords : Aerial Vehicle, Optical flow, Autonomous navigation, Automatic landing,
Terrain following, Obstacle avoidance
