ABSTRACT To reduce the network traffic and service delay in next-generation networks, popular contents (videos and music) are proposed to be temporarily stored in the cache located at the edge nodes such as base stations. The challenging issue in the caching process is to correctly predict the popular contents to store, since the more popular the contents, the more reduction in the network traffic and the service delay occurs. Furthermore, network virtualization proposes an existing cellular network to decouple into infrastructure providers (InPs) and mobile virtual network operators (MVNOs) to reduce capital and operation costs. In this architecture, MVNOs lease the physical resources (network capacity and cache storage) from InPs, the owner of the resources, to provide services to their users. On the one hand, if an MVNO leases more resources than necessary, they will be wasted. On the other hand, if an MVNO leases fewer resources than necessary, the traffic and service delay will increase. Our objective is to lease enough resources without going under or over the required amount and store the most popular contents. Thus, we propose a deep learning-based prediction scheme to intelligently manage the resource leasing and caching process to improve MVNO's profit. The main challenging issue in utilizing the deep-learning is searching for the problem specific bestsuited prediction model. Hence, we also propose a reinforcement learning-based model searching scheme to find the best suited deep-learning model. We implement the prediction models using the Keras and Tensorflow libraries and the performance of the cache leasing and caching schemes are tested with a Pythonbased simulator. In terms of utility, simulation results present that the proposed scheme outperforms 46% compared with the randomized caching with optimal cache leasing scheme.
I. INTRODUCTION
According to the Cisco Visual Networking Index, watching videos from wireless devices has been generating most of the Internet traffic and is forecast to continue to increase exponentially [1] . In order to handle the overwhelming Internet traffic, several future Internet network architectures (such as Information-Centric Networking, Multi-access Edge Computing) have been proposed with caching capability [2] .
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Thus, with caching and computing capability, edge nodes (base stations, small-cell base stations, access points, etc.) can temporarily store popular videos in their cache storage to satisfy user requests in the future, instead of retrieving video from content servers. So, the video contents' access delay/ the number of retrieving videos from the content servers is reduced with content caching schemes compared to that without caching schemes. Additionally, because of wireless network virtualization [3] , physical resources owned by Infrastructure Providers (InPs) such as base stations (BSs), cache storage spaces are able to share among the mobile virtual network operators (MVNOs). Also, with the help of virtualization, the overall expenses of network deployment and operation can be reduced significantly [4] . Moreover, virtualization helps InPs to gain more revenue from leasing the virtualized resources to the MVNOs with the wholesale price, instead of getting revenue only from the registered users. In addition, virtualization enhances the network management of future heterogeneous wireless network to be easier. Therefore, integrating the Multi-access Edge Computing (MEC) with wireless network virtualization technologies can improve the network performance as well as the revenue of both InPs and MVNOs.
A. RELATED WORK
Wireless network virtualization related challenging issues such as virtual resource isolation, resource allocation have been addressed in [3] . The resources allocation schemes for wireless network virtualization can be categorized into two main categories [5] :
1) The InP directly manages the resources allocation to the users of MVNOs.
2) The hierarchical resource allocation, where InPs firstly allocate the virtual resources to the MVNOs, and then MVNOs allocate their virtual resources gained from the InP to their users. In this paper, we use the hierarchical resource allocation schemes, which can be categorized into three types of resource sharing or isolation schemes: fixed sharing, dynamic sharing, and hybrid sharing. In the fixed sharing scheme, InPs do not allow overuse of their resources to the MVNOs. In the dynamic sharing scheme, there is no restriction on the resource usage and the InPs guarantee certain predetermined requirements to the MVNOs. In the hybrid sharing scheme, InPs initially allocate certain amount of resources to each MVNO, according to the pre-determined service agreements [6] . Then, the InPs share the leftover resources to the MVNOs.
The advantage of integrating information-centricnetworking with the wireless network virtualization has been introduced in [3] and [7] , where each MVNO has no access to control the cache decision to store the popular contents for its users and cache storage capacity. To enhance the user's Quality of Service (QoS) and to reduce the backhaul usage, each MVNO should have access to control its own cache storage capacity and cache decision to store popular contents. Here, the content popularity can be defined as the ratio of the number of requests for a particular content to the total number of requests, usually obtained for a certain region during a given period of time. We usually assume the popularity of contents follows some distribution such as Zipf [8] . Based on this assumption, many researchers proposed various edge-network caching models and cache decision algorithms 1 [9] - [11] . In edge-network caching, 1 Algorithms to make a decision whether to store the new content or remove the cached content cache decision can be classified into two categories i) reactive caching and ii) proactive caching. In reactive caching, the edge node makes the cache decision (to store the requested content or not) only when the request for a particular content arrives [12] and [13] . In the proactive caching, the edge node proactively predicts a content's popularity and makes the cache decision before requested by any user [14] and [15] . The cache hit ratio is affected by the accuracy of the content's popularity prediction models.
The content's popularity is dynamically changing depending on different factors (e.g., events, type of content, and the lifespan of the content) and predicting the popularity of video content has been widely investigated in the literature [15] - [22] while few works considered the integration of forecasting popularity into caching. Furthermore, deep learning has achieved a huge success in speech recognition, computer vision, etc. Due to its high accuracy in prediction, deep learning based prediction models are appropriated in content's popularity prediction to gain more accurate results [15] - [19] . Stack Auto Encoder, a type of deep learning model, has been used in [17] to predict the content's popularity in a software-defined networking environment. The utilization of echo state network, a type of recurrent neural network, in caching was shown in [15] . The usage of Deep Neural Network, an artificial neural network with several hidden layers, in edge network caching was introduced in [16] . Collaborative filtering with recurrent neural networks was applied in [19] to predict the content's popularity. Moreover, the utilization of the convolutional neural network in contextaware caching was shown in [18] , where authors used social network information to train the prediction model.
Hence, we can apply deep learning to predict cache's demand and video content's popularity to improve the profit of MVNOs. The most challenging issue in applying deep learning in problem-specific prediction task is how to choose the best-suited model among the various types of deep learning models (e.g., Multilayer Perceptron (MLP), Convolutional Neural Network (CNN), and so on. [23] ) since a huge amount of hyper-parameters need to be configured (e.g., number of hidden layers, neurons, etc.). Thus, we need an efficient solution to find the best-suited problem specific prediction model.
B. OUR METHODOLOGY
Most recent studies considered the solution to improve the profit of InPs but in this paper, we focus on the solutions to improve the profit of the MVNOs. In other words, we emphasize on the deep learning-based solution to maximize the MVNO's cost reduction by leasing the optimal cache capacity and storing the most popular video contents at base stations (BSs) to reduce the backhaul usage.
Furthermore, among various types of virtual resources, we mainly focus on virtual cache storage resource sharing among MVNOs, assuming that user association is already done. Here, we only consider the cache storage leasing cost and backhaul usage cost. We further assume that the deep VOLUME 7, 2019 learning model and other computation tasks will be solved at the cloud data-center such as Google cloud service. The proposed solution is composed of a three-fold solution: i) search the best-suited prediction model using reinforcement learning, ii) lease the optimal cache space based on predicted results from the machine-generated model, and iii) store the popular video contents based on predicted results from the machine-generated model.
Our contributions are summarized as follows:
• We formulate the optimization problem to maximize the cost reduction of each MVNO at time (t +1), by controlling cache storage leasing decision and cache decision at the current time, (t).
• To solve the formulated problem at time (t) with limited information, we proposed a deep neural network-based prediction system.
• To solve the challenging issues of searching the bestsuited problem specific prediction model, we propose the reinforcement learning (Q-learning [24] ) based model searching and selection scheme for cache demand and content's popularity prediction. The rest of the paper is organized as follows; We present the system model in Sec. II and formulate the problem in Sec. III. Then, we present the detailed process of predicting the cache demand and content popularity (also known as expected request counts) in Sec. IV. The cache leasing decision algorithm is discussed in Sec. V-A. Next, the cache decision algorithm is described in Sec. V-B. Then, the proposed scheme is evaluated in Sec. VI. Finally, conclusion and future work are presented in Sec. VII.
II. SYSTEM MODEL
The system model is separated into i) Business Model, ii) Network Model, and iii) Cost Model.
A. BUSINESS MODEL
As shown in Fig. 1 , we adopt the hierarchical business model which includes three parties: Infrastructure Provider (InP), Mobile Virtual Network Operators (MVNOs), and users of MVNOs. We assume that a single InP leases the physical substrate infrastructure such as cache space and backhaul link to the set of MVNOs that do not have the physical network infrastructure. The MVNOs provide services such as video streaming to their users by utilizing virtual resources. In this paper, each MVNO leases the virtual cache storage spaces on each day for storing popular contents at each Base Station (BS) and the backhaul usage will be paid based on their usage.
Therefore, on each day, MVNOs intelligently manage their cache space leasing decision and caching decision to store the popular contents, in order to reduce their backhaul usage and the users' access delay. Without loss of generality, we only consider one MVNO with a single InP for simplicity which can be scaled up for multiple MVNOs and InPs. 
B. NETWORK MODEL
Let an InP owns a set of base stations B = {1, 2, . . . , B} where each BS b ∈ B has a limited physical cache storage capacity and it can be denoted as S b . Every time (t) (e.g., every midnight), MVNO leases the cache storage space from the InP to serve its mobile users and MVNO cannot lease the cache space more than the BS b physical cache capacity, i.e., 0 ≤ s
where the virtual cache space bought by MVNO at BS b at time (t) is s b,f = 0 otherwise. Thus, at each time slot (t), the virtual cache capacity of MVNO s
The mobile users of MVNO send requests for contents to the BS b ∈ B at each time (t). Let us denote the number of content requests from the users of MVNO which arrive sequentially at the BS b ∈ B as space
k is the k th arriving request at the BS b ∈ B. Each content request r b k ∈ R b includes the following information: (n k , ω k , t k ) where n k is the name of the content, t k is the time stamp of request arrival at the BS, and ω k is the context vector of the K th request. Here, context ω k is a d-dimensional vector, which includes features such as the movie name, type of the movie and the properties of the content. The BS b ∈ B first stores the arriving requests' information on its local database and then sends this information to the cloud data center periodically (e.g., every 6 hours, every night).
C. COST MODEL
The total cost consists of two parts: the contents retrieving cost and the virtual cache storage leasing cost.
a: CONTENT RETRIEVING COST
For each arriving request r b k ∈ R b from users at BS b ∈ B, BS first checks whether the requested content is located in its local cache or not. Then, the missing cache content will be retrieved from the content server. Here, we consider a proactive caching scheme where cache decision to store content f for time (t + 1) is done at end of time (t) based on the expected request counts because the future (possibility) is unknown. Then, the actual request is arriving at time (t + 1) and the content retrieval cost can be calculated as follows,
is the cache decision variable which is decided at the end of time (t) (e.g., every midnight), φ
is the request counts of content f at BS b for (t + 1) and p retrieve b is the unit retrieval cost or backhaul usage for each content f at BS b. Then, the retrieval cost without caching mechanism for the contents at BS b for time (t + 1) can be denoted as follows, 
where s
is the size of the virtual cache bought at the time (t + 1) at BS b and p cache b is the unit cache price of the BS b.
III. PROBLEM FORMULATION
In this section, we formulate the intelligent cache management for MVNO as a minimizing cost or maximizing cost reduction problem with multiple BSs. Therefore, the utility of MVNO at base station b ∈ B at time (t + 1) becomes,
Thus, the cache management problem for utility maximization of MVNOs can be formulated as follows:
maximize:
subject to: (1), (2), (6), (8) .
where the objective function is maximized by controlling cache decision variable x (t+1) b,f and virtual cache size s
The virtual cache size of BS b cannot be larger than the physical cache size of BS b defined in (1). The MVNO virtual cache capacity is limited by (2) . Moreover, the future request counts of each content r to lease cache space are not known in advance. Furthermore, the optimization problem (9) is a combinational problem and we need to exhaustively search for the solution space to find the optimal solution. However, it is not practical because of a large number of configuration combinations. These two reasons render the optimization problem in (9) challenging to solve in the presence of limited information. Hence, to solve (9), we need a three-step solution: i) predicting the expected future request counts of content f ,φ , and iii) leasing the virtual cache storage based and caching the popular content based on predicted results (Sec. V-B).
IV. PREDICTING THE EXPECTED CACHE DEMAND AND REQUEST COUNTS A. CACHE MANAGEMENT COMPONENTS
The proposed system model is shown in Fig. 1 , in which the central controller (Master Node) is implemented at the highend computing node (e.g., cloud data center) and the Slave Node is implemented at the BS. 
1) MASTER NODE
The Master Node is responsible for the best-suited problem specific prediction model searching, selection, and training. It also collects data from the BS, then predicts the cache demand and future popularity of contents with machinegenerated trained models. Then, Master Node makes cache leasing decision to buy virtual cache storage based on the predicted results, predicts the content's popularity and sends the recommended contents list to each BS to cache popular contents. As shown in The Management Module directly controls all of the components from the Master Node (at the data center) and Slave Node (at the BSs). It also supervises the training process of the prediction model, including when to stop training and when to store the state of the trained model by controlling the Training Module. Further, it utilizes the prediction results from the Prediction Module and manages the virtual cache storage leasing decision via Cache Leasing Decision Module for each BS. Finally, the Management Module predicts the content's popularity for each BS by using the Prediction Module and sends the recommended content lists to the Slave Nodes.
The Data Collector gathers data such as request counts for each content, movie ID, etc. The Preprocessor is responsible for data cleaning and dataset construction. The Model Dictionary stores the various deep learning architectures such as CNN and RNN, which are discussed in details in Sec. IV-B. The Models Searching Module finds and selects the problem specific best-suited prediction model. Then, the Master Node constructs the dataset for collected data at total time (t) denoted as D {d t |t = 1, 2, . . . , t}, where (t) is time when the data is collected. Each d t has the form of a tuple (y t j , φ t j , s t j )∈ R J , where j is the index of the data point number and J is the total number of data points, such as the number of movies. Input features from the data point j for training and prediction is denoted as y j ∈ R d , and it includes features such as the movie name or movie-ID and the properties of the content. φ j is the true label for request counts prediction, and µ j is the true label for the cache demand prediction. To tune the hyper-parameter settings of deep learning models, we randomly extract a small portion of the data set to create a small data set. Let D s = d [t=1:t=j] be the small data set and D s ⊆ D.
2) SLAVE NODE
The Slave Node is responsible for storing contents recommended by the Master Node and data collection (which gathers information such as request counts and the number of cache hits at the BS). If the requested content is located at the BS's cache, the BS immediately replies it to the users. Otherwise, the requested content is retrieved from the content server and then provided to the users. The Slave Node consists of four major components i) Data Collector, ii) Caching Module, iii) Request Handler, and iv) Virtualized Content Store.
The Data Collector gathers information such as the number of cache hits and the total number of requests. The Caching module makes the cache decision and downloads contents from a server based on the content list provided by the Master Node. When the request r k arrives at the BS, the Request Handler checks whether the requested content is located in its Virtualized Content Store (virtual cache storage). If the requested content is in the cache, then the Request Handler Module provides the content to the user. Otherwise, the Request Handler downloads the content directly from the servers. The Virtualized Content Store (virtual cache storage) caches the content temporarily and its size is dynamically changing every time (t) based on the prediction results of the caching demand. 
B. DEEP LEARNING MODEL FRAMEWORK
In this section, we focus on the deep learning model framework. The design of high-level prediction model used in this paper is shown in Fig. 3 , where the Management module manages the cache leasing decision and cache decision based on the information provided from the two machine generated prediction models. The inputs for prediction models are the tensor y (i.e., the multidimensional features) and the output are the predicted cache demandŝ (t+1) b and expected request counts or popularity of the contentφ
We denote the set of cache demand prediction models by M cache and the set of expected request counts prediction models by M req , respectively. Each model m cache ∈ M cache , and m req ∈ M req represents various types of prediction models such as CNN, and RNN. Among them, we choose the best-suited model m * = {(m cache , m req )|m * cache ∈ M cache , m * req ∈ M req }, which has the lowest validation loss for each prediction. 4 shows the deep learning model framework to construct the best-suited model. The basic framework includes input layers, unknown layer, dense layers, dropout layer, and the final output layer. The input layer is the initial point to feed the features information for training and prediction processes. The unknown layer configuration decides the architecture of the deep learning model which can be Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs) or Convolutional Recurrent Neural Networks (CRNNs). The Model Dictionary stores the rules to construct the models and different deep learning architectures.
If the unknown layer is for CNN [25] , we tune the Convolutional layers and pooling layer. The Convolutional layers utilize a convolution operation to the input and pass the results to the next layer. The pooling layer performs a down-sampling operation along the spatial dimensions. The most common types of RNN [26] are Gated Recurrent Units (GRU) and Long Short-Term Memory (LSTM). We choose LSTM because neural networks using LSTM cells have offered better performance than standard recurrent units, such as in speech recognition. CRNN [27] architecture results from combining CNN and RNN. As such, we can configure the Convolutional layer, Polling layer, LSTM to obtain the best-suited model.
Next, the dense layer is added to extract the features information for the final prediction. The dropout layer is added to prevent the over-fitting problem. Finally, the final output layer is designed based on the prediction problem (e.g., if the problem is the classification problem, the final output layer will be constructed with the softmax activation function from Table 2 ). Table 2 lists the activation functions used in the final output layer and will be discussed in details in Sec. VI-D. Thus, for each deep learning model, we can freely configure the hyper-parameters (number of layers and cells/neurons) of CNN, RNN, CRNN, and Dense layer. Furthermore, we can freely configure Dropout probability value, input, and output designs.
C. REINFORCEMENT LEARNING BASED MODEL SEARCHING AND SELECTION
In this section, we discuss the reinforcement learning based model searching scheme to find the best-suited model for cache demand and popularity score prediction. Since each deep learning model has various hyper-parameters configuration, it can have an enormous number of configuration combinations. Finding suitable models among the three architectures with different hyper-parameters is a combinatorial problem.
We can use various type searching solutions such as grid search and random search to find suitable deep learning models. In grid-search, we first define a boundary where we exhaustively search in a grid by increasing the hyperparameter values in sequential combinations. As the name suggests, random-search finds the best-suited model among random configurations in order to reduce searching space. In our previous work, we chose random-search and randomly configured the hyper-parameters to construct the models to reduce computational complexity, [28] . But, random-search method explores in a random direction to find the best deep learning model within possible configurations. Therefore, we apply reinforcement learning based searching scheme to direct the random exploration in the likely direction of learning models with better performance.
1) APPLYING Q-LEARNING INTO MODEL SEARCHING AND SELECTION
Among the various reinforcement learnings, we apply Q-learning [29] to search the best-suited model. To apply the Q-learning, firstly, we define the set of states θ = {1, 2, . . . , θ } which represents layers information in the hierarchical structure of searching space as shown in Fig. 5(a) . Secondly, we denote the validation loss of each model m as the reward of the model m, where our main goal is to choose the prediction which has the minimum validation loss. Thirdly, we define the set of actions A = {1, 2, . . . , a}, which represents how to choose the model m in each round. Fourthly, we define the hierarchical Q-table which stores the Q-values hierarchically instead of storing in normal Q-table. Then, we update the Q-value as follows,
where t is the current time step, σ (t+1) is the immediate reward received at time (t + 1), θ (t) is the state at time t, a t is the action performed at time (t). α is the learning parameter such that 0 ≤ α ≤ 1. ω controls the ratio of immediate reward to return form future states.
2) MODEL SEARCHING ALGORITHM
Alg. 1 shows how to generate the models and find the bestsuited model among various deep learning models. The inputs for this algorithm are:
• Features and target labels from the small dataset D s • Minimum and maximum number of layers (µ min and µ max ).
• Minimum and maximum number of cells or neurons in each layer (ν min and ν max ).
• Number of models to be searched M .
• Model architectures to be searched M arc (i.e., CNN, LSTM, CRNN). The output is the best-suited model m * with the optimal hyper-parameters µ Alg. 1 includes two major parts to search the problem specific best-suited model from the searching space: i) exploration phase (from line (1) to (4)) and exploitation phase
Updating Q-values( Finally, we choose the model which has the minimum validation loss value (line 13), i.e., m * = arg min(l valid m ). if current l valid m * is lower than the previous then 6:
Algorithm 2 Training Process
Reset model m * Train model 8: Train model m * with λ * m , γ * m . 9: while l train m * > ε or dataset is not fully utilized do 10: Minimize l train m * with (14) using ADAM optimizer in Sec. VI-F 11: if current l valid m * is lower than the previous then if current l pred m * is lower than the previous then 6: Update and store the parameters of m * number of rounds n to find the parameters λ m and γ m (line 2). For every round i, the values of λ m,i and γ m,i are initialized with a uniform random generator (line 3). We train the model m * with the small dataset to minimize the validation loss (line 4). If the current l valid m * is lower than the previous, then store the current learning rate and regularization rate (line 6). At the end of every round i, reset the model (line 7).
Next, the process of training model m with the complete dataset using the optimal learning rate λ * m and regularization rate γ * m is presented in (lines 8 to 12). The model m * is trained until the validation loss reaches a certain level ε (lines 9 to 12). If the validation loss of the current training is better than the old one, all of the updated hyper-parameters settings are stored (lines 11 and 12).
V. CACHE SPACE LEASING DECISION AND CACHING DECISION A. CACHE SPACE LEASING DECISION
Alg. 4 shows the cache leasing process of MVNO to lease cache space for each BS which is performed at the Master Node. The inputs for this algorithm are the historical cache demand information of each BS (e.g., cache size) and the trained models from the cloud data center, which are used to predict the future cache demand. The output of this algorithm is the size of the cache storage space to lease. First, the future cache demandŝ if current l pred m * is lower than the previous then 7: Update and store the parameters of m * Slave Node 8: Based on the content list, store the contents from the beginning until the cache spaceŝ
is full generated from Alg. 2 (line 1). Then, the Master Node sorts contents in descending order based on the predicted content's popularity scores (line 2) and sends the content list to store to Slave Node (line 3). If the prediction loss is higher than the threshold, the model is trained with daily data (lines 4 to 7). After receiving the predicted results, the Slave Node at BS b retrieves and stores contents until its virtual cache space is full (line 8).
VI. PERFORMANCE EVALUATION
In this section, we first discuss how to measure the performance of our proposed scheme compared with others. Then, we discuss the detailed process of finding the best model for training and implementation. We run our tests on a PC with the followings configurations; CPU: Intel core i7-7700k, RAM: 32GB, graphics card: GeForce GTX 1080 Ti, and operating system: Ubuntu 16.04 LTS. To preprocess the dataset, we used pandas [30] , which is an open source data analysis tool. We developed prediction models using the GPU version of Tensorflow 1.4 [31] as a backend and Keras [32] as a frontend which are both open source software libraries for machine learning.
A. PERFORMANCE MATRICES
We choose the Mean Absolute Percentage Error (MAPE) to measure the accuracy of the prediction models, as given in (14) . To measure the performance of cache decision, we choose backhaul usage, probability of hit, and access delay as the Key Performance Indicator (KPI) metrics.
1) CACHE DECISION RELATED METRICS
Probability of Hit: Typically, the performance of the cache is measured in terms of the probability that the requested chunks are found at a given content store. The probability of a cache hit measures the hit and miss probabilities to determine how much traffic the network can eliminate. The probability of a cache hit is calculated as follows:
where P hit is the probability of hits, t∈T f ∈F r t f c t f is the total number of hits at the routers, BSs and SBSs, and t∈T f ∈F r t f is the total number of cache hits and cache misses.
Access delay: In addition, we measure the latency of downloading the contents from the user side, which is calculated as follows:
where U is the total number of users, d u,f is the delay in accessing the content f by user u, and F is the total number of downloaded content chunks by the user u. Backhaul usage: In addition, we measure the backhaul usage, which is calculated as follows:
where κ f is the size of the content f , and r t f is the number of arrival requests for content f at time (t).
B. EXPLORATORY DATA ANALYSIS
In this section, we present the process of applying a deep learning model into cache demand prediction (to estimate the cache size to lease s ) and expected request counts prediction (to estimate the expected request counts or content's popularity scores φ
for cache decision). We perform exploratory data analysis on the Movie Lens [33] dataset to know the nature of user access patterns. The dataset covers 26, 000, 000 ratings given to 45, 000 movies by 270, 000 users which are used for training, validating and testing to measure the performance of prediction models. We assume that the rating counts in the dataset are request counts of the movies and that the times when users rate movies are the same as the request arrival times for those movies. Also, this dataset includes other information related to users such as age, gender, and occupation. Besides, the dataset contains movie associated information such as release date.
In Fig. 6(a) , we analyze the number of unique movie counts for each year from 1996 to 2016, in order to know the growing number of new movies per year. In Fig. 6(a) , we found out that the number of movies is increasing year by year and the most significant increment started from 2015. Based on that fact, we can infer that the cache demand is increasing year by year and it is difficult to fulfill this annually increasing cache demands. Therefore, we extract the total request counts information for each movie and sort this in the descending order, as shown in Fig. 6(b) , to determine which contents are more popular than others.
In Fig. 6(b) , we observed that the total number of received requests for each content based on the ranks of the movies follows a long-tailed distribution (such as a Zipf or power law distribution). Moreover, the shape of the long-tailed distribution changes at every time (t) (e.g., day). Because of page limitations, we are not able to show the daily Zipf distribution figures. Note that the Zipf distribution is the discrete form of the Pareto distribution, which gives rise to the well-known Pareto principle. 2 Based on that finding, if we store the top 20% of popular movies, the traffic will be reduced by 80%.
In Fig. 6(c) , we extract the average unique movie counts which are highly correlated with weekday average cache demands because, in each BS's cache storage, only the unique popular contents are stored. Also, the BS's cache storage capacity is significantly smaller compared to the size of total contents and we cannot store all of the requested contents on BS's cache storage. Hence, to reduce the network traffic, we need to store the most popular daily contents in the available cache at the edge nodes. Thus, predicting whether content will be in the top most popular daily contents at (t +1) becomes critical.
C. FEATURE SELECTION
In this section, we find the best features to train the prediction models. In other words, we perform feature selection, which is a process to select features that are most related to the prediction outputs. Three benefits of performing feature selection are as follows: i) reduce overfitting, i.e., less redundant data means less opportunity to make decisions based on noise; ii) reduce loss, i.e., less misleading data means the modeling loss reduces; and iii) reduce training time, i.e., fewer data mean that the algorithm can be trained faster. Table 3 presents the details of the extracted features from the dataset. Fig. 7(a) and Fig. 7(b) represent the results of the Pearson product moment correlation coefficient matrix for features of cache demand and features of content's popularity prediction as a heat map. For the cache demand prediction, we first eliminate the features which have a high correlation with each other. Based on the results from the Fig. 7(a) , we eliminate ''Month'', and ''Movie Count (MC)'' which have a high correlation with the ''Day of Year (DoY)'' 2 i.e., the 80-20 rule where the top 20% of the movies received 80% of the requests. and ''20 % of Movie Count (20%MC)'', respectively. Even though ''20% movie count'' and ''User count'' have a high correlation, we keep both, based on the correlation information with target label. Then, we eliminate the features based on the Target label, from which we remove the ''Group-ID'', ''Weekday'', ''Day'' and ''Percentage change''. So, we choose ''20%MC'' and user count for cache demand prediction. Similarly, we choose ''Local Request Counts (LRC)'', ''Global Request Counts (GRC)'' for request counts prediction or content's popularity prediction.
D. DEFINING THE OUTPUT LAYERS OF DEEP LEARNING MODELS
There are various types of activation functions that can be used as output layers based on the prediction problem. The summary of the final output layer activation function and its usage is presented in Table 2 . We can choose Sigmoid, Hyperbolic Tangent (Tanh), and Rectified Linear Units (ReLU) as output for the cache demand prediction and content's popularity score. We choose ReLU as an output activation function because ReLU greatly accelerates the convergence VOLUME 7, 2019 of stochastic gradient descent compared to the sigmoid or tanh functions [34] .
E. DEFINING THE LOSS FUNCTION TO OPTIMIZE
Based on the specific prediction problem, we also need to choose suitable loss function to minimize the prediction loss. The cache demand and request count/content's popularity prediction are a regression problem. We tested with various type of loss function such as Mean Squared Error (MSE), Mean Absolute Error (MAE), etc. Among them, the Mean Absolute Percentage Error (MAPE) gives the best results when we train the prediction model. The MAPE function can be denoted as follows:
where φ i is the real label andφ i is the predicted label.
F. CHOOSING THE OPTIMIZER
There are several optimizers to compute gradients, such as stochastic gradient descent, gradient descent and ADAM (adaptive moment estimation). Among them, based on the performance comparison of the various optimizers in [35] , we choose ADAM [36] , which provides better performance than the others. For computing the gradient of CNN, we used a backpropagation algorithm [37] with an ADAM optimizer. For computing the gradient of LSTM and CRNN, we used a Truncated Backpropagation Through Time (TBTT) method with an ADAM optimizer. TBTT is a modified version of the Backpropagation Through Time (BPTT) training algorithm for recurrent neural networks where the sequence is processed one-time step at a time and the BPTT update is performed backward for a fixed number of time steps.
G. FINDING SUITABLE TIME SEQUENCE WINDOW
Next, we determine the best number of continuous sequence data or window size to reduce the loss and training time of the prediction model. In this best-suited window size finding the process, we randomly generate the 20 LSTM models with the fixed learning rate 10 −3 and the regularization rate 10 −3 . Then, we feed the 2015 January and February data for training, and 2015 March data for the validation process with the window size varies from 1 to 14. Generally, when the number of sequences increased, the time needed to process data is increased. The results for cache demand prediction is shown in Fig. 8 (a) which shows that 8 is the best window size to train the cache demand prediction model. The results for popularity prediction is shown in Fig. 9 (a) which shows that 12 is the best window size to train the popularity prediction model. Fig. 8 (b) and Fig. 9 (b) clearly show how the input neighbor's information affects the validation loss level. Input neighbors have a similar sequence to each other. In here, we used Ball Tree [38] algorithm to choose the neighbor. For this experiment, we test with the same 20 LSTM models and same data used in Sec. VI-G. As shown in Fig. 8 (b) , the input neighbor size 3 gives the lowest validation loss for the cache demand prediction. As shown in Fig. 9 (b) , the input neighbor size 6 gives the lowest validation loss for the cache demand prediction.
H. FINDING THE SUITABLE INPUT NEIGHBORS SIZE

I. THE MODELS USED FOR PREDICTION
To find the best-suited model, we utilized Algorithm 1. We initialized the hyper-parameters and configurations as shown in Table 4 . Note that, in this paper, because of the page limitation, we only show the results which use the Relu activation function as the output layer of the request counts prediction model because Relu gives the best results compared to others. Next, we use a Q-learning based model searching and selection scheme to generate 100 models for each prediction problem. We also fixed the learning rate to 10 −3 and the regularization rate to 10 −3 . Then, we feed the 2015 January and February data for training, and 2015 March data for the validation process. For the cache demand prediction, input with window size 8 and input neighbor size 3 to train the generated deep learning models. For the content's popularity prediction, input with window size 12 and input neighbor size 6 to train the generated deep learning models. We plot the results of those 100 deep learning models searched by Q-Learning based model searching algorithm for cache demand prediction problem in Fig. 10 . The class prediction performance is shown in terms of (a) average training accuracy, (b) average validation accuracy, and (c) average computation time for LSTM, CNN, and CRNN. From Fig. 10 , we can clearly see that LSTM models outperform those of both CNN and CRNN architectures on all key metrics, i.e., in terms of training accuracy, validation accuracy, and training (computation) time. We only plot the class prediction validation accuracy of the best 10 out of 100 randomly chosen deep learning models in Fig. 10(d) because validation accuracy is the most important parameter among others. From  Fig. 10 , we can clearly see that configuration LSTM 60 , Dense 283 , (i.e., LSTM model with 60 cells in LSTM layer and 283 neurons in the dense layer), has the best validation accuracy and thus is chosen for our class prediction algorithm.
We plot the results of those 100 generated deep learning model configurations for content's popularity prediction problem in Figs. 11. The request counts prediction performance is shown in terms of (a) average training accuracy, (b) average validation accuracy, and (c) average computation time for LSTM, CNN, and CRNN architectures. Fig. 11 shows that LSTM models outperform both CNN and CRNN architectures on all key metrics, i.e., in terms of training accuracy, validation accuracy, and training (computation) time. We plot the validation accuracy of the request counts prediction for the best 10 out of 100 randomly chosen deep learning models in Fig. 11 (b) . Fig. 11 (d) for our request count prediction algorithm. Then, we summarize the best three models in Table 5 for performance comparison.
J. RESULTS AND DISCUSSION
To measure the performance of the proposed scheme, we train the prediction models using data collected from 2012 and 2015. Then, we test the accuracy of the prediction models with the 2016 data, which has 366 days' worth of information where each day has on average 2500 unique content requests or data points with target labels. For the cache demand prediction, we assume that we can lease (buy) from 2% to 20% of the daily cache demand. For the results comparison, we choose the best-suited models (M1) shown in Table 5 , randomized solution and the optimal solution.
1) BENCHMARK
Since we have the complete data set of requests for all contents, we can find the upper and lower bounds to act as benchmarks to test the performance of our proposal. We define the upper bound as the optimal scheme where we lease the optimal cache storage and cache the contents which will possibly receive the most requests. We define the lower bound as the no cache scheme where we deploy no cache in the network and the contents are directly downloaded from the content store. Furthermore, we also simulate randomized caching scheme where we lease the optimal cache storage and randomly cache the contents to act as a baseline for comparison. Intuitively, we know that bigger cache size will result in better performance for all models, which is validated in Fig. 12. 2) UTILITY Fig. 12(a) shows the utility as defined by (9) where a higher utility value indicates better performance. The utility in (9) constitutes both the caching cost and content retrieving cost. Fig. 12(a) depicts that the deep-learning model M1 outperforms the randomized caching scheme by 46% on average. Hence, it proves that our proposed deep-learning model generation can create and train a problem specific model (in this case, cache demand prediction and content request count prediction) autonomously given a few guiding parameters. Fig. 12(a) also shows that the model generation can also be improved since the gap between the optimal scheme and model M1 widens as the cache size increases. As our future work, we will continue improving the deep learning model generation to close this gap.
3) PROBABILITY OF CACHE HIT Fig. 12(b) shows the cache hit probability where a higher probability of hit means better performance. As the cache size increase, the probability of a cache hit also increases due to higher storage capacity to store the predicted contents. The results in Fig. 12(b) shows that on average, learning model M1, created by our proposed scheme results 16% of the cache hit on average compared to 12% by a randomized scheme. This means that our proposed model can predict the most popular contents and cache them pro-actively. Fig. 12(c) shows the backhaul usage comparison where a lower value depicts better performance. The results in Fig. 12(c) shows that the backhaul usage of learning model M1, created by our proposed scheme reduces the network traffic by 17% on average compared to 12% by the randomized scheme. Therefore, Fig. 12(c) validates that our algorithm can predict the most popular contents with high accuracy.
4) BACKHAUL USAGE
VII. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a deep learning-based cache leasing and caching schemes for virtualized network environment to improve the cache hit probability, backhaul usage, and video contents access delay of MVNOs. Since the deeplearning models have a huge number of configurations, the main challenge is how to configure the hyper-parameters settings to obtain the best-suited deep-learning model. Hence, we also have proposed a reinforcement learning based deeplearning model searching scheme to find the best-suited model. Then, we utilized the best models to predict future cache demand and request count prediction. Next, we proposed a cache leasing and caching scheme that utilizes the predicted cache demand and request count information to make cache leasing and caching decisions at the Master Node.
The caching scheme is accomplished by producing a list of contents that should be cached at the base station. We performed the comprehensive simulations which show that our deep-learning model generation scheme can autonomously create efficient deep-learning models. The results also show that the generated deep-learning models have high prediction accuracy which reduces the network traffic by proactively caching popular contents. The simulation results also show that the model generation can also be improved since the gap between the optimal scheme and generated models widen as the cache size increases. As our future work, we will continue improving the deep learning model generation to close this gap.
