Service-based access models coupled with recent advances in application deployment technologies are enabling opportunities for realizing highly customized software-defined environments that can achieve new levels of efficiencies and can support emerging dynamic and data-driven applications. However, achieving this vision requires new models that can support dynamic (and opportunistic) compositions of infrastructure services, which can adapt to evolving application needs and the state of resources. In this article, we present a programmable dynamic infrastructure service composition approach that uses software-defined environment concepts to control the composition process. The resulting softwaredefined infrastructure service composition adapts to meet objectives and constraints set by the users, applications, and/ or resource providers. We present and compare two different approaches for programming resources and controlling the service composition, one that is based on a rule engine and another that leverages a constraint programming model for resource description. We present the design and prototype implementation of such software-defined service composition and demonstrate its operation through a use case where multiple views of heterogeneous, geographically distributed services are aggregated on demand based on user and resource provider specifications. The resulting compositions are used to run different bioinformatics workloads, which are encapsulated inside Docker containers. Each view independently adapts to various constraints and events that are imposed on the system while minimizing the workload completion time.
Introduction
EMERGING computational and data-enabled science and engineering (CDS&E) application workflows integrate data sources (e.g. monitoring, observations, and experiments) with computational tools (e.g. simulations, modeling, analytics, and visualization) to understand natural phenomenon, manage complex processes, and accelerate scientific discovery. To prepare for a smarter, more ''connected'' world, scientists and engineers are challenging the current methods of simulation and developing new classes of application workflows capable of dealing with real-time data transmissions from a variety of different sources across the globe. Integrating such real-time data can enable new opportunities from managing extreme events to optimizing everyday processes and improving the quality of life. For example, an instrumented oil field can (theoretically) achieve robust control and efficient management of diverse subsurface and near subsurface geosystems by completing the feedback loop between measured data and a set of computational models and can provide efficient, cost-effective, and environmentally safe production of oil reservoirs (Parashar et al., 2006) . However, as these emerging application workflows are becoming predominately data driven, they exhibit changing requirements at runtime, for example, computational demand, data interest, and quality of service (QoS) levels. Furthermore, these workflows must contend with an equally dynamic infrastructure. As a result, supporting these data-driven workflows on top of a dynamic infrastructure requires adaptive approaches that can opportunistically and symbiotically compose infrastructure services with the appropriate QoS guarantees.
Software-defined environments (SDEs) have been introduced as a concept in various areas of enterprise IT (Breiter et al., 2014; Li et al., 2014) to enable the programmatic composition of resources and services to handle dynamic workloads effectively. Similar to enterprise IT, SDEs could potentially support data-driven science and engineering application workflows by enabling a programmatic control over resources and services and facilitating dynamic resource management. This would empower applications with the ability of seamlessly composing services from different providers and geographic locations as well as adapting to changes in near real time.
In this article, we present an approach that enables the programmatic control of resources and services to realize a distributed software-defined service composition. Our approach is based on an abstraction that enables dynamic composition of services driven by high-level policies and constraints. Policies and constraints can be programmatically specified as a function of time and runtime events such as failures, performance degradation, and discovery of resources. Our approach enables elastic and on-demand federation of distributed services and resources from multiple providers (e.g. clouds, grids, data centers; Diaz-Montes et al., 2015; Kim and Parashar, 2011) . First, we use a software-defined programmable abstraction to allow users and applications to programmatically express resource requirements, which are then translated into a customized view of the federation, called ''virtual slice,'' containing a subset of services that fit the basic requirements of a user. A virtual slice can evolve over time adapting to changes in the service offering as well as changes in the user and application interests. We propose two ways of implementing our software-defined approach, using a rule engine and a constraint programming (CP) model, respectively. Finally, we use autonomic scheduling and matchmaking techniques to allocate the workload among the available services of the virtual slice to ensure the QoS objectives and requirements of an application are always met. If at any point in time the composition of the virtual slice changes or if the workload or QoS objectives change, the process is reevaluated to adapt the workload allocation and resource provisioning accordingly. As a result, our approach creates a nimble and dynamically programmable environment that evolves over time, adapting to changes in both the infrastructure service offerings and the application requirements.
The focus of this work is on the programmability and dynamic adaptability of the entire execution environment to changing requirements and/or the state of underlying services. This article makes the following contributions: (1) a dynamic software-defined service composition approach to enable users and applications to programmatically control the composition of distributed infrastructure services from multiple providers at runtime; (2) two declarative programming abstractions, a rule engine-based and a constraint programming-based approaches, to ease the definition of policies and rules that govern the dynamic service composition process; and (3) an experimental evaluation using the CP abstraction that shows how multiple users can customize their view of the same underlying infrastructure to satisfy their respective computational needs.
The rest of the article is organized as follows: The second section presents the system requirements that must be addressed to enable a software-defined infrastructure service composition. The architecture of the proposed framework is outlined in the third section. The fourth section details the two-step approach we use to control the aggregated infrastructure over time. An experimental evaluation is presented in the fifth section followed by a discussion and comparison of the two programming abstractions in the sixth section. The seventh section summarizes related work, and the article concludes in the last section outlining future work.
System requirements
The goal of this work is to provide users and applications with the ability to programmatically define the space-time structure of a federation of geographically distributed infrastructure services that will be used to execute their workloads. The idea is to enable a software-defined, data-driven service composition process that takes into consideration user needs, QoS objectives, application requirements, resource availability and properties, and resource provider constraints to create a customized federation that is best suited to the application at any given time. To achieve this, we have identified a set of requirements that need to be satisfied.
Support for dynamic federation & programmability:
At the lowest level, a federation model and associated mechanisms are required, which can change the composition of services at runtime without affecting running applications. This implies that resources can join and leave the federation at any time. Additionally, appropriate application programming interfaces (APIs) are required to allow for the programmatic orchestration of the federation. Discovery mechanisms: Emerging infrastructure services typically offer a wide range of capabilities, capacities, and pricing models. Additionally, these services tend to exhibit temporal variability (e.g. dynamic pricing based on demand, fluctuating performance due to utilization, or time-dependent service availability). As a result, effective discovery mechanisms are required to obtain current information about the resources available to the federation as well as their characteristics, pricing models, loads, and so on. Ability to define multiple rules/constraints: In addition to their variability, the usage of these resources is very often governed by external factors, such as regulations, privacy concerns, budgets, and so on. Rules/constraints allow users to specify which resources should be considered in a simple and flexible manner. The ability to specify multiple rules/ constraints allows multiple actors to interact with the system simultaneously. For example, users may specify rules/constraints based on the type of resources, their costs, their location, the QoS, or security/privacy guarantees they can provide. Resource providers can also specify how their resources should be used, for example, by specifying utilization or power consumption thresholds. Unlike traditional grid federation approaches, these requirements may change over the application life cycle. Multiple views/virtual slices: The system must also support multiple and varied compositions, over the same or overlapping set of resources, and simultaneously support different users and applications. Each composition may be governed by its separate set of rules/constraints and can evolve independently. Application requirements and QoS: Applications must be able to dynamically and programmatically express their requirements (e.g. resources with specific capabilities or performance) and QoS objectives (e.g. maximizing budget or throughput or minimizing deadline or data transfer), which drive resource provisioning and application mapping, scheduling, and execution. These objectives can vary during runtime (e.g. for different stages of a workflow) and should be maintained despite of changes in the federation structure. Autonomic scheduling: The system must also provide adaptive mechanisms that allow for the autonomic provisioning of resources to adjust to changes in both the application behavior and the underlying infrastructure that cannot be determined apriori. For example, resources can be adjusted to accommodate for a varying workload during runtime (e.g. intermediate results may lead to extra workload being generated or different types of analytics being used to process these results). Similarly, the system should adapt and continue the execution of the application in the case of unforeseen events in the underlying infrastructure (e.g. failures) or change in infrastructure properties (e.g. cost, performance, availability, etc.) during the execution of the application.
Enabling SDEs
In order to address the aforementioned requirements, we designed a programmable dynamic federation model that extends concepts from SDEs to realize a distributed software-defined infrastructure service composition. The proposed solution has the following characteristics: (1) it decouples scientific applications and workflows from the underlying resources by leveraging Docker containers zDocker to package applications and facilitate their execution on heterogeneous resources, (2) it abstracts federated sites in a modular fashion, (3) it provides composition mechanisms that enable the continuous and automatic management of a pool of federated sites, and (4) it provides orchestration mechanisms that dynamically manage the composition without interrupting ongoing execution of applications. As a result, the proposed approach creates a software-defined federation (SDF) or a software-defined service composition that enables data-driven applications to run on dynamically composed infrastructure services in a largely autonomous manner. Figure 1 depicts the architecture of our approach. The architecture is composed of the following three layers: a federated infrastructure layer, a federation abstraction layer, and a resource programming and description layer.
Federated infrastructure layer
This layer provides mechanisms for creating the federated infrastructure available to an application at any time and supports the application execution using this infrastructure. This layer is responsible for federating infrastructure with different ownership, and finding an agreed interface and language to negotiate and establish access and usage rights based on mutual contracts. The federated infrastructure layer is built on top of the CometCloud framework and extends the CometCloud federation model Kim and Parashar, 2011) to provide fine-grained control of the resources composing such federation by providing dynamic join/leave mechanisms for federated sites, fault tolerance, and scale-up/down/out mechanisms within the federation. The general overview of the CometCloud federation model is presented in Figure 2 .
Federation abstraction layer
This layer provides uniform APIs to enable the programmability of the federation process. The APIs support the addition/removal of sites, the discovery of sites and resources, as well as abstractions for monitoring the status of the federated infrastructure (e.g. available sites, number of available resources, number of resources running applications, etc.). This layer receives operational control requests from the resource programming and description layer. These requests, which define the desired federation structure over time, are translated into specific actions that will be used by the federated infrastructure layer to drive the federation toward the desired structure. In particular, we have built a RESTful (Fielding and Taylor, 2002) web service that exposes the necessary functionality to monitor and control the federation. The resulting APIs support a set of functions that are listed in Table 1 and are categorized as follows:
Resource description operations: These operations are used to compile a list of available resources and can be used for resource registration or discovery or for updating resource properties and availabilities. CometCloud federation agent operations: These operations support starting/stopping a federation agent at any given site. An agent is a federation entity that provides access to specific resources and knows how to deal with the particularities of heterogeneous resources. Agents join or leave the federation management space when requested (see Figure 2 ), ensuring that their resources are accessible to the federation only when specified. Additionally, we can pause and resume federation agents to temporarily disable access to the resources they represent. These operations keep agents as part of the federation space but disable their ability to allocate resources to external users and applications. This functionality can be useful to minimize joining and leaving overheads of resources that have very dynamic availability. Application execution operations: These operations are used to deploy the necessary entities that enable the execution of applications on top of the federation. This is achieved by creating an execution space on different sites (see Figure 2 ), which is managed by a workflow manager who monitors the execution of workflows. The manager can then receive subsequent requests to execute different workflows on the current federation. Note that this assumes that applications are already compiled to run on the resources or they are packaged inside Docker containers. Status operations: These operations report the status of the federation, for example, the list of available sites, the list of running sites, the status of each federation agent, and the status of applications that are in execution. These operations can be used to monitor the size and composition of resources as well as the usage level.
Resource programming and description layer
This layer is key for realizing our SDF approach. It allows users, applications, and resource providers to programmatically regulate the use of any resources that are part of the federation by either (1) defining the availability of resources over time (e.g. resource A is available from time t1 to time t2) or (2) defining the desired state of the federation (e.g. only use resources that cost less than X per hour). The above process leads to the creation of virtual slices of the federation, which are fully customized according to each set of defined constraints. A virtual slice is a living synthesized view of , 2015) . Here, M denotes a master, W is a secure worker, IW is an isolated worker, P is a proxy, and R is a request handler. Arrows represent deployment of a computational site, while lines show communication.
available resources that changes and evolves over time, constantly adapting to the collective dynamic behavior of the underlying resources and the constraints, requirements, and objectives imposed on the system. This approach not only allows different users to have their own customized virtual slices but also allows a particular user to have different virtual slices for different applications. This approach goes beyond static matchmaking techniques such as Condor HTC (Livny et al., 1997) , by enabling dynamic directives, which are user or application driven and can be expressed as a function of runtime variables (e.g. progress in the execution of an application).
As we will describe in the fourth section, virtual slices, describing the list of resources available at any given time, are exposed to an autonomic scheduler , which would take care of allocating workload across resources when required. In order to ease the definition of the statements that govern the creation of virtual slices, we propose two different approaches: one that is based on a rule engine and another that is based on CP. The main difference between both approaches is that the rule engine approach focuses on enabling fine-grained control over individual resource classes or sites, while the CP approach uses global constraints that are applied to all resource classes. Next, we describe each approach in detail.
Rule engine-based approach. Providing a unified set of rules for controlling the federation is challenging due to the diversity of different actors interacting with the system, that is, users, applications, or resource providers. For example, users might want to express the federation in terms of cost or privacy, whereas resource providers might want to manage the federation based on utilization or power consumption. Additionally, applications might want to control the federation in terms of the types of resources or the size of computational capacity needed. In order to address this diversity of requirements, we experimented with a rule engine-based approach for describing and programming resources, which is composed of a policy layer and an execution engine. In this approach, we define two types of actors: (i) users and resource providers, who can declare resource availability and usage rules and (ii) application workflows that can define requirements in terms of QoS objectives or specific resource needs. The execution engine interprets the requirements and rules provided by these actors to create the virtual slice that defines resource availability at a given time. The overall architecture of this approach is shown in Figure 3 , and its components are described in more details as follows:
Policy layer: This layer provides mechanisms for expressing the attributes of the federation in terms of resource availabilities and rules. This layer supports different types of policies that are tailored to meet the needs of different actors (e.g. users, applications, and resource providers). These policies are composed of a set of rules that when combined they define the composition of the federation over time. Each rule defines the availability of a single resource class over time either directly (e.g. by specifying the time the resource is available/unavailable) or indirectly (e.g. by specifying the conditions that need to be met for the resource to be available). These policies can be specified dynamically and programmatically at any given time, that is, a policy does not have to be specified before application execution; instead, existing policies can be modified at runtime and new policies can be submitted at any time. This is achieved by using a RESTful web service that communicates with the execution engine.
The web service allows the definition of new rules for existing policies and the creation of new policies at runtime. The execution engine adapts the underlying federation to enforce these new rules and policies. Table 2 shows some sample rules that we implemented as a function of time to enable the dynamic federation of resources. Execution engine layer: This layer provides orchestration mechanisms to control the view of the federation of resources (see Figure 3) . The engine gathers all policies from the policy layer and translates any indirect resource rule into availability over time, that is, by evaluating the conditions of the rule during runtime. These rules are then used to create virtual slices that define the available resource at any given time. The engine uses these slices to create controls and operational requests that manage the federation and alters its overall structure by adding, modifying, or shutting down resources. These requests are passed along to the underlying layers that know how to coordinate different types of resources. The engine interacts with the policy layer to maintain an up-to-date list of policies.
The execution engine is composed of two main components: a listener and a rule enactor (see Figure 4) . The listener is a socket-based server responsible for communicating with the policy web service. The rule enactor is responsible for ensuring the execution of a rule for a single resource class. An instance of the enactor is started for every available resource class for all sites in the global list. Currently, the execution engine is limited to a single rule per resource class to avoid conflicts and race conditions (e.g. if two rules contradict). When the listener receives a new request from the policy web service, it starts a new instance of the enactor if the resource is not already federated or submits the new rule to the existing enactor responsible for the given resource otherwise (see Figure 4) . The enactor translates the given rule using a rule dictionary and creates/ manages/terminates the CometCloud federation agent accordingly. The enactor controls the federation using the federation abstraction API. The enactor remains in a loop while monitoring the status of the corresponding federation agent until a new rule is submitted or the rule is complete (e.g. available allocations on a given resource are exhausted).
CP-based approach
Another approach for resource programming and description leverages CP and implements a softwaredefined approach to space-time resource composition, which is then exposed as a service to applications . This approach allows for more complex policies as well as techniques to resolve conflicts between policies. The CP-based approach allows us to extend our SDF to support multiple constraints per resource and provide autonomics and optimization with more complex scheduling. The resulting SDF continually adapts to meet objectives and constraints set forth by the users, applications, and/or resource providers. The idea is to continuously evaluate resource availabilities and properties against constraints and use the solution to create virtual slices that drive the federation process forward. We classify the dynamic inputs to this problem to include (1) resource properties (e.g. actual cost, utilization, or performance); (2) user constraints that may be independent of the application workload (e.g. security or maximum cost per resource); (3) resource provider constraints, which are also independent of any application (e.g. availability, maximum utilization or maximum power consumption thresholds); (4) application constraints (e.g. types of resources or minimum performance per resource); and (5) application-specific behavior (e.g. number of tasks in a workflow stage) or QoS objectives (e.g. budget, deadline, data locality).
In this model, we define a federation as a set of n sites fS 1 , S 2 , . . . , S n g. Each site is defined as a collection of resources in a single physical location or region (e.g. datacenter, cloud provider, or a single zone within a cloud). We consider that any given S i site is composed of a set of m i resource classes, where a resource class is defined as the aggregation of resources within such site that share the same properties (e.g. Amazon EC2 m4.large instances, or a homogeneous cluster). Table 3 presents example resource class properties that we defined in our model.
We introduce linear constraints in the form of (ax b) and we define the decision variable x ij that we use for our CP model as follows:
1 if ith site 0 s jth resource class satisfies all the constraints 0 otherwise where i = f1, 2, . . . , ng and j = f1, 2, . . . , m i g.
In what follows, we illustrate how to define four different types of constraints using our model. Simple boolean constraints (e.g. a constraint that holds true if the property is true and false otherwise) can be modeled directly. The availability defined in Table 1 is an example of such constraint and can be modeled as follows. Let av ij represent the ith site's jth resource class's availability. av ij = 1 if the resource class is available, otherwise av ij = 0. Then, Other types of constraints require the use of minimum thresholds to be modeled as booleans, and a resource is selected if its property is greater than this threshold. Capacity, allocation, and performance are examples of this type of constraint and can be modeled as follows. Let cp ij represent the ith site's jth resource class's capacity. Let CP represent the requested minimum capacity threshold to select this resource class. Then,
Similarly, we can use a maximum threshold to specify when a resource class is eligible,that is, a resource class is selected if its property is less than this threshold. Utilization, cost, power, and overhead are examples of this type of constraint and can be modeled as follows. Let u ij represent the ith site's jth resource class's utilization. Let U represent the requested maximum utilization threshold to select this resource class. Then,
Finally, we can use a request value to see if a resource class is eligible, that is, a resource class is selected if its property matches the requested value. Security and always-on constraints are examples of this type of constraint and can be modeled as follows. Let sc ij and ao ij represent the ith site's jth resource class's security level and always-on indicator, respectively. sc ij = 1 if the resource class is secure, otherwise sc ij = 0. ao ij = 1 if the resource class is always-on, otherwise ao ij = 0. Let SC and AO represent the requested security level and the requested type of resource, respectively. Then,
Depending on the use case, any of these constraints can be added to or removed from the model. Similarly, new constraints can also be formulated and added to the model. Together, a collection of these constraints defines the CP model. Users can define complex resource behavior by combining constraints to achieve the desired goal. For example, a user can define the behavior: use all available resources as long as their utilization is below 80%, their power consumption is below 60%, and their cost per hour is less than $ 0.10 by combining the three constraints (utilization\80, power\60, cost\0:10). The CP model is passed to a CP Solver, which returns a list of resource classes that satisfy all constraints. In general, any combination of resource classes that satisfy all constraints is considered a valid CP solution; therefore, we need to add one final constraint to the CP model to return only the solution that includes all resource classes that satisfy all constraints. This constraint can be expressed as:
Executing dynamic workflows using SDF
In our approach, the end-to-end execution of scientific and engineering workflows is realized in two steps that separate the discovery, description, and filtering of resources that form a customized view of the federated resources (i.e. a virtual slice), from the actual selection/ provisioning of resources, and scheduling/placement of the application workloads. These steps are repeated whenever the properties, constraints, or objectives change. This is made possible thanks to the lower federation model that creates a dynamic ''Cloud of Clouds'' by elastically aggregating distributed services and resources from multiple providers (e.g. clouds, grids, data centers). The whole process is depicted in Figure 5 , and the two steps are described in more details below.
Step 1: Environment description and resource filtering
In the first step, we begin by considering a global list of resources that the user has access to. This global list of resources is generated by actively combining the information obtained by discovery mechanisms and users' knowledge. The resources in this list can vary over time, for example, due to the discovery of new resources or the removal of existing ones. Additionally, each resource is characterized by its availability (which can vary over time) as well as a set of properties (e.g. cost, utilization, or performance). These properties can be static (e.g. the number of cores) or dynamic (e.g. dynamic pricing based on demand). Given the properties and availabilities of these resources, we then utilize a ''rule engine'' or a ''CP solver'' to identify a subset of all resources that satisfy the constraints set forth by the user, resource providers, and/or applications (see step 1 in Figure 5 ). Next, the ''resource enactor'' creates a virtual slice containing the information of the previously identified resources. The virtual slice changes over time to respond to changes in the infrastructures properties or the constraints regulating their usage, which can be independent of the underlying workload.
Step 2: Resource selection and workload allocation
In the second step, the virtual slice is exposed to a scheduler. The scheduler evaluates the application workload and objectives to appropriately provision resources and map, schedule, and execute the application workload according to its QoS requirements (see step 2 in Figure  5 ). Contrary to the first step, the scheduler is workload aware in that it selects the most appropriate resources from the current slice that satisfies the given QoS objectives for the underlying application. The scheduler then generates a list of resources to be provisioned. We call the subset of resources identified in step 2 the resource recipe, where each recipe is composed of different ingredients (i.e. the exact number and types of resources and services). The recipe can change over time due to changes in step 1 (i.e. the virtual slice) or due to changes in step 2 (i.e. the workload or objectives of the application). The scheduler also generates the placement of the workload tasks to be deployed on the provisioned resources, which can be achieved using a range of techniques, from simple matchmaking (Litzkow et al., 1988) to advance autonomics . Once the schedule is determined, we use the underlying federation abstraction mechanisms to allocate resources and deploy the workload on top of them. The state of the infrastructure as well as the user, resource providers, and application's constraints, and the application's objectives are continuously monitored to allow for real-time adaptation. The framework responds to any change in constraints, objectives, or properties by generating a new recipe and a new workload schedule. The new recipe and schedule are then passed to the underlying federation layers, which enforces the schedule and adapts the composition accordingly.
Experimental evaluation

Driving application
In order to demonstrate the concepts proposed in this article, we containerized a synthesized workflow based on a histopathology image analysis application and used it as a driver to evaluate our approach. Specifically, the application is an automatic Gleasongrading workflow of prostate malignancy using pathology specimens of prostate tissues, which provides critical guidance for prostate cancer diagnoses and further treatment (Wang et al., 2015) . This workflow is composed of two stages: (1) region segmentation, which extracts image patches from whole slide imaging of the sample slides and locates regions of interest (ROI) and (2) grade classification, which gives a Gleason grade Figure 5 . Executing workflows using a software-defined federation approach. The approach provides federation abstraction mechanisms that enable the dynamic composition of distributed services. On top of this abstraction layer, we utilize a two-step approach for orchestrating the federation. The output of step 1 is a virtual slice, a filtered set of resource classes that satisfies all rules/constraints, that is, the current available resource classes at each site. The output of step 2 is a resource recipe, which contains the exact type/number of resources to be provisioned based on the application workload and QoS objectives. QoS: quality of service.
for each segmented ROI by a three-level classifier.
There is also a barrier between the two stages (i.e. all tasks in stage 1 (S1) must finish before stage 2 (S2) is executed). The characterization of this workflow showed that each completed job from S1 generated six jobs for S2. The execution time of jobs within S1 was between 10 and 250 s, and the execution time for each job in S2 was between two and 100 s. Since the application was containerized, every job will be executed inside a container that is instantiated on demand.
Experimental setup
We conducted our experiments in a federated multicloud environment. The federated environment is composed of resources from five different cloud providers at seven independent sites: an OpenStack community cloud from the Chameleon project zChameleon, located at TACC in Texas; two different zones (uswest-2 and us-east-1 regions) from the public cloud provided by Amazon Web Services (AWS) EC2, located in Oregon and North Virginia, respectively; two different zones (East US and West US) from the public cloud provided by Microsoft Azure, located in Virginia and California, respectively: one zone (useast1-b) from the public cloud provided by Google Cloud Platform located in South Carolina and one zone (us-south) from the public cloud provided by IBM Bluemix. Additionally, we used a local cluster located in New Jersey to host our framework. We ran Docker containers inside virtual machines using the native Docker environment in all clouds, except for IBM Bluemix. IBM Bluemix supports deploying Docker containers directly on bare metal hardware. We also used a separate virtual machine (one per resource class) to deploy the federation agents for a total of 15 instances. Detailed characteristics of the resources used in each infrastructure are presented in Table 4 . The performance of the resources is represented by the speedup and has been experimentally calculated as a function of the performance of Azure East using the UnixBench benchmark zUnixbenc, which was used to characterize the histopathology image analysis application workflow. The cost ($) per hour for all cloud providers is based on their real pricing models, except Chameleon which is estimated using AWS pricing model. In our experiments, we scheduled the workload to maximize throughput by allocating jobs to the resources with the minimum estimated time of completion.
Experiment 1: Single virtual slice-single workload
In this experiment, we first ran a base run with no constraints or changes in the underlying infrastructure properties and availabilities using a workload that consists of two stages, S1 had 250 jobs and S2 had 1500 jobs. The user was able to execute their workload across all resources available in the federation (see Table 4 (a)). The results of this experiment are shown in Figure 6 . We can observe in Figure 6 (a) how the system uses as many resources as are available across all federated infrastructure, releasing them when they are not needed anymore. Similarly, in Figure 6 (b), we can observe the throughput of the experiment over time. As we can see, the throughput follows the resource allocation shown in Figure 6 (a). The throughput is defined as the number of completed tasks per minute.
Experiment 2: Multiple slices-single workload
In this experiment, we use the same workload as before, that is, a workflow with two stages, where S1 had 250 Figure 6 . The provisioned resources and task throughput for experiment 1. In this experiment, a workload composed of two stages was executed on a virtual slice without constraints, hence using all available resources in the global list. jobs and S2 had 1500 jobs. In this case, we consider two users that are going to use the infrastructure at the same time to execute their workflows. Each user defines a different set of constraints, which results in two different virtual slices of the same underlying federation of resources. Each slice was subject to different constraints, and consequently, the resource available in each slice changed over time (independent of the other slice). The constraints defined for each slice are presented in Table 5 . Additionally, during execution, resource availabilities and properties were changed to show how the system adapts both slices according to these changes. The results of this experiment are shown in Figure 7 . Figure 7 (a) and (b) shows the provisioned resources for virtual slices 1 and 2, respectively. In these figures, the colored area represents allocated resources, dashed area represents unavailable resources (e.g. due to some constraint or resource unavailability), and empty area represents available resources that are not allocated. The graphs show that different blends of resources were provisioned upon availability. For example, virtual slice 1 did not include any resource classes from AWS_ West_small, AWS_East_small, or AWS_East_micro since their performance was lower than the required threshold. The results also show that around minute 30 of the experiment, Chameleon_medium became unavailable. Hence, both slices were affected and the AS rescheduled their workloads to adapt to that event. Similarly, around minute 45 of the experiment, the properties of AWS_West_large changed (cost and speedup) and two things happened: (a) as its performance went down, it became a nonviable option for slice 1 and hence it was removed from slice 1 and (b) as its cost went down, it became a viable option for slice 2 and thus it was added to slice 2 at the same time. Finally, Chameleon_medium instances joined back both slices when it became available again around minute 50. Figure 7 (c) and (d) shows the aggregated job throughput per site over the course of the experiment for virtual slices 1 and 2, respectively. The graphs show the workload (job throughput) adapted to the available Figure 7 . The provisioned resources and task throughput for each virtual slice in experiment 2. In this experiment, two identical workloads each composed of two stages were executed concurrently using two different views of the same underlying set of resources using different constraints (virtual slices 1 and 2). resources in both slices. We can observe that due to the constraints and events that occurred during this experiment, the overall workload execution time was between 58 and 65 min versus the 52 min that took in the experiment presented in ''Experiment 1: Single virtual slice -single workload'' section, where we did not have any constraints or events. This experiment demonstrates that our framework can create different slices from the same underlying resources and control them independently.
Experiment 3: Multiple slices-multiple workloads
In this experiment, we created two different virtual slices of the same federation that were used to run two independent workloads. Each slice was different, and consequently, the subset of resources that each workload was able to see was different. The first slice had no constraints and therefore was able to use any of the resource classes in the global list. The workload running on the first slice is composed of two stages: S1 had 200 jobs and S2 had 1200 jobs. The second slice had a constraint to use only resources with a minimum speedup threshold of 2.2. The workload running on slice 2 is composed of two stages: S1 had 50 jobs and S2 had 300 jobs. The results of this experiment are shown in Figure 8 . Figure 8 (a) and (b) shows the provisioned resources for virtual slices 1 and 2, respectively. The graphs show that different blends of resources were provisioned. For example, virtual slice 2 did not include any resource classes from Microsoft Azure since their speedup was lower than the required threshold. On the other hand, Figure 8 (c) and (d) shows the job throughput per resource class over the course of the experiment for virtual slices 1 and 2, respectively. The graphs show the workload (job throughput) adapted to the available resources in both slices. This experiment demonstrates that our framework can support multiple users or projects at the same time (using different slices), and it can adapt to the workload of each slice independently. Figure 8 . The provisioned resources and task throughput for each virtual slice. In this experiment, two workloads each composed of two stages with varying workloads were executed on two different slices that were created from the same underlying set of resources.
Discussion
We presented an SDF framework that provides programmatic access to an on-demand federation model. The framework takes into account the composition of different distributed infrastructure services from different providers. The federation agent (namely, the CometCloud federation agent) takes into consideration the interface, access, and usage rights of different resources and provides an ad-hoc federation model. The presented SDF approach enables programmable composition of federated infrastructure services that can be adapted dynamically, and where users, applications, and/or resource providers can customize the composition of the federation by specifying the availability of resources over time.
The rule engine-based approach allows users to have fine-grained control over every resource class in the global list of resources by independently specifying the availability of each resource/site over time (either directly or indirectly). However, this might become cumbersome as the number of resource classes increases. On the other hand, the CP-based approach allows users and resource providers to set global constraints that are imposed on all resource classes in the global list, making it easier to control a large number of resource classes at the same time. A hybrid approach leveraging both CP and a rule engine can be used to control a larger list of resource classes while providing fine-grained control for certain resource classes (e.g. high-end supercomputers). However, coordination between the rule engine and the CP solver must be incorporated in order to avoid conflicts and race conditions among rules and constraints.
Moreover, in the rule engine-based approach, more work is needed to enable defining multiple rules per resource. This requires careful consideration of the entire policy to ensure avoiding conflicts among rules. One way to mitigate this problem is to define rule priorities which ensure that rules with higher priorities are enforced in a case of a conflict. In the CP-based approach, conflict is resolved by eliminating resources that do not satisfy all constraints. In this scenario, the result of a conflict is an empty set of resources, that is, no resources satisfy all imposed constraints on the system. Similarly, defining constraint priority can be used to violate some constraints with lower priority. Finally, one must also consider how often the federation should adapt to meet the requirements imposed on the system in both approaches; real-time adaptation might lead to instability (e.g. resulting in a volatile system), whereas periodic adaptation might violate some of the defined rules/constraints. One solution to this problem can be achieved by defining soft/hard rules/constraints. Using this approach, soft rules/constraints can be temporarily violated in order to keep the system stable (e.g. ignoring a certain percentage of price fluctuation around a defined threshold), whereas the system must react immediately to hard rules/constraints (e.g. exceeding a certain power threshold that can cause damage to the infrastructure).
Related work
This work incorporates concepts from several different areas of research. In this section, we aim to provide an overview of the state-of-the-art research in these areas and position our work accordingly.
Federated computing
Federated computing has been explored over the past decade to aggregate resources and to accelerate different classes of applications. Aggregating geographically distributed resources to tackle large-scale problems was popularized by Grid computing (Chase et al., 2007; Cheng et al., 2010b; Foster et al., 2001; Ranjan et al., 2004) . In this context, researchers have also addressed issues related to connecting multiple grid systems. Such connections could be based on economic incentives (De Assuncao et al., 2008; Mukherjee et al., 2015) , peer-to-peer agreements among meta-schedulers (Bobroff et al., 2008) , WS-Agreements and reservationbased co-allocation (Wieder et al., 2008) , high-level abstractions (Kerte´sz and Kacsuk, 2007) , or grid standards (Elmroth and Tordsson, 2009) . Researchers have also focused on scheduling across multiple grid systems once they are connected (Cheng et al., 2010a; Huedo et al., 2009; Mohamed and Epema, 2008) .
Cloud federation
More recently, cloud federation has been explored as a way of extending the as-a-service model to distributed federations. One issue identified with HPC grids was their perceived complexity and lack of flexibility, especially for adding or removing resources on-demand. A typical cloud-based approach is based on extending local cluster/grid resources to cloud resources as needed (De Assunc xao et al., 2009; Ostermann et al., 2009) , that is, cloud bursting. Federated hybrid grid and cloud environments have also been proposed to create largescale distributed infrastructure (Bittencourt et al., 2010; Riteau et al., 2010) . The goal of these techniques is to complement existing grid infrastructures with cloud resources. Further, to maximize the elasticity of the federation, researchers have considered a multicloud/ intercloud approach, which aims at federating multiple cloud infrastructure (Allison et al., 2015; Beri et al., 2015; Gorton et al., 2010; Kerte´sz et al., 2013; Vo¨ckler et al., 2011) . Villegas et al. (2012) propose federating cloud infrastructures as a single, integrated cloud environment using a layered service model. Celesti et al.
(2010) use a customized cloud manager component that is placed inside the cloud architecture to provide a cross-federation model. The reservoir model introduced by Rochwerger et al. (2009) aims to enable providers of cloud infrastructure to dynamically partner with each other to create a seemingly infinite pool of IT resources while fully preserving their individual autonomy. Baldine et al. introduced ExoGENI Chase and Baldin, 2016) , an extension of GENI (Berman et al., 2014) , that extends the cloud model with orchestrated provisioning across sites. Parashar et al. (2013) proposed different models for enabling scientific applications on hybrid infrastructure (e.g. HPC in the Cloud, HPC plus Cloud, and HPC as a Cloud).
The approach presented in this article leverages the elasticity and scale provided in a multicloud approach and extends using software-defined concepts to enable a programmatically specified dynamic and on-demand federation of clouds, grids, and other infrastructure services. Additionally, our model aims to leverage service architectures, where computational resources are offered as a service under specific SLAs. In this sense, we diverge from grid federations, which relied on administrative agreements to define a virtual organization (VO) and to select the resources for each VO. Furthermore, the majority of multicloud efforts (e.g. GENI/ExoGENI, Baldin et al., 2016; Chase and Baldin, 2016; ORCA, Chase and Baldin, 2016 ) take a resource provider-centric approach to resource management, where resources from multiple providers are federated and combined into slices based on mutual agreements. Once a slice is ready, an application can be deployed on it. In our approach, we take a user/application-centric approach to resource management, where the slices are programmatically specified by the user and/or applications using high-level abstractions, and dynamically created at runtime. Specifically, our approach provides declarative abstractions that allow users to control the structure of a slice using complex constraints, such as use resource X for a maximum of Y core/hours when workflow priority is low or use resource Z only if their price is below a given threshold. Finally, similar to GENI/ExoGENI, we use a slice to stitch together a set of distributed services and expose them to applications. However, in our approach, slices can adapt during application runtime to meet the dynamic behavior of an application or accommodate for changes in the infrastructure state.
Resource description and matching
Multiple research has focused on allowing both users and resource providers to describe resource requirements and match resources based on a given criteria (Litzkow et al., 1988; Liu and Foster, 2004; Wahle et al., 2011) . However, these approaches were focused on one-time placement between jobs and resources, and therefore, do not consider the dynamic nature of emerging infrastructure services (e.g. fluctuating performance, cost, etc.). Our approach supports dynamic and continuous matching of resources to constraints in order to respond to changes in the infrastructure or application requirement/objectives over the application life cycle. Moreover, by combining CP with autonomic scheduling techniques, our approach allows users to define additional objectives (e.g. maximize data locality, minimize cost), when selecting resources, which cannot be achieved using traditional matchmaking approaches. More recently, Kritikos et al. (2014) proposed SRL, a scalability rule language for multicloud environments; however, their work is focused on modeling application patterns in order to specify application behavior across multiple clouds.
Workflow management
Efficient workflow execution on federated infrastructure remains an active research topic. Workflow scheduling algorithms produce a mapping of workflow tasks to resources. Mao and Humphrey (2011) utilize autoscaling techniques to minimize the cost of computation while meeting a deadline. Yazir et al. (2010) present an approach for dynamic and autonomous resource allocation handling the constraints and limitations imposed by the resource allocation problem. De Assuncao et al. (2009) investigate the performance and cost implication of extending local infrastructure by elastically allocating additional resources from the cloud. Rahman et al. (2011) present an adaptive heuristic for a hybrid cloud environment that considers workflow-level optimization to minimize the cost of execution while meeting other QoS metrics such as budget, deadline, and data placement. Van den Bossche et al. (2010) formulate the cloud outsourcing problem as a binary integer program and analyze the cost of running a deadline constrained application in a hybrid cloud environment. Wang et al. (2013) use a predictive model to generate performance estimate for each task and to dynamically find the best resource configuration. Varalakshmi et al. (2011) perform clustering of subtasks and allocate formed clusters to different resources using a heuristic while taking into account the QoS metrics (cost, time, and reliability). Chang et al. (2010) present a multiple criteria decision analysis approach and formulate the task of finding the right type and size of resources required for a computation as a resource allocation problem with multiplicity. Oprescu and Kielmann (2010) present a dynamic scheduler that allocates resources on multiple cloud providers with different cost models while maintaining a user-defined budget constraint. Jayadivya et al. (2012) present a priority-based fault tolerant scheduling approach that deploys redundancy and reexecution of failed tasks to meet performance criteria. The focus of the proposed work is not on the optimum scheduling of workloads across clouds, but rather on the adaptability of the solution to dynamic properties and availabilities of the underlying services. While our approach utilizes an autonomic scheduler to provision resources and deploys the workload on them, the scheduler can be swapped with any state-of-the-art scheduler.
Constraint programming
In the context of CP, many researchers have explored using CP for resource allocation. The majority of this research (Abrishami et al., 2013; Dupont et al., 2012; Frincu and Craciun, 2011; Hermenier et al., 2013; Van den Bossche et al., 2011 Wright et al., 2012) focuses on finding optimum or near-optimal solutions to allocate resources while optimizing single/multiple objective functions (e.g. cost, deadline, data transfer). The limitation of this approach is scalability when increasing the number of constraints, objectives, or resources, which increases the search space significantly (Frincu and Craciun, 2011) . In our approach, we do not use any optimization techniques (objective functions) with CP, but rather use CP as a programmatic and natural way of describing the minimum requirements that resource must have to be part of the federation, that is, the desired state of the system but not the actual allocation of resources. In doing so, a CP solver can rapidly evaluate a large number of constraints, reducing the resource search space very quickly and limit the viable options for the resources to be selected by the scheduler to those that satisfy constraints imposed by users, applications, and resource providers. This allows the autonomic scheduler to speed up the process of selecting the proper resources and allocating the workload using given QoS objectives. Additionally, our approach may be used to generate a variety of ''views'' of the same underlying federation for different applications, users, or projects; a goal that cannot be easily achieved using a single-step scheduling technique.
Conclusion
In this article, we presented a software-defined infrastructure federation framework that leverages a rule engine or CP for resource programming and description and implements a two-step approach to space-time infrastructure service composition. The framework provides near real-time adjustments to the federation in response to changing stimuli (e.g. changes in resource properties or availabilities, or the rules or constraints regulating their use). The resulting amorphous ecosystem is transparently exposed as a service to running applications. The ability to react and adapt to changes in the underlying infrastructure while the application is running can reduce cost and/or the time-to-solution for workloads. We compared the trade-offs of both resource description approaches. We also evaluated the overall framework using a synthetic workflow simulating a Gleason-grading system for prostate pathology image analysis and demonstrated how our framework allows users to programmatically and dynamically define multiple virtual slices of the same underlying resources, and adapt each slice over time without interrupting application execution. The workflow was encapsulated using Docker containers, which was then orchestrated to run across a federation of multiple IaaS clouds. The result is a fully customizable and synthesized environment that can automatically provision resources as it sees fit.
