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Abstract
In a paper from 2016 D. R. Yafaev considers Hankel operators as-
sociated with Hamburger moment sequences qn and claims that the
corresponding Hankel form is closable if and only if the moment se-
quence tends to 0. The claim is not correct, since we prove closability
for any indeterminate moment sequence but also for certain determi-
nate moment sequences corresponding to measures with finite index
of determinacy. It is also established that Yafaev’s result holds if the
moments satisfy 2n
√
q2n = o(n).
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1 Introduction
In [7] Yafaev considers Hankel operators associated with Hamburger moment
sequences
qn =
∫ ∞
−∞
xn dM(x), n = 0, 1, . . . , (1)
whereM is a positive measure on the real line such that the set of polynomials
C[x] is contained in the Hilbert space L2(M).
We use the notation of [7] and let D denote the dense subspace of ℓ2 =
ℓ2(Z+) of complex sequences with only finitely many non-zero terms. The
standard orthonormal basis in ℓ2 is denoted en, n = 0, 1, . . ..
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Furthermore, we let A : D → C[x] denote the operator
Ag(x) =
∑
n≥0
gnx
n, g = (g0, g1, . . .) ∈ D, (2)
considered as a densely defined operator from the Hilbert space ℓ2 to L2(M).
The Hankel form q[g, g] defined on D by
q[g, g] :=
∑
n,m≥0
qn+mgngm, g ∈ D (3)
clearly satisfies
q[g, g] = ||Ag||2L2(M), (4)
which gives the following result, see [7, Lemma 2.1].
Lemma 1.1. The form q[g, g] is closable in ℓ2 if and only if A is closable.
Because of this result we shall only consider closability of A and leave
aside closability of the form q.
The main result [7, Theorem 1.2] can be stated like this.
Theorem 1.2. Let qn denote the moments (1). Then the following conditions
are equivalent:
(i) The operator A in (2) is closable.
(ii) limn→∞ qn = 0.
(iii) The measure satisfies M(R \ (−1, 1)) = 0, in other words supp(M) ⊆
[−1, 1] and M({±1}) = 0.
It is elementary that (ii) and (iii) are equivalent and that these conditions
imply that (i) holds. However, (i) does not imply (ii). We shall come back
to where the proof in [7] breaks down, but start by giving our main results:
Theorem 1.3. If the measure M is indeterminate, then A is closable.
Theorem 1.4. There exist determinate measures with unbounded support
such that A is closable. This holds in particular for all determinate measures
with finite index of determinacy.
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Theorem 1.5. Suppose the moments satisfy 2n
√
q2n = o(n). Then the mo-
ment problem is determinate and if A is closable, then condition (iii) holds.
The proof of the last theorem follows the proof of Yafaev, but as the first
two theorems show, some kind of ”strong” determinacy condition is necessary
for (i) =⇒ (iii) to hold. We do not know if the condition of Theorem 1.5 is
optimal.
Let us give some background material for these theorems, see [1] for de-
tails. Associated with the moments (1) we have the orthonormal polynomials
(Pn), which are uniquely determined by the conditions∫ ∞
−∞
Pn(x)Pm(x) dM(x) = δn,m, (5)
when we assume that all Pn have positive leading coefficients.
If the moment problem is indeterminate, there exists an infinite convex
set V of measures M satisfying (1). All measures M ∈ V have unbounded
support. Among the solutions are the Nevalinna extremal or in short the
N-extremal, which are precisely the measures M ∈ V for which C[x] is dense
in L2(M) by a theorem of M. Riesz. The N-extremal measures are discrete
measures supported by the zero set Λ of certain entire functions of minimal
exponential type, i.e., of the form
M =
∑
λ∈Λ
cλδλ, cλ > 0.
By a theorem going back to Stieltjes in special cases, the following re-
markable fact holds: If one mass is removed from M , then the new measure
becomes determinate, i.e.,
M˜ := M − cλ0δλ0 , λ0 ∈ Λ
is determinate. For details see e.g. [2], where this result was exploited. The
measure M˜ is a so-called determinate measure of index of determinacy 0 and
if further n ≥ 1 masses are removed we arrive at a determinate measure
M ′ of index of determinacy n, in symbols ind(M ′) = n. See [3], which
contains an intrinsic definition of such measures M by the study of an index
indz(M) associated to a point z ∈ C. Finally, in [4, Equation (1.5)] we define
ind(M) := indz(M) for z ∈ C \ supp(M) because indz(M) is independent of
z outside the support of M .
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In the indeterminate case the polynomials Pn form an orthonormal basis
in L2(M) for all the N-extremal solutions M , and for the other solutions M
they form an orthonormal basis in the closure C[x]
L2(M)
.
It is known that this closure is isomorphic as Hilbert space with the space
E of entire functions of the form
u(z) =
∞∑
k=0
gkPk(z), g ∈ ℓ2, z ∈ C. (6)
By Parseval’s Theorem∫ ∞
−∞
u(x)v(x) dM(x) =
∞∑
k=0
gkhk, u =
∞∑
k=0
gkPk, v =
∞∑
k=0
hkPk, g, h ∈ ℓ2.
Note that we have the orthogonal decomposition
L2(M) = E ⊕ C[x]⊥, M ∈ V. (7)
2 Proofs
Proof of Theorem 1.3
Assume g(n) ∈ D → 0 in ℓ2 and that Ag(n) → f in L2(M). We have to
prove that f = 0. Clearly f ∈ E .
Since E is a reproducing kernel Hilbert space of entire functions, we know
that convergence in the Hilbert norm implies locally uniform convergence in
the complex plane, not only for the functions but also for derivatives of any
order. Therefore
g
(n)
k =
Dk(Ag(n))(0)
k!
→ D
kf(0)
k!
,
so the Taylor series of f vanishes because in particular g
(n)
k → 0 for n→∞
for any fixed k. 
Proof of Theorem 1.4
Let us for simplicity first consider an N-extremal measure M with mass
c > 0 at 0 and consider M˜ := M − cδ0, which is a discrete determinate
measure with unbounded support. A concrete example is studied in [5, p.
128]. The measure M˜ does not satisfy condition (iii) of Theorem 1.2. Let A
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and A˜ denote the operators (2) with values in L2(M) and L2(M˜) respectively.
We know that the operator A : D → L2(M) is closable by Theorem 1.3.
Assume that g(n) → 0 in ℓ2, where g(n) ∈ D, and that A˜g(n) → f in
L2(M˜). We have A˜g(n)(0) = g
(n)
0 → 0, and therefore
Ag(n)(x)→
{
f(x), x ∈ supp(M˜)
0, x = 0
in L2(M) because M = M˜+cδ0. Since A is closable, we conclude that f = 0.
Let us next modify the proof just given by removing one or finitely many
masses one by one at mass-points λ0 satisfying |λ0| < 1 of an N-extremal
measure M . In fact, for n→∞ also
A˜g(n)(λ0) =
∑
k≥0
g
(n)
k λ
k
0 → 0,
because
|
∑
k≥0
g
(n)
k λ
k
0| ≤ ||g(n)||ℓ2
(
1− |λ0|2
)−1/2
.
We finally claim that if M is an arbitrary determinate measure with
ind(M) = n ≥ 0, then the corresponding operator A is closable. In fact let
Λ ⊂ (−1, 1) denote a set of n+1 points disjoint with supp(M). Such a choice
is clearly possible since the support is discrete in R. By [3, Theorem 3.9] the
measure
M+ := M +
∑
λ∈Λ
δλ
is N-extremal and the corresponding operator A+ is closable by Theorem 1.3.
By removing the masses δλ for λ ∈ Λ one by one we obtain that the operator
A associated with M is closable. 
Proof of Theorem 1.5
Yafaev’s proof is based on a study of the set D∗ ⊂ L2(M) for an arbitrary
positive measure M with moments of any order as in (1), namely
D∗ :=
{
u ∈ L2(M) : un :=
∫ ∞
−∞
u(t)tn dM(t) ∈ ℓ2
}
. (8)
Lemma 2.2 in [7] states that the adjoint A∗ of the operator A from (2) is
given by dom(A∗) = D∗ and
(A∗u)n =
∫ ∞
−∞
u(t)tn dM(t), n = 0, 1, . . . , u ∈ D∗. (9)
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Yafaev uses the following result, Theorem 2.3 in [7], which is not true:
Claim The following conditions are equivalent:
(iii) of Theorem 1.2,
(iv) D∗ is dense in L2(M).
While it is correct that (iii) implies (iv), the converse is not true. In
Theorem 3.1 we prove that (iv) holds, if M is an indeterminate measure and
hence (iii) does not hold.
For u ∈ L2(M) we consider the complex Fourier transform
f(z) =
∫ ∞
−∞
eiztu(t) dM(t), z = x+ iy ∈ C, (10)
which is an entire function under the assumption 2n
√
q2n = o(n). In fact,
|f(z)| ≤
∫ ∞
−∞
e|t||y||u(t)| dM(t) =
∞∑
n=0
|y|n
n!
∫ ∞
−∞
|t|n|u(t)| dM(t)
≤
∞∑
n=0
|y|n
n!
√
q2n||u||L2(M) <∞,
because (
√
q2n/n!)
1/n → 0 by Stirling’s formula and the assumption on the
moments. In particular 2n
√
q2n ≤ Kn for a suitable constant, and therefore
the Carleman condition
∞∑
n=0
1
2n
√
q2n
=∞
secures that the moment problem is determinate, cf. [1].
The function f is considered in [7, formula (2.6)] as a C∞-function on the
real line, and it is claimed that it is equal to its Taylor series. This need not
be the case under the assumptions in [7], but holds true in the present case.
Therefore the argument in Yafaev’s paper can be carried through. 
3 Additional results
We use the following notation for the orthonormal polynomials (5).
Pn(x) = bn,nx
n + bn−1,nx
n−1 + . . .+ b1,nx+ b0,n, (11)
xn = cn,nPn(x) + cn−1,nPn−1(x) + . . .+ c1,nP1(x) + c0,nP0(x). (12)
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The matrices B = {bi,j} and C = {ci,j} with the assumption
bi,j = ci,j = 0 for i > j
are upper-triangular. Since B and C are transition matrices between two
sequences of linearly independent systems of functions, we have
BC = CB = I. (13)
Both matrices define operators in ℓ2 with domain D by defining the image
of en ∈ D to be the n’th column of the matrix. We use the same symbol for
these operators as their matrices.
In the following we assume the moment problem (1) to be indeterminate.
In this case B extends to a bounded operator on ℓ2 which is Hilbert-Schmidt
by [5, Proposition 4.2]. We denote it here B, since it is the closure of B. We
know that B is one-to-one by [5, Proposition 4.3], and then it is easy to see
that C is closable and
dom(C) = B(ℓ2), C = B−1. (14)
Theorem 3.1. Suppose M is indeterminate. Then the set D∗ is dense in
L2(M).
Proof. For u ∈ C[x]⊥ we have
un =
∫ ∞
−∞
u(x)xn dM(x) = 0, n = 0, 1, . . . ,
and for u ∈ E given by (6) we find
un =
∫ ∞
−∞
u(x)xn dM(x) =
∞∑
k=0
gk
∫ ∞
−∞
Pk(x)x
n dM(x)
=
n∑
k=0
ck,ngk = (Ctg)n,
where we have used (12).
By the orthogonal decomposition (7) we find
D∗ =
{
u =
∞∑
k=0
gkPk | g ∈ ℓ2, Ctg ∈ ℓ2
}
⊕ C[x]⊥,
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so D∗ is dense in L2(M) if and only if
X := {g ∈ ℓ2 | Ctg ∈ ℓ2} is dense in ℓ2.
However, {Btη | η ∈ D} ⊂ X and the subset is already dense in ℓ2.
In fact, for η ∈ D we have Btη ∈ ℓ2 because the matrix B is Hilbert-
Schmidt. Furthermore, Ct(Btη) = η ∈ ℓ2 because of (13).
Finally, since B is a bounded operator and one-to-one on ℓ2, the set
{Btη | η ∈ D} is dense in ℓ2.
By Theorem 1.3 we know that the operator A given by (2) is closable,
when M is indeterminate. We shall now describe the closure A in this case.
For this we need the unitary operator U : ℓ2 → E given by U(en) = Pn, n =
0, 1, . . ..
Theorem 3.2. Suppose M is indeterminate. Then
dom(A) = B(ℓ2), A = UC. (15)
For ξ ∈ dom(A) we have ξ = By for a unique y ∈ ℓ2 and the following series
expansions hold
Aξ(z) =
∞∑
k=0
ξkz
k =
∞∑
n=0
ynPn(z), z ∈ C, (16)
uniformly for z in compact subsets of C.
Proof. We clearly have A = UC, hence A = UC, and therefore dom(A) =
dom(C) = B(ℓ2).
For ξ = By for y ∈ ℓ2, we have Aξ = Uy and
f(z) := Uy(z) =
∞∑
n=0
ynPn(z),
uniformly for z in compact subsets of C. By Cauchy’s integral formula we
therefore get
f (k)(0)
k!
=
1
2πi
∫
|z|=1
f(z)
zk+1
dz =
∞∑
n=0
yn
1
2πi
∫
|z|=1
Pn(z)
zk+1
dz
=
∞∑
n=0
ynbk,n = ξk.
This shows the first expression in (16).
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We end with an example related to Yafaev’s condition (iii).
Example 3.3. Let M be a positive measure on [−1, 1] with M({1}) = c > 0.
The operator A is not closable.
In fact, define
g
(n)
k =
{
1/n, 0 ≤ k ≤ n− 1,
0, k ≥ n.
Then g(n) → 0 in ℓ2. We have,
Ag(n)(x) =
{
1, x = 1,
1
n
1−xn
1−x
, −1 ≤ x < 1.
Hence Ag(n)(x)→ χ1(x) pointwise and also in L2(M), where χB denotes the
indicator function of a subset B of the real line. Thus A is not closable.
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