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Abstract
Matzinger (Random Structure Algorithm 15 (1999a) 196) showed how to reconstruct almost
every three color scenery, that is a coloring of the integers Z with three colors, by observing
it along the path of a simple random walk, if this scenery is the outcome of an i.i.d. process.
This reconstruction needed among others the transience of the representation of the scenery as a
random walk on the three-regular tree T3. Den Hollander (private communication) asked which
conditions are necessary to ensure this transience of the representation of the scenery as a random
walk on T3 and whether this already su6ces to make the reconstruction techniques in Matzinger
(1999a) work. In this note we answer the latter question in the a6rmative. Also we exhibit a
large class of examples where the above-mentioned transience holds true. Some counterexamples
show that in some sense the given class of examples is the largest natural class with the property
that the representation of the scenery as a random walk is transient.
c© 2003 Published by Elsevier Science B.V.
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1. Introduction
The following problems to which this paper will make a contribution were discov-
ered in the context of ergodic theory, for example in connection with the so-called
T − T−1-problem (see Kalikow, 1982), and phrased as statistical questions indepen-
dently by den Hollander and Keane (1986) and Benjamini and Weiss.
For our purposes we will consider the one-dimensional lattice Z. Actually, the fol-
lowing problems make sense also for arbitrary graphs, but as there are hardly any
results apart from the case when this graph is Zd for some d∈N, we immediately
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concentrate to our object of desire. Assume that Z is colored with m colors. More
precisely, we consider two such colorings, that is we consider two functions
;  : Z→ {0; : : : ; m− 1}
and call these functions m-color sceneries or simply sceneries. Let (Sk)k∈N0 be symmet-
ric and simple random walk on Z starting in the origin and walking without holding,
that is S0 = 0 and
P(Sk+1 = x + 1|Sk = x) = P(Sk+1 = x − 1|Sk = x) = 12
for all x∈Z and k ∈N0. Moreover, deGne  := (k)k∈N0 to be the color record of
(Sk)k∈N0 , that is either
k = (Sk) for all k or k = (Sk) for all k
depending on which scenery we observe the colors. The question now is: can we just
by observing  (and, of course, without any further knowledge of (Sk)k∈N0 ) tell on
which of the sceneries  or  this color record  has been produced?
Remarkable answers to this question (even for the higher dimensional case) have
been given by Benjamini and Kesten (1996), who showed that if  and  are produced
by an i.i.d. process on Z (that is to say, if (z) and (z); z ∈Z are i.i.d. random
variables), then (z) and (z) can almost surely be distinguished by their color record,
if the dimension d=1; 2 and m¿ 2 is arbitrary. More precisely in this situation, there
exists a test which tells with probability one on which of  and  the color record 
has been produced (even with a slightly stronger version of distinguishability excluding
trivial solutions such as beneGting from the fact that e.g. (0) = (0)).
Also Kesten (see Kesten, 1996) showed that in dimension one, if m¿ 5, and  is
again i.i.d. we can almost surely detect a single defect in  from knowing , that is,
we can almost surely tell, whether  has been produced on  or a scenery  diIering
from  in one vertex i∈Z, only. Here and in the following the notion “almost surely”
will refer to a probability measure P describing both, the randomness in (Sk)k∈N0 , and
the randomness in  (or in  and , if we are interested in two sceneries) and making
(Sk)k∈N0 and  (or (Sk)k∈N0 , , and , respectively) independent.
Indeed even more is true: In dimension one Matzinger (1999a, b) showed that for
arbitrary m¿ 2 one can even almost surely reconstruct  from  = ((Sk))k∈N0 , that
is one can reproduce a scenery ′ from  which is equal to  up to translation and
reLection at the origin. This is even true, if the underlying random walk S is allowed
to jump (if the jumps are bounded and m is large enough). The latter was shown
recently by the authors in collaboration with Merkl (L$owe et al., submitted).
All these results are particularly surprising, since on the other hand it is known that
there are uncountably many sceneries which cannot be distinguished by their color
record. This has been proven by Lindenstrauss (1999).
The analogue to the reconstructability of  from  in two dimensions has been
recently proven by the authors under the conditioned that m is large enough (see
L$owe and Matzinger, 2002).
Basically all reconstruction and distinction techniques cited above (with one excep-
tion) seem to strongly exploit the fact that the scenery is an i.i.d. process, that is
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that (z), z ∈Z are i.i.d. random variables. Only the methods employed by Matzinger
(1999a) are partially combinatorial and therefore seem to allow for a generalization
to other sceneries. Indeed, den Hollander (private communication) asked what condi-
tions for the scenery would be necessary to make the reconstruction ideas in Matzinger
(1999a) work. We consider an answer to this question interesting in its own rights as
it sheds some light on the universality of the solution to the above problem. In particu-
lar, the roots of the scenery reconstruction problem in ergodic theory make it attractive
to ask for the ergodic properties of the sceneries needed to ensure reconstructability.
Moreover, it was pointed out to us that similar ideas might be useful in the context of
DNA reconstruction. As a DNA sequence usually is assumed to be Markov-dependent
of some type (at least the assumption of i.i.d. letters is rather far fetched) an analysis
of what kind of sceneries are reconstructible might also be helpful concerning possible
applications.
This paper is divided into Gve sections. Section 2 contains a description of the basic
setup and the Grst central result of this paper. In Section 3 we describe the fundamental
reconstruction algorithm, while Section 4 contains a proof that the algorithm actually
works under the conditions of Theorem 2.1. Finally in Section 5 we give the most
important examples where Theorem 2.1 applies and also cases where it does not apply
and actually reconstruction along the ideas of this paper is not possible. Furthermore, we
indicate that for these examples not only we can reconstruct a randomly chosen scenery
, but also that there is a very powerful test for the initial problem of distinguishing
it from any other scenery.
2. The setup and the main result
Before we give the Grst central result of our paper in this section let us quickly
introduce and recall the most important notations. If not mentioned otherwise, in what
follows  will always be a one-dimensional 3-color scenery, that is
 : Z→ {0; 1; 2}:
Actually, the generalization to m¿ 4 is easy and straightforward, but there will also be
examples with m= 2 where Theorem 2.1 applies. We will always choose  randomly
from a class of sceneries in such a way that the conditions of Theorem 2.1 are fulGlled.
Moreover let S=(Sk)k∈N0 be symmetric, simple random walk without holding on Z
starting in the origin. The measure P will denote the product measure on the product
space of all sceneries and all random walk paths (with the obvious marginals). Hence
we will always assume independence of the walks and the sceneries. The central prob-
lem will be to reconstruct  from its color record
 := (((Sk)k∈N0 )) := (((Sk)k∈N0 )
under S (by |[0; n] we will denote the Grst n+ 1 observations). This means we want
to Gnd a measurable mapping
A : {0; 1; 2}N → {0; 1; 2}Z
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such that P-almost surely
A() ∼ :
Here for two sceneries ; ∈{0; 1; 2}Z we write  ∼  (and say that they are equiva-
lent), if there are a∈Z and s∈{−1;+1} such that
(z + a) = (sz)
for all z ∈Z, i.e.  can be obtained from  by translation and reLection at the origin.
For the idea of the reconstruction algorithm the following representation of  as
a path on a colored tree is essential. In our case this tree will be the 3-regular tree
T3 := (V3; E3), that is the connected, unrooted, inGnite tree with all its vertices v∈V3
having degree 3. We choose one (arbitrary) vertex and call it the origin o. We color
T3 (or more precisely V3) in three diIerent ways ’0; ’1 and ’2. Up to isomorphisms
of the tree these colorings are uniquely deGned by the color of the origin (or root) o
(i)
’i(o) = i
for i = 0; 1; 2 and the following construction rule
(ii) For each v∈V3 let {v1; v2; v3} be the set of its neighboring vertices (according to
the graph topology induced by E3). Then
{’i(v1); ’i(v2); ’i(v3)}= {0; 1; 2}
for each i = 0; 1; 2 and each v∈V3.
Now we can represent  as a nearest neighbor path R on T3 (taking the randomness in
 into account this will be a random path, but note that other than in Matzinger, 1999a,
R is not necessarily a random walk on T3). This will be done in the following way.
(a) Choose the coloring ’i with i = (0). (Note that we know (0) as the random
walk S is supposed to start in zero).
(b) We let R = (R(z))z∈Z be the nearest neighbor random path (that is R(z) and
R(z + 1) are adjacent for each z ∈Z) on T3 colored with ’(0) such that
R(0) = o
and
’(0)(R(z)) = (z)
for all z ∈Z.
Note that given T3, the choice of o, and the coloring this path R is unique. This rep-
resentation of  as a random path on T3 colored with ’(0) will indeed help us to
reconstruct  up to equivalence. To this end note that knowing R plus knowing (0)
is indeed equivalent to knowing . Unfortunately, we do not know R but only R ◦ S
(the latter because of
’(0) ◦ (R ◦ S) = (’(0) ◦ R) ◦ S =  ◦ S = 
and thus we can reconstruct R ◦ S from ).
M. L(owe, H. Matzinger III / Stochastic Processes and their Applications 105 (2003) 175–210 179
Interestingly, the only knowledge we require about R in order to reconstruct  is
that it is transient, that is that the random path R (again recall that R is random as 
is random) visits each vertex v∈V3 only Gnitely many times almost surely. This is a
considerable improvement of Matzinger’s previous result Matzinger, 1999a, who even
for i.i.d. sceneries needed some further conditions. A major tool in the proof of the
following theorem will consist of reformulation of this transience in terms of crossings
of some pieces of the tree T3 by R. For some v = w∈V3 we say that a time interval
[s; t] (without loss of generality s¡ t—otherwise we just reverse the order of v and
w) is a crossing of (v; w), if R(s) = v, R(t) = w, or R(s) = w, R(t) = v, and
R(s′) = v and R(s′) = w
for all s¡ s′¡t. Observe that two crossings of (v; w) either agree or are disjoint (that
is the time intervals are disjoint).
Moreover, we say that [s; t] is a shortest crossing of (v; w) by R, if
t − s=min{|t′ − s′|; [s′; t′] is a crossing of (v; w) by R}:
Now we are ready to formulate the Grst central result of this paper (the other will
be stated in Section 5).
Theorem 2.1. With the above de;nitions, assume that the random path R is transient.
Then there exists a measurable mapping
A : {0; 1; 2}N → {0; 1; 2}Z
such that
P(A() ∼ ) = 1:
3. The algorithm
In this section, we are going to present the basic reconstruction scheme, while details
will be left to the proofs to follow in the next section. The core of this algorithm
consists of stopping the random walk S inGnitely many times at the same place. We
will see in the next section that this indeed is already enough to be able to reconstruct
 up to equivalence. Actually this stopping of the random walk is of a diIerent nature,
when  is essentially symmetric (by this we mean that there is a Gnite interval I=(a; b)
such that (a − x) = (x − b) for all x∈N). Therefore, we Grst test  on essential
symmetry. This symmetry can also be expressed in terms of the path R on T3 which
will exploit in the Grst step of the algorithm.
Step 1 (Reconstruction Algorithm): Test whether there are v = w∈V3 such that
there is only one shortest crossing of (v; w)
From Step 1 the algorithm proceeds in two diIerent directions depending on whether
it has been successful (that is there are v; w with only one shortest crossing of (v; w)
by R) or not. The Grst case will be called Case A the other one Case B.
Case A: There is at least one pair v = w such that there is only one shortest crossing
of (v; w)
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Here we proceed by producing inGnitely many stopping times all stopping S at the
same point.
Step 2 (Reconstruction Algorithm): Stop the random walk S inGnitely often at the
same point.
Finally, we use these stopping times to reconstruct .
Step 3 (Reconstruction Algorithm): Reconstruct  up to equivalence with probability
one from these stopping times.
In Case B, where for every v = w∈V3 there are at least two shortest crossings of
(v; w) by R, we have to apply a slightly diIerent techniques.
Case B: For all v; w∈V3 there are at least two shortest crossings of (v; w):
Step 2 (Reconstruction Algorithm): Stop the random walk S inGnitely often at two
diIerent points.
Step 3 (Reconstruction Algorithm): Reconstruct  up to equivalence with probability
one from these stopping times.
Of course, this is a very rough description of the algorithm. We will Gll its diIerent
steps with life in the next section, where we prove that it actually works.
4. Proof that the algorithm works
In this section we show that under the condition that R is transient the algorithm
actually reconstructs  up to equivalence with probability one. This proof is split into
diIerent parts. In the Grst part we show that if the walk is transient, then almost surely
there are vertices v; w∈V3 such that there are at most two crossings of (v; w) by R.
Denition 4.1. (1) Let W;W ′ be a set and f : W → W ′ be a mapping. Then Imf :=
{f(w); w∈W} denotes the image of f.
(2) Consider the 3-regular tree T3 := (V3; E3) and two vertices v; w∈V3. The graph
distance d(v; w) is deGned as minimum the minimum length of a path (minimum
number of connected edges in E3) to be crossed to get from v to w.
Lemma 4.2. Let R be transient. Then for every ;xed v∈V3 and every sequence
vn ∈V3 in the image of R with d(v; vn) = n and d(vn−1; vn) = 1 almost surely the
number N (n) of distinct shortest crossings of (v; vn) by R converges and the limit is
P-almost surely either 1 or 2.
Remark 4.3. Note that due to the transience of R the Image Im R of the representation
of the scenery  on T3 is almost surely inGnite. Hence such a point v and a sequence
of points vn as assumed in the above lemma actually exist.
Proof of Lemma 4.2. Without loss of generality we will take v to be the origin o. By
transience of R the origin is visited by R only Gnitely many times with probability
one. Thus with probability one the random variables
tmax := max{t: R(t) = 0}
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and
tmin := min{t: R(t) = 0}
are well deGned and obey
−∞¡tmin6 06 tmax ¡∞:
In particular, St := tmax − tmin is Gnite with probability one. Now take vn ∈ Im R with
d(o; vn)=n as assumed in the above lemma. Then for all n large enough d(vn; o)¿St.
Moreover, since vn ∈ Im R there exists tn ∈Z such that R(tn)= vn. As d(vn; o)¿St we
conclude that
tn ∈ [tmin ; tmax]:
Thus at most two crossings of (o; vn) can occur, one of the form (tmax; t1) and another
one of the form (t2; tmin), where
t1 := min{t ¿ tmax: R(t) = vn}
and
t2 := max{t ¡ tmin: R(t) = vn}:
Also note that because vn ∈ Im R one of the above two crossings really can be found.
As we will see in the next lemma not only we are either in Case A or in Case B, but
there is also a test which reveals with probability one (given a full color record) in
which of the two situations we are.
Lemma 4.4. For each v; w∈ Im R there exists a test that on the basis of the observa-
tions  decides with probability one whether there is only one shortest crossing from
v to w or whether there is more than one such shortest crossing.
Proof. Let v; w∈ Im R be any two points reached by the random walk R. Note that S
as a random walk on the integers is recurrent and hence so is R ◦ S as a random path
on T . Therefore, R ◦ S will pass every Gnite path in Im R inGnitely often and thus,
T˜ := min{|s− t|;R(S(s)) = v; R(S(t)) = w}
estimates the time for the shortest crossing of (v; w) by R correctly with probability
one.
Also note that the distribution function of the waiting time between two shortest
crossings of (v; w) by R◦S is strictly larger if there is more than one shortest crossing
of (v; w) by R than if there is just one such shortest crossing.
To be more speciGc, let W be the random variable that denotes the Grst time after
which the random path R ◦ S has walked from v to w in T˜ steps:
W := min{n¿ 0; R ◦ S(n− T˜ ) = v; R ◦ S(n) = w}:
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Moreover, let F the distribution function of W conditioned on starting with S in the
point z corresponding to the point w (via the representation R) of the unique shortest
crossing of (v; w) by R at time 0, i.e.
F :=L(W | S(0) = z):
When there are several shortest crossings of (v; w) by R, say [y1; z1]; : : : ; [yk ; zk ] with
k¿ 2 is the set of all shortest crossings of (v; w) by R and (for our purposes without
loss of generality) R(z1) = R(z2) = · · ·= R(zk) = w we denote with Fi the distribution
of W when starting with S in the point wi at time zero, i = 1; : : : ; k.
Note that the distribution function F then will be strictly smaller than each of the
distribution functions Fi (i.e. F(t)6Fi(t) for all t and that F(t)¡Fi(t) for all t¿T0
for some Gnite T0). Indeed, if there are several shortest crossings of (v; w) by R,
then a crossing from v to w by R ◦ S in T˜ steps may be caused by crossing one
of several intervals [y1; z1]; : : : ; [yk ; zk ] in T˜ steps. Now the event to cross one of
[y1; z1]; : : : ; [yk ; zk ] in T˜ steps has a higher probability than to cross a Gxed interval
[y; z] in T˜ steps in case there is just one shortest crossing of (v; w) by R. This will
eventually also show up in the distribution function of W .
Moreover, notice that F can be explicitly calculated when we know that there is
only one shortest crossing from v to w and we also know its length. Indeed, denoting
by l the length of such a shortest crossing and considering the renewal process, with
a renewal after every time where the random path R ◦ S has walked from v to w in
l steps, we can calculate the probability that a time t is a renewal time. As a matter
of fact, this can be done by observing that if there is only one shortest crossing of
(v; w), this crossing corresponds (by the random path R) to two points z1; z2 ∈Z with
R(z1) = v and R(z2) = w and |z1 − z2| = l. So the probability of having a renewal at
time t equals the probability of walking with S from z2 to z1 in t − l steps times 2−l
(for a straight crossing from z1 to z2). By a standard exercise in renewal theory, this
also yields the probability that t is the time of a Grst renewal, hence the distribution
function of W .
As we can also estimate the length l by T˜ with probability one correctly, we can,
in principal, calculate the distribution function of W in the case where there is only
one shortest crossing of (v; w) by R.
Finally, we can also test whether there is only one shortest crossing of (v; w) by R
correctly with probability one.
In fact, if [s1; t1]; [s2; t2]; : : : denotes all intervals where the random path R ◦ S walks
from v to w in l=T˜ steps, so s1¡t1¡s2¡t2¡ · · · and R(S(si))= v and R(S(ti))=w
for all i = 1; 2; : : : . Then by the law of large numbers (Glivenko–Cantelli lemma) the
empirical distribution function of the “Grst renewal times”
1
n− 1
n∑
i=2
$ti−ti−1
converges to some distribution function VF with probability one as n goes to inGnity
(of course, again, here we exploit the recurrence of S which gives us inGnitely many
such crossings).
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If there is only one shortest crossing of (v; w) by R, the distribution function VF will
equal F with probability one, otherwise VF will be a mixture of the Fi, hence larger
than F .
So, if
lim
n→∞
1
n− 1
n∑
i=2
$ti−ti−1
diIers from F (which we can calculate as indicated above) we conclude that there
is more than one such shortest crossing, otherwise we decide that there is only one
shortest crossing of (v; w) by R. As has been shown above this test succeeds in giving
the correct number of shortest crossings of (v; w) with probability one.
In the next steps we will see that the algorithm actually works in Case A. To this
end we Grst have to show that we can indeed stop the random walk S inGnitely often
at the same place. So, let
Hk := %{(z); z ∈Z; S(0); : : : ; S(k)}
and deGne the Gltration H as
H := {Hk ; k ∈N}:
Lemma 4.5. If there are v; w∈ Im R such that there is only one shortest crossing of
(v; w) by R we can stop the random walk in;nitely often at the same place, i.e. we
are able to construct an in;nite sequence of increasing stopping times &(1); &(2); : : :
with respect to the ;ltration H such that
S(&(1)) = S(&(2)) = : : := S(&(k)) = : : : :
Remark 4.6. Observe that as has been already discussed in the context of Lemma 4.2
and in particular when motivating the algorithm in Section 3, Case A is the relevant
case for most distributions of the scenery we might think of. Indeed, whenever the
distribution of the scenery exhibits some form of asymptotic independence, for example,
the scenery will a.s. not be essentially symmetric and thus we will almost surely be in
Case A.
Proof of Lemma 4.5. Let v; w∈ Im R such that there is only one shortest crossing of
(v; w) by R. Let the length of this shortest crossing be L˜. This length L˜ can be estimated
correctly with probability one by
T˜ =min{|s− t|;R(S(s)) = v; R(S(t)) = w}:
Thus, whenever we observe that the random walk R ◦ S (which can reconstruct from
) walks from v to w, in time T˜ we know that also with probability one the random
walk S must be at the same place when R ◦ S has reached w. Hence we can construct
a stopping rule and stop S, whenever R ◦ S has walked from v to w in time T˜ . This
rule stops S always at the same place. Now, by recurrence of S with probability one
there are inGnitely many time intervals of length T˜ where R ◦ S walks from v to w,
and thus the above rule stops S inGnitely often at the same place with probability one.
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At Grst glance it might seem that the sequence of stopping times &(1); &(2); : : : thus
obtained is not H-adapted in the above sense, since their deGnition involves T˜ which
only is measurable with respect to the whole path (S(t))t∈N. On the other hand, given
the scenery , that is in particular given L˜, we are able to construct stopping times
&′(1); &′(2); : : :, such that &′(k) stops the random walk R◦S when it has walked from v
to w in L˜ steps for the kth time. Obviously the &′(k) areH-adapted in the above sense.
On the other hand, the sequences &(1); &(2); : : : and &′(1); &′(2); : : : are equal P-almost
surely. It follows that the sequence &(1); &(2); : : : is H-adapted.
Finally, we shall see that a rule that stops S inGnitely often at the same place actually
is helpful to reconstruct .
Lemma 4.7. If we can create a stopping rule (that is an in;nite sequence ofH-adapted
stopping times) that stops S in;nitely often at the same place, we can also reconstruct
 restricted to any ;nite interval (up to equivalence) with probability one.
Proof. We will prove this lemma by induction.
Say, we stop the random walk inGnitely often in the point z ∈Z. Of course, we then
know the color of z. To Gnd out the color of z−1 and z+1 we let the random walk S
run one further step (after we have stopped it in z) and read oI the color of the next
point. As we have inGnitely many such stopping times we will eventually see both, the
color of z+1 and the color of z−1 with probability one. Since we are only interested
in reconstruction up to shifts and reLection of the scenery this knowledge su6ces to
reconstruct  on [z − 1; z + 1]. This is the beginning of the induction.
For the induction step assume we already have reconstructed  up to shifts and
reLection on the interval [z − n; z + n]. First assume that  is not symmetric under
reLection at z on [z−n; z+n], that is ((z−1); : : : ; (z−n)) = ((z+1); : : : ; (z+n)).
The other case will be treated similarly at the end of this proof.
First we introduce the set of all nearest neighbor paths of length n+ 1 that starting
in z in the Grst n steps read the same color sequence as a straight walk to the right:
Sn := {(: {0; : : : ; n+ 1} → Z: ((0) = z; |((t + 1)− ((t)|= 1; ∀t = 0; : : : ; n
and (((t)) = (z + t) ∀t = 0; : : : ; n}
and its subset where we exclude the straight walk to the right (the straight walk to
the left is automatically excluded as we have already assumed that  is non-symmetric
with respect to reLection at z)
S′n := {(∈Sn: ((n) = z + n}:
With the help of the sets Sn and S′n we construct two measures on the space {0; 1; 2}:
)n(·) := 1|Sn|
∑
(∈Sn
$(((n+1))(·)
and
)′n(·) :=
1
|S′n|
∑
(∈S′n
$(((n+1))(·)
(if S′n = ∅ we simply set )′n ≡ 0.)
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Now the following three observations are crucial: First note that the desired color
of z + n + 1 is the only color with a higher value (probability) under )n than under
)′n, hence
(z + n+ 1) = supp(()n(·)− )′n(·))+);
where supp denotes the support of a function and for a real number a we write a+ for
sup{a; 0}.
Second, observe that from knowing |[z−n; z+n] (which we know by our induction
hypotheses), we can construct S′n and therefore also calculate )
′
n.
Finally, we also have an arbitrarily good approximation for )n. Indeed, let us denote
by #T the set of all times t6T where we stop the random walk S in the point z and
read the colors (z + i) in the next n steps. More precisely
#T := {t6T : S(t) = z and (S(t + i)) = (z + i); i = 0; : : : ; n}:
Then by the strong Markov property of the stopping times and the law of large numbers
)˜Tn (·) :=
1
|#T |
∑
t∈#T
$(S(t+n+1))(·)
converges to )n, when T becomes large. Thus with probability one
lim
T→∞
supp(()Tn − )′n)+)
consists of precisely one element and reveals the color of z + n+ 1.
The same technique can be applied to reconstruct (z−n−1). To this end we simply
replace Sn by VSn deGned as
VSn := {(: {0; : : : ; n+ 1} → Z | ((0) = z; |((t + 1)− ((t)|= 1; ∀t = 0; : : : ; n
and (((t)) = (z − t) ∀t = 0; : : : ; n}
and S′n by
VS
′
n := {(∈ VSn: ((n) = z − n}
and proceed as above.
If Gnally,  restricted to [z− n; z+ n] is symmetric under reLection at z, the support
of ()n−)′n)+ ()n and )′n deGned as above) may either consist of one or two elements.
More precisely, it will be one elementary, if also (z− n− 1)= (z+ n+1), in which
case we simply assign this color to each of the two vertices z − n− 1 and z + n+ 1.
If (z − n− 1) = (z + n+ 1) indeed
supp(()n(·)− )′n(·))+)
and also
lim
T→∞
supp(()Tn − )′n)+)
will consist of two elements (with the notation introduced above the latter will be the
“right colors” with probability one, again). As we only aim at reconstructing  up to
186 M. L(owe, H. Matzinger III / Stochastic Processes and their Applications 105 (2003) 175–210
translations and reLections we do not to need to care about to which of z− n− 1 and
z + n+ 1 we assign which of the two colors.
This Gnishes the proof of the lemma.
Finally, we remark that Lemma 4.7 implies that we can reconstruct  up to equivalence
with probability one
Corollary 4.8. If we can create a stopping rule (that is an in;nite sequence of
H-adapted stopping times) that stops S in;nitely often at the same place, we can
also ;nd a mapping A : {0; 1; 2}N → {0; 1; 2}Z with
A() ∼ :
Proof. Just paste the diIerent pieces of scenery together.
So the above steps show that the algorithm proposed in Section 3 works in Case A.
The next lemmata will show that the same holds true in Case B.
To this end one strategy would be to give the equivalent of Lemma 4.4 in the
sense given; we know that for each v; w∈ Im R there exists at least two shortest
crossings of (v; w) by R, and we want to test whether there are precisely two such
crossings or if there are more than two. Such a test may be very di6cult to Gnd.
Indeed, recall that every shortest crossing of (v; w) by R corresponds to two points
z1; z2 ∈Z with R(z1) = v and R(z2) = w. Now it may be very hard to decide at Grst
glance from the empirical distribution function of the waiting time between two short-
est walks from v to w by R ◦ S whether we have two such intervals which are far
apart from each other or whether we have three (or more) of them which are rather
close.
To overcome this di6culty we apply another strategy. We Grst demonstrate how to
reconstruct  (up to equivalence) if we know that there are v; w∈V3 for which there
are precisely two shortest crossings of (v; w) by R. We then see in a Gnal step that
in view of Lemma 4.11 this technique already su6ces to Gnd a general reconstruction
algorithm.
The situation where for each pair v; w∈ Im R there at least two shortest crossings
of (v; w) by R can again be split into two diIerent cases. In the Grst case there are
v; w∈ Im R such that there is a shortest crossing of (v; w) by R with a color sequence
diIerent of all other shortest crossing. By this we mean that there is a shortest crossing
of (v; w) by R, say the Grst shortest crossing, such that the sequence of colors read by R
when going from v to w say, is diIerent from the corresponding sequence of colors for
all other shortest crossing of (v; w) by R. We will call such shortest crossings distinct
as opposed to the non-distinct shortest crossings, where each sequence of colors read
by R when following such a shortest crossing of (v; w) agrees with the sequence of
colors of another shortest crossing of (v; w).
The case of distinct shortest crossings is quite similar to Case A, and we will also
apply Lemma 4.7 for the reconstruction.
Before doing so we show that we really can Gnd out whether there are distinct or
non-distinct shortest crossings of (v; w) by R.
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Lemma 4.9. Assume that for each v; w∈V3 there are at least two shortest crossings
of (v; w) by R, then there is a test which decides with probability one whether these
crossings are distinct or not.
Proof. Note that due to the recurrence of S (and hence of R◦S) the random path R◦S
will follow each shortest crossing of (v; w) by R inGnitely often. These “direct” passages
from v to w can be determined as above, since they are the only ones happening in
the “shortest observed time”
T˜ =min{|s− t|;R(S(s)) = v; R(S(t)) = w}
with probability one. So comparing the color record (that is the color read during such
a fastest passage) of these shortest crossings from v to w, we see whether there is only
one such color record or whether there are diIerent ones. In the Grst case the shortest
crossings are deGnitely non-distinct while in the latter case we can test whether the
limiting empirical distribution function of any of these Gxed color records is diIerent
from the distribution function of a color record of length T˜ , given that it is produced
on one shortest crossing between two points at distance T˜ . Exactly as in the proof of
Lemma 4.5 we conclude that the crossings are distinct if the two distribution functions
above agree, otherwise we deduce that the crossings are non-distinct. As in Lemma
4.5 this test works with probability one.
Next we see that we can reconstruct  if we can Gnd (v; w) with distinct shortest
crossings of (v; w) by R.
Lemma 4.10. Assume that there are v; w∈V3 such that there are at least two shortest
crossings of (v; w) by R and assume that these shortest crossings are distinct. Then
we can ;nd a mapping A : {0; 1; 2}N → {0; 1; 2}Z with
A() ∼ :
(Note that in this case A will depend in general on R and (v; w).)
Proof. Recall that we call shortest crossings of (v; w) by R distinct if there is one
shortest crossing, say [s; t], of (v; w) by R such that the sequence of colors read by
R when going from v to w say, in time [s; t], is diIerent from the corresponding
sequence of colors for all other shortest crossing of (v; w) by R. Also note that by the
representation of  as a random path R on T3 there is an unique interval [z1; z2] ⊂ Z
corresponding to this unique shortest crossing [s; t] of (v; w) by R (without loss of
generality R(z2) = w).
Hence, whenever the random path R ◦ S walks from v to w in time T˜ and produces
the color record characteristic for the unique shortest crossing [s; t] of (v; w) by R we
know that the random walk S is in a certain point, namely that it is in z2. By recurrence
of S this will happen inGnitely often with probability one, thus we have a stopping
rule which allows us to stop S inGnitely often at the same point z2 with probability
one. Thus we can apply Lemma 4.7 together with Corollary 4.8 to prove the statement
of the lemma.
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Next we will see what to do, if we know that there are v; w∈V3 for which there
are exactly two non-distinct crossings.
Lemma 4.11. Assume that there exists v; w∈V3 for which there are precisely two
crossings of (v; w) by R. Then we can ;nd a mapping A : {0; 1; 2}N → {0; 1; 2}Z with
A() ∼ 
for P-almost all walks S and ;xed R (note that A will depend on v and w).
Proof. Note that we only need to prove this theorem in the case where the two cross-
ings have the same length & and are non-distinct, otherwise there is one shortest crossing
or Lemma 4.10 applies.
Again we will prove this lemma in two steps. In the Grst step we will show how
to reconstruct every Gnite piece of scenery under the assumptions of the lemma. In
the second (short) part we then will prove that this already su6ces to reconstruct the
whole scenery (up to equivalence).
So let us assume we know that for two Gxed points v = w∈V3 there are precisely
two crossings of (v; w) by R. By the representation R of  these two crossings cor-
respond to two intervals, say [z1; z2] and [z′1; z
′
2] (without loss of generality z2¡z
′
1
with
|z2 − z1|= |z′2 − z′1|= &;
R(z1) = R(z′2) = v, R(z2) = R(z
′
1) = w or R(z1) = R(z
′
2) = w, R(z2) = R(z
′
1) = v (other
situations for the z1; z2; z′1; z
′
2 cannot occur due to our assumption that there are only
two crossings of (v; w) by R), and such that (z1 + x) = (z′2 − x) for all 06 x6 &.
Now, Grst of all note that we can estimate & by
T˜ =min{|s− t|;R(S(s)) = v; R(S(t)) = w}
(and this estimate is correct with probability one).
Moreover, we can also give an accurate estimate for z′1 − z2. Indeed, observe that
the empirical distribution function of the observed walks from v to w converges. More
precisely let [s1; t1]; [s2; t2]; : : : denote all intervals where the random path R ◦ S walks
from v to w in &=T˜ steps, so s1¡t1¡s2¡t2¡ · · · and R(S(si))= v and R(S(ti))=w
for all i = 1; 2; : : :. Then by the law of large numbers (Glivenko–Cantelli Lemma) the
empirical distribution function of the “Grst renewal times”
1
n− 1
n∑
i=2
$ti−ti−1
converges to some distribution function VF with probability one as n goes to inGnity.
Then with probability one VF will be diIerent from the distribution function F we would
have, if there were only one crossing from v to w. Note also, as already remarked in
the proof of Lemma 4.4 that we can actually calculate F . Denote by +1 the smallest t
where F and VF diIer, that is
+ := inf{t : F(t) = VF(t)}:
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Fig. 1. Intervals for the shortest crossings.
As illustrated in Fig. 1 below (where for a moment we assume that R(z1)=R(z′2)=w,
R(z2) = R(z′1) = v) the Grst possible t for which F(t) and VF(t) can diIer is exactly
z′1 − z2 + 2&. This is true because for t = z′1 − z2 + 2& the walk, instead of walking
from z′1 to z
′
2 in & steps then back again to z
′
1 in another & steps to create another short
crossing of (w; v) from there (which amounts in a renewal time of 2&), may walk
directly from z′1 over z
′
2 to z2 and create a shortest crossing of (w; v) from there. Also,
if the shortest crossing is from v to w in t= z′1− z2 + 2& steps the walk may e.g. walk
from z1 to z′2 directly and create a shortest crossing of (v; w) from z2. As these events
have a positive probability to occur after t = z′1 − z2 + 2& steps, this shows that
+ := inf{t: F(t) = VF(t)}
is a good estimator of z′1 − z2 + 2&. Moreover, T˜ estimates & with probability one
correctly, thus with probability one
+− 2T˜ = z′1 − z2:
Moreover, we can also deduce in which of the two situations R(z1)=R(z′2)=v, R(z2)=
R(z′1) = w or R(z1) = R(z
′
2) = w, R(z2) = R(z
′
1) = v we are.
Indeed, with probability one: if R(z1)=R(z′2)=v and R(z2)=R(z
′
1)=w then the only
way to observe a crossing from w to v created on the interval [z1; z2] exactly + steps
after a crossing from w to v created on the interval [z′1; z
′
2] is by observing a shortest
crossing from v to w in time steps & + 1 to 2&. On the other hand, one might well
observe a crossing from v to w created on the interval [z1; z2] exactly + steps after
a crossing from v to w created on the interval [z′1; z
′
2] is without a shortest crossing
from w to v in time steps & + 1 to 2&. Thus in the case that R(z1) = R(z′2) = v and
R(z2) = R(z′1) = w we have that
P(G+wv)¡P(G+vw):
Here
G+wv := {There are shortest crossing from w to v which are exactly + steps apart
and there is no shortest crossing from v to w in steps &+ 1 to 2&}
and
G+vw := {There are shortest crossing from v to w which are exactly + steps apart
and there is no shortest crossing from w to v in steps &+ 1 to 2&}:
If on the other hand R(z1) = R(z′2) = w and R(z2) = R(z
′
1) = v, then we have
P(G+wv)¿P(G+vw):
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Now the probabilities P(G+wv) and P(G+vw) can be arbitrarily well approximated by
their corresponding empirical probabilities. Hence we have a test that decides with
probability one correctly in which of the two situations R(z1) = R(z′2) = v, R(z2) =
R(z′1) = w or R(z1) = R(z
′
2) = w, R(z2) = R(z
′
1) = v we are. For the rest of this proof
we will without loss of generality assume that R(z1) = R(z′2) = w, R(z2) = R(z
′
1) = v.
Next we will reconstruct |[z2; z′1]. To this end we stop the random walk S, whenever
R ◦ S has walked from w to v in time T˜ (which will happen inGnitely often with
probability one, again, since S is recurrent). According to the above we then know
with probability one that S is either in z2 or in z′1, both with positive probability. Just
as in the proof of Lemma 4.7 the empirical distribution of the Grst color read after
R◦S has passed from w to v in time T˜ then reveals the color of the points neighboring
v but outside [z1; z2] and [z′1; z
′
2].
To understand this in greater detail, Grst consider the Markov chain on {z2; z′1} that
enters z2 after each time S has walked from z1 to z2 in time & and that enters z′1 after
each time S has walked from z′2 to z
′
1 in time & and otherwise stays where it is. It is
easy to see that this Markov chain has the uniform distribution (charging each of z′2,
z′1 with probability
1
2 ) as its invariant measure. Hence also, the empirical distribution
of the colors read in the next step after each time the path R ◦ S has walked from
w to v will converge to a distribution that assigns probability 14 to each of (z2 − 1),
(z2 + 1), (z′1 − 1), and (z′1 + 1) (of course, some of these colors will agree, in this
case the probability of this color is just the sum of the above probabilities). Now note
that we indeed know (z2 − 1)= (z′1 + 1). Hence we are able to Ggure out the colors
of (z2 + 1) and (z′1 − 1). As a matter of fact, if the limiting empirical distribution )
of the colors read in the next step after each time the path R ◦ S has walked from w
to v, satisGes )((z2 − 1)) = 1, then
(z2 + 1) = (z′1 − 1) = (z2 − 1) = (z′1 + 1):
If )((z2 − 1)) = 34 , then there will be exactly one i∈{0; 1; 2} \ {(z2 − 1)} with
)(i) = 0 and the colors of (z2 + 1) and (z′1 − 1) will be this i and (z2 − 1). If
Gnally )((z2 − 1)) = 12 there will be one or two i’s with i∈{0; 1; 2} \ {(z2 − 1)}
and )(i) = 0 the color(s) of (z2 + 1) and (z′1 − 1) will be this i (resp. these i’s).
Actually, )((z2 − 1)) cannot be less that 12 since (z2 − 1) = (z′1 − 1).
Following these ideas and the ideas already presented in the proof of Lemma 4.7
we are then able to reconstruct  inductively on [z2; z′1] (note that due to symmetry we
do not need to care about whether we reconstructed  from z2 to z′1 or from z
′
1 to z2).
So up to now, we know |[z1; z′2] (up to reLection symmetry). It remains to recon-
struct  on Z \ [z1; z′2]. To this end recall that we are in the situation where between
every two points v1 = v2 ∈ Im R there are at least two shortest crossings of (v1; v2) by
R and that there are exactly two crossings of (v; w) by R. Now let us take a sequence
of vertices (vn)n∈N0 in V3 such that v0 = w, d(vn; vn+1) = 1, and such that d(vn; v)
increases. Note that then there can be at most two crossings of (vn; v) by R. According
to the above we can then reconstruct |[z(n)1 ; z(n)2 ], where z(n)1 ; z(n)2 ∈Z are associated to
vn via the representation of  as a random path on T3 (more precisely the intervals
[z(n)1 ; z2] and [z
′
1; z
(n)
2 ] are the intervals associated to the crossings of (v; vn) by R). As
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d(v; vn) → ∞ also |z(n)1 | → ∞ and |z(n)2 | → ∞. Hence we can Gnd an algorithm that
reconstructs |[a; b] for each Gnite interval [a; b].
The last step is just as in Corollary 4.8 to concatenate the diIerent reconstruction to
reconstruct  up to equivalence on all of Z.
The last step in proving that the algorithm proposed in Section 3 really works consists
of showing that Lemma 4.11 implies that it works in Case B.
Lemma 4.12. In Case B we can ;nd a mapping A : {0; 1; 2}N → {0; 1; 2}Z with
A() ∼ :
Proof. All what is left to show is how we can get into the situation of Lemma 4.11,
in particular, how we can guarantee the existence of two points v; w∈V3 such that
there are precisely two crossings of (v; w) by R.
To this end take any sequence vn ∈ Im R such that d(vn; vn+1) = 1 and d(o; vn) tends
to inGnity (o the origin of T3). Then, according to Lemma 4.2, the number of crossings
Nn of (o; vn) by R with probability one converges to a limit which is either 1 or 2. As
we are in Case B this limit can only be 2. As Nn is always an integer this means that
Nn equals 2 for all but a Gnitely number of n’s. Hence if we apply the reconstruction
algorithm proposed in Lemma 4.11 to v=o and w=vn, we will get the correct scenery
with probability one for all but a Gnite number of n’s. Thus, if we denote by An the
reconstruction proposed in Lemma 4.11 based on the points v=o and w=vn, we know
that
A() := lim
n→∞A
n()
exists with probability one (up to equivalence) in any reasonable topology as the
sequence will be essentially constant (constant for all but a Gnite number of n’s). With
probability one this limit will agree (up to equivalence) with .
This Gnishes the proof of the fact that the algorithm proposed in Section 3 works.
5. Examples
In this section we shall discuss situations where the only assumption of Theorem 2.1,
the transience of the representation R of the scenery  is satisGed and also such ex-
amples, where this assumption is violated, although the distribution of the colors is
stationary and ergodic.
Before we start with these examples, let us remark that, of course, the situation
where the colors are the output of an i.i.d. experiment, that is the situation where (z)
are i.i.d. random variables for z ∈Z and
min{P((0) = 0);P((0) = 1);P((0) = 2)}¿ 0
is covered by Theorem 2.1. As a matter of fact, this was already shown by one of the
authors in Matzinger (1999a) and has been the starting point of the present paper.
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Before presenting a large class of examples where the condition of the transience of
R is satisGed, we Grst discuss three counterexamples, which will motivate the conditions
in this main class of examples given in Theorem 5.9 below. The counterexamples will
show that in a certain sense the class of distribution we give below is the largest
“natural class” for Theorem 2.1 to hold.
The Grst example will be one, where R trivially cannot be transient.
Example 5.1. Consider a distribution of  produced by the following mechanism: Take
a time-homogeneous Markov chain Xn on the set of colors {0; 1; 2} with the following
transition probabilities:
P(Xn+1 = 0|Xn = 0) = P(Xn+1 = 1|Xn = 0) = P(Xn+1 = 2|Xn = 0) = 13
and
P(Xn+1 = 0|Xn = 1) = P(Xn+1 = 0|Xn = 2) = 1:
This Markov chain is irreducible and aperiodic (due to the holding in 0), and hence
ergodic (even mixing of any kind). Now choose a coloring of the integers Z according
to Xn, by, for example, attaching the color 0 to 0∈Z, and then Grst coloring the
positive integers Z+ according to Xn and then Z− independently according to the same
distribution. Then, of course, the distribution of the colors inherits the properties of
the Markov chain Xn, in particular, it admits a stationary distribution, is ergodic and
mixing of any kind.
Note, however, that Im R consists of 6 points only. Thus, of course, R as a random
path on T3, cannot be transient and hence the main assumption of Theorem 2.1 is not
fulGlled.
The above example illustrated that R might be recurrent, although all nice ergodic
properties (such as stationarity and mixing properties) are fulGlled. The reason, of
course, is that, as demonstrated above, R despite of fulGlling all these nice properties,
may still have a Gnite image. The next example shows that on the other hand also,
Im R may be inGnite and R is still not transient.
Example 5.2. Probably the easiest example where Im R is inGnite and still not transient,
is that of a one-dimensional walk. More precisely, we choose
P((0) = 0) = P((0) = 1) = 1=2;
and, of course, P((0) = 2) = 0 and let the (z); z ∈Z be i.i.d. Then R is equivalent
to a one-dimensional random walk on the integers Z without drift and holding. As, of
course, such a random walk is recurrent, so is R and hence the main assumption of
Theorem 2.1 is again not fulGlled.
This example might, of course, not be too surprising, as it is well-known that a
one-dimensional random walk on the integers Z without drift and holding is recurrent.
However, we gave this example, as it is the building block of the following example,
which is deGnitely more surprising. It basically states that the condition of transience
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of R might even be violated, when Im R is inGnite and the distribution of the colors
has nice ergodic properties. Even more is true: in the example below Im R will be as
“truly two-dimensional” as possible, in the sense that there are three inGnite branches
in Im R.
Example 5.3. Consider the distribution of  produced by the following random
mechanism. Take the following set of words (by which we mean a sequence of colors)
S :=
⋃
l¿0
{(x0; x1; : : : ; x2l) :
x0 ∈{0; 1}; x1; : : : ; xl ∈{0; 1; 2}; xl+x = xl−x; x = 1; : : : l}
and introduce the following probability distribution ) on S:
)((x0; x1; : : : ; x2l)) =
1
2l+23l
for a (x0; x1; : : : ; x2l)∈S.
Moreover, let us choose a random scenery  according to ) in the following way.
We choose two independent sequences of independent words according to ). Moreover,
with probability 12 we choose the starting point of the scenery to be either 0 or 1. If
the starting point is 1 we attach the Grst of the two random sequences to the positive
integers starting with 1, that is we attach the Grst word of, say L letters, to 1; : : : ; L∈N,
after that the next word of, say L′ letters, to the points L + 1; : : : ; L + L′, and so on.
After that we do the same thing for the second sequence and the non-positive integers
Z−0 . If the starting point is 0, we attach the Grst sequence in the same way to Z+0 and
the second sequence to Z−.
Discussion of Example 5.3. First note that ) is indeed a probability distribution on S.
Indeed, selecting an element from S according to ) corresponds to Grst choosing its
length 2l+ 1 (note that S only consists of vectors of an odd length) with probability
2−(l+1) (which works as
∑
l¿0 2
−l−1 = 1) and then selecting one of the elements of
S of length 2l+ 1 with uniform probability. Note that, as a matter of fact, there are
2× 3l diIerent choices for (x0; x1; : : : ; x2l)∈S. Hence ) is indeed a probability on S.
With the help of renewal theory we now show that the sequence of colors produced
by this mechanism is stationary and ergodic. Indeed, if we consider the renewal process,
such that there is a renewal time, whenever a word from S is Gnished, then the greatest
common divisor of these renewal times is one (since all words have odd length) and
the mean renewal time is Gnite (which follows immediately from the deGnition of )).
Hence it follows from renewal theory that there exists a stationary measure for the
renewal times. Hence also the corresponding distribution of the colors on Z inherits
this stationarity property.
To see that this distribution also is mixing and hence ergodic we have to understand
that the shift is ergodic under the distribution induced by ). So let 0 be the right shift
on Z. We have to prove that for any two measurable events A and B
lim
t→∞P(0
t(B)|A)→ P(B):
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First of all observe that for every A; B∈ %(i; i∈Z) the probabilities P(A) and P(B)
can be arbitrarily well approximated by P(An) and P(Bn) where
An; Bn ∈ %(i; i∈{−n; : : : ; n})
for some n∈N large enough.
Indeed, let 3¿ 0 be given. By a standard exercise in measure theory there exists an
n∈N and an event
An(3)∈ %((i); i∈{−n; : : : ; n})
such that
P(ASAn(3))¡3
(where for two sets A; A′ we denote by ASA′ the symmetric diIerence between A and
A′).
By the same arguments, for a given set B∈ %((i)) there exists Bn(3)∈ %((i);
i∈{−n; : : : ; n}) such that
P(BSBn(3))¡3:
Hence by stationarity there also exists
Bsn(3)∈ %((i); i∈{−n+ s; : : : ; n+ s})
with
P(0s(B)SBsn(3))¡3:
(and indeed Bsn(3)) =0
s(Bn(3))).
Again by stationarity (we may shift the whole situation by n), it su6ces to assume
that
An(3); Bn(3)∈ %((i); i∈{0; : : : ; n})
for some n large enough and hence that Hence we may without loss of generality
assume that
Bsn(3)∈ %((i); i∈{s; : : : ; n+ s}):
Then for 36 12P(A) we have
P(An) = P(An ∩ A) + P(An \ A)6P(A) + 12P(A) = 32P(A)
and therefore
|P(0t(B)|A)− P(B)| = |P(0
t(B) ∩ A)− P(B)P(A)|
P(A)
6
|P(Btn(3) ∩ An(3))− P(Bn(3))P(An(3)|+ 43
2
3P(An)
6 32 |P(0t(Bn(3))|An(3))− P(Bn(3))|+ 63:
Thus if we can show that |P(0t(Bn(3))|An(3)) − P(Bn(3))| → 0 we also know that
|P(0t(B)|A)− P(B)| → 0.
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Thus it su6ces to assume that
A; B∈ %(i; i∈{0; : : : ; n})
for some n∈N large enough.
Moreover, let us decompose P(B) in the following way:
P(B) =
∑
s¿0
P(B| the last renewal before 0is at time− s)
×P( the last renewal before 0 is at time− s): (5.1)
Similarly,
P(0t(B)|A) =
∑
s¿0
P(0t(B)| the last renewal before t is at time t − s; A)
×P(the last renewal before t is at time t − s |A): (5.2)
Now
P(0t(B)| the last renewal before t is at time t − s; A)
=P(0t(B) ∩ there is a renewal between times n and t|
the last renewal before t is at time t − s; A)
+P(0t(B) ∩ there is no renewal between times n and t|
the last renewal before t is at time t − s; A)
=P(B ∩ there is a renewal between times n− t and 0|
the last renewal before 0 is at time− s)
+P(0t(B) ∩ there is no renewal between times n and t|
the last renewal before t is at time t − s; A)
=P(B| the last renewal before 0 is at time− s)
−P(B ∩ there is no renewal between times n− t and 0|
the last renewal before 0 is at time− s)
+P(0t(B) ∩ there is no renewal between times n and t|
the last renewal before t is at time t − s; A);
where we have used the stationarity of P.
Now we have a Gnite expected renewal time implying that as t →∞
P(B ∩ there is no renewal between times n− t and 0|
the last renewal before 0 is at time− s)→ 0
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as well as
P(0t(B) ∩ there is no renewal between times n and t|
the last renewal before t is at time t − s; A)→ 0:
This establishes equality between the Grst factors in (5.1) and (5.2).
For the second factors in (5.1) and (5.2) observe that due the same arguments by
which we established the existence of a stationary measure
P(the last renewal before t is at time t − s |A)
converges independently of A (by which we mean that the limit is independent of A)
to a number, which actually is
P(the last renewal before 0 is at time− s):
Hence the right-hand sides of (5.1) and (5.2) converge to each other as t → ∞
yielding that
P(0t(B) |A)→ P(B)
as t → ∞. Thus the distribution of the colors induced by ) is stationary, mixing and
hence ergodic.
Moreover, note that all v in V3 have a positive probability of being in Im R. However,
still R is not transient. To understand why, observe that the scenery  in this example
may be considered as a scenery drawn according to the distribution considered in
Example 5.2, modiGed by random excursions of length 2l. As already remarked in
Example 5.2, R there is equivalent to a one-dimensional symmetric random walk.
In terms of this random walk the excursions of length 2l may be interpreted as a
holding. As the expected holding time is
∑
l¿0 2l(1=2)
l+1 and hence Gnite this holding
does not spoil the recurrence of the random walk. Thus also in this example R is
recurrent and therefore the condition of Theorem 2.1 is not fulGlled again.
At this point a little remark seems to be due.
Remark 5.4. Note that although in the examples above (in particular Examples 5.2
and 5.3) R is not transient and hence our main result Theorem 2.1 is not applicable,
this does not mean that these sceneries cannot be reconstructed at all. As a matter of
fact, the scenery in Example 5.2 has been proven to be reconstructible in Matzinger
(1999b) by completely diIerent methods and the same might hold true for the scenery
in Example 5.3.
Before we give our main class of examples, let us quickly mention that there in-
deed are examples of two color sceneries that can be reconstructed with the help of
Theorem 2.1.
Example 5.5. Like in Example 5.2 the easiest example of a two color scenery that can
be reconstructed with the help of Theorem 2.1 is that of an i.i.d. biased scenery. More
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precisely, we choose
P((0) = 0) = p and P((0) = 1) = 1− p;
(and, of course, P((0)=2)=0) for some p∈ (0; 1) with p = 12 , and let the (z); z ∈Z
be i.i.d. Then R is equivalent to a one-dimensional random walk on the integers Z
with drift. As, of course, such a random walk is transient, so is R and hence the main
assumption of Theorem 2.1 is fulGlled and thus  can be reconstructed.
Let us now give our main class of examples. We will avoid the troubles we had in
Example 5.3 by assuming that  is generated by a hidden Markov chain on a Gnite
state space. To also avoid the troubles we had in Example 5.2 we additionally have to
require that  is “essentially tree-like”. Let us deGne this notion Grst.
Denition 5.6. We will call a class of sceneries essentially tree-like, if for their rep-
resentation R the following holds:
{v∈V3: P(v∈ Im R)¿ 0}
consists of three distinct inGnite branches. Thus, more precisely, we will call a class
of sceneries essentially tree-like, if there is a vertex v0 ∈V3 such that
{v∈V3: P(v∈ Im R)¿ 0} \ {v0}
has three inGnite connected components.
Let us Grst show that DeGnition 5.6 is not empty.
Example 5.7. Let the random variables {(z); z ∈Z} be i.i.d. with
P((1) = 0)¿ 0; P((1) = 1)¿ 0 and P((1) = 2)¿ 0:
Then {v∈V3: P(v∈ Im R)¿ 0} = V3 and thus the class of sceneries is essentially
tree-like (one e.g. take the origin as v0).
Remark 5.8. The notion essentially tree-like should not be confused with that a Gxed
scenery  has a representation R=R() that has three distinct inGnite branches. Indeed,
the latter is never the case, because these branches would correspond to distinct, inGnite,
connected subset of Z. Obviously, there are only two such subsets.
The counterexamples above show that the class of distribution we give below is the
largest “natural class” for Theorem 2.1 to hold.
Theorem 5.9. Consider the distribution of  produced by the following random mech-
anism. Take an aperiodic, irreducible, recurrent and stationary Markov chain (Xn)n∈Z
on a ;nite state space X . Let
f : X →
⋃
l¿1
{(51; : : : ; 5l) : 5i ∈{0; 1; 2}; i = 1; : : : ; l}
be a mapping from X the set of all words of ;nite length. Now select a scenery
according to Xn and f. By this we mean, that we take a realization of Xn, and place
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f(X0) to the integers 0; 1; : : : ; |f(X0)| − 1, then we place f(X1) to the next integers
and so on placing one word after the other. In the same way we color the negative
integers by (f(Xn)n∈Z−).
If then  is essentially tree-like, R is almost surely transient.
Example 5.10. This example (the simplest one can probably give) shows that the class
of deGned in Theorem 5.9 above is not empty: Every i.i.d. scenery, i.e. every scenery
with i.i.d. colors, falls into the class described in Theorem 5.9. Indeed we simply take
X = {0; 1; 2} and f(x)= x for x=0; 1; 2:. Moreover take the “independent” Markov
chain on X , i.e. the Markov chain Xn with P(Xi = x) = Px ∈ (0; 1) for all x∈X and
n∈Z. Then it follows immediately that the corresponding scenery is essentially tree-like
and obeys the conditions of Theorem 5.9.
Before we start to prove Theorem 5.9 let us deGne:
Denition 5.11. In the tree T3 let us deGne the ball and the sphere of radius r ¿ 0
centered in some vertex v∈V3, respectively, as
B(v; r) := {w∈V3: d(v; w)6 r}
and
S(v; r) := {w∈V3: d(v; w) = r}:
Theorem 5.9 will be proved after the following lemma which justiGes the notion
“essentially tree-like” in the sense that the number of points that can possibly be
visited by the scenery grows exponentially.
Lemma 5.12. Under the conditions of Theorem 5.9 assume that Im R is essentially
tree-like. Then there exists a constant 7¿ 0 such that for each v∈V3 and r ∈N the
ball of radius r centered in v, i.e. B(v; r)∩{v∈V3: P(v∈ Im R)¿ 0}, contains at least
e7r vertices.
Proof. To show this lemma we will prove that under these conditions Im R is indeed
an inGnitely branching tree by exploiting the essential self-similarity of Im R. By the
latter we mean that given two vertices v1; v2 ∈ Im R such that both are, for example,
colored by reading the endpoint of a word f(x); x∈X , then the neighborhoods of v1
and v2 are isomorphic.
So, if Im R is essentially tree-like, by deGnition, it will contain three disjoint, inGnite
branches b1; b2; b3 and without loss of generality we can assume that v0 = o, i.e. the
split point is assumed to be the origin. For convenience let X = {x0; : : : ; xl}, f(x0) =
(51; : : : ; 58) where 5i ∈{0; 1; 2}, (i=1; : : : ; 8), and assume that the color of o is produced
by reading 51. This means we read the color of the origin in the Grst letter of the word
belonging to x0.
DeGne L=
∑l
i=0 |f(xi)|.
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Now (Xn)n∈N is a stationary and recurrent Markov chain on X . This immediately
implies that
P(Xn = xj |X1 = xi)¿ 0 for some n6 |X |= l+ 1
and all xi; xj ∈X (because have to be able to come back to xi from some point in X ).
In particular,
P(Xn = xi |X1 = xi)¿ 0 for some n6 |X |= l+ 1
and all xi ∈X .
Recall that each xi in X produces a word f(xi). Say, we Gnd this word in the scenery,
starting in z0 ∈Z. The above considerations imply that we have a positive probability
to see f(xi) again the latest every L steps. This implies that for all v1 ∈ Im R there
is a v2 = v1 ∈ Im R such that d(v1; v2)6L and the color of v2 as read at the same
position of the same word as the color of v1. Otherwise the random path R would
return to v1 every L steps contradicting the assumption that it is inGnite. Thus for
every point v∈V3 every possible situation, i.e. every color read at any position of any
of the words, occurs within a ball of radius L.
We will apply these considerations to the origin o. We take two auxiliary points
a1; a2; a3 ∈V3 with ai ∈ bi (recall that bi was the i’th branch) and d(o; ai) = 2L for
i = 1; 2; 3. Applying the above shows that there are vertices v1; v2; v3 ∈V3 with vi ∈ bi
and d(vi; ai)6L for i=1; 2; 3, such that the color of vi is read by R at 51. Obviously,
vi = o for each i. On the other hand, the situation at vi is the same as at o, that means,
in particular, at vi there are three diIerent inGnite branches for all i.
Continuing inductively yields the desired result.
Now we are ready to prove that R is transient.
Proof of Theorem 5.9. The basic idea of the proof will be to show that, if R were
recurrent, then for any Gxed vertex v∈ Im R the distance d(v; R(n)) would be stochas-
tically bounded below by a random walk with positive drift. This, of course, is a
contradiction, since a random walk with positive drift is transient and thus R would
also have to be transient.
The way to derive this contradiction is to Grst analyze a Markov chain that is
obtained from R by stopping it, when is has moved to the next point a certain distance
apart from the previous point. We will see that this Markov chain has the tendency
to move away from the points it has previously visited. By comparing this chain to a
(transient) random walk with drift on the line we see that it is transient as well. But
R and this chain are never far apart from each other. Hence also R is transient.
More precisely in what follows take d1¡d2 ∈N and typically we will think of d1
as being much smaller than d2 (a more precise description will be given below).
Again let X = {x0; : : : ; xl} and f(x0) = (51; : : : ; 58) where 5i ∈{0; 1; 2}, (i=1; : : : ; 8),
and take L =
∑l
i=0 |f(xi)|. Consider the following Markov chains induced by R, Xn,
and . Take
: = V3 × X ×
{
1; : : : ; max
i∈{0;:::;l}
|f(xi)|
}
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and
X˜ n := (Xn;1; Xn;2; Xn;3) := (R(n); w; k);
where w∈X is the word where R(n) is read, and k is the position in w where R(n)
is read. Note that X˜ n is again a Markov chain. Moreover, introduce a sequence of
stopping times (tn)n∈Z such that t0 = 0 and
tn := inf{t ¿ tn−1; d(R(t); R(tn−1)) = d2}; n∈N
and
t−n := sup{t ¡ t−n+1; d(R(t); R(t−n+1)) = d2}; n∈N:
Let Y˜ t = (Yt;1; Yt;2; Yt;3) where for t ∈ [tn; tn+1) Yt;1 = Xtn;1, Yt;2 = Xt;2 and Yt;3 = Xt;3.
Note that Y˜ t inherits the Markov property from X˜ t . We will prove that Y˜ t is transient.
This also implies that R(t) is transient since
d(R(t); Yt;1)6d2
and d2 is independent of t.
Let for any n∈Z denote yn := Ytn;1. The transience of yn will be proved by showing
that, if yn were recurrent, for any Gxed vertex v0 ∈V3 the increment d(v0; yn+1) −
d(v0; yn) would be stochastically bounded below by the increment of a random walk
with positive drift. That random walk can go by a distance d2 to the left with probability
1
4 and go by d2=2 to the right with probability
3
4 . Let n0 ∈N be Gxed and without loss
of generality in the following we will assume that the color of yn0 (that is ’(yn0 )) is
read at 5l (that is, it is equal to 5l and read at the last position of f(x0)).
Let us assume that 4 |d2 and take the unique point z0 such that d(yn0 ; z0)= 14d2 and
d(v0; z0) = d(v0; yn0 )− 14d2 (see Fig. 2 below). Denote
< := {v∈ S(yn0 ; d2) \ S(z0; 34d2)}:
We have that for such v∈<
d(v; v0)¿d(yn0 ; v0) + d2=2:
To understand this and the following, one should keep in mind that Fig. 2 illustrates
the tree geometry in T3. Thus a path from v0 to v∈< has to follow the path from v0
to yn0 at least until z0. On the other hand, for
v∈ S(yn0 ; d2) \ <
we have by the triangle inequality
d(v; v0)¿d(yn0 ; v0)− d2:
Hence, if we can, for example, show that
P(yn0+1 ∈ S(yn0 ; d2) ∩ S(z0; 34d2))6 14 ;
we are done, since then d(yn0+1; v0) can be smaller than d(yn0 ; v0) by d2 with prob-
ability at most 14 . On the other hand, it will increase by d2=2. Thus, the increment
d(yn0+1; v0)− d(yn0 ; v0) is bounded below by the increment of a random walk, which
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Fig. 2. Set <.
at each step can do the following: go to the left by a distance d2 with probability 14
or go to the right by a distance d2=2 with probability 34 . We thus get
E(d(yn0+1; v0)− d(yn0 ; v0))¿
(
−1
4
+
1
2
· 3
4
)
d2 =
1
8
d2:
In order to bound P(yn0+1 ∈ S(yn0 ; d2) ∩ S(z0; 34d2)) we will use Lemma 5.12 above.
The idea is that Lemma 5.12 tells us that in a neighborhood of yn0 there are many
points with the same color as yn0 and, where this color is read at the same position
of the same position as yn0 . Hence the situation in any of these points is the same as
in yn0 . On the other hand (as we will prove), most of these points belong to disjoint
“Grst exit regimes” of S(yn0 ; d2). Since the situation in all of the points is the same, the
probabilities to leave the circle S(yn0 ; d2) via a particular of the corresponding segments
are about the same. In particular, the probability to leave S(yn0 ; d2) via S(yn0 ; d2) \ <
cannot be too large.
More precisely, in order to bound P(yn0+1 ∈ S(yn0 ; d2) ∩ S(z0; 34d2)) we consider
the ball B(yn0 ; d1) with d1d2. As we have shown in Lemma 5.12 this ball contains
exponentially many points (in d1). By the same argument one can show that there
exists a sphere inside B(yn0 ; d1) containing M := e
7d1 many points (for some 7¿ 0)
the color of which is read at the same point 58. Let us call these points v1; : : : ; vM .
Now let us assume that our proposition was wrong and R was recurrent. Then for
any given 3¿ 0 we could choose d2 large enough such that with probability larger
than 1 − 3 the random path R will visit each point inside a ball of radius d1 around
its starting point before Grst exiting a ball of radius d2 − d1 around the starting point.
Instead of bounding now
P(yn0+1 ∈ S(yn0 ; d2) ∩ S(z0; 34d2))
202 M. L(owe, H. Matzinger III / Stochastic Processes and their Applications 105 (2003) 175–210
Fig. 3. Points v1; : : : vM and y1; : : : yM .
we will rather bound
> := max
z∈S(yn0 ;
1
4d2)
P(yn0+1 ∈ S(yn0 ; d2) ∩ S(z; 34d2)):
This means, we will bound the maximum of the probabilities to Grst exit S(yn0 ; d2)
via a segment similar to S(yn0 ; d2) ∩ S(z; 34d2). In order to do so, we will bound
>′ := max
z∈S(yn0 ;
1
4d2)
P(y′n0+1 ∈ S(yn0 ; d2 − d1) ∩ S(z; 34d2 − d1));
where y′n0+1 is the vertex where the path R Grst exits S(yn0 ; d2 − d1) when starting in
yn0 . Note that both maxima are actually attained and let zmax be such that
>′ := P(y′n0+1 ∈ S(yn0 ; d2 − d1) ∩ S(zmax; 34d2 − d1)):
Note that the stretch yn0zmax is uniquely deGned by its corresponding sequence of
colors and its starting point yn0 . Since the situation is completely identical in each of
the points v1; : : : ; vM and in yn0 we can Gnd z1; : : : ; zM that correspond to zmax when we
replace yn0 by v1; : : : ; vM . More precisely the points z1; : : : ; zM are deGned by the fact
that the stretch vizi has the same color sequence as yn0zmax, (for each i = 1; : : : ; M).
(Fig. 3).
Obviously, the probability of Grst exiting S(vi; d2−d1) via S(vi; d2−d1)∩S(zi; 34d2−
d1) when starting in vi also equals >′. Let us call zi and zj equivalent, if the stretches
vizi and vjzj intersect inside B(yn0 ; d1). Note that the stretches vizi and vjzj always
decrease there distance to S(yn0 ; d2). Hence, if zi and zj are not equivalent, then the
stretches vizi and vjzj do not intersect at all and zi and zj and S(vi; d2−d1)∩S(zi; 34d2−
d1) and S(vj; d2 − d1) ∩ S(zj; 34d2 − d1) have distance at least 2d2 − 2d1. Moreover,
observe that for a given i∈{1; : : : ; M} at most 2d1 of the {z1; : : : ; zM} can be equivalent
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to zi. This follows from the fact that two stretches vizi and vjzj can only intersect at
diIerent “times” (that is their distance from vi—or vj, respectively, —must be diIerent).
As each stretch has to leave B(yn0 ; d1) after at most 2d1 steps, there, indeed can be at
most 2d1 of the zj equivalent to zi. As M is an exponential in d1, but 2d1 is of course
only linear, we can have as many non-equivalent zi’s as we wish. We will denote the
number of non-equivalent zi’s by M ′ ∈N.
Now, once we are Grst exiting S(yn0 ; d2−d1) via S(yn0 ; d2−d1)∩ S(zmax; 34d2−d1)
we are at distance at d1 from S(yn0 ; d2). DeGne
Z := {z ∈V3: d(yn0 ; z) = 14d2; d(zmax; z) = d1}:
By construction of d1 the probability of visiting each point in a ball of radius d1 before
leaving a ball of radius d2− d1 for the Grst time is at least 1− 3. Hence, once we are
in S(yn0 ; d2 − d1) ∩ S(zmax; 34d2 − d1) the probability to leave S(yn0 ; d2 − d1) for the
Grst time via⋃
z∈Z
S(yn0 ; d2) ∩ S(z; 34d2)
is at least 1− 3. Since 3 can be arbitrarily small this shows in particular that
>(1− 3)6>′:
Moreover, introduce a random variable N , which is equal to i∈{1; : : : M ′} if R(t) visits
S(vi; d2 − d1) ∩ S(zi; 34d2 − d1) before visiting any of the S(vj; d2 − d1) ∩ S(zj; 34d2 −
d1); j = i and exiting S(yn0 ; d2) for the Grst time. If R(t) does not visit any of the
S(vi; d2 − d1) ∩ S(zi; 34d2 − d1) before exiting S(yn0 ; d2) for the Grst time we set N
equal to 0. Now, once R(t) is in vi the probability that P(Ni = i) is at least >′ (by
construction of the vi and zi). On the other hand, R(t) hits with probability at least
1− 3 any of the vi before exiting S(yn0 ; d2−d1) for the Grst time, i.e. before the value
of N can be determined. This implies
1¿
M ′∑
i=1
P(N = i)¿M ′(1− 3)>′:
Since M ′ can be made as large as we wish, >′ and hence also > are as small as we
wish, for example less than 14 . Therefore, under the assumption that R is recurrent,
E(d(yn0+1; yn0−1))¿ 98d2:
But this implies that Yn;1 is transient. Indeed, by the tree structure of T3 the distance
of Yn;1 to any Gxed point v′ is stochastically larger than the distance to the origin of
a homogeneous random walk Zn on the integer line Z with jump length d2 and
P(Zn+1 = z + d2|Zn = z) = 1− P(Zn+1 = z − d2|Zn = z) = 34
for all n∈N and z ∈Z. This is a contradiction.
Hence Yn;1 is transient and therefore also R is transient, which is what we claimed.
The next theorem basically states that under the conditions of Theorem 5.9 the
random path R (the representation of  as a random path on T3) is not only transient
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but also has positive speed with probability exponentially close to one. Theorem 5.13
will be the basis for an exceptionally good test for distinguishing two sceneries.
Theorem 5.13. Under the conditions of Theorem 5.9 (in particular we also assume
that  is essentially tree-like) there exist constants c0; c1; c2¿ 0 such that for all
n∈N and every ;xed v0 ∈V3
P(min{d(v0; R(n)); d(R(−n); v0)}6 c2n)6 c0e−c1n:
Proof. The proof is intrinsically related to the proof of Theorem 5.9. We will make
use of the notations introduced there. Let Y ′m := Xtm;1. Let us (for a moment) assume
that for any Gxed vertex v0 the distance (d(v0; Y ′m))m can be stochastically bounded
below by the distance to the origin of a random walk on the line with drift. Hence the
existence of constants c′0; c
′
1; c
′
2¿ 0 such that
P(min{d(v0; Y ′m)6 c′2m)6 c′0e−c
′
1m (5.3)
follows immediately from an exponential estimate for this dominating random walk.
In order to conclude the desired result from (5.3), we need to understand that there
exist constants c3; c4¿ 0 such that
P(tn¿ c3n)6 e−c4n (5.4)
(recall that tn was the nth stopping time). But this follows form decomposing tn into
tn = (tn − tn−1) + (tn−1 − tn−2) + · · ·+ (t1 − t0):
By the Markov property of X˜ t and Y˜ t the random variables (tm−tm−1) are stochastically
independent. Also, since the state space X of the Markov chain Xn is Gnite all these
(tm − tm−1) can be stochastically dominated from above by a random variable Tmax
(describing the exit time of X˜ t from a circle of radius d2 when starting in the state
with the longest exit time). Now Tmax has a Gnite moment generating function
Ee+Tmax ¡∞: (5.5)
This follows, since X is Gnite. Therefore, we can Gnd constants L1¡∞ and p¿ 0
such that independent of where we start with R(n) we have hit the sphere of radius
d2 centered in the starting point after L1 steps with probability at least p¿ 0. This
implies (5.5) and therefore by large deviation estimates also (5.4).
It remains to show that for any Gxed vertex v0 the distance (d(v0; Y ′m))m can be
stochastically bounded below by the distance to the origin of a random walk on the
line with drift.
Lemma 5.14 below states that the maximum probability for R to ever reach a point
at distance d from v0 when starting in v0 tends to zero as d goes to inGnity. More
precisely, it says that for every (t0; v0; w0; k0) with
P(X˜ t0 = (v0; w0; k0))¿ 0
we have that
lim
d→∞
max
v:d(v;v0)=d
P(∃s¿ 0: R(t0 + s) = v|X˜ t0 = (v0; w0; k0)) = 0: (5.6)
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Assuming that Lemma 5.14 below is true, we choose d2 large enough such that for
d= 14d2 we have
max
v:d(v;v0)=d
P(∃s¿ 0: R(t0 + s) = v|X˜ t0 = (v0; w0; k0))6 110 :
Let Zn be a random walk on the line that in each step either steps to the left by d0 (this
happens with probability 110 ) or steps to the right by
1
2d0 (this happens with probability
9
10 ). Then (d(v0; Y
′
m))m can be stochastically bounded below by the distance of Zn to
the origin. Indeed, for Gxed n0 let z0 denote the unique vertex in V3 at distance d from
yn0 and at distance 3d from yn0−1. If, after time tn0 the random path R never visits z0
the point yn0+1 is at distance at least 2d=
d2
2 from yn0 . This happens with probability
9
10 . By the tree structure of T3 this shows that indeed (d(v0; Y
′
m))m can be stochastically
bounded below by the distance to the origin of a random walk on the line with drift.
Thus the statement of the theorem follows.
It remains to show
Lemma 5.14. For all (t0; v0; w0; k0) with
P(X˜ t0 = (v0; w0; k0))¿ 0
we have that
lim
d→∞
max
v:d(v;v0)=d
P(∃s¿ 0: R(t0 + s) = v|X˜ t0 = (v0; w0; k0)) = 0:
Proof. Assume Lemma 5.14 was wrong. Then there exists a sequence v0; v1; v2 : : :∈V3
such that vi; vi+1 are neighbors (for all i∈N0) but vi = vi+2 (for all i∈N0) such that
lim
n→∞P(∃s¿ 0: R(t0 + s) = vn|X˜ t0 = (v0; w0; k0))¿ 0:
Hence for
A :=
⋂
n∈N
{∃s¿ 0: R(t0 + s) = vn}
it holds
P(A|X˜ t0 = (v0; w0; k0))¿ 0:
But this implies that
P(A|X˜ t0 = (v0; w0; k0)) = 1:
Indeed, otherwise P(A|X˜ t0 = (v0; w0; k0))∈ (0; 1) and hence already
P
(⋂
n6N
{∃s¿ 0: R(t0 + s) = vn}|X˜ t0 = (v0; w0; k0)
)
= : p∈ (0; 1)
for some N ∈N. But then we could stop R the Grst time that (X˜ t;2; X˜ t;3) = (w0; k0)
(which happens inGnitely often since the original Markov chain (Xn) on X is recurrent),
after R(t) has visited vN . This Grst segment of points has probability at most p. But
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at (X˜ t;2; X˜ t;3) = (w0; k0) the situation is the same as in (v0; w0; k0), so again we Gnd a
Gnite segment of the sequence of vi’s with probability at most p and so on. This shows
that if P(A|X˜ t0 = (v0; w0; k0))∈ (0; 1) we already know that P(A|X˜ t0 = (v0; w0; k0)) = 0.
Moreover, there only can be one sequence v0; v1; v2 : : :∈V3 such that vi; vi+1 are
neighbors (for all i∈N0) but vi = vi+2 (for all i∈N0) and P(A|X˜ t0 = (v0; w0; k0))= 1.
This follows from the tree structure of T3. Indeed, if there were two such sequences
they eventually needed to be on disjoint branches of T3. But then R in order to visit
both sequences with probability one needs to visit the bifurcation point of the two
sequences inGnitely often (contradicting its transience).
Eventually we show that also P(A|X˜ t0 = (v0; w0; k0)) = 1 cannot hold. Again we
exploit that R is essentially tree-like.
Let us call a sequence essentially k-periodic, if it is k-periodic up to a Gnite
number of elements. By deGnition the quasi-period k of an essentially k-periodic
sequence is the period of the periodic part that sequence. Now recall that the col-
ors ’(v0); ’(v1); ’(v2); : : : are produced by a Markov chain on ;nite state space X .
Since moreover each word f(x); x∈X had a Gnite length, there is just a Gnite number
of possible positions for the second and third coordinate of the process X˜ t . Since the
situation is the same, whenever the second and the third coordinate of the process X˜ t
are in the same point and there is just one sequence v0; v1; v2 : : :∈V3 satisfying the
above conditions, the sequence ’(v0); ’(v1); ’(v2); : : : is essentially periodic. Since we
do not care for a Gnite number of elements we can and will assume that it is periodic.
Now R is essentially tree-like. This means in particular that we can Gnd a point
v′0 ∈V3 with the following properties.
• v′0 ∈ {v0; v1; v2; : : :}.
• P(∃s¿ 0: R(t0 + s) = v′0|X˜ t0 = (v0; w0; k0))¿ 0.
• ’(v0)=’(v′0) and moreover the color of v0 and v′0 are read in the same word at the
same position.
• d(v′0; {v0; v1; v2; : : :})¿ 3L, where L :=
∑
x∈X |f(x)|. This latter condition ensures
that for all but possibly the Grst L colors the sequence ’(v′0); ’(v
′
1); ’(v
′
2); : : : follows
the same period as ’(v0); ’(v1); ’(v2); : : : .
Let us take such a v′0. Since the situation in v
′
0 is completely identical to the situation in
v0, there exists a sequence v′0; v
′
1; v
′
2; : : : such that v
′
i ; v
′
i+1 are neighbors (for all i∈N0)
but v′i = v′i+2 (for all i∈N0) such that
lim
n→∞P(∃s¿ 0: R(t0 + s) = v
′
n|X˜ t0 = (v′0; w0; k0)) = 1:
But then the sequences v0; v1; v2 : : : and v′0; v
′
1; v
′
2; : : : have to merge. Otherwise (since v
′
0
van be reached from v0 with positive probability) from v0 there would be two disjoint
sequences that are both visited with probability one in contradiction to what was shown
above. Say the sequences v0; v1; v2 : : : and v′0; v
′
1; v
′
2; : : : merge in vn ∈{v0; v1; v2 : : :}. Then
for some n′ and all j∈N
vn+j = v′n′+j
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and also
(vn+j) = ’(v′n′+j):
However,
’(vn−1) = ’(v′n′−1);
since vn can only have one neighbor of the color ’(vn−1). Hence n = n′. Hence by
the above the sequence ’(v′0); ’(v
′
1); ’(v
′
2); : : : has quasi-period n − n′. On the other
hand, since we have chosen d(v′0; {v0; v1; v2; : : :})¿ 3L, the quasi-periodic sequence
’(v′0); ’(v
′
1); ’(v
′
2); : : : in n
′ − 1 is already in its “periodic part”. But then its period is
the same as that of ’(v0); ’(v1); ’(v2); : : :, in particular
’(vn−1) = ’(v′n′−1);
This is a contradiction. Hence the lemma is true.
Theorem 5.13 is extremely useful when we try to attack one of the original problem
of this area, that is the scenery distinguishing problem, where we have to tell from the
color record on which of two sceneries the this color record has been produced. Of
course, in principal, already Theorem 5.9 shows that we can distinguish two sceneries
drawn independently and at random from a distribution satisfying the conditions of
Theorem 5.9. On the other hand, for all possible applications this test is not practicable.
We now show that, indeed, as a consequence of Theorem 5.13 there is a practicable
test based on very little information that works “exponentially well”.
More precisely, we show that given any scenery  randomly drawn from a distri-
bution satisfying the conditions of Theorems 5.9 and 5.13 and another scenery  of
which we know nothing at all, there is a test that works exponentially well for a set of
sceneries with probability exponentially close to one. Here the notions “exponentially
well” and “with probability exponentially close to one” stand for the following. Given
that we know |[0; n] (so the Grst n+1 observations) and, for example, two points in
the representation of , namely
v= R(m+) where m+ := min{m∈N: d(o; R(m))¿ n1=3}
and
w = R(m−) where m− := max{m∈Z−: d(o; R(m))¿ n1=3}
(where, as above, R(·) = R(; ·) is the representation of  on T3) we can Gnd a test,
which for a subset of ’s of probability larger than 1−k0e−k1n1=3 has failure probability
less than e−k2n
1=3
. Let us formalize this in a theorem:
Theorem 5.15. Let  be randomly drawn from a distribution satisfying the conditions
of Theorems 5.9 and 5.13 and let  be another scenery of which we know nothing at
all. Assume that we know |[0; n],
v= R(m+) where m+ := min{m∈N: d(o; R(m))¿ n1=3}
and
w = R(m−) where m− := max{m∈Z−: d(o; R(m))¿ n1=3};
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(where, as above, R(·) = R(; ·) is the representation of  on T3). Then we can ;nd
a test
T : {0; 1; 2}n+1 × V3 × V3 → {; }
constants k0; k1; k2; k3¿ 0 and a set V< ⊂ {0; 1; 2}Z with
P( V<)¿ 1− k0e−k1n1=3
such that, whenever ∈ V<
P(T (|[0; n]; v; w) = |  has been produced on ) = 0
and
P(T (|[0; n]; v; w) = | has been produced on )6 k2e−k3n1=6 :
Remark 5.16. Note that we are able to improve the known tests for scenery distin-
guishing in the following important features:
(1)  can be drawn from a large class of distributions admitting correlations between
the color of diIerent sites.
(2)  can be arbitrary.
(3) No knowledge is required about .
(4) Only very limited knowledge about  is required
Proof of Theorem 5.15. For Gxed  we propose is the following test T :
Whenever R ◦ S reaches v= v() or w() within [0; n] we say that the scenery is ,
otherwise we say that it is .
V< will be the set of sceneries  such that we have a fair chance to see v and w in
the Grst n observations and that v() and w() are diIerent from any v() and w().
Formally we deGne the following set of sceneries. For a scenery  let
m+ := m+() := min{m∈N: d(o; R(m))¿ n1=3}
and
m− := m+() := max{m∈Z−: d(o; R(m))¿ n1=3}
then for some constant 7¿ 0 (note that R depends on )
V< := {: maxm+; |m−|67n1=3; R(i)∈{v(); w()} for i =−n;−n+1; : : : ; n}:
(5.7)
Here R(i) is the images of the scenery  in the lattice point i∈Z. Then for 7 large
enough and some constants k0; k1¿ 0 it holds
P( V<)¿ 1− k0e−k1n1=3 : (5.8)
Indeed, applying Theorem 5.13 to the origin v0 = o shows that
P({: maxm+; |m−|¿ 7n1=3})6 k ′0e−k
′
1n
1=3
(5.9)
for 7 large enough and some constants k ′0; k
′
1¿ 0. On the other hand, trivially
P(R(i) ∈ {v(); w()}) = 1
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for i = −n1=3 + 1; : : : ; n1=3 − 1 and any . Moreover, applying Theorem 5.13 to the
v0 = v() gives
P(R(i) = v())6 k ′′0 e−k
′′
1 n
1=3
for |i|¿ n1=3 and similarly
P(R(i) = w())6 k ′′0 e−k
′′
1 n
1=3
for |i|¿ n1=3 for some constants k ′′0 ; k ′′1 ¿ 0. So altogether
P(: ∃i∈{−n;−n+ 1; : : : ; n}: R(i)∈{v(); w()})6 2nk ′′0 e−k
′′
1 n
1=3
6 k ′′′0 e
−k′′′1 n1=3
for some constants k ′′′0 ; k
′′′
1 ¿ 0. Together with (5.9) this implies (5.8).
If now ∈ V<, then indeed
P(T (|[0; n]; v; w) = |  has been produced on ) = 0;
since T (|[0; n]; v; w) =  if and only if we read v() or w() and by construction this
cannot happen on . On the other hand, T (|[0; n]; v; w)= while  has been produced
on  can only happen, if the random walk S does not reach neither m− nor m+ in
[0; n]. Hence for ∈ V<
P(T (|[0; n]; v; w) = |  has been produced on )
=P(S does not reach neither m− nor m+ in [0; n])
=P(|S(i)|6 7n1=3for all i = 0; : : : ; n)
Now indeed there are positive constants k2; k3¿ 0 such that
P(|S(i)|6 7n1=3for all i = 0; : : : ; n)6 k2e−k2n1=3 :
To see why, just observe that by the local Central Limit Theorem, for each time interval
I [t0; t1] of length n2=3 we have
P(|S(i)|6 7n1=3for all i∈ I‖S(t0)|6 7n1=3)6 k4¡ 1
for a positive constant k4¿ 0. Since there are n1=3 disjoint intervals of length n2=3 in
[0; n] this gives (by conditioning)
P(|S(i)|6 7n1=3for all i = 0; : : : ; n)
=P(|S(i)|6 7n1=3for all i = 0; : : : ; n2=3)
×P(|S(i)|6 7n1=3for all i = n2=3 + 1; : : : 2n2=3‖S(n2=3)|6 7n1=3)× · · ·
6 kn
1=3
4 6 k2e
−k2n1=3 :
This Gnishes the proof.
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