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THE NEHARI MANIFOLD METHOD FOR FRACTIONAL KIRCHHOFF
PROBLEM INVOLVING SINGULAR AND EXPONENTIAL
NONLINEARITY
TUHINA MUKHERJEE AND MINGQI XIANG
Abstract. In this paper we establish the existence of at least two weak solutions for the
following fractional Kirchhoff problem involving singular and exponential nonlinearity

M
(
‖u‖
n
s
)
(−∆)sn/su = µu
−q + ur−1 exp(uβ) in Ω,
u > 0, in Ω,
u = 0, in Rn \ Ω,
where Ω is smooth bounded domain in Rn, n ≥ 1, s ∈ (0, 1), µ > 0 is a real parameter,
β < n
n−s
and q ∈ (0, 1). We have considered the degenerate Kirchhoff case here and used the
Nehari manifold techniques to obtain the results.
1. Introduction
We are interested to study the multiple solutions of the following doubly nonlocal problem
which involves a singular term and subcritical nonlinearity of exponential type
(Pµ)


M
(
‖u‖
n
s
)
(−∆)sn/su = µu
−q + ur−1 exp(uβ) in Ω,
u > 0, in Ω,
u = 0, in Rn \ Ω,
where Ω is smooth bounded domain in Rn, n ≥ 1, s ∈ (0, 1), µ > 0 is a real parameter, β < nn−s
and q ∈ (0, 1). We consider the degenerate Kirchhoff case with subcritical nonlinearity where
we precisely assume that the function M : R+ → R+ is defined as
M(t) = btθ−1, for t > 0,
where θ > 1 such that r > θns . The n/s-fractional Laplace operator (up to normalizing factor)
(−∆)sn/s is defined as
(−∆)sn/su(x) := limǫ→0
∫
Rn\Bǫ(x)
|u(x)− u(y)|
n
s
−2(u(x)− u(y))
|x− y|2n
dy, for x ∈ Rn
where u ∈ C∞c (R
n) and Bǫ(x) denotes ball in R
n with centre x and radius ǫ. In literature,
Kirchhoff problems has been divided into two cases- degenerate case when M(0) = 0 and non
degenerate case when M(t) ≥ a > 0 for some constant a, for all t ∈ R+. The following singular
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Kirchhoff problem involving fractional Laplacian and Sobolev critical nonlinearity
M
(∫ ∫
R2n
|u(x)− u(y)|2
|x− y|n+2s
dxdy
)
(−∆)su = λu−q + g(x)u2
∗
s−1 in Ω,
u > 0, in Ω,
u = 0, in Rn \ Ω,
(1.1)
where n > 2s, q ∈ (0, 1) and 2∗s =
2n
n−2s has been recently studied in [10] and [11]. In [10], A.
Fiscella proved that (1.1) admits at least two distinct solutions in the degenerate case when
g ≡ 1 and λ has a certain specific range using truncation method along with Mountain Pass
theorem. Whereas, authors in [11] used the Nehari manifold technique to establish existence
of at least two distinct solutions to (1.1) in the non degenerate case when g ∈ L∞(Ω) is sign-
changing function. We also refer a very recent article [25]. Motivated by these articles, we
studied (Pµ) to prove that it has at least two weak solutions and the novelty of the article lies
in the fact that the Kirchhoff singular problem with exponential nonlinearity has not even been
studied in the Laplacian case. We has used the Nehari manifold technique to prove our results.
So the article deals with a complete open case of singular Kirchhoff problems with exponential
nonlinearity and contains new estimates.
We now present some references to articles in literature dealing with singular problems for
the readers. Consider the following p-Laplace equation
(1.2) −∆pu = λ
f(x)
uq
+ µur in Ω; u > 0 in Ω; u = 0 on ∂Ω.
For p = 2, µ = 0 and f(x) ≡ 1, existence of a classical solution to the problem (1.2) is proved
in [9] for any q > 0. Later for certain restricted range of q, the existence of weak solution was
proved in [18]. This restriction on q was removed in [5] to obtain existence of at least one weak
solution. Indeed the authors in [5] proved the existence of solution in H10 (Ω) for 0 < q ≤ 1 and
in H1loc(Ω) for q > 1. The case of p ∈ (1,∞) was settled in [8], where existence of weak solution
in W 1,p0 (Ω) was proved for 0 < q ≤ 1 and in W
1,p
loc (Ω) for q > 1.
On the other hand, for p = 2, f(x) ≡ µ = 1 and 1 < r ≤ 2∗ = 2NN−2 , multiplicity of weak
solutions was established using Nehari manifold and sub super solution techniques in [15, 16]
for 0 < q < 1. Whereas the case of any q > 0 was settled in [1, 17]. In the nonlinear case that
is for p ∈ (1,∞), authors in [14] answered the question of existence, multiplicity and regularity
of weak solutions in the case of 0 < q < 1 which was further extended to the case of q ≥ 1
in [3] deducing the multiplicity of weak solutions. In context of singular problems involving
fractional Laplace operator, authors in [4] studied the following problem
(−∆)su = λ
f(x)
uγ
+Mup, u > 0 in Ω, u = 0 in RN \Ω,
where N > 2s, M ≥ 0, 0 < s < 1, γ, λ > 0, 1 < p < 2∗s − 1, 2
∗
s = 2N/(N − 2s), f ∈ L
m(Ω) for
m ≥ 1 is a non-negative function and
(−∆)su(x) = −
1
2
∫
RN
u(x+ y) + u(x− y)− 2u(x)
|y|N+2s
dy, for all x ∈ RN .
Here authors studied the existence of distributional solutions for small λ using the uniform
estimates of {un} which are solutions of the regularized problems with singular term u
−γ
replaced by (u+ 1n)
−γ . This was extended for the p-fractional Laplace operator by Canino et
al. in [7]. In the critical case for 0 < q < 1, the question of existence and multiplicity of weak
solutions to nonlocal singular problems has been answered in [13, 22, 23] whereas q ≥ 1 case
has been dealt in [12]. We also refer a recent article [2] related to nonlocal singular problem
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with exponential nonlinearity. The Kirchhoff singular problems involving Laplace operator has
been investigated in [19,20].
This article is divided into five sections. Section 2 contains the preliminaries for the article
and its main result. The heart of Nehari manifold technique that is the fibering map analysis
is carried out in Section 3. Finally the existence of first and second solution to (Pµ) has been
established in Section 4 and 5 respectively.
2. Preliminaries
Let us consider the usual fractional Sobolev space
W s,p(Ω) :=
{
u ∈ Lp(Ω);
(u(x)− u(y))
|x− y|
n
p
+s
∈ Lp(Ω× Ω)
}
endowed with the norm
‖u‖W s,p(Ω) = ‖u‖Lp(Ω) +
(∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|n+ps
dxdy
) 1
p
where Ω ⊂ Rn is an open set. We denote W s,p0 (Ω) as the completion of the space C
∞
c (Ω) with
respect to the norm ‖ · ‖W s,p(Ω). Now we define
X0 = {u ∈W
s,n/s(Rn) : u = 0 in Rn \ Ω}
with respect to the norm
‖u‖X0 =
(∫
Rn
∫
Rn
|u(x)− u(y)|
n
s
|x− y|2n
dxdy
) s
n
=
(∫
Q
|u(x)− u(y)|
n
s
|x− y|2n
dxdy
) s
n
,
where Q = R2n \ (CΩ × CΩ) and CΩ := Rn \ Ω. Then X0 is a reflexive Banach space and
continuously embedded in W s,p0 (Ω). Also X0 →֒→֒ L
q(Ω) compactly for each q ∈ [1,∞). Note
that the norm ‖.‖X0 involves the interaction between Ω and R
n \ Ω. We denote ‖.‖X0 by ‖.‖
in future, for notational convenience in future.
The study of elliptic equations involving nonlinearity with exponential growth are motivated
by the following Trudinger-Moser inequality in [21], namely
Theorem 2.1. Let Ω be a open bounded domain then we define W˜
s,n/s
0 (Ω) as the completion
of C∞c (Ω) with respect to the norm ‖u‖
n
s =
∫
Rn
∫
Rn
|u(x)− u(y)|
n
s
|x− y|2n
dxdy. Then there exists a
positive constant αn,s given by
αn,s =
n
ωn−1
(
Γ(n−s2 )
Γ(s/2)2sπn/2
)− n
n−s
,
where ωn−1 be the surface area of the unit sphere in R
n and Cn,s depending only on n and s
such that
(2.1) sup
u∈W˜
s,n/s
0
(Ω), ‖u‖≤1
∫
Ω
exp
(
α|u|
n
n−s
)
dx ≤ Cn,s|Ω|
for each α ∈ [0, αn,s]. Moreover there exists a α
∗
n,s ≥ αn,s such that the right hand side of (2.1)
is +∞ for α > α∗n,s.
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It is proved in [24] (see Proposition 5.2) that
α∗n,s = n
(
2(nWn)
2Γ(ns + 1)
n!
∞∑
i=0
(n+ i− 1)!
i!(n+ 2i)
n
s
) s
n−s
,
whereWn =
wn−1
n is the volume of the unit sphere in R
n. It is still unknown whether α∗n,s = αn,s
or not.
Definition 2.1. We call a u ∈ X0 as a weak solution to (Pµ) if for any ϕ ∈ X0, u
−qϕ ∈ L1(Ω)
and it satisfies
(‖u‖
nθ
s )
∫
R2n
|u(x)− u(y)|
n
s
−2(u(x)− u(y))(ϕ(x) − ϕ(y))
|x− y|2n
dxdy
= µ
∫
Ω
(u+)−qϕ dx+
∫
Ω
(u+)r−1 exp((u+)β)ϕ dx
Keeping in mind the requirement of positive solution and presence of singular term in
(Pµ), we have considered ’u
+’ instead of ’u’ to define our weak solution. Let us set
f(z) = zr−1 exp(zβ) for z ≥ 0 and F (z) =
∫ z
0 f(t) dt.
It is obvious to notice that (Pµ) has a variatonal characterization so that the corresponding
energy functional Iµ : X0 → R is given by
Iµ(u) :=
s
nθ
‖u‖
nθ
s −
µ
1− q
∫
Ω
(u+)1−q dx−
∫
Ω
F (u+) dx.
Certainly because of presence of singular term, Iµ fails to be Freche´t differentiable but q ∈ (0, 1)
certainly makes it a continuous functional on X0. So we can not rely upon the critical point
theory to prove the existence results for (Pµ) and hence appropriately use the fibering maps
and the Nehari manifold set to carry out the research.
We state our main result.
Theorem 2.2. There exists a µ0 > 0 such that whenever µ ∈ (0, µ0), (Pµ) admits at least two
non negative solutions in X0.
3. Fibering Map Analysis
For fixed u ∈ X0, we define the fiber map φu : R
+ → R as φu(t) = Iµ(tu) for t > 0. Precisely,
φu(t) =
s
nθ
‖tu‖
nθ
s −
t1−qµ
1− q
∫
Ω
(u+)1−q dx−
∫
Ω
F (tu+) dx
so that we can easily derive
φ′u(t) = t
nθ
s
−1‖u‖
nθ
s − µt−q
∫
Ω
(u+)1−q dx−
∫
Ω
f(tu+)u+ dx
and
φ′′u(t) =
(
nθ
s
− 1
)
t
nθ
s
−2‖u‖
nθ
s + qµt−q−1
∫
Ω
(u+)1−q dx−
∫
Ω
f ′(tu+)(u+)2 dx.
Now we set our Nehari manifold as follows
Nµ = {u ∈ X0 : φ
′
u(1) = 0}
which means that every weak solution of (Pµ) naturally belongs to Nµ. Depending on the
nature of critical points of φu, we subdivide Nµ into following three sets-
N±µ = {u ∈ Nµ : ±φ
′′
u(1) > 0} and Nµ := {u ∈ Nµ : φ
′′
u(1) = 0}.
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It is easy to see that tu ∈ Nλ if and only if φ
′
u(t) = 0. Since φ
′
u(t) = 0 iff
mu(t) = µ
∫
Ω
(u+)1−q dx,
where
mu(t) := t
nθ
s
+q−1‖u‖
nθ
s − λtq
∫
Ω
f(tu+)u+ dx, for t > 0,
we will study the map mu(t) now. It is easy that mu(0) = 0 and since
nθ
s + q− 1 < q+ r− 1 so
tq+r−1 < t
nθ
s
+q−1 and f has exponential growth which implies that mu(t) > 0 for small enough
t. Moreover,
lim
t→+∞
mu(t) = −∞.
Thus there exists at least one t∗ > 0 such that it is point of local maximum and satisfies
(3.1) m′u(t
∗) = 0
which gives us that
(3.2) ‖t∗u‖
nθ
s =
(
q
∫
Ω
f(t∗u+)t∗u+ dx+
∫
Ω
f ′(t∗u+)(t∗u+)2 dx
)
(
nθ
s + q − 1
)
Lemma 3.1. Let
Γ :=

u ∈ X0 : ‖u‖
nθ
s ≤
(
q
∫
Ω
f(u+)u+ dx+
∫
Ω
f ′(u+)(u+)2 dx
)
(
nθ
s + q − 1
)


and
Γ0 := inf
u∈Γ\{0}
{(
1−
nθ
s
)∫
Ω
f(u+)u+ dx+ f ′(u+)(u+)2 dx− µ
(
nθ
s
+ q − 1
)∫
Ω
(u+)1−q dx
}
.
Then there exists a µ0 > 0 such that Γ0 > 0 when µ ∈ (0, µ0).
Proof. First we claim that inf
u∈Γ\{0}
‖u‖ > 0. Suppose this is not true then there exists a sequence
{uk} ⊂ Γ \ {0} such that ‖uk‖ → 0 which implies that
(3.3) ‖uk‖
nθ
s ≤
(
q
∫
Ω
f(u+k )u
+
k dx+
∫
Ω
f ′(u+k )(u
+
k )
2 dx
)
(
nθ
s + q − 1
)
.
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Since {uk} converges to 0, we can assume that ‖u
+
k ‖
β < α < αn,s for k large. Choosing µ > 1
close to 1 such that µα < αn,s we get µ‖u
+
k ‖
β < αn,s. So consider
q
∫
Ω
f(u+k )u
+
k dx+
∫
Ω
f ′(u+k )(u
+
k )
2 dx
=
∫
Ω
f(u+k )u
+
k
(
r + q − 1 + β(u+k )
β
)
dx
=
∫
Ω
(u+k )
r exp
(
(u+k )
β
)(
r + q − 1 + β(u+k )
β
)
dx
=
∫
Ω
(u+k )
r exp
(
‖u+k ‖
β
(
u+k
‖u+k ‖
)β)(
r + q − 1 + β(u+k )
β
)
dx
≤
(∫
Ω
exp
(
µ‖u+k ‖
β
(
u+k
‖u+k ‖
)β)
dx
) 1
µ (∫
Ω
|uk|
µ′r
(
r + q − 1 + β|uk|
β
)µ′
dx
) 1
µ′
≤ C(‖uk‖
r + ‖uk‖
r+β),
where we used u+k ≤ |uk| and µ
′ denotes Ho¨lder conjugate of µ.
Then we use Theorem 2.1 to obtain the constant C > 0 which depends on n, θ, q, r, α0. Using
this in (3.3) we get that
1 ≤ C
(
‖uk‖
r−nθ
s + ‖uk‖
r+β−nθ
s
)
which gives a contradiction if ‖uk‖ → 0, since r >
nθ
s .
Now consider(
1−
nθ
s
)∫
Ω
f(u+)u+ dx+ f ′(u+)(u+)2 dx− µ
(
nθ
s
+ q − 1
)∫
Ω
(u+)1−q dx
=
∫
Ω
(u+)r exp
(
(u+)β
)(
r −
nθ
s
+ β(u+)β
)
dx− µ
(
nθ
s
+ q − 1
)∫
Ω
(u+)1−q dx(3.4)
where we can estimate the second term as follows by fixing η = r+β1−q > 1 and using Ho¨lder
inequality ∫
Ω
(u+)1−q dx ≤
∫
Ω
|u|1−q dx
≤
(∫
Ω
|u|η(1−q) dx
) 1
η
(|Ω|)
1
η′ =
(∫
Ω
|u|r+β dx
) 1
η
(|Ω|)
1
η′
≤
(∫
Ω
|u|r exp
(
|u|β
)(
r −
nθ
s
+ β|u|β
)
dx
) 1
η
(|Ω|)
1
η′ .
Therefore using 2 ≤ nθs , (3.4) becomes(
1−
nθ
s
)∫
Ω
f(u+)u+ dx+ f ′(u+)(u+)2 dx− µ
(
nθ
s
+ q − 1
)∫
Ω
(u+)1−q dx
≥
∫
Ω
|u|r exp
(
|u|β
)(
r −
nθ
s
+ β|u|β
)
dx
− µ
(
nθ
s
+ q − 1
)(∫
Ω
|u|r exp
(
|u|β
)(
r −
nθ
s
+ β|u|
n
n−s
)
dx
) 1
η
(|Ω|)
1
η′ .
(3.5)
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Our second claim is
K := inf
u∈Γ\{0}
∫
Ω
|u|r exp
(
|u|β
)(
r −
nθ
s
+ β|u|β
)
dx > 0.
which easily follows from our first claim and (3.3) which implies 0 < infu∈Γ\{0} f
′(|u|)|u|2. With
this, (3.5) can be rewritten as(
1−
nθ
s
)∫
Ω
f(u+)u+ dx+ f ′(u+)(u+)2 dx− µ
(
nθ
s
+ q − 1
)∫
Ω
(u+)1−q dx
≥
∫
Ω
|u|r exp
(
|u|β
)(
r − 1 + β|u|β
)[
1− µ
(
nθ
s
+ q − 1
)(
|Ω|
K
) 1
η′
]
dx.
(3.6)
Hence assuming
0 < µ < µ0 :=
(
K
|Ω|
) 1
η′
(
nθ
s + q − 1
)
completes the proof. 
The following result illustrates that the decomposition of Nµ are in fact nonempty.
Theorem 3.2. For any u ∈ X0 \ {0}, there exists a unique t
∗ = t∗(u) > 0, t+ = t+(u) and
t− = t−(u) satisfying t+ < t∗ < t− such that t+u ∈ N+µ and t
−u ∈ N−µ whenever µ ∈ (0, µ0).
Moreover, Iµ(t
+u) = mint∈[0,t−] Iµ(tu) and I
′
µ(t
−u) = maxt≥t∗ Iµ(tu).
Proof. From (3.1), we have the existence of a t∗ > 0 such that m′u(t
∗) = 0 and it is a point of
local maximum. Using the definition of mu(t) and (3.2) we get
mu(t
∗) = (t∗)
nθ
s
+q−1‖u‖
nθ
s − λ(t∗)q
∫
Ω
f(t∗u+)u+ dx
=
(t∗)q−1(
nθ
s + q − 1
) (q ∫
Ω
f(t∗u)t∗u dx+
∫
Ω
f ′(t∗u)(t∗u)2 dx
)
− (t∗)q
∫
Ω
f(t∗u)u dx
=
(t∗)q−1(
nθ
s + q − 1
) [(1− nθ
s
)∫
Ω
f(t∗u)(t∗u) dx+
∫
Ω
f ′(t∗u)(t∗u)2 dx
]
.
Since (3.2) holds, we get that t∗u ∈ Γ \ {0}. This gives
mu(t
∗)− µ
∫
Ω
(u+)1−q dx =
(t∗)q−1(
nθ
s + q − 1
) [(1− nθ
s
)∫
Ω
f(t∗u)(t∗u) dx+
∫
Ω
f ′(t∗u)(t∗u)2 dx
−µ
(
nθ
s
+ q − 1
)∫
Ω
(t∗u+)1−q dx
]
≥
(t∗)q−1(
nθ
s + q − 1
)Γ0 > 0
using Lemma 3.1. Hence there exist t+ and t− both depending on u such that 0 < t+ < t∗ < t−
and t+u, t−u ∈ Nµ. We claim that t
∗ is actually unique critical point of mu(t) which is in
fact the global maximum. Because if it is not so, then there exists another t∗∗ > 0 such that
m′u(t
∗∗) = 0 and it is a point of local minimum. Also there exists t++ and t−− both depending
on u such that 0 < t++ < t∗∗ < t−− and t++u, t−−u ∈ Nµ. But by virtue of Lemma 3.1, we
also have
mu(t
∗∗) > µ
∫
Ω
(u+)1−q dx
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which contradicts the fact that t∗∗ is a point of local minimum and existence of t++ and t−−.
This proves the claim. Now since t∗ is a point of global maximum of mu(t), we infer that mu(t)
is increasing in (0, t∗) and decreasing in (t∗,∞). This along with the relation
φ′′tu(1) = t
2−qm′u(t), for tu ∈ Nµ
asserts that t+u ∈ N+µ and t
−u ∈ N−µ . Lastly considering
φ′u(t) = t
−q
(
mu(t)−
∫
Ω
(u+)1−q dx
)
, for t > 0
gives that φ′u(t) < 0 for t ∈ [0, t
+) and φ′u(t) > 0 for t ∈ (t
+, t−). Thus
Iµ(t
+u) = min
t∈[0,t−]
Iµ(tu).
On a similar note, φ′u(t) > 0 when t ∈ (t
+, t−), φ′u(t
−) = 0 and φ′u(t) < 0 when t ∈ (t
−,∞)
yields that
I ′µ(t
−u) = max
t≥t∗
Iµ(tu)
which completes the proof. 
As a consequence of above results, we state our next important result.
Lemma 3.3. The set N 0µ = {0} when µ ∈ (0, µ0).
Proof. We prove it by contradiction, so assume that there exists a u ∈ N 0µ such that u 6≡ 0.
Then φ′u(1) = 0 = φ
′′
u(1) gives us
‖u‖
nθ
s = µ
∫
Ω
(u+)1−q dx+
∫
Ω
f(u+)u+ dx(3.7) (
nθ
s
− 1
)
‖u‖
nθ
s = −µq
∫
Ω
(u+)1−q dx+
∫
Ω
f ′(u+)(u+)2 dx.(3.8)
Multiplying (3.7) by q and adding it to (3.8) gives
‖u‖
nθ
s =
q
∫
Ω
f(u+)u+ dx+
∫
Ω
f ′(u+)(u+)2 dx(
nθ
s + q − 1
)
which implies that u ∈ Γ \ {0}. Putting the value of ‖u‖
nθ
s from (3.7) to (3.8), we get
µ
(
nθ
s
+ q − 1
)∫
Ω
(u+)1−q dx =
∫
Ω
(
1−
nθ
s
)∫
Ω
f(u+)u+ dx+
∫
Ω
f ′(u+)(u+)2 dx
contradicting that Γ0 > 0 since µ ∈ (0, µ0). This finishes the proof. 
Although Iµ fails to be bounded over whole X0, in the preceding Lemma we prove that Iµ
is bounded below on Nµ.
Lemma 3.4. The energy functional Iµ is coercive and bounded below on Nµ.
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Proof. Let u ∈ Nµ. It is easy to see that rF (t) ≤ f(t)t for t ≥ 0. Using this along with Sobolev
embedding, we get
Iµ(u) = Iµ(u)−
1
r
φ′u(1)
=
(
s
nθ
−
1
r
)
‖u‖
nθ
s − µ
(
1
1− q
−
1
r
)∫
Ω
(u+)1−q dx+
(
1
r
∫
Ω
f(u+)u+ dx−
∫
Ω
F (u+) dx
)
≥
(
r − nθs
)
rnθ
s
‖u‖
nθ
s − µC
(
r − 1 + q
r(1− q)
)
‖u‖1−q
where C > 0 is constant. Since 1−q < 2 ≤ nθs , the above estimate implies that Iµ is necessarily
coercive on Nµ. Furthermore, if we set
g(l) := K1l
nθ
s −K2l
1−q
where
K1 =
(
r − nθs
)
rnθ
s
and K2 = µC
(
r − 1 + q
r(1− q)
)
then it is easy to verify that g has a unique critical point which is a point of global minimum
to it, given by
lmin =
(
(1− q)K2
K1
) 1
nθ
s −1+q .
Hence we get Iµ(u) ≥ g(lmin) which implies that Iµ is bounded below on Nµ. 
4. Existence of first solution
In this section, we establish the existence of first solution to (Pµ) by solving a minimization
problem over N+µ .
Lemma 4.1. For every u ∈ N+µ and µ ∈ (0, µ0), there exists a positive real number ǫ and a
differentiable function ξ : B(0, ǫ) ⊂ X0 → R
+ such that
ξ(v) > 0, ξ(0) = 1, ξ(v)(u− v) ∈ N+µ , for all v ∈ B(0, ǫ).
Proof. We consider u ∈ Nµ and define the map Gu : R×X0 → R as
Gu(t, v) = t
nθ
s
+q−1‖u− v‖
nθ
s − µ
∫
Ω
((u− v)+)1−q dx− tq+r−1
∫
Ω
f(t(u− v)+)(u− v)+ dx.
This implies that Gu(1, 0) = φ
′
u(1) = 0 since u ∈ Nµ and with some computation, we get
∂
∂t
Gu(1, 0) = φ
′′(1) > 0
since u ∈ N+µ . Now applying the Implicit Function Theorem at (1, 0), we get that there
exists a ǫ > 0 and a differentiable function ξ : B(0, ǫ) ⊂ X0 → R
+ such that ξ(0) = 1 and
Gu(ξ(v), v) = 0 when v ∈ B(0, ǫ). Since Gu(ξ(v), v) = (ξ(v))
qφ′u−v(ξ(v)), this implies that
φ′u−v(ξ(v)) = 0 that is ξ(v)(u− v) ∈ Nµ for all v ∈ B(0, ǫ). We have
∂
∂t
Gu(ξ(v), v) =
(
nθ
s
+ q − 1
)
(ξ(v))
nθ
s
+q−2‖u− v‖
nθ
s
− (q + r − 1)(ξ(v))q+r−2
∫
Ω
f(ξ(v)(u− v)+)(u− v)+ dx
− (ξ(v))q+r−1
∫
Ω
f ′(ξ(v)(u − v)+)((u − v)+)2 dx
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and ∂∂tGu(ξ(0), 0) > 0 so by continuity of the map
∂
∂tGu, it is possible to choose ǫ > 0 smaller
enough such that ∂∂tGu(ξ(v), v) > 0 for v ∈ B(0, ǫ). This implies ξ(v)(u − v) ∈ N
+
µ for
v ∈ B(0, ǫ). 
Remark 1. It is easy to see that Lemma 4.1 holds if N+µ is replaced by Nµ.
Under the assumption µ ∈ (0, µ0) and with the help of Lemma 3.3 we know that N
+
µ ∪N
0
µ =
N+µ ∪ {0} is a closed set in X0. By virtue of Lemma 3.4, let us set
Υ+µ = inf
u∈N+µ ∪{0}
Iµ(u).
Then we can apply the Ekeland variational principle to obtain a miminizing sequence {uk} ⊂
N+µ ∪ {0} which satisfies the following conditions
Υ+µ ≤ Iµ(uk) ≤ Υ
+
µ +
1
k
(4.1)
Iµ(u) ≥ Iµ(uk)−
1
k
‖u− uk‖, for all u ∈ N
+
µ ∪ {0}.(4.2)
Our aim is to prove that Υ+µ is achieved by Iµ over N
+
µ ∪ {0} which, in turn, will give us our
first solution to the problem (Pµ).
Lemma 4.2. There exists a constant C0 > 0 such that inf
u∈N+µ
Iµ(u) ≤ −C0. As a consequence,
Υ+µ < −C0.
Proof. Let u ∈ N+µ then using φ
′
u(1) = 0 we can write
Iµ(u) =
(
s(1− q)− nθ
nθ(1− q)
)
‖u‖
nθ
s −
1
1− q
∫
Ω
f(u+)u+ dx−
∫
Ω
F (u+) dx.
Since φ′′u(1) > 0 we get(
s(1− q)− nθ
s
)
‖u‖
nθ
s < −q
∫
Ω
f(u+)u+ dx−
∫
Ω
f ′(u+)(u+)2 dx.
Using this in the definition of Iµ we obtain
(4.3) Iµ(u) <
(
nθ
s − q
nθ
s (1− q)
)∫
Ω
f(u+)u+ dx−
s
nθ(1− q)
∫
Ω
f ′(u+)(u+)2 dx−
∫
Ω
F (u+) dx.
Consider the function
ρ(l) =
(
nθ
s − q
nθ
s (1− q)
)
f(l)l −
s
nθ(1− q)
f ′(l)l2 − F (l), for l > 0.
With some computations, we get that
f ′(l)l = f(l)
(
r − 1 + βlβ
)
f ′′(l)l2 = f(l)
[
(r − 1)(r − 2) + β2l2β + β (r + β − 1) lβ
]
.
Using this, we have
ρ′(l) =
(
nθ
s − q − 2
nθ
s (1− q)
)
f ′(l)l −
s
nθ(1− q)
f ′′(l)l2 +
q
(
nθ
s − 1
)
nθ(1−q)
s
f(l)
=
(
nθ
s − r
)
(r − 1 + q)
nθ
s (1− q)
f(l) +
β
(
nθ
s − q − 3− r − β
)
nθ
s (1− q)
f(l)lβ − β2
f(l)l2β
nθ
s (1− q)
.
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Since nθs < r and
nθ
s − q− 3− r− β < 0, the first and second term in of ρ
′(l) is negative which
makes ρ′(l) ≤ 0 for all l ∈ R+. Moreover ρ(0) = 0 asserts that ρ(l) ≤ 0 for all l ∈ R+. Next we
can verify that
lim
l→0+
ρ(l)
lr
= −
(
r − nθs
)
(r − 1 + q)
nθ
s (1− q)
and lim
l→+∞
ρ(l)
lr+β exp(lβ)
= −
β
nθ
s (1− q)
.
These two estimates suggests that
ρ(l) ≤ −
(
r − nθs
)
(r − 1 + q)
nθ
s (1− q)
lr exp(lβ)−
β
nθ
s (1− q)
lr+β exp(lβ)
= −1
((
r −
nθ
s
)
(r − 1 + q) + βlβ
)
lr exp(lβ)
nθ
s (1− q)
.
Therefore, from (4.3) it follows that
Iµ(u) < −
∫
Ω
[(
r −
nθ
s
)
(r − 1 + q) + β(u+)β
]
(u+)r exp((u+)β)
nθ
s (1− q)
dx
≤ −C
∫
Ω
(u+)r+β dx
for some positive constant C depending on n, θ, r, q. Now choosing C0 := −C
∫
Ω(u
+)r+β dx,
we obtain inf
u∈N+µ
Iµ(u) ≤ −C0. 
Now in subsequent results, we establish some properties of the sequence {uk} ⊂ N
+
µ obtained
in (4.1) and (4.2) which will help us to obtain compactness of {uk}.
Lemma 4.3. The sequence {uk} obtained in (4.1) and (4.2) is bounded in X0 and there exists
a u0 ∈ X0 \ {0} such that uk ⇀ u0 weakly in X0.
Proof. From (4.1), it follows that Iµ(uk)→ Υ
+
µ as k →∞. By Lemma (3.4), we know that Iµ
is coercive so this implies that {uk} must be essentially bounded over X0. Now from relexivity
of X0, we get that up to a subsequence (still denoted by {uk}), there exists a u0 ∈ X0 such
that uk ⇀ u0 weakly in X0. Using Lemma 4.2 and weak lower semi-continuity of norm, we
obtain
Iµ(u0) ≤ lim inf
k→∞
Iµ(uk) = Υ
+
µ < 0
which implies that u0 6≡ 0. 
Lemma 4.4. Let {uk} ⊂ N
+
µ be the sequence obtained in (4.1) and (4.2) then the following
holds-
(i) lim inf
k→∞
‖uk‖ > 0,
(ii) lim inf
k→∞
[(
nθ
s
+ q − 1
)
‖uk‖
nθ
s − q
∫
Ω
f(u+k )u
+
k dx−
∫
Ω
f ′(u+k )(u
+
k )
2 dx
]
> 0.
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Proof. (i) From (4.1) and Lemma 4.2, we get that Iµ(uk) ≤ −C0+
1
k for each k ∈ N which
implies that φuk(1)−
1
rφ
′
uk
(1) ≤ −C0 +
1
k . Therefore
−C0 +
1
k
≥
(
s
nθ
−
1
r
)
‖uk‖
nθ
s − µ
(
1
1− q
−
1
r
)∫
Ω
(u+)1−q dx
+
(
1
r
∫
Ω
f(u+k )u
+
k dx−
∫
Ω
F (u+k ) dx
)
≥ −µ
(
r + q − 1
r(1− q)
)∫
Ω
(u+k )
1−q dx
using nθs < r and rF (l) ≤ f(l)l. Now applying Ho¨lder inequality along with Sobolev
embedding on right hand side of the above estimate, we obtain
‖uk‖
1−q ≥
(
C1 −
1
k
)
r(1− q)
µ(r + q − 1)
,
where C1 is a positive constant. Hence we can choose k ∈ N large enough so that(
C1 −
1
k
)
> 0 which will give lim inf
k→∞
‖uk‖ > 0.
(ii) We need to prove that
lim inf
k→∞
[(
nθ
s
+ q − 1
)
‖uk‖
nθ
s − q
∫
Ω
f(u+k )u
+
k dx−
∫
Ω
f ′(u+k )(u
+
k )
2 dx
]
> 0.
We assume by contradiction that
(4.4)
(
nθ
s
+ q − 1
)
‖uk‖
nθ
s − q
∫
Ω
f(u+k )u
+
k dx−
∫
Ω
f ′(u+k )(u
+
k )
2 dx = ok(1)
where ok(1) → 0 as k → ∞. Now using the fact that uk ∈ Nµ and substituting the
value of ‖uk‖
nθ
s from φ′uk(1) = 0, we have
ok(1) = −
[(
1−
nθ
s
)∫
Ω
f(u+k )u
+
k dx+
∫
Ω
f ′(u+k )(u
+
k )
2 dx
−µ
(
nθ
s
+ q − 1
)∫
Ω
(u+k )
1−q dx
]
(4.5)
It is easy to verify that
f ′(u+k )(u
+
k )
2 =
(
r − 1 + β(u+k )
β
)
f(u+k )u
+
k =
(
r − 1 + β(u+k )
β
)
(u+k )
r exp((u+k )
β).
From the weak convergence of uk ⇀ u0 as k →∞ in X0 and β <
n
n−s we get that
lim
k→∞
∫
Ω
(u+k )
1−q dx =
∫
Ω
(u+0 )
1−q dx,
lim
k→∞
∫
Ω
f ′(u+k )(u
+
k )
2 dx =
∫
Ω
f ′(u+0 )(u
+
0 )
2 dx,
and lim
k→∞
∫
Ω
f(u+k )u
+
k dx =
∫
Ω
f(u+0 )u
+
0 dx.
Using this and weak lower semicontinuity of norms in (4.4) gives us(
nθ
s
+ q − 1
)
‖u0‖
nθ
s ≤ q
∫
Ω
f(u+0 )u
+
0 dx+
∫
Ω
f ′(u+0 )(u
+
0 )
2 dx
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implying that u0 ∈ Γ0 \ {0}. Therefore, passing on the limit as k →∞ in (4.5), we get
0 =
[(
1−
nθ
s
)∫
Ω
f(u+0 )u
+
0 dx+
∫
Ω
f ′(u+0 )(u
+
0 )
2 dx
−µ
(
nθ
s
+ q − 1
)∫
Ω
(u+0 )
1−q dx
]
≥ Γ0
which contradicts Lemma 3.1.

Recalling Lemma 4.1, we infer that there exists a sequence of differentiable functions
ξk : B(0, ǫk)→ R
+ for some ǫk > 0 satisfying
ξk(0) = 1 and ξk(v)(uk − v) ∈ N
+
µ , for all v ∈ B(0, ǫk).
Lemma 4.5. For µ ∈ (0, µ0) and k ∈ N large enough, |〈ξ
′
k(0), ϕ〉| is uniformly bounded for
any 0 ≤ ϕ ∈ X0, where |〈ξ
′
k(0), ϕ〉| denotes the dual action of the derivative of ξk at zero on
ϕ ∈ X0.
Proof. We have the following two equations satisfied by ξk(v), where v ∈ B(0, ǫ) and uk
‖uk‖
nθ
s − µ
∫
Ω
(u+k )
1−q dx−
∫
Ω
f(u+k )u
+
k dx = 0(4.6)
(ξk(v))
nθ
s ‖uk − v‖
nθ
s − µ(ξk(v))
1−q
∫
Ω
((uk − v)
+)1−q dx(4.7)
− ξk(v)
∫
Ω
f(ξk(v)(uk − v)
+)(uk − v)
+ dx = 0.
For any 0 ≤ ϕ ∈ X0, we choose t > 0 small enough so that tϕ ∈ B(0, ǫk). Now putting v = −tϕ
in (4.7) and subtracting it from (4.6), we obtain
(
ξ
nθ
s
k (tϕ)− 1
)
‖uk + tϕ‖
nθ
s − µ
(
ξ1−qk (tϕ)− 1
) ∫
Ω
((uk + tϕ)
+)1−q dx(4.8)
+ (‖uk + tϕ‖
nθ
s − ‖uk‖
nθ
s )− µ
(∫
Ω
((uk + tϕ)
+)1−q dx−
∫
Ω
(u+k )
1−q dx
)
−
∫
Ω
(
f(ξk(tϕ)(uk + tϕ)
+)(uk + tϕ)
+ − f(u+k )(u
+
k )
)
dx = 0.
We know the following-
(i) lim
t→0+

ξ nθsk (tϕ)− 1
t

 = nθ
s
ξ
nθ
s
−1
k (0)〈ξ
′
k(0), ϕ〉 =
nθ
s
〈ξ′k(0), ϕ〉,
(ii) lim
t→0+
‖uk + tϕ‖
nθ
s − ‖uk‖
nθ
s
t
=
nθ
s
‖uk‖
n
s
(θ−1)A(uk, ϕ), where
A(w1, w2) :=
∫
R2n
|w1(x)− w1(y)|
n
s
−2(w1(x)− w1(y))(w2(x)− w2(y))
|x− y|2n
dxdy.,
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(iii) We estimate the exponential term as follows-
lim
t→0+
∫
Ω
f(ξk(tϕ)(uk + tϕ)
+)(uk + tϕ)
+ − f(u+k )(u
+
k )
t
= lim
t→0+
∫
Ω
f(ξk(tϕ)(uk + tϕ)
+)(uk + tϕ)
+ − f((uk + tϕ)
+)(uk + tϕ)
+
t
+ lim
t→0+
∫
Ω
f((uk + tϕ)
+)(uk + tϕ)
+ − f(u+k )(u
+
k )
t
= 〈ξ′k(0), ϕ〉
∫
Ω
(
f ′(u+k )(u
+
k )
2 + f(u+k )u
+
k
)
dx+
∫
Ω
(f ′(u+k )u
+
k + f(u
+
k ))ϕ dx.
Using the fact that
∫
Ω
((uk + tϕ)
+)1−q dx−
∫
Ω
(u+k )
1−q dx ≥ 0 in (4.8), dividing it by t > 0,
passing through the limit as t→ 0+ and using (i), (ii) and (iii) above, we get
0 ≤
nθ
s
(
〈ξ′k(0), ϕ〉‖uk‖
nθ
s + ‖uk‖
n
s
(θ−1)A(uk, ϕ)
)
− µ(1− q)〈ξ′k(0), ϕ〉
∫
Ω
(u+k )
1−q dx
− 〈ξ′k(0), ϕ〉
∫
Ω
(
f ′(u+k )(u
+
k )
2 + f(u+k )u
+
k
)
dx−
∫
Ω
(f ′(u+k )u
+
k + f(u
+
k ))ϕ dx
= 〈ξ′k(0), ϕ〉
((
nθ
s
+ q − 1
)
‖uk‖
nθ
s +
∫
Ω
(
−qf(u+k )u
+
k − f
′(u+k )(u
+
k )
2
)
dx
)
+
nθ
s
‖uk‖
n
s
(θ−1)A(uk, ϕ)−
∫
Ω
(f ′(u+k )u
+
k + f(u
+
k ))ϕ dx
≤ 〈ξ′k(0), ϕ〉
((
nθ
s
+ q − 1
)
‖uk‖
nθ
s +
∫
Ω
(
−qf(u+k )u
+
k − f
′(u+k )(u
+
k )
2
)
dx
)
+
nθ
s
‖uk‖
n
s
(θ−1)A(uk, ϕ).
where the second line is obtained using the fact that uk ∈ Nµ. From this estimate, it follows
that
〈ξ′k(0), ϕ〉 ≥
−
nθ
s
‖uk‖
n
s
(θ−1)A(uk, ϕ)(
nθ
s + q − 1
)
‖uk‖
nθ
s +
∫
Ω
(
−qf(u+k )u
+
k − f
′(u+k )(u
+
k )
2
)
dx
.
Therefore, using A(uk, ϕ) ≤ ‖uk‖
n
s
−1‖ϕ‖, boundedness of {uk} in X0 and Lemma 4.4(ii), we
deduce that lim inf
k→∞
〈ξ′k(0), ϕ〉 6= −∞. We now aim to establish that even lim inf
k→∞
〈ξ′k(0), ϕ〉 6=
+∞ which will essentially complete the proof. It is easy to verify that
|ξk(tϕ)− 1|‖uk‖+ ξk(tϕ)‖tϕ‖ ≥ ‖ξk(tϕ)(uk + tϕ)− uk‖
EXISTENCE AND MULTIPLICITY OF SOLUTIONS ... 15
and for large enough k, we may assume that ξk(tϕ) ≥ ξk(0) = 1. Therefore using
uk, ξk(tϕ)(uk + tϕ) ∈ N
+
µ , we obtain the following estimate
(ξk(tϕ)− 1)
‖uk‖
k
+ ξk(tϕ)
‖tϕ‖
k
≥
‖ξk(tϕ)(uk + tϕ)− uk‖
k
≥ Iµ(uk)− Iµ(ξk(tϕ)(uk + tϕ))
=
(
s
nθ
−
µ
1− q
)(
‖uk‖
nθ
s − ‖uk + tϕ‖
nθ
s
)
+
(
s
nθ
−
µ
1− q
)
‖uk + tϕ‖
nθ
s
(
1− ξ
nθ
s
k (tϕ)
)
+
µ
1− q
∫
Ω
(
f(u+k )u
+
k − f(ξk(tϕ)(uk + tϕ)
+)ξk(tϕ)(uk + tϕ)
+
)
dx
+
∫
Ω
(F (ξk(tϕ)(uk + tϕ))− F (uk)) dx.
(4.9)
The following is easy to verify with some computations-
(i) lim
t→0+
∫
Ω
f(u+k )u
+
k − f(ξk(tϕ)(uk + tϕ)
+)ξk(tϕ)(uk + tϕ)
+
t
= −〈ξ′k(0), ϕ〉
∫
Ω
(
f ′(u+k )(u
+
k )
2 + f(u+k )u
+
k
)
dx−
∫
Ω
(
f ′(u+k )u
+
k + f(u
+
k )
)
ϕ dx,
(ii) lim
t→0+
∫
Ω
F (ξk(tϕ)(uk + tϕ))− F (uk)
t
= 〈ξ′k(0), ϕ〉
∫
Ω
f(u+k )u
+
k dx+
∫
Ω
f(u+k )ϕ dx.
Therefore dividing (4.9) by t > 0 and passing through limit t→ 0+ we obtain
(ξk(tϕ)− 1)
‖uk‖
k
+ ξk(tϕ)
‖tϕ‖
k
≤ 〈ξ′k(0), ϕ〉
[
−
(
s
nθ
−
1
1− q
)
nθ
s
‖uk‖
nθ
s −
1
1− q
∫
Ω
(
f ′(u+k )(u
+
k )
2 + qf(u+k )u
+
k
)
dx
]
+
[
−
(
s
nθ
−
1
1− q
)
nθ
s
‖uk‖
n
s
(θ−1)A(uk, ϕ)−
1
1− q
∫
Ω
(
f ′(u+k )u
+
k + qf(u
+
k )
)
ϕ dx
]
.
This implies that
‖ϕ‖
k
≥
〈ξ′k(0), ϕ〉
1− q
[
−
(
nθ
s
− 1 + q
)
‖uk‖
nθ
s −
∫
Ω
(
f ′(u+k )(u
+
k )
2 + qf(u+k )u
+
k
)
dx−
(1− q)‖uk‖
nθ
s
k
]
+
1
1− q
(
nθ
s
− 1 + q
)
‖uk‖
n
s
(θ−1)A(uk, ϕ)−
1
1− q
∫
Ω
(
f ′(u+k )u
+
k + qf(u
+
k )
)
ϕ dx.
From this estimate, we can conclude that lim inf
k→∞
〈ξ′k(0), ϕ〉 6= +∞ because otherwise
boundedness of {uk} in X0 and Lemma 4.4(ii) will give a contradiction. This completes the
proof. 
Lemma 4.6. Let µ ∈ (0, µ0) and {uk} ⊂ N
+
µ be the sequence obtained in (4.1) and (4.2) then
for any ϕ ∈ X0, the following holds
(i) (u+k )
−qϕ ∈ L1(Ω),
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(ii) As k →∞, we have(
‖uk‖
n
s
(θ−1)
)∫
R2n
|uk(x)− uk(y)|
n
s (uk(x)− uk(y))(ϕ(x) − ϕ(y))
|x− y|2n
dxdy
− µ
∫
Ω
(u+k )
−qϕ dx−
∫
Ω
f(u+k )ϕ dx = ok(1).
Proof. At first we assume 0 ≤ ϕ ∈ X0 and recalling (4.9), we consider
(ξk(tϕ)− 1)
‖uk‖
k
+ ξk(tϕ)
‖tϕ‖
k
≥ Iµ(uk)− Iµ(ξk(tϕ)(uk + tϕ))
= −
s
nθ
(
ξ
nθ
s
k (tϕ)− 1
)
‖uk‖
nθ
s +
s
nθ
ξ
nθ
s
k (tϕ)
(
‖uk‖
nθ
s − ‖uk + tϕ‖
nθ
s
)
+
µ
1− q
(
ξ1−qk (tϕ)− 1
) ∫
Ω
((uk + tϕ)
+)1−q dx+
µ
1− q
∫
Ω
(
((uk + tϕ)
+)1−q − (u+k )
1−q
)
dx
+
∫
Ω
(F (ξk(tϕ)(uk + tϕ))− F (uk)) dx.
On dividing the above estimate by t > 0 and then passing through the limit as t → 0+, we
obtain
〈ξ′k(0), ϕ〉
‖uk‖
k
+
‖ϕ‖
k
≥ −〈ξ′k(0), ϕ〉
[
‖uk‖
nθ
s − µ
∫
Ω
(u+k )
1−q dx− f(u+k )u
+
k dx
]
− ‖uk‖
n
s
(θ−1)A(uk, ϕ)
+
∫
Ω
f(u+k )ϕ dx+
µ
1− q
lim inf
t→0+
∫
Ω
((uk + tϕ)
+)1−q − (u+k )
1−q
t
dx
= −‖uk‖
n
s
(θ−1)A(uk, ϕ) +
∫
Ω
f(u+k )ϕ dx+
µ
1− q
lim inf
t→0+
∫
Ω
((uk + tϕ)
+)1−q − (u+k )
1−q
t
dx,
since uk ∈ Nµ. Since ((uk + tϕ)
+)1−q − (u+k )
1−q ≥ 0, using Fatou’s Lemma we infer that
lim inf
t→0+
∫
Ω
((uk + tϕ)
+)1−q − (u+k )
1−q
t
dx ≥ (1− q)
∫
Ω
(u+k )
−qϕ dx.
Therefore using the above estimate, we conclude that
µ
∫
Ω
(u+k )
−qϕ dx ≤
〈ξ′k(0), ϕ〉‖uk‖+ ‖ϕ‖
k
+ ‖uk‖
n
s
(θ−1)A(uk, ϕ) −
∫
Ω
f(u+k )ϕ dx
≤
〈ξ′k(0), ϕ〉‖uk‖+ ‖ϕ‖
k
+ ‖uk‖
n
s
(θ−1)A(uk, ϕ),
from where (i) follows using the boundedness of {uk} in X0. Since it holds
〈ξ′k(0), ϕ〉
‖uk‖
k
+
‖tϕ‖
k
≥ −‖uk‖
n
s
(θ−1)A(uk, ϕ) +
∫
Ω
f(u+k )ϕ dx+ µ
∫
Ω
(u+k )
−qϕ dx,
using Lemma 4.5 and passing k →∞ in the above estimate, we get
(4.10) ‖uk‖
n
s
(θ−1)A(uk, ϕ) −
∫
Ω
f(u+k )ϕ dx− µ
∫
Ω
(u+k )
−qϕ dx ≥ ok(1).
Now we aim at proving that (4.10) holds for any ϕ ∈ X0 which will essentially establish (ii).
So let ψ ∈ X0 and ǫ > 0 be given then we define wǫ := u
+
k + ǫψ. We know that (4.10) holds
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true by taking ϕ = w+ǫ which gives us
(4.11) ok(1) ≤ ‖uk‖
n
s
(θ−1)A(uk, wǫ+w
−
ǫ )−
∫
Ω
f(u+k )(wǫ+w
−
ǫ ) dx−µ
∫
Ω
(u+k )
−q(wǫ+w
−
ǫ ) dx.
We can rewrite the following term as
A(uk, wǫ + w
−
ǫ ) = A(uk, u
+
k ) + ǫA(uk, ψ) +A(uk, w
−
ǫ ) ≤ ‖uk‖
n
s + ǫA(uk, ψ) +A(uk, w
−
ǫ ),
using the fact that
(uk(x)− uk(y))(u
+
k (x)− u
+
k (y)) ≤ |uk(x)− uk(y)|
2, for a.e. x, y ∈ Rn.
With this, (4.11) reduces to
ok(1) ≤
[
‖uk‖
nθ
s − µ
∫
Ω
(u+k )
1−q dx− f(u+k )u
+
k dx
]
+ ǫ
[
‖uk‖
n
s
(θ−1)A(uk, ψ) −
∫
Ω
f(u+k )ψ dx− µ
∫
Ω
(u+k )
−qψ dx
]
+
[
‖uk‖
n
s
(θ−1)A(uk, w
−
ǫ )−
∫
Ω
f(u+k )w
−
ǫ dx− µ
∫
Ω
(u+k )
−qw−ǫ dx
]
= ǫ
[
‖uk‖
n
s
(θ−1)A(uk, ψ)−
∫
Ω
f(u+k )ψ dx− µ
∫
Ω
(u+k )
−qψ dx
]
+
[
‖uk‖
n
s
(θ−1)A(uk, w
−
ǫ )−
∫
Ω
f(u+k )w
−
ǫ dx− µ
∫
Ω
(u+k )
−qw−ǫ dx
]
≤ ǫ
[
‖uk‖
n
s
(θ−1)A(uk, ψ)−
∫
Ω
f(u+k )ψ dx− µ
∫
Ω
(u+k )
−qψ dx
]
+ ‖uk‖
n
s
(θ−1)A(uk, w
−
ǫ )
(4.12)
where the second line is due to uk ∈ Nµ and the third inequality is due to w
−
ǫ ≥ 0 on Ω. Now
we claim that
lim
ǫ→0+
A(uk, w
−
ǫ ) = 0.
We know that w−ǫ = −(u
+
k + ǫψ) on Ω
−
ǫ := {x ∈ Ω : wǫ ≤ 0} and for a.e. x, y ∈ R
n,
(uk(x)− uk(y))(u
+
k (x)− u
+
k (y)) ≥ |u
+
k (x)− u
+
k (y)|
2.
Setting
gk,ǫ(x, y) =
|uk(x)− uk(y)|
n
s
−2(uk(x)− uk(y))(w
−
ǫ (x)− w
−
ǫ (y))
|x− y|2n
,
and hk(x, y) =
|uk(x)− uk(y)|
n
s
−2(uk(x)− uk(y))(ψ(x) − ψ(y))
|x− y|2n
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we note that
A(uk, w
−
ǫ ) =
∫
Ω−ǫ
∫
Ω−ǫ
gk,ǫ(x, y) dxdy + 2
∫
Ω−ǫ
∫
Rn\Ω−ǫ
gk,ǫ(x, y) dxdy
≤ −
∫
Ω−ǫ
∫
Ω−ǫ
|uk(x)− uk(y)|
n
s
−2|u+k (x)− u
+
k (y)|
2
|x− y|2n
dxdy − ǫ
∫
Ω−ǫ
∫
Ω−ǫ
hk(x, y)dxdy
− 2
∫
Ω−ǫ
∫
Rn\Ω−ǫ
|uk(x)− uk(y)|
n
s
−2|u+k (x)− u
+
k (y)|
2
|x− y|2n
dxdy
− 2ǫ
∫
Ω−ǫ
∫
Rn\Ω−ǫ
hk(x, y)dxdy
≤ −ǫ
(∫
Ω−ǫ
∫
Ω−ǫ
hk(x, y) dxdy + 2
∫
Ω−ǫ
∫
Rn\Ω−ǫ
hk(x, y) dxdy
)
≤ ǫ
(∫
Ω−ǫ
∫
Ω−ǫ
|hk(x, y)| dxdy + 2
∫
Ω−ǫ
∫
Rn\Ω−ǫ
|hk(x, y)| dxdy
)
.
(4.13)
Using Ho¨lder inequality and boundedness of {‖uk‖}, we get
(4.14)
∫
Ω−ǫ
∫
Ω−ǫ
|hk(x, y)| dxdy ≤ C
(∫
Ω−ǫ
∫
Ω−ǫ
|ψ(x) − ψ(y)|
n
s
|x− y|2n
dxdy
) s
n
where C > 0 is a constant. Since meas(Ω−ǫ ) → 0 as ǫ → 0
+ and ψ ∈ X0 ⊂ L
n
s (Rn), so (4.14)
suggests that
(4.15) lim
ǫ→0+
∫
Ω−ǫ
∫
Ω−ǫ
|hk(x, y)| dxdy = 0.
Similarly we also have
(4.16)
∫
Ω−ǫ
∫
Rn\Ω−ǫ
|hk(x, y)| dxdy ≤ C
(∫
Ω−ǫ
∫
Rn\Ω−ǫ
|ψ(x) − ψ(y)|
n
s
|x− y|2n
dxdy
) s
n
.
Since ψ ∈ X0 ⊂ L
n
s (Rn), we have (ψ(x)−ψ(y))|x−y|2s ∈ L
n
s (R2n). Then for any δ > 0 there exists a
Rδ > 0 large enough such that(∫
Supp(ψ)
∫
Rn\B(0,Rδ)
|ψ(x)− ψ(y)|
n
s
|x− y|2n
dxdy
) s
n
<
δ
2
.
Also, Ω−ǫ ⊂ Supp(ψ) and meas(Ω
−
ǫ ×B(0, Rδ))→ 0 as ǫ→ 0
+ which implies that there exists
a ρδ > 0 and ǫδ > 0 such that
meas(Ω−ǫ ×B(0, Rδ)) < ρδ and
(∫
Ω−ǫ
∫
B(0,Rδ)
|ψ(x)− ψ(y)|
n
s
|x− y|2n
dxdy
) s
n
<
δ
2
when ǫ ∈ (0, ǫδ). Combining these, we obtain(∫
Ω−ǫ
∫
Rn
|ψ(x) − ψ(y)|
n
s
|x− y|2n
dxdy
) s
n
< δ
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for ǫ ∈ (0, ǫδ). As a consequence, putting these in (4.16), we have
(4.17) lim
ǫ→0+
∫
Ω−ǫ
∫
Rn\Ω−ǫ
|hk(x, y)| dxdy = 0.
Finally dividing (4.13) by ǫ > 0, passing ǫ→ 0+ and using (4.15) and (4.17), we get
(4.18) lim
ǫ→0+
A(uk, w
−
ǫ ) ≤ 0.
Hence dividing (4.12) by ǫ > 0 and passing through the limit ǫ→ 0+, we get as k →∞
ok(1) ≤ ‖uk‖
n
s
(θ−1)A(uk, ψ)−
∫
Ω
f(u+k )ψ dx− µ
∫
Ω
(u+k )
−qψ dx
which finishes the proof of (ii) due to arbitrariness of ψ. 
We now establish the existence of first solution to (Pµ).
Theorem 4.7. (Pµ) admits a non negative weak solution u0 ∈ N
+
µ when µ ∈ (0, µ0) such that
Iµ(u0) = Υ
+
µ .
Proof. Let µ ∈ (0, µ0) and {uk} ⊂ N
+
µ be the sequence obtained in (4.1) and (4.2). Then from
Lemma 4.3, we know that the sequence {uk} is bounded in X0 and there exists a u0 ∈ X0 \{0}
such that uk ⇀ u0 weakly in X0, strongly in L
p(Ω) for p ∈ [1,∞) and uk → u0 point wise a.e.
in Ω. Taking ϕ = u−k in Lemma 4.6(ii) we get
lim
k→∞
[(
‖uk‖
n
s
(θ−1)
)∫
R2n
|uk(x)− uk(y)|
n
s (uk(x)− uk(y))(u
−
k (x)− u
−
k (y))
|x− y|2n
dxdy
]
= 0.
Using the inequality
(uk(x)− uk(y))(u
−
k (x)− u
−
k (y)) ≤ −|u
−
k (x)− u
−
k (y)|
2
for a.e. x, y ∈ Rn in the above equation, we get
lim
k→∞
[(
‖uk‖
n
s
(θ−1)
)∫
R2n
|uk(x)− uk(y)|
n
s |u−k (x)− u
−
k (y)|
2
|x− y|2n
dxdy
]
≤ 0.
It is easy to verify that for a.e. x, y in Rn,
|uk(x)− uk(y)|
n
s |u−k (x)− u
−
k (y)|
2 ≥ |u−k (x)− u
−
k (y)|
n
s
which on inserting in the above equation gives
lim
k→∞
‖uk‖
n
s
(θ−1)‖u−k ‖
n
s ≤ 0.
This implies that limk→∞ ‖u
−
k ‖ = 0, since limk→∞ ‖uk‖ 6= 0 in view of Lemma 4.3. Therefore,
w.l.o.g. we assume that the sequence {uk} is infact a sequence of non-negative functions and
so we can assume that u0 ≥ 0 in R
n. Using Theorem 4.9 of [6], we get that there exists a
h ∈ Lp(Ω) for fixed p ∈ [1,∞) such that uk ≤ h for all k ∈ N. This implies that u
1−q
k ≤ h
1−q
for all k ∈ N, therefore using Lebesgue dominated convergence theorem along with Ho¨lder
inequality it follows that
(4.19) lim
k→∞
∫
Ω
u1−qk dx =
∫
Ω
u1−q0 dx.
Moreover, since u−qk ϕ ∈ L
1(Ω) for any ϕ ∈ X0 using Lemma 4.6(i), we use the Fatou’s Lemma
to get
(4.20)
∫
Ω
u1−q0 dx ≤ lim inf
k→∞
∫
Ω
u−qk u0 dx.
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Suppose ‖uk‖ → d > 0 as k →∞. By a.e. pointwise convergence of uk to u0 and Brezis Lieb
Lemma, we get that
(4.21) ‖uk‖
n
s = ‖uk − u0‖
n
s + ‖u0‖
n
s + ok(1).
Also since β < nn−s , we can use compactness of Moser-Trudinger embedding to get that
(4.22) lim
k→∞
∫
Ω
f(uk)(uk − u0) dx = 0.
Now from (4.21), (4.22) and Lemma 4.6, it follows that as k →∞
ok(1) =
(
‖uk‖
n
s
(θ−1)
) ∫
R2n
|uk(x)− uk(y)|
n
s (uk(x)− uk(y))((uk − u0)(x)− (uk − u0)(y))
|x− y|2n
dxdy
− µ
∫
Ω
(uk)
−q(uk − u0) dx−
∫
Ω
f(uk)(uk − u0)dx
=
(
d
n
s
(θ−1)
)
(d
n
s − ‖u0‖
n
s )− µ
∫
Ω
(uk)
−q(uk − u0) dx
=
(
d
n
s
(θ−1)
)
‖uk − u0‖
n
s − µ
∫
Ω
(uk)
−q(uk − u0) dx ≥
(
d
n
s
(θ−1)
)
‖uk − u0‖
n
s ,
where we used (4.19) and (4.20) to get the last inequality. Therefore it must be d = 0 or
lim
k→∞
‖uk−u0‖
n
s = 0 which anyway suggests that uk → u0 strongly inX0. From this, considering
{uk} ⊂ N
+
µ ⊂ Nµ we infer that u0 ∈ Nµ. Passing limits in Lemma 4.4 (ii), we obtain that(
nθ
s
+ q − 1
)
‖u0‖
nθ
s − q
∫
Ω
f(u0)u0 dx−
∫
Ω
f ′(u0)(u0)
2 dx > 0
that is u0 ∈ N
+
µ . We also deduce that
Υ+µ ≤ Iµ(u0) = lim
k→∞
Iµ(uk) = υ
+
µ
that is u0 achieves Υ
+
µ .
Now we will show that u0 is a positive weak solution of (Pµ). Passing on the limits in Lemma
4.6 (ii) and using Fatou’s lemma as in (4.20), we infer that for any 0 ≤ ϕ ∈ X0 it holds that(
‖u0‖
n
s
(θ−1)
)∫
R2n
|u0(x)− u0(y)|
n
s (u0(x)− u0(y))(ϕ(x) − ϕ(y))
|x− y|2n
dxdy
− µ
∫
Ω
u−q0 ϕ dx−
∫
Ω
f(u0)ϕ dx ≥ 0.(4.23)
So we take any ϕ ∈ X0, then we define wǫ := u
+
0 +ǫϕ for ǫ > 0 and consider w
+
ǫ as test function
in (4.23). Now repeating the steps (4.11) to (4.18) with uk replaced by u0, we can establish
that (4.23) holds for any ϕ ∈ X0. Further, (4.23) gives that u
−q
0 ϕ ∈ L
1(Ω) for any ϕ ∈ X0 and
thus arbitrariness of ϕ ∈ X0 along with u0 satisfying (4.23) gives us that it solves (Pµ) weakly.
We already have u0 ≥ 0 a.e. in R
n and since 0 /∈ N+µ , u0 6≡ 0. This completes the proof. 
5. Existence of second solution
This section is devoted to solving a minimization problem on N−µ and hence establishing
existence of second solution to (Pµ).
On a similar note to Lemma 4.1, we also have the following Lemma.
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Lemma 5.1. For every u ∈ N−µ and µ ∈ (0, µ0), there exists a positive real number ǫ and a
differentiable function ξ˜ : B(0, ǫ) ⊂ X0 → R
+ such that
ξ˜(v) > 0, ξ˜(0) = 1, ξ˜(v)(u − v) ∈ N−µ , for all v ∈ B(0, ǫ).
Proof. For u ∈ N−µ , we have φ
′
u(1) = 0 and φ
′′
u(1) < 0. This gives(
nθ
s
+ q − 1
)
‖u‖
nθ
s − q
∫
Ω
f(u+)u+ dx−
∫
Ω
f ′(u+)(u+)2 dx < 0
which suggests that u ∈ Γ \ {0}, where we use the fact that µ ∈ (0, µ0). Now by Remark 1, we
deduce that there exists an ǫ > 0 and a differentiable function ξ˜ : B(0, ǫ) ⊂ X0 → R such that
ξ˜(0) = 1 and ξ˜(v)(u− v) ∈ Nµ, ∀ v ∈ B(0, ǫ).
We use the fact that φ′′
ξ˜(0)(u−0)
(1) < 0 and the continuity of maps ξ˜ and φ′′
ξ˜(v)(u−v)
to conclude
that there exists a ǫ > 0(chosen even smaller, if necessary) such that
ξ˜(v)(u− v) ∈ N−µ , ∀ v ∈ B(0, ǫ).
This completes the proof. 
Now we define th following
Υ−µ = inf
v∈N−µ
Iµ(v).
Theorem 5.2. (Pµ) admits a non negative weak solution v0 ∈ N
−
µ when µ ∈ (0, µ0) such that
Iµ(v0) = Υ
−
µ .
Proof. We begin with proving that N−µ is a closed set. To prove this, it is enough to show
that there exists a C0 > 0 such that ‖v‖ ≥ C0 for all v ∈ N
−
µ . Suppose not then there exists
a sequence {vk} ⊂ N
−
µ such that ‖vk‖ → 0 as k → ∞. But φ
′′
vk
(1) < 0 gives that there exists
constants C1, C2 > 0 such that(
nθ
s
+ q − 1
)
‖vk‖
nθ
s ≤ C1‖vk‖
r + C2‖vk‖
r+β
which gives a contradiction since r > nθs . Therefore we can apply the Ekeland Variational
principle to assert that there exists a sequence {vk} ⊂ N
−
µ such that
Υ−µ ≤ Iµ(vk) ≤ Υ
−
µ +
1
k
Iµ(v) ≥ Iµ(vk)−
1
k
‖v − vk‖, for all v ∈ N
−
µ ∪ {0}.
So {vk} is a minimizing sequence for Iµ at Υ
−
µ . As in Lemma 5.1, we obtain that {vk} ⊂ Γ\{0}.
Following proof of Lemma 4.3, it is easy to verify that {vk} is bounded in X0. Therefore, there
exists a v0 ∈ X0 \ {0} such that
vk ⇀ v0 weakly in X0 and vk → v0 strongly in L
r(Ω) as k →∞
for any r ≥ 1. Now using Lemma 5.1 and realising that Lemma 4.6 holds for {vk} replaced
with {uk}, we follow the proof of Theorem 4.7 to obtain that v ≥ 0 a.e. in R
n, v0 ∈ N
−
µ and
it solves (Pµ) weakly such that Υ
−
µ = Iµ(v0). This finishes the proof. 
Proof of Theorem 2.2: The proof of this main result follows as a consequence of Theorem
4.7 and Theorem 5.2.
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