In the paper an algorithm and computer code for the identification of the hysteresis parameters of the Jiles-Atherton model have been presented. For the identification the particle swarm optimization method (PSO) has been applied. In the optimization procedure five design variables has been assumed. The computer code has been elaborated using Delphi environment. Three types of material have been examined. The results of optimization have been compared to experimental ones. Selected results of the calculation for different material are presented and discussed.
Introduction
The model presented by D. Jiles and D. Atherton is a full physical model describing magnetic hysteresis [7, 8] . The application of this model makes it possible to illustrate the magnetization vector and the ferromagnetic loss of a specific magnetic material. A general problem for Jiles-Atherton model is its parameters identification. Usually, the identification is performed on the basis of measurements and consist in determining the five parameters which explicitly describe the hysteresis curve of a given material [13] .
The particle swarm optimization (PSO) method is an efficient non-deterministic algorithm. The PSO method was introduced by J. Kennedy and R. Eberhart in the year 1995 [9] . Since then, the PSO algorithm has been successfully applied to solve many different problems, for examples: flowshop scheduling [22] , TEAM 22 workshop problem [17] , traveling salesman problem [18] , optimal design in technology tasks [4, 6, 14, 15] and also identification of the parameters of Jiles-Atherton hysteresis model [13] .
In the literature it is possible to find many papers concerning optimization of the hysteresis loop parameters. In these papers different approaches for optimization of parameters for the Jiles-Atherton model are applied: genetic algorithm [24] , neutral networks [21] and simulated annealing [3] . This paper presents the algorithm and computer code to make identification of the parameters of the Jiles-Atherton model on the basis of experimental results. The algorithm has been elaborated using PSO method. The identification is based on minimizing the objective function characterizing the difference between the Jiles-Atherton model and the measured hysteresis loop. The hysteresis loop for different magnetic material has been determined.
Jiles-Atherton hysteresis method
In the Jiles-Atherton model [2, 7, 12, 19] , it is assumed that the magnetization M of a material is caused by the factors representing reversible M rev and irreversible M irr processes during the magnetization of the core:
The irreversible process occurring in the course of magnetization is described by a following differential equation:
M an is a non-hysteresis curve described by:
Here, k h and α are the factors depending on material parameters [8] , a is the shape factor, M sat is the saturation magnetization.
In the elaborated model, it is assumed that the reversible process is described by the equation:
where c is the factor depending on the type of material.
Substituting (4) into (1), after differentiation the following expression is obtained:
When modeling the voltage forced magnetic field, it is necessary to calculate the field intensity on the basis of magnetic flux density. Such situation occurs in the FEM algorithms when a vector magnetic potential formulation is used. Then, instead of the derivative of M with respect to the field intensity, its derivative with respect to the magnetic flux density is determined, i.e.: (5) and (6), i.e. to determine the magnetization M, the numerical Runge-Kutta method for solving differential equations has been used.
The particle swarm optimization method
The PSO is a part of wide category of swarm intelligence methods [5] . This method is based on the observation of the social behavior of animals such as bird flocking and fish shoal [9] . In this method, the cooperation and sharing experience with all individuals are used. The swarm consists of individuals which are called particles or agents [10] . In PSO algorithm, the particles wander through a multidimensional search space. Each particle has a position and velocity. The particles learn from their own past experience. This is because each particle remembers its best individual position i L p in the previous time steps, i.e. the position with the optimal value of the objective function (i is the number of particle). This own experience in the PSO is named the cognitive component [10, 11] . Furthermore, in each step, the particles know the position of the leader, i.e the position p G of the best particle in the swarm. The animals share information with all particles from the flock. The communication between animals in the group constitutes in PSO so called social component [1] . In a PSO process, each particle represents an acceptable solution to the considered problem. The block diagram of the algorithm is shown in Fig. 1 . The first procedure of the PSO algorithm is initiation. In this procedure the vectors of positions i 0
x and velocities i 0 v of each particle are assumed. These vectors can be determined randomly or predetermined in j-dimensional search space [23] , where j is the number of design variables. In the next step the evaluation of each particle according to the objective function (called the fitness function) is carried out. Then, the best particle position p G can be found. For each individual the objective function is compared with the objective function in the previous step. If the current value is better than the previous one then the value of i L p is updated.
In the next stage the vectors of velocity x are updated. In order to calculate velocity for the j-th search direction, the following formula is used:
where k is the number of time step, 1 w is the weight of inertia,
are the components of velocity and position of the particle, respectively, , 
The optimization procedure
The algorithm and computer code for identification of the hysteresis parameters of the Jiles-Atherton model has been elaborated. In order to optimize these parameters, the PSO algorithm has been employed. The optimization task was defined as follows: for the known hysteresis loop derived from measurement, the parameters which enable the best representation of the Jiles-Atherton model have to be found. The hysteresis loop is described by five 
These variables ( ) j s form the dimensionless, normalized vector s. Usually the objective function is referred to the difference between measured and simulated values of magnetic field intensities for given values of magnetic flux density [13] . However such a type of objective function does not ensure the convergence to the correct solution. Therefore, in the paper, a modified objective function has been proposed. It is composed of three terms: The first term concerns the magnetic field intensity; the second one is referred to the difference between the areas of the simulated and measured hysteresis loops. The last term concerns the maximum points (vertexes) of the loops. The dimensionless objective function for each particle has been defined as follows: where:
Here s is the vector composed of five variables ( ), are the maximum and minimum values of magnetic field intensity for the measured and simulated hysteresis loops, respectively.
The measurement of the hysteresis loop
Special equipment for measuring the hysteresis loop has been applied. The block diagram of the equipment is shown in Fig. 2 . There are a ring sample, the DC power supply LPS-305, the fluxometer Lake Shore model 480 and a computer which controls the work of the equipment. The fluxometer and power supply are adapted to connect with a computer by RS 232C port. All ring samples of materials have been examined using the computer controlled experimental setup - Fig. 3 . Fig. 3 . The computer controlled experimental setup
Optimization results
In order to validate the elaborated algorithm and computer code, three types of material have been studied: (a) supranhyster [20] [11] . In the considered problem, the convergence of the calculations strongly depends on the initiation points. In order to avoid this fact, the authors proposed an efficient algorithm comprising two main stages. In the first stage, the calculations have been repeated 1 N times for different start locations of the particles in the search space. After calculations, the leader, i.e. the best particle in the swarm has been determined. In the second stage, the leader from the first stage has been put into the initial population. The rest of the particles in the initial population have been determined randomly. The calculations have been repeated 2 N times. In this case the randomly located particles move towards the leader from the first stage and search area around his position.
The set of optimal parameters for supranhyster are listed in Table 1 . The measured and simulated hysteresis loops for this material are presented in Figure 4 . As it can be seen from Figure 4 , there is a very good conformity between measured and simulated results. Figure 5 illustrates the measured and simulated hysteresis loop for St 45 steel. The values of the design variables obtained from optimization procedure are presented in Table 2 . The measured and optimized hysteresis loops for ferrite K 2004 are presented in Figure 6 . The set of optimum parameters for ferrite K 2004 are shown in Table 3 . 
