Introduction and Notation. The goal of this paper is to present the beginnings of a theory of real algebraic geometry for noncommutative rings. For a basic introduction to the commutative theory, see Lam [L]. The word field will be used in this paper to mean a (generally noncommutative) skewfield; we shall specify a commutative field when we need to. R will denote a noncommutative ring with 1. We shall define a concept of ordering for R which we show behaves properly with respect to orderings of "residue fields" and generalizes the usual concepts of orderings for fields and commutative rings. In the final section, we take a brief look at the real spectrum. The complications of this theory can be avoided for special classes of noncommutative rings such as Ore domains (see, for example, [P]).
Introduction and Notation. The goal of this paper is to present the beginnings of a theory of real algebraic geometry for noncommutative rings. For a basic introduction to the commutative theory, see Lam [L] . The word field will be used in this paper to mean a (generally noncommutative) skewfield; we shall specify a commutative field when we need to. R will denote a noncommutative ring with 1. We shall define a concept of ordering for R which we show behaves properly with respect to orderings of "residue fields" and generalizes the usual concepts of orderings for fields and commutative rings. In the final section, we take a brief look at the real spectrum. The complications of this theory can be avoided for special classes of noncommutative rings such as Ore domains (see, for example, [P] ).
Let M (R) denote the set of all square matrices over R. The notation (a|A) will be used to denote an augmented matrix with a as the first column and A as the remainder of the matrix. The basic concepts for noncommutative algebraic geometry which we use are due to P. M. Cohn [Co1, Co2, Co3] and we shall generally use his notation. In addition to the usual matrix operations, we will use A B to denote the matrix A 0 0 B . If two matrices A and B are identical except for one row (or one column), then A B denotes the matrix identical to A and B in all entries except that the entries in the special row (column) are added. Note that for commutative rings R, we have det(A B) = det A+det B. For this reason, the operation is referred to as the determinantal sum. Cohn has shown that, in analogy to the residue field of a localization of a commutative ring at a prime ideal, one can study epic R-fields. These are fields generated by the homomorphic image of R inside them. They are determined, not by a prime ideal, but by a "prime matrix ideal" ℘. We shall denote the corresponding epic R-field by K(℘); the matrix ideal ℘ is called the singular kernel of the mapping from R to K(℘).
An n × n matrix A is called nonfull if A = BC, where B is n × r, C is r × n and r < n. A matrix ideal is a subset ℘ of M(R) which contains all nonfull matrices, is closed under and when defined, and contains a matrix A whenever it contains A 1. A matrix ideal ℘ is called a prime matrix ideal if it is a proper subset of M (R) and satisfies A B ∈ ℘ =⇒ A ∈ ℘ or B ∈ ℘.
The real theory. We now look at how orderings can be included in the algebraic geometry developed by Cohn. We thank Jim Madden for pointing out that some of these ideas were developed earlier (and independently) by Gábor Révész [R] . His approach and goals are somewhat different than ours, but a maximal matrix cone in his paper can be seen to be equivalent to a matrix ordering as defined below. Our approach will be far more natural for anyone familiar with the commutative Typeset by A M S-T E X theory. Also, we provide a proof for the fundamental result showing that the matrix orderings of R with center ℘ are in one-to-one correspondence with the orderings of K(℘); there appears to be a large gap in Révész proof [R, Prop. 6 and Corollary] . (See Theorem 5 below.)
The fundamental idea is to think of how the Dieudonné determinant would behave if it were defined for rings. We shall see that for fields, the Dieudonné determinant induces a one-to-one correspondence between matrix orderings and ordinary orderings.
We write 1 and −1 for the matrices [1] and [−1]. (R) .
(O6) ℘ = P ∩ −P is a prime matrix ideal. It will be called the center of P .
It is not hard to show that the last two items in the definition of matrix ordering imply the last two items in the definition of matrix preordering. The set −P can be defined in several different ways. The one above seems natural since the nonfull matrices fulfill a roll much like that of zero. In particular, a square matrix over a field is nonfull iff its Dieudonné determinant is zero. Two equivalent ways of writing −P are included in our list of consequences of these definitions, both of which are much more useful in practice..
Other properties of matrix preorderings and orderings:
(1) For any matrix preordering T , we have
Proof. One containment is clear since (0|A ) is nonfull. For the converse, we may assume A = (a|A ) ∈ T, B = (b|A ) so that is defined. As (a + b|A ) = A B is nonfull, (P6) implies that A B ∈ T , and that (−a − b|A ) ∈ T . Since (a|A ) ∈ T , (P1) implies (−b|A ) = (−a − b|A ) (a|A ) ∈ T , whence B lies in the right hand side as desired. Let D be a field. We shall asume that its characteristic is zero since we are only interested in ordered fields. Of special interest is the Dieudonné determinant (cf. [A, IV.1]), defined to be zero for singular square matrices, and defined modulo commutators otherwise. (Note that commutators are always squares, hence positive in any ordering!) Two properties of the Dieudonné determinant make it work for matrix orderings. The first is that det(A B) ⊆ det A + det B whenever A B is defined [A, Theorem 4.5] . The second is the following proposition, in which GL n D is the general linear group of nonsingular n × n matrices and D × is the multiplicative group of nonzero elements of D.
induced by the Dieudonné determinant is surjective with kernel equal to the subgroup S n D generated by all squares of n × n matrices.
Proof. We have the special linear group SL n D equal to the commutator sub-
by [D, p.138] and, in particular, contained in S n D. Modulo
From these results, we obtain the characterization of matrix orderings for fields as an immediate corollary.
Theorem 2. Let D be a field.
There is a one-to-one correspondence between orderings and matrix orderings of D.
Remark. In a similar manner, the ordinary determinant for commutative rings gives a one-to-one correspondence between orderings (in the sense of [L] ) and matrix orderings. . . .
Rings and epic
, where a i is the ith column of A. Define x ∈ P D if and only if A A 1 ∈ P . Switching columns 1 and n + 1 of
Theorem 3. P D is an ordering of K(℘).

Proof. We first show that the definition of P
Using (6) we obtain A 1 A B 1 B ∈ P , whence A A 1 ∈ P ⇐⇒ B B 1 ∈ P .
Next we check that P D is an ordering. The facts that −1 / ∈ P D and P D ∪ −P D = D follow immediately from the corresponding facts for P . If x ∈ P D ∩ −P D , then A A 1 ∈ P ∩ −P , which implies that A 1 is in ℘ since A cannot be; i.e., A 1 becomes singular over D. Now, taking Dieudonné determinants, the equation and n + 1 and changing the sign of the resulting first column shows that M 1 ∈ P iff
, which can be rewritten as N 1 N 2 , where
and N 2 = 0 a 2 . . . a n −a 1 0 e 1 0 B . Clearly N 1 ∈ P ⇐⇒ A 1 B ∈ P . Also N 2 ∈ P ⇐⇒ A B 1 ∈ P , which can be seen by switching columns 1 and n + 1 and changing a sign. Since A A 1 and B B 1 lie in P , we obtain M N 1 and
Lifting orderings from K(℘) to R is much simpler.
Theorem 4. Let D = K(℘) be an epic R-field with matrix ordering P D . Let φ: M(R) → M(D) be the homomorphism induced by the canonical mapping from R to the residue field D. Set P ⊂ M(R) equal to φ −1 (P D ). Then P is a matrix ordering of R.
Proof. Let A, B ∈ P with A B defined. Then φ (A) φ(B) is defined. Since P D is a matrix ordering, φ (A) φ(B) ∈ P D , hence A B ∈ P . Conditions (O2) and (O3) 
We now come to our main theorem, which shows that the definitions we have made really behave properly.
Theorem 5. The constructions of Theorems 3 and 4 induce a one-to-one correspondence between matrix orderings of a ring R with center ℘ and orderings of the residue field D = K(℘).
Proof. We shall show that the given constructions are inverses of each other. We begin with an ordering P 0 of D; let P 0 also denote its unique extension to a matrix ordering as given by Theorem 2. Let P be the matrix ordering of R given by the construction of Theorem 4 and let P D be the ordering of D induced by P as in Theorem 3. We claim that P 0 = P D . Choose 0 = a ∈ P 0 . The element a has a defining matrix equation A u u = e 1 , whereū = a. From the equation
which implies that det(A A 1 ) ⊂ P 0 and thus that A A 1 ∈ P . By definition, a ∈ P D . Conversely, let 0 = a ∈ P D . Then, with the matrix notation above,
For the other composition of constructions, let P be a matrix ordering of R with P ∩−P = ℘. Let P D be the induced ordering of D given by Theorem 3; we have seen that it extends uniquely to a matrix ordering of D via the Dieudonné determinant. Let P 1 denote the inverse image of this matrix ordering, a matrix ordering of R. We know from the first part of the proof that P 1 also induces the ordering P D on the residue field. To see that P 1 is actually P , we proceed by induction on the number of rows n of a matrix A ∈ P . We may assume that A / ∈ ℘. Remark. Let T be a matrix preordering such that ℘ = T ∩ −T is a prime matrix ideal. The construction and proof of Theorem 3, applied to T , show that T induces a preordering on K(℘). This preordering is contained in an ordering of K(℘) which, by Theorem 4, pulls back to a matrix ordering of R containing T .
The real spectrum. The set of orderings X D of a field D has been studied by several authors, even in the noncommutative case (cf. [Cr] ). As in the commutative case, this can be generalized to rings, namely to the set of all matrix orderings X R of a ring R. This set, together with the topology defined below, will be called the real spectrum of R. We assume that the set X R is nonempty. The topology on X R is the one generated by taking, as a subbasis for the open sets, all sets of the form
This will be called the Harrison topology .
Lemma 7. Let T be a matrix preordering. Assume that T satisfies
Then T is a matrix ordering.
Proof. R) . We must show that ℘ = T ∩−T is a prime matrix ideal. From the definition of matrix preordering, we know that ℘ contains the nonfull matrices, is closed under and satisfies A 1 ∈ ℘ =⇒ A ∈ ℘. Now let A ∈ ℘, B ∈ M (R) . We know that B ∈ T ∪ −T ; assume B ∈ T . Then A B ∈ T and A B ∈ −T . Similarly if B ∈ −T . Therefore ℘ is a matrix ideal. To see that ℘ is prime, assume A B ∈ ℘ and A / ∈ ℘. We must show that B ∈ ℘. Without loss of generality, A / ∈ T . Since A B ∈ −T and A (−1 B) ∈ −T , the hypothesis implies B ∈ T and −1 B ∈ T , whence B ∈ ℘.
With the lemma above, we can give a proof that the real spectrum is compact (but not Hausdorff) which is very similar to the proof in the commutative case. R) , the set of all functions from M(R) to the discrete two point space { 0, 1 }. We give Y the product topology, so it is compact by Tychonoff's theorem. For any matrix ordering P ∈ X R , we can define a function f P : M(R) → { 0, 1 } as the characteristic function of P \ (−P ). The mapping P → f P is easily seen to give an embedding of X R into Y . The standard basis for the product topology on Y consists of all sets of the form
Note that H 1,...,1 (A 1 , . . . , A n ) ∩ X R = H (A i ) is open in X R . Thus if we can show that X R is closed in Y , we will know that it is compact with respect to the finer Tychonoff topology induced from Y and hence is compact with respect to the Harrison topology as well. Let f ∈ Y \ X R . We show that X R is closed by constructing a basic open set containing f and missing X R . Since f / ∈ X R , the set T = { −1 A | f(A) = 0 } must violate one of the six conditions in the definition of matrix preordering or the condition given in the previous lemma. Each of these leads immediately to the desired basic open set; e.g. for condition (P1), there exist matrices A, B ∈ T with A B defined, but not in T ; thus f ∈ H 0,0,1 (−1 A, −1 B, −1 (A B) ), an open set which contains no matrix ordering. Similarly, for (P6), there exists a nonfull matrix A / ∈ T , so f ∈ H 1 (−1 A); since −1 A is again nonfull, f P (−1 A) must be zero for any matrix ordering P .
As in the commutative case, we have the immediate corollary (cf. [Cr] ) that for any field D, the space of orderings X D is a Boolean space (compact, Hausdorff and totally disconnected) since the sets H(A) and H(−1 A) are complements, hence both closed and open.
