Summary: Sequencing-based studies are emerging as a major tool for genetic association studies of complex diseases. These studies pose great challenges to the traditional statistical methods because of the high-dimensionality of data and the low frequency of genetic variants. Moreover, there is a great interest in biology and epidemiology to identify genetic risk factors contributed to multiple disease phenotypes. The multiple phenotypes can often follow different distributions, which brings an additional challenge to the current statistical framework. In this paper, we propose a generalized similarity U test, referred to as GSU. GSU is a similarity-based test that can handle high-dimensional genotypes and phenotypes. We studied the theoretical properties of GSU, and provided the efficient p-value calculation for association test as well as the sample size and power calculation for the study design. Through simulation, we found that GSU had advantages over existing methods in terms of power and robustness to phenotype distributions. Finally, we used GSU to perform a multivariate analysis of sequencing data in the Dallas Heart Study and identified a joint association of 4 genes with 5 metabolic related phenotypes.
Introduction
Genome-wide association studies (GWAS) have made substantial progress in discovering common genetic variants associated with complex diseases. Despite such success, a large proportion of heritability of complex diseases remains unexplained. Converging evidence has suggested that rare variants with minor allele frequency (MAF) less than 5% or 1% hold promise in accounting for a significant proportion of the missing heritability (Fay et al., 2001; Pritchard, 2001; Kryukov et al., 2007; Boyko et al., 2008) . With the advance of next-generation sequencing (NGS) technology, we have now a unique opportunity to investigate the role of a wider scope of genetic variants, primarily rare variants, in human diseases. Evidence in early sequencing studies have already shown that rare variants played an important role in complex diseases (Cohen et al., 2004; Ahituv et al., 2007; Ji et al., 2008; Romeo et al., 2009) . Although promising, the massive data generated from sequencing studies poses great challenges on the statistical methods. Rare mutations are recent mutations, and can be only found in a small fraction of individuals in the entire population. Even with a large effect size, a rare variant is hard to be detected because of its low MAF. Moreover, the massive number of rare variants raises the computational burden and the multiple comparison issue. Therefore, traditional singlelocus analysis has low power to detect rare variants.
Many new statistical methods have been developed for the sequencing data in the last few years. Different from the traditional single-locus analysis, most of the new methods perform a joint association test, namely, testing the joint effect of a set of single nucleotide variants (SNVs) on a genomic region, a functional unit (e.g., a gene) or a functional pathway. The advantage of the joint association test over the single-locus analysis lies in the fact that, by combining multiple SNVs, not only the association information is aggregated but also the number of tests is greatly reduced. The joint association tests can be briefly classified into two categories: burden tests and non-burden tests. Burden tests first summarize multiple rare variants into a univariate genetic score, and then test the association of the summary score with the disease phenotype. (Morgenthaler and Thilly, 2007; Li and Leal, 2008; Madsen and Browning, 2009; Lin and Tang, 2011) . Burden tests often assume the effect of the multiple variants have similar magnitude and direction. Non-burden tests, on the other hand, can take into account of the effect heterogeneity within the SNV-set, by considering the effect of the multiple variants as random effects or function of genomic position. (Neale et al., 2011; Wu et al., 2011; Luo et al., 2012) . Among non-burden methods, sequence kernel association test (SKAT) shares many nice computational and asymptotic properties with the variance component score test, and has been very popularly used (Wu et al., 2011) .
Most of existing joint association tests are parametricbased methods, which often rely on certain assumptions (e.g., a normal distribution assumption). When the assumptions are violated, they are subjected to power loss or an inflated type I error. Moreover, there lacks the development of new methods for the multivariate analysis of sequencing data, especially when the phenotype follows different different distributions (e.g., some phenotypes are binary while the others are continuous). The study of multiple phenotypes is important in biomedical research. Many studies collect multiple biochemical measurements related to a disease of interest. These multiple measurements evaluate different aspects of the disease, and thus better reflect the underlying biological mechanism of the disease. It also becomes popular for human genetic studies to collect and study multiple disease phenotypes. For instance, studies have identified common gene variants contributed to co-morbidity of substance dependence (Dick and Agrawal, 2008) .
To achieve these goals, we propose a Generalized Similarity U test, referred to as GSU. We use two different similarity measurements to summarize genetic information and phenotypic information, and then form a test under the weighted U framework. We derive the asymptotic distribution of the test statistic and implement the new method in R. The proposed method has several remarkable features: 1) it is nonparametric and is thus robust to phenotype distributions; 2) it can handle multiple different phenotypes (e.g., a combination of binary and continuous phenotypes); 3)it has a nice statistical property and performs well under small sample sizes. Simulation studies are conducted to compare the type 1 error and the power of our method with those of several commonly used methods. Finally, we applied the new method to the Dallas Heart Study to test the association of 4 candidate genes with 5 metabolic-related phenotypes.
Generalized Similarity U

Weighted U Statistic
Suppose that n subjects are sequenced in a study, where we are interested in testing the association of L phenotypes
For each subject i, we observe a vector of phenotypes yi ( yi = (yi,1, yi,2, · · · , yi,L) ) and a vector of genotypes gi ( gi = (gi,1, gi,2, · · · , gi,M )). In the special case when L = 1 (or M = 1), it is simplified to a univariate analysis (or a single-locus analysis). When L > 1, it extends to a multivariate analysis. In GSU, we allow multiple phenotypes to be of different types (e.g., continuous or categorical), and do not assume any distribution of phenotypes. The number of genetic variants M and the number of phenotypes L can be larger than the sample size. For example, the genetic data can be sequencing data (high demensional genotypes) and the phenotype data can be imaging data (high demensional phenotypes).
Given the phenotypes and the genotypes for the subjects i and j ,we first define their phenotype similarity Si,j by,
and define their genetic similarity Ki,j by,
The similarity measurements h(· , · ) and f (· , · ) defined above can be of a general form as long as they satisfy the finite second moment condition (i.e.,E(h 2 (Y1, Y2)) < ∞ and E(f 2 (G1, G2)) < ∞ ). We further center the phenotype similarity by,
and center the genetic similarity,Ki,j =f (gi, gj), in a similar manner. The generalized similarity U (GSU) is then defined as the summation of the centered phenotype similarities weighted by the centered genetic similarities,
where theKi,j is considered as the weight function and thẽ Si,j is considered as the U kernel. In our definition of GSU, the role of genetic similarity and phenotype similarity are interchangeable. In other words, we can also treatSi,j as the weight function andKi,j as the U kernel.
Similarity Measurement
The choices for the phenotype similarity h(· , · ) and the genetic similarity f (· , · ) are flexible. According to different types of genetic variants and the purpose of the analysis, we can choose different types of phenotype similarities and genetic similarities. For the categorical SNVs data, we can use either the IBS function or the weighted IBS function to measure the genetic similarity (Lynch and Ritland, 1999) . Assuming the genetic variants (gi,m, 1 i n, 1 m M ) are coded as 0, 1 and 2, respectively for AA, Aa and aa, we can define the IBS-based genetic similarity between subjects i and j as,
Alternatively, we can use a weighted-IBS (wIBS) genetic similarity to emphasize the effects of rare variants,
where wm represents the weight for the m-th SNV in the SNVset, and Υ is a scaling constant, defined as Υ = 2 M m=1 wm. wm is usually defined as a function of minor allele frequency (MAF, denoted as γm). For example, we can define the weight wm as wm = 1/ γm(1 − γm) . When the genetic data are count data or continuous data, we can use other forms of f (· , · ) to measure genetic similarity (e.g., euclidian distance based similarity), which, we will leave for further investigations.
For phenotype similarity, we define a unified measurement for both categorical and continuous phenotypes based on a normal quantile. For each phenotype, y l (1 l L), we define the corresponding normal quantile by,
where rank(· ) corresponds to the rank of the phenotype value y i,l . When there are ties, we assign the averaged rank. Φ −1 (· ) is the inverse cumulative density function for a standard normal distribution. We can then calculate the Euclidian Distance (ED) based phenotype similarity between subjects i and j by,
where ω l represents the weight for the l-th phenotypes given based on prior knowledge. If there is no prior knowledge, we can use an equal weight, ω l = 1/L. The ED-based phenotype similarity can be easily modified to take the correlation among the phenotypes into account,
where qi = (qi1, · · · , qiL) T . Γ can be chosen to reflect the correlations among the phenotypes. For example, we can define Γ as,
Other than the ED based phenotype similarity, we can define the phenotype similarity using cross product (Tzeng et al., 2009) . The types of phenotype similarity or genetic similarity can be chosen based on different purposes, which may influence the power of the method. For simplicity, we used an ED-based phenotype similarity in this paper.
Hypothesis testing
Based on the definition of the centered similarity, we can show that E(f (Gi, Gj)) = 0 and E(h(Yi, Yj)) = 0 (Appendix A). Under the null hypothesis, when the genetic variants are not associated with multiple phenotypes, we have E(U ) = 0 (Appendix A). Under the alternative hypothesis, when the genetic variants are associated with multiple phenotypes, we expect that the phenotype similarity is concordant with the genetic similarity. In other words, the positive phenotype similarities are weighted heavier and the negative phenotype similarities are weighted lighter, leading to a positive value of U statistic. A statistical test can be formed to test the association and its p-value can be calculated by P (U > U obs ), where U obs is the observed value of U . Tests based on permutation or bootstrap can be implemented to obtain the statistical significance. Nevertheless, both methods are computationally expensive for high-dimensional data. Therefore, we derive the asymptotic distribution of GSU to assess the statistical significance of the association test.
By considering the genetic similarity as the weight function and the phenotype similarity as the U kernel, GSU is a weighted U statistic (Gregory, 1977; Shapiro and Hubert, 1979 ; O'Neil and Redner, 1993; Shieh, 1997; Lindsay et al., 2008) . More specifically, because its kernel satisfied V ar(E(h(Y1, Y2)|Y2)) = 0 (Appendix A), GSU is a degenerated weighted U statistic. To derive the limiting distribution of GSU, we can decompose the centered phenotype similarity by,h
where {λs} and {φs(· )} are eigenvalues and eigenfunctions of the U kennelh(· , · ), and all the eigenfunctions are orthogonal,
Similarly, we can decompose the centered genetic similarity by,f
We can then rewrite the GSU as,
where ϕ t (Gi) = |ηt| 0.5 ϕt(Gi) and φ s (Yi) = |λs| 0.5 φs(Yi) (Appendix B).
Using the form above, we can show that the limiting distribution of GSU is a weighted sum of independent chisquare random variables. This is the result of theorem 1 below, which is proved in Appendix B.
) and f (G1, G2) be the centered similarities as defined in (1).
, where {χ 2 st } are independent chi-square random variables with 1 degree of freedom.
The power and sample size calculation
In this subsection, we derive the asymptotic distribution of GSU under the alternative hypothesis, and provide power and sample size calculations for sequencing association studies.
Assume under the alternative hypothesis that E(f (G1, G2)h(Y1, Y2)) = µ > 0 and V ar(f (G1, G2)h(Y1, Y2)|(G2, Y2)) = ζ1 > 0 , where µ measures the strength of the association. It is easy to show that GSU is an unbiased estimator of µ,
Using the Hoeffding projection, we can show that GSU asymptotically follows a normal distribution, with mean µ and variance 4ζ1/n. This is the result of Theorem 2, which is proved in Appendix C.
Theorem 2: Leth(Y1, Y2) andf (G1, G2) be the centered similarities as defined in (1). Suppose Y is associated with G, and the following conditions are satisfied:
The power of GSU at the significance level α can be calculated by,
where q1−α is the 1 − α quantile for
st − 1) and Φ(· ) is the CDF of a standard normal distribution. The sample size required to achieve power β can be calculated by solving Φ(
By denoting Z β as the β quantile for a standard normal distribution, the required sample size is given by,
Computation and implementation
Let S = {Si,j}n×n and K = {Ki,j}n×n be the matrix form of the phenotype similarity and genetic similarity, the centered similarity matricesS andK can be obtained by,
where I is an n-by-n identity matrix, and J is an n-by-n matrix with all elements being 1/n (Appendix D). Then GSU can be expressed as,
In this form, U can be viewed as a sum of the element-wise product of the two matrices,K0 andS0, which are obtained by assigning 0 to the diagonal elements of matricesK and S. We then use matrix eigen-decomposition to approximate the eigen-values in function decomposition. Let {λs} and {ηt} respectively be the eigen-values for matricesK0 andS0 (Appendix E), the limiting distribution of U is given by,
where {χ 2 st } are independent chi-square random variables with 1 degree of freedom. The p-value can be calculated by using the Davies' method (Davies, 1980) , the Liu's method or the Kuonen's method (Kuonen, 1999) .
3. Simulation study 3.1 Simulation method To mimic real genetic structure, we used genetic data from the 1000 Genome Project (Abecasis et al., 2010) . Based on the genetic data, we then simulated phenotype values. In particular, we used a 1Mb region of the genome (Chromosome 17: 7344328-8344327) from the 1000 Genome Project. For each simulation replicate, we randomly chose a 30kb segment from the 1Mb region and formed a SNV-set for the analysis. From the SNV-set, we set a proportion of the SNVs as causal. A number of individuals were randomly chosen from the total 1092 individuals as the simulation sample to study the performance of the methods. To investigate the robustness against different phenotype distributions, we simulated three types of phenotypes: a binary-distributed phenotype, a Gaussiandistributed phenotype and a Cauchy-distributed phenotype. The binary-distributed phenotype was simulated by using a logistic regression model,
where Yi and Gi were the phenotype value and the genotype vector (coded as 0, 1, and 2) for the i-th individual, respectively. β were the effects of the SNVs, which were sampled from a uniform distribution with a mean of µ β and a variance of σ 2 β . The Gaussian-distributed phenotype was simulated by using the linear regression model,
The Cauchy-distributed phenotype mimicked a situation in which the continuous phenotype had more extreme values (i.e. heavy-tailed), and was simulated by using the following model,
β, where ai and b are the location parameter and the scale parameter of the Cauchy distribution, respectively.
Two sets of simulation were performed. In simulation I, we considered a single phenotype, while in simulation II, we considered multiple-phenotypes.
3.1.1 Simulation I Setting. Under the null, the models were simulated by setting µ β = 0 and σ 2 β = 0, and by varying the sample size from 50 to 500 (i.e. 50, 100, 200 and 500). Under the alternative, two sets of disease models were simulated:
(1) Set µ β = 0 and σ 2 β > 0 so that half of the causal SNVs were deleterious and the other half were protective. (2) Set µ β > 0 and σ 2 β > 0 so that majority of the causal SNVs were deleterious.
The details of the simulation setting can be found in Table  S1 of Supplementary Materials. 3.1.2 Simulation II Setting. Two sets of models were simulated:
(1) Assume the multiple phenotypes follow the same distribution. In particular, we simulated 3 binary-distributed phenotypes (BBB), 3 Gaussian-distributed phenotypes (GGG), and 3 Cauchy-distributed phenotypes (CCC).
(2) Assume the multiple phenotypes follow different distributions. In particular, we simulated 3 phenotypes with 2 binary-distributed phenotypes and 1 Gaussian-distributed phenotype (BBG), 3 phenotypes with 1 binary-distributed phenotypes and 2 Gaussiandistributed phenotypes (BGG), and 3 phenotypes with 1 binary-distributed phenotype, 1 Gaussian distributed phenotype and 1 Cauchy distributed phenotype (BGC).
Similar as the simulation I, for the null model, we set µ β = 0 and σ 2 β = 0 . For the alternative models, we set µ β = 0 and σ 2 β > 0 , and allowed the multiple phenotypes to be influenced by different sets of causal SNVs. The details of the simulation setting were described in Table S2 of Supplementary Materials.
Simulation result
We evaluated the performance of GSU by comparing it with three existing methods, SKAT (Wu et al., 2011) , AdjSKAT and SKATO (Lee et al., 2012) . For each simulation, we created 1000 simulation replicates to evaluate type 1 error and power. For GSU, we used the wIBS-based genetic similarity and EDbased phenotype similarity to construct the U statistic. To be consistent, we used the same weighted IBS to construct the kernel for SKAT. Because neither AdjSKAT nor SKATO had an option for a weighted IBS kernel, we used the default kernel, the weighted linear kernel, when applying these two methods. SKAT, AdjSKAT and SKATO are designed for univariate analysis. To consider multiple phenotypes, we chose the most significant p-value from the univariate analysis, and then adjust for multiple tests by using the Bonferroni correction.
3.2.1 Result for Simulation I. The type I error rates of the 4 methods are summarized in Table 1 . GSU had a wellcontrolled type I error, regardless of phenotype distributions and sample sizes. Neverthless, SKAT, AdjSKAT and SKATO had inflated type I error rates (ranging from 0.101 to 0.19) for the Cauchy-distributed phenotype. When the sample size was small (e.g., 50 or 100), SKAT and SKATO also had conservative type I error (e.g., 0.001) for the binary-distributed phenotype.
The power comparison is summarized in Figures 1 and 2 . For the disease model where half of the causal SNVs were deleterious (Figure 1 ), GSU had higher power than other methods for various sample sizes ranging from 50 to 500. For instance, in the simulation with binary phenotype and a sample size of 50, GSU (power=0.346) attained much higher power than AdjSKAT (power=0.114), SKATO (power=0.057), and SKAT (power=0.024). Similarly, for the Gaussian-distributed phenotype, GSU had the highest power among the four methods, and the three SKAT-based methods had similar performance. For the Cauchy-distributed phenotype, where the distribution assumption was violated, the power of the SKAT-based methods remained similar as the sample sizes increased, while GSU had increased power as the sample size increased. For the second disease model in which a majority of the SNVs were deleterious (Figure 2) , we observed the same conclusion, i.e., GSU had highest power regardless of sample sizes and phenotype distributions. Intuitively, as a semi-parametric model, SKAT should have comparable power with GSU. The reason for the advantage of GSU lies in the form of test statistics. The score test of SKAT utilizes both diagonal terms and off-diagonal terms of the similarity matrix. When the null model gives the same predicted values (i.e., no covariates), the diagonal terms essentially provide no additional information with regard to association, while adding more variation (i.e., noise) to the score statistic. Meanwhile, GSU utilizes only the off-diagonal terms. When the sample size is small, the influence of diagonal terms will be significant, which is why we observed the higher power of GSU over SKAT. When the sample size becomes larger, the off-diagonal terms will dominate, and the difference of power of two methods becomes smaller.
Result for Simulation II.
The type I error rates for the multivariate analysis are summarized in Table 2 . Similar to the results of the univariate analysis, GSU can correctly control type I error at the level of 0.05 (Table 2) , while the other three methods had inflated type I error when the distribution assumption was violated (e.g., CCC and BGC). When the distribution assumption was satisfied, AdjSKAT correctly controlled the type 1 error. SKAT and SKATO, however, had conservative type I error rates for small sample sizes (50 and 100), especially when the multiple phenotypes comprised of binary-distributed phenotypes (e.g., BBB, BBG and BGG).
The power comparison of four methods under the two disease models is summerized in Figures 3 and 4 . For the disease model where the multiple phenotypes followed the same distribution, GSU had higher power than the three SKATbased methods (Figure 3 ). For simulations with BBB phenotypes and GGG phenotypes, GSU attained higher power than the other three methods when the sample size was 50, and obtained substantial power improvement as sample sizes increased. For the simulation with CCC phenotypes, we also observed substantial power improvement of GSU than the other three methods as sample size increased. Yet, the power of the three SKAT-based methods were higher than that of GSU when the sample size was 50. This can be explained by the inflated type 1 error rates of the SKAT-based methods for the Cauchy-distributed phenotypes (Table 2) . Similarly, for disease models with a combination of different types of phenotype distribution (i.e., BBG, BGG, and BGC), GSU had higher power than SKAT, SKATO and AdjSKAT, regardless of sample size and phenotype distributions ( Figure  4) .
Comparing with univariate analysis in simulation I, GSU had further power improvement by considering the association of multi-phenotype in one single test. The three SKAT-based methods, on the other hand, performed multiple univariate analyses with Bonferroni correction. Under the alternative, the multiple phenotypes are correlated to each other. The univariate analysis with Bonferroni correction is subject to power loss without considering the correction structure of multiple phenotypes. Meanwhile, GSU can take the correlation structure into account when constructing the phenotype similarity, and therefore attained higher power than the other three methods.
Computational Efficiency
We compared the computational efficiency of R-based GSU with SKAT, SKATO and AdjSKAT. We found GSU attained highest computational efficiency among four methods. For example, for the multivariate analysis of BBG phenotype with a sample size of 500 on 1000 simulation replicates, SKAT, SKATO and AdjSKAT took 5 (4320s), 16 (13686s) and 25 (20890s) times longer than GSU (849s), using a personal computer with 2.3GHz CPU and 4G memory. The detailed computational efficiency comparison of four methods for analyzing data with various distributed phenotypes and different sample sizes is given in Table S3 of Supplementary Materials. Although the comparisons were made under simulation setting, they represent general scenarios in practice. All four methods need to spend substantial time on eigen decomposition in the final step of calculating asymptotic distribution. For multivariate analysis, GSU performs the eigen decomposition once for all phenotypes, while SKAT-based methods need to perform the eigen decomposition for each phenotype. Moreover, if the link function is not identity link, iterative estimation for null model and additional large matrix multiplication and decomposition are required before the final eigen decomposition, which will also increase the computational burden of SKAT-based methods.
Application to the Dallas Heart Study
To evaluate the performance of GSU on real data, we applied it to the Dallas Heart Study (DHS) sequence data (Ahituv et al., 2007) and compared the result of GSU with those of three SKAT-based methods. The DHS sequencing data is comprised of 4 genes, ANGPTL3, ANGPTL4, ANGPTL5 and ANGPTL6. After completing the quality control (e.g., removing SNVs with high missing rate), 230 SNVs (54 SNVs, 63 SNVs, 61 SNVs, and 52 SNVs were from ANGPTL3, ANGPTL4, ANGPTL5 and ANGPTL6, respectively) and 2598 subjects remained for the analysis. In the real data analysis, we were interested in testing the association of the SNVs in these genes with multiple metabolic-related phenotypes, including obesity (dichotomized from BMI using a cut-off of 35), cholesterol, high-density lipoprotein cholesterol (HDL), low-density lipoprotein cholesterol (LDL) and verylow-density lipoprotein cholesterol (VLDL).
In order to consider the potential confounding effects of age, gender and race, we adjusted these covariates in the analysis and used the residuals to build phenotype similarity for GSU. Because the three SKAT-based methods cannot directly analyze multiple phenotypes, we obtained smallest pvalues from the univariate analysis of all phenotypes and then used the Bonferroni correction to determine whether there was a significant association. The results are summarized in Table 3 . Because all 4 genes were metablolic candidate genes, we first combined SNVs in the 4 genes into a single SNV-set. For the joint analysis of 4 genes, GSU could detect a significant association of 4 genes with 4 metabolicrelated phenotypes (p-value=0.028), while SKAT, SKATO and AdjSKAT did not detect the association. For further exploration, we analyzed each gene separately and tested its 
Discussion
Driven by recent developments in sequencing technologies and the common-diseases-rare-variants hypothesis, sequencing studies are now emerging as a major study design for the genetic association of complex diseases. Yet, the uniqueness of sequencing data, including low MAF and high dimensionality, pose daunting challenges to statistical analysis. The conventional methods, such as a single-locus analysis using logistic regression, had low power for sequencing data analysis. Instead, joint association analysis, or SNV-set analysis, is becoming popular due to its ability to increase power and reduce multiple testing. Although the existing joint association methods have nice features and are easy to use, they also have certain limitations. For example, most of burden tests assume homogeneous effects within the SNV-set, which may not reflect the true underlying disease models. Besides burden tests, most of the existing methods are parametric or semiperimetric, which often assume certain distributions of the phenotypes and mode of inheritance. When the assumptions are violated, the results can be unreliable.
To overcome these limitations, we have proposed a generalized similarity U test for multivariate analysis of different types of phenotypes. We conducted extensive simulation studies using data from the 1000 Genome Project and compared the performance of GSU with that of three other popular methods: SKAT, AdjSKAT and SKATO. For all of the simulation scenarios, including single phenotype with various distributions, and multiple phenotypes with various combinations of phenotype distribution, GSU outperformed the other three methods in terms of robust type I error and higher power. Although the simulation results depend on the simulation settings, and should always be interpreted in the context of the simulation setting, we believe the results reflect the advantage of GSU in a broader sense, because 1) the genetic data used in the simulation comes from the 1000 Genome Project, which reflects the LD pattern and the allelic frequency distribution in the general population; and 2) we simulated a wide range of disease models to mimic common disease scenarios.
In recent years, U-statistic-based methods have been popularly used in genetic data analysis, and have shown their robustness and flexibility for analyzing genetic data (Schaid et al., 2005; Zhang et al., 2010; Wei et al., 2013) . GSU is a general framework based on similarity measurements. Although in this paper we used the weighted-IBS to calculate genetic similarity, other forms of genetic similarity can also be used. For the weighted-IBS similarity, we can modify the weights (i.e., the original weight wm = 1/ γm(1 − γm)) to reflect the importance of each SNV. Besides IBS-based similarity, we can also use distance-transformed similarity to model the effect in a nonlinear way. For example, we can use the Euclidean-Distance-based similarity, K
2 ). In this paper, we have focused on the analysis of categorical sequencing data (i.e, SNV data). By using appropriate genetic similarity measurements, GSU can easily be extended to analyze other types of genetic data, such as count data (CNV data) and continuous data (expression data).
The flexibility of GSU also comes from the construction of the phenotype similarity. By using phenotype similarity, GSU can analyze not only a single phenotype, but also multiple phenotypes following different distributions. Many genetic studies collect multiple secondary phenotypes, or use intermediate biomarkers, to study complex diseases. By considering multiple phenotypes that measure the different aspects of underlying diseases, the power of association analysis can be potentially improved (Zhang et al., 2010; Maity et al., 2012) . Nevertheless, few methods have been developed for multivariate analysis of sequencing data. Methods were recently developed for multivariate analysis of common genetic variants, but relies on the normal assumption for the phenotype distribution (Maity et al., 2012) . GSU is developed for both univariate and multivariate analysis of sequencing data. It is distribution-free and can analyze multiple phenotypes with a combination of different types of phenotype. Nevertheless, similar as all other non-parametric tests, it is not straightforward for GSU to perform covariate adjustment. One possible solution is to adopt the idea of covariate adjustment in regression, and include covariates when we calculate the centered similarity (e.g.,S = (I − X(X T X)
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Appendix A: Centered Similarity
By the following definition of centered similarity,
we can obtain conditional expectation for the centered phenotype similarity,
Therefore, we have E(h(Y1, Y2)) = 0 and V ar(E(h(Y1, Y2)|Y1)) = 0. Using the same argument, we can have the same result for the centered genetic similarity.
Under the null hypothesis, when the genetic similarities are independent of the phenotype similarities, we have, We showed E(h(Y1, Y2) × 1|Y1) = 0 × 1 in Appendix A, which forced φ1(· ) = 1 and λ1 = 0 to be an eigenfunction-eigenvalue pair in the decomposition ofh(· , · ). Again, because φ1(· ) is orthogonal with {φs(· )}s>1, for s > 1, we have Eφs(Y1) =ˆφs(y1) × 1dF (y1) =ˆφs(y1)φ1(y1)dF (y1) = 0.
Using the same argument, we have the corresponding results for the decomposition of the centered genetic similarity:
ηtϕt(g1)ϕt(g2).
Then,
Eφs ( (ϕt(Gi)φs(Yi))
where ϕ t (Gi) = |ηt| 0.5 ϕt(Gi) and φ s (Yi) = |λs| 0.5 φs(Yi). Under the null hypothesis, genotype (Gi) is independent of phenotypes (Yi). Therefore, for s > 1 and t > 1, E(η t (G1)φ s (Y1)) Under the condition s>1,t>1 E(η t (G1)φ s (Y1)) 2 < ∞, the countable sequence of function {η t (· )φ s (· )} is a Donsker class (van der Vaart and Wellner, 2000) . Therefore, the empirical process, 1 √ n n i=1 η t (Gi)φ s (Yi), converges weakly to the Gaussian process Zs,t with mean zero and covariance function, cov(Zs,t, Z s ,t ) = E(η t (G1)φ s (Y1)η t (G1)φ s (Y1)) = |ηtλs|, if s = s and t = t 0, otherwise.
With this uniform convergence (for all s > 1 and t > 1), we can show that, 
