Abstract. In this work we will consider a class of non local parabolic problems with nonlocal initial condition, more precisely we deal with the problem
Introduction
In this paper we discuss the existence of positive solutions of the following nonlocal parabolic problem subject to an initial condition of integral type
s u = a(x)u p + g(x, t) in Ω T ≡ Ω × (0, T ), u(x, t) = 0 in R n \ Ω × (0, T ),
where Ω is a bounded domain in R N and (−∆) s is the fractional Laplacian of order 2s, s ∈ (0, 1), defined by (−∆) s u(x) := a N,s P.V.
with a N,s = 2 2s−1 π
2 ) |Γ(−s)| is a normalization constant.
Our main goal is to introduce natural conditions on a, g, p, θ in order to get the existence of a positive solution to (1) .
Fractional diffusion equations are abstract partial differential equations that involve fractional derivatives in space and/or time. They are useful to model anomalous diffusion, where a plume of particles spreads in a different manner than the classical diffusion equation predicts. See for instance [4] .
Parabolic problems (case s = 1) with initial or boundary conditions of integral type appear in the modeling of concrete problems, such as heat conduction [8] , [17] , [9] , thermoelasticity [11] . Several papers have been devoted to the study of parabolic problems with integral conditions. We refer to [6] , [7] , [13] , [16] [10] , [20] , [21] and the references therein. A good account on numerical treatment of parabolic problems with integral conditions can be found in [12] .
For s < 1, the study of parabolic problem with the fractional Laplacian has received more attention in the past years. We refer for example to [18] where existence results are proved including for L
1 data. We shall analyze the fractional parabolic problem with a class of nonlinearities of the form a(x)u p + g where a can be a singular potential, and the nonlocal initial condition u(x, 0) = T 0 u θ (x, s)ds. This initial condition seems to be new in the case of fractional diffusion problems. The paper is organized as follows. In section two we present some tools from functional analysis, like fractional Sobolev spaces, the definitions of energy and weak solutions, the comparison principle and the weak Harnack inequality that are useful to complete our study . Section three is devoted to the case a(x) = 1, g(x, t) = 0. Under suitable hypotheses on p and θ we are able to show the existence of a non trivial solution. The question of global existence or blow up in finite time is studied in subsection 3.1. In the last Section we consider the singular case a(x) = λ |x| 2s . This case is related to the well known Hardy inequality. The main objective of this section is to establish the existence of a critical exponent θ * such that for θ < θ * our problem has a solution. We also prove a nonexistence result. As a consequence, we get a complete blow up for a family of approximating problems.
Functional setting and preliminaries results.
In this section we will provide the precise functional setting that is necessary for the study of fractional diffusion problems, also we shall state and prove some preliminary results.
Let Ω ⊂ R N and assume that s ∈ (0, 1). The fractional Sobolev space H s (Ω) is defined by
is a Banach space endowed with the following norm
Now, we define the space
If Ω is a bounded domain then using a Poincaré type inequality we can endowed H s 0 (Ω) with the norm
. We refer to [14] for more properties of the fractional Sobolev spaces. Notice that
is a continuous operator.
We define now the space
(Ω)) equipped with the above norm is a Banach spaces. Let us begin by precising the sense in which solutions to problem (1) are defined. Consider the problem
, we can deal with energy solution, more precisely we have the next definition.
Notice that the existence and uniqueness of an energy solution to the problem (3) can be proved by means of a direct Hilbert space approach. We refer to [2] for more details.
As a consequence we get the next comparison principle.
Since, some times we need to pass to the limit in a very weak sense, then we need to define the sense weak. Define the set
Notice that every φ ∈ T belongs in particular to L ∞ (Ω × (0, T )) (see [18] ).
and for all nonnegative φ ∈ T we have that
If u is super and subsolution, then we say that u is a weak solution.
In the case where the data are non negative we have a weak version of the well known Harnack inequality whose proof can be found in [15] . Theorem 2.4. Assume that f, u 0 0, if u is a non negative supersolution of (3) in Ω × (0, T ), then there exist r > 0 and a positive constant C = C(N, s, r, t 0 , β) such that
Existence result: regular case
In this section we will assume that a(x) = 1 and g(x, t) = 0. It is clear that in this situation u = 0 is a solution to (1) .
Of course, we are interested in nontrivial solutions. In fact, we shall show that under appropriate conditions on p and θ, we can prove the existence of a nontrivial solution. Our first existence result in this direction is the following. Proof. We will use a monotone argument. Let v(t) = ((1 − p)t)
Since p < 1, we define w to be the unique positive solution to the problem
Notice that the existence of w follows using classical minimizing argument, however the uniqueness follows from [1] and [18] . It is not difficult to show also that w ∈ L ∞ (Ω). We claim that there exists T 0 > 0 such that w is a super-solution to (1) 
Thus we get the existence of
Consequently w is a super-solution to problem (1) in Ω × (0, T ) with T ≤ T 0 .
Define now z(x, t) = v(εt)w(x), then for (x, t) ∈ Ω T we have
for ε so small. On the other hand,
Thus z is a sub-solution to problem (1) with z(x, t) ≤ w(x) in Ω T at least for T small. We define now the sequence u n by u 1 = z and u n+1 solves
It is clear that u n is increasing in n and
) for all α > 0. Thus, using the fact that {u n } n is increasing, it follows that
Thusũ solves the problem (1) withũ = 0.
Let us consider now the case θ < 1.
Theorem 3.2. Assume that 0 < p < 1 and θ < 1, then there exists T 0 > 0 such that the problem (1) has at least a non trivial positive weak solutionũ in
It is clear that z defined in the previous theorem is a sub-solution. Since w = 0 in (R n \ Ω) × (0, T ), using the fact that θ < 1 we see that w is not a supersolution to problem (1) at leat near the boundary of Ω. To avoid this difficulty we will prove a direct apriori estimate on the sequence {u n } n defined as in the previous proof. It is clear that u n ≤ u n+1 .
We
Since p < 1, then using the fact that u n−1 ≤ u n and Young and Hölder inequalities, it holds
In what follows we denote by C any positive constant depending only on the data and independent of u n . Define ϕ to be the unique solution to problem
it is clear that ϕ ∈ L ∞ (Ω). Using ϕ as a test function in (6), it follows that
Integrating in (0, T ) and using the fact that Y n (t) ≥ 0, we get
Thus it holds that
In view of (8) we reach
for all n. Therefore we get the existence ofũ such that u n ↑ũ strongly in L 1 (Q T ). It is not difficult to show thatũ solves (1) at least in the weak sense.
Assume now that θ ≤ 1 2 , using u n+1 as a test function in problem (5), there results that
Since p < 1 and θ ≤ 1 2 , then using Hölder and Young inequalities we obtain
It is clear that following the same computations as above, we can prove that for all t < T , we have
Now, taking into consideration that ||u n || L 1 (Q T ) ≤ C 1 and using Gronwall inequality we conclude that ||u n || L 2 (0,T ;
and thenũ is an energy solution to problem (1). Remark 3.1.
(1) The same existence result holds if we consider problem (1) with 0 < p < 1 < θ and 0 g be such that
. To see that we have just to built a suitable supersolution. Define w T to be the unique positive solution to problem
Taking into consideration the regularity of f T , we get w ∈ L ∞ (Ω). Now, choosing T such that T w θ−1 ≤ 1, it holds that w T is a supersolution to problem (1) . Hence the existence result follows using the previous iteration schema. (2) In the case where max{p, θ} < 1, we can prove that problem (1) has at least a distributional solution for all 0 g ∈ L 1 (Ω T ) and for all T > 0. To see that, we fix T > 0 and define the sequence {u n } n by setting u 1 = 0 and u n+1 is the unique solution to problem
where
Using φ 1 as a test function in (9) and taking into consideration the monotony of u n , it follows that
Thus,
Since max{p, θ} < 1, then using Young inequality it holds that
Let ϕ be the unique solution to problem (7), it is clear that ϕ φ 1 . Using ϕ as a test function in (9) and taking into consideration the above estimates, it holds that ||u n || L 1 (Q T ) ≤ C 1 . Thus for all n,
Hence we get the existence ofũ such that u n ↑ũ strongly in
. It is not difficult to show thatũ solves (1) at least in the weak sense.
We deal now with the case p > 1. For a classical initial condition, if u(x, 0) = 0, using Gronwall's inequality we can prove that the unique bounded nonnegative solution to (1) (with g ≡ 0) is u ≡ 0. For a nonlocal initial condition, the situation seems to be different. Theorem 3.3. Assume that 0 < θ < 1 < p < 2 * s − 1 and g ≡ 0, then there exists T 0 > 0 such that the problem (1) has at least a non trivial positive weak solutionũ in Ω T .
Proof. Since p < 2 * s − 1, we definew to be a positive solution to the problem
The existence ofw follows using classical mountain pass theorem, in the same way we get easily that
, it holds that w is a subsolution to problem (1) with g ≡ 0. Fix T as above and define the sequence {u n } n by setting u 1 =w and u n+1 is the unique bounded solution to problem
Notice that the existence and the regularity of u n+1 follows using classical semi-group theory. It is clear that for
(Ω)) and 0 u n ≤ u n+1 for all n. Fix the set A ≡ B r × (t 1 , t 2 ) ⊂⊂ Ω T and define v to be the unique solution to problem
Using v as a test function in (12) and integrating in Ω T , we get t2 t1 Br
Since p > 1, taking into consideration that v ≥ C in B r × (t 1 , t 2 ) and using Young inequality it follows that
Define now v 1 to be the unique solution to problem
Using v 1 as a test function in (12) , using the fact that v v 1 and by estimate (14), we reach that ||u n || L 1 (Q T ) ≤ C 1 . Hence the monotony of the sequence {u n } n and the above argument allow us to get the existence of a distributional solution u such that u n ↑ũ strongly in
Remark 3.2. It is clear that the hypothesis θ < 1 allows us to built a suitable supersolution and to pass to the limit in the initial data once proving the strong convergence in L 1 (Q T ). This argument does not work if θ > 1 which seems to be more complicated.
Existence and non existence of global solution.
In this subsection we analyze the question of global existence of positive solution to problem (1). We will prove that the exponent θ plays a crucial role in this regard. Before starting our analysis we need to precise the sense of global solution. Let us begin by the next existence result. Theorem 3.5. Assume that min{p, θ} > 1, a(x) = 1 and g(x, t) = Ae −αt where α < λ 1 the first eigenvalue and A is a small constant depending only on the data. Suppose that θ > 1, then the problem
has a minimal global bounded solution u such that u ∈ L q (Ω × (0, ∞) for all q ≥ 1.
Proof. We begin by the construction of a suitable supersolution. Fix α < λ 1 and consider ϕ, the minimal solution to the problem
Notice that the existence of a bounded regular minimal solution ϕ follows using classical monotone argument when c 0 is small. Now defineū(x, t) = Ae −αt ϕ. we claim thatū is a supersolution to problem (16) . We havē
On the other hand, taking into consideration that θ > 1 and choosing A small, it holds
Thus the claim follows. It is clear that u ≡ 0 is a strict subsolution. Now, define the sequence {u n } n with u 0 = 0 and u n+1 solves
It is clear that u n is increasing in n, u n ≤ū for all n and that {u n } n is bounded in L ∞ (Ω×(0, ∞))∩L 2 (0, ∞, H s 0 (Ω)). Using the monotone convergence Theorem and using u n+1 as a test function in (17) we conclude that
(Ω)) and u solves (16).
Remark 3.3.
(1) Using comparison arguments we can prove the existence of global solution if g satisfies g(x, t) ≤ Ae −αt with α < λ and A small. (2) In the case of "a natural initial" condition, finite blow up holds if ||u 0 || L 1 (Ω) is large, see for instance [5] .
This makes a significant difference with respect to our case.
In the case where θ ≤ 1 and p > 1, then under suitable condition on Ω we can prove a non existence of global solution. More precisely we have Theorem 3.6. Suppose that θ ≤ 1, p > 1 and g ≥ 0. If λ 1 (Ω) < 1, problem (1) has a non global solution.
Proof. Without loss of generality we can assume that g = 0.
Let us begin by the case θ = 1. We argue by contradiction. Assume that u is a nontrivial global solution to problem (1). Let φ 1 ∈ C 0,α (Ω) be the unique positive solution to problem (10) .
Using Hölder inequality it holds
It is clear that v(x, t) = 0 in R n \ Ω × (0, T ), thus using φ 1 as a test function in (18), we reach that
Let
From (19), we obtain that
Letting t → ∞, we reach that l 1 ≥ 1 a contradiction with the main hypothesis. Hence we conclude in this case.
We deal now with the case θ < 1. As above setting v(x, t) = t 0 u(x, s)ds, it follows that v(x, 0) = 0 and
Since θ < 1 < p, then for x ≥ 0, then we obtain that
Therefore we reach that
Now the rest of the proof follows exactly as in the first case θ = 1.
Existence and non existence result: singular case
In this section we will assume 0 ∈ Ω and a(x) = λ |x| 2s and p = 1. Then problem (1) takes the form
This problem is related to the following Hardy inequality;
where If Ω is bounded domain such that 0 ∈ Ω, then (21) takes the form
with the same constant Λ N,s .
Then w(x) = |x| −γ ∈ H s (Ω) solves the equation
From [2] , we know that if u is a positive supersolution to the equation
The next result proved in [2] will be essential to our analysis. 
Consider the problem
If p > p + (λ, s), then problem (25) has non distributional supersolution in any domain of the form B r (0) × (0, T ).
We are now able to state the next non existence result. Proof. We argue by contradiction. Assume that u is a weak positive solution to (20) 
Recall that θ > p + (λ, s), then v is a nontrivial supersolution to (25) in B r (0) × (0, t 1 ) ⊂ Q T , a contradiction with the non existence result of Theorem (4.2). Hence we conclude.
As a consequence we get the next complete blow-up result.
is such that g 0 in Ω T . Let u n be the unique a solution to the problem
with u 0 = 0 and θ > p + (λ, s). Then u n (x 0 , t 0 ) → ∞, for all (x 0 , t 0 ) ∈ Ω × (0, T ).
Proof. Notice that the existence of u n follows using classical result for the fractional diffusion equation. We claim that {u n } n is an increasing sequence in n. We will apply the Comparison Principle, it is clear that
)ds ≥ 0 in ∈ Ω, thus v ≥ 0 and then u 2 ≥ u 1 . Therefore an induction argument allows us a show that u n ≥ u n−1 and the claim follows.
The proof of the blow up result follows closely using the argument of [2] . For the reader convenience we include here the details.
Suppose, by contradiction, that there exists (
Using the weak Harnack inequality stated in Theorem 2.4, we get the existence of r 0 > 0 and a positive constant C = C(N, s 0 , t 0 ) such that 
, for all i = 0, . . . , k and, by the Hanarck inequality, (t 1 , t 2 ). Now using the monotony of {u n } n , we get the existence of a measurable function u such that u n ↑ u strongly in L 1 (B r (0) × (t 1 , t 2 )). We claim that || u n−1 |x| 2s || L 1 (Br(0)×(t1,t2)) + ||u θ n−1 || L 1 (Br(0)×(0,T )) ≤ C for all n.
To see that, we define ϕ as the unique solution to the problem 
As above we can prove that the sequence {v n } n is increasing in n and that v n ≤ u n in B r (0) × (t 1 , t 2 )) for all n. Thus and then we can prove that v n ↑ v that solves (25), in B r (0)×(t 1 , t 2 )) at least in a weak sense. This is a contradiction with the non existence result of Theorem 4.2.
In the case where θ ≤ 1, we can prove the following existence result. 
