ABSTRACT State estimation plays a critical role in monitoring and managing operation of smart grid. Nonetheless, recent research efforts demonstrate that data integrity attacks are able to bypass the bad data detection mechanism and make the system operator obtain the misleading states of system, leading to massive economic losses. Particularly, data integrity attacks have become critical threats to the power grid. In this paper, we propose a deep-Q-network detection (DQND) scheme to defend against data integrity attacks in alternating current (AC) power systems. DQND is a deep reinforcement learning scheme, which avoids the problem of curse of dimension that conventional reinforcement learning schemes have. Our strategy in DQND applies a main network and a target network to learn the optimal defending strategy. To improve the learning efficiency, we propose the quantification of observation space and utilize the concept of slide window as well. The experimental evaluation results show that the DQND outperforms the existing deep reinforcement learning-based detection scheme in terms of detection accuracy and rapidity in the IEEE 9, 14, and 30 bus systems.
I. INTRODUCTION
As a typical energy Cyber-physical Systems (CPS), the smart grid is designed to effectively monitor and control the twoway power and information flow between consumers and the grid by integrating advanced sensing, control and measurement technologies [1] - [5] , [48] , [54] . Nonetheless, the smart grid is more vulnerable to threats from the cyber space than traditional power systems because of the diversified and open network environment [6] - [9] . For example, Ukrainian power grid was attacked by Blackenergy and Kill Disk in 2015, causing several substations to be powered down for up to 3 hours [48] . Moreover, the Stuxnet attacked SIMATIC system in 2010, invaded the industrial control system and forged the centrifuge operating data, causing damage to nearly 1,000 centrifuges in the Iran's nuclear power system [9] .
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During the recent past, cyber attacks in the smart grid have drawn great attentions [12] , [14] . Among them, data integrity attacks [15] - [19] are extremely dangerous to the power system due to the difficulty in analyzing the attack behavior, the difficulty in detecting the abnormal information, and the difficulty in recovering the system state. Depending on the target of the adversary, data integrity attacks fall into the following categories: attacks against state information (i.e., measurements) [16] , [20] , [32] , [33] , attacks against interactive electricity information (i.e., load demands, electricity price) [22] , [42] . For instance, regarding to the attack against state information, Sandberg et al. proposed security parameters to quantify the minimum number of measurements to compromise so that an attack could be successfully launched, and utilized graph theory to derive data integrity attack vector [33] . Regarding to attack against interactive electricity information, Bi and Zhang et al. investigated the problem that the adversary could manipulate VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the real-time electricity price and designed corresponding countermeasures [22] . Moreover, our prior works [8] , [16] , [49] , [50] , [52] presented the investigation of data integrity attacks with least efforts against static state estimation, dynamic state estimation, optimal power flow, multiple-step electricity price in power systems.
To defend against data integrity attacks, detection-based and protection-based schemes have been proposed. In terms of detection-based schemes, most of the existing research efforts are targeted at Energy Management System (EMS) modules in traditional power system such as static state estimation, optimal power flow [14] , [21] , [24] , [36] , [39] , [45] . For example, Lee et al. proposed an adaptive denialof-service attack mitigation scheme by applying historical data statistics information of the power system to filter data integrity attacks [30] . To deal with data integrity attacks, Yang et al. proposed a detection scheme using a GaussianMixture Model-based mechanism to improve the detection accuracy [39] . Likewise, Ashok et al. [21] investigated a bad data detection algorithm for smart grid real-time monitoring based on load forecasting, power generation planning and phasor measurement data to defend against data integrity attacks. Likewise, Esmalifalak et al. analyzed the data distribution of the historical state information and proposed a detection scheme based on support vector machine [24] . Related to this efforts, an optimal PMU placement-based protection scheme and an integrated detection schemes were proposed as well [9] , [51] .
In recent years, due to the benefits of obtaining optimal action policies, reinforcement learning techniques have received great attention in addressing the sequential decision problems, i.e., game, control, as well as attack detection [10] , [11] , [53] . For example, Chen et al. adopted a novel Q-learning schemes that utilized the concept of the nearest sequence memory to learn the optimal attack strategy from the adversary's perspective [23] . Kurt et al. utilized SARSA reinforcement learning scheme to detect cyber-attacks in the state estimation module of smart grid [26] . Nonetheless, the features of power system state estimation model are not fully formalized and characterized in the reinforcement learning model of existing research efforts.
To this end, we propose a deep reinforcement learningbased scheme to detect data integrity attacks in AC power grid. The key contributions of our paper are as follows:
• First, we review the model of nonlinear AC power system and the data integrity attack model. Furthermore, we formulate the defensive process against data integrity attacks as a Markov Decision Process (MDP). In such a process, we present the formulation of state space, action space, reward function, and observation space, which eliminates the effects of noise and improve the accuracy and rapidity of detection strategy.
• Second, we propose a Deep-Q-Network Detection (DQND) scheme to defend against data integrity attacks. In our scheme, a main network and a target network are set up to learn the defensive strategy. We also apply the concept of slide window and quantify the observation space to avoid the curse of dimension so that the learning efficiency can be improved.
• Finally, we conduct an extensive performance evaluation of our detection scheme, we define three evaluation metrics: delay-alarm error rates, false-alarm error rates, and detect-failure rates. We design two attack models in our evaluation: continuous attack model and discontinuous attack model. We carry out extensive performance evaluation on IEEE 9, 14 and 30 bus systems, respectively. In comparison with the SARSA detection strategy and SARSA imp detection strategy, our DQND achieves the best performance in terms of delay-alarm error, falsealarm error, and detect-failure rates. The remainder of this paper is organized as follows. We first introduce the system model of nonlinear AC power flow, the attack model, and then briefly review the concept of deep reinforcement learning in Section II. In Section III, we first introduce the Markov Decision model of our strategy, and then introduce the quantification of observation space and slide window. After that, we present our DQND scheme in detail. In Section IV, we show evaluation results to demonstrate the effectiveness of DQND scheme in detecting data integrity attacks. We discuss the future research directions and ongoing works of this paper in Section V. We conclude the paper in Section VI.
II. BACKGROUND
In this section, we first present the nonlinear AC power system state estimation model. We then introduce the data integrity attack model from the adversary's perspective. Finally, we briefly review the concept of deep reinforcement learning.
A. SYSTEM MODEL Denote that there are M smart meters under an N -bus AC power system model. We denote the state of system at time t as x t = [x 1,t , . . . , x N ,t ], the state x i,t contains phase angles and voltage magnitudes of bus i at time t. The measurement vector is expressed as y t = [y 1,t , y 2,t , . . . , y M ,t ], where y j,t is denoted as the measurement of smart meter j at time t. It is worth mentioning that we have M > N that assures the robustness of measurement system. In AC power system, the measurement vector and the state are related as:
where h : R N → R M is denoted as a nonlinear function and is determined by the power system model and e is a measurement error vector. The error vector e follows a Gaussian distribution, in which S denotes the covariance matrix. The system model of IEEE 30 bus system is illustrated in Figure 1 .
In this paper, the weighted least squares mechanism is used to estimate the system state. The basic principle of the weighted least squares mechanism is to learn the optimal estimate value of the real state vector x by minimizing the sum of error's squares. Therefore, the optimal state estimation is expressed as:
where J (x) denotes the objective function. The GaussNewton method is then applied to obtain the optimal state estimation. In each iteration, the state is updated as:
where
∂x is the Jacobian matrix of the measurements, which is updated during state estimation iterations.
To detect the bad data in the above process, the detection threshold is defined as τ , if the estimation error is not greater than τ , we believe that there is no bad data. Then, the detector is defined as:
Note that when the above inequality is satisfied, we know that the estimated state information is trustworthy and there is no bad data.
B. ATTACK MODEL
Note that the objective of the attacker is to perform data integrity attacks to disturb the normal operation of the power grid and bypass the bad data detection mechanism. Most of the existed research efforts assume that the attacker has learned the full information of power system state, which may not be practical in real world [26] , [31] , [37] . Therefore, h f is defined to indicate the adversary's information of the power grid system andx f denotes the error between the state estimation result obtained by the adversary and the true value according to [55] .
The attack vector injected by the adversary is denoted as a, which is tempered into the measurement vector y, the measurement vector after attack can be expressed as:
Moreover, the state estimator obtains the erroneous estimation result by weighted least squares mechanism after receiving the tampered measurement vector. Then, the erroneous estimation result is denoted aŝ
To bypass the bad data detection mechanism in Equation 5, the attack vector should satisfy the following equations:
We can find out that the attack is able to bypass the bad data detection mechanisms when the inequality in the last row is satisfied. In order to meet this requirement, we need to minimize the following equation:
From the perspective of the attacker, to minimize g(x), the following equation should be satisfied:
By satisfying the above equations (8)- (9), the attacker can determine the measurements to be falsified and the optimal attack vector a. Moreover, if the attacker has already learned the full information of the accurate network topology, the attacking vector can be established according to Equation (9) .
C. DEEP REINFORCEMENT LEARNING
As a typical machine learning approach, reinforcement learning is used to learn an optimal action strategy to achieve the maximization of total rewards [29] . During the learning process, the agent interacts with environment to obtain the environment knowledge and updates the action policy over episodes. Nonetheless, the learning efficiency of conventional reinforcement learning method is relatively low so that it is not suitable for the problem with large state space. To address this issue, deep learning [53] technology that is also called deep neural network can be integrated to reinforcement learning well to improve the efficiency, the integrated field is called deep reinforcement learning [34] .
Combined with reinforcement learning and deep neural networks, deep reinforcement learning scheme has mainly the following three advantages: First, deep neural networks is capable of approximating the value of state and action, which are critical in the process of learning optimal policy. Second, deep neural networks perform feature engineering and reduce the dependence of the reinforcement learning process on domain knowledge. In addition, the curse of dimensionality is a difficult problem that reinforcement learning based approach faces, especially when the state space and action space are huge. In this regard, deep reinforcement learning addresses the curse of dimensionality issue well, since that the output of neural networks can estimate the value of state and action, meaning that there is no need for storing the values of state and action and avoids the curse of dimension as a result.
Note that deep reinforcement learning approaches have been widely investigated in several areas. For instance, Deepmind has proposed AlphaGo which can beat the best human player in chess in 2016 [43] , and then, Deepmind also proposed Alpha zero to strengthen the ability of AlphaGo. In addition, Su et al. proposed an online Active Reward Learning in Spoken Dialogue Systems in [44] . Ho et al. proposed a model-free imitation learning algorithm in directly extracting a policy from data [25] . Likewise, Narasimhan et al. employ deep-Q-network with a novel reward function to improve information extraction [35] . 
III. DQND SCHEME
In this section, we first introduce two attack scenarios, and then present the Markov Decision Process of our DQND scheme, including the state space, action space, observation space and reward function. After that, we present the DQND scheme in detail. The critical notations are listed in Table 1 .
A. ATTACK SCENARIOS
Before introducing the detail procedure of DQND scheme, we first define two attacks that the adversary might launch: continuous attack and discontinuous attack as follows:
• Continuous attack: The adversary launches a sequential attack over time until the attack is detected. Generally speaking, the damage caused by continuous attack to state estimation is greater than the discontinuous attack. However, the continuous attack is easy to be detected due to the continuity over time.
• Discontinuous attack: The adversary launches intermittent attack over time until the attack is detected. Due to the fact that the adversary can choose different intermittent time to launch attack, discontinuous attack is difficult to be detected, but the damage that caused is smaller than the continuous attack. The continuous attack model and discontinuous attack model is shown in Figure 2 . 
B. MARKOV DECISION PROCESS
In this paper, the power system operator is also called as the agent, whose responsibility is to ensure the normal operation of the power grid. The Markov decision process (MDP) [38] of our scheme is defend as (S, A, P, R, O), in which S denotes the state space, A denotes the action space, P is the transition probability, R is the reward function, and O is the observation space. We introduce these five elements of MDP in detail as follows:
s t ∈ S is the state of system, S is the set of possible states the agent lies in. We define the state space in this paper as [S n , S a ], where S n indicates the system operates well and S a denotes that the system is under attack. Obviously, the state is unknown for the agent, meaning that the agent cannot make sure that system is under normal operation state or under attack, the agent can only estimate the state of system according to the observation of current state.
a t ∈ A is denoted as the agent's action at time t, A indicates the set of actions the agent might take. We define the action space as [A c , A s ], where A c denotes that the agent infers that the system is in normal operation based on the observation and the system should be kept running, and A s denotes that the agent infers that the system is under attack and should be stopped. p t : s t × a t → P(s t+1 ) indicates the probability the agent steps into s t+1 when it takes the action a t at state s t . This probability is unknown to the agent since we propose a model-free deep reinforcement learning method.
r t means the reward that the agent obtains when taking action a t at state s t . We define the reward function as follows:
where λ is the time when the attack is launched, w is the size of noise that is added into the system model. Also, c 1 and c 2 are the corresponding coefficients, which balance the delay-alarm and false-alarm error. To make c 1 and c 2 satisfy the same order of magnitude, we multiply the coefficient by 1000 in Equation (11) . Delay-alarm denotes the time when the agent detects the attack, which is later than the time when the attack is launched. False-alarm denotes that the agent considers that the system is under attack and stops the operation of system but there exists no attack in fact. In this paper, we aim to minimize the probability of these two types of errors. Moreover, o t is the observation that the agent learns from the system, which is different from the system state, because the system state is not observable to the agent. We define the o t as follows:
From the equation, we can see that when the system is in normal operation, y is close to h(x) and o t is a small value. On the other hand, when the system is under attack, the value of h(x) differs greatly from the y and o t will be a large value. Therefore, the size of o t accurately reflects whether the system has been attacked. In addition, the definition of observation eliminates the impact of noise. Specifically, when the system is under normal operation and the size of noise is large, the observation o t is small and the effect of noise can be ignored. As a consequence, the situation that the agent mistakenly detects that the system is being attacked can be avoided.
C. QUANTIFICATION OF OBSERVATION SPACE AND SLIDE WINDOWS
Recall that the curse of dimension is a common issue in reinforcement learning. 
In this way, the continuous observation space can be quantified as the set of limited discrete values:
We denote l t as the discrete value of the observation value o t . The process of quantification reduces the observation space significantly to improve the learning efficiency. It is worth noting that when the observed value suddenly rises, meaning that the system is suffered from an attack at this time. On the other hand, when the observations change a little in a period of time, meaning that the system operates smoothly without being attacked. Therefore, we utilize the concept of slide window to expand the neighboring observations at one time slot [26] . The size of slide window is denoted as N , meaning that there are N recent observation values in one slide window and the window keeps sliding and updating over time. For example, the slide window is [l t−N +1 , l t−N +2 , . . . , l t ] at time t, and at time t + 1, the slide window is
Considering that the size of slide window is N and the size of discrete observation value is M , there are M N possible values of slide observation window. We utilize the slide observation window as the input of our deep reinforcement learning method.
D. DQND SCHEME
The DQND scheme proposed in this paper mainly includes two stages: the training stage and testing stage. In training stage, the neural networks are trained with the system data, and in testing stage, we test DQND scheme with trained networks. The detailed model of DQND scheme is shown in Figure 3 . We define that the number of episodes in training stage as E, and each episode consists of three steps:
1) INTERACTING
The agent interacts with environment at this step. The agent first observes the system and obtains the observation o t at time t, which reflects the system operation state. Second, the agent takes action a t based on the policy that is learned from the third step. Then, the agent updates the action during each networking learning step of the episode. Third, after the interaction, a reward will be received to the agent as the reflection of his action, and then the agent steps into the next state of the interacting and obtains the new observation o t+1 .
2) REPROCESS
The observation o t , action a t , reward r t and the next time observation o t+1 constitute the transition space [o t , a t , r t , o t+1 ]. Regarding to the slide window, we denote it as:
D. An et al.: Defending Against Data Integrity Attacks in Smart Grid: A Deep Reinforcement Learning-Based Approach where l i is the discrete value of observation o t at time t. Therefore, new transition can be denoted as [w t , a t , r t , w t+1 ]. Then, the transition is stored in replay buffer. At each time of iteration, we randomly select a minibatch, whose size is K from the replay buffer as the training data to update the neural networks.
3) NETWORK LEARNING
In our scheme, two types of neural networks are utilized: the main network and the target network. The main network generates a value Q(o t , a t , θ t ) that evaluates the action of agent, and θ t is the parameter of the main network. The target network also generates a value Q (o t , a t , θ t ) that is utilized to generate the loss function based on the next observation.
To compute the loss function, we first compute the target y at time t as:
in which, γ is the discount factor that denotes the proportion of future reward on the state's value and o is the next observation. The loss function is the square of difference between the target y and value Q(o t , a t , θ t ):
In each time, the main network is updated in the direction of negative gradient of loss L. After every C steps, the parameter of target network θ is replaced by the parameter of main network θ as the updating of target network.
We apply − greedy strategy to choose the optimal action from action space. Particularly, the agent chooses action randomly from the action space with probability 1 − , and the agent takes action a = arg max Q (s t , a t , θ) with probability . Different from the traditional − greedy strategy, to balance exploration and exploitation, the value of is increased in the process of learning until the increases to a maximum max . The increasing strategy ensures that the policy is able to explore more at the beginning of the learning and the action policy converges at the end of the learning with sufficient knowledge of environment.
In the testing stage, the effect of our approach is tested with the trained networks. In each episode of test, we choose the action that minimizes the value of Q(o t , a t , θ t ) . It is important to mention that when taking action a t , the training and testing of the episode terminate because the system will stop and the training and testing process will turn into the next episode.
The detailed procedure of training stage of DQND scheme is presented in Algorithm 1. In which, the agent first learns the detection strategy at training stage, the training stage contains several training episodes, and the detection strategy is developed in each episode by interacting between the agent and the environment, data reprocessing and network learning. The testing stage is presented in Algorithm 2. In which, the detection strategy is tested through the trained network to show the performance. During each episode of the test stage, the agent chooses the action that maximize the network output. Once the agent believes that the system is being attacked, the operation of the system will be stopped.
IV. PERFORMANCE EVALUATION
We show the simulation results of DQND scheme in this section. First, we present the methodology of the evaluation, and then we introduce the results in detail.
A. EVALUATION METHODOLOGY 1) SIMULATION SETUP
The evaluation is performed on IEEE 9, 14 and 30 bus systems. The initial state vector (phase angles and voltage magnitudes) is determined based on MATPOWER [47] . The system matrix A is set as an identity matrix and the measurement matrix is set according to IEEE-9, 14 and 30 bus respectively.
In DQND scheme, we set the size of slide window N as 4, the discrete observation interval is set as . The number of episodes in training stage E is set as 1000 and the number of episodes in testing stage E 2 is set as 100. In addition, there are 100 tests in one episodes. The time steps in one episode is set as 200. The learning rate in reinforcement learning is set as 0.001, the is set as 0.7 initially and the maximum of is set as 0.99. The time interval of updating the target network C is set as 5. The size of replay buffer is set as 500 and the minibatch size is set as 32. In the main network, we set 2 hidden layers and a fully connected layer and there are 100 nodes in each layer. The target network follows the same structure as the main network.
In attack model, we apply the continuous attack model in training stage, the continuous attack is launched since the Estimate the state of systemx t by Equation (3) and Equation (4);
5
Compute the observation o t by Equation (12); 6 Compute the discrete observation value by Equation (13) Generating a random number ra from (0, 1).
12
if ra < then 13 a t = a random action in action space. Takes action a t and observe next observation o t+1 .
30
Compute the slide window w t and w t+1 .
31
Store (w t , a t , r t , w t+1 ) in replay buffer.
32
Sample random minibatch (o t , a t , r t , o t+1 ) from replay buffer. Compute loss function
39
Perform a gradient descent step on the loss function L
40
Every C steps update parameters θ as the main network parameters θ .
41
if a t = a s then 42 Go to the next training episode. The number of time steps T in one episode, the number of test episodes E 2 . Output: The testing result. 1 for episode = 1 to E 2 do 2 for step t = 1 to T do 3 Collect the measurement vector y t ;
4
Employ the Gauss-Newton iterative algorithm to estimate the state of systemx t by Equation (3) and Equation (4);
5
Compute the observation o t by Equation (12); 6 Compute the discrete observation value by Equation (13) 9 Go to the next training episode. In testing stage, we apply both the continuous attack model and the discontinuous attack model, the time when continuous attack is launched is a uniform variable U [40, 140] and the size of continuous attack is also a uniform variable U [−0.1, 0.1]. The discontinuous attack is launched at time 100, and the probability of an attack occurred at each time step is 0.5, the size of discontinuous attack is the same as that of continuous attack model.
2) EVALUATION METRICS
To demonstrate the performance of our scheme, we present several evaluation metrics as follows:
• Delay-alarm error rate (DAE): We define the size of delay-alarm error as t − λ, and the delay-alarm error rate is defined as the sum of delay-alarm error in all episodes divided by the number of tests. t is the time when the agent detects the attack and λ is the time when the attack is launched initially.
• False-alarm error rate (FAE): We define the size of false-alarm error as λ − t, and the false-alarm error rate is denoted as the sum of false-alarm error in all episodes divided by the number of tests.
• Detect-failure rate (DF): The detect-failure rate is defined as the sum of the times of detect-failure occurred in all episodes divided by the number of tests.
3) BENCHMARKS
We compare the DQND scheme with the following benchmarks to demonstrate the effectiveness:
• SARSA scheme is an online reinforcement learning method and Kurt et al. employs it to detect data integrity attack in power system [26] . A table is set up to store the value of actions in each state and the system operator can learn the optimal defending strategy during the updating of the table.
• SARSA imp scheme is an enhanced scheme based on SARSA. First, the observation is defined as Equation (12) , which eliminates the effects of noise. Second, the reward function is denoted as Equation (10) and Equation (11), which reflects the influence of delayalarm error and false-alarm error.
B. EVALUATION RESULTS
We first compare DQND scheme with SARSA and SARSA imp under continuous attack model. In Table 2 , we compare three schemes in terms of delay-alarm error rates on IEEE 9, 14 and 30 bus system. In Table 3 , we compare three approaches with detect-failure rates on the three bus systems. From Table 2 , we can observe that DQND scheme achieves the lowest delay-alarm error rates in all three IEEE bus systems when the system is under continuous attack, which indicates that our scheme is able to detect the attack in the shortest time compared with the baseline schemes. Furthermore, we can also conclude that SARSA imp performs better than SARSA, since that the observation and reward function are improved in SARSA imp . Table 3 illustrates the accuracy of DQND scheme in detecting continuous attack. From the table, we can observe that there is no detect-failure in the test of DQND scheme in all three IEEE bus systems, as well as SARSA imp scheme. In contrast, several detect failures are existed in the test of SARSA scheme. In summary, we can conclude that DQND and SARSA imp perform better in terms of detection accuracy when defend against continuous attack.
In Table 2 and Table 3 , we compare the accuracy and detection speed of three detection schemes when the systems are under continuous attack. In addition, we compare these three schemes under discontinuous attack in Table 4 and Table 5 . From Table 4 , we observe that DQND scheme achieves the lowest delay-alarm error rates in all three IEEE bus systems when the system is under discontinuous attack, while SARSA scheme spends the most time to detect existence of the attack.
The evaluation results in Table 5 are similar to the results in Table 3 , there is also no detect-failure in the results of DQND and SARSA imp schemes when there exists discontinuous attack in AC power system. However, there exists detectfailure in the test of SARSA scheme in IEEE-9 and IEEE-14 bus systems.
In addition, we study the relationship between the performance of our scheme and the ratio of c 1 : c 2 . Since that the false-alarm error rates and detect-failure rates are both very small and close to 0, we consider to show the variation of delay-alarm error rates. For simplicity, we take 9 bus system as example, the evaluation result is shown in Figure 4 . From the figure, we observe that when the ratio of c 1 : c 2 is around 1 : 1, the delay-alarm error rates is the lowest. Note that when the value of c 1 : c 2 is too large or too small, the delay-alarm error rates is very high and the algorithm cannot learn the optimal detection policy. The reason behind this is that the algorithm cannot detect the attack fast when c 1 is small, and the algorithm cannot ensure the accuracy of detection when c 1 is too large. We can also observe that the delay-alarm error rates under continuous attack is smaller than that under discontinuous attack, meaning that continuous attack is easier to detect than discontinuous attack.
Finally, we evaluate the time cost of our scheme in Figure 5 , the time cost of the DQND scheme in IEEE 9, 14 and 30 bus systems are 459 seconds, 655 seconds and 896 seconds, respectively. The results demonstrate that the time consumption increases as the complexity of the system increases. Nonetheless, by leveraging the advanced computing technologies, i.e., distributed and parallel computing, the time consumption of the proposed approach can be reduced significantly.
V. DISCUSSION
We now discuss some future directions of the work in this paper, regarding to the application scenarios and advanced reinforcement learning strategies.
• Application modules: In this paper, we propose a deep Q-learning based approach to detect the cyber-attack in AC power system state estimation in smart grid. As it is reported that other critical modules, i.e., dynamic state estimation, economic dispatch, load frequency control are also suffered from the threatens from the cyber space.
Moreover, it is difficult to investigate a generical strategy to detect the data integrity attacks in those modules. To this end, as a future direction, it is an urgent need to investigate suitable deep reinforcement learning approaches that fully integrates the cyber-physical characteristics of those modules in the smart grid to assist the system operator making optimal action strategy. We shall also investigate the application of our designed scheme in other CPS [40] , [41] .
• Advanced reinforcement learning strategy: In this paper, a deep-Q-learning based detection scheme has been proposed to defend against data integrity attacks in the smart grid. Although our scheme achieves better results than the baseline schemes in terms of detection accuracy and rapidity, the time overhead of our scheme is still relatively large. Especially, as the number of nodes in the power system increases, the time consumption grows exponentially, and the practicability of the strategy will be affected. In view of this, improving the convergence speed and designing a more stable neural network to learn the optimal policy are considered as ongoing works in investigating deep reinforcement learning-based detection to deal with data integrity attacks.
VI. CONCLUSION
In this paper, we addressed the issue of defending against data integrity attacks in AC power system state estimation.
We first formulated the model of AC power system and the data integrity attack model. To detect data integrity attacks, we proposed a DQND scheme to learn the optimal defending strategy. Specifically, DQND scheme applies a main network and a target network to learn the detection strategy during the training stage with real data. To improve the learning efficiency, we applied the quantification of observation space and the concept of slide window, which could prevent the curse of dimension. Finally, we evaluated our scheme based on IEEE 9, 14 and 30 bus systems, respectively. We validated our scheme with two attack models in the evaluation: continuous attack model and discontinuous attack model. The evaluation results show that our scheme achieves higher detection accuracy and speed compared with two baseline schemes. 
