ABSTRACT Recently, many works for stereo matching with convolutional neural networks have gained satisfactory performance. However, it is still an urgent challenge to deal with ill-posed regions and improve details in disparity maps. To address these problems, we propose a multi-scale context attention network with three main modules: atrous spatial pyramid pooling attention, richer convolutional features, and attention mechanism. First, we propose an atrous spatial pyramid pooling attention module to capture context information by the aggregating context in different scales, meanwhile take advantage of the attention mechanism to selectively emphasize informative features and suppress fewer ones. Then, the richer convolutional module is proposed to bring useful detail information for the network. Additionally, attention mechanism is used to pick out informative features for disparity refinement sub-network. Furthermore, we design a point-specific loss function strategy to perform online hard point mining, which helps the network to improve the accuracy of disparity maps. The experiments on the FlyingThings3D and KITTI 2015 benchmark demonstrate that the proposed method can achieve state-of-the-art performance.
I. INTRODUCTION
Stereo disparity estimation is an important and difficult issue in computer vision. It plays an important role in many computer vision applications, including autonomous vehicles [1] , [2] and robotics. Given a rectified stereo pair of images, the purpose of stereo algorithm is to find correspondence of each pixel between two images along the same scan-line and compute the disparity for each pixel in the reference image [3] - [5] .
A typical pipeline of stereo matching algorithm consists of four steps: matching cost computation, cost aggregation, disparity estimation and disparity refinement [6] , [7] . Recently, many works based on CNNs for stereo matching have gained satisfactory performance. Convolutional neural network has shown their more powerful ability to deal with pixel-wise
The associate editor coordinating the review of this manuscript and approving it for publication was Jingchang Huang. prediction task than traditional stereo matching algorithms. Zbontar and LeCun [8] pioneeringly introduced the Siamese network to compute matching cost. The Displets [9] taken advantage of object recognition and semantic segmentation to find correspondence. A three-stage refinement network was proposed by Gidaris [10] to do disparity refinement step. In recent years, some end-to-end CNN methods were proposed to predict disparity, such as iResNet [11] and DispNet [12] . These methods attempt to capture context information to largely form more accurate cost volume and produce better disparity maps. Stereo matching algorithm based on CNNs achieves considerable performance compared with traditional approaches in terms of both accuracy and speed, but it is still a challenge to find more accurate correspondence at ill-posed regions and gain high-quality disparity maps.
In order to alleviate the aforementioned problems, a novel Multi-scale Context Attention Network is proposed to FIGURE 1. Architecture overview of the network. The left and right input stereo images are fed to two weight-sharing SE-ASPP pipelines for feature extraction, then the left and right features are used to form a cost volume, which is fed into sequence CNN for cost volume regularization and disparity estimation. The MSF(multi-scale feature) module is used for multi-scale feature extraction by concatenating representations from sub-regions with different sizes. And RCF and attention modules are used to capture useful fine details and pick out informative features for the network, respectively.
capture rich context information. The structure of our network involves two sub-networks: initial disparity estimation sub-network and disparity refinement sub-network, as shown in Figure 1 . Our network consists of three main modules: atrous spatial pyramid pooling attention, richer convolutional features, attention mechanism. The work of [13] - [15] , [39] shown that the intermediate convolutional layer contained lots of useful detail information. Inspired by this, we adopt richer convolutional feature module and multi-scale features fusion module could be used to capture rich and reliable features for disparity estimation in our initial disparity estimation network. Additionally, DeepLab [16] shown that atrous spatial pyramid pooling with large receptive field to capture rich context information. The work of SENet [17] demonstrates that the attention mechanism could be used to selectively emphasize informative features. Based on its success, in order to capture rich context information and pick out important features, a new module named atrous spatial pyramid pooling attention was designed, which is used to pick out important features that contain rich and important context information. On the one hand, the atrous spatial pyramid pooling attention module could capture context information by aggregating context in different scales and locations. On the other hand, it takes advantage of the attention mechanism to selectively emphasize informative features and suppress less ones to form a cost volume for reliable disparity estimation. Inspired by SENet [17] , we adopt attention module to emphasize informative features to learn residual disparity estimation in the disparity refinement sub-network. Additionally, in our network, we adopt one-dimension single direction correlation to calculate matching cost rather than commonly used one-dimension correlation widely [18] , [19] . It enables the corresponding point of a pixel be found in the right direction. Compared to the one-dimension correlation, one-dimension single direction correlation is computationally much cheaper and could avoid some mismatch. In particular, it is noted that the percentage of pixels whose difference between the estimation value and ground-truth is more than one is 80% approximately if the model trained with L1 loss. In other words, if train our model with L1 loss, the network would pay more attention to easy points with less error rather than the hard points. To gain more accurate disparity estimation performance, a novel loss-function strategy to perform online hard point mining is proposed . It enhance the performance of our network.
In summary, there are four contributions in our paper:
• To pick out informative features with rich context information, a new module named atrous spatial pyramid pooling attention is designed that make full use of the advantage of atrous spatial pyramid pooling and attention mechanism, which could be used for other computer vision tasks easily.
• The attention mechanism is introduced to emphasize informative features for stereo matching. To the best of our knowledge, we are the first one to introduce attention mechanism for disparity refinement.
• A novel loss-function strategy to perform online hard point mining is proposed. This strategy can enhance the performance of our network.
• A novel Multi-scale Context Attention Network is proposed to for better capturing rich context information and producing better disparity maps with rich VOLUME 7, 2019 details. Experiments on FlyingThings3D and KITTI 2015 datasets justify the effectiveness of our network.
II. RELATED WORK
Over the last few years, many methods for cost computation and cost volume optimization have been proposed. Here, some important algorithms are reviewed. According to [3] and [20] , a typical stereo matching algorithm consists of four steps: matching cost computation, cost aggregation, disparity computation, disparity refinement. SGM [21] is a real-time traditional algorithm for stereo matching, which is fast but do not produce good enough disparity maps. Traditional algorithm for stereo matching is based on hand-crafted features, therefore it is a hard problem to gain a high-quality disparity map with limited features. Recently, convolutional neural network has been used in stereo matching task. Zbontar and LeCun [22] was the first one to introduce CNN to calculate matching cost and measure the similarity between image patches. Different from an independent binary classification scheme between image patches, Luo et al. [23] proposed a multi-label classification network which computed local matching cost as forming multi-scale classification over disparities. Shaked and Wolf [24] introduced a highway network architecture with multilevel weighted residual shortcuts to compute matching cost. The Displets [12] taken advantage of object and semantic segmentation to find stereo correspondence. Gidaris and Komodakis [10] proposed a three-stage refinement network for disparity refinement.
Many works shown that all steps in the stereo matching could be integrated to CNNs for joint optimization. These end-to-end networks take raw images as input and output the final disparity results. To estimate disparity, a novel encoder-decoder network architecture named DispNetC was proposed by Mayer et al. [18] , they leveraged a large synthetic datasets to train their convolutional neural network to estimate disparity. Its encoder part was used to calculate the matching cost. The disparity was directly regressed in the decoder part. In particular, the more details about the network, we referred the reader to FlowNet [26] . CRL [19] proposed a novel cascade CNN architecture to calculate the initial disparity and refine the initial disparity by learning its multi-scale residuals. GC-Net [28] incorporated geometric and contextual information using 3D convolution over cost volume to learn disparity. By measuring reflective confidence for disparity maps, ResMatchNet [24] improved the network performance in ill-posed regions. iResNet [11] proposed a network architecture to incorporate all steps of stereo matching, they regard disparity refinement as a Bayesian inference process. PSMNet [30] proposed a novel pyramid stereo matching network to exploit global context information in stereo matching. EdgeStereo [31] paid more attention on encoding context information and they proposed a multi-task learning network to recover missing details in disparity maps.
Aggregating context information is essential for dense prediction task. There are four alternative architectures to capture multi-scale context information: image pyramid, encoder-decoder architecture, atrous convolution, spatial pyramid pooling. FCN [32] is the first method to aggregate coarse-to-fine predictions to improve segmentation performance. PSPNet [33] extended ParseNet [34] to a hierarchical global prior, containing information with different scales and sub-regions. DeepLab v2 [16] proposed atrous spatial pyramid pooling to capture image context information at multiple scales. Atrous convolution is a powerful tool in dense prediction tasks. It allows network to effectively enlarge the field of view of filter to incorporate larger context. SENet [17] adaptively recalibrated channel-wise feature responses by explicitly modeling interdependencies between channels. The work of Liu et al. [13] shown that the intermediate layers contained lots of useful details. Inspired by these works, we design a richer convolutional feature module to capture richer features for stereo matching.
In this work, we design our network architecture based on DispNetC [18] and iResNet. Additionally, we make full use of the experience of detection and segmentation studies to design some new module to exploit global context information for stereo matching. In our work, we take advantage of atrous spatial pyramid pooling and attention mechanism to design a new module to selectively pick out informative features with rich context information. The more details are described below.
III. MULTI-SCALE CONTEXT ATTENTION NETWORK
In this section, we introduce our proposed Network in detail. It consists of multi-scale feature fusion module, richer convolutional feature module, atrous spatial pyramid pooling attention module, and attention module. Each module benefits for stereo matching. The multi-scale feature fusion module is used to capturing multi-scale features, the richer convolutional feature module could capture richer features and bring useful detail information for stereo matching, Opposite to previous work fusing multi-scale features by weighted averaging or concatenation, we propose to integrate multi-layer side output information by designing an atrous spatial pyramid pooling attention module, which is used to exploit the importance of different scales. In this paper, we adopt one-dimension single direction (1SD) to calculate matching cost rather than commonly used 1D correlation. The one-dimension single direction correlation operation could enable network to find the corresponding point of a pixel in the right direction and improve disparity estimation accuracy. Specifically, we design a novel loss-function strategy to perform online hard point mining, this strategy enhance the performance of our network.
A. NETWORK ARCHITECTURE
In this work, we design some new modules to improve the expression ability of the convolution network and attain more accurate disparity result. The architecture is illustrated in Figure 1 . Unlike existing works, we pay more attention to the details of network design, which have an important impact on disparity estimation accuracy. Our network architecture consists of two main parts: initial disparity estimation network and disparity refinement network. We call our initial disparity estimation network and disparity refinement network IDENet and DRNet, respectively. In each part, we add some modules to capture rich semantic and global context information to enhance the network performance for stereo matching. In each part, we adopt one-dimension single direction correlation to calculate matching cost rather than commonly used one-dimension correlation.
In the part of initial disparity estimation network, we design a new module named atrous spatial pyramid pooling attention (SE-ASPP) module to capture rich context information, emphasize informative features and suppress less useful ones. In the part of disparity refinement network, different from other work, we adopt attention mechanism to capture informative features. Then the features are used to calculate matching cost. It is verified that the performance of stereo matching benefit from the richer and more distinctive features.
B. INITIAL DISPARITY ESTIMATION NETWORK(IDENet)
Compared with DispNetC [18] and CRL [19] , we adopt multi-scale feature fusion module, richer convolutional feature module and atrous spatial pyramid pooling attention module to improve the performance of our IDENet. The output of our IDENet is a full-resolution disparity map. In this work, we adopt multi-level supervision strategy to train our network. The disparity maps at six scales are supervised by the ground-truth through calculating the L1 loss.
1) RICHER CONVOLUTIONAL FEATURE MODULE
Obviously, the useful feature and rich context information are good for stereo matching task. We adopt multi-level supervision strategy to predict disparity, which enable the network to learn a coarse representation first and then processed with finer resolutions without losing constraining intermediate features. The work of RCF [19] shows that rich hierarchical information is useful to attain better edge detection performance. So inspired by this, we add some deconvolution layers to make full use of the intermediate convolutional features to improve the ability of the network. We up-sample disp6, disp5, disp4, disp3 respectively with times: 32, 16, 8, 4 as shown in Figure 2 . Then we concatenate the all up-sampled feature maps and other feature maps, the output of the concat layer is used for predicting the subsequent disparity. The operation could be defined as (1) where D t (x t ) denotes that deconvolution operation to up-sample feature maps(x t ) with times: t. x ot means other feature maps with same scale with these up-sampled feature maps.
2) MULTI-SCALE FEATURE FUSION MODULE
We adopt multi-scale feature fusion module to extract multi-scale features for IDENet and DRNet. Following iResNet [29] , we up-sample conv1a and conv2a with deconvolution operation, the output is full-resolution feature maps as the input. Then a subsequent convolution operation is used to fuse the up-sampled features. The same operation is implemented on right image input by sharing weighted with the left image input. On one hand, the multi-scale fusion features are used to bring rich detailed and semantic information for IDENet. On the other hand, they are used to calculate the reconstruction error for DRNet. The illustration about aforementioned operation is shown in Figure 1 .
3) ATROUS SPATIAL PYRAMID POOLING ATTENTION MODULE
Stereo matching benefits from rich context information, especially for ill-posed regions. DeepLab [16] adopted atrous spatial pyramid pooling to capture context information and gain multi-scale features representation. Atrous convolution and pooling both could be used to enlarge the field-of-view and extracted dense features. Compared with atrous convolution, adopting pooling will reduce significantly the spatial resolution of the feature maps. After pooling, in order to gain the same resolution as the input feature of the pooling layer, the optional remedy is to use deconvolution layer or linear interpolation. However, it requires additional memory and time. So atrous convolution is a better choice to extract dense features and enlarge the field-of-view without reducing the spatial resolution.
In our work, we first use atrous spatial pyramid pooling operation to learn the relationship between an object and its sub-regions and incorporate hierarchical context information. We propose attention mechanism to help the network to pay more attention to the important and useful features. We adopt four parallel atrous convolutional layers with different dilation rates. The convolution features obtained by ASPP module are fused through two convolution layers. The 3*3 convolution layer is used for fusing spatial information. The 1*1 convolution layer is used for reducing the number of channels. Then the output of the second convolution layer are feed into a attention module part, which help the network select more important features to calculate matching cost. The richer features, the more accurate matching cost and disparity estimation result. We verify that this module could help the network capture rich enough features to distinguish some similar correspondences. This module can also be used for other task, it could help the network to capture rich and valuable features. The output F s of this module could be attained by a series of undermentioned formulas.
f is the output of ASPP sub-module. k is the kernel size, r is the dilation rate. It is used to capture rich context information. Then we adopt attention mechanism to pick out informative features for stereo matching.
p is the channel descriptor achieved by using global average pooling to generate channel-wise statistics. p c is c-th element of p which is generated by shrinking f through its dimensions W × H . f is the output of ASPP sub-module.
s is a set of channel specific weights. δ is the ReLU function. In our network, we adopt two convolutional layers to model this operation, a dimensionality-reduction convolutional layer with parameters R 1 and reduction ratio r (we adopt two in our network) and the other one convolutional layer with parameters R 2 for dimensionality-increasing.
F s is the final output of this module, it is obtained by scaling the output f of ASPP sub-module with the activations s. The more detail is shown in Figure 3 . 
C. ATTENTIN MODULE
Following iResNet [29] , we adopt a disparity refinement network to refine the initial disparity. Opposite to previous work, we adopt a squeeze-and-extraction module to enhance the representational power of the network by modeling channel-wise relationships in a computationally efficient manner as shown in Figure 4 . SENet [17] is the first one to propose the module to model channel-wise relationships. Inspired by this, we adopt this module to capture informative features for stereo matching. On one hand, the output of the module are fed into a correlation1SD layer to gain a more accurate matching cost. On the other hand, the left image part of its output is used to bring rich global context information for the disparity estimation part. The experiment result show that the module improve the performance of the network for stereo matching. More to the point, we are the first one to adopt this module for stereo matching task. The related formulas, please refer to Equations (3), (4),(5).
D. ONLINE HARD POINT MINING
By analyzing the error rate of our network on FlyingThings3D validation set, it is noted that 1px error rate is 20 percent approximately. This means that the rate of estimation disparity value whose difference with ground truth is less than one pixel is 80 percent approximately. Therefore, when we go on training with L1 loss function, the network will tend to optimize the pixel location, whose error with ground truth is less than one pixel. To optimize the points with higher error, we adopt a novel loss-function strategy to perform online hard point mining for these points whose error with ground truth is more than one pixel. Firstly, we adopt the L1 loss function to train the proposed MCANet. Then we use the L2 loss function to fine-tune our network. On one hand, the strategy could enable our network effectively converge. On the other hand, it make our network pay more attention to the hard points whose difference with ground truth is more than one pixel. The loss function strategy is defined as:
N is the number of labeled pixels, d i is the ground-truth disparity, andd i is the disparity estimated by network. λ is a flag, the value of λ is 1 when we train our network from scratch, it is set to zero when we get a good enough model and fine-tune the model on same dataset.
IV. EXPERIMENTAL RESULTS
There are two public data sets for stereo matching task: FlyingThings3D and KITTI 2015. We evaluate our approach on these two data sets. In this section, we first describe the details about experimental settings. Then we evaluate each component of the proposed method, and analyze the performance in detail.
A. IMPLEMENTATION DETAILS
There are two public and available datasets could be used for stereo matching task. We train and evaluate our network based on the two datasets.
1) FLYINGTHINGS3D DATASET
It is a large scale synthetic dataset containing 22350 synthetic stereo image pairs for training and 4370 synthetic stereo image pairs for test. The size of image pairs is that height = 540 and width = 960. The more important is that this dataset provides dense and elaborate disparity maps as ground truth. We find that this dataset has a few images with unreasonably large disparities. Therefore, it is bad for disparity estimation. Following [19] , we remove some disparity images, if more than 25% of its disparity value are greater than 300. Given the maximum displacement set in our network is 40 pixels, which corresponds to 160 pixels in the input image. So if the pixel whose disparity is larger than 160 pixels, the pixel will be ignored when compute the loss. When we train the network based on the dataset, the image pairs are cropped with height = 786 and width = 384.
2) KITTI 2015 DATASET
It is a real-world but small dataset captured by a driving car with dynamic street views. It provides 200 stereo image pairs with sparse ground-truth disparities for training and 200 stereo image pairs without ground-truth disparities for test through its online leaderboards. The resolution of the most image pairs in the dataset is height = 1242 and width = 374. Given the dataset is small and its ground-truth is sparse, in order to enable the network have a good performance in this dataset, we divide the whole training data into a training subset and a validation subset, where the training subset occupies 90% of the data and the validation subset occupies the rest.
Due to the small number of the KITTI training images, it is necessary to adopt data augmentation to introduce more diversity into the training dataset. Following DispNetC, we perform spatial and chromatic transformations to augment data.
3) TRAINING DETAIL
All experiments of our novel network are based on Caffe framework [38] with a single GPU(1080Ti). We train our network based on the pre-trained network of DispNetC [18] . We would train and evaluate the network to justify our choice when any module is added into the network. In this work, we adopt Adam method with β 1 = 0.9, β 2 = 0.999, and a batch size of 2 to train our network. Following DispNetC, we adopt multi-step learning rate when we train our network on these two datasets. To save the training time of overall network, generally speaking, we first train the first network, then by fixing its weights, the disparity refinement network is trained. After all, we fine tune the overall network. For presentation, we hereby encode every module with a string. The string means that what method we added into the network. In this work, we have several such strings: RCF, MSF, SE-ASPP, Attention. For example, RCF means that we add richer convolutional features module into the network. The MSF means multi-scale features, the SE-ASPP means atrous spatial pyramid pooling attention module, Attention means squeeze-and-excitation operation (attention mechanism).
The learning rate we use is 1e-4 when we train our network on the FlyingThings3D dataset and then divided by 2 every 150k iterations starting from 200k-th. We also adopt the loss weight schedule when trained our network. During fine-tuning on the KITTI dataset, the initial learning rate was set to 2e-5 for the 20k iterations and the reduced to 1e-5 for the subsequent 90k iterations. The training procedure is repeated with different loss weight to further optimize the model.
4) EVALUATION METRIC (TESTING)
We evaluate our network with two widely used metrics: Endpoint-error (EPE) and three-pixel-error (3PE). The Endpoint-error means the average Euclidean distance between the estimated disparity and the ground-truth. The three-pixel-error means the percentage of pixels with endpoint error more than 3.
B. ABLATION STUDY FOR IDENet
In this section, we justify our design choices by presenting several comparison experiment on the FlyingThings3D dataset. The DispNetC is our base feature network. In order to gain better disparity estimation result, we adopt some methods and propose some new methods to help the network to enhance its performance. The performance of these methods is shown in Table 1 .
1) ABLATION FOR RICHER CONVOLUTIONAL FEATURE MODULE
The DispNetC is our base feature network. Obviously, the intermediate layers contain lots of useful fine details. And combining hierarchical CNN features is good for performing the pixel-wise prediction in an image-to-image fashion. Thus, we add a richer convolutional features module in our network based on the work [32] - [34] . As shown in Table 1 , the EPE is reduced from 1.84 to 1.598 by adding the richer convolutional features module in the network.
2) ABLATION FOR MULTI-SCALE FEATURE FUSION MODULE
We adopt MSF module to capture rich context information for stereo matching. The comparative results are shown in Table 1 . It could be observed that the EPE is reduced from 1.598 to 1.573 by adopting multi-scale features fusion module. And it help the network gain better disparity estimation performance. 
3) ABLATION FOR ATROUS SPATIAL PYRAMID POOLING ATTENTION MODULE
The context information is beneficial for pixel-wise prediction task. So in order to enhance the ability of our disparity refinement network, we propose a new method named atrous spatial pyramid pooling attention module to capture more context information and pay more attention to the important features for disparity estimation task. This module could help the network pick out the informative features and the features are used for calculating the cost volume. Obviously, the richer features, the better results. As shown in Figure 1 , compared with the disparity refinement part of iResNet [11] , we use atrous spatial pyramid pooling attention(SE-ASPP) module to capture more context information for the left, right image features, then the left, right feature maps were fed into a correlation layer to learn matching cost estimation. Different other work, we first capture multi-level field-of-view features then adopt attention mechanism to pick out more important features that enough information is considered and several similar correspondences can be distinguished. The experiment result is listed in Table 1 , the performance of our disparity refinement network adopted this module has a remarkable improvement. This further improves the performance by almost 0.2.
C. ABLATION STUDY FOR DRNet
Many works show that disparity refinement step could be designed as a sub-network to optimize. Inspired by iResNet [11] , we design a similar sub-network to refine the initial disparity obtained by our IDENet. But we adopt a new module to enhance the performance of the disparity refinement network.
1) ABLATION FOR ATTENION MODULE
In order to pick out richer and more important features for matching cost computation step, we adopt the squeeze-andexcitation module to selectively emphasize informative features and suppress less useful ones. Then the output features of this module are used to gain more accurate matching cost, and it could help the network produce better disparity result. To assess whether the attention module has an important impact on the network performance, we experiment with a variant of the attention block and another variant without attention module. The different performance of the two variants are shown in Table 1 . By using attention module, the EPE is reduced from 1.331 to 1.313.
D. ABLATION STUDY FOR ONLINE HARD POINT MINING
In this part, we adopt a new loss-function strategy to help our network to pay more attention to hard points whose difference with ground-truth is more than one pixel. In particular, we first try our best to train our network with L1 loss until we get a good enough result on FlyingThings3D dataset, then we fine-tune our network on these two datasets with L2 loss. The performance is shown in Table 1 . Obviously, the result shows that this strategy further improve the performance of our network, with the EPE being reduced from 1.313 to 1.30.
E. COMPARISONS WITH OTHER METHODS ON FLYINGTHINGS3D TEST DATASET
In this section, we compare our network with several state-ofthe-art stereo matching algorithms. The performance of our network and other methods are presented in Table 2 . Notably, the performance of our network outperformed other methods in terms of accuracy. And some examples are illustrated in Figure 5 . It shows that our network gains more accurate disparity and richer detail for some regions.
F. KITTI 2015 BENCHMARK RESULTS
We calculate the disparity maps for KITTI 2015 test set based on our network. Then we submit our results to the online leaderboards of KITTI and get the evaluation results. The results based on three-pixel-error (3PE) metric are shown in Table 3 . The overall three-pixel-error of our network is 3.00. The comparative results are shown in Figure 6 . It shows that our network produces more accuracy results than most methods. But it does not gain the best results. Compared with SegStereo [37] , their network has more complex net- Comparison with other methods on FlyingThings3D test set. In the red boxes, the disparity map(the last row) produced by our MCANet is more accuracy and has better visualization effect than other methods. work structure and higher computational complexity than ours. In other words, our network is faster than theirs. Compared with iResNet [11] , we pay more attention to the disparity refinement sub-network, it does gain better results than iResNet [11] in foreground regions. Due to limited GPU memory, compared with iResNet [11] , we use smaller batch size and the cropped image size to train our network, we believe that if we train our network with bigger cropped VOLUME 7, 2019 image size and batch size, our network would gain better performance. Table 3 shows that our network produce more accurate disparity map with richer details, especially better results are achieved in the foreground, which is at the core of many image-processing tasks.
V. CONCLUSION
In this work, we proposed a novel network architecture (MCANet) for disparity estimation. It consists of two main sub-networks: initial disparity estimation network (IDENet) and disparity refinement network(DRNet). Since stereo matching would benefit from rich context information, we adopt richer convolutional features module and multi-scale feature fusion module to capture richer details and context information for IDENet. In particular, different levels with different scales contain various contexts, we design a new atrous spatial pyramid pooling attention module to exploit the importance of different scales. This module could be used to pick out informative features with rich context information. Additionally, it is universal and could be used for other computer vision tasks. And we introduced attention mechanism to selectively emphasize informative features for DRNet. It enhance the performance of our network. Especially, we propose a novel loss-function strategy to performance online hard point mining. The extensive experiment on FlyingThings3D shows that all modules we propose are helpful for the stereo matching and improve the accuracy and detail for disparity maps. Our network achieve the state-of-the-art performance on FlyingThings3D and KITTI 2015 datasets.
