We discuss the approximation of the value function for infinite-horizon discounted Markov Decision Processes (MDP) with nonlinear functions trained with Temporal-Difference (TD) learning algorithm. We consider this problem under a certain scaling of the approximating function, leading to a regime called lazy training. In this regime the parameters of the model vary only slightly during the learning process, a feature that has recently been observed in the training of neural networks, where the scaling we study arises naturally, implicit in the initialization of their parameters. Both in the under-and over-parametrized frameworks, we prove exponential convergence to local, respectively global minimizers of the above algorithm in the lazy training regime. We then give examples of such convergence results in the case of models that diverge if trained with non-lazy TD learning, and in the case of neural networks.
Introduction
In recent years, deep reinforcement learning has pushed the boundaries of Artificial Intelligence to an unprecedented level, achieving what was expected to be possible only in a decade and outperforming human intelligence in a number of highly complex tasks. Paramount examples of this potential have appeared over the past few years, with such algorithms mastering games and tasks of increasing complexity, from playing Atari to learning to walk and beating world grandmasters at the game of Go [16, 23, 24, [31] [32] [33] . Such impressive success would be impossible without using neural networks to approximate value functions and / or policy functions in reinforcement learning algorithms. While neural networks, in particular deep neural networks, provide a powerful and versatile tool to approximate high dimensional functions [4, 12, 17] , their intrinsic nonlinearity might also lead to trouble in training, in particular in the context of reinforcement learning. For example, it is well known that nonlinear approximation to value function might cause divergence in the classical temporal-difference learning due to instability [40] . Several algorithms have been proposed in the literature to address the issue of non-convergence [5, 21, 27, [37] [38] [39] , while practical deep reinforcement learning often employs and prefers basic algorithms such as temporal-difference [36] and Q learning [41] due to their simplicity. It is thus crucial to understand the convergence of such algorithms and to bridge the gap between theory and practice. First steps in the theoretical study of deep neural networks for reinforcement learning have recently been made in [43] for the neural fitted Q iteration algorithm [27] .
The theoretical understanding of deep reinforcement learning is of course rather challenging, as even for supervised learning, which can be viewed as a special case of reinforcement learning, deep neural networks are still far from being understood despite the huge amount of research focus in recent years. On the other hand, recent progress has led to an emerging theory for neural network learning at least in the regime of overparametrization, including recent works on mean-field point of view of training dynamics [11, 22, 29, 30, 42] and also the linearized training dynamics in the over-parametrized regime [2, 3, 10, 13-15, 18, 19, 26, 44] .
Markov Decision Processes
We denote a Markov Decision Process (MDP) by the 4-tuple (S, P, r, γ), where S is the state space, P = P (s, s ) s,s ∈S a transition kernel, r(s, s ) s,s ∈S is the real-valued, bounded immediate reward function and γ ∈ (0, 1) is a discount factor. In this context, the value function V : S → R + maps each state to the infinite-horizon, expected discounted reward obtained by following the Markov process defined by P . We assume throughout that this Markov process satisfies the following assumption: Assumption 1. The Markov process with transition kernel P is ergodic and its stationary measure π has full support in S.
In this note we are interested in learning the value (or cost-to-go) function V * (x) of a given MDP (S, P, r, γ), which is given by
where E s [ · ] denotes the expectation of the stochastic process s t starting at s 0 = s. More specifically we would like to estimate this function through a set of predictors V w (s) in a Hilbert space F parametrized by a vector w ∈ W := R p . We make the following assumption on such predictors:
Assumption 2. The parametric model V : R p → F mapping w → V w ( · ) is differentiable with Lipschitz continuous derivative DV w (as a linear map from R p → F) with Lipschitz constant L DV defined WRT the operator norm.
A popular algorithm to solve this problem is given by value function approximation with TD(λ) updates [35] . Starting from an initial condition w(0) ∈ W, for any λ ∈ [0, 1), this learning algorithm updates the parameters w of the predictor by the following rule: w(t + 1) := w(t) + β t δ(t)z λ (t) ,
for a fixed sequence of time steps {β t } to be specified later, where the temporal-difference error δ(t) and eligibility vector z λ (t) are given by
This work focuses on the asymptotic regime of small constant step-sizes β t → 0. In this adiabatic limit, the stochastic component of the dynamics is averaged out before the parameters of the model can undergo a significant change. This allows to consider the TD update as a deterministic dynamical system emerging from the averaging of the underlying stochastic algorithm. We focus on analysis of this deterministic system to highlight the aspect of nonlinear function approximation. The averaged, deterministic dynamics is given by the set of
where E π denotes the expectation with respect to the invariant measure of the underlying dynamics and in the case of finite state space (|S| = d) we can represent V w as a vector in R d . To streamline our analysis of the TD algorithm, we define the TD operator T λ :
Note that when λ = 0 the above operator acquires the simple form T 0 V :=r + γP V forr(s) := E s [r(s, s )]. Then, denoting throughout by Γ the d-dimensional diagonal matrix whose entries are the (positive) values of the
Schematic representation of the effect of the linear scaling of the approximating function (e.g., in (12)) in the under-parametrized setting. The space of parameters (left) is mapped to the space of predictors (right) by the parametric model V . The scaling V → αV changes the manifold F w that the parameter space is mapped to (different surfaces on the right). In particular, this scaling "widens" the reach in the space of functions of the predictors within a ball of small radius in W, but at the same time it "flattens" that space (locally in W) bringing it closer to the tangential plane to the initial model V w(0) . Choosing V w(0) = 0 as in the picture above leaves the initial point of the dynamics (in predictor space) invariant under such transformation.
invariant measure π(s), it can be shown [40, Lemma 8] (and is immediately verified in the special case λ = 0) that the continuous dynamics (4) for general λ < 1 can be written as
where DV w represents the d × p-dimensional Fréchét derivative (or Jacobian) of V at w. The extension of convergence results for the limiting, average dynamics we consider in this paper to convergence with probability one of the underlying, stochastic algorithm can be obtained through standard stochastic approximation arguments [6] . More details on this straightforward extension are given in Remark 3.4 in Section 3 and in the appendix. In this work, we are interested in a certain scaling of the TD learning algorithm with function approximation. More specifically, we consider the rescaled update
for large values of the scaling parameter α > 1 . One of the reasons why this scaling of the model is of practical interest is because it arises naturally when training neural networks, implicit in some widely applied choices of initial conditions, as we explain in Section 4.2. Furthermore, as we shall see below, under some mild assumptions for large values of α the parameters w of the model vary only slightly during training, inducing what is called the "lazy training" regime. A visual representation of the geometric effect of this scaling in the case where p < d is given in Fig. 1 .
Main Results

Over-parametrized regime
In the over-parametrized setting we assume that the number of parameters p is larger than the size of the state space S. Admittedly, in applications such as AlphaGo, it is unrealistic to over-parametrize, but we start with this regime as it parallels the study of over-parametrized supervised learning for global convergence of the training loss. Analysis of the under-parametrized regime will be discussed in the next subsection. In order to state our first result, we introduce the scalar product in R d defined by
and denote by · 0 the norm it induces. Note that g w is the metric tensor associated to the pushforward metric induced by the parametric model V : R p → F. Furthermore, we define throughout the inner product induced by the invariant measure π as
and denote by · π the corresponding norm. We note that if DV w(0) has singular values that are uniformly bounded away from 0, the norms · π , · 0 are equivalent, i.e., there exists κ > 0 such that
Theorem 3.1 (Over-parametrized case). Assume that σ min > 0, where σ min is the smallest singular value of DV w(0) . Assume further that w(0) is such that V w(0) 0 < M :
Recall that V * is the exact value function given by (1) .
Similarly to the proof in [10] , we first show that DV w and V w do not change much assuming that w stays in a small ball of radius . Then, combining this result with the Lipschitz continuous character of DV in w, one shows that w does indeed stay in the desired ball of radius . A similar computation can be done in our case. To bypass the absence of a µ-strongly convex cost functional in our framework, which was crucial in the analysis of [10] , we adopt a strategy based on the use of a local Lyapunov function
where V * is the sought for value function (1). The theorem is based on some preparatory lemmas, proofs of which can be found in appendix. The first one states that for large values of the scaling parameter α the pushforward metric g w varies in a negligible way during training. Throughout, we denote by 1 the identity matrix in the corresponding space and by B π (v), B 0 (v) and B (v) the ball with radius around v in the · π , · 0 and · 2 respectively. 
for a linear operatorg v with g v < ε . More specifically, let σ min be the smallest singular value of DV w(0) .
4 for all w ∈ B (w(0)). We also recall from [40] the following contraction property of the TD operator in the · π norm. For the convenience of readers, we recall the proof in the appendix. 
In particular there exists a unique fixed point of T λ , V * ∈ F given by (1).
The proof of Theorem 3.1 relies on the above lemma to establish decay of the local Lyapunov function U as long as w stays within a ball. The nonlinear effects become negligible when α is sufficiently large. The control of U in turn gives the bound of the change of w, which closes the argument. The details are given in the appendix.
Remark 3.4. Our results can be extended to show stability and convergence in the stochastic approximation setting, similarly to [5, 40] , under the additional assumption that the step size {β t } satisfies the Robbins-Monro condition [28] . For example, one can apply [6, Thms. 2.2, 2.4] guaranteeing almost sure convergence and exponential contraction of the expected error with probability one over the initial condition provided that the limiting vector field (in our case (6)) has a unique fixed point and is Lipschitz continuous. Lipschitz continuity is an immediate consequence of the compactness of closed balls in the space of functions and the Lipschitz continuity of the models Assumption 2, the existence of a fixed point (1) in F of the limiting vector field (12) is trivial while its uniqueness has been proven in the proof of Theorem 3.1 in the appendix.
Under-parametrized regime
We now proceed to state and prove a convergence theorem in the under-parametrized case. The underlying assumption in this section is that the size of state space is larger than the number of parameters, which in turn bounds the rank r of DV w(0) from above: r < p < d. In this regime, in general, there is no hope that TD will converge to the true value function V * . In fact, the image of the operator T λ might not even lie in the space F w of approximating functions. However, the Jacobian DV w(t) in the TD update acts as a projection (WRT the product · , · π ) onto the tangent space of F w at V w(t) (more specifically, DV w(t) projects the image of T λ onto W, which is then mapped back to T V (w(t)) F w by DV w(t) ). We denote throughout by Π and Π 0 the projection operator under (7) onto T V (w(t)) F w and T V (w(0)) F w respectively. What one can hope for is that the TD algorithm converges to a locally "optimal" approximationṼ * of V * on the manifold F w , which is close to the best approximator
Theorem 3.5 (Under-parametrized case). Assume that r := rank(DV w ) is constant in a neighborhood of w(0) and V w(0) = 0. Then there exists α 0 > 0 such that for any α > α 0 the dynamics (6) (and the corresponding approximation V w ) converge exponentially fast to a locally (in W) attractive fixed pointṼ * , for which Π(T λṼ * −Ṽ * ) π = 0 and satisfies
The main difference of the proof of the above result compared to the one in the over-parametrized regime is that DV w · DV w does not have full rank anymore. This implies on one hand that the norms · π and · 0 are not equivalent in R d , even though we still have · 0 ≤ κ · π for a κ > 0, provided that π(s) > 0 for all s ∈ S. On the other hand, as mentioned above, this implies that the model V w evolves on a submanifold F w of F, and that T λ does not, in general, map onto the tangential plane T V (w) F w of F w at V w . The action of T λ is then projected back onto T V (w) F w by the operator DV w(t) . The nonlinear structure of the space F w slightly complicates the proof WRT the over-parametrized case, and we need to make use of standard differential geometric tools to map the problem back to a linear space, as we do below.
Proof. We apply the rank theorem [7, 20] to show that there exist sets
and, for an appropriate choice of bases, π r maps the coordinates of W 0 to the first r coordinates of
where r is the rank of the operator DV w(0) . We denote by Π r the hyperplane in F spanned by the first r vectors of the basis. We recall that by [7, 20] the maps, ψ, φ, π r are continuous with Lipschitz derivatives Dψ, Dφ, Dπ r respectively. We consider the trajectory of V w(t) := π r • φ(w(t)) = ψ(V w(t) ). Denoting by D· the Jacobian at the corresponding point of the dynamic and noticing that DV = Dψ −1 Dπ r Dφ we obtain
so V remains in Π r . As a consequence of the above we can naturally define a metric (the pushforward metric) on F 0 by the tensorḡv = (Dπ r DφDφ Dπ r ) −1 . In fact, by choosing the metric tensor to be constant on F 0 , i.e., equal toḡ 0 for all v ∈ F 0 , we equip the linear space F 0 with a scalar product · , · 0 . This, in turn, directly induces a norm · 0 on the same space. We now proceed to use such simple metric structure to establish the existence and uniqueness of a fixed point of (12) in F 0 for α large enough.
The result of our theorem follows from [34, Proposition 4.1], which establishes uniqueness and exponential contraction at rate > 0 of a dynamical system evolving under the flow of a vector field X given by the RHS of (12) in a forward invariant set F 0 provided that for every geodesic γ(s) in F 0 (13) holds. Therefore, the proof of convergence is concluded by applying Lemma 3.6 and Lemma 3.7, whose proofs can be found in appendix. The proof of the optimality of the fixed point is postponed as Lemma A.1 in the appendix. 
is strictly decreasing in s.
Remark 3.8. The proof of Theorem 3.5 can be straightforwardly generalized to the case where the initial condition V 0 is not identically 0 but within B (α) (0) for (α) going to 0 with α → ∞. This generalization, however, requires the map V to be uniformly Lipschitz smooth for w ∈ W 0 . Among other things, this extension allows to explicitly cover the training of randomly initialized, single layer neural networks with random initialization. Further generalizations of the above result include the case d = ∞, i.e., when F is an infinite-dimensional Hilbert space.
Numerical examples 4.1 A divergent nonlinear approximator
We illustrate the convergence properties of temporal-difference learning in the lazy training regime in the under-parametrized case by applying it to the classical framework of [40, Section X] . This reference gives an example of a family of nonlinear function approximators that diverge when trained with the TD method. The intuition behind this counterexample is that one can construct a manifold of approximating functions F w in the form of a spiral, with the same orientation as the rotation of the vector field induced by the TD update in the space of functions. By choosing the windings of the spiral to be dense enough, the projection of the TD vector field follows the spiral in the outward direction, leading to a divergence of the algorithm, as displayed schematically in Fig. 2a . More specifically, consistently with [40] , we parametrize the manifold F w as V ϑ := eε ϑ (a cos(λϑ) − b sin(λϑ)) − V * for a = (10, −7, −3), b = (2.3094, −9.815, 7.5056),ε = 0.01, λ = 0.866. We choose the discount γ = 0.9 and a step-size of β t ≡ 2 × 10 −3 , while the underlying Markov chain is defined by the transition matrix P ij = (δ j,mod(i,3)+1 + δ i,j )/2, where δ i,j is the Kronecker delta function and equals 1 if i = j and 0 else. We note that the step-size does not affect the convergence properties of the algorithm, as argued in [40] , where the immediate reward was set tor = (0, 0, 0). Note that, as realizing the conditions of Theorem 3.5 would start the simulation at the solution V * = (0, 0, 0), we shift both the solution and the manifold of approximating functions by the same vector in the embedding space, leaving the new solution V * = −V 0 = −a at the center of the spiral, i.e., realized at ϑ = −∞. This corresponds to choosing an average rewardr = (−6.85, 8.35, −1.5). We note that by the affine nature of the TD update, this change inr results in a global shift of the TD vector field in F and does not affect the update of ϑ. In particular, this means that the TD update remains divergent for every initial condition different than the solution V * . We run the TD update in the off-centered situation both for values of α = 1 (the classical, divergent regime) and α = 100. As explained in the previous sections, this scaling of the approximating function makes the TD (3), whose projection on T ϑ F w gives the dynamics of the TD update in F w . In (a) this projection points "outwards" along the spiral, while (b) it has a fixed point close to 0. The scaling yields an effective "linearization" of the manifold around 0. The red point marks the global fixed point of the vector field.
update convergent, as displayed in Fig. 3a . Indeed, under this scaling the solution converges to a local minimum of the dynamics. The intuition behind the convergence of the algorithm is outlined in Fig. 2 : when α is large we are in an almost linear regime where the TD update converges.
Single layer neural networks
We also show that the regime of study arises naturally in one hidden layer neural networks for a certain family of initialization. We consider the example of ReLu activation function, i.e., when the model is given by
for s ∈ R m and N distinct (m + 2)-dimensional (14) in a i , by the rescaling property of normal distribution this is equivalent to writing
1 . Therefore, we see that this common choice of initial conditions implicitly starts the training of the above model in the lazy regime. We train the model (15) by TD learning (6) with fixed step-size β t ≡ 10 −3 both in the over-and under-parametrized regime. To do so, we draw an objective function V * randomly with distribution
iid ∼ N (0, 1) for all s ∈ S on a grid of d equally spaced points on the interval [−1, 1]. We then compute the corresponding average reward by solving the TD equation:r = (1 − γP )V * , and train the model (6) for λ = 0, γ = 0.9 (when not specified otherwise) with transition matrix P ij = (δ j,mod(i,d)+1 + δ i,j )/2. To respect the (a) Example from [40] (b) Neural networks simulation Figure 3 : Results of the training of nonlinear value function approximation with TD learning for the examples described in Section 4.1 (a) and Section 4.2 (b). In (a), we plot the π-norm of the projected TD error Π(T λ V −V ). This quantity measures the increments of the model parameters during training and vanishes at a local minimum of the TD dynamics. We see that the algorithm diverges for α = 1 (blue curve), but converges to a local minimum for α = 100. In (b, above) we plot the MSE of single layer neural network during training in the over-parametrized regime (N = 100, d = 30, α = 500 ) for different choices of γ (0.8, 0.83, 0.85, 0.87, 0.9), showing exponential convergence (at different rates) to the global minimum claimed in Theorem 3.1. In (b, below) we again plot the norm of the the projected TD error for a neural network in the under-parametrized regime (N = 10, d = 50, α = 100) for different initial conditions, showing that the dynamics converge to a local fixed point.
conditions of Theorem 3.5, we initialize half of the parameters of the neural network as explained above, while the other half is obtained by replicating the values of b i , c i and inverting the one of a i → −a i . This "doubling trick" introduced in [10] produces a neural network with V w(0) ≡ 0 and randomly initialized weights with the desired distribution. We consider situations where N = 10, d = 50 (under-parametrized, taking α = 100) and N = 100, d = 30 (over-parametrized, with α = 500), and plot the convergence to local, respectively global minima in Fig. 3b .
Discussion and conclusion
In this work we have proven the convergence properties of the TD learning algorithm with nonlinear value function approximation in the lazy training regime. In this regime, the algorithm behaves essentially like a linear approximator spanning the tangential space of the approximating manifold at initialization. As such, the training converges exponentially fast with probability one to the global minimum or a local fixed point depending on the codimension of the approximating manifold in the search space. This guarantees convergence with little parametric displacement. This phenomenon can be intuitively understood as an effect of the linearized regime in which the neural networks are trained which reduces them, in the limit, to a randomized kernel method (more precisely a Neural Tangent Kernel [18] ).
Future directions of research include the extension of these results to more complex, nonlinear reinforcement learning algorithms such as Q-learning, the extension of the proofs developed above to the framework of infinite state spaces, and the development of more refined, nonasymptotic versions of the above theorems. Furthermore, a more thorough exploration of the relationship between the limiting results in [11] and the ones presented here and in [10] while transposing those to the framework of reinforcement learning would be important for the understanding of the limiting dynamics of neural networks in this domain.
A Supplementary proofs
To simplify the notation in the forthcoming analysis, we introduce the following decomposition of the TD operator:
or, in vector notation
In the proofs below, we will use the above, simplified notation to obtain contraction estimates on the dynamical system (4). These estimates will leverage on the fact that P λ is nonexpansive and γ < 1, and from this notation contraction rates in terms of γ will arise naturally. However, by Lemma 3.3, we know that the contraction rate of T λ is γ λ . Rewriting the proofs with γ → γ λ will show the stronger contraction.
A.1 Over-parametrized regime
Proof of Lemma 3.2. Let B w = DV w(0) DV w(0) − DV w DV w . We assume that σ min < 1 (otherwise we set σ min = 1 in ), so we have for all w ∈ B (w(0)) that
Then we can write
Furthermore, by the assumptions on the regularity of V and on the initial condition w(0) we have that g w 4/σ 2 min 1, provided that w ∈ B (w(0)) for as in Lemma 3.2. Therefore, the perturbationg w :=
The same proof applies in the general case with different, implicit constants.
Proof of Lemma 3.3. We first prove that P V π ≤ V π . This follows by Jensen inequality and by the invariance of π:
Then, writing
where s t is the process on S induced by P with initial condition s 0 , we have contraction of the operator T λ in 2 (S, Γ) by
where in the inequality above we have used (A.1). This proves that T λ is a contraction in F, and as such it must have a unique fixed point. That this fixed point corresponds to (1) is immediately checked by direct computation.
Proof of Theorem 3.1. By setting := (1 − γ)σ 2 min /(48L DV ) and by the assumed smoothness of V , DV w · DV w σ 2 min /4 as long as w ∈ B (w(0)). We would like to check a local exponential contraction condition, i.e., that for all w(t) ∈ B (w(0)) we have
To obtain the above result we apply the chain rule:
Throughout, we define τ := inf{t < 0 : w(t) ∈ B (w(0))}, g w := (DV w · DV w ) −1 (recalling that the DV w · DV w has full rank in B (w(0))) and write g 0 = (1 +g w )g w , whereg w is defined in Lemma 3.2. Then, as long as t < τ we have, for every a,
By the above result we can bound from above the RHS of (A.3) by
(A.4) Recalling that by Lemma 3.3 we have
and applying Lemma 3.2, we can bound the second term of (A.4) from above as
On the other hand, for the first term we have by Cauchy-Schwartz inequality and (11) that
where γ is the contraction rate of the TD difference in F, see (11) . Finally, combining (A.6) and (A.7) we obtain
and the last inequality results from the equivalence of norms · 0 and · π (both have full support on a finite set). The desired result (8) follows directly from the above by Grönwall's inequality for all t < τ . It now only remains to show that under the given choice of α, we have τ = ∞. By the contraction of T λ Lemma 3.3 and our choice of < σ min /(2L DV ) we write
Integrating the above and combining with the result from (A.8) in the previous paragraph we have
Given that αV w(0) − V * 0 ≤ 2αM , the above quantity is bounded by and therefore τ = ∞, as desired. Finally, from (A.9) we see that if
A.2 Under-parametrized regime
Proof of Lemma 3.6. We define the Lyapunov functionŪ (f ) := (6) for α large enough.
Noting that S r−1 δ ⊂ F 0 upon taking δ small enough, we differentiateŪ (V w(t) ) WRT time for w(t) obeying (6) at points V := V w(t) ∈ S r−1 δ :
where we have defined R g (V ) :
We now proceed to bound the last two terms on the RHS from above. The second term is of order α −1 and therefore goes to 0 for α → ∞ while for the last one we have that, by the equivalence of the norms · π and · 2 ,
for a constant C bounded by the norm of all operators and, by Lemma 3.2 a positive function ε R (δ) with lim δ→0 ε R (δ) = 0. By the bounds established above and the fact that V π ≥ κ −1 δ for V ∈ S r−1 δ ⊂ F 0 it is sufficient to show that the first term in (A.10) satisfies
for δ small enough and a constant ε > 0 independent of δ. We expand ψ −1 in Taylor around the origin, denoting the second order remainder of that expansion by R 2 ( · , · ), and since ψ −1 (V 0 ) = 0 we have,
where we have introduced the short hand notation Dψ
. By the Lipschitz smoothness of ψ −1 ( · ) [20] we can bound the norm of the second term from above as
For the first term in (A.13) we can also expand in Taylor Dψ
, and by applying a similar bound as (A.14) we obtain that
The second term of the above equation being O( V 3 ), we now consider the first one. By the nonexpansion of P in · π proven in Lemma 3.3 we have for 
) and recalling that κ is the equivalence constant between the · π and the · 0 norm in F 0 .
2 Therefore, choosing δ small enough we obtain (A.12), concluding the proof of forward invariance.
By compactness of B 0 δ (0) in F 0 , forward completeness follows directly from forward invariance.
Proof of Lemma 3.7. To simplify the notation and the forthcoming computation, we prove the differential version of the desired result, i.e., we show that there exists > 0 such that
The above expression exists almost everywhere by Lipschitz continuity of the terms to be differentiated. When this is not the case, we must interpret this derivative in the sense of distributions. We will highlight the steps where this could be necessary as we go along the proof. In our case, X is the RHS of (12) mapped through ψ onto F 0 , i.e.,
We are going to consider the "flattened" manifold obtained by the maps φ and ψ equipped with the metricḡ 0 . In this space, geodesics have the form γ(s) = v 1 + s∆v where ∆v := v 2 − v 1 for v 1 , v 2 ∈ F 0 and their derivative is γ (s) = ∆v. Consequently (A.18) reads
where definingg γ(s) :=ḡ 0ḡ
We proceed by analyzing the first term in the above equation and leave the task of bounding the last two for later.
γ(s) ) denotes the inversion of the last two indices of the Hessian. We now proceed to consider the two terms in the sum above separately (multiplied by the scalar product of (A.19)), defining throughout
. For the first term we have:
for any ε > 0 by using the linearity of the Hessian and bounding its operator norm of ψ −1 on a compact space in F 0 while choosing α large enough and δ small enough, since γ(s) ∈ B 0 δ (0). Note that if Dψ −1 is not differentiable, the above computation is to be understood in the sense of distributions.
We now focus on the second term of (A.21). In this case we incorporate Γ in the inner product and write this term as Dψ
Now, by the contraction property of T λ onto the tangential space T ψ
F in the Γ-norm we can write
Denoting by σ 
This directly gives (A.19) by choosing large enough.
The next lemma estimates the distance between the fixed pointṼ * of the dynamics (6) and V * given by (1) , showing that it is close, for large values of α to the best linear model in the tangent space of F w at V w(0) , given by Π 0 V * . We recall that the projection operator Π 0 onto the linear space spanned by the columns of DV is given by [40, Eq. (1)]
for all W ∈ F where, if necessary, we interpret (DV w(0) ΓDV w(0) ) −1 as a pseudo-inverse.
Lemma A.1. LetṼ * be the fixed point of (6) and V * be the global fixed point of the TD operator, given by (1). Then under the assumptions of Theorem 3.5 there exists constants α 0 > 0 and C * > 0 (independent of α 0 ), such that
where Π 0 is the projection operator onto T V (w(0)) F w .
To prove the above result we compare the dynamics (6) to the dynamics of the model V when linearized at w(0). In this case, the dynamics of the parameters is given by
where V ∈ F is the linear, tangent model of V at w(0) defined as
We can also write the dynamics of the linear model as
Scaling the model as V → αV and t → α −1 t we obtain the analogue of (6):
Proof of Lemma A.1. Recall from [40, Lemma 6] that for the linear value function approximation one has
where Π 0 is the projection on T V (w(0)) F w and V * is the unique fixed point of the dynamics (A.30) on that space. In light of this result, our task reduces to bounding the distance between the trajectories of the original (i.e., dynamics (6) ) and the linearized model (i.e., dynamics (A.29)) by Cα −1 for C large enough. We do so in 3 main steps. First of all, we bound the maximal excursion of the models V and V . Mapping both dynamics onto a common coordinate space, we then bound from above the distance between the two trajectories in this space by O(α −1 ). Finally, we map the dynamics back to the embedding space and show that the correction is again of the same order O(α −1 ).
Bounding the maximal excursion. To compare the dynamics of αV w(t) and αVw (t) we map them to a common space. Recalling the definition of the maps φ, π r , ψ from the proof of Theorem 3.5 we note that the first order expansion of ψ, maps T V (w(0)) F w to F 0 . Explicitly, for V ∈ F 0 and for ∆V ∈ T V (w(0)) F w with ∆V 0 small enough we havē
Now, we proceed to show that the dynamics of (6) and (A.29), mapped to F 0 , do not exit a ball B 0 δ (0), when choosing δ = C/α for C large enough. We show this with the same strategy used for the proof of Lemma 3.6, i.e., we show thatŪ (f ) := (0) along the trajectories of interest (note that δ is now much smaller than that used in Lemma 3.6). We will start with the curved dynamics (6) and will then show that the same result follows, in a simpler setting, for (A.29). For V := V w(t) ∈ S r−1 δ (0) we start by bounding, as in (A.10), the derivative
Before bounding the above terms we recall that by Lipschitz smoothness of ψ we have that
Then, since V w(0) = 0, similarly to (A.10) we have for the last term in (A.33) that, for α large enough,
By the equivalence of the norms · π , · 2 and · 0 on Π r and since δ = C/α we have that
upon increasing C if necessary and defining K = κ 2 2 (Dψ
for κ 2 the equivalence constant between · 2 and · 0 on Π r . The second term in (A.33) can be bounded similarly to the above by the equivalence of norms:
The first term in (A.33) can be treated identically to the proof of Lemma 3.6 to obtain (A.17). Changing the norm in (A.17) and combining it with (A.35) and (A.36) gives
Since γ − 1 < 0, we can choose C large enough to make the second term in brackets smaller than
The same holds for the third term in brackets by (10) , and for the higher order term by taking α large enough, showing that
as desired. We note that the same reasoning with L DV = 0 and Dψ
0 yields an identical conclusion for the dynamics of V in a ball of radius δ = C/α for C, α large enough. Also, we note that combining the above computation with (A.14) yields 37) for C 0 large enough.
Bounding the distance of trajectories. The distance between two trajectories with the same initial condition can be bounded by O(α −2 ) using a similar argument as in [10, Lemma A1] for the present framework. We include the proof of this lemma here as the assumptions are not identical and to make the paper self-contained, while we do not claim any improvement on that result. To enounce this result, we recall that σ , which is bounded away from 0 for δ small enough. Similarly, we recall thatḡ
Then defining K := sup t>0 (ḡ we have that sup
Proof of Lemma A.2. We define the function h(t) := 1 2 V t − V t 2 0 , take its time derivative
and defining
we evaluate (for simplicity of notation, we introduce the short hand Dψ 
Combining the above with (A.46) we finally obtain h (t) ≤ −βh(t) + K α 2h(t) + C 2 α 2 2h(t) ≤ −βh(t) + 2K α h(t) ,
for α large enough. The above expression is negative as soon as h(t) > 4K 2 /(αβ) 2 . Therefore, because h(0) = 0, we must have that h(t) ≤ 4K 2 /(αβ) 2 for all t > 0, i.e., V t − V t 0 < 1 α 2K β for all t > 0 , as claimed.
To achieve the claimed O(α −2 ) bound, we observe that K in the above Lemma can be chosen O(α −1 ) by the Lipschitz continuity ofḡ Mapping to the embedding space. We conclude the proof by mapping back to the original space, where we have
Then, letting V * be the fixed point of (A.30) (unique and attracting by [40] ), by our choice of δ = C/α, (A.31) and (A.47) we have that
as claimed.
