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Heuristic Progrannnin芦の最近の動向について
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[NJ 目標が不明確な問題・類型3
[VJ 結 論
補論・ March-Simonモデノレについて
この論文の目的は最近における heuristicprogramming の発展を展望し検
討を加えることである。
[I J準備作業
人間及び企業を含む組織体は意思決定を行う際提出された問題をなんらかの
形で解決しなければならない。
Newell and Simon〔17］は問題を“well-structuredproblem，，と“ill-structu
red problem，，に区別した。
彼等によると”well-structuredproblem”とは次の三条件をすべて満足する
ものである。
(1) 問題の条件及び目標が明確に規定されていること。
(2) 問題が数量的変数即ちスカラ｛やベクトノレ量で－表現されていること。
(3) 解が数量的表現で見出され表現されることを可能にする計算上の routi-
nesくalgorithms）が存在すること。
この三条件のいずれかまたは二つ以上が満足されない問題は ill-structured
problemと言われる。「heuristicprogrammingとはこの ill-structuredproblem. 
'.!:)6 
をそのものとして取扱う一般的な方法を設定しそれを computerによって自働
化することである。」
さて一般に「問題」は「条件Aのもとで目標Bをみたす手段Cを求めよ」と言
う形をとる。条件（1）はABがともに明確に規定されていることを意味し条件（2)
はAB Cがともに数量的表現をうけているかまたはうけうることを意味する。
条件（3）は手段Cをうるために，容易に適用しうる計算手続がすでに存在してい
ることを意味する。それ故条件（1）は条件（2）が成立するための必要条件であると
言えるしまた条件（2）は条件（3）が成立するための必要条件で、あると言うことがで
きる。このことから我々は heuristicprogrammingをそれが対象とする問題の
性格によって次の三類型に区別することが便利であろう。
類型 1・条件（3）のみが成立しない場合（計算不能問題〉
類型2・条件（2）従って（3）が成立しない場合〔数量化不能問題〉
類型3・条件（1）従つで全条件が成立しない場合（目標が不明確な問題〕
我々は以上の類型にもとずいて以下の各節において最近の代表的な heuristic
programmir取を考察する。
〔II] 計算不能問題・類型1
本節では問題が数量化されており且つ目標が明確にされているがそれを達成
する現実に可能な algorithmが存在しない場合を検討する。この類型に属する
ものはすべていわゆる‘combinatorialproblems’であって特に integer-prog-
rammingが現段階では十分に発達していないために最適解をうるためには莫
大な数にのぼるすべての可能な組合せを吟味しなければならない。 heuristic 
programmingはこのような問題を解決するために optimumsolution を得る
と言う問題木来の goalを放棄し，その代りに「できるだけJ optimumに近
い解を得ると言う goalを設定しそれを達成するために現実に利用可能な alg-
orithmを見出そうとしている。 しかしこの際「できるだけ」と言う言葉の不
明確さを避けるために計算の停止時点を algorithmそのものの中に組入れてい
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ることは以下にみる如くである。
ところで heuristicprogrammingの大きな特徴は originalproblemから
subproblems を形成しそれに応じた subgoals を設定することである。この
sub-goalの達成のために比較的簡単な algorithmが発見されそれを subprob-
lemにくり返し適用することによってもとの問題が解決される。（Tonge〔22])
我々はこの factorizationが実際どのように行なわれているかを次の諸例で示
そう。
(a) facilities-locating problem. 
n個の departments及びそれが配置されるべき一定の敷地が与えられてい
る。 n×n行列 i:yui！即ち department iとjの間で生産物を移動させるため
に必要な単位距離当り輸送コストが与えられるとき問題は目的函数（総輸送費
用〉
f＝ーさ工：i I.;j Yi Li 
をできるだけ小にすることである。但し luは n×1行列 J.lu 1.の要素で dep-
artment iから jまでの距離を示す。 departmentが聞置されるべき location
が点として最初から与えられている代りに各 departmentが必要とする面積 Si
(I.: i Si＝敷地総面積〉が与えられている場合には Liは各 departmentの「中
心距離」を示す。
Armour and Buffa [ I ］はこの問題をとくために次のような heuristicpr-
ogrammingを構成した。
10 与えられたlocationpatternに関して各 department閣の距離を計算し
て行列河川を作成する。
20 上の locationpatternに含まれる各departmentを同じ locationpattern 
に含まれる他の departmentsのーっと位置交換したときの costsavingを評価
する。
30 20 の操作でえられた 11(11~1 ）個の location patternの中で最大の正
の costsavingをもたらす（もしあれば〉新しい locationpatternを選択する。
3 
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40 1。～30の操作を正の costsavingが消滅するまで継続する。
この programmingは最初から全ての departmentsを考慮するが出来るだけ
fを小にすると言う originalgoalをもっ problemを30において最大の正の
cost savingをもっpatternを見出すと言う， subgoalをもっ subproblemに変
えこの subproblemを（同ーの algorithm(2つを用いて〉繰返しとくことに
よって originalproblemを解こうとするものである。
( b ) warehouses-locating problem 
q個の工場・ s個の消費地（各々の demandQ Kは与えられている〉。 m個
の可能な倉庫設置場所がある。
q×m行列！IAiJI！＝工場iから倉庫設置場所jまでの生産物単位当輸送コス
ト
m×s行列！IBJki！＝倉庫設置場所jから消費地kまでの生産物単位当輸送コ
スト
F=l倉庫当固定費用（ 1期間〉
が与えられるとき問題は目的函数く総費用〉
f =:E :E F (AiJ+B心X山＋:EFZi（ただし Zj=lif ~ F X収＞Oさ
???????
?
???
? 「
?．
??
???
?
????
のもとでできるだけ小にする非負の xijkを選ぶことである。
Kuehn and Hamburger [13］はこの問題をとくために次のような heuristic
programmingを構成した。
10 倉庫が設置される場所における demand(local demand）だけを考慮し
て最大の輸送費用の節約をもたらす倉庫設置場所をN個（N<m: the size of 
buffer）選ぶ。
20 N個の倉庫設置場所に各々一つの倉庫を設置するごとにもたらされる総
輸送費の節約を評価しそれが倉庫の固定費用より大なる場合にのみその設置場
所を選ぶ。
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30 10及び20の過程を全ての可能な倉庫設置場所（m偲〉が考慮されつくす
まで繰返す。
この programmingは最初から全ての倉庫設置場所を考えないでその一部だ
けをとり出しそれによって形成された subprpblem における最適解を求める
ことを繰返すことによって， originalgoalを達成しようとするものである。
( c ) travelling salesman problem 
11個の都市c1, 2，…… n）がある。
nxn行列 ia;J＝都市iとjとの距離が与えられるとき問題は目的函数（総
旅行距離〉
f =ai1i2十ai2ia＋……＋aini 1 
をできるだけ小にするように acyclicalpermutation (i 1 i2・ ・ …in）を選択する
ことである。
Karg and Thom伊on〔11] はこの問題をとくために次のような heuristic
programmingを構成した。
10ムlengthkの！｜頂列 (i1i2"""i:,) (2三五k<n）を設定し残りの都市から
任意の都市hを選ぶ。 （最初はk= 2) 
20 hを 10における順列の各要素聞に挿入することによってえられるk個
の順列の中から最小の旅行距離をもつものを選立。
30 以下k=nとなるまで 10と 20の過程を繰返す。 (lo～30を code1 
止呼ぶ〉
4° code 1 を定数回繰返すことによってえられる順列から最良のものを選
ぶ。
。申
50 この最良順列から convexsubproblemsを形成する。
50 この subproblemsの各々に対して code1 を適用する。くこれは subs-
tage 1° から substage3° より成る。〉
全体の過程は第1図に描かれている通りである。
ところでこの場合においては 1020の過程及び 40の過程では総旅行行程
-5-
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（または与えられた subproblemの総旅行行程〉 に対して一つの algorithm
が繰返し適用されており他方 code1全体及び 5060の過程では旅行行程は
分割されその一つ一つに対して同ーの algorithmが適用されている。 即ちこ
こではArmour-Buffa型の subproblem形成法と Kuehn-Hamburger型のそ
れの両者が併用されているわけである。
このように subproblemの形成方法に2種類が存在すると言うことを意識す
ることは今後の heuristicprogramming の作成を容易にするばかりではなく
従来言わば、怒意的、に作成されていたこの種の programmingをより系統的
にするために役立つにちがいない。今後数多くの heuristicprogrammingが
作成されるにつれ，このようにして吹combinatorialproblem，，に対する heur-
istic approachの一般的方法が確立されるであろうしまたそうでなければなら
input 
Are all subproblems exa回ined?
no 
substage 1 "' yes 
output 
substage 2' 
~」 Are al citfes In a subproblem 
considered,? 
stage 6' 
第一図
- 6一
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ない。しかし現在のところではこのような統一化はなされていない。
〔II] 数量化不能問題・類型2
heuristic programmingは本来数量化の不可能な問題をなんらかの人為的な
仮定で数量化することを試みない。何故なら今や computerは単に数量変数の
みならず非数量変数をも取扱うことができると言うことが完全に認識さそてい
るからである。 即ち heuristicprogrammingは非数量的な問題を解決する際
人聞が一般にどのような思考過程をたどるかを分析してえられる結果を com-
puterに incorporateすると言う形をとるわけである。
Logic Theorist (Newell, Shaw and Simon [16] ）を始めこの種の prog
rammingは色々な問題について作成され GeneralProblem Solver (Simon 
[19］〕等の形でその一般化が進められてきた。ここでは我々は最近における
~{)ii] として Simon and Kotovsky〔21］の研究を検討しよう。
この研究の意図は人聞が letterseries completion testにおいて与えられた
ある lettersequenceからいかにして patterndescriptionを形成し問題を解決
するかと言うことに関する理論仮説を computerによって実証することであっ
ザ，h
れ」。
一例として次の問題をあげることができる。
例題：「lettεrsequence・pononmnmlmlk[ ］がある。 〔〕を埋めよ。」
問題解決に先立ち人間は次の能力をすでにもっていると仮定される。
(1) alphabet及び逆順序の alphabetの記憶c
(2) "same”と言う概念。
(3) ”next”言う概念。
(4) ”cyclical pattern”を形成する能力。
(5) 少数の symbolsを直接的記憶（immediatememory）に維持する能力。
( a ) Pattern Generator 
上述の仮定をみたように setされた computerに次のような programを与
7 
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える。
10 同ーの文字が一定の cycleをなしておこっているか？ さもなければ
2° alphabet （まよは逆 alphabet)/I頂で文字が一定の cycleをなしておこっ
ているか？ さもなければ（例題では yes)
3° sequenceが一定の cycleで interruptされているか？
40 10～30のいずれかの過程で見出された basiccycleの内部及び各 cycle
の同一位置の symbolに対して再び 10～30を適用せよ。
50 えられた結果を記録せよ。この記録は initializationと sequenceiter 
a tionに分れ，次の符号が用いられる。
Alph=alphabet order 
Balh=alphabet backwards 
M;(i =l, 2，…）＝letter variable 
N(Mi)=replace Mi by the next letter 
E(Mi, Mi)=set Mi equal to Mi 
この符号で例題の sequenceは次のような patterndescriptionにかえられる。
{ initialization M1叫 Balph: p 
iteration M1, N(M1), M1, N(M1), M1, N(M2), E〔M1,M2)
( b) Sequence Generator 
List Processing Languag，どを用いて computerに，「p抗terndescriptionを
解釈しそれが示す行動を実行する能力」を与えることによって容易に letter
sequenceがえられ問題が解決される。例題では
[p→o→n］→仁o→n→m］→［n→m→1］→〔m→1→k〕→[1→k→jJ→・
である。
Pattern Generatorと SequenceGeneratorとを接合することによって我々
はどのような letterseries completion testをも自働的に処理することができ
る。
heuristic programming発達史の観点からみて PatternGeneratorの意義は
- 8 
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”concept formation，，の自働化に成功していることである。例えば LogicTh-
eoristはある与えられた論理学の問題を証明する際に”similar”と言う概念を
用いすでに証明された記憶きれいる諸定理及び公理を探索したけれども問題解
帥
決をより容易にするような新概念を形成することはできなかった。しかし Pa-
ttern Generator は‘same’や‘next’等の簡単な概念に基いて与えられたletter
sequenceを検討しそれを表現する新概念を形成する。 一旦この新概念が形成
されればそれによってSequenceGeneratorが容易に問題を解決するわけであ
る。
con白 ptformationは本質的に learningprocessである。ここで learning
とは「systemが問ーの刺戟を継続的に与えられるときそれに対する反応を継
続的に変化させること」（Newell,Shaw and Simon 〔16]）を意味する。し
かし conceptformationは多くの learningの一つにすぎない。特に我々は重
要な learningとして「問題を取扱う新しい方法を獲得すること」をあげるこ
とができる。 〈註（15）をみよ〉
ところで Simonand Kotovskyによると彼等の研究は「人聞は単純な letter
sequenceの諸関連を検討しその patterndescriptionを記録することを可能に
する programを記憶しており且つその programは PatternGeneratorのそれ
(lo～5つに本質的に等しい」と言う仮説を支持するのであるがこれが全く真
実であるかどうかは疑わしい。即ち人間は patterndescriptionを形成するこ
とによって問題を解決することを認めたとしても subjectsはテストに先行して
与えられる練習問題の最初から PatternGeneratorにおけるような系統的な
programによって概念形成を行なうわけではないだろうしまた全 subjectsが
この方法をテスト開始時点において獲得しているとは言えないであろう。むし
ろ我々は subjectsが練習問題及びテスト問題そのものを解決する過程におい
てこのような効率的な co,nceptformationの方法を獲得して行くと考えるべき
である。実際 Simon-Kotovsky行なった実験において人間の問題解決の結果
とPatternGeneratorのそれとの間にある程度の差異がみられる少なくとも一
-9-
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つの理由はこのような事情によっていると言うことができるであろう。換言す
れば問題解決の程度は単に .Simop-Kotovskyが言うような subjectsの記憶容
量に依存するのみならず（註(14）をみよ） pattern descriptionに到達するため
のより効率的な方法を獲得する能力及びそのスピ｛ドにも依存する。 Pattern
Generatorに限らずこの種の learningに関する heuristicprogrammingは十
分に発展させられていない。しかし我々は研究がこの段階で停止すると考える
べき理由をもたない。
[IV] 目標が不明確な問題・類型3
第二及び三節においては目標が明確である場合が取扱われたが実際の生活に
おいては，達成されるべき目標が不明確なまま問題が提起される場合が圧倒的
に多い。
しかし、合理的、な行動はなんらかの意味で目標を必要とするからこの種の
問題を取扱う problem-solverは先ず orignalgoalを明確な subgoal の形で
示そうと試みる。この過程は一段に‘levelof aspiration，と言う心理学概念と
Simon 〔18］の‘satisficinghypothesis’とを結付けることによって説明されて
いる。
さて一旦このような形で subgoalが設定されると通常ではこれを満足するた
めの多数の手段が存在する。しかし当面 problem-solverにとって利用可能な手
段は彼が現在そのもとで行動しつつある条件または情報の制約性のために限ら
れたものであろう。このような当面利用可能な手段によって subgoalが達成さ
れると期待される場合には問題は解決するわけである。しかし，そうではない
場合には条件の制約性をゆるめ， （または新しい条件を作りだし〉新しい手段
を獲得す石ために探索活働が必要とされる。通常この探索活働がく一定期間に
おいて〉大であればあるほど subgoalを達成することはそれだけ容易になるで
あろう。しかし探索活働の増加はなんらかの意味において逓増的なコストを伴
うからそれが十分な効果をもたらさないと考えられる場合には subgoal自体の
- 10 -
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引下げが行なわれる。
heuristic programmingは類型2における問題処理と同様にこのような pr-
oblem-solverの問題解決過程を computerに incorporateすることによって形
成されるのである。
我々は最近におけるこの種の computermodelの一例として Bonini〔3]
帥
の研究をとりあげることができる。
Boniniが設定した企業は製造部門と販売部門の他に製造部門のスタップ部
門として I• E部門（industrialengineering department）を持っている。製
造部門の formalorganizationは manufacturingvice presidentー くplantsup-
ervisor )-foreman( 5 ）であり販売部門のそれはgeneralsales manager-district 
manager ( 7 ) -salesman 併のである。最高意思決定機関である executive
committeeは manufacturinξvicepresident. general sales manager及び co-
ntrollerによって形成される。
企業の各メンノく｛は各々の部署において意思決定を行なうがここでは exec-
utive committeeの意思決定過程即ち over-allcompany plan作成過程を中心
にして検討しよう。それは第2図に示されている如くである。即ち計画は各
quarterの最終月に次の quarterにわたって行なわれるのであるがその際先ず
(1) 生産物単位当りコストの予測値（F・C)= normal operationにおける
standard cost ( S・C）と前の quarterの actualcostとの平均。
(2) 販売額の予測値（F・S)=salesmanに対する報酬を除く過去の salesの
函数。
(3) 製造及び販売部門における管理費用予算（A•B)
が manufacturingvice presidentまたは generalsales managerによって報告
されこれによって現行価格水準（P・L）の下で予備的な期待利潤 CE・P）が
同
きまる。他方過去30ヶ月の平均として予備的な目標未lj潤（G・P）がきまる。
もし E•P 三 G ・ P ならば計画は完7するがもし E ・ P<G ・ P であるなら
ば図示されたように S・C 〔及び A・B), F•S, P・L, のJI原にそれぞれ
1一
general 
sales 
manager 
district 
sales 
ma田 ger
salesman 
yes 
第二一図
第三図
executive committee 
12一
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vice presldent and 
supervfsor ' 
die ti＜。nary
I P ; index of pressure 
CSQ ; company-wide sales 
quota 
DSQ . district sales quota 
SSQ ; salesman sales quota 
SC : standard costs 
TS ; ti'me spent iI direct 
'. supervlSlon 
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preliminary estimate が変更され尚 E•P<G•P ならばG•P 自身が減少され
慢。る。この過程は E•PよG·P となるまで継続する。
一旦上述の over-allcompany planが完了すれば価格水準及び管理費予算が
最終的に決定される。しかし最終的に決定された目標利潤が実現されるために
は，生産コスト及び販売額の計画値が実行されるための controlsystemが存
在しなければならない。 Boniniはこのメカニズムを収organizationalslack，の
概念から導出された”indexof pressure”を用いて説明するわけである。
代company-wideindex of pressure”は第2図で示されているようにexecutive
committeeの意思決定過程において決定される。下部組織の各メンパ｛に対す
る indexof pressureは主として，（1）彼の過去の業績と彼に与えられた stan-
dard (sales quaotaまたは standardcost）との比較及び（2）上部組織から伝播
帥
された＂ indexof pressure”の両者に依存して決定される。その様子は第3図
に示されてい。例えば company-wideindex of pressure”は代company-wide
sales quota”（販売額予測値×1.1）とともに generalsales managerの index
of pressureを決定する。後者は代districtsales quota”とともに districtsales 
managerの indexof pressureを決定する。そしてそれは最後に salesmanに
対する salesquotaとともに彼の indexof pressureを決定するわけである。
下部組織の各 decision-makerは彼の indexof pressureを正常な値に維持す
るように行動する。例えば salesmanのそれが正常以上ならば彼は販売努力を
~ 
増加し，逆の場合には努力を減少するように試みるであろう。以上の説明は適
当な修正のもとで製造部門にもあてはまる。
Bonini modelの特徴は代indexof pressure”と言う概念によって多種多様
な decisionmakersの組織体である企業の意思決定過程を全体として把握する
ことを試みていることである。 これは従来の同種モデノレ（例えば Cyertand 
March 〔7］の generalmodel）にはみられないことで、あっ足。
とは言え Boninimodelにはいくつかの重大な欠陥があることは否めない。
その一つは彼のモデノレでは overallcompany planが作成される際それによっ
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て与えられる salesquotaや standardcostsに対する下部組織の反応が全く
考慮されないと言うことである。しかし実際は executivecommitteeは経営を
継続するにつれて下部組織がいかに計画に反応したかと言うことではなくそれ
がいかに反応するかと言うことに基いて計画をたてるようになるであろう。そ
のとき executivecommitteeの意思決定過程は Boninimodelのそれのよう
な単純なものではなくなるであろう。（これについては補論及び註（30）をみよ〉
第二に一旦 executivecommitteeの decisionrules及びそのパラメ｛タが
与えられれば計画の設定は言わば routineworkになってしまうであろう。し
かし現実の topmanagementの機能はむしろ計画そのものをたてることより
もこの計画作成過程における rules及びパラメ｛タを設定しそれを変更するよ
り高度な rulesを指示することである。（Marchand Simon 〔14］はこれを，
procedural planningに対して substantiveplanning と呼んだ。〉しかもこれ
らの rulesは少なくとも Boninimodelの計画 rulesのような単純な algori-
thmによって表現されることはできないであろう。しかし Penrose[26］が示
唆する如く topmanagementは実際の経営活動において自分の経験と積極的
に学びとられた知識の両者によってこのような問題を処理してきたのであっ
た。そしてまさにそれ故に heuristicrrogrammingがこのような領域にまで
侵入すべきではないと言う理由は存在しないのである。
Bonini modelがこれらの欠陥を修正する方向に発展せられるならば経済性
の許す限り現在人聞によって行なわれている＂ executivecommittee，，の機能の
少なくとも一部を computerが代行することが可能になるであろう。
[VJ結論
Tonge〔23］は1961年の surveyarticleで将来において「（heuristicprogra 
mmingの分野における〉種々様々な活動を共通の枠の中に統一するための意
識的な努力」がなされるだろうと予見した。我々の以上の議論はこの方向に沿
う一つの試みであった。
14 
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即ち我々は heuristicprogrammingが三種類の ill-structuredproblemsを
取扱うことに注目して，それに従い programmingを三類型に区分したコ
第一類型〔計算不能問題〕では‘combinatorialproblem，を扱う heuristic
programmingの発達は sub-problemの形成に関する一般的方法を見出すこと
を可能にしていることを知った。
第二類型（数量不能問題〕では現在の heuristicprogrammingは人聞の co-
ncept formation, より一般的には learningprocessを自働化するほどまでに
発展していることを知った。
第三類型（目標が不明確な問題〉では heuristicprogrammingは多数の意
思決定センタ｛の集合体としての組織の上に立つ topmanagementのproblem
solving processを理解し自働化できるほどまでに発展していることを知った。
heuristic programmingの窮極的な目標は当然第三類型に属する ilstruct-
ured problemsを解決することである。しかし第一及ひ第二類型を取扱う pr
ogrammingが第三類型のそれを補助することは容易に理解できる。特に現在
の発展水準からみて，次のことが言える。
第一に、合理的、に行動するために下部組織の意思決定メカヱズムまで考慮
して総合的な計画を立てねばならない topmanagementはかなり複雑で現存
の algorithmでは取扱いえない問題に直面するだろう。この場合類型Iに属
する heuristicprogrammingの発展は効果的に問題を解決すると期待される。
第二に topmanagementの要員を節約しまた彼等が企業にとって最も重要
な問題を集中的に検討することを可能ならしめるために従来 executivecom-
mitteeが果していた機能の」部を， computerによって代行することが必要で
ある。類型宜に冒する heuristicprogrammingの発展は topmanagementの
意思決定において必然的な learningprocess を自働化することによってこの
ことを徐々に可能ならしめると期待される。
言うまでもなく現在の heuristicprogrammingは尚未発達であり将来に十
分な発展の余地を残している。そしてこれは我々の今後の研究課題となるであ
- 15-
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ろう。
補論 March-Simonmodelについて
March and Simon [14] における周知の数学モデルを更に単純化した形で
示すと次のようになよ
(1) DA＝α（R-A〕＋a
（お L=/3(A-R）十b
(3) DR=r(L-oR)-c 
ここで A=level of aspiration : R =expected value of reward : L =search 
rate: D =d/dt演算因子 αt3roa b cはそれそやれ非負のパラメータである。
この方程式体系の未知数はAR Lである。
さて（2）式を（3）式に代入してLを消去すると
(4) DR=r/3A-r(/3+o)R +rb-c 
を得る。（1）及び性）式の右辺をゼロとおくと我々は第4図で示される二直線〈但
しαt3roキo)
(5) R=A-a／α 
(6) IR =/3/(/3+0）・ A+(rb-c )/[r(/3＋め1
を得る。この二直線は明らかに交点Pをもっ。また二直線によって区分される
四つの領域にはAとRの変化方向を示す矢印がつけられているがこれから明
輔
らかなように点Pは globalに安定的な吻衡点である。我々はこれを March-
Simonの均衝点と名付ける。注意すべきは点Pは levelof aspirationの自働
的上昇を示すaとは独立に存在することである。以下で仮定するようにもし
a=oであるならば（5）式は原点を通る 45° 線となるがこの場合でも March-S
imonの均衝点は存在する。さて「計画期間」を企業が一定の計画に従い行動
する期聞を定義する。また「計画決定期間」を計画期間に先立ちそれに対応す
る計画が作成される期間と定義する。 (Bonini [ 3 Jでは計画期間は3ヶ月計
画決定期間は計画期間の最後の一ヶ月である。〉
我々は Bonini〔3］に従って方程式体系（1）～（3）を計画決定期聞における
-16-
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R 
α 
a 
(5) 
5) 
45' 
A 
第四図
executive committeeの意思決定モデノレとみなそう。しかしこの場合 satisfic-
ing hypothesisを前提するならば（1）式は次のように修正されねばならないて、あ
刷
ろう。
I DA＝αCR-A〕if R<A 
(1）’〈
! DA=o if RミA
きて第5図において March-Simonの均衡点Pを通り R軸及びA軸に平行な
直線をひきこれと直線（5）及び（6）とによって区分される七つの領域のそそれぞれ
にI～砲の符合と（1）＇式のもとでの R及びAの変化方向を示す矢印を与えよう。
明らかに（1）＇式のもとでは計画決定期間の最初に与えられる RとAの組合せ
を示す点〈これを以後「初期位置」と名付けそれに対応するRとAをそれぞれ
「初期の expectedvalue of rewardj及び「初期の levelof aspiration」と名
付ける。〉が領域:nrv及びVにあるときは March-Simonの均衡点に体系が収
飲することはありえない。この場合には「最終的な計画値」は直線（6）の点Pに
関する左半直線上におち CB>oであるかぎり） R及びAともにMarch-Simon
-17-
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(5) 
?
I 
＋ 
(6) 
羽
A 。
’E玉置E
の均衡値より小で、ある。逆に初期位置が領域IE及び刊にあるときには必ず点
輔
Pへの収欽がおこる。初期位置が領域v1にある場合はこの収欽は必ずしも保証
されない。即ち
「計画決定過程において March-Simon の均衡点への収欽が必ず保証され
るためには単に初期の 1evel of aspirationのみならず初期の expectedvalue 
of rewardもまた March-Simonの吻衡値より大でなければならない。さもな
ければこの収数は起らず searchrate （従って indexof pressure）はより低い
水準で決定されるかもしれない。」
以上のようにして企業は次の計画期間におけtる expected value of reward 
及びそれを達成するために必要な searchrateを決定する。
企業が各計画期間の経過とともにどのように行動するかは意思決定の rult1
及びそのパラメータの変化・過去の実現値が計画決定期間における「初期値」
を決定する仕方及び最終的な計画値と実現値との問の関係に依存する。いま仮
りに意思決定の rule及びそのパラメータは変化せず且つ計画決定期間の初期
のR及びAはともに今計画期間で実現された reward に等しく且つ最終的な
18 -
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45°' 。
第六図
Il 
v 
(5) 
(6) 
A 
expected value of rewardは次の計画期間においてそのまま実現されるとする
ならば各計画期間に対応する計画決定過程の最終計画値は第6図に示されたt
うに次第に March-Simonの均衡値に近付くであろう。（Po→P1→九→・…一〉
しかし他の条件は同一であるがたまたまある計画決定期間において March-
Simonの均衡点において計画を決定した企業とそうでない企業とでは当然次
の計画期間における行動は異なるものとなる。それ故企業がどのような計画決
定を行なうかはそれを包括する経済全体のマクロ的諸変数に影響を与えこれが
フイ｛ド・バックして企業の意思決定 rule及びそのパラメ｛タ（特にく3）式〉
に影響することは明らかである。その際March-Simonの吻衡点自体が移動す
ることになるであろう。 ぐJune, 1964) 
附註
(1) 問題のこの区別は Simon〔20J の“programmeddecision”と“nonprogrammedde 
cision＇’に対応する。一般に問題がこのように異った性質をもつものであることは多
くの論者が認めている。これについては菅原〔27〕をみよ。 しかし現在の behavioral
scienceの特徴はこの ill-structuredproblomの解決の方法 （または nonprogrammed 
decisionの方法）を示していることである。
- 19一
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(2）以下の三条件は Newelland Simon〔17〕のものと順序及ぴ一部の表現を異にして
いるが本質的な変更はない。
(3) heuristic programmingの明確な定義はまだ存在しない。（例えば Kuehnand Ha 
mburger〔13〕のこの定義を巡る短い surveyをみよ。）我々の定義は本文の以下の議
論の便宜上設定されたものである。それは次の三点を要求している。
第一に heuristicprogrammingは ill-structuredproblem自体を取扱う方法を設定
しなければならない。例えば条件（3）が成立しない問題が与えられたとき．乙の条件が
成立するような algorithmを発見すること自体は heuristicprogrammingの目的では
なく，むしろ条件（3）の不成立を認めた上で問題を処理する方法を設定しなければなら
ない。
第二にとの方法は一般的でなければならない。従つである特定の個人または組織が
ある ill-structuredproblemを取扱う様子を叙述してもそれは heuristicpr6gramming 
ではない。乙れは， heuristicprogrammingが理論として成立するための要件である。
第三にζの方法は computerprogramの形をとることができねばならない。それは
設定された方法が有効であることを実証するためにも必要であるが，また heuristic
programmingが ill-structuredprolbem の解決過程を自働化する乙とを目標にしてい
る乙との当然の帰結である。
但し本文では設定された方法をcomputerに組入れる技術的な問題には立入らない。
(4) 乙の論文をかくにあたって私の自にとまった heuristicprogrammingの（またはそ
れに言及した〕 surveyarticlesには Tonge〔23) Newell and Simon 〔17コ Clarkson
and Simon〔5〕Simon〔1のがある。これらの論文において，系統立った十分な sur-
veyが行われているとは必ずしも言えないけれども本文では述べられない多数の文献
を示している点で有益である。
(5) 「H ・H ・ndistrict jobsにn人を配置する問題を考えよ。もし我々がn=100 （大会社
における仕事の規模を考えると相対的に小さい数である〉とするならば可能な配置の
数は， n!=l00!=9.3×10157 である。もし106個の順列が一秒で検査されるとすれば
〔それは現在の computerの近似的な操作スピ｛ドである。）全順列を，検査し最適な
ものを選ぶには 3×10114年かかるであろう。」 Clarksonand S加on〔5〕
(6）最初から locationが与えられている場合には問題の完全な数式他が dummyvaria-
bl esを用いる乙とによって可能である。（Armourand Buffa 〔1コをみよ。〉しかし，
そうでない場合には問題及びその解を完全に数量化する乙とは困難もしくは不可能で
ある。この場合我々は類型Iと類型Eのいわば中間ケ戸スを持つわけである。
(7) locationが最初からきめられている場合を考えよう。与えられた locationpatternか
ら二つの departmentsをとり出し，これを（a,b〕とすると， 〔a'b）と他の各部
-20-
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門聞及び（a,b）閥の総輸送コスト Tcab）は
T (ab)= L:J laj yaj + L:J lbj ybjー labyab 
で与えられる。 (a b）の locationを交換したときのそれを Tc加〉とすると，
Tc凶J=L::Jlaj ybj+I;J lbj yaj+lab yab 
である。それ故交換によって生ずる cost坦vingムTcab〕は
!':,. TcabJ=TcabJ-Tcba) 
=L::1(1ajー lbj)(yaj-ybj)-2lab yab 
である。これが本文zoにおいて用いられる algorithmである。 Armourand' Buffa 
〔1〕には説明の不足とミスプリントがあるので念のため。
(8）倉庫の操業費用を考えることは可能であるがKuehnand Hamburger 〔13〕に従いそ
れは取扱数量に出例するものとみて，無視できるものとする。その他の条件も無視す
る。 ζの場合に問題が意味をもつためには dij及び ejkをそれぞれ工場 iから倉庫
設置場所j及び倉庫設置場所Jから消費地kまでの距離として， Aij/dij<Bjk/ejkが
成立しなければならない。
(9) Kuehn and Hamburg釘〔13〕では本文で述べられた mainprogramの他に Bump-shift
routineが追加されている。しかし彼等の経験では後者は余り効果的な役割を果さな
かった。
同過程 10における順列及び選ばれた都市hが与えられているものとする。もし順列
内の都市〔iJー けからhへ行き次に iJへ行くとすれば旅行距離の増加は
aj=aiJー 1h+ahiJ-a!J-J1J
で示される。 l~j 会 k ( ｛日し j= 1のときは j-l=k）のすべてのJについて
のを計算して
dJキ＝mindJ 
とせよ。次に順列の符合を次のようにかきかえよ
h→iJ*. iJ→ij+1 ( j = j本 H・H・k)
以上が過程 2。における algorithmである。 Kargand Thomp回n〔11〕では本質的で
ないミスがあるから念のため。
(1) Convex subproblemは次のようにして決定される。 （詳細は Kargand Thompson 
〔11〕をみよ。）
(i) diameter cityを選べ。全都市の位置関係を図示したとき， 「中心」から最も離れ
ている市が diametercityである。
(iD rにおいて設定された順列を（i1・・id . ・in) (id=diamieter city）とすると距離
aid icJ-1, aid十1id-1, aiht ict-2……を連続して計算せよ。この距離が一旦増加して
減少に転じ再び増加しはじめる都市において計算を！とめ売れまでに考慮された全都
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市を合む subproblemを形成せよc
白2）すでに Tonge 〔24〕は line~balancing problemについて，興味ある heuristicpr<ト
grammingを構成している。 ζれは， 定の taskelementsに（与えられたりcletime 
のもとで）最小の op町atorsを配置する問題であるが各 taskelementに時間的序列が
ある故に解決方法が複雑になる。しかしこの事実は他方では最適解をうるために考慮
されるべき！｜震列の数を減少させるのに役立っているのであってp Hoffmann (10〕が
示したようにかなり簡単に有効な順列だけを選びだす方法がある。このような場合に
は・heuristicprogrammingは必ずしも有効なものではない。
同 「listprecessing languageとはリスト及びリストの構造（リストのリスト）の形で
表現されている符合化された情報にもとずいて行動する processesれ一体系である。
このような languageの基本的な processには符合を書くもしくは形成する pr田e民符
合を模写する pro町田， リストにおいて一定の符合の次に来る符合を発見する proce日
がある。更に符合をリストに加える pro町民符合をリストから除く precess，リスト
及びリストの構造を修正する pr仁氏出が存在する。」（Simonand Kctuvsl《y〔21〕）。
同 このことは PatternGenerator-S2quence Generatorがいかなる問題をも解決するこ
とを意味しない。解決の可能性は彼等によると主として patternを形成する際に m
mediate memoryに保持することが必要とされるリストの数に依存する。しかしまさ
にこのことが PatternGeneratorが人間の思考過程を simulateするものであることの
実証であることに注意すべきである。
間 「まだLTにはあらわれていない他の種類の humanlearningがある。その一つは
…・・問題にアタックするための新しい方法を獲得することである。他の一つは同種の
諸定理（similartheorems）を探索する際に用いられる descriptionを修正して探索の
効率を増すことである。この後者の＇ learningproce路は conceptformationの precess
とみなされることもできる。我々は現在LTに新しい種類の learningを組入れるため
に若干の活働を行っている最中である……」 NewellShaw and Simon〔16〕
側 levelof aspirationは成功の utility と失敗の ut山tyとの間に大ぎな差異があるた
めに人間の ut山tyが彼が達成すると期待するある一定水準において飛躍的に変化す
る事実を示すものである。このこと及び levelof aspirationが必ずしも satisficing
hypothesisを前提としないことについては Starbuck〔22〕をみよ。
(rカ探索活動が成功する根拠を Cyertand March 〔6〕は特に組織に関して“organ四 tー
ional slack”と言う概念を用いて説明した。
「……通常では組織にとって利用可能な資源と coalitionを推持するたたに必要と
される paymentsの間に本離が存在する。この総資源と総必要 paymentsの聞の差異
は我々が organizationalslackと呼んだところのものである。 slackは組織を維持する
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ために必要とされるもの以上の coalitionのメンバ｛に対する paymentsに存してい
る。」（Cyertand March 〔6J)
（闘 この d町 ision-rnakingprocessは本来，非数量変数を含んでおりまたたとえ，全変数
が数量イじされたとしても体系は nonlinearな方程式を含まねばならない。しかし Ma
rch and Simon 〔14〕は employeeの“motivationto produce”に関する仮設を簡単な
li-riear formの方程式体系で示したことは周知の通りであるの上述のことを考慮したと
き， March-Simon modelの結論がどのように修正されるかを示すことは興味あるこ
とであろう。この点については補論をみよ。また註側）をみよ。
白9類型3の問題を取扱つた heu
〔4〕の trustinv巴stmentに関する研究がある。 しかし彼のモテソレでは本文で述べた
探索活動の過程がとり入れられていない。即ち investmentofficerは decisionmaking 
processの最初に経済・産業・会社等に関する informationを収集するのであるが，
その後の過程で informationを修正したりまた新しい infoηnationを収集したりする
ことはない。
白骨 Boniniの企業は profitgoalと言う単一の goal しかもっていない。しかし今日の
大企業が少なくとも profitだけを追求しているかどうか疑わしい。 （これについて
は Baumolロコ・ Penrose 〔26〕Williamson〔25〕Marris〔15JKoplin〔12J 等を参
照せよ。）実際 Boniniの企業が profit-maximizationを行わずに profitの satisfa-
ction levelに到達することを目的としているのはこのととが考慮された上でのことだ
ろう。しかし，それにもかかわらずこの点では， profit goal の他に inventoryand 
production goalと泊lcsgoalを設定した Cyertand March〔7〕の generalmodelの
万がより現実的と言えよう。 Boniniではなるほど， targetle＼ァelof productionや田les
quota等の概念が存在するがこれらはいずれも εxec山 vecommitteeによって決意さ
れるものではないか，または profitgoalを達成するための A手段にすぎない。。l) Boniniでは実際はこの過程は二つのラウンドに分れる。 ABの reexaminationが行
われるのは第二ラウンドにおいてである。なお回lesの価格強力性はマイナス 2.4で
あると，予想されると仮定されている。
（ゆ index of pre田ureはこれら各要閃の we出itedaverage として数量化されている。
例えば selesmanの indexof press1聞は districtsales managerの indexof pressure 
（ウエイト259昔）先月における彼の販売額に対する彼の quotaの比率（同40%〕前の
計阿期間〔3ヶ月）における彼の販売額に対するそのときの彼の quotaの比率（同15
%) quotaの75%より小なる彼の取扱商品数の比率＋o.75 c同10%）の他に彼の田i町
に対する同じ districtの平均日le只manの叫自の比率（同10%）より成っている。
倒 salesmanは四タイフ。に分割されているが，その50%を占める第三タイプの臼lesman
?
?
?
? ?
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は sales（または権率的に考えられた salesの平均値）を indexof p町田ureが80以下
のとき12%,80乃至95のとき 8%それぞれひき下げる。また115乃至130のとき10%,
130以上のとき15%それぞれ日Jesがひきあげられる。
organizational slackの概念をこのように indexの形で数量他することは第一次接近
としては許されるであろうが類型2の問題を取扱う際に述べたようにこのような本来
非数量的な概念を数量化することは heuristicprogrammingの本道ではない。 Bonini
modelの改良の余地はこの点にも残されている。
凶 Cyert-Marchmodelにも indexof pre出ureに似た概念が挿入されているがそれは
意思決定過程においていかに slackが室変化するかを示すために用いられたのみでp こ
の slackの変化がどのように企業の意思決定過程に影響するかを示していない。
帥 Harberstroh〔めは実証研究にもとずいて integratεdsteelプラントの路島tygoal 
がいかなる controlsystemを経て現実の performance(iniury rate）となって現われ
るかを示すモデルを提示した。それは，与えられた injuryrateを一定の ruleに従っ
て減少せしめるための routinecontrol functionとこの ruleを変化せしめるための
non-routine control funじtionにわかれる。そしてこの後者もまた白川ygoalと，現
実の injuryrateに依存することが認められている。
Boniniは彼の著書の後半で rule及びパラメータの盆化が企業行動にいかなる影響
を及ぼすかを研究しているがこのこと自体は我々の問題の解決とはならない。
側一般に normativetheoryと descriptivetheoryとの区別がなされている。前者はー
定の目標が与えられたときそれをいかに達成すべきかを示すものであり，後者は人間
または組織が一定の状況のもとでいかに行動するかを説明するものである。第一節で
述べられた三条件を満足する well-structuredproblemではζの区分は，かなり明確で
ある。しかし ilstructured problemでは区別は不明僚とならざるをえない。特に類
型3を取扱う heuristicprogrammingが normativetheoryに属すると確言することは
困難である。実際たとえば Clarksor】andSimon (:3〕のように類型2を取扱う heuri
stic programmingを normativetheoryに分類しながら同様に人閉または組織の pro-
blem-solving processの分析からえられる類型3のそれを descriptivetheoryに分類す
る傾向が圧倒的である。（Bonini自身も自分のモテソレを“adi配riptionof a real world 
phenomenon”と呼んだ。） これは主として類型3に属する問題が不明確な goalをも
っていることに帰せられる。しかし問題は厳として我々に与えられている。我々はそ
れを解決しなければならない。 heuristicprogrammingは実際の問題解決過程の観察か
ら一般性をもっモデルを構成し，この解決過程を computerによって自働犯するζと
を目的としているのである。 Cohan〔8）は behavioralscienceに対する彼の批判論文
の中で， normativetheoryを発展させるためには「我々は企業がいかなる goalsを追
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求すべきかを決定しなければならない。」と述べたけれどもこれは少なくとも heuristic
programmingの方向とは相反するものである。
帥 March-Simonmodelでは満足度を示す変数 S(=R-A）が存在するが，乙れは
本質的でないので消去した。また searchrateを数量変数として取扱うために我々は
それが Bonini〔3〕の indexof pressureとほぼ等しい概念として取扱うであろう。
倒第四図から明らかなように均衡点Pが存在するためには S>Oでなければならな
い。このことは expectedvalue of rewardの水準が大であるほどそれを車齢寺するため
にはより大きな・searchrate （または indexof pressuce）が必要とされることを意味す
る。
~） March-Simon modelは本来意思決定過程のモデルとみなすべきであろう。何故なら
そこでは expectedvalue of rewardのみが取扱われ， その realizedvalueは考慮され
ていないからである。また意思決定モデノレでないならば殊更 modelの安定性を云々
する必要はなかったわけである。しかし他方ではこのことは彼等が満足度 CR-A)
に依存しない自働的な levelof aspirationの上昇（ a）を考えたことによって不明確
になっている。実際意思決定過程においてa>Oであることは“satisficinghy伊thesis”
に反しないであろうか？ もっともこのことは March-Simonの linearmodelでは
重要なことではなかった。何故なら，たとえ a>Oであっても彼等の体系は一意的
衡解をもつからである。しかし我々の議論では a=Oであることが決定的に重要で
ある。なお註倒をみよ。
帥 satisficinghypothesis にもとでは R~A となれば意思決定過程は完了するとj思わ
れるかもしれない。しかし本文で述べたように我々は Boninimodelとは異って exe
cutive committeeが下部組織の意思決定メカニズムまでも考慮して計画をたてる場合
を検討しているのである。この場合には R三A のとき意思決定過程が終了するのは
このIミを常駐寺するために必要なLが（幼式によって決定される、合理的な、 Lに等しい
場合のみである。例えば領域Eまたは班内ではRを市街寺するために必要なLは、合理
的な、 Lよりも高くそれ故Rの減少が起るであろう。領域町内では逆のことが言え
る。 ζれは Boninimodelにおいて下部組織の d即時ion-makersが彼等の！ndexof 
pressureを「E常な値」に維持するように試みたことに対応する。
制今計画決定期間の初期値を R<tl及ぴ A＜のその最終的計画値を RctJ, Actlとす
る。 前計画決定期間のそれらを R〔トD・ Act-1), Reト1J, A<t Dで示す。我々が問
題にしている「長期的な」意味で MarchSimon均衡点が達成されるための必要十分
条件は A＜ト1;<Acのである。 ζれが成立するための必要条件は Acむ n<Acめである
が， ζのときでももし Rctl<Rct-1〕ならば Act-D>Acめとなりうることがある。そ
れ故 levelof aspirationの自働的な上昇は必ずしも March-・Simonの均衡点の達成を
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保証しない。
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