One of the key inputs of a hydrologic budget is the potential evapotranspiration (PET), which represents the hypothetical upper limit to evapotranspirative water losses. However, different mathematical formulas proposed for defining PET often produce inconsistent results and challenge hydrological estimation. The objective of this study is to investigate the effects of the Priestley-Taylor (P-T), Hargreaves, and Penman-Monteith methods on daily streamflow simulation using the Soil and Water Assessment Tool (SWAT) for the southeastern United States. PET models are compared in terms of their sensitivity to the SWAT parameters and their ability to simulate daily streamflow over a five-year simulation period. The SWAT model forced by these three PET methods and by gauged climatic dataset showed more deficiency during low and peak flow estimates. Sensitive parameters vary in magnitudes with more skew and bias in saturated soil hydraulic conductivity and shallow aquifer properties. The results indicated that streamflow simulation using the P-T method performed well especially during extreme events' simulation.
INTRODUCTION

Evapotranspiration (ET) constitutes a key element in devel-
oping strategies to optimize the use of water in a watershed and to introduce effective water management practices. It can be expressed as potential ET (PET; the amount of ET if ample water is available) or actual ET (AET). PET is a function of available energy, vapor pressure gradient, and vegetation type (Douglas et al. ) while AET is subject to spatial and temporal variability in soil type and moisture, water-table depth, and/or canopy characteristics. PET can be inferred through energy budget methods and/or hydrological water balance (WB) estimation (Samadi et al. ) , with measurements of vegetation status and climate variables, i.e., stomatal conductance, temperature, solar radiation, air pressure, air humidity, and wind (Mu et al. techniques including temperature-based such as Hargreaves (HG) method, (Hargreaves et al. ) , radiation-based such as Priestley-Taylor (P-T; Priestley & Taylor ) and combination of the two (e.g., Penman-Monteith (P-M);
Monteith ) provide alternative measures of ET rates, and often offer promising results for the PET losses (e.g., Xu et al. ) . Both radiation-and temperature-based PET models have been widely used for validating traditional hydrologic models that extrapolated findings at individual sites to the regional scale (e.g., Wilson et al. ) . At present, empirical techniques have become more practicable in hydrological simulation since PET is a common input for watershed models that offers an upper limit to evapotranspirative water losses. Although a clear definition of the 'best' method for hydrologic computation is not still evident and the method choice is often subjective (e.g., Xu & Singh ; Douglas et al. ), primarily depending on the objectives of the study and the type of data available (Verstraeten et al. ) .
A large body of literature related to the application of PET estimation methods exists in hydrology communities.
For instance, Almorox & Grieser () compared the Hargreaves-Samani (HS) method with the P-M equation and calibrated the coefficients of HS for different climates as represented by the Köppen classification. Their results suggest that the correlation between long-term monthly means of HS and FAO-56 can be improved significantly by using climate-class specific coefficients. In another study, Koedyk & Kingston () investigated the impact of error and uncertainty associated with PET on river flows using climate change scenario in the Waikaia River, New Zealand. They found less sensitivity of runoff projections to PET methods that needs to be explored more in the future. Alemayehu et al. () studied the use of different sources of weather input data and PET estimation methods to derive ET in Kenya. They found that WB components such as ET, deep aquifer loss, and reevaporation from the shallow aquifer vary in magnitude, depending on the data and methods being used. Their study also showed that the HG method is more robust and realistic compare to the P-T and the P-M models.
Douglas et al. () evaluated observed daily ET at 18
sites in Florida (USA) and stressed that the P-T performance is superior to the other methods (P-M and the Turc method (Tc)) for a variety of land covers. Weiß & Menzel () compared the P-T method with the P-M and the HG methods, and advocated that the P-T results were closest to available pan evaporation data. Oudin et al. () studied a total of 23 methods for PET estimation using a variety of micrometeorological input data. They compared the impact of the PET selection methods on four rainfallrunoff models over 308 watersheds located in France, Aus- Koedyk & Kingston ), few studies have focused on the sensitivity of physical parameters to the PET estimation methods using uncertainty algorithm (e.g., Samadi et al.
; Alemayehu et al. ).
The objective of this study was to characterize the sensitivity of the Soil and Water Assessment Tool (SWAT) to the PET estimation methods using Bayesian uncertainty algorithm. The approach was to calibrate the three SWAT PET models (i.e., SWAT(P-T), SWAT(P-M), SWAT(HG)) using sequential uncertainty fitting (SUFI2) framework and assess the sensitivity of SWAT physical parameters during a simulation period over a heterogeneous watershed system in the SEUS. The results are compared in terms of their ability to capture the magnitudes of observed streamflow and flow duration curves (FDC). A unique aspect of this research is that this study is the first attempt to assess the sensitivity of physical parameters to the selected PET estimation methods in the SEUS.
The next section presents a description of the study area and introduces the SWAT model, the SUFI2 algorithm, and the PET methods. The methodology is then applied in the following section to identify sensitive parameters and to calibrate streamflow of a distributed rainfall-runoff model. The final section discusses and summarizes the findings of this research.
METHODOLOGY Study area
The Waccamaw River watershed located in eastern North and South Carolina is a coastal plain watershed that was selected for this research (Figure 1) Figure 1 ). According to the SWAT output, the proportion of low storage shallow soil is around 90% which is restricted in moderately well drained (hydrologic group B soil) to poorly drained soil (hydrologic group D soil) with agriculture, rangeland, forested rangeland, and forested wetland land covers. AET rate may immediately maximize to a much higher value compared to that over the dry land, and then it may decline slowly to a value representative of the wetter condition. The lower AET over the dry surface in summer means the overpassing air may be hotter and drier, thus increasing the available heat energy to increase evaporation in the downwind wetter area (e.g., Morton ). These processes are a simple illustration of the AET processes in a coastal plain system and the context of this process is much more complicated in reality.
SWAT model
SWAT is a semi-distributed watershed hydrologic and water quality model initially developed by Arnold et al.
(). The SWAT system is embedded within a geographic information system that can integrate various spatial environmental data including soil, land cover, climate, (1)):
where ΔS is changes in water storage; t denotes daily time step; and P is the daily amounts of precipitation. Q total denotes the total amount of water yield. ET is evapotranspiration and Losses represents water losses via deep aquifer, percolation, and the evaporation from the shallow aquifer (REVAP).
SWAT offers three options for estimating PET using well-known empirical models, i.e., HG, P-T, and P-M. The same procedure will be demonstrated for canopy and plant transpiration. Therefore, ET is the sum of the evaporation from the canopy and the soil as well as plant transpiration (Alemayehu et al. ) .
PET estimation methods in the SWAT model
The P-M model accounts for the energy needed to sustain evaporation and for the mechanisms required to remove water vapor (e.g., Alemayehu et al. ) . This method is usually used to estimate potential evaporation from a vegetated surface. PET can be estimated by the P-M method using the following formula (Equation (2)):
where PET represents potential evapotranspiration from a reference crop (mm/day); Δ is the slope of saturation vapor pressure-temperature curve (kPa/ W C); H net denotes net radiation (MJ/m 2 /day); G is heat flux density to the ground (MJ/m 2 /day); ρ air is air density (kg/m 3 ); C p denotes specific heat at constant pressure (MJ/kg/ W C); e 0 z represents saturation vapor pressure of air at height z (kPa); e z is water vapor pressure of air at height z (kPa); γ denotes psychrometric constant (kPa/ W C); r c is plant canopy resistance or the (bulk) surface resistance (s/m); and r a is diffusion resistance of air layer (aerodynamic resistance; s/m).
The P-T model (Equation (3)) as a modification of the Penman model is a more theoretical equation, and can be used in areas of low moisture stress (Shuttleworth & Calder ) . This method requires solar radiation, air temperature, and relative humidity. In practice, an empirical approximation of the Penman combination equation is made by the P-T to eliminate the need for input data other than radiation.
It is reasoned that under ideal conditions, ET would eventually attain a rate of equilibrium for an air mass moving across a vegetation layer with an abundant supply of water, the air mass would become saturated and the actual rate of ET would be equal to the Penman PET rate. Under this circumstance, ET is referred to as equilibrium potential evapotranspiration (PET eq ). The mass transfer term in the Penman combination equation approaches zero and the radiation terms dominate. Priestley & Taylor () found that the AET from well-watered vegetation was generally higher than the equilibrium potential rate and could be estimated by multiplying the PET eq by a factor (α) equal to 1.26:
where λ denotes the latent heat of vaporization (MJ/kg), 
where H 0 is incoming extraterrestrial solar radiation (MJ/m 2 /d). T mx and T mn are respectively, maximum and minimum air temperature for a given day ( W C). When the HG method is used in SWAT, an adjusted evaporative water demand (E 0 0 ) is first calculated by subtracting the free water evaporation from the canopy storage (E can ):
Next, the potential plant transpiration (E t ) is estimated as a function of the simulated leaf area index (LAI):
The potential soil evaporation is a function of E 0 0 and the soil cover index cov sol :
The soil cover index depends on the above-ground biomass and residue (kg/ha). The actual soil evaporation is limited by the soil water content and is reduced exponentially when the soil water content drops below field capacity.
Model calibration and sensitivity analysis
This research examined a Bayesian framework (i.e., SUFI2) prior parameter ranges were updated by calculating the sensitivity matrix and the equivalent of a Hessian matrix, followed by the calculation matrix. Parameters were then updated in such a way that new ranges were always smaller than previous ranges and were centered on the best simulation. Figure 3 illustrates a schematic framework for the SWAT calibration using the three PET estimation methods in SUFI2.
SWAT first calculated the initial soil water content using effective rainfall, ET, surface runoff, the amount of water entering the vadose zone from the soil profile, and the amount of return flow. After saturating the vadose zone,
PET is estimated and subtracted from runoff. Predicted runoff is routed to the channel to obtain the total streamflow (base flow and runoff). SWAT output was then linked with SUFI2 and examined sequentially (overall 2,000 runs) to calibrate streamflow. The best values of sensitive parameters were then used to optimize SWAT simulation and to obtain ET rates (as a part of WB component).
Model performance evaluation
In this study, the basic statistics used in the evaluation of the by the coefficient of the regression line (BR 2 ), and sum of the squares of the differences of the measured and simulated values after ranking (SSQR).
KGE measure (Equation (8) 
).
The NSE (Equation (9)) is a normalized statistic that determines the relative magnitudes of the residual variance ('noise') compared to the measured data variance (Nash & Sutcliffe ). NSE ranges from À∞ to 1 where a high value (NSE > 0.5) indicates a good agreement between predicted and observed streamflow.
BR2 (0 < ¼bR2 < ¼1) is R 2 (the coefficient of determination) multiplied by the coefficient of the regression line (Equation (10)). This function accounts for discrepancies in the magnitudes of two signals (depicted by b) as well as their dynamics (depicted by R 2 ):
SSQR is similar to the mean square error method, and it is a measure to capture the fit of the frequency distribution to the observed and the simulated series. SSQR value of 0 indicates a perfect fit. The SSQ (Equation (11)) is defined as:
The SSQR is highly influenced by the magnitudes of the differences between the observed (Q i,observed ) and simulated (Q i,simulated ) values. n is the number of pairs and i represents the rank. Overall, SSQR assesses the relative magnitudes of the bias in the model.
RESULTS AND DISCUSSION
Model application and sensitivity analysis
In this study, global sensitivity analysis was implemented for SWAT sensitivity test. This was conducted by allowing all parameters to be changed from their absolute values during the simulation period. This research evaluated and compared parameter sensitivity using a five-year calibration period with different starting points. Each simulation period was shifted by one year, such that subsequent periods have four years of data in common. Overall, ten different calibration periods were considered, and for each dataset, parameters were inferred using the SUFI2 model. This experience suggests that five years of daily streamflow data contain enough information about the parameters estimation of SWAT inputs using different PET estimation methods. Therefore, no significant variation in parameter sensitivity exists between different calibration periods for each PET setup model.
The sensitivity analysis revealed that when the PET estimation method changes, the sensitivity ranking of the parameters varies significantly. P-M method showed more sensitivity to ALPHA_BF, SLSUBBSN, and CH_K2 whereas HG is most sensitive to ESCO, CH_N2, and CN. Sensitivity results of the P-T method further demonstrated that the SWAT model is highly sensitive to SOL_K, CH_N2, and CH_K2 (see Table 4 SHALLST fitted values show that HG estimated this value very close to the SWAT upper absolute value while P-M underestimated and P-T provided median estimates. Regardless of hydraulic parameters, both soil and groundwater parameters show high variability in different PET methods.
The fitted value for initial groundwater height is higher when the P-T method is employed, meaning that a large proportion of groundwater is retarded and stored in the soil. The lower pore space in a soil, the greater the value for the moist bulk density; this is a clear case for the HG fitted model with an overestimated SOL_BD. An increase in the soil moisture reduces the initial abstractions and, hence, higher runoff generation can be expected even at a lower CN value. As clearly observed from this result, the type of PET estimation method has great influences on the variability of physical parameters especially soil and groundwater properties.
Effect of PET estimation models on streamflow simulation Figure 5 presents the measures of fit between the observed and SWAT simulated streamflow. Results revealed that the SWAT model with P-T as a reference PET method performed well compared to the rest of the methods. () for the coastal plain watershed. Table 5 presents the quartiles statistics for the observed and simulated flows using the three PET methods. The simulated median flows using P-T, P-M, and HG are, respectively, 23.54 (cm/s), 27.82 (cm/s), and 28.42 (cm/s).
Among them, the P-T model estimated median streamflow value relatively well. Based on this analysis, lower quantiles (low flow) were not successfully estimated by the three PET methods. In addition, high quantiles were mostly underpredicted by all methods, although Q95% and Q99% were approximately predicted by the P-T and the HG methods. The effect of the PET estimation methods seems to be significant during high and low flow estimates. In addition, the PET method has significant control on extreme events' simulation. For all three formulas used in this study, higher simulated AET are obtained when the P-M method is selected whereas the HG and P-M methods presented moderate to lower AET values, correspondingly.
As expected, May to August is the peak time of ET in the Waccamaw watershed. It is interesting to note that signs of wilting lower and longer to restrict transpiration.
However, soil types have significant influences on the wilting point value.
The field capacity is the amount of water remaining in the soil a few days after having been wetted and after free drainage has ceased. It appears this value is overestimated by the P-M method while HG underestimated it compared to P-T. The total available water (holding) capacity is the proportion of water available, stored, and/or released between field capacity and the wilting point water contents. 
CONCLUSIONS
The aim of this study was to examine the sensitivity of SWAT physical parameters to changes in the PET methods over a coastal plain ecosystem in the southeastern USA.
The output of SWAT was compared in terms of parameter sensitivity and streamflow simulations using Bayesian uncertainty algorithm.
The use of ET equations in the SWAT model cause differ- | SWAT optimized values for soil and groundwater properties using the P-M method. Soil saturation and available water capacity were overestimated by this method.
