Spatiotemporal patterns of cortical activation occur superimposed upon sensory, motor, and cognitive maps. The papers by Benucci et al. and Xu et al. in this issue of Neuron demonstrate that visual responses propagate in space and may serve to link different visual areas. This is an important step toward understanding how cortical maps relate to activation patterns, a prerequisite to understanding visual cortex function.
Early work with evoked potentials in monkeys (Woolsey et al., 1942) and humans (Penfield and Welch, 1949) help to establish the existence of orderly topographical maps in the cerebral cortex. Subsequently, work by Mountcastle (Powell and Mountcastle, 1959) and Hubel and Wiesel (1962) showed that functional properties are also mapped topographically, constituting basic vertical units called cortical columns. The establishment of cortical maps was a key step toward understanding the function of the cerebral cortex. Since those early days the task at hand has become much more difficult: to establish unique associations between distributed neuronal activity within functional maps and the combinations of stimulus features that this activity represents. The general tenet underlying this enterprise is that the spatiotemporal pattern of activation of distributed cortical networks constitutes the very code that represents sensory stimuli, motor commands, and cognitive operations. However, the difficulty is to go from such a generic and widely accepted principle to the details of how different maps superimpose; how they establish interdependencies; how they provide complete and uniform coverage in sensory, motor, and cognitive spaces; and, finally, understanding how they are formed from the underlying circuit architecture and neuronal operations.
In this issue of Neuron, two papers explore the spatial and temporal aspects of responses to visual stimuli using optical measurements with voltage-sensitive dyes from visual cortex in vivo. The premise underlying both works is that the spatiotemporal organization of cortical activation lies at the core of the information processing strategies used by the brain.
In the paper by Xu et al. (2007) , the authors study the spatiotemporal pattern of activation in primary (V1) and secondary (V2) visual cortex of the anesthetized rat in vivo in response to a drifting grating. They show that the responses initiate at the corresponding retinotopic position and propagate uniformly in all directions with a velocity of 50-70 mm/s. At the V1/V2 area border, the front of the primary propagating wave slows down, causing a compression of the incoming activity to a narrow band of less than 0.5 mm wide. After a short interval of 20-30 ms, activity spreads into V2 with a propagation pattern similar to that in V1, and simultaneously, a new wave is generated that reflects back into V1. The spatiotemporal pattern and the sequence of activation are very stereotyped from trial to trial and animal to animal, and interestingly, show little relationship with the parameters of the drifting grating such as orientation and temporal or spatial frequency. Xu et al. show that the stereotyped nature of the visually evoked activity contrasts greatly with the variability that characterizes spontaneous activity. Traveling waves occurring spontaneously initiate from different spots each time, do not respect area boundaries, and propagate without interruption throughout the entire imaged area (up to 4 mm) more slowly than the evoked activity. Several waves of spontaneous activation occur in selflimited bouts (which the authors called ''events'') separated by epochs of silence. Even though the frequency of the recurring spontaneous activity is not indicated, these bouts could correspond to the depolarizing phases of the slow oscillation (<1 Hz) described in cat corticothalamic networks (Steriade et al., 1993) . However, slow oscillations (also called UP and DOWN states) are less common under isoflurane anesthesia, which produces an EEG characterized mainly by delta and spindle waves. Instead, isoflurane can readily lead to a picture of recurrent epochs of brain activation separated by quiet periods, a pattern known as burst-suppression. Regardless of the EEG pattern, the stereotyped nature of activation caused by the visual stimulus is in great contrast to the apparent random nature of initiation sites and propagation patterns displayed by the spontaneous activity, and points to the dependency of the spatiotemporal distribution of activity on the properties of the triggering event. The relationship between evoked responses and spontaneous activity is an old topic in neuroscience (reviewed in Destexhe and Contreras, 2006) , which has evolved from sleep studies of evoked potentials to highresolution spatiotemporal maps of activation such as those shown here.
Xu et al. also demonstrate a critical role for GABA A inhibition in the spatiotemporal behavior of the visual response. Under subconvulsive doses of bicuculline (a GABA A antagonist), the primary wave crosses into V2 without compression and without generating a reflected wave. This behavior, together with the propagation pattern of spontaneous waves, suggests dynamic features at the V1/V2 border that are dependent on the specific pattern of cortical activation, and is similar to results in slices of visual and somatosensory cortices showing that GABAergic inhibition determines the spatial boundary of response activation after electrical stimulation of the white matter (Contreras and Llinas, 2001) . Taken together these results emphasize the critical role of the dynamic balance between excitation and inhibition to the large-scale spatiotemporal behaviors of cortical networks.
In the paper by Benucci et al. (2007) , the measurements are not done directly from the VSD signal but from its Fourier transform. This is a clever strategy based on the response properties of visual cortex cells. It allows for the measurement of the amplitude and phase of the response with respect to the parameters of the visual stimulus with high signal/noise ratio and high temporal resolution despite a noisier and less sensitive measuring device than that of Xu et al.
The observation on which Benucci et al.'s method is based is depicted in their Figure 2A . The VSD response recorded from the surface of V1 in vivo oscillates at twice the frequency of a stationary square grating whose contrast is modulated sinusoidally in time. In the power spectrum from the VSD signal, this appears as a distinctive peak at twice the frequency of the stimulus, i.e., the 2 nd harmonic. This frequency doubling in the VSD signal is generated by the synchronized membrane oscillations in complex cells from the superficial layers of cortex. The membrane oscillations are driven by the cyclic alternation of contrast of the stimulus and, thus, can only occur if the grating is stationary rather than drifting as in Xu et al. Benucci et al. make clever use of the fact that the power spectrum of the noisy VSD background, just like a common spontaneous EEG, obeys the 1/frequency rule, i.e., the higher the frequency, the smaller its power. Thus, the authors adjust the frequency of the grating within the preference of visual cortex cells (<10 cycles/second) but high enough so that its double stands clear of the noisy background. This is achieved at the stimulation frequency of 5 Hz.
By measuring the amplitude of the 2 nd harmonic, the authors obtained two types of maps: a map of orientation preference and map of retinotopy. Are the two maps independent? A long-held view of the function of the visual cortex is that maps have to be independent in order to represent combinations of stimulus features using a ''place code'' strategy. According to this view, first proposed by Hubel and Wiesel, patterns of spatial activation of the cortex uniquely represent specific combinations of stimulus characteristics, which implies that visual cortex neurons act as feature detectors. However, several lines of evidence, including another recent paper by the Carandini lab (Mante and Carandini, 2005) , have shown that maps are not independent and may be modified by particular combinations of stimulus features or by varying the parameters of texture stimuli (Basole et al., 2003 (Basole et al., , 2006 . However, Benucci et al. elegantly demonstrate that, under their stimulation conditions, the two maps behave independently. Indeed, they accurately predict (with 78% accuracy) the observed responses by multiplying the two maps point by point. Despite this apparent contradiction, both sets of results are, in fact, complementary. The interdependency of visual cortical maps can be understood in the light of an alternative view of visual cortex function, in which the receptive fields of cortical cells act not as feature detectors but rather as spatiotemporal filters (Mante and Carandini, 2005; Basole et al., 2006; Movshon et al., 1978; Jones and Palmer, 1987) . In addition to the amplitude of the 2 nd harmonic, Benucci et al. measured the phase of the oscillatory response (Figure 1 ). This is basically a measurement of the delay of the oscillation in each pixel (Figure 1 ; three ''pretend'' pixels are shown by colored traces, numbered 1 to 3, from three different locations in the cortical surface indicated at left over the orientation map) with respect to the stimulus (Figure 1 , represented by the black trace). Plotting the phase for each pixel as a function of either cortical distance (for the small moving stimuli of the same orientation) or orientation (for the large grating of varying orientations) revealed a fundamental difference between the two maps. While the decrease in amplitude was common along both domains of space and orientation (Figure 1 , amplitude plots at right), the phase increased only as a function of distance (Figure 1 , phase and delay plots at right). The response delay at the site of largest response (82 ms in these experiments; see Figure 1 ), represents the delay in the pathway to the cortex (also called the integration time).
Taken together the results of Bennuci et al. can be perhaps stated simply as follows: at any given retinotopic position activated by a small stimulus, cells of all orientation preferences depolarize together, but those with orientation preference matching the stimulus show the largest amplitude responses. Cells away from the position of the stimulus are activated with a delay that is proportional to distance at 0.3 m/s. This can be pictured as a moving plateau of activation determined by the retinotopic map and crowned by peaks corresponding with the orientation map.
Evidence of response traveling in cat V1 had been shown before with intracellular recordings (Bringuier et al., 1999) in which synaptic responses elicited by stimuli placed far from the center of the receptive field showed systematic delays with distance. However, the inherent sparse sampling of intracellular recordings and the difficulty of measuring distances precluded quantifying the phenomenon. Also, studies with voltage-sensitive dyes showed evidence for response traveling away from the retinotopic point of activation (Slovin et al., 2002) . However, such traveling could be due to a standing wave that receives smaller input at distant sites, thus giving the impression of a traveling wave.
To demonstrate a traveling wave, it is necessary to show that the delay of response that follows the stimulus offset is the same as the one following the stimulus onset, which is what Bennuci et al. show here for the first time.
The observation of a simultaneous activation in the orientation domain is less novel. Indeed, several papers had shown that orientation does not change over time, and, as stated by Benucci et al., a simple feedfoward model might explain the standing wave in the orientation domain (Ferster and Miller, 2000) . In addition, there is no contradiction with the results of Ringach et al. (2003) . They showed that from the two components of the response to orientation (tuned and untuned), only the untuned changes its size over time. In essence, those results are the same as those reported by Benucci et al., since the phase measurements that demonstrate a standing wave in the domain of orientation were made from the tuned component. Nevertheless, the results of Benucci et al. provide the first direct comparison of the spatiotemporal properties of cortical activation in the spatial versus the orientation domains.
In summary, these two studies demonstrate, in two different species, that propagation of visual responses away from their initial retinotopic representation is a fundamental component of visual cortex function. In addition, such propagation may take complex yet stereotyped spatiotemporal behaviors and may serve to generate windows of coherent activation between V1 and V2. The lack of propagation in the orientation domain suggests that different cortical circuits subserve the representation of orientation and position. It is now necessary to take on the question of how response propagation contributes to the formation of representations in the overlapping maps of visual cortex. 
