The radiative transfer framework that underlies all current rendering of volumes is limited to scattering media whose properties are invariant to rotation. Many systems allow for "anisotropic scattering," in the sense that scattered intensity depends on the scattering angle, but the standard equation assumes that the structure of the medium is isotropic. This limitation impedes physics-based rendering of volume models of cloth, hair, skin, and other important volumetric or translucent materials that do have anisotropic structure. This paper presents an end-to-end formulation of physics-based volume rendering of anisotropic scattering structures, allowing these materials to become full participants in global illumination simulations.
Introduction
Volume models are valuable in rendering materials with complex surface or volumetric structure [Perlin and Hoffert 1989; Kajiya and Kay 1989; Xu et al. 2001; Neyret 1998 ], and many very successful projects have made detailed visualizations and realistic renderings using them. However, there is a fundamental gap in the technology for rendering volumes, which impedes progress in improving the realism of volume renderings. On one hand, the tradition of volume visualization, or "volume rendering," achieves high detail and realistic shading effects using heuristic shading models that can describe directional scattering from surfaces and fibers, but these models lack a sound physical basis. On the other hand, physically based rendering systems support volumes as "participating media" using physically sound formulations originating from atmospheric optics; unfortunately, these models are limited to isotropic media 1 and are inherently unable to describe the directional scattering needed to achieve realistic appearance in nontrivial solid materials. This paper aims to bridge this gap by upgrading the underlying 1 We use the word "isotropic" to refer to a medium with properties that are invariant to rotating the medium, in contrast to the alternative meaning of scattering that is independent of scattered direction.
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Figure 2: The distinction between isotropic and anisotropic media.
framework of participating media to handle anisotropic effects, such as specular reflections from surfaces or fibers. This allows the machinery of physics-based rendering to be brought to bear on a wider range of volume models, thus providing the foundation for a new level of realism in volume models. Currently, participating media rendering algorithms model scattering media using a radiative transfer model limited to isotropic media-media whose properties are invariant to rotation. For instance, a cloud of steam filled with spherical water droplets fits within the standard model; or a cirrus cloud filled with randomly oriented ice crystals: either medium looks the same to light traveling in different directions. But a volume filled with aligned ice crystals; or hair, wood, or cloth fibers; or fibrous tissue like muscle or collagen; does not fit the usual model because its properties depend on orientation. This is the type of medium we call anisotropic in this paper (Figure 2) . (This is a deviation from the common usage in graphics, where "anisotropic" refers to scattering that depends on the scattering angle, such as the strong forward scattering exhibited by spherical water drops.)
Anisotropic media have fundamentally different behavior from isotropic media, but they can be handled without burdensome changes to existing renderers. This paper outlines the changes required to the theory and implementation of renderers for participating media and translucent materials, to make them handle anisotropic media. Specifically, we provide:
(i) an anisotropic version of the radiative transport equation (RTE) to handle anisotropic media, derived from scattering by oriented non-spherical particles;
(ii) a new model for oriented phase functions that generalizes existing phase functions while also representing surface-like and fiber-like scattering;
(iii) an anisotropic generalization of the widely used diffusion approximation for rendering translucent materials; and (iv) methods for computing light transport solutions using Monte Carlo to directly solve the RTE, using finite elements to solve the diffusion approximation in a translucent material, or using a new anisotropic version of the widely used dipole diffusion solution.
These contributions establish the framework required for further development of volume models as first-class objects in modern physics-based rendering systems.
Prior work
Radiative transfer is used in many areas including astrophysics, hydrology, neutron transport, remote sensing, acoustics, seismology, and medical physics, and the standard form of the RTE comes from references in these fields [van de Hulst 1957; Chandrasekhar 1959; Preisendorfer 1976; Ishimaru 1978; Mishchenko et al. 2006 ]. The theory is usually stated for the prevailing case of spherical or randomly oriented particles, disallowing anisotropic media (but allowing angle-dependent scattering), and this form has generally been used in graphics.
Research in volume rendering has introduced a variety of methods for mapping volume data into an image, including ray tracing [Levoy 1988 ], resampling [Drebin et al. 1988; Lacroute and Levoy 1994] , and rasterization [Westover 1990 ] approaches, with many recent systems relying on GPU ray casting [Crassin et al. 2009] . While the standard ray integration equation comes from the RTE, these systems do not solve the full equation and instead use heuristic shading methods derived from surface reflection models, often with the density gradient playing the role of the surface normal.
The development of physics-based surface renderers has seen most rendering algorithms extended to handle participating media, from early papers on ray tracing [Kajiya and Herzen 1984; Blinn 1982] and radiosity [Rushmeier and Torrance 1987] to subsequent global illumination systems [Lafortune and Willems 1996; Jensen and Christensen 1998; Pauly et al. 2000; Cerezo et al. 2005] . Most often, participating media are used to add general fog or haze to scenes, but they are also used to make realistic images of detailed atmospheric phenomena like smoke [Fedkiw et al. 2001] , and clouds [Max 1994 ]. Many papers have investigated efficient real-time rendering methods based on analytic solutions in special cases [Premoze et al. 2004; Sun et al. 2005] . Because of the goal of physical accuracy and the need to integrate with global illumination systems, all these methods pay attention to correct implementation of the RTE, inheriting the important restriction to isotropic media.
Between these two camps lie techniques that use volume rendering to make realistic images of materials, such as fur [Kajiya and Kay 1989] , cloth [Xu et al. 2001] , and other materials [Perlin and Hoffert 1989] , that are difficult to represent with surfaces. These models must either stick with isotropic scattering or accept being incompatible with the physics-based-rendering toolbox-both undesirable choices when realism is the goal. Some papers, notably the volume modeling system of Neyret [1998] , have recognized and discussed many of the relevant effects, but have not made the connection to physically based models of volume scattering that is required for these models to be used in full physics-based simulations.
Many models for scattering from surfaces or in volumes have been proposed, with microfacet models for surfaces [Cook and Torrance 1982; Ashikhmin et al. 2000; Walter et al. 2007 ] and the HenyeyGreenstein model for volumes [Cerezo et al. 2005] being the most widely used. The model proposed here has similarities to microfacet models and to Neyret's volumetric textures [1998] , but differs in that it provides a physically based model for the volume setting.
The diffusion approximation to radiative transfer is widely used to approximate transport of light or other energy in highly scattering media. It is derived from the RTE either using a first-order approximation to the directional radiance [Ishimaru 1978 ], as we do in this paper, or by taking a limit of diminishing mean free path [Ryzhik et al. 1996] . In graphics, diffusion is used to describe light transport through translucent materials . Previous rendering work has always used isotropic diffusion, but other fields have developed methods for anisotropic diffusion. Because many human tissues exhibit significant anisotropy, recent work in medical physics has examined the effects of anisotropy [Kienle et al. 2004] . In particular, optical tomography [Arridge 1999; Gibson et al. 2005 ] uses the diffusion approximation inversely to recover volume structure from external observations, and recent works [Heiskala et al. 2005; Heino et al. 2003 ] have found anisotropic diffusion approximations similar to ours by replacing individual components of the isotropic RTE with more expressive counterparts. However, these approaches do not account for the subtle interrelations between components of the RTE and complications regarding reciprocity and normalization in anisotropic media. Both models also lack expressiveness when rendering directly using the RTE, being limited to isotropic scattering or unable to handle distributions of particles, respectively. These issues motivated the derivation of the anisotropic RTE presented in this paper.
Dipole sources can provide simple approximate solutions when diffusion occurs in a homogeneous region with a planar boundary. This is the prevailing way to handle translucency in rendering , and similar formulations can be found in other fields. In geoscience, dipole solutions have been used for transport of electric charge in the earth, and in that context an anisotropic dipole was proposed [Li and Uren 1998 ], which inspired our anisotropic BSSRDF 53:2 • W. Jakob et al.
model. In practice, many differences between the two models exist due to the different underlying equations they solve.
In biophysics, recent work has led to both time-resolved [Dudko and Weiss 2005] and steady-state [Johnson and Lagendijk 2009] anisotropic multipole models for slab geometries. Both models use absorptive boundary conditions that are inappropriate for graphics applications, since they force the average illumination to zero on the boundary. Another issue is that the supplied solution for the radiance on the slab boundaries only applies to the transmission mode, whereas reflection is generally needed for rendering. Our model provides an expression for this direction and, as will be seen later, can also easily be extended to a multipole configuration. Johnson and Lagendijk's [2009] work presented an approach to relate micro-and macroscale anisotropy in forming their anisotropic multipole model. Because they consider only the shape of the modeled particles, but not their scattering properties, the final diffusion matrix derives its anisotropy solely from the particles' directionally varying projected area. In comparison, we present a formulation that accounts for anisotropy in the phase function, which leads to an additional integral term in the resulting diffusion matrix.
The contribution of this paper is to upgrade the framework of participating media rendering so that it works for anisotropic media, which makes it applicable to volume models of the sort that could previously only be rendered using less-principled volume rendering methods. This involves generalizing the RTE, the diffusion approximation, and the dipole BSSRDF model-each by employing methods similar to methods found in the physics, medical imaging, and geosciences literature, but each requiring changes to become suitable for use in rendering systems. Rendering anisotropic media also requires expressive and detailed models for anisotropic scattering, which have not been developed in other fields, leading us to propose the new anisotropic scattering model in section 4.
Anisotropic Radiative Transfer
The isotropic radiative transfer equation (RTE), in the form customarily used in graphics, is
(In this equation all quantities depend on position, so this dependence is left implicit for compactness.) This equation relates the directional derivative of the radiance distribution L to its value via the attenuation coefficient σt and to an integral of L at the same point via the scattering coefficient σs and the phase function fp. Energy comes into the equation via the volume source term Q. This equation is for an isotropic 2 medium because the interaction coefficients σs and σt are independent of direction, and because the phase function depends only on the angle between ω and ω .
In order for this equation to describe an anisotropic medium, fp must be a function of two directions independently, rather than of a single angle: fp(ω → ω ). Furthermore σs and σt also depend on ω, leading to the anisotropic RTE:
Although this generalization is superficially straightforward, subtle complications with normalization and reciprocity must be resolved before we can define a valid phase function model or derive a diffusion approximation. In the isotropic RTE, fp is a probability distribution (when either argument is held fixed) and reciprocity requires that it be invariant to exchanging its arguments. In the anisotropic case we must choose between keeping fp normalized as a probability distribution and keeping it symmetrical; both cannot be achieved at once.
For example, consider a volume containing a distribution of aligned needle-shaped particles with high albedo. Such a volume has much lower σt (and σs) for light traveling parallel to the needles than perpendicular to them. If a volume of these particles is illuminated from the end and viewed from the side, then illuminated from the side and viewed from the end, reciprocity demands that the total scattering remain the same. But since the amount of light interacting with the particles is very different, the phase function values must likewise undergo large changes. Reciprocity still holds in the physical system-its manifestation in the equation is just different. With a somewhat different definition, the phase function can be made symmetrical, but at the expense of no longer being a probability distribution. Again, energy conservation still holds in the physical system, but its manifestation in the equation is different. We have opted for a normalized fp because it is convenient in the context of Monte Carlo rendering, and the equation is simpler and more familiar.
The isotropic RTE can be derived straightforwardly by analyzing the behavior of a volume filled with spherical scattering particles (spherical because their properties are invariant to rotation). Here we follow this derivation in the style of Ishimaru [1978] but with non-spherical particles, leading to the anisotropic RTE. In both cases it's important to recognize that the resulting equation can also be used successfully to model media that are not made up of particlesbiological tissue, cloth, hair, foam, etc.
Isolated non-spherical particle
Consider an isolated particle illuminated by incident radiance L(ω). We can characterize the particle using three functions:
is the area of the particle's projection onto ω ⊥ .
(ii) 0 ≤ α(ω) ≤ 1 is the albedo of the particle when illuminated from direction ω.
is the phase function exhibited by the particle when illuminated from direction ω and forms a probability density in the outgoing direction ω .
When the particle receives collimated light in direction ω, σ(ω) is proportional to the probability of it hitting the particle; α(ω) is the probability that light is scattered rather than absorbed, conditioned on having hit the particle; and p(ω → ω ) is the probability density for scattering to direction ω , conditioned on having scattered. Note the distinction between the functions fp and p: whereas fp describes the overall behavior of the statistical medium, p refers to the properties of one of its constituent particles.
When the particle is illuminated by a radiance distribution L(ω), the scattered intensity is found by integrating the scattered light over incoming directions:
Unlike in the case of a spherical particle, for which σ and α are constant, p(ω → ω ) = p(ω → ω) for a non-spherical particle, and p is generally not a probability density as a function of its first argument. The appropriate reciprocity principle is that the scattered intensity to a single direction under collimated illumination remains A radiative transfer framework for rendering materials with anisotropic structure • 53:3 invariant under an interchange of the source and receiver. This causes p to obey the more involved reciprocity relation
It is the whole chain of events, not just the choice of scattered direction, that has to occur with a reciprocal probability.
Distribution of particles in a volume
The properties of a volume containing many scattering particles depend on the characteristics of the particles-both their individual properties and the distribution of particle orientations that is present.
Up to now there has been no restriction on the shape of particles, but at this point, because it suffices for the model proposed in the next section, we assume that particles are rotationally symmetric about some axis, so that their orientation can be entirely described by the direction of the axis. For the same reason we further assume that the particles are identical.
3
Under these two assumptions we can characterize the volume in the neighborhood of a particular point by two quantities:
(i) ρ is the density of particles per unit volume.
(ii) D(m), a probability density on the sphere, gives the probability for a particle to be oriented in direction m. and I(m, ω) to be the properties of a particle with orientation m.
As in the isotropic case, the effect on light traveling along a ray can be seen by thinking of a cylindrical beam of cross-sectional area A ( Figure 3 ) along which radiance L propagates in the direction ω. An infinitesimal segment ds of the beam contains n = A ds ρ particles, each of projected area σ(m, ω).
Since they are small and well separated, they do not shadow one another, and together they intercept an intensity equal to the radiance times their combined area:
As in derivations of the isotropic RTE, the previous assumption allows particles to be treated independently, and is presumed to hold in the limit of increasingly smaller cylindrical regions. The integral over m accounts for the presence of particles with a distribution of orientations. At the same time, the particles scatter intensity into the direction ω proportional to their number times the intensity (3) averaged over orientations:
In the limit, these changes in intensity for our finite volume define the directional derivative of radiance (details in supplementary material):
which can be rearranged as
3 Retaining the possibility of more asymmetric particles would require generalizing the ensuing derivation to a distribution over unit quaternions rather than over unit 3-vectors. A mixture of particle types can be accommodated easily by summing or integrating over the particles' properties. where σt(ω) is the anisotropic volume attenuation coefficient:
and fa is an inscattering weighting function:
To express fa in a more convenient form, we define the anisotropic volume scattering coefficient σs(ω) as the inscattering due to uniform unit radiance, or R fa(ω ↔ ω) dω , which works out to:
Here we have made use of the reciprocity relation (4) and the normalization of p over the outgoing direction. We then divide fa by σs, thereby normalizing it over the incoming direction, to obtain the phase function fp:
which inherits from fa the reciprocity property:
Substituting (5), and adding the source term Q, results in the desired form (2).
Together the expressions (6), (7), and (8) define the anisotropic RTE based on the properties of the non-spherical particles that fill the medium. In the next section we examine a particular type of simple particle that can be used to define a phase function model encompassing a range of scattering behaviors.
Micro-flake model
We consider a model based on two-sided specularly reflecting flakes oriented according to a known directional distribution. We call this a micro-flake model. There are obvious parallels to the popular family of microfacet models for surface reflection [Cook and Torrance 1982] : as with microfacet models, the flakes are not individually resolved but instead aggregated statistically to capture the overall optical behavior of the medium. Another similarity is the use of a half-vector formulation, which follows naturally from the description of a specular surface. The freedom of choosing the micro-flake distribution will later allow the description of various types of anisotropic effects in the context of volume scattering.
We assume that the flakes are planar, and that the albedo of a single flake depends only on the inclination of incident illumination. Using the framework of section 3 to find the phase function for this type of particle entails defining the appropriate functions σ, α and p.
First, due to their planarity, the projected area of a flake with normal m onto ω ⊥ is equal to
where a is the surface area of one side. The above restriction on the albedo of a single particle translates into α(m, ω) = α`|ω · m|´. That is, α is an arbitrary function of the angle between ω and m that does not distinguish between sides of a flake. The flakes are ideal two-sided reflectors, causing the phase function of a single flake to be a sum of two delta functions associated with the measure dω:
Here, h(ωi, ωo) := (ωi + ωo) / ωi + ωo denotes the half-direction vector. Note the sign on ω -this direction needs to be flipped due to the common convention that the incident direction of a phase function points inward. Normalization follows since only one of the delta functions becomes nonzero for fixed incoming ω and m.
To express the delta functions in (10) with respect to particle orientations m and their associated solid angle measure, a correction factor must be applied [Walter et al. 2007 ]:
and this function satisfies the reciprocity criterion (4), as light can only be scattered when m · ω = m · ω . Applying the tools from Section 3 then leads to the following expressions for σt, σs and fp (details in supplementary material):
In the special case of a uniform flake distribution D(m) = 1 /4π, this model reduces to traditional "anisotropic" scattering, where the phase function depends only on the scattering angle: here, the scattering coefficient σs reduces to a constant related to the albedo
, and fp becomes a function of
which can be solved for the α required to archive a particular fp:
For instance, to represent the Henyey-Greenstein or Mie phase functions, equation (15) provides a way of encoding their properties into an albedo function α. Any isotropic medium can be expressed in this fashion, even when the material itself is not physically realizible using flakes. For instance, by the previous equation, a medium without absorption and strong forward scattering will produce α > 1 in some directions. Although the physical interpretation is lost in such cases, the framework remains internally consistent and all results hold regardless. This situation is similar to microfacet models, which can often still provide convenient abstractions when the underlying material breaks the statistical heightfield assumption.
Various types of anisotropic scattering can be modeled depending on the choice of flake distribution. For instance, concentrating D(m) around a fixed direction (Figure 4a ) produces behavior that resembles surface reflection, and in fact the form of the model is not unlike the commonly used Blinn-Phong BRDF, with the term σt(ω) playing the role of the usual cosine factor for surface illumination. Similarly, it is also possible to produce fiber-like scattering by choosing a D(m) that is concentrated near the plane perpendicular to the fiber's tangent direction (Figure 4b ). In this case, the resulting phase function resembles the reflection model of Kajiya and Kay [1989] , with σt(ω) playing the role of the usual sine factor for fiber illumination. Some differences exist; for instance, the microflake model produces a reflection cone that narrows towards forward scattering, resulting in less forward scattering than Kajiya-Kay if α(ω) is constant. However, the micro-flake approach does not share some of that model's shortcomings, particularly its lack of energy conservation: especially for illumination near grazing angles, the Kajiya-Kay model is far from normalized. Attempts to remedy this problem using a parameterized normalization constant invariably lead to a non-reciprocal phase function. The scattering model presented here, on the other hand, is always energy conserving, and it satisfies the appropriate reciprocity constraint (9) in conjunction with the previously defined directionally varying scattering coefficients.
Section 6 will present three solution techniques for rendering with this model, including a Monte Carlo approach and two approximate methods that involve the diffusion equation.
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Anisotropic diffusion
To reason about diffusion in the presence of anisotropy, we must propagate the earlier changes to the RTE through the steps of this approximation. Classic derivations of the diffusion equation (e.g. Ishimaru [1978] ) set the stage by considering solutions to the RTE under smoothness constraints.
The key assumption is that because each scattering event effectively blurs the incident illumination, high frequencies disappear from the angular radiance distribution as the number of scattering events increases. Motivated by this observation, the radiance function is restricted to a simple two-term expansion in terms of angular moments. Formally, for a function f : S 2 → R, the n-th moment on the unit sphere may be defined as
For non-negative f , the 0 th moment for instance gives the function's integral over the sphere, the 1 st moment can be interpreted as a "center of mass" 3-vector, and the 2 nd moment is a positive definite 3×3-matrix. The above restriction then translates into setting
where the quantities
are known as fluence and vector irradiance, respectively.
The traditional derivation then proceeds by substituting this approximation into the RTE and enforcing equality amongst the 0 th and 1 st -order projections, which leads to the coupled set of equations
where Qi(x) := μi[Q(x, ·)], σ t := σa + σs(1 − g) and the constant g specifies the mean cosine defined as g := R 4π fp(ω·ω )(ω·ω ) dω . Eliminating E in (19) produces the isotropic diffusion equation
where λ := 1 3σ t is the diffusion constant.
Anisotropic diffusion-general form
The same set of ideas can also be applied to the anisotropic RTE. Here, the angular dependence of the scattering coefficients and the more general form of fp causes the appearance of additional terms in the final set of equations. Since performing the two projections amounts to a mechanical application of rules also used in the isotropic derivation, we will only state the final result; the full derivation may be found in the supplementary material to this paper. The first and second-order projections of equation (2) are given by
where
-V is a 3-dimensional vector and M a 3 × 3 matrix, which both capture information about the low-frequency scattering behavior. In the case of isotropy, these equations together appropriately reduce to (20), and M −1 = I/(3σ t ) takes the role of the diffusion constant.
This approximation may be applied to any reflection model expressed in the framework of Section 3, and will be accurate to the extent that radiance does become uniform in the region of interest. In Section 5.3 we will further specialize to the micro-flake model.
Boundary conditions
We can proceed to derive an anisotropic generalization of the commonly used Robin boundary conditions: these specify that the net inward flux Γ in (x) matches the fraction F dr of the outward flux that is reflected by interface effects
H 2− indicates integration over the inward hemisphere and the normal n is assumed to point outwards. Substituting the two-term expansion into (23) leads to
where we have defined A :=
. For mismatched boundaries, we make use of the following rational approximation to measured data due to Egan and Hilgeman [1979] :
where η is the relative refractive index at the boundary.
Anisotropic diffusion by micro-flakes
To apply the diffusion approximation to the micro-flake model, the coefficients in (21) and (22) must be computed. In this section, we derive these coefficients, discovering some important simplifications for micro-flakes compared to the general case.
Beginning with the coefficient of φ in (21), we find
where we have reversed the order of integration and defined
This constant may be interpreted as the overall reflection from a flake under constant illumination. When the albedo does not vary with respect to inclination, α =α.
An immediate observation is that all first-order moments of the scattering and absorption coefficients vanish due to their mirrorsymmetry (e.g. σa(x, ω) = σa (x, −ω) ). This eliminates the first term in the expression for V. The remaining vector-valued integral 53:6 • W. Jakob et al.
expression in V (x) also vanishes: after a change of variables to half-directions, we have
which follows from the symmetry of the inner integrand (i.e. f (ω ) = −f (−ω )).
By the same argument used for the first term of V, the coefficient of φ in (22) vanishes.
Turning finally to the matrix coefficient M, the first term in its definition takes on a simple form relating it to the low-frequency properties of D(m):
The second term can be handled by a change of variables to halfdirections and some simplifications, and then M is found to have a surprisingly simple closed form as a function of the second flake distribution moment:
where the constants
only depend on the choice of the albedo falloff curve. A property that will later be required is the positive definiteness of M (x), which directly follows from c1, c2 ≥ 0, c1 ≤ 1 2
and the positive definiteness of μ2[D(x, ·)].
When α is constant, c1 = α/2, c2 = α and (31) further reduces to
The simplicity of (31) is of particular convenience when the flake distribution D(m) is available in the form of a real spherical harmonics expansion: suppose that
where 
Finally, with the V (x) term gone, the equation also takes on a more familiar form: solving (22) for E(x) and substituting into (21) as is done in the isotropic variant yields
This step can be repeated once more to eliminate E(x) from the boundary conditions (26):
The two diffusion-based solution techniques in Section 6 are built on equation (35) and (36) To summarize: we have derived a diffusion equation and suitable boundary conditions based on first-and second-order projections of our anisotropic RTE, which resulted in the introduction of an additional vector term V and the matrix M . For the micro-flake model, the V term reduced to zero and M took on a simple closed form solution (31) relating it to the low-frequency characteristics of the underlying flake distribution. With all of these pieces at hand, we are now able to compute approximate diffusion-based solutions to the anisotropic RTE when micro-flakes are used as the underlying phase function model.
Solution techniques
In this section, we present three different approaches for computing light transport in anisotropic media, spanning a range of performance and accuracy characteristics. First, we describe the necessary changes to support the flake model in a Monte Carlo renderer. Next, we adapt the finite element method to the anisotropic diffusion equation found in Section 5. And finally, we propose a new dipole BSSRDF for anisotropic translucent materials. Both diffusion approaches are general in the sense that they only depend on the cancellation of the V (x) and μ1 [σa(x, ·) ] terms in (21) and (22), which means that they may also be applied to any future scattering models sharing these properties.
Monte Carlo rendering
To use micro-flake distributions in a Monte Carlo rendering context, an efficient way of evaluating the coefficients σs, σt, and the phase function fp will be necessary. Furthermore, good importance sampling support for fp is crucial to achieve reasonably fast convergence, in particular when working with scatter-dominated media.
For simple families of flake distributions, it may be feasible to find closed-form importance sampling procedures and expressions for σs and σt. For general D(m), however, we face a prohibitive numerical 2D integration for each scattering coefficient evaluation, since (11) and (12) are expressed in terms of spherical convolutions.
Both problems are greatly alleviated by moving to the frequency domain: for this, we represent D(m) as a truncated spherical harmonics expansion using enough coefficients to ensure that the introduced error is negligible (< 0.1%). The convolutions in the expressions for σs and σt are then found to involve the azimuthally invariant kernel functions |ω · m| and |ω · m| α`ω · m´, making it easy to find the coefficients of their respective expansions by an application of the Funk-Hecke theorem [Groemer 1996] .
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To support importance sampling of the phase function (13), we perform a 2D discretization over the outgoing direction: for each fixed outgoing ω, we tabulate the coefficients for a truncated spherical harmonics expansion of fp(· → ω). During rendering, an expansion over the incident direction is obtained using bilinear interpolation from the nearest four outgoing direction samples. In all our examples we use between 7 and 10 coefficient bands and a 50 × 100 discretization over the (θω, φω)-space.
With the spherical harmonics coefficients at hand, it is possible to to apply the sampling technique proposed by Jarosz et al. [2009] , which we found to work well in practice. Any procedure of this form of course introduces truncation and interpolation errors, and we therefore use the interpolated phase function only to guide the placement of samples, with (13) taken as the actual phase function during evaluation.
Finite Element Solution
The finite element method (FEM) provides a faster solution technique for the anisotropic diffusion equation. Our finite element solution has three components: first, we modify the Robin boundary condition (23) to produce a so-called anisotropic diffusive source boundary condition (ADSBC). Second, we use this new boundary condition to compute a matrix solution to the anisotropic diffusion equation (35). Finally, we present a query function that converts the computed solutions into radiance. Since our derivation closely follows the isotropic case [Arbree et al. 2009 ], we highlight only the differences here. More details can also be found in the supplementary material [Jakob et al. 2010] .
Anisotropic Diffusive Source Boundary Condition
The ADSBC combines the basic Robin boundary condition with a new term describing illumination incident on the boundary due to light sources outside of the medium. This is often referred to as the reduced intensity source. This illumination is approximated by a diffusive flux term equal to the net refracted irradiance attenuated by the expected absorption before the first scattering event. This
Following the mathematics presented in Section 5.2 ( (24)- (36)) results in the anisotropic diffusive source boundary condition:
where F dt := 1 − F dr denotes the overall Fresnel transmittance.
Anisotropic Finite Element Diffusion Equation
Next, this boundary condition is used to find the finite element solution of (22). This process has two steps: the derivation of the weak form and the discretization of that form into a matrix equation. Since these steps are essentially the same as in [Arbree et al. 2009], with (22) replacing the original isotropic equation, we present only the final matrix equation here:
The βi are basis functions defined at the vertices of the mesh and a denotes the solution's coefficient vector satisfying φ = P n−1 i=0 aiβi. Since M −1 is always positive definite (Section 5.3), this equation is guaranteed to have a solution.
The final step is the derivation of the query function that converts the solution fluence of the matrix equation into the outgoing surface radiance (see [Jakob et al. 2010] ). For completeness, we replicate this equation, which turns out to be the same as the isotropic case.
Mathematically, this final solution is nearly identical to the isotropic case. The two key differences are the new definitions of the matrices R and S in (39).
BSSRDF model
In this section, we will first solve the anisotropic diffusion equation for a point source located in an infinite homogeneous medium. Following this, we use our solution to extend the BSSRDF dipole model proposed by Jensen et al. [2001] to anisotropic media.
Monopole
To arrive at the monopole solution, we model a point source located at the origin radiating the total amount of power Φ uniformly into all directions:
For this type of source, Q1(x) = 0 which further simplifies the anisotropic diffusion equation (35). The mixed derivatives on the left-hand side of this equation can be eliminated by switching to a set of linearly transformed coordinates ξ = P x. The particular matrix P which accomplishes this is given by
where QDQ T is an eigendecomposition of M . This intuitively means that the anisotropic diffusion equation reduces to the isotropic variant when expressed using the appropriate coordinates:
After a similar change of variables in the source term, its 0 th -order projection is found to be Q0(ξ) = Φ |det P | δ(ξ). Finally, the Green's function describing the fluence due to this type of source is found for example in Ishimaru [1978] :
which is expressed back in terms of the original coordinates. Figure 5 : Illustration of the approximate boundary conditions used by the anisotropic BSSRDF model.
Dipole boundary conditions
We now switch to a half-space geometry with the interface located at z = 0 and a surface normal given by n = (0, 0, 1) T . To describe this setup, the dipole model [Farrell and Patterson 1992] relies on an approximation to the Robin boundary conditions presented earlier: in the isotropic setting, Moulton [1990] has shown that (36) is approximately satisfied by requiring the fluence to be zero on an extrapolated boundary at distance 2Aλ (where λ is the diffusion constant).
To find the corresponding boundary condition at the interface of an anisotropic medium, we can interpret (36) as a directional derivative
When this approximation is good, we expect φ to vanish at a distance of 2A M −1 n in this direction. Since x was an arbitrary point on the surface, this property will in fact hold on a whole surface extrapolated at a distance of dp = 2A n T M −1 n which can be obtained by projecting the vector M −1 n/ M −1 n onto n ( Figure 5 ).
Dipole solution
Following Farrell et al. [1992] , an approximate half-space solution is now found based on a dipole source configuration. In this model, a negative 'virtual' light source is introduced to satisfy the zero fluence constraint on the extrapolated boundary.
In the isotropic case, placement of the sources is simple: the real source is positioned one mean free path below the surface (zr = −1/σ t ) to simulate the first scattering event due to a collimated beam at normal incidence. The zero fluence constraint at z = 2Aλ is satisfied by mirroring the real source along this plane, which leads to a virtual source position of zv = 1/σ t + 4Aλ.
The natural extension to anisotropic media places the real source at zr = −1/σt(n) below the surface, which matches the mean free path at normal incidence. Determination of the virtual source position is slightly more complicated since the monopole fluence (43) is now a function of P (x − xp) . Under the linear transformation P , the extrapolated surface z = dp turns into a plane with a normal pointing into direction p1 × p2, where pi are the columns of P (Figure 6) . Mirroring the light source along this plane and transforming the obtained position back into the original space results in
The fluence due to both sources is then equal to μ0 [σa(·) ] and dr and dv denote distances computed in a space transformed by P , i.e. dr := P (x − xr) and dv := P (x − xv) .
The final BSSRDF is obtained by computing the radiant exitance in the normal direction, n · E(x). Applying these steps leads to the familiar-looking
where C1 :=˛n T xr˛(βdr + 1) and C2 :=˛n T xv˛(βdv + 1) (48)
As in Jensen et al. [2001] , we have added an albedo termᾱ(n) = σs(n)/σt(n) to account for the first scattering event in the earlier collimated beam approximation.
It is possible to further extend this model to multipole source configurations similar to Donner and Jensen [2005] . This is straightforward and entails simply adding more sources to cancel out the fluence on two extrapolated boundaries in the skewed solution space.
Results
Our final rendering pipeline, written in C++ and Java, ran on an 2.93Ghz Intel Xeon X5570 workstation with 8 cores. We implemented all three solution techniques, and this section presents an overview of our experimental results.
Scarf renderings:
The scarf model was kindly provided by the authors of the recent work on yarn-level knit simulation [Kaldor et al. 2008] . To create volume densities based on their spline representation, we used a technique similar to the Lumislice algorithm [Xu et al. 2001 ], but took advantage of the flexibility of a general volume to build 2-ply yarns (yarns made by twisting multiple smaller yarns called "plies"). The fibers were well organized, so they should produce specular highlights running along the twisted plies. The final volume had an effective resolution of 1408 × 256 × 1152 voxels, which required about 3 gigabytes of storage using a sparse grid data structure. Every occupied cell in the volume consisted of 4 single-precision values specifying density and local fiber orientation, and the latter was used both as an input to the Kajiya-Kay model, and to rotate flake distributions into the desired coordinate frame.
Three Monte Carlo simulations with full multiple scattering were performed at 512 samples per pixel using an isotropic phase function A radiative transfer framework for rendering materials with anisotropic structure • 53:9 ( Figure 1a ), micro-flakes ( Figure 1b ) and the Kajiya-Kay model (Figure 7 ), respectively. The isotropic rendering lacks any specular effects, leading to dull and somewhat blurry appearance, while the anisotropic renderings show highlights delineating the plies. In the anisotropic case, multiple scattering naturally leads to near-white highlights (caused by single scattering), and in all cases it leads to increasing color saturation in the body of the material and then into the shadows, due to the many scattering events required for energy to reach these regions. The rendering using the Kajiya-Kay phase function shows similar local shading to the micro-flake model, since the two phase functions are similar. An important difference is that the micro-flake model is exactly normalized, whereas the Kajiya-Kay model loses energy towards grazing angles. A fraction of the total light energy is lost at every bounce, and this causes blurring in multiple scattering renderings, as well as a noticable decrease in the overall image brightness ( Figure 7d) . As these examples demonstrate, accounting for oriented structures leads to a significant gain in visual realism, and the new model achieves this while retaining the full advantages of physics based rendering.
Changing from isotropic scattering to the micro-flake model when rendering heterogeneous materials does incur additional computational costs. Most of the extra time is spent evaluating σt(ω) at every step of ray marching between scattering events. In our code this currently involves evaluating a spherical harmonics expansion, leaving considerable opportunities for future optimization.
Wood example:
As an example of a solid material with anisotropic structure, we used the measurements of finished wood released by Marschner et. al. [2005] , which contain both diffuse color and fiber direction textures for several types of wooden materials. To use these textures in a volume rendering context, the single scattering albedo α needs to be known, which we computed by numerically inverting the dipole BRDF approximation for each pixel of the diffuse color texture.
We then projected the curly maple textures into a slab filled with a flake medium and chose a distribution that simulates scattering from rough fibers (D = sin 20 θ). In the resulting MC renderings (Figure 8) , the flake medium is able to reproduce the shifting anisotropic reflections modeled by the original paper, and the ability to account for multiple scattering eliminates the need for an ad-hoc diffuse component. By illuminating the wood with a a grid of collimated beam sources, we can observe anisotropic light diffusion occurring along the grain direction.
Finite element simulations:
To validate the finite element computation against Monte Carlo, we used a simple scene to test the spreading of light from an illuminated spot. Because collimated illumination and half-spaces cannot be represented in the FEM system, we projected a 1mm diffuse spot on a 4×4cm cube with material parameters aρ = 5.2482/cm and α = 0.998. Except for the spot's immediate neighborhood, where the simulations are not expected to match because of the large contribution of low-order scattering, the solutions were found to be in good agreement (Figure 10a-c) . Because of the structured sources in our examples, we modified the mesh refinement algorithm to increase resolution along edges in the projected source image. Since the finite element solution does not require any particular geometry or a homogeneous material, it is able to model a wide range of scenes, such as Figure 9a . Figure 9b -c shows the result of projecting colored illumination onto an anisotropic slab modeled in this way. In any dipole model renderer, a heuristic for transforming points into the half-space geometry is required, and in the anisotropic case a simple solution based on distance is insufficient, since dMo is now a function of two parameters instead of just the radial distance. To keep our implementation simple, we simply drop one coordinate, and this can be seen to introduce artifacts on the sides of the slab. We believe that a heuristic with overall smoother behavior could be used to remove such artifacts.
Similarly to the FEM test case, we constructed a simple scene to validate the dipole model, and we ran Monte Carlo simulations of a collimated beam impinging on an anisotropic half-space with the same parameters as before. Figure 10d -f shows a result of this comparison; as in the isotropic case, the dipole is only found to be accurate in the far field. A curious observation in our simulations was that the lower-order scattering caused by the very concentrated beam source tends to propagate perpendicularly to the main direction of diffusion (Figure 10e ), which was also noticed by Kienle et al. [2004] . The dipole does not attempt to model this effect, which accounts for some of the differences. We do not see this as an obstacle for graphics applications, since the lower-order scattering effect quickly disappears as one moves to finite beam widths.
Another noteworthy difference is that the anisotropic BSSRDF may not achieve its maximum value at the point of incidence, which happens when increased diffusion occurs along an axis that is tilted with respect to the surface plane. This is not neccessarily a failure of the dipole, but a materialization of the disagreement between the embedded point source and collimated beam solutions in such media. When this effect is not desired, the dipole solution can be re-centered to remove the inconsistency. A more extensive overview of the Monte Carlo comparisons can be found in the accompanying technical report [Jakob et al. 2010] .
Conclusion
This paper has provided the theory and practice required to integrate anisotropic media into physically based rendering systems. An important piece of this is the introduction of a new model for media, based on micro-flake distributions, which generalizes previous phase function models and provides a physically sound alternative to the more heuristic reflectance models that are normally used in volume models of materials with directional scattering properties.
We also have shown how the more general anisotropic radiative transfer equation still can be approximated by diffusion (though a diffusion matrix is required where a scalar diffusion constant was formerly used), which provides fast, approximate solutions to multiple scattering in highly scattering media, by using a finite element procedure or by using a more approximate but extremely fast anisotropic dipole solution. The diffusion approximation shares the limitations familiar from the isotropic case: it applies only when radiance becomes uniform in direction, which happens only in high albedo media and only far from the source-and these are satisfied more quickly the lower the degree of anisotropy.
The framework introduced in this paper provides a basis for future work in several areas. First of all, new volume models for complex geometry at any scale, from cloth viewed at arm's length to a forest viewed from across a valley, can now be built based on physically realistic scattering models, with multiple scattering naturally adding richness to the appearance, rather than being built as volume aggregations of surfaces shaded by heuristic single-scattering models. Volume models are also a natural setting for multiresolution approaches [Neyret 1998 ]. Aggregating geometry to larger scales can lead to anisotropic behavior even when the volume is isotropic at the small scale, so our anisotropic framework provides an ideal platform for building volume level-of-detail in a physically based setting.
The framework we have presented does have limitations. One is computational cost: volume models consume significant memory, and the more so when they are augmented with spatially varying vectors or other parameters for anisotropy; also, evaluating anisotropic models consumes more computing time than looking up scalar parameters. The radiative transfer formulation itself has limitations, and may not correctly model short-distance effects below the correlation length of the random medium being simulated. The diffusion approximation has further limitations; it only can be expected to be accurate when the radiance distribution becomes directionally smooth, which happens less easily with highly anisotropic or sharply heterogeneous media, and the dipole solution, while it gives reasonable estimates in the far field for half-space geometry, is (just as in A radiative transfer framework for rendering materials with anisotropic structure • 53:11 the isotropic case) only a very rough model when applied to more complex surfaces.
Also, though the micro-flake model has considerable flexibility and can capture the basic phenomena of surface-like, fiber-like, and point-like scattering, not all volume scattering functions can be represented by micro-flakes. Future work will need to discover the practical significance of its limits in representing realistic materials, developing extensions where needed. Aggregating given geometry into volume models (another form of volume level of detail) by selecting appropriate micro-flake distributions is also an important potential application.
The most important implication of our work for the future of volume models is that they can now act as full-fledged participants in global illumination systems. This means volume models, which have proven so successful for fur, cloth, trees, and other complex structures, can take full advantage of the richness and realism that is naturally provided by complete light transport simulations.
