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Let r, > rz > be the sample canonical correlations in a sample of size n from a 
multivariate normal population partitioned into two subvectors with population 
canonical correlations p1 > p2 > . Let one of the subvectors be augmented by 
adding one or more variables to it. For the increase in the largest canonical 
correlation, Ar in the sample and Ap in the population, it is shown that 
J(Ar-Ap) + ’ N(0, u*) and a formula for a2 is derived. @? 1986 Academic Press, Inc. 
The following question arose out of a problem posed by Professor 
Robert W. Resek, Bureau of Economic and Business Research of the 
University of Illinois. Suppose the random vectors x and y have canonical 
correlations p1 > p2 > . . . . Suppose the vector x is augmented to 2 by 
adding additional variables to x. Let the canonical correlations of 2 and y 
be fir > p2 > . . . , then pi B pi for each i. Tests of hypotheses of the form 
pi= pi were considered by Laha [8] and by Fujikoshi [4]. But for more 
refined inference on the differences pi- pi (e.g., confidence intervals) it is 
necessary to obtain the distribution of the estimators r”i - Ti of the pi - pi 
for arbitrary true values of the latter, where the ri and fi are the sample 
canonical correlations before and after augmenting. Of particular interest 
are the largest canonical correlations, pi and pi, and the question is how 
to use r”i - ri for inference about p1 - pi. The small sample distribution of 
?i - ri is complicated and, moreover, depends not only on a, - pl. 
Therefore, we shall take an asymptotic approach. 
Asymptotic distributions of canonical correlations have been studied by 
several authors. Hsu [6] derived the asymptotic joint distribution of the 
J;;(ri- PiI* A Y P s m totic expansions of moments were performed by Lawley 
Received April 28, 1983; revised May 16, 1984. 
AMS 1980 subject classifications: Primary 62820; Secondary 62E20 
Key words and phrases: increase of largest canonical correlation, augmented vector, asym- 
totic distribution. 
169 
0047-259X/86 $3.00 
Copyright 0 1986 by Academic Press, Inc. 
All rights of reproduction in any form nserved. 
170 ROBERTA. WIJSMAN 
[9]. Glynn and Muirhead [S] obtain an expansion (as n + cc) of the 
exact noncentral joint density of the canonical correlations assuming the 
population to be normal and the population canonical correlations simple. 
For not necessarily normal populations Muirhead and Waterneaux [lo] 
used the multivariate central limit theorem to obtain normal limiting joint 
distribution of the standardized canonical correlations. Higher Edgeworth 
expansions were derived for functions of the sample covariance matrix, 
including canonical correlations and allowing arbitrary multiplicity, by 
Fujikoshi [3], Krishnaiah and Lee [7], and Fang and Krishnaiah [l] for 
multivariate normal populations, and by Fang and Krishnaiah [2] for 
more general populations. The distribution of the increase in canonical 
correlations when one of the vectors is augmented does not seem to have 
been treated in the literature. 
Only the simplest of asymptotic results will be presented: the asymptotic 
distribution of r”, - rl (suitably normalized) when the sample is from a mul- 
tivariate normal distribution and both p1 and 0, are simple. Extensions to 
nonnormal populations and joint distribution of several or all Fi - yi can be 
effected with the same method. For other extensions, such as higher mul- 
tiplicity or higher asymptotic expansions, it is likely that some of the 
methods employed in the papers quoted above will have to be adapted. 
The method followed here utilizes the following well-known lemma. 
1.1. LEMMA. Let {x,, n > 1 } be a sequence of random vectors with 
values in RP; let 5 E RP be a fixed vector and A, a p x p nonnegative definite 
matrix. Let f: RP + R be continuous1.v differentiable in a neighborhood of 5 
and put Vf =gradf, evaluated at 5. If &(x, - 5) +D N(0, A), then 
&f(x.)-f(5)) -,D MO> VA ?f). 
1.2. Remark. The limiting covariance matrix V’ A Vf is invariant 
under a nonsingular linear transformation of RP, i.e., under a transfor- 
mation x, -+ Cx, with C: p x p nonsingular. 
For a proof of Lemma 1.1 see, e.g., Rao [12, 6a.2 (ii)]. In our 
application x, will be the vector of elements of the sample covariance 
matrix based on n observations and f (x,) will be rl, FI, or ?i - rl. The 
same method was used by Olkin and Siotani [ 111 to obtain limiting joint 
distributions of sample correlations and functions of them. 
2. INCREASE OF THE LARGEST CANONICAL CORRELATION 
Notation. It will be convenient to introduce the following conventions. 
With ((au)) is meant a matrix whose (i,j)-element is a,-. A partitioned 
matrix may be written in the form ((A,)), where A, is the matrix in the 
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(i, j)-place of the partitioning. A diagonal matrix will be denoted 
diag(a,, Q,...) if its (i, i)-element equals ui. This notation will be extended 
to not necessarily square matrices whose (&J-elements are 0 for i #j. Also, 
if A,, A,,... are square matrices, then diag(d,, A*,...) will stand for a block- 
diagonal matrix. 
The p xp covariance matrix of a random p - vector x will be denoted 
Cov x. Often, a random matrix will be regarded as a random vector (but 
the “vet” notation will not be used). If S is a symmetric random matrix, to 
be regarded as a vector, then only a triangular part will be considered. 
Thus, if S= ((So)) with sij=sji, i, j= l,...,p, then Cov S is the ip(p+ 1) x 
-$p(p + 1) matrix of covariances between the sii with i<j. 
As a preliminary to the main theorem we shall determine the nature of 
the matrix A and vector Vf in Lemma 1.1 iff(x,) = r,. Let the (p + q) x 1 
random vector z N N(,u, C) represent the population and let z, ,..., z, w  z be a 
sample from this population. The asymptotic properties of the sample 
covariance matrix n-l C;=, (z, -E)(zor - 5)’ are the same as those of 
n-l xi=, z,z& when p=O. Therefore, we may and shall take p=O and 
define 
S=S”=n-’ fJ z,zj. (1) 
x=1 
Partition z’ = (x’, y’), with x: p x 1, y: q x 1, p d q (the latter restriction is 
convenient here but will be removed in the main theorem). 
Similarly partition zk = (xj, y:), c( = 1, 2,..., C = ((&)), and S = ((S,), 
i=l,2, so that S,,=n-‘Cx,xk, SIZ=n-‘Cx,y:, S22=n-‘Cy,y:. 
For the distribution of the canonical correlations we may assume 
Cl, = I,, 222 = I,, L,,=P (2) 
in which P:p x q has the form 
P = diag(p, ,..., P,) (3) 
with p1 k ... > pp B 0. The sample canonical correlations r, > . . . > rp > 0 
are the solutions for r of the equation 
det[r*S,, - S,,S,’ S,,] = 0. (4) 
By the multivariate central limit theorem, using the fact that the matrices 
z,zL in (1) are i.i.d., we have 
,/;;(S, -C) 3 N(0, A) (5) 
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in which 
A = cov zz’ (6) 
is the matrix of degree $(p + q)(p + q + 1) of covariances between the ran- 
dom variables zizj, i,j= l,..., p + q; i.e., between the elements of xx’, xy’, 
and yy’. In order to express A we need the following lemma, which follows 
easily from a direct computation or from an application of (2.2) of Olkin 
and Siotani [ 111. 
2.1. LEMMA. Let the jointly normal real valued random variables u and v 
be N(0, l), with Cov(u, v) = p, and let w’ = (u*, v*, uv). Then Cov w = B(p) 
defined by 
(7) 
Now order the elements of zz’ as follows: x:, y:, xi yi,..., xi, yj$ xP y,, 
followed by the remaining elements (such as x1x2, etc.) in an arbitrary 
order. 
2.2. LEMMA. Zf z- N(0, C) with C satisfying (2) and the order of the 
elements of zz’ as spectfied above, then 
A = Cov zz’ = diag(B(p,),..., B(p,), BP+ 1) (8) 
in which B(p) is defined in (7) and BP+ I is the covariance matrix of the 
elements of zz’ other than xf, y:, or xiyi. 
Consider S and Z as vectors with their elements ordered in the same way 
as those of zz’. It is convenient to write 
s,1= ((sij)), s12 = ((tq)X s22 = ((u,)), (9) 
then the first three elements of S are sii, uir, tll. The proof of the following 
lemma follows in an elementary way from (4). 
2.3. LEMMA. Suppose p, > p2. Then the partial derivatives of r1 with 
respect to the elements of S, taken at S = Z, are all 0 except arl/as,, = 
ar,pu ll=-tPl~ and &,/at ,I = 1. Therefore, the vector Vr, in partitioned 
f orm is 
W = CUP,)‘, 01 (10) 
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in which for any p, 
o(p)‘= c-&-3 -fP, 11. (11) 
An elementary computation shows u(p)‘B(p) u(p) = (1 - p*)*. Therefore, 
(8) and (10) together yield 
vr; A Vr, = (1 - p:,*. (12) 
2.4. Remark. The expression on the right-hand side of (12) is well 
known and contained in the results of Hsu [6] on the asymptotic joint dis- 
tribution of the ,,&(ri-- pi). A similar expression occurs as limiting 
variance of an ordinary correlation. 
We shall now augment the population vector x to .Z, but it is convenient 
to change notation and replace x, 5 by xc,), x, respectively, where 
x’= (xi,), xi*)) and xtiI:pix 1, i= 1, 2, with p1 +p2 =p. Thus, the vector 
xc,) is augmented by xt2) to x. The resulting multivariate population will be 
represented as before by z, where z’ = (x’, y’), and y: q x 1. It will no longer 
be assumed that p, 6q. Put ~=min(p, q), s1 =min(p,, q)., Let the 
canonical correlations of xc,) with y be p1 > p2 > * .. 3 ps, 2 0, and those of 
x with y, p,>pzz .*. bp,>O. WLOG it may be assumed that 
Covz=C=((Z,)), i,j=1,2, with 
(13) 
in which P=diag(p,,..., p,,):pl x q, and H= ((qij)):pz x q. The sample 
covariance matrix is, as before, S = S, = n- ’ C; = I z,zi = ((S,)), par- 
titioned in the same way as Z. The sample canonical correlations are 
r”, > .. . > 7, > 0, whereas if x is replaced by xtIJ (changing S by deleting 
rows and colums numbered p1 + 1 through p1 +p2), then the sample 
canonical correlations are r r > . . . > rS, > 0. We shall often drop the sub- 
script 1 on the largest canonical correlations and write 0, p, 7, r, for fir, p, , 
rl, rl, respectively. Then the increase in the largest canonical correlation 
when xo) is augmented to x is p - p in the population, F-- r in the sample. 
2.5. THEOREM. In a sample of size n from a N(0, L’) distribution the 
asymptotic distribution of the increase in the largest canonical correlation 
when one of the vectors is augmented, under the assumption p, p simple and 
p > p, is given by 
&[(7--r)-((p-p)] 2 N(0,02) (14) 
as n -+ co, where 
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and a, b are the (1, 1) elements of the p x p and q x q orthogonal matrices 
Q,, Q2, respectively, chosen so that with C,, of (13) 
a,~,,52;=P~diag(P,,...,~,), (16) 
in which s = min(p, q). 
Proof. With 0, and 52, chosen according to (16) consider the transfor- 
mations 
X=Q,.X, Y=Q*Y (17) 
which leaves Z,, , Cz2, and p1 ,..., p,s unchanged but induces the transfor- 
mations 
&*=P (18) 
with P defined in (16), and 
s,, =Qls,,Q;, s,, = Q, s,,f&, s,, = !2*s**l2;. (19) 
Because of (18), the covariance matrix 
2 = cov zz’ (20 
is given by (8) with the pi replaced by the pi. Therefore, we can write 
2 = diag(2, 1, Az2) (21 
in which 
A,, = B(d). (22) 
For any real valued function f defined on the range space of S, such as r 
or ?, define V’[Vf] as the vector of partial derivatives off with respect to 
the elements of S [of S] evaluated at S=Z [at s= 21. Lemma 1.1 will 
now be applied with x, = 3, r = 2, and f= r’- r. Then V’ in Lemma 1.1 is 
V(r”- r). According to the conclusion of Lemma 1.1, the asymptotic 
variance 0’ in (15) equals 
a*=V(r’-r)‘AV(?-r) 
= vpl ATr” + Vr’ AVr - 2 VT’ AVr. 
(23) 
The first term on the right-hand side in (23) equals (1 - jY2)* by (12). The 
second term equals Vr’ A Vr by Remark 1.2, and Vr’ A Vr = (1 - P*)~, again 
by (12). 
In order to evaluate the third term on the right-hand side in (23) write 
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s,, = ((S#)), s,, = ((t,)), Sz2 = ((i&)), and partition vr: vr’ = [Vr;,), %$,]. 
Partition % likewise. Then by (lo), vi: C2j = 0. Using this and (21) one finds 
VT AVr=V7r”;,) A,, Vr,,,. (24) 
Here A,, is given by (22) and vr” (r) = v(p) given by (11). Thus, it remains to 
compute 
7 (25) 
where the derivatives are to be evaluated at s= E. First think of r being 
expressed in terms of the elements of S. By Lemma 2.3 there are only three 
partial derivatives at ,E different from 0. Therefore, &/as,, = 
(~r/~s,,)(~s,,/~~,,) + (&/lJu,,)(&,,/%,,) + (ar/at,,)(at,,/as,,). The deriva- 
tives i3s,,/%,,, etc., follow from the transformation formulas (19) and it is 
readily seen that au, ,/c%, , = at, ,/a.?, 1 = 0, whereas 8s 1,/%, 1 = a’, where 
a = (1, 1 )-element of s2,. Furthermore, &/as, I = - Jp by Lemma 2.3. 
Therefore, ar/a.Fl 1 = - ip a*. Similarly, ar/&, 1 = - $p b*, and &/&, 1 = ub. 
Thus, 
Vr;,) = [ -4~ a’, -$ b2, ab]. (26) 
After substitution of (26) into (24) one obtains 
vr”;,)6,, vrCl,= (1 -b’)[--tpd(u’+ b”)+ub], 
which provides the third term on the right-hand side in (23) and establishes 
(15). I 
Now consider the special case p2 = 1, i.e., the x-vector xC1) is augmented 
by one variable. Then it is possible to give a more explicit formula for cr2 in 
(15). Note that the matrix H in (13) is now a row vector. 
2.6. COROLLARY. Suppose p2 = 1 in Theorem 2.5 and 
H= Crll t..., ~~1. 
Then o* of ( 15) equals 
(27) 
02=(1-~2)2+(1-p2)2-2(1-~2)~p-1[1-f~2-~p2]u2 (28) 
in which 
u2=p2q:(p-p2)-* 1+ [ 2 p’qf(p-p:,‘]-’ 
i=l 
and s1 = min(p,, q). 
(29) 
Proof: For simplicity of notation write p for pl. WLOG it may be 
assumed that q=p+ 1:if q>p+ 1 then for i>p+ 1 reduce the vi to 0 by 
postmultiplying ,JC,, by an orthogonal matrix diag(Z,, a) with 
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Q: (q-p) x (q-p) orthogonal and delete the (q-p- 1) zero columns of 
the resulting new Z,,; on the other hand, if q <p then delete possible zero 
rows and augment .?Y,* by a column of zeros (then the new q equals p + 1 
and qq=O). Let the first row of Q, be u’= (a,,..., a4) (so that a, = a). From 
(16) we see that u’ is a characteristic row vector corresponding to the 
largest characteristic root ,I =p* of C,,Z;,. Writing out the equations 
a’( 11, - C,, Z;,) = 0 produces 
(I. - p:, ai - p;?j$2, = 0, i = l,..., p (30) 
-fpitl,oi+(~-~rl’)a,=O. 
I 
(31) 
From (30) we have 
ai=pitji(l-~P?)-laq, i = l,..., p. (32) 
Substitution of (32) into (31) leads to 
Yj;=1 l-~~;(~-p’)-‘]. 
[ 
Since Cf u: = 1 by the orthogonality of Q, , use of (32) gives 
a(/= 1 +j&?(i--pf)2 . 
[ 1 
~ l/2 
I 
(33) 
(34) 
Substitution of (34) into (32) for i = 1, and remembering 3, = p*, yields (29). 
Computation of the (1, 1)-element b of Q2 can be done as follows. Let 
w’= u’ZIZ be the first row of 52,Z,2. Then by (16), the first column of a; 
may be taken as w/II w  1) so that b = wJl/ w  I), For i = l,..., p, Wi = aipi + a,~~, 
whereas wq = a,~,. Then an easy computation, using (32) and (33) reveals 
that b = @Ia, and (28) follows easily. 1 
As it stands, Theorem 2.5 cannot be used directly to obtain inference on 
6 - p, since the limiting variance B ’ depends on the unknown Z. A slight 
modification will remedy this situation and will make the theorem useful. 
Write r~ defined by (15) as cr =f(Z) and define s, =f(S). Then s, --f’ (T and 
it follows from (14) that 
s;‘J;;[(i-r)-(a-p)] +“N(O, 1). (35) 
For finite n, the quantity on the left-hand side in (35) can be used to obtain 
approximate inference on d-p. For instance, an approximate confidence 
interval can be constructed, and if it comes within E of 0 one can state (at 
the chosen confidence level) that the increase of p over p is at most E. 
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2.7. Remark. When q = 1 the only canonical correlation coincides with 
the multiple correlation. Thus, Theorem 2.5 gives the asymptotic dis- 
tribution of the increase of the multiple correlation, with a = p/i and b = 1 
in (15). 
2.8. Remark. Extension of Theorem 2.5 to asymptotic joint distribution 
of several Fi - ri can be handled by the multivariate version of Lemma 1.1 
[12, 6a.2 (iii)]. Extension to nonnormal populations can be made by com- 
puting the matrix A of (6) for the population in question. However, it may 
no longer have the block diagonal form (8). On the other hand, the 
expressions for Vr, etc., are unchanged. 
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