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Abstract
We reduce the classification of all supersymmetric backgrounds in eleven di-
mensions to the evaluation of the supercovariant derivative and of an integrability
condition, which contains the field equations, on six types of spinors. We determine
the expression of the supercovariant derivative on all six types of spinors and give
in each case the field equations that do not arise as the integrability conditions of
Killing spinor equations. The Killing spinor equations of a background become a
linear system for the fluxes, geometry and spacetime derivatives of the functions
that determine the spinors. The solution of the linear system expresses the fluxes
in terms of the geometry and specifies the restrictions on the geometry of spacetime
for all supersymmetric backgrounds. We also show that the minimum number of
field equations that is needed for a supersymmetric configuration to be a solution
of eleven-dimensional supergravity can be found by solving a linear system. The
linear systems of the Killing spinor equations and their integrability conditions are
given in both a timelike and a null spinor basis. We illustrate the construction
with examples.
1 Introduction
The last ten years, the supersymmetric solutions of ten- and eleven- dimensional su-
pergravities have given new insights into understanding of string theory and M-theory,
see e.g. [1, 2]. Most of the solutions have been found using ansa¨tze adapted to the re-
quirements of physical problems. Recently, the realization that there are new maximally
supersymmetric solutions [3] and the rediscovery of some old ones [4, 5] has led to a
more systematic exploration of supersymmetric solutions in supergravity theories. The
maximally supersymmetric solutions of ten and eleven dimensional supergravities have
been classified in [6] using the integrability conditions of the Killing spinor equations
which leads to the vanishing of the supercovariant curvature. A method1 based on the
Killing spinor bi-linear forms has also been used to solve the Killing spinor equations of
eleven-dimensional supergravity for backgrounds with one Killing spinor [8, 9]. However
this method has not been applied to eleven-dimensional backgrounds with more than
one supersymmetry.
In [10], a new method to investigate the Killing spinor equations of supergravities
has been proposed. It is based on a description of spinors in terms of forms, the gauge
symmetry of Killing spinor equations and an oscillator basis in the space of spinors [10].
This has been applied to systematically explore the supersymmetric solutions of eleven-
dimensional supergravity with one, two, three and four supersymmetries and to solve
the Killing spinor equations of IIB supergravity for one Killing spinor [11].
In this paper, we shall show that the method of [10] can be extended further to
investigate all supersymmetric eleven-dimensional backgrounds2. For this, we use the
linearity of the Killing spinor equations to show that the supercovariant derivative D of
eleven-dimensional supergravity acting on any spinor ǫ can be decomposed into a linear
combination of six “irreducible” components. These six irreducible components are given
by the action of the supercovariant derivative, DσI , on six types of spinors
1 , ei , eij , eijk , eijkl , e12345 , (1.1)
which are collectively denoted by σI = ei1···iI with I = 0, . . . 5. These spinors can also
be labeled by the irreducible representations of U(5) on the space Λ∗(C5) of forms. We
compute DσI . As a result, one can compute Dǫ for any number of spinors ǫ and then
use the basis in the space of spinors [10], see also appendix A, to express the Killing
spinor equations as a linear system for the geometry, fluxes and spacetime derivatives of
the functions that determine the Killing spinors ǫ. Therefore, we show that the Killing
spinor equations for any number of Killing spinors reduce to a linear system and we
give all the coefficients and all the unknowns of the system. The solution of this system
expresses the fluxes in terms of the geometry and gives the restrictions of the geometry
required by supersymmetry.
It has been known for some time that the integrability conditions of the Killing spinor
equations imply some of the field equations of supergravity theories, e.g. in maximal su-
persymmetric backgrounds the integrability conditions of Killing spinor equations imply
1For a refinement see [7].
2This includes backgrounds with both SU(5) and (Spin(7)⋉R
8
)×R invariant spinors.
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all the field equations [6]. The first integrability condition of the Killing spinor equations
is RABǫ = [DA,DB]ǫ = 0, where R is the curvature of the supercovariant connection.
This integrability condition has various components one of which, IAǫ = ΓBRABǫ = 0,
contains the field equations of eleven-dimensional supergravity [8]. Since the integrabil-
ity conditions Rǫ = 0 and Iǫ = 0 of the Killing spinor equations are linear algebraic
equations for the Killing spinor ǫ, they again can be decomposed in terms of the RσI
and IσI . We give all the expressions for IσI . Since the integrability conditions of any
number of Killing spinors can be written in terms of IσI , one can use the basis of [10] to
find which components of the field equations are implied as integrability conditions of the
Killing spinor equations. In particular, one finds a linear system with the components of
the field equations as unknowns and the functions that determine the Killing spinors as
coefficients. The components of the field equations that are not determined as solutions
of this linear system are those that have to be imposed as additional conditions to the
Killing spinor equations for a configuration with any number of supersymmetries to be
a solution of the theory. We remark that such an analysis can be done for Rǫ = 0. This
would be an extension of the method used in [6] to solve the Killing spinor equations for
maximally supersymmetric spacetimes3.
The main aim of this paper is to be used as a manual for systematically constructing
all supersymmetric solutions of eleven-dimensional supergravity. Because of this, we first
present the general formulae for DσI and IσI . However, these are rather involved when
expressed in terms of the oscillator basis in the space of spinors, see [10] and appendix
A. Because of this, we state the results in tables which have been put in appendices.
The construction of the linear systems associated with DAǫh = 0 and Iǫh = 0 for any
number of Killing spinors h = 1, . . . , N can be read off from these tables.
As we have explained, the construction of the linear systems associated with the
Killing spinor equations and with the integrability conditions can be done in the the
basis of [10] for any number of Killing spinors. However, if one or more Killing spinors
are null, i.e. they are representatives of the orbit of Spin(10, 1) with stability subgroup
(Spin(7) ⋉ R8) × R, it may be convenient to use another basis in the space of spinors.
Such a basis adapted to null spinors has been constructed in [11] in the context of IIB
supergravity and it is extended to eleven dimensions in appendix A. We shall refer to the
spinor basis presented in [10] as “timelike” and that constructed from IIB supergravity
as “null” basis. In the null basis, one can find simple expressions for the representatives
of the (Spin(7)⋉ R8)× R orbit. So one expects that the linear systems associated with
null Killing spinors will be easier to solve in the null basis than the analogous linear
systems derived in the timelike basis. We show that the linear systems associated with
the Killing spinor equations and of the integrability conditions in the null basis can be
derived from those we have constructed in the timelike basis after a suitable replacement
the time direction with the tenth spatial direction and taking into account the way that
Γ0 and Γ♮ act4 on the spinor basis. The rules of relating the linear systems in the null
basis and in timelike basis are given in detail in section five. It turns out that these rules
are very simple. Because of this we shall focus on the timelike case and will only discuss
the null case in section five. Some partial results on the construction of the linear system
3One may have to consider higher order integrability conditions [12].
4We denote the tenth direction with ♮.
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for the Killing spinor equations in another null basis have been obtained in [13].
To illustrate our construction we solve the Killing spinor equations for backgrounds
with two supersymmetries and the most general SU(4) invariant Killing spinors. Special
cases have already been investigated in [10]. Then we find for several configurations
with one, two, three and four supersymmetries the minimal set of field equations that in
addition should be imposed in order to be solutions of eleven-dimensional supergravity.
In the process, we explain how the tables in the appendices can be used.
Our analysis is in the context of eleven-dimensional supergravity. But it can be
extended to the effective theory of M-theory which includes higher order corrections,
e.g. see [14]. For example, our conclusion about the six types of spinors is not altered
by the inclusion of higher order corrections.
This paper is organized as follows: In section two, we summarize the Killing spinor
equations Dǫ = 0 and give the integrability conditions Iǫ = 0 of eleven-dimensional
supergravity. In section three, we show how a general spinor is related to the six types of
spinors σI , and express the Killing spinor equations Dǫ = 0 and associated integrability
conditions Iǫ = 0 in terms of DσI and IσI , respectively. In section four, we derive some
general formulae that give DσI and IσI in terms of the timelike canonical basis (A.8). In
section five, we give DσI and IσI in terms of the null canonical basis. In section six, we
summarize the conditions on the geometry and fluxes for the most general background
with two supersymmetries and SU(4) invariant spinors and analyze the geometry of
spacetime. In section seven, we analyze the field equations of some backgrounds with
one, two and four supersymmetries. In section eight, we solve both the Killing spinor and
field equations of a background with four supersymmetries and SU(4) invariant spinors
and in section nine, we give our conclusions. In appendix A, we summarize the properties
of Spin(10, 1) spinors. In appendix B, we give the conditions on the geometry and the
expressions for the fluxes of backgrounds which admit one SU(5) invariant Killing spinor.
These results can be found in [10] but are summarized here for convenience. In appendix
C, we give the tables with the expressions for DσI expanded in the basis (A.8). In
appendix D, we give the tables with the expressions for IσI expanded in the basis (A.8).
In appendix E, we solve the Killing spinor equations for backgrounds which admit two
Killing spinors which are invariant under the SU(4) subgroup of Spin(10, 1).
2 Killing spinor equations and integrability condi-
tions
2.1 Killing spinor equations
The Killing spinor equations of eleven-dimensional supergravity [15] are the vanishing
of the gravitino supersymmetry transformation restricted on the bosonic fields of the
theory. The bosonic fields are the metric g and a four-form field strength F . The Killing
spinors of eleven-dimensional supergravity are in the Majorana representation ∆32 of
Spin(10, 1). The supercovariant connection of eleven-dimensional supergravity is
DAǫ = ∇Aǫ+ ΣAǫ (2.1)
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where
∇Aǫ = ∂Aǫ+ 14ΩA,BCΓBCǫ , (2.2)
i.e. ∇A is the spin covariant derivative induced from the Levi-Civita connection,
ΣA = − 1288 (ΓAB1···B4 − 8δB1A ΓB2···B4)FB1···B4 , (2.3)
and F is the four-form field strength (or flux), A,B, . . . = 0, . . . , 9, 10 are frame indices.
The supercovariant connection is a covariant derivative on the spinor bundle of eleven-
dimensional spacetime associated with the Majorana representation of Spin(10, 1). How-
ever, D is not induced from the tangent bundle because of the term (2.3) which depends
on the flux F .
As has been explained in [10], the supercovariant connection has gauge symmetry
Spin(10, 1) and this can be used to bring the Killing spinors into a canonical or normal
form up to an induced Lorentz transformation on the spacetime frame and fluxes F . In
this way, one can simplify the conditions imposed by supersymmetry of the fluxes and
geometry of a background by choosing the Killing spinors to lie at a particular directions.
This simplification is possible for backgrounds with one and two supersymmetries. It
turns out that the stability subgroup of two generic spinors in Spin(10, 1) is the identity.
Therefore, one does not expect that there will be a simplification in the form of a third
spinor in a generic background with three supersymmetries. This is unless the conditions
on the geometry and on the fluxes imposed by the first two spinors necessitate the
vanishing of many components of Ω and F and so the equations for the third Killing
spinor are not involved. In any case there are several special backgrounds with more than
two supersymmetries that admit spinors which have a non-trivial stability subgroup in
Spin(10, 1).
Since in the basis of gamma matrices we have adopted, the frame time direction is
distinguished from the rest, it is convenient to decompose the frame indices as A = (0, i),
where i = 1, . . . , 10. Then we introduce an orthonormal frame {eA : A = 0, . . . , 10} and
write the spacetime metric as
ds2 = −(e0)2 +
10∑
i=1
(ei)2 . (2.4)
In this frame, the four-form field strength F can be expanded in electric and magnetic
parts as
F = 1
3!
e0 ∧Gijkei ∧ ej ∧ ek + 14!Fijklei ∧ ej ∧ ek ∧ el . (2.5)
The spin (Levi-Civita) connection has non-vanishing components
Ω0,ij , Ω0,0j , Ωi,0j , Ωi,jk . (2.6)
The Killing spinor equations decomposes as
∂0ǫ+
1
4
Ω0,ijΓ
ijǫ− 1
2
Ω0,0iΓ0Γ
iǫ− 1
288
(
Γ0Γ
ijklFijkl − 8GijkΓijk
)
ǫ = 0 ,
∂iǫ+
1
4
Ωi,jkΓ
jkǫ− 1
2
Ωi,0jΓ0Γ
jǫ− 1
288
(
Γi
jklmFjklm
+4Γ0Γi
jklGjkl − 24Γ0GijkΓjk − 8FijklΓjkl
)
ǫ = 0 . (2.7)
This is the form of the Killing spinor equations that we shall use later to derive our
results.
4
2.2 Integrability conditions and field equations
The integrability conditions of the Killing spinor equations Dǫ = 0 are
[DA,DB]ǫ = RABǫ = 0 , (2.8)
where R is the supercovariant curvature which has been computed in [16, 6]. It has been
observed in [8] that, using the Bianchi identity of the Riemann curvature of spacetime,
ΓBRABǫ = 0 can be written as
IAǫ = [EABΓB + LC1C2C3(ΓAC1C2C3 − 6δC1A ΓC2C3) +
+BC1...C5(ΓA
C1···C5 − 10δC1A ΓC2···C5)]ǫ = 0 , (2.9)
where
EAB := RAB − 112FAC1C2C3FBC1C2C3 + 1144gABFC1···C4FC1···C4 ,
LABC := − 136 ∗ (d ∗ F − 12F ∧ F)ABC ,
BA1...A5 :=
1
6!
(dF)A1...A5 . (2.10)
The above integrability conditions can be written in terms of the frame (e0, ei). This
computation is similar to the one for the Killing spinor equations and we shall not
repeat it here. It is clear that some of the components of the field equations (and
Bianchi identity) are satisfied as integrability conditions of the Killing spinor equations5.
Sometimes it is customary to impose enough conditions on the field equations and on
Bianchi identity F such that all Einstein equations are satisfied. This is because the
field equations and Bianchi identity of F are easier to solve.
3 The six types of spinors
A direct consequence of the construction of the Spin(10, 1) Majorana spinor representa-
tion in appendix A is that any Majorana Killing spinor can be written in terms of forms
as
ǫ = f(1 + e12345) + ig(1− e12345) +
√
2ui(ei +
1
4!
ǫi
jklmejklm) + i
√
2vi(ei − 14!ǫijklmejklm)
+1
2
wij(eij − 13!ǫijklmeklm) + i2zij(eij + 13!ǫijklmeklm) , (3.1)
where f, g, ui, vi, wij and zij are real spacetime functions. The six types of spinors ei1···iI
with i = 0, . . . , 5 correspond to the irreducible representation of U(5) on Λ∗(C5) and are
denoted by σI .
5For an alternative approach see [17].
5
The Killing spinor equations for ǫ are
DAǫ = ∂Af(1 + e12345) + i∂Ag(1− e12345) +
√
2∂Au
i(ei +
1
4!
ǫi
jklmejklm)
+i
√
2∂Av
i(ei − 14!ǫijklmejklm) + 12∂Awij(eij − 13!ǫijklmeklm)
+ i
2
∂Az
ij(eij +
1
3!
ǫij
klmeklm) + fDA(1 + e12345) + igDA(1 + e12345)
+
√
2uiDA(ei + 14!ǫijklmejklm) + i
√
2viDA(ei − 14!ǫijklmejklm)
+1
2
wijDA(eij − 13!ǫijklmeklm) + i2zijDA(eij + 13!ǫijklmeklm) = 0 . (3.2)
Thus the Killing spinor equations reduce to the evaluation of the supercovariant deriva-
tive on the spinors σI . So it remains to compute the
DA1 , DAei , DAeij , DAeijk , DAeijkl , DAe12345 , (3.3)
and express the result in the basis (A.8). Note that in some cases it is possible to
put some spinors in a canonical or normal form using the Spin(10, 1) gauge symmetry
of the supercovariant connection D, see [10]. As a result the spinors depend on less
functions than those indicated in (3.1). In such cases, it is helpful to consider the orbits
of Spin(10, 1) in the space of spinors [18, 19].
The same analysis can be done for the integrability condition Iǫ = 0 of a Killing
spinor ǫ. Since this condition is linear, we have
Iǫ = fI(1 + e12345) + igI(1− e12345) +
√
2uiI(ei + 14!ǫijklmejklm)
+i
√
2viI(ei − 14!ǫijklmejklm) + 12wijI(eij − 13!ǫijklmeklm)
+ i
2
zijI(eij + 13!ǫijklmeklm) . (3.4)
Therefore to find which field equations are determined by the Killing spinor equations,
it suffices to compute
IA1 , IAei , IAeij , IAeklm , IAejklm , IAe12345 , (3.5)
and then solve the linear system.
4 Linear systems in a timelike basis
4.1 The linear system of Killing spinor equations
We would like to explain how one evaluates the supercovariant derivative on an arbitrary
basis element
ei1···iI =
1
2I/2
Γi¯1 · · ·Γi¯I1 . (4.1)
where the indices i1, . . . , iI pick out I holomorphic indices (with 0 ≤ I ≤ 5) from
the range α = 1, . . . , 5. It will be convenient to distinguish between the indices that do
appear in the basis element (4.1) and those that do not: we split the holomorphic indices
6
α into the indices6 a = (i1, . . . , iI) and the remaining 5 − I indices p, and similarly for
the anti-holomorphic indices α¯. Note that Γa¯ and Γp annihilate the spinor ei1···iI while
Γa and Γp¯ act as creation operators. For this reason it is useful to define the new indices
ρ, σ, τ consisting of the combination
ρ = (a¯1, . . . , a¯I , p1, . . . , p5−I) , ρ¯ = (a1, . . . , aI , p¯1, . . . , p¯5−I) , (4.2)
where Γρ and Γρ¯ are the annihilation and creation operators, respectively, for the spinor
ei1···iI . Note that the indices α and ρ are identical for I = 0, i.e. for the spinor 1. For
I > 0, i.e. for any other basis element, these indices differ.
In terms of the basis7
{ei1···iI ,Γσ¯1ei1···iI , . . . ,Γσ¯1···σ¯5ei1···iI} , (4.3)
the supercovariant derivative with A = 0 can be expanded in the following contributions:
D0ei1···iI = [12Ω0,τ τ + (−1)I+1 i24Fτ1 τ1τ2τ2 ]ei1···iI + [(−1)I i2Ω0,0σ¯ + 16Gσ¯τ τ ]Γσ¯ei1···iI
+ [1
4
Ω0,σ¯1σ¯2 + (−1)I+1 i24Fσ¯1σ¯2τ τ ]Γσ¯1σ¯2ei1···iI + [ 136Gσ¯1σ¯2σ¯3 ]Γσ¯1σ¯2σ¯3ei1···iI
+ [(−1)I+1 i
288
Fσ¯1···σ¯4 ]Γ
σ¯1···σ¯4ei1···iI . (4.4)
Observe that the component Γσ¯1···σ¯5ei1···iI vanishes. Similarly, the expression for A = ρ
read
Dρei1···iI = [12Ωρ,σσ + (−1)I i4Gρσσ]ei1···iI + [(−1)I i2Ωρ,0σ¯ + 14Fρσ¯τ τ − 124gρσ¯F τ1τ1τ2τ2 ]Γσ¯ei1···iI
+ [1
4
Ωρ,σ¯1σ¯2 + (−1)I i8Gρσ¯1σ¯2 + [(−1)I+1 i12gρ[σ¯1Gσ¯2]]τ τ ]Γσ¯1σ¯2ei1···iI
+ [ 1
24
Fρσ¯1σ¯2σ¯3 − 124gρ[σ¯1Fσ¯2σ¯3]τ τ ]Γσ¯1σ¯2σ¯3ei1···iI
+ [(−1)I+1 i
72
gρ[σ¯1Gσ¯2σ¯3σ¯4]]Γ
σ¯1···σ¯4ei1···iI + [− 1288gρ[σ¯1Fσ¯2···σ¯5]]Γσ¯1···σ¯5ei1···iI (4.5)
Finally, for A = ρ¯ we find
Dρ¯ei1···iI = [12Ωρ¯,σσ + (−1)I i12Gρ¯σσ]ei1···iI + [(−1)I i2Ωρ¯,0σ¯ + 112Fρ¯σ¯τ τ ]Γσ¯ei1···iI
+ [1
4
Ωρ¯,σ¯1σ¯2 + (−1)I i24Gρ¯σ¯1σ¯2 ]Γσ¯1σ¯2ei1···iI + [ 172Fρ¯σ¯1σ¯2σ¯3 ]Γσ¯1σ¯2σ¯3ei1···iI . (4.6)
Observe that the components along Γσ¯1···σ¯4ei1···iI and Γ
σ¯1···σ¯5ei1···iI vanish.
It is convenient to convert the above expressions from basis (4.3) to the “canonical”
basis
{1,Γα¯1, . . . ,Γα¯1···α¯51} . (4.7)
For this, we expand the products of Γρ¯ matrices, which are creation operators on ei1···iI ,
into a sum of products of Γa and Γp¯ matrices, which are annihilation and creation
6The i1, . . . , iI should not be thought of as indices in this context, but rather as fixed labels for a
particular spinor.
7Note that in this basis ei1···iI is the Clifford algebra vacuum.
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operators, respectively, on 1. Then we act on ei1···iI with the annihilation operators. In
particular, we have
DAei1···iI =
∑
k
[DAei1···iI ]ρ¯1···ρ¯kΓρ¯1···ρ¯kei1···iI
=
∑
k
∑
m+n=k
k!
m!n!
[DAei1···iI ]a1···amp¯1···p¯nΓa1···amΓp¯1···p¯nei1...iI
=
∑
k
∑
m+n=k
k!
m!n!
(−1)[m/2]+nI
2I/2−m(I −m)!ǫ
a1···am
a¯m+1···a¯I
[DAei1···iI ]a1···amp¯1···p¯nΓa¯m+1···a¯I p¯1···p¯n1 , (4.8)
with the obvious restrictions m ≤ I and n ≤ 5 − I and the convention that ǫ¯i1···¯iI = 1.
Using the expressions (4.4), (4.5) and (4.6) for the components of DAei1···iI in the basis
(4.3) which appear in square brackets in (4.8), one can easily compute the components
of DAei1···iI in the canonical basis (4.7). For convenience we give the explicit expressions
for the different basis elements in appendix C.
From the expression (4.8) one can also derive a relation between the Killing spinors
equations from ei1···iI and eiI+1···i5 , whose labels satisfy ǫi1···iI iI+1···i5 = 1. The key obser-
vation is that, in the basis (4.1),
(DAei1···iI )σ¯1···σ¯i = (DAeiI+1···i5)∗σ¯1···σ¯i , (4.9)
where the notation, i.e. the division of α and α¯ into σ and σ¯, is based on ei1···iI and not
on eiI+1···i5 (as it will be in the remainder of this section). Converting both expressions
to the canonical basis using (4.8), one finds that the previous relation translates into
(DAei1···iI )a¯1···a¯mp¯1···p¯n =
22−m−n(−)[(m+n)/2]+[I/2](5−m− n)!
(m+ n)!(I −m)!(5 − I − n)! ·
·ǫ˜a¯1···a¯m p¯1···p¯nam+1···aIpn+1···p5−I (DAeiI+1···i5)∗am+1···aIpn+1···p5−I . (4.10)
After the addition of the complex conjugated and dualised version of this expression to
its original, one finds that the components of the combination ei1···iI + (−1)[I/2]eiI+1···i5
are related to each other:
(DAei1···iI + (−1)[I/2]DAeiI+1···i5)a¯1···a¯mp¯1···p¯n =
22−m−n(−)[(m+n)/2](5−m− n)!
(m+ n)!(I −m)!(5− I − n)! ·
·ǫ˜a¯1···a¯mp¯1···p¯nam+1···aIpn+1···p5−I (DAei1···iI + (−1)[I/2]DAeiI+1···i5)∗am+1···aIpn+1···p5−I . (4.11)
A similar expression holds for the components of iDAei1···iI − i(−1)[I/2]DAeiI+1···i5. This
relates the Killing spinor equations of any real Majorana spinor (3.1). For this reason
one only has to consider half of all equations; in appendix C we give all A = α¯ equations
plus the A = 0 equations coming with less than three Γα¯-matrices.
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4.2 The linear system of integrability conditions
As we have explained the integrability condition (2.9) on any Killing spinor, Iǫ, can be
expressed in terms of IσI . In turn IσI can be expanded in the basis (4.3). For this, one
inserts ei1···iI in (2.9), expands the resulting equation in (4.3) and sets A = 0 to find that
I0ei1···iI = [(−1)I+1iE00 − 12L0σσ − 120B0σστ τ ]ei1···iI
+ [E0σ¯ + (−1)I+16iLσ¯τ τ + (−1)I+160iBσ¯τ1τ1τ2τ2 ]Γσ¯ei1···iI
+ [−6L0σ¯1σ¯2 − 120B0σ¯1σ¯2τ τ ]Γσ¯1σ¯2ei1···iI
+ [(−1)I+1iLσ¯1σ¯2σ¯3 + (−)I+120iBσ¯1σ¯2σ¯3τ τ ]Γσ¯1σ¯2σ¯3ei1···iI
+ [−10B0σ¯1···σ¯4Γσ¯1···σ¯4ei1···iI + (−1)I+1iBσ¯1···σ¯5 ]Γσ¯1···σ¯5ei1···iI (4.12)
Similarly for A = ρ, one finds
Iρeα1···αI = [(−1)I+1iE0ρ − 18Lρσσ − 180Bρτ1τ1τ2τ2 ]ei1···iI
+ [Eρσ¯ + (−1)I+16igρσ¯L0τ τ + (−1)I18iL0ρσ¯
+(−1)I+160igρσ¯B0τ1τ1τ2τ2 + (−1)I360iB0ρσ¯τ τ ]Γσ¯ei1···iI
+ [6gρ[σ¯1Lσ¯2]τ
τ − 9Lρσ¯1σ¯2 + 60gρ[σ¯1Bσ¯2]τ1τ1τ2τ2 − 180Bρσ¯1σ¯2τ τ ]Γσ¯1σ¯2ei1···iI
+ [(−1)I+13igρ[σ¯1L0σ¯2σ¯3] + (−1)I+160igρ[σ¯1B0σ¯2σ¯3]τ τ + (−1)I60iB0ρσ¯1σ¯2σ¯3 ]Γσ¯1σ¯2σ¯3ei1···iI
+ [gρ[σ¯1Lσ¯2···σ¯4] + 20gρ[σ¯1Bσ¯2···σ¯4]τ
τ − 15Bρσ¯1···σ¯4 ]Γσ¯1···σ¯4ei1···iI
+ [(−1)I+15igρ[σ¯1B0σ¯2···σ¯5]]Γσ¯1···σ¯5ei1···iI (4.13)
Finally for A = ρ¯, we find
Iρ¯eα1···αI = [(−)I+1iE0ρ¯ − 6Lρ¯σσ − 60Bρ¯σστ τ ]ei1···iI
+ [Eρ¯σ¯ + (−)I6iL0ρ¯σ¯ + (−)I120iB0ρ¯σ¯τ τ ]Γσ¯ei1···iI
+ [−3Lρ¯σ¯1σ¯2 − 60Bρ¯σ¯1σ¯2τ τ ]Γσ¯1σ¯2ei1···iI
+ [(−)I20iB0ρ¯σ¯1σ¯2σ¯2 ]Γσ¯1σ¯2σ¯3ei1···iI + [−5Bρ¯σ¯1···σ¯4 ]Γσ¯1···σ¯4ei1···iI (4.14)
Observe that the Γσ¯1···σ¯5ei1···iI component of the last integrability condition vanishes. It
is straightforward to convert the above expressions to the canonical basis (4.7). This is
completely similar to that for the Killing spinor equations in (4.8) and we shall not repeat
the expression here. In addition, a relation similar to (4.11) holds for the integrability
conditions. In appendix D we give the explicit expressions for IσI in the canonical basis.
5 Linear systems in a null basis
The construction of the linear systems in the previous section applies to all Killing
spinors, i.e. to spinors that represent the orbit of Spin(10, 1) with stability subgroup
SU(5) and the spinors that represent the orbit of Spin(10, 1) with stability subgroup
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(Spin(7)⋉R8)×R. However, if it is known that one of the Killing spinors represents the
orbit with stability subgroup (Spin(7)⋉ R8)× R, it may be more convenient to use the
null basis of appendix A to construct the linear systems for the Killing spinor equations
and the associated integrability conditions. This is because the gauge symmetry of the
supercovariant connection can be used to put that spinor along the direction 1 + e1234,
see appendix A.
The timelike and null bases in the space of spinors are oscillator bases. Because of
this, the linear system of the Killing spinor equations and of the integrability conditions
which we have derived for the timelike basis in the previous section are easily adapted
to the null basis. We shall demonstrate this for the linear system of the Killing spinor
equations. Since in the null basis the tenth direction, which we denote by ♮, is separated
from the rest, see appendix A, we decompose the four-form field strength F as
F = 1
3!
e♮ ∧Gijkei ∧ ej ∧ ek + 14!Fijklei ∧ ej ∧ ek ∧ el , (5.1)
where i = 0, 1, 2, . . . , 9. We have denoted the tenth component and the remaining
components of F as the electric and magnetic components, respectively, that appear in
the decomposition of F in the timelike basis. The reason for this will become apparent.
The spin (Levi-Civita) connection has non-vanishing components
Ω♮,ij , Ω♮,♮j , Ωi,♮j , Ωi,jk . (5.2)
The Killing spinor equations decomposes as
∂♮ǫ+
1
4
Ω♮,ijΓ
ijǫ+ 1
2
Ω♮,♮iΓ
♮Γiǫ− 1
288
(
Γ♮Γ
ijklFijkl − 8GijkΓijk
)
ǫ = 0 ,
∂iǫ+
1
4
Ωi,jkΓ
jkǫ+ 1
2
Ωi,♮jΓ
♮Γjǫ− 1
288
(
Γi
jklmFjklm
−4Γ♮ΓijklGjkl + 24Γ♮GijkΓjk − 8FijklΓjkl
)
ǫ = 0 . (5.3)
Observe that these formulae can be derived from those of the timelike basis in (2.7) after
the replacement 0 → ♮. It is clear from this that the linear system for the null basis
associated with the Killing spinor equations can be derived from that of the timelike
basis, we have derived, after taking into account the different way that Γ0 and Γ♮ act on
the basis spinors.
Every spinor in the null basis can be written as a linear combination of six types of
spinors. These spinors are constructed by the creation operators of the null basis acting
on the Clifford vacuum 1, see appendix A. In particular, we have that Γ♮ = −Γ0Γ1 · · ·Γ9
acts on our null basis of spinors as
Γ♮ei1···iI = Γ
♮ei1···iI = (−1)I+1ei1···iI . (5.4)
This means that the difference between the timelike and the null case consists of replacing
Γ0 by Γ♮ in most cases. This amounts to the replacement i→ +1. The only exception is
the F -term in the D♮ component of the supercovariant derivative, where Γ0 is replaced
by Γ♮ and so there is an additional minus sign.
As in the timelike case, it will be convenient to distinguish between the indices that
do appear in the basis element ei1···iI and those that do not. In particular, we split
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the indices α into the indices a = (i1, . . . , iI) and the remaining 5 − I indices p, and
similarly for the indices α¯. Subsequently we define the new indices ρ, σ, τ consisting of
the combination8
ρ = (a¯1, . . . , a¯I , p1, . . . , p5−I) , ρ¯ = (a1, . . . , aI , p¯1, . . . , p¯5−I) , (5.5)
where Γρ and Γρ¯ are the annihilation and creation operators, respectively, for the spinor
ei1···iI . Next consider the basis in the space of spinors associated with the Clifford vacuum
ei1···iI , i.e.
{ei1···iI ,Γσ¯1ei1···iI , . . . ,Γσ¯1···σ¯5ei1···iI} , (5.6)
In this basis the supercovariant derivative with A = ♮ can be expanded as
D♮ei1···iI = [12Ω♮,τ τ + (−1)I 124Fτ1 τ1τ2τ2 ]ei1···iI + [(−1)I 12Ω♮,♮σ¯ + 16Gσ¯τ τ ]Γσ¯ei1···iI
+ [1
4
Ω♮,σ¯1σ¯2 + (−1)I 124Fσ¯1σ¯2τ τ ]Γσ¯1σ¯2ei1···iI + [ 136Gσ¯1σ¯2σ¯3 ]Γσ¯1σ¯2σ¯3ei1···iI
+ [(−1)I 1
288
Fσ¯1···σ¯4 ]Γ
σ¯1···σ¯4ei1···iI . (5.7)
Similarly, the expression for A = ρ read
Dρeα1···αI = [12Ωρ,σσ + (−1)I 14Gρσσ]ei1···iI + [(−1)I 12Ωρ,♮σ¯ + 14Fρσ¯τ τ − 124gρσ¯F τ1τ1τ2τ2 ]Γσ¯ei1···iI
+ [1
4
Ωρ,σ¯1σ¯2 + (−1)I 18Gρσ¯1σ¯2 + [(−1)I+1 112gρ[σ¯1Gσ¯2]]τ τ ]Γσ¯1σ¯2ei1···iI
+ [ 1
24
Fρσ¯1σ¯2σ¯3 − 124gρ[σ¯1Fσ¯2σ¯3]τ τ ]Γσ¯1σ¯2σ¯3ei1···iI
+ [(−1)I+1 1
72
gρ[σ¯1Gσ¯2σ¯3σ¯4]]Γ
σ¯1···σ¯4ei1···iI + [− 1288gρ[σ¯1Fσ¯2···σ¯5]]Γσ¯1···σ¯5ei1···iI . (5.8)
Finally, for A = ρ¯ we find
Dρ¯eα1···αI = [12Ωρ¯,σσ + (−1)I 112Gρ¯σσ]ei1···iI + [(−1)I 12Ωρ¯,♮σ¯ + 112Fρ¯σ¯τ τ ]Γσ¯ei1···iI
+ [1
4
Ωρ¯,σ¯1σ¯2 + (−1)I 124Gρ¯σ¯1σ¯2 ]Γσ¯1σ¯2ei1···iI + [ 172Fρ¯σ¯1σ¯2σ¯3 ]Γσ¯1σ¯2σ¯3ei1···iI .(5.9)
To go from the basis (5.6) to the “canonical” basis which is associated with the
Clifford vacuum 1, one can use the same expressions as for the timelike case. So we shall
not repeat the formulae here.
The complex conjugation between the components of the supercovariant derivative
found in the timelike case does not extend to the null basis in a straightforward way
because Γ+ and Γ− are null instead of holomorphic. For this reason, it will be convenient
to treat the null indices separately. In what follows all indices only take values in 1, . . . , 4.
Instead of (4.9), the following relations hold
(DAei1···iI )σ¯1···σ¯i = (DAeiI+1···i4)∗σ¯1···σ¯i , (DAei1···iI )σ¯1···σ¯i+ = (DAeiI+1···i4)∗σ¯1···σ¯i+ ,
(DAei1···iI5)σ¯1···σ¯i = (DAeiI+1···i45)∗σ¯1···σ¯i , (DAei1···iI5)σ¯1···σ¯i+ = (DAeiI+1···i45)∗σ¯1···σ¯i+ ,(5.10)
8Note that ρ and ρ¯ are no longer complex conjugate due to the presence of the (+,−) null indices.
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where ǫi1...iI iI+1...i4 = +1. Using the relation to the ”canonical” basis associated with the
Clifford vacuum 1, these imply that
(DAei1···iI )a¯1···a¯mp¯1···p¯n =
22−m−n(−)[(m+n)/2]+[I/2](4−m− n)!
(m+ n)!(I −m)!(4 − I − n)! ·
·ǫa¯1···a¯m p¯1···p¯nam+1···aIpn+1···p4−I (DAeiI+1···i4)∗am+1···aIpn+1···p4−I . (5.11)
Adding the complex conjugated and dualised version of this expression to its original, one
finds the following expression relating different components of the combination ei1···iI +
(−1)[I/2]eiI+1···i4 :
(DAei1···iI + (−1)[I/2]DAeiI+1···i4)a¯1···a¯mp¯1···p¯n =
22−m−n(−)[(m+n)/2](4−m− n)!
(m+ n)!(I −m)!(4− I − n)! ·
·ǫa¯1···a¯mp¯1···p¯nam+1···aIpn+1···p4−I (DAei1···iI + (−1)[I/2]DAeiI+1···i4)∗am+1···aIpn+1···p4−I . (5.12)
The same expression holds with an extra + index on the end of the list of components
on both sides. In addition, the same relation holds for the following combinations
ei1···iI5 + (−1)[I/2]eiI+1···i45 , iei1···iI − i(−1)[I/2]eiI+1···i4 , iei1···iI5 − i(−1)[I/2]eiI+1···i45 ,
(5.13)
which together with ei1···iI +(−1)[I/2]eiI+1···i4 above span a basis in the space of Majorana
spinors for the null case. This concludes the investigation of the complex conjugation
relations of the components of the Killing spinor equations in the null basis.
The linear systems associated with the integrability conditions in the null and in the
timelike basis are related in a similar way to those of for the Killing spinor equations.
One again replaces in the linear system for the integrability conditions 0 with ♮ and i
with +1. An additional sign appears in the I0 component of the integrability conditions
because one replaces Γ0 with Γ♮ as in the Killing spinor equations case. Because of the
simplicity of the rules to derive the linear systems associated with the null basis from
those of the timelike one, we shall not give further details for the former.
6 N=2 backgrounds with SU(4) invariant Killing spinors
6.1 The Killing spinor equations
The most general SU(4) invariant Killing spinors of a N = 2 background are
η1 = f(1 + e12345)
η2 = g1(1 + e12345) + g2i(1 − e12345) +
√
2g3(e5 + e1234) . (6.1)
where f , g1, g2, g3 are real functions of the spacetime which will be determined by the
Killing spinor equations. We shall assume that g3 6= 0 because otherwise the spinors
are SU(5) invariant and this case has already been investigated in [10]. The Killing
spinor equations of η1 are as in the N = 1 case. So it remains to solve the Killing spinor
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equations for the second spinor. Using the Killing spinor equations of η1, the Killing
spinor equations DAη2 = 0 can be written as
(∂Ag1−g1∂A log f)(1+e12345)+i∂Ag2(1−e12345)+ig2DA(1−e12345)+
√
2DA[g3(e5+e1234)] = 0
(6.2)
Multiplying the above equation with g−13 , we find that the Killing spinor equations for
the second spinor can be rewritten as
g−13 (∂Ag1 − g1∂A log f + i∂Ag2)1 + g−13 (∂Ag1 − g1∂A log f − i∂Ag2)e12345
+
√
2∂A log g3(e5 + e1234) + ig
−1
3 g2DA(1− e12345) +
√
2DA(e5 + e1234) = 0 . (6.3)
To proceed one can use the results in the appendix C to substitute for DA(e5+ e1234)
and iDA(1 − e12345). The resulting expressions have been given in appendix E. It turns
out that in solving the resulting linear systems one has to distinguish between g2 = 0
and g2 6= 0. We will first consider the simplest case with g2 = 0. This splits up in two
subcases, depending on whether g1 vanishes or not. If g1 = 0, the results have been given
in [10]. Here we shall summarize the g1 6= 0 case. The conditions on the function g3 and
g1 are
∂0g3 = 0 , ∂λ log g3 = ∂λ log f , ∂5¯ log g3 = ∂5 log f , (6.4)
∂λ log g1 = ∂λ log f , (6.5)
and
∂5 log g1 = ∂5 log f . (6.6)
We are left with the two equations (E.27) and (E.28), the first one of which gives the
time-dependence of the function g1:
g−13 ∂0g1 − iΩ0,05 + iΩ0,05¯ = 0 . (6.7)
The conditions on the Ω0,0i components are
Ω0,05 = −2∂5 log f , Ω0,0λ = −2∂λ log f . (6.8)
The conditions on the Ω0,ij components are
Ω0,5λ¯ = Ω0,5λ = Ω0,55¯ = Ω0,σ
σ = 0 , Ω0,σ1σ2 =
i
4
(Ω5,ρ¯1ρ¯2 − Ω5¯,ρ¯1ρ¯2)ǫ˜ρ¯1ρ¯2σ1σ2 (6.9)
and the traceless part of Ω0,λσ¯ is not determined. The conditions on the Ωλ¯,ij components
are
Ω[σ¯1,σ¯2σ¯3] = 0 , Ωλ¯,σ1σ2 = −Ω0,0[σ1gσ2]λ¯ , Ωσ,λ¯σ = −32Ω0,0λ¯ ,
Ωλ,σ
σ = −1
2
(Ω0,0λ + 2Ω5,λ5) . (6.10)
In addition, we have
Ω[σ¯1,σ¯2]5¯ = −Ω5¯,σ¯1σ¯2 , Ω[σ¯1,σ¯2]5 = −Ω5,σ¯1σ¯2 ,
Ω(σ¯1,σ¯2)5 = Ω(σ¯1,σ¯2)5¯ , Ωλ¯,55¯ = 0 . (6.11)
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The conditions on the Ω5¯,ij components are
Ω5,λ¯5 = Ω5¯,λ¯5¯ , Ω5,λ¯5¯ = Ω5¯,λ¯5 , Ω5¯,λ¯5¯ − Ω5¯,λ¯5 = −Ω0,0λ¯ , Ω5¯,55¯ = −Ω5,55¯ .(6.12)
We also have the following relations
Ω0,05 + Ω0,05¯ − Ω5,55¯ + Ω5¯,55¯ + 2Ω5,λλ − 2Ω5¯,λλ ,
2Ω(λ¯,σ)5¯ +
1
3
gλ¯σ(−12Ω0,05 − 12Ω0,05¯ − Ω5,55¯ + Ω5¯,55¯ − Ω5,ρρ + Ω5¯,ρρ) = 0 , (6.13)
and
Ω5,λ
λ = Ω5¯,λ
λ , Ω5,55¯ =
1
2
(Ω0,05 + Ω0,05¯) , Ω(λ¯,σ)5¯ =
1
4
gλ¯σ(Ω0,05 + Ω0,05¯) . (6.14)
All fluxes are expressed in terms of the geometry via the relations summarized in ap-
pendix B. In addition, we find that
Fλσ¯55¯ = −2iΩ0,λσ¯ , Fλ¯5¯σ1σ2 = 12Ωλ¯,ρ¯1ρ¯2 ǫ˜ρ¯1ρ¯2σ1σ2 . (6.15)
This concludes the analysis of the N = 2 SU(4) case with g2 = 0.
The Killing spinor equations for the case with g2 6= 0 are rather different from those
with g2 = 0. The solution of this linear system is described in section E.2. Here, we
summarize the conditions on functions that determine the spinors, the geometry and the
fluxes.
The conditions on the functions f, g1, g2 and g3 are
∂0g3 = 0 , g
−1
3 ∂0g2 − (Ω0,05 + Ω0,05¯) = 0 , g−13 ∂0g1 − i(Ω0,05 − Ω0,05¯) = 0 ,
∂ρ¯ log(g1/f) = 0 , ∂ρ¯ log(g2/f)− 2g3g−12 Ω0,ρ¯5¯ = 0 , ∂ρ¯ log g3 + Ω5,ρ¯5¯ + Ω5¯,5¯ρ¯ − 12Ω0,0ρ¯ = 0 ,
∂5¯ log(g3f) = 0 , ∂5¯ log(g2f
−1) = ∂5¯ log(g1f
−1) = 0 . (6.16)
The conditions on the geometry are
g−13 g2[Ω0,05 + 2Ω5,ρ
ρ] + 2Ω0,ρ
ρ = 0 , Ω0,55¯ = 0 , Ωρ¯,σ5 + Ωσ,ρ¯5 = 0
Ω5,55¯ = 0 , Ω(ρ¯,σ¯)5 = Ω(ρ¯,σ¯)5¯ = 0 , Ωλ,σ
σ + Ω5¯,λ5¯ +
1
2
Ω0,0λ = 0 ,
−4ig−13 g2Ω5¯,ρ¯σ¯ − 4iΩ0,ρ¯σ¯ − Ω5,λ1λ2 ǫ˜λ1λ2 ρ¯σ¯ + Ω5¯,λ1λ2 ǫ˜λ1λ2 ρ¯σ¯ = 0
Ω[ρ¯,σ¯]5 + Ω5,ρ¯σ¯ = 0 , Ωρ¯,55¯ = 0 , Ω5¯,ρ¯5 − Ω5,ρ¯5¯ = 0 , Ω5,ρσ + Ω[ρ,σ]5 = 0
Ωλ¯1,λ¯2λ¯3 ǫ˜
λ¯1,λ¯2λ¯3
ρ + 2iΩ0,ρ5¯ = 0 , −Ωρ¯,λρ¯ − Ω5¯,λ5 − Ωλ,τ τ − Ω0,0λ = 0
Ω5,5λ = −Ω5¯,λ5¯ , g−13 g2Ω5¯,λ5¯ = −Ω0,λ5¯ , Ω0,σ5¯ = Ω0σ5
Ωρ¯,λ1λ2 +
2
3
(Ω5,5[λ1 − Ω5¯,5[λ1 + 12Ω0,0[λ1)gλ2]ρ¯ − i6g−13 g2(Ωρ¯,σ¯1σ¯2 − Ωσ¯1,σ¯2ρ¯)ǫ˜σ¯1σ¯2λ1λ2 = 0
−g−13 g2Ω0,ρ5¯ − Ω5¯,ρ5 − Ω5,5ρ + Ω0,0ρ = 0 . (6.17)
The conditions on the fluxes that arise from the requirement of N = 1 supersymme-
try have been summarized in appendix B. The additional conditions that arise for two
supersymmetries are
Fρσ¯55¯ = −2iΩ0,ρσ¯
Fρ¯5¯λ1λ2 =
8i
3
Ω0,5¯[λ1gλ2]ρ¯ +
1
2
(Ωρ¯,σ¯1σ¯2 + Ω[ρ¯,σ¯1σ¯2])ǫ˜
σ¯1σ¯2
λ1λ2 . (6.18)
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6.2 The geometry of spacetime
Using the results of [10], it is straightforward to compute the spacetime form bilinears
associated with the Killing spinors (6.1) for both g2 = 0 and g2 6= 0. These are a zero
form
α(η1, η2) = −2fg2 , (6.19)
three one-forms
κ(η1, η1) = −2f 2e0 ,
κ(η1, η2) = −2fg1e0 + 2
√
2fg3e
10 ,
κ(η2, η2) = −2(g21 + g22 + 2g23)e0 + 4
√
2g1g3e
10 + 4
√
2g2g3e
5 , (6.20)
three two forms,
ω(η1, η2) = 2f
2ω ,
ω(η2, η2) = 2(g
2
1 + g
2
2)ω + 4g
2
3ωˆ − 4
√
2g1g3e
0 ∧ e5 + 4
√
2g2g3e
0 ∧ e10 ,
ω(η1, η2) = 2fg1ω − 2
√
2fg3e
0 ∧ e5 , (6.21)
one three form
ξ(η1, η2) = −2
√
2fg3 ω
SU(4) ∧ e5 , (6.22)
one four-form
ζ(η1, η2) =
fg2√
2
ω ∧ ω + 2
√
2fg3[Im ǫ− e0 ∧ ωSU(4) ∧ e10] , (6.23)
and three five-forms
τ(η1, η1) = 2f
2[Im ǫ+
1
2
e0 ∧ ω ∧ ω] ,
τ(η1, η2) = 2fg1[Im ǫ+
1
2
e0 ∧ ω ∧ ω]
+ 2fg2Re ǫ− 2
√
2fg3[e
0 ∧ Re ǫSU(4) + 1
2
ωSU(4) ∧ ωSU(4) ∧ e10] ,
τ(η2, η2) = 2g
2
1[Im ǫ+
1
2
e0 ∧ ω ∧ ω] + 2g22[−Im ǫ+
1
2
e0 ∧ ω ∧ ω]
+ 4g23[Im ǫˆ+
1
2
ωˆ ∧ ωˆ ∧ e0] + 4g1g2Re ǫ
− 4
√
2g1g3[e
0 ∧ Re ǫSU(4) + 1
2
ωSU(4) ∧ ωSU(4) ∧ e10]
+ 4
√
2g2g3[e
0 ∧ Im ǫSU(4) − 1
2
ωSU(4) ∧ ωSU(4) ∧ e5] , (6.24)
where
ω = −e1 ∧ e6 − e2 ∧ e7 − e3 ∧ e8 − e4 ∧ e9 − e5 ∧ e10 ,
ωˆ = e1 ∧ e6 + e2 ∧ e7 + e3 ∧ e8 + e4 ∧ e9 − e5 ∧ e10 ,
ωSU(4) = e1 ∧ e6 + e2 ∧ e7 + e3 ∧ e8 + e4 ∧ e9 ,
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ǫ = (e1 + ie6) ∧ · · · ∧ (e5 + ie10) ,
ǫSU(4) = (e1 + ie6) ∧ · · · ∧ (e4 + ie9) ,
ǫˆ = (e1 + ie6) ∧ · · · ∧ (e4 + ie9) ∧ (−e5 + ie10) . (6.25)
All the above forms specify the geometry of spacetime. Instead of investigating the
properties of all spacetime form bilinears, we shall mostly focus on the properties of the
three one-form bilinears. It is convenient to rescale them with a factor of 1/2 and rewrite
them in the Hermitian frame basis as
κ(η1, η1) = −f 2e0 ,
κ(η1, η2) = −fg1e0 − ifg3e5 + ifg3e5¯ ,
κ(η2, η2) = −(g21 + g22 + 2g23)e0 + 2g3(g2 − ig1)e5 + 2g3(g2 + ig1)e5¯ . (6.26)
The associated vector fields X, Y and Z, respectively, are Killing. This can be easily
verified using the conditions summarized in (6.16) and (6.17). In addition it turns out
that X, Y and Z mutually commute, i.e. [X, Y ] = 0 and similarly for the rest of the
pairs. In addition, we have that
g(X,X) = −f 4 ,
g(Y, Y ) = −f 2g21 + 2f 2g23 ,
g(Z,Z) = −[g21 + g22 − 2g23]2 ,
g(X, Y ) = −f 3g1 ,
g(X,Z) = −[g21 + g22 + 2g23]f 2 ,
g(Y, Z) = −fg31 + 4fg1g23 . (6.27)
The vector field X is timelike while as one expects Z is timelike or null.
The Killing vector fields do not commute. So in general one cannot adapt coordinates
to all three Killing vectors. The form of the metric can be written by adapting coordinates
to one of the Killing vector fields say X .
7 Solutions to the integrability conditions
7.1 N = 1 backgrounds with SU(5) invariant spinors
The Killing spinor is η = f(1+ e12345). The integrability condition on this spinor implies
the vanishing of the combination
(IA1)α¯1···α¯i + (IAe12345)α¯1···α¯i = 0 , (7.1)
for i = 0, . . . , 5. These integrability conditions guarantee the vanishing of the Bianchi
components B0α¯β¯γ¯δ¯ and B0αβ¯γ¯δ¯. The remaining field equations are subject to the relations
0 = E00 − 12iL0αα − 120iB0ααββ + 4iBα1···α5 ǫ˜α1···α5 , (7.2)
0 = E0α¯ − 180iBα¯ββγγ , (7.3)
0 = Eαβ¯ − 6igαβ¯L0γγ + 18iL0αβ¯ − 60igαβ¯B0γγδδ + 360iB0αβ¯γγ − 10Bαγ1···γ4 ǫ˜β¯γ1···γ4 ,
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0 = Eα¯β¯ − 18iL0α¯β¯ + (80gα¯γ1Bγ2···γ4δδ − 30Bα¯γ1···γ4)ǫ˜β¯γ1···γ4 , (7.4)
0 = Lαβ¯γ¯ − 20gα[β¯Bγ¯]δδǫǫ + 20Bαβ¯γ¯δδ , (7.5)
0 = Lα¯β¯γ¯ + 20Bα¯β¯γ¯ δ
δ + 1
2
iL0δǫ ǫ˜α¯β¯γ¯
δǫ . (7.6)
These can be solved by explicitly imposing the components
{L0αβ¯ , L0α¯β¯ , B0αβγ¯δ¯, Bα¯β¯γ¯δ¯ǫ¯, Bαβ¯γ¯δ¯ǫ¯, Bαβγ¯δ¯ǫ¯} , (7.7)
Therefore, in the N = 1 SU(5) case, one still needs to impose the above components of
the Bianchi identity plus the electric part of the gauge field equation9 to satisfy all field
equations.
7.2 N = 2 backgrounds with SU(5) invariant spinors
The Killing spinors are
η1 = f1η
SU(5) , η2 = f2η
SU(5) + f3θ
SU(5) , (7.8)
with f1 and f3 non-vanishing. Independent of the functions f1, f2, f3, the integrability
conditions arising from these spinors are
(IA1)α¯1···α¯i = (IAe12345)α¯1···α¯i = 0 , (7.9)
for i = 0, . . . , 5. From these conditions one can derive that the field equations do not
automatically vanish are
{E00, E0α¯, Eαβ¯, L0αβ¯ , Lαβ¯γ¯, B˜0αβγ¯δ¯, Bαβγ¯δ¯ǫ¯}, (7.10)
where the tilde means traceless part, subject to the relations
0 = E00 − 12iL0αα , (7.11)
0 = E0α¯ − 180iBα¯ββγγ , (7.12)
0 = Eαβ¯ − 6igαβ¯L0γγ + 18iL0αβ¯ , (7.13)
0 = Lαβ¯γ¯ − 20ga[β¯Bγ¯]δδǫǫ + 20Bαβ¯γ¯ δδ . (7.14)
One can solve these equations by explicitly checking
{L0αβ¯ , B˜0αβγ¯δ¯, Bαβγ¯δ¯ǫ¯} , (7.15)
after which all other field equations are implied.
9The fact that the magnetic part of the gauge field equation is implied by N = 1 SU(5) supersym-
metry and the Bianchi identity can also be derived from the bilinear formalism of [8].
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7.3 N = 4 backgrounds with SU(4) invariant spinors
The Killing spinors are
η1 = f1η
SU(5) , (7.16)
η2 = f2η
SU(5) + f3θ
SU(5) , (7.17)
η3 = f4η
SU(5) + f5θ
SU(5) + f6η
SU(4) , (7.18)
η4 = f7η
SU(5) + f8θ
SU(5) + f9η
SU(4) + f10θ
SU(4) , (7.19)
with f1, f3, f6 and f10 non-vanishing. In this case, independent of the ten space-time
functions, the integrability conditions (2.9) of the four Killing spinors correspond to the
conditions
(IA1)λ¯1···λ¯i = (IA1)λ¯1···λ¯i5¯ = (IAe12345)λ¯1···λ¯i = (IAe12345)λ¯1···λ¯i5¯ = 0 , (7.20)
(IAe5)λ¯1···λ¯i = (IAe5)λ¯1···λ¯i5¯ = (IAe1234)λ¯1···λ¯i = (IAe1234)λ¯1···λ¯i5¯ = 0 , (7.21)
for i = 0, . . . , 4. These imply all but the following field equations:
{E00, Eλµ¯, E55¯, L055¯, L˜λµ¯ν¯ , B˜0λµν¯ρ¯, Bλµν¯ρ¯σ¯, B˜λµν¯ρ¯5¯, }, (7.22)
(where the tilde means traceless part) subject to the relations
0 = E00 − 12iL055¯ , (7.23)
0 = Eλµ¯ − 6igλµ¯L055¯ , (7.24)
0 = E55¯ + 12iL055¯ , (7.25)
0 = Lλµ¯ν¯ + 20Bλµ¯ν¯ρ
ρ . (7.26)
These can be solved by requiring the components of the Bianchi identity in (7.22) to
vanish and by imposing the field equation L055¯ = 0.
8 Resolved membranes
In this section we will consider the class of solutions which admit Killing spinors as in
(7.19) with the restrictions
f2 = f4 = f5 = f7 = f8 = f9 = 0 . (8.1)
as analyzed in [10]. We shall show here that the most general solution is a resolved
rotating membrane wrapped on a two-torus T 2.
We will start by summarizing the conditions for SU(4) backgrounds to admit the
four Killing spinors. Firstly, this background has three commuting Killing vectors, one
of which is timelike and the other two are spacelike. Because of this, we introduce three
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coordinates xi, i = 0, 1, 2, adapted to these three Killing vector fields which are thought
of as the worldvolume coordinates of a membrane. We define the frames10
ei = f 2(dxi + αi) , (8.3)
where the αi are independent of the world-volume coordinates and only take values in
the 8D transverse space. Since the Killing vector fields are orthogonal and of the same
length, the metric in this frame reads
ds2 = f 4gij(dx
i + αi)(dxj + αj) + 2gλµ¯e
λeµ¯ , (8.4)
where gij = diag(−1, 1, 1), gλµ¯ = δλµ¯ and eλ, λ = 1, . . . , 8, is a Hermitian frame for the
metric on the space of orbits B of the three isometries. The eight-dimensional space B is
complex and is identified with the transverse space of the membrane. The Killing spinor
equations imply [10] that the four-form field strength can be written as
F = −d(e0 ∧ e1 ∧ e2) + F˜ (2,2) , (8.5)
where F˜ (2,2) is a traceless (2,2) form on B and so self-dual. In addition, the components
Ωi,AB of the spin connection satisfy the conditions
Ωi,jk = 0 , Ωi,jλ = 2gij∂λ log f , (8.6)
Ωi,λµ = 0 , Ωi,λ
λ = 0 , Ωi,λµ¯ = −12f 2(dαi)λµ¯ , (8.7)
while the Ωλ,AB components read
Ωλ,ij = 0 , Ωλ,iµ = 0 , (8.8)
Ωλ,iµ¯ = −12f 2(dαi)λµ¯ , Ωλ,µν = 0 , (8.9)
Ωλ,µ¯ν¯ = −2gλ[µ¯∂ν¯] log f , Ωλ,µµ = ∂λ log f , (8.10)
where dαiλµ¯ = ∂λα
i
µ¯ − ∂µ¯αiλ.
We now turn to the field equations. As explained in section (7.3), the integrability
conditions for the N = 4 SU(4)-invariant Killing spinors imply that one only needs
to impose the vanishing of a number of components of the Bianchi equation and one
component of the F field equation. Specifically, one has to impose the vanishing of
{L012, B˜iλµν¯ρ¯, Bλµν¯ρ¯σ¯}, (8.11)
where the ˜ denotes traceless part of the associated quantity. Let us first consider the
Bianchi identity. The components with a world-volume index imply independence of
F˜ (2,2) of the world-volume Killing directions:
∂iF˜
(2,2) = 0 . (8.12)
10The Hermitian frame directions e5 and e5¯ are related to e1 and e2 as
e5 = (e1 + ie2)/
√
2 , e5¯ = (e1 − ie2)/
√
2 . (8.2)
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The remaining (2, 3) component of the Bianchi equation implies F (2,2) to be a closed
form on B, i.e.
d8F˜
(2,2) = 0 , (8.13)
where d8 = e
λ∂λ + e
λ¯∂λ¯. Since F˜ (2, 2) is self-dual, F˜ (2, 2) is also co-closed and so a
harmonic (2, 2) form on B. The only component of the field equation that one needs to
impose is L012, which implies
DI∂I log f =
f 4
6
gij dα
i · dαj + 1
12
F (2,2) · F (2,2) , I = λ, λ¯ (8.14)
where the DI is the Levi-Civita connection of ds
2 = 2γλµ¯e
λeµ¯ of the transverse space B
and the inner product of a k-form φ is φ · φ = 1
k!
φI1...Ikφ
I1...Ik .
This solution can be written in a more familiar form by rescaling the eλ as eλ = f−1eˆλ
and identifying H = f−6. The metric and flux then become
ds2 = H−2/3gij(dxi + αi)(dxj + αj) + 2H1/3gλµ¯eˆλeˆµ¯ ,
F = −d(e0 ∧ e1 ∧ e2) + F˜ (2,2) , (8.15)
where ei = H−
1
3 (dxi+αi). The components of the spin connection of the rescaled metric
dsˆ2 = gλµ¯eˆ
λeˆµ¯ and frame satisfy
Ωˆλ,µν = 0 , Ωˆλ,µ¯ν¯ = 0 , Ωˆλ,µ
µ = 0 , (8.16)
and hence dsˆ2 is a Calabi-Yau metric. The Laplacian equation for f in terms of H
becomes
−DˆI∂IH = gij dαi · dαj + 12 F˜ (2,2) · F˜ (2,2) , (8.17)
where DˆI is the Levi-Civita connection of dsˆ
2 and inner products have been taken with
respect to dsˆ2. The equation (8.17) for αi = 0 has been explored before in the context
of resolved membranes, see e.g. [21, 22, 23, 24]. A case α0 6= 0 has been considered in
[8], corresponding to a rotating resolved M2-brane but dα was taken to be (2,0) and
(0,2) instead of (1,1) and traceless that we have here. The case αi 6= 0, i = 0, 1, 2 has
been considered in [25] and solutions were found with specific transverse spaces. The
interpretation of these solutions are resolved rotating membranes wrapped on a two-torus
T 2 which fibres over the transverse space B. Here we have shown that this is the most
general supersymmetric configuration with four supersymmetries for the SU(4)-invariant
Killing spinors (7.19) subject to (8.1).
It is worth pointing out that in the right-hand-side of (8.17) the contribution of the
rotation has a different sign from those of the wrapping of the membrane on T 2. We
can use this to give necessary and sufficient conditions for the existence of non-singular
solutions on any compact, connected without boundary, Calabi-Yau manifold B. First
observe that αi can be thought of as the connection of a line bundle L(i) over the Calabi-
Yau manifold B. Since the curvature βi = dαi is (1,1), this line bundle is holomorphic.
In addition a necessary and sufficient condition for L(i) to admit a connection αi such
that the curvature βi is traceless, i.e. to satisfy the Donaldson condition, is∫
B
βi ∧ ωˆ ∧ ωˆ ∧ ωˆ = 0 (8.18)
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where ωˆ is the Ka¨hler form of the Calabi-Yau metric dsˆ2, see e.g. [20]. Next turn to
(8.17). Since the left-hand-side of (8.17) is a Laplacian on H , one can use Hodge theory
to invert the Laplace operator and solve for H . A necessary and sufficient condition for
the existence of a (well-defined) solution on B is that the right-hand-side expression in
(8.17) is orthogonal to the harmonic zero-forms. This translates to the condition
∫
B
dvol (gij β
i · βj + 1
2
F˜ (2,2) · F˜ (2,2)) = 0 , (8.19)
where dvol is the volume form of the Calabi-Yau metric dsˆ2. This relation can be
rewritten using the traceless condition of βi and the self-duality condition of F˜ (2,2) as
∫
B
(− 1
2
gij β
i ∧ βj ∧ ωˆ ∧ ωˆ + 1
2
F˜ (2,2) ∧ F˜ (2,2)) = 0 . (8.20)
Observe that the above relation depends on the cohomology class of ωˆ, βi and F˜ (2,2) and
it may be interpreted as a cancelation of membrane, rotation and wrapping fluxes when
integrated over the compact Calabi-Yau manifold B. The above condition is the sum
of squares and therefore if there is no rotation, i.e. α0 = 0, then βi = 0, i = 1, 2 and
F˜ (2,2) = 0 and so there is only a trivial solution, i.e. H = const. However if α0 6= 0, then
there are solutions of (8.20) for non-trivial βi and F˜ (2,2) provided that (8.18) and (8.20)
are satisfied. Furthermore observe that H is determined up to a constant in (8.17), and
it is bounded because B is compact. Therefore, it is always possible to choose H to be
positive, H > 0. In such cases, one can find a non-singular solution of eleven-dimensional
supergravity preserving four supersymmetries with metric and flux given in (8.15). In
the context of M-theory, there are corrections to the flux field equation. In particular,
one has [26, 27]
d ∗ F − 1
2
F ∧ F = κX8 , (8.21)
where κ are some units, X8 =
1
192
(p21 − 4p22), and p1 and p2 are the Pontryagin classes of
spacetime. It is clear that in this case the condition (8.20) is modified as
∫
B
(− 1
2
gij β
i ∧ βj ∧ ωˆ ∧ ωˆ + 1
2
F˜ (2,2) ∧ F˜ (2,2) + κX8
)
= 0 , (8.22)
and this new condition is required for the existence of non-singular solutions. To sum-
marize, the conditions (8.18) and (8.20) are necessary and sufficient for the existence of a
resolved (non-singular), rotating and wrapped membrane solution of eleven-dimensional
supergravity with transverse space a compact, connected without boundary Calabi-Yau
manifold. Incidentally, these type of solutions resemble those found in the context of
flux tubes in [28] and it may be worth exploring this further.
9 Concluding remarks
The Killing spinor equations of any background of eleven-dimensional supergravity the-
ory have been reduced to the evaluation of the supercovariant derivative DσI on six
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types of spinors σI . The expressions for all DσI have been given in both a timelike and a
null spinor basis. In addition the integrability conditions of the Killing spinor equations
which encode the field equations of the theory have been investigated. It is shown that
these integrability conditions can be expressed as a linear combination of the six types of
spinors IσI . We give the expressions of all IσI again in both a timelike and a null spinor
basis. As a result, one can determine the field equations of the theory which arise as
integrability conditions of the Killing spinor equations. In this way, one can specify the
minimal set of additional field equations required for a supersymmetric configuration to
be a solution of the supergravity field equations. We have also presented some examples
to illustrate our construction. In particular, we have given a class of resolved, rotat-
ing, wrapped membranes with transverse space a Calabi-Yau manifold preserving four
supersymmetries. We have also shown that these are the most general supersymmetric
solutions for a class of SU(4) invariant Killing spinors.
This paper has given the systematics of how to classify all supersymmetric solutions
in eleven dimensions. The above construction can be used to reduce the Killing spinor
equations to a linear system for the fluxes, geometry and spacetimes derivatives of the
functions that determine the Killing spinors. This system is of increasing complexity
with the number of Killing spinors that a background admits. Nevertheless, we have de-
termined all the coefficients and unknowns of this linear system for all supersymmetric
backgrounds. A similar conclusion applies for the linear system that arises in the inte-
grability conditions which determines the minimal set of field equations which should be
satisfied. Therefore, the classification of supersymmetric backgrounds is associated with
two linear systems, one is related to the Killing spinor equations and the other to the
field equations.
The two linear systems systems can always be solved. A question arises whether they
are tractable for all supersymmetric backgrounds. In the general situation, they will be
rather involved. However, some simplifications may occur. The Killing spinors can be
simplified by using the gauge symmetry Spin(10, 1) of the supercovariant connection to
put them at particular directions in space of spinors, i.e. to put them in a canonical or
normal form. This typically reduces the number of functions that the spinors depend
on. Further simplifications occur whenever the spinors have some residual symmetry, i.e.
some non-trivial stability subgroup in Spin(10, 1). This happens in many supersymmet-
ric backgrounds of interest and in particular in those that appear in compactifications
with fluxes. A detailed discussion of this has appeared in [10]. However, it is known
that there are backgrounds for which the Killing spinors have the identity in Spin(10, 1)
as stability subgroup. This phenomenon occurs even for backgrounds with two super-
symmetries. For such backgrounds there is no apparent simplification. Nevertheless, it
may be possible in practice to solve these linear systems in general in many cases. For
example, since the systems are linear this can be done with the help of computers.
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A Spinors from forms
A.1 A timelike basis
The realization of Majorana spinors of Spin(10, 1) in terms of forms has been described
in [10], see also [29, 30, 31]. Here we shall summarize some of the features of the
construction. For a detailed account of the construction see [10].
Let e1, . . . , e10 be an orthonormal basis in V = R
10. Next consider the subspace
U = R5 in V generated by e1, . . . , e5. The Euclidean inner product on V can be extended
to a Hermitian inner product in VC = V ⊗C and then restricted in UC = U ⊗C denoted
by <,>, i.e. on UC is
< ziei, w
jej >=
5∑
i=1
(z∗)iwi , (A.1)
where (z∗)i is the standard complex conjugate of zi. The space of Spin(10) Dirac spinors
is ∆c = Λ
∗(UC). The above inner product can be easily extended to ∆c and it is called
the Dirac inner product on the space of Spin(10) spinors. The gamma matrices act on
∆c as
Γiη = ei ∧ η + eiyη , i ≤ 5
Γ5+iη = iei ∧ η − ieiyη , i ≤ 5 (A.2)
where eiy is the adjoint of ei∧ with respect to <,>. Moreover we have that the Weyl
representations of Spin(10) are ∆+16 = Λ
evenUC and ∆
−
16 = Λ
oddUC. Clearly Γi : ∆
±
16 →
∆∓16. The linear maps Γi are Hermitian with respect to the inner product <,>, <
Γiη, θ >=< η,Γiθ >, and satisfy the Clifford algebra relations ΓiΓj + ΓjΓi = 2δij . The
Majorana Pin(10) invariant inner product on ∆c is
B(η, θ) =< B(η∗), θ > , (A.3)
where the linear map denoted with the same symbol as the inner product is B = Γ6 . . .Γ♮
and11 Γ♮ = Γ10. B is skew-symmetric.
The spinor representations of Spin(10, 1) are constructed by first setting Γ0 = Γ1 . . .Γ♮.
It is easy to see that Γ20 = −1 as expected and that Γ0 anticommutes with Γi. The Dirac
representation of Spin(10) is the same as that of Spin(10, 1). The Dirac inner product
on Spin(10, 1) representation, ∆c, is
D(η, θ) =< Γ0η, θ > (A.4)
and the Pin(10) Majorana inner product (A.3) extends to the Majorana inner prod-
uct of Spin(10, 1). It remains to impose the Majorana condition on the Spin(10, 1)
representation, ∆c. This is
η∗ = Γ0B(η) , η ∈ ∆c (A.5)
11From here on, we shall adopt the notation to denote the tenth direction with ♮ = 10.
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The Spin(10, 1) Majorana spinors ∆32 = {η ∈ ∆c s.t. η∗ = Γ0B(η). For completeness,
the spacetime form bilinears associated with the Majorana spinors η, θ are
α(η, θ) =
1
k!
B(η,ΓA1...Akθ)e
A1 ∧ · · · ∧ eAk , k = 0, . . . , 9, ♮ . (A.6)
Another ingredient in solving the Killing spinor equations and their integrability
conditions is the construction of a basis in the space of Spin(10, 1) Dirac spinors ∆c. It
turns out that
∆c =
5∑
k=0
Λ0,k · 1 , (A.7)
where · denotes Clifford multiplication. Therefore
Γα¯1...α¯k · 1 , k = 0, . . . , 5 (A.8)
is a basis in the space of spinors ∆c, where
Γα¯ =
1√
2
(Γα + iΓα+5) , Γ
α = gαβ¯Γβ¯ , α = 1, . . . , 5
Γα =
1√
2
(Γα − iΓα+5) , Γα¯ = gα¯βΓβ , α = 1, . . . , 5 , (A.9)
and gαβ¯ = δαβ¯ . The Clifford algebra relations in this basis are ΓαΓβ¯ + Γβ¯Γα = 2gαβ¯,
ΓαΓβ + ΓβΓα = Γα¯Γβ¯ + Γβ¯Γα¯ = 0. Observe that (Γj + iΓj+5)1 = 0 and similarly
(Γj − iΓj+5)e1 ∧ · · · ∧ e5 = 0. In particular,
e12345 =
1
8 · 5! ǫ˜α¯1...α¯5Γ
α¯1...α¯5 1 , (A.10)
where ǫ˜1¯2¯3¯4¯5¯ =
√
2. We shall extensively use this basis for spinors to analyze the Killing
spinor equations and their integrability conditions. As in the above equation, throughout
the paper we suppress the sign of the Clifford multiplication, e.g. instead of Γα¯ · 1 we
write Γα¯ 1.
A.2 A null basis
An alternative way to construct the Majorana representation of Spin(10, 1) is to be-
gin from the Spin(9, 1) spinor representations. The realization of the spinor repre-
sentations of Spin(9, 1) in terms of forms has been presented in [11]. We shall re-
peat this construction and then we shall explain the application to Spin(10, 1). Let
U = R < e1, . . . , e5 > be a vector space spanned by e1, . . . , e5 orthonormal vectors.
The space of Dirac Spin(9, 1) spinors is ∆c = Λ
∗(U ⊗ C). The gamma matrices are
represented on ∆c as
Γ0η = −e5 ∧ η + e5yη , Γ5η = e5 ∧ η + e5yη
Γiη = ei ∧ η + eiyη , i = 1, . . . , 4
Γ5+iη = iei ∧ η − ieiyη , (A.11)
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where y is the adjoint of ∧ with respect to the (auxiliary) inner product
< zaea, w
beb >=
5∑
a=1
(za)∗wa , (A.12)
on U ⊗ C and then extended to ∆c. (za)∗ is the standard complex conjugate of za. The
gamma matrices have been chosen such that {Γi; i = 1, . . . , 9} are Hermitian and Γ0 is
anti-Hermitian with respect to the (auxiliary) inner product <,>.
The above gamma matrices satisfy the Clifford algebra relations ΓAΓB+ΓBΓA = 2ηAB
with respect to the Lorentzian inner product as expected. The Dirac inner product on
the space of spinors ∆c is D(η, θ) =< Γ0η, θ > and the Pin(9, 1) invariant (Majorana)
inner product is
B(η, θ) =< B(η∗), θ > , (A.13)
where B = Γ06789. Observe that B(η, θ) = −B(θ, η).
The Dirac representation of Spin(10, 1) is identified with the Dirac representation of
Spin(9, 1). The tenth gamma matrix is chosen as
Γ♮ = −Γ0123456789 . (A.14)
One can verify that Γ2♮ = 1 and that anticommutes with the rest of gamma matrices.
The Dirac inner product is D(η, θ) =< Γ0η, θ >, i.e. the same as that of the Spin(9, 1).
In addition, since B is a Pin(9, 1) invariant inner product, it extends to a Spin(10, 1)
invariant Majorana inner product. It remains to construct the Majorana representation
of Spin(10, 1). For this, we impose the condition that the Dirac conjugate is equal to
the Majorana conjugate. It turns out that it is convenient to chose as a reality condition
η = −Γ0B(η∗) , (A.15)
or equivalently
η∗ = Γ6789η . (A.16)
The map C = Γ6789 is also called charge conjugation matrix. In this basis the (Spin(7)⋉
R
8) × R-invariant Majorana spinor is 1 + e1234. The simplicity of this representative of
the Spin(10, 1) orbit with stability subgroup (Spin(7)⋉ R8)× R suggests that if one of
the Killing spinors is null, then it may be simpler to use this basis to solve the Killing
spinor equations.
To solve the Killing spinor equations of eleven-dimensional supergravity, it is conve-
nient to use an oscillator basis in the space of spinors ∆c. For this write
Γα¯ =
1√
2
(Γα+ iΓα+5) , Γ± =
1√
2
(Γ5±Γ0) , Γα = 1√
2
(Γα− iΓα+5) . (A.17)
Observe that the Clifford algebra relations in the above basis are ΓAΓB +ΓBΓA = 2gAB,
where the non-vanishing components of the metric are gαβ¯ = δαβ¯ , g+− = 1. In addition,
we define ΓB = gBAΓA. The 1 spinor is a Clifford vacuum, Γα¯1 = Γ+1 = 0 and the
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representation ∆c can be constructed by acting on 1 with the creation operators Γ
α¯,Γ+
or equivalently any spinor can be written as
η =
5∑
k=0
1
k!
φa¯1...a¯k Γ
a¯1...a¯k1 , a¯ = α¯,+ , (A.18)
i.e. Γa¯1...a¯k1, for k = 0, . . . , 5, is a basis in the space of (Dirac) spinors.
Observe that both the timelike basis and the null basis of ∆c are oscillator bases.
Because of this, it is straightforward to adapt the results we have obtained in this paper
for the timelike basis for the Killing spinor equations and for their integrability conditions
to the null basis.
B N=1 backgrounds
In this appendix we summarize the solution of the Killing spinor equations for back-
grounds that admit one Killing spinor with stability subgroup SU(5), i.e. the spacetime
one-form bilinear is timelike. This case has been analyzed in [8]. The results, in the form
we summarize them below, have appeared in [10].
The conditions on the geometry are
Ω0,ij = Ωi,0j , 2∂α¯ log f + Ω0,0α¯ = 0
Ωβ¯,
β¯
γ − Ωγ,ββ − Ω0,0γ = 0 . (B.1)
The electric part of the flux is expressed in terms of the geometry as
Gα¯βγ = −2iΩα¯,βγ + 2igα¯[βΩ0,0γ]
Gα¯1α¯2α¯3 = 6iΩ[α¯1,α¯2α¯3] (B.2)
and the magnetic part of the flux is
Fβ1...β4 =
1
2
(−Ω0,0α¯ + 2Ωα¯,ββ)ǫ˜α¯β1...β4
Fβα¯γ
γ = 2iΩα¯,0β + 2igα¯βΩγ¯,0δg
γ¯δ
Fα¯β1β2β3 =
1
2
[Ωα¯,γ¯1γ¯2 ǫ˜
γ¯1γ¯2
β1β2β3 + 3Ωγ¯1,γ¯2γ¯3 ǫ˜
γ¯1γ¯2γ¯3
[β1β2gβ3]α¯ + 12iΩ[β1,0β2gβ3]α¯] .(B.3)
The traceless (2,2) part of F is not determined by the Killing spinor equations.
The conditions on the geometry imply that the one-form κf = −f 2κ = f 2e0 is a
timelike Killing vector field and the space of orbits of this vector field has an SU(5)
structure with W5 + 2df = 0, where
(W5)α = Ωβ¯,
β¯
α − Ωα,ββ , (B.4)
is a Gray-Hervella type of class [32]. We use the above results to investigate backgrounds
with two supersymmetries.
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C Killing spinor equations in canonical basis
To derive the linear system associated with the Killing spinor equations for the geom-
etry, fluxes and spacetime derivatives of f, g, u, v, w, z one has to expand DAσI in the
Hermitian basis (A.8) and use (3.2). This computation can be simplified in various ways.
First, it is not necessary to compute both DασI and Dα¯σI because since the spinors ǫ are
real the equations derived from Dαǫ are complex conjugate to those of Dα¯ǫ and so are not
independent12. In addition, since D0ǫ is real only half of the relations are independent.
These are chosen to be along the basis elements 1, Γα¯1 and Γα¯β¯1. The remaining are
related to these by complex conjugation followed by dualization with the (5,0) form ǫ.
So again, we shall give only the independent conditions. We remark that one can use
these relations between the equations of the linear system to provide a useful check of
the result.
It is intended that the results of this appendix to be used as a manual to derive
the linear system associated with the Killing spinor equations of any number of spinors.
Because of this, we first state the action of the supercovariant derivative DAσI on the
appropriate irreducible spinor σI as a title of its subsection. Then we expand DAσI in
the canonical basis. On the left column, we state the basis element of the oscillator basis
(A.8), and in the right column we give the associated component.
C.1 DA1
Evaluating D01 and expanding the result in the basis (A.8), we find
D01
1 : 1
2
Ω0,γ
γ − i
24
Fγ
γ
δ
δ
Γβ¯1 : i
2
Ω0,0β¯ +
1
6
Gβ¯γ
γ
Γβ¯1β¯21 : 1
4
Ω0,β¯1β¯2 − i24Fβ¯1β¯2γγ . (C.1)
Similarly, computing Dα¯1 and expanding the result in the basis (A.8), we get
Dα¯1
1 : 1
2
Ωα¯,γ
γ + i
12
Gα¯γ
γ
Γβ¯1 : i
2
Ωα¯,0β¯ +
1
12
Fα¯β¯γ
γ
Γβ¯1β¯21 : 1
4
Ωα¯,β¯1β¯2 +
i
24
Gα¯β¯1β¯2
Γβ¯1β¯2β¯31 : 1
72
Fα¯β¯1β¯2β¯3
Γβ¯1β¯2β¯3β¯41 : 0
Γβ¯1β¯2β¯3β¯4β¯51 : 0 . (C.2)
As we have explained the expressions for the remaining basis elements in (C.1) and for
Dα1 can be recovered from the above using complex conjugation.
12Observe though that σI are complex spinors and so this complex conjugation relation does not
apply for them.
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C.2 DAe12345
The time component of the Killing spinor equations yields
D0e12345
1 : 0
Γβ¯1 : i
144
Fγ1γ2γ3γ4 ǫ˜
γ1γ2γ3γ4
β¯
Γβ¯1β¯21 : − 1
72
Gγ1γ2γ3 ǫ˜
γ1γ2γ3
β¯1β¯2 (C.3)
Similarly the Dα¯e12345 yields
Dα¯e12345
1 : − 1
72
ǫ˜α¯
γ1γ2γ3γ4Fγ1γ2γ3γ4
Γβ¯1 : − i
36
ǫ˜α¯β¯
γ1γ2γ3Gγ1γ2γ3
Γβ¯1β¯21 : − 1
48
ǫ˜α¯β¯1β¯2
γ1γ2Fγ1γ2δ
δ − 1
48
Fα¯γ1γ2γ3 ǫ˜
γ1γ2γ3
β¯1β¯2
Γβ¯1β¯2β¯31 : − 1
48
Ωα¯,γ1γ2 ǫ˜
γ1γ2
β¯1β¯2β¯3 − i144 ǫ˜α¯β¯1β¯2β¯3γGγδδ + i96Gα¯γ1γ2 ǫ˜γ1γ2 β¯1β¯2β¯3
Γβ¯1β¯2β¯3β¯41 : − i
192
Ωα¯,0γ ǫ˜
γ
β¯1β¯2β¯3β¯4 − 1242·4Fγγδδǫ˜α¯β¯1β¯2β¯3β¯4 − 1384Fα¯γδδ ǫ˜γ β¯1β¯2β¯3β¯4
Γβ¯1β¯2β¯3β¯4β¯51 : 1
8·5! [−12Ωα¯,γγ + i4Gα¯γγ]ǫ˜β¯1β¯2β¯3β¯4β¯5 , (C.4)
where ǫ˜α¯1···α¯5 =
√
2ǫα¯1···α¯5 and ǫ1¯···5¯ = 1.
C.3
√
2DAek
We split up α into13 ρ and k, where ρ are the remaining four indices: ρ = (1, . . . , kˆ, . . . , 5).
The time component of the Killing spinor equations yields
√
2 D0ek
1 : 2(− i
2
Ω0,0k +
1
6
Gkλ
λ)
Γτ¯1 : 2(1
2
Ω0,τ¯k +
i
12
Fτ¯kλ
λ)
Γk¯1 : 1
2
Ω0,λ
λ − 1
2
Ω0,kk¯ +
i
24
Fλ
λ
σ
σ − i
12
Fλ
λ
kk¯
Γτ¯1τ¯21 : 1
6
Gτ¯1τ¯2k
Γτ¯ k¯1 : − i
2
Ω0,0τ¯ +
1
6
Gτ¯λ
λ − 1
6
Gτ¯kk¯ . (C.5)
The different spatial directions, i.e. ρ¯ and k¯, yield
√
2 Dρ¯ek
1 : −iΩρ¯,0k + 16Fρ¯kλλ
Γτ¯1 : Ωρ¯,τ¯k − i6Gρ¯τ¯k
Γk¯1 : 1
2
Ωρ¯,λ
λ − 1
2
Ωρ¯,kk¯ − i12Gρ¯λλ + i12Gρ¯kk¯
Γτ¯1τ¯21 : 1
12
Fρ¯τ¯1τ¯2k
Γτ¯ k¯1 : − i
2
Ωρ¯,0τ¯ +
1
12
Fρ¯τ¯λ
λ − 1
12
Fρ¯τ¯kk¯
13Note that k is not an index here but rather a fixed label for a particular spinor ek. The same holds
for the labels of all other spinors ei1···iI in these tables.
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Γτ¯1τ¯2τ¯31 : 0
Γτ¯1τ¯2k¯1 : (1
4
Ωρ¯,τ¯1τ¯2 − i24Gρ¯τ¯1τ¯2)
Γτ¯1τ¯2τ¯3τ¯41 : 0
Γτ¯1τ¯2τ¯3k¯1 : 1
72
Fρ¯τ¯1τ¯2τ¯3
Γτ¯1τ¯2τ¯3τ¯4k¯1 : 0 . (C.6)
Next we find that
√
2 Dk¯ek gives
√
2 Dk¯ek
1 : −(iΩk¯,0k + 112Fλλµµ + 13Fkk¯λλ)
Γτ¯1 : Ωk¯,τ¯k − i6Gτ¯λλ − i3Gτ¯kk¯
Γk¯1 : 1
2
Ωk¯,λ
λ − 1
2
Ωk¯,kk¯ − i4Gk¯λλ
Γτ¯1τ¯21 : − 1
12
Fτ¯1 τ¯2λ
λ − 1
6
Fτ¯1τ¯2kk¯
Γτ¯ k¯1 : − i
2
Ωk¯,0τ¯ − 14Fτ¯ k¯λλ
Γτ¯1τ¯2τ¯31 : − i
36
Gτ¯1τ¯2τ¯3
Γτ¯1τ¯2k¯1 : 1
4
Ωk¯,τ¯1τ¯2 − i8Gk¯τ¯1τ¯2
Γτ¯1τ¯2τ¯3τ¯41 : − 1
144
Fτ¯1τ¯2τ¯3τ¯4
Γτ¯1τ¯2τ¯3k¯1 : − 1
24
Fτ¯1 τ¯2τ¯3k¯
Γτ¯1τ¯2τ¯3τ¯4k¯1 : 0 . (C.7)
C.4
√
2DAei1···i4
We split the indices α into ρ and k, where ρ = (i1, . . . , i4) and k is the missing fifth
coordinate. In addition we will use the Levi-Civita symbol ǫ˜ρ¯1···ρ¯4 which is defined by
ǫ˜¯i1···¯i4 =
√
2. The time component of the Killing spinor equations yields
√
2 D0ei1···i4
1 : − i
72
Fλ1λ2λ3λ4 ǫ˜
λ1λ2λ3λ4
Γτ¯1 : − 1
18
Gλ1λ2λ3 ǫ˜
λ1λ2λ3
τ¯
Γk¯1 : 0
Γτ¯1τ¯21 : 1
2
(−1
4
Ω0,λ1λ2 − i24Fλ1λ2σσ + i24Fλ1λ2kk¯)ǫ˜λ1λ2 τ¯1τ¯2
Γτ¯ k¯1 : i
36
Fλ1λ2λ3k¯ ǫ˜
λ1λ2λ3
τ¯ . (C.8)
The different spatial directions, i.e. ρ¯ and k¯, yield
√
2 Dρ¯ei1···i4
1 : − i
18
gρ¯λ1Gλ2λ3λ4 ǫ˜
λ1λ2λ3λ4
Γτ¯1 : −( 1
12
Fρ¯λ1λ2λ3 +
1
12
gρ¯λ1Fλ2λ3σ
σ − 1
12
gρ¯λ1Fλ2λ3kk¯)ǫ˜
λ1λ2λ3
τ¯
Γk¯1 : − 1
18
gρ¯λ1Fλ2λ3λ4k¯ ǫ˜
λ1λ2λ3λ4
Γτ¯1τ¯21 : −1
2
(1
4
Ωρ¯,λ1λ2 +
i
8
Gρ¯λ1λ2 +
i
12
gρ¯λ1Gλ2σ
σ − i
12
gρ¯λ1Gλ2kk¯)ǫ˜
λ1λ2
τ¯1τ¯2
Γτ¯ k¯1 : i
12
ǫ˜ρ¯τ¯
λ1λ2Gλ1λ2k¯
Γτ¯1τ¯2τ¯31 : 1
12
( i
2
Ωρ¯,0λ − 14Fρ¯λσσ + 14Fρ¯λkk¯ − 124gρ¯λFσσµµ + 112gρ¯λFkk¯σσ)ǫ˜λτ¯1τ¯2τ¯3
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Γτ¯1τ¯2k¯1 : −1
2
(1
8
Fρ¯k¯λ1λ2 +
1
12
gρ¯λ1Fλ2k¯σ
σ)ǫ˜λ1λ2 τ¯1τ¯2
Γτ¯1τ¯2τ¯3τ¯41 : 1
96
(−1
2
Ωρ¯,λ
λ + 1
2
Ωρ¯,kk¯ − i4Gρ¯λλ + i4Gρ¯kk¯)ǫ˜τ¯1τ¯2τ¯3τ¯4
Γτ¯1τ¯2τ¯3k¯1 : 1
12
(1
2
Ωρ¯,λk¯ +
i
4
Gρ¯λk¯ +
i
12
gρ¯λGk¯σ
σ)ǫ˜λτ¯1τ¯2τ¯3
Γτ¯1τ¯2τ¯3τ¯4k¯1 : 1
96
( i
2
Ωρ¯,0k¯ − 14Fρ¯k¯λλ)ǫ˜τ¯1τ¯2τ¯3τ¯4 . (C.9)
Next we turn to
√
2 Dk¯ei1···i4 to find√
2 Dk¯ei1···i4
1 : 0
Γτ¯1 : − 1
36
Fk¯λ1λ2λ3 ǫ˜
λ1λ2λ3
τ¯
Γk¯1 : 0
Γτ¯1τ¯21 : −1
2
(1
4
Ωk¯,λ1λ2 +
i
24
Gk¯λ1λ2)ǫ˜
λ1λ2
τ¯1τ¯2
Γβ¯k¯1 : 0
Γτ¯1τ¯2τ¯31 : 1
12
( i
2
Ωk¯,0λ − 112Fk¯λσσ)ǫ˜λτ¯1τ¯2τ¯3
Γτ¯1τ¯2k¯1 : 0
Γτ¯1τ¯2τ¯3τ¯41 : 1
96
(−1
2
Ωk¯,λ
λ + 1
2
Ωk¯,kk¯ − i12Gk¯λλ)ǫ˜τ¯1 τ¯2τ¯3τ¯4
Γτ¯1τ¯2τ¯3k¯1 : 1
24
Ωk¯,λk¯ǫ˜
λ
τ¯1τ¯2τ¯3
Γτ¯1τ¯2τ¯3τ¯4k¯1 : i
192
Ωk¯,0k¯ ǫ˜τ¯1τ¯2τ¯3τ¯4 . (C.10)
C.5 DAeij
We split the indices α into p = (i, j) and a, which contains the remaining three indices.
We also define ǫ¯ij¯ = 1. Then the time component of the Killing spinor equations yields
D0eij
1 : −2(1
4
Ω0,pq − i24Fpqcc)ǫpq
Γa¯1 : −1
6
Ga¯pqǫ
pq
Γp¯1 : ( i
2
Ω0,0q − 16Gqrr + 16Gqaa)ǫqp¯
Γa¯b¯1 : i
24
Fa¯b¯pqǫ
pq
Γa¯p¯1 : (1
2
Ω0,a¯q − i12Fa¯qbb + i12Fa¯qrr)ǫqp¯
Γp¯q¯1 : 1
4
(1
2
Ω0,a
a − 1
2
Ω0,p
p − i
24
Fa
a
b
b + i
12
Fa
a
r
r − i
24
Fr
r
s
s)ǫp¯q¯ (C.11)
The different spatial directions, i.e. a¯ and p¯, yield
Da¯eij
1 : −2(1
4
Ωa¯,qr +
i
24
Ga¯qr)ǫ
qr
Γb¯1 : − 1
12
Fa¯b¯qrǫ
qr
Γq¯1 : ( i
2
Ωa¯,0r +
1
12
Fa¯rb
b − 1
12
Fa¯rs
s)ǫr q¯
Γb¯c¯1 : 0
Γb¯q¯1 : (1
2
Ωa¯,b¯r +
i
12
Ga¯b¯r)ǫ
r
q¯
Γq¯r¯1 : 1
4
(1
2
Ωa¯,b
b − 1
2
Ωa¯,s
s + i
12
Ga¯b
b − i
12
Ga¯s
s)ǫq¯r¯
Γb¯c¯d¯1 : 0
30
Γb¯c¯q¯1 : 1
24
Fa¯b¯c¯rǫ
r
q¯
Γb¯q¯r¯1 : 1
4
( i
2
Ωa¯,0b¯ +
1
12
Fa¯b¯c
c − 1
12
Fa¯b¯s
s)ǫq¯r¯
Γb¯c¯d¯q¯1 : 0
Γb¯c¯q¯r¯1 : 1
4
(1
4
Ωa¯,b¯c¯ +
i
24
Ga¯b¯c¯)ǫq¯r¯
Γb¯c¯d¯q¯r¯1 : 0 (C.12)
and
Dp¯eij
1 : −2(1
4
Ωp¯,qr +
i
12
Gp¯qr − i12gp¯qGraa)ǫqr
Γb¯1 : (− 1
12
Fp¯qrb¯ +
1
12
gp¯qFrb¯c
c)ǫqr
Γq¯1 : ( i
2
Ωp¯,0r +
1
4
Fp¯rb
b − 1
6
Fp¯rs
s − 1
24
gp¯rFb
b
c
c + 1
12
gp¯rFb
b
s
s)ǫr q¯
Γb¯c¯1 : i
12
Grb¯c¯ǫp¯
r
Γb¯q¯1 : (1
2
Ωp¯,b¯r +
i
4
Gp¯b¯r +
i
12
gp¯rGb¯c
c − i
12
gp¯rGb¯s
s)ǫr q¯
Γq¯r¯1 : 1
4
(1
2
Ωp¯,b
b − 1
2
Ωp¯,s
s + i
4
Gp¯b
b − i
4
Gp¯s
s)ǫq¯r¯
Γb¯c¯d¯1 : − 1
36
Fb¯c¯d¯qǫp¯
q
Γb¯c¯q¯1 : (1
8
Fp¯rb¯c¯ − 124gp¯rFb¯c¯dd + 124gp¯rFb¯c¯ss)ǫrq¯
Γb¯q¯r¯1 : 1
4
( i
2
Ωp¯,0b¯ +
1
4
Fp¯b¯c
c − 1
4
Fp¯b¯s
s)ǫq¯r¯
Γb¯c¯d¯q¯1 : i
72
Gb¯c¯d¯ǫp¯q¯
Γb¯c¯q¯r¯1 : 1
4
(1
4
Ωp¯,b¯c¯ +
i
8
Gp¯b¯c¯)ǫq¯r¯
Γb¯c¯d¯q¯r¯1 : 1
96
Fp¯b¯c¯d¯ǫq¯r¯ (C.13)
respectively.
C.6 DAeklm
We split the indices α into a = (k, l,m) and p, containing the remaining two indices. The
three-dimensional Levi-Civita symbol ǫ˜a¯b¯c¯ is defined by ǫ˜k¯l¯m¯ =
√
2. The time component
of the Killing spinor equations yields
D0eklm
1 : − 1
18
Gabcǫ˜
abc
Γa¯1 : −(1
4
Ω0,bc − i24Fbcdd + i24Fbcpp)ǫ˜bca¯
Γp¯1 : i
36
Fabcp¯ǫ˜
abc
Γa¯b¯1 : 1
4
(− i
2
Ω0,0c − 16Gcdd + 16Gcpp)ǫ˜ca¯b¯
Γa¯p¯1 : 1
12
Gbcp¯ǫ˜
bc
a¯
Γp¯q¯1 : 0 (C.14)
The different spatial directions, i.e. a¯ and p¯, yield
Da¯eklm
1 : −2( 1
36
Fa¯bcd − 124ga¯bFcdpp)ǫ˜bcd
31
Γb¯1 : −(1
4
Ωa¯,cd − i8Ga¯cd − i12ga¯cGdee + i12ga¯cGdpp)ǫ˜cdb¯
Γq¯1 : i
12
Gbcq¯ ǫ˜
bc
a¯
Γb¯c¯1 : 1
4
(− i
2
Ωa¯,0d − 14Fa¯dee + 14Fa¯dqq − 124ga¯d(Feef f − 2F eepp + Fppqq))ǫ˜db¯c¯
Γb¯q¯1 : (1
8
Fa¯cdq¯ +
1
12
ga¯cFdq¯e
e − 1
12
ga¯cFdq¯r
r)ǫ˜cdb¯
Γq¯r¯1 : 1
24
Fbcq¯r¯ ǫ˜
bc
a¯
Γb¯c¯d¯1 : 1
24
(−1
2
Ωa¯,e
e + 1
2
Ωa¯,q
q + i
4
Ga¯e
e − i
4
Ga¯q
q)ǫ˜b¯c¯d¯
Γb¯c¯q¯1 : −1
4
(1
2
Ωa¯,dq¯ − i4Ga¯dq¯ − i12ga¯dGq¯ee + i12ga¯dGq¯rr)ǫ˜db¯c¯
Γb¯q¯r¯1 : i
24
Gcq¯r¯ ǫ˜
c
a¯b¯
Γb¯c¯d¯q¯1 : 1
24
( i
2
Ωa¯,0q¯ +
1
4
Fa¯q¯e
e − 1
4
Fa¯q¯r
r)ǫ˜b¯c¯d¯
Γb¯c¯q¯r¯1 : 1
4
(1
8
Fa¯dq¯r¯ +
1
24
ga¯dFq¯r¯e
e)ǫ˜db¯c¯
Γb¯c¯d¯q¯r¯1 : 1
24
(1
4
Ωa¯,q¯r¯ − i8Ga¯q¯r¯)ǫ˜b¯c¯d¯ (C.15)
and
Dp¯eklm
1 : − 1
36
Fp¯bcdǫ˜
bcd
Γb¯1 : −(1
4
Ωp¯,cd − i24Gp¯cd)ǫ˜cdb¯
Γq¯1 : 0
Γb¯c¯1 : 1
4
(− i
2
Ωp¯,0d − 112Fp¯dee + 112Fp¯dqq)ǫ˜db¯c¯
Γb¯q¯1 : 1
24
Fp¯q¯cdǫ˜
cd
b¯
Γq¯r¯1 : 0
Γb¯c¯d¯1 : 1
24
(−1
2
Ωp¯,e
e + 1
2
Ωp¯,q
q + i
12
Gp¯e
e − i
12
Gp¯q
q)ǫ˜a¯b¯c¯
Γb¯c¯q¯1 : −1
4
(1
2
Ωp¯,dq¯ +
i
12
Gp¯q¯d)ǫ˜
d
b¯c¯
Γb¯q¯r¯1 : 0
Γb¯c¯d¯q¯1 : − 1
24
(− i
2
Ωp¯,0q¯ − 112Fp¯q¯ee)ǫ˜b¯c¯d¯
Γb¯c¯q¯r¯1 : 0
Γb¯c¯d¯q¯r¯1 : 1
96
Ωp¯,q¯r¯ ǫ˜a¯b¯c¯ (C.16)
respectively.
D Integrability conditions in canonical basis
D.1 IA1
Inserting 1 in (2.9) and expanding in the different Γ-structures, one finds that the inte-
grability conditions with A = 0 give rise to
I01
1 : −iE00 − 12L0αα − 120B0ααββ
Γα¯1 : E0α¯ − 6iLα¯ββ − 60iBα¯ββγγ
Γα¯β¯1 : −6L0α¯β¯ − 120B0α¯β¯γγ (D.1)
For A = α¯ we find
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Iα¯1
1 : −iE0α¯ − 6Lα¯ββ − 60Bα¯ββγγ
Γβ¯1 : Eα¯β¯ + 6iL0α¯β¯ + 120iB0α¯β¯γ
γ
Γβ¯γ¯1 : −3Lα¯β¯γ¯ − 60Bα¯β¯γ¯ δδ
Γβ¯γ¯δ¯1 : 20iB0α¯β¯γ¯δ¯
Γβ¯γ¯δ¯ǫ¯1 : −5Bα¯β¯γ¯δ¯ǫ¯
Γβ¯1···β¯51 : 0 (D.2)
D.2 IAe12345
For the basis element e12345 we find the following integrability conditions for A = 0:
I0e12345
1 : 4iBαβγδǫ ǫ˜
αβγδǫ
Γα¯1 : −20B0βγδǫǫ˜α¯βγδǫ
Γα¯β¯1 : 1
2
(−iLγδǫ + 20iBγδǫφφ)ǫ˜α¯β¯γδǫ (D.3)
For A = α¯ we find
Iα¯e12345
1 : 20igα¯β1B0β2···β5 ǫ˜
β1···β5
Γβ¯1 : 2(gα¯γLδǫφ + 20gα¯γBδǫφκ
κ − 15Bα¯γδǫφ)ǫ˜β¯γδǫφ
Γβ¯γ¯1 : −1
2
(3igα¯δL0ǫφ − 60igα¯δB0ǫφκκ − 60iB0α¯δǫφ)ǫ˜β¯γ¯ δǫφ
Γβ¯γ¯δ¯1 : − 1
12
(−6gα¯ǫLφκκ − 9Lα¯ǫφ + 60gα¯ǫBφκκλλ + 180Bα¯ǫφκκ)ǫ˜β¯γ¯δ¯ǫφ
Γβ¯γ¯δ¯ǫ¯1 : 1
96
(Eα¯φ − 6igα¯φL0κκ − 18iL0α¯φ + 60igα¯φB0κκλλ + 360iB0α¯φκκ)ǫ˜β¯γ¯δ¯ǫ¯φ
Γβ¯1···β¯51 : 1
960
(iE0α¯ + 18Lα¯κ
κ − 180Bα¯κκλλ)ǫ˜β¯1···β¯5 (D.4)
where ǫ˜1¯···5¯ =
√
2.
D.3
√
2 IAek
Next we consider the contributions from
√
2ek. We split up α into
14 ρ and k, where ρ
are the remaining four indices: ρ = (1, . . . , kˆ, . . . , 5). The A = 0 integrability conditions
amount to
√
2 I0ek
1 : −2(−E0k − 6iLλλk − 60iBλλµµk)
Γλ¯1 : −2(12L0λ¯k + 240B0λ¯µµk)
Γλ¯µ¯1 : −2(−3iLλ¯µ¯k − 60iBλ¯µ¯ννk)
14Note that k is not an index here but rather a fixed label for a particular spinor ek. The same holds
for the labels of all other spinors ei1···iI in these tables.
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Γk¯1 : iE00 − 12L0λλ + 12L0kk¯ − 120B0λλµµ + 240B0λλkk¯
Γλ¯k¯1 : E0λ¯ + 6iLλ¯µ
µ − 6iLλ¯kk¯ + 60iBλ¯µµνν − 120iBλ¯µµkk¯ (D.5)
The A = λ¯ integrability conditions on
√
2ek yield
√
2 Iλ¯ek
1 : 2Eλ¯k − 12iL0λ¯k − 240iB0λ¯µµk
Γµ¯1 : −12Lλ¯µ¯k − 240Bλ¯µ¯ννk
Γµ¯ν¯1 : −120iB0λ¯µ¯ν¯k
Γµ¯ν¯ρ¯1 : −40Bλ¯µ¯ν¯ρ¯k
Γµ¯ν¯ρ¯σ¯1 : 0
Γk¯1 : iE0λ¯ − 6Lλ¯µµ + 6Lλ¯kk¯ − 60Bλ¯µµνν + 120Bλ¯µµkk¯
Γµ¯k¯1 : Eλ¯µ¯ − 6iL0λ¯µ¯ − 120iB0λ¯µ¯νν + 120iB0λ¯µ¯kk¯
Γµ¯ν¯k¯1 : −3Lλ¯µ¯ν¯ − 60Bλ¯µ¯ν¯ ρρ + 60Bλ¯µ¯ν¯kk¯
Γµ¯ν¯ρ¯k¯1 : −20iB0λ¯µ¯ν¯ρ¯
Γµ¯ν¯ρ¯σ¯k¯1 : 0 (D.6)
Finally, the A = k¯ integrability conditions give the following contributions:
√
2 Ik¯ek
1 : 2Ekk¯ + 12iL0λ
λ + 24iL0kk¯ + 120iB0λ
λ
µ
µ + 480iB0λ
λ
kk¯
Γλ¯1 : −12Lλ¯µµ − 24Lλ¯kk¯ − 120Bλ¯µµνν − 480Bλ¯µµkk¯
Γλ¯µ¯1 : 6iL0λ¯µ¯ + 120iB0λ¯µ¯ν
ν + 240iB0λ¯µ¯kk¯
Γλ¯µ¯ν¯1 : −2Lλ¯µ¯ν¯ − 40Bλ¯µ¯ν¯ ρρ − 80Bλ¯µ¯ν¯kk¯
Γλ¯µ¯ν¯ρ¯1 : 10iB0λ¯µ¯ν¯ρ¯
Γk¯1 : iE0k¯ − 18Lλλk¯ − 180Bλλµµk¯
Γλ¯k¯1 : Eλ¯k¯ + 18iL0λ¯k¯ + 360iB0λ¯µ
µ
k¯
Γλ¯µ¯k¯1 : −9Lλ¯µ¯k¯ − 180Bλ¯µ¯νν k¯
Γλ¯µ¯ν¯k¯1 : 60iB0λ¯µ¯ν¯k¯
Γλ¯µ¯ν¯ρ¯k¯1 : −15Bλ¯µ¯ν¯ρ¯k¯ (D.7)
D.4
√
2IAei1···i4
Next we consider
√
2ei1···i4 . We split the indices α into ρ and k, where ρ = (i1, . . . , i4)
and k is the missing fifth coordinate. In addition we will use the Levi-Civita symbol
ǫ˜ρ¯1···ρ¯4 which is defined by ǫ˜¯i1···¯i4 =
√
2. The A = 0 integrability conditions are
√
2 I0ei1···i4
1 : −40B0λµνρǫ˜λµνρ
Γλ¯1 : −2(iLµνρ − 20iBµνρσσ + 20iBµνρkk¯)ǫ˜λ¯µνρ
Γλ¯µ¯1 : 1
2
(6L0νρ − 120B0νρσσ + 120B0νρkk¯)ǫ˜λ¯µ¯νρ
Γk¯1 : −20iBλµνρk¯ ǫ˜λµνρ
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Γλ¯k¯1 : −80B0µνρk¯ ǫ˜λ¯µνρ (D.8)
The A = λ¯ integrability conditions on
√
2ei1···i4 give rise to√
2 Iλ¯ei1···i4
1 : 4(gλ¯µLνρσ − 15Bλ¯µνρσ − 20gλ¯µ(Bνρστ τ −Bνρσkk¯))ǫ˜µνρσ
Γµ¯1 : 2(−3igλ¯νL0ρσ + 60iB0λ¯νρσ + 60igλ¯ν(B0ρστ τ − B0ρσkk¯))ǫ˜µ¯νρσ
Γµ¯ν¯1 : −1
2
(−9Lλ¯ρσ − 6gλ¯ρ(Lστ τ − Lσkk¯) + 180Bλ¯ρστ τ − 180Bλ¯ρσkk¯+
+60gλ¯ρ(Bστ
τ
ω
ω − 2Bστ τ kk¯))ǫ˜µ¯ν¯ ρσ
Γµ¯ν¯ρ¯1 : − 1
12
(Eλ¯σ + 18iL0λ¯σ + 6igλ¯σ(L0τ
τ − L0kk¯)− 360iB0λ¯στ τ + 360iB0λ¯σkk¯+
−60igλ¯σ(B0τ τ ωω − 2B0τ τ kk¯))ǫ˜µ¯ν¯ρ¯σ
Γµ¯1···µ¯41 : 1
96
(−iE0λ¯ + 18Lλ¯νν − 18Lλ¯kk¯ − 180Bλ¯ννρρ + 360Bλ¯ννkk¯)ǫ˜µ¯1···µ¯4
Γk¯1 : −80igλ¯µB0νρσk¯ ǫ˜µνρσ
Γµ¯k¯1 : 2(3gλ¯νLρσk¯ − 60Bλ¯νρσk¯ − 60gλ¯νBρστ τ k¯)ǫ˜µ¯νρσ
Γµ¯ν¯k¯1 : −1
2
(−6igλ¯ρL0σk¯ + 180iB0λ¯ρσk¯ + 120igλ¯ρB0στ τ k¯)ǫ˜µ¯ν¯ ρσ
Γµ¯ν¯ρ¯k¯1 : − 1
12
(−18Lλ¯σk¯ − 6gλ¯σLτ τ k¯ + 360Bλ¯στ τ k¯ + 60gλ¯σBτ τ ωωk¯)ǫ˜µ¯ν¯ρ¯σ
Γµ¯1···µ¯4k¯1 : 1
96
(Eλ¯k¯ + 18iL0λ¯k¯ − 360iB0λ¯νν k¯)ǫ˜µ¯1···µ¯4 (D.9)
The A = k¯ integrability conditions on
√
2ei1···i4 lead to√
2 Ik¯ei1···i4
1 : −20Bλµνρk¯ ǫ˜λµνρ
Γλ¯1 : −40iB0µνρk¯ ǫ˜λ¯µνρ
Γλ¯µ¯1 : −1
2
(−3Lνρk¯ + 60Bνρσσk¯)ǫ˜λ¯µ¯νρ
Γλ¯µ¯ν¯1 : − 1
12
(Eρk¯ − 6iL0ρk¯ + 120iB0ρσσk¯)ǫ˜λ¯µ¯ν¯ ρ
Γλ¯1···λ¯41 : 1
96
(−iE0k¯ + 6Lµµk¯ − 60Bµµνν k¯)ǫ˜λ¯1···λ¯4
Γk¯1 : 0
Γµ¯k¯1 : 0
Γµ¯ν¯k¯1 : 0
Γµ¯ν¯ρ¯k¯1 : 0
Γλ¯1···λ¯4k¯1 : 1
96
Ek¯k¯ ǫ˜λ¯1···λ¯4 (D.10)
D.5 IAeij
We now turn to the contributions from eij . We split the indices α into p = (i, j) and
a, which contains the remaining three indices. We also define ǫ¯ij¯ = 1. The A = 0
integrability conditions on eij give rise to
I0eij
1 : −(−12L0pq − 240B0aapq)ǫpq
Γa¯1 : −(−6iLa¯pq − 120iBa¯bbpq)ǫpq
Γa¯b¯1 : 120B0a¯b¯pqǫ
pq
Γq¯1 : −(−E0p + 6iLaap − 6iLprr + 60iBaabbp − 120iBaaprr)ǫpq¯
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Γa¯q¯1 : −(12L0a¯p + 240B0a¯bbp − 240B0a¯prr)ǫpq¯
Γp¯q¯1 : −1
2
ǫp¯q¯(
1
2
iE00 + 6L0a
a − 6L0rr + 60B0aabb − 120B0aarr + 60B0rrss) (D.11)
The A = a¯ integrability conditions on eij read
Ia¯eij
1 : 1
2
ǫpq(12La¯pq + 240Ba¯b
b
pq)
Γb¯1 : −120iǫpqB0a¯b¯pq
Γb¯c¯1 : 60ǫpqBa¯b¯c¯pq
Γb¯c¯d¯1 : 0
Γq¯1 : (Ea¯p + 6iL0a¯p + 120iB0a¯b
b
p − 120iB0a¯prr)ǫpq¯
Γb¯q¯1 : (−6La¯b¯p − 120Ba¯b¯ccp + 120Ba¯b¯prr)ǫpq¯
Γb¯c¯q¯1 : 60iB0a¯b¯c¯pǫ
p
q¯
Γb¯c¯d¯q¯1 : 0
Γp¯q¯1 : 1
2
(−1
2
iE0a¯ − 3La¯bb + 3La¯rr − 30Ba¯bbcc + 60Ba¯bbrr − 30Ba¯rrss)ǫp¯q¯
Γb¯p¯q¯1 : 1
2
(1
2
Ea¯b¯ + 3iL0a¯b¯ + 60iB0a¯b¯c
c − 60iB0a¯b¯rr)ǫp¯q¯
Γb¯c¯p¯q¯1 : 1
2
(−3
2
La¯b¯c¯ + 30Ba¯b¯c¯r
r)ǫp¯q¯
Γb¯c¯d¯p¯q¯1 : 0 (D.12)
Finally, the A = p¯ integrability conditions are given by
Ip¯eij
1 : 1
2
ǫqr(−24gp¯q(Laar − Lrss) + 36Lp¯qr − 240gp¯q(Baabbr − 2Baarss) + 720Baap¯qr)
Γa¯1 : 1
2
ǫqr(−24igp¯qL0a¯r − 480igp¯q(B0a¯bbr −B0a¯rss) + 720iB0a¯p¯qr)
Γa¯b¯1 : 1
2
ǫqr(−12gp¯qLa¯b¯r − 240gp¯q(Ba¯b¯ccr −Ba¯b¯rss) + 360Ba¯b¯p¯qr)
Γa¯b¯c¯1 : −40iǫqrgp¯qB0a¯b¯c¯r
Γr¯1 : (Ep¯q − 6igp¯q(L0aa − L0ss) + 18iL0p¯q − 60igp¯q(B0aabb − 2B0aass +B0sstt)+
+360iB0a
a
p¯q − 360iB0p¯qss)ǫqr¯
Γa¯r¯1 : (−6gp¯q(La¯bb − La¯ss) + 18La¯p¯q − 60gp¯q(Ba¯bbcc − 2Ba¯bbss +Ba¯sstt) + 360Ba¯bbp¯q+
−360Ba¯p¯qss)ǫqr¯
Γa¯b¯r¯1 : (−3igp¯qL0a¯b¯ − 60igp¯q(B0a¯b¯cc − B0a¯b¯ss) + 180iB0a¯b¯p¯q)ǫqr¯
Γa¯b¯c¯r¯1 : (−gp¯qLa¯b¯c¯ + 20gp¯qBa¯b¯c¯ss + 60Ba¯b¯c¯p¯q)ǫq r¯
Γq¯r¯1 : 1
2
(−1
2
iE0p¯ − 9Laap¯ + 9Lp¯ss − 90Baabbp¯ + 180Baap¯ss)ǫq¯r¯
Γa¯q¯r¯1 : 1
2
(1
2
Ea¯p¯ − 9iL0a¯p¯ − 180iB0a¯bbp¯ + 180iB0a¯p¯ss)ǫq¯r¯
Γa¯b¯q¯r¯1 : 1
2
(−9
2
La¯b¯p¯ − 90Ba¯b¯ccp¯ + 90Ba¯b¯p¯ss)ǫq¯r¯
Γa¯b¯c¯q¯r¯1 : −15iB0a¯b¯c¯p¯ǫq¯r¯ (D.13)
D.6 IAeklm
We split the indices α into a = (k, l,m) and p, containing the remaining two indices.
The three-dimensional Levi-Civita symbol ǫ˜a¯b¯c¯ is defined by ǫ˜k¯l¯m¯ =
√
2. The A = 0
integrability conditions for eklm read
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I0eklm
1 : 2(−iLabc − 20iBabcpp)ǫ˜abc
Γa¯1 : (6L0bc − 120B0bcdd + 120B0bcpp)ǫ˜a¯bc
Γa¯b¯1 : −1
4
(−E0c + 6iLcdd − 6iLcpp − 60iBcddee + 120iBcddpp − 60iBcppqq)ǫ˜a¯b¯c
Γp¯1 : −80B0abcp¯ǫ˜abc
Γa¯p¯1 : −(−3iLbcp¯ + 60iBbcddp¯ − 60iBbcp¯qq)ǫ˜a¯bc
Γp¯q¯1 : −20iBabcp¯q¯ ǫ˜abc (D.14)
Similarly, for A = a¯ we find
Ia¯eklm
1 : −2(3iga¯bL0cd − 60iga¯b(B0cdee − B0cdpp)− 60iB0a¯bcd)ǫ˜bcd
Γb¯1 : −(−6ga¯c(Ldee − Ld¯pp)− 9La¯cd + 180Ba¯cdee − 180Ba¯cdpp+
+60ga¯c(Bde
e
f
f − 2Bdeepp +Bcppqq))ǫ˜b¯cd
Γb¯c¯1 : 1
4
(Ea¯d − 6iga¯d(L0ee − L0pp)− 18iL0a¯d + 60iga¯d(B0eef f − 2B0eepp +B0ppqq)+
+360iB0a¯de
e − 360iB0a¯dpp)ǫ˜b¯c¯d
Γb¯c¯d¯1 : 1
24
(iE0a¯ + 18La¯e
e − 18La¯pp − 180Ba¯eef f + 360Ba¯eepp − 180Ba¯ppqq)ǫ˜b¯c¯d¯
Γp¯1 : 2(3ga¯bLcdp¯ − 60ga¯b(Bcdeep¯ + 60Bcdp¯qq)− 60Ba¯bcdp¯)ǫ˜bcd
Γb¯p¯1 : (6iga¯cL0dp¯ − 120iga¯c(B0deep¯ − B0dp¯qq)− 180iB0a¯cdp¯)ǫ˜b¯cd
Γb¯c¯p¯1 : −1
4
(−6ga¯d(Leep¯ − Lp¯qq)− 18La¯dp¯ + 60ga¯d(Beef f p¯ − 2Beep¯qq) + 360Ba¯deep¯+
−360Ba¯dp¯qq)ǫ˜b¯c¯d
Γb¯c¯d¯p¯1 : − 1
24
(Ea¯p¯ − 18iL0a¯p¯ + 360iB0a¯bbp¯ − 360iB0a¯p¯qq)ǫ˜b¯c¯d¯
Γp¯q¯1 : −60iga¯bB0cdp¯q¯ ǫ˜bcd
Γb¯p¯q¯1 : −(3ga¯cLdp¯q¯ − 60ga¯cBdeep¯q¯ − 90Ba¯cdp¯q¯)ǫ˜b¯cd
Γb¯c¯p¯q¯1 : 1
4
(3iga¯dL0p¯q¯ − 60iga¯dB0eep¯q¯ − 180iB0a¯dp¯q¯)ǫ˜b¯c¯d
Γb¯c¯d¯p¯q¯1 : 1
24
(−9La¯p¯q¯ + 180Ba¯bbp¯q¯)ǫ˜b¯c¯d¯ (D.15)
For A = p¯ the integrability conditions on eklm lead to
Ip¯eklm
1 : −40iB0abcp¯ǫ˜abc
Γa¯1 : −(−3Lbcp¯ + 60Bbcddp¯ − 60Bbcp¯qq)ǫ˜a¯bc
Γa¯b¯1 : 1
4
(Ecp¯ + 6iL0cp¯ − 120iB0cddp¯ + 120iB0cp¯qq)ǫ˜a¯b¯c
Γa¯b¯c¯1 : 1
24
(iE0p¯ + 6Ld
d
p¯ − 6Lp¯qq − 60Bddeep¯ + 120Bddp¯qq)ǫ˜a¯b¯c¯
Γq¯1 : 40Babcp¯q¯ ǫ˜
abc
Γa¯q¯1 : −60iB0bcp¯q¯ ǫ˜a¯bc
Γa¯b¯q¯1 : −1
4
(6Lcp¯q¯ − 120Bcddp¯q¯)ǫ˜a¯b¯c
Γa¯b¯c¯q¯1 : − 1
24
(Ep¯q¯ − 6iL0p¯q¯ + 120iB0ddp¯q¯)ǫ˜a¯b¯c¯
Γq¯r¯1 : 0
Γa¯q¯r¯1 : 0
Γa¯b¯q¯r¯1 : 0
Γa¯b¯c¯q¯r¯1 : 0 (D.16)
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E The linear system for SU(4) invariant spinors
E.1 The conditions
To solve (6.3), we collect from the appendices above the terms associated with DA(e5 +
e1234) and iDA(1 − e12345). In addition, we decompose the expressions that arise in
iDA(1 − e12345) in terms of SU(4) representations. In practice this means of splitting
the holomorphic index α = (ρ, 5), where ρ = 1, 2, 3, 4. Using this, the conditions arising
from Killing spinor equations for η2 involving derivatives along the time direction are
0 = g−13 ∂0(g1 + ig2)− iΩ0,05 + 13G5ρρ − i72Fρ1ρ2ρ3ρ4 ǫ˜ρ1ρ2ρ3ρ4 (E.1)
0 = ig−13 g2[iΩ0,0ρ¯ +
1
3
(Gρ¯5
5 +Gρ¯σ
σ)] + Ω0,ρ¯5 +
i
6
Fρ¯5σ
σ − 1
18
Gσ1σ2σ3 ǫ˜
σ1σ2σ3
ρ¯ (E.2)
0 = ∂0 log g3 + ig
−1
3 g2[iΩ0,05¯ +
1
3
G5¯σ
σ] + 1
2
Ω0,σ
σ − 1
2
Ω0,55¯ +
i
24
Fρ
ρ
σ
σ
− i
12
Fρ
ρ
55¯ (E.3)
0 = ig−13 g2[
1
2
Ω0,ρ¯σ¯ − i12(Fρ¯σ¯55 + Fρ¯σ¯λλ)] + 16Gρ¯σ¯5 + [−18Ω0,λ1λ2 (E.4)
− i
48
Fλ1λ2τ
τ + i
48
Fλ1λ255¯]ǫ˜
λ1λ2
ρ¯σ¯ (E.5)
0 = ig−13 g2[Ω0,ρ¯5¯ − i6Fρ¯5¯λλ] + i36Fσ1σ2σ35¯ǫ˜σ1σ2σ3 ρ¯ − i2Ω0,0ρ¯ + 16Gρ¯λλ − 16Gρ¯55¯ (E.6)
We have used the conditions on the geometry and fluxes arising from the Killing spinor
equations of the first spinor to simply somewhat the above expression. Similarly the
conditions arising from Killing spinor equations for η2 involving derivatives along the
spatial directions are
0 = g−13 (∂ρ¯g1 − g1∂ρ¯ log f + i∂ρ¯g2) + ig−13 g2[∂ρ¯ log f + (Ωρ¯,σσ + Ωρ¯,55¯) + i6(Gρ¯σσ +Gρ¯55¯)]
−iΩρ¯,05 + 16Fρ¯5λλ − i18gρ¯λ1Gλ2λ3λ4 ǫ˜λ1λ2λ3λ4 (E.7)
0 = ig−13 g2[iΩρ¯,0σ¯ +
1
6
(Fρ¯σ¯λ
λ + Fρ¯σ¯5
5)] + Ωρ¯,σ¯5 − i6Gρ¯σ¯5
−( 1
12
Fρ¯λ1λ2λ3 +
1
12
gρ¯λ1Fλ2λ3τ
τ − 1
12
gρ¯λ1Fλ2λ355¯)ǫ˜
λ1λ2λ3
σ¯ (E.8)
0 = ∂ρ¯ log g3 + ig
−1
3 g2[iΩρ¯,05¯ +
1
6
Fρ¯5¯λ
λ] + 1
2
Ωρ¯,λ
λ − 1
2
Ωρ¯,55¯ − i12Gρ¯λλ + i12Gρ¯55¯)
− 1
18
gρ¯λ1Fλ2λ3λ45¯ǫ˜
λ1λ2λ3λ4 (E.9)
0 = ig−13 g2[
1
2
Ωρ¯,σ¯1σ¯2 +
i
12
Gρ¯σ¯1σ¯2 ] +
1
12
Fρ¯σ¯1σ¯25 − 12(14Ωρ¯,λ1λ2 + i8Gρ¯λ1λ2
+ i
12
gρ¯λ1Gλ2τ
τ − i
12
gρ¯λ1Gλ255¯)ǫ˜
λ1λ2
σ¯1σ¯2 (E.10)
0 = ig−13 g2[Ωρ¯,σ¯5¯ +
i
6
Gρ¯σ¯5¯]− i2Ωρ¯,0σ¯ + 112Fρ¯σ¯λλ − 112Fρ¯σ¯55¯ + i12 ǫ˜ρ¯σ¯λ1λ2Gλ1λ25¯ (E.11)
0 = ig−13 g2[
1
36
Fρ¯σ¯1σ¯2σ¯3 ] +
1
12
( i
2
Ωρ¯,0λ − 14Fρ¯λτ τ + 14Fρ¯λ55¯ − 124gρ¯λFτ τ σσ
+ 1
12
gρ¯λF55¯τ
τ )ǫ˜λσ¯1σ¯2σ¯3 (E.12)
0 = ig−13 g2[
1
12
Fρ¯σ¯1σ¯25¯] +
1
4
Ωρ¯,σ¯1σ¯2 − i24Gρ¯σ¯1σ¯2 − 12(18Fρ¯5¯λ1λ2 + 112gρ¯λ1Fλ25¯τ τ )ǫ˜λ1λ2 σ¯1σ¯2 (E.13)
0 = ∂ρ¯ log g3 − 12Ωρ¯,λλ + 12Ωρ¯,55¯ − i4Gρ¯λλ + i4Gρ¯55¯ (E.14)
0 = 1
72
Fρ¯σ¯1σ¯2σ¯3 +
1
12
(1
2
Ωρ¯,λ5¯ +
i
4
Gρ¯λ5¯ +
i
12
gρ¯λG5¯τ
τ )ǫ˜λσ¯1σ¯2σ¯3 (E.15)
0 = g−13 (∂ρ¯g1 − g1∂ρ¯ log f − i∂ρ¯g2) + ig−13 g2∂ρ¯ log f + 2( i2Ωρ¯,05¯ − 14Fρ¯5¯λλ) (E.16)
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and along the fifth direction we have
0 = g−13 (∂5¯g1 − g1∂5¯ log f + i∂5¯g2) + ig−13 g2[∂5¯ log f + (Ω5¯,σσ + Ω5¯,55¯) + i6G5¯σσ]
−(iΩ5¯,05 + 112Fλλτ τ + 13F55¯λλ) (E.17)
0 = ig−13 g2[iΩ5¯,0σ¯ +
1
6
F5¯σ¯λ
λ] + (Ω5¯,σ¯5 − i6Gσ¯λλ − i3Gσ¯55¯)− 136F5¯λ1λ2λ3 ǫ˜λ1λ2λ3 σ¯ (E.18)
0 = ∂5¯ log g3 +
1
2
Ω5¯,λ
λ − 1
2
Ω5¯,55¯ − i4G5¯λλ (E.19)
0 = ig−13 g2[
1
2
Ω5¯,σ¯1σ¯2 +
i
12
G5¯σ¯1σ¯2 ]− ( 112Fσ¯1σ¯2λλ + 16Fσ¯1σ¯255¯)
−1
2
(1
4
Ω5¯,λ1λ2 +
i
24
G5¯λ1λ2)ǫ˜
λ1λ2
σ¯1σ¯2 (E.20)
0 = ig−13 g2[Ω5¯,σ¯5¯]− i2Ω5¯,0σ¯ − 14Fσ¯5¯λλ (E.21)
0 = ig−13 g2[
1
36
F5¯σ¯1σ¯2σ¯3 ]− i36Gσ¯1σ¯2σ¯3 + 112( i2Ω5¯,0λ − 112F5¯λτ τ )ǫ˜λσ¯1σ¯2σ¯3 (E.22)
0 = Ω5¯,σ¯1σ¯2 − i2G5¯σ¯1σ¯2 (E.23)
0 = − 1
144
Fσ¯1σ¯2σ¯3σ¯4 +
1
96
(∂5¯ log g3 − 12Ω5¯,λλ + 12Ω5¯,55¯ − i12G5¯λλ)ǫ˜σ¯1σ¯2σ¯3σ¯4 (E.24)
0 = −Fσ¯1σ¯2σ¯35¯ + Ω5¯,λ5¯ǫ˜λσ¯1σ¯2σ¯3 (E.25)
0 = g−13 (∂5¯g1 − g1∂5¯ log f − i∂5¯g2) + ig−13 g2∂5¯ log f (E.26)
Using the conditions arising from the SU(5) invariant spinor which has been collected
in appendix B, we can substitute for the fluxes F and rewrite the above equations in
terms of the connection. The conditions arising from Killing spinor equations for η2
involving derivatives along the time direction then become
0 = g−13 ∂0g1 − iΩ0,05 + iΩ0,05¯ , (E.27)
0 = ig−13 ∂0g2 − 2i3 (−Ω5,λλ + Ω5¯,λλ − Ω5,55¯ + Ω5¯,55¯ + Ω0,05 + Ω0,05¯) , (E.28)
0 = −1
3
g−13 g2(Ω0,0ρ¯ − 2Ωρ¯,λλ − 2Ωρ¯,55¯) + Ω0,ρ¯5 + 13Ωρ¯,05 + i3Ωλ1,λ2λ3 ǫ˜λ1λ2λ3 ρ¯ ,(E.29)
0 = ∂0 log g3 − 16g−13 g2(Ω0,05 + Ω0,05¯ − 2(−Ω5,λλ + Ω5¯,λλ − Ω5,55¯ + Ω5¯,55¯)) , (E.30)
0 = −1
3
g−13 g2[Ω0,05 − Ω0,05¯ + 2(Ω5,λλ + Ω5¯,λλ + Ω5,55¯ + Ω5¯,55¯)]
+4
3
Ω0,55¯ − 43Ω0,λλ , (E.31)
0 = 1
6
g−13 g2(2Ωλ1,λ25ǫ˜
λ1λ2
σ¯1σ¯2 + Ω5,λ1λ2 ǫ˜
λ1λ2
σ¯1σ¯2)
+1
3
(iΩ5,σ¯1σ¯2 + iΩ[σ¯1,σ¯2]5¯ − 12Ω0,λ1λ2 ǫ˜λ1λ2 σ¯1σ¯2) , (E.32)
0 = 1
3
g−13 g2Ωλ1,λ2λ3 ǫ˜
λ1λ2λ3
ρ¯ +
i
6
(2Ω5¯,5¯ρ¯ + 2Ω5,ρ¯5¯ − 5Ω0,0ρ¯ − 2Ωσ,ρ¯σ) , (E.33)
where the grouped equations constitute the split into real and imaginary parts.
Similarly, the conditions arising from Killing spinor equations for η2 involving deriva-
tives along the spatial ρ¯ directions become
0 = g−13 (∂ρ¯g1 − g1∂ρ¯ log f + i∂ρ¯g2) + i3g−13 g2(−12Ω0,0ρ¯ + 4Ωρ¯,λλ + 4Ωρ¯,55¯)
−4i
3
Ωρ¯,05 +
1
3
Ωλ1,λ2λ3 ǫ˜
λ1λ2λ3
ρ¯ ,
39
0 = i
3
g−13 g2(Ω5,λ1λ2 ǫ˜
λ1λ2
ρ¯σ¯ + 2Ωλ1,λ25ǫ˜
λ1λ2
ρ¯σ¯) + Ωρ¯,σ¯5 − Ωρ¯,σ¯5¯ + 13Ω5,ρ¯σ¯ − Ω5¯,ρ¯σ¯
−2
3
Ω[ρ¯,σ¯]5¯ − i3Ω0,λ1λ2 ǫ˜λ1λ2 ρ¯σ¯ , (E.34)
0 = i
3
g−13 g2Ωλ1,λ2λ3 ǫ˜
λ1λ2λ3
ρ¯ + ∂ρ¯ log g3 +
1
2
Ωρ¯,λ
λ − 1
2
Ωρ¯,55¯ − 16Ωσ,ρ¯σ
+1
6
Ω5,ρ¯5¯ +
2
3
Ω5¯,5¯ρ¯ − 16Ω0,0ρ¯ , (E.35)
0 = −4i
3
g−13 g2(Ωρ¯,σ¯1σ¯2 − Ω[σ¯1,σ¯2]ρ¯) + Ωρ¯,λ1λ2 ǫ˜λ1λ2 σ¯1σ¯2
+[1
3
Ω5,5τ − 13Ωσ¯,τ σ¯ + 13Ω5¯,τ5 + 16Ω0,0τ ]ǫ˜τ ρ¯σ¯1σ¯2 , (E.36)
0 = i
3
g−13 g2(2Ωρ¯,σ¯5¯ − Ω5¯,ρ¯σ¯ + Ωσ¯,ρ¯5¯)− 2i3 Ω0,ρ¯σ¯ + 16Ωλ1,λ25ǫ˜λ1λ2 ρ¯σ¯
+1
6
Ω5¯,λ1λ2 ǫ˜
λ1λ2
ρ¯σ¯ , (E.37)
0 = − i
6
g−13 g2(Ω0,05 + 2Ω5,σ
σ + 2Ω5,55¯)gρ¯λ + iΩρ¯,0λ +
1
2
Fρ¯λ55¯ − i3Ω0,σσgρ¯λ
−2i
3
Ω0,55¯gρ¯λ , (E.38)
0 = i
6
g−13 g2(Ω0,0[λ1 + 2Ω[λ1|,τ
τ + 2Ω[λ1|,55¯)gλ2]ρ¯ +
1
4
Fρ¯5¯λ1λ2
−1
8
(Ωρ¯,σ¯1σ¯2 + Ω[ρ¯,σ¯1σ¯2])ǫ˜
σ¯1σ¯2
λ1λ2 +
i
3
gρ¯[λ1Ω5¯,0λ2] , (E.39)
0 = ∂ρ¯ log g3 − 12Ωρ¯,λλ − 12Ωλ,ρ¯λ + 12Ωρ¯,55¯ + 12Ω5,ρ¯5¯ − 12Ω0,0ρ¯ , (E.40)
0 = 1
3
[−1
2
Ω0,05 − 12Ω0,05¯ − Ω5,λλ + Ω5¯,λλ − Ω5,55¯ + Ω5¯,55¯]gρ¯σ + Ωρ¯,σ5¯ + Ωσ,ρ¯5¯ ,(E.41)
0 = g−13 (∂ρ¯g1 − g1∂ρ¯ log f − i∂ρ¯g2) + ig−13 g2∂ρ¯ log f
+4iΩρ¯,05¯ − Ωλ1,λ2λ3 ǫ˜λ1λ2λ3 ρ¯ . (E.42)
The conditions arising from Killing spinor equations for η2 involving derivatives along
the spatial 5¯ direction become
0 = g−13 (∂5¯g1 − g1∂5¯ log f + i∂5¯g2) + i3g−13 g2[−12Ω0,05¯ + 4Ω5¯,λλ + 4Ω5¯,55¯]
+8i
3
Ω0,55¯ +
4i
3
Ω0,λ
λ , (E.43)
0 = − i
3
g−13 g2Ωλ1,λ2λ3 ǫ˜
λ1λ2λ3
σ¯ + Ω5¯,σ¯5 − 23Ω5,σ¯5¯ + 13Ω5¯,5¯σ¯ − 13Ωρ,σ¯ρ − 56Ω0,0σ¯ , (E.44)
0 = ∂5¯ log g3 − Ω5¯,55¯ − 12Ω0,05¯ , (E.45)
0 = −2i
3
g−13 g2(Ω5¯,σ¯1σ¯2 − Ω[σ¯1,σ¯2]5¯) + 12Ω5,λ1λ2 ǫ˜λ1λ2 σ¯1σ¯2 + 56Ωλ1,λ25ǫ˜λ1λ2 σ¯1σ¯2
+1
3
Ω5¯,λ1λ2 ǫ˜
λ1λ2
σ¯1σ¯2 − 4i3 Ω0,σ¯1σ¯2 , (E.46)
0 = ig−13 g2Ω5¯,σ¯5¯ + 2iΩ0,σ¯5¯ − 12Ωλ1,λ2λ3 ǫ˜λ1λ2λ3 σ¯ , (E.47)
0 = i
72
g−13 g2(Ω0,0λ + 2Ωλ,τ
τ + 2Ωλ,55¯)ǫ˜
λ
σ¯1σ¯2σ¯3 +
1
6
Ω[σ¯1,σ¯2σ¯3] +
i
18
Ω5¯,0λǫ˜
λ
σ¯1σ¯2σ¯3 ,(E.48)
0 = Ω5,σ1σ2 + Ω[σ1,σ2]5 = 0 , (E.49)
0 = ∂5¯ log g3 − 23(Ω5¯,λλ − Ω5,λλ) + 13Ω5¯,55¯ + 23Ω5,55¯ − 16Ω0,05¯ + 13Ω0,05 . (E.50)
0 = Ωλ,ρ
ρ + Ωλ,55¯ + Ω5¯,λ5¯ +
1
2
Ω0,0λ , (E.51)
0 = g−13 (∂5¯g1 − g1∂5¯ log f − i∂5¯g2) + ig−13 g2∂5¯ log f . (E.52)
40
E.2 The solution to the Killing spinor equations with g2 6= 0
Here we shall investigate the case g2 6= 0. Taking the trace of (E.38), we get
−2i
3
g−13 g2(2Ω5,λ
λ + 2Ω5,55¯ + Ω0,05)− 7i3 Ω0,λλ − 8i3 Ω0,55¯ − 12F55¯λλ = 0 . (E.53)
Substituting
F55¯λ
λ = −2i(Ω0,λλ + 2Ω0,55¯) (E.54)
from the N = 1 results given in appendix B, we find
−1
3
g−13 g2[Ω0,05 + 2Ω5,ρ
ρ + 2Ω5,55¯]− 13Ω0,55¯ − 23Ω0,ρρ = 0 . (E.55)
Using the above formulae in (E.30), we find
∂0 log g3 = 0 (E.56)
and in (E.31)
Ω0,55¯ = 0 . (E.57)
From (E.28) and (E.55), we find
g−13 ∂0g2 − (Ω0,05 + Ω0,05¯) = 0 (E.58)
and (E.27) gives
g−13 ∂0g1 − i(Ω0,05 − Ω0,05¯) = 0 . (E.59)
Using (E.55) in (E.41) yields
Ω(ρ¯,σ)5 = 0 . (E.60)
Taking the difference between (E.45) and (E.50) gives
2(Ω5,λ
λ − Ω5¯,λλ) + 4Ω5¯,55¯ + 2Ω5,55¯ + Ω0,05 + Ω0,05¯ = 0 , (E.61)
which together with (E.55) yields
Ω5,55¯ = 0 . (E.62)
By instead adding the equations (E.45) and (E.50), and using (E.55), we get
∂5¯ log g3 − 12Ω0,05¯ = ∂5¯ log(g3f) = 0 . (E.63)
Next use (E.55) in (E.43) and (E.52) to find
∂5¯ log(g2f
−1) = ∂5¯ log(g1f
−1) = 0 . (E.64)
If we combine (E.38) and (E.55) we can solve for one of the components of the F flux in
terms of the geometry
iΩ0,ρ¯λ +
1
2
Fρ¯λ55¯ = 0 . (E.65)
The symmetric part of (E.34) implies that
Ω(ρ¯,σ¯)5 = Ω(ρ¯,σ¯)5¯ . (E.66)
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Similarly, the symmetric part of (E.37) yields
Ω(ρ¯,σ¯)5¯ = 0 (E.67)
and thus
Ω(ρ¯,σ¯)5 = Ω(ρ¯,σ¯)5¯ = 0 . (E.68)
Using (E.49) the antisymmetric part of (E.37) yields
−2i
3
g−13 g2Ω5¯,ρ¯σ¯ − 2i3 Ω0,ρ¯σ¯ − 16Ω5,λ1λ2 ǫ˜λ1λ2 ρ¯σ¯ + 16Ω5¯,λ1λ2 ǫ˜λ1λ2 ρ¯σ¯ = 0 , (E.69)
which coincides with (E.32) and (E.46). The dual of (E.48) coincides with (E.29), and
taking the trace of (E.39) and using the result
Fλ5¯τ
τ = −2iΩ0,λ5¯ (E.70)
from the N = 1 solution, we find
ig−13 g2(Ω0,0ρ + 2Ωρ,σ
σ + 2Ωρ,55¯) + Ωλ¯1,λ¯2λ¯3 ǫ˜
λ¯1,λ¯2λ¯3
ρ , (E.71)
which combined with (E.29) yields
Ωλ¯1,λ¯2λ¯3 ǫ˜
λ¯1,λ¯2λ¯3
ρ + 2iΩ0,ρ5¯ = 0 . (E.72)
Dualizing (E.36) with ǫ˜σ¯1σ¯2ρ¯λ yields
Ωρ¯,λ
ρ¯ + Ω5,5λ + Ω5¯,λ5 +
1
2
Ω0,0λ = 0 . (E.73)
Taking the sum and difference of (E.33) and (E.44) we find
Ω5¯,ρ¯5 = Ω5,ρ¯5¯ (E.74)
and
2i
3
g−13 g2Ωλ1λ2λ3 ǫ˜
λ1λ2λ3
ρ¯ +
2
3
Ωσ,ρ¯
σ − 2
3
Ω5,ρ¯5¯ − 23Ω5¯,5¯ρ¯ + 53Ω0,0ρ¯ = 0 . (E.75)
In the same way the sum and difference between (E.35) and (E.40), and using (E.75),
yield
−Ωρ¯,λλ + 12Ω0,0ρ¯ + Ωρ¯,55¯ − Ω5¯,5¯ρ¯ = 0 (E.76)
and
2∂ρ¯ log g3 − Ωσ,ρ¯σ − 32Ω0,0ρ¯ + Ω5,ρ¯5¯ + Ω5¯,5¯ρ¯ = 0 . (E.77)
Equation (E.73) can be simplified using the N = 1 result
−Ωρ¯,λρ¯ − Ω5¯,λ5 − Ωλ,τ τ − Ωλ,55¯ − Ω0,0λ = 0 (E.78)
and (E.51) yielding
Ω5,5λ = −Ω5¯,λ5¯ . (E.79)
Combining (E.76) and (E.51) we find
Ωρ,55¯ = 0 . (E.80)
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The equations (E.71) and (E.47) can be simplified, using (E.51) and (E.72), to
g−13 g2Ω5¯,λ5¯ = −Ω0,λ5¯ (E.81)
and
Ω0,σ5¯ = Ω0,σ5 . (E.82)
Using (E.72) and (E.78) the equations (E.75) and (E.77) can be rewritten as
−g−13 g2Ω0,ρ5¯ − Ω5¯,ρ5 − Ω5,5ρ + Ω0,0ρ = 0 (E.83)
and
∂ρ¯ log g3 + Ω5,ρ¯5¯ + Ω5¯,5¯ρ¯ − 12Ω0,0ρ¯ = 0 . (E.84)
By combining (E.34) and (E.42), using (E.72), we find
∂ρ¯ log(g1/f) = 0 (E.85)
and
∂ρ¯ log(g2/f)− 2g3g−12 Ω0,ρ¯5¯ = 0 . (E.86)
Using the above results (E.39) can be solved for one component of the F flux
Fρ¯5¯λ1λ2 − 8i3 Ω0,5¯[λ1gλ2]ρ¯ − 12(Ωρ¯,σ¯1σ¯2 + Ω[ρ¯,σ¯1σ¯2])ǫ˜σ¯1σ¯2λ1λ2 = 0 . (E.87)
Taking the sum of (E.32) and (E.34), and using (E.49), yields
Ω[ρ¯,σ¯]5 + Ω5,ρ¯σ¯ = 0 . (E.88)
and by substituting the above results back into (E.36) we find
Ωρ¯,λ1λ2+
2
3
(Ω5,5[λ1−Ω5¯,5[λ1+ 12Ω0,0[λ1)gλ2]ρ¯− i6g−13 g2(Ωρ¯,σ¯1σ¯2−Ωσ¯1,σ¯2ρ¯)ǫ˜σ¯1σ¯2λ1λ2 = 0 . (E.89)
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