§1. Introduction
Consider the first order system of ordinary differential equations --------_ . ----One of the simplest examples of a multipoint boundary value problem is that of a dynamical system with n states which are observed at different times. Further examples and a description of numerical schemes for the solution of such equations may be found in f12], [1] , [11] .
From the theory of boundary value problems, (1.1), (1.2) has a unique solution if By is nonsingular for any fundamental solution Y of L (see for example Keller [8J) . In the sequel we assume this is the case. Then,
given any fundamental solution Y of (1.1) we may write the solution of (1. 1 ), (1. 2 ) as (1. 4) where yet) =~(t)b + f~G(t,s)f(s)ds , O~t~l LB.~(t . )~(s), t k < s < t k + 1 ' t > s i=l~J
LB. ep (t . )~(s) , t k < s < t k +1 ' t < s i=k+l~J
The function G is the Greens function associated with (1.1) (1.2).
We can now use (1.4) to examine the conditioning of (1.1), (1.2).
Let 1·1 denote the usual Euclidean norm in lR n and define numbers for the boundary value problem in the sense that they give a measure for the sensitivity of (1.1), (1.2) to changes in the data.
Consequently, if a or B is large, we may expect to have difficulties in obtaining an accurate numerical approximation to the solution of (1.1),
(1.2).
1.3
If a is of moderate size, the solution space of (1.1) has properties that can (and should) be used in the construction of algorit~for calculating an approximate solution of (1.1), (1.2). For the two point case (i.e. N=2),
de Hoog and Mattheij [5] , [6] have shown that the solution space is dichotom;' when a is not too large. A dichotomic solution space (see section 4 for a more detailed discussion of dichotomy) essentially means that non-increasing modes of the solution space can be controlled by boundary conditions imposed on the left while non-decreasing modes can be controlled by boundary conditions imposed on the right. This concept is the basis for algorithms using decoupling ideas (see for example [10] , [11] . The aim of this paper is to generalize the results of [5] , [6] to (1.1), (1.2) with N~2. In this case the notion of dichotomy has to be generalized and it turns out that, for well conditioned problems, the solution space consists of modes that can be controlled at one of the points t 1 , •.
• t N (see section 4). This has allowed us to generalize the ideas of decoupling to multipoint problems but that is discussed elsewhere [11] .
In general one may say that if N > n there is a redundancy in the number of conditions involved. It is therefore crucial to pick precisely n appropriate points from which modes are actually controlled by suitable conditions. It is quite natural to consider then a limit case of multipoint BC, viz an integral condition (which incidentally generalizes two and multipoint conditions in an obvious way), so
Such BC arise directly when L norms are used to scale the solution (possibly p after linearization) as in eigenvalue problems.
One may treat the (discrete) multipoint case separately from (1.8).
However, as it turns out, it is possible to construct a general mechanism which handles the integral BC as well. The price to be paid for this is that our proofs will be based on functional analytic arguments and thus are less constructive as could be given for the discrete case.
The reward though is that we have been able to get sharp bounds in our estimates, sharpening even the bounds given for the two point case in [6] .
§2 Notation and Assumptions
In this section we review some basic results which we need later on in our analysis. For some general references regarding Green's functions one may consult e. g. [2] that-there is a matrix C E V such that Py :=~(By)
and G is the Green's function defined by (2.6a) with
G(t,s)
. 
-1 =~(t) {H(t,s) -B(q>
, t > s , t < s nxn where E E L~(0,1). Conversely, given a function of the form (2.7), we
It is easily verified that P is a projection. Thus, B defined by Ily~ll* = 1, Ily.11
.. ,k.
§3 Conditioning of Differential Equations
In this section we consider the relation between a and e and the effect of the normalisation of the BC as in assumption 2.1. 
o. 0' Ili~ll* 1; i,j 1, ... ,n.
Clearly, for some E E JR nxn , n L i=l a . .e.
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Thus, for which we have the following useful properties where
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Thus, when B is given by (2.1) and N is not too large, the single parameter a is a suitable measure of the conditioning of the problem.
However, as N~~we cannot bound 13 in terms of a using the results of 3.9
Theorem 3.1 which suggests that in general it is not possible to obtain such bounds. This is confirmed by the following example. 
§4. Polychotomy
For two point boundary value problems (i.e. N=2) it has become almost traditional to assume that the solution space can be separated into a space of 'non-decreasing' solutions and a space V(t) = {¢(t) (I-p)clc E lR n } of 'non-increasing' solutions. In addition, if neither l(t) nor V(t) is trivial, (i.e. P~O,I) it is usually assumed that the angle 0 < n(t) < n/2 between l(t) and V(t), defined by cos n(t) = is not too small. This has led to the notion of Thus the problem is well conditioned but the fundamental solution now •. ,N-l the solution space is dichotomic.
However the examination of a number of well conditioned multipoint problems has suggested that additional structure is present in the solution space. This leads to the following generalization of dichotomy. o.. p. 
In section 5 we show that the concept of polychotomy is closely related to the conditioning of multipoint boundary value problems in the sense that K will be of moderate size when a is not too large. It turns out that this relationship can be exploited in the construction of efficient numerical schemes for the solution of (1.1),(1.2) and this is discussed in detail in r5j.
§5. Bounds for Polychotomy
In this section we show how the condition number a can be used to obtain bounds for K. Initially we consider separable boundary conditions. i=l rank (B.) = n.
Separable BC

1.
Thus for separable boundary conditions, the solution space consists of a number of modes each of which is controlled by a condition at one of the points when rank (B.) F O.
We shall see that when the boundary condition 
