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[1] We present a data assimilation system to estimate surface fluxes of CO2 and other
trace gases from observations of their atmospheric abundances. The system is based on
ensemble data assimilation methods under development for Numerical Weather Prediction
(NWP) and is the first of its kind to be used for CO2 flux estimation. The system
was developed to overcome computational limitations encountered when a large number
of observations are used to estimate a large number of unknown surface fluxes. The
ensemble data assimilation approach is attractive because it returns an approximation of
the covariance, does not need an adjoint model or other linearization of the observation
operator, and offers the possibility to optimize fluxes of chemically active trace gases
(e.g., CH4, CO) in the same framework. We assess the performance of this new system in a
pseudodata experiment that resembles the real problem we will apply this system to. The
sensitivity of the method to the choice of several parameters such as the assimilation
window size and the number of ensemble members is investigated. We conclude that the
system is able to provide satisfactory flux estimates for the relatively large scales resolved
by our current observing network and that the loss of information in the approximated
covariances is an acceptable price to pay for the efficient computation of a large number
of surface fluxes. The full potential of this data assimilation system will be used for
near–real time operational estimates of North American CO2 fluxes. This will take
advantage of the large amounts of atmospheric data that will be collected by
NOAA-CMDL in conjunction with the implementation of the North American Carbon
Program (NACP).
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1. Introduction
[2] Studies of the carbon cycle based on observations of
atmospheric concentration patterns have been ongoing for
several decades [e.g., Tans et al., 1990; Conway et al.,
1994; Ciais et al., 1995; Denning et al., 1995; Francey et
al., 1995; Keeling et al., 1996; Fan et al., 1998; Gurney et
al., 2002]. One branch of these studies is atmospheric
transport inversions, in which net CO2 exchange across
the Earth’s surface is deduced ‘‘top-down’’ from CO2
concentration measurements in the atmosphere (see Enting
[2002] for a discussion of these methods). Tracer transport
models with varying degrees of sophistication provide a link
between observations and net CO2 fluxes. The majority of
in situ observations are from NOAA CMDL’s Cooperative
Air Sampling Network, in which flasks are filled at a large
number of sites and analyzed in the laboratory to determine
concentrations of CO2, CH4, and several other species.
Currently, this network is undergoing rapid expansion
specifically across North America in support of the North
American Carbon Program (NACP) [Wofsy and Harriss,
2002]. NACP aims to provide detailed knowledge on the
North American carbon cycle, and atmospheric transport
inversions using surface, airborne, and tall tower observa-
tions of CO2 and related trace species are an important
component of this program. However, new methods to
combine models and observations are needed to optimally
exploit the large number of new observations and provide
detailed estimates of carbon fluxes and their uncertainties.
[3] Most previous atmospheric transport inversions of
CO2 aimed to solve a problem with several years (10–
20) of monthly fluxes at a limited number (22–100) of
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large regions as unknowns [e.g., Rayner and Law, 1999;
Bousquet et al., 2000; Peylin et al., 2002; Gurney et al.,
2002; Law et al., 2003; Maksyutov et al., 2003]. The
solution was sought as an improvement of existing flux
estimates that was optimally consistent, in a Bayesian
sense, with the atmospheric observations. The flux esti-
mates to be improved were derived ‘‘bottom-up’’ from
several sources such as oceanic pCO2 measurements
[Takahashi et al., 2002], fossil fuel burning estimates
[Andres et al., 1996], and biosphere flux estimates from
process models [Randerson et al., 1997]. The atmospheric
constraints in most of these studies were in the form of the
GlobalView data product [Masarie and Tans, 1995]; a
gap-filled, time-smoothed representation of the real CO2
observations that reflects mostly slow seasonal variations
in the well-mixed background atmosphere away from
strong sources. As a result, atmospheric transport inver-
sions of this kind were quite successful at delineating
continental-scale flux variations at seasonal to decadal
timescales, but lacked the temporal and spatial detail
needed to study the carbon cycle at regional scales.
[4] Notable exceptions to these large-region approaches
are the geostatistical inversion presented by Michalak et al.
[2004], and the grid-scale inversions of Kaminski et al.
[1999], Houweling et al. [1999], Ro¨denbeck et al. [2003],
and Peylin et al. [2005]. All these studies estimated fluxes at
a spatial scale of several degrees. Even though the number
of observations did not increase over previous inversions,
Michalak et al. [2004] and Ro¨denbeck et al. [2003] were
able to solve for a greatly increased number of unknown
fluxes by using a prespecified covariance structure as an
extra constraint on the solution. In the work by Michalak et
al. [2004], a Bayesian system without prespecified mean
fluxes was solved resulting in a top-down CO2 flux esti-
mate. The comparison of such an independent estimate to
bottom-up estimates of CO2 fluxes lends credibility to both
methods. Peylin et al. [2005] were the first to use contin-
uous CO2 measurements from six sites in Europe to
estimate daily CO2 fluxes at the model grid scale. This
study spanned only a one month period though, and the
authors describe their technique as suitable for intensive
campaigns.
[5] Both in the grid-scale and large-region inversions, the
resulting system of linear equations was solved in one large
effort usually employing singular value decomposition to
invert large matrices. However, the most computationally
expensive step in these inversions was to establish the linear
relationship between the unknown surface CO2 fluxes and
the atmospheric CO2 observations. These relationships are
sometimes called Green’s functions, source-receptor rela-
tionships, base functions, or observation operators. This last
term will be used throughout this paper. The observation
operators were constructed prior to the actual inversion
using a tracer transport model. This precalculation requires
multiple simulations with expensive tracer transport models,
equal to the number of unknown fluxes or the number of
observations depending on which one is smallest and
whether an adjoint of the tracer transport algorithm is
available. Each simulation spans a year or more since the
‘‘atmospheric memory’’ for CO2 fluxes is quite long. This is
due to the large distance between the location of the
emissions and the location of most measurement sites,
the slow decrease of CO2 gradients in the atmosphere, and
because CO2 is inert in the atmosphere except at very high
altitudes.
[6] To answer the specific questions outlined in the
NACP program [Wofsy and Harriss, 2002], fluxes need
to be estimated in more detail thus increasing the number
of unknowns by at least two orders of magnitude com-
pared to most previous studies. This is only viable with the
planned increase in measurement frequency and density
under NACP. As a result, the effort of precalculating the
observation operators becomes too large even for today’s
supercomputers, and the resulting set of equations cannot
be solved by traditional batch methods because of the
sheer size of the matrices involved. However, extensive
experience in optimizing such a large (and even several
orders of magnitude larger) number of unknowns using
many observations is available from Numerical Weather
Prediction (NWP) research. Methods commonly used in
that branch of research were first applied to assimilate
trace gas concentrations [Lyster et al., 1997; Miller et al.,
1999; Menard et al., 2000; Khattatov et al., 2000; Eskes et
al., 2003; Stajner and Wargan, 2004], and are now making
their way into the trace gas flux estimation problem
[Kleiman and Prinn, 2000; Pe´tron et al., 2004; Yudin et
al., 2004].
[7] One such innovation from NWP methods was used in
Bruhwiler et al. [2005], where instead of solving the
Bayesian system in one large operation, smaller subsets of
unknowns were optimized in a time stepping approach
called a fixed lag Kalman smoother [Cohn et al., 1994;
see also Hartley and Prinn, 1993]. This reduced the effort of
precalculating the observation operators to 6–9 months per
unknown instead of more than a year, and greatly reduced
the size of the matrices involved in the inversion. Bruhwiler
et al. [2005] demonstrated that the fixed lag Kalman
smoother approach gives the same result as the traditional
batch approach. However, the targeted scales in the NACP
program would still yield covariance matrices that are too
large to handle even in the fixed lag Kalman smoother.
Moreover, the Kalman smoother is not suited to assimilate
(quasi-)continuous observations because of the expensive
precalculation of observation operators.
[8] In this work, we will expand on the fixed lag Kalman
smoother by introducing three further innovations taken
from NWP methods: (1) the representation of covariances
by an ensemble instead of by a full covariance matrix
[Houtekamer and Mitchell, 1998], (2) propagation of the
state by a dynamical model, which precludes the need for
precalculcated prior flux estimates, and (3) replacement of
precalculated observation operators by a forward operator
working on the ensemble. Together, these three innovations
bring the targeted scales within our reach at acceptable
computational costs.
[9] The resulting fixed lag Ensemble Kalman Smoother
will be referred to as SEAT-A (System for Ensemble
Assimilation of Tracers in the Atmosphere) and is the first
application of ensemble data assimilation techniques in the
CO2 flux estimation problem. Our goals in this paper are to
(1) explain how this assimilation system works, (2) show its
accuracy in solving the targeted optimization problem, and
(3) test the sensitivity of the system to a few important
choices of parameters like the number of ensemble mem-
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bers. We will describe the system in detail in section 2
including a brief comparison to related ensemble techniques
in NWP, followed by a description of the test problem
configuration (section 3). The results of several pseudodata
experiments are presented in section 4. In section 5, we will
discuss the benefits and weaknesses of our ensemble
method and the way SEAT-A will be applied in the near
future.
2. Method
[10] Generally, data assimilation systems progress with
two distinct steps in one assimilation cycle: (1) the analysis
step and (2) the forecast step. The first step can be described
as finding the state of a system that is optimally consistent
(‘‘optimally’’ as yet undefined) with observations, whereas
the second step describes the evolution in time of the
optimal state to a point in time where new observations
are available. At that point, the forecast state serves as the
first guess, or ‘‘background’’ for the next analysis step. Note
that the use of the term ‘‘background’’ throughout this work
is similar to the use of ‘‘prior’’ in most CO2 related inverse
modeling studies. We reserve the word ‘‘prior’’ in this work
though to refer to fluxes that are created before the inversion
and are therefore fixed, whereas our ‘‘background’’ fluxes
result from the assimilation process and therefore contain
information drawn from previous analysis cycles.
[11] State vector analysis in a Bayesian least squares or
maximum likelihood framework is common to all inversion
methods described in the introduction. We describe the
algorithm for state analysis (1) in the ensemble data assim-
ilation system in section 2.1. The forecast step (2) is a new
concept for the CO2 flux estimation problem that was not
employed in the traditional batch inversions, nor in the fixed
lag Kalman smoother of Bruhwiler et al. [2005]. Instead,
bottom-up or climatological CO2 fluxes served as back-
ground states for the next cycle. The forecast model plays
an important role in data assimilation, as we will explain in
section 2.2. The analysis and forecast steps combined form
a full data assimilation cycle described in section 2.3. Once
the system is initialized (described in section 2.4), the
succession of cycles requires little further input to the
system besides observations. User intervention through a
process called ‘‘covariance localization’’ described in
section 2.5, can be beneficial though. Section 2.6 presents
a brief comparison of SEAT-A and data assimilation sys-
tems as employed in NWP methods. A short description of
the TM5 model can be found in Appendix A. The notation
in this work will follow the suggestions by Ide et al. [1997]
and is summarized in Table 1.
2.1. State and Covariance Analysis
[12] The starting point of our discussion is the general
cost function:
J ¼ y  H xð Þð ÞTR1 y  H xð Þð Þ þ x xb TP1 x xb  ð1Þ
of a system in which the maximum likelihood solution of
unknown variables in state vector x [dimension s] is found
as a balance between information drawn from observations
y [m] with covariance R [m 	 m] and a priori knowledge
contained in the background state variable xb [m] with
covariance P [s 	 s]. The observation operator H samples
the state vector x [s] and returns a vector [m] to be compared
to the observations. The state vector x (and its covariance P)
that minimizes J can be shown [Tarantola, 2004] to be:
xat ¼ xbt þK yt H xbt
   ð2Þ
Pat ¼ IKHð ÞPbt ð3Þ
in which t is a subscript for time, superscript b refers to
background quantities and a to analyzed ones, H is the
linear(ized) matrix form of the observation operator H, and
K [s 	 m] is the Kalman gain matrix defined as:
K ¼ PbtHT
 
HPbtH
T þ R 1 ð4Þ
[13] In the atmospheric CO2 inversion we discuss in this
work the state vector x holds unknown surface fluxes [units
of kgC/m2/s] to be optimized with atmospheric observations
[units of ppm], linked together through operator H which is
an (usually but not necessarily fully linear) atmospheric
transport model. This transport model (not to be confused
with the forecast model discussed in the next section!) takes
an initial distribution of CO2 concentrations [ppm] and
propagates it forward in time using offline stored meteoro-
logical wind fields, while altering the CO2 concentrations at
Table 1. Reference List of Mathematical Symbols Used in This Work, as Well as Their Name, Unit, and Dimensionsa
Symbol Name Unit Dimension
x state vector kgC/m2/s s
x0i state vector deviations kgC/m
2/s s
P state covariance matrix (kgC/m2/s)2 s 	 s
X state deviation matrix kgC/m2/s s 	 N
y observation vector ppm m
R observation-error covariance matrix ppm2 m 	 m
H observation operator kgC/m2/s ! ppm s ! m
H linear observation operator in matrix form kgC/m2/s ! ppm s 	 m
M dynamic model kgC/m2/s ! kgC/m2/s s ! s
M linear dynamic model in matrix form kgC/m2/s ! kgC/m2/s s ! s
Q dynamical model error matrix (kgC/m2/s)2 s 	 s
h dynamical model error vector kgC/m2/s s
CO2i(x,y,z,t) background CO2 concentrations ppm TM5 grid 	 N
aIn this work s = 14,400 (1200 	 12), N = 1500, and m  50 for each cycle of the assimilation. The TM5 grid has several resolutions because of the two-
way nesting. Arrows indicate the mapping from one dimension to another by a matrix or operator.
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the surface by the CO2 fluxes we are trying to optimize. The
observation vector y contains the observed CO2 mixing
ratios minus a set of atmospheric background CO2 mixing
ratios (from now on denoted as CO2(x,y,z,t)) as we are only
trying to account for changes in mixing ratio since the start
of our inversion, not for all of the 375 ppm of CO2 found
in the atmosphere today.
[14] In batch approaches of atmospheric CO2 inversions,
the subscript t is dropped and the state vector x includes
multiple years of fluxes at once. The background state
variable xb then holds several years of previously calculated
bottom-up flux estimates that are usually referred to as
‘‘prior fluxes.’’ The same system was solved in the fixed lag
Kalman smoother of Bruhwiler et al. [2005], but with only a
few months of fluxes in the state variable x, leading to a
much more computationally efficient algorithm. The most
expensive parts of batch and regular Kalman smoother
methods are the precalculation of observation operators
(H matrices in equations (3) and (4)), and solving the
covariance analysis equation (3), as matrix P [s 	 s] with
s O(105) quickly becomes too large even for today’s
powerful computers.
[15] In an ensemble Kalman filter [see Evensen, 1994;
Houtekamer and Mitchell, 1998], the information in the
covariance matrix P (both background and analyzed) is
represented in fewer dimensions N by an ensemble of state
vectors xi composed of a mean state, and deviations from
the mean state:
xi ¼ xþ x0i ð5Þ
The deviations x0i are created such that the normalized
ensemble of deviations define the columns of a matrix X
[s 	 N]:
X ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N  1p x
0
1; x
0
2; . . . ; x
0
N
 T
¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N  1p x1  x; x2  x; . . . ; xN  xð Þ ð6Þ
which is the square root of the covariance matrix:
P ¼ XXT ð7Þ
In the limit of N ! 1 this representation of P is exact,
while in an ensemble Kalman filter with a finite number of
members P is approximated. The ensemble of state vectors
thus defines the Gaussian probability density function
(PDF) of the state vector x with covariance P. The
variance of an individual state vector element is simply
calculated from the spread in the corresponding elements
in the ensemble. Note that equation (7), together with the
factor 1/
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N  1ð Þp in equation (6), represents an average
over all the ensemble members. Vectors x0i can easily be
created as unconditional realizations of matrix P, for
instance through a Cholesky decomposition (see Michalak
et al. [2004] for an example). We will elaborate on the
structure of P in section 3.
[16] Whitaker and Hamill [2002] describe an efficient
algorithm to calculate an analyzed ensemble with the correct
covariance structure from the background ensemble. They
called this the ensemble square root filter (EnSRF), and we
follow their formulation for our system. The EnSRF algo-
rithm is particularly efficient when all the available obser-
vations in a certain time step of the filter are processed one
at a time, which is possible without loss of accuracy when
observation errors are uncorrelated (diagonal matrix R).
Since this is often (but not necessarily correctly) assumed
in the CO2 problem, we will limit ourselves here to a
description of that case and refer to Whitaker and Hamill
[2002] for the description of an EnSRF with correlated
observation errors. Note that for consistency with Whitaker
and Hamill [2002] and the notation in equations (1)–(7), we
denote all ensemble derived quantities in equations (8)–(13)
as matrices even though their size reduces them to vectors
or scalar values.
[17] In the sequential EnSRF algorithm, the batch of
observations belonging to one time step of the filter are
processed one at a time which reduces the size of the
Kalman gain matrix K in each sequential analysis step to
[s 	 1], a vector the size of the number of unknowns. The
Kalman gain matrix is calculated from the ensemble of state
vectors and equation (4) using the approximations:
HPHT  1
N  1 H x
0
1
 
;H x02
 
; . . . ;H x0N
  
 H x01
 
;H x02
 
; . . . ;H x0N
  T ð8Þ
PHT  1
N  1 x
0
1; x
0
2; . . . ; x
0
N
  H x01 ;H x02 ; . . . ;H x0N  T
ð9Þ
Where each entry N denotes one column of ensemble state
vectors or ensemble modeled CO2 values as in equation (6).
In the case of one observation, equation (8) thus simply
describes a ‘‘dot product’’ of two vectors and HPHT
becomes a [1 	 1] scalar value, while PHT is a [s 	 1]
vector. Through equations (8)–(9), the Kalman gain matrix
K linearly maps observed quantities to state vector elements
as an average over all the ensemble members.
[18] The Kalman gain matrix is used to update the mean
state vector with equation (2), whereas the deviations from
the mean state vector are updated independently using:
x0ai ¼ x0bi  ~kH x0bi
  ð10Þ
Where the [s 	 1] vector ~k [s] is related to the [s 	 1]
Kalman gain matrix K by a scalar quantity a calculated as:
~k ¼ K  a
a ¼ 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R
HPbHT þ R
r 1
ð11Þ
This independent update of the state and its ensemble of
deviations prevents systematic underestimation of Pa that
was shown to occur previously when perturbed observations
were used to update the ensemble deviations [Whitaker and
Hamill, 2002]. The calculation of a requires the evaluation
of [1 	 1] scalars R and HPHT only.
[19] The analyzed mean and ensemble state from one
observation will serve as the background state for the next
until all observations are processed. They will also go into
the calculation of the next observations’ Kalman gain
matrix through equations (8)–(9). Before calculating the
D24304 PETERS ET AL.: ENSEMBLE DATA ASSIMILATION OF CO2
4 of 18
D24304
next Kalman gain matrix though, we also need to update the
ensemble of sampled CO2 concentrations H(xi0b) to reflect
the new information in the updated state vectors. One way
to accomplish this is to simply reapply operator H to the
new ensemble of background state vectors. However, this
would be very expensive in our problem since we would
have to rerun our transport model for each observation.
Therefore we update the sampled CO2 concentration vector
in a way similar to the state vector update, using the
ensemble averaged information in the Kalman gain matrix.
Each modeled CO2 concentration corresponding to an
observation m that has yet to be assimilated (denoted
H(xt)m here) is updated using the equation:
H xat
 
m
¼ H xbt
 
m
þ HmK yt H xbt
   ð12Þ
whereas the deviations are updated using:
H x0ai
 
m
¼ H x0bi
 
m
 Hm~kH x0bi
  ð13Þ
Where we have replaced the operator Hm with its matrix
equivalent Hm in the right hand side term. In these equations
only the term HmK has to be calculated, which is easily
accomplished realizing (from equation (4)) that this multi-
plication has a term HmP
bHT in its numerator. This is again
a scalar value calculated from equation (8) where the first
right hand side term contains an ensemble of modeled CO2
concentration yet to be optimized while the second right
hand side term refers to a model ensemble of the CO2
observation currently being optimized. Note that these
equations are analogous to equations (2) and (10) except for
the operator H (or its matrix equivalent H) in each term.
After the update of the ensemble of modeled CO2 values the
algorithm continues with the next observation until all
observations are processed to reach the final analyzed
ensemble. It is important to note that in all the analysis
equations, we have replaced each occurrence of the linear
matrix H either by the full operator H working on each
ensemble member, or a quantity that can be derived from
the ensemble. This renders the linear matrix H obsolete in
our implementation.
[20] So what are the implications for the CO2 flux
estimation problem? If we create an ensemble of N CO2
flux fields that has a mean x and spans the covariance
structure P, we are able to find optimized fluxes using a set
of CO2 observations with covariance R simply by running
an atmospheric tracer transport model (operator H) forward
N times and sampling it consistently with the observations
to create first H(x) and H(xi), then PHT, HPHT, K, and
finally a, ~k, xa, xi
0a, and Pa. Thus we can solve the analysis
equations without the need to precalculate H (base func-
tions) and without explicitly forming and inverting the large
covariance matrix P. This is the property of an Ensemble
Kalman Filter that allows large state vectors to be optimized
without losing the ability to calculate its covariance, and to
assimilate a large number of observations without having to
precalculate observation operators. Moreover, observation
operator H can be a fully nonlinear forward calculation that
includes chemistry, making these equations suitable to solve
for fluxes of, for instance, CO or CH4. We note though that
this framework still assumes Gaussian errors on the obser-
vations and background state vector and returns an analyzed
state vector with a Gaussian error. These Gaussian assump-
tions might not hold if nonlinear processes (e.g., chemistry)
are involved. The sequential EnSRF algorithm achieves
further efficiency by operating only on vector and scalar
quantities and not on matrices making its implementation
particularly simple.
2.2. State and Covariance Forecast Model
[21] As mentioned, an important role in data assimilation
is played by the so-called dynamical model (denoted M).
This model describes the evolution of the state vector in
time and thus provides a first guess of the state vector before
new observations are introduced to the system:
xbtþ1 ¼M xat
  ð14Þ
The same dynamical model can be used to forecast
covariances in time:
Pbtþ1 ¼ MPatMT þQ ð15Þ
where Q represents an increase in state covariance
introduced into the forecast by the imperfect dynamical
model, andM is the linear(ized) matrix form of operatorM.
In an ensemble framework equation (15) is not used. Instead
the covariance P is forecasted through the individual
ensemble members as:
xbi;tþ1 ¼M xai;t
 	
þ h ð16Þ
Where h represents a random vector of forecast errors with
the structure of Q to be added to the new background state.
Through equations (14) and (16), current estimates depend
on all previously optimized state vectors introducing a
coupling between past and present state and covariance.
Also, information on the state vector and its covariance
structure derived from previous observations are propagated
into the next estimate which gives the system a ‘‘learning’’
ability. Covariance structures are thus derived from the
observations and the dynamical model, including its
dynamical model errors. The model error serves an
important purpose: it maintains spread in the ensemble
and prevents it from converging to unrealistically small
values after repeated exposure to observations. Dynamical
model errors can be introduced explicitly as a vector of
perturbations on the state as in (16), or stochastically by
varying key parameters in the model M. Nonlinear
dynamical models such as a weather forecast model or
ocean GCM usually have error growth intrinsic in the
nonlinear physics causing the spread of the ensemble
(covariances) to increase during a state forecast.
[22] An important realization for the CO2 flux estimation
problem as formulated here is that our state vector does not
hold a dynamical variable in the sense that future CO2
fluxes do not normally depend on our analysis of current
CO2 fluxes. Compare that to a 3D atmospheric tempera-
ture field, where tomorrow’s temperature distribution will
depend very strongly on the analyzed temperature field
through atmospheric physics. CO2 fluxes should thus be
viewed as the system forcing (or boundary condition)
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rather than system variables. The time evolution of this
forcing is not readily captured in a state-dependent dy-
namical model. State dependence in the dynamical model
is needed to couple the forecast to the analysis and thus
propagate information. We refer to section 5 for further
discussion of the lack of a state-dependent dynamical
model for the fluxes.
[23] In absence of a suitable dynamical model we couple
forecasted CO2 fluxes to analyzed CO2 fluxes through a
simple form of persistence forecasting:
M¼ I ð17Þ
where I is the identity matrix. This means that we assume
the background CO2 fluxes for one time step to equal the
once optimized fluxes of the previous time step. Obviously
this is a poor model in the sense that it cannot propagate
or add information to the system. We should therefore
allow the analysis to deviate substantially from our first
guess, and add a large error h to the new background state.
Also, persistence forecasting does not contain any intrinsic
or stochastic error growth and can therefore not be relied
upon to balance decreasing covariances making the task of
choosing suitable errors h even more complicated. As a
result we find that it is better to only use (14) to propagate
the mean of the state, and prescribe its covariance structure
at each new step (we will explain the chosen covariance
structure for this study in section 3). This has the
advantage that we can still forecast our own background
mean state and not depend on precalculated prior flux
products, whereas we do not need to worry about the
difficult task of creating a model M with associated errors
Q to model uncertainty in the system. A disadvantage is
that we lose the ‘‘learning’’ ability of the filter and need to
start each new flux estimate with reasonably large
uncertainties everywhere. In this mode of operation our
filter resembles a 3d variational technique which also lacks
the dynamic coupling between analyzed and background
covariances.
2.3. Assimilation Cycle
[24] SEAT-A is a combination of observations with the
above persistence forecast, the state analysis equations,
and a tracer transport model. The first important aspect of
this system is that the state vector contains flux estimates
for multiple time steps, each corresponding to a one week
mean. This is indicated by the system’s ‘‘lag’’ which can
span a long time window for CO2 because the only
process that slowly erases source signatures is atmospheric
diffusion. In other words, the relationship between the
state vector x and observations y (described by operator
H) spans several months. Bruhwiler et al. [2005] found
that for monthly flux inversions, observations had to be
linked to 6–9 months of past fluxes to reliably retrieve
CO2 fluxes. For our current problem we will estimate
weekly fluxes, where tests (see section 4.2) indicate that
8–10 weeks of lag still captures most of the spatial
information in the observations. We speculate that this
shorter lag is possible because we use instantaneous CO2
signals from weekly fluxes that hold more spatial infor-
mation, and are more quickly replaced by new flux signals
from subsequent weeks than the smoother monthly mean
CO2 signals that were used previously in monthly mean
flux inversions.
[25] The time stepping in the assimilation scheme is
illustrated in Figure 1. In this example, twelve weeks of
lag in the state vector are indicated by xi(0,. . .,11), in which
the number in parentheses denotes how many times a
particular week of fluxes has been estimated previously
on the basis of different observations from previous cycles.
Each shaded box represents an ensemble [i = 1,..,N] of
global surface fluxes [s]. Light shaded boxes denote back-
ground fluxes whereas dark shaded boxes denote posterior
fluxes. A cycle of SEAT-A proceeds as follows: (1) We run
the TM5 model forward from the background concentration
fields in CO2i(x,y,z,t) to CO2i(x,y,z,t + 12) forced by the
fluxes in xi(0,. . .,11), and extract CO2 mixing ratios at the
observation times and locations. This allows us to construct
an ensemble of modeled CO2 at each site. (2) Equations (2)
and (10) are solved to give an analyzed ensemble of
fluxes for each element of the state vector and each week;
(3) the ensemble of final fluxes in xi
a(12) will no longer
be estimated in the next cycle and are therefore incorpo-
rated into CO2i(x,y,z,t + 1) by running the TM5 model
one week forward starting from CO2i(x,y,z,t) forced with
the final ensemble fluxes xi(12). (4) Each analyzed state
vector becomes the background state vector for the next
cycle. A new background mean flux is created to go into x(0)
by propagation with model M (equation (14)), (5) we
draw a new ensemble of N flux deviations x0i(0) from the
specified background covariance structure to represent the
Gaussian PDF around the new mean flux x(0), and
finally (6) new observations y are read and the next
cycle starts.
[26] The TM5 chemistry transport model serves two
purposes in SEAT-A: (1) It is used to sample the state
vector and return predicted CO2 concentrations (TM5 is
operator H), and (2) it carries the ‘‘memory’’ of all
optimized fluxes occurring previous to those currently in
our state vector in the form of the 3D field of CO2
concentrations (CO2i(x,y,z,t)). Note that one cycle of
SEAT-A thus requires (nlag + 1) weeks of simulation with
TM5 for each ensemble member. Detailed descriptions of
the TM5 model are given by Peters et al. [2004] and Krol et
al. [2005]. In Appendix A we describe two important
aspects of the model: the two-way nested horizontal grid
definition, and parallel operation of the model.
2.4. System Initialization
[27] At t = 0 the ensemble of background concentration
fields CO2i(x,y,z,t) and the ensemble of fluxes xi(0,..,11)
need to be initialized. SEAT-A is initialized with a mean
flux estimate in the initial state vector based on the CASA
biosphere model [Randerson et al., 1997] for land fluxes,
and the Takahashi et al. [2002] ocean fluxes. The ensemble
members are created by making N state vectors using
unconditional realizations following the prescribed covari-
ance structure Pb (see section 3 for a description of Pb), and
adding these to the central estimate x. The initial concen-
tration fields CO2i(x,y,z,0) for the first step are taken from a
previous CO2 simulation with TM5 and were not optimized
in this work even though the influence of initial concen-
trations on flux estimates is well known [Bousquet et al.,
2000; McKinley et al., 2004; Peylin et al., 2005]. In real
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applications of SEAT-A initial conditions will be accounted
for as part of the ‘‘inversion’’ parameters.
[28] Once SEAT-A is initialized, all future background
state vectors are created using the state propagation model
M, with no other information than CO2 observations and
the covariances Pb determining the analyzed solution.
Because of the influence of the initial condition on the
initial results of the filter we suggest to discard the first
months of flux estimates if one wants a result independent
of the background flux information. The number of time
steps still influenced by the chosen initial condition is
difficult to assess, but is on the order of two times the lag
time of the filter as the first nlag weeks get an assigned flux,
and their direct influence last another nlag weeks. It could
be argued however that reasonable initial values will not
influence the first months to such an extent that their results
are useless.
2.5. Covariance Localization
[29] Covariance localization is used to keep the covari-
ance structure of the ensemble system well behaved
[Houtekamer and Mitchell, 1998]. Since the number of
ensemble members N is finite, the representation of P in
N-dimensional space is not perfect resulting in a varying
number of off-diagonal covariance matrix values that do
not truly describe coherent behavior of flux means, but
rather statistical noise of the ensemble. It can be argued
that the performance of the system improves if such noise
in the covariances is suppressed in some way. This can be
achieved by covariance localization, which is done by
Figure 1. Illustration of three cycles in SEAT-A when 12 weeks of fluxes compose the state vector.
Light shaded boxes denote the background fluxes, and dark shaded boxes denote posterior fluxes. Each
box represents N ensemble members each with [s] surface fluxes around the globe. The number in
parentheses indicates how many times a week of fluxes has been estimated previously on the basis of
observations from past cycles, and the subscript i refers to an individual ensemble member. The scheme
proceeds as follows: (1) N instances of TM5 are run from point A to B with CO2i(x,y,z,t) as starting
concentration, forced by the fluxes xi(11) to xi(0). (2) The resulting concentrations at CO2i(x,y,z,t + 12)
are compared to observations y(t = 12), and the state vector is optimized. (3) The final flux estimate in
xi(12) is incorporated into the background concentration by running TM5 from A to C starting from
CO2i(x,y,z,t) forced with fluxes xi(12). (4) Posterior fluxes from step t become background fluxes for step
t + 1 indicated by shaded vertical arrows. The background mean flux for the new x(0) is forecasted from
x(1) with the dynamical model M (solid horizontal arrow), and (5) new ensemble members are drawn
from a specified background covariance to form the Gaussian PDF around x(0); the other fluxes xi(11) to
xi(1) remain the same. (6) A new cycle starts with new observations.
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calculating the Schur product (i.e., piecewise multiplica-
tion) P = P  L where L is an [s 	 s] matrix. Usually, L
describes the exponential decay of the covariance structure
with distance between state variables [Gaspari and Cohn,
1999]:
Lij ¼ edij=l ð18Þ
Where dij is the great circle distance between state vector
element i and j and l is a specified length scale. The optimal
length scale increases as more ensemble members are used,
and too strong localization can degrade the quality of the
analysis [Houtekamer and Mitchell, 1998].
[30] We apply L only to spatial correlations within each
week by multiplying each observation’s Kalman gain
vector ~k [s] with a selected row i of matrix L. This
decreases the magnitude of state updates as a function of
distance dij to the state vector element i that is maximally
constrained by an individual observation. We have tested
the performance of the filter for different decay lengths
(section 4.1). The assumption that flux covariances are
small for regions separated by large distances is physically
credible, as processes controlling the spatial flux patterns
(such as temperature, soil moisture, sunlight) covary on
the local scale, but rarely globally. It was found for NWP
[Houtekamer and Mitchell, 1998; Whitaker and Hamill,
2002] and also in this study that covariance localization
strongly reduces the number of ensemble members needed
to get satisfactory performance in the assimilation system.
2.6. Comparison to NWP
[31] Finally, we briefly discuss parallels between NWP
ensemble assimilation systems and SEAT-A. First of all, in
NWP the state vector x contains no lag, but simply
represents one state at one time. Variables in the state vector
are the prognostic variables of a weather forecast model
such as temperature, humidity, and wind speed that will
serve as initial conditions for a weather forecast. Because
those are often the same quantities that are measured,
observation operators H usually simply perform sampling
in 3D state space, although H can be as complex as a
radiative transport model to assimilate satellite radiances.
State propagation (M) is achieved with the full nonlinear
weather forecast model that takes an analyzed state vector as
the initial condition to make a weather forecast several days
into the future (state at t = t + 1,2,3,). The physics of the
atmosphere contained in the formulation of such models
allows propagation and even addition of information from
one time step to the next, a skill that renders covariance
propagation feasible for NWP in contrast to the work we
present here.
[32] In NWP, covariances are thus derived from the
observations and serve mainly to maintain the structure
of organized weather patterns (such as low-pressure areas
or fronts) during assimilation, as well as to determine
uncertainty in the initial conditions for the forecast. In the
CO2 problem, covariances have been used mostly as a
formal quantitative estimate of flux uncertainty, a practice
that could be questioned (see section 5). NWP assimilation
systems estimate O(107) parameters using ensembles of
less than 100 members. Part of this efficiency is possible
because of the short memory of the atmosphere for
weather patterns: nonlinear and chaotic behavior erase
the imprint of organized weather systems within several
days.
3. Assimilation System Tests
[33] We have performed several tests to assess the per-
formance of our ensemble Kalman filter for the CO2
problem. These tests all focused on the ‘‘engineering’’
parameters of the method such as the number of ensemble
members needed, the optimal strength of localization, and
the number of weeks of lag in the assimilation system.
‘‘Inversion’’ parameters more specific to the flux retrieval
problem itself (such as model-data mismatch, flux uncer-
tainty, number of regions, covariance length scale, initial
conditions, and choice of observation network) are com-
monly also varied in real applications, but were not varied
in this work. These latter parameters will strongly depend
on the particular problem to be solved and do not neces-
sarily relate to the technical performance of the assimilation
method that we intend to demonstrate in this work. There is
however a dependence of the ‘‘engineering’’ parameters on
the ‘‘inversion’’ parameters and in addition to the customary
variation of the inversion parameters, sensitivity tests of the
engineering parameters will need to be performed for future
applications of the filter.
[34] In the problem for which we chose to demonstrate
this technique, SEAT-A retrieves CO2 fluxes for each week
of the year 2000 on a regular 9 	 6 degree global grid (1200
unknowns per week), constrained by pseudo-observations
sampled from known fluxes, while mimicking the actual
sampling from the year 2000 CMDL Cooperative Air
sampling network. A list of sites is included in Table 2.
Since not all CMDL sites successfully take a sample each
week, the configuration of the network changes from week
to week. Although this study does not yet include contin-
uous observations, several sites (Ascension, Baltic, Guam,
Station M, Zeppelin) already collect flask samples at a
frequency exceeding once per week. Including aircraft
measurements from several locations (12 flasks per flight,
indicated by a variable height in Table 2) a total of 2460
observations are assimilated in this work. This stresses our
point that even for a moderately sized problem, precalculat-
ing the observation operators is a daunting task. Pseudo
observations were created with a set of known fluxes on the
basis of Takahashi et al. [2002] for ocean regions, and
Simple Biosphere model [Denning et al., 2003] V3.0 fluxes
over land regions. Fluxes were averaged to weekly means to
ensure that no differences between true fluxes and retrieved
fluxes would arise because of the estimation of weekly
average parameters by our method. This also means that the
system exhibits ‘‘perfect’’ transport further isolating the
effect of the assimilation technique in our tests. The ability
of SEAT-A to reproduce the true fluxes thus depends on
(1) the capacity to ‘‘see’’ the true fluxes with the year 2000
NOAA-CMDL cooperative air sampling network, (2) the
limited ability of the state propagation model to set proper
background fluxes, and (3) limitations in our assimilation
method related to imperfect covariances, localization, or
assimilation window length.
[35] The inversions presented were performed with
TM5 in a configuration with two nested grids over North
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America. Sites in the NOAA CMDL air sampling network
were divided into six categories, each with their own
assigned model-data mismatch value. The categories and
respective model-data mismatches [ppm] are: Antarctic
sites (0.125), marine boundary layer (0.50), land sites
(3.0), mountain sites (1.50), aircraft samples (1.0), tower
sites (5.0), and difficult sites (7.5). These values represent
subjective choices and are not based on an optimization or
analysis of representation errors in our model. A list of sites
and their assigned category is found in Table 2. Note that
we did not add noise to the pseudo-observations before
feeding them back into SEAT-A. We chose not to perturb
the observations because we never use the true fluxes as
background, and only see the true fluxes through a limited
network. This will already prevent us from fully reproduc-
ing the truth even without perturbed observations.
[36] A priori information for SEAT-A comes in two forms
(1) the background mean fluxes persisted from the previous
cycle and (2) a prescribed background covariance structure.
The background covariances P at each time step are
prescribed to decay isotropically with distance as in this
4 	 4 example covariance matrix with 2 land (subscript l)
and 2 ocean fluxes (subscript o):
Pb ¼
sl sl  ed=Ll 0 0
sl  ed=Ll sl 0 0
0 0 so so  ed=Lo
0 0 so  ed=Lo so
0
BB@
1
CCA ð19Þ
Table 2. Sites Used in This Study, Their Observation Frequency, and Assigned Model-Data Mismatcha
Code Number of Observations Longitude,  Latitude,  Altitude, m Name
ﬃﬃﬃ
R
p
, ppm
ALT 53 82.45 62.52 210 Alert, Nunavut, Canada 0.50
ASC 76 7.92 14.42 54 Ascension Island, United Kingdom 0.50
ASK 40 23.18 5.42 2728 Assekrem, Algeria 1.50
AZR 47 38.77 27.38 40 Terceira Island, Azores, Portugal 0.50
BAL 95 55.42 17.07 28 Baltic Sea, Poland 7.50
BME 43 32.37 64.65 30 St. Davids Head, Bermuda, United Kingdom 0.50
BMW 44 32.27 64.88 30 Tudor Hill, Bermuda, United Kingdom 0.50
BRW 48 71.32 156.60 11 Barrow, Alaska, United States 0.50
BSC 50 44.17 28.68 3 Black Sea, Constanta, Romania 7.50
CAR 129 40.90 104.80 Variable Carr, Colorado, United States 1.00
CBA 27 55.20 162.72 25 Cold Bay, Alaska, United States 3.00
CGO 45 40.68 144.68 94 Cape Grim, Tasmania, Australia 3.00
CHR 37 1.70 157.17 3 Christmas Island, Republic of Kiribati 0.50
CRZ 34 46.45 51.85 120 Crozet Island, France 0.125
EIC 35 27.15 109.45 50 Easter Island, Chile 0.125
GMI 82 13.43 144.78 6 Mariana Islands, Guam 0.50
HAA* 56 21.23 158.95 Variable Molokai Island, Hawaii, United States 1.0
HBA 48 75.58 26.50 33 Halley Station, Antarctica, United Kingdom 0.125
HFM* 54 42.54 72.17 Variable Harvard Forest, Massachusetts, United States 1.00
HUN 51 46.95 16.65 344 Hegyhatsal, Hungary 7.50
ICE 44 63.34 20.29 127 Storhofdi, Vestmannaeyjar, Iceland 0.50
IZO 37 28.30 16.48 2360 Tenerife, Canary Islands, Spain 1.50
KEY 42 25.67 80.20 3 Key Biscayne, Florida, United States 7.50
KUM 53 19.52 154.82 3 Cape Kumukahi, Hawaii, United States 0.50
KZD 53 44.45 75.57 412 Sary Taukum, Kazakhstan 3.00
KZM 49 43.25 77.88 2519 Plateau Assy, Kazakhstan 3.00
LEF 5 45.93 90.27 868 Park Falls, Wisconsin, United States 5.00
LEF 30 45.93 90.27 Variable Park Falls, Wisconsin, United States 2.00
MHD 48 53.33 9.90 25 Mace Head, County Galway, Ireland 3.00
MID 47 28.21 177.38 7.7 Sand Island, Midway, United States 0.50
MLO 49 19.53 155.58 3397 Mauna Loa, Hawaii, United States 0.50
NMB 12 23.58 15.03 461 Gobabeb, Namibia 1.50
NWR 46 40.05 105.58 3475 Niwot Ridge, Colorado, United States 1.50
PFA* 75 65.07 147.29 Variable Poker Flat, Alaska, United States 1.00
PSA 51 64.92 64.00 10 Palmer Station, Antarctica, United States 0.125
PTA* 22 38.95 123.73 17 Point Arena, California, United States 3.00
RPB 42 13.17 59.43 45 Ragged Point, Barbados 0.50
RTA* 40 21.25 159.83 Variable Rarotonga, Cook Islands 1.00
SEY 37 4.67 55.17 7 Mahe Island, Seychelles 0.50
SHM 45 52.72 174.10 40 Shemya Island, Alaska, United States 0.50
SMO 50 14.24 170.57 42 Tutuila, American Samoa 0.50
SPO 46 89.98 24.80 2810 South Pole, Antarctica, United States 0.125
STM 93 66.00 2.00 5 Ocean Station M, Norway 3.00
SUM 30 72.58 38.48 3238 Summit, Greenland 1.50
SYO 24 69.00 39.58 14 Syowa Station, Antarctica, Japan 0.125
TDF 27 54.87 68.48 20 Tierra Del Fuego, La Redonda Isla, Argentina 0.50
UTA 41 39.90 113.72 1320 Wendover, Utah, United States 3.00
UUM 48 44.45 111.10 914 Ulaan Uul, Mongolia 3.00
WIS 54 31.13 34.88 400 Sede Boker, Negev Desert, Israel 7.50
WKT* 8 31.32 97.33 251 Moody, Texas, United States 5.00
WLG 24 36.29 100.90 3810 Mt. Waliguan, Peoples Republic of China 1.50
ZEP 94 78.90 11.88 475 Ny-Alesund, Svalbard, Norway and Sweden 0.50
aSampling at sites with an asterisk was started after 1999.
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where sl is the variance on terrestrial fluxes equaling 1.0 	
1016 [kgC/m2/s]2, and so is the variance on ocean fluxes
equal to 1.0 	 1018 [kgC/m2/s]2 and d is the great circle
distance between the center of two regions. The length
scales for exponential decay of the covariations were chosen
as Ll = 900 km and Lo = 2000 km. The c
2 on the fluxes
calculated from the ensemble of posterior fluxes has a mean
of 0.89 indicating that the chosen length scales and sl,o
values were not optimal given the values in matrix R. We
could probably have used slightly smaller length scales or
lower variance parameters sl,o. Using a covariance structure
that leads to the optimal value of c2 = 1 [see, e.g., Michalak
et al., 2005] is not crucial for the work presented here and
will be saved for a future application of SEAT-A. We
confirmed that the distribution of c2 on the ensemble of
posterior fluxes and observations followed a normal
distribution indicating proper operation of SEAT-A.
[37] Fluxes used to produce pseudodata include fossil
fuel CO2 emissions taken from the CDIAC estimates for
1995 [Brenkert, 1998]. In the assimilation, the same fossil
fuel flux was incorporated into the background field
CO2i(x,y,z,t) and thus presubtracted from the observations.
In one experiment we perturbed the fossil fuel fluxes
randomly by an arbitrary 10% in each grid box, separately
for each ensemble member thus including fossil fuel
uncertainty stochastically in the filter. This approach will
also be used in real applications but is not discussed
further here as it does not inform us on the assimilation
system performance. Other uncertainties such as boundary
layer mixing strength or convective overturning could be
added stochastically in the same way, adding to the spread
of the ensemble and thus to the posterior covariances in a
more realistic manner than simply adding a constant
transport model error term to the observation covariance
matrix R.
[38] The quality of several runs is assessed through two
statistics: (1) the root-mean-square of the difference be-
tween all true (superscript t) and analyzed fluxes:
RMS ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
XN
i¼1
xt  xað Þ2
vuut ð20Þ
and (2) the number of degrees of freedom (d.o.f.) in the
final covariance estimate measured as [Patil et al., 2001]:
d:o:f : ¼
PN
i¼1 wi
 	2
PN
i¼1 w
2
i
ð21Þ
where wi are the singular values obtained from a singular
value decomposition of matrix X. The d.o.f will initially
increase with increasing number of ensemble members N,
until added columns of X yield singular vectors close to
zero. At that point, the columns of matrix X span the
complete covariance structure and adding more ensemble
members does not add more information to the matrix. We
present the d.o.f only for one randomly chosen week of
our final results, as we found that it varied only slightly
from week to week.
[39] Although we realize that many other tests could be
performed with pseudodata experiments we chose this
particular setup because it illustrates the power of the
ensemble method in a realistic but controlled setting. We
could have created tests with perfect data coverage, or very
few degrees of freedom, or near infinite ensemble members,
or nonlinear tracers. However, the extensive literature on
ensemble Kalman filtering in the fields of NWP and ocean
modeling already covers those situations in much more
detail than we can address here. This includes comparisons
of Kalman filter methods to batch methods [Bruhwiler et
al., 2005] and 4d-var [Lorenc, 2003]. Our pseudodata
experiment is meant to show that the CO2 problem falls
within the wide range of applications for which ensemble
methods have been shown to work well and offer clear
benefits.
4. Results
[40] Starting our discussion of the results at the large
scale, Figure 2 shows the annual mean for ‘‘true’’ fluxes and
those recreated with our assimilation system after aggrega-
tion of the results to 22 ‘‘superregions’’ corresponding to the
TransCom 3 regions given by Gurney et al. [2002]. We
show these annual means for an ensemble size of 1500
members as well as for a 200 member ensemble where
localization was applied. At the continental scales the
method is obviously able to reproduce the true flux well
with differences always within the posterior uncertainty and
largest differences occurring in the poorly observed tropical
regions. Total ocean and land fluxes are both overestimated
slightly mostly because of misallocation of fluxes in North-
ern Africa, the Temperate Pacific Ocean, and Indian Ocean.
The inability to properly separate tropical land and ocean
fluxes on the basis of current observations is a well-known
feature of inversions [Bousquet et al., 2000]. Seasonal
cycles for these superregions based on weekly flux esti-
mates are shown in Figure 3 for three reasonably well
constrained regions with large seasonal flux variations
(Temperate North America, Europe, Boreal Eurasia), as
well as for the Southern Ocean since it dominates uptake
of CO2 in the Southern Hemisphere. The ability of our
assimilation system to represent seasonal peak-to-trough
amplitudes as large as 15 PgC/yr without bottom-up fluxes
to guide the solution is very promising and demonstrates its
power to extract information from the observations. Without
data assimilation, the fluxes would have remained equal to
the initial values at t = 0 for the rest of the year. Further
aggregating these weekly fluxes to monthly means (not
shown) reduces some spurious temporal variations intro-
duced by the inhomogeneous sampling network and further
reduces the differences.
[41] Figure 4 shows that the assimilation contains finer
details of the true flux field as well. Maps of monthly mean
flux patterns were made for July and November with ocean
and land fluxes on separate panels to bring out the details
more clearly. In July, major features of the true land
biosphere flux distribution are strong uptake in the boreal
regions and net CO2 emissions in South America, Northern
Africa, and India. These features are also visible in the
assimilation results with amplitudes matching the truth
closely in most locations. Areas of uptake or emissions
are more widespread in the retrieved fluxes with smaller
peak uptake signals, reflecting our inability to observe such
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detail with our current network. Also, some anticorrelated
dipoles in the fluxes are visible that yield correct aggregated
fluxes at continental scales, for instance in Australia. This is
an example of our limited capability to see regional flux
details from the CMDL network. In November, respiration
dominates in the Northern Hemisphere with maximum
CO2 fluxes to the atmosphere in the Eurasian Boreal
regions and large parts of North America. Tropical fluxes
are strongly positive in the Amazon region and Southern
Africa, balanced by uptake in Northern Africa. All these
features are also seen in our retrieved fluxes including
local maxima in Western Canada, the eastern US, and
eastern Siberia. The tropical fluxes, although reasonable in
magnitude, are again not always located correctly. This is
specifically visible in Northern Africa where fluxes appear
in the Sahara. Without more detailed a priori information
our method is not prohibited to create this unphysical
solution as long as it is mathematically correct.
[42] The true ocean flux in Figure 4c shows outgassing
throughout the tropics peaking in the central Pacific,
balanced by uptake in the Southern and Northern Ocean
as well as the Southern Pacific and Indian Ocean. The
retrieved ocean fluxes generally show similar features but
are somewhat more noisy than the true fluxes. This is
likely a result of the imposed covariance length scale that
can locally force the retrieved solution away from the true
solution.
4.1. Ensemble Size and Localization
[43] The results discussed above were produced with an
ensemble size of 1500 members, a number that is generally
too large to allow efficient calculation of the ensemble
statistics. An important challenge therefore is to obtain
similarly good answers with fewer ensemble members.
Assimilation runs were done with fewer ensemble members,
introducing various degrees of localization to ensure spuri-
ous covariances are suppressed. Figure 5 shows the results
of these tests. The minimum RMS error is obtained at N =
1500, no localization which also has the most d.o.f. indi-
cating that this solution is closest to the ‘‘truth’’ and
Figure 2. Annual mean fluxes aggregated to TransCom regions. Light blue symbols are the ‘‘true’’
values, green symbols represent analyzed fluxes from a run with 1500 ensemble members, and red
symbols are results for 200 ensemble members and a localization length of three times the covariance
scale (see text). The error bars have light shading for 1-sigma background flux uncertainties and dark
shading for 1-sigma posterior uncertainties. The off-scale a priori land, ocean, and global uncertainties are
19.28, 5.2, and 19.9 PgC/yr, respectively. See color version of this figure at back of this issue.
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contains the most information on the covariances. When
fewer than 500 ensemble members are used, the results
without localization deteriorate quickly as the covariance
matrix becomes more inaccurate causing spurious adjust-
ments to the state vector. When some of these spurious
covariances are suppressed through localization (where the
localization length scale l in equation (18) is chosen as 3	
the covariance length scale L from equation (19)), the RMS
continues to be low even for a 200 member ensemble. All
simulations with fewer ensemble members show decreasing
d.o.f.. Although we still retrieve the mean of the fluxes quite
well with fewer members, we do not have as much detailed
information on its covariance structure anymore. At some
point this will affect the estimated variances as well as the
covariances leading to biases in the uncertainty assigned to
individual regions. Figure 6 shows an example of this for
the variance on the fluxes. The pattern of uncertainty
reduction on the annual mean fluxes deteriorates quickly
when we go from N = 1500 to N = 200 members without
localization as the representation of distant covariances
becomes increasingly inaccurate because of statistical noise.
However, when we suppress that noise through localization
with l = 3L, the N = 200 simulation is nearly identical to
the N = 1500 case. When we further reduce the number
of ensemble members to N = 50, the result clearly
misrepresents the posterior variances again. Note that
these results are likely dependent on other parameters in
the problem and should be determined for each inversion
separately.
4.2. Assimilation Window Size
[44] Important considerations when choosing the assimi-
lation window size are computational efficiency and esti-
mation accuracy. A larger assimilation window means that
each week of fluxes is constrained by more observations,
but also requires longer integrations of the transport model,
and more parameters to be estimated per cycle. The repre-
sentation of a larger covariance matrix, moreover, requires
more ensemble members.
[45] To quantitatively estimate how many weeks of lag
our filter needs, we look at the spatial information
contained in each consecutive estimate of a particular
week of fluxes. Spatial information on the flux distribution
is contained in two quantities: H and Pb. The operator H
determines which regions are constrained directly by
observations because they are under the ‘‘footprint’’ of a
sampling site. Pb determines which regions are constrained
indirectly by inferring information from a neighboring
region. We discuss the trade-off between these two methods
of inferring information in section 5. Operator H and matrix
Figure 3. Seasonal cycles of the fluxes for aggregated TransCom regions North America, Boreal
Eurasia, Europe, and the Southern Ocean. Solid lines are the ‘‘true’’ fluxes, and open lines are the
assimilated ones. Light shaded bars are the a priori uncertainty, and dark shaded bars are posterior. Units
are in PgC/yr. Note the different y scale on the panels and the reduction of uncertainty that starts after the
first few months because of the filter spin-up.
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Pb are convoluted in the Kalman gain matrix K through the
numerator PHT (equations (4) and (9)). If vector ~k has
limited structure, the spatial information added to the state
vector will be low.
[46] The question of how many weeks of lag to use can
thus be rephrased: How much does each consecutive state
estimate add to explaining the spatial structure of the final
solution? This is investigated by calculating the amount of
Figure 4. (a) Land fluxes in July, (b) land fluxes in November, and (c) ocean fluxes in November. Top
plots show true fluxes, and bottom plots show assimilated fluxes. Note that some large fluxes near coastal
regions are due to the coarse grid and do not represent true ocean fluxes. Original flux estimates were
done at weekly timescales of which five are averaged in this plot. Units are 109 kgC/m2/s. See color
version of this figure at back of this issue.
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spatial structure in the final flux vector (assumed to be
attained after twelve weeks) that is explained after each
update of the state. This is calculated as the squared linear
correlation coefficient (r) between the final vector x(12) and
its partial solutions from previous steps x(0,..,11). The
variance (r2) will initially increase quickly because the first
few state estimates generally use large and local transport
signals carrying the bulk of the information. Later updates
of the state occur with more diffuse transport signals
causing the added variance to level off. Figure 7 illustrates
this for 40 different state vectors from different weeks. It
can be seen that on average, 90% of the variance of the final
solution is captured after estimating the state eight times and
all 40 estimates attained this percentage after ten weeks.
Although the added variance from updates 9–12 is not zero,
it is less than 3% per week. If we had assumed the final
solution to be attained after 24 estimates instead of twelve,
the tail of the curve would have been longer and contained a
larger fraction of the total variance. Each estimate beyond
eight weeks would again carry only a small fraction (<3%)
of the variance. Although this analysis does not show
beyond doubt that 8–10 time steps is enough to accurately
retrieve the fluxes, it does show the quick decrease in
information content as observations and fluxes get further
Figure 5. Root-mean-square flux differences (solid, units
of 1 	 109 kgC/m2/s) and number of degrees of freedom
(d.o.f.) in the posterior ensemble (dashed) as a function of
number of ensemble members. Black lines with squares
indicate results without localization, while grey lines with
diamonds indicate results with a localization strength of l =
3 	 Ll,o.
Figure 6. Annual mean uncertainty reduction (%) for a case with (a) 1500 members, no localization;
(b) 200 members, no localization; (c) 200 members, localization with l = 3L; and (d) 50 members,
localization with l = 3L. Inaccurate representation of the covariances leads to large and incorrect
decreases of uncertainty. Comparing Figures 6b and 6c shows that localization can improve results
with fewer ensemble members. See color version of this figure at back of this issue.
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separated in time. Interestingly, our results given by
Bruhwiler et al. [2005] also suggested that 8–10 (one
month) time steps in the assimilation window is sufficient
to extract the spatial information of the flux patterns,
whereas Law [2004] suggested six (one month) time steps.
[47] It is important to understand that signals beyond the
lag time of our filter are not lost in the inversion. The
background fields CO2i(x,y,z,t) will carry information far
beyond the lag time of the filter to ensure that all emissions
will affect all sites eventually. The subtle difference is that
we decide not to extract information about the spatial flux
patterns anymore after 8–10 weeks. The influence of
fluxes beyond the lag time shows up at each site through
CO2i(x,y,z,t + 12) instead of through H(xi), and are thus
presubtracted to ensure consistency of all past fluxes with
all future observations. The existence of an ensemble of
flux histories in the form of N background CO2 mixing
ratio distributions causes also the covariance of past fluxes
to be incorporated contrary to a regular Kalman smoother
where only the mean background CO2 mixing ratio
distribution is retained.
5. Discussion
[48] The choice of the number of ensemble members to
use directly influences the quality as well as the cost of the
solution and should therefore be done with care. Although
there are no formal rules to determine this parameter, the
required ensemble size is related to the number of degrees
of freedom in the covariance matrix. More ensemble mem-
bers are needed to accurately represent a covariance matrix
with more degrees of freedom. When background covarian-
ces are prescribed like in our method, the number of degrees
of freedom can be controlled by prescribing covariances
between parameters in the state. For example, it might be
beneficial to set tighter covariances between regions in the
poorly observed tropics, as this reduces the number of
degrees of freedom and will thus improve our statistical
representation of the covariance matrix, to benefit other
regions where an abundance of observations allows us to
retrieve fluxes in more detail such as North America or
Europe. Note that if in the future satellite observations or a
vastly improved surface network exists, the need to couple
regions a priori through the covariance matrix will disap-
pear. Our current experiences with 100–200 ensemble
members required to represent a state vector of 14,400
elements is moderately promising for future applications
of SEAT-A.
[49] As stated earlier, the state propagation model M
plays an important role in an assimilation system. The skill
of this model determines the quality of the first guess of the
fluxes, and allows information to propagate through the
filter from one time step to the next reducing the uncer-
tainty, and thereby the number of degrees of freedom in the
system to be solved. The poor skill of our current ‘‘persis-
tence’’ model forces us to prescribe the covariances for
each new estimate, and each estimate therefore starts with a
relatively large and homogeneous uncertainty. Although the
Figure 7. Amount of variance in a 12-week lag state estimate explained after each consecutive estimate.
Individual points show the fractional variance (defined as r2 with r the correlation coefficient between
final and partial state update) of 40 different states, each estimated twelve times before being fixed. The
thick line is the mean with 1-sigma standard deviation as shaded area. Note that the variance equals 1.0
after 12 estimates as this is assumed to be the final flux value. After 10 weeks more than 90% of the
spatial structure of the final solution is captured.
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problem of a poor state propagation model M could be
partly solved by starting each new assimilation cycle from a
‘‘climatological’’ first guess (e.g., fluxes produced by
process-based biosphere or ocean models), we prefer not
to use such bottom-up products to prevent mixing the
different information streams that we want to compare
independently later on. Improvements to our state propa-
gation model will likely improve our assimilation skills and
allow us to retrieve fluxes more reliably. It could perhaps
even allow us to couple the background covariances to the
analyzed ensemble properties again. One approach could be
to optimize for parameters in the covariance matrix at each
step [see Michalak et al., 2005; Krakauer et al., 2004] on
the basis of the fit of the ensemble CO2 mixing ratios to
the observed ones, causing the analyzed ensemble fluxes
to influence the background covariances. In the work
presented here we have not pursued this yet.
[50] An important way to improve the current method is
through better specification of the background flux cova-
riances Pb. Given the relatively sparse observation network
there are two ways to constrain the unknown fluxes: (1) by
including the full coupling (through transport) between all
fluxes to be estimated and all observations available in the
inversion and (2) by specifying correlation structures that
allow flux regions to be constrained indirectly through
inference from flux regions that are directly constrained
by observations. The flux estimates of Gurney et al. [2002],
Bousquet et al. [2000], Rayner et al. [2002], Houweling et
al. [1999], and Law et al. [2003] all employ method (1) and
fully couple all observations to all fluxes. In addition, the
studies of Ro¨denbeck et al. [2003] and Michalak et al.
[2004] use a covariance structure as in (2) to further
constrain the problem. This should not be confused with
the much more rigorous constraint of imposing a fixed
pattern of fluxes (essentially a covariance of 1.0) within a
limited number of large regions to be estimated, as is
commonly done in lower-resolution inversions. The covari-
ance specification method (2) has the disadvantage that the
true correlation structure of the fluxes is largely unknown
and specification of background covariances affects the
solutions to a degree that is difficult to assess. Using
the transport model (1) has the disadvantage of making
the inverse problem larger and thus more expensive to
solve, and requires running the transport model for a long
period of time just to constrain a few hard-to-observe
regions while the majority of the regions are already well
constrained in the early stages of assimilation. It also relies
on the ability of coarse transport models to track the
sampled air masses through the atmosphere accurately.
Given the crude grids, time step, and parameterizations
of vertical exchange in these models one should strongly
question their ability to track the air masses even after just
a few weeks of atmospheric transport. Moreover, atmo-
spheric tracer transport calculations rely on reanalyzed
meteorological products which only represent the best
guess of the meteorological fields while not doing any
justice to the stochastic nature of atmospheric transport,
which could only be captured using an ensemble of
transport fields.
[51] Several sources of information could be used to
produce background covariance structures for our flux
inversions. A first obvious choice could be to use an
ecosystem database to introduce covariations only between
similar ecosystems that are close together geographically.
This would, for instance, allow us to infer information on
the fluxes from a large forest by only observing parts of it,
or separate the contribution from adjacent crops and grass-
lands even though we observe their combined signals in the
atmosphere. Satellite products delivering land-surface char-
acteristics such as greenness (NDVI), soil moisture, or even
fire disturbances could be exploited as well. Such products
have the advantage of high spatial and temporal coverage
while not explicitly informing on the mean carbon fluxes.
We want to stress that this covariance information is only
needed while observations are limited. If available, obser-
vations of CO2 and related trace gases will always be a
preferred source of information over background covariance
structures in SEAT-A.
[52] In all the discussions of covariances in this work, this
quantity is used to inform on the relationship between
individual a priori or posterior parameters in the state vector.
The absolute magnitude of the posterior uncertainty is of
lesser importance because it has a strong dependence on the
choice of ‘‘inversion’’ parameters such as model-data mis-
match and background covariance magnitude and length
scales. This strong dependence implies that discussions of
posterior uncertainty can only be useful in the context of the
specific choices for these parameters. Much more than
setting absolute uncertainties on each regions contribution
to the atmospheric carbon pool, posterior covariances
should therefore be used to (1) check the independence of
the retrieved fluxes and aggregate regions where needed and
(2) check the statistical correctness of the assimilation by
analyzing the posterior PDF (Gaussian?) and its relationship
to the inversion parameters (uncertainty reduction, innova-
tion statistics, c2). The true uncertainty of top-down derived
flux estimates should include many more aspects of the
error structure such as possible biases in the sampling of
observations, biases in model transport, covariances in
sampling errors, and aggregation errors. The total uncer-
tainty of regional or continental carbon fluxes should thus
be constructed from a number of different methodologies
with different models, different data sets, and different
assumptions and should not be confused with the posterior
covariances from an assimilation system such as SEAT-A.
[53] Finally, we want to mention the current weak points
and drawbacks of our approach. The most important draw-
back of the current scheme is the previously mentioned lack
of a dynamical model. This prevents us from exploiting the
‘‘learning’’ ability of the EnKF and introduces a reliance on
prescribed background covariances. A second drawback is
the statistical representation of some key properties of the
system. Not only can the statistical representation itself be
poor when insufficient ensemble members are used, the
underlying statistical assumptions themselves (Gaussian
PDFs, uncorrelated errors) can be wrong. Careful selection
of the ‘‘engineering’’ parameters can be demanding and
adds yet another dimension for sensitivity analysis of the
results. From an implementation point of view the computer
resources needed to run an ensemble data assimilation
system like SEAT-A (transport model that scales over many
parallel processors, large amounts of disk space and
memory, 50–100 CPUs per simulation) can also be a
limitation. The incomplete representation of the posterior
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covariances is the most important concession to make in a
system like SEAT-A. Therefore we recommend to only use
an ensemble data assimilation system if the dimensions of
the state vector, or of the observation vector necessitate
this approach.
[54] In the near future, SEAT-A will be used to study the
North American carbon cycle in more detail. For such an
endeavor, more regions will be added over North America
while fluxes at larger distances will be coupled either as
larger regions or through a stronger covariance. Our ability
to retrieve North American carbon fluxes at higher spatial
resolution will furthermore depend on the number of
observations available, and on TM5s ability to simulate
CO2 concentrations at continental sites. Introducing contin-
uous CO2 data measured from tall towers as well as
constraints from the observed 13C/12C isotopic ratios will
be an important step in the application of SEAT-A. Further
developments of this method should focus on creating
proper background covariance structures, creation of a
dynamical model to forecast fluxes, stochastic treatment
of uncertain transport model parameters, extension to other
trace gases, and possibly transport model error estimates in
the assimilation technique.
6. Conclusions
[55] We have demonstrated the use of an ensemble data
assimilation method to estimate CO2 surface fluxes from
atmospheric observations. The new system overcomes some
limitations of previously used inversion methods and shares
some of their strengths and should be viewed as another
possible Bayesian approach for CO2 flux estimates. It can
ingest large amounts of observations without the need to
precalculate observation operators, estimate surface fluxes
at the model grid scale without storing and inverting large
matrices (similar to 4d-var), and provide a top-down view of
the surface fluxes without reliance on bottom-up flux
estimates (similar to regular Kalman filters and geostatis-
tical methods). The representation of covariances between
fluxes by an ensemble of states is necessarily limited by the
ensemble size. The details of the system were demonstrated
through a realistic pseudodata experiment in which fluxes
were retrieved satisfactorily. For this problem, nine weeks
of lag and 200 ensemble members with a localization over
three times the covariance correlation length scale was
found to work well. We stress that these values will likely
depend on the particular problem one tries to solve. Exten-
sion of this method to other trace gases that include
nonlinear chemical interactions will be part of future work.
Appendix A: TM5 Model
[56] The TM5 chemistry transport model is simplified to
a tracer transport model for the CO2 problem, and is a fully
linear operator on CO2 fluxes. Tracer transport (advection,
vertical diffusion, cloud convection) is done by offline
meteorological fields taken from the European Centre for
Medium Range Weather Forecast (ECMFW) model, run in
either forecast (T512L60) or reanalysis (ERA40) mode. All
physical parameterizations in the TM5 model are kept as
close as possible to the ECMWF formulation to achieve
similarity between the two. TM5 offers the possibility to use
online two-way nested grids in the model, giving it
regional-scale capabilities in a global framework. For
the NACP, we have defined a global 6 	 4 TM5 grid
with two nested grids that focus on North America at
3 	 2, and the US plus parts of Canada on 1 	 1. A
tracer transport assessment in this configuration using SF6
was recently published [Peters et al., 2004]. Note that the
model offers the flexibility to easily change this grid,
allowing test runs without nested grids or at coarser
global resolutions.
[57] The TM5 model is fully parallel implemented with
MPI, with each processor carrying model variables distrib-
uted either over the number of tracers, or the number of
vertical levels. The first option is very beneficial for SEAT-
A, as it allows us to run each member of our ensemble as a
separate tracer on a separate processor, greatly reducing the
time required to sample N ensembles. Furthermore, an
adjoint of TM5 is available that was used to calculate and
store linearized observation operators (matrix form of H) for
all observations as part of previous research. This allowed
us to perform tests with large numbers of ensembles N by
sampling model concentrations from a coarse grid (and thus
quick) TM5 model calculation of CO2i(x,y,z,t + 12) from
CO2i(x,y,z,t) with zero fluxes, augmented with many en-
semble flux influences H(xi) created with a simple matrix
multiplication of the stored H with the ensemble of vectors
xi. Note that this approach will not be used in real applica-
tions but we decided to take advantage of the existing
observation operators for the tests shown here.
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Figure 2. Annual mean fluxes aggregated to TransCom regions. Light blue symbols are the ‘‘true’’
values, green symbols represent analyzed fluxes from a run with 1500 ensemble members, and red
symbols are results for 200 ensemble members and a localization length of three times the covariance
scale (see text). The error bars have light shading for 1-sigma background flux uncertainties and dark
shading for 1-sigma posterior uncertainties. The off-scale a priori land, ocean, and global uncertainties are
19.28, 5.2, and 19.9 PgC/yr, respectively.
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Figure 4. (a) Land fluxes in July, (b) land fluxes in November, and (c) ocean fluxes in November. Top
plots show true fluxes, and bottom plots show assimilated fluxes. Note that some large fluxes near coastal
regions are due to the coarse grid and do not represent true ocean fluxes. Original flux estimates were
done at weekly timescales of which five are averaged in this plot. Units are 109 kgC/m2/s.
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Figure 6. Annual mean uncertainty reduction (%) for a case with (a) 1500 members, no localization;
(b) 200 members, no localization; (c) 200 members, localization with l = 3L; and (d) 50 members,
localization with l = 3L. Inaccurate representation of the covariances leads to large and incorrect
decreases of uncertainty. Comparing Figures 6b and 6c shows that localization can improve results
with fewer ensemble members.
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