Observers adjusted a probe (a short rod) to appear normal to a planar surface slanted in depth. In Experiment 1, observers (N = 12) performed this metric task in two conditions: with reduced cues to calibration of binocular viewing parameters and with full cues. The results provided evidence for the use of an internal working metric in metric tasks because they confirm predictions that (i) errors should be largely systematic and accounted for by assuming an inaccurate working metric and (ii) this metric should be consistent with miscalibration of relevant viewing parameters. The data support the prediction that performance errors decrease in a manner consistent with improved binocular calibration, when better cues to relevant viewing parameters are provided. We performed two additional control experiments as further tests of the binocular miscalibration account, to determine whether performance in Experiment 1 could be explained instead by the use of monocular cues. We found that monocular performance was significantly poorer than binocular performance in reduced-cue conditions (Experiment 2) and full-cue conditions (Experiment 3). These control experiments provide confirmation that binocular cues contribute to performance in the full-cue conditions of Experiment 1, and that disparity was the only effective cue to slant in reduced-cue conditions.
Introduction
A computer vision system capable of recovering metric scene descriptions (such as lengths and angles) from stereo data requires a calibrated stereo camera rig (e.g. Faugeras, 1993) . The viewing parameters describing the spatial relationship of the cameras must be known or estimated since they determine the relationship between stereo disparity and the metric properties of the 3D scene. If human stereo vision is to recover metric scene properties then similar requirements obtain. This has long been recognised in the psychophysical literature, at least insofar as many authors have noted that disparity cues from a constant depth interval in the scene scale inversely with the square of the distance to fixation d, and hence this parameter (or an equivalent such as vergence angle) must be estimated to recover an estimate of the size of the depth interval.
There is a long history to the question as to whether errors in the calibration parameter d can explain errors in human judgements of metric quantities from stereo. This extends back at least as far as Helmholtz (1910) . More recently it has been considered by Bradshaw and Rogers (1996) , Bradshaw, Parton, and Eagle (1998) , Bradshaw, Parton, and Glennerster (2000) , Brenner and van Damme (1999) , Duke, Frisby, Buckley, and Porrill (1998) , Durgin, Proffitt, Reinke, and Olson (1995) , Eagle and Blake (1996) , Foley (1980) , Glennerster, Rogers, and Bradshaw (1996) , Foley, Ribeiro-Filho, and Da Silva (2004) , Gårding, Porrill, Mayhew and Frisby (1995) , Johnston (1991) , Koenderink and van Doorn (1975,1976) , Koenderink and van Doorn (1998) , Koenderink, van Doorn, and Lappin (2000) , Lappin, Shelton, and Reiser (2006) , Mayhew (1982) , Mayhew and Longuet-Higgins (1982) , Tittle, Todd, Perotti, and Norman (1995) , Todd, Oomes, Koenderink, and Kappers (2001) , Todd, Chen and Norman (1998) , van Damme and Brenner (1997) , and Wagner (1985) . Our reading of this literature is that the question remains controversial.
Errors in metric tasks have been interpreted by some authors as indicating that the human vision system relies largely on affine rather than on metric representations (see reviews in Koenderink et al. 2000; Todd et al. 2001 and Todd, 2004) . This approach is often justified in terms of Klein's Erlanger program in which geometric properties are classified in terms of the largest group of transformations under which they remain invariant. For example in Euclidean space metric judgements, such as lengths, are invariant under translations and rotations but are not preserved under more general motions such as affine and projective transformations.
It is clear that if visual space were not Euclidean then judgements for tasks relying on fully three-dimensional metric judgements would necessarily be less accurate than those for tasks 0042-6989/$ -see front matter Ó 2010 Elsevier Ltd. All rights reserved. doi:10.1016/j.visres.2010. 03.006 lower in the Kleinian hierarchy. However the observation of large errors in metric tasks is not in itself sufficient to prove the case against the existence of metric structure since visual space might be endowed with metric structures which do not always accurately reflect those of the real world.
Mismatches between visual judgements based on internal metric structures and veridical judgements based on the Euclidean real world might occur for various reasons. One possibility is that some metric structures on visual space exist for purposes which do not require them to match the metric properties of the real world accurately; Luneberg's (1947) . proposal that visual space is a nonEuclidean space of constant curvature (for recent reviews see Koenderink & van Doorn, 1998; Koenderink et al., 2000; Cuijpers, Kappers, & Koenderink, 2000) falls into this class. However if the visual system does have such idiosyncratic metric representations for some tasks, it is hard to understand why it uses them for tasks for which they are inappropriate, and if it does, why it has failed to evolve mechanisms to correct their inaccuracies in order to exploit the clear advantages of making good metric judgements.
This leads to an alternative explanation, which is that the inaccurate metric representations are intended to reflect metric properties of the real world but that inaccuracies arise in certain circumstances from incorrect calibration. For example, the three dimensional reconstruction ambiguities referred to above in connection with binocular vision all arise as a consequence of the unavailability of accurate values for one or more of the parameters (such as binocular eye position) required for calibrating the visual system. This calibration problem is particularly relevant in many commonplace psychophysical laboratory situations, especially those using stereograms, as in the Todd and Bressan (1990) study. Stereograms inevitably involve disparity/vergence vs. accommodation cue conflicts, and several studies have found that metric judgements are greatly improved if natural stimuli are used (Durgin et al., 1995; Frisby, Buckley, & Duke, 1996 ; for an example of failure to find improved performance with real stimuli, see Norman, Todd, Perotti, & Tittle, 1996) .
The experimental task we have chosen to investigate this hypothesis is one that observers find natural to understand and perform, thereby avoiding, as far as possible, potential cognitive factors. It is setting the orientation of a small rod protruding from a slanted and textured plane surface so that it appears to be normal to that surface (see Fig. 1 ). Stereo calibration errors will produce errors in perceived slant of both the surface and the probe, as stereo miscalibration has a global effect. This task is particularly sensitive to d miscalibration since calibration-dependent errors in estimating surface slant and probe slant have opposite sign, effectively doubling the setting errors involved. We note that previous work has strongly suggested that depth per se is estimated during perception (see for example Wallach & Zuckerman, 1963; Glennerster et al. 1996; Johnston, 1991) , and here we will attempt to confirm that the pattern of errors in a particular metric task is also consistent with this claim.
We measured setting error as a function of surface slant and distance. We then calculated for each observer a best fit working metric at each viewing distance, to explain the pattern of errors for that observer. This working metric was then interpreted in terms of errors in estimating fixation distance d (leading to affine distortion in depth) and cyclovergence s (which adjusts the slant of the vertical horopter). These are the two relevant binocular stereo calibration parameters for our surface normal task under the given viewing conditions (task instructions were to make judgements with a fixation position for which gaze angle and elevation angles would be zero). Further mathematical details of our analysis are described in Appendix A.
This surface normal task was presented to observers using real objects to avoid the inherent conflicts between vergence/disparity and accommodative blur cues in stereograms (e.g. Buckley & Frisby, 1993; Frisby, Buckley, & Horsman, 1995; Watt, Akeley, Ernst, & Banks 2005) . Such conflicts are one reason why stereograms cannot be assumed to be a wholly reliable guide to performance with real stimuli. This could be particularly important when considering the issue of accuracy in recovering metric structure as different observers are likely to be prone to different extents to the cue conflicts in stereograms.
In Experiment 1, data were collected under two experimental conditions: 'reduced-cue' and 'full-cue' conditions. In the reduced-cue condition, care was taken to ensure that disparity was the only effective cue to depth; a control experiment (Experiment 2) showed this was successful. In the reduced-cue condition a viewing tunnel and a tight head and chin rest curtailed non-stereo distance and slant cues (e.g. from head movement parallax) as well as greatly restricting the field of view. In the full-cue condition, the viewing tunnel and tight head rest were removed. This meant that small head movements were allowed, indeed they were encouraged, and the richly structured experimental room was visible in addition to the borders of the rectangular plane surface in which the probe was mounted. Thus the full-cue condition offered many more cues to depth than the reduced-cue condition. The idea behind comparing data from these two viewing conditions was that smaller calibration errors would be expected in the full-cue conditions since much more potentially useful calibration information was available. Half the observers were assigned to Group RF (reduced-full) which saw the reduced-cue conditions first, the other half to Group FR (full-reduced) which saw the full-cue conditions first. This permitted investigating possible transfer effects between conditions and provided a control against learning effects. We explain at the beginning of the Results section how data on the surface normal task from both conditions were analysed in relation to the assessment of metric performance.
We also report two control experiments (Experiments 2 and 3). In Experiment 2 we examined whether observers did in fact use binocular disparities in our surface normal judgement task in reduced-cue conditions. Observers performed the task in reducedcue conditions under binocular and monocular viewing. We found that monocular performance was substantially poorer than binocular performance; most of the monocular stimuli failed to produce an impression of surface slant. We conclude that binocular disparity was the dominant cue in binocular reduced-cue conditions.
In Experiment 3 we examined whether observers used binocular disparities in full-cue conditions and whether improvements in performance between reduced and full-cue conditions in Experiment 1 might be due only to more effective monocular cues in the full-cue condition, rather than due to improved binocular calibration. Data were collected in full-cue conditions under both binocular and monocular viewing. Binocular viewing produced smaller errors therefore demonstrating that binocular cues are indeed used in the task under full-cue conditions. The results suggest that binocular calibration was more accurate in full-cue than in reduced-cue conditions.
To summarise, this study is designed to test two hypotheses:
The working metric hypothesis: Performance errors on a threedimensional metric judgement task are largely systematic and can be accounted for by use of an observer-dependent internal working metric. That is, observers do have an internal metric representation of visual information. The calibration hypothesis: The structure of the working metric is consistent with the use of inaccurate estimates of relevant viewing parameters.
We also test a further prediction based on these hypotheses: Performance errors will decrease in a manner consistent with the calibration hypothesis if better cues to the relevant parameters are provided.
A further key feature of this study is that individual differences were taken fully into account in assessing the performance of the metric task, as it cannot be assumed that all observers will make the same kind or size of calibration errors.
Experiment 1
2.1. Methods
Participants
Twelve naive observers took part, 8 males and 4 females, aged between 18 and 26 with normal or corrected to normal acuity. All demonstrated stereoacuity of at least 30 arcsec, measured with the Titmus Randot Stereotest™.
Apparatus
Fig . 1a shows a schematic of our apparatus. A plane surface (height 120 cm, width 80 cm) was mounted to a frame that enabled the experimenter to adjust the viewing distance, and the angle of slant out of the fronto-parallel plane about a central, horizontal axis. The surface was covered with matt black velvet and textured with pseudo-randomly oriented non-overlapping thin (1.5 mm) white lines of length 5.1 cm. Line positions were jittered, such that mean separation between the end-points of closest pairs of elements was approximately 6.4 cm with a standard deviation of 0.68 cm.
The surface normal probe was a rod (length 9 cm, diameter 4 mm) fixed at right angles to an axle concealed in the plane surface. Its axis of rotation was the same as the axis of rotation of the plane surface. The probe was painted with 1 cm wide alternating blackwhite bands to distinguish it clearly from the background. The observer adjusted the probe's orientation by rotating a wheel that was hidden from view and that had no end stops or other features which could have facilitated strategies based on haptic cues. The angle of rotation of the probe was measured using a potentiometer (the accuracy was measured as approximately (0.5°).
In the reduced-cue condition the plane surface was viewed through a tunnel with a septum in the median plane that occluded the edges of the surface at all times ( Fig. 1b shows a photograph of the observers' view). The viewing tunnel and septum were constructed to give an approximately circular aperture over the range of vergence required. The diameter of the field of view was approximately 20°, with a binocular overlap of about 17°. A tightly fitting head and chin rest kept the observer's head stationary, ensuring that the centre of the plane surface was central in the visual field. Cloth screens entirely surrounded the observer, preventing the room from being seen, both on entry to the room and also during the experiment. Thus the observer had no visual cues to room size in the reduced-cue condition. It was found that monocular viewing in the reduced-cue condition produced no impression of slant over most of the range of slants tested; a very weak impression was found only at the larger slants (see Experiment 2). Thus, binocular disparity was the only effective cue in the reduced-cue condition. In the full-cue condition the viewing tunnel was removed, creating a larger field of view (c. 95°diameter), and a different chin rest allowed about ±8 cm of lateral head movement. In both full-cue and reduced-cue conditions, a computer-controlled shutter was used to hide the stimulus between trials.
Stimulus conditions
Surface slants were À50°to 50°in 10°steps in both reduced and full-cue conditions. The slant of 0°(fronto-parallel) was excluded to avoid problems associated with setting the probe along the cyclopean line of sight. The surface was presented at four viewing distances: 65, 95, 125 and 155 cm to the centre of the surface.
In the reduced-cue condition room lights were extinguished and spot lamps were used to illuminate the surface as uniformly as possible. Illumination was kept low to prevent visible shadows being cast by the probe. The average luminance of a texture element was approximately 5 cd/m 2 . In the full-cue condition removal of the viewing tunnel meant that the observer could see most of the room. The room was a typical laboratory which contained the experimental apparatus, furniture and laboratory equipment, as well as some common familiar objects (such as Coke™ cans and metre rules). Overhead fluorescent-strip room lighting was used in addition to the spot lamps to ensure illumination of the whole room.
Observers from Group RF who saw the reduced-cue condition first had not entered the room at any time prior to participating in the experiment, hence their knowledge of its size was restricted to their assumptions about its likely size. In contrast observers from Group FR saw the full-cue condition first; hence they had prior knowledge of the room size when operating in the reduced-cue condition.
Design
In each experimental session the observer made one setting for each of the 40 surface slant and distance combinations. Stimuli were presented in a pseudo-randomised order such that no two stimuli of the same slant or distance appeared on consecutive trials. The twelve participants were run as two groups of 6. Each observer in Group RF participated in four reduced-cue sessions followed by four full-cue sessions, yielding in total four readings for each stimulus combination. The reduced-cue sessions were run first in this group to ensure that reduced-cue judgements could not be affected by the environmental knowledge subsequently made available in the full-cue sessions. Observers in Group FR participated in full-cue sessions before reduced-cue sessions, otherwise the procedure for Group FR was identical to that for Group RF.
Procedure
Prior to each trial the probe was set to a pseudo-random but predetermined orientation different from the veridical surface normal. The shutters were then opened for 10 s during which time the observer adjusted the probe to appear normal to the surface. Presentation time was limited in this way to reduce the likelihood of slant adaptation effects. Practice trials at the start of the first session allowed the observer to master setting the probe within the time allowed, and refresher practice trials began all other sessions. No feedback on accuracy was given at any stage. If, during the experiment proper, observers reported being dissatisfied with a setting when the 10 s period ended, that setting was not recorded and was repeated later in the session (very few such instances occurred). The duration of each session was at most 40 min, and rest time between sessions was at least 10 min. Each observer's data were collected over a period of two days.
Before each full-cue session the observer was encouraged to walk around the experimental room, pick up objects, touch the apparatus, measure its span with their arms, take measurements of the height and width of the plane surface with a metre rule and generally gain knowledge of the room and its contents (the probe was not present during this examination). It was also pointed out to the observer that lateral head movements were permitted while making settings and that these might be beneficial.
Results and discussion
All results were expressed in terms of setting errors, that is, the difference between the observer's setting angle and the veridical normal. Sign conventions for setting error are explained in Fig. 2 . There was considerable variation between participants, as will become clear, and we exploit this in the analyses. Space forbids presentation of all the data for each observer but for illustrative purposes, here we show data for observer MH, who made the largest errors in the reduced-cue conditions, in Fig. 3 (see Supplementary materials for all observers' data). Plots a-d in the left column show results for the four different distances to the surface in reduced-cue conditions. Plots e-h on the right show the equivalent data for full-cue conditions. In these plots open circles show setting errors for each of MH's four trials at each slant, means over trials are shown as solid circles connected by lines. The main qualitative features of the data are as follows. (1) Errors were smaller in the full-cue condition. (2) Mean setting errors showed a systematic relationship of roughly sine-wave shape with surface slant (this was true for all observers though the sign of the error was reversed at some distances for some observers). (3) This roughly sine-wave shape was most evident in the reduced-cue condition but it was not completely absent in the full-cue condition. (4) The size of the errors depended on distance. The legend of Fig. 3 shows that these findings were also evident from the results of an ANOVA con- ducted on the data from all 12 participants and from both groups of observers.
How can the data be analysed for the purposes of assessing metric performance? Firstly it is clear that good metric performance requires that settings be close to veridical in the full-cue condition. This was assessed by computing root mean square error (RMS) deviation from the veridical setting (this measure was chosen because unlike analyses based on means of signed quantities performed later, it includes both bias and variability of setting error). The RMS setting error was approximately 5°in the full-cue condition for all observers.
To assess whether this represents good metric performance we compared RMS error on our surface normal task with that for setting a pair of 2D lines in a fronto-parallel plane to appear orthogonal. The latter task provides a relevant norm insofar as it would be generally accepted that the human visual system excels at discriminating departures from orthogonality in simple 2D figures (Heeley & Buchanan-Smith, 1996; Nundy, Lotto, Coppola, Shimpi, & Purves, 2000) . Since we were unable to find RMS error data for individual observers in the literature (all the studies that we found report standard deviations between subject means) we collected data ourselves and found RMS errors of 1-1.5°(based on 50 orthogonality settings from each of two authors JP, JPF).
We will use a simple heuristic to compare this value to our 3D result: three-dimensional settings with binocular stereo as the main cue are intrinsically harder than 2D settings by a factor of about d/I, where I is the interocular separation. This may seem unintuitive since disparities scale with d 2 rather than d. Since d/I, is at least 10 (the value for our closest stimulus) an RMS setting error of around 5°for the 3D normal task is roughly equivalent to 0.5°for the 2D orthogonality task. Although this argument is not conclusive it indicates that observed performance on our 3D surface normal task in the full-cue condition is evidence of rather good metric performance as far as the criterion of low variability in settings from veridical is concerned. Fig. 4 allows us to assess the effect of impoverished cues on metric performance. This figure shows each observer's RMS error calculated from all settings in a given session. Fig. 4a shows these data for Group RF. It is clear that some observers made very large setting errors for trials in the reduced-cue condition and that these errors were dramatically reduced in the full-cue condition. Fig. 4b shows the equivalent results for Group FR. Again errors are larger in the reduced-cue than in the full-cue condition, but here the effect is not so dramatic. This is to be expected since these observers have already seen the room and the apparatus and so have relevant prior knowledge about viewing parameters. We did not design the experiment to explore the stability or duration of this effect, but we can conclude from these data that the effect appears stable over at least a period of approximately 24 h from first exposure to the full-cue condition. The good performance of some observers from Group RF in reduced-cue conditions can be explained if we assume that their prior estimates of viewing parameters are, by luck or good judgement, similar to those used by members of Group FR after exposure to the full-cue condition. These results are clearly consistent with the first prediction from the metric hypothesis: metric judgements can be made relatively accurately if cues to relevant visual parameters are present, but performance will degrade when they are absent.
The main strategy we used to assess metric performance was to compare data from the reduced-cue condition with that from the full-cue condition under the assumption that an estimated working metric was being used in the reduced-cue conditions. Under and mean setting error (connected filled circles) over the four trials plotted as a function of slant for each distance and condition. This observer clearly shows an increase in setting error with distance in the reduced-cue condition (left column). Setting errors are decreased in the full-cue condition (right column). These changes in mean setting error were found in an analysis of the data of all 12 observers. A 4 factor mixed measures ANOVA was conducted to test for any effects on setting error of surface slant and viewing distance and for any differences between the reduced (RC) and full-cue (FC) conditions and between the two Groups (RF v FR) of observers. This analysis showed an overall difference between the two presentation orders, F 1,10 = 6.961, p < 0.05. This difference was modest, the mean error for the participants who did the RC conditions first was À0.69°and those who did the FC first was 1.774°. However no interaction with this order factor and any others was significant, most F values were below or close to 1.0 with the largest F 27,270 = 1.522, n.s. As is evident for MH in this figure there was an overall significant effect of surface slant, F 9,90 = 28.570, p < 0.0001. However there was no overall significant difference between the RC and FC conditions, F 1,10 = 0.583, n.s, or between the viewing distances, F 3,30 = 1.914, n.s. This may seem at odds with this figure but the effects evident there are supported by significant interactions between factors. For example, the effect of slant on setting error depended on the cues available, larger errors were made at certain slants under the reduced-cue condition than under the full-cue conditions, F 9,90 = 3.466, p < 0.001. Also the effect of distance on errors did not just depend on the cues available (two way interaction F 3,30 = 1.103, not significant) but on the combined effect of surface slant, distance and the cues available, F 27,270 = 5.103, p < 0.0001 (significant three way interaction). Note that this analysis did not contain session number as a factor but see Fig. 4 . the working metric hypothesis setting errors for our surface normal task are completely determined by two components b, c, of the working metric (see Appendix A for details). Best-fit values for these parameters were obtained separately for each observer and for each viewing distance and cue condition (so that each b, c pair was determined by 40 observations: 4 trials Â 10 surface slants -the fitting procedure is described in Appendix A). The partition of mean square setting error for this analysis is shown in Fig. 5 . We show MSSE as it facilitates the comparison of percentage variance accounted for. Since this figure is also used to illustrate the calibration analysis it shows a partition into four error components, in each bar the components represent mean square error accounted for by the parameters b, c, considered here and the top two components represent the remaining error after fitting (residual error and personal profiles -see later).
As can be seen from Fig. 5 the percentage values beneath each observers initial show that the metric hypothesis (b and c components) accounted for more than 63% of MSSE for Group RF in the reduced-cue condition (Fig. 5a ) and for about 80% of MSSE for those observers making the largest errors. Fig. 6 plots for each observer under the two viewing conditions the total RMS error and the remaining error not modelled by b and c components as in Fig. 5 . We plot RMS errors (rather than MSSE) as they are easily interpreted in terms of performance on the task. We argued above that under the metric hypothesis remaining setting error in the reduced-cue condition should be close to that found in the full-cue condition. This prediction is confirmed in Fig. 6 by our data: RMS setting error in the reduced-cue condition is reduced to the full-cue value of about 5°. It is clear from Fig. 5a and b that even the observers in Group RF with largest reduced-cue errors perform at full-cue levels after allowing for calibration error. For Group FR the fitting procedure still reduces RMS error under both viewing conditions (the differences are significant see Fig. 6 legend) but by a much smaller amount explaining only 25.7% of the MSSE in Fig. 5c and d. We interpret this result as indicating that the full-cue conditions did indeed permit good, if not perfect, calibration.
We now move on to discuss the calibration hypothesis and look at the extent to which variations in the estimated working metric can be explained as a result of systematic errors in estimating binocular viewing parameters. In Appendix A we show how the estimated working metric components b and c allow us to fix the estimated viewing parameters s 0 and d 0 (cyclotorsion and viewing distance) respectively. We now consider whether the values obtained for these viewing parameters are consistent with the calibration hypothesis.
We begin by considering estimated fixation distance, d 0 , since this parameter accounts for the largest proportion of the MSSE overall (see Fig. 5 ). What kinds of variation in d 0 should we expect? An ideal observer would estimate fixation distance as a weighted combination of a (possibly observer dependent) prior estimate and the actual distance as determined from any remaining visual cues . On this basis we predict that in the reduced-cue condition an observer will make settings that are accurate only at the fixation distance corresponding to their individual prior (the tendency to perceive the distance of a stimulus as closer to a default distance has been called the 'specific distance tendency'; see e.g. Gogel & Tietz, 1973) . Elsewhere errors will vary systematically with fixation distance and will be consistent with an estimated fixation distance, d
0 , varying monotonically with the true distance (if the relative weights of the prior knowledge and visual cues were available this variation itself could be predicted, but this is not attempted here).
Figs. 7a-d show the variation of distance scaling error k = d 0 /d (where d is the actual fixation distance) over the four experimental sessions for Groups RF and FR in full and reduced-cue conditions. It can be seen that the broadly sinusoidal error profiles of observer MH in Fig. 3 has been interpreted as due to distance underestimation in Fig. 7a and the reversed profiles for some observers at some distances as due to distance overestimation. Fig. 7a and c for the reduced-cue condition show that fixation distance estimates vary monotonically with true distance as predicted, they show about the same slope of distance scaling error with viewing distance for all observers. Only one observer (CH) showed little variation and this observer consistently made small errors in the reducedcue condition (see Fig. 5a ). The mean value of distance scaling error varied sharply between observers and this variation is significant as can be seen from the confidence intervals plotted for one observer (the size of these intervals is similar for all observers). Group RF shows larger variation in mean scaling error than Group FR; this is consistent with the calibration hypothesis, since Group RF, having no prior experience, might be expected to have a larger variation in their prior estimates of fixation distance than Group FR. The results Group FR Observer: Fig. 4 . Root mean square setting error plotted against session number for each observer. The top plot shows the results from Group RF who saw reduced-cue conditions first. There is no evidence for learning within either condition and a sharp decrease in error occurs at the transition to the full-cue condition. The lower plots shows results for Group FR, here there is an increase in setting error for the reduced-cue condition, but the difference between cues is smaller than for Group RF. (Although the large error from observer UJ was caused by a large error on the very first setting, we did not think it appropriate to remove this anomalous setting.) A 3 factor mixed measures ANOVA was conducted on the total mean square setting error for each observer. The factors were the cues available -reduced (RC) or fullcue (FC) -Group (RF v FR) and session number (1-4 within each cue condition). The ANOVA revealed that the RMS error shown in this figure depended only on the cues available, F 1,10 = 20.553, p = 0.001 with larger RMS error in the reduced-cue conditions. The interaction between available cues and group was significant (F 1,10 = 5.656, p = 0.039): reduced-cue setting errors are lessened when observers perform the reduced-cue sessions after having performed the full-cue sessions. All other factors and interactions were not significant. Importantly from this analysis there was no evidence of changes in RMS Error across the four sessions (F 3,30 = 2.456, n.s) or across the sessions of the different cue conditions, (F 3,30 = 2.544, n.s.) or for the different Groups (F 3,30 = 2.349, n.s.). Note that slant and distance were not included in this analysis as factors, but see Fig. 3 .
of an ANOVA performed on the data of Fig. 7 indicated that differences in distance scaling error between the two groups was not significant; distance scaling error was influenced most by cue availability and viewing distance (see Fig. 7 legend) .
We now turn to cyclovergence error s 0 -s whose dependence on viewing distance is plotted in Fig. 8 , again with confidence intervals shown for one observer. This parameter accounts for a much smaller proportion of MSSE (see Fig. 5 ) and it is not so easy to predict how the ideal observer estimate should vary with viewing distance. There are few notable features of these plots and indeed no significant effects were found in an ANOVA of the data. The maximum observed cyclovergence error is around half a degree, which is consistent with the known stability of ocular torsion. Most observers in reduced-cue conditions show a small but systematic dependence of estimated cyclovergence on viewing distance. Fig. 8 shows that for the observers making the largest cyclovergence errors in reduced-cue conditions, this error is decreased under full-cue conditions. These results are at least qualitatively consistent with the behaviour of an ideal observer whose cyclovergence state is linked to fixation distance.
Visual inspection of the remaining errors after removing the components accounted for by the stereo miscalibration model (distance-scaling and cyclovergence error) suggested that there could be an additional, observer dependent, source of error variance varying systematically with slant but independent of fixation distance. To investigate this possibility we calculated the setting error profiles over distance and session for each observer in each cue condition. We will refer to this 'personal equation' component of setting error as an observer's personal profile. Personal profiles for all observers in reduced and full-cue conditions are shown in Fig. 9 ; error bars are shown for one observer (SD), they are similar for other observers. The proportion of MSSE accounted for by the personal profile for each observer and condition is shown in the bar plot in Fig. 5 . In total the personal profile explains a further 4.9% of MSSE for Group RF in the reduced-cue conditions and 18.3% in the full-cue conditions (the proportion is larger for fullcue conditions because there is less variance to explain). Although the personal profile does not account for a large proportion of error it is remarkably stable between reduced and full-cue conditions for a given observer (the difference between profiles with filled and unfilled circles in Fig. 9 is comparable with the size of the error bars) while varying significantly in shape between observers (the difference between personal profile for different observers are many times larger than the error bars). In the general discussion we will explain why we think that the personal profile is consistent with the idea of a working metric. Fig. 10 illustrates for observers MH (as in Fig. 3 ) and AB how the shape and size of these various components of error are added to account for the error in normal setting, in this example in the full-cue condition at 125 cm viewing distance. 
Experiment 2
The stimuli used in the reduced-cue conditions of Experiment 1 were designed to provide weak monocular slant cues, in order that observers' task performance should depend strongly on stereopsis. We performed Experiment 2 to determine whether binocular disparity is in fact used in the surface normal judgement task when performed under reduced-cue conditions as in Experiment 1, or whether performance can be attributed entirely to monocular cues. It is important to establish this to justify an account of binocular reduced-cue task performance in terms of binocular calibration errors. In Experiment 2 we compared performance in reduced-cue conditions (as described in Experiment 1) under binocular and monocular conditions.
Participants
Five participants aged between 33 and 45 years took part. All had stereoacuity of at least 50 arcsec; four had acuity of 30 arcsec or better. All were well practiced in making surface normal judgements both monocularly and binocularly in full-cue viewing conditions (all had participated in Experiment 3 described later).
Apparatus and stimuli
The apparatus was as described in Experiment 1. The textured surface and probe stimulus was viewed under reduced-cue conditions as described in Experiment 1 and presented at the same surface slants as in Experiment 1. Viewing distance was 110 cm (the mean of the distances tested in Experiment 1).
Design and procedure
All observers performed one session of 40 trials under binocular viewing (each of the ten slants presented four times in pseudo-random order such that no two stimuli of the same slant appeared on consecutive trials), followed by a monocular session in which observers viewed the stimuli with a patch over their non-preferred eye. Sessions lasted approximately 20 min and all observers had a break of at least 15 min between sessions. The experiment was designed to promote the chance of finding good monocular performance by: (1) Performing the monocular session after the binocular session so that practice would favour the monocular conditions. (2) Choosing only well practiced observers; all had already participated in Experiment 3 in which the surface normal judgement task was performed under full-cue conditions, both binocularly and monocularly.
Results and discussion
Setting error data for two of the five observers (AP and GF) are shown in Fig. 11 . AP exhibited the most accurate monocular performance of all the participants. GF exhibited the least accurate monocular performance. All observers' data are provided in Supplementary materials. Data were similar for all observers. For each participant, monocular performance was substantially worse than The solid-filled error bar shows the amount of RMS error remaining after the distance scaling and cyclovergence error components have been removed. A set of four paired scores t-tests comparing the data within each of the four panels in this figure showed that the remaining error was always significantly lower than the total error, at least to the p < 0.05 level. The mean remaining RMS error was close to 5°for both groups under both condition: for (a) 6.2°, (b) 4.8°, (c) 5.2°, and (d) 4.1°. binocular performance. On average, absolute mean setting errors were around 4.5 times larger in the monocular condition. A two factor ANOVA (viewing condition and slant) on the signed mean data revealed a significant difference between the binocular and monocular setting errors in interaction with slant (F 9,36 = 26.622, p < 0.0001), and a main effect of slant (F 9,36 = 69.909, p < 0.0001). Note that because the monocular and binocular distributions both had means close to zero there was no overall significant difference between viewing conditions, F 1,4 = 1.361, however it is the above significant interaction that is important. Errors for all observers indicate that monocular stimuli failed to produce an impression of slant except at the larger slants tested (mostly around ±40 and 50°, or only at ±50°). We conclude that monocular cues were very weak and that binocular disparities were the primary cue used in the task when performed under binocular reduced-cue conditions as in Experiment 1.
Experiment 3
The results of Experiment 1 revealed that distance-scaling and cyclotorsion errors can account for a substantial portion of the setting error variance in reduced-cue conditions; up to approximately 80% for the observers who made the largest errors. In full-cue conditions, setting errors were significantly smaller and distance-scaling and cyclotorsion errors accounted for a smaller proportion of the error. These findings support the calibration hypothesis and the prediction that binocular calibration is improved when richer visual cues to the calibration parameters are provided. However, an alternative explanation could be that observers' improved performance may be entirely due to richer monocular slant cues in the full-cue conditions (e.g. the surface outline cue to slant or a more effective shape-from-shading cue). It is possible that observers did not use binocular cues in the full-cue conditions. We investigated this possibility in Experiment 3. We compared binocular performance in the full-cue condition (as in Experiment 1) with monocular performance to determine whether use of monocular slant cues could account for performance in the binocular condition.
Participants
Six observers took part, 5 males and 1 female, aged between 23 and 45 with normal or corrected to normal acuity. All had stereoacuity of at least 50 arcsec, and five of the six observers had 30 arcsec acuity or better, measured with the Titmus Randot Fig. 7 . The top panels show estimated distance scaling error plotted as a function of viewing distance for each observer and condition for each observer in Group RF in reduced (a) and full-cue conditions (b). The bottom panels (c) and (d) show the corresponding results for Group FR. All observers show an appreciable distance scaling effect in the reduced-cue condition (a negative slope). These scaling effects are reduced for all observers in the full-cue condition. Error bars show the standard errors on this parameter for one observer (these are similar for all observers). A 3 factor ANOVA was conducted on the data of this figure. The factors were the cues available -reduced (RC) or full-cue (FC) -Group (RF v FR) and viewing distance (65, 95, 125 or 155 cm). The only significant results were that distance had a significant overall effect on distance scaling error F 3,30 = 27.403, p < 0.0001 and the effect of distance was more pronounced in the reduced-cue than the full-cue condition, F 3,30 = 17.395, p < 0.001. Importantly there was no significant difference between the Groups RF and FR or any interaction involving this factor (the largest F value was F 3,30 = 2.220, n.s). This suggests that the distance scaling error was more influenced by the cues available and the viewing distance than by prior knowledge of viewing distance obtained by performing full-cue sessions before reduced-cue sessions.
Stereotest™. One observer (PD) was an author and all others were naïve; none had participated in Experiment 1.
Apparatus
The apparatus was described in Experiment 1. The experiment was performed in a typical laboratory, in full-cue conditions as in Experiment 1. The laboratory was different from that in Experiment 1 though it was approximately the same in its size, lighting and its type and amount of clutter.
Stimulus conditions
The surface slants tested were the same as Experiment 1. Viewing distance was 65, 110 and 155 cm. Stimuli were presented in full-cue conditions either binocularly (as in Experiment 1) or monocularly by wearing a patch over the non-preferred eye. This experiment did not include reduced-cue conditions (see Experiment 2 for a comparison of binocular and monocular performance in reduced-cue conditions).
Design and procedure
In each experimental session the observer made one surface normal setting for each of 30 stimuli (10 different surface slants at each of 3 distances). Observers performed four sessions under binocular viewing and four under monocular viewing. Half of the observers (PD, AP and DS) performed the binocular sessions first and the other half (GF, CW and WO) performed the monocular sessions first, so as to mitigate against practice and fatigue effects in the group data. The procedure was identical to Experiment 1.
Results and discussion
Mean setting error data are shown for three of the six observers in Fig. 12 . Data for CW, AP and DS (shown) were similar to the data for PD, WO and GF respectively (see Supplementary materials). All observers made smaller setting errors in binocular conditions compared with monocular conditions. Binocular setting errors within and between observers resembled the pattern found in Experiment 1. Monocular setting errors were larger than binocular errors at each viewing distance, for all observers, though there was individual variation. Monocular data for CW and PD had a generally negative slope which suggests underestimation of surface slant. Data for DS and GF had a generally positive slope suggesting overestimation of surface slant, and data for AP and WO was closer to a slope of zero, indicating more accurate performance, though still worse than their binocular performance. The magnitude of observers' mean errors (the unsigned mean of signed setting errors from all surface slants and sessions) were larger in monocular conditions than in binocular conditions for all viewing distances, and this was true of all observers. Monocular setting errors were up to 4.1 times larger than binocular setting errors, and were 2.0 times larger on average. A 3 factor ANOVA (monocular vs. binocular viewing, slant and distance) performed on absolute mean setting errors (averaged over session number) revealed significant effects of viewing condition (F 1,5 = 21.45, p = 0.01), slant (F 9,45 = 3.93, p < 0.001) and viewing condition in interaction with distance (F 2,10 = 20.38, p < 0.001). The latter arose because binocular errors were smaller at nearer viewing distances whereas monocular errors were larger but more stable over distance.
Binocular performance was more precise than monocular performance. For each observer, standard deviations were calculated from the four settings made at each slant and distance combination. At each distance, standard deviations were always larger in the monocular conditions than in the binocular conditions. Monocular standard deviations were up to 2.7 times larger and 1.7 times larger on average. A 3 factor ANOVA (monocular vs. binocular viewing, slant and distance) performed on the standard deviations revealed a significant effect of viewing condition (F 1,5 = 19.417, p < 0.01), slant (F 9,45 = 4.56, p < 0.001) and a significant effect of viewing condition in interaction with distance (F 2,10 = 5.302, p < 0.05); the latter arising because binocular performance was increasingly precise at nearer distances, whereas monocular precision was lower and stable over the distances tested. The main effect of slant arose because setting variability increased with increasing (positive and negative) slant; this was true for all viewing distances, and for both monocular and binocular viewing.
Binocular setting error data were analysed in terms of distance scaling, cyclotorsion and personal profile errors in the same way as Experiment 1. Parameter values for this analysis are shown in Fig. 13 . ANOVA revealed no systematic variation of the value of either parameter with viewing distance. The pattern of parameter values found was similar to that found in the full-cue condition of Experiment 1.
As can be seen from Fig. 12 (and data from other observers in Supplementary materials), performance was more accurate and more precise in binocular full-cue viewing relative to monocular full-cue viewing conditions. For some observers, the increase in accuracy was substantial, while for others who showed the most accurate monocular performance, the increase was less, but in all cases, standard deviations were reduced (by 60% on average). These findings strongly support the conclusion that binocular disparities are used in the task and provide an important cue under full-cue conditions. Thus, monocular slant cues alone cannot be entirely responsible for performance in the binocular conditions of this experiment and in the full-cue conditions of Experiment 1.
Our results show that monocular cues can provide fairly accurate performance when binocular cues are unavailable, but how these cues contribute to perception when binocular cues are available in this experiment and in Experiment 1 is uncertain. We would expect setting errors to be reduced by the presence of more effective monocular slant cues (e.g. outline and shading cues), and we would also expect setting errors to be reduced by the presence of cues that support more accurate estimation of binocular calibration parameters. The binocular calibration analysis cannot tell these two situations apart; a reduction in setting error, regardless of how it is achieved, will result in calibration parameter estimates closer to veridical values. It is therefore possible that the use of monocular slant cues (as distinct from non-stereoscopic cues that may contribute to estimation of binocular calibration param- Fig. 10 . This figure illustrates in the left column the decomposition of setting errors into distance scaling, cyclovergence and personal profile terms for observer MH (whose setting errors are shown in Fig 3) at distance d = 125 cm under reduced-cue conditions. The plots (from the top down) show: a large sinusoidal contribution from distance scaling (metric coefficient c), a small cosinusoidal contribution (other observers show much larger contributions as can be seen in Fig. 8 ) from cyclovergence error (metric coefficient b), and the personal profile term which is similar in both reduced and full-cue conditions. In the final plots the sum of these components is compared with the mean setting error for this observer at this distance. The right hand column shows the same decomposition for observer AB for the same stimuli. This observer shows less distance scaling and cyclovergence error than MH but a larger personal profile component. Note that the decomposition of the metric contribution into b and c parts is based on the linear approximation described in Appendix A. eters) contributed to the more veridical calibration parameter values obtained. However, this cannot explain all of the improvement because the present experiment has shown that binocular cues make an important contribution to performance on the task. If binocular calibration were inaccurate, then distance-scaling parameter estimates would vary with distance. Analyses of variance found no significant effect of viewing distance on distance-scaling parameter values in this experiment and in full-cue conditions of Experiment 1. These results suggest that binocular calibration was in fact more accurate in binocular full-cue conditions than in binocular reduced-cue conditions.
General discussion
In this study we set out to examine two hypotheses. The first is the working metric hypothesis: observers' errors on a 3D metric judgement task are largely systematic and can be explained by the observers having an internal metric representation of visual information. At first sight, the very large errors made by some observers in reduced-cue settings in Experiment 1 (the largest setting error is 36°and the worst observer has an RMS error of around 15°in the reduced-cue conditions) seem to provide evidence that the surface normal metric judgment is intrinsically inaccurate. However, this study has uncovered three strong pieces of evidence against this view and in favour of the working metric hypothesis:
1. In Experiment 1, some observers are relatively accurate even in reduced-cue conditions (the best observer in reduced-cue conditions has a RMS error of only about 6°-JB, Fig. 6a ). We discuss later how such wide individual variations can be accounted for.
2. For observers in both Groups RF and FR in Experiment 1, performance was better under full-cue conditions. For Group RF, who had no previous exposure to full-cue conditions, performance improved dramatically, with the RMS error for the worst observer falling to about 7°and for the best to about 3°(AB and JB respectively, Fig. 6b ). Clearly, some source of information was unavailable in the reduced-cue conditions; information of great importance to most observers. Given the nature of our experimental task and the fact that binocular cues are used in both full and reduced-cue conditions, it is reasonable to hypothesise that at least some of the information lacking for the observers who did badly in the reduced-cue conditions was that required for calibration of the working metric. This leads to the prediction that errors in the reduced-cue condition can be explained as an error in the estimated working metric. 3. Support for this prediction was found in Experiment 1. For observers in Group RF, a large fraction of the error in the reduced-cue conditions could indeed be explained by the metric hypothesis. In reduced-cue conditions the two relevant metric parameters accounted for 63.4% of MSSE, and for more than 80% of the MSSE of the worst observer. Moreover, once this source of error was allowed for, the residual error for the worst observers in reduced-cue conditions became comparable with errors for the best observers in full-cue conditions (see Figs. 5, 6 and 10 ).
The second hypothesis tested in this study is the calibration hypothesis: The structure of the internal working metric is consistent with the use of relevant viewing parameters (in the surface normal task, the relevant parameters are registered fixation distance, d
0 , and registered cyclotorsion, s 0 ). A further prediction is that performance should improve in a systematic way consistent with more accurate estimates of d 0 and s 0 when better cues for these parameters are provided. The data from Experiment 1 support the predictions of the calibration hypothesis. By far the largest proportion of error was accounted for by distance scaling error k = d 0 /d. The observed dependence of k on fixation distance and viewing conditions (see Fig. 7 ) is compatible with the notion that each observer has a default fixation distance used as a prior in a Bayesian estimation module in which it is combined with visual cues to distance. In full-cue conditions, visual information would be expected to dominate the prior, so that distance scaling error would be constant and approximately unity for all observers (note that in Fig. 7 some observers have k consistently slightly smaller than 1, this may be due to the inability of the fitting proceduredescribed in Appendix A -to distinguish personal profiles from distance-scaling errors when these have similar forms). In reduced-cue conditions the distance estimate would be a weighted combination of prior information and the distance indicated by other cues, giving an approximately linear decrease of k with distance. At the distance at which the prior and visual information agree there should be no distance scaling error; this means that the abathic distance for a given observer can be read off as the point at which the (extrapolated) graphs in Fig. 7a and c cross the line k ¼ 1. Gogel's 'specific distance tendency' describes this pattern of distance misestimation (e.g. Gogel & Tietz, 1973) .
Thus the calibration hypothesis also provides an explanation for the excellent performance of some observers at certain viewing distances in reduced-cue conditions (in that they have prior estimates of fixation distance which are fortuitously closer to those used in the experimental set-up) without having to assume that they have access to visual cues unavailable to the other observers.
Only one observer's plot (CH) has very small slope in both conditions. This may indicate exceptionally well-calibrated vergence and little weight attached to a specific distance prior. Errors in estimated cyclovergence were at most ±0.5°(see Fig. 8  and 13b for Experiments 1 and 3 respectively). Larger errors would be difficult to reconcile with the known stability of ocular cyclovergence (e.g. Van Rijn, Van der Steen, & Collewijn 1994) . This is consistent with the calibration hypothesis since an ideal observer would use cyclovergence estimates within its expected stability range. In consequence cyclovergence calibration did not account for a large proportion of error variance. It would be interesting to see if metric tasks can be devised which are more sensitive to this component of error.
Finally all observers made systematic errors above and beyond those explicable by the metric hypothesis alone. We have attempted to describe this by the inclusion of a personal profile term for each observer. Although this factor did not explain a large proportion of the error variance it was significant (lying systematically outside the confidence intervals) for some observers, substantially different in form for different observers, and remarkably stable between the two cue conditions (Fig. 9) .
It is beyond the scope of this paper to identify the possible causes of error that make up the personal profile. We speculate that there may be numerous factors that lead to performance errors on the surface normal judgement task beyond those attributable to errors of binocular calibration. One possible source of errors may be the contribution of inaccurate estimates of surface slant from monocular texture cues. Monocular settings made in reduced-cue conditions were highly inaccurate and systematic (Experiment 2). It is well known that irregular textures produce slant underestimates (e.g. Braunstein, 1968; Gibson, 1950) . Provided that the weighting given to slant from texture is greater than zero in the process of combination with slant from stereo in the present experiments, setting errors would include a contribution of monocular slant judgement error. One test of this account may be to examine whether the magnitude of an observer's personal profile error depends on the extent to which that observer uses texture cues in stereo-texture cue conflict stimuli. There are likely to be other factors that influence settings also, for example it is known that perceived depth varies with luminance contrast (Rohaly & Wilson, 1999 ). There may be effects due to variation of weightings for stereo, texture and other available cues during the process of cue combination, or cue interaction effects (Landy, Maloney, Johnston, & Young, 1995) . There may also be a slant normalisation effect, such as the 'equidistance tendency' described by Gogel (1965) in which our slanted surface and perhaps also the probe would be seen to lie closer to the fronto-parallel plane. There may also be slant contrast effects (Werner, 1938) in which the apparent slant of the test probe is biased by the presence of the slanted surface. However, while slant contrast effects are commonly observed in stereograms, such effects may not occur when viewing real surfaces; van Ee, Banks, and found no evidence of slant contrast in real stimuli.
It is logically possible that unmodelled sources of error, such as those suggested above, could influence the values for calibration parameter estimates obtained in the present study if these unmodelled errors resembled modelled errors (see Appendix A for more detail on this point). However such an effect is not obvious in our results. Note that in the full-cue conditions, which is where we expect binocular calibration to be most accurate, there seems to be little or no systematic variation of error with distance, and k values are close to unity (Fig. 7b and d and Fig. 13a ). Therefore, if parameter estimates are biased by the misattribution of unmodelled errors to binocular calibration, these biases appear to be small, especially relative to most values for the reduced-cue parameter estimates and does not seriously undermine the validity of a model based on binocular calibration alone.
In spite of the arguments above, the existence of a significant personal profile term might be considered as evidence against the metric hypothesis. We argue that this is not the case. If a working metric is available then we would expect expert observers to be able to use it to obtain veridical performance, but it is not clear that this should be expected from naive observers. Such observers will have previously made precise orthogonality judgements only in a very restricted range of orientations (if at all) and it is certainly conceivable that they have a mistaken internal definition of orthogonality. As long as this internal definition is stable the naive observer can use it to make correct orthogonality judgements by learning a look-up table of corrections to be applied to the incorrect setting. . Graph (a) shows the distance-scaling parameter, k and (b) shows the cyclovergence error. One factor ANOVAs revealed no effect of viewing distance on distance scaling (F 2,10 = 2.234, n.s.) or cyclovergence error (F 2,10 = 2.540, n.s.).
Appendix A
A.1. Recovering the working metric We need to extend the concept of orthogonality to spaces with general metric structure. This structure can be prescribed in many ways but must allow the distance between two points and the angle between two lines to be measured. It is usual to base these properties on the existence of a dot product. In two dimensions this generalises the usual sum of products From the angle formula we see that two vectors are orthogonal when their dot product is zero (this is the only geometric result we use; for a comprehensive modern treatment of applications of differential geometry in vision see Koenderink, 1990) .
The three components a, b, c of g represent all the possible degrees of freedom in the choice of a working metric in two dimensions. We will try to recover their values from the observers performance on our experimental task. The surface and probe orientation vectors are subjectively orthogonal if their dot product using the working metric is zero, that is, gðs; nÞ ¼ a Á ðÀ tan mÞ þ bð1 À tan m tan rÞ þ c tan r ¼ À tan mða þ b tan rÞ þ ðb þ c tan rÞ ¼ 0 so that probe settings are related to the surface slant by the projective relationship tan m ¼ b þ c tan r a þ b tan r
:
From this relationship we see that the surface normal task is insensitive to metric scaling (multiplication of all the components of g by the same factor leaves the relationship above unaltered) so the task is conformal rather than fully metric and we can, without loss of generality, re-scale the metric so that a = 1. This leaves only two undetermined parameters, b and c.
Given observed data consisting of surface slants r i and corresponding probe settings m ij (where the extra index j runs over sessions) values for b and c can be estimated by minimising the sum square difference between actual and predicted settings Eðb; cÞ ¼ X
In this study minimisation was performed numerically using the MatLab™ routine fminunc.
Judgements are veridical when g is a unit matrix and the coefficients b and c have the values 0 and 1 respectively. We can illustrate the effects of the b and c parameters on setting error in the case of small deviations from the veridical metric The linearised contributions to setting errors of changes in the diagonal coefficient c and in the off-diagonal coefficient b are plotted in Fig. 14. Errors in c (which we will interpret below as due to distance re-scaling) have maximum effect for surface slants of ±45°. Errors in b (which correspond to tilt in the vertical horopter) have maximum effect when the surface is vertical or horizontal.
One might expect the personal profile component of error to be best modelled in the internal representation space. A model of this kind was investigated but proved indistinguishable in practice from the simpler model described below in which additive setting errors p i which are a function of the surface slant are made in the world. This can be modelled by the error function 
Because the observed distortions of visual space are in the range where the linearised expression for m given above is reasonably accurate it is not possible in practice to distinguish between personal profile errors of the approximate form p i ¼ P 1 cos2r i þ P 2 sin 2r i and errors in the metric components b, c. We have chosen to explain all systematic error of this form as due to metric distortion so that b and c are obtained by minimising expression (1) and then the profile error p i is then chosen to minimise expression (2). This implies that the p i are the mean residuals at each surface slant after fitting b, c. The sum of squares expressions above were used to determine the quoted error variances. The error bars for parameter estimates shown in the graphs are computed from the Hessian of these expressions in the usual way (see, for example, Press, 1998) .
A.2. Recovering stereo calibration parameters
The analysis above allows us to determine the working metric which best explains the observers pattern of error. Our hypothesis is that that non-veridical working metrics are caused by miscalibration of visual representations. Since binocular stereo is the most obvious cue to three dimensional structure in this experimental situation we will present an analysis in terms of stereo viewing parameters.
We choose world coordinates (X, Y, Z) with origin at the fixation point so that Z is depth relative to the fixation point. Since we are dealing with a local judgement we are justified in using the following affine approximation to the stereo projection equations relating cyclopean image plane coordinates (x, y) and horizontal disparity h to world coordinates
