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Abstract. In [1], A. M. Bikchentaev conjectured that for positive τ−measurable
operators a and b affiliated with an arbitrary semifinite von Neumann algebra
M, the operator b1/2ab1/2 is submajorized by the operator ab in the sense of
Hardy-Littlewood. We prove this conjecture in full generality and present a
number of applications to fully symmetric operator ideals, Golden-Thompson
inequality and (singular) traces.
1. Introduction and preliminaries
In this paper we answer a question due to A. M. Bikchentaev (see [1, p. 573,
Conjecture A]) in the affirmative (see also [2, 3]). To formulate his conjecture, we
need some notions from the theory of noncommutative integration. For details on
von Neumann algebra theory, the reader is referred to e.g. [7], [17, 18] or [32].
General facts concerning measurable operators may be found in [21], [27] (see also
[33, Chapter IX] and the forthcoming book [10]). For the convenience of the reader,
some of the basic definitions are recalled.
In what follows, H is a Hilbert space and B(H) is the ∗-algebra of all bounded
linear operators on H , and 1 is the identity operator on H . Let M be a von
Neumann algebra on H .
A linear operator x : D (x) → H , where the domain D (x) of x is a linear
subspace of H , is said to be affiliated with M if yx ⊆ xy for all y ∈ M′. A linear
operator x : D (x) → H is termed measurable with respect to M if x is closed,
densely defined, affiliated with M and there exists a sequence {pn}
∞
n=1 in P (M)
such that pn ↑ 1, pn(H) ⊆ D (x) and 1 − pn is a finite projection (with respect to
M) for all n. It should be noted that the condition pn (H) ⊆ D (x) implies that
xpn ∈M. The collection of all measurable operators with respect toM is denoted
by S (M), which is a unital ∗-algebra with respect to strong sums and products
(denoted simply by x+ y and xy for all x, y ∈ S (M)).
Let a be a self-adjoint operator affiliated with M. We denote its spectral
measure by {ea}. It is known that if x is a closed operator affiliated with M with
the polar decomposition x = u|x|, then u ∈ M and e ∈ M for all projections
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2 F. A. SUKOCHEV
e ∈ {e|x|}. Moreover, x ∈ S(M) if and only if x is closed, densely defined, affiliated
withM and e|x|(λ,∞) is a finite projection for some λ > 0. It follows immediately
that in the case when M is a von Neumann algebra of type III or a type I
factor, we have S(M) =M. For type II von Neumann algebras, this is no longer
true. From now on, let M be a semifinite von Neumann algebra equipped with a
faithful normal semifinite trace τ (the reader unfamiliar with von Neumann algebra
theory can assume that M = B(H) and τ is the standard trace on B(H): the A.
Bikchentaev’s question retains its interest also in this special case).
An operator x ∈ S (M) is called τ−measurable if there exists a sequence
{pn}
∞
n=1 in P (M) such that pn ↑ 1, pn (H) ⊆ D (x) and τ(1 − pn) < ∞ for all n.
The collection S (τ) of all τ -measurable operators is a unital ∗-subalgebra of S (M)
denoted by S (M, τ). It is well known that a linear operator x belongs to S (M, τ)
if and only if x ∈ S(M) and there exists λ > 0 such that τ(e|x|(λ,∞)) < ∞. Al-
ternatively, an unbounded operator x affiliated with M is τ−measurable (see [11])
if and only if
τ
(
e|x|(
1
n
,∞)
)
= o(1), n→∞.
Let L0 be a space of Lebesgue measurable functions either on (0, 1) or on (0,∞),
or on N finite almost everywhere (with identification m−a.e.). Here m is Lebesgue
measure or else counting measure on N. Define S as the subset of L0 which consists
of all functions x such that m({|x| > s}) is finite for some s.
The notation µ(x) stands for the non-increasing right-continuous rearrangement
of x ∈ S given by
µ(t;x) = inf{s ≥ 0 : m({|x| ≥ s}) ≤ t}.
In the case when x is a sequence we denote by µ(x) the usual decreasing rearrange-
ment of the sequence |x|.
Let a semifinite von Neumann algebra M be equipped with a faithful normal
semi-finite trace τ . Let x ∈ S(M, τ). The generalized singular value function
µ(x) : t→ µ(t;x) of the operator x is defined by setting
µ(s;x) = inf{‖xp‖ : p = p∗ ∈ M is a projection, τ(1 − p) ≤ s}.
There exists an equivalent definition which involves the distribution function of the
operator x. For every self-adjoint operator x ∈ S(M, τ), setting
dx(t) = τ(e
x(t,∞)), t > 0,
we have (see e.g. [11])
µ(t;x) = inf{s ≥ 0 : d|x|(s) ≤ t}.
Consider the algebra M = L∞(0,∞) of all Lebesgue measurable essentially
bounded functions on (0,∞). Algebra M can be seen as an abelian von Neumann
algebra acting via multiplication on the Hilbert space H = L2(0,∞), with the trace
given by integration with respect to Lebesgue measure m. It is easy to see that the
set of all measurable (respectively, τ -measurable) operators affiliated with M can
be identified with S (respectively, with L0). It should also be pointed out that the
generalized singular value function µ(f) is precisely the decreasing rearrangement
µ(f) of the function f defined above.
IfM = B(H) (respectively, l∞) and τ is the standard trace Tr (respectively, the
counting measure on N), then it is not difficult to see that S(M) = S(M, τ) =M.
ON A CONJECTURE OF A. BIKCHENTAEV 3
In this case, for x ∈ S(M, τ) we have
µ(n;x) = µ(t;x), t ∈ [n, n+ 1), n ≥ 0.
The sequence {µ(n;x)}n≥0 is just the sequence of singular values of the operator
x.
Let a, b ∈ S(M, τ). We say that b is submajorized by a in the sense of Hardy-
Littlewood-Polya if and only if∫ t
0
µ(s; b)ds ≤
∫ t
0
µ(s; a)ds, ∀t > 0.
In this case, we write b ≺≺ a. Observe that b ≺≺ a if and only if µ(b) ≺≺ µ(a).
Sometimes, we also write a ≺≺ f instead of µ(a) ≺≺ µ(f).
In the special case when a and b are positive self-adjoint operators from S(M, τ)
the following question was asked in [1].
Question 1. Let a and b ≥ 0 be self-adjoint τ−measurable operators affiliated
with M. Is it necessarily true that
b1/2ab1/2 ≺≺ ab?
If M is a matrix algebra, then the positive answer to Question 1 may be
inferred from [19]. The main objective of the present article is to provide a different
(stronger and more general) approach to Question 1. Our method allows us to
produce a number of applications.
Observe that the inequality µ(b1/2ab1/2) ≤ µ(ab) fails even for the case M =
M2(C) (see Remark 2, p. 575 of [2]).
The author thanks A. Bikchentaev for drawing his attention to this problem
and additional references and D. Zanin and B. de Pagter for a number of insight-
ful comments which improved the article. Some results of this article have been
announced in [30].
2. The main result
The gist of our approach to Question 1 is contained in Lemmas 4 and 8 below.
In the proofs we use two properties of singular value functions (see (1) and (2)
below (see also [11, Lemma 4.1], [6] and [9, Proposition 3.10]). For simplicity of
exposition, we shall assume that M is an atomless von Neumann algebra. Indeed,
this is done by a standard trick consisting in considering a von Neumann tensor
product M⊗ L∞(0, 1) (see details in e.g. [1, pp. 574-575]).
Let L1 and L∞ be Lebesgue spaces on (0, τ(1)).
Let a ∈ S(M, τ). We say that a ∈ L1(M, τ) if and only if µ(a) ∈ L1(0,∞). It
is well-known that
‖a‖1 := ‖µ(a)‖L1
is a Banach norm on L1(M, τ). Similarly, we say that a ∈ (L1 + L∞)(M, τ) if
and only if µ(a) ∈ (L1 + L∞)(0,∞). Here, we identify M with L∞(M, τ). The
space (L1+L∞)(M, τ) can be also viewed as a sum of Banach spaces L1(M, τ) and
L∞(M, τ) (the latter space is equipped with the uniform norm, which we denote
simply by ‖ · ‖).
For all a, c ∈ (L1 + L∞)(M), we have (see [11, 6])
(1) µ(ac) ≺≺ µ(a)µ(c).
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Lemma 2. If a ∈ (L1 + L∞)(M, τ), then
(2)
∫ t
0
µ(s; a)ds = sup{|τ(ac)| : |τ(s(c))| ≤ t, ‖c‖ ≤ 1},
where s(c) denotes the support projection of the operator c.
Proof. Recall that if x ∈ S((M, τ), then
τ(s(x)) = inf{s ≥ 0 : µ(s;x) = 0}.
Therefore, if c ∈ M satisfies ‖c‖ ≤ 1 and |τ(s(c))| ≤ t, then s(ac) ≤ s(c) and so
|τ(ac)| ≤ τ(|ac|) =
∫ ∞
0
µ(s; ac)ds =
∫ t
0
µ(s; ac)ds.
For the converse inequality, first recall the following fact (see [11, 10]): if x ∈
S((M, τ), then (under the assumption that there are no atoms in M) we have∫ t
0
µ(s;x)ds = sup{τ(p|x|p) : p = p∗ = p2 ∈ M, τ(p) ≤ t}.
If a ∈ (L1 + L∞)(M, τ), and τ(p) ≤ t then pap, ap ∈ L1(M, τ) and so, τ(p|a|p) =
τ(|a|p). Hence,∫ t
0
µ(s; a)ds = sup{τ(|a|p) : p = p∗ = p2 ∈ M, τ(p) ≤ t}
for all a ∈ (L1 + L∞)(M, τ).
If p = p∗ = p2 ∈M with τ(p) ≤ t, then |a|p = v∗ap (where a = v|a| is the polar
decomposition of a) and so, τ(|a|p) = τ(v∗ap) = τ(apv∗). Setting c = pv∗, it follows
that µ(c) ≤ µ(p) and so, µ(s; c) = 0 for all s ≥ τ(p), that is, τ(s(c)) ≤ τ(p) ≤t.
The result of the lemma follows. 
The following remark is well-known (and trivial) and stated here for convenience
of the reader.
Remark 3. Let b ∈ M. The mapping z → ezb takes its values in M and is
holomorphic on C.
Lemma 4. For any self-adjoint operators a, b ∈ M and every θ ∈ (0, 1), we
have
eθbae(1−θ)b ≺≺ aeb.
Proof. Appealing to Remark 3, we see that the mapping z → ezbae(1−z)b
takes values in M and is holomorphic on C.
Fix an operator c ∈ M such that ‖c‖ ≤ 1 and τ(s(c)) ≤ t. The C−valued
function F : z → τ(ebzaeb(1−z)c) is also holomorphic on C. For every 0 ≤ ℜz ≤ 1,
it follows from (1) that
|F (z)| ≤ t‖ezbae(1−z)b‖ ≤ t‖ezb‖ · ‖a‖ · ‖e(1−z)b‖ ≤ t‖a‖e2‖b‖.
Hence, F is a bounded function in the strip 0 ≤ ℜz ≤ 1. Since F is holomorphic
on C, it follows that F is continuous on the boundary of the strip 0 ≤ ℜz ≤ 1. By
Hadamard three-lines theorem (see e.g. [25, p. 33-34]), we have
|F (z)| ≤ sup
y∈R
max{|F (iy)|, |F (1 + iy)|}.
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To estimate |F (iy)|, we argue as follows:
|F (iy)| = |τ(eiybaebe−iybc)| ≤ τ(|aebe−iybceiyb|) = τ(|aebd|),
where d = e−iybceiyb. Since µ(aebd) ≤ ‖aeb‖µ(d) = ‖aeb‖µ(c) it is clear that
µ(aebd; s) = 0 for s ≥ t. Hence,
|τ(aebd)| =
∫ ∞
0
µ(aebd; s)ds ≤
∫ t
0
µ(aebd; s)ds ≤
∫ t
0
µ(aeb; s)ds.
Similarly,
|F (1 + iy)| = |τ(eba)| ≤
∫ t
0
µ(s; eba)ds
and, appealing to the assumption a = a∗, we may conclude that
|F (z)| = |τ(ebzaeb(1−z)c)| ≤
∫ t
0
µ(s; aeb)ds
for all z ∈ C with 0 ≤ ℜz ≤ 1. Since this holds for all operators c ∈ M such that
|τ(s(c))| ≤ t and ‖c‖ ≤ 1, we obtain from Lemma 2 that the estimate∫ t
0
µ(s; ezbae(1−z)b)ds ≤
∫ t
0
µ(s; aeb)ds
holds for all z ∈ C with 0 ≤ ℜz ≤ 1. Setting z = θ ∈ (0, 1), we conclude the
proof. 
Observe that the assumption that a ∈M is a self-adjoint operator was crucially
used in the proof above, where we concluded that µ(eba) = µ(aeb). In fact, the
assertion of the above lemma does not hold for a non-self-adjoint operator a.
Example 5. Let M2(C) be the von Neumann algebra of all 2 × 2 matrices.
There exist a, b ∈M2(C) such b = b
∗ and such that the inequality
eb/2aeb/2 ≺≺ aeb
fails.
Proof. Let λ, µ ∈ R. We set
a =
(
0 1
0 0
)
, b =
(
λ 0
0 µ
)
.
A direct computation yields aeb = eµa and eb/2aeb/2 = e(λ+µ)/2a. Setting λ > µ,
we obtain the assertion. 
However, a quick analysis of the proof of Lemma 4 yields a following strength-
ening.
Lemma 6. Let a, b ∈M. If b = b∗, then
eθbae(1−θ)b ≺≺ max{µ(aeb), µ(eba)}
for every θ ∈ (0, 1).
For every ε, δ > 0, we define the set
V (ε, δ) = {x ∈ S(M, τ) : ∃p = p2 = p∗ ∈ M such that ‖x(1 − p)‖ ≤ ε, τ(p) ≤ δ}.
The topology generated by the sets V (ε, δ), ε, δ > 0, is called a measure topology.
The following assertion is well-known. We incorporate the proof for convenience
of the reader.
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Lemma 7. Let xn, x ∈ S(M, τ) be such that xn → x in measure topology. It
follows that µ(xn)→ µ(x) almost everywhere.
Proof. Let t be the continuity point of µ(x). Fix ε > 0 and select δ > 0
such that |µ(t;x) − µ(t ± δ;x)| ≤ ε. Since xn − x → 0 in measure, it follows that
xn − x ∈ V (ε, δ) for every n ≥ N. Thus, µ(δ;xn − x) ≤ ε.
We have
µ(t;x) ≤ µ(t+ δ;x) + ε ≤ ε+ µ(t;xn) + µ(δ;xn − x) ≤ 2ε+ µ(t;xn)
and
µ(t;xn) ≤ µ(t− δ;x) + µ(δ;x− xn) ≤ 2ε+ µ(t;x).
Thus, µ(t;xn) → µ(t;x). The assertion follows from the fact that µ(x) is almost
everywhere continuous. 
Lemma 8. Let a, b ∈M
(i) If a is self adjoint and b ≥ 0, then
bθab1−θ ≺≺ ab
for every θ ∈ (0, 1).
(ii) If a is an arbitrary operator and b ≥ 0, then we have
bθab1−θ ≺≺ max{µ(ab), µ(ba)}
for every θ ∈ (0, 1).
Proof. We shall prove only the first assertion (the proof of the second is the
same via Lemma 6).
Suppose first that b is a positive invertible operator from M. Then log(b) is a
self-adjoint operator from M and applying Lemma 4 to the bounded operators a
and log(b), we obtain the assertion.
In general case, fix n ∈ N, and consider the operator bn := b +
1
n which is
obviously invertible. It follows from the first part of the proof that∫ t
0
µ(s; bθnab
1−θ
n )ds ≤
∫ t
0
µ(s; abn)ds.
By Lemma 7
µ(bθnab
1−θ
n )→ µ(b
θab1−θ), µ(abn)→ µ(ab)
almost everywhere. Since the functions µ(bθab1−θ) and µ(ab) are uniformly bounded,
we easily infer from here that for every t ≥ 0, we have∫ t
0
µ(s; bθab1−θ)ds ≤
∫ t
0
µ(s; ab)ds.

The resolution of Question 1 is contained in the first part of the theorem below.
Observe that only the case ab, ba ∈ (L1 + L∞)(M, τ) should be treated. Indeed,
if the latter assumption does not hold then the answer to Question 1 is trivially
affirmative.
Theorem 9. Let M be a von Neumann algebra and let a, b ∈ S(M, τ) be such
operators that b ≥ 0 and ab ∈ (L1 + L∞)(M, τ).
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(i) If a is self-adjoint, then
bθab1−θ ≺≺ ab
for every θ ∈ (0, 1).
(ii) If a is an arbitrary operator, then we have
bθab1−θ ≺≺ max{µ(ab), µ(ba)}
for every θ ∈ (0, 1).
Proof. We prove the second assertion. Let pn = ae
|a|[0, n) and let qn =
eb[0, n). The operators apn and qnbqn = bqn are bounded and evidently, apn → a
and bqn → b in measure as n → ∞. Hence, (bqn)
θ → bθ in measure (see e.g. [34])
and, therefore,
(bqn)
θ(apn)(bqn)
1−θ → bθab1−θ
in measure. By Lemma 7, we have
(3) µ((bqn)
θ(apn)(bqn)
1−θ)→ µ(bθab1−θ)
almost everywhere. It follows now from Fatou lemma that∫ t
0
µ(s; bθab1−θ)ds ≤ lim inf
n→∞
∫ t
0
µ(s; (bqn)
θ(apn)(bqn)
1−θ)ds.
By Lemma 8, we have∫ t
0
µ(s; bθab1−θ)ds ≤ lim inf
n→∞
∫ t
0
max{µ(s; (bqn)(apn)), µ(s; (apn)(bqn))}ds.
Since |ad| = ||a|d| for all operators a, d ∈ S(M, τ), it follows that
µ((apn)(bqn)) = µ(|a|pn(bqn)) = µ(pn(|a|b)qn) ≤ µ(|a|b) = µ(ab).
Also, we have
µ((bqn)(apn)) = µ(qn(ba)pn) ≤ µ(ba).
The assertion follows immediately. 
The result of Theorem 9 above extends and complements [1, Theorems 1 and
2], [2, Theorem 3 and Corollary 4], [9, Proposition 3.4]. More details are given in
the next section.
We end this section with one more extension of Lemma 4.
Proposition 10. For any self-adjoint operators a, b ∈ S(M, τ) and every θ ∈
(0, 1), we have
eθbeae(1−θ)b ≺≺ eaeb.
Proof. By [23, Lemma 3.1], we have ea, eb ∈ S(M, τ). It is sufficient to prove
the assertion only for the case eaeb ∈ (L1 + L∞)(M, τ). Introducing projections
pn := e
|a|[0, n), qn := e
|b|[0, n), and operators an := apn, bn := bqn we obtain from
Lemma 4 that
eθbneane(1−θ)bn ≺≺ eanebn , n ≥ 1.
The same argument as in the proof of Theorem 9 completes the proof. 
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3. Applications to ideals in S(M, τ)
The best known examples of normedM-bimodules of S(M, τ) are given by the
so-called symmetric operator spaces (see e.g. [8, 29, 16, 10]). We briefly recall
relevant definitions (for more detailed information we refer to [16] and references
therein).
Let E be a Banach space of real-valued Lebesgue measurable functions either
on (0, 1) or (0,∞) (with identification m−a.e.) or on N. The space E is said to be
absolutely solid if x ∈ E and |y| ≤ |x|, y ∈ L0 implies that y ∈ E and ||y||E ≤ ||x||E .
The absolutely solid space E ⊆ S is said to be symmetric if for every x ∈ E
and every y the assumption µ(y) = µ(x) implies that y ∈ E and ||y||E = ||x||E (see
e.g. [20]).
If E = E(0, 1) is a symmetric space on (0, 1), then
L∞ ⊆ E ⊆ L1.
If E = E(0,∞) is a symmetric space on (0,∞), then
L1 ∩ L∞ ⊆ E ⊆ L1 + L∞.
If E = E(N) is a symmetric space on N, then
l1 ⊆ E ⊆ l∞,
where l1 and l∞ are classical spaces of all absolutely summable and bounded se-
quences respectively.
Definition 11. Let E be a linear subset in S(M, τ ) equipped with a norm
‖ · ‖E . We say that E is a symmetric operator space (on M, or in S(M, τ )) if
x ∈ E and every y ∈ S(M, τ) the assumption µ(y) ≤ µ(x) implies that y ∈ E and
‖y‖E ≤ ‖x‖E .
The fact that every symmetric operator space E is (an absolutely solid) M-
bimodule of S (M, τ) is well known (see e.g. [29, 16] and references therein). In
the special case, when M = B(H) and τ is a standard trace Tr, the notion of
symmetric operator space introduced in Definition 11 coincides with the notion of
symmetric operator ideal [12, 13, 26, 28].
Definition 12. A linear subspace I in the von Neumann algebra M equipped
with a norm ‖ · ‖I is said to be a symmetric operator ideal if
(1) ‖S‖I ≥ ‖S‖ for all S ∈ I.
(2) ‖S∗‖I = ‖S‖I for all S ∈ I.
(3) ‖ASB‖I ≤ ‖A‖ ‖S‖I‖B‖ for all S ∈ I, A,B ∈M.
There exists a strong connection between symmetric function and operator
spaces recently exposed in [16] (see earlier results in [26, 12, 13, 28]).
Let E be a symmetric function space on the interval (0, 1) (respectively, on
the semi-axis) and let M be a type II1 (respectively, II∞) von Neumann algebra.
Define
E(M, τ) := {x ∈ S(M, τ) : µ(x) ∈ E}, ‖x‖E(M,τ) := ‖µ(x)‖E .
Main results of [16] assert that (E(M, τ), ‖·‖E(M,τ)) is a symmetric operator space.
Similarly, if E = E(N) is a symmetric sequence space on N, and the algebra M is
a type I factor with standard trace, then (see [16]) setting
E := {x ∈M : (µ(n;x))n≥0 ∈ E}, ‖x‖E := ‖(µ(n;x))n≥0‖E
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yields a symmetric operator ideal. Conversely, every symmetric operator ideal E in
M defines a unique symmetric sequence space E = E(N) by setting
E := {a = (an)n≥0 ∈ l∞ : µ(a) = (µ(n;x))n≥0 for some x ∈ E}, ‖a‖E := ‖x‖E
Finally, a symmetric space E(M, τ) is called fully symmetric if for every a ∈
E(M, τ) and every b ∈ (L1 + L∞)(M) with b ≺≺ a, we have b ∈ E(M, τ) and
‖b‖E ≤ ‖a‖E. The following result now follows immediately from Theorem 9.
Corollary 13. Let E be a fully symmetric function space on (0, τ(1)). If
a, b ∈ S(M, τ) are such operators that b ≥ 0 and ab, ba ∈ E(M, τ), then bθab1−θ ∈
E(M, τ) for every θ ∈ (0, 1). In particular, if a is self-adjoint, then
ab ∈ E(M, τ) =⇒ bθab1−θ ∈ E(M, τ), ∀θ ∈ (0, 1)
and ‖bθab1−θ‖E(M,τ) ≤ ‖ab‖E(M,τ).
We shall now present some variation of the result above. For simplicity of the
exposition, we shall do so for fully symmetric sequence spaces E and for symmetric
operator ideals E , although all arguments below can be repeated also for general
semifinite factors.
Corollary 14. Fix a fully symmetric operator ideal E and let a, b0, b1 ∈ B(H),
b0, b1 ≥ 0, θ ∈ (0, 1).
(i) If ab0, b1a ∈ E, then b
θ
0ab
1−θ
1 , b
θ
1ab
1−θ
0 ∈ E and
bθ1ab
1−θ
0 ≺≺ max{µ(ab0), µ(b1a)}.
In particular, bθ1ab
1−θ
0 ∈ E .
(ii) If b0a, ab1 ∈ E, then
µ(bθ0ab
1−θ
1 )⊕ µ(b
θ
1a
∗b1−θ0 ) ≺≺ µ(ab1)⊕ µ(b0a).
In particular, if a = a∗ and θ = 1/2, we have
σ2(µ(b
1/2
0 ab
1/2
1 ) ≺≺ µ(ab1)⊕ µ(ab0).
Here σ2(a0, a1, · · · ) = (a0, a0, a1, a1, · · · ).
Proof. (i) In B(H ⊕H) consider the following operators
a =
(
0 0
a 0
)
, b =
(
b0 0
0 b1
)
.
We obviously have b ≥ 0 and µ(ab) = µ(ab0), µ(ba) = µ(b1a) and therefore
ab,ba ∈ E . Applying now Theorem 9 and Corollary 13 we arrive at(
0 0
bθ1ab
1−θ
0 0
)
≺≺ max
{
µ
((
0 0
ab0 0
))
, µ
((
0 0
b1a 0
))}
,
which is the assertion.
(ii) Consider b as above and set
a :=
(
0 a
a∗ 0
)
Observe that a is self-adjoint and that the assumption guarantees ab ∈ E . Thus,
by Theorem 9 we have
bθab1−θ ≺≺ ab,
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that is (
0 bθ0ab
1−θ
1
bθ1a
∗b1−θ0 0
)
≺≺
(
0 ab1
a∗b0 0
)
which is equivalent to the first assertion. The last assertion in (ii) is trivial. 
The following lemma extends result of [5, Lemma 27] and [24, Lemma 10].
Lemma 15. Let E be a fully symmetric operator ideal. If a, b0, b1 ∈ B(H) are
such that b0, b1 ≥ 0 and b0a, ab1 ∈ E , then
‖bθ0ab
1−θ
1 ‖E ≤ ‖b0a‖
θ
E‖ab1‖
1−θ
E , 0 < θ < 1.
Proof. Setting F (z) = τ(bz0ab
1−z
1 c) and repeating the argument in Lemma 4,
we obtain ∫ t
0
µ(s; bθ0ab
1−θ
1 )ds ≤ (
∫ t
0
µ(s; b0a)ds)
θ(
∫ t
0
µ(s; ab1)ds)
1−θ.
Using elementary inequality αθβ1−θ ≤ θα+ (1 − θ)β, we obtain, for every λ > 0,∫ t
0
µ(s; bθ0ab
1−θ
1 )ds ≤ (
∫ t
0
µ(s;λ1−θb0a)ds)
θ(
∫ t
0
µ(s;λ−θab1)ds)
1−θ ≤
≤ θλ1−θ
∫ t
0
µ(s; b0a)ds+ (1− θ)λ
−θ
∫ t
0
µ(s; ab1)ds.
Since the ideal E is fully symmetric, it follows that
‖bθ0ab
1−θ
1 ‖E ≤ θλ
1−θ‖b0a‖E + (1− θ)λ
−θ‖ab1‖E .
The assertion follows now by setting
λ = ‖ab1‖E · ‖b0a‖
−1
E .

Recall that the set
Lp(M, τ) = {x ∈ S(M, τ) : τ(|x|
p) <∞}
equipped with a standard norm
‖x‖p := τ(|x|
p)1/p
is the noncommutative Lp-space associated with (M, τ) for every 1 ≤ p < ∞. In
the type I factor setting these are the usual Schatten-von Neumann ideals [12, 13,
26, 28]. The following corollary follows immediately from the above result.
Corollary 16. Let M be a semifinite factor and a, b0, b1 ∈ S(M, τ) be self-
adjoint operators such that b0, b1 ≥ 0 and such that ab0, ab1 ∈ Lp(M, τ). We have
b
1/2
0 ab
1/2
1 ∈ Lp(M, τ) and
2‖b
1/2
0 ab
1/2
1 ‖
p
p ≤ ‖ab1‖
p
p + ‖b0a‖
p
p.
For detailed exposition of (generalized) Golden-Thompson inequality and for
further references we refer to [28]. The following result now follows immediately
from Proposition 10 and the definition of a fully symmetric space.
Proposition 17. Let E be a fully symmetric function space on (0, τ(1)). For
any self-adjoint operators a, b ∈ S(M, τ) and every θ ∈ (0, 1), we have
‖eθbeae(1−θ)b‖E(M,τ) ≤ ‖e
aeb‖E(M,τ).
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We shall complete this section with a complement to [28, Theorem 8.3]. Ac-
cording to that theorem for self-adjoint operators a and b and for all 1 ≤ p ≤ ∞ we
have ‖ea+b‖p ≤ ‖e
a/2ebea/2‖p and for 2 ≤ p ≤ ∞ we have ‖e
a+b‖p ≤ ‖e
aeb‖p. We
claim that the latter estimate holds for all 1 ≤ p ≤ ∞. Indeed, this follows from a
combination of the former estimate and Proposition 17.
4. An application to traces
Let E be a (fully) symmetric operator ideal. A linear functional ϕ on E is said
to be a trace if ϕ(ab) = ϕ(ba) for every a ∈ E and every b ∈ B(H). A complete
characterization of symmetric operator ideals which admit a nontrivial trace has
been recently given in [31].
For a compact operator x ∈ B(H), the symbol Λ(x) stands for the set of all
sequences of eigenvalues of x counted with algebraic multiplicities and ordered by
the inequality |λn+1(x)| ≤ |λn(x)|. The following assertion is a particular case of
Theorem 3.10.3 in [4].
Theorem 18. If a, b ∈ B(H) and if a is a compact operator, then Λ(ab) =
Λ(ba).
The assertion of the previous theorem fails without the assumption of compact-
ness.
Example 19. There exist bounded operators a, b ∈ B(H) such that ab is com-
pact while ba is not.
Proof. Fix an infinite projection p such that 1−p is also an infinite projection.
Thus, projections p and 1 − p are equivalent in B(H). Select a partial isometry u
such that uu∗ = p and u∗u = 1 − p. We have |up|2 = pu∗ · up = p(1 − p)p = 0.
Hence, up = 0 and pu = (uu∗)u = u(1− p) = u− up = u. Setting a = u and b = p,
we are done. 
The following fundamental result will first appear in [15], though it is essentially
proved in [14].
Theorem 20. Let E be a symmetric operator ideal. For every a ∈ E and for
every trace ϕ on E, we have
ϕ(a) = ϕ(diag(λ(a))),
where diag(λ(a)) is a diagonal matrix corresponding to any sequence λ(a) ∈ Λ(a).
The following theorem is the main result of this section. It is new even in the
case when ϕ is the standard trace Tr on B(H). For the special cases of this theorem
for θ = 1/2, we refer to [9, 11, 19].
Theorem 21. Let E be a fully symmetric operator ideal and let a, b ∈ B(H),
b ≥ 0, be such that a is compact and ab, ba ∈ E. For every trace ϕ on E, we have
ϕ(ab) = ϕ(ba) = ϕ(b1−θabθ).
Proof. By Theorem 9, we have b1−θabθ ≺≺ max{µ(ab), µ(ba)} and, therefore,
b1−θabθ ∈ E . By Theorem 18, we have
Λ(ab) = Λ(ba) = Λ(b1−θabθ).
The assertion follows now from Theorem 20. 
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