Effects of randomness on non-integer power law tails in multiplicatively interacting stochastic processes are investigated theoretically. Generally, randomness causes decrease of the exponent of tails and the growth rate of processes. Explicit calculations are performed for two examples: uniformly distributed and two peaked systems. Significant influence is demonstrated when a bare growth rate is low and coupling is weak. It should be emphasized that even the sign of the growth rate can be changed from positive to negative growth.
Power laws are widely observed not only in natural systems but also in social phenomena [1] [2] [3] [4] [5] . A number of efforts have been made to explain these behavior [6] [7] [8] but the underlying physics has not been clarified yet. Recently, inelastic Maxwell models where randomly chosen particles collide inelastically with each other have been studied extensively in the context of granular materials [9] [10] [11] . Then it has been shown that probability distribution functions of particle velocities have a non-integer power law tail asymptotically. The exponent of tails is determined from a transcendental equation and, generally, is a continuously varying function of a parameter, i.e., a coefficient of restitution. The system exhibits a kind of self-organized criticality. Non-integer power laws emerge not at a special (critical) value of a parameter but in a wide range of a parameter. ben-Avraham et al. [12] have extended these studies to multiplicatively interacting stochastic processes. Here the system is composed of N(≫ 1) particles with positive variables x i > 0(i = 1, 2, · · · , N) and evolves with multiplicative interactions between randomly chosen particles i and j
where a and b are positive parameters. When the eigenvalue λ A = a + b of the matrix A is more (less) than unity, the system grows (declines) totally. The case a + b = 1 corresponds to inelastic Maxwell models where the total amount of variables (momenta) is conserved. Power law tails appear at a + b < 1, a > 1, or b > 1 and the exponent varies continuously with a and b.
In actual processes, interactions sometimes accompany randomness. Especially, mesoscopic and/or macroscopic systems such as granular meterials are composed of not identical but polydisperse particles. In social phenomena, moreover, individuality of agents inevitably results in randomness in interactions. Note that the process (1) is a reasonable model describing wealth distribution in economical systems [13] . In this Letter, therefore, we examine effects of randomness on power law tails in multiplicatively interacting systems.
We consider processes where a and b are random parameters with probability distribution ρ(a, b). A master equation for probability distribution functions f (x, t) is given by
The Fourier transform of eq. (2) is
where g(k, t) = dxf (x, t)e −ikx . The important property of eq. (3) is that its moment equations become a closed set [9] [10] [11] . Expanding as g(k, t) = 1 + ∞ n=1 µ n (t)(−ik) n /n! and substituting into eq.(3), we have
Here the bar denotes average with respect to ρ(a, b). Equation (4) can be solved sequentially, which enable us to treat eq. (3) analytically. Here we pursue a similarity (scaling) solution of the type
where γ expresses a growth rate of the system. Substitution of eq.(6) into eq.(3) leads to
The inverse Fourier transform of Φ(η) gives scaled distribution functions
We pay our attention to tails in the small η and large ξ limit. This limit is classified into two cases and treated separately. In case I, we make the following ansatz,
where σ represents a non-integer power. Substituting eq. (9) into eq. (7) and equating terms of each powers η ℓ , we get
The growth rate γ is given by eq.(10) and the exponent σ is determined from the combined equation of eqs. (10) and (12) (a + b − 1)s = a s + b s − 1.
The transcendental equation (13) always has a trivial solution s = 1. When a nontrivial solution s = s * exists in a region s > 1, it gives the exponent σ = s * . In case II where s * < 1, we make the ansatz,
instead of eq. (9) . In this case, we have only the O(η σ ) term, eq. (12), and the transcendental equation
Here we need one more condition to determine two variables γ and s from one equation (15). The answer is the selection of the minimum growth rate originally reported by ben-Avraham et al. [12] . When the line γs and the curve a s + b s − 1 come in contact at s = s * * , the growth rate γ becomes minimum and s * * gives the exponent σ less than unity.
Now we study effects of randomness. First, we compare the exponent σ and the growth rate γ with those σ 0 and γ 0 in the absence of randomness, which are determined from
where a 0 = a and b 0 = b. When s > 1, a s is a downwards convex function of s and a s > a s , while a s is upward convex and a s < a s at s < 1. It follows that solutions of eqs. (13) 
It becomes evident that randomess causes decrease of the exponent of tails. At the same time, the selection of the minimum growth rate leads to possible decrease of the growth rate
Next, we carry out explicit calculations for two examples. First example is an uniformly distributed system described by The transcendental equations (13) and (15) read
where a 0 = (a 1 +a 2 )/2 and b 0 = (b 1 +b 2 )/2. Computed values of the exponent σ and the growth rate γ are plotted in Fig.1 as a function of ∆ ≡ (a 2 −a 1 )/(2a 0 ) = (b 2 −b 1 )/(2b 0 ). When a 0 is close to unity and a bare growth rate of systems is quite low, σ diminishes drastically with increasing randomness ∆, whereas decrease of γ is remarkable at small b 0 and weak coupling. Notice that γ changes even its sign from positive to negative growth. Second example is a two peaked process expressed as
Equation (23) gives rise to where Figure 2 shows numerical results, where
Similarly in the case of uniform distribution, randomness ∆ exerts serious influence at low bare growth rates and weak coupling. In addition, we find that when (1 − p) ≪ 1, a few amount of impurities (aliens) with a large parameter a 2 extremely reduce values of σ and γ. From viewpoints of econophysics, conclusions obtained in this work might be important for several reasons. (1) As mentioned before, individuality and associated randomness necessarily exist. (2) Low bare growth rates and weak coupling are realistic conditions. (3) The decrease of the exponent σ of tails gives enlargement of wealth differentials and has a significant economical meaning as well as the decrease of the growth rate γ. It would be interesting to analyze wealth distribution by taking into account individuality and randomness.
