We study the functional errors-in-variables regression model. In the case of no equation error (all randomness due to measurement errors), the maximum likelihood estimator computed assuming normality is asymptotically better than the usual moments estimator, even if the errors are not normally distributed. For certain statistical problems such as randomized two group analysis of covariance, the least squares estimate is shown to be better than the aformentioned errors-in-variables methods for estimating certain important contrasts.
1. Introduction
.e
The problem of estimating linear regression parameters when the variables are subject to measurement or observation error has a long history and has recently been the focus of considerable attention. Reilly and Patino-Leal (1981) list a number of recent pUblications concerning situations in which the problem arises; see Wu, Ware and Feinlieb (1980) for a simple but particularly interesting example in a biomedical context. Blomqu;::;t (l977), Nussbaum (1980) , Fuller (1980) and Gleser (1981) have recently addressed various theoretical aspects of the problem.
The purposes of this paper are three. First, by exploiting a particular representation of estimators we unify and extend some of the asymptotic results for the normal theory maximum likelihood estimator (normality-MLE) and the "method of moments" estimators developed by Fuller (1980) . Second, having obtained the asymptotic distributions of the m0thod of mCinemts estimators and the normality-MLE, we are in d position to cc~pare the two VI: limiting variances. In a particular important special case, we are cole to show that the normality-MLE is better than the method of moments estimator in the sense of having an asymptotic normal distribution centered about the true regression parameter and with smaller asymptotic variance. This is perhaps not too surprising at the normal model, but it in fact holds even if assumptions of normality are violated. Our Monte-Ccirl0 study cor"r:rms ttris result, but we also discuss reasons why one would want to use the method of moments estimator in practice, especially when using Fuller's small sample modi fi cat; on.
The third major purpose of this paper is to study the least squares estimator (lSE), computed as if the variables were observed exactly. The LSE is generally inconsistent for regression parameters, and thus has not been considered much in the literature. This is unfortunate because, as has not been generally recognized, there are important statistical problems in which the lSE 2! consistent; one example is two-group analysis of covariance for a _e 2 randomized study, where the lSE consistently estimates the treatment effect difference even when there are errors in the variables. A heuristic asymptotic result suggests that when the lSE is consistent for a particular contrast, it will be better than the normality-MlE in large samples. The conjecture is explicitly confirmed for two group analysis of covariance. Our small Monte-Carlo study is illuminating here.
There are two other features of the paper which are important. First, to the best of our knowledge the Monte-Carlo results are among the first of their kind for the errors-in-variables problems we consider, although Wolter and Fuller (1982 a,b) have Monte-Carlo as well. Second, the Monte-Carlo study includes recently introduced generalizations of M-estimates (Carroll and Gallo (1982», which we show to work qUite well.
Models, Assumptions and Estimates
We consider a general errors-in-variables (EIV) regression model in which some subset of the variables is subject to error, while some are observed exactly; the response is replicated s times and the predictor variables subject to measurement error are replicated r times. Specifically,
Here, 8 1 is a (P1 x 1) vector and 8 2 is (P2 xl), P = P1 + P2. The vectors Vi' 0, and Vi are of dimension (N x 1), where N is the sample size in the study. Xl and X 2 are constant matrices of order (N x P1) and (N x P2)' res~ectively. Xl is observable, however, because of measurement error U j , X 2 is not observable but rather the (N x P2) matrices C j are observed. The (N x 1) random vector 0 is called the equation error, while the {Vi} are the measurement errors in the response. The assumption that Xl and X 2 are constant puts us in the functional EIV model. In some cases we will assume .e 6 = lim N-l XI X is positive definite.
N+CD
We further define
Where 6 11 and the upper left-hand submatrix of zeroes in E u * are (PI x PI)'
We will discuss a number of special cases of our EIV model and define an estimator of a in each.
Case No.1 (No replication) Gleser (1981) This estimate is the maximum likelihood estimate for jointly normally distributed errors (note: if we omit assumption (2.2), the supremum of the likelihood is infinite). The estimate was derived in a more general framework by Healy (1975) and was shown by Gleser (1981) to be equivalent to a generalized weighted least squares estimate. We emphasize that we will study (2.3) and the other estimates of 8 without assuming normality. 
(6 ij is the Kronecker delta, the indicator of i = j). Then with we define r r r
This is the normality-MlE in the replication case, and has been derived by Anderson (1951) and Healy (1980) . Note that assumption (2.2) is unnecessary here.T he estimates in all cases above have been shown to be consistent for B as N~; conditions~on X weaker than (2.1) were obtained by Gallo (1982b) .
In Case No.2, B has been shown by Fuller (1980) to have a limiting normal distribution when U and £ are normally distributed; under non-normality, Fuller (1975) has some related results, although our proofs are different. The MlE in Case No.1 was demonstrated by Gleser (1981) to be asymptotically .e 6 normal, but the proof contains a slight error. (In particular, Gleser's lemma 4.1 is contradicted by the following example: let {Yk} be a sequence of independent random variables assuming values _2 k /2, 0, 2 k /2 with probabilities N 2-(k+l), 1_2-k , 2-(k+l), respectively. According to the lemma, N-1 / 2 L Yk is asymptotically standard normal, yet it can be shown that this quantftJ is 0p (1).) A simple remedy would require that th~errors have finite moments of order greater than four, an assumption we would like to avoid if possible.
Finally, there are practical problems where it is known in advance that LEU = O. In this instance, the estimators (2.3) and (2.5) can be altered to a form in which they are more efficient. Our main qualitative comparisons and conclusions (Sections 4-5) are unaffected.
Asymptotic Normality
In this section we state the form of the asymptotic distributions of the estimators. The proofs are technical and are delayed until Section 6. Again, note that although two of our three estimates are normality-MlE's, we do not assume in any part of Theorem 1 that the errors are normally distributed. The assumption made in part (No.1) of the theorem that the error distribution moments are those of the normal distribution is not ,.
necessary for the asymptotic normality of~; nevertheless, the limit variance depends on the third and fourth error moments and is in general quite unwieldy. In stating the theorem we thus assume that the moments are those of the normal distribution (as did Gleser (1981» since The proof is given in Section 7. However, there is an important special case where the resul t is obvious, when E 2 Then = a I p2 + 1 '
of course, what is most interesting about Theorem 2 is that the normality-MlE is the (asymptotic) winner over method of moments even at non-normal distributions. To get some idea of whether this result holds in small samples, we performed the following Monte-Carlo study.
All calculations were done at the NIH computing center. Random numbers were generated using the IMSl routines GGNPM and GGUBS. There were 500 Monte-Carlo replications. The true model was simple linear regression following the format of Section 2 with r=s=2 replications. The intercept was 10 and the slope was -4. In the notation of Section 2, Xl is a column vector of N=40 ones, B 1 = 10, 8 2 = -4 and X 2 is a column vector obtained as the values of X 2 from Table 1 of Jobson and Fuller (1980) .
Although the estimates were calculated in the forms which do not assume E£u = 0, we fixed E£u = 0 and performed the Monte-Carlo study. The rows of the error terms S, Vi and U i were thus generated independently; all three were either normally distributed or had a contaminated normal distribution. In general, any random variable was either N(O, 0 2 ) (Normal) or N(O, 0 2 ) with probability 0.9 and N(O, c 2 0 2 ) with probability 0.1 (Contaminated Normal), The normality-MLE is calculated assuming a~= 0, so the results for a~= 4 give some idea of its robustness against this assumption.
The normality-MLE was computed by (2.5). The moments estimator was (2.4), with exception that the term in (2.4) r r 1: 1:
was replaced by Fuller's modification (Fuller, (1980) , page 414-415) using Fuller's a=1. This modification is crucial to get the best performance of the moments estimator. Although this modification occurs with negligible probability asymptotically, we found in our study that it occurred often.
Finally, we studied a generalization of the moments estimator (2.4) introduced by Carroll and Gallo (1982) and designed to be robust against departures from normality in 6 and V. If Fuller's modification was necessary, we used his estimator. Otherwise, we solved
where {Zij} are the individual elements of C j and a is the median absolute residual from the moments fit divided by .6745. It is easy to solve (4.1) by 10 iteratively reweighted least squares. although some care must be taken. To this date there is no estimator with distributional robustness properties which includes as a special case the normality-MlE. although such an estimator will surely be soon discovered. For Case No.1. Brown (1982) has suggested such a class. but his proof of consistency is in error and his estimator is not consistent and asymptotically normal in general.
Mean square error (MSE) efficiencies relative to the normality-MlE are given in Table 1 . along with the percentage of times Fuller's modification was used. Efficiencies are also given in Table 2 for the 95th percentile of the absolute errors for the different estimators. The first twelve lines of each table are for the situation of no equation error (0 =a~= 0). assumed in calculating the normality MlE. Note as suggested by Theorem 2 that the normality-MLE generally dominates the moments estimator (but not vastly so). even at nonnormal distributions. The Carroll-Gallo estimator is generally the best, even when compared to the normality-MlE and even though it is meant to improve the moments estimator, not the normality-MlE. The Carroll-Gallo estimator does lose some efficiency when the measurement error in X 2 becomes very large; this is a reflection of the fact that the "asymptotically negligible" Fuller modification is needed 30%-50% of the time. Clearly, it would be helpful to have a distribution-robust generalization of the normality-MlE. Further work should also focus on bounded influence (Carroll and Gallo (1982) make one simple suggestion along these lines).
The last twelve lines of Tables 1 and 2 reflect i.e., the lSE has no larger asymptotic variance then the normality-MLE. 
Equality holds if and only if

1
The parameter of interest is a = (0 1 0) be the usual estimate of the variance of N 1 / 2 (~-a). Then
Thus, while errors-in-variables make the lSE less efficient, the inferences one normally makes using the lSE are asymptotically correct for the treatment effect in randomized two class ANOCOVA.
.e 14 We also performed a small Monte-Carlo study of two class ANOCOVA when N=40 and r=s=2. The random variables for measurement and equation error were generated as in Section 4, although we only studied the case of no equation error. The covariables of (5.3) were normally distributed with mean zero and variance 9. We chose 8 1 = (4 4 4) so that a = 4.
In Table 3 , for estimating the treatment effect a we report the MSE efficiencies of the LSE relative to the normality-MLE. The results are strikingly in accord with Theorem 5.
As seen in Table 3 , even when there is no equation error, the LSE is much better than the normality-MLE for estimating the treatment effect, while the LSE is much worse for estimating the often less important covariable effect.
The preceeding results apply only to balanced analysis of covariance. If the covariates are not balanced across treatments, the LSE will inconsistently estimate the treatment effect, with possibly disastrous consequences.
Proof of Main Result
In proving Theorem 1, we will make use of the following result. Lemma 1 Let {Xi} and {Vi} be two sequences of random variables, each i.i .d. with zero mean, positive finite variances 0x 2 and Oy2, respectively, and Cov (Xi' V j ) = 6 ij 0xy' Let {ail be a sequence of constants satisfying~-
.e 15 converges in distribution to a standard normal random variable.
The proof is straightforward, and is contained in Gallo (1982a) .
We now outline the proof of Theorem 1. Again, complete details are provided by Gallo (1982a) . as long as (6.3) ,.
Thus, finding a limit distribution for~reduces to finding one for the term in (6.3). letting
with Hi, Gi the i th rows of these matrices, and noting that H [Sl -1]1 = 0, for all y£ FRP+1 we have
.e 
The result (3.1) follows using (6.2), after some more algebra.
as long as~*
With G j = [U j * £j] and U jk *', X k ' , G jk ' for all y£ IR P,
P th the K rows of U j *, X and G j , we have, .89
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