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Abstract
Enabling next generation mobile communication via millimeter-wave technology
by
Maryam Eslami Rasekh
To adapt with current trends in wireless data consumption, providers need to increase
capacity by orders of magnitude. Millimeter (mm) wave communication has the potential
for delivering this boost through unprecedented levels of spatial reuse. High non-line-
of-sight propagation loss at small wavelengths produces a highly localized interference
pattern, enabling dense deployment of mobile access points each serving tiny “picocells”,
10’s of meters in diameter. On the other hand, small wavelengths allow packing massive
antenna arrays in reasonable form factors that can be mounted on street fixtures such
as lampposts, and are able to form very narrow beams that provide significant spatial
isolation. We first consider the problem of backhaul support for the dense deployment
of picocellular access points. As wired backhauling is not scalable, we propose a mul-
tihop mesh network of high-bandwidth directional point-to-point links at mmWave or
THz frequencies to connect picocellular access points to the existing wired gateways, and
develop a framework for joint optimization of routing and link scheduling for maximizing
backhaul throughput. Scaling array sizes, on the other hand, poses serious challenges
both in signal processing and in hardware implementation. As arrays grow large, their
beams becomes narrow and accurate user tracking is required to maintain a beam-
formed link. Current mmWave hardware offers only analog RF beamforming capacity,
and most systems do not maintain phase coherence from one packet to another. We
therefore propose a noncoherent compressive channel estimation framework with loga-
rithmic overhead scaling that relies solely on magnitude measurements. As technology
viii
matures, the realization of fully digital beamforming with one RF chain per antenna
element will enable the synthesis of multiple simultaneous beams on a single frontend.
Hardware impairments are often more serious for wideband communication at higher fre-
quencies, and a systematic framework for quantifying their impact is crucial. We develop
such a framework for analyzing the effect of phase noise on mmWave multi-user mas-
sive MIMO, scaled using a tiled architecture. Our analysis provides a cross-layer design
tool which can be employed by hardware designers to determine allowable masks for the
phase noise power spectral density for different circuit components.
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Chapter 1
Introduction
As data-hungry mobile devices and applications such as live streaming (both in down-
link and uplink) become increasingly prevalent, the mobile communication infrastructure
needs to evolve dramatically to support the exploding demand for wireless data. The
shift to higher frequency bands is already under way with significant efforts to develop
and implement 5G, and will likely continue to colonize even higher frequencies well into
the terahertz (THz) spectrum. Of course, bandwidth alone will not meet the mobile
demand of a large number of users; bridging this gap in the long term is only possible
with aggressive frequency reuse.
Small cells, large arrays. There are two main approaches to increasing frequency reuse.
The first is reducing cell sizes so that fewer users share the resources of one base station
(or access point), and the second is spatial multiplexing via multiple antenna systems.
Luckily, both of these avenues are strong points for mmWave communication. Small
wavelengths incur higher free-space propagation loss and, on top of that, atmospheric
absorption losses. These factors limit viable communication to short line-of-sight (LoS)
links with distances of 10s or at most 100s of meters. Consequently, interference is
limited locally, making it possible to reuse the same frequency band many times in a
1
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base station
base station
Picocell Picocell
Figure 1.1: Closely-spaced picocellular base stations with directional antennas serving
many users simultaneously.
small area. Furthermore, even at small distances, mmWave links require beamforming
gain to establish high capacity communication. At small wavelengths, massive arrays
with 100s or even 1000s of elements can fit in small form factors with half-wavelength
spacing. These highly directional yet compact arrays can be deployed opportunistically
on lampposts or walls as “picocellular” access points capable of supporting many users
simultaneously through spatial multiplexing. In this thesis, we address some of the
challenges in realizing smaller cells and directional communication.
1.1 Backhaul support for picocellular networks
Picocellular architectures comprised of closely-spaced access points with intense spa-
tial reuse play a critical role in the evolution of mobile systems, particularly in high-
density urban and suburban environments [1]. LTE data rates are projected to approach
gigabits per second peak rates through carrier aggregation, which is likely to be extended
further in next generation networks by using 60 GHz (or other unlicensed mmWave
bands) directly from pico base station to the mobile [2], assuming that significant chal-
lenges due to blockage and mobility can be overcome. Indeed, a recent interference
analysis for such networks [3] indicates that capacities of the order of terabits per second
2
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Figure 1.2: Extending backhaul form wired gateways (red nodes) to the dense grid of
picocellular access points via a wireless mesh with directional links.
per kilometer (along a single urban canyon) can be obtained with only a few GHz of
spectrum by taking advantage of the aggressive spatial reuse enabled by highly direc-
tional mmWave links. Moreover, this capacity roughly adds up across parallel canyons,
given the strong isolation provided by building blockage.
Delivering such high data rates to mobile users requires that the pico base stations
have a sufficiently high-capacity backhaul connection to the Internet. For opportunistic
picocellular deployments on lampposts and rooftops, providing optical fiber connectivity
for each base station is practically impossible in the foreseeable future, so that wireless
backhaul becomes a natural choice [4–6].
In Chapter 2, we consider a mesh network with highly directional mmWave links as
a means of extending backhaul from wired gateways to the picocell access points (Figure
1.1). Each access point is a node in the wireless mesh network and is connected to
neighboring nodes through high-speed directional mmWave links. The objective is to
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route traffic between base stations and gateways through multihop paths, such that each
picocell can support a given level of downlink and uplink throughput on the access links
to mobile devices. We assume that directional antennas are used on each backhaul link,
but because of half duplex communication and residual interference, these links cannot
be treated as wires. In particular, in long urban canyons where even non-contiguous links
are likely to be aligned, the interference between distant links must be taken into account
in deriving the optimal resource allocation and routing.
1.1.1 Contributions
We formulate the wireless mesh backhaul design problem as a joint routing and re-
source allocation optimization, with the goal of maximizing the access rate at the base sta-
tions, while accounting for the mutual interference between simultaneously active links.
Our framework applies to any mesh backhaul network via the following abstraction: For
any set of simultaneously active links, we must be able to compute the achievable data
rate on each active link while accounting for the interference from other active links.
However, the computational complexity depends on the nature of the interference pat-
terns, which depends on the propagation environment, the antenna patterns, and the
carrier frequency. Specifically, the highly directive nature of mmWave links leads to lo-
calized and sparse interference that we are able to exploit for efficient computation of
the optimal solution. We illustrate our approach for two settings, urban and suburban,
which exhibit interference patterns that are quite different. In built-up urban environ-
ments, the highly directional nature of the links, and the ease of blockage of mmWaves
by buildings, imply that each link incurs interference only with links within the same
street. However, the interference among such links can be significant due to their similar
alignment. In more open suburban environments, on the other hand, a larger number of
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links can cause interference on each other, but links are less likely to be aligned, so that
interference is typically severely attenuated by antenna directionality at the transmitter
and the receiver.
Key contributions of the proposed architecture and analysis include the following:
• Accurate interference modeling: Environment-specific propagation models are used
to derive a realistic interference graph for the network and the optimal level of
spatial reuse is maintained, yielding the highest possible backhaul throughput upon
deployment. The solutions proposed here can be easily generalized to a variety
of network structures with different antenna patterns and arbitrary interference
models.
• Arbitrary (fixed-rate) traffic flow: We first develop a framework for downlink traffic
routing and resource allocation. We then extend the formulation to perform joint
uplink and downlink optimization. Additional flows between nodes in the network
can be included in the optimization by introducing a new commodity for each flow.
While we only consider fixed-rate traffic flows, extension to any concave objective
of the rate vector is possible in the proposed framework.
• Arbitrary topologies: The proposed optimization framework applies to arbitrary
network structures with limited node degrees. The networks in our simulations are
comprised of several gateways that are connected to all nodes through multihop
paths. Each access point is connected to all neighbors that are close enough to form
a connection (the number of neighbors is not large in practice). The existence of
various paths from each pico base station to different gateways provides redundancy
in network resources and improves backhaul reliability, allowing the network to
adapt to disruption of links due to blockage or hardware failure. Backhaul in
future cellular networks may constitute a mix of wireless and wired links. Wired
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links can easily be incorporated in the proposed framework as links with capacity
constraint that neither cause nor are affected by interference.
• Versatile and efficient optimization framework: The problem of resource allocation
for optimizing backhaul throughput is first formulated as a linear program, the
dimensions of which grow exponentially with network size. Demonstrating the
existence of a sparse solution to this linear program, we formulate an equivalent
mixed-integer linear program that scales linearly with network size. The proposed
formulation is able to solve relatively large networks with hundreds of nodes in a
short period of time.
We first present a combinatorial formulation of the optimal resource allocation and rout-
ing problem where resources are divided between all possible activation patterns, or
subsets of simultaneously active links [7]. This blows up the problem size exponentially,
going from a scheduling of L links to 2L possible link combinations, but enables formula-
tion of backhaul scheduling as a linear program. Solving this problem is straightforward
for small networks but quickly becomes intractable for larger graphs.1 One important
result, guaranteed by Caratheodory’s theorem [8], is that a sparse solution exists for the
combinatorial formulation with at most N active patterns, where N is the number of
nodes in the network. We thus provide a scalable optimization framework which exploits
the existence of an N -sparse solution, by reformulating the problem in terms of local
interference parameters [9]. The result is a binary linear program (BLP) that scales
near-linearly with network size, and can be solved relatively quickly using branch and
bound techniques for larger networks with multiple gateways and hundreds of nodes.
We also extend the formulation to incorporate joint scheduling for uplink and downlink
traffic, or any other proportionally defined set of traffic flows.
1One suboptimal approach is to cluster the network around gateways, as shown in Figure 1.1, and
solve each cluster independently.
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1.2 Low-overhead user tracking
Small wavelengths allow scaling to massive MIMO with very large number of elements
on compact base stations deployable, for example, on lampposts or other street structures.
The narrow pencil beams formed by such arrays enable drastically increased spatial
reuse compared to existing cellular networks. A critical challenge in realizing such links,
however, is agile adaptation of large arrays to track mobile users while accounting for
frequently occurring blockages.
As array sizes grow, simplification of front-ends is critical. Existing mmWave transceivers
employ RF beamforming in place of per-element baseband control. This means a single
I/Q stream is upconverted at the transmitter and distributed to all array elements, and
the phase of each element is tuned with RF phase shifters. At the receiver, the phase of
each element is manipulated at RF and the combination of element outputs provides a
single I/Q stream for signal processing. Thus, classical least squares techniques, which
require individual access to the I/Q signal at each antenna element, cannot be applied
for adaptive beamforming.
Conventional techniques for discovering spatial paths when constrained to RF beam-
forming include exhaustive and hierarchical scan. In exhaustive scan, the transmitter
scans the entire angular domain with its narrow beam to identify the strongest path(s)
to the user. The number of measurements scales linearly with array size, hence the over-
head becomes prohibitive for large arrays. In hierarchical scan, the entire angular space
is initially scanned with a small number of broad beams, with feedback from the receiver
used to successively narrow the search space. The number of measurements scales loga-
rithmically with array size, but waiting for feedback from the receiver before each scan
can be highly time-consuming and impractical upon implementation. This method does
not scale well with the number of users, since each user may require a different beacon
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sequence, depending on its location and feedback. Neither of these methods is therefore
suitable for low-overhead tracking for mmWave massive MIMO.
A promising alternative is to employ compressive techniques, introduced in [10, 11]
and discussed in detail in the context of picocellular networks in [12]. These techniques
leverage the inherent sparsity of the mmWave channel to track users with a small number
of measurements. In this approach, the transmitter broadcasts beacons using pseudoran-
dom phases, and uses feedback from the receiver regarding the complex gain observed
for each beacon to estimate the spatial channel by identifying the dominant paths. Such
schemes can be implemented using RF beamforming (i.e., a single RF chain, rather than
one RF chain per element) with severely quantized phase control, which allows simplifi-
cation of the RF front end.
We term the approach in [10–12] coherent compressive estimation, since the receiver
must maintain phase coherence across successive measurements in order to provide the
desired complex gains as feedback to the transmitter. Unfortunately, such an approach
does not work with commodity hardware, since current mmWave systems such as the
802.11ad standard are not designed to maintain phase coherence across packets, and
the oscillator offset and drift between the transmitter and receiver can alter the phase
of each channel measurement randomly. This motivates us to develop the noncoherent
compressive estimation approach presented in Chapter 3.
1.2.1 Contributions
We use the same compressive beaconing strategy as in prior work [10–12], but provide
an algorithm that can estimate a sparse spatial channel from RSS measurements alone.
It does not require phase coherence across beacons, and can therefore be realized with
commodity hardware.
8
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Recovery of the single strongest path. We first consider single-path channels with
one dominant path between base station and user. In this case we propose noncoher-
ent template matching on an oversampled grid followed by Newton refinement of the
grid point with highest correlation with the RSS measurements [13]. Using a 60GHz
phased array testbed provided by the Facebook Terragraph team [14], we performed ex-
perimental validation of this method. Each testbed radio operates under the 802.11ad
standard, and has a 8×16 phased array (128 elements), with effectively 16 horizontally
steerable elements (each consisting of 8 vertical elements with fixed phase relationships).
Experimental results show that our noncoherent design achieves accuracy similar to that
of exhaustive beam scanning but with significantly lower overhead. This advantage in-
creases sharply with the number of steerable elements, as demonstrated by simulations.
Multi-path channel estimation. For recovering multiple viable paths in the channel,
we propose and evaluate a two-stage algorithm [15]. The first is phase retrieval, in which
the complex value of compressive measurements is recovered up to a constant phase offset,
followed by coherent compressive estimation using the output of the phase retrieval stage.
We show that the number of measurements for sparse channel recovery with noncoherent
compressive estimation scales only slightly worse than for coherent estimation.
The two-stage approach requires decomposition of the measurement matrix as the
product of a phase retrieval matrix and a compressive measurement matrix. It is known
that matrices with independent and identically distributed (i.i.d.) complex Gaussian
entries are effective for this purpose, but the product of such matrices has entries with
complex values lying in a continuum, which cannot be realized with coarse phase control.
In our proposed approach, we constrain the product of the two matrices (i.e., the actual
measurement matrix) to be implementable with coarse phase control, and decompose it
into two virtual matrices: an inner matrix that is used for coherent compressive estima-
tion, and an outer matrix that is used for phase retrieval. That is, we choose one of the
9
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matrices, and infer the other via a pseudoinverse to minimize the quantization error. We
provide design guidelines for the (non-unique) virtual decomposition, and demonstrate
its performance and scalability through simulations.
1.3 Multi-user MIMO in phase noise
Millimeter wave (mmWave) bands offer potential channel bandwidths of several GHz.
While there have been significant advances in low-cost mmWave hardware over the past
decade, existing mmWave hardware is typically based on RF beamforming, which enables
synthesis of only one beam at a time. However, we expect fully digital beamforming to
become feasible in the relatively near future, with one RF chain per antenna element:
this will enable the synthesis of multiple simultaneous beams, and lead to truly massive
MIMO with 100s or 1000s of antenna elements, supporting 100s of simultaneous users,
each at rates of Gbps. Hardware impairments can be substantial at such high frequencies,
especially as we scale to massive arrays and large bandwidth. In Chapter 4, we analyze
the impact of one potential bottleneck in such a system: phase noise. A systematic
framework for determining the impact of phase noise on MIMO performance is impor-
tant because oscillators at higher carrier frequencies typically exhibit higher noise power
spectral density (PSD), and the increased system bandwidth that we must integrate over
contributes further to increased distortion in the phase.
In order to scale to a large number of elements, we consider a modular approach
in which a large array is built from subarrays, or tiles, with separate RF processing on
each tile. We focus on uplink massive MIMO, hence the RF processing in a tile consists
of downconversion to baseband, followed by quantization. Thus, only digital baseband
signals are communicated from each tile to a central processor. While this approach
greatly simplifies RF hardware design (each tile can be controlled by a separate RF chip)
10
Introduction Chapter 1
× NF
× NF
× NF
× NF
+   Phase
– det.
HLP ~
VCO
Ref. XO
÷ NF
Ref. XO
×
×
×
×
×
Figure 1.3: Two-step clock distribution in the tiled array.
and produces an easily expandable system, synchronizing the subarrays with each other
requires distribution of a common clock. Distributing a high-frequency reference over a
large area incurs high propagation loss and is therefore inefficient. We consider here an
alternative approach, in which a lower frequency clock is distributed to the tiles, with
each tile synthesizing its local oscillator using, for example, a harmonic multiplier or a
phase locked loop, as shown in Figure 1.3.
1.3.1 Contributions
We analyze the effect of phase noise on a tiled architecture, where phase noise is
generated both in the reference oscillator and in independent oscillators that are locked
to the reference on each tile [16, 17]. We first derive the optimal LMMSE receiver for
multi-user detection in the presence of phase noise, and proceed to assess the system-
level impact of phase noise. For this purpose, we consider a MIMO uplink with K
simultaneous users communicating with a base station using a tiled phased array, with
singlecarrier modulation and linear MMSE (LMMSE) reception. While our approach
applies to a variety of frequency multiplication techniques, for concreteness, we focus
on PLL-based generation of the local oscillator in each tile. We model propagation of
11
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phase noise through the two-step clock generation using a linearized PLL model. Our
conclusions are summarized as follows:
(a) The common phase noise arising from the low-frequency clock “passes through” the
LMMSE receiver, and contributes to symbol rotation after interference suppression. Since
the PLL in each tile acts as a lowpass filter, the phase rotations across symbols vary slowly
and can be tracked effectively. Thus, for typical settings, the impact of common phase
noise is small.
(b) The independent phase noise from the voltage controlled oscillator (VCO) in each
tile sees a highpass response from the PLL, and cannot be tracked at the symbol time
scale. If LMMSE reception is applied for a nominal set of channels, the effect of phase
noise is to create residual multiuser interference. We provide an approximate analysis
which shows that, for typical settings, we get substantial benefit by averaging across tiles.
Simulation results are provided to demonstrate these predictions.
(c) The dependence of the phase noise PSD on frequency is often modeled as L(f) =
a0 +
a1
f
+ a2
f2
+ a3
f3
, with parameters {ai} that depend on the oscillator structure and
design. We note that, under our linearlized PLL model, these parameters can be directly
related to the output phase noise variances. We use this observation to translate output
performance criteria such as bit error rate (BER) back to “masks” that specify the
maximum allowable envelope of each term of the form ai
f i
, thus providing a framework
for circuit design aimed at controlling the phase noise PSD.
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Mm-Wave Wireless Backhaul
2.1 Introduction
In this chapter, we consider a mesh network with highly directive mmWave links as
a means of extending backhaul from wired gateways to the picocell access points. We
formulate the wireless mesh backhaul design problem as a joint routing and resource
allocation/scheduling optimization, with the goal of maximizing the access rate at the
base stations, while accounting for the mutual interference between simultaneously active
links. the highly directive nature of mmWave links leads to localized and sparse inter-
ference that we are able to exploit for efficient computation of the optimal solution. We
illustrate our approach for two settings, urban and suburban, which exhibit interference
patterns that are quite different.
We primarily develop a framework for downlink traffic routing and resource allocation,
and then extend the formulation to perform joint uplink and downlink optimization.
Additional flows between nodes in the network can be included in the optimization by
introducing a new commodity for each flow. While we only consider fixed-rate traffic
flows, extension to any concave objective of the rate vector is possible in the proposed
13
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framework. The problem of resource allocation for optimizing backhaul throughput is
initially formulated as a linear program, the dimensions of which grow exponentially with
network size. Demonstrating the existence of a sparse solution to this linear program, we
formulate an equivalent mixed-integer linear program that scales linearly with network
size. The proposed formulation is able to solve relatively large networks with hundreds
of nodes in a time scale of minutes.
2.1.1 Related work
Multihop wireless mesh networks have received extensive attention in the literature,
typically with sensible heuristics for solving the associated joint routing and scheduling
problems. Non-contention-based medium access protocols that rely on link scheduling
and resource allocation have been studied for decades. Various works such as [18, 19]
consider the link scheduling problem independently assuming routing is known before-
hand, while others attempt to jointly optimize scheduling and routing. In modeling the
interference behavior of links, the vast majority of these studies assume a binary effect,
commonly known as the “protocol model” as described in [20]: Any two links either
collide completely (mostly by contradicting the half duplex constraint or, in omnidirec-
tional settings, falling within some interference radius) and have to be orthogonalized in
resources, or have zero interference [21–30]. In [25, 26] a transmission is assumed to fail
if the number of active transmitters within interfering range of its receiver is above a
threshold, which is a modified version of the collision model.
Few papers take note of the residual interference between links in the network and
allow for capacity-SINR trade-off in their allocation optimization; this can lead to sub-
optimal solutions and lost throughput as demonstrated in [31]. In [32], confining the
analysis to the low SINR regime, link throughput is approximated as a linear function
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of SINR. This approximation is not suitable for the high-speed point-to-point links em-
ployed for wireless backhauling.
Several papers consider the specific problem of multihop mesh backhauling with di-
rectional antennas, but limit the number of links on each node to a single steerable
beam [4,21,25,26,28,33]. Other works such as [23,30] allow simultaneous multi-neighbor
communication but designate a fixed discrete partitioning of resources, generally band-
width, and limit each link to a single partition at any time. Coarse discretization of
resources and single channel confinement of link transmissions both prevent achieving
the true capacity of the network, and orthogonalizing same-node links severely limits
the potential for spatial reuse, especially as such limitations are not present when em-
ploying highly directional antennas that reliably isolate many simultaneous same-node
transmissions. In contrast, our work allows continuous partitioning and places no con-
straint on which part(s) of the resources each node may use other than what is imposed
by the physical interference model, thereby realizing the true capacity of the network
and facilitating the spatial reuse required for backhaul delivery.
Increasing cellular capacity through self-backhauled small cells has been the subject
of many previous works. Some studies consider placement of relay nodes inside cells to
improve signal quality at cell edges [24, 34, 35], yet the capacity boost obtained through
simple radio frequency (RF) amplification and relaying is limited. Other studies consider
addition of small-cell base stations inside a macrocell, each receiving wireless backhaul
directly from the wired macro-BS, forming a backhaul network with star topology [4,36,
37]. In [38], a multihop network is considered in the form of a row of nodes inside one
street along with one wired node that acts as a gateway. In [24], the network comprises
of one base station, relay nodes which do not generate data, and end nodes which do not
relay data. These simplified structures are useful to provide insight into the capacity of
wirelessly-backhauled picocells, but evaluating and optimizing a realistic network requires
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increasing the scope to include multihop paths along different streets and networks with
several gateways.
In contrast to the heuristics employed in prior literature on multihop mesh networks,
we are able to compute the optimal solution by considering all possible link activation
patterns. The idea of allocating resources to “cliques” of links has been around for
decades [39], yet it has also been shown that finding the true optimal allocation and
routing is an NP-hard problem the complexity of which scales exponentially with net-
work size [40, 41]. Several studies tackle the intractable problem of interference-aware
routing and resource allocation using various heuristics [21,41–47]. These include either
relaxing the interference model to a conflict graph and solving the resulting problem using
edge coloring algorithms or column generation based methods that iteratively search for
“good” patterns and solve the allocation problem over the discovered patterns in each
iteration. These approaches often fail to obtain the exact optimal throughput due to
their limitations in modeling or greedy procedure.
Finally, in [48], a mmWave multihop backhaul network was modeled as a uniform
square grid of nodes to provide analytical insight into throughput capacity as a function
of the size of the cluster supported by each gateway. An interesting observation was
that backhaul capacity is not diminished as a result of residual interference, and, with
careful scheduling of interfering links, the interference-free capacity of the network can
be achieved. We demonstrate the importance of interference avoidance in scheduling and
note that the proposed framework provides such a schedule for their specific topology.
Inspired by the approach used in [49–52] for optimizing downlink spectrum allocation
in cellular networks, our starting point is the problem of resource allocation among all
possible subsets of links. Then, following [53], we reformulate the convex combinatorial
resource allocation problem into a scalable mixed integer optimization problem. The
problem considered here is fundamentally different from that of [49–53] due to the mul-
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tihop nature of the network and the added problem of routing both uplink and downlink
traffic.
2.2 System model
We envision an outdoor picocellular network with cell radii as small as tens of me-
ters. The pico base stations are placed opportunistically on existing structures such as
lampposts, building walls, and ceilings. Each base station, or “node”, is connected to
several nearby nodes (neighbors) through directional mm-wave links. Only a fraction of
nodes are equipped with wired backhaul connection to the communication infrastructure;
these nodes operate as gateways. The downlink and uplink data of each node is routed
through a multihop path in the mesh to one or more of the gateway nodes. Examples
of this structure are shown in Figure 2.1 where the gateways are marked by triangles
and non-wired base stations by circles. Each line connecting two neighboring nodes rep-
resents two wireless links, one in each direction. Phased array antennas are utilized at
either end of the link to maintain directional transmit and receive radiation patterns and
reduce interference. We define the nominal link SNR and nominal link rate as the SNR
and throughput of links in the absence of interference, and transmit power is controlled
such that these values are the same for all links.
We denote by Γ = {1, ..., N} the index set of all N non-gateway nodes in the network
and by Λ = {1, ..., L} the index set of all links in the network. As far as interference
allows, any number of links connected to a node can be active simultaneously. How-
ever, because a transmitted signal is generally strong enough to saturate all co-located
receivers, communication is half-duplex, namely, the links connected to one node can
transmit simultaneously, or receive simultaneously, but at no time do some links trans-
mit and some receive. As the opposing directions between two nodes are regarded as
17
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Figure 2.1: Example of (a) a 48-node, 4-gateway portion of an imagined picocellular
backhaul network in Manhattan, (b) a randomly generated suburban network of 100
nodes and 9 gateways in a 500 m×500 m area. Gateways are identified by triangles
and non-gateway nodes by circles.
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two separate links in the proposed optimization framework, the duplexing constraints
can be easily incorporated by assuming infinite (or disabling) interference levels for such
conflicting links.
In order to find the optimal allocation for interference management and routing, we
apply a combinatorial approach where the available resources (e.g., time and/or fre-
quency) are divided between different subsets of links with the objective of maximizing
the minimum backhaul throughput delivered to all nodes in the network. A general
scheduling framework can be defined as follows. The total time in each frame is divided
into fragments of variable lengths and during each fragment (or slot) a certain combina-
tion of links are active. We denote each possible partitioning of links into on and off by
an “activation pattern”, which determines the amount of interference each link is subject
to, and hence its data rate. The resource management problem is equivalent to allocating
to every possible activation pattern an appropriate fraction of all resources (which may
be none). For every possible activation pattern A ⊂ Λ, let xA ∈ [0, 1] denote the fraction
of resources allocated to that pattern, which must satisfy the resource constraint,
∑
A⊂Λ
xA = 1.
The problem of allocating resources to L links becomes that of allocating non-overlapping
portions to the 2L − 1 non-empty subsets of links.
While the uplink or downlink rates on access links for a given mobile user can be
bursty, and vary significantly across small timescales, the backhaul capacity demand at
each base station, generated by aggregating its access link traffic, is smoother. Thus,
our framework supports a constant demand at each base station over each optimization
period, while allowing the flexibility of allocating resources differently across different
base stations. Specifically, as we shall see, we may specify that base station i receive
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backhaul capacity allocation αid, where d is a quantity to be maximized by joint routing
and resource allocation.
We consider two distinct deployment scenarios, modeling suburban and urban set-
tings. In the suburban setting, antennas are placed on rooftops that are of relatively
similar heights. As a result, the street geometry does not have a significant effect on the
channel as links are assumed to be line-of-sight (LOS) without any blocking structures
between antennas. The free-space propagation model is thus used to model the channel
between different nodes and the only factors determining signal and interference strength
are the radiation pattern of antennas and distances between nodes. In the high-rise ur-
ban setting, antennas are mounted on below-rooftop-level structures such as lamp-posts,
traffic lights, and building walls. In this case a street-canyon model is considered wherein
the channel is a combination of the LOS path and single-bounce reflections from the two
canyon walls and ground. Transmit and receive radiation patterns and Fresnel (specular)
reflection loss are accounted for in the model, as well as phase offset between propagation
paths that is assumed to be uniformly random over the span of [0, 2pi] radians. Streets
are assumed to be 25 m wide and the distance of each node from street wall and ground
is chosen uniformly over (4, 21) m and (5, 8) m respectively. In both urban and suburban
scenarios we assume nominal link SNR of 10 dB and each antenna is an array of 32
omnidirectional elements with half-wavelength spacing.
In simulations, we consider the topology of Figure 2.1a for the urban scenario, and
randomly generated topologies similar to Figure 2.1b for the suburban scenario. These
are generated by placing nodes uniformly at random in a square area with a minimum link
distance of 10 m. For each non-gateway node, a random number is drawn between 3 and
5, then the node is connected to that number of its nearest neighbors with bidirectional
links, and links that are longer than a threshold are dropped. If two links on a node are
too close in the angular domain (within two beamwidths), the longer link is dropped.
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The actual degree of a node may be larger than the number of neighbors it connects
to, since additional links may be established by its neighbors. Each bidirectional link is
actually two separate links individually indexed in the set Λ. The maximum link length
threshold is tuned to obtain a well connected graph and is set high enough to ensure that
no node is left disconnected from the network. Gateway nodes create connections with
at most 6 closest neighbors whose distance is below the link establishment threshold.
This is an appropriate design practice to increase the backhaul capacity of the network,
as gateway links are traffic bottlenecks.
The number of gateways is chosen to be approximately 10% of the total number
of nodes, and gateway nodes are defined by choosing the closest nodes to uniformly
placed anchor points in the area. While this generating scheme obtains relatively realistic
topologies, the occurrence of sub-par configurations that impose bottlenecks to service
of some areas is possible, which can significantly decrease the max-min capacity of the
network. In practice, node placements would be optimized to some extent to improve
the capacity of the network and better performance than the simulated outcomes can be
expected.
2.3 Combinatorial formulation of the allocation prob-
lem
In this section we formulate an optimization problem that maximizes the minimum
backhaul throughput delivered to every node subject to interference and resource con-
straints.
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When pattern A ⊂ Λ is active, the throughput of link l ∈ A is equal to,
γl,A = log
(
1 +
Sl
σ2n +
∑
k∈A\{l} Ik→l
)
(2.1)
where Sl is the signal power spectral density (PSD) of link l, Ik→l is the interference PSD
from link k on link l, and σ2n is the noise PSD. While γl,A is left undefined if l /∈ A to
avoid redundant parameters, it is equivalent (and natural) to think of it as equal to 0 if
l /∈ A. The total data rate of link l, i.e., data transferred in a unit of time, is therefore
obtained by,
rl =
∑
A⊂Λ:l∈A
xAγl,A.
2.3.1 Optimization of downlink only
In the downlink, each node is considered as a sink of its own cell’s traffic. The gateway
nodes are sources with no throughput constraint. Although this is a network of multiple
“commodities”, each intended for one non-gateway node and potentially delivered via
a combination of multiple flows, it is equivalent to a network of a single commodity by
using the following insight: We add a virtual source node representing the core (wired)
network where all flows originate, with a link of unlimited capacity to each of the gateway
nodes. Since this is the sole source node in the network, any data that flows into any
node has invariably originated in this virtual node and is therefore downlink backhaul
traffic. The reader is referred to [54] for a detailed discussion of network commodities.
The downlink data rate delivered to node i, normalized to system bandwidth, is thus
equal to
di =
∑
l∈Ii
rl −
∑
k∈Oi
rk , i ∈ Γ (2.2)
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where Ii is the set of links that flow into
1 node i and Oi is the set of links that flow out
of it.
If allocations were in the frequency domain, the spectral efficiency parameters γl,A
would depend on the allocation variables xA as the noise power may depend on the
bandwidth. Time domain allocation thus simplifies the formulation.
The network utility is in general a function of the rate vector [r1, ..., rL]
T . Our formu-
lation provides the flexibility to provide different backhaul throughput to different nodes
by guaranteeing throughput αid to node i, with optimal allocation maximizing d. This
allocation can be obtained by solving the following optimization problem:
maximize
[xA],[rl],[di],d
d (2.3a)
subject to
∑
A⊂Λ
xA = 1, (2.3b)
rl =
∑
A⊂Λ:l∈A
xAγl,A, l ∈ Λ (2.3c)
di =
∑
l∈Ii
rl −
∑
k∈Oi
rk, i ∈ Γ (2.3d)
di ≥ αid, i ∈ Γ (2.3e)
xA ≥ 0, A ⊂ Λ (2.3f)
where rl is the data rate on link l. The weighting factor αi can be used to provide larger
backhaul throughput for high-traffic hotspots if needed. (In our simulations, we assume
uniform traffic at all nodes and set αi = 1,∀i.) Note that the node flow constraints only
apply to non-gateway nodes. Relaxing the resource, rate, and throughput equalities,
(2.3b), (2.3c), and (2.3d) to inequality ≤ is inconsequential.
Both the objective and constraints in the optimization are linear, therefore an optimal
1Not to be confused with Ik→l which denotes the interference of link k on link l.
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allocation can be found by solving a linear program with around 2L variables. Of course,
if all of these possible activation patterns receive non-zero time allocation, the complexity
of scheduling would grow exponentially with network size. However, there is always a
sparse optimal solution to (2.3) in the following sense:
Theorem 1 For a network of L links, N non-gateway nodes, and one or more gateways,
there exists a solution [xA]A⊂Λ to the downlink scheduling problem of (2.3) that is at most
N-sparse, i.e., xA = 0 for all but (at most) N activation patterns A.
Proof: Consider the N dimensional vector d = [d1, ..., dN ]
T that is a feasible point for
(2.3) achieved by the allocation [xA]. For the entries of this vector, we have,
di =
∑
l∈Ii
rl −
∑
k∈Oi
rk
=
∑
l∈Ii
∑
A⊂Λ:l∈A
xAγl,A −
∑
k∈Ii
∑
A⊂Λ:k∈A
xAγk,A
=
∑
A⊂Λ
xA
( ∑
l∈Ii∩A
γl,A −
∑
k∈Oi∩A
γk,A
)
.
The maximum utility is determined by d, which can be written as a convex combination
of 2L − 1 vectors of dimension N as,

d1
d2
...
dN

=
∑
A⊂Λ
xA

∑
l∈I1∩A γl,A −
∑
k∈O1∩A γk,A∑
l∈I2∩A γl,A −
∑
k∈O2∩A γk,A
...∑
l∈IN∩A γl,A −
∑
k∈ON∩A γk,A

.
Hence d resides in a polyhedron in RN with up to 2L − 1 corner points. Noting the
resource constraint,
∑
A⊂Λ xA = 1, Caratheodory’s theorem [8] states that d can be
written as a convex combination of at most N + 1 of these 2L−1 points. Therefore there
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exists an allocation [x′A] satisfying
∑
A⊂Λ x
′
A = 1 with at most N +1 nonzero entries that
yields the same node service vector as [xA]. An optimal d cannot be an interior point
of the polyhedron; otherwise one may strictly increase all of its elements to a boundary
point, which increases the objective d. This implies that there exists an N -sparse optimal
allocation, hence the proof of Theorem 1.
For the mmWave networks considered here, the interference matrix can be very sparse,
resulting in many possible optimal allocations when we solve the linear program. By
adding very small random fluctuations to the interference matrix, the solution can be
made unique with high probability, and since a sparse solution is guaranteed to exist, we
will find one using this trick.
One problem that arises when solving (2.3) is that the objective function does not
penalize suboptimal routing as long as the delivered throughput is unchanged. As a
result, a shorter path toward a node is not differentiated from a longer path with more
hops, which can result in unnecessarily long paths and excessive latency and power
consumption. This can be prevented by adding a linear term to the objective that
implicitly penalizes delay. Assuming transfer of data on each link represents one unit of
delay in the network, the sum of all link data rates can be taken as a linear proxy for
delay and power consumption. This is done by changing the objective of (2.3a) to
d− λ
∑
l∈Λ
rl, (2.4)
where the weighting factor λ is chosen to be small enough to ensure service rate, d,
is always prioritized over the delay penalty term. It is shown in [7] that a sufficient
condition to enforce this priority is
λ <
1
L
∑
i αi
(2.5)
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which, in the case of uniform service to all nodes (αi ≡ 1), simplifies to
λ <
1
LN
.
2.3.2 Joint uplink-downlink optimization
In this section, we extend the formulation of (2.3) to include both uplink and down-
link. While the single commodity model no longer applies, we can add a second commod-
ity representing uplink data that can originate at any non-gateway node but terminates
at a virtual sink node connected to all gateway nodes through infinite-capacity links. For
this commodity, all traffic will ultimately end up at the virtual sink (core network) and
is therefore uplink data, meaning the difference between outgoing and incoming traffic
at any node is the uplink throughput provided for that node. The downlink and uplink
commodities must share network resources, therefore we formulate the joint optimization
by defining two sets of link rate variables, [rdl ] and [r
u
l ], corresponding to downlink and
uplink service rates, [di] and [ui], that satisfy
∑
l∈Ii
rdl −
∑
k∈Oi
rdk = di,
∑
l∈Oi
rul −
∑
k∈Ii
ruk = ui.
The rate on each link will be the sum of the rate supporting downlink and uplink data,
and (2.3c) will be modified to
rdl + r
u
l =
∑
A⊂Λ:l∈A
xAγl,A.
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The optimal allocation is hence obtained from solving the following optimization problem,
wherein the constants αi and βi determine the relative downlink and uplink traffic of
different nodes.
maximize
[xA],[r
d
l ],[r
u
l ],[di],[ui],c
c (2.6a)
subject to∑
A⊂Λ
xA ≤ 1 (2.6b)
rdl + r
u
l =
∑
A⊂Λ:l∈A
xAγl,A, l ∈ Λ (2.6c)
∑
l∈Ii
rdl −
∑
k∈Oi
rdk = di, i ∈ Γ (2.6d)
∑
l∈Oi
rul −
∑
k∈Ii
ruk = ui, i ∈ Γ (2.6e)
di ≥ αic , ui ≥ βic, i ∈ Γ (2.6f)
rdl ≥ 0 , rul ≥ 0. l ∈ Λ (2.6g)
For this formulation, Caratheodory’s theorem cannot be applied to the node rate inequal-
ities as easily as in Theorem 1. However, a similar argument can be made for the link
rate vector [rd1 +r
u
1 , ..., r
d
L+r
u
L] that is a convex combination of the 2
L−1 points (enumer-
ated by A) in L dimensional space, [γ1,A, ..., γL,A]
T . For any allocation x = [xA]A⊂Λ that
is able to support rate vectors rd and ru and, equivalently, node downlink and uplink
vectors d and u, there exists an L-sparse allocation x′ that provides the exact same link
rates and uplink and downlink node service rates. Thus a solution with no more than L
active patterns can be guaranteed to exist for any target rate vector pair.
While it is not of interest to the backhaul scenario, any flow between some source node
and some sink node can similarly be incorporated in the formulation by introducing a
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new commodity with its own rate variables, {rfl}, and flow constraints for the sink, source,
and other nodes as follows.
∑
l∈Osource
rfl −
∑
k∈Isource
rfk = cf ,
∑
l∈Osink
rfl −
∑
k∈Isink
rfk = −cf ,
∑
l∈Oi
rfl −
∑
k∈Ii
rfk = 0, i ∈ Γ\{source, sink}.
The rate variables would then be added to the LHS of (2.6c) to enforce sharing of network
resources between flows.
The formulations presented in this section are suitable for relatively small networks.
As L increases to even moderate sized values, the number of variables in the problem
grows exponentially until the time or space (memory) complexity becomes unmanageable.
In the next section, a scalable reformulation is developed.
2.4 A scalable reformulation
One characteristic of the network that can be leveraged to reduce the problem size
is the localized nature of interference, which allows decoupling of constraints between
distant areas of the network. We first define the neighborhood of link l as the set of
links, Λl, that cause non-negligible interference on it, i.e., whose signal strength at the
receiving end of l is above a threshold. Subsequently, the “local activation patterns” of
link l are all possible subsets of its neighborhood, B ⊂ Λl. A local activation pattern
B is in effect when all links in B are active and all links in Λl\B are inactive. By this
definition, the spectral efficiency of a link only depends on the activation pattern of links
in its neighborhood, or its local activation pattern. To maintain a pessimistic estimate of
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throughput, the interference of all links outside the neighborhood are added to the noise
and interference level when calculating throughput. In reality, many of the links outside
the neighborhood will not be active, but we can ensure this worst-case assumption does
not affect the result significantly by setting the threshold to be low enough. There is thus
a trade-off between computational complexity and accuracy: Choosing a low threshold
yields more exact results at the expense of increasing neighborhood size and enlarging
the problem. In our simulations, we set the interference threshold to 3 dB below the noise
level, assuming a nominal SNR of 10 dB. We find the disparity between the pessimistic
and actual throughput to be less than 1% in all simulated cases.
Similar to (2.3), we define the local allocation variable xBl that is the resource allocated
to local activation pattern B ⊂ Λl of link l. When enumerating local activation patterns,
the empty set is also counted since a nonempty global pattern may activate none of the
links in one neighborhood. The data rate on link l is thus equal to
rl =
∑
B⊂Λl:l∈B
xBl γ
B
l , l ∈ Λ
where γBl is the spectral efficiency of link l under local activation pattern B, derived
(pessimistically) as
γBl = log
(
1 +
Sl
n+
∑
k∈B\{l} Ik→l +
∑
j /∈Λl Ij→l
)
.
Recall that Theorem 1 ensures the existence of an optimal solution to (2.3) that
activates at most N patterns. We therefore consider a segmentation of the unit time
frame to N slots, indexed by M = {1, ..., N}. The global slots are of variable lengths,
denoted by {ym}m∈M , that satisfy the resource constrains,
∑
m∈M ym = 1. Let Pm denote
the global pattern activated in the m-th slot. Then Pm ∩ Λl is the corresponding local
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pattern in the neighborhood of link l in the m-th slot. These local patterns may overlap
and their union is Pm. We define the augmented local allocation variables x
B,m
l as the
resource allocated to local pattern B of link l in slot m. Evidently, for every l ∈ Λ,
m ∈M , and B ⊂ Λl,
xB,ml =

ym if B = Pm ∩ Λl,
0 otherwise.
For the throughput calculations to hold, local patterns included in a global pattern
must be consistent with each other. To enforce this constraint, we introduce a discrete
activation parameter for each local pattern, denoted by qB,ml , which is a binary variable
that takes the value of 1 when its corresponding local pattern is active in global pattern
Pm and 0 otherwise. Activation is enforced by the inequality,
xB,ml ≤ qB,ml ,
and consistency is enforced by limiting the sum of incompatible local patterns to 1,
allowing at most one of them to be non-zero. The local patterns B ⊂ Λl and A ⊂ Λk,
corresponding to activation variables qB,ml and q
A,m
k , are “compatible” if and only if,
A ∩ Λl = B ∩ Λk,
which means any active link in B that happens to be in the neighborhood of link k is
also active in A, i.e., the two patterns do not impose contradictory activations on any
links in the overlap of their neighborhoods. An example of consistent local patterns is
shown in Figure 2.2 with neighborhoods depicted as sets and links as elements of these
sets. Assuming gray squares are inactive links, local pattern A in the neighborhood of
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link k is consistent with pattern B1 in the neighborhood of link l but inconsistent with
pattern B2 in the same neighborhood, since link l0 is inactive in A but active in B2.
Using the binary activation parameters defined above, consistency of local allocations
can be enforced by the inequality,
qB,ml + q
A,m
k ≤ 1, ∀A ∩ Λl 6= B ∩ Λk. (2.7)
Thus the optimization problem of (2.3) can be reformulated as:
maximize
[xB,ml ],[q
B,m
l ],[ym],[rl],d
d (2.8a)
subject to
rl ≤
∑
m∈M
∑
B⊂Λl:l∈B
xB,ml γ
B
l , l ∈ Λ (2.8b)
αid ≤
∑
l∈Ii
rl −
∑
k∈Oi
rk, i ∈ Γ (2.8c)
∑
B⊂Λl
xB,ml ≤ ym, l ∈ Λ,m ∈M (2.8d)
∑
m∈M
ym ≤ 1, (2.8e)
xB,ml ≤ qB,ml , l ∈ Λ, B ⊂ Λl,m ∈M (2.8f)
qB,ml +
∑
A⊂Λk
B∩Λk 6=A∩Λl
qA,mk ≤ 1, (2.8g)
l, k ∈ Λ, B ⊂ Λl,m ∈M
qB,ml ∈ {0, 1}, l ∈ Λ, B ⊂ Λl,m ∈M (2.8h)
xB,ml ≥ 0. l ∈ Λ, B ⊂ Λl,m ∈M (2.8i)
In this formulation, rl is the data rate of link l and (2.8c) is the set of flow constraints that
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Figure 2.2: Examples of consistent and inconsistent local patterns: local pattern B1
of link l (left) is compatible with local pattern A of link k (right), while local pattern
B2 (middle) is not. Using the binary activation variables, the conflict between B2 and
A is enforced by imposing the constraint qB2,ml + q
A,m
k ≤ 1. Gray squares correspond
to inactive links, filled black squares correspond to links active in local patterns of
link l, and white squares with black outlines correspond links active in local patterns
of link k.
guarantees a minimum downlink throughput of αid to non-gateway node i. Equalities
have been relaxed to inequalities in the rate, flow, and resource constraints, (2.8b), (2.8c),
and (2.8e). Note that many of the consistency constraints of (2.7) have been bundled into
a single inequality in (2.8g); this is possible because only one local pattern is active for
each link in each slot, meaning these constraints can be compounded for local patterns
of a single link.
The allocation that emerges from solving this problem is constructed as follows. The
m-th global activation pattern is obtained by
Pm =
⋃
l∈Λ,B⊂Λl:qB,ml =1
B,
and is alloted a time slot of length ym normalized to the total frame. Using Theorem
1, it can be shown that any solution to (2.3) has an N -sparse equivalent that is further
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equivalent, in terms of global patterns and allocations, to a solution of (2.8). We omit
the proof and refer the reader to [50] for the proof technique.
The objective function in (2.8) can also be modified to incorporate delay penalization,
by rewriting it as
d− λ
∑
l∈Λ
rl = d− λ
∑
m∈M
∑
l∈Λ
∑
B⊂Λl:l∈B
xB,ml γ
B
l .
The second term is the sum of data rate on all links, and the weighting factor λ is chosen
with the same threshold as derived for the combinatorial formulation in (2.5).
Both the objective and constraints of this formulation are linear, while the optimiza-
tion variables are a mixture of continuous and discrete (binary) variables. Thus the
exponentially growing linear program of (2.3) is reduced to a polynomially scaling mixed
integer linear program. The number of variables in this formulation grows polynomially
with network size due to the fact that as network size grows, neighborhood sizes remain
the same. If the neighborhood size is no greater than µ, the number of local variables
xB,ml will be no more than N ×L× 2µ. This brings the number of variables in (2.8) to a
total of fewer than N × L× 2µ +N + L+ 1 continuous and N × L× 2µ integer values.
Similar to the combinatorial formulation, the above problem can also be modified to
include both downlink and uplink by maintaining different link rate variables utilized for
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the two directions of service. The resulting allocation problem is formulated below.
maximize
[xB,ml ],[q
B,m
l ],[ym],[r
d
l ],[r
u
l ],c
c (2.9a)
subject to
rdl + r
u
l =
∑
m∈M
∑
B⊂Λl:l∈B
xB,ml γ
B
l , l ∈ Λ (2.9b)
∑
l∈Ii
rdl −
∑
k∈Oi
rdk ≥ αic, i ∈ Γ (2.9c)
∑
l∈Oi
rul −
∑
k∈Ii
ruk ≥ βic, i ∈ Γ (2.9d)
∑
B⊂Λl
xB,ml ≤ ym, l ∈ Λ,m ∈M (2.9e)
∑
m∈M
ym ≤ 1, (2.9f)
xB,ml ≤ qB,ml , l ∈ Λ, B ⊂ Λl,m ∈M (2.9g)
qB,ml +
∑
A⊂Λk
B∩Λk 6=A∩Λl
qA,mk ≤ 1, (2.9h)
l, k ∈ Λ, B ⊂ Λl,m ∈M
qB,ml ∈ {0, 1}, l ∈ Λ, B ⊂ Λl,m ∈M (2.9i)
xB,ml ≥ 0, l ∈ Λ, B ⊂ Λl,m ∈M (2.9j)
rdl ≥ 0, rul ≥ 0. l ∈ Λ (2.9k)
Although the localized formulation is scalable in terms of problem size, unlike (2.4)
(which is a linear program) this reformulation requires solving a mixed integer (binary)
linear program which is inherently a combinatorial problem and NP-hard. While effective
techniques have been devised for solving such problems, there are no guarantees for their
computational efficiency. In the next section, some observations regarding scalability and
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behavior of the two optimization frameworks of (2.3) and (2.8) are discussed.
2.5 Results and discussion
Solving the linear program formulated in (2.3) is relatively straightforward using
standard techniques such as the simplex method. Standard solvers such as the CVX
package in Matlab or Gurobi were used to solve this problem for small networks of up
to 15 links. However, due to exponential growth of the problem size, solving a network
with more than twenty links is practically impossible. In [7], this problem is sidestepped
by clustering the network around gateways and solving each cluster independently. This
provides a suboptimal solution wherein heuristics must be employed to determine cluster
association.
The scalable formulation of (2.8), on the other hand, is a non-convex optimization
problem due to the presence of integer variables. Approaches such as the branch-and-
bound algorithm are generally effective methods for solving integer linear programs, but
provide no guarantees for computational efficiency. For moderately large problems such
as the 4-gateway network of Figure 2.1a, solving (2.8) using standard solvers (such as
the CVX package in Matlab or the Gurobi solver) takes an impractical amount of time.
However, we find that in practice, due to sparsity of the interference matrix, the number
of global patterns that are activated in the solution can be much smaller than the upper
bound guaranteed by Theorem 1, so that the number of global time slots can be set to
a value T  N , indexed by the truncated set MT = {1, ..., T}. Choosing an appropriate
truncation level, T , involves a trade-off between computation time and throughput, as
discussed in the next section.
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Figure 2.3: Effect of truncating M on obtained throughput and computation time in
(a) a 4-gateway urban network with 48 nodes, (b) a 4-gateway suburban network with
50 nodes, and (c) a 9-gateway suburban network with 100 nodes. Nominal link rate
is 3.46 (SNR=10dB). Depending on network topology, the minimum backhaul data
rate delivered to every node is between 10% and 20% of nominal link rate.
2.5.1 Computational efficiency and scaling
Limiting the number of global activation patterns to a small number significantly
reduces the computation time while achieving virtually all of the optimal throughput.
It is also attractive in terms of implementation. Figure 2.3 depicts this trend, showing
runtime and backhaul throughput obtained from solving (2.8) with different values for
the number of global slots, T , in the urban network of Figure 2.1a as well as randomly
generated suburban networks of 50 and 100 nodes similar to the structure depicted in
Figure 2.1b. Note that the networks used in these simulations are randomly generated.
Actual designed networks may have better characteristics in terms of node and gateway
placement, as well as better choice of neighbor association, that prevent throughput
bottlenecks and produce a more connected network. This would result in more uniform
distribution of service among nodes and a higher max-min optimum throughput.
Figure 2.4 shows runtime as a function of network size for the original and scalable
formulation (with the number of global slots, T , limited to 4). Networks of different
sizes are generated using the suburban environment model. Formulation (2.3) blows
up exponentially with network size, whereas the BLP of (2.8) can be used to optimize
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Figure 2.4: Computation time as a function of network size for combinatorial and
truncated localized formulation.
networks of up to hundreds of nodes within a time-scale of minutes. In running the
optimization, we found that by relaxing the rate equation of (2.8b) to inequality (rl ≤∑
m
∑
B x
B,m
l γ
B
l ) computation time decreased considerably. The results presented here
were derived with this relaxation.
2.5.2 Effect of residual interference
To quantify the effect of interference on backhaul capacity, we compare the throughput
obtained in the two cases of (a) only modeling the half-duplex constraint (collocated TX-
RX interference), and (b) including the full interference model described in Section 2.2,
for the urban network of Figure 2.1a. We find that, similar to results reported in [48]
and [7], the optimal throughput capacity is the same in both cases. In fact, the half-
duplex nature of transmissions requires that any highly utilized (bottleneck) link at most
be activated for a fraction of the time, so that the transmitted data can be relayed on
the next link(s) on the multihop path in the remainder of the frame. This redundancy in
link activation provides room for scheduling links such that no two interfering links are
activated simultaneously. Thus backhaul capacity is not degraded from interference, but
can only be obtained by careful scheduling of interfering links, and including interference
in the model used for solving the allocation problem is crucial for obtaining such a
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Figure 2.5: Degradation of throughput due to suboptimal interference-agnostic
scheduling, as a function of nominal link SNR (typical example; numbers derived
by evaluating (2.8) on the urban network of Figure 2.1a).
schedule. In fact, if an interference-agnostic allocation is deployed in the network of
Figure 2.1a, the resulting max-min backhaul throughput is degraded by around 20%
when evaluated in the presence of interference. This degradation becomes more severe
as link SNR increases, as depicted in Figure 2.5.
2.5.3 Backhaul capacity in downlink and uplink
The backhaul throughput provided by the network differs depending on the density of
gateway nodes, number of backhaul links connected to each gateway, network structure,
and directionality of antennas. For a 10:1 ratio between non-gateway and gateway nodes,
approximately 20% of the nominal link data rate can be delivered to nodes as downlink
backhaul. Comparing with an existing network in which every base station is directly
wired to the Internet, mm-wave wireless backhaul enables 10X shrinking of cell sizes by
adding non-gateway base stations, resulting in significantly improved spatial reuse. The
immense capacity of densely deployed picocellular access points predicted in [3] can thus
be realized using wireless mesh backhauling, as long as the backhaul link data rates are
high enough. For 10X increase in access point density, LTE cells with cell traffic in the
order of hundreds of Mbps (or 1 Gbps with carrier aggregation) can be supported using
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Figure 2.6: Reduction in downlink service rate as a function of uplink to downlink
ratio. Results based on solving the urban network of Figure 2.1a with T = 4 global
patterns.
wireless links with data rate of several Gbps, which is possible using the unlicensed 60
GHz band. On the other hand, high speed picocells that provide multi-Gbps mmWave-
to-mobile access links may require tens of Gbps of backhaul throughput. This, in turn,
would require backhaul links with raw data rates of the order of 100 Gbps, which could
be realized using mm-wave or THz bands above 100 GHz.
To quantify the joint downlink and uplink throughputs, we fix the downlink ratios
αi to unity and solve for different values of uniformly distributed uplink ratios βi = β.
We observe that an uplink ratio of up to β = 0.6 can be supported with less than 5%
degradation of downlink throughput. The trade-off between downlink and uplink rate is
depicted in Figure 2.6 for the urban network of Figure 2.1a. Providing equal uplink and
downlink capacity results in a throughput reduction of only 20% relative to downlink-only
support. This is expected; the link capacity that is idle because of half-duplex relaying
is effectively utilized by the uplink traffic that flows in the opposite direction, without
much interference on the links carrying downlink traffic.
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Figure 2.7: Example clusters formed by associating links to nearest gateway.
2.5.4 Cost of clustering
To demonstrate the benefit of optimizing a large multi-gateway network instead of
independent optimization of single-gateway clusters, we manually divided the network
of Figure 2.1a into four clusters as shown in Figure 2.7. Solving the entire 4-gateway
network of Figure 2.1a results in per-node downlink rate of 21% nominal link rate, whereas
solving for the clusters depicted in Figure 2.7 independently provides throughput of 17%
to each node. Thus as network size grows, optimizing the network directly is preferable
to clustering and provides higher throughput.
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Chapter 3
Compressive User Tracking with
Noncoherent Measurements
3.1 Introduction
In this chapter we propose methods for low-overhead tracking of the spatially sparse
channel for large arrays with RF beamforming which is a critical challenge in realizing
mobile mmWave links.
Conventional techniques for discovering spatial paths when constrained to RF beam-
forming include exhaustive and hierarchical scanning. The former has measurement
complexity that scales linearly with array size, and is therefore not suitable for training
massive arrays. In hierarchical scan, the number of measurements scales logarithmically
with array size, but waiting for feedback from the receiver before each scan can be highly
time-consuming and impractical upon implementation, and scaling with number of users
is not optimal since each user may require a different beacon sequence. Compressive
techniques, on the other hand, leverage the inherent sparsity of the mmWave channel
to track users with a small number of measurements without suffering from the delay
41
Compressive User Tracking with Noncoherent Measurements Chapter 3
of multiple feedback rounds. This approach can be implemented using RF beamforming
with severely quantized phase control, which allows simplification of the RF front end.
Since current mmWave systems such as the 802.11ad standard are not designed to
maintain phase coherence across packets, in this chapter we consider a noncoherent com-
pressive estimation approach to develop an algorithm that can estimate a sparse spatial
channel from RSS measurements of compressive beacons. For channels with a single
dominant path, we derive and experimentally validate a noncoherent template match-
ing scheme combined with Newton refinement for recovering the strongest path in the
channel. We then propose a two stage algorithm for estimating the complete multipath
channel. The first stage is phase retrieval, in which the phase of the RSS measurements
is recovered up to a constant phase offset. The second stage is coherent compressive esti-
mation on the the output of the phase retrieval stage. To adapt with simplified frontends
with severely quantized beamforming weights, we choose one of the matrices, and infer
the other via a pseudoinverse. We provide design guidelines for the (non-unique) virtual
decomposition, and demonstrate its performance and scalability through simulations.
3.1.1 Related work
In [55], noncoherent tracking of multipath channels is attempted by designing beacon
patterns that illuminate carefully chosen intervals of the angular space. Measurement of
several such beacons can be used to identify the strongest paths in the channel. This
method suffers from pattern imperfections caused by strong sidelobes that distort mea-
surements. The sensing procedure is also disrupted by the possibility of destructive
combination of paths that fall inside different bins in one beacon.
Our approach is inspired by recent work on compressive phase retrieval [56], which
cascades phase retrieval with coherent compressed sensing to reconstruct a sparse signal
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from noncoherent compressive projections. Our work differs from [56] in two key respects.
First, rather than multiplying matrices known to be effective for phase retrieval and com-
pressive sensing to obtain the measurement matrix, we provide a virtual decomposition
that enables use of a measurement matrix that can be realized with coarse phase-only
control. Second, we are interested in continuous-valued (“off-grid”) parameter estimation
rather than estimation of a signal that is sparse in a discrete basis, hence we replace the
coherent compressive sensing stage by coherent compressive estimation.
Compressive recovery of sparse signals with incomplete measurements has been stud-
ied in several previous works. In [57,58], the problem of sparse signal recovery from 1-bit
quantized projections is considered. In this case the sign of compressive projections is
measured by the receiver and amplitude information is effectively lost. Such a problem
can be formulated as a constrained `1 norm minimization and solved efficiently. The loss
of phase information, however, is more challenging. Several interesting approaches to
sparse phase retrieval have been proposed in recent literature, including [59–61]. All of
these methods are designed to recover a sparse vector and, when applied to path recovery
on the continuum of spatial frequencies, suffer from grid mismatch error. This error can
only be reduced by oversampling the spatial frequency continuum, which results in a
larger “sparse” vector that requires more measurements to recover, effectively defeating
the purpose of compressive estimation.
3.2 System model
We consider the link between a directional transmitter using a linear phased array
antenna of sizeN (our approach applies directly to two-dimensional arrays, but we restrict
attention to linear arrays for simplicity of exposition) and one or more receivers. The
wireless channel of each link consists of a number of paths from the transmitter to the
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base station
base station
Picocell Picocell
Figure 3.1: Base station to mobile communication using narrow pencil beams in the
dense picocellular network.
receiver. The channel response is the sum of the responses of each of the paths on the
array weighted by their respective complex amplitude. The array response of a path at
angle of departure θ is equal to:
a(θ) =
[
ej1
2pi
λ
d sin θ, ej2
2pi
λ
d sin θ, ..., ejN
2pi
λ
d sin θ
]T
where d is the inter-element spacing of the array and λ is the wavelength.
Defining the spatial frequency ω = 2pi
λ
d sin θ, the array response of a path at angle θ
can be described in terms of the corresponding spatial frequency ω by
a(ω) = [ej1ω, ej2ω, ..., ejNω]T
In the remainder of this chapter paths will be characterized by their spatial frequency
instead of angle of departure. The net channel response on the N dimensional array is
consequently equal to:
h =
K∑
k=1
αka(ωk) (3.1)
where αk and ωk are the complex amplitude and spatial frequency of the k’th path.
We assume that the transmitter broadcasts a series of M beacons, and each receiver
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observes the strength of each beacon and provides an M × 1 measurement vector as
feedback to the transmitter at the end of the beaconing interval, which the transmitter
employs to estimate the dominant spatial frequencies to the receiver. This procedure is
depicted in Figure 3.2. Beacon b excites the array with the randomly generated weight
vector wb = [w
b
1, w
b
2, ..., w
b
N ]
T which sprays the emitted power differently in different
directions. The response of beacon b in the direction of spatial frequency ω is denoted
by:
fb(ω) = wb
Ta(ω). (3.2)
The measurement made at the receiver will be a combination of the beacon response
of all paths weighted by their corresponding complex path amplitude:
yb = w
T
b h =
K∑
k=1
αkwb
Ta(ωk)
=
K∑
k=1
αkfb(ωk) (3.3)
Therefore each angle of departure (AOD) will have its own M -dimensional beacon re-
sponse “signature” and the weighted sum of the signatures of the paths in the channel
arrives at the receiver. Based on the feedback from the receiver, the transmitter estimates
the AOD of the strongest path(s) and beamforms in that direction for communication.
Although the transmitter will generally beamform toward the strongest path in the chan-
nel, maintaining a library of multiple strong paths is useful for rapid recovery from sudden
blockage of the strongest path, as well as for using alternate paths to manage inter-cell
interference. Due to time-variant channel conditions and mobility of the receiver, channel
estimation is repeated periodically to track the channel. This tracking takes place at a
high enough rate to ensure the time between consecutive measurements is shorter than
channel coherence time.
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2‐bit beacons
Figure 3.2: Radiation pattern of compressive beacons on a 16-element array excited
by weights from distribution U({±1,±j}), and feedback of RSS measurements made
by mobile users.
For simplicity, we assume omnidirectional reception, as in the early work on coher-
ent compressive estimation [10]. Including the effect of receive arrays in noncoherent
compressive estimation is an important topic for future work.
In our proposed system, compressive beacons are used for channel discovery with
certain limitations on array weights. First, we assume no control over the amplitudes
of the sensing matrix and confine the system to unitary weights. Second, we assume
limited control over element phases to simplify the front end hardware; to this end, we
allow 2-bit phase control for the sensing matrix so that array phases are selected from
the set of {±1,±j}. These limitations are crucial for minimizing hardware complexity as
array sizes grow. As shown in [10], the degradation in beamforming performance caused
by severe phase quantization is negligible as array size grows, meaning sacrificing phase
granularity for array size can be an advantageous tradeoff.
Another important limitation is the loss of coherence from one beacon to the next.
Due to oscillator design and dynamics, there is an unknown frequency offset between
the local oscillators at the transmitter and receiver, that is constantly changing at an
unknown rate. This random offset translates into a random offset in the phase of the
channel measured by each beacon, corrupting the phase information of beacon measure-
ments. For this reason, we assume RSS-only measurements are made at the receiver,
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effectively changing the coherent measurement model of (3.3) to noncoherent magnitude
measurements formulated by (3.4).
yb =
∣∣wTb h∣∣ =
∣∣∣∣∣
K∑
k=1
αkfb(ωk)
∣∣∣∣∣ (3.4)
The next sections present our proposed algorithm for compressive estimation of sparse
channels under the nonlinear measurement model of (3.4) for single-path and multipath
recovery.
3.3 Noncoherent compressive estimation of single-
path channels
For a single-path channel with complex amplitude α0 and spatial frequency ω0, the
noise-perturbed measurement model is described as
yb = |α0fb(ω0) + nb|
which in the high SNR regime can be approximated as
yb ≈ |α0fb(ω0)|+ nb
where nb are independent Gaussian random noise variables. In this case, the likelihood
function for measurement vector y is proportional to
log p(y|α, ω) =
M∑
b=1
|yb − |αfb(ω)||2
2σ2n
+ C
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where C is a constant indendent of α and ω. The maximum likelihood criterion for joint
estimation of |α0| and ω0 is therefore
(|αˆ0|, ωˆ0) = argmax
a>0,ω
M∑
b=1
|yb − |afb(ω)||2
= argmax
a>0,ω
M∑
b=1
a2f 2b (ω)− 2a|fb(ω)|yb.
For a given ω, the value of a that maximizes the likelihood is a∗ =
∑
b |fbyb|∑
b |fb|2 . Denote the
nominal RSS pattern for spatial frequency ω by x(ω) = [|f1(ω)|, |f2(ω)|, ..., |fM(ω)|]T .
Then we see that the optimal (maximum likelihood) estimate is given by the intuitively
pleasing rule of choosing the spatial frequency whose nominal RSS pattern best matches
the observed RSS pattern. Specifically, the cost function to be maximized is the squared
normalized inner product of these nominal RSS patterns with the measured RSS pattern:
J(ω) = 〈 y||y|| ,
x(ω)
||x(ω)||〉
2,
where, for vectors u, v, 〈u,v〉 = uTv denotes inner product, and ||u|| = √〈u,u〉 denotes
the norm. Our estimate of the spatial frequency of the most dominant path is given by
ωˆ0 = argmax
ω
J(ω) (3.5)
We solve this optimization problem by first evaluating the cost function on a discrete
oversampled grid, and then refining around the maximizing grid point via Newton pursuit.
We now provide insight into the relative efficacy of the noncoherent and coherent
frameworks, showing that, despite some performance degradation due to lack of coher-
ence, the noncoherent framework can be expected to provide an accurate estimate for
the dominant path. Ignoring noise, the RSS observations y are proportional to x(ω0), so
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Figure 3.3: Correlation of beacon responses of different spatial frequencies using co-
herent and noncoherent measurements, with 32 beacons.
that the variations across ω are captured by the normalized correlations,
K(ω, ω0) =
∣∣∣∣〈 x(ω0)||x(ω0)|| , x(ω)||x(ω)|| 〉
∣∣∣∣ .
Clearly, we will have a peak at ω = ω0, but large local maxima at other values of ω would
imply higher vulnerability to noise. We can also define analogous normalized correlations
for (idealized) coherent measurements.
Figure 3.3 shows these normalized correlations K(ω, ω0) for both coherent and non-
coherent measurements with 32 beacons. Clearly, coherent measurements provide better
suppression of such undesired local maxima, but noncoherent measurements also provide
enough discrimination between the desired ω = ω0 line and undesirable local maxima.
3.4 Experimental validation of the single-path detec-
tion strategy
Using a 60GHz phased array testbed, provided by the Facebook Terragraph project [14],
we perform initial validation of our noncoherent scheme in terms of accuracy and over-
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Figure 3.4: Our 60GHz phased array testbed emulating picocells.
head. Overall, our results show that our noncoherent design achieves accuracy similar to
that of exhaustive beam scanning but at 50% smaller overhead. We also use simulations
to show that this advantage increases sharply with the number of steerable antenna ele-
ments. Thus using commodity 802.11ad hardware, our design can lead to accurate user
tracking at sub-second time scales even for very large arrays.
The 60GHz Phased Array Testbed. Our testbed consists of two 60GHz radios, each
operating according to the 802.11ad single carrier mode [62]. To emulate a picocellular
network setting, we place the transmitter (base station) at a height of 4 m, and mount the
receiver on a mobile rack at 1.5 m emulating a user holding a smartphone (see Figure 3.4).
Each antenna consists of an 8-by-16 rectangular array, with effectively 16 horizontally
steerable elements (each consisting of 8 vertical elements with fixed phase relationships).
The phase control uses a 4-bit quantization, allowing us to also perform experiments
2-bit phase quantization by using only 4 of the 16 available phase settings. Each radio is
also paired with a WiFi radio for uplink feedback and system control. The base station
broadcasts each beacon as a 802.11ad packet with zero payload. The receiver (user)
operates in the omnidirectional mode to receive beacons.
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Figure 3.5: Exhaustive scan measurements vs. likelihood curve obtained by compres-
sive measurements.
We performed experiments at various outdoor locations on our campus (open space,
pathways near trees and buildings, etc). In most scenarios we could only find one dom-
inant path. When placing antennas close to relatively smooth building surfaces we ob-
tained two-path scenarios. We ran path estimation in three different ranges of 50, 100,
and 200 meters, and observed similar results.
Path estimation accuracy We first evaluate whether our noncoherent compressive
design can estimate the dominant path accurately. To obtain the ground truth path
direction(s), we perform the exhaustive beam scanning of the azimuth angle with 64
beacons in the angular span of (−45◦, 45◦) (the valid angular span for our hardware
configuration), and obtain the corresponding RSS value per beacon. Under the same
propagation environment, we run the compressive estimation using 5-35 beacons. From
the user returned beacon RSS values, we generate the likelihood function J(ω) and iden-
tify the peak as the most dominant path.
Single Path Scenarios: Figure 3.5 shows an example result of exhaustive scanning (RSS
vs. spatial frequency ω) with 64 beacons and the likelihood function J(ω) from non-
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Figure 3.6: Mean & 95th percentile of beamforming loss and absolute spatial frequency
error of noncoherent estimation vs. the number of beacons.
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coherent compressive estimation with 16 and 32 beacons. We see that the peaks of
J(ω) coincide closely with the peak of the RSS from exhaustive scan, demonstrating the
accuracy of compressive estimation.
Next, we plot in Figure 3.6(a) the median and 95th percentile of the path estimation
error (absolute spatial frequency error |ωest − ωtrue|), and the resulting beamforming
loss (relative signal strength loss when the base station beamforms to the user in the
estimated direction), across all measurements. Here we also examine the impact of phase
control granularity, 4-bit (maximum available on the testbed) and 2-bit. We make two
key observations. First, with just 15 beacons, our design achieves accuracy similar to
that of exhaustive beam scanning with 32 or 64 beacons. Second, the estimation error
and beamforming loss are similar for 2-bit and 4-bit phase control, confirming that our
design can be implemented on low-cost hardware with coarser phase control.
2-Path Scenarios: In this case, the existence of a large flat surface (building wall or
windows) provides modest reflection to the user. But the reflection path is always more
than 8 dB weaker than the LoS path (due to reflection loss). Results in Figure 3.6(b)
show that our noncoherent design can always detect the most dominant path at high
accuracy.
Tracking overhead and latency. The overhead of path tracking includes two parts:
the time taken by base stations to send beacons, and the time taken by users to feedback
beacon RSS reports. The beacon overhead depends on the number of beacons and the
beacon spacing, since each beacon is short (2µs). For our current 802.11ad hardware, the
beacon spacing is bounded by the beam dwelling time (≤ 25 µs). Thus, the overhead for
sending 16 beacons is 0.4 ms, when we adhere to the 802.11ad standard. The feedback
overhead depends on the number of users and the wireless technique and protocol used
for uplink. When using WiFi (802.11a/b), it takes on average 3.6 ms for one user and
30ms for five users (due to uplink contention). This delay can be significantly reduced
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by improving the uplink design (which we leave to future work).
To evaluate the overhead when using large arrays, we use simulations to derive the
minimum beacons required to ensure at most 3dB beamforming loss, as a function of the
number of steerable antenna elements (N). Figure 3.7 shows that the beacon overhead for
exhaustive scan scales linearly with N and that of our design scales nicely with log(N).
For example, supporting arrays with 1000 steerable elements will require 22 beacons for
our design and yet 1800 beacons for exhaustive scan. Using 802.11ad hardware, our
design leads to 0.55 ms beacon overhead, or 0.55% overhead for a 100 ms frame, while
exhaustive scan faces 45 ms overhead.
3.5 Noncoherent compressive estimation of multi-
path channels
While several algorithms have been proposed for compressive estimation of sparse vec-
tors, we focus on the Newtonized orthogonal matching pursuit method (NOMP) which is
a robust, computationally efficient, and scalable estimation framework suited for sparse
estimation on a continuum [63]. In order to maintain the benefits of NOMP and in-
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spired by the approach put forth in [56], our method poses the estimation problem as
a concatenation of phase retrieval and coherent compressive estimation via NOMP. The
measurement matrix A is defined as the product of a phase retrieval matrix, APR of size
M ×MCS, and a compressive sensing matrix, ACS of size MCS ×N :
A = APRACS
The measurement vector is then denoted as
y = |Ah|2 = |APRACSh|2
where the channel h is defined in (3.1).
We introduce the auxiliary measurement vector yCS = ACSh. This vector, if re-
trieved, effectively provides (up to an unknown, and irrelevant, complex gain) coherent
compressive measurements of the target channel h by sensing matrix ACS. The algorithm
is thus divided into two stages: the complex auxiliary measurement vector yCS is first
estimated from RSS observations y = |APRyCS|2 using a phase retrieval algorithm, and
the resulting estimate is subsequently used for compressive estimation of h by sensing
matrix ACS. The two stages of the algorithm are summarized as follows.
Stage 1: Phase retrieval. While several different algorithms have been proposed for
phase retrieval, each with different specifications and conditions, we consider the method
proposed in [56] for our baseline analysis, since it has provable performance bounds. This
method is shown to obtain the target vector up to a constant phase ambiguity with high
probability under the condition that elements of the M×N sensing matrix APR are i.i.d.
Gaussian and the number of RSS measurements, or M , scales as n log n for target vector
size of n.
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For evaluating the algorithm performance on simplified front ends with quantized
beamforming phases, we use the more robust Wirtinger Flow algorithm [64] that utilizes
gradient descent with careful initialization of the target vector to insure convergence to
the global minimum. The reader is referred to these texts for a detailed description of
the two methods.
Stage 2: Compressive estimation. The complex valued estimates obtained for yCS
are used in this step to solve for h the compressive estimation problem,
yCS = ACSh
in which h is a sparse combination ofK continuous-valued spatial frequencies as expressed
in (3.1). For self-contained exposition, we briefly review the NOMP algorithm that we
use to sequentially extract the spatial frequency components. Iteration t consists of the
following steps:
• Subtract the response of all paths extracted so far from the measurement vector to
obtain the residual vector yr;
yr = y −
t−1∑
k=1
αˆka(ωˆk)
• By matching the residual observation vector with the oversampled response dictio-
nary, identify the strongest frequency in the remaining mixture and its correspond-
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ing complex amplitude on the oversampled grid of spatial frequencies, Ω;
ωˆt = argmax
ω∈Ω
Gr(ω),
Gr(ω) = |f(ω)Hyr|2/‖f(ω)‖2
αˆt = f(ωˆt)
Hyr/‖f(ωˆt)‖
Where the notation f(ω) represents the vector [f1(ω), f2(ω), ..., fM(ω)] of responses
to the M beacons as described in (3.2).
• Use Newton refinement to fine-tune the identified frequency with respect to the
residual. Add the resulting frequency and its corresponding complex amplitude to
the set of estimated paths;
• Use cyclic Newton refinement steps on all paths extracted so far to fine-tune fre-
quencies and amplitudes with respect to the measurement vector y.
The algorithm proceeds until the residual energy is lower than a threshold, indicating
all dominant paths have been extracted. The reader is referred to [63] for a detailed
discussion of implementation and performance guarantees of the algorithm.
To ensure successful channel recovery of a K-sparse channel, the sensing matrix ACS
must satisfy the restricted isometry property (RIP), i.e. provide sufficient separation
between any two K-sparse vectors in the observation space. Random matrices have been
shown to provide this condition with high probability under suitable circumstances. In
particular, it has been shown previously in [65] that if the elements of the MCS×N matrix
ACS are generated from an i.i.d. Gaussian distribution, then ACS will satisfy the above
property with high probability when MCS (the number of compressive measurements)
scales as K logN . These predictions are useful guidelines in designing the algorithm pa-
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rameters and creating the measurement matrices, as well as optimally allocating resources
to the two stages of the process.
3.5.1 Generating the sensing matrices
The compressive sensing and phase retrieval matrices, ACS and APR, must satisfy
certain requirements to ensure the performance of each stage. At the same time, in order
to be compatible with the hardware requirements described in Section 3.2, the combined
matrix A = APRACS, must take values in the set {±1,±j}. Generating the required
matrices for hardware implementation and processing is therefore not trivial. In fact,
identifying an M × MCS and MCS × N pair of matrices whose product, an M × N
matrix, is in the quantized space is an overdetermined problem that cannot be solved
exactly. We use the following procedure to minimize the distance between the product
matrix and its quantized version, and treat this distance as a measurement error that can
be compensated for by increasing the number of measurements and using stable phase
retrieval and compressive sensing algorithms.
It is well known that i.i.d. complex Gaussian matrices have the necessary projection
characteristics for phase retrieval and compressive sensing and are a good choice for APR
and ACS. In the first step, the elements of A are generated independently from a uniform
distribution over the allowed values, i.e.,
A(i, j) ∼ U({±1,±j}),
and APR and ACS are then defined so that 1) their matrix product is as close as possible
to A, and 2) they are i.i.d. complex Gaussian (exactly for one of the matrices, and
approximately for the other).
After producing the sensing matrix A, we independently generate ACS from an i.i.d.
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complex Gaussian distribution:
ACS(i, j) ∼ CN(0, 2σ2), σ2 = 1
2N
The phase retrieval matrix is then defined as:
APR = AACS
+
ACS
+ = ACS
H
(
ACSACS
H
)−1
(3.6)
where A+CS is the pseudoinverse of ACS. We now argue that the elements of APR are
also approximately i.i.d. with complex Gaussian distribution. Since the elements of ACS
are i.i.d. and zero mean, its rows are approximately orthonormal, which motivates the
following approximation:
ACSACS
H ≈ IMCS .
Substituting in (3.6) we find that ACS
+ is approximately equal to ACS
H , so that the
elements of the latter can be approximated as i.i.d. complex Gaussian. Element (i, j) of
APR is therefore equal to:
APR(i, j) =
MCS∑
k=1
A(i, k)ACS
+(k, j) ≈
MCS∑
k=1
A(i, k)ACS(j, k)
It is easy to see that the elements of APR are zero mean and uncorrelated. Since each
is the sum of a moderately large number of zero mean, independent random variables,
we can invoke the central limit theorem to argue that the elements of APR are jointly
complex Gaussian, and therefore i.i.d.
The product A = APR × ACS is then reevaluated and quantized to obtain the final
sensing matrix.
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3.6 Numerical analysis of the multi-path channel es-
timation strategy
Both stages of the algorithm must succeed in order to accurately recover all strong
paths in the channel. This requires appropriate choices for M and MCS. The number of
measurements required for coherent compressive sensing of an N -dimensional K-sparse
vector is known to scale as O(K logN) [65]. The conditions for compressive estimation
of a spatial channel with K significant components are more complex [66], but when
the components are separated “well enough,” the number of measurements scales with
O(K logN) as well (Theorem 4 in [66]). On the other hand, successful phase retrieval also
poses restrictions on the relation between M and MCS. One fundamental lower bound for
the number of observations required to identify MCS complex values is M ≥ 2MCS since
each complex variable is defined by two real values. The best algorithms available until
now perform this estimation using M = O(MCS logMCS) real-valued observations [56].
Since MCS scales as K logN and M scales as MCS logMCS (with the current state
of the art), we conclude that the number of measurements required for the proposed
algorithm scales with array size N and number of paths K as:
M = O(K logN log(K logN)).
This is only slightly more costly than the O(K logN) measurement complexity of coher-
ent compressive estimation. The proposed algorithm thus scales well with array size for
sparse channels with a small number, K, of dominant components. Figure 3.8 depicts
simulation results for the required number of measurements for accurate channel recovery
as a function of array size for different values of K. These results are in agreement with
the preceding theoretical predictions.
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For a sufficiently large number of measurements M , the choice of MCS must provide
an optimum tradeoff between phase retrieval and compressive sensing accuracy. This
tradeoff is demonstrated in Figure 3.9, where the overall performance of the algorithm is
quantified for a fixed sensing configuration (N = 1000,M = 25K,K = 2, 4) as a function
of MCS. The best choice for MCS, given by the lowest point of the curve, corresponds to
the tradeoff between the accuracy of phase retrieval and compressive sensing that yields
the best beamforming performance.
In Table 3.1 we provide a summary of performance characteristics for existing channel
estimation algorithms alongside our proposed methods. In future work we aim to develop
algorithms that are able to provide a library of viable paths (as the concatenated approach
does) while also maintaining robustness to hardware constraints and weight quantization.
Table 3.1: Overview of channel sensing algorithms with RF beamforming.
scaling
feedback
overhead
RSS
only
backup
paths
quantized
weights
Exhaustive scan. N low yes yes OK*
Hierarchical scan. K logN high yes yes OK*
Compressive (NOMP) K logN low no yes robust
Noncoh. temp. match. K logN low yes no robust
PR/NOMP ∼ K logN low yes yes vulnerable
??? K logN low yes yes robust
*For large arrays, weight quantization has negligible effect on beamforming capability.
However, the progression of hierarchical scanning is sensitive to beam patterns and
can be degraded by weight quantization.
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Multi-Gbps Massive MIMO in the
Presence of Phase Noise
4.1 Introduction
Most prior research in mmWave systems assumes RF beamforming, which employs
one RF chain for the entire array, or hybrid beamforming, which employs a number of
RF chains which is much smaller than the number of antenna elements in the array.
However, advances in silicon implementations of mmWave hardware imply that, at least
for a moderate number of antenna elements, it is possible to build low-cost RFICs with
one RF chain for each antenna, opening up the possibility of all-digital beamforming
for multiuser MIMO. In this chapter, we investigate modular architectures using such
RFICs as “tiles,” in a regime where the number of antennas per tile is fixed, but the
size of the overall antenna array is scaled up by increasing the number of tiles. We
consider a mmWave massive MIMO uplink, shown in Figure 4.1, in which the number
of simultaneous users scales with the antenna array size, and our goal is to understand
whether phase noise is a bottleneck for scaling the multiuser system.
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Figure 4.1: Mmwave multiuser massive MIMO.
While additive noise (and multiuser interference) can be averaged out (or suppressed)
using degrees of freedom, the multiplicative nature of phase noise leads to distortion that
scales with signal power, creating performance floors that can only be alleviated by
reducing oscillator noise. Since realizing low-noise oscillators is challenging at higher
carrier frequencies, we are interested in how much we can relax phase noise specifications
while attaining a target system-level performance. To this end, we develop a framework
for analyzing the impact of phase noise in massive MIMO, modeling its propagation in the
proposed tiled architecture. Each tile is controlled by a separate RF chip that performs
down conversion as well as analog-to-digital conversion, alleviating the need to transport
analog RF signals across the entire frontend. To synchronize the tiles to emulate a single
large array, a low-frequency reference is distributed to the tiles and multiplied up to
the carrier frequency via a PLL on each tile. Thus, the sources of phase noise in this
architecture are from the common low-frequency reference, and from the VCOs driving
the PLLs in the tiles.
Concept system: While the analytical framework presented here is general, our nu-
merical evaluations are based on a concept system operating at a carrier frequency of
140 GHz, with common low-frequency reference at 10 GHz. We consider single carrier
QPSK modulation at 5 Gbaud symbol rate, corresponding to an uncoded bit rate of 10
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Figure 4.2: Architecture of the tiled multiuser massive MIMO receiver.
Gbps per user, and N = 256 base station antennas per sector. The load factor β, defined
as the ratio of number of simultaneous users to the number of antennas, varies from
β = 1
16
to β = 1
2
(with a nominal value β = 1
4
), which corresponds to sector-level un-
coded throughputs ranging from 160 Gbps to 1.28 Tbps. These aggressive specifications
may well be beyond what is required in deployed systems, but they allow us to explore
the limits of system performance with reasonable hardware requirements. For the load
factors of interest, spatial matched filtering does not yield acceptable performance, hence
we consider LMMSE reception, arguably the simplest multiuser detection strategy we
could adopt in exploring these limits.
We consider the architecture depicted in Figure 4.2, and model the propagation of
phase noise through each of the blocks depicted therein, providing simple yet accurate
estimates of its impact on system performance. The resulting analytical framework is
used to provide design guidelines that greatly simplify the complicated task of joint
hardware/system development. This includes determining maximum phase noise PSD
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masks for oscillators that guarantee the desired performance level for a given system
configuration. A key conclusion from the scaling laws we derive is that, for a given
oscillator quality, phase noise is less harmful for massive MIMO than for a single-input
single-output (SISO) system, and does not represent a bottleneck for our ambitious
system goals.
4.1.1 Related Work
The effect of various hardware impairments (such as amplifier nonlinearity, low pre-
cision ADC and DAC, I-Q imbalance, and phase noise) on massive MIMO systems has
been the subject of many studies, including [67–71] to name a few. Among these effects,
phase noise is particularly challenging due to its multiplicative nature, especially for large
communication bandwidth. Significant efforts have been made by the hardware commu-
nity to extract accurate models for phase noise from the physics of oscillator circuitry.
Various works have utilized the framework established in [72] to develop descriptions for
the phase noise generated in different configurations [73–78], typically by describing the
PSD of the phase noise process. Modeling the overall impact of phase noise on the com-
munication link requires a system-level analysis that incorporates such models into the
signal reception and decoding process. Prior studies in this direction, however, have often
employed oversimplified models such as the pessimistic Wiener process model considered
in [79] or the white noise model assumed in [80]. Many studies neglect the possibility of
leveraging time domain correlations in a phase noise process for suppressing phase drift,
unnecessarily tying system performance to channel tracking overhead by relying on fre-
quent CSI updates for drift suppression [81], but tracking phase drift over time is crucial
in realizing the true capacity of a practical system [82]. Furthermore, most studies that
consider multiple antenna systems assume either a common clock with fully correlated
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phase noise across the array (synchronous clock distribution), or a free-running oscillator
at each element untethered to a common reference (asynchronous distribution), produc-
ing uncorrelated phase drifts at different antennas [80, 82–85]. Synchronous clocking is
impractical at high carrier frequencies while the asynchronous configuration suffers from
beamforming degradation as a result of rapid “channel aging”.
In terms of modeling, the closest approach to ours in the literature is that of [86],
which investigates the effect of phase noise on OFDM multi-user beamforming arrays.
They assume an independent oscillator at each array element locked to a common lower
frequency reference via a PLL multiplier, and model the filtering effects of the PLL on
common and independent phase noise. In their analysis, the authors rely on a subset
of subcarriers acting as pilots for phase noise tracking, and derive SINR predictions for
single user and multiuser beamforming that predict similar scaling laws as our analysis.
However, as shown in this and other studies, phase noise poses an inherent challenge
for OFDM systems: the inter-carrier interference caused by phase noise increases with
the number of subcarriers posing a fundamental limit on the bandwidth of an OFDM
system impacted by phase noise [86–95]. OFDM also has other drawbacks for mmWave
systems: the linearity required to handle high peak-to-average ratios is difficult to realize
at reasonable power efficiency at high frequencies, and the precision required in analog-
to-digital conversion is a challenge at large bandwidths. We therefore focus on a single
carrier system in this chapter.
4.2 System model
We consider uplink multiuser MIMO in which the base station, equipped with an
N -element digitally steered array, simultaneously receives signals sent by K users. The
load factor is defined as the ratio of users to array size, and denoted by β = K/N .
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We consider line-of-sight (LoS) channels between users and the base station. We
focus on the impact of phase noise on multiuser demodulation rather than on channel
estimation. Thus, we consider durations over which the spatial channels are well modeled
as constant, and assume that the spatial channels at the beginning of such durations are
known to the receiver. The vector hk represents the channel of user k, with complex
amplitude αk and angle of arrival θk. For ease of notation we define the spatial frequency
corresponding to θk as ωk = (2pid/λ) sin θk, where d is the array inter-element spacing
and λ is the carrier wavelength. User k’s channel can thus be represented by the sinusoid,
hk = gk
[
1, ejωk , ej2ωk , . . . , ej(N−1)ωk
]T
.
For simplicity, we assume that the K spatial frequencies are distributed uniformly over
(−pi, pi) (rather than uniformly over angles of arrival). In order to limit the variation in
performance across users, we assume that users that are too close in spatial frequency
are orthogonalized in time or frequency domain. and maintain a minimum pairwise dis-
tance of 2pi/N in spatial frequency between users. While our analytical framework easily
accommodates variations in user power, we assume perfect power control for simplicity
of exposition.
For the concept system described in Section 4.1 our nominal configuration is K = 64,
or β = 1/4. We consider single-carrier digital modulation with Gray coded QPSK, and
use uncoded BER of 10−3 as our performance target, since low frame error rates can be
achieved using high-rate error correction codes at this BER. We assume here that the
bandwidth B (5 GHz for our concept system) equals the symbol rate 1/Tsymb, but the
analysis easily extends to accommodate excess bandwidth. Nominal beamformed SNR
(not including phase noise) is 14 dB. This provides a margin of 4 dB compared to the
10 dB required SNR for 10−3 BER for a SISO link without multiuser interference or
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phase noise. LMMSE reception is used to separate user data streams, and constellation
tracking with window size of 10 is performed at the output of each channel to offset
slow-time-scale oscillator phase drift.
While we use uncoded BER as our metric here, our SINR-based analytical framework
easily extends to alternative metrics such as spectral efficiency.
The modular architecture. Figure 4.2 depicts the modular structure of an N -
element array containing NT tiles, each with N0 elements, so that N = NTN0. Our
nominal configuration is NT = 16 tiles and N0 = 16 elements per tile. We define the
“underloaded” case where the number of users is no larger than the tile size, i.e., K ≤ N0
or equivalently βNT ≤ 1. Since our goal is to scale up the system (K,N → ∞) while
keeping tile size N0 and load factor β constant, the underloaded regime will not be the
operating condition of a large system and is of limited interest for scaling.
A 10 GHz reference is distributed to tiles and frequency multiplied on-tile using a
PLL-controlled VCO to produce the 140 GHz carrier. Since the phase noises at different
VCOs are independent, the carriers at different tiles contain independent phase noise
components. The system block diagram for this process is depicted in Figure 4.3. In our
running example, the multiplication factor is Nf = 14, producing a 140 GHz carrier from
the 10 GHz reference clock. The PLL is type-2 with loop resonance frequency of ωn = 1
MHz and damping factor of ξ = 0.707, achieved by setting
kV = Nfω
2
n, HLP(s) =
1− 2ξ
ωn
s
s
.
Receiver modeling. In the absence of phase noise, the complex baseband signal
received on the N -dimensional array is described by
x = Hs + ν, (4.1)
69
Multi-Gbps Massive MIMO in the Presence of Phase Noise Chapter 4
where H = [h1...hK ] is the N×K channel matrix, s is a K-dimensional vector containing
the symbols transmitted by users, and ν ∼ CN (0, σ2ν IN) is the additive receiver noise
vector. A linear receiver, ΓK×N , is used to estimate the transmitted symbols as
y = Γ x. (4.2)
In the presence of phase noise, the received signals on separate subarrays are distorted
by different phase noise terms during down conversion. Denoting by Hi the N0 × K
channel matrix of the i’th subarray, we have
H =

H1
H2
...
HNT

and can model phase distorted reception by
y = Γ(

H1e
jφ1
H2e
jφ2
...
HNT e
jφNT

s + ν). (4.3)
Since the additive noise, ν, is a vector of i.i.d. symmetric complex Gaussians, its distri-
bution is not affected by phase noise, therefore we use the same symbol to represent the
phase distorted version.
Assuming phase noise terms are small (which we ensure by design for the regimes of
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interest), we use the approximation ej ≈ 1 + j to write (4.3) as
y ≈ Γ(Hs + ν +

H1jφ1
H2jφ2
...
HNT jφNT

s). (4.4)
Thus we see that phase noise introduces an additional distortion term to the classical
multiuser reception model described by (4.1) and (4.2), which we model in detail in later
sections.
4.3 Phase noise modeling
A perfectly noiseless carrier has constant complex baseband amplitude, C(t) = A. In
a noisy setting, the complex envelope of an oscillator output becomes C(t) = A+n(t) =
A+ nc(t) + jns(t), where n(t) is a complex Gaussian random process and nc and ns are
its real and imaginary parts. For A |n(t)|, we obtain our standard phase noise model
C(t) = Aejφ(t)
where φ(t) = ns(t)
A
is a Gaussian random process with power expressed in dBc, or dB
relative to carrier power.
As is conventional in the hardware literature, we denote the PSD of φ as L(f). The
dynamics of active components in oscillators produce colored phase noise in the output
sinusoid [72–74]. This phase noise is modeled as a combination of white noise and lowpass
components with PSD proportional to 1/f , 1/f 2, and 1/f 3. Oscillator phase noise PSD
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Figure 4.3: LTI system model of PLL for phase noise.
is thus described parametrically by
L(f) = a0 +
a1
f
+
a2
f 2
+
a3
f 3
. (4.5)
For simplicity we assume here that all clocks are unit amplitude (A = 1). When
a noisy oscillator is used to down-convert an RF signal, the bandpass phase noise in
the oscillator output is directly transferred to the demodulated baseband signal. For
digital communication this translates to rotation of the baseband symbols relative to the
transmitted constellation points.
4.3.1 Phase noise in the tiled array
Fig. 4.3 shows the linearized PLL model. The signal described by this model is the
phase of the input and output signals and therefore predicts accurately how VCO and
reference phase noise are affected in the process. The phase noise at the output of this
system is the sum of contributions from the reference phase and VCO phase noise; the
former is identical in all tiles, whereas the latter is independent from one tile to another
but identical over elements of the same tile.
The relation between phase noise at the output of the PLL and reference and VCO
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phase noise is described through the model of Fig. 4.3 as
φ˜(s) = φ˜vco(s) +
α
s
HLP(s)
(
φ˜ref(s)− φ˜(s)
Nf
)
where u˜ denotes the frequency domain representation (Laplace transform) of function u.
With some manipulation, we arrive at the PLL filters applied to each phase noise source,
φ˜(s) = HPLLref (s)φ˜ref(s) +H
PLL
vco (s)φ˜vco(s)
where
HPLLref (s) =
NfαHLP(s)
Nfs+ αHLP(s)
HPLLvco (s) =
Nfs
Nfs+ αHLP(s)
.
The loop filter, HLP, is low pass, therefore we observe that the PLL acts as a low pass
filter for reference phase noise and a high pass filter for VCO phase noise.
The filtering of reference phase noise by the PLL leaves only its low frequency com-
ponents which results in a slow-varying signal that changes on a time scale of many
symbols (hundreds or even thousands, depending on the filter bandwidth and symbol
rate). Furthermore, this noise is constant over the array and passes through the linear
receiver to the output where it can be tracked and compensated as described in the next
section. We see, therefore, that the overall impact of reference phase noise on demod-
ulation is very small. Of course, accounting for reference phase noise is important for
channel estimation.
VCO phase noise, on the other hand, is constant for elements on one tile, but in-
dependent over different tiles, and therefore affects multiuser detection in a nontrivial
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Table 4.1: Examples of q coefficients for nominal system.
q0 (Hz) q1 q2 (Hz
−1) q3 (Hz−2)
HPLLvco 5× 109 15 2.2× 10−6 1.6× 10−12
HPLLref HW
∗ 1.2× 107 0.22 6.2× 10−8 1.1× 10−13
manner. We define by φi(t) the VCO phase noise in the carrier of tile i and derive its
variance as
Eφ2i = σ2φ =
∫ B/2
−B/2
Lvco(f)
∣∣HPLLvco (f)∣∣2 df (4.6)
where Lvco(f) is the VCO phase noise PSD and B is the system bandwidth. As we
demonstrate in upcoming discussions, the impact of phase noise on the tiled multiuser
system is determined by this variance, which is a linear function of the oscillator phase
noise coefficients introduced in (4.5),
σ2φ =
3∑
i=0
qiai, (4.7)
qi =
∫ B/2
−B/2
1
f i
∣∣HPLLvco (f)∣∣2 df.
After quantifying the largest tolerable phase noise variance, σ2φmax, any L(f) mask that
satisfies
∑
qiai ≤ σ2φmax maintains the desired system performance. The values of these
coefficients are given for our nominal configuration in Table 4.1.
We now provide a simple upper bound (Theorem 2) on the BER for Gray coded
QPSK in a SISO system, defining an equivalent SNR that combines the effects of phase
noise and additive noise. We use this result in Section 4.5, where we characterize the
SINR in our MIMO system, to estimate the BER.
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4.3.2 Equivalent SNR for SISO BER with phase noise
Consider a unit-power QPSK modulated signal s received with Gaussian phase noise
ϕ ∼ N (0, σ2ϕ) as
y(t) = ejϕ(t)s(t), s ∈ { 1√
2
(±1± j)}.
For Gray coded QPSK (which corresponds to independent BPSK streams along I and
Q), the BER in the absence of additive noise is easily seen to be
BER = Q(
pi/4
σϕ
).
This is the same BER produced by additive complex Gaussian noise with variance
σ2 =
16
pi2
σ2ϕ.
We term this variance the “equivalent additive noise power” for phase noise ϕ. We now
show that adding this variance to that of the additive noise yields an upper bound on
BER.
Theorem 2 The BER of a Gray coded QPSK signal distorted by phase noise ϕ ∼
N (0, σ2ϕ) and additive noise n ∼ CN (0, σ2n),
y = ejϕs+ n,
is upper bounded by the BER achieved with only additive noise of variance
σ2 = σ2n +
16
pi2
σ2ϕ,
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that is,
BER ≤ Q
 1√
σ2n +
16
pi2
σ2ϕ
 .
Proof. See Appendix A.
4.4 Multiuser Reception
We employ LMMSE interference suppression followed by per-user constellation track-
ing, as described below.
4.4.1 LMMSE reception
In the absence of phase noise, the LMMSE receiver for the model (4.1) is given by
ΓLMMSE = H
H(HHH + σ2νI)
−1. (4.8)
For the model (4.4) with phase noise, we derive the approximate LMMSE receiver by
treating the channel dependent distortion,
z =

H1jφ1
H2jφ2
...
HNT jφNT

s
as an additional noise term, where {φi} are the independent VCO phase noise contribu-
tions at the output of tile PLLs.
Assuming that the user symbols are unit power and uncorrelated, E ssH = IK and
76
Multi-Gbps Massive MIMO in the Presence of Phase Noise Chapter 4
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
f (Hz) 109
0.5
1
1.5
2
W=1
W=10
W=100
Figure 4.4: Frequency response of constellation tracking filter for different window
sizes (with respect to phase signal). W = 1 is equivalent to differential modulation.
the covariance matrix of this distortion is of the form
Cz = σ
2
φ

H1H
H
1 0 . . . 0
0 H2H
H
2 . . . 0
...
...
. . .
...
0 0 . . . HNTH
H
NT

where σ2φ is the filtered VCO phase noise variance described by (4.6). The optimal linear
receiver for a phase noise distorted system is therefore calculated as
ΓLMMSE = H
H(HHH + σ2νI + Cz)
−1. (4.9)
In terms of implementation, the naive LMMSE receiver (4.8) may be realized using
one-shot channel estimates at the beginning of a duration over which the spatial chan-
nels are modeled as invariant, while the receiver (4.9) may be obtained by continuous
adaptation over such an interval.
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Figure 4.5: Phase noise spectrum shaping by PLL and constellation tracking filters.
4.4.2 Per-user constellation tracking
Reference phase noise is common over the array and therefore passes through the
linear receiver to the output of all channels:
y = Γ(xejφ0) = ejφ0Γx.
Assuming the nearest neighbor estimates are correct, i.e., sˆk = NN(yk) = sk, output
phase noise can be estimated after detection as
φˆout = ∠
yk
sˆk
.
This overall phase distortion contains high pass contributions from tile VCOs and a
lowpass component that is the filtered reference phase noise. By averaging the output
phase noise estimate over several symbols, the low pass component is isolated and can
be used to undo the reference phase drift for upcoming symbols. Assuming error-free
symbol detection, this constellation tracking process can be abstracted as a windowed
demeaning filter applied to the output phase noise, with impulse response
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hW (t) = δ(t)− 1
W
W∑
i=1
δ(t− i Tsymb)
where W is the demeaning window size and Tsymb = 1/B is the symbol duration. Window
size is a tunable design parameter; a smaller window can track phase drift faster and has a
larger rejection bandwidth, but introduces greater noise enhancement at high frequencies.
This effect is clearly shown in Fig. 4.4 where the frequency response of the tracking filter
is depicted for different window sizes. High pass filtering by the constellation tracking
mechanism compounded with the low pass filtering of the PLL diminishes almost all of
the reference phase noise power. What remains can be formulated using the abstracted
tracking model as
σ20 =
∫ B/2
−B/2
Lref(f)
∣∣HPLLref (f)HW(f)∣∣2 df (4.10)
which depends on the filtering bandwidths of the PLL and constellation tracking process.
This value is reported in Table 4.1 for the nominal configuration along with the total
filtering coefficients applied to the ai components of Lref(f) satisfying σ
2
0 =
∑3
i=0 qiai.
The impact of drift tracking on VCO phase noise is less significant as this is already
a high pass signal. This impact is slight noise enhancement at the higher end of the
spectrum (evident in Fig. 4.4) which, in our running example, increases output VCO
phase noise by about 0.7%. If the bandwidth of HPLLvco is smaller than that of HW , drift
tracking may decrease the output VCO phase noise covariance. It is worth noting that
constellation tracking has no effect on the cross-user interference caused by VCO phase
noise since, (a) it is applied after multiuser reception where crosstalk is produced, and
(b) phase alteration does not alter the distribution of this interference as it is a zero-mean
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complex Gaussian variable.
4.5 Interference Analysis
For the signal model (4.4), the output of a linear receiver Γ is approximated by
y = ΓHs + Γν +
NT∑
i=1
jφiΓiHis
where Γi denotes the i’th K ×N0 block of Γ. That is,
Γ = [Γ1 Γ2 ...ΓNT ].
The naive LMMSE receiver (4.8) focuses on suppression of the coherent (across tiles)
interference in the first term. For our nominal load factor of β = 1
4
, and under the
assumed minimum spatial frequency separation of 2pi/N , the resulting LMMSE receiver
does not lead to a significant attenuation of the desired signal. The LMMSE receiver
(4.9) does much the same, since the phase noise causing the third term is significantly
smaller (by design) than the coherent interference. Furthermore, the third term is not
coherent across tiles ({φi} are independent), and tile-level interference suppression is not
feasible in the scaling regime of interest to us, where the number of users is greater than
the (fixed) number of antennas per tile. We estimate tile-level interference, therefore,
under the following approximation.
Approximation: At the tile-level, both LMMSE variants are assumed to be aligned with
the spatial matched filters for the users:
Γi ≈ 1
N
HHi . (4.11)
80
Multi-Gbps Massive MIMO in the Presence of Phase Noise Chapter 4
We have verified this approximation via extensive simulations, but report only an example
result: at SNR of 14 dB, the normalized correlation at the tile-level between the LMMSE
receiver and the spatial matched filter, at the tile level, is found to exceed 0.97 with
probability 99%.
Under the approximation (4.11), we obtain (see Appendix B) that the diagonal entries
are equal to
(ΓiHi)k,k =
N0
N
(4.12)
and the off-diagonal entries are zero-mean with variance
E
∣∣∣(ΓiHi)k,l∣∣∣2 = N0N2 , (k 6= l) (4.13)
We can now state the following result.
Theorem 3 Under the approximation (4.11), phase noise causes multiplicative self-noise
and additive cross-user interference described by
yk ≈ γejψsk + I (4.14)
where
Eψ2 =
σ2φ
NT
, Eγ = 1− 1
2
σ2φ,
E|I|2 = K − 1
N
σ2φ ≈ βσ2φ. (4.15)
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Proof. Setting aside the additive contribution of thermal noise,
y = Γ

H1e
jφ1
H2e
jφ2
...
HNT e
jφNT

s.
The output of channel k is a combination of contributions from the desired and interfering
users which we separate as
yk =
(
NT∑
i=1
(ΓiHi)k,ke
jφi
)
sk +
∑
l 6=k
(
NT∑
i=1
(ΓiHi)k,le
jφi
)
sl.
The multiplicative self-noise is derived using the second order Taylor expansions of sine
and cosine functions:
NT∑
i=1
(ΓiHi)k,ke
jφi ≈ N0
N
NT∑
i=1
(cosφi + j sinφi) ≈ 1
NT
NT∑
i=1
(1− 1
2
φ2i ) + jφi
≈
(
1− 1
2NT
NT∑
i=1
φ2i
)
+ j
(
1
NT
NT∑
i=1
φi
)
= γ + jψ ≈ γejψ
where γ = 1 − 1
2NT
∑NT
i=1 φ
2
i is an average of identically distributed non-zero-mean vari-
ables, and is therefore well-approximated by its expected value,
γ ≈ Eγ = 1− σ
2
φ
2
and ψ = 1
NT
∑NT
i=1 φi is an average of zero-mean i.i.d. Gaussian random variables, with
variance
Eψ2 =
σ2φ
NT
.
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We evaluate cross-user interference by using the small-phase approximation (first
order Taylor expansion) to obtain
NT∑
i=1
(ΓiHi)k,l e
jφi =
NT∑
i=1
(ΓiHi)k,l +
NT∑
i=1
jφi(ΓiHi)k,l
= (ΓH)k,l +
NT∑
i=1
jφi(ΓiHi)k,l ≈
NT∑
i=1
jφi(ΓiHi)k,l
with (ΓH)k,l ≈ 0 resulting from the LMMSE receiver effectively suppressing cross terms
in ΓHs using all N degrees of freedom. The covariance of cross-user interference is thus
found to be
E|I|2 = E
∣∣∣∣∣∑
l 6=k
(
NT∑
i=1
(ΓiHi)k,le
jφi
)
sl
∣∣∣∣∣
2
= (K − 1)NT σ2φ E|(ΓiHi)k,l|2
= (K − 1) NTN0
N2
σ2φ =
K − 1
N
σ2φ . βσ2φ

Accounting for all multiplicative and additive noise terms in the system, we arrive at
the following model for the output signal:
yk = γe
j(ψ+φ0)sk + I + ν
′
where
γ = 1− σ
2
φ
2
, Eψ2 =
σ2φ
NT
, Eφ20 = σ20,
EI2 = βσ2φ, E|ν ′|2 =
σ2ν
N
.
Fig. 4.6 shows scatter plots of the received QPSK symbols in the I-Q plane for different
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Figure 4.6: Scatter plot of received QPSK symbols on a 256-element array for different
load factors and number of tiles. The output phase noise decreases as number of tiles
increases and interference is proportional to number of users. Additive noise has been
set to zero to emphasize these effects.
values of K and NT . Based on the preceding analysis, if load factor and tile size are
kept constant, phase noise is not a bottleneck in scaling to larger arrays. The cross-user
interference caused by phase noise only depends on the ratio of users to array size and
is therefore constant, while output phase noise variance decreases as the number of tiles
grows. In fact, we expect performance to improve as the system is scaled up, as long as
loading, tile size, oscillator PSD, and beamformed SNR (σ2ν/N) are fixed.
Predicting the BER of a phase-distorted system. Using Theorem 2, we can de-
termine the equivalent noise variance for our tiled system as
σ2eq =
1
(1− 1
2
σ2φ)
2
(
σ2ν
N
+ βσ2φ +
16
pi2
(
σ2φ
NT
+ σ20
))
This value is an expectation and actual SINR varies across users. Since we assume power
leveling, this variation is primarily due to difference in cross-user interference. In order
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to provide a pessimistic prediction, we substitute the average cross-talk power βσ2φ with
3 standard deviations above its mean,
(
β + 3
0.82
√
β
NT
)
σ2φ
(derivation of the variance of the cross-talk power omitted due to space considerations).
Since BER is dominated by the worst-case, we expect this pessimistic approach to be
accurate. The equivalent SINR is thus modified to
σ2eq =
1
(1− 1
2
σ2φ)
2
(
σ2ν
N
+ (β + 2.46
√
β
NT
)σ2φ +
16
pi2
(
σ2φ
NT
+ σ20
))
. (4.16)
We now account for the reduction in SINR due to the reduction in signal power (or
equivalently, noise enhancement) caused by suppression of the coherent interference. At
moderate load factors (e.g., β = 1/4) and SNRs, this SINR penalty is well approximated
by that due to a zero-forcing receiver. Let ρ denote the normalized cross-correlation
between the spatial channels for two randomly chosen users. If the spatial frequencies are
uniform over (−pi, pi), then E[|ρ|2] = 1
N
(see Appendix B). When we enforce a minimum
spatial frequency separation of 2pi/N , we can actually show that E[|ρ|2] ≤ 0.1
N
(again, see
Appendix B). In order to evaluate the impact of scaling, therefore, we set
E[|ρ|2] = α
N
(4.17)
Now, denoting by ρlk the normalized cross-correlation between the spatial responses for
users l and k, the signal power S relative to matched filtering, is bounded as follows:
S ≥ 1−
∑
l 6=k
|ρlk|2 → 1− (K − 1)E[|ρ|2] ≥ 1− αβ (4.18)
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where the limit is as K,N → ∞ with β fixed, and where we have used (4.17). Using
the right-hand side of (4.18) as an approximation, we obtain the following pessimistic
prediction of the equivalent SINR
SINReq ≈ 1− αβ
σ2eq
. (4.19)
which in turn yields a pessimistic approximation for BER [96]:
BER ≈ Q
(√
SINReq
)
. (4.20)
This prediction, with α = 0.1 in (4.19), is expected to be accurate in our regime of
interest of K > N0 and moderate SNR. In the underloaded regime, per-tile interference
suppression becomes feasible and, at high enough SNR, partial per-tile interference sup-
pression is incentivized even for K > N0. In such settings (not of interest in our scaling
regime), our prediction is still pessimistic, but is not as good of an approximation; i.e.,
performance can be significantly better than predicted.
In the next section we summarize our design framework, and provide simulation
results to validate our analytical predictions.
4.6 Numerical results
The models presented here can be used to provide an analytical cross-layer design
framework using four key observations.
• The reference oscillator phase noise is filtered by the PLL and constellation tracking
filters and appears at the output of all channels with variance
σ20 =
∫
Lref(f)
∣∣HPLLref (f)HW (f)∣∣2 df .
86
Multi-Gbps Massive MIMO in the Presence of Phase Noise Chapter 4
• VCO noise is filtered by the PLL resulting in tile phase noise with variance
σ2φ =
∫
LVCO(f)
∣∣HPLLvco (f)∣∣2 df.
At the receiver output this produces phase noise of variance σ2φ/NT and additive
interference of power βσ2φ.
• System performance is determined by parameters σ20, σ2φ, NT , β, and σ2ν (beam-
formed SNR). A pessimistic prediction is given by the equivalent SINR
SINReq =
1− αβ
σ2eq
,
σ2eq = (1− σ2φ)−2
(
SNR−1 + (β +
2.46
√
β
NT
)σ2φ +
16
pi2
(
σ2φ
NT
+ σ20
))
,
where α = 0.1 for the specifications of our system model.
• Permissible phase noise PSD can be expressed as a linear constraint on the L(f)
coefficients, ∑
qiai ≤ σ2φ or σ20,
with q factors obtained by (4.7).
Using the preceding guidelines, trade-offs between different design choices are modeled as
simple analytical relationships that predict system performance with reasonable accuracy.
In this section we provide numerical validation for the above framework and examine the
scaling laws derived from it.
We first provide an example of an acceptable phase noise mask for our nominal
system specifications. We use the model of (4.5) to generate phase noise signals. The
reference phase noise PSD is set lower than that of the VCO by a factor of Nf . In
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Figure 4.7: Acceptable phase noise mask for target BER 10−3 and 10 Gbps rate in
nominal system. Parameters: a0 = 2.25×10−11 W/Hz, a1 = 9×10−4 W, a2 = 9×102
WHz, a3 = 9× 108 WHz2.
practice, the reference is likely to be a high quality crystal resonance oscillator with very
low phase noise. The shape of the curve (ai parameters) is chosen such that low-pass
components have approximately the same combined impact as the constant component
for our nominal system. Fig. 4.7 shows the resulting L(f) mask which indicates feasible
phase noise requirements for our target system, as THz oscillators with lower L(f) have
been reported in the literature [97].
Using the PSD curve shown in Fig. 4.7, we isolate the two distortion terms described
in Theorem 3 as follows. To measure self-noise, we set up the end-to-end multiuser
system with β = 1/4 and LMMSE reception (as described in Section 4.4). We then set
the transmitted symbol, sk(t), to zero for all but one user throughout each simulation
sequence and set the additive noise to zero (but use the nominal value for σ2ν in deriving
the LMMSE receiver). Fig. 4.8 depicts self-noise for the designated user as a function
of tile size and phase noise variance for a 256-element array. The analytical predictions
are also plotted for comparison. We observe that simulation results follow the analytical
prediction closely.
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Figure 4.8: Self interference phase noise and amplitude attenuation for 256 element
array with 64 users.
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Figure 4.9: Scaling of cross-talk with load factor.
To isolate the cross-user interference, we perform a similar simulation but this
time set the designated user’s signal to zero while all other users remain active. This
way we only get cross-user interference signal at the designated output, the variance
of which is the interference power. In Fig. 4.9 we report the cross-user interference
variance averaged over many realizations for naive LMMSE (that ignores the effect of
phase noise) and optimal LMMSE for nominal and high SNR. Both receivers follow the
analytical prediction, E|I|2 = βσ2φ, fairly closely in most regimes. For an underloaded
system at high SNR, analytical results overestimate interference for LMMSE reception
since per tile interference suppression becomes possible, as discussed in Section 4.5.
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Figure 4.10: Full system simulation results for the nominal configuration using L(f)
function of Figure 4.7 varying load factor and number of tiles (N = 256 fixed). Op-
timal LMMSE, naive LMMSE (ignoring phase noise), and prediction of (4.16) and
(4.19) plotted for comparison.
Full system simulations that include the effects of VCO and reference phase noise,
as well as realistic implementation of constellation tracking were performed to quantify
the effect of system parameters on performance. Fig. 4.10a depicts performance as a
function of load factor and tile size, assuming beamformed SNR of 14 dB and phase
noise PSD depicted in Fig. 4.7. When the array is divided into a larger number of
tiles, self-noise is suppressed and BER decreases, but if β remains constant the cross-user
interference does not change with NT and therefore creates a performance floor. In Fig.
4.10b we depict the same results for a high SNR system. As expected, we see that BER
is overestimated considerably for optimal LMMSE reception in the underloaded regime.
Finally, Fig. 4.11 shows how performance scales with beamformed link SNR in the
presence and absence of phase noise. The performance floor caused by phase noise,
especially its cross-user interference effect, is clearly visible in this figure. This floor can
only be suppressed by reducing the load factor as shown in Fig. 4.10. By comparing
realistic drift tracking with the idealized model of (4.10) we see that, at low SINR,
a decoding error can deteriorate tracking performance and cause additional errors in
consecutive symbols. This effect can be mitigated by adding a margin to the target
SINR. For our nominal setup, idealized performance is recovered with 0.5 dB higher
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Figure 4.11: Performance (BER) as a function of SNR with and without phase noise.
Solid narrow curve (light blue) assuming idealized constellation tracking, i.e., no error
propagation.
SINR, which is achieved by scaling down all noise terms uniformly, i.e., increasing SNR
and reducing L(f) each by 0.5 dB. As expected, our analytical predictions are only
pessimistic for the idealized case and may underestimate BER for a realistic system at
low SINR.
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Chapter 5
Conclusions and Future Work
In the preceding chapters we have outlined a roadmap to next generation mobile networks
through exploiting the advantages of mmWave frequencies, and addressed some of the
challenges in this path.
We identified point-to-point mmWave links as a viable option for high speed wireless
backhauling of picocells, enabling shrinking of cell sizes and orders of magnitude increase
in frequency reuse. Possible future directions of research also include speeding up the
scheduling procedure using iterative optimization approaches or dynamic programming,
possibly at the cost of slightly suboptimal solutions. Distributed scheduling algorithms
are also an attractive option that pave the way for self-organizing networks that do not
rely on centralized control. Jointly optimizing the placement of nodes and neighbor asso-
ciations can also improve backhaul performance and is an interesting avenue of research.
High speed communication with mobile users inside the picocells is facilitated by
deploying highly directional mmWave arrays that reduce interference and sustain the
SNR required for Gbps signaling to users. We proposed a noncoherent compressive
channel estimation framework that provides low-overhead yet accurate tracking of mobile
users in the absence of all-digital frontends. While the single path detection scheme was
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evaluated on a testbed, experimental validation of the multipath channel estimation
algorithm is an important next step. Accounting for the receive antenna array is also left
to future work.
One immediate benefit of the picocellular network is the possibility of enhanced lo-
calization accuracy without relying on satellite GPS. With a rich enough deployment
of access points, fine grained positioning of a mobile device is possible by compressive
estimation of its angle toward several base stations in its vicinity. In fact, such a direction-
based localization scheme can be used as a building block for many applications, such as
calibration of distributed sensing platforms, e.g., a herd of drones cooperating to form
an ad hoc radar array can use pairwise direction measurements to map out their relative
locations allowing them to operate as a distributed array.
In this work, we also demonstrated the scalability of high-bandwidth multi-user mas-
sive MIMO in the presence of phase noise with modest hardware requirements and pro-
posed a tractable design framework based on our analysis. While the present work is
a useful first step in cross-layer design of MU-MIMO systems, further investigation into
the impact of phase noise on channel estimation (CSI), and the compounded effects of
CSI error, ADC, receiver nonlinearity, and phase noise is a necessary next step, as is the
experimental validation of present and future results. Furthermore, as the system grows
large, digital processing can become a bottleneck for LMMSE multi-user reception and
scalable redesign of backend processing is necessary. Algorithms that rely on localized
beamspace information are a promising approach for speeding up array processing.
MmWave picocells and the smart city
As mmWave picocells come closer to reality, a new landscape emerges with count-
less applications and unforeseen challenges, some of which are depicted in Figure 5.1.
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Figure 5.1: Emerging applications of mmWave and THz in the wireless landscape.
With wireless backhauling, compact and easy to deploy access points, and virtually
interference-free directional links to users, the picocellular network has the potential to
become a robust, self-organizing infrastructure, that can be expanded easily in a plug-
and-play fashion. The capabilities of such a system are well beyond cellular mobile
service, and can power the migration to smart cities, supporting real-time tasks such
as traffic control, autonomous vehicles, surveillance, localization, and Internet of things.
Furthermore, large portions of data processing for these applications can be incorporated
into the network, similar to distributed cloud-based processing, with the mobile infras-
tructure evolving into the “brain of the city”. This vision opens up a myriad of open
problems and interesting challenges from robust management and control protocols to
security and privacy.
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Appendix A
Proof of Theorem 2
Gray coded QPSK corresponds to independent bits sent along I and Q. By symmetry,
condition without loss of generality on transmitting s = ejpi/4, and on the probability of
error in the I bit. Consider the two signals
y1 = se
jϕ + n
y2 = s+ nϕ + n
where ϕ ∼ N (0, σ2φ) and nϕ ∼ CN (0, 16pi2σ2φ), meaning real and imaginary parts of nϕ are
real zero-mean Gaussian variables with variance 8
pi2
σ2φ.
An error in the I bit occurs when y crosses the vertical boundary into the region
Re(y) < 0. In the first signal model, this error occurs when
Re(y1) = cos(pi/4 + ϕ) + ni < 0
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Figure A.1: Margin left for additive noise n after phase distortion and equivalent
additive distortion.
and in the second model when
Re(y2) =
1√
2
+ Re(nϕ) + ni < 0
where ni is the real part of the complex Gaussian variable n. To compare the probability
of these two occurrences we define the additive variable as
Re(nϕ) = −
√
8
pi
ϕ
which is a zero-mean Gaussian that satisfies E (Re(nϕ))2 = 8pi2σ
2
ϕ. The horizontal error
margin left after the effect of ϕ and nϕ is, respectively,
m1 = cos(pi/4 + ϕ), m2 =
1√
2
−
√
8
pi
ϕ,
as depicted in Fig. A.1. For any ϕ ∈ (0, pi/4) we have m1 −m2 ≥ 0 because m1 −m2 is
96
Proof of Theorem 2 Chapter A
a convex function of ϕ in this domain with value 0 at the boundaries,
@ϕ = 0 : m1 = m2 = 1/
√
2
@ϕ = pi/4 : m1 = m2 = 0
∂2
∂ϕ2
(m1 −m2) = − cos(pi/4 + ϕ) < 0, ∀ϕ ∈ (0, pi/4).
We therefore conclude that
BER = P [I bit wrong] = Pr(Re(y1) < 0) ≤ Pr(Re(y2) < 0).

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Computations of spatial inner
products
Let a(ω) = (1, ejω, ..., ej(n−1)ω)T denote the response of an n-element linear array to
spatial frequency ω. Note that
||a(ω)||2 = n (B.1)
Applying this for n = N0 gives us (4.12). The magnitude of the inner product between
the responses for two different spatial frequencies ω1 and ω2, with ∆ω = ω1−ω2, is given
by
|〈a(ω1), a(ω2)〉| = |1 + ej∆ω + ...+ ej(n−1)∆ω| =
∣∣∣∣sinn∆ω/2sin ∆ω/2
∣∣∣∣ (B.2)
The corresponding normalized inner product is the magnitude of the well-known Dirichlet
kernel:
κn(∆ω) =
∣∣∣∣ sinn∆ω/2n sin ∆ω/2
∣∣∣∣ (B.3)
If ω1, ω2 are independent and uniform over (−pi, pi), then modulo 2pi, ∆ω is uniform over
(−pi, pi). Squaring the | · | term in (B.2) and taking expectations, the contribution of
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cross-terms of the form ejk∆ω, where k is a nonzero integer, is zero. We therefore obtain
E
[|〈a(ω1), a(ω2)〉|2] = n (B.4)
Applying this for n = N0 gives us (4.13). We may also write this as
E
[|κn(∆ω)|2] = 1
n
(B.5)
Applying this for n = N gives us a = 1 in (4.17).
To see what happens when we enforce a minimum spatial separation 2pi/n, note that
|x| ≥ | sinx|, so that κn(x) ≤ | sin(nx/2)nx/2 |. We can now calculate that
1
2pi
∫ 2pi/n
−2pi/n
κ2n(x)dx ≥
1
2pi
∫ 2pi/n
−2pi/n
∣∣∣∣sin(nx/2)nx/2
∣∣∣∣2 dx
=
1
npi
∫ pi
−pi
∣∣∣∣sin(u)u
∣∣∣∣2 du ≥ 0.90n .
Setting n = N , under the assumed minimum spatial separation of 2pi/N , we therefore
obtain that
E|ρ|2 ≤ 0.1
N
so that we may set α = 0.1 in (4.17).
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