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CHEMOTAXIS EFFECT VS LOGISTIC DAMPING ON
BOUNDEDNESS IN THE 2-D MINIMAL KELLER-SEGEL MODEL
HAI-YANG JIN AND TIAN XIANG
Abstract. We study chemotaxis effect vs logisticdamping on boundedness for
the two-dimensional minimal Keller-Segel model with logistic source:{
ut = ∇ · (∇u− χu∇v) + u− µu2, x ∈ Ω, t > 0,
vt = ∆v − v + u, x ∈ Ω, t > 0
in a smooth bounded domain Ω ⊂ R2 with χ, µ > 0, nonnegative initial data
u0, v0 and homogeneous Neumann boundary data. It is well-known that this
model allows only for global and uniform-in-time bounded solutions for any
χ, µ > 0. Here, we carefully employ a simple and new method to regain its
boundedness and, with particular attention to how upper bounds of solutions
qualitatively depend on χ and µ. More, precisely, it is shown there exists
C = C(u0, v0,Ω) > 0 such that
‖u(·, t)‖L∞(Ω) ≤ C
[
1 +
1
µ
+ χK(χ, µ)N(χ, µ)
]
and
‖v(·, t)‖W1,∞(Ω) ≤ C
[
1 +
1
µ
+
χ
8
3
µ
K
8
3 (χ, µ)
]
=: CN(χ, µ)
uniformly on [0,∞), where
K(χ, µ) =M(χ, µ)E(χ, µ), M(χ, µ) = 1 +
1
µ
+
√
χ(1 +
1
µ2
)
and
E(χ, µ) = exp
[ χC2
GN
2min{1, 2
χ
}
( 4
µ
‖u0‖L1(Ω) +
13
2µ2
|Ω|+ ‖∇v0‖2L2(Ω)
)]
.
We notice that these upper bounds are increasing in χ, decreasing in µ and
have only one singularity at µ = 0, where the corresponding minimal model
(removing the term +u−µu2 in the first equation) is widely known to possess
blow-ups for large initial data.
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1. Introduction and main results
In this work, we are concerned with the well-known and extensively explored
Keller-Segel minimal chemotaxis model with logistic source:

ut = ∇ · (∇u − χu∇v) + ru − µu2 x ∈ Ω, t > 0,
vt = ∆v − v + u, x ∈ Ω, t > 0,
∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0, x ∈ Ω,
(1.1)
where Ω ⊂ Rn(n ≥ 1) is a bounded smooth domain, r ≥ 0, χ, µ > 0 and u and
v respectively denotes the density of cells and the concentration of the chemical
signal. The chemotactic flux −χu∇v (defining term in chemotaxis models) models
the directed movement that u moves towards the higher concentration of v. This
is commonly termed as chemotactic movement, a biological phenomenon whereby
biological individuals orient their movement in response to some external signaling
substances which attract cells to aggregate.
Without logistic source, i.e., r = 0, µ = 0, the system (1.1) is known as the clas-
sical Keller-Segel minimal model [14], which and whose variants have been widely
investigated since 1970. The striking feature of KS type models is the possibil-
ity of blow-up of solutions in a finite/infinite time, which strongly depends on the
space dimension. A finite/infinite time blow-up never occurs in 1-D [7, 24, 37], a
critical mass blow-up occurs in 2-D: when the initial mass ‖u0‖L1 < 4π/χ, solu-
tions exist globally and converge to a single equilibrium in large time, whereas, when
‖u0‖L1 > 4π/χ, there exist solutions blowing up in finite time, cf. [10, 3, 21, 20, 25],
and even small initial mass can result in blow-ups in ≥ 3-D [31, 33]. See [1, 11] for
more surveys on the classical KS model and its variants.
The logistic source was introduced by Mimura and Tsujikawa [19], where they
study aggregating patterns based on the chemotaxis, diffusion and growth of bac-
teria. First, this additional logistic term apparently destroys the conservation law
of mass of the classical KS model. On the other hand, it exerts a certain growth-
inhibiting influence on the global existence and boundedness of solutions to the
corresponding Keller-Segel models. Indeed, in the case n = 1, 2, even arbitrarily
small µ > 0 will be enough to prevent blow-ups by guaranteeing all solutions to
(1.1) are global-in-time and uniformly bounded [7, 24, 23, 38]. This is even true for
a 2-D simplified version of parabolic-elliptic (the second PDE in (1.1) is replaced
with 0 = ∆v − v + u) chemotaxis system with singular sensitivity [5]. Whereas,
in the case n ≥ 3, the global existence and boundedness were first obtained for
a parabolic-elliptic simplification of (1.1) under µ > (n−2)
n
χ [30]. Nowadays, this
result has been improved to the borderline case µ ≥ n−2
n
χ [9, 13, 29]. Moreover,
with a very slow self-diffusion of cells, the u component can exceed the carrying ca-
pacity r
µ
to an arbitrary extent at some intermediate time [17, 35]. Coming back to
our parabolic mode (1.1), for Ω being convex, Winkler first derived the boundeness
and global existence provided that µ is beyond a certain number µ0 not explic-
itly known [32]. A further progress in this regard was derived as long as µ > θ0χ
for some implicit positive constant θ0 in [40]. An explicit lower bound for a 3-D
chemotaxis-fluid system with logistic source, when applied to (1.1) with χ = 1,
which states that µ ≥ 23 is enough to ensure boundedness [27]. This bound µ0
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was further improved by Lin and Mu [18] in 3-D, wherein they replaced the logistic
source in (1.1) by thedamping term u− µur with r ≥ 2 to derive the boundedness
under µ
1
r−1 > 20χ. Very recently, for a full-parameter version of (1.1), we calculate
out the explicit formula for µ0 in terms of the involving parameters, which states
that µ > 9√
10−2χ = (7.743416 · · · )χ ensures boundedness and global existence for
(1.1) in 3-D [39]. Yet, it is a big open challenging problem whether or not blow-up
occurs in (1.1) for small µ > 0, even though the existence of global weak solutions
is available in convex 3-D domains for µ > 0 [16]. Under further conditions on χ, µ
or r, convergence of bounded solutions to the constant equilibrium ( r
µ
, r
µ
) as well
as its convergence rates are available [6, 18, 34, 39]. It also needs to be mentioned
that for certain choices of the parameters, the solutions of (1.1) even may oscillate
drastically in time, as numerically illustrated in [8], and that the solutions may
undergo transient growth phenomena, as demonstrated in [17, 35, 36].
In contrast to the rich knowledge on boundedness, convergence and other dy-
namical properties for (1.1) and its variants, understanding the qualitative or quan-
titative properties even of bounded solutions to chemotaxis problems seems much
less developed. In this direction, a work was considered by Tao and Winkler in [28]
to show the mass persistence phenomenon for (1.1), i.e, for any supposedly given
global classical and bounded nontrivial solution (u, v) of (1.1), there is m∗ > 0 such
that ‖u(t)‖L1 ≥ m∗ for all t > 0. To our best knowledge, there seems no work
on how boundedness or upper bounds of solutions of (1.1) depends on the system
parameters, say, χ, µ or r. In this paper, we aim as a first step to study chemo-
taxis effect vs logistic damping on boundedness for the minimal chemotaxis-logistic
model (1.1) in 2-D. We do so partially because all solutions in 2-D are global and
bounded by [23, 38]. We are particularly interested in the dependence of upper
bounds of solutions to (1.1) on the most interesting parameters χ and µ. We hope
that this qualitative boundedness would stimulate new research directions, espe-
cially, the same problem in higher dimensions. Since the constant r doesn’t bother
us much in our derivation, we include it here. With this goal in mind, our main
qualitative boundedness result reads as follows:
Theorem 1.1. Let χ, µ > 0, r ≥ 0, Ω ⊂ R2 be a bounded domain with a smooth
boundary and and let the initial data u0 ∈ C(Ω) and v0 ∈W 1,∞(Ω) be nonnegative.
Then the Keller-Segel chemotaxis-logistic model (1.1) has a unique global classical
nonnegative solution (u, v) on Ω× [0,∞) for which
‖u(t)‖L∞(Ω) ≤ C
[
1 +
1
µ
+ χK(χ, µ)N(χ, µ)
]
=: CL(χ, µ) (1.2)
and
‖v(t)‖W 1,∞(Ω) ≤ C
[
1 +
1
µ
+
χ
8
3
µ
K
8
3 (χ, µ)
]
=: CN(χ, µ) (1.3)
uniformly on [0,∞) and for some C depending on u0, v0, r and |Ω|, where
K(χ, µ) = M(χ, µ)E(χ, µ), M(χ, µ) = 1 +
1
µ
+
√
χ(1 +
1
µ2
) (1.4)
and
E(χ, µ) = e
χC2
GN
2min{1, 2
χ
}
[
(r+3)
µ
‖u0‖L1(Ω)+ (r+1)
3
4µ2
|Ω|+‖∇v0‖2L2(Ω)+
(r+2)2
2µ2
|Ω|
]
. (1.5)
Up to a scaling constant, Theorem 1.1 provides explicit upper bounds for ‖u(t)‖L∞
and ‖v(t)‖W 1,∞ in terms of the most interesting parameters χ and µ in 2-D.
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The crucial point of the proof of Theorem 1.1 consists in deriving a uniform-in-
time estimate for ‖u(t)‖L2 rather than ‖(u+ 1) ln(u + 1)‖L1 as in [23, 38]; indeed,
we obtain an explicit uniform-in-time bound for ‖u(t)‖2L2 as follows:
‖u(t)‖2L2 ≤ E(χ, µ)
{
‖u0‖2L2 +
8min{1, 2
χ
}
C2GN
+
(r + 1)
µ
‖u0‖L1
+
3χC2GN
4
[
‖u0‖L1 +
(r + 1)2
4µ
|Ω|
]4
+
(r + 1)3
4µ2
|Ω|+ 8r
3
9µ2
|Ω|
}
,
(1.6)
where E is defined by (1.5) and CGN is the Gagliardo-Nirenberg constant. After ob-
taining precise bounds on ‖u‖L1, ‖∇v‖L2 and space-time integrals on u2 and |∆v|2,
cf. Lemmas 2.4 and 3.1, we can use the 2-D Gagliardo-Nirenberg interpolation
inequality to derive a differential inequality for y(t) = ‖u(t)‖2
L2
+ a of the form:
y′(t) ≤ ky(t)z(t) + b, z(t) = ‖∆v(t)‖2L2
for some a, k, b > 0 and then solving this ODI successively and using the gained
space-time bounds, we achieve the desired estimate (1.6). This is inspired by the
ideas presented in [26, Lemma 3.4]. Thanks to the L
n
2+-boundedness criterion in
[1, 38], the uniform-in-time bound for ‖u(t)‖L2 indeed implies the global existence
and boundedness. While, to dig out the dependence of boundedness on χ and µ, we
first use the established L2-estimate of u together with a widely used ’reciprocal’
lemma obtained from the v-equation, cf, Lemma 3.4 to bound ‖∇v‖Lq for any
q ∈ (1,∞), and then, we test the u-equation in (1.1) by u2 to derive the L3-estimate
of u, and finally, we apply the variation-of-constants formula for u and v and use
the well-known smoothing Lp-Lq type estimates for the Neumann heat semigroup
in Ω, cf. [2, 31] to conclude the respective bounds for (u, v) in (1.2) and (1.3).
Remark 1.2. From (1.2), (1.3), (1.4) and (1.5), one can see that L,M,N,K,E
defined on [0,∞)× (0,∞) are decreasing in µ and are increasing in χ have only one
singularity at µ = 0. Therefore, our obtained bounds for ‖u(t)‖L∞ and ‖v(t)‖W 1,∞
enjoy these properties. It is worthwhile to observe that, when µ = 0, even r =
0, the corresponding KS minimal model possesses blow-ups for large initial data
[10, 21, 20, 25], illustrating the reasonableness of adding a logistic source to the KS
minimal model to prevent blow-up.
2. Preliminaries
For convenience, we start with the well-known Young’s inequality with ǫ:
Lemma 2.1. (Young’ s inequality with ǫ) Let p and q be two given positive numbers
with 1
p
+ 1
q
= 1. Then, for any ǫ > 0, it holds
ab ≤ ǫap + b
q
(ǫp)
q
p q
, ∀a, b ≥ 0.
Lemma 2.2. (Gagliardo-Nirenberg interpolation inequality [4, 22]) Let p ≥ 1 and
q ∈ (0, p). Then there exist a positive constant CGN depending on p and q such that
‖w‖Lp ≤ CGN
(
‖ ▽ w‖δL2‖w‖(1−δ)Lq + ‖w‖Ls
)
, ∀w ∈ H1 ∩ Lq,
where s > 0 is arbitrary and δ is given by
1
p
= δ(
1
2
− 1
n
) +
1− δ
q
⇐⇒ δ =
n
q
− n
p
1− n2 + nq
∈ (0, 1).
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The basic result on local existence, uniqueness and extendibility of classical so-
lutions for the minimal KS system (1.1) can be found in [32, Lemma 1.1].
Lemma 2.3. Let χ, µ > 0, r ≥ 0, Ω ⊂ Rn(n ≥ 1) be a bounded smooth domain
and let the initial data u0 ∈ C(Ω) and v0 ∈ W 1,∞(Ω) be nonnegative. Then there
is a unique, nonnegative and classical maximal solution (u, v) of the IBVP (1.1) on
some maximal interval [0, Tm) with 0 < Tm ≤ ∞ such that
u ∈ C(Ω× [0, Tm)) ∩ C2,1(Ω× (0, Tm)),
v ∈ C(Ω× [0, Tm)) ∩ C2,1(Ω× (0, Tm)) ∩ L∞loc([0, Tm);W 1,s(Ω))
for any s > n. In particular, if Tm <∞, then
‖u(t)‖L∞ + ‖v(t)‖W 1,s →∞ as t→ T−m .
Lemma 2.4. For any t ∈ [0, Tm), the nonnegative solution (u, v) of (1.1) satisfies
‖u‖L1 ≤ ‖u0‖L1 +
(r + 1)2
4µ
|Ω| =: k1 (2.1)
and
‖∇v‖2L2 ≤
2
µ
[
‖u0‖L1 +
µ
2
‖∇v0‖2L2 +
(r + 2)2
4µ
|Ω|
]
=: k2. (2.2)
Proof. The nonnegativity of u, v follows from the maximum principle. Then inte-
grating the u-equation and using the homogeneous Neumann boundary condition,
we derive
d
dt
∫
Ω
u = r
∫
Ω
u− µ
∫
Ω
u2 ≤ −
∫
Ω
u+
(r + 1)2
4µ
|Ω|, (2.3)
which yields the L1-bound for u in (2.1).
Then testing the v-equation in (1.1) against −∆v and integrating by parts and
using Youn’s inequality with epsilon as stated in Lemma 2.1, we obtain
1
2
d
dt
∫
Ω
|∇v|2 + 1
2
∫
Ω
|∆v|2 ≤ −
∫
Ω
|∇v|2 + 1
2
∫
Ω
u2, (2.4)
which together with the reasoning leading to (2.3) gives us
d
dt
∫
Ω
(u+
µ
2
|∇v|2) + 2
∫
Ω
(u +
µ
2
|∇v|2) ≤ (r + 2)
2
2µ
|Ω|.
Solving this standard Gronwall inequality shows
‖u‖L1 +
µ
2
‖∇v‖2L2 ≤ ‖u0‖L1 +
µ
2
‖∇v0‖2L2 +
(r + 2)2
4µ
|Ω|,
which directly leads to (2.2). 
3. Chemotaxis vs logistic on Boundedness in 2-D
In 2-D, it is well-known that any presence of logistic source will be sufficient to
suppress blow-up by ensuring all solutions to (1.1) are global-in-time and uniformly
bounded [23, 38]. In this section, we carefully scrutinize a different method moti-
vated from [26, Lemma 3.4] to regain its boundness and, with particular focus on
the qualitative dependence of upper bounds of solutions to (1.1) on χ and µ, and
thus accomplish the proof of Theorem 1.1.
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Lemma 3.1. Given τ ∈ (0, Tm), then, for any t ∈ [0, Tm − τ), the solution (u, v)
of the KS model (1.1) fulfills
∫ t+τ
t
∫
Ω
u2 ≤ (r + 1)k1
µ
max{τ, 1} =: k3max{τ, 1}, (3.1)
∫ t+τ
t
∫
Ω
|∇v|2 ≤ k2max{τ, 1} (3.2)
and ∫ t+τ
t
∫
Ω
|∆v|2 ≤ (k3 + k2)max{τ, 1} =: k4max{τ, 1}. (3.3)
Proof. For any t ∈ [0, Tm− τ), integrating the u-equation in (1.1) over Ω× (t, t+ τ)
and using Lemma 2.4, we deduce that
µ
∫ t+τ
t
∫
Ω
u2 ≤ r
∫ t+τ
t
∫
Ω
u+
∫
Ω
u ≤ (r + 1)k1max{τ, 1},
yielding the desired inequality (3.1).
The estimate (3.2) follows directly from (2.2). Next, an integration of (2.4) over
(t, t+ τ) and the use of (2.2) and (3.1) telescope
∫ t+τ
t
∫
Ω
|∆v|2(s) ≤
∫ t+τ
t
∫
Ω
u2(s) +
∫
Ω
|∇v|2(t) ≤ (k3 + k2)max{τ, 1},
which is exactly (3.3). 
Here, with Lemma 3.1 at hand, in 2-D setting, we can make use of the Gagliardo-
Nirenberg interpolation inequality in Lemma 2.2 to derive an ODI satisfied by ‖u‖2
L2
,
which enables us to deduce an estimate for ‖u‖L2. This is the key point for us to
derive qualitative bounds for ‖u‖L∞ and ‖v‖W 1,∞ later on.
Lemma 3.2. Given τ ∈ (0, Tm), then the u-component of the solution (u, v) of the
KS minimal model (1.1) satisfies the explicit uniform-in-time bound:
‖u(t)‖2L2 ≤
{
‖u0‖2L2 +
8min{1, 2
χ
}
C2GN
+
3χC2GN
4
[
‖u0‖L1 +
(r + 1)2
4µ
|Ω|
]4
+
(r + 1)
µ
‖u0‖L1 +
(r + 1)3
4µ2
|Ω|+ 8r
3
9µ2
|Ω|
}
max{1, τ, 1
τ
}
× e
χC2
GN
2min{1, 2
χ
}
[
(r+3)
µ
‖u0‖L1+ (r+1)
3
4µ2
|Ω|+‖∇v0‖2L2+
(r+2)2
2µ2
|Ω|
]
max{1,τ}
,
(3.4)
and so a uniform estimate for ‖u‖L2 in terms of χ and µ follows:
‖u(t)‖L2 ≤ C
[
1 +
1
µ
+
√
χ(1 +
1
µ2
)
]
max{√τ , 1√
τ
}Emax{1,τ}(χ, µ) (3.5)
for all t ∈ (0, Tm) and for some C = C(u0, r, |Ω|), where E is defined by (1.5).
CHEMOTAXIS EFFECT, LOGISTIC SOURCE, AND BOUNDEDNESS 7
Proof. We test the u- equation in (1.1) by u and integrate by parts to deduce from
Ho¨lder’s inequality that
1
2
d
dt
∫
Ω
u2 +
∫
Ω
|∇u|2 = χ
2
∫
Ω
∇(u2)∇v +
∫
Ω
u2(r − µu)
= −χ
2
∫
Ω
u2∆v +
∫
Ω
u2(r − µu)
≤ χ
2
(∫
Ω
u4
) 1
2
(∫
Ω
|∆v|2
) 1
2
+
∫
Ω
u2(r − µu).
(3.6)
Applying the GN interpolation inequality in Lemma 2.2 with n = 2 and the bound-
edness of ‖u‖L1 in (2.1), we estimate( ∫
Ω
u4
) 1
2
= ‖u‖2L4 ≤ CGN
(
‖∇u‖L2‖u‖L2 + ‖u‖2L1
)
≤ CGN
(
‖∇u‖L2‖u‖L2 + k21
)
.
Hence, upon twice uses of Young’s inequality with epsilon, cf. Lemma 2.1, for any
ǫ > 0, it follows that(∫
Ω
u4
) 1
2
( ∫
Ω
|∆v|2
) 1
2
≤ CGN‖∇u‖L2‖u‖L2‖∆v‖L2 + k21CGN‖∆v‖L2
≤ ǫ‖∇u‖2L2 +
C2GN
4ǫ
‖u‖2L2‖∆v‖2L2 + ‖∆v‖2L2 +
k41C
2
GN
4
.
(3.7)
Inserting (3.7) into (3.6), we conclude that
1
2
d
dt
∫
Ω
u2 +
∫
Ω
|∇u|2
≤ χ
2
[
ǫ‖∇u‖2L2 +
C2GN
4ǫ
‖u‖2L2‖∆v‖2L2 + ‖∆v‖2L2 +
k41C
2
GN
4
]
+
∫
Ω
u2(r − µu),
from which, upon setting
ǫ = min{1, 2
χ
}, (3.8)
we deduce
d
dt
∫
Ω
u2 ≤ χC
2
GN
4ǫ
(
‖u‖2L2 +
4ǫ
C2GN
)
‖∆v‖2L2 +
χk41C
2
GN
4
+
8r3
27µ2
|Ω|
=: k5y(t)z(t) + k6,
(3.9)
where k5 =
χC2GN
4ǫ , k6 =
χk41C
2
GN
4 +
8r3
27µ2 |Ω| and
y(t) = ‖u‖2L2 +
4ǫ
C2GN
, z(t) = ‖∆v‖2L2. (3.10)
For any s ≥ 0 and any t ≥ s, multiplying the integrating factor exp(−k5
∫ t
s
z(λ)dλ)
on both sides of (3.9), we deduce that
y(t) ≤ y(s)ek5
∫
t
s
z(σ)dσ + k6
∫ t
s
ek5
∫
t
ξ
z(σ)dσdξ, ∀t ∈ [s,∞) ∩ [0, Tm). (3.11)
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In view of (3.1) and (3.3) in Lemma 3.1 and the mean value theorem, one infers
from the definitions of y and z in (3.10) that
y(si) =
1
τ
∫ (i+1)τ
iτ
y(s)ds ≤ (k3 + 4ǫ
C2GN
)max{1, 1
τ
} =: k7max{1, 1
τ
} (3.12)
and ∫ (i+1)τ
iτ
z(s)ds ≤ k4max{τ, 1} (3.13)
for some si ∈ [iτ, (i+ 1)τ ] and any nonnegative integers i < Tmτ − 1.
First, for t ∈ [0, τ ], we set s = 0 in (3.11) and i = 0 in (3.13) to infer
y(t) ≤ y(0)ek5
∫
τ
0
z(σ)dσ + k6
∫ τ
0
ek5
∫
τ
0
z(σ)dσdξ
≤ (y(0) + k6)max{τ, 1}ek5k4max{τ,1}.
(3.14)
Next, for t ∈ [τ, 2τ ], we will always assume that t < Tm, we put s = s0 ∈ [0, τ ] in
(3.11) to deduce from (3.12) and (3.13) that
y(t) ≤ y(s0)ek5
∫
t
s0
z(σ)dσ
+ k6
∫ t
s0
e
k5
∫
t
s0
z(σ)dσ
dξ
≤ y(s0)ek5
∫ 2τ
0
z(σ)dσ + k6
∫ 2τ
0
ek5
∫ 2τ
0
z(σ)dσdξ
≤ (k7 + 2k6)max{1, τ, 1
τ
}e2k5k4max{τ,1}.
(3.15)
In general, for any t ∈ (τ, Tm), one first chooses i ≥ 0 such that t ∈ [(i+1)τ, (i+2)τ ]
and set s = si ∈ [iτ, (i+ 1)τ ] in (3.11), and then infers from (3.12) and (3.13) that
y(t) ≤ y(si)ek5
∫
t
si
z(σ)dσ
+ k6
∫ t
si
e
k5
∫
t
si
z(σ)dσ
dξ
≤ y(si)ek5
∫ (i+2)τ
iτ z(σ)dσ + k6
∫ (i+2)τ
iτ
ek5
∫ (i+2)τ
iτ z(σ)dσdξ
≤ (k7 + 2k6)max{1, τ, 1
τ
}e2k5k4max{τ,1}.
(3.16)
Recalling from the definition of y(t) in (3.10), we then conclude from (3.14), (3.15)
and (3.16) the uniform L2-estimate of u:
‖u‖2L2 +
4ǫ
C2GN
≤ (y(0) + k7 + 3k6)max{1, τ, 1
τ
}e2k5k4max{τ,1}
=
(
‖u0‖2L2 +
8min{1, 2
χ
}
C2GN
+ k3 +
3χk41C
2
GN
4
+
8r3
9µ2
|Ω|
)
×max{1, τ, 1
τ
}e
χC2
GN
2min{1, 2
χ
}
(k3+k2)max{1,τ}
,
where we have substituted the definitions of k4, k5, k6, k7 and ǫ in (3.3), (3.9), (3.12)
and (3.8). In the above inequality, a further substitution of k1, k2, k3 as defined in
(2.1), (2.2) and (3.1) yields the desired L2-estimate of u in (3.4). 
Remark 3.3. Another way to view the uniform L2-norm of u could be arguing as
follows: Assume Tm < ∞. Then, for any given large natural number N ≫ 1, we
set τ = Tm
N
so that Nτ = Tm. Then as arguing above we can obtain that ‖u(t)‖L2 is
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uniformly bounded in (0, Tm), which violates the L
n
2+-criterion in [1, 38] with n = 2.
Hence, Tm = ∞ and ‖u(t)‖L∞ is uniformly bounded on (0,∞). Furthermore, this
energy method offers a simple proof for global-in-time boundedness in 2-D setting
compared to existing literature, c.f. [23, 38].
In the sequel, we shall seek how the (L∞,W 1,∞)-bound of (u, v) depends on χ
and µ. Since the solution (u, v) is global in time by Remark 3.3, we will set τ = 1 to
simplify our calculations. To get higher order regularity of u, we control the W 1,q-
bounds of v in terms of Lp-norms of u. For this purpose, we shall utilize the widely
known smoothing Lp-Lq properties of the Neumann heat semigroup {et∆}t≥0 in Ω,
see, e.g. [31, 2] for instance. Applying these heat Neumann semigroup estimates to
the v-equation in (1.1), we have the following widely known ’reciprocal’ lemma, cf.
[12, Lemma 4.1], [15, Lemma 1], [38, Lemma 3.5] for instance.
Lemma 3.4. For p ≥ 1, let{
q ∈ [1, np
n−p ), if p ≤ n,
q ∈ [1,∞], if p > n. (3.17)
Then there exists C = C(p, q, v0,Ω) such that the solution (u, v) of (1.1) satisfies
‖v(t)‖W 1,q ≤ C(1 + sup
s∈(0,t)
‖u(s)‖Lp). (3.18)
Proof. Indeed, the variation-of-constant formula applied to the v in (1.1) gives
v(t) = et(∆−1)v0 +
∫ t
0
e(t−s)(∆−1)u(s)ds. (3.19)
Now, the well-known Lp-Lq estimate for the heat Neumann semigroup guarantees,
cf. [2, 31], for 1 ≤ q ≤ p ≤ ∞, one can find k8, k9, k10 > 0 such that
‖et∆w‖Lp ≤ k8
(
1 + t−
n
2 (
1
q
− 1
p
)
)
‖w‖Lq , ∀t > 0 (3.20)
and
‖∇et∆w‖Lq ≤ k9‖∇w‖L∞ , ∀t > 0 (3.21)
as well as
‖∇et∆w‖Lp ≤ k10
(
1 + t−
1
2−n2 ( 1q− 1p )
)
e−λ1t‖w‖Lq , ∀t > 0. (3.22)
Here, λ1(> 0) is the first nonzero eigenvalue of −∆ under homogeneous boundary
condition. Then applying the properties (3.20), (3.21) and (3.22) to (3.19) and the
exponent relation p, q in (3.17), one can easily infer (3.18). 
Lemma 3.5. The u-component of the solution of the KS minimal chemotxis-logistic
model (1.1) satisfies the uniform estimate
‖u(t)‖L3 ≤ C
[
1 +
1
µ
+
χ
8
3
µ
M
8
3 (χ, µ)E
8
3 (χ, µ)
]
, (3.23)
for all t ∈ (0,∞) and for some C depending on u0, v0, r and |Ω|, where M and E
are defined by (1.4) and (1.5), respectively.
Proof. Based on the uniform L2-bound of u in (3.5) with τ = 1, it follows from
Lemma 3.4 with n = 2 and p = 2, for any 1 < q <∞, that
‖∇v(t)‖Lq ≤ CM(χ, µ)E(χ, µ). (3.24)
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Multiplying the u-equation in (1.1) by u2, integrating by parts and using Young’s
inequality with epsilon, we arrive at
1
3
d
dt
∫
Ω
u3 + 2
∫
Ω
u|∇u|2
= 2χ
∫
Ω
u2∇u∇v +
∫
Ω
(ru3 − µu4)
≤ 2
∫
Ω
u|∇u|2 + χ
2
2
∫
Ω
u3|∇v|2 +
∫
Ω
(ru3 − µu4)
≤ 2
∫
Ω
u|∇u|2 + µ
2
∫
Ω
u4 +
33χ8
2 · 44µ3
∫
Ω
|∇v|8 +
∫
Ω
(ru3 − µu4),
which along with the algebraic fact ru3 − µ2u4 ≤ − 13u3 +
33(r+ 13 )
4
25µ3 shows that
d
dt
∫
Ω
u3 +
∫
Ω
u3 ≤ 3
4χ8
2 · 44µ3 ‖∇v‖
8
L8 +
34(r + 13 )
4
25µ3
|Ω|.
Solving this standard Gronwall differential inequality, we directly have
‖u‖3L3 ≤ ‖u0‖3L3 +
34χ8
2 · 44µ3 supt∈(0,∞)
‖∇v(t)‖8L8 +
34(r + 13 )
4
25µ3
|Ω|,
which together with (3.24) with q = 8 yields the desired estimate (3.23). 
Proof of Theorem 1.1. The W 1,∞-bound of v in (1.3) follows directly from the uni-
form L3-estimate of u in (3.23) and Lemma 3.4 with (n, p, q) = (2, 3,∞).
For the L∞-bound of u, we first apply the variation-of-constants formula to the
u-equation in (1.1) to represent u as
u(t) = et(∆−1)u0 − χ
∫ t
0
e(t−s)(∆−1)∇ · ((u∇v)(s))ds
+
∫ t
0
e(t−s)(∆−1)[(r + 1)u(s)− µu2(s)]ds
=: u1(t) + u2(t) + u3(t).
(3.25)
Because u is nonnegative and smooth, we thus have
‖u(t)‖L∞ = sup
x∈Ω
u(x, t) ≤ sup
x∈Ω
u1(x, t) + sup
x∈Ω
u2(x, t) + sup
x∈Ω
u3(x, t).
Thanks to the the maximum principle, the Neumann heat semigroup (et∆)t≥0 is
order preserving. This allows us to control u1 and u3 as follows:
‖u1(t)‖L∞ = ‖et(∆−1)u0‖L∞ ≤ e−t‖u0‖L∞ ≤ ‖u0‖L∞ . (3.26)
as well as
u3(t) =
∫ t
0
e−(t−s)e(t−s)∆[(r + 1)u(s)− µu2(s)]ds
≤
∫ t
0
e−(t−s)e(t−s)∆
(r + 1)2
4µ
ds ≤ (r + 1)
2
4µ
.
(3.27)
To estimate u2, we recall one more property of the Neumann heat semigroup e
t∆,
cf. [2, 31]: for any 1 ≤ q ≤ p ≤ ∞, there exists k11 > 0 such that
‖et∆∇ · w‖Lp ≤ k11
(
1 + t−
1
2−n2 ( 1q− 1p )
)
e−λ1t‖w‖Lq , ∀t > 0, w ∈ (W 1,p)n. (3.28)
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Using the definition of u2 in (3.25), (3.28) with n = 2 and Ho¨lder interpolation
inequality, we deduce that
‖u2(t)‖L∞ ≤ χ
∫ t
0
‖e(t−s)(∆−1)∇ · (u(s)∇v(s))‖L∞ds
≤ k11χ
∫ t
0
(1 + (t− s)− 12− 25 )e−(λ1+1)(t−s)‖u(s)∇v(s)‖
L
5
2
ds
≤ k11χ
∫ t
0
(1 + (t− s)− 12− 25 )e−(λ1+1)(t−s)‖u(s)‖L3‖∇v(s)‖L15ds
≤ k11χ sup
s∈(0,∞)
[‖u(s)‖L3‖∇v(s)‖L15 ]
∫ ∞
0
(1 + σ−
9
10 )e−(λ1+1)σdσ
=: k12χ sup
s∈(0,∞)
‖u(s)‖L3 sup
s∈(0,∞)
‖∇v(s)‖L15 .
This in conjunction with (3.23) and (3.24) with q = 15 gives the estimate of u2:
‖u2(t)‖L∞ ≤ CχM(χ, µ)E(χ, µ)
[
1 +
1
µ
+
χ
8
3
µ
M
8
3 (χ, µ)E
8
3 (χ, µ)
]
. (3.29)
A substitution of (3.26), (3.27) and (3.29) into (3.25) yields the desired uniform
bound for ‖u(t)‖L∞ as stated in (1.2). 
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