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1. INTRODUCTION 
In this paper we shall consider the linear parabolic equation 
Lu E i a&, t) & + 2 bi(X, t) 2 + c(x, t) u - g = 0. (1) 
id-1 * 3 i=l I 
We shall give conditions under which a solution, U(X, t), to (1) in a strip 
R, x (t, , T) has a representation of the form 
in a substrip R, x (to , h), where 01 is a signed measure and where the integral 
converges absolutely. We further show that if a function U(X, t) is represen- 
table in the form (2) in a strip R, x (t, , T) and if the integral converges 
absolutely, then U(X, t) satisfies (1) in a substrip Ii, x (2, , h). These results 
will extend the earlier work of Tychonoff [l], Krzytariski [2], [3], Widder [4], 
Rosenbloom [5], and others, and the more recent work of Friedman [6], 
Krzyianski [7], and Aronson [8]. We then use these results to extend a 
uniqueness theorem of Krzyiariski [7], which in turn extended a uniqueness 
theorem of Widder [4], and also to extend a recent uniqueness theorem of 
Aronson [9]. This uniqueness theorem, Theorem 9, is a direct extension of a 
result of Rosenbloom [5]. 
2. NOTATION AND ASUMPTIONS 
Let R, denote n-dimensional Euclidean space and let X, f, etc., be elements 
of Rn with coordinates (x1 ,..., x,), (5, ,..., &J, etc. We let x * t = CF=r xigi 
and 1 x 1 = (X . x)lj2. Let I = [to , T] be a closed interval in R, with 
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0 < t, < T < co, and let t, 7, etc., be elements of I. Let R be the topological 
product of R, with I. We shall often speak of a strip, e.g., the strip t, < t < h 
or t, < t < h, and mean the topological product of R, with the interval 
t, < t < h or, respectively, t, < t < h. Finally, for all 5 E R, , let 
d( = d& *a* d&, , 
We shall now make the following assumptions on the operator L defined 
by (l), which we shall refer to collectively asassumption (A). 
(Al) Let the functions aij(x, t), b,(x, t), c(x, t), i,j = l,..., TZ, be defined, 
bounded and continuous on R. Let the u,~(x, t) be twice continuously 
differentiable with respect to the x-variables, and the bi(x, t) be once con- 
tinuously differentiable with respect to the x-variables, and let these deriva- 
tives be bounded. Let iV2 denote the common bound for the functions Q(X, t), 
(a/axk> aidx, t), (wax, %) ai&, 4, bi(x, t), (a/axk) bi(x, t), c(x9 t>9 
i,j,k,/= l,..., n.
(A2) Let aij(x, t) = Q(X, t), i,j = l,..., n and let there exist a positive 
constant y such that 
it, aij(xf t, 5‘kj 2 Y I t I29 
for all 5 E R, . 
(A3) Let there exist positive constants H, 01, 0 < OL < 1, such that the 
functions usf , (a/ax,) uij , (a2/axk ax,) uij , bi , (i3/i3xk) bi , c, i, j, K, 8 = I,..., n
satisfy for all (x1, t), (x2, t) E R the inequalities: 
1 +(X1, t) - GZ~~(X', t) 1 < H 1 X1 - X2 Ia, 
& +(X1, t) - & Uij(X’y t) 1 Q H 1 X1 - x2 ILI, 
a2 
ax, ax, U,j(Xl, t) - & uij(x2, t) ( < H 1 xl - x2 Ia, k C 
1 &(x1, t) - bi(x2, t) 1 < H 1 x1 - x2 Ia, 
( & ‘i(x’, t) - & bi(~‘, t) ( < H 1 ~1 - ~2 ~a, 
1 c(xl, t) - c(x2, t) 1 < H 1 x1 - x2 10. 
We shall assume from now on that L satisfies assumption (A). Let 
r(x, t; t, T) be ,the fundamental solution for (1). We shall use the fundamental 
solution as constructed by Robinson [lo], since it is most convenient for 
our purposes here. 
40911713-7 
490 GUENTHER 
Finally, we let k(x, t) be the fundamental solution for the heat equation, i.e., 
(4xt)-+ exp (- 1 x 12/4t), k(x, t) = 10, t>O t<o 
3. PRELIMINARY RJWJLTS 
In this section we shall simply state several well known lemmas and theo- 
rems and refer to the appropriate literature for their proofs. 
LEMMA 1. There exist positive constants K, X depending only on M, 01, n, 
and y such that 
0 < l-(x, t; 4, T) < Kk(x - 4, At - XT), 
< K(t - T)-+ k(x - f, ht - XT), 
< K(t - T)-‘k(x - f, ht - iiT>. 
Throughout this paper when we use the symbol h, we shall mean the 
constant h of Lemma 1. 
LEMMA 2. r(x, t; 5, T) > 0 for t > T. Further, for t > 8 > T, 
I 
p,(X t; S, 8) r(S, 8; 5, T) dS = r(X, t; I, T). 
R, 
These lemmas may be proven exactly as the analogous results contained 
in Il’in, Kalashnikov, and Oleinik [ll]. 
LEMMA 3. Let E, 0 < E < T - T be arbitrary. Then there exist positive 
constants C and v depending only on x and E such that 
This result is similar to a result due to Besala [12] and may be proven in 
much the same way using assumption (A) and the fundamental solution 
constructed by Robinson [lo]. 
We shall often have occasion to make use of the fact that k(x, t,) < Ck(x, t,), 
where C = (t2/t1)n/2, for 0 < t, < t, . This we shall do without explicitly 
calling attention to this result each time. 
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DEFINITION. We shall say that the function u(x, t) is a solution 
to (1) in the strip t, < t < T(tO < t < T), if it is continuous in the strip 
to < t < T(tO < t < T), and if in the strip t,, < t < T, it ti twice continuously 
dz@rentiable in the x variables and once in the t variable and satisfies (1) there. 
THEOREM 1. Suppose u(x, t) is a solution to (I) in the strip t, < t < T 
and u(x, t,,) = 0 for all x E R, . Then if the integral 
T is exp (- CL I x I”) I 4x, t) I dx dt to 4, 
converges for some constant TV > 0, u(x, t) = 0 in the strip to < t < T. 
This is the theorem of Friedman and Slobodetski. See [6], [13] or [14]. 
THEOREM 2. Let u(x, t) be a non-negative solution to (I) in the strip 
t, < t < T. Then in a certain substrip, t, < t < T’, u(x, t) has the form 
u(x, t) = IRm r(x, t; f, to) 44% 
where OL is a non-negative measure. 
This theorem under somewhat more restrictive hypotheses on L is due to 
Krzyiariski [7] and generalizes an earlier result of Widder [4]. However, 
the theorem remains valid under assumption (A) and Krzyiariski’s proof 
remains valid if Lemma 3 is used instead of the inequality of Besala [12]. 
4. REPRESENTATION THEOREMS 
The following Lemma 4 is fundamental to the rest of this paper. This 
lemma is already implicitly contained in Widder [4], although the lemma in 
this form and its proof seem to be due to Fulks [15]. For the convenience 
of the reader we included the proof of Fulks. 
LEMMA 4. Let (x’, t’) be a fixed point of the strip t, < t < T. Then for 
each compact subset D of the strz> t, < t < t’, there is a constant NI , depending 
on D, n, and (x’, t’) szrch that 
0 < k(x - 5, t - to) < N,k(x’ - f, t’ - to), 
< N,k(x’ - [, t’ - to), 
& k(x - f, t - t,,) 1 < N,k(x’ - I, t’ - to), 
l. .I 
f.w all (x, t) E D, i, j = l,..., n.
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PROOF. Let D be given. Then there is a rectangle P, containing D, of the 
form P = {(x, t) ] t, + 6 < t < t’ - 6, / x - x’ j < p>, where 6 and p arc 
suitably chosen positive constants. It suffices to find the constant X, , for I’. 
But we have 
0 < h(x - 6, t - to) = [4a(t - t,)]-n/2 exp i - 
I (x - y;‘t”,; - s> I”) 
= [4+t - t,)]-“/2 exp 
( 
1 x - x’ 
- 
12 
4(t - 47) 1 
x exp 
( 
(x - x’) . (x’ - 6) 
- 
2(t - to) 1 i 
exp _ I x’ - E I?) 
w - to) 
< (4?rS)- n/a exp ( 
Ix-x’/ Ix’-51 
i 
x exp 
(- I X’ - ?I’) 
4(t’ - t,) 
x exp (- ’ x - E I2 [4(t : to) - 4(t’ y to) ” 0
< (C-$.-5)n’2exp(1x’~ ‘I,) 
x exp ( 
j x’ - & 12s 
- 
4(t’ - t,)2 1
h(x’ - 5, t’ - to). 
The coefficient of k(x’ - f, t’ - 2,) depends only on E and the constants 
defining P. As a function of 5 it is continuous and vanishes as 1 f 1 + 00, 
and is, therefore, bounded, the bound depending on P, n and (x’, t’). This 
establishes the first inequality. The other two are treated similarly. Finally, 
using the largest of the three constants so determined, one arrives at the 
desired result. 
LEMMA 5. For each a > 0 and each compact subset D of the strip 
to < t < min (T, t, + $ ah), there is a constant Nz depending on D, a, A, n, M, 
CY and y such that 
0 < r(x, t; x, to> < N2 exp (- I 4 12>, 
< N2 exp (- a I CT 12>, 
-f?- r(x, t; I, t,,) 1 < N2 exp (- a I 4 I”), axi ax, 
fw (x, t) E D, i, j = l,..., it. 
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PROOF. By Lemma 1, 
0 < qx, t; 5, to) < Kh(x - [, At - At,). 
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In Lemma 4, set (x’, t’) = (0, T’), where T’ = min (T, t, + t ah) and 
the result is clear. 
From the properties of a fundamental solution and the estimates of 
Lemma 5, one obtains immediately 
THEOREM 3. Suppose v(x) is a continuous function defined on R,, such that 
integral JR, exp (- P I x I”> I dx) I d x converges for some constant p > 0. 
Then the function 
u(x, 0 = j-,* Q, c 5, to> v,(t) d5 
is a solution to (1) in the str;P t, < t < min (T, to + 1/4ph) and 
for all x’J E R, 
Theorem 2 admits a kind of converse which we now prove. 
THEOREM 4. Suppose the function u(x, t) is representable in the strip 
to < t < T in the form 
u(x, t) = lRn qx, t; 5, to) 4Q7, 
where OL is a non-negative measure. Then in a substrip, say to < t < h, of the 
strip to < t < T, u(x, t) is a solution to (1). 
PROOF. Note that 11(x, t) is continuous in the strip to < t < T. Let 
7 > 0 be a constant such that 0 < 77 < (T - t,)/2. Then by Lemma 3, 
+ Co > IT-l ~(0, t) dt = j’-’ j- F(O, t; 4, to) ar(dQ > (T - to - 277) 
to+1 to- Rn 
x G I exp ( - v,, I f 1”) &W, R, 
where Y,, and C,, are positive constants depending on 7. By the estimates 
contained in Lemma 5, u(x, t) satisfies (1) in the strip to < t < h, where 
h = min (T, to + 1/4Xv,). 
494 GUENTHER 
THEOREM 5. Suppose u(x, t) is a solution to (I) in the strip t,, < t < T 
and suppose further that for some constant p > 0, the integral 
T 
II exp(-~lxXz)l~(x,t)Idxdt to 4, 
converges. Then u(x, t) is represented by 
4x, t) = j- r(x, t; 5, to) ~(6, to) d5 
RlZ 
in the strip t, < t < min (T, t, + l/4$). 
PROOF. Let T’ = min (T, to + 1/4/w\) and set 
v(x, t> = j- Q, t; I, to) 45, to) 45 
% 
By Theorem 3, v(x, t) is a solution to (1) in the strip to < t < T’. Define 
the function w(x, t) = U(X, t) - v(x, t). We shall show that w = 0 in the 
strip t, < t < T’. In fact, w(x, t) is a solution to (1) in the strip t,, < t < T’ 
and 
lim w(x, t) = 0 for all 
z+.xo 
XQER,. 
t-to+ 
Furthermore, we have by definition 
w(& 7) = f&f, 7) - JR. q5‘, 7; s, to) +, to) 6 
from which it follows that 
Now integrate with respect to 4, interchange the order of integration in the 
last integral, which is permissible since the integrand is positive, and apply 
Lemma 2, to obtain the inequality 
+ s,” r(x, c s, to) Iu(s, to) Ids. (3) 
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Now let Tl , t,, < Tl < T’ be arbitrary and let E, 0 < E < (Tl - to)/4 also 
be arbitrary. In (3), set x = 0, t = Tl , integrate with respect to T from t, 
to Tl - e and apply Lemmas 3 and 5 to obtain 
x I 45 4 I dt d7 + C(T, - E - &J 1, exp (-- CL I 5 I”> I45 to) Idt, (4) 
n 
where K,’ , K,” and v, are positive constants depending on E. The right-hand 
side of this inequality is finite by hypothesis. Hence, by Theorem 1, w = 0 
in the strip to < t < Tl - E. Since E was arbitrary, w = 0 in the strip 
t,, < t < Tl . Tl was also arbitrary from which it follows that w = 0 in the 
strip t,, < t < T’. 
An immediate consequence of Theorem 5 is the following theorem. 
THEOREM 6. If u(x, t) is a solution to (I) in the strip t, < t < T and if 
there exikt positive constants p and m such that 
I exp (- P I x I”) Iu(x, 4 I h G m &I 
for all t in the interval t, < t < T, then in the strip 
to < t < min (T to + ) ~4, 
u(x, t) is representable in the form 
4x, t) = j-,” r(x, t; 5, to) u(& to) df. 
We are now in a position to generalize Theorem 2 and obtain the results 
stated in the introduction. 
THEOREM 7. Suppose that the function u(x, t) satisfies (I) in the strip 
t, < t < T and suppose there exist positive co&ants p and m such that 
I exp (- CL I x 1”) I4x, 9 I A < ftl (4) % 
for all t in the interval to < t < T. Then in the substrip 
to < t < min (T, to + I/4$), 
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u(x, t) is representable in the form 
where, a is a signed measure and the integral converges absolutely in the substrip. 
REMARK. Theorem 2 is a special case of Theorem 7, since a computation 
analogous to that of Krzyiariski [7], Lemma 2, shows that if U(X, t) is a posi- 
tive solution to (I) in the strip to < t < T, then in a substrip, to < t < T’, 
say, there exist positive numbers m and TV such that (4) holds. Applying 
Theorem 7 in the substrip to < t < T’ yields a representation of the form (5) 
in a substrip to < t < h of the strip to < t < T’, and by the method of the 
proof, the non-negativity of u will imply that the measure is non-negative. 
We now turn to the proof of Theorem 7. The proof follows very closely 
the proof of Theorem 2 given by Krzyianski [7] and so will only be sketched 
here. Furthermore, we shall make use of the measure theoretic results 
contained in Krzyiariski’s paper. 
Let T’ = min (T, to + l/4,&) and let 6, 0 < 6 < (T’ - Q/4 be arbitrary. 
Define the family of set functions {/la} for any Bore1 set E C Ra by 
A(E) = jE exp (- P I E I”) ~(5, to + S> df. 
The #3,(E) are uniformly bounded by m. We can write 
k&(E) = jE exp (- P I 5 1”) I~(5, to + 3 I d5 
- I E exp (- I-L I EI”> [I 45, to + 6) I - ~(6, to + 31 df = L(E) - .rl@h 
respectively. 
The non-negative measures g,(E) and r]*(E) are bounded uniformly with 
respect to 6. There exists, therefore, a sequence, call it (S,> with 6, + 0, 
8-t co, such that each of the sequences {&JE)} and (Q,,(E)} converge in 
measure to the non-negative measures t(E) and q(E), respectively. 
Now let (x, t) be an arbitrary fixed point in th estrip to < t < T’. We may 
assume 8, such that to + 6, < t, e = 1,2,... Then the sequence (~~(0) 
defined by 
WAC!) = r(x, t; 5, to + 8,) exp (cl I 5 12) 
is uniformly bounded by Lemma 5 and the wc are continuous functions of 6. 
By Theorem 6, we have 
x, t; t, to + 6,) ~(5, to + &I d-f = u(x, t>. 
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On the other hand, 
=s r(x, t;4, to) exp (P I5 I”> {5(&Y - d&3). 4i 
Setting (exp (p 1 5 1”) * 5 - exp (p 1 5 1”) = 01, one obtains immediately 
the inequality (5). The integral JR, F(x, t; E, to) LX(@) converges absolutely 
since 
for all (x, t) in the strip to < t < T’, which proves the theorem. 
As in the case of Theorem 2, Theorem 7 admits a kind of converse, which 
we now prove. 
THEOREM 8. If 11(x, t) is represented in the strip to < t < T, by the integral 
+,t ) = I,- +, t; 4, to> 4% (6) 
where the integral is absolutely convergent in the strip to < t < T, then in 
a substrip, call it to < t < h, of the strip to < t < T, 
(i) There exist positive constant m and p such that 
s exp (-- P I x I”) I +, t) I dx < m R* 
for all t in the interval to < t < h, 
(ii) U(X, t) satisfies Lu = 0 in the sub* to < t < h. 
PROOF. We have by (6) 
I 45,~) I < jRe W, 7; s, to) I 441 , (7) 
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and the integral in (7) is convergent for all ([, T) in the strip t, < t < T. 
Multiply the inequality (7) by r(x, t; 6, T), t > 7, integrate over R, with 
respect to [, interchange the order of integration on the right-hand side 
of the inequality and apply Lemma 2, to obtain 
Now let Tl be such that t, < Tl < T and let E be a fixed positive number 
such that 0 < E < (T, - Q/4. Then restricting 7 to the interval 
to < r < Tl - E, we have by Lemma 3, the hypothesis of the theorem, and 
W, 
+ 00 > lRn W4 T,; $9 to) I4@ I b lRn WA T,; 4,~) I 44,~) I dt 
3 c, s R, exp (- v, I5 1”) I 454 I d5, 
where C, and v, are the positive constants resulting from applying Lemma 3. 
Let h = min (Tl - E, to + 1/4v$). Th en in the strip t, < t < h, the asser- 
tions (i) and (ii) of the theorem follow with TV = v, and 
V, T,; s, to) Ia(4 I . 
The next theorem is the extension of the uniqueness theorem mentioned 
in the introduction. In the proof we shall need the following inequailty of 
Il’in, Kalashnikov, and Oleinik [ 111. 
Let p be a positive number. Then there exists a positive number m(p) such 
that 
r(X, t; 6, T) > TT@) (t - T)+” for 
THEOREM 9. Suppose u(x, t) satisfies (I) in a strip t, < t < T and suppose 
further that there exist positive constants m, p such that 
J exp(--/~]2)lu(X,t)/dx<m foralltintheinterval t,<t<T. %I 
If limt+to u(x, t) = 0 for all x E R, , then u(x, t) = 0 in the substrip 
to < t < min (T, t,, + 1/4ph). 
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PROOF. By the hypotheses of the theorem and Theorem 7, there exists a 
signed measure OL such that II has the form 
4% t) = j,* Jyx, t; 5, to> a(@) 
in the substrip t,, < t < h, where h = min (T, t, + 1/4d). Let (Y = p - 0, 
where p and a are non-negative measures, represent the Jordan decomposi- 
tion of 01. Now let D CR, be an arbitrary bounded domain. We shall show 
that ar(D) = 0. Let x be an arbitrary, but fixed point in D. Let Q be the cube 
defined by the inequalities 
i = l,..., 72, 
where t - t, is chosen sufficiently small that Q C D. Then 
u(x, t) = 1, qx, c 5, to) a(@) + 1, -Q qx9 c 6, to) a(a). 
n 
Note that 
s r(x, t; 4, t0) a(@) = o(l), 
as t-t,+. 
R,-Q 
Thus, by the triangle inequality, we obtain 
I u(x, t) I + o(l) Z 11, r(x, t; I, t0) a(@ / 
= 1 s, e, t; 5, to) fW) - s, qx, t; 5, to) &!) 1 , 
from which follow the inequalities 
I 4% t) I + 41) 2 s, qx, c 6, trl) P(43 - /, % t; 69 44 +w, (10) 
I 4% t) I + o(l) b 1, qx, c 6, to) @E) - s, qx, c f, to) f443 (11) 
Apply (9) and Lemma 1 to the inequalities (10) and (11) to obtain 
I u&t) I + o(l) 2 M(p) (t - 4)-"'zjQP(q - q4qt - ul-qQ~c4~ 
(12) 
I u(x, t) I + o( 1) 2 qp) (t - t,)-n’a 1, +&3 - w4t - 41rn’2 1, P(a). 
(13 
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Let m(Q) denote the Lebesgue measure of the cube Q which is equal to 
[4pn-r(t - t,)y’2. Thus, there exist positive constants C, and C, so that (12) 
and (13) take the form 
P(Q) I 4% t) I+ o(l) 2 c, ~ - 
m(Q) 
c g(Q) 
2T9’ 
o(Q) 
I 4% 4 I + o(1) > C, - - 
m(Q) 
Qm. 
m(Q) 
(15) 
Without loss of generality, we may assume C, > C, since this may always 
be achieved by increasing the constant C, to obtain this and the inequalities 
(14) and (15) still hold. 
Define the upper and lower symmetric derivatives of a measure r by setting 
respectively 
BT = lim sup 70 
drS0 m(E) 
and 
In (14) and (15), let t + to + to obtain the inequalities 
0 > KBp - Da, O>KDU-D -P (16) 
(17) 
where K = CJC, < 1. Note that by (16) if either Bp or Do is zero, then both 
Dp and Da are zero. Similarly, (17) implies that if either Dp or Du is zero, 
then both are zero. Assume neither Bp = 0 nor & = 0. Then, by (16), 
ii0 3 I& > I?&, i.e., & > Do, which is a contradiction. Hence, 
Do = ijp = 0. Similarly, using (17), Du = Dp = 0, i.e., the symmetric 
derivatives of u and p are zero which implies that the symmetric derivative 
of a is zero. By a theorem of Besicovitch [4], see also Rosenbloom [13], we 
may conclude that a(D) = 0. Since D was an arbitrary bounded domain in 
R, , we conclude that 01s 0 which proves the theorem. 
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