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Abstract
The complexity of graph homomorphisms has been a subject of intense study [11, 12, 4, 42,
21, 17, 6, 20]. The partition function ZA(·) of graph homomorphism is defined by a symmetric
matrix A over C. We prove that the complexity dichotomy of [6] extends to bounded degree
graphs. More precisely, we prove that either G 7→ ZA(G) is computable in polynomial-time
for every G, or for some ∆ > 0 it is #P-hard over (simple) graphs G with maximum degree
∆(G) ≤ ∆. The tractability criterion on A for this dichotomy is explicit, and can be decided
in polynomial-time in the size of A. We also show that the dichotomy is effective in that either
a P-time algorithm for, or a reduction from #SAT to, ZA(·) can be constructed from A, in the
respective cases.
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1 Introduction
Given two graphs G and H, a graph homomorphism (GH) from G to H is a map f from the
vertex set V (G) to V (H) such that, whenever (u, v) is an edge in G, (f(u), f(v)) is an edge in
H [32, 22]. In 1967, Lova´sz [32] proved that H and H ′ are isomorphic iff for all G, the number
of homomorphisms from G to H and from G to H ′ are the same. More generally, one considers
weighted graphs H where every edge of H is given a weight. This is represented by a symmetric
matrix A and the set of all homomorphisms from G to H can be aggregated in a single sum-of-
product expression called the partition function ZA(G) [13]. The number of homomorphisms from
G to H is the special case where all edges of H have weight 1, and A is the 0-1 adjacency matrix of
H. This partition function ZA(G) provides an elegant framework to express a wide-variety of graph
properties. These partition functions are also widely studied in statistical physics representing spin
systems [3, 24, 36, 37, 25, 19, 18].
We use the standard definition for graph homomorphism and its partition function ZA(G). Our
graphs G and H are undirected (unless otherwise specified). G is allowed to have multiple edges
but no loops; it is simple if it has neither. H can have loops, multiple edges, and more generally,
edge weights. We allow edge weights to be arbitrary complex numbers. ∗ Let A = (Ai,j) be an
m×m symmetric matrix with entries Ai,j ∈ C, we define
ZA(G) =
∑
ξ:V→[m]
∏
(u,v)∈E
Aξ(u),ξ(v) (1.1)
for every undirected graph G = (V,E).
The complexity of the partition function ZA(·) has been shown to obey a dichotomy: Depending
on A, the computation G 7→ ZA(G) is either in polynomial time or #P-hard. This has been
proved for progressively more general matrices A: In [11, 12], Dyer and Greenhill first proved this
complexity dichotomy for symmetric {0, 1}-matrices A. In this case, ZA(G) counts the number
of graph homomorphisms without weight. Bulatov and Grohe [4, 42, 21] proved this for ZA(·)
where A is any nonnegative symmetric matrix. This was extended by Goldberg, Grohe, Jerrum
and Thurley [17] to all real symmetric matrices. Finally, Cai, Chen and Lu [6] generalized this to
all complex symmetric matrices. Every subsequent complexity dichotomy subsumes the previous
one as a special case. In each case, an explicit tractability criterion on A is given such that if A
satisfies the criterion then ZA(·) is computable in P-time, otherwise it is #P-hard.
In [11] Dyer and Greenhill established a stronger fact: if a {0, 1}-matrix A fails the tractability
condition then ZA(·) is #P-complete even when restricted to bounded degree graphs. We note that
the complexity of GH for bounded degree graphs is particularly interesting as much work has been
done on the approximate complexity of GH focusing on bounded degree graphs and approximate
algorithms are achieved for them [10, 43, 41, 40, 30, 1, 2, 35, 23]. The corresponding complexity
question for bounded degree graphs remained open beyond the 0-1 case, until recently Govorov,
Cai and Dyer [20] were able to prove that the #P-hardness part of the Bulatov-Grohe dichotomy
for nonnegative weights holds for bounded degree graphs. In this paper we finally extend the full
complexity dichotomy for complex weights [6] to the bounded degree case.
Our first main theorem is the following.
∗To be computable in the strict Turing model, they are algebraic complex numbers.
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Theorem 1.1. Let A be a symmetric and algebraic complex matrix. Then either G 7→ ZA(G) can
be computed in polynomial time on arbitrary graphs G, or for some ∆ > 0 depending on A, it is
#P-hard on graphs G of maximum degree at most ∆.
The dichotomy criterion on A is the same as in [6]. This complexity dichotomy has an explicit
form, and given A, it is decidable in polynomial time (in the size of A) whether A satisfies the
criterion, and thus one can decide which case the partition function ZA(·) belongs to. However,
there is a more demanding sense in which the dichotomy of [6] is not constructive. When A satisfies
the criterion, then an explicit polynomial-time algorithm for G 7→ ZA(G) is given; but when A
does not satisfy the criterion, it is only proved that a polynomial time reduction from #SAT to
ZA(·) exists and not given constructively. In this paper we remedy this situation and prove that
the dichotomy in Theorem 1.1 can be made fully constructive.
By the standard definition of graph homomorphism, the input graph G is allowed to have
multiple edges (but no loops). Our polynomial-time algorithm for G 7→ ZA(G) in the tractable
case of Theorem 1.1 works for graphs with multiple edges and loops. More importantly, we will
prove that in the #P-hard case, we may restrict to simple graphs G (i.e., without multiple edges
and without loops) in addition to being of bounded degree.
We state this stronger form of Theorem 1.1 next.
Theorem 1.2. The complexity dichotomy criterion in Theorem 1.1 is polynomial-time decidable in
the size of A. If A satisfies the criterion, then G 7→ ZA(G) is computable in polynomial-time by an
explicit algorithm for any G (allowing multiple edges and loops). If A does not satisfy the criterion,
then ZA(G) is #P-hard for bounded degree simple graphs G, and a polynomial-time reduction from
#SAT to ZA(·) can be constructed from A.
Note that the P-time decidability of the dichotomy criterion is measured in the size of A. When
we say in the #P-hard case a polynomial-time reduction from #SAT to ZA(·) can be constructed,
this notion of polynomial-time is measured in terms of the size of instances to #SAT (and con-
sequently the size of the graphs G produced by the reduction as instances to ZA(·)), and A is
considered fixed—it defines the #P-hard problem ZA(·). In the #P-hard case, Theorem 1.2 says
that we give a constructive procedure which from A produces a P-time reduction from #SAT to
ZA(·). However, we should point out that, in the #P-hard case, the construction procedure for the
P-time #P-hardness reduction is not in polynomial time as measured in the size of A.
The proof in [6] does not work for bounded degree graphs G. The main structure of the proof
in [6] is a long sequence of successively stringent conditions which a matrix A must satisfy, or else
it is proved that ZA(·) is #P-hard. This process continues until the conditions on A imply that
ZA(·) is computable in polynomial time. In each stage, assuming A satisfies the condition of that
stage, the matrix A (or another matrix A′ which has a better form, but ZA′(·) is equivalent to
ZA(·) in complexity) is passed on to the next stage. The condition often gives some structural
information that allows for a better representation of A, which is not available otherwise.
However, close to the beginning of the 100-page proof in [6] (before Step 1.1, p. 949) there is
a Lemma 7.1 which proves an equivalence of ZA(·) to another problem called COUNT(A). (This
equivalence allows us to substitute A with a “purified” matrix B which defines an “equivalent”
problem ZB(·), but B has desirable structural properties without which the proof in [6] cannot
continue. This is before all the substantive proof in [6] gets started.) Unfortunately, the proof of
this Lemma 7.1 uses graphs of unbounded degree, and we cannot find a way to modify the proof to
make it work for bounded degree graphs. We also remark that the method in the recent proof [20]
2
that extended the Bulatov-Grohe dichotomy for nonnegative weights to bounded degree graphs is
also not sufficient here. However, a crucial construction, which is a refinement of a construction
from [20], is an important step in this paper.
In addition to this crucial construction, the main idea in this paper is algebraic instead. We
will introduce a new notion called multiplicative-block-rank-1, and a related notion called modular-
block-rank-1. These are weaker notions than the block-rank-1 condition that was widely used in
all previous dichotomies. We establish a fundamental implication that if A is not multiplicative-
block-rank-1, then ZA(·) is #P-hard for bounded degree graphs.
We make the following important technical observation for the long proof in [6]. In every stage
where the matrix A is proved to satisfy some additional conditions (or else we get #P-hardness),
the proof actually constructively establishes the following: by some explicit construction either we
get some specified conditions satisfied or we get a graph fragment which defines a matrix that is
non-multiplicative-block-rank-1. In this paper we show that in each case, this property of non-
multiplicative-block-rank-1 can be transferred from any subsequent stage to the previous stage.
Thus here is a very rough high-level outline of our proof:
For the purification step we cannot simply substitute A by its purified form and move to the
next stage. Instead we will keep both A and its purified form A, and pass both to subsequent stages.
It is only with respect to the purified form A we can use combinatorial gadget constructions to
conclude that the matrix has desirable properties. However, with a purely algebraic argument we
nevertheless “transfer” these conclusions to the unpurified A. These algebraic arguments are in
terms of properties of polynomials, exponential polynomials, and properties of finitely generated
subfields of C. Ultimately most of the algebraic arguments rely on a simple algebraic fact which
we call the Vandermonde Argument (see Lemma 3.16). Then we go through the proof in [6]
step-by-step. In each step, we show how to “transfer” the property of non-multiplicative-block-
rank-1 of a later stage to the previous stage. This task is accomplished by three meta-arguments,
Arguments 11.7, 11.10, and 12.1, i.e., (Meta1), (Meta2) and (Meta3). These formulate our transfer
procedure.
The bulk of this paper will be dedicated to the proof of Theorem 1.1. After that we extend
the #P-hardness part to simple graphs, and discuss the decidability and constructivity issues in
Theorem 1.2.
For the dichotomy of Goldberg et al. [17] for real symmetric matrices A, it is proved in [20]
that its #P-hardness part can be made to hold for simple graphs. This uses interpolation with
stretchings. For the dichotomy in [6] and our Theorem 1.1 over complex symmetric matrices A,
this trick does not work. While real symmetric matrices can always be diagonalized, for complex
symmetric matrices this is not true, and more importantly, the Jordan normal form may contain
nontrivial nilpotent blocks, i.e., blocks of size greater than one and corresponding to eigenvalue 0.
In this paper, we overcome this difficulty by not proving a reduction from the case of bounded
degree graphs to the case of bounded degree and simple graphs. Instead we use a transfer argument
of the property of non-multiplicative-block-rank-1 constructions. This is stated in Theorem 20.2.
In order to prove it, we will heavily make use of the results from [7].
The proof in [6] starts by reducing the matrix A to its connected components, and so we
may assume that A is connected. This is achieved by means of the so-called first pinning lemma
(Lemma 4.1 from [6]). (After that, A undergoes the purification step defined in Section 7.1 from [6].)
However, even though the proof of this first pinning lemma does preserve degree boundedness, the
proof presented in [6] is not constructive and does not preserve simple graphs. While both issues can
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be tackled by using results from [7], this would introduce unnecessary complications. Instead we
choose a different route. We will still use results from [7] to extend our dichotomy to simple graphs.
However in our paper, we replace the main theme of the proof in [6] from one that is reduction based
to one that relies on the three meta-arguments that transfer gadget constructions from one stage
to another. Thus we will not use any of the three pinning lemmas in [6]. In particular we use the
transfer method to move to any connected component of A without actually performing a formal
complexity reduction. Additionally, in all subsequent stages, we apply one of the meta-arguments,
(Meta1), (Meta2) and (Meta3) to obtain what is in effect a complexity reduction without the formal
complexity reduction.
Organization
This paper is organized as follows. After the introductory Section 1, in Section 2 we give some
definitions of EVAL problems, and also the basic #P-hardness result Theorem 2.12 by Bulatov and
Grohe. In Section 3 we introduce two new notions, multiplicative-block-rank-1 and modular-block-
rank-1, which play an important role in the entire proof. We also give some preliminary results of
an algebraic nature, in particular, the Vandermonde Argument. In Section 4, we give an overview
of the proof structure. The proof is separated into the bipartite and nonbipartite case, and in
Section 4, we concentrate on the bipartite case.
The real technical part of the proof starts with Section 5, where we prove Theorem 5.1 that non-
multiplicative-block-rank-1 implies #P-hardness for EVAL(A) for bounded degree graphs. This
uses a new gadget and the Vandermonde Argument. In Section 6 we prove Theorem 6.1, which is
again algebraic in nature. In Section 7 we describe the reduction to connected components without
using pinning.
Sections 8 and 9 give a detailed proof outline for the bipartite and the nonbipartite cases
respectively. This proof plan is carried out in the subsequent Section 10 to Section 19. We note in
particular that from this point our proof is essentially a meta-proof, i.e., we follow the proof in [6]
closely, but use three meta-arguments, Arguments 11.7, 11.10, and 12.1, i.e., (Meta1), (Meta2) and
(Meta3), to carry out the details. For the ease of readers we actually give the full proof (without
the meta-arguments) for Lemma 11.6, before introducing Argument 11.7 (Meta1). This gives a
concrete demonstration how such a proof is, without (Meta1), and how (Meta1) transforms such a
proof. For all subsequent proofs from Section 10 to Section 19 we always apply (Meta1), (Meta2)
and (Meta3).
In Section 20 we prove that the dichotomy in Theorem 1.1 can be extended to simple graphs
in Theorem 20.2. In Section 21 (and in Appendix A.1) we show the polynomial time decidability
of our dichotomies. In Section 22 we prove that our dichotomies are constructive in the sense of
Theorem 22.1. We also explain the changes that can be made to the proof in [6] to make that proof
constructive in Appendix A.2.
An index of conditions and problem definitions is given in Figure 1.
2 Preliminaries
We let Q denote the set of rational numbers, and let R and C denote the set of algebraic real and
algebraic complex numbers, respectively.
4
(U1)– (U4) p. 37 (U5) p. 39 (R1)– (R3) p. 40
(L1)– (L3) p. 41 (D1)– (D4) p. 42 (U ′1)– (U ′4) p. 43
(U ′5) p. 44 (R′1)– (R′3) p. 45 (L′1)– (L′2) p. 46
(D′1)– (D′2) p. 47 (T1)– (T3) p. 48 (S1) p. 50
(S2)– (S3) p. 51 (Meta1) p. 54 (Shape1)– (Shape5) p. 56
(Meta2) p. 57 (Shape6) p. 60 (Meta3) p. 67
(GC) p. 67 (F1)– (F4) p. 74 (S ′1)– (S ′2) p. 75
(Shape′1)– (Shape′6) p. 78
ZA(G) and EVAL(A) p. 6 ZC,D(G) and EVAL(C,D) p. 7
ZA,D(G) and EVAL(A,D) p. 6 Z
→
C,D(G) and EVAL
→(C,D) p. 7
Z←C,D(G) and EVAL
←(C,D) p. 7 EVAL↔(C,D) p. 7
MΓ,A p. 9 MΓ,C,D p. 9
Tp(G) and Sr(G) p. 10 A
p p. 10
mult-brk-1 p. 12 mod-brk-1 p. 12
Pn,p,` p. 25 Rd,n,p,` p. 25
Gn,p,` p. 26 ZA ,D and EVAL(A ,D) p. 32
Zq(f) and EVAL(q) p. 72 hom(G,H) p. 84
HA,D p. 84 HA p. 84
homφ(G,H) p. 84 hom(i,j)(G,H) p. 84
PLG[k] p. 84 PLGsimp[k] p. 84
Figure 1: Index of Conditions and Problem Definitions
2.1 Some basic notation
For a positive integer n, we use [n] to denote the set {1, . . . , n} and [0] = ∅. We use [m : n],
where m ≤ n, to denote {m,m+ 1, . . . , n}. We use 1n to denote the all-one vector of dimension n.
Sometimes we omit n when the dimension is clear from the context. For a positive integer N , we
let ωN = e
2pii/N , a primitive Nth root of unity.
Let x,y be two vectors in Cn. Then we use 〈x,y〉 to denote their inner product,
〈x,y〉 =
n∑
i=1
xi · yi,
and x ◦ y ∈ Cn to denote their Hadamard product, (x ◦ y)i = xi · yi for all i ∈ [n].
Let A = (Ai,j) be a k× ` matrix. We use Ai,∗ (i ∈ [k]) and A∗,j (j ∈ [`]) to denote the ith row
vector and jth column vector of A, respectively. If A = (Ai,j) and B = (Bs,t) are k× ` and m× n
matrices, respectively, we let C = A⊗B denote their tensor product: C is a km× `n matrix whose
rows and columns are indexed by [k]× [m] and [`]× [n], respectively, such that
C(i,s),(j,t) = Ai,j ·Bs,t, for all i ∈ [k], s ∈ [m], j ∈ [`] and t ∈ [n].
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Given an n × n symmetric complex matrix A, we use H = (V,E) to denote the following
undirected graph: V = [n] and ij ∈ E iff Ai,j 6= 0. We say A is connected if H is connected, and
we say A has connected components A1, . . . ,As if the connected components of H are V1, . . . , Vs,
and Ai is the |Vi| × |Vi| submatrix of A restricted by Vi ⊆ [n], for all i ∈ [s]. Moreover, we say A
is bipartite if H is bipartite; otherwise, A is nonbipartite. Let Σ and Π be two permutations of [n].
Then we use AΣ,Π to denote the n× n matrix whose (i, j)th entry is AΣ(i),Π(j), i, j ∈ [n].
We say C is the bipartization of a matrix F if
C =
(
0 F
FT 0
)
.
We usually use Di to denote the (i, i)th entry of a diagonal matrix D.
We say a problem is tractable if it can be solved in polynomial time. Given two problems P and
Q, we say P is polynomial-time reducible to Q, or P ≤ Q, if there is a polynomial-time algorithm
that solves P using an oracle for Q. These reductions are known as Cook reductions. We also say
P is polynomial-time equivalent to Q, or P ≡ Q, if P ≤ Q and Q ≤ P.
Model of computation One technical issue is the model of computation with algebraic numbers.
We adopt a standard model from [26] for computation in an algebraic number field as in [6]. This
is precisely described in Section 2.2 in [6], see also [5].
2.2 Definitions of EVAL(A) and EVAL(C,D)
Let A = (Ai,j) ∈ Cm×m be a symmetric matrix. It defines a graph homomorphism problem
EVAL(A) as follows: Given an undirected graph G = (V,E), compute
ZA(G) =
∑
ξ:V→[m]
wtA(ξ), where wtA(ξ) =
∏
(u,v)∈E
Aξ(u),ξ(v). (2.1)
We call ξ an assignment to the vertices of G, and wtA(ξ) the weight of ξ.
This is the standard definition of the partition function of graph homomorphism; here G can
have multiple edges but no loops, while incorporated into the weight in A the underlying graph
H can have multiple edges and loops. Our tractability result will apply to graphs G with multiple
edges and loops, while the #P-hardness result will be valid even for simple graphs, i.e., without
multiple edges and without loops. This definition can be easily generalized to apply to directed
graphs G when A is not assumed to be symmetric, namely we let the product for wtA(ξ) in (2.1)
to range over directed egdes (u, v) of G.
We denote by EVAL(∆)(A) the problem EVAL(A) when restricted to graphs G with maximum
degree ∆(G) ≤ ∆. Similar notations apply to the other EVAL problems introduced below.
The problem EVAL(A) can be generalized to include vertex weights [11, 14, 33]. There are
several versions that we will specify; the simplest is the following where a single diagonal matrix D
specifies the weights for every vertex.
Definition 2.1. Let A ∈ Cm×m be a symmetric matrix and D ∈ Cm×m a diagonal matrix. The
problem EVAL(A,D) is defined as follows: Given an undirected graph G = (V,E), compute
ZA,D(G) =
∑
ξ:V→[m]
∏
w∈V
Dξ(w)
∏
(u,v)∈E
Aξ(u),ξ(v).
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Note that EVAL(A) is the special case EVAL(A, Im).
It turns out that for Theorem 1.1, the most important vertex weight dependent EVAL problem
is the following problem EVAL(C,D).
Definition 2.2 (Definition 2.1 from [6]). Let C ∈ Cm×m be a symmetric matrix, and
D =
(
D[0],D[1], . . . ,D[N−1]
)
be a sequence of diagonal matrices in Cm×m for some N ≥ 1. We define the following problem
EVAL(C,D): Given an undirected graph G = (V,E), compute
ZC,D(G) =
∑
ξ:V→[m]
wtC,D(ξ), (2.2)
where
wtC,D(ξ) =
( ∏
v∈V
D
[deg(v) modN ]
ξ(v)
)( ∏
(u,v)∈E
Cξ(u),ξ(v)
)
and deg(v) denotes the degree of v in G.
One can also define a version where the dependence on the degree is not subject to modN . We
use the same notation EVAL(A,D) for this problem, which is only used in Section 5.
Definition 2.3. Let A ∈ Cm×m be a symmetric matrix and D = {D[[i]]}∞i=0 a sequence of diagonal
matrices in Cm×m. The problem EVAL(A,D) is defined as follows: Given an undirected graph
G = (V,E), compute
ZA,D(G) =
∑
ξ:V→[m]
∏
w∈V
D
[[deg(w)]]
ξ(w)
∏
(u,v)∈E
Aξ(u),ξ(v).
Definition 2.2 is the special case of Definition 2.3 where each D[[i]] = D[i mod N ] for any i ≥ 0.
Let G be an undirected graph with connected components G1, . . . , Gs.
Property 2.4. ZC,D(G) = ZC,D(G1)× · · · × ZC,D(Gs).
Property 2.4 implies that, to design an algorithm for EVAL(C,D) or to reduce EVAL(C,D) to
another problem, it suffices to consider connected input graphs. It also preserves bounded degree
graphs for any degree bound ∆ ≥ 0, since ∆(Gi) ≤ ∆(G) for each i ∈ [s]. As EVAL(A) is a special
case of EVAL(C,D) in which every D[i] is an identity matrix, Property 2.4 applies to EVAL(A) as
well.
Next, suppose C is the bipartization of an m×n matrix F, so C is (m+n)× (m+n). Given a
graph G and a vertex u in G, we use Ξ1 to denote the set of ξ : V → [m+ n] with ξ(u) ∈ [m], and
Ξ2 to denote the set of ξ with ξ(u) ∈ [m+ 1 : m+ n]. Then let
Z→C,D(G, u) =
∑
ξ∈Ξ1
wtC,D(ξ) and Z
←
C,D(G, u) =
∑
ξ∈Ξ2
wtC,D(ξ).
The next property follows from the definitions.
Property 2.5. ZC,D(G) = Z
→
C,D(G, u) + Z
←
C,D(G, u).
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We use these two new functions to express the partition function when the matrix is in a tensor
product form in the bipartite case. The following is Lemma 2.4 of [6].
Lemma 2.6. For each i ∈ {0, 1, 2}, let F[i] be an mi × ni complex matrix, where m0 = m1m2 and
n0 = n1n2; let C
[i] be the bipartization of F[i]; and let
D[i] =
(
D[i,0], . . . ,D[i,N−1]
)
be a sequence of (mi + ni)× (mi + ni) diagonal matrices for some N ≥ 1, where
D[i,r] =
(
P[i,r]
Q[i,r]
)
and P[i,r], Q[i,r] are mi ×mi, ni × ni diagonal matrices, respectively. Assume
F[0] = F[1] ⊗ F[2], P[0,r] = P[1,r] ⊗P[2,r], and Q[0,r] = Q[1,r] ⊗Q[2,r]
for all r ∈ [0 : N − 1]. Then for any connected graph G and any vertex u∗ in G,
Z→
C[0],D[0]
(G, u∗) = Z→
C[1],D[1]
(G, u∗) · Z→
C[2],D[2]
(G, u∗) and (2.3)
Z←
C[0],D[0]
(G, u∗) = Z←
C[1],D[1]
(G, u∗) · Z←
C[2],D[2]
(G, u∗). (2.4)
Definition 2.7. We define the problem EVAL→(C,D) (resp., EVAL←(C,D)): Given a pair (G, u)
where G = (V,E) is an undirected graph and u ∈ V , compute Z→C,D(G) (resp., Z←C,D(G)). Given
a tuple (→, u,G) or (←, u,G), the problem EVAL↔(C,D) is to compute Z→C,D(G) or Z←C,D(G),
respectively.
Restricting the inputs of each of the problems EVAL→(C,D), EVAL←(C,D) and EVAL↔(C,D)
to the pairs (G, u) (for the first two), or the tuples (→, G, u) and (←, G, u) (for the latter), where
G = (V,E) is connected and u ∈ V , we get a problem polynomial-time equivalent to the corre-
sponding original problem, so we only need to consider such pairs (tuples) as inputs, and fur-
thermore all these problems are polynomial-time equivalent. This follows from the following:
(1) a trivial extension of Property 2.4 for Z→C,D and Z
←
C,D; (2) Property 2.5; (3) the fact that
if G = (V,E) is not bipartite and u ∈ V , then Z→C,D(G, u) = Z←C,D(G, u) = 0; and (4) the fact that
if G = (U ∪ V,E) is connected and bipartite, u ∈ U and v ∈ V , then Z→C,D(G, u) = Z←C,D(G, v) and
Z→C,D(G, v) = Z
←
C,D(G, u).
We have the following trivial property.
Property 2.8. EVAL(C,D) ≤ EVAL↔(C,D).
In [6], besides the first pinning lemma, two more pinning lemmas are proved, called the second
and third pinning lemmas, which give the reverse directions of Property 2.8 (under certain technical
conditions). However we are unable to prove the second pinning lemma constructively. The proof
in this paper will be made constructive. In order to avoid nonconstructive steps, we will avoid using
any of the three pinning lemmas, which has the slight complication that we must use EVAL↔(C,D)
instead of EVAL(C,D) in certain steps of the proof (see Theorem 8.3).
In this paper, a crucial object is an edge gadget, which will be used in different EVAL frameworks.
An edge gadget Γ is simply an undirected graph (V,E) with two distinguished (ordered) vertices
u∗, v∗ ∈ V .
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Definition 2.9. Let A ∈ Cm×m be a symmetric matrix and let Γ = (V,E) be an edge gadget with
distinguished vertices u∗, v∗ (in this order). Define MΓ,A ∈ Cm×m to be the edge weight matrix, or
signature, of Γ in the framework EVAL(A). More precisely, we define MΓ,A ∈ Cm×m as follows:
for i, j ∈ [m], let
MΓ,A(i, j) =
∑
ξ : V→[m]
ξ(u∗)=i, ξ(v∗)=j
wtΓ,A(ξ), where wtΓ,A(ξ) =
∏
(u,v)∈E
Aξ(u),ξ(v).
Note that while A is symmetric, the matrix MΓ,A is not symmetric in general. We give a more
general definition.
Definition 2.10. Let (C,D) be a pair from Definition 2.2 and let Γ = (V,E) be an edge gadget
with distinguished vertices u∗, v∗ (in this order). Define MΓ,C,D ∈ Cm×m to be the edge weight
matrix, or signature, of Γ in the framework EVAL(C,D). More precisely, for i, j ∈ [m],
MΓ,C,D(i, j) =
∑
ξ : V→[m]
ξ(u∗)=i, ξ(v∗)=j
wtΓ,C,D(ξ),
where
wtΓ,C,D(ξ) =
( ∏
v∈V \{u∗,v∗}
D
[deg(v) modN ]
ξ(v)
)( ∏
(u,v)∈E
Cξ(u),ξ(v)
)
.
Note that the vertex weights corresponding to u∗ and v∗ are excluded from the product in
the definition of MΓ,C,D. Analogously, we can define the edge weight matrix of an edge gadget
according to Definitions 2.1 and 2.3.
Lemma 2.11. Let (C,D) be as in Definition 2.2 and Γ be an edge gadget with distinguished vertices
u∗, v∗ (in this order). If u∗, v∗ lie in different connected components of Γ, then rankMΓ,C,D ≤ 1.
Proof. Let Γ1, . . . ,Γs (s ≥ 2) be the connected components of Γ, and suppose u∗ ∈ Γ1 and v∗ ∈ Γ2.
For w ∈ {u∗, v∗} from Γ` (` ∈ {1, 2}) and any i ∈ [m], we write
ZC,D(Γ`, w, i) =
∑
ξ : V (Γ`)→[m]
ξ(w)=i
( ∏
v∈V (Γ`)\{w}
D
[deg(v) mod N ]
ξ(v)
)( ∏
(u,v)∈E(Γ`)
Cξ(u),ξ(v)
)
.
Then
MΓ,C,D(i, j) =
(
s∏
k=3
ZC,D(Γk)
)
ZC,D(Γ1, u
∗, i)ZC,D(Γ2, v∗, j)
for i, j ∈ [m], and therefore rankMΓ,C,D ≤ 1.
It is also obvious that if u∗, v∗ belong to the same connected component Γ1, then
MΓ,C,D =
(
s∏
k=1
ZC,D(Γk)
)
MΓ1,C,D.
where
∏s
k=1 ZC,D(Γk) is a scalar factor.
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Figure 2: The thickening Tpe and the stretching Sre of an edge e = (u, v).
u v u v
Figure 3: The graphs T4S5e (on the left) and S5T4e (on the right) where e = (u, v).
Since we will be only interested in edge gadgets with rankMΓ,C,D > 1, we may without loss of
generality assume Γ is connected.
In case C is bipartite, we may assume any edge gadget Γ in the framework of EVAL(C,D) to
be (connected and) bipartite Γ = (U ∪ V,E), because for nonbipartite Γ, MΓ,C,D = 0. If u∗, v∗ lie
in the same bipartite part of Γ (e.g., u∗, v∗ ∈ U), then MΓ,C,D has the form
MΓ,C,D =
(
M
[0]
Γ,C,D 0
0 M
[1]
Γ,C,D
)
.
If u∗ ∈ U and v∗ ∈ V , then
MΓ,C,D =
(
0 M
[0]
Γ,C,D
M
[1]
Γ,C,D 0
)
.
Any proof in our paper for the first case can be easily adapted to the second case. Therefore, for
the bipartite case, we will assume without loss of generality that u∗ and v∗ belong to the same
bipartite part.
Two simple operations are known as thickening and stretching. Let p, r ≥ 1 be integers. A
p-thickening of an edge replaces it by p parallel edges, and an r-stretching replaces it by a path
of length r. In both cases we retain the endpoints. We denote by Tp(G), respectively Sr(G), the
graph obtained from G by p-thickening, respectively r-stretching, every edge of G. Tpe and Sre
are the special cases when the graph consists of a single edge e. See Figure 2 for an illustration.
Thickenings and stretchings can be combined successively. Examples are shown in Figure 3.
For a matrix A, its Hadamard power Ap is the matrix obtained by replacing each entry of A
with its pth power. Clearly, ZA(TpG) = ZAp(G) and ZA(SrG) = ZAr(G). More generally, for the
vertex-weighted case, we have ZA,D(TpG) = ZAp,D(G) and ZA,D(SrG) = ZA(DA)r−1,D(G). Here
(DA)0 = Im if A and D are m×m.
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2.3 Basic #P-hardness
We say a symmetric matrix A ∈ Cm×m is rectangular if there are pairwise disjoint nonempty
subsets of [m]: T1, . . . , Tr, P1, . . . , Ps, Q1, . . . , Qs, for some r, s ≥ 0, such that Ai,j 6= 0 iff
(i, j) ∈
⋃
k∈[r]
(Tk × Tk) ∪
⋃
l∈[s]
[(Pl ×Ql) ∪ (Ql × Pl)].
Tk × Tk, Pl × Ql and Ql × Pl are called blocks of A. Further, we say A is block-rank-1 if A is
rectangular and every block of A has rank one.
Theorem 2.12 (Bulatov and Grohe [4]). Let A be a symmetric matrix with nonnegative entries.
Then EVAL(A) is in polynomial time if A is block-rank-1, and is #P-hard otherwise.
3 Algebraic preliminaries
We state some preliminaries of an algebraic nature.
3.1 Finitely generated fields
Lemma 3.1. Any finitely generated field over Q contains finitely many roots of unity.
We will only need this lemma for finite dimensional extensions over Q (since we work with
algebraic numbers), although the lemma is true for not necessarily algebraic extensions. For an
algebraic extension K, let k = [K : Q] <∞ be the degree of the extension. The minimal polynomial
over Q of a (primitive) root of unity of order r is the r-th cyclotomic polynomial Φr(x) of degree
ϕ(r), the Euler totient function, each having at most ϕ(r) roots in K. Clearly ϕ(r) ≥ √r/2,
for r ≥ 1. Hence r ≤ 2(ϕ(r))2 ≤ 2k2. Thus the number of roots of unity in K is bounded by∑2k2
r=1 ϕ(r).
The following lemma is a well-known fact.
Lemma 3.2. Let K be a field. Assume G ⊂ K is a finite multiplicative subgroup. Then G is cyclic.
The roots of unity in a field clearly form a multiplicative subgroup. From Lemmas 3.1 and 3.2
we infer the following corollary.
Corollary 3.3. In any finitely generated field over Q the roots of unity form a finite cyclic group.
3.2 Multiplicative-block-rank-1 and modular-block-rank-1
In this subsection we introduce a new concept called multiplicative-block-rank-1, and its related
notion modular-block-rank-1. They play an essential role in this paper.
First, the definition of rectangularity of a matrix can be easily extended to not necessarily
symmetric or even square matrices. We say a matrix A ∈ Cm×n is rectangular if its rows and
columns can be permuted (separately) so that it becomes a block-diagonal matrix where each block
is a matrix with no zero elements, with possibly one block being an all-0 matrix. We say a matrix
A ∈ Cm×n is block-rank-1 if A is rectangular and every (nonzero) block of A has rank one. (These
notions coincide with the ones given in subsection 2.3 when A is symmetric.) It is easy to see that
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for every p ≥ 1, A is rectangular iff Ap is rectangular, and if A is block-rank-1, then so is Ap.
The converse of the latter statement is not true as shown by the example
(
1 1
1 −1
)
.
It is easy to show that A ∈ Cm×n is rectangular iff the column locations of nonzero entries of
every two rows either coincide or are disjoint. A symmetric statement holds when we exchange rows
and columns. It follows that A is not rectangular iff for some 1 ≤ i < j ≤ m and 1 ≤ k < ` < n,
the 2× 2 submatrix
Ai,j;k,` =
(
Ai,k Ai,`
Aj,k Aj,`
)
(3.1)
contains exactly one zero entry. In this case we say that the tuple (i, j, k, `) witnesses the non-
rectangularity of A.
Definition 3.4. We say A ∈ Cm×n is multiplicative-block-rank-1 (mult-brk-1) if there exists k ≥ 1
such that Ak is block-rank-1.
Clearly, every block-rank-1 matrix is mult-brk-1, and every mult-brk-1 matrix is rectangular.
If follows from the definition that if A ∈ Cm×n is not mult-brk-1, then for every p ≥ 1, Ap is not
mult-brk-1. It is the notion of non-mult-brk-1 that will be central to our proof in this paper.
Definition 3.5. We say A ∈ Cm×n is modular-block-rank-1 (mod-brk-1) if the matrix (|Ai,j |)m,ni,j=1
obtained from A by taking the complex norm entrywise is block-rank-1.
Clearly, a mult-brk-1 matrix is mod-brk-1; we will often use the contrapositive: every non-mod-
brk-1 matrix is non-mult-brk-1. We also note that for a nonnegative real matrix A ∈ Rm×n, A is
block-rank-1 iff mult-brk-1 iff A is mod-brk-1.
Next, it is easy to see that the following hold:
1. A ∈ Cm×n is not block-rank-1 iff either A is not rectangular or A is rectangular but for some
1 ≤ i < j ≤ m and 1 ≤ k < ` ≤ n, the 2 × 2 submatrix Ai,j;k,` in (3.1) has no zero entries
and is nondegenerate. This is equivalent to saying that A ∈ Cm×n is not block-rank-1 iff for
some 1 ≤ i < j ≤ m and 1 ≤ k < ` ≤ n, the 2 × 2 submatrix Ai,j;k,` has at most one zero
entry and is nondegenerate.
2. A ∈ Cm×n is not mult-brk-1 iff either A is not rectangular or A is rectangular but for some
1 ≤ i < j ≤ m and 1 ≤ k < ` ≤ n, the 2 × 2 submatrix Ai,j;k,` in (3.1) has no zero entries
and its pth Hadamard power is nondegenerate for all p ≥ 1. This is equivalent to saying that
A ∈ Cm×n is not mult-brk-1 iff for some 1 ≤ i < j ≤ m and 1 ≤ k < ` ≤ n, the 2 × 2
submatrix Ai,j;k,` has at most one zero entry and (Ai,j;k,`)
p is nondegenerate for all p ≥ 1.
3. A ∈ Cm×n is not mod-brk-1 iff either A is not rectangular or A is rectangular but for some
1 ≤ i < j ≤ m and 1 ≤ k < ` ≤ n, the 2× 2 submatrix
|A|i,j;k,` =
(|Ai,k| |Ai,`|
|Aj,k| |Aj,`|
)
has no zero entries and is nondegenerate. This is equivalent to saying that A ∈ Cm×n is not
mod-brk-1 iff for some 1 ≤ i < j ≤ m and 1 ≤ k < ` ≤ n, the 2 × 2 submatrix |A|i,j;k,` has
at most one zero entry and is nondegenerate.
In each case, we say that (i, j, k, `) witnesses the respective property.
The statement regarding non-mult-brk-1 requires a slight justification. Suppose A is non-mult-
brk-1 but rectangular. Then for all p ≥ 1, Ap is not block-rank-1. Thus there exists (i, j, k, `)
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(depending on p) such that Ai,j;k,` has no zero entries and (Ai,j;k,`)
p is nondegenerate. If for every
(i, j, k, `) for which Ai,j;k,` has no zero entries, there exists some p ≥ 1 (depending on (i, j, k, `))
such that (Ai,j;k,`)
p is degenerate, then (Ai,j;k,`)pq is also degenerate for all q ≥ 1. Thus if we
take a common multiplier of these p’s we reach a contradiction.
Any A = (Ai,j)
m
i,j=1 ∈ Cm×m has finitely many entries, so they are contained in a finitely
generated field K = Q({Ai,j}mi,j=1) over Q. By Corollary 3.3, the roots of unity in K form a finite
cyclic group. Let R be (or any positive multiple of) the order of this finite cyclic group, and let
B ∈ Km×m with entries from K. Then we have the following.
Lemma 3.6. B is mult-brk-1 iff BR is block-rank-1.
Proof. We prove the forward implication; the converse is trivial. Assume B is mult-brk-1. Then
B is rectangular, and hence so is BR. By definition, there exists N ≥ 1 such that BN is block-
rank-1. We show that BR is block-rank-1. It suffices to show that for any i < j and k < `,
if
Bi,j;k,` =
(
Bi,k Bi,`
Bj,k Bj,`
)
has no zero entries, then (Bi,j;k,`)
R has rank 1. Since (Bi,j;k,`)N has rank 1, we have BNi,kB
N
j,` =
BNi,`B
N
j,k. So (Bi,kBj,`)/(Bi,`Bj,k) is a root of unity in K; thus it belongs to a cyclic group of order
R (or of order dividing R). It follows that BRi,kB
R
j,` = B
R
i,`B
R
j,k.
The following statements can be easily checked.
Property 3.7. Let A1, . . . ,An be complex square matrices (where n ≥ 1). Then diag(A1, . . . ,An)
is mult-brk-1 iff each Ai is mult-brk-1. The same statement holds with mod-brk-1.
Property 3.8. Let A,B be complex matrices. Then
(
0 A
B 0
)
is mult-brk-1 iff both A,B are mult-
brk-1. The same statement holds with mod-brk-1.
Property 3.9. Let A,B be complex matrices. Then A ⊗ B is mult-brk-1 iff either A or B is a
zero matrix, or both A and B are mult-brk-1. The same statement holds with mod-brk-1.
Lemma 3.10. Let (C,D) be as in Definition 2.2 and Γ be an edge gadget such that MΓ,C,D is not
mult-brk-1. Then the distinguished vertices u∗, v∗ of Γ are in the same connected component Γ0 of
Γ. Furthermore MΓ0,C,D is not mult-brk-1. The same holds with not mod-brk-1.
Proof. If u∗, v∗ are in different connected components of Γ, then rankMΓ,C,D ≤ 1 by Lemma 2.11
and therefore MΓ,C,D is mult-brk-1 (mod-brk-1), which is a contradiction. For the second part,
it suffices to notice that the other connected components of Γ, if there is any, contribute a scalar
multiplier to MΓ,C,D. This scalar multiplier is nonzero because otherwise MΓ,C,D = 0, clearly a
contradiction.
Remark: Since EVAL(A) is a special case of EVAL(C,D) with every D[i] being the identity matrix,
Lemma 3.10 applies to EVAL(A).
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3.3 Purification
As described in Introduction (Section 1), an important first step in the proof of the dichotomy in [6]
is a process called purification. In this paper we cannot directly substitute A by its purification
A because that reduction in [6] does not preserve the complexity in the bounded degree case.
However, purification is still important for the proof in this paper.
Definition 3.11 (Definition 7.2 from [6]). Let A = {a1, . . . , an} be a set of n nonzero algebraic
numbers for some n ≥ 1. We say {g1, . . . , gd} for some d ≥ 0 is a generating set of A if
1. every gi is a nonzero algebraic number in Q(A ); and
2. for every a ∈ A , there exists a unique tuple (k1, . . . , kd) ∈ Zd such that
a
gk11 · · · gkdd
is a root of unity.
Clearly d = 0 iff the set A consists of roots of unity only. It follows from the definition that
gk11 · · · gkdd of any nonzero (k1, . . . , kd) ∈ Zd cannot be a root of unity. The following lemma is
Lemma 7.3 from [6].
Lemma 3.12. Every set A of nonzero algebraic numbers has a generating set.
We apply Lemma 3.12 to A = {Ai,j : i, j ∈ [m], Ai,j 6= 0}, the set of nonzero entries of
A ∈ Cm×m. The purification matrix A of A is constructed by essentially replacing every gi by the
ith smallest prime pi. More precisely, we assume a particular generating set (g1, . . . , gd) has been
chosen for A . Let p1 < . . . < pd denote the d smallest primes. For every i, j ∈ [m], let Ai,j = 0 if
Ai,j = 0. Suppose Ai,j 6= 0. Let (k1, . . . , kd) be the unique tuple of integers such that
ζi,j =
Ai,j
gk11 · · · gkdd
is a root of unity. Then we define Ai,j = p
k1
1 · · · pkdd · ζi,j . By taking the prime factorization of |Ai,j |
we can recover (k1, . . . , kd) uniquely, and recover Ai,j by
Ai,j = g
k1
1 · · · gkdd ·
Ai,j
pk11 · · · pkdd
.
This matrix A will be called the purification of A obtained by going from (g1, . . . , gd) to (p1, . . . , pd).
We can also adapt this purification process to be applied to any finite set of algebraic numbers.
Clearly, A is connected iff A is connected; A is rectangular iff A is rectangular. Furthermore,
we have the following lemma.
Lemma 3.13. A is mult-brk-1 iff A is mult-brk-1 iff A is mod-brk-1.
Proof. We may assume A is rectangular for otherwise all sides are false. Suppose AN is block-
rank-1 for some N ≥ 1. Then for any 2 × 2 submatrix ( a bc d ) of A without zero entries, we have
aNdN = bNcN . We can write it in terms of the generators g1, . . . , gd. Replacing a by a
′ζ where a′
is a product of integer powers of g1, . . . , gd, and similarly for b, c and d, we get (a
′Nd′N )/(b′Nc′N ) is
a root of unity, and thus so is (a′d′)/(b′c′). By the property of generators, (a′d′)/(b′c′) = 1. Since
A is the purification of A obtained by going from (g1, . . . , gd) to the primes (p1, . . . , pd), we get A
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is mult-brk-1 and mod-brk-1. For the other directions, it is easy to see that for A, the statements
that A is mod-brk-1 and mult-brk-1 are equivalent, so we can assume they both hold. Following
the previous substitution procedure, for any 2 × 2 submatrix ( a bc d ) of A without zero entries, we
have (a′d′)/(b′c′) = 1, and (ad)/(bc) is a root of unity of some order. Taking N to be a common
multiple of these orders, we have AN is block-rank-1.
The next lemma shows that, at least for unbounded degree graphs, the purification replacement
does not affect the complexity. We emphasize that the stated equivalence in the next lemma is not
claimed for bounded degree graphs.
Lemma 3.14 (Lemma 7.4 from [6]). Let A ∈ Cm×m be a symmetric matrix with algebraic entries.
Then EVAL(A) ≡ EVAL(A).
The following corollary will be used to prove the stronger Theorem 5.1. Note that the stated
#P-hardness of EVAL(A) in in this corollary is for graphs without degree bound.
Corollary 3.15. If a symmetric matrix A ∈ Cm×m is not mult-brk-1, then EVAL(A) is #P-hard.
Proof. By Lemma 3.14, EVAL(A) ≡ EVAL(A) (for graphs with unbounded degree). Let N be
the least common multiple of the orders of ζij for which Ai,j 6= 0. Since A is not mult-brk-1,
A is also not mult-brk-1. Then AN is not mult-brk-1, and since AN in nonnegative, it is not
block-rank-1. By the Bulatov-Grohe dichotomy, Theorem 2.12, EVAL(AN ) is #P-hard. We note
that ZAN (G) = ZA(TN (G)) for any graph G = (V,E) and its N -thickening TN (G), which proves
that EVAL(AN ) ≤ EVAL(A). It follows that EVAL(A) and so EVAL(A) is #P-hard.
3.4 Vandermonde Argument
We start with an exceedingly simple lemma, which ultimately underlies a lot of our algebraic
reasonings in this paper. We will call this lemma and its corollaries the Vandermonde Argument.
Lemma 3.16. Let n ≥ 0, and ai, xi ∈ C for 1 ≤ i ≤ n. If
n∑
i=1
aix
j
i = 0, for all 0 ≤ j < n, (3.2)
then for any function f : C → C, we have ∑ni=1 aif(xi) = 0. If (3.2) is true for 1 ≤ j ≤ n, then
the same conclusion holds for any function f satisfying f(0) = 0.
Proof. The statement is vacuously true if n = 0, since an empty sum is 0. Assume n ≥ 1. We
partition [n] into a disjoint union
⋃p
`=1 I` such that i, i
′ belong to the same I` iff xi = xi′ . Then
(3.2) is a Vandermonde system of rank p with a solution (
∑
i∈I` ai)`∈[p]. Thus
∑
i∈I` ai = 0 for
all 1 ≤ ` ≤ p. It follows that ∑ni=1 aif(xi) = 0 for any function f : C → C. If (3.2) is true for
1 ≤ j ≤ n, then the same proof works except when some xi = 0. In that case, we can separate out
the term
∑
i∈I`0 ai for the unique I`0 that contains such i, and we get a Vandermonde system of
rank p− 1 on the other terms (∑i∈I` ai)`∈[p],`6=`0 , which must be all zero.
The next lemma is a multivariate version of Lemma 3.16.
Lemma 3.17. Let m ≥ 0, g(x1, . . . , xm) =
∑
(i1,...,im)∈I ai1,...,im
∏m
j=1 x
ij
j ∈ C[x1, . . . , xm] and
λ1, . . . , λm ∈ C. If g(λk1, . . . , λkm) = 0 for 1 ≤ k ≤ |I|, then g(λ1, . . . , λm) = 0.
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Proof. If m = 0, then g is a constant polynomial. So if g 6= 0 then |I| = 1 and the condition at
k = 1 is non-vacuous, which leads to g = 0. Let m ≥ 1. We have
∑
(i1,...,im)∈I
ai1,...,im(
m∏
j=1
λ
ij
j )
k = 0
for 1 ≤ k ≤ |I|. Let f : C→ C be the conjugation function f(z) = z for z ∈ C. Note that f(0) = 0.
Then by Lemma 3.16, we have
g(λ1, . . . , λm) =
∑
(i1,...,im)∈I
ai1,...,im
m∏
j=1
(λj)
ij =
∑
(i1,...,im)∈I
ai1,...,im
 m∏
j=1
λ
ij
j

=
∑
(i1,...,im)∈I
ai1,...,imf(
m∏
j=1
λ
ij
j ) = 0.
Corollary 3.18. Let m ≥ 0, gi(x1, . . . , xm) ∈ C[x1, . . . , xm] where 1 ≤ i ≤ n, let g(x1, . . . , xm) =∏n
i=1 gi(x1, . . . , xm). Let λ1, . . . , λm ∈ C. Assume gi(λ1, . . . , λm) 6= 0 for all 1 ≤ i ≤ n. Then for
some 1 ≤ k ≤ |I|, here |I| is the number of terms in g, we have gi(λk1, . . . , λkm) 6= 0 for all 1 ≤ i ≤ n.
Proof. Suppose otherwise. Then for any 1 ≤ k ≤ |I|, there exists 1 ≤ i ≤ n such that gi(λk1, . . . , λkm) =
0. Then for any 1 ≤ k ≤ |I|, g(λk1, . . . , λkm) = 0. Applying Lemma 3.17, we have g(λ1, . . . , λm) = 0
contradicting gi(λ1, . . . , λm) 6= 0 for all 1 ≤ i ≤ n.
Definition 3.19. Let m ≥ 0. We call {bi | i ∈ [m]} ⊂ C \ {0} multiplicatively independent if∏m
j=1 b
ij
j = 1 where ij ∈ Z (j ∈ [m]) implies ij = 0 for all j ∈ [m].
Remark: For m = 0, the empty set {bi | i ∈ [m]} is multiplicatively independent, as the statement
ij = 0 for all j ∈ [m] is vacuously true because [m] = ∅. Also we note that the generating set for
any set of nonzero algebraic numbers is multiplicatively independent.
Lemma 3.20. Let m ≥ 0, let {bi | i ∈ [m]} ⊂ C \ {0} be multiplicatively independent and let
εN ∈ C be a root of unity of order N where N ≥ 1. Assume εi0N
∏m
j=1 b
ij
j = ε
i′0
N
∏m
j=1 b
i′j
j where
0 ≤ i0, i′0 < N and ij , i′j ∈ Z for 1 ≤ j ≤ m. Then ij = i′j for 0 ≤ j ≤ m.
Proof. Raising both sides of the given equality to the Nth power, we get
∏m
j=1 b
Nij
j =
∏m
j=1 b
Ni′j
j
so
∏m
j=1 b
N(ij−i′j)
j = 1. Since b1, . . . , bm are multiplicatively independent, we get N(ij − i′j) = 0, so
ij = i
′
j for 1 ≤ j ≤ m. Then from the original equality we conclude that εi0N = ε
i′0
N . But εN is a root
of unity of order N and 0 ≤ i0, i′0 < N so i0 = i′0.
Lemma 3.21. Let m ≥ 0 and g(x0, x1, . . . , xm) =
∑
(i0,...,im)∈I ai0,...,im
∏m
j=0 x
ij
j ∈ C[x±10 , . . . , x±1m ].
Next, let b1, . . . , bm ∈ C\{0} be multiplicatively independent and εN ∈ C be a root of unity of order
N where N ≥ 1. If g(εkN , bk1, . . . , bkm) = 0 for 1 ≤ k ≤ |I|, then for any c1, . . . , cm ∈ C and t ∈ Z,
g(εtN , c1, . . . , cm) = 0.
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Proof. We have ∑
(i0,...,im)∈I
ai0,...,im
εi0N m∏
j=1
b
ij
j
k = 0
for 1 ≤ k ≤ |I|. Let f : C→ C be defined as f(εi0N
∏m
j=1 b
ij
j ) = ε
ti0
N
∏m
j=1 c
ij
j , where 0 ≤ i0 < N and
ij ∈ Z for 1 ≤ j ≤ m, and f(x) = 0 if x is not of this form. Since b1, . . . , bm are multiplicatively
independent, Lemma 3.20 implies that f is well-defined. Note that f(0) = 0. Then by Lemma 3.16
we have
g(εtN , c1, . . . , cm) =
∑
(i0,...,im)∈I
ai0,...,imε
ti0
N
m∏
j=1
c
ij
j =
∑
(i0,...,im)∈I
ai0,...,imf
εi0N m∏
j=1
b
ij
j
 = 0.
Corollary 3.22. Let m ≥ 0, b1, . . . , bm ∈ C, let {g1, . . . , gd}, where d ≥ 0, be a generating set
for the set of nonzero entries of (b1, . . . , bm), and let (c1, . . . , cm) be the purification of (b1, . . . , bm)
obtained by going from (g1, . . . , gd) to the d smallest primes (p1, . . . , pd). Let
f(x1, . . . , xm) =
∑
(i1,...,im)∈I
ai1,...,im
m∏
j=1
x
ij
j ∈ C[x1, . . . , xm].
If f(c1, . . . , cm) 6= 0, then f(b`1, . . . , b`m) 6= 0 for some 1 ≤ ` ≤ |I|.
Proof. Clearly, bi = 0 iff ci = 0 for i ∈ [m]. Let J = {i ∈ [m] | bi = ci = 0}. If J = [m] then the
corollary is obviously true. We may assume [m] \ J 6= ∅. For each i ∈ [m], we have the following:
if i ∈ J , then bi = ci = 0, and if i /∈ J , then
bi = ζig
ki,1
1 · · · gki,dd , ci = ζip
ki,1
1 · · · pki,dd ,
where (ki,1, . . . , ki,d) ∈ Zd and ζi is a root of unity, both of which must be then uniquely determined.
Let N be the least common multiple of the orders of all ζi where i ∈ [m] \ J , and let εN ∈ C be a
root of unity of order N . Then for each i ∈ [m] \ J , we have some 0 ≤ ki,0 < N such that
bi = ε
ki,0
N g
ki,1
1 · · · gki,dd , ci = ε
ki,0
N p
ki,1
1 · · · pki,dd .
Now for each i ∈ [m], we define hi(y0, y1, . . . , yd) ∈ C[y0, y±11 , . . . , y±1d ] as follows: if i ∈ J , we let
hi(y0, y1, . . . , yd) = 0, and if i /∈ J , we let hi(y0, y1, . . . , yd) = yki,00 yki,11 . . . yki,dd . Next, let
g(y0, y1, . . . , yd) = f(h1(y0, y1, . . . , yd), . . . , hm(y0, y1, . . . , yd)).
Expanding the above expression, combining terms with equal exponents and removing all zero
terms, we get
g(y0, y1, . . . , yd) =
∑
(i1,...,im)∈I
ai1,...,im
m∏
j=1
(hj(y0, y1, . . . , yd))
ij
=
∑
(j0,j1,...,jd)∈I′
a′j0,j1,...,jdy
j0
0 y
j1
1 · · · yjdd
(3.3)
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for some I ′. Notice that each hi is either 0 or a ratio of two monomials, so we have |I ′| ≤ |I|.
Now we observe that g(ε`N , g
`
1, . . . , g
`
d) = f(b
`
1, . . . , b
`
m) for all ` ≥ 1, and g(εN , p1, . . . , pd) =
f(c1, . . . , cm) 6= 0. Since {g1, . . . , gd} is a generating set for the set of nonzero entries of (b1, . . . , bm),
g1, . . . , gd are multiplicatively independent. Then by Lemma 3.21, g(ε
`
N , g
`
1, . . . , g
`
d) 6= 0 for some
1 ≤ ` ≤ |I ′| ≤ |I|, which completes the proof.
3.5 Exponential polynomials
We call a symbolic expression P (x) =
∑k
i=1 λ
x
i pi(x) an exponential polynomial (over C), where
k ≥ 0, λi ∈ C and pi(x) =
∑
0≤j<si aijx
j ∈ C[x] with si ≥ 1, for 1 ≤ i ≤ k. Here deg pi(x) < si and
we assume the 0 polynomial has degree −∞. Note that we can define P (n) = ∑ki=1 λni pi(n) for
integers n ≥ 0, and if all λi 6= 0 this definition extends to Z. Clearly, all exponential polynomials
over C form a vector space over C.
Lemma 3.23. Let t ∈ Z. For any exponential polynomial P (x) with all λi ∈ C \ {0} and pairwise
distinct, if P (n) = 0 for t < n ≤ t+∑ki=1 si, then for all 1 ≤ i ≤ k, pi(x) = 0 is the zero polynomial,
i.e., for all 1 ≤ i ≤ k and 0 ≤ j < si we have aij = 0.
Proof. We induct on S =
∑k
i=1 si. If S = 0, as all si ≥ 1, this is only possible when k = 0. So
P (x) = 0 and the statement is trivial. Let S ≥ 1, so in particular k ≥ 1. Without loss of generality,
we may assume that si ≥ 1, and deg pi = si − 1 ≥ 0 for all 1 ≤ i ≤ k, as we can discard zero terms
in pi(x), or zero polynomials pi; this decreases S =
∑k
i=1 si and we are done by induction.
Let Q(x) = P (x+1)−λ1P (x) =
∑k
i=1 λ
x
i qi(x) where qi(x) = λipi(x+1)−λ1pi(x) for 1 ≤ i ≤ k.
Note that either deg q1 = deg p1 − 1 or q1 = 0. Also deg qi = deg pi for 2 ≤ i ≤ k.
By the given condition, we have Q(n) = P (n+1)−λ1P (n) = 0 for t < n ≤ (t+
∑k
i=1 si)−1. By
the induction hypothesis, qi(x) = 0 for 1 ≤ i ≤ k. However if k > 1 then deg q2 = deg p2 = s2−1 ≥
0 > −∞ (as the leading coefficient of q2 is (λ2 − λ1)a2,s2−1 6= 0), so q2(x) 6= 0, a contradiction.
Therefore k = 1. And q1 = 0 and λ1 6= 0 imply that s1 = 1, and p1(x) is a constant. But
from P (t + 1) = 0 we get p1(t + 1) = 0. This shows that it is the zero constant, contradicting
deg p1 = s1 − 1 = 0 > −∞.
Corollary 3.24. Let si ≥ 1, λi ∈ C \ {0} be pairwise distinct, where 1 ≤ i ≤ k. Let t ∈ Z, and
S =
∑k
i=1 si. Define M = (Mn,(i,j)) to be an S × S matrix as follows: the rows are indexed by n
with t < n ≤ t+ S, the columns are indexed by the pairs (i, j) where 1 ≤ i ≤ k and 0 ≤ j < si and
the (n, (i, j)) entry of M is Mn,(i,j) = λ
n
i n
j. Then det M 6= 0.
Proof. Assume
∑
1≤i≤k
∑
0≤j<si aijM∗,(i,j) = 0 for some aij ∈ C. In other words,
k∑
i=1
∑
0≤j<si
aijλ
n
i n
j = 0,
for t < n ≤ t+ S. By Lemma 3.23, all aij = 0. Hence the columns of M are linearly independent
and therefore det M 6= 0.
3.6 Two technical lemmas
The following lemmas are (essentially) from [11] (see Lemma 3.6 and Theorem 3.1).
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Lemma 3.25. Let A and D be m×m matrices, where A is complex symmetric with all columns
nonzero and pairwise linearly independent, and D is positive diagonal. Then all columns of ADA
are nonzero and pairwise linearly independent.
Proof. The case m = 1 is trivial. Assume m ≥ 2. Let D = diag(αi)mi=1, and Π = diag(
√
αi)
m
i=1.
Then Π2 = D. We have ADA = QTQ, where Q = ΠA. Then Q has pairwise linearly independent
columns. Let qi denote the ith column of Q. By the Cauchy-Schwartz inequality,
|〈qi,qj〉| < ‖qi‖ · ‖qj‖,
whenever i 6= j, since qi and qj are linearly independent, where the 2-norm ‖q‖ =
√〈q,q〉. Then
for any 1 ≤ i < j ≤ m, the ith and jth columns of ADA contain a submatrix(〈qi,qi〉 〈qi,qj〉
〈qj ,qi〉 〈qj ,qj〉
)
,
so they are linearly independent.
Lemma 3.26. Let A and D be m×m matrices, where A is complex symmetric with all columns
nonzero and pairwise linearly independent, and D is positive diagonal. Then for all sufficiently
large positive integers p, the matrix B = (ADA)p is nondegenerate.
Proof. If m = 1, then any p ≥ 1 works. Let m ≥ 2. Following the proof of Lemma 3.25, we have
|〈qi,qj〉| < ‖qi‖ · ‖qj‖, for all 1 ≤ i < j ≤ m. Let
γ = max
1≤i<j≤m
|〈qi,qj〉|
‖qi‖ · ‖qj‖ < 1.
Let A′ = ADA = QTQ so A′ij = 〈qi,qj〉. Then |A′ij | ≤ γ
√
A′iiA
′
jj for all i 6= j. Each term of
det(A′) has the form
±
m∏
i=1
A′iσ(i),
where σ is a permutation of [m]. Denote t(σ) = |{i | σ(i) 6= i}|. Then∣∣∣∣∣
m∏
i=1
A′iσ(i)
∣∣∣∣∣ ≤ γt(σ)
m∏
i=1
√
A′ii
m∏
i=1
√
A′σ(i)σ(i) = γ
t(σ)
m∏
i=1
A′ii.
Each term of det ((A′)p) has the form ±∏mi=1A′ piσ(i) for some permutation σ of [m]. Now
|{σ | t(σ) = j}| ≤
(
m
j
)
j! ≤ mj ,
for 0 ≤ j ≤ m. By separating out the identity permutation and all other terms, for p ≥
bln(2m)/ ln(1/γ)c+ 1, we have 2mγp < 1, and∣∣det ((A′)p)∣∣ ≥ ( m∏
i=1
A′ii
)p
−
(
m∏
i=1
A′ii
)p m∑
j=1
mjγpj
≥
(
m∏
i=1
A′ii
)p(
1− mγ
p
1−mγp
)
=
(
m∏
i=1
A′ii
)p(
1− 2mγp
1−mγp
)
> 0.
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4 A high-level description of the proof of Theorem 1.1
In the proof of the dichotomy theorem in [6] a first preliminary step is to reduce the problem
to connected graphs and matrices. This is stated as Lemma 4.6 (p. 940) in [6] and its proof is
accomplished by applying the so-called first pinning lemma (Lemma 4.1 (p. 937)). The proof of
this first pinning lemma uses interpolation. Although the proof of this lemma in [6] can be done
for bounded degree graphs, it involves a noncontructive step that we want to avoid in this paper.
Therefore we will make the transition to connected graphs by another technique that is based on
transforming gadgets.
An important theorem in this paper is Theorem 5.1 which shows that if a complex symmetric
matrix A is not mult-brk-1, then EVAL(A) remains #P-hard even restricted to bounded degree
graphs. Indeed, in Corollary 5.3 it is shown that if we have an edge gadget Γ with a signature
matrix MΓ,A that is not mult-brk-1, then for some ∆ > 0, the problem EVAL
(∆)(A) is #P-hard.
Using this gadget-based approach, we make the transition to connected components. We will prove
that if A has connected components {Ai}i∈[s], then
1. Either EVAL(Ai) is polynomial-time computable for every i, and this implies that EVAL(A)
is also polynomial-time computable;
2. Or for some i ∈ [s], we have an edge gadget Γ such that MΓ,Ai is not mult-brk-1, from
which we can get an edge gadget Γ′ such that MΓ′,A is not mult-brk-1, and therefore by
Corollary 5.3, we get #P-hardness for EVAL(∆)(A), for some ∆ > 0.
After this preliminary step, we restrict to connected and symmetric A. Our tractable cases
are the same as in [6] and so our description will focus on how to prove #P-hardness for bounded
degree graphs. As in [6], the difficulty starts with gadget constructions. With a graph gadget, one
can take any input undirected graph G and produce a modified graph G∗ by replacing each edge of
G with the gadget. Moreover, one can define a suitable modified matrix A∗ from the given matrix
A and the gadget such that ZA∗(G) = ZA(G
∗), for all undirected graphs G. This gives a reduction
from EVAL(A∗) to EVAL(A). If the gadget has bounded degree k, it also gives a reduction from
EVAL(∆)(A∗) to EVAL(k∆)(A) for any ∆ ≥ 0. If the gadget were to produce nonnegative symmetric
matrices A∗, then one could apply Theorem 2.12 and its extension to bounded degree graphs [20]
to A∗.
However, for complex matrices A, any graph gadget will only produce a matrix A∗ whose
entries are polynomials of the entries of A, as they are obtained by arithmetic operations + and ×.
There are no nonconstant polynomials on C that always produce nonnegative output. Pointedly,
conjugation is not an arithmetic operation. However, it is clear that for roots of unity, one can
produce conjugation by multiplication.
Thus, as in [6] we wish to replace our matrix A by its purification matrix. It is here the proof
in [6] fundamentally does not go through for bounded degree graphs. An essential observation of
this paper is that, in each of the steps in the proof of [6] we in fact can prove the following: Either
the matrix A satisfies some additional conditions, or we can produce an edge gadget Γ such that
MΓ,A is not mult-brk-1. We state three meta-arguments, Arguments 11.7, 11.10, and 12.1, i.e.,
(Meta1), (Meta2) and (Meta3), to formalize this ability to transfer such gadgets from one step of
the proof to a previous step. Thus in the last step (when A does not satisfy all the tractability
conditions) we have such a gadget whose signature matrix is not mult-brk-1, then in a finite number
of steps we can get such a gadget in the initial setting, and then invoke Corollary 5.3.
To carry out this plan, we must separate out the cases where A is bipartite or nonbipartite.
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For a (nonzero) symmetric, connected and nonbipartite A, it is mult-brk-1 iff it has the form
A = (A′i,jζi,j) where A
′ = (A′i,j) is symmetric, has no zero entries and has rank 1, and ζi,j are
roots of unity. For a (nonzero) symmetric, connected and bipartite A, it is mult-brk-1 iff it is the
bipartization of a rectangular matrix B of the form (B′i,jζi,j), where B
′ = (B′i,j) has no zero entries
and has rank 1, and ζi,j are roots of unity. For convenience, in this section we will only describe
the bipartite case in the discussion below; with some minor changes, similar statements hold for
nonbipartite matrices A.
In the bipartite case, if A is mult-brk-1, we have the rank one matrix (B′i,j) which has the form
(µiνj) for some nonzero µi, νj . Thus B has the form
B =

µ1
µ2
. . .
µk


ζ1,1 ζ1,2 . . . ζ1,m−k
ζ2,1 ζ2,2 . . . ζ2,m−k
...
...
. . .
...
ζk,1 ζk,2 . . . ζk,m−k


ν1
ν2
. . .
νm−k
 ,
for some 1 ≤ k < m, in which µi, νj are nonzero, and every ζi,j is a root of unity. The claim is that,
for every (nonzero) symmetric, connected, and bipartite matrix A ∈ Cm×m, either we can already
prove the #P-hardness of EVAL(∆)(A) for some ∆ > 0, or we may assume A is the bipartization
of B of the above form. In the latter case we pass both A and its purification A to the next step.
Continuing now with A and A, the next step is to further regularize its entries. In particular
we need to combine those rows and columns of the matrix where they are essentially the same,
apart from a multiple of a root of unity. This process is called cyclotomic reduction. To carry
out this process, we need to use the more general form EVAL(C,D) defined earlier in Section 2.2.
Introduced in [6], the following type of matrices are called discrete unitary matrices.
Definition 4.1 (discrete unitary matrix, Definition 3.1 from [6]). Let F ∈ Cm×m be a (not nec-
essarily symmetric) matrix with entries (Fi,j). We call F an M -discrete unitary matrix, for some
positive integer M , if it satisfies the following conditions:
1. Every entry Fi,j of F is a root of unity, and F1,i = Fi,1 = 1 for all i ∈ [m].
2. M is the least common multiple (lcm) of orders of all the entries Fi,j of F.
3. For all i 6= j ∈ [m], we have 〈Fi,∗,Fj,∗〉 = 0 and 〈F∗,i,F∗,j〉 = 0.
Some of the simplest examples of discrete unitary matrices are as follows:
(
1 1
1 −1
)
,

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
 ,
1 1 11 ω ω2
1 ω2 ω
 ,

1 1 1 1 1
1 ζ ζ−1 ζ2 ζ−2
1 ζ2 ζ−2 ζ−1 ζ
1 ζ−1 ζ ζ−2 ζ2
1 ζ−2 ζ2 ζ ζ−1
 ,
where ω = e2pii/3 and ζ = e2pii/5. Tensor products of discrete unitary matrices are also discrete
unitary matrices.
Coming back to the proof outline, we show that either there exists an edge gadget Γ such that
MΓ,A is not mult-brk-1 (which implies that EVAL
(∆)(A) is #P-hard for some ∆ > 0) or EVAL(∆)(A)
is equivalent to some EVAL(∆)(C,D), and the pair (C,D) satisfies some stringent conditions. In
fact one can show that either EVAL(∆)(A) is #P-hard for some ∆ > 0, or the pair (C,D) has a
tensor product form, and the problem EVAL(C,D) (and also for bounded degree graphs) can be
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expressed as a product of an outer problem EVAL(C′,K) and an inner problem EVAL(C′′,L), where
EVAL(C′,K) is tractable, and thus we will focus on the inner problem EVAL(C′′,L). We rename
(C,D) as the pair (C′′,L). We show that C is the bipartization of a discrete unitary matrix F.
In addition, there are further stringent requirements for D. Roughly speaking, the first matrix
D[0] in D must be the identity matrix; and for any matrix D[r] in D, each entry of D[r] is either
zero or a root of unity. We call these conditions, with some abuse of terminology, the discrete
unitary requirements. The proof for these requirements in [6] is demanding and among the most
difficult in that paper; but here we will use the meta-arguments, Arguments 11.10 and 12.1, i.e.,
(Meta2) and (Meta3), to observe that essentially the same proof can be cast in terms of transforming
non-mult-brk-1 gadgets from one setting to another.
Next, assume that we have a problem EVAL(C,D) satisfying the discrete unitary requirements
with C being the bipartization of F. Recall that ωq = e
2pii/q.
Definition 4.2 (Definition 3.2 from [6]). Let q > 1 be a prime power. The following q × q matrix
Fq is called the q-Fourier matrix: The (x, y)th entry of Fq is ωxyq , x, y ∈ [0 : q − 1].
We show that, either there exists an edge gadget Γ such that MΓ,C,D is not mod-brk-1 (which
implies that it is not mult-brk-1 either), or after a permutation of rows and columns, F becomes
the tensor product of a collection of suitable Fourier matrices:
Fq1 ⊗Fq2 ⊗ · · · ⊗Fqd , where d ≥ 1 and every qi is a prime power.
Basically, we show that even with the stringent conditions imposed on the pair (C,D) by the
discrete unitary requirements, we still get #P-hardness for EVAL(∆)(C,D), for some ∆ > 0, unless
F is the tensor product of Fourier matrices. On the other hand, the tensor product decomposition
into Fourier matrices finally gives us a canonical way of writing the entries of F in a closed form.
More exactly, we index the rows and columns of F using x = (x1, . . . , xd) ∈ Zq1 × · · · ×Zqd so that
Fx,y =
∏
i∈[d]
ωxiyiqi , for any x,y ∈ Zq1 × · · · × Zqd .
Assume q1, . . . , qd are powers of s ≤ d distinct primes p1, . . . , ps. We can also lump together all
prime powers of the same prime pi, and view the set of indices as Zq1 × · · · × Zqd = G1 × · · · ×Gs,
where Gi is the finite Abelian group which is the direct product of all groups Zqj in the list with
qj being a power of pi.
This canonical tensor product decomposition of F gives a natural way to index the rows and
columns of C and the diagonal matrices in D. More exactly, for x ∈ Zq1 × · · · × Zqd , we index the
first half of the rows and columns of C and every D[r] in D using (0,x), and index the second half
of the rows and columns using (1,x).
With this canonical expression of F and C, we further inquire into the structure of D. There
are two more properties that we must demand of those diagonal matrices in D. If D does not
satisfy these additional properties, then EVAL(∆)(C,D) is #P-hard for some ∆ > 0.
First, for each r, we define Λr and ∆r to be the support of D
[r], where Λr refers to the first half
of the entries and ∆r refers to the second half of the entries (here we use Di to denote the (i, i)th
entry of a diagonal matrix D):
Λr =
{
x : D
[r]
(0,x) 6= 0
}
and ∆r =
{
x : D
[r]
(1,x) 6= 0
}
.
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We let S denote the set of subscripts r such that Λr 6= ∅ and T denote the set of r such that
∆r 6= ∅. We can prove that for each r ∈ S, the support set Λr must be a direct product of cosets,
Λr =
∏s
i=1 Λr,i, where Λr,i are cosets in the Abelian groups Gi, i = 1, . . . , s, corresponding to the
constituent prime powers of the group; and for each r ∈ T , ∆r =
∏s
i=1 ∆r,i is a direct product of
cosets in the same Abelian groups. Otherwise, EVAL(∆)(C,D) is #P-hard for some ∆ > 0; more
precisely, there is an edge gadget Γ such that MΓ,C,D is not mod-brk-1.
Second, we show that for each r ∈ S and r ∈ T , respectively, D[r] on its support Λr for
the first half of its entries and on ∆r for the second half of its entries, respectively, possesses a
quadratic structure; otherwise EVAL(∆)(C,D) is #P-hard for some ∆ > 0. The quadratic structure
is expressed as a set of exponential difference equations over bases which are appropriate roots of
unity of orders equal to various prime powers. These proof steps in [6] are the most demanding in
that paper; however here we apply the meta-arguments to the same proof and observe that they
let us transform non-mult-brk-1 gadgets from one setting to another.
After all these necessary conditions, we finally show that, if C and D satisfy all these require-
ments, there is a polynomial-time algorithm for EVAL(C,D) (to be precise, for EVAL↔(C,D)) and
thus, EVAL(A) is also in polynomial time. The tractability part of the proof is almost identical to
that of [6].
5 Non-mult-brk-1 implies bounded degree hardness
This section is dedicated to the proof of Theorem 5.1.
Theorem 5.1. Let A ∈ Cm×m be a symmetric matrix. If A is not mult-brk-1, then for some
∆ > 0, the problem EVAL(∆)(A) is #P-hard.
It will be convenient to state Theorem 5.1 for directed graphs as well. For a directed graph
G = (V,E) we let deg(u) denote the sum of its in-degree and out-degree for u ∈ V , and ∆(G) =
maxu∈V deg(u).
Corollary 5.2. Let A ∈ Cm×m (not necessary symmetric). If A is not mult-brk-1, then for some
∆ > 0, the problem EVAL(∆)(A) is #P-hard.
Proof. Recall that for not necessarily symmetric A, EVAL(A) is defined for directed graphs G.
Let A′ =
(
0 A
AT 0
)
be the bipartization of the matrix A. Now let G be an undirected connected
graph. If G is not bipartite, then ZA′(G) = 0. Assume G = (U ∪V,E) is bipartite with U ∪V being
a bipartization of (the vertices of) G. Let
−→
G and
←−
G be the directed graphs obtained by orienting
all edges of G from U to V , and from V to U , respectively. Then ZA′(G) = ZA(
−→
G) + ZA(
←−
G).
Note that ∆(
−→
G) = ∆(
←−
G) = ∆(G). Therefore EVAL(∆)(A′) ≤ EVAL(∆)(A) for any ∆ ≥ 0. By
Property 3.8, A′ is not mult-brk-1. Then by Theorem 5.1, for some ∆ > 0, EVAL(∆)(A′) is
#P-hard and so is EVAL(∆)(A).
Corollary 5.3. Let A ∈ Cm×m be a symmetric matrix and let Γ be an edge gadget. If MΓ,A is not
mult-brk-1 (which is true if MΓ,A is not mod-brk-1), then for some ∆ > 0, the problem EVAL
(∆)(A)
is #P-hard.
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Proof. By Corollary 5.2, even if MΓ,A is not symmetric, the problem EVAL
(∆)(MΓ,A) is #P-hard,
for some ∆ > 0. Here the inputs to EVAL(∆)(MΓ,A) are directed graphs. Let u
∗, v∗ be the first
and second distinguished vertices of Γ, respectively. Given a directed graph G of ∆(G) ≤ ∆, we
construct an undirected graph G′ by replacing every directed edge e = (u, v) ∈ E(G) by a gadget
Γ, attaching u∗, v∗ to u, v, respectively. Clearly, G′ can be constructed in polynomial time from
G and ZA(G
′) = ZMΓ,A(G). Also note that ∆(G
′) ≤ ∆(Γ)∆(G) ≤ ∆(Γ)∆. Let ∆′ = ∆(Γ)∆. It
follows that EVAL(∆)(MΓ,A) ≤ EVAL(∆′)(A) and therefore EVAL(∆′)(A) is #P-hard.
5.1 Pairwise independent rows and columns
We now turn to the proof of Theorem 5.1. This proof adapts a gadget design from [20] which
extends the Bulatov-Grohe dichotomy, Theorem 2.12, to bounded degree and simple graphs.
Let A ∈ Cm×m be a symmetric matrix but not mult-brk-1. The first step is to eliminate pairwise
linearly dependent rows and columns of A. This step will naturally create nontrivial vertex weights
even though we initially start with the vertex unweighted case D = Im (see Definition 2.1).
If A has a zero row or column i, then for any connected input graph G other than a single
isolated vertex, no map ξ : V (G) → [m] having a nonzero contribution to ZA(G) can map any
vertex of G to i. So, by crossing out all zero rows and columns (they have the same index set
since A is symmetric) we can express the problem EVAL(∆)(A) for ∆ ≥ 0 on a smaller domain,
so we may assume that A has no zero rows or columns. Also permuting the rows and columns of
A simultaneously by the same permutation does not change the value of ZA(·), and so it does not
change the complexity of EVAL(∆)(A) for ∆ ≥ 0 either. Having no zero rows and columns implies
that pairwise linear dependence is an equivalence relation, and so we may assume that the pairwise
linearly dependent rows and columns of A are contiguously arranged. Then, after renaming the
indices, the entries of A are of the following form: A(i,j),(i′,j′) = µijµi′j′A
′
i,i′ , where A
′ is a complex
symmetric s × s matrix with all columns nonzero and pairwise linearly independent, 1 ≤ i, i′ ≤ s,
1 ≤ j ≤ mi, 1 ≤ j′ ≤ mi′ ,
∑s
i=1mi = m, and all µij 6= 0. As m ≥ 1 we get s ≥ 1.
Then the partition function ZA(·) can be written in a compressed form
ZA(G) =
∑
ζ:V (G)→[s]
 ∏
w∈V (G)
mζ(w)∑
j=1
µ
deg(w)
ζ(w)j
 ∏
(u,v)∈E(G)
A′ζ(u),ζ(v) = ZA′,D(G),
where D = {D[[k]]}∞k=0 consists of diagonal matrices, and D[[k]]i =
∑mi
j=1 µ
k
ij for k ≥ 0 and 1 ≤ i ≤ s.
Note the dependence on the vertex degree deg(w) for w ∈ V (G). Since the underlying graph G
remains unchanged, this way we obtain the equivalence EVAL(∆)(A) ≡ EVAL(∆)(A′,D) for any
∆ ≥ 0. Here the superscript (∆) can be included or excluded, the statement remains true in both
cases. We also point out that the entries of the matrices D[[k]] ∈ D are computable in polynomial
time in the input size of A as well as in k.
5.2 Operation W`
For each ` ≥ 1, we define an operation W` on directed edges. Let e = (u, v) be a directed edge
(from u to v) as follows. First, we apply a 2-stretching S2 on e = (u, v) viewed as an undirected
edge. We get a path (u,w, v) of length 2, after this operation. We then `-thicken the edge (w, v)
in (u,w, v). This is our W` operation on e. This operation produces the graph W`(e) in Figure 4.
24
w vu
1
2
...
`− 1
`
Figure 4: The operation (edge gadget) W`(e) where e = (u, v) is a directed edge from u to v
u v
Figure 5: An edge gadget W3T5(e). The gadget Pn,p,` is an n-chain of the edge gadget W`Tp(e).
5.3 Gadgets Pn,p,` and Rd,n,p,`
We first introduce the edge gadget Pn,p,`, for all n, p, ` ≥ 1. It is obtained as follows. Given a
directed edge e = (u, v), let Sne = (u0 = u, u1, . . . , un = v) be a path of length n from u to v.
In Sne we orient every edge (ui, ui+1) from ui to ui+1 (for 0 ≤ i ≤ n − 1). Then we consider
TpSne, which is obtained by applying Tp on our Sne, while preserving the orientation of each edge.
After that, on every directed edge of TpSne we apply W` which results in an undirected graph
containing the original vertices u and v. We make u and v the first and second distingushed
vertices, respectively, and we denote the resulting edge gadget by Pn,p,`. Succinctly, we can write
Pn,p,` = W`TpSne, where e = (u, v) is a directed edge, Tp and Sn respect edge directions, and Pn,p,`
has u, v as its first and second distinguished vertices, respectively. Note that Pn,p,` contains only
undirected edges, while the roles of u and v are not symmetric; the specification of the direction of
edges is only for the purpose of describing the construction. (As an example, Pn,5,3 is an n-chain
of the edge gadget W3T5(e) depicted in Figure 5.)
To define the gadget Rd,n,p,`, for all d, n, p, ` ≥ 1, we start with a (directed) cycle on d vertices
F1, . . . , Fd (call it a d-cycle), in which we orient Fi to Fi+1 for each i ∈ [d] (here Fd+1 = F1). Then
replace every edge (Fi, Fi+1) of the d-cycle by a copy of Pn,p,`, whereby we identify the first and
second distinguished vertices of Pn,p,` with Fi and Fi+1, respectively. Finally we append a dangling
edge at each vertex Fi of the d-cycle. For the specific cases of d = 1 and d = 2, a 2-cycle has
two vertices with 2 parallel directed edges of opposite orientations between them, and a 1-cycle is
a directed loop on one vertex. The gadget Rd,n,p,` has d dangling edges in total. Note that all
Rd,n,p,` are undirected loopless graphs, for d, n, p, ` ≥ 1. An example of a gadget Rd,n,p,` is shown
in Figure 6. For the special cases d = 1 and d = 2, examples of gadgets Rd,n,p,` can be seen in
Figure 7.
We note that vertices in Pn,p,` have degrees at most p`+ p, and vertices in Rd,n,p,` have degrees
at most p` + p + 1, taking into account the dangling edges. These are independent of d and n.
Clearly |V (Rd,n,p,`)| = dn(p + 1) and |E(Rd,n,p,`)| = d((` + 1)np + 1), including the d dangling
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F1 F2
F3
F4
F5
Figure 6: The gadget R5,3,4,3.
edges.
If we attach ` + 1 dangling edges at each Fi, as we eventually will do, then the degree bound
for Rd,n,p,` is (p+ 1)(`+ 1), which is still independent of d and n.
5.4 Construction of Gn,p,` using Rd,n,p,`
Assume for now that G does not contain isolated vertices. We will replace every vertex u ∈ V (G) of
degree d = du = deg(u) ≥ 1 by a copy of Rd,n,p,` and then (`+ 1)-thicken the edges corresponding
to E(G), for all n, p, ` ≥ 1. This defines the (undirected) graph Gn,p,`. The replacement operation
can be described in three steps: In step one, each u ∈ V (G) is replaced by a (directed) d-cycle
on vertices F u1 , . . . , F
u
d , each having a dangling edge attached. Here we orient F
u
i to F
u
i+1 for each
i ∈ [d] (and we set F ud+1 = F u1 ). The d dangling edges will be identified one-to-one with the d
incident edges at u in G. If u and v are adjacent vertices in G, then the edge (u, v) in G will be
replaced by merging a pair of dangling edges, one from the du-cycle at u and one from the dv-
cycle at v. This edge remains undirected. Thus in step one we obtain a graph Ĝ, which basically
replaces every vertex u ∈ V (G) by a (directed) cycle of deg(u) vertices. Then in step two, for every
(directed) cycle in Ĝ that corresponds to some u ∈ V (G) we replace each (directed) edge on the
cycle by a copy of the edge gadget Pn,p,`, whereby we respectively identify the first and second
distinguished vertices of Pn,p,` with the tail and head of this (directed) edge. Finally, in step three,
we (`+ 1)-thicken all the edges obtained by merging pairs of dangling edges (these edges of Ĝ can
be identified with edges from E(G)).
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(a) R1,5,5,3
F1 F2
(b) R2,4,3,4
Figure 7: Examples of gadgets Rd,n,p,` for d = 1, 2
The construction above defines an undirected graph Gn,p,`; later we will also refer to Ĝ. Since
all gadgets Rd,n,p,` are loopless graphs, so are Gn,p,` for all n, p, ` ≥ 1. As a technical remark, if
G contains vertices of degree 1, then the intermediate graph Ĝ has (directed) loops but all graphs
Gn,p,` (n, p, ` ≥ 1) do not. Also note that all vertices in Gn,p,` have degree at most (p+ 1)(`+ 1),
which is independent of n and G.
Next, it is not hard to see that
|V (Gn,p,`)| =
∑
u∈V (G)
dun(p+ 1) = 2n(p+ 1)|E(G)|,
|E(Gn,p,`)| = (`+ 1)|E(G)|+
∑
u∈V (G)
du(`+ 1)np = (`+ 1)(2np+ 1)|E(G)|.
Hence the size of the graphs Gn,p,` is polynomially bounded in the size of G, n, p and `.
Soon we will choose a fixed p, and then a fixed `, all depending only on A. Then we will
choose n to be bounded by a polynomial in the size of G; whenever something is computable in
polynomial time in n, it is also computable in polynomial time in the size of G (we will simply say
in polynomial time).
5.5 Picking p and then picking `
Consider ZA′,D(Gn,p,`). We first find suitable p ≥ 1, and then ` ≥ 1, so that our construction
allows us to compute a value of interest by interpolation. More precisely, we show that we can find
p, ` ≥ 1 such that the matrix B = (A′D[[`+1]](A′)`)p is nondegenerate, and all diagonal entries
in D[[p(`+1)]] and D[[(p+1)(`+1)]] are nonzero. We note that B is the signature matrix of the edge
gadget W`Tp(e) (which, by definition, excludes the vertex weights of the two distinguished vertices
of W`Tp(e) ), and Pn,p,` is just a chain of n copies of this edge gadget. In B = (A′D[[`+1]](A′)`)p,
the superscript [[` + 1]] is from the operator W` which creates those degree ` + 1 vertices, the
superscript ` is also from W`, and the superscript p is from the thickening operator Tp. An
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example of W`Tp(e) is shown, with ` = 3 and p = 5, in Figure 5, with the edge weight matrix
(A′D[[4]](A′)3)5 in the framework EVAL(A′,D).
5.5.1 Picking p
Let H ∈ Cs×s be a diagonal matrix with the ith diagonal entry Hi =
∑mi
j=1 µijµij > 0 for 1 ≤ i ≤ s.
So H is positive diagonal. By Lemma 3.26, we can fix some p ≥ 1 such that (A′HA′)p is
nondegenerate. Also, clearly we have
∑mi
j=1 µ
p
ij(µij)
p > 0 and
∑mi
j=1 µ
p+1
ij (µij)
p+1 > 0 for 1 ≤ i ≤ s.
Thus, we have 
det
((
A′HA′
)p) 6= 0,
mi∑
j=1
µpij(µij)
p 6= 0, 1 ≤ i ≤ s,
mi∑
j=1
µp+1ij (µij)
p+1 6= 0, 1 ≤ i ≤ s.
(5.1)
Now consider the following infinite sequence of systems of conditions indexed by ` ≥ 1:
det
(
(A′D[[`+1]](A′)`)p
)
6= 0,
mi∑
j=1
µp+p`ij 6= 0, 1 ≤ i ≤ s,
mi∑
j=1
µ
(p+1)+(p+1)`
ij 6= 0, 1 ≤ i ≤ s.
(5.2)
5.5.2 Picking `
Our next goal is to find ` ≥ 1 such that each condition in the system (5.2) indexed by ` is satisfied.
This will involve a Vandermonde Argument from subsecton 3.4.
• Let X = (Xi,j)si,j=1 be an s× s matrix whose entries are indeterminates Xi,j for 1 ≤ i, j ≤ s;
• Let y = (yij)s,mii=1,j=1 be a tuple of indeterminates yij (containing m =
∑s
i=1mi elements);
• For each 1 ≤ i ≤ s, denote by yi,∗ = (yij)mij=1 the subtuple of y whose entries are indetermi-
nates yij for 1 ≤ j ≤ mi;
• Let Z = Z(y) be a diagonal s× s matrix whose entries are Zi(y) =
∑mi
j=1 µijyij for 1 ≤ i ≤ s;
• Let µ = (µij)s,mii=1,j=1 (containing m elements), and for each 1 ≤ i ≤ s, let µi,∗ = (µij)mij=1;
• Finally, let
f1(X,y) = det
(
(A′Z(y)X)p
)
,
f2,i(yi,∗) =
mi∑
j=1
µpijy
p
ij , 1 ≤ i ≤ s, and
f3,i(yi,∗) =
mi∑
j=1
µp+1ij y
p+1
ij 1 ≤ i ≤ s.
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We treat the expressions f1(X,y), f2,i(yi,∗) and f3,i(yi,∗) where 1 ≤ i ≤ s as polynomials in Xi,j ,
where 1 ≤ i, j ≤ s, and yij , where 1 ≤ i ≤ s and 1 ≤ j ≤ mi, even if some of these variables are
missing in some polynomials.
Note that Z(µ) = H, so by (5.1) we have
f1
(
A′,µ
)
= det
(
(A′HA′)p
) 6= 0,
f2,i
(
µi,∗
)
=
mi∑
j=1
µpij(µij)
p 6= 0, 1 ≤ i ≤ s,
f3,i
(
µi,∗
)
=
mi∑
j=1
µp+1ij (µij)
p+1 6= 0, 1 ≤ i ≤ s,
and, since Z(µ`) = D[[`+1]],
f1
(
(A′)`,µ`
)
= det
(
(A′D[[1+`]](A′)`)p
)
, ` ≥ 1,
f2,i
(
µ`i,∗
)
=
mi∑
j=1
µp+p`ij , 1 ≤ i ≤ s, ` ≥ 1,
f3,i
(
µ`i,∗
)
=
mi∑
j=1
µ
p+1+(p+1)`
ij , 1 ≤ i ≤ s, ` ≥ 1.
Now by Corollary 3.18, we get that for some ` ≥ 1, each condition in the system (5.2) indexed
by ` is satisfied. So we fix such an ` ≥ 1. From (5.2) we get that B is nondegenerate and all diagonal
entries in D[[p+p`]] and D[[p+1+(p+1)`]] are nonzero, so D[[p+p`]] and D[[p+1+(p+1)`]] are nondegenerate
as well.
5.6 Interpolation using L(n)
We now analyze the partition function value ZA′,D(Gn,p,`). The edge gadget Pn,p,` has the edge
weight matrix
L(n) = BD[[p+p`]]B . . .BD[[p+p`]]B︸ ︷︷ ︸
D[[p+p`]] appears n−1 ≥ 0 times
= B(D[[p+p`]]B)n−1 (5.3)
= (D[[p+p`]])−1/2((D[[p+p`]])1/2B(D[[p+p`]])1/2)n(D[[p+p`]])−1/2, (5.4)
where in the notation L(n) we suppress the indices p, ` since they are fixed in what follows. The n−1
occurrences of D[[p+p`]] in (5.3) are due to those n − 1 vertices of degree p + p`. Here (D[[p+p`]])1/2
is a diagonal matrix with arbitrarily chosen square roots of the corresponding entries of D[[p+p`]] on
the main diagonal, and (D[[p+p`]])−1/2 is its inverse. In Gn,p,`, all the vertices F ui on various cycles
have degree (p + 1)(` + 1) each, including both the incident edges internal to the gadget Rd,n,p,`
and the (` + 1)-thickened merged dangling edges. These are the end vertices of the edge gadgets
Pn,p,`, but the contributions by their vertex weights are not included in L(n). In ZA′,D(Gn,p,`) they
must be accounted for separately.
Let B˜ = (D[[p+p`]])1/2B(D[[p+p`]])1/2. Write the Jordan normal form of B˜ as B˜ = S−1JS, where
S is a nondegenate complex matrix and J = diag(Jλi,si)
q
i=1 is the Jordan normal form matrix of B˜.
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Here q ≥ 1 is the number of Jordan blocks, each si ≥ 1,
∑q
i=1 si = s and each Jordan block Jλi,si
is an si × si (upper triangular) matrix, and the λi’s are the eigenvalues of B˜. The eigenvalues λi’s
may not be all distinct, but are all nonzero since B˜ is nondegenerate.
Jλi,si =

λi 1 0 . . . 0 0
0 λi 1 . . . 0 0
0 0 λi . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . λi 1
0 0 0 . . . 0 λi

.
Then B˜n = S−1JnS, so the edge weight matrix for Pn,p,` becomes
L(n) = (D[[p+p`]])−1/2B˜n(D[[p+p`]])−1/2 = (D[[p+p`]])−1/2S−1JnS(D[[p+p`]])−1/2.
Note that L(n) as a matrix is formally defined for any n ≥ 0, and L(0) = (D[[p+p`]])−1. This setting
n = 0 does not correspond to any actual gadget, which might be called P0,p,`, but we will “realize”
this virtual gadget by interpolation in what follows.
Clearly, B˜ is nondegenerate as B and (D[[p+p`]])1/2 both are, and so is J. All λi 6= 0. If we write
out the closed form expression for the entries of Jnλi,si we get
(
n
j
)
λn−ji for 0 ≤ j < si. Hence we
can write the (i, j)th entry of L(n) as L
(n)
ij =
∑q
l=1 λ
n
l pijl(n) for every n ≥ 0 and some polynomials
pijl(x) ∈ C[x] with deg pijl(x) ≤ sl − 1, whose coefficients depend on S, D[[p+p`]], J, but not on n,
for all 1 ≤ i, j ≤ s, and 1 ≤ l ≤ q.
Note that for all n, p, ` ≥ 1, the gadget Rdv ,n,p,` for v ∈ V (G) employs exactly dv copies of Pn,p,`.
Let t =
∑
v∈V (G) dv = 2|E(G)|; this is precisely the number of edge gadgets Pn,p,` in Gn,p,`. In
the evaluation of the partition function ZA′,D(Gn,p,`), we stratify the vertex assignments in Gn,p,`
as follows. Denote by κ = (kij)1≤i,j≤s a tuple of nonnegative integers, where the indexing is over
all s2 (ordered) pairs (i, j). There are a total of
(
t+s2−1
s2−1
)
such tuples that satisfy
∑
1≤i,j≤s kij = t.
For a fixed s, this is a polynomial in t, and thus a polynomial in the size of G. Denote by K
the set of all such tuples κ. We will stratify all vertex assignments in Gn,p,` by κ ∈ K, namely
all assignments such that there are exactly kij many constituent edge gadgets Pn,p,` with the two
ordered end points assigned i and j, respectively.
For each κ ∈ K, the edge gadgets Pn,p,` in total contribute
∏
1≤i,j≤s(L
(n)
ij )
kij to the partition
function ZA′,D(Gn,p,`). If we factor this product out for each κ ∈ K, we can express ZA′,D(Gn,p,`)
as a linear combination of these products over all κ ∈ K, with polynomially many coefficient values
cκ that are independent of all edge gadgets Pn,p,`. Another way to define these coefficients cκ is to
think in terms of Ĝ: For any κ = (kij)1≤i≤j≤s ∈ K, we say a vertex assignment on Ĝ is consistent
with κ if it assigns exactly kij many directed cycle edges of Ĝ (i.e., those that belong to the directed
cycles that replaced vertices in G) as ordered pairs of vertices to the value (i, j). Let L′ be any
(directed) edge signature to be assigned on each of these (directed) cycle edges in Ĝ, and keep the
edge signature A′ on each edge of Ĝ obtained by (`+1)-thickening of all the merged dangling edges
between any two such cycles, and each vertex receives its vertex weight according to D[[p+1+(p+1)`]].
Then cκ is the sum, over all assignments consistent with κ, of the products of all edge weights and
vertex weights other than the contributions by L′, in the evaluation of the partition function. In
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other words, for each κ ∈ K,
cκ =
∑
ζ : V (Ĝ)→[s]
ζ is consistent with κ
∏
w∈V (Ĝ)
D
[[p+1+(p+1)`]]
ζ(w)
∏
(u,v)∈E˜
(A′ζ(u),ζ(v))
`+1,
where E˜ ⊆ E(Ĝ) are the non-cycle edges of Ĝ that are in 1-1 correspondence with E(G). In
particular, |E˜| = |E(G)|.
Importantly, the values cκ are independent of n. Thus for some polynomially many values cκ,
where κ ∈ K, we have for all n ≥ 1,
ZA′,D(Gn,p,`) =
∑
κ∈K
cκ
∏
1≤i,j≤s
(L
(n)
ij )
kij =
∑
κ∈K
cκ
∏
1≤i,j≤s
(
q∑
`=1
λn` pij`(n))
kij . (5.5)
Expanding out the last sum and rearranging the terms, for some polynomials fi1,...,iq(x) ∈ C[x]
independent of n with deg fi1,...,iq(x) < st, we get
ZA′,D(Gn,p,`) =
∑
i1+...+iq=t
i1,...,iq≥0
(
q∏
j=1
λ
ij
j )
nfi1,...,iq(n)
for all n ≥ 1.
Let there be exactly r pairwise distinct values among
∏q
j=1 λ
ij
j , denoted by χi, where 1 ≤ i ≤ r.
Note that all χi 6= 0 since all λj 6= 0. It is also clear that 1 ≤ r ≤
(
t+q−1
q−1
)
. Rearranging the terms
in the previous sum, for some polynomials gi(x) =
∑st−1
j=0 bijx
j ∈ C[x] where 1 ≤ i ≤ r, we get for
all n ≥ 1,
ZA′,D(Gn,p,`) =
r∑
i=1
χni gi(n) =
r∑
i=1
st−1∑
j=0
bijχ
n
i n
j (5.6)
If we are given ZA′,D(Gn,p,`) for polynomially many n ≥ 1, (5.6) represents a linear system with
the unknowns bij . The number of unknowns is clearly ≤ rst, which is polynomial in the size of
the input graph G since r ≤ (t+q−1q−1 ), t = 2|E(G)|, and s is a constant. The values χni nj where
1 ≤ i ≤ r and 0 ≤ j < st can be clearly computed in polynomial time.
We show how to compute the value
r∑
i=1
bi0
from the values ZA′,D(Gn,p,`), n ≥ 1 in polynomial time. Since all χi 6= 0 and are pairwise distinct,
by Corollary 3.24, the square submatrix of the linear system (5.6) indexed by rows n = 1, . . . , rst
is nondegenerate. It follows that rows 1, . . . , rst of this linear system are linearly independent.
Therefore we can solve this system in polynomial time and find all the values bij , and after that
compute
∑r
i=1 bi0.
From (5.6), this value is formally ZA′,D(Gn,p,`) at n = 0.
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5.7 The problem EVAL(A ,D)
We need to define a general EVAL problem, where the vertices and edges can individually take
specific weights. Let A be a set of (edge weight) m×m matrices and D a set of diagonal (vertex
weight) m×m matrices. A GH-grid Ω = (G, ρ) consists of a graph G = (V,E) with possibly both
directed and undirected edges, and loops, and ρ assigns to each edge e ∈ E or loop an A(e) ∈ A
and to each vertex v ∈ V a D(v) ∈ D . (A loop is considered an edge of the form (v, v).) If e ∈ E
is a directed edge then the tail and head correspond to rows and columns of A(e), respectively; if
e ∈ E is an undirected edge then A(e) must be symmetric.
Definition 5.4. The problem EVAL(A ,D) is defined as follows: Given a GH-grid Ω = Ω(G),
compute
ZA ,D(Ω) =
∑
ξ : V→[m]
∏
w∈V
D
(w)
ξ(w)
∏
e=(u,v)∈E
A
(e)
ξ(u),ξ(v)
If A = {A} or D = {D}, then we simply write ZA,D(·) or ZA ,D(·), respectively. We remark
that the problem EVAL(A ,D) generalizes both problems EVAL(A) and EVAL(A,D), by takingA
to be a single symmetric matrix, and by taking D to be a single diagonal matrix. But EVAL(A,D)
is not naturally expressible as EVAL(A ,D) because the latter does not force the vertex-weight
matrix on a vertex according to its degree.
Now we will consider a problem in the framework of ZA ,D according to Definition 5.4. Let
G0,p,` be the GH-grid, with the underlying graph Ĝ, and every edge of the directed cycle in Ĝ is
assigned the edge weight matrix (D[[p+p`]])−1 (which is L(0) even though we do not have an actual
gadget for this), and we keep the vertex-weight matrices D[[p+1+(p+1)`]] at all vertices. Note that
even though these cycle edges are directed, the matrix (D[[p+p`]])−1 is symmetric. The other edges,
i.e., those undirected edges that came from the (` + 1)-thickenings of the original edges of G, will
each be assigned the edge weight matrix A′. So, A = {(D[[p+p`]])−1,A′}, and D = {D[[p+1+(p+1)`]]}
for the specification in the problem EVAL(A ,D). We note that Ĝ may have (directed) loops, and
Definition 5.4 specifically allows this. Then (recall that 00 = 1)
Z{(D[[p+p`]])−1,A′},D[[p+1+(p+1)`]](G0,p,`) =
r∑
i=1
χ0i gi(0) =
r∑
i=1
st−1∑
j=0
bijχ
0
i 0
j =
r∑
i=1
bi0
and we have just computed this value in polynomial time in the size ofG from the values ZA′,D(Gn,p,`),
for n ≥ 1. In other words, we have achieved it by querying the oracle EVAL(A′,D) on the instances
Gn,p,` (all of bounded degree), for n ≥ 1, in polynomial time.
Equivalently, we have shown that we can simulate a virtual “gadget” Rd,0,p,` replacing every
occurrence ofRd,n,p,` in Gn,p,` in polynomial time. The virtual gadgetRd,0,p,` has the edge signature
(D[[p+p`]])−1 in place of (D[[p+p`]])−1/2B˜n(D[[p+p`]])−1/2 in each Pn,p,`, since
(D[[p+p`]])−1/2B˜0(D[[p+p`]])−1/2 = (D[[p+p`]])−1/2Is(D[[p+p`]])−1/2 = (D[[p+p`]])−1.
Additionally, each vertex F ui retains the vertex-weight contribution with the matrix D
[[p+1+(p+1)`]]
in Rd,0,p,` (recall that to get Gn,p,`, each merged dangling edge was (`+ 1)-thickened, resulting in
each vertex F ui having degree (p+ 1)(`+ 1)). This precisely results in the GH-grid G0,p,`.
However, even though G0,p,` still retains the cycles, since (D
[[p+p`]])−1 is a diagonal matrix, each
vertex F ui in a cycle is forced to receive the same vertex assignment value in the domain set [s]; all
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other vertex assignments contribute zero in the evaluation of Z{(D[[p+p`]])−1,A′},D[[p+1+(p+1)`]](G0,p,`).
This can be easily seen by traversing the vertices F u1 , . . . , F
u
d in a cycle that corresponds to a
vertex u in G, where d = deg(u). Hence we can view each cycle employing the virtual gadget
Rd,0,p,` as a single vertex that contributes only a diagonal matrix of nonzero vertex weights P[[d]] =
(D[[p+1+(p+1)`]](D[[p+p`]])−1)d, where d is the vertex degree in G. Contracting each cycle to a single
vertex, we arrive at the (` + 1)-thickening T`+1(G) of the original graph G. For each edge e of
G we can further collapse its (` + 1)-thickening back by assigning to e the edge weight matrix
(A′)(`+1). We still have to keep the vertex weight matrices at each vertex of T`+1(G): if a vertex
in T`+1(G) has degree d(`+1), then the corresponding vertex in G of degree d must keep the vertex
weight matrix (D[[p+1+(p+1)`]](D[[p+p`]])−1)d. After this step we arrive at the original graph G, and
the value of the corresponding partition function on G is Z{(D[[p+p`]])−1,A′},D[[p+1+(p+1)`]](G0,p,`). More
formally, we have the following. Let P = {P[[i]]}∞i=0, where we let P[[0]] = Is, and for i > 0, we have
P
[[i]]
j = w
i
j where wj =
∑mj
k=1 µ
p+1+(p+1)`
jk /
∑mj
k=1 µ
p+p`
jk 6= 0 for 1 ≤ j ≤ q (each wj is well-defined
and is nonzero by (5.2)). This shows that we now can interpolate the value Z(A′)(`+1),P(G) =
Z{(D[[p+p`]])−1,A′},D[[p+1+p`+`]](G0,p,`) using the values ZA′,D(Gn,p,`) in polynomial time in the size of
G.
In the above, the graph G is arbitrary, except it has no isolated vertices. The case when G has
isolated vertices can be handled easily as follows.
Given an arbitrary graph G, assume it has h ≥ 0 isolated vertices. Let G∗ denote the graph
obtained from G by their removal. Then G∗ is of size not larger than G and h ≤ |V (G)|. Obviously,
Z(A′)(`+1),P(G) = (
∑s
i=1 P
[[0]]
i )
hZ(A′)(`+1),P(G
∗) = shZ(A′)(`+1),P(G
∗). Here the integer s ≥ 1 is a
constant, so the factor sh can be easily computed. Thus, knowing the value Z(A′)(`+1),P(G
∗) we can
compute the value Z(A′)(`+1),P(G) in polynomial time. Further, since we only use the graphs Gn,p,`,
for n ≥ 1, during the interpolation, each being of degree at most (p+1)(`+1), combining it with the
possible isolated vertex removal step, we conclude EVAL((A′)(`+1),P) ≤ EVAL(p+1)(`+1)(A′,D).
Next, it is easy to see that for an arbitrary graph G
Z(A′)(`+1),P(G) =
∑
ζ:V (G)→[s]
∏
z∈V (G)
P
[[deg(z)]]
ζ(z)
∏
(u,v)∈E(G)
(A′)(`+1)ζ(u),ζ(v)
=
∑
ζ:V (G)→[s]
∏
z∈V (G)
w
deg(z)
ζ(z)
∏
(u,v)∈E(G)
(A′)(`+1)ζ(u),ζ(v)
=
∑
ζ:V (G)→[s]
∏
(u,v)∈E(G)
wζ(u)wζ(v)(A
′)(`+1)ζ(u),ζ(v)
=
∑
ζ:V (G)→[s]
∏
(u,v)∈E(G)
Cζ(u),ζ(v) = ZC(G).
Here C is an s× s matrix with the entries Ci,j = (A′i,j)`+1wiwj where 1 ≤ i, j ≤ s. Clearly, C is a
symmetric matrix. In the above chain of equalities, we were able to redistribute the weights wi and
wj into the edge weights (A
′
i,j)
`+1 which resulted in the edge weights Ci,j , so that precisely each
edge (u, v) in G gets two factors wζ(u) and wζ(v) since the vertex weights at u and v were w
deg(u)
ζ(u)
and w
deg(v)
ζ(v) , respectively. This step is the final objective in our proof of Theorem 5.1; all preceding
gadget constructions and interpolation steps are in preparation for being able to carry out this step.
Because the underlying graph G is arbitrary, it follows that EVAL((A′)(`+1),P) ≡ EVAL(C).
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Combining this with the previous EVAL-reductions and equivalences, we obtain
EVAL(C) ≡ EVAL((A′)(`+1),P) ≤ EVAL((p+1)(`+1))(A′,D) ≡ EVAL((p+1)(`+1))(A),
so that EVAL(C) ≤ EVAL(∆)(A), by taking ∆ = (p+ 1)(`+ 1).
Remembering that our goal is to prove the #P-hardness for the matrix A that is not mult-brk-1,
we finally use this assumption. We first note that when we condensed A to A′, all µij 6= 0. Thus
up to nonzero row and column multipliers, any 2 by 2 submatrix witnessing non-mult-brk-1 for A
is also a 2 by 2 submatrix of A′ witnessing non-mult-brk-1 for A′. Hence A′ is also not mult-brk-1.
Therefore so is (A′)(`+1). Finally, because all wi 6= 0, C is also not mult-brk-1. Hence EVAL(C) is
#P-hard by Corollary 3.15. We conclude that EVAL(∆)(A) is also #P-hard, for ∆ = (p+1)(`+1).
This completes the proof of Theorem 5.1.
6 Non-multipicative-block-rank-1 from A to A
Theorem 6.1. Let A ∈ Cm×m be a symmetric matrix, let {g1, . . . , gd}, where d ≥ 0, be a gener-
ating set of nonzero entries of A, let A ∈ Cm×m be the purification of A obtained by going from
(g1, . . . , gd) to the d smallest primes (p1, . . . , pd), and let Γ be an edge gadget. If MΓ,A is not mult-
brk-1 (which is true if MΓ,A is not mod-brk-1), then for some p ≥ 1, the matrix MTp(Γ),A = MΓ,Ap
is not mult-brk-1.
Proof. Let C = MΓ,A, and let Bn = MΓ,An for n ≥ 1. Since C is not mult-brk-1, there exist
1 ≤ i1 < i2 ≤ m and 1 ≤ j1 < j2 ≤ m such that the 2× 2 submatrix
Ci1,i2;j1,j2 =
(
Ci1,j1 Ci1,j2
Ci2,j1 Ci2,j2
)
contains at least three nonzero entries and for every n ≥ 1, Cni1,i2;j1,j2 is nondegenerate, i.e.,
Cni1,j1C
n
i2,j2 − Cni1,j2Cni2,j1 6= 0. (6.1)
By Corollary 3.3, the multiplicative group of roots of unity in the field F = Q({Ai,j}mi,j=1) is a
finite cyclic group. Let R be (or any positive multiple of) the order of this group. Next, let
I = {i1, i2} × {j1, j2} and for each (i, j) ∈ I, consider the polynomial
pi,j(xi1,j1 , xi1,j2 , xi2,j1 , xi2,j2) = (
∏
(i′,j′)∈I
(i′,j′)6=(i,j)
xi′,j′)(x
R
i1,j1x
R
i2,j2 − xRi1,j2xRi2,j1).
Since there are at least three nonzero entries in Ci1,i2;j1,j2 and by (6.1), for some (a, b) ∈ I,
pa,b(Ci1,j1 , Ci1,j2 , Ci2,j1 , Ci2,j2) 6= 0. (6.2)
Let X = (Xk,`)
m
k,`=1 be a symmetric matrix of indeterminates in which Xk,` and X`,k are identified
(i.e., Xk,` = X`,k) for k, ` ∈ [m]. Consider the matrix MΓ,X. While we only defined MΓ,X where
the entries of X are complex numbers, the definition extends to arbitrary commutative rings. For
the matrix MΓ,X, every edge in Γ is assigned the matrix X, and therefore the entries of MΓ,X are
complex polynomials in X. In other words, MΓ,X = (fi,j(X))
m
i,j=1 for some fi,j(X) ∈ C[X], where
34
i, j ∈ [m]. (Here we view X = (Xk,`)mk,`=1 as s list of entries.) More precisely, if u∗, v∗ are the
distinguished vertices of Γ (in this order), then for each i, j ∈ [m], we can write
fi,j((Xk,`)
m
k,`=1) =
∑
ξ:V (Γ)→[m]
ξ(u∗)=i,ξ(v∗)=j
∏
(u,v)∈E(Γ)
Xξ(u),ξ(v).
Clearly, MΓ,An = (fi,j(A
n))mi,j=1 so the entries of MΓ,An belong to F, for n ≥ 1.
Since Bn = MΓ,An , we have Bn;i,j = fi,j(A
n) for i, j ∈ [m] and n ≥ 1. Because C = MΓ,A
we also have Ci,j = fi,j(A) for i, j ∈ [m].
Let qa,b((Xi,j)
m
i,j=1) be a complex polynomial defined as
qa,b(X) = pa,b(fi1,j1(X), fi1,j2(X), fi2,j1(X), fi2,j2(X)).
Then (6.2) rewrites as
qa,b(A) 6= 0.
Since A is the purification of A obtained by going from (g1, . . . , gd) to (p1, . . . , pd), by Corollary 3.22,
we have
qa,b(A
p) 6= 0
for some p ≥ 1 (bounded by the number of terms in the expansion of qa,b(X)). This is the same as
pa,b(Bp;i1,j1 , Bp;i1,j2 , Bp;i2,j1 , Bp;i2,j2) = (
∏
(i,j)∈I
(i,j) 6=(a,b)
Bp;i,j)(B
R
p;i1,j1B
R
p;i2,j2 −BRp;i1,j2BRp;i2,j1) 6= 0.
It follows that the matrix
Bp;i1,i2;j1,j2 =
(
Bp;i1,j1 Bp;i1,j2
Bp;i2,j1 Bp;i2,j2
)
has at most one zero entry (which can only be Bp;a,b), and
BRp;i1,j1B
R
p;i2,j2 −BRp;i1,j2BRp;i2,j1 6= 0. (6.3)
If Bp;i1,i2;j1,j2 has precisely one zero entry, i.e., if Bp;a,b = 0, then clearly Bp is not rectangular so
neither is MR
Γ,Ap = B
R
p implying that the latter is not block-rank-1. Assume Bp;i1,i2;j1,j2 has
no zero entries. In this case, (6.3) means that BRp;i1,i2;j1,j2 is nondegenerate and we conclude that
MR
Γ,Ap = B
R
p is not block-rank-1.
Finally, by Lemma 3.6, MR
Γ,Ap is not block-rank-1 implies that MΓ,Ap is not mult-brk-1.
7 Reduction to connected components without pinning
In this section we show that the complexity of EVAL(A) for bounded degree graphs can, just as
in [6], be reduced to connected A. We will do so by a gadget based approach without invoking any
pinning lemma in order to avoid some nonconstructive steps, which will be important later when
we make claims about the effectiveness of the dichotomy theorem proved in this paper.
For any symmetric matrix A ∈ Cm×m, it is obvious that ZA(·) is unchanged by a simultaneous
row and column permutation on A by the same permutation, which amounts to renaming the
35
elements in [m]. Also, for any edge gadget Γ, the property of MΓ,A being mult-brk-1 (mod-brk-1)
is unchanged. By a similar reasoning, we can freely multiply the matrix A by a nonzero scalar. A
similar remark holds for a pair (C,D) from Definition 2.2. We often do these steps implicitly.
The following lemma allows us to focus on the connected components of A; it is a gadget based
version of Lemma 4.6 from [6] (without using the first pinning lemma (Lemma 4.1) of [6]).
Lemma 7.1. Let A ∈ Cm×m be a symmetric matrix with components {Ai}i∈[s].
1. If Γ is an edge gadget such that MΓ,Ai is not mult-brk-1 for some i ∈ [s], then there is an
edge gadget Γ0 such that MΓ0,A is not mult-brk-1.
2. If EVAL(Ai) is polynomial-time computable for every i, then so is EVAL(A).
Proof. 1. By Lemma 3.10, we may replace Γ by the connected component Γ0 containing the two
distinguished vertices of Γ, and MΓ0,Ai is not mult-brk-1. Since Γ0 is connected, it is easy to
see that MΓ0,A = diag(MΓ0,Ai)i∈[s]. Then by Property 3.7, MΓ0,A is not mult-brk-1.
2. By Property 2.4, it suffices to restrict the input to connected graphs. For any connected G
we have ZA(G) =
∑s
i=1 ZAi(G) which shows that EVAL(A) is polynomial-time computable.
The theorems stated in Sections 8 and 9 will show that for connected A, either there is a gadget
Γ such that MΓ,A is not mult-brk-1 (which leads to EVAL
(∆)(A) is #P-hard for some ∆ > 0),
or EVAL(A) is tractable (without degree restriction). Lemma 7.1 allows us to reach the same
conclusion for general A without assuming it is connected.
8 Proof outline of the case: A is bipartite
We now give a proof outline of Theorem 1.1 for the case when A ∈ Cm×m is connected and bipartite.
For m = 1, the only bipartite graph on one vertex is an isolated vertex and EVAL(A) is trivially
computable: ZA(G) = 0 if G contains any edge, and 1 otherwise. For m = 2, any connected
bipartite graph consists of a single edge, and again EVAL(A) clearly is tractable. More precisely,
ZA(G) is 0 unless G is bipartite; for connected and bipartite G = (V,E), there are at most two
assignments ξ : V → {0, 1} which could yield nonzero values; finally, if G has connected components
Gi, then ZA(G) is the product of ZA(Gi)’s. So we assume m > 2.
In each of the steps below, we consider an EVAL problem passed down by the previous step
(Step 1 starts with EVAL(A) itself) and show that
1. either there is an edge gadget whose signature is not mult-brk-1, or
2. the matrix that defines the problem safisfies certain structural properties, or
3. there is another EVAL problem inheriting all the structural conditions such that if for the
latter there is an edge gadget whose signature is not mult-brk-1, then for the former there is also
an edge gadget whose signature is not mult-brk-1.
Finally, in the last step, we show that if all the structural conditions are satisfied, then the
problem EVAL(A) is polynomial-time solvable.
8.1 Step 1: Regularized form of matrix A and its purification
We start with EVAL(A), where A ∈ Cm×m is a fixed symmetric, connected, and bipartite matrix
with algebraic entries. In this step, we show that either A is not mult-brk-1 (so EVAL∆(A) #P-hard
for some ∆ > 0) or A has a regularized form.
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Definition 8.1 (modification of Definition 5.1 from [6]). Let A ∈ Cm×m be a symmetric, connected,
and bipartite matrix. We say it is a regularized bipartite matrix if there exist nonzero complex
numbers µ1, . . . , µm that generate a torsion-free multiplicative group (i.e., that contains no roots of
unity other that 1) and an integer 1 ≤ k < m such that
1. Ai,j = 0 for all i, j ∈ [k]; Ai,j = 0 for all i, j ∈ [k + 1 : m]; and
2. Ai,j/(µiµj) = Aj,i/(µiµj) is a root of unity for all i ∈ [k], j ∈ [k + 1 : m].
We say A is a purified bipartite matrix if µ1, . . . , µm are positive rational numbers.
In other words, A is regularized bipartite if there exists a k × (m− k) matrix B of the form
B =

µ1
µ2
. . .
µk


ζ1,1 ζ1,2 . . . ζ1,m−k
ζ2,1 ζ2,2 . . . ζ2,m−k
...
...
. . .
...
ζk,1 ζk,2 . . . ζk,m−k


µk+1
µk+2
. . .
µm
 , (8.1)
where every µi is a nonzero complex number such that µ1, . . . , µm generate a torsion-free multiplica-
tive group and every ζi,j is a root of unity, and A is the bipartization of B. If further µ1, . . . , µm
are positive rational numbers, then A is purified bipartite.
Theorem 8.2 (modification of Theorem 5.2 from [6]). Let A ∈ Cm×m be a symmetric, connected
and bipartite matrix with algebraic entries. Then A is mult-brk-1 iff A is a regularized bipartite
matrix. In that case, if {g1, . . . , gd} is a generating set of nonzero entries of A, then we can choose
µ1, . . . , µm to belong to the multiplicative subgroup generated by {g1, . . . , gd}.
As a consequence, either A is not mult-brk-1 (a fortiori, EVAL(∆)(A) is #P-hard for some
∆ > 0) or A is a reqularized bipartite matrix.
Note that if A is not a regularized bipartite matrix, then an edge e = (u∗, v∗) forms an edge
gadget with the distinguished vertices u∗, v∗ such that its signature Me,A = A is not mult-brk-1
by Theorem 8.2.
8.2 Step 2: Reduction to discrete unitary matrix
Now let A ∈ Cm×m denote a regularized bipartite matrix. We show that either there is an edge
gadget Γ such that MΓ,A is not mult-brk-1 (so EVAL
(∆)(A) is #P-hard for some ∆ > 0) or there
is a pair (C,D), where the matrix C is the bipartization of a discrete unitary matrix (see Section 4
for the definition), such that (C,D) satisfies the following property: (A) If there is an edge gadget
Γ such that MΓ,C,D is not mult-brk-1, then there is an edge gadget Γ
′ such that MΓ′,A is not
mult-brk-1; (B) If EVAL↔(C,D) is tractable then so is EVAL(A).
Theorem 8.3 (modification of Theorem 5.3 from [6]). Given a regularized bipartite matrix A ∈
Cm×m, either (I) there exists an edge gadget Γ such that MΓ,A is not mult-brk-1 (a fortiori,
EVAL(∆)(A) is #P-hard for some ∆ > 0) or (II) there exists a triple ((M,N),C,D) such that
1. for any edge gadget Γ such that MΓ,C,D is not mult-brk-1, we can construct an edge gadget
Γ′ so that MΓ′,A is not mult-brk-1;
2. EVAL(A) ≤ EVAL↔(C,D); and
3. ((M,N),C,D) satisfies the following conditions:
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(U1) C ∈ C2n×2n for some n ≥ 1, and
D =
(
D[0],D[1], . . . ,D[N−1]
)
is a sequence of N 2n× 2n diagonal matrices over C for some even N > 1.
(U2) C is the bipartization of an M -discrete unitary matrix F ∈ Cn×n, where
M ≥ 1 and M |N . (Note that C and F uniquely determine each other.)
(U3) D[0] is the 2n× 2n identity matrix, and for every r ∈ [N − 1] we have
∃ i ∈ [n], D[r]i 6= 0 =⇒ ∃ i′ ∈ [n], D[r]i′ = 1, and
∃ i ∈ [n+ 1 : 2n], D[r]i 6= 0 =⇒ ∃ i′ ∈ [n+ 1 : 2n], D[r]i′ = 1.
(U4) For all r ∈ [N − 1] and all i ∈ [2n], D[r]i ∈ Q(ωN ) and |D[r]i | ∈ {0, 1}.
In fact there are two levels of (C,D) involved in proving Theorem 8.3. Assuming MΓ,A is
mult-brk-1 for every edge gadget Γ, the problem EVAL(A) is first shown to be equivalent to
some EVAL(C,D), which must further be factorizable as a tensor product of an outer problem
EVAL(C′,K) and an inner problem EVAL(C′′,L), where EVAL(C′,K) is tractable. It is the inner
(C′′,L) we rename as EVAL(C,D) in the conclusion of Theorem 8.3.
In addition to (C,D), we will also need to introduce a purified pair (C,D), where C is a
purification of C, as an auxiliary tool that will be used to relate to the purification matrix A.
8.3 Step 3: Canonical form of C, F and D
After the first two steps, the original problem EVAL(A) is shown to be either tractable, or there is
an edge gadget Γ such that MΓ,A is not mult-brk-1 (a fortiori, EVAL
(∆)(A) is #P-hard for some
∆ > 0), or there is a pair (C,D) such that for any an edge gadget Γ such that MΓ,C,D is not mult-
brk-1, there is an edge gadget Γ′ so that MΓ′,A is not mult-brk-1; and EVAL(A) ≤ EVAL↔(C,D).
There are also positive integers M and N such that ((M,N),C,D) satisfies conditions (U1)–(U4).
For convenience, we use 2m to denote the number of rows of C and D[r], though it should be
noted that this new m is indeed the n in Theorem 8.3, which is different from the m used in the
first two steps. We also denote the upper-right m×m block of C by F.
In this step, we adopt the following convention: Given an n × n matrix, we use [0 : n − 1],
instead of [n], to index its rows and columns. For example, we index the rows of F using [0 : m−1]
and index the rows of C using [0 : 2m− 1].
We start with the special case when M = 1. As F is M -discrete unitary, we must have m = 1.
It is easy to check that EVAL↔(C,D) is tractable: C is a 2× 2 matrix(
0 1
1 0
)
;
Z→C,D(G) and Z
←
C,D(G) are 0 unless G is bipartite; for connected and bipartite G, there are at most
two assignments ξ : V → {0, 1} which could yield nonzero values: at most one for Z→C,D(G) and at
most one for Z←C,D(G); finally, if G has connected components Gi, then the proof is similar.
For the general case when the parameter M > 1 we further investigate the structure of F as well
as the diagonal matrices in D, and derive three necessary conditions on them so that any violation
of these conditions will let us construct an edge gadget Γ such that MΓ,C,D is not mod-brk-1. In
the tractability part, we prove that these conditions are actually sufficient for EVAL↔(C,D) to be
polynomial-time computable.
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8.3.1 Step 3.1: Entries of D[r] are either 0 or powers of ωN
In the first step within Step 3, we prove the following theorem:
Theorem 8.4 (modification of Theorem 5.4 from [6]). Suppose ((M,N),C,D) satisfies (U1)–
(U4) with M > 1. Then either there is an edge gadget Γ such that MΓ,C,D is not mod-brk-1 or
((M,N),C,D) satisfies the following condition (U5):
(U5) For all r ∈ [N − 1] and i ∈ [0 : 2n− 1], D[r]i is either 0 or a power of ωN .
8.3.2 Step 3.2: Fourier decomposition
Second, we show that either there exists an edge gadget Γ such that MΓ,C,D is not mod-brk-1, or
we can permute the rows and columns of F, so that the new F is the tensor product of a collection
of Fourier matrices defined below:
Definition 8.5 (Definition 5.5 from [6]). Let q > 1 be a prime power, and k ≥ 1 be an integer such
that gcd(k, q) = 1. We call the following q × q matrix Fq,k a (q, k)-Fourier matrix: The (x, y)th
entry of Fq,k, where x, y ∈ [0 : q − 1], is
ωkxyq = e
2pii
(
kxy/q
)
.
In particular, when k = 1, we use Fq to denote Fq,1 for short.
Theorem 8.6 (modification of Theorem 5.6 from [6]). Assume ((M,N),C,D) satisfies conditions
(U1)–(U5) and M > 1. Then either there exists an edge gadget Γ such that MΓ,C,D is not mod-brk-1
or there exist permutations Σ and Π of [0 : m− 1] and a sequence q1, q2, . . . , qd of d prime powers,
for some d ≥ 1, such that
FΣ,Π =
⊗
i∈[d]
Fqi . (8.2)
Suppose there do exist permutations Σ,Π and prime powers q1, . . . , qd such that FΣ,Π satisfies
(8.2). Then we let CΣ,Π denote the bipartization of FΣ,Π and let DΣ,Π denote a sequence of N
2m× 2m diagonal matrices in which the rth matrix is
D
[r]
Σ(0)
. . .
D
[r]
Σ(m−1)
D
[r]
Π(0)+m
. . .
D
[r]
Π(m−1)+m

, r ∈ [0 : N − 1].
Since EVAL(CΣ,Π,DΣ,Π) and EVAL(C,D) are really the same problem, we will let F,C and D
denote FΣ,Π,CΣ,Π and DΣ,Π, respectively, with
F =
⊗
i∈[d]
Fqi . (8.3)
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Before moving forward, we rearrange the prime powers q1, q2, . . . , qd and divide them into groups
according to different primes. We need the following notation. Let p = (p1, . . . , ps) be a strictly
increasing sequence of primes and t = (t1, . . . , ts) be a sequence of positive integers. Let Q = {qi :
i ∈ [s]} be a set of s sequences in which each qi is a nonincreasing sequence (qi,1, . . . , qi,ti) of powers
of pi. We let qi denote qi,1 for all i ∈ [s], let
Zqi =
∏
j∈[ti]
Zqi,j = Zqi,1 × · · · × Zqi,ti ,
for all i ∈ [s], and let
ZQ =
∏
i∈[s],j∈[ti]
Zqi,j =
∏
i∈[s]
Zqi = Zq1,1 × · · · × Zq1,t1 × · · · × Zqs,1 × · · · × Zqs,ts
be the Cartesian products of the respective finite Abelian groups. Both ZQ and Zqi are finite
Abelian groups, under componentwise operations. This implies that both ZQ and Zqi are Z-
modules and thus kx is well defined for all k ∈ Z and x in ZQ or Zqi . As Z-modules, we can
also refer to their members as “vectors”. When we use x to denote a vector in ZQ, we denote
its (i, j)th entry by xi,j ∈ Zqi,j . We use xi to denote (xi,j : j ∈ [ti]) ∈ Zqi , so x = (x1, . . . ,xs).
Given x,y ∈ ZQ, we let x± y denote the vector in ZQ whose (i, j)th entry is xi,j ± yi,j (mod qi,j).
Similarly, for each i ∈ [s], we can define x± y for vectors x,y ∈ Zqi .
From (8.3), there exist p, t,Q such that ((M,N),C,D, (p, t,Q)) satisfies the following three
conditions (R1)–(R3), which we will refer to combined as (R).
(R1) p = (p1, . . . , ps) is a strictly increasing sequence of primes; t = (t1, . . . , ts) is a sequence of
positive integers; Q = {qi : i ∈ [s]} is a collection of s sequences, in which each qi = (qi,1, . . . , qi,ti)
is a nonincreasing sequence of powers of pi.
(R2) C is the bipartization of F ∈ Cm×m and ((M,N),C,D) satisfies (U1)–(U5).
(R3) There is a bijection ρ : [0 : m− 1]→ ZQ (so m =
∏
i,j qi,j) such that
Fa,b =
∏
i∈[s],j∈[ti]
ω
xi,j yi,j
qi,j , for all a, b ∈ [0 : m− 1], (8.4)
where (xi,j : i ∈ [s], j ∈ [ti]) = x = ρ(a) and (yi,j : i ∈ [s], j ∈ [ti]) = y = ρ(b). Note that (8.4)
also gives us an expression of M using Q. It is the product of the largest prime powers qi = qi,1 for
each distinct prime pi: M = q1q2 · · · qs.
For convenience, we from now on use x ∈ ZQ to index the rows and columns of F:
Fx,y = Fρ−1(x),ρ−1(y) =
∏
i∈[s],j∈[ti]
ω
xi,j yi,j
qi,j , for all x,y ∈ ZQ, (8.5)
whenever we have a tuple ((M,N),C,D, (p, t,Q)) that is known to satisfy condition (R). We
assume that F is indexed by (x,y) ∈ Z2Q rather than (a, b) ∈ [0 : m− 1]2, and (R3) refers to (8.5).
Correspondingly, we use {0, 1} × ZQ to index the entries of the matrices C and D[r]: (0,x) refers
to the (ρ−1(x))th row or column, and (1,x) refers to the (m+ ρ−1(x))th row or column.
8.3.3 Step 3.3: Affine support for D
Now we have a 4-tuple ((M,N),C,D, (p, t,Q)) that satisfies (R). In this step, we prove for every
r ∈ [N − 1] (recall that D[0] is already known to be the identity matrix), the nonzero entries of the
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rth matrix D[r] in D must have a very nice coset structure; otherwise there exists an edge gadget
Γ such that MΓ,C,D is not mod-brk-1.
For every r ∈ [N − 1], we define Λr ⊆ ZQ and ∆r ⊆ ZQ as
Λr =
{
x ∈ ZQ : D[r](0,x) 6= 0
}
and ∆r =
{
x ∈ ZQ : D[r](1,x) 6= 0
}
.
We use S to denote the set of r ∈ [N − 1] such that Λr 6= ∅ and T to denote the set of r ∈ [N − 1]
such that ∆r 6= ∅. We recall the following standard definition of a coset of a group, specialized to
our situation.
Definition 8.7 (Definition 5.7 from [6]). Let Φ be a nonempty subset of ZQ (or Zqi for some
i ∈ [s]). We say Φ is a coset in ZQ (or Zqi) if there is a vector x0 ∈ Φ such that {x−x0 |x ∈ Φ} is
a subgroup of ZQ (or Zqi). Given a coset Φ (in ZQ or Zqi), we use Φlin to denote its corresponding
subgroup {x− x′ |x,x′ ∈ Φ}.
Theorem 8.8 (modification of Theorem 5.8 from [6]). Let ((M,N),C,D, (p, t,Q)) be a 4-tuple
that satisfies (R). Then either there is an edge gadget Γ such that MΓ,C,D is not mod-brk-1 or
Λr,∆r ⊆ ZQ satisfy the following condition (L):
(L1) For every r ∈ S, Λr =
∏s
i=1 Λr,i, where Λr,i is a coset in Zqi, i ∈ [s].
(L2) For every r ∈ T , ∆r =
∏s
i=1 ∆r,i, where ∆r,i is a coset in Zqi, i ∈ [s].
Suppose for any gadget Γ, MΓ,C,D is mod-brk-1. Then by Theorem 8.8, ((M,N),C,D, (p, t,
Q)) satisfies not only (R) but also (L). Actually, by (U3), D also satisfies the following:
(L3) There exist an a[r] ∈ Λr for each r ∈ S, a b[r] ∈ ∆r for each r ∈ T such that
D
[r]
(0,a[r])
= D
[r]
(1,b[r])
= 1.
From now on, when we say condition (L), we mean all three conditions (L1)–(L3).
8.3.4 Step 3.4: Quadratic structure
In this final step within Step 3, we prove that for every r ∈ [N−1], the nonzero entries of D[r] must
have a quadratic structure; otherwise there is an edge gadget Γ such that MΓ,C,D is not mod-brk-1.
We start with some notation.
Given x in Zqi for some i ∈ [s], we use extr(x) (extension of x for short), where r ∈ S, to
denote the following unique vector:(
a
[r]
1 , . . . ,a
[r]
i−1,x,a
[r]
i+1, . . . ,a
[r]
s
)
∈ ZQ.
Similarly we let ext′r(x), where r ∈ T , denote the following unique vector:(
b
[r]
1 , . . . ,b
[r]
i−1,x,b
[r]
i+1, . . . ,b
[r]
s
)
∈ ZQ.
Let a be a vector in Zqi for some i ∈ [s]. Then we use a˜ to denote the vector b ∈ ZQ such that
bi = a and bj = 0 for all other j 6= i. Also recall that qk = qk,1.
Theorem 8.9 (modification of Theorem 5.9 from [6]). Let ((M,N),C,D, (p, t,Q)) be a tuple that
satisfies both (R) and (L). Then either there is an edge gadget Γ such that MΓ,C,D is not mod-brk-1,
or D satisfies the following condition (D):
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(D1) For all r ∈ S and x ∈ Λr, we have
D
[r]
(0,x) = D
[r]
(0,extr(x1))
D
[r]
(0,extr(x2))
· · ·D[r](0,extr(xs)). (8.6)
(D2) For all r ∈ T and x ∈ ∆r, we have
D
[r]
(1,x) = D
[r]
(1,ext′r(x1))
D
[r]
(1,ext′r(x2))
· · ·D[r](1,ext′r(xs)). (8.7)
(D3) For all r ∈ S, k ∈ [s], and a ∈ Λlinr,k, there are b ∈ Zqk and α ∈ ZN such that
ωαN · Fx,b˜ = D
[r]
(0,x+a˜) ·D
[r]
(0,x) for all x ∈ Λr. (8.8)
(D4) For all r ∈ T , k ∈ [s], and a ∈ ∆linr,k, there are b ∈ Zqk and α ∈ ZN such that
ωαN · Fb˜,x = D
[r]
(1,x+a˜) ·D
[r]
(1,x) for all x ∈ ∆r. (8.9)
Note that in (D3) and (D4), the expressions on the left-hand side do not depend on all other
components of x except the kth component xk, since all other components of b˜ are 0. The state-
ments in conditions (D3)–(D4) are a technically precise way to express the idea that there is a
quadratic structure on the support of each diagonal matrix D[r]. We express it in terms of an
exponential difference equation.
8.4 Tractability
Now we can state a theorem of tractability.
Theorem 8.10 (modification of Theorem 5.10 from [6]). Suppose that ((M,N),C,D, (p, t,Q))
satisfies (R), (L), and (D). Then the problem EVAL↔(C,D) can be solved in polynomial time.
9 Proof outline of the case: A is not bipartite
The definitions and theorems of the case for nonbipartite A is similar to the bipartite case. However,
there are some nontrivial differences.
9.1 Step 1: Regularized form of matrix A and its purification
We start with A ∈ Cm×m, a symmetric, connected, and nonbipartite matrix with algebraic entries.
The problem EVAL(A) is clearly tractable if m = 1; in the discussion below, we assume m > 1.
Definition 9.1 (modification of Definition 6.1 from [6]). Let A ∈ Cm×m be a symmetric, connected,
and nonbipartite matrix. We say A is a regularized nonbipartite matrix if there exist nonzero
complex numbers µ1, . . . , µm such that Ai,j/(µiµj) is a root of unity for all i, j ∈ [m]. We may pre-
multiply A by a nonzero scalar, and require that µ1, . . . , µm generate a torsion-free multiplicative
group. We say A is a purified nonbipartite matrix if µ1, . . . , µm are positive rational numbers.
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Thus, A is regularized nonbipartite if A has the form
A =

µ1
µ2
. . .
µm


ζ1,1 ζ1,2 . . . ζ1,m
ζ2,1 ζ2,2 . . . ζ2,m
...
...
. . .
...
ζm,1 ζm,2 . . . ζm,m


µ1
µ2
. . .
µm
 , (9.1)
where every µi is a nonzero complex number such that µ1, . . . , µn generate a torsion-free multiplica-
tive group, and ζi,j = ζj,i are all roots of unity. If further µ1, . . . , µm are positive rational numbers,
then A is purified nonbipartite.
When we go from A to its purified form A, we may pre-multiply A by a nonzero constant (in
the multiplicative group G generated by {g1, . . . , gd}) and then assume that the same generators
{g1, . . . , gd} are chosen for going from A to A, as for going from (µ1, . . . , µm) to its purification
(µ
1
, . . . , µ
m
) and that µ1, . . . , µm belong to G. Thus, A has the form
A =

µ
1
µ
2
. . .
µ
m


ζ1,1 ζ1,2 . . . ζ1,m
ζ2,1 ζ2,2 . . . ζ2,m
...
...
. . .
...
ζm,1 ζm,2 . . . ζm,m


µ
1
µ
2
. . .
µ
m
 . (9.2)
We prove the following theorem.
Theorem 9.2 (modification of Theorem 6.2 from [6]). Let A ∈ Cm×m be a symmetric, connected
and nonbipartite matrix, where m > 1. Then A is mult-brk-1 iff A is a regularized nonbipartite
matrix. In that case, if {g1, . . . , gd} is a generating set of nonzero entries of A, then we can choose
µ1, . . . ,mm to belong to the multiplicative group generated by {g1, . . . , gd}. As a consequence, either
A is not mult-brk-1 (a fortiori, EVAL(∆)(A) is #P-hard for some ∆ > 0) or A is a reqularized
nonbipartite matrix.
If A is not a regularized nonbipartite matrix, then an edge e = (u∗, v∗) forms an edge gadget
with the distinguished vertices u∗, v∗ such that Me,A = A is not mult-brk-1 by Theorem 9.2.
9.2 Step 2: Reduction to discrete unitary matrix
Theorem 9.3 (modification of Theorem 6.3 from [6]). Let A ∈ Cm×m be a purified nonbipartite
matrix. Then either (I) there exists an edge gadget Γ such that MΓ,A is not mult-brk-1 (a fortori,
EVAL(∆)(A) is #P-hard for some ∆ > 0) or (II) there exists a triple ((M,N), F,D) such that
1. for any an edge gadget Γ such that MΓ,F,D is not mult-brk-1, we can construct an edge gadget
Γ′ so that MΓ′,A is not mult-brk-1;
2. EVAL(A) ≤ EVAL(F,D); and
3. ((M,N),F,D) satisfies (U ′1)–(U ′4):
(U ′1) F ∈ Cn×n for some n ≥ 1, and D = (D[0], . . . ,D[N−1]) is a sequence of N
n× n diagonal matrices for some even N > 1.
(U ′2) F is a symmetric M -discrete unitary matrix, where M ≥ 1 and M |N .
(U ′3) D[0] is the identity matrix. For each r ∈ [N − 1], either D[r] = 0 or D[r]
has an entry equal to 1.
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(U ′4) For all r ∈ [N − 1] and i ∈ [n], D[r]i ∈ Q(ωN ) and |D[r]i | ∈ {0, 1}.
In addition to (F,D), we will also need to introduce a purified pair (F,D), where F is a
purification of F to relate to the purification matrix A.
9.3 Step 3: Canonical form of F and D
Now suppose we have a tuple ((M,N),F,D) that satisfies (U ′1)–(U ′4). For convenience we still use
m to denote the number of rows and columns of F and each D[r] in D, though it should be noted
that this new m is indeed the n in Theorem 9.3, which is different from the m used in the first two
steps. Similar to the bipartite case, we adopt the following convention in this step: given an n× n
matrix, we use [0 : n− 1], instead of [n], to index its rows and columns.
We start with the special case when M = 1. Since F is M -discrete unitary, we must have m = 1
and F = (1). In this case, it is clear that the problem EVAL(F,D) is tractable. So in the rest of
this section, we always assume that M > 1.
9.3.1 Step 3.1: Entries of D[r] are either 0 or powers of ωN
Theorem 9.4 (modification of Theorem 6.4 from [6]). Suppose ((M,N),F,D) satisfies (U ′1)–(U ′4),
and M > 1. Then either there exists an edge gadget Γ such that MΓ,F,D is not mod-brk-1 or
((M,N),F,D) satisfies the following condition (U ′5):
(U ′5) For all r ∈ [N − 1], entries of D[r] are either zero or powers of ωN .
9.3.2 Step 3.2: Fourier decomposition
Let q be a prime power. We say W is a nondegenerate matrix in Z2×2q if Wx 6= 0 for all x 6= 0 ∈ Z2q .
Lemma 9.5 (Lemma 6.5 from [6]). Let q be a prime power and W ∈ Z2×2q . The following state-
ments are equivalent: (1) W is nondegenerate; (2) x 7→ Wx is a bijection from Z2q to itself; and
(3) det(W) is invertible in Zq.
Definition 9.6 (generalized Fourier matrix, Definition 6.6 from [6]). Let q be a prime power and
W = (Wij) be a symmetric nondegenerate matrix in Z2×2q . We say a q2 × q2 matrix Fq,W is a
(q,W)-generalized Fourier matrix if there exists a bijection ρ from [0 : q2 − 1] to [0 : q − 1]2 such
that
(Fq,W)i,j = ωW11x1y1+W12x1y2+W21x2y1+W22x2y2q for all i, j ∈ [0 : q2 − 1],
where x = (x1, x2) = ρ(i) and y = (y1, y2) = ρ(j).
Theorem 9.7 (modification of Theorem 6.7 from [6]). Suppose ((M,N),F,D) satisfies conditions
(U ′1)–(U ′5). Then either there exists an edge gadget Γ such that MΓ,F,D is not mod-brk-1 or there
exist a permutation Σ of [0 : m− 1] such that
FΣ,Σ =
(
g⊗
i=1
Fdi,W[i]
)
⊗
(⊗`
i=1
Fqi,ki
)
,
where d = (d1, . . . , dg) and W = (W[1], . . . ,W[g]) are two sequences, for some g ≥ 0. (Note that
the g here can be 0, in which case d and W are empty.) For each i ∈ [g], di > 1 is a power of 2
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and W[i] is a 2× 2 symmetric nondegenerate matrix over Zdi; q = (q1, . . . , q`) and k = (k1, . . . , k`)
are two sequences for some ` ≥ 0 (again ` can be 0). For each i ∈ [`], qi is a prime power, ki ∈ Zqi,
and gcd(qi, ki) = 1.
Assume there does exist a permutation Σ, together with the four sequences, such that FΣ,Σ
satisfies the equation above; otherwise, there exists an edge gadget Γ such that MΓ,F,D is not mod-
brk-1. Then we apply Σ to D[r], r ∈ [0 : N − 1], to get a new sequence DΣ of N diagonal matrices
in which the rth matrix of DΣ is 
D
[r]
Σ(0)
. . .
D
[r]
Σ(m−1)
 .
Clearly EVAL(FΣ,Σ,DΣ) and EVAL(F,D) are equivalent. From now on, we simply let F and D
denote FΣ,Σ and DΣ, respectively. Thus, we have
F =
(
g⊗
i=1
Fdi,W[i]
)
⊗
(⊗`
i=1
Fqi,ki
)
. (9.3)
Before moving forward to Step 3.3, we rearrange the prime powers in d and q and divide them
into groups according to different primes.
By (9.3), there exist d,W,p, t,Q, and K such that the tuple ((M,N),F,D, (d,W,p, t,Q,K))
satisfies the following condition (R′):
(R′1) d = (d1, . . . , dg) is a nonincreasing sequence of powers of 2 for some g ≥ 0; W =
(W[1], . . . ,W[g]) is a sequence of symmetric nondegenerate 2 × 2 matrices over Zdi (note that
d and W can be empty); p = (p1, . . . , ps) is a strictly increasing sequence of s primes for some
s ≥ 1, starting with p1 = 2; t = (t1, . . . , ts) is a sequence of integers with t1 ≥ 0 and ti ≥ 1
for all i > 1; Q = {qi : i ∈ [s]} is a collection of sequences in which each qi = (qi,1, . . . , qi,ti)
is a nonincreasing sequence of powers of pi (only q1 can be empty as we always fix p1 = 2 even
when no powers of 2 occur in Q); K = {ki : i ∈ [s]} is a collection of sequences in which each
ki = (ki,1, . . . , ki,ti) is a sequence of length ti. Finally, for all i ∈ [s] and j ∈ [ti], ki,j ∈ [0 : qi,j − 1]
and satisfies gcd(ki,j , qi,j) = gcd(ki,j , pi) = 1.
(R′2) ((M,N),F,D) satisfies conditions (U ′1)–(U ′5), and
m =
∏
i∈[g]
(di)
2 ×
∏
i∈[s],j∈[ti]
qi,j .
(R′3) There is a bijection ρ from [0 : m− 1] to Z2d × ZQ, where
Z2d =
∏
i∈[g]
(Zdi)
2 and ZQ =
∏
i∈[s],j∈[ti]
Zqi,j ,
such that (for each a ∈ [0 : m− 1], we use(
x0,i,j : i ∈ [g], j ∈ {1, 2}
) ∈ Z2d and (x1,i,j : i ∈ [s], j ∈ [ti]) ∈ ZQ
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to denote the components of x = ρ(a), where x0,i,j ∈ Zdi and x1,i,j ∈ Zqi,j )
Fa,b =
∏
i∈[g]
ω
(x0,i,1 x0,i,2)·W[i]·(y0,i,1 y0,i,2)T
di
∏
i∈[s],j∈[ti]
ω
ki,j ·x1,i,jy1,i,j
qi,j
for all a, b ∈ [0 : m− 1], where ((x0,i,j), (x1,i,j)) = x = ρ(a) and y = ρ(b).
For convenience, from now on we will directly use x ∈ Z2d × ZQ to index the rows and columns
of F, i.e., Fx,y ≡ Fρ−1(x),ρ−1(y).
9.3.3 Step 3.3: Affine support for D
Now we have a tuple ((M,N),F,D, (d,W,p, t,Q,K)) that satisfies (R′). In the next step, we
show for every r ∈ [N − 1] (D[0] is already known to be the identity matrix) the nonzero entries of
D[r] (in D) must have a coset structure; otherwise there exists an edge gadget Γ such that MΓ,F,D
is not mod-brk-1.
For each r ∈ [N − 1], let Γr ⊆ Z2d × ZQ denote the set of x such that the entry of D[r] indexed
by x is nonzero. We also use Z to denote the set of r ∈ [N − 1] such that Γr 6= ∅. For convenience,
we let Z˜qi , i ∈ [s], denote the following set (or group):
Z˜qi =
{
Zqi if i > 1
Z2d × Zq1 if i = 1.
This gives us a new way to denote the components of
x ∈ Z2d × ZQ = Z˜q1 × Z˜q2 × · · · × Z˜qs ,
i.e., x = (x1, . . . ,xs), where xi ∈ Z˜qi for each i ∈ [s].
Theorem 9.8 (modification of Theorem 6.8 from [6]). Assume that ((M,N),F,D, (d,W,p, t,Q,K))
satisfies condition (R′). Then either there exists an edge gadget Γ such that MΓ,F,D is not mod-brk-1
or D satisfies the following condition:
(L′1) For every r ∈ Z, Γr =
∏s
i=1 Γr,i, where Γr,i is a coset in Z˜qi for all i ∈ [s].
Suppose for any gadget Γ, MΓ,F,D is mod-brk-1. Then by Theorem 9.8, the tuple ((M,N),F,D,
(d,W,p, t,Q,K)) satisfies not only (R′) but also (L′1). By (U ′3), D also satisfies the following:
(L′2) For every r ∈ Z, there exists an a[r] ∈ Γr ⊆ Z2d × ZQ such that the entry of D[r] indexed
by a[r] is equal to 1.
From now on, we refer to conditions (L′1) and (L′2) as condition (L′).
9.3.4 Step 3.4: Quadratic structure
In this final step within Step 3 for the nonbipartite case, we show that for any index r ∈ [N − 1],
the nonzero entries of D[r] must have a quadratic structure; otherwise there exists an edge gadget
Γ such that MΓ,F,D is not mod-brk-1.
We need the following notation. Given x in Z˜qi for some i ∈ [s], we let extr(x), where r ∈ Z,
denote the following unique vector:(
a
[r]
1 , . . . ,a
[r]
i−1,x,a
[r]
i+1, . . . ,a
[r]
s
)
∈
∏
j∈[s]
Z˜qj .
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Given a ∈ Z˜qi for some i ∈ [s], we let a˜ = (a˜1, . . . , a˜s) ∈
∏
j∈[s] Z˜qj such that a˜i = a and all other
components are 0.
Theorem 9.9 (modification of Theorem 6.9 from [6]). Suppose ((M,N),F,D, (d,W,p, t,Q,K))
satisfies (R′) and (L′). Then either there exists an edge gadget Γ such that MΓ,F,D is not mod-brk-1
or D satisfies the following condition (D′):
(D′1) For all r ∈ Z and x ∈ Γr, we have
D
[r]
x = D
[r]
extr(x1)
D
[r]
extr(x2)
· · ·D[r]extr(xs). (9.4)
(D′2) For all r ∈ Z, k ∈ [s], and a ∈ Γlinr,k, there are b ∈ Z˜qk and α ∈ ZN such that
ωαN · Fb˜,x = D
[r]
x+a˜ ·D
[r]
x for all x ∈ Γr. (9.5)
Note that in (9.5), the expression on the left-hand side does not depend on other components
of x except the kth component xk ∈ Z˜qk .
9.4 Tractability
Theorem 9.10 (modification of Theorem 6.10 from [6]). If ((M,N),F,D, (d,W,p, t,Q,K)) sat-
isfies all conditions (R′), (L′), and (D′), then EVAL(F,D) can be solved in polynomial time.
10 Proof of Theorem 8.2 and Theorem 9.2
We prove Theorem 8.2 and Theorem 9.2 in this section.
Proof of Theorem 8.2. Let A ∈ Cm×m be a symmetric, connected, and bipartite matrix. If A is a
regularized bipartite matrix, then by taking a common multiplier of the orders of the roots of unity
ζi,j ’s in (8.1) it is easy to see that A is mult-brk-1. We prove the other direction, so assume A is
mult-brk-1. In particular, A is rectangular. Let A be the bipartization of some B ∈ Ck×(m−k) for
some k ∈ [m− 1].
We first show that all entries of B are nonzero. Let N(i) = {j | Bi,j 6= 0} denote the set of
neighbors of i ∈ [k]. If N(i) 6= N(i′) for some i, i′ ∈ [k], since i and i′ are connected by a path, there
are successive vertices i1 = i, j1, i2, . . . , i` = i
′, where i1, i2, . . . , i` are on the LHS of the bipartite
graph, and for some s ∈ [`] we have N(is) 6= N(is+1) but they intersect. This violates A being
rectangular.
So N(i) = N(i′) for all i, i′ ∈ [k], and by A being connected it follows that N(i) = [m− k] for
all i ∈ [k], i.e., all entries of B are nonzero.
We are given some integer N ≥ 1 such that AN is block-rank-1. It follows that BN has rank
1.
Let {g1, . . . , gd} be a generating set for the entries of B. We can write Bi,j = B̂i,jζi,j , where
B̂i,j all belong to the torsion-free group generated by {g1, . . . , gd}, and ζi,j are roots of unity for
i ∈ k and j ∈ [m− k]. Let N ′ be the least common multiple of their orders. Since BN has rank
1, all 2 by 2 submatrices of BN and thus of BNN ′ have determinant 0. This implies that all 2
by 2 submatrices of the matrix B̂ = (B̂i,j) have determinant 0, since g1, . . . , gd are multiplicatively
independent.
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Thus B̂ = (B̂i,j) has rank 1. Writing B̂ as a product of a column vector (µ1, . . . , µk)
T and a
row vector (µk+1, . . . , µm), we get the form (8.1) for B. If we choose µ1 = 1, then the factorization
of B is unique, and all µi belong to the multiplicative subgroup generated by {g1, . . . , gd}.
Proof of Theorem 9.2. Let A ∈ Cm×m be a symmetric, connected, and nonbipartite matrix. Again
if A is regularized nonbipartite, then it is easy to see that A is mult-brk-1. We prove the other
direction, so assume A is mult-brk-1.
Let
A′ =
(
0 A
A 0
)
be the bipartization of A, and by Property 3.8, A′ is mult-brk-1. We show A′ is connected so
that we can apply Theorem 8.2 to A′. Since A is nonbipartite, there is an odd cycle. Since A
is connected, for every i ∈ [m], there is a closed walk of odd length. Then for every i, j ∈ [m]
there are both walks of odd length and even length, i = i0, i1, . . . , is = j. This gives a walk in A
′
between i and j of even length, and a walk in A′ between i and m+ j of odd length. Now we apply
Theorem 8.2 to A′, and get an expression for A as in (8.1), where all µi in (8.1) are nonzero, and all
belong to the multiplicative group G generated by {g1, . . . , gd}, a generating set for the entries of A
which must all be nonzero. As in the proof of Theorem 8.2 we can take µ1 = 1, then we can factor
out µk+1 6= 0 (call it µ), and rename the two sequences of diagonal values as µ1 = 1, µ2, . . . , µm
and ν1 = 1, ν2, . . . , νm. They are all nonzero and all belong to G. So we have the following form:
A = µ

1
µ2
. . .
µm


ζ1,1 ζ1,2 . . . ζ1,m
ζ2,1 ζ2,2 . . . ζ2,m
...
...
. . .
...
ζm,1 ζm,2 . . . ζm,m


1
ν2
. . .
νm
 ,
where µ, µ2, . . . , µm, ν2, . . . , νm ∈ G, and ζi,j are roots of unity. Since A is symmetric, we have
µµiνjζi,j = µµjνiζj,i, for all i, j ∈ [m]. Since g1, . . . , gd are multiplicatively independent, and
(µiνj)/(µjνi) ∈ G, we get ζi,j = ζj,i for all i, j ∈ [m]. Then µiνj = µjνi for all i, j ∈ [m]. Putting
j = 1, we get µi = νi for all i ∈ [m].
11 Proof of Theorem 8.3
In this section we adapt the proof from Section 8.1 of [6] to establish a connection between the
signature matrices MΓ,A and MΓ,C,D, for any edge gadget Γ, where A and (C,D) are related in a
precise way to be described in Definition 11.1. Essentially we will show that all the results from
Section 8.1 of [6] can be carried over to our setting.
Let A be an m×m symmetric (but not necessarily bipartite) complex matrix, and let (C,D)
be a pair that satisfies the following condition (T ):
(T1) C is an n× n symmetric complex matrix.
(T2) D = (D[0], . . . ,D[N−1]) is a sequence of N n×n diagonal complex matrices for some N ≥ 1.
(T3) Every diagonal entry in D[0] is a positive integer. Moreover, for each a ∈ [n], there exist
nonnegative integers αa,0, . . . , αa,N−1 such that
D[0]a =
N−1∑
b=0
αa,b and D
[r]
a =
N−1∑
b=0
αa,b · ωbrN for all r ∈ [N − 1].
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In particular, we say that the tuple (αa,0, . . . , αa,N−1) generates the ath entries of D.
Definition 11.1 (Definition 8.1 from [6]). Let R = {Ra,b : a ∈ [n], b ∈ [0 : N − 1]} be a partition
of [m] (note that any Ra,b here may be empty) such that for every a ∈ [n],
N−1⋃
b=0
Ra,b 6= ∅.
We say A can be generated by C using R if for all i, j ∈ [m],
Ai,j = Ca,a′ · ωb+b′N , where i ∈ Ra,b and j ∈ Ra′,b′ . (11.1)
Assuming (C,D) satisfies (T ) and A is generated by C using R, it was shown in [6] that
ZA(G) = ZC,D(G) for any undirected graph G. From this, EVAL(A) ≡ EVAL(C,D). This is the
following lemma, called the cyclotomic reduction lemma, in [6]. We will extend this to edge gadgets
in Lemma 11.3.
Lemma 11.2 (cyclotomic reduction lemma (Lemma 8.2 from [6])). Assume that (C,D) satisfies
(T ) with nonnegative integers αa,b. Let R = {Ra,b} be a partition of [m] satisfying
|Ra,b| = αa,b and m =
n∑
a=1
N−1∑
b=0
αa,b ≥ n,
and let A denote the matrix generated by C using R. Then EVAL(A) ≡ EVAL(C,D).
Given any pair (C,D) that satisfies (T ), we prove the following lemma.
Lemma 11.3 (cyclotomic transfer lemma for edge gadgets). Assume that (C,D) satisfies (T ) with
nonnegative integers αa,b. Let R = {Ra,b} be a partition of [m] satisfying
|Ra,b| = αa,b and m =
n∑
a=1
N−1∑
b=0
αa,b ≥ n,
and let A denote the matrix generated by C using R. Let Γ = (V,E) be an edge gadget with two
distinguished vertices u∗ and v∗ (in this order), and let r = deg(u∗) and r′ = deg(v∗). Then for
any i, j ∈ [m], MΓ,A(i, j) = ωrb+r′b′N MΓ,C,D(a, a′), where a, a′ ∈ [n], Ra,b 3 i, Ra′,b′ 3 j are uniquely
determined by (i, j).
Proof. We define a surjective map ρ from {ξ | ξ : V → [m]} to {η | η : V → [n]}. Let ξ : V → [m].
Then η = ρ(ξ) is the following vertex assignment from V to [n]: For any v ∈ V , sinceR is a partition
of [m], there is a unique pair (a(v), b(v)) such that ξ(v) ∈ Ra(v),b(v). Then let ρ(ξ)(v) = a(v), and
we also let ξ2(v) = b(v). It is easy to check that ρ is surjective. We can write wtΓ,A(ξ) as
wtΓ,A(ξ) =
∏
uv∈E
Aξ(u),ξ(v) =
∏
uv∈E
Cη(u),η(v) · ωξ2(u)+ξ2(v)N =
∏
uv∈E
Cη(u),η(v) · ωξ2(u)N · ωξ2(v)N .
Fix i, j ∈ [m] and let i ∈ Ra,b and j ∈ Ra′,b′ . The (i, j)th entry of the matrix MΓ,A is
MΓ,A(i, j) =
∑
ξ : V→[m]
ξ(u∗)=i, ξ(v∗)=j
wtΓ,A(ξ) =
∑
η : V→[n]
η(u∗)=a, η(v∗)=a′
∑
ξ : V→[m], ρ(ξ)=η
ξ(u∗)=i, ξ(v∗)=j
wtΓ,A(ξ).
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Now for any given η : V → [n] with η(u∗) = a and η(v∗) = a′, we have∑
ξ : V→[m], ρ(ξ)=η
ξ(u∗)=i, ξ(v∗)=j
wtΓ,A(ξ) =
∏
uv∈E
Cη(u),η(v) ×
∑
ξ : V→[m], ρ(ξ)=η
ξ(u∗)=i, ξ(v∗)=j
∏
w∈V
ω
ξ2(w)·deg(w)
N
=
∏
uv∈E
Cη(u),η(v) ×
∑
ξ : V→[m], ρ(ξ)=η
ξ(u∗)=i, ξ(v∗)=j
 ∏
w∈V \{u∗,v∗}
ω
ξ2(w)·deg(w)
N
ωξ2(u∗)·deg(u∗)N ωξ2(v∗)·deg(v∗)N
=
∏
uv∈E
Cη(u),η(v) ×
 ∏
w∈V \{u∗,v∗}
(
N−1∑
k=0
∣∣Rη(w),k∣∣ωk·deg(w)N
)ωb·rN ωb′·r′N
=
∏
uv∈E
Cη(u),η(v) ×
 ∏
w∈V \{u∗,v∗}
D
[deg(w) mod N ]
η(w)
× ωbr+b′r′N .
Summing the above equality over all η : V → [n] with η(u∗) = a and η(v∗) = a′, we obtain
(MΓ,A)(i, j) =
∑
η : V→[n]
η(u∗)=a, η(v∗)=a′
∏
uv∈E
Cη(u),η(v) ×
 ∏
w∈V \{u∗,v∗}
D
[deg(w) mod N ]
η(w)
× ωbr+b′r′N
= ωbr+b
′r′
N MΓ,C,D(a, a
′),
and the lemma is proved.
Given A and (C,D) as above, let A, C be the purifications of A, C, respectively. Then A is
generated by C using the same R. If (C,D) satisfies condition (T ), then so does the pair (C,D).
Corollary 11.4. Under the conditions of Lemma 11.3, MΓ,A is mult-brk-1 (mod-brk-1) iff MΓ,C,D
is mult-brk-1 (mod-brk-1). The same conclusion holds for MΓ,A and MΓ,C,D.
We note that for the forward implicaiton in Corollary 11.4, the condition
⋃N−1
b=0 Ra,b 6= ∅ is
crucial.
From Corollary 11.4 and Theorem 6.1, we have the following corollary.
Corollary 11.5 (inverse cyclotomic transfer lemma for edge gadgets). Let A and (C,D) be as
above, satisfying condition (T ). Let A, C be the purifications of A, C, respectively. If Γ is an
edge gadget, such that MΓ,C,D has a 2 by 2 submatrix
(
Mi,k Mi,`
Mj,k Mj,`
)
that has no zero entries and
|Mi,kMj,`| 6= |Mi,`Mj,k|, then MΓ,C,D is not mod-brk-1, and for some p ≥ 1, there is an edge gadget
Γ′ = Tp(Γ), such that MΓ′,A is not mult-brk-1.
11.1 Step 2.1
Let A be a regularized bipartite matrix and let A be the purification of A obtained by going from a
generating set (g1, . . . , gd) of nonzero entries of A to the d smallest primes (p1, . . . , pd), d ≥ 0. There
exist a positive integer N and six sequences µ, ν, µ, ν, m, and n such that (A, (N,µ,ν,m,n)),
(A, (N,µ,ν,m,n)) satisfy the following condition:
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(S1) A is the bipartization of an m×n matrix B, so A is (m+n)×(m+n). µ = (µ1, . . . , µs) and
ν = (ν1, . . . , νt) are two sequences, each consisting of pairwise distinct nonzero complex numbers
where s ≥ 1 and t ≥ 1 such that µ1, . . . , µs, ν1, . . . , νt generate a torsion-free multiplicative group.
m = (m1, . . . ,ms) and n = (n1, . . . , nt) are two sequences of positive integers such that m =
∑
mi
and n =
∑
ni. The rows of B are indexed by x = (x1, x2), where x1 ∈ [s] and x2 ∈ [mx1 ]; the
columns of B are indexed by y = (y1, y2), where y1 ∈ [t] and y2 ∈ [ny1 ]. We have, for all x,y,
Bx,y = B(x1,x2),(y1,y2) = µx1νy1Sx,y,
where S = {Sx,y} is an m× n matrix in which every entry is a power of ωN :
B =

µ1Im1
µ2Im2
. . .
µsIms


S(1,∗),(1,∗) S(1,∗),(2,∗) . . . S(1,∗),(t,∗)
S(2,∗),(1,∗) S(2,∗),(2,∗) . . . S(2,∗),(t,∗)
...
...
. . .
...
S(s,∗),(1,∗) S(s,∗),(2,∗) . . . S(s,∗),(t,∗)


ν1In1
ν2In2
. . .
νtInt
 ,
where Ik denotes the k × k identity matrix.
B is the purification of B, A is the purification of A, and A is also the bipartization of B.
We may assume µ = (µ
1
, . . . , µ
s
) and ν = (ν1, . . . , νt), the purifications of µ and ν, respectively,
are strictly decreasing sequences of positive rational numbers, by a simultaneous row and column
permutation by the same permutation applied to both A and A. We have, for all x,y,
Bx,y = B(x1,x2),(y1,y2) = µx1
νy1Sx,y,
so that
B =

µ
1
Im1
µ
2
Im2
. . .
µ
s
Ims


S(1,∗),(1,∗) S(1,∗),(2,∗) . . . S(1,∗),(t,∗)
S(2,∗),(1,∗) S(2,∗),(2,∗) . . . S(2,∗),(t,∗)
...
...
. . .
...
S(s,∗),(1,∗) S(s,∗),(2,∗) . . . S(s,∗),(t,∗)


ν1In1
ν2In2
. . .
νtInt
 .
Note that the matrix S consisting of roots of unity is the same for B and B.
We let
I =
⋃
i∈[s]
{
(i, j) : j ∈ [mi]
}
and J =
⋃
i∈[t]
{
(i, j) : j ∈ [ni]
}
,
respectively. We use {0} × I to index the first m rows (or columns) of A (and A) and {1} × J to
index the last n rows (or columns) of A (and A). Given x ∈ I and j ∈ [t], we let
Sx,(j,∗) =
(
Sx,(j,1), . . . , Sx,(j,nj)
) ∈ Cnj
denote the jth block of the xth row vector of S. Similarly, given y ∈ J and i ∈ [s],
S(i,∗),y =
(
S(i,1),y, . . . , S(i,mi),y
) ∈ Cmi
denotes the ith block of the yth column vector of S.
Lemma 11.6 (modification of Lemma 8.5 from [6]). Suppose (A, (N,µ,ν,m,n)), (A, (N,µ,ν,m,n))
satisfy (S1). Then either there exists an edge gadget Γ such that MΓ,A is not mult-brk-1, or
(A, (N,µ,ν,m,n)), (A, (N,µ,ν,m,n)) satisfy the following two conditions:
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u v
a
b
pN − 1 edges
1 edge
Figure 8: Gadget for constructing graph G[p], p ≥ 1.
(S2) For all x,x′ ∈ I, either there exists an integer k such that Sx,∗ = ωkN · Sx′,∗ or for every
j ∈ [t], 〈Sx,(j,∗),Sx′,(j,∗)〉 = 0.
(S3) For all y,y′ ∈ J , either there exists an integer k such that S∗,y = ωkN · S∗,y′ or for every
i ∈ [s], 〈S(i,∗),y,S(i,∗),y′〉 = 0.
Proof. We adapt the proof for Lemma 8.5 from [6]. We prove (S2) here; the proof of (S3) is similar.
Consider the edge gadget Γ[p] for each p ≥ 1 as shown in Figure 8. Formally, Γ[p] = (V [p], E[p]) is
defined as follows:
V [p] =
{
u, v, a, b
}
,
where u, v are the distinguished vertices of Γ[p] (in this order) and E[p] contains the following edges:
1. one edge (u, a) and (b, v) and
2. (pN − 1) parallel edges (a, v) and (u, b).
The construction of Γ[p] gives us an (m+ n)× (m+ n) matrix A[p] = MΓ[p],A.
If there exists p ≥ 1, such that MΓ[p],A is not mod-brk-1, then by Theorem 6.1, there exists
` ≥ 1, such that MT`(Γ[p]),A is non-mult-brk-1 and we are done by taking Γ = T`(Γ[p]). So we may
assume that for all p ≥ 1, A[p] = MΓ[p],A is mod-brk-1.
The entries of A[p] are as follows. First,
A
[p]
(0,u),(1,v) = A
[p]
(1,v),(0,u) = 0, for all u ∈ I and v ∈ J .
So A[p] is a block diagonal matrix with two blocks of m ×m and n × n, respectively. The entries
in the upper-left m×m block are
A
[p]
(0,u),(0,v) =
(∑
a∈J
A(0,u),(1,a)(A(0,v),(1,a))
pN−1
)(∑
b∈J
(A(0,u),(1,b))
pN−1A(0,v),(1,b)
)
=
(∑
a∈J
Bu,a(Bv,a)
pN−1
)(∑
b∈J
(Bu,b)
pN−1Bv,b
)
for all u,v ∈ I. The first factor of the last expression is∑
a∈J
µ
u1
νa1Su,a(µv1
νa1)
pN−1Sv,a = µu1µ
pN−1
v1
∑
i∈[t]
νpNi 〈Su,(i,∗),Sv,(i,∗)〉.
Similarly, we have for the second factor∑
b∈J
(Bu,b)
pN−1Bv,b = µ
pN−1
u1
µ
v1
∑
i∈[t]
νpNi 〈Su,(i,∗),Sv,(i,∗)〉.
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As a result, we have
A
[p]
(0,u),(0,v) = (µu1
µ
v1
)pN
∣∣∣∣∣∣
∑
i∈[t]
νpNi 〈Su,(i,∗),Sv,(i,∗)〉
∣∣∣∣∣∣
2
.
It is clear that the upper-left m × m block of A[p] is nonnegative. This holds for its lower-right
n× n block as well, so A[p] is a nonnegative matrix.
Now let u 6= v be two arbitrary indices in I (if |I| = 1, (S2) is trivially true); then we have
A
[p]
(0,u),(0,u)A
[p]
(0,v),(0,v) = (µu1
µ
v1
)2pN
∑
i∈[t]
ni · νpNi
4 ,
which is positive, and
A
[p]
(0,u),(0,v)A
[p]
(0,v),(0,u) = (µu1
µ
v1
)2pN
∣∣∣∣∣∣
∑
i∈[t]
νpNi 〈Su,(i,∗),Sv,(i,∗)〉
∣∣∣∣∣∣
4
.
Since A[p] is mod-brk-1, ∣∣∣∣∣∣
∑
i∈[t]
νpNi 〈Su,(i,∗),Sv,(i,∗)〉
∣∣∣∣∣∣ ∈
0,∑
i∈[t]
ni · νpNi
 . (11.2)
On the other hand, the following inequality always holds: For any p ≥ 1,∣∣∣∣∣∣
∑
i∈[t]
νpNi · 〈Su,(i,∗),Sv,(i,∗)〉
∣∣∣∣∣∣ ≤
∑
i∈[t]
ni · νpNi . (11.3)
If there exists p ≥ 1 such that the equality in (11.3) holds, then S must satisfy |〈Su,(i,∗),Sv,(i,∗)〉| = ni
for all i ∈ [t] and thus Su,(i,∗) = (ωN )ki ·Sv,(i,∗) for some ki ∈ [0 : N − 1]. Furthermore, for equality
to hold these ki’s must be the same. This is the first alternative in (S2).
Suppose (11.3) is a strict inequality for all p ≥ 1. Then from (11.2),∑
i∈[t]
νpNi 〈Su,(i,∗),Sv,(i,∗)〉 = 0 for all p ≥ 1.
As (ν1, . . . , νt) is strictly decreasing, these equations form a Vandermonde system. It follows that
〈Su,(i,∗),Sv,(i,∗)〉 = 0 for all i ∈ [t]. This is the second alternative in (S2), which proves (S2).
In what follows, we assume (A, (N,µ,ν,m,n)) and (A, (N,µ,ν,m,n)) satisfy (S1), (S2), and
(S3).
The proof of Lemma 11.6 was adapted from that of Lemma 8.5 in [6]. In fact, we will need to
adapt many proofs from [6] in a similar fashion. In order to only highlight the essential point, we
introduce the following meta-argument.
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Argument 11.7 (Meta1). We have the following:
1. Either MΓ,A is mod-brk-1 for every edge gadget Γ, or there is an edge gadget Γ such that
MΓ,A is not mod-brk-1, so by Theorem 6.1, for some p ≥ 1, MTp(Γ),A is not mult-brk-1;
2. Referring to the matrix A from Section 8.2 in [6], all statements (including theorems, lemmas,
corollaries, properties, etc. numbered from 8.5 to 8.7) from [6] can be proved under the
assumption that every signature MΓ,A is mod-brk-1, and whenever it is concluded that, as a
possible scenario, EVAL(A) is #P-hard, this is because an edge gadget Γ has been constructed
such that MΓ,A is not mod-brk-1. This statement can be checked directly;
3. Thus, in the notation of this paper, provided all the corresponding conditions for A (in place
of A from [6]) are satisfied, we can apply the corresponding reasoning from [6] for A and
make the corresponding conclusions for A.
We have the following corollary, which is the same as Corollary 8.6 from [6].
Corollary 11.8. For all i ∈ [s] and j ∈ [t], the (i, j)th block matrix S(i,∗),(j,∗) of S has the same
rank as S.
Proof. The proof is the same as that of Corollary 8.6 from [6].
Now suppose h = rank(S). Then by Corollary 11.8, there must exist indices 1 ≤ i1 < . . . < ih ≤
m1 and 1 ≤ j1 < . . . < jh ≤ n1 such that the {(1, i1), . . . , (1, ih)} × {(1, j1), . . . , (1, jh)} submatrix
of S has full rank h. Without loss of generality we assume ik = k and jk = k for all k ∈ [h] (if
this is not true, we can apply an appropriate permutation Π to the rows and columns of A so that
the new S has this property; this permutation is within the first block and so it does not affect the
monotonicity of µ and ν). We use H to denote this h× h matrix: Hi,j = S(1,i),(1,j).
By Corollary 11.8 and Lemma 11.6, for every index x ∈ I, there exists a unique pair of integers
j ∈ [h] and k ∈ [0 : N − 1] such that
Sx,∗ = ωkN · S(1,j),∗. (11.4)
This gives us a partition of the index set {0} × I:
R0 =
{
R(0,i,j),k : i ∈ [s], j ∈ [h], k ∈ [0 : N − 1]
}
.
For every x ∈ I, (0,x) ∈ R(0,i,j),k if i = x1 and x, j, k satisfy (11.4). By Corollary 11.8,⋃
k∈[0:N−1]
R(0,i,j),k 6= ∅ for all i ∈ [s] and j ∈ [h].
Similarly, for every index y ∈ J there exists a unique pair of integers j ∈ [h] and k ∈ [0 : N − 1]
such that
S∗,y = ωkN · S∗,(1,j), (11.5)
and we partition {1} × J into
R1 =
{
R(1,i,j),k : i ∈ [t], j ∈ [h], k ∈ [0 : N − 1]
}
.
For every y ∈ J , (1,y) ∈ R(1,i,j),k if i = y1 and y, j, k satisfy (11.5). By Corollary 11.8,⋃
k∈[0:N−1]
R(1,i,j),k 6= ∅ for all i ∈ [t] and j ∈ [h].
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Now we define (C,D) and (C,D), and use the cyclotomic reduction lemma (Lemma 11.2) to
show that EVAL(A) ≡ EVAL(C,D) (and EVAL(A) ≡ EVAL(C,D)), and use the cyclotomic
transfer lemma for edge gadgets (Lemma 11.3) to show that for every edge gadget Γ, MΓ,A (resp.,
MΓ,A) is mult-brk-1 iff MΓ,C,D (resp., MΓ,C,D) is mult-brk-1. The same is true replacing mult-brk-1
by mod-brk-1. This will allow us to move between the frameworks EVAL(A) (resp., EVAL(A)) and
EVAL(C,D) (resp., EVAL(C,D)).
First, C is an (s+ t)h× (s+ t)h matrix which is the bipartization of an sh× th matrix F. We
use the set I ′ ≡ [s] × [h] to index the rows of F and J ′ ≡ [t] × [h] to index the columns of F. We
have
Fx,y = µx1νy1Hx2,y2 = µx1νy1S(1,x2),(1,y2) for all x ∈ I ′, y ∈ J ′,
or equivalently,
F =

µ1I
µ2I
. . .
µsI


H H . . . H
H H . . . H
...
...
. . .
...
H H . . . H


ν1I
ν2I
. . .
νtI
 ,
where I is the h× h identity matrix. We use ({0}× I ′)∪ ({1}× J ′) to index the rows and columns
of C.
Second, D = (D[0], . . . ,D[N−1]) is a sequence of N diagonal matrices of the same size as C. We
use {0} × I ′ to index the first sh entries and {1} × J ′ to index the last th entries. The (0,x)th
entries of D are generated by (|R(0,x1,x2),0|, . . . , |R(0,x1,x2),N−1|), and the (1,y)th entries of D are
generated by (|R(1,y1,y2),0|, . . . , |R(1,y1,y2),N−1|):
D
[r]
(0,x) =
N−1∑
k=0
∣∣R(0,x1,x2),k∣∣ · ωkrN and D[r](1,y) = N−1∑
k=0
∣∣R(1,y1,y2),k∣∣ · ωkrN ,
for all r ∈ [0 : N − 1],x = (x1, x2) ∈ I ′, and y = (y1, y2) ∈ J ′.
The same purification producing the substitutions µi → µi for i ∈ [s] and νi → νi for i ∈ [t]
goes from F to F, and from C to C, respectively the bipartizations of F and F.
We have
Fx,y = µx1
νy1Hx2,y2 = µx1
νy1S(1,x2),(1,y2) for all x ∈ I ′, y ∈ J ′,
or equivalently,
F =

µ
1
I
µ
2
I
. . .
µ
s
I


H H . . . H
H H . . . H
...
...
. . .
...
H H . . . H


ν1I
ν2I
. . .
νtI
 .
This finishes the construction of (C,D) and (C,D). We prove the following lemma.
Lemma 11.9 (modification of Lemma 8.7 from [6]). The matrix A is generated from C using
R0 ∪R1. As a consequence, EVAL(A) ≡ EVAL(C,D) and for any edge gadget Γ, MΓ,A is mult-
brk-1 (mod-brk-1) iff MΓ,C,D is mult-brk-1 (mod-brk-1). The same statements hold with A and C
replaced by A and C, respectively.
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Proof. We only show that A can be generated from C using R0 ∪ R1; that A can be generated
from C using R0 ∪R1 can be shown similarly.
Let x,x′ ∈ I, (0,x) ∈ R(0,x1,j),k, and (0,x′) ∈ R(0,x′1,j′),k′ . Then we have
A(0,x),(0,x′) = C(0,x1,j),(0,x′1,j′) = 0,
since A and C are the bipartizations of B and F, respectively, and the upper-left block is 0 in a
bipartization matrix. Therefore, it holds trivially that
A(0,x),(0,x′) = C(0,x1,j),(0,x′1,j′) · ωk+k
′
N .
Clearly, this also holds for the lower-right n× n block of A.
Let x ∈ I, (0,x) ∈ R(0,x1,j),k, y ∈ J , and (1,y) ∈ R(1,y1,j′),k′ for some j, k, j′, k′. By (11.4) and
(11.5), we have
A(0,x),(1,y) = µx1νy1Sx,y = µx1νy1S(1,j),y · ωkN
= µx1νy1S(1,j),(1,j′) · ωk+k
′
N = C(0,x1,j),(1,y1,j′) · ωk+k
′
N .
A similar equation also holds for the lower-left block. Thus, A can be generated from C using
R0 ∪ R1. Moreover, the construction of D implies that D can be generated from the partition
R0 ∪R1.
Now to obtain the remaining statements, we apply Lemma 11.2 and Corollary 11.4 to Lemma 11.3.
Before moving forward to the next step, we summarize our progress so far. We showed that
either there is an edge gadget Γ such that MΓ,A is not mult-brk-1 or we can construct a pair (C,D)
along with a pair (C,D) such that EVAL(A) ≡ EVAL(C,D) and EVAL(A) ≡ EVAL(C,D).
Furthermore, for any edge gadget Γ, MΓ,A is mult-brk-1 (mod-brk-1) iff MΓ,C,D is mult-brk-1
(mod-brk-1), and the same is true for A and C in place of A and C, respectively, and (C,D),
(C,D) also satisfy the following conditions (Shape1)–(Shape3):
(Shape1) C ∈ Cm×m is the bipartization of an sh × th matrix F (so m = (s + t)h; this m is
different from the m used at the beginning of Step 2.1). F has s× t blocks of h× h each, and we
use I = [s] × [h] and J = [t] × [h] to index the rows and columns of F, respectively. F and C are
purifications of F and C, respectively.
(Shape2) There are two sequences µ = (µ1, . . . , µs) and ν = (ν1, . . . , νt), each consisting of pair-
wise distinct nonzero complex numbers. µ1, . . . , µs, ν1, . . . , νt generate a torsion-free multiplicative
group. There is also an h × h full-rank matrix H whose entries are all powers of ωN for some
positive integer N . The entries of F can be expressed using µ,ν, and H explicitly as follows:
Fx,y = µx1νy1Hx2,y2 for all x ∈ I and y ∈ J .
Moreover, the purification substitutes µi → µi for i ∈ [s] and νi → νi for i ∈ [t], and goes from F
to F, and from C to C, respectively. µ = (µ
1
, . . . , µ
s
) and ν = (ν1, . . . , νt) are strictly decreasing
sequences of positive rational numbers. The entries of F can be expressed using µ,ν, and H
explicitly as follows:
Fx,y = µx1
νy1Hx2,y2 for all x ∈ I and y ∈ J .
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(Shape3) D = (D
[0], . . . ,D[N−1]) is a sequence of m×m diagonal matrices. We use ({0}× I)∪
({1} × J) to index the rows and columns of the matrices C (and C) and D[r]. D satisfies (T3), so
for all r ∈ [N − 1], x ∈ [s]× [h], and y ∈ [t]× [h],
D
[r]
(0,x) = D
[N−r]
(0,x) and D
[r]
(1,y) = D
[N−r]
(1,y) .
11.2 Step 2.2
We introduce the following second meta-argument.
Argument 11.10 (Meta2). We have the following:
1. Either MΓ,C,D (equiv., MΓ,A) is mod-brk-1 for every edge gadget Γ, or there is an edge gadget
Γ such that MΓ,C,D (equiv., MΓ,A by Lemma 11.9) is not mod-brk-1, so by Theorem 6.1, for
some p ≥ 1, MTp(Γ),A is not mult-brk-1;
2. Referring to the pair (C,D) from Section 8.3 in [6], all statements (including theorems,
lemmas, corollaries, properties, etc. numbered from 8.8 to 8.23) from [6] can be proved under
the assumption that every signature MΓ,C,D is mod-brk-1, and whenever it is concluded that,
as a possible scenario, EVAL(C,D) is #P-hard, this is because an edge gadget, say, Γ has
been constructed such that MΓ,C,D is not mod-brk-1. This statement can be checked directly;
3. Thus, in the notation of this paper, provided all the corresponding conditions for (C,D) (in
place of (C,D) from [6]) are satisfied, we can apply the corresponding reasoning from [6] for
(C,D) and make the corresponding conclusions for (C,D).
In Step 2.2, we prove the following lemma.
Lemma 11.11 (modification of Lemma 8.8 from [6]). Either there is an edge gadget Γ such that
MΓ,A is not mult-brk-1 or H and D
[0] satisfy the following two conditions:
(Shape4) (1/
√
h) ·H is a unitary matrix, i.e.,
〈Hi,∗,Hj,∗〉 = 〈H∗,i,H∗,j〉 = 0, for all i 6= j ∈ [h].
(Shape5) D
[0] satisfies, for all x ∈ I and for all y ∈ J ,
D
[0]
(0,x) = D
[0]
(0,(x1,1))
and D
[0]
(1,y) = D
[0]
(1,(y1,1))
.
Proof. We rearrange the entries of D[0] indexed by {1} × J into a t× h matrix
Xi,j = D
[0]
(1,(i,j)) for all i ∈ [t] and j ∈ [h] (11.6)
and rearrange its entries indexed by {0} × I into an s× h matrix
Yi,j = D
[0]
(0,(i,j)) for all i ∈ [s] and j ∈ [h]. (11.7)
Note that by condition (T3), all entries of X and Y are positive integers.
The proof has two stages. First, we show in Lemma 11.12 that either we can construct an edge
gadget Γ such that MΓ,A is not mult-brk-1 or H,X and Y must satisfy
〈Hi,∗ ◦Hj,∗,Xk,∗〉 = 0 for all k ∈ [t] and i 6= j ∈ [h] and (11.8)
〈H∗,i ◦H∗,j ,Yk,∗〉 = 0 for all k ∈ [s] and i 6= j ∈ [h]. (11.9)
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We use U to denote the set of h-dimensional vectors that are orthogonal to
H1,∗ ◦H2,∗, H1,∗ ◦H3,∗, . . . , H1,∗ ◦Hh,∗.
The above set of h− 1 vectors is linearly independent. This is because
h∑
i=2
ai
(
H1,∗ ◦Hi,∗
)
= H1,∗ ◦
(
h∑
i=2
aiHi,∗
)
,
and if
∑h
i=2 ai(H1,∗ ◦Hi,∗) = 0, then
∑h
i=2 aiHi,∗ = 0 since all entries of H1,∗ are nonzero. Because
H has full rank, we have ai = 0, i = 2, . . . , h. As a result, U is a linear space of dimension 1 over
C.
Second, we show in Lemma 11.13 that, assuming (11.8) and (11.9), either
〈Hi,∗ ◦Hj,∗, (Xk,∗)2〉 = 0 for all k ∈ [t] and i 6= j ∈ [h] and (11.10)
〈H∗,i ◦H∗,j , (Yk,∗)2〉 = 0 for all k ∈ [s] and i 6= j ∈ [h], (11.11)
or we can construct an edge gadget Γ such that MΓ,A is not mult-brk-1. Here we use (Xk,∗)2 to
denote Xk,∗ ◦Xk,∗.
Equations (11.8) and (11.10) then imply that both Xk,∗ and (Xk,∗)2 are in U and thus they are
linearly dependent (since the dimension of U is 1). On the other hand, by (T3), every entry in Xk,∗
is a positive integer. Therefore, Xk,∗ must have the form u · 1, for some positive integer u. The
same argument works for Yk,∗ and the latter must also have the form u′ · 1. By (11.8) and (11.9),
this further implies that
〈Hi,∗,Hj,∗〉 = 0 and 〈H∗,i,H∗,j〉 = 0 for all i 6= j ∈ [h].
This finishes the proof of Lemma 11.11.
Now we proceed to the two stages of the proof. In the first stage, we prove the following lemma.
Given (C,D) and (C,D) that satisfy conditions (Shape1)–(Shape3), let X and Y be defined in
(11.6) and (11.7).
Lemma 11.12 (modification of Lemma 8.9 from [6]). Either H,X,Y satisfy (11.8) and (11.9), or
there exists an edge gadget Γ such that MΓ,A is not mult-brk-1.
Proof. We adapt the proof of Lemma 8.9 from [6] but with (C,D) in place of (C,D) in [6]. It is
easy to see that (C,D) satisfies the conditions needed for the proof of Lemma 8.9 from [6], and so
do our H,X,Y derived from (C,D). We use the same edge gadget Γ = Γ[p], for some p ≥ 1, in
Figure 8, and get a signature matrix MΓ,C,D. By Corollary 11.5, either we get an edge gadget Γ
such that MΓ,C,D is not mod-brk-1, or the same equation (8.13) in [6] holds for our matrix MΓ,C,D.
Thus (and this is essentially our Argument 11.10 (Meta2) in action), we get that
1. either our H,X,Y satisfy equations (11.8) and (11.9) (which are (8.8) and (8.9) from [6]),
2. or there exists an edge gadget Γ′ = T`(Γ), for some ` ≥ 1, such that MΓ′,A is not mult-brk-1.
All subsequent arguments invoking Argument 11.10 (Meta2) follow a similar vein.
In the second stage, we prove the following lemma.
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Lemma 11.13 (modification of Lemma 8.10 from [6]). Suppose matrices H, X, and Y satisfy both
(11.8) and (11.9). Then either they also satisfy (11.10) and (11.11) or there exists an edge gadget
Γ such that MΓ,A is not mult-brk-1.
Proof. We adapt the proof of Lemma 8.10 from [6] and apply it to (C,D) in place of (C,D) in [6].
It is easy to see that (C,D) satisfies the conditions needed for the proof of Lemma 8.10 from [6],
and so do our H,X,Y derived from (C,D). We use the same edge gadget Γ = Γ[p], for some p ≥ 1,
from [6] as depicted in Figure 8.2 (p. 962) with distinguished vertices u and v (in this order), and
get a signature matrix R(p) = MΓ,C,D. By Corollary 11.5, either we get an edge gadget Γ such that
R(p) is not mod-brk-1, or the same equations concerning R(p) in [6] (p. 963) hold for our matrix as
well. Thus by Argument 11.10 (Meta2), we get that
1. either our H,X,Y satisfy equations (11.10) and (11.11) (which are (8.10) and (8.11) from [6]),
2. or there exists an edge gadget Γ′ = T`(Γ), for some ` ≥ 1, such that MΓ′,A is not mult-brk-1.
11.3 Step 2.3
Now we get pairs (C,D), (C,D) that satisfy (Shape1)–(Shape5). We can use (Shape5) to express
D[0] in a tensor product form. We define two diagonal matrices K[0] and L[0] as follows. K[0] is an
(s + t) × (s + t) diagonal matrix. We use (0, i), i ∈ [s], to index its first s rows and (1, j), j ∈ [t],
to index its last t rows. Its diagonal entries are
K
[0]
(0,i) = D
[0]
(0,(i,1)) and K
[0]
(1,j) = D
[0]
(1,(j,1)), for all i ∈ [s] and j ∈ [t].
L[0] is the 2h× 2h identity matrix. We use (0, i), i ∈ [h], to index its first h rows and (1, j), j ∈ [h],
to index its last h rows. By (Shape5), we have
D
[0]
(0,x) = K
[0]
(0,x1)
· L[0](0,x2) and D
[0]
(1,y) = K
[0]
(1,y1)
· L[0](1,y2) (11.12)
for all x ∈ I and y ∈ J , or equivalently,
D[0] =
(
D
[0]
(0,∗)
D
[0]
(1,∗)
)
=
(
K
[0]
(0,∗) ⊗ L
[0]
(0,∗)
K
[0]
(1,∗) ⊗ L
[0]
(1,∗)
)
. (11.13)
The goal of Step 2.3 is to prove a similar statement for D[r], r ∈ [N − 1], and these equations will
allow us in Step 2.4 to decompose EVAL(C,D) into two subproblems.
In the proof of Lemma 11.11, we crucially used the property (from (T3)) that all the diagonal
entries of D[0] are positive integers. However, for r ≥ 1, (T3) only gives us some very weak properties
about D[r]. For example, the entries are not guaranteed to be real numbers. So the proof in [6] for
Step 2.3 is difficult. However, our proof here simply follows Step 2.3 in [6] and use Argument 11.10
(Meta2). We prove the following lemma.
Lemma 11.14 (modification of Lemma 8.11 from [6]). Let (C,D) be a pair that satisfies (Shape1)–
(Shape5). Then either there exists an edge gadget Γ such that MΓ,A is not mult-brk-1 or we have
the following additional condition:
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(Shape6) There exist diagonal matrices K
[0] and L[0] such that D[0],K[0], and L[0] satisfy
(11.13). Every entry of K[0] is a positive integer, and L[0] is the 2h × 2h identity matrix. For
each r ∈ [N − 1], there exist two diagonal matrices K[r] and L[r]. K[r] is an (s+ t)× (s+ t) matrix,
and L[r] is a 2h × 2h matrix. We index K[r] and L[r] in the same way we index K[0] and L[0],
respectively. Then
D[r] =
(
D
[r]
(0,∗)
D
[r]
(1,∗)
)
=
(
K
[r]
(0,∗) ⊗ L
[r]
(0,∗)
K
[r]
(1,∗) ⊗ L
[r]
(1,∗)
)
.
Moreover, the norm of every entry in L[r] is either 0 or 1, and for any r ∈ [N − 1],
K
[r]
(0,∗) = 0 ⇐⇒ L
[r]
(0,∗) = 0 and K
[r]
(1,∗) = 0 ⇐⇒ L
[r]
(1,∗) = 0;
L
[r]
(0,∗) 6= 0 =⇒ ∃ i ∈ [h], L
[r]
(0,i) = 1 and L
[r]
(1,∗) 6= 0 =⇒ ∃ i ∈ [h], L
[r]
(1,i) = 1.
We now present the proof of Lemma 11.14. Fix an r ∈ [N − 1] to be any index. We use the
following notation. Consider the diagonal matrix D[r]. It has two parts:
D
[r]
(0,∗) ∈ Csh×sh and D
[r]
(1,∗) ∈ Cth×th.
The first part has s blocks, where each block is a diagonal matrix with h entries. We will rearrange
the entries indexed by (0, ∗) into another s× h matrix, which we denote as D (just as we did with
D[0] in the proof of Lemma 11.11), where
Di,j = D
[r]
(0,(i,j)) for all i ∈ [s] and j ∈ [h].
We first prove the following lemma by (Meta2), and then use it to prove Lemma 11.14.
Lemma 11.15 (modification of Lemma 8.12 from [6]). Either there exists an edge gadget Γ such
that MΓ,A is not mult-brk-1, or we have
(1) rank(D) ≤ 1 and
(2) for each i ∈ [s], all nonzero entries of Di,∗ have the same norm.
Proof of Lemma 11.15. In [6], Lemma 8.13 (vanishing lemma) was first proved in Section 8.4.1.
This is a general lemma not specific to EVAL-problems, and remains valid in our setting. Then
the proof of Lemma 8.12 is given in Section 8.4.2 in [6]. Let C be the purification of C which is
obtained corresponding to the purification going from A to A. We apply the proof of Lemma 8.12
from [6] to (C,D) in place of (C,D) from [6]. It is easy to see that (C,D) satisfies the conditions
needed for the proof of Lemma 8.12 from [6]. We use the same gadget sequence Γ[n] as depicted in
Figure 8.3 (p. 967 of [6]) with distinguished vertices u and v (in this order), and get a sequence of
signature matrices R[n] = MΓ[n],C,D. By going through the argument in [6], e.g., for Property 8.14
(p. 969) we use Corollary 11.5 to reach the same conclusion. It follows that either we get an edge
gadget Γ[n] for some n ≥ 1, such that R[n] is not mod-brk-1, or the two items (1) and (2) in the
statement of Lemma 11.15 hold.
Thus by Argument 11.10 (Meta2), either 1. there exists an edge gadget Γ
′ = T`(Γ[n]) for some
n, ` ≥ 1, such that MΓ′,A is not mult-brk-1, or 2. rank(D) ≤ 1 and, for each i ∈ [s], all nonzero
entries of our Di,∗ have the same norm.
Proof of Lemma 11.14. Lemma 11.14 follows from Lemma 11.15 in the same way as Lemma 8.11
follows from Lemma 8.12 (see p. 965 in [6]).
60
11.4 Step 2.4
After Step 2.3, we obtain pairs (C,D) and (C,D) that satisfy conditions (Shape1)–(Shape6). By
(Shape2), we have
C =
(
0 F
FT 0
)
=
(
0 M⊗H
(M⊗H)T 0
)
,
where M is an s× t matrix of rank 1, Mi,j = µiνj , and H is the h× h matrix defined in (Shape2).
By (Shape2), we also have
C =
(
0 F
FT 0
)
=
(
0 M⊗H
(M⊗H)T 0
)
,
where M, the purification of M obtained by respectively going from µ and ν to µ and ν is also an
s× t matrix of rank 1, M i,j = µiνj . By (Shape5) and (Shape6), we have for every r ∈ [0 : N − 1]
D[r] =
(
D
[r]
(0,∗)
D
[r]
(1,∗)
)
=
(
K
[r]
(0,∗) ⊗ L
[r]
(0,∗)
K
[r]
(1,∗) ⊗ L
[r]
(1,∗)
)
.
Every entry in L[r] either is 0 or has norm 1 and L[0] is the 2h× 2h identity matrix.
Thus C, C and D[r] are all expressed in a tensor product form. We now define three new
EVAL problems by defining three pairs (C′,K), (C′,K) and (C′′,L). These give a decomposition
of both problems EVAL(C,D) and EVAL(C,D) as a respective tensor product of two problems,
an outer problem EVAL(C′,K) for EVAL(C,D), and EVAL(C′,K) for EVAL(C,D), and a common
inner problem EVAL(C′′,L).
More specifically, we define EVAL(C′,K), EVAL(C′,K) and EVAL(C′′,L) as follows. First, C′ is
the bipartization of M, so it is (s+ t)× (s+ t), and K is a sequence of N diagonal matrices also of
this size: (K[0], . . . ,K[N−1]). Also, C′ is the bipartization of M, so it is (s + t) × (s + t). Second,
C′′ is the bipartization of H, and it is 2h × 2h, and L is the sequence of N diagonal matrices:
(L[0], . . . ,L[N−1]).
Next, we prove a lemma that essentially reduces EVAL(C,D) to its inner problem EVAL(C′′,L).
This is a weakened version of Lemma 8.24 in [6], and it will only be used in our tractability proof.
(The proof for #P-hardness will use a gadget version, Corollary 11.18 following Claim 11.17.) The
proof of Lemma 8.24 in [6] uses the so-called second pinning lemma (Lemma 4.3 of [6], p. 938).
That proof is nonconstructive, and we do not have a constructive proof. It also uses the third
pinning lemma (Corollary 8.4 from [6], p. 954). To maintain constructivity in this paper, we devise
an alternative route, without using these pinning lemmas of [6].
Lemma 11.16 (weakened form of Lemma 8.24 from [6]). EVAL(C,D) ≤ EVAL↔(C′′,L). More-
over, EVAL→(C,D) ≤ EVAL→(C′′,L) and EVAL←(C,D) ≤ EVAL←(C′′,L). The same is true
for (C,D) replacing (C,D).
Proof. We only prove for (C,D); the proof for (C,D) is the same. Let G be a connected undirected
graph and let u∗ be one of its vertices. Then by Property 2.5 and Lemma 2.6, we have
ZC,D(G) = Z
→
C,D(G, u
∗) + Z←C,D(G, u
∗),
Z→C,D(G, u
∗) = Z→C′,K(G, u
∗) · Z→C′′,L(G, u∗), and
Z←C,D(G, u
∗) = Z←C′,K(G, u
∗) · Z←C′′,L(G, u∗).
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As M has rank 1, both Z→C′,K and Z
←
C′,K can be computed in polynomial time. We only prove for
Z→C′,K here. If G is not bipartite, Z
→
C′,K(G, u
∗) is trivially 0; otherwise let U ∪ V be the vertex set
of G, u∗ ∈ U , and every edge uv ∈ E has one vertex u from U and one vertex v from V . Let Ξ
denote the set of assignments ξ which map U to [s] and V to [t]. Then (note that we use K[r] to
denote K[r mod N ] for any r ≥ N)
Z→C′,K(G, u
∗) =
∑
ξ∈Ξ
( ∏
uv∈E
µξ(u) · νξ(v)
)(∏
u∈U
K
[deg(u)]
(0,ξ(u))
)(∏
v∈V
K
[deg(v)]
(1,ξ(v))
)
=
∏
u∈U
∑
i∈[s]
(µi)
deg(u) ·K [deg(u)](0,i)
×∏
v∈V
∑
j∈[t]
(νj)
deg(v) ·K [deg(v)](1,j)
 ,
which can be computed in polynomial time. The lemma then follows.
In [6], the proof of Lemma 8.24 uses Claim 8.25. We now prove a version of Claim 8.25 for edge
gadgets, whereby we can circumvent Lemma 8.24 of [6]. Our version of Claim 8.25 is about the
purified (C′,D).
Let Γ = (U ∪ V,E) be a connected, bipartite edge gadget with distinguished vertices u∗, v∗ (in
this order). In Claim 11.17 we assume u∗, v∗ belong to the same bipartite part, say, u∗, v∗ ∈ U .
Thus, MΓ,C,D has the form
MΓ,C,D =
(
M
[0]
Γ,C,D 0
0 M
[1]
Γ,C,D
)
.
The proof is easily adapted to the case if u∗ ∈ U and v∗ ∈ V .
Claim 11.17 (modification of Claim 8.25 from [6]). For any Γ as above, there is a connected,
bipartite edge gadget Γ′ = (U ′ ∪ V ′, E′) with distinguished vertices u∗, v∗ (in this order) such that
u∗, v∗ ∈ U ⊂ U ′ and V ⊂ V ′, and
MΓ′,C′′,L = h
|U∪V |−2 ·MΓ,C′′,L. (11.14)
For any i ∈ {0, 1}, if M [i]Γ,C′′,L 6= 0, then we can choose Γ′ so that M [i]Γ′,C′,K has no zero entries.
Proof. Let U0 = U \ {u∗, v∗}. We construct a bipartite edge gadget Γ′ = (U ′ ∪ V ′, E′) with
parameters `u ∈ [s], `v ∈ [t] to be determined shortly, for all u ∈ U0, v ∈ V . First, U ′ = U ∪ V̂ and
V ′ = V ∪ Û0, where V̂ = {v̂ : v ∈ V } and Û0 = {û : u ∈ U0}. We make u∗, v∗ the first and second
distinguished vertices in Γ′, respectively. The edge set E′ contains E over U ∪V , and the following
edges: `uN parallel edges between u and û, for every u ∈ U0, and `vN parallel edges between v
and v̂, for every v ∈ V . Clearly, Γ′ is a connected and bipartite edge gadget. For each u ∈ U (and
v ∈ V ), we use ru (and rv) to denote its degree in Γ. Then in Γ′ the degrees of u ∈ U (and v ∈ V )
are congruent to ru (and rv) modN , while the degrees of û ∈ Û0 and v̂ ∈ V̂ are all congruent to 0
modN .
To prove (11.14), we take any x, y ∈ [h]. Let η be an assignment that maps U and V to [h]
such that η(u∗) = x and η(v∗) = y. Given η, let Ξ denote the set of assignments ξ over U ′ ∪ V ′
that map U ′ and V ′ to [h] and that satisfy ξ(u) = η(u) for all u ∈ U (so ξ(u∗) = x and ξ(v∗) = y)
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and ξ(v) = η(v) for all v ∈ V . Recall that in the definition of wtΓ′,C′′,L(ξ) (see Defintion 2.10) the
vertex weights of u∗ and v∗ are excluded. We have
∑
ξ∈Ξ
wtΓ′,C′′,L(ξ) =
∑
ξ∈Ξ
 ∏
uv∈E
Hη(u),η(v)
∏
u∈U0
(Hη(u),ξ(û))
`uN
∏
v∈V
(Hξ(v̂),η(v))
`vN

×
∏
u∈U0
L
[ru]
(0,η(u))L
[0]
(1,ξ(û))
(∏
v∈V
L
[rv ]
(1,η(v))L
[0]
(0,ξ(v̂))
)
=
∑
ξ∈Ξ
wtΓ,C′′,L(η) = h
|Û0∪V̂ | · wtΓ,C′′,L(η).
The second equation uses the fact that the entries of H are powers of ωN (thus (Hi,j)
N = 1) and
L[0] is the identity matrix. It follows that the (x, y)th entry of the signature matrix is
M
[0]
Γ′,C′′,L(x, y) = h
|U∪V |−2 ·M [0]Γ,C′′,L(x, y)
for each x, y ∈ [h]. The same proof works for M [1]Γ′,C′′,L = h|U∪V |−2 ·M [1]Γ,C′′,L by exchanging L[r](0,∗)
with L
[r]
(1,∗) in the above derivation. This proves (11.14).
Now let M
[i]
Γ,C′′,L 6= 0 for some i ∈ {0, 1}. Without loss of generality assume M [0]Γ,C′′,L 6= 0. For
any u ∈ U0, if K[ru](0,∗) = 0, then by condition (Shape6), L
[ru]
(0,∗) = 0 as well. Then M
[0]
Γ,C′′,L = 0, a
contradiction. So K
[ru]
(0,∗) 6= 0 for all u ∈ U0. Similarly K
[rv ]
(1,∗) 6= 0, for all v ∈ V . (Note that these
statements are also vacuously true if U0 = ∅ or V = ∅.) Next we wish to choose `u ∈ [s] for each
u ∈ U0, such that ∑
i∈[s]
µ`uN+ru
i
·K [ru](0,i) 6= 0. (11.15)
If for all `u ∈ [s] an equality holds in (11.15), this is a full-ranked Vandermonde system since
µ
1
> . . . > µ
s
> 0, which would force K
[ru]
(0,∗) = 0, a contradiction. Thus for each u ∈ U0, some
`u ∈ [s] can be chosen so that (11.15) holds. (It is also vacuously true if U0 = ∅.) Similarly, for
each v ∈ V , we can choose `v ∈ [t] such that∑
i∈[t]
ν`vN+rvi ·K [rv ](1,i) 6= 0. (11.16)
(Again, (11.16) is vacuously true if V = ∅.)
We use these parameters `u, `v in the construction of Γ
′.
Next we prove M
[0]
Γ′,C′,K has no zero entries. For each x, y ∈ [s], we have (the sum is over all ξ
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that map U ′ to [s], V ′ to [t] and satisfy ξ(u∗) = x, ξ(v∗) = y)
M
[0]
Γ′,C′,K(x, y) =
∑
ξ
 ∏
uv∈E
M ξ(u),ξ(v)
∏
u∈U0
M `uNξ(u),ξ(û)
∏
v∈V
M `vNξ(v̂),ξ(v)

×
∏
u∈U0
K
[ru]
(0,ξ(u))K
[0]
(1,ξ(û))
(∏
v∈V
K
[rv ]
(1,ξ(v))K
[0]
(0,ξ(v̂))
)
= µru∗
x
µrv∗
y
∏
u∈U0
∑
i∈[s]
µ`uN+ru
i
·K [ru](0,i)
∏
v∈V
∑
i∈[t]
ν`vN+rvi ·K [rv ](1,i)

×
∏
û∈Û0
∑
i∈[t]
ν`uNi ·K [0](1,i)
∏
v̂∈V̂
∑
i∈[s]
µ`vN
i
·K [0](0,i)
 .
It is nonzero for each x, y ∈ [s]: The first two factors are nonzero because µ
x
, µ
y
> 0; the middle
two factors are nonzero because of the way we picked `u and `v; the latter two factors are nonzero
because µ
i
, νi > 0, and by (Shape6), every entry of K
[0] is a positive integer. (The middle two
factors are also nonzero even in the case U0 = ∅ or V = ∅, as a product over an empty index set is
1. The same is true for the last two factors.)
If M
[1]
Γ,C′′,L 6= 0, then M [1]Γ′,C′,K has no zero entries. This can be proved by exchanging K
[r]
(0,∗)
with K
[r]
(1,∗) in (11.15) and in (11.16).
Corollary 11.18. Let Γ be an edge gadget such that MΓ,C′′,L is not mult-brk-1 (not mod-brk-1).
Then there is a connected edge gadget Γ′ such that MΓ′,C,D is not mult-brk-1 (not mod-brk-1).
Proof. Let u∗, v∗ be the first and second distinguished vertices of Γ, respectively. By Lemma 3.10,
u∗, v∗ lie in the same connected component of Γ, call it Γ0, and MΓ0,C′′,L is not mult-brk-1 (mod-
brk-1), and so without loss of generality we may assume Γ = Γ0. It is also immediate that Γ is a
bipartite edge gadget for otherwise MΓ,C′′,L = 0 which cannot be non-mult-brk-1 (non-mod-brk-
1). We consider the case when u∗, v∗ are in the same bipartite component of Γ; the other case is
similar. Since MΓ,C′′,L is not mult-brk-1 (not mod-brk-1), by Property 3.7, for some i ∈ {0, 1},
M
[i]
Γ,C′′,L is not mult-brk-1 (not mod-brk-1), which is certainly nonzero. By Claim 11.17, there is
a connected bipartite edge gadget Γ′ such that M [i]Γ′,C′′,L is not mult-brk-1 (not mod-brk-1) for the
same i ∈ {0, 1}, as demonstrated by (11.14). Also by Claim 11.17, for this i ∈ {0, 1}, M [i]
Γ′,C′,K 6= 0.
We have
M
[i]
Γ′,C,D = M
[i]
Γ′,C′,K ⊗M
[i]
Γ′,C′′,L.
By Property 3.9, M
[i]
Γ′,C,D is not mult-brk-1 (not mod-brk-1).
11.5 Step 2.5
We are almost done with Step 2. It is (a normalized version of) the inner pair (C′′,L) that will be
renamed (C,D) that fulfills the requirements in Theorem 8.3. The only conditions (Ui) that are
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possibly violated by (C′′,L) are (U1) (N might be odd) and (U2) (Hi,1 and H1,j might not be 1).
We deal with (U2) first.
What we will do below is to normalize H (in C′′), so that it becomes a discrete unitary matrix
for some positive integer M that divides N , while preserving the following:
• Item 1. The complexity of EVAL→(C′′,L), EVAL←(C′′,L) (and thus of EVAL↔(C′′,L));
• Item 2. The validity of the condition MΓ,C′′,L is or is not mult-brk-1 (mod-brk-1) where Γ is
any connected edge gadget.
First, without loss of generality, we may assume H satisfies H1,1 = 1 since otherwise we can
divide H by H1,1, which does not affect the desired requirements. Then we construct the following
pair: (X,Y). X is the bipartization of an h×h matrix over C, whose (i, j)th entry is Hi,jH1,jHi,1 =
Hi,j/(H1,jHi,1); Y is a sequence (Y
[0], . . . ,Y[N−1]) of 2h×2h diagonal matrices; Y[0] is the identity
matrix. Let
S = {r ∈ [0 : N − 1] : L[r](0,∗) 6= 0} and T = {r ∈ [0 : N − 1] : L
[r]
(1,∗) 6= 0};
then we have
Y
[r]
(0,∗) = 0 for all r /∈ S and Y
[r]
(1,∗) = 0 for all r /∈ T .
For each r ∈ S (or r ∈ T ), by (Shape6) there must be an ar ∈ [h] (or br ∈ [h], resp.) such that the
(0, ar)th entry of L
[r] is 1 (or the (1, br)th entry of L
[r] is 1, resp.). Set
Y
[r]
(0,i) = L
[r]
(0,i)
(
Hi,1
Har,1
)r
for all i ∈ [h]; Y [r](1,j) = L
[r]
(1,j)
(
H1,j
H1,br
)r
for all j ∈ [h].
For the purpose of Item 1, we show that EVAL→(C′′,L) ≡ EVAL→(X,Y). Let G = (U ∪ V,E) be
a connected bipartite undirected graph and let u∗ be a vertex in U . For every r ∈ S (and r ∈ T ),
we use Ur ⊆ U (and Vr ⊆ V , resp.) to denote the set of vertices with degree r mod N . It is clear
that if Ur 6= ∅ for some r /∈ S or if Vr 6= ∅ for some r /∈ T , both Z→C′′,L(G, u∗) and Z→X,Y(G, u∗) are
trivially zero. Otherwise, we have
Z→C′′,L(G, u
∗) =
(∏
r∈S
(Har,1)
r|Ur|
)(∏
r∈T
(H1,br)
r|Vr|
)
· Z→X,Y(G, u∗).
So the problem of computing Z→X,Y is reducible to computing Z
→
C′′,L and vice versa. (Here we use
the fact the entries of H being powers of ωN are all nonzero.) In other words, EVAL
→(C′′,L) ≡
EVAL→(X,Y). Similarly, we can prove EVAL←(C′′,L) ≡ EVAL←(X,Y). We conclude that
EVAL↔(C′′,L) ≡ EVAL↔(X,Y). This finishes Item 1.
Now, for the purpose of Item 2, we show that for every connected edge gadget Γ, MΓ,C′′,L is mult-
brk-1 (mod-brk-1) iff MΓ,X,Y is mult-brk-1 (mod-brk-1). Clearly, if Γ is not bipartite, then both
MΓ,C′′,L and MΓ,X,Y are zero matrices and we are done. Thus we may assume that Γ is bipartite.
As in Claim 11.17, we identify an edge gadget with its underlying graph. Let Γ = (U ∪ V,E) be a
connected bipartite edge gadget with distinguished vertices u∗, v∗ (in this order). We consider the
case when u∗, v∗ lie in the same bipartite part of Γ, say, u∗, v∗ ∈ U . The case when u∗, v∗ lie in
different bipartite parts of Γ can be done similarly.
First, we show that M
[0]
Γ,C′′,L is mult-brk-1 (mod-brk-1) iff M
[0]
Γ,X,Y is mult-brk-1 (mod-brk-1).
Let r1 = deg(u
∗) and r2 = deg(v∗). For every r ∈ S (and r ∈ T ), we use Ur ⊆ U \ {u∗, v∗} (and
Vr ⊆ V , resp.) to denote the set of vertices with degree r mod N . It is clear that if Ur 6= ∅ for
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some r /∈ S or if Vr 6= ∅ for some r /∈ T , both M [0]Γ,C′′,L and M [0]Γ,X,Y are trivially zero matrices and
we are done. Otherwise, for each i, j ∈ [h], we have
M
[0]
Γ,C′′,L(i, j) = (Hi,1)
r1(Hj,1)
r2
(∏
r∈S
(Har,1)
r|Ur|
)(∏
r∈T
(H1,br)
r|Vr|
)
·M [0]Γ,X,Y(i, j),
where (Hi,1)
r1 , (Hj,1)
r2 6= 0 (these two extra factors are due to the fact that vertex weights of u∗, v∗
are not included in the signature matrices) and(∏
r∈S
(Har,1)
r|Ur|
)(∏
r∈T
(H1,br)
r|Vr|
)
6= 0.
It follows that M
[0]
Γ,C′′,L is mult-brk-1 (mod-brk-1) iff M
[0]
Γ,X,Y is mult-brk-1 (mod-brk-1). Similarly,
M
[1]
Γ,C′′,L is mult-brk-1 (mod-brk-1) iff M
[1]
Γ,X,Y is mult-brk-1 (mod-brk-1). From this, by Prop-
erty 3.7, we conclude that MΓ,C′′,L is mult-brk-1 (mod-brk-1) iff MΓ,X,Y is mult-brk-1 (mod-brk-1).
This finishes Item 2.
One can verify that (X,Y) satisfies (U1)–(U4), except that N might be odd. In particular, the
upper-right h× h block of X is an M -discrete unitary matrix for some positive integer M |N , and
Y satisfies both (U3) and (U4) (which uses the fact that every entry of H is a power of ωN ).
If N is even, then we are done with Step 2; otherwise we extend Y to be
Y′ = {Y[0], . . . ,Y[N−1],Y[N ], . . . ,Y[2N−1]},
where Y[r] = Y[r−N ], for all r ∈ [N : 2N − 1]. We have EVAL→(X,Y) ≡ EVAL→(X,Y′), since
ZX,Y(G) = ZX,Y′(G), for all undirected G, and similarly EVAL
←(X,Y) ≡ EVAL←(X,Y′). This
satisfies Item 1. We also have MΓ,X,Y = MΓ,X,Y′ for all edge gadgets Γ. This satisfies Item 2. So
the new tuple ((M, 2N),X,Y′) satisfies conditions (U1)–(U4).
We state the above results for (X,Y), which is a normalization of (C′′,L).
Lemma 11.19. EVAL→(C′′,L) ≡ EVAL→(X,Y) and EVAL←(C′′,L) ≡ EVAL←(X,Y). As a
consequence, EVAL↔(C′′,L) ≡ EVAL↔(X,L).
Lemma 11.20. For any connected edge gadget Γ, we have MΓ,C′′,L is mult-brk-1 (mod-brk-1) iff
MΓ,X,Y is mult-brk-1 (mod-brk-1).
As a corollary, we have the following.
Corollary 11.21. Let Γ be an edge gadget (not necessarily connected). If MΓ,X,Y is not mult-brk-1
(not mod-brk-1), then there is a connected edge gadget Γ′ such that MΓ′,C′′,L is not mult-brk-1 (not
mod-brk-1).
Proof. Let u∗, v∗ be the first and second distinguished vertices of Γ, correspondingly. By Lemma 3.10,
u∗, v∗ lie in the same connected component Γ0 of Γ and MΓ0,X,Y is not mult-brk-1 (mod-brk-1).
Taking Γ′ = Γ0, we are done by Lemma 11.20.
Combining Lemmas 11.9, 11.16 and 11.19, we obtain the following corollary.
Corollary 11.22. EVAL(A) ≤ EVAL↔(X,Y).
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Next, combining Theorem 6.1, Lemma 11.9, Corollaries 11.18, 11.21, we obtain the following
corollary. Notice that we use the fact that if Γ is connected, then Tp(Γ), where p ≥ 1, is also
connected.
Corollary 11.23. Let Γ be an edge gadget (not necessarily connected). If MΓ,X,Y is not mult-brk-1
(not mod-brk-1), then there is a connected edge gadget Γ′ such that MΓ′,A is not mult-brk-1.
Since (X,Y) already satisfies (U1)–(U4), Corollaries 11.22 and 11.23 finalize the proof of Theo-
rem 8.3.
We now rename (C,D) to be the pair (X,Y), which satisfies Theorem 8.3.
12 Proofs of Theorem 8.4 and Theorem 8.6
Let ((M,N),C,D) be a tuple that satisfies (U1)–(U4) and let F ∈ Cm×m be the upper-right block
of C. In this section, we index the rows and columns of an n× n matrix with [0 : n− 1].
We introduce the following third meta-argument (Meta3). This (Meta3) resembles (Meta2) at
a superficial level; however remember that past Step 2 the pair (C,D) that satisfies Theorem 8.3
is the inner pair from Step 2, which is distinct from the pairs (C,D) and (C,D) referred to in
(Meta2). In particular, the C of the inner pair is the bipartization of a square matrix H (now
redenoted as F) consisting of roots of unity only, and clearly already purified (so here there is no
separate C).
Argument 12.1 (Meta3). We have the following:
1. Either MΓ,C,D is mod-brk-1 for every edge gadget Γ, or there is an edge gadget Γ such that
MΓ,C,D is not mod-brk-1;
2. Referring to the pair (C,D) from Section 9 in [6], all statements from Section 9 through
Section 11 in [6] (including theorems, lemmas, corollaries, properties, etc. numbered from
9.1 to 11.2) can be proved under the assumption that every signature MΓ,C,D is mod-brk-1
and whenever it is concluded that, as a possible scenario, EVAL(C,D) is #P-hard, this is
because an edge gadget, say, Γ has been constructed such that MΓ,C,D is not mod-brk-1. This
statement can be checked directly;
3. Thus, provided our (C,D) satisfies all the corresponding conditions for (C,D) in [6], we
can apply the corresponding reasoning from [6] to our (C,D) and make the corresponding
conclusions.
12.1 The group condition
We first show that either F satisfies the following condition or there exists an edge gadget Γ such
that MΓ,C,D is not mod-brk-1:
Lemma 12.2 (modification of Lemma 9.1 from [6]). Let ((M,N),C,D) be a tuple that satisfies
(U1)–(U4). Then either F satisfies the group condition (GC),
(row-GC) for all i, j ∈ [0 : m− 1], ∃k ∈ [0 : m− 1] such that Fk,∗ = Fi,∗ ◦ Fj,∗;
(column-GC) for all i, j ∈ [0 : m− 1], ∃k ∈ [0 : m− 1] such that F∗,k = F∗,i ◦ F∗,j,
or there exists an edge gadget Γ such that MΓ,C,D is not mod-brk-1.
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Proof. We prove this lemma by Argument 12.1 (Meta3) adapting the proof of Lemma 9.1 from [6].
The following details can be noted. The proof of Lemma 9.1 in [6] uses a family of gadgets
parameterized by p ≥ 1; the gadget for p = 1 is depicted in Figure 9.1 (p. 981 in [6]). We use
the same gadgets. Let Γ[p], where p ≥ 1, denote these edge gadgets. Then in [6] for the obtained
matrices A[p], where p ≥ 1, it was noted that ZA[p](G) = ZC,D(G[p]) for all G, where G[p] is the
graph obtained by replacing every edge of G by Γ[p]. This uses the fact that in Γ[p] the distinguished
vertices are each of degree divisible by N , and D[0] = I2m. Thus in terms of signature matrices,
A[p] = MΓ[p],C,D for our (C,D), for all p ≥ 1.
Then just as in [6], we either get the desired properties (GC), or we can exhibit an edge gadget
Γ[p] for some p ≥ 1, for which the signature matrix A[p] = MΓ[p],C,D is not mod-brk-1.
Similar remarks can be formulated in all subsequent arguments involving Argument 12.1 (Meta3).
Next we prove a property concerning discrete unitary matrices that satisfy (GC). Given an
n×n matrix A, let AR denote the set of its row vectors {Ai,∗} and AC denote the set of its column
vectors {A∗,j}. For general matrices, it is possible that |AR|, |AC| < n, since A may have duplicate
rows or columns. But if A is M -discrete unitary, then it is clear that |AR| = |AC| = n.
Property 12.3 (Property 9.2 from [6]). If A ∈ Cn×n is an M -discrete unitary matrix that satisfies
(GC), then AR and AC are finite Abelian groups (of order n) under the Hadamard product.
Proof. The proof is the same as that of Property 9.2 from [6].
12.2 Proof of Theorem 8.4
In this section, we prove Theorem 8.4 by showing that (U1)–(U4) indeed imply (U5).
Assume for any edge gadget Γ, MΓ,C,D is mod-brk-1; otherwise we are done. By Lemma 12.2,
((M,N),C,D) satisfies (GC). Fixing r to be any index in [N −1], we will prove (U5) for the (i, i)th
entries of D[r], where i ∈ [m : 2m− 1]. The proof for the first half of D[r] is similar. For simplicity,
let D be the m-dimensional vector such that
Di = D
[r]
m+i for all i ∈ [0 : m− 1].
Also let K = {i ∈ [0 : m− 1] : Di 6= 0}. If |K| = 0, then there is nothing to prove; if |K| = 1, then
by (U3), the only nonzero entry in D must be 1. So we assume |K| ≥ 2.
The following lemma is Lemma 9.3 from [6]; the same proof works here. It implies that to prove
Theorem 8.4, i.e., (U5), it suffices to prove that Di is a root of unity for every i ∈ K.
Lemma 12.4 (Lemma 9.3 from [6]). If D ∈ Q(ωN ) is a root of unity, then D must be a power of
ωN .
Next we show that every Di, i ∈ K, is a root of unity. Suppose for a contradiction that this is not
true. The next lemma is Lemma 9.4 from [6], and the same proof works. Define Z = (Z0, . . . , Zm−1),
where Zi = (Di)
N .
Lemma 12.5 (Lemma 9.4 from [6]). Suppose there is a k ∈ K such that Zk is not a root of unity.
Then there exists an infinite integer sequence {Pn} such that when n → ∞, the vector sequence
((Zk)
Pn : k ∈ K) approaches, but never reaches, the all-one vector 1|K|.
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Now we apply Argument 12.1 (Meta3) adapting the reasoning after the proof of Lemma 9.4
from Section 9.2 in [6] to prove Theorem 8.4. The following details can be noted. The proof in [6]
uses a family of gadgets parameterized by p ≥ 1; this gadget family is depicted in Figure 9.2 (p. 985
in [6]). We use the same gadgets. Let Γ[p], where p ≥ 1, denote these edge gadgets. Then in [6]
for the obtained matrices A[p], where p ≥ 1, it was noted that ZA[p](G) = ZC,D(G[p]) for all G,
where G[p] is the graph obtained by replacing every edge of G by Γ[p]. This uses the fact that in
Γ[p] the distinguished vertices are each of degree divisible by N , and D[0] = I2m. Thus in terms of
signature matrices, A[p] = MΓ[p],C,D for our (C,D), for all p ≥ 1.
Then just as in [6], we either get the desired properties, or we can exhibit an edge gadget Γ[p]
for some p ≥ 1, for which the signature matrix A[p] = MΓ[p],C,D is not mod-brk-1.
12.3 Decomposing F into Fourier matrices
The same sequence of Lemma 9.5, Property 9.6, and Lemma 9.7 in [6] (with the same proof) now
implies our Theorem 8.6. For the reader’s convenience we restate these here.
Suppose ((M,N),C,D) satisfies (U1)–(U5) and (GC); otherwise there exists an edge gadget Γ
such that MΓ,C,D is not mod-brk-1.
Lemma 12.6 (Lemma 9.5 from [6]). Let F ∈ Cm×m be an M -discrete unitary matrix that satisfies
(GC), where M = pq, p, q > 1, and gcd(p, q) = 1. Then there exist two permutations Π and Σ over
[0 : m − 1] such that FΠ,Σ = F′ ⊗ F′′, where F′ is a p-discrete unitary matrix, F′′ is a q-discrete
unitary matrix, and both of them satisfy (GC).
Property 12.7 (Property 9.6 from [6]). Let A be an M -discrete unitary matrix that satisfies the
group condition (GC). If M is a prime power, then one of its entries is equal to ωM .
Lemma 12.8 (Lemma 9.7 from [6]). Let F ∈ Cm×m be an M -discrete unitary matrix that satisfies
(GC). Moreover, M = pk is a prime power for some k ≥ 1. Then there exist two permutations Π
and Σ such that FΠ,Σ = FM ⊗ F′, where F′ is an M ′-discrete unitary matrix, M ′ = pk′ for some
k′ ≤ k, and F′ satisfies (GC).
Theorem 8.6 then follows.
13 Proof of Theorem 8.8
As described in Section 8.3.2, after Theorem 8.6 is proved, we may assume that we have a 4-
tuple ((M,N),C,D, (p, t,Q)) that satisfies condition (R). Also we may assume that MΓ,C,D is
mod-brk-1 for every edge gadget Γ; otherwise, we are done.
The purpose of Section 10 in [6] is to prove Theorem 5.8 in [6]. We have the corresponding
statement, Theorem 8.8. (Note that starting from Section 12, (C,D) is the same in this paper as
the (C,D) in [6] starting from Section 9.) Lemma 10.1 from [6] is still valid without change, which
gives a direct product form for Λr and ∆r, once it is proved that they are indeed cosets in ZQ.
This is stated in Conditions (L1) and (L2), respectively.
The main content of Theorem 5.8 in [6] is to prove that Λr and ∆r are indeed cosets in ZQ, for all
r ∈ [N − 1], unless EVAL(C,D) is #P-hard. In our setting, Theorem 8.8 does the same under the
condition that MΓ,C,D is mod-brk-1 for every edge gadget Γ. To this end, we apply Argument 12.1
(Meta3) to adapt the proof of Theorem 5.8 in Section 10 of [6], now for Theorem 8.8.
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The following details can be noted. The proof in Section 10 of [6] uses an edge gadget, which
we will denote by Γ = Γr, one for each fixed r ∈ T ; this gadget is depicted in Figure 10.1 (p. 992
in [6]). We use the same gadget Γ. In [6] for the obtained matrix A corresponding to Γ (this A is
not to be confused with the beginning matrix A that gives rise to the pair (C,D)), it was noted
that ZA(G) = ZC,D(G
′), for all G, where G′ is the graph obtained by replacing every edge of G
by Γ. This uses the fact that in Γ the distinguished vertices are each of degree divisible by N , and
D[0] = I2m. Thus in terms of signature matrices, this new matrix A = MΓ,C,D for our (C,D).
Then just as in [6], we either get the desired properties, or for the edge gadget Γ, the signature
matrix MΓ,C,D is not mod-brk-1. Similarly we can prove for ∆r, for r ∈ S.
This allows the rest of the proof on pp. 992–994 from [6] to go through. In particular, we
may repeat the proofs of Lemmas 10.2 and 10.3 from [6] (these have no direct relation to edge
gadgets) and finally finish the proof of Theorem 8.8, showing that (L1), (L2) hold. That (L3) holds
is concluded at the end of Section 8.3.3.
13.1 A Corollary of Theorem 8.8
Now that we have proved Theorem 8.8, we know that either there exists an edge gadget Γ such
that MΓ,C,D is not mod-brk-1, or we may assume that (L) holds. Thus, Λr and ∆r are cosets. The
next is Corollary 10.4 from [6]; the same proof works.
Corollary 13.1 (Corollary 10.4 from [6]). Let H be the m × |∆r| submatrix obtained from F by
restricting to the columns indexed by ∆r. Then for any two rows Hu,∗ and Hv,∗, where u,v ∈ ZQ,
either there exists some α ∈ ZM such that Hu,∗ = ωαM ·Hv,∗ or 〈Hu,∗,Hv,∗〉 = 0.
Similarly we denote by G the |Λr| × m submatrix obtained from F by restricting to the rows
indexed by Λr. Then for any two columns G∗,u and G∗,v, where u,v ∈ ZQ, either there exists an
α ∈ ZM such that G∗,u = ωαM ·G∗,v or 〈G∗,u,G∗,v〉 = 0.
As part of a discrete unitary matrix F, all columns {H∗,u |u ∈ ∆r} of H must be orthogonal and
thus rank(H) = |∆r|. We denote by n the cardinality |∆r|. There must be n linearly independent
rows in H. We may start with b0 = 0 and assume the n vectors b0 = 0,b1, . . . ,bn−1 ∈ ZQ are
the indices of a set of linearly independent rows. By Corollary 13.1, these must be orthogonal as
row vectors (over C). Since the rank of the matrix H is exactly n, it is clear that all other rows
must be a multiple of these rows, since the only alternative is to be orthogonal to them all, by
Corollary 13.1 again, which is absurd. A symmetric statement for G also holds.
14 Proof of Theorem 8.9
Let ((M,N),C,D, (p, t,Q)) be a tuple that satisfies (R) and (L) including (L3). We also assume
that MΓ,C,D is mod-brk-1 for every edge gadget Γ. By (L), we have Λr =
∏s
i=1 Λr,i for every r ∈ S
and ∆r =
∏s
i=1 ∆r,i for every r ∈ T , where both Λr,i and ∆r,i are cosets in Zqi .
The purpose of Section 11 in [6] is to prove Theorem 5.9 in [6]. We have the corresponding
statement, Theorem 8.9, which is to establish a quadratic structure of the nonzero entries of the
diagonal matrices D[r], more specifically, for the first half entries of D[r] when r ∈ S, and the second
half entries of D[r] when r ∈ T . Below we prove (D1) and (D3). The other parts, i.e., (D2) and
(D4), of Theorem 8.9 are proved similarly.
Let G denote the |Λr| ×m submatrix of F whose row set is Λr ⊆ ZQ. The following lemma is
Lemma 11.1 from [6], and remains valid in our setting with the same proof. Let n = |Λr| ≥ 1.
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Figure 9: The gadget Γ[1] with distinguished vertices u and v.
Lemma 14.1 (Lemma 11.1 from [6]). There exist vectors b0 = 0,b1, . . . ,bn−1 ∈ ZQ such that
1. {G∗,bi : i ∈ [0 : n− 1]} forms an orthogonal basis;
2. for all b ∈ ZQ, ∃ i ∈ [0 : n− 1] and α ∈ ZM such that G∗,b = ωαM ·G∗,bi;
3. let Ai be the set of b ∈ ZQ s.t. G∗,b is linearly dependent on G∗,bi; then
|A0| = |A1| = . . . = |An−1| = m/n.
A symmetric statement also holds for the m × |∆r| submatrix of F whose column set is ∆r,
where we replace n = |Λr| by |∆r|.
We use Argument 12.1 (Meta3) adapting the proof in Section 11 in [6] to prove Theorem 8.9.
The following details can be noted. The proof in Section 11 of [6] uses an edge gadget construction,
one for each r ∈ S, which is described on pp. 996–997. This gadget Γ[1] with distinguished vertices
u and v (in this order), reproduced here in Figure 9, was Figure 11.1 in [6]. The actual gadget used
in the proof is to take two copies of Γ[1], and identify the respective copies of the vertices u, v, x, y.
We will call it Γ = Γ[2], and will use it in the proof of Theorem 8.9. In [6] for the obtained matrix
A corresponding to Γ (again this A is not to be confused with the beginning matrix A that gives
rise to the pair (C,D)), it was noted that ZA(G) = ZC,D(G
[2]), for all G, where G[2] is the graph
obtained by replacing every edge of G by Γ. This uses the fact that in Γ the distinguished vertices
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are each of degree divisible by N , and D[0] = I2m. Thus in terms of signature matrices, this new
A = MΓ,C,D for our (C,D). Then just as in [6] we either get the desired properties, or for the edge
gadget Γ, the signature matrix MΓ,C,D is not mod-brk-1. The key facts in this derivation in [6]
are the expression for A(0,u),(0,v) in equation (11.3) and the assertion in (11.5) on page 999. Using
Argument 12.1 (Meta3), we derive the same equations here.
The rest of the proof (on pp. 997–1001) from [6] all go through. In particular, we may repeat
the proofs of Lemma 11.2 from [6] and finally prove Theorem 8.9.
15 Tractability: Proof of Theorem 8.10
In this section we describe the proof of Theorem 8.10. identical to the tractability proof of Section 12
in [6]. This technical point is our avoidance of using the so-called pinning lemmas in [6] (especially
for the so-called second pinning lemma (Lemma 4.3 from [6]), which we painstakingly avoided,
because we could not find a constructive proof of it and, later in the paper we will claim our
dichotomy in this paper is effective, which requires this constructivity). Thus, if a reader is not
concerned with this effectiveness, one can safely skip this section, and simply use the proof in [6].
Let ((M,N),C,D, (p, t,Q)) be a tuple that satisfies (R), (L), (D). We show that EVAL↔(C,D)
is tractable by reducing it to the following problem. Let q = pk be a prime power for some prime
p and positive integer k. The input of EVAL(q) is a quadratic polynomial f(x1, x2, . . . , xn) =∑
i,j∈[n] ai,jxixj , where ai,j ∈ Zq for all i, j, and the output is
Zq(f) =
∑
x1,...,xn∈Zq
ωf(x1,...,xn)q .
In [6] the following theorem is shown.
Theorem 15.1 (Theorem 12.1 from [6]). Let q be a prime power. Then EVAL(q) can be solved in
polynomial time (in n, the number of variables).
The reduction goes as follows. First, we use conditions (R), (L) and (D) to show that EVAL↔(C,D)
can be decomposed into s smaller problems, where s is the number of primes in the sequence
p: EVAL↔(C[1],D[1]), . . . ,EVAL↔(C[s],D[s]). If each of these s problems is tractable, then so is
EVAL↔(C,D). Second, we reduce each EVAL↔(C[i],D[i]) to EVAL(q) for some appropriate prime
power q that will become clear later. It follows from Theorem 15.1 that all EVAL↔(C[i],D[i])’s can
be solved in polynomial time.
15.1 Step 1
For each integer i ∈ [s], we define a 2mi×2mi matrix C[i] where mi = |Zqi |: C[i] is the bipartization
of the following mi ×mi matrix F[i], where
F
[i]
x,y =
∏
j∈[ti]
ω
xjyj
qi,j for all x = (x1, . . . , xti),y = (y1, . . . , yti) ∈ Zqi . (15.1)
We index the rows and columns of F[i] by x ∈ Zqi and index the rows and columns of C[i] by
{0, 1} × Zqi . We let xj , j ∈ [ti], denote the jth entry of x ∈ Zqi,j . By (R3),
Fx,y = F
[1]
x1,y1 · F [2]x2,y2 · · ·F [s]xs,ys for all x,y ∈ ZQ. (15.2)
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For each integer i ∈ [s], we define a sequence of N 2mi × 2mi diagonal matrices
D[i] =
(
D[i,0], . . . ,D[i,N−1]
)
.
D[i,0] is the 2mi × 2mi identity matrix; for every r ∈ [N − 1], we set
D
[i,r]
(0,∗) = 0 if r /∈ S and D
[i,r]
(0,x) = D
[r]
(0,extr(x))
for all x ∈ Zqi if r ∈ S;
D
[i,r]
(1,∗) = 0 if r /∈ T and D
[i,r]
(1,x) = D
[r]
(1,ext′r(x))
for all x ∈ Zqi if r ∈ T .
By conditions (D1) and (D2), we have
D
[r]
(b,x) = D
[1,r]
(b,x1)
· · ·D[s,r](b,xs) for all b ∈ {0, 1} and x ∈ ZQ. (15.3)
Equation (15.3) is valid for all x ∈ ZQ. For example, for b = 0 and x ∈ ZQ−Λr, the left-hand side
is 0 because x /∈ Λr. The right-hand side is also 0, because there exists an index i ∈ [s] such that
xi /∈ Λr,i and thus extr(xi) /∈ Λr. It then follows from (15.1), (15.3), and the following lemma that
if EVAL↔(C[i],D[i]) is in polynomial time for all i ∈ [s], then EVAL↔(C,D) is also in polynomial
time.
Lemma 15.2 (modification of Lemma 12.2 from [6]). Suppose we have the following matrices: for
each i ∈ {0, 1, 2}, C[i] is the bipartization of an mi × mi complex matrix F[i]; D[i] = (D[i,0], . . . ,
D[i,N−1]) is a sequence of N 2mi × 2mi diagonal matrices for some N ≥ 1, where
D[i,r] =
(
P[i,r]
Q[i,r]
)
and P[i,r] and Q[i,r] are mi ×mi diagonal matrices;
F[0] = F[1] ⊗ F[2], P[0,r] = P[1,r] ⊗P[2,r] and Q[0,r] = Q[1,r] ⊗Q[2,r]
for all r ∈ [0 : N − 1] (so m0 = m1m2). If EVAL↔(C[1],D[1]) and EVAL↔(C[2],D[2]) are tractable,
then EVAL↔(C[0],D[0]) is also tractable.
Proof. As shown earlier, it suffices to restrict the inputs to (←, G, u∗) and (→, G, u∗) where u∗ ∈
V (G) and G is connected. Now we can simply apply Lemma 2.6.
Remark: We note that unlike the proof of Lemma 12.2 from [6], in the proof of Lemma 15.2 we
do not invoke the so-called second pinning lemma (Lemma 4.3 from [6]) with the goal of giving a
constructive proof. See Section 22 for further discussions on the topic of constructivity.
We now use condition (D4) to prove the following lemma.
Lemma 15.3 (Lemma 12.3 from [6]). Given r ∈ T , i ∈ [s] and a ∈ ∆linr,i , there exist b ∈ Zqi and
α ∈ ZN such that the following equation holds for all x ∈ ∆r,i:
D
[i,r]
(1,x+a) ·D
[i,r]
(1,x) = ω
α
N · F [i]b,x.
Proof. The proof is the same as that of Lemma 12.3 from [6].
One can also prove a similar lemma for the other block of D[i,r], using (D3).
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15.2 Step 2
For convenience, in this step we abuse the notation slightly and use EVAL↔(C,D) to denote one
of the subproblems EVAL↔(C[i],D[i]), i ∈ [s], defined in the last step. Then by using conditions
(R), (L), and (D), we summarize the properties of this new pair (C,D) that we need in the reduction
as follows:
(F1) There is a prime p and a nonincreasing sequence pi = (pi1, . . . , pih) of powers of the same
p. F is an m ×m complex matrix, where m = pi1pi2 · · ·pih, and C is the bipartization of F. We
let pi denote pi1. We also use Zpi ≡ Zpi1 × · · · × Zpih to index the rows and columns of F. Then F
satisfies
Fx,y =
∏
i∈[h]
ωxiyipii for all x = (x1, . . . , xh) and y = (y1, . . . , yh) ∈ Zpi,
where we use xi ∈ Zpii to denote the ith entry of x, i ∈ [h].
(F2) D = (D[0], . . . ,D[N−1]) is a sequence of N 2m × 2m diagonal matrices for some N ≥ 1
with pi |N . D[0] is the identity matrix, and every diagonal entry of D[r], r ∈ [N − 1], is either 0 or
a power of ωN . We use {0, 1} × Zpi to index the rows and columns of matrices C and D[r]. (The
condition pi |N is from the condition M |N in (U2), and the expression of M in terms of the prime
powers, stated after (R3). The pi here is one of the qi = qi,1 there.)
(F3) For each r ∈ [0 : N − 1], we use Λr and ∆r to denote
Λr = {x ∈ Zpi
∣∣D[r](0,x) 6= 0} and ∆r = {x ∈ Zpi ∣∣D[r](1,x) 6= 0}.
We use S to denote the set of r such that Λr 6= ∅ and T to denote the set of r such that ∆r 6= ∅.
Then for every r ∈ S, Λr is a coset in Zpi; for every r ∈ T , ∆r is a coset in Zpi. For each r ∈ S
(and r ∈ T ), there is an a[r] ∈ Λr (b[r] ∈ ∆r, resp.) such that
D
[r]
(0,a[r])
= 1
(
and D
[r]
(1,b[r])
= 1, resp.
)
.
(F4) For all r ∈ S and a ∈ Λlinr , there exist b ∈ Zpi and α ∈ ZN such that
D
[r]
(0,x+a)D
[r]
(0,x) = ω
α
N · Fx,b for all x ∈ Λr;
for all r ∈ T and a ∈ ∆linr , there exist b ∈ Zpi and α ∈ ZN such that
D
[r]
(1,x+a)D
[r]
(1,x) = ω
α
N · Fb,x for all x ∈ ∆r.
To consider Z→C,D, let G be a connected graph and u
∗ ∈ V (G). Below we reduce the computation
of Z→C,D(G, u
∗) to EVAL(pi), where pi = pi if p 6= 2 and pi = 2pi if p = 2. The Z← part can be dealt
with similarly.
Given a ∈ Zpii for some i ∈ [h], let â denote an element in Zpi such that â ≡ a (mod pii). As
pii | pi1 = pi | pi, this lifting of a is certainly feasible. For definiteness, we can choose a itself if we
consider a to be an integer between 0 and pii − 1.
First, if G is not bipartite, then Z→C,D(G) is trivially 0. From now on we assume G = (U ∪V,E)
to be bipartite: every edge has one vertex in U and one vertex in V . We can assume u∗ ∈ U .
Now we can proceed exactly as in Section 12.2 (Step 2) of [6] starting from line -4, p. 1003.
This is because in [6], a reduction from Z→C,D(G, u
∗) to EVAL(pi) was also obtained. This way we
can simply repeat the rest of Section 12.2 from [6]. After that we can repeat the material of Section
12.3 from [6] which will give us the proof of Theorem 15.1.
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16 Proof of Theorem 9.3
Let A be a regularized nonbipartite matrix and let A be the purification of A obtained by going
from a generating set (g1, . . . , gd) of nonzero entries of A to the d smallest primes (p1, . . . , pd),
(d ≥ 0). Up to a simultaneous row and column permutation by the same permutation, which is
applied to both A and A (this permutation is obtained by collecting the entries of A of equal norm
in decreasing order), we may assume that there exist a positive integer N , and three sequences κ,
κ, and m such that (A, (N,κ,m)) and (A, (N,κ,m)) satisfy the following condition:
(S ′1) A is an m × m symmetric matrix. κ = (κ1, . . . , κs) is a sequence of pairwise distinct
nonzero complex numbers, where s ≥ 1. m = (m1, . . . ,ms) is a sequence of positive integers such
that m =
∑
mi. The rows and columns of A are indexed by x = (x1, x2), where x1 ∈ [s] and
x2 ∈ [mx1 ]. For all x,y, A satisfies
Ax,y = A(x1,x2),(y1,y2) = κx1κy1Sx,y,
where S = {Sx,y} is a symmetric matrix in which every entry is a power of ωN :
A =

κ1Im1
κ2Im2
. . .
κsIms


S(1,∗),(1,∗) S(1,∗),(2,∗) . . . S(1,∗),(s,∗)
S(2,∗),(1,∗) S(2,∗),(2,∗) . . . S(2,∗),(s,∗)
...
...
. . .
...
S(s,∗),(1,∗) S(s,∗),(2,∗) . . . S(s,∗),(s,∗)


κ1Im1
κ2Im2
. . .
κsIms

where Imi is the mi ×mi identity matrix.
We can also assume that κ1, . . . , κs are in the multiplicative subgroup generated by {g1, . . . , gd}.
The purification matrix A is also m × m symmetric. κ = (κ1, . . . , κs) is the purification of
κ = (κ1, . . . , κs) obtained by going from (g1, . . . , gd) to the d smallest primes (p1, . . . , pd), and is a
strictly decreasing sequence of positive rational numbers, where s ≥ 1. The rows and columns of
A are also indexed by x = (x1, x2), where x1 ∈ [s] and x2 ∈ [mx1 ]. For all x,y, A satisfies
Ax,y = A(x1,x2),(y1,y2) = κx1κy1Sx,y,
so that
A =

κ1Im1
κ2Im2
. . .
κsIms


S(1,∗),(1,∗) S(1,∗),(2,∗) . . . S(1,∗),(s,∗)
S(2,∗),(1,∗) S(2,∗),(2,∗) . . . S(2,∗),(s,∗)
...
...
. . .
...
S(s,∗),(1,∗) S(s,∗),(2,∗) . . . S(s,∗),(s,∗)


κ1Im1
κ2Im2
. . .
κsIms
 .
We let I = {(i, j) : i ∈ [s], j ∈ [mi]}.
The proof of Theorem 9.3, just like the proof of Theorem 8.3, consists of five steps. It uses the
following strategy. We construct from A its bipartization A′, a 2m × 2m symmetric matrix. We
also construct from A its bipartization A′. Then we just apply the lemmas for the bipartite case
to A′ and A′, and show that either there is an edge gadget Γ such that MΓ,A′ is not mult-brk-1 or
A′ has certain properties. These properties are then transferred to A.
To this end, we need the following lemma.
Lemma 16.1 (modification of Lemma 13.1 from [6]). Let A be a symmetric matrix, and let A′ be
its bipartization. Let Γ be an edge gadget such that MΓ,A′ is not mult-brk-1 (not mod-brk-1). Then
there is an edge gadget Γ′ such that MΓ′,A is not mult-brk-1 (not mod-brk-1).
75
Proof. Let u∗, v∗ be the first and second distinguished vertices of Γ, correspondingly. By Lemma 3.10,
u∗, v∗ lie in the same connected component of Γ, call it Γ0, and MΓ0,A′ is not mult-brk-1 (not mod-
brk-1). It is also immediate that Γ0 is a bipartite edge gadget for otherwise MΓ,A′ = 0, which
contradicts MΓ,A′ being non-mult-brk-1 (non-mod-brk-1). Let Γ0 = (U ∪ V,E) be a bipartization
of Γ0. It is easy to check that the following hold.
1. If u∗, v∗ are in the same bipartite part of Γ0, say u∗, v∗ ∈ U , then
MΓ0,A′ =
(
MΓ0,A
MΓ0,A
)
;
2. If u∗, v∗ are in different bipartite parts of Γ0, say u∗ ∈ U and v∗ ∈ V , then
MΓ0,A′ =
(
MΓ0,A
MΓ0,A
)
.
Now by Properties 3.7 and 3.8, we get that MΓ0,A is not mult-brk-1 (not mod-brk-1) so taking
Γ′ = Γ0 we are done.
16.1 Step 2.1
Lemma 16.2 (modification of Lemma 13.2 from [6]). Suppose that (A, (N,κ,m)) and (A, (N,κ,m))
satisfy (S ′1). Then either there exists an edge gadget Γ such that MΓ,A is not mult-brk-1 or
(A, (N,κ,m)) and (A, (N,κ,m)) satisfy the following condition:
(S ′2) For all x,x′ ∈ I, either there exists an integer k such that Sx,∗ = ωkN · Sx′,∗, or for every
j ∈ [s], 〈Sx,(j,∗),Sx′,(j,∗)〉 = 0.
Proof. Let A′ and A′ be the bipartizations of A and A, respectively. Suppose that for any edge
gadget Γ, MΓ,A is mult-brk-1. From Lemma 16.1, for any edge gadget Γ, MΓ,A′ is mult-brk-1. We
apply Lemma 11.6 to the sequences (A′, (N,κ,κ,m,m)) and (A′, (N,κ,κ,m,m)). The S matrices
of A′ and A′ are the same; it is also the same S from A and A here. The condition (S1) is satisfied.
So by Lemma 11.6 together with the assumption that for any edge gadget Γ, MΓ,A′ is mult-brk-1,
S satisfies (S2) which is exactly the same as (S ′2) here. (For Lemma 11.6, S also needs to satisfy
(S3), but since S is symmetric here, (S3) is the same as (S2).)
We have the following corollary, which is the same as Corollary 13.3 from [6]. The proof is the
same as that of Corollary 11.8 (see Corollary 8.6 in [6]).
Corollary 16.3. For all i, j ∈ [s], S(i,∗),(j,∗) has the same rank as S.
Next we build pairs (F,D) and (F,D), and apply the cyclotomic reduction lemma (Lemma 11.2)
and the cyclotomic transfer lemma for edge gadgets (Lemma 11.3) on A and A.
Let h = rank(S). By Corollary 16.3 and condition (S ′2), there exist 1 ≤ i1 < . . . < ih ≤ m1 such
that the h columns {S(1,∗),(1,i1), . . . ,S(1,∗),(1,ih)} are pairwise orthogonal, and these columns form a
submatrix of rank h. Without loss of generality, we may assume ik = k for all k ∈ [h] (if this is
not the case, we can apply an appropriate permutation Π to the rows and columns of A so that
the new S has this property; this does not affect the monotonicity of κ since the permutation Π is
within the first block).
Since S is symmetric, the h rows {S(1,1),(1,∗), . . . ,S(1,h),(1,∗)} are pairwise orthogonal. By con-
dition (S ′2), for every h < i ≤ m1, the ith row S(1,i),(1,∗) is a multiple of one of the h rows
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{S(1,1),(1,∗), . . . ,S(1,h),(1,∗)}, otherwise together they would form a submatrix of rank h+1 > rank(S).
Thus each truncated h-dimensional row vector (S(1,i),(1,1), . . . , S(1,i),(1,h)) for h < i ≤ m1 is also a
multiple of one of the truncated h row vectors (S(1,i′),(1,1), . . . , S(1,i′),(1,h)) for some 1 ≤ i′ ≤ h.
Therefore the row rank of the upper-left-most h× h submatrix of S(1,∗),(1,∗) is h.
Let H denote this h×h symmetric matrix: Hi,j = S(1,i),(1,j), i, j ∈ [h], and it has rank h. From
Corollary 16.3 and Lemma 16.2, for every index x ∈ I, there exist two unique integers j ∈ [h] and
k ∈ [0 : N − 1] such that
Sx,∗ = ωkN · S(1,j),∗ and S∗,x = ωkN · S∗,(1,j). (16.1)
This gives us a partition of the index set I
R =
{
R(i,j),k : i ∈ [s], j ∈ [h], k ∈ [0 : N − 1]
}
.
For every x ∈ I, x ∈ R(i,j),k iff i = x1 and x, j, k satisfy (16.1). By Corollary 16.3,⋃
k∈[0:N−1]
R(i,j),k 6= ∅ for all i ∈ [s] and j ∈ [h].
Now we define (F,D) and (F,D), and use Lemmas 11.2, 11.3, and R to show that EVAL(A) ≡
EVAL(F,D), and EVAL(A) ≡ EVAL(F,D), and that for every edge gadget Γ, MΓ,A (resp., MΓ,A)
is mult-brk-1 (mod-brk-1) iff MΓ,F,D (resp., MΓ,F,D) is mult-brk-1 (mod-brk-1). This will allow us
to move between the frameworks EVAL(A) (resp., EVAL(A)) and EVAL(F,D) (resp., EVAL(F,D)).
First, F is an sh× sh matrix. We use I ′ = [s]× [h] to index the rows and columns of F. Then
Fx,y = κx1κy1Hx2,y2 = κx1κy1S(1,x2),(1,y2) for all x,y ∈ I ′,
or equivalently,
F =

κ1I
κ2I
. . .
κsI


H H . . . H
H H . . . H
...
...
. . .
...
H H . . . H


κ1I
κ2I
. . .
κsI
 ,
where I is the h× h identity matrix.
Second, D = (D[0], . . . ,D[N−1]) is a sequence of N diagonal matrices of the same size as F. We
use I ′ to index its diagonal entries. The xth entries are
D
[r]
x =
N−1∑
k=0
∣∣R(x1,x2),k∣∣ · ωkrN for all r ∈ [0 : N − 1],x ∈ I ′.
Finally, F is an sh× sh matrix. We also use I ′ = [s]× [h] to index the rows and columns of F.
Then
Fx,y = κx1κy1Hx2,y2 = κx1κy1S(1,x2),(1,y2) for all x,y ∈ I ′,
or equivalently,
F =

κ1I
κ2I
. . .
κsI


H H . . . H
H H . . . H
...
...
. . .
...
H H . . . H


κ1I
κ2I
. . .
κsI
 .
We use Lemmas 11.2 and 11.3 to prove the next lemma.
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Lemma 16.4 (modification of Lemma 13.4 from [6]). The matrix A is generated from F using
R. As a consequence, EVAL(A) ≡ EVAL(F,D) and for any edge gadget Γ, MΓ,A is mult-brk-1
(mod-brk-1) iff MΓ,F,D is mult-brk-1 (mod-brk-1). The same statements hold with A and F replaced
by A and F, respectively.
Proof. We show that A can be generated from F using R; that A can be generated from F using
R is shown similarly. Let x,y ∈ I, x ∈ R(x1,j),k and y ∈ R(y1,j′),k′ for some j, k, j′, k′. By (16.1),
Ax,y = κx1κy1Sx,y = κx1κy1S(1,j),(1,j′) · ωk+k
′
N = F(x1,j),(y1,j′) · ωk+k
′
N .
So A can be generated from F using R. The construction of D implies that D can be generated
from R. Then the lemma follows from Lemmas 11.2 and 11.3.
Corollary 16.5. If Γ is an edge gadget such that MΓ,F,D is not mult-brk-1 (which is true in
particular if MΓ,F,D is not mod-brk-1), then for some p ≥ 1, MTp(Γ),A is not mult-brk-1.
Proof. By Lemma 16.4, MΓ,A is not mult-brk-1. Then by Theorem 6.1, for some p ≥ 1, MTp(Γ),A
is not mult-brk-1.
In light of Corollary 16.5, our goal will be either to construct an edge gadget Γ such that MΓ,F,D
is not mult-brk-1 (in fact, not mod-brk-1) or impose additional conditions on (F,D) (and (F,D)),
by adapting the corresponding proofs from [6].
16.2 Steps 2.2 and 2.3
Now we have pairs (F,D) and (F,D) that satisfy the following condition (Shape′):
(Shape′1) F ∈ Cm×m is a symmetric s × s block matrix. (Note that the m here is different
from the m used in (S ′1) and Step 2.1.) We use I = [s]× [h] to index its rows and columns, where
m = sh.
Similarly, the purification matrix F ∈ Cm×m is also a symmetric s× s block matrix.
(Shape′2) There is a sequence κ = (κ1, . . . , κs) of pairwise distinct nonzero complex numbers
such that κ1, . . . , κs are in the multiplicative subgroup generated by {g1, . . . , gd}. In particular,
κ1, . . . , κs generate a torsion-free multiplicative group. There is also an h×h matrix H of full rank,
whose entries are all powers of ωN , for some N ≥ 1. We have
Fx,y = κx1κy1Hx2,y2 for all x,y ∈ I.
Moreover, there is a strictly decreasing sequence κ = (κ1, . . . , κs), the purification of κ obtained
by going from (g1, . . . , gd) to the d smallest primes (p1, . . . , pd), consisting of positive rational
numbers. We have
Fx,y = κx1κy1Hx2,y2 for all x,y ∈ I.
(Shape′3) D = (D[0], . . . ,D[N−1]) is a sequence of N m×m diagonal matrices. D satisfies (T3),
so for all r ∈ [N − 1] and x ∈ I, we have
D
[r]
x = D
[N−r]
x .
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Now suppose for any edge gadget Γ, MΓ,F,D is mult-brk-1.
We define (C,D′) and (C,D′): C is the bipartization of F; C is the bipartization of F; D′ is a
sequence of N copies of (
D[r]
D[r]
)
.
The proof of the following lemma is the same as that of Lemma 16.1.
Lemma 16.6 (modification of Lemma 13.5 from [6]). Let Γ be an edge gadget such that MΓ,C,D′ is
not mult-brk-1 (not mod-brk-1). Then there is an edge gadget Γ′ such that MΓ′,F,D is not mult-brk-1
(not mod-brk-1). The same conclusion holds for MΓ,C,D′ and MΓ′,F,D.
By the contrapositive of Lemma 16.6, and our assumption that for any edge gadget Γ, MΓ,F,D
is mult-brk-1, we get that for any edge gadget Γ, MΓ,C,D′ is mult-brk-1. By (Shape
′
1)–(Shape
′
3),
(C,D′) and (C,D′) also satisfy (Shape1)–(Shape3). It then follows from Lemma 11.11 and Lemma
11.14 that (C,D′) and (C,D′) also satisfy (Shape4)–(Shape6). By the way (C,D′) and (C,D′) are
built from (F,D) and (F,D), the latter two must satisfy the following conditions:
(Shape′4) H/
√
h is unitary: 〈Hi,∗,Hj,∗〉 = 〈H∗,i,H∗,j〉 = 0 for all i 6= j ∈ [h].
(Shape′5) For all x ∈ I,
D
[0]
x = D
[0]
(x1,1)
.
(Shape′6) For each r ∈ [N − 1], there are diagonal matrices K[r] ∈ Cs×s,L[r] ∈ Ch×h. The norm
of every diagonal entry in L[r] is either 0 or 1. We have
D[r] = K[r] ⊗ L[r], for all r ∈ [N − 1].
For all r ∈ [N − 1], K[r] = 0 implies L[r] = 0; L[r] 6= 0 implies one of its entries is 1.
In particular, (Shape′5) means that by setting
K
[0]
i = D
[0]
(i,1) and L
[0]
j = 1 for all i ∈ [s] and j ∈ [h],
we have D[0] = K[0] ⊗ L[0]. By (T3) in (Shape′3), the entries of K[0] are positive integers.
16.3 Step 2.4
Suppose (F,D) and (F,D) satisfy (Shape′1)–(Shape′6). From (Shape′2) we have F = M⊗H, where
M is an s×s matrix of rank 1: Mi,j = κiκj for all i, j ∈ [s]. From (Shape′2) we also have F = M⊗H,
where M is also an s× s matrix of rank 1: M i,j = κiκj for all i, j ∈ [s].
We reduce EVAL(F,D) to two problems EVAL(M,K) and EVAL(H,L), where
K =
(
K[0], . . . ,K[N−1]
)
and L =
(
L[0], . . . ,L[N−1]
)
.
By the tensor product expression of EVAL(F,D) in terms of the two problems EVAL(M,K) (the
outer problem) and EVAL(H,L) (the inner problem), and the fact that EVAL(M,K) is tractable, we
have a reduction from EVAL(F,D) to EVAL(H,L). The proof of the following lemma is essentially
the same as that of Lemma 11.16.
Lemma 16.7 (weakened form of Lemma 13.6 from [6]). EVAL(F,D) ≤ EVAL(H,L).
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Next, by the tensor product expression of EVAL(F,D) in terms of EVAL(M,K) and EVAL(H,L),
we have the following relation
MΓ,F,D = MΓ,M,K ⊗MΓ,H,L,
for any edge gadget Γ (not necessarily connected). This relation will allow us to transfer an edge
gadget that is not mult-brk-1 (not mod-brk-1) for (H,L) to an edge gadget that is not mult-brk-1
(not mod-brk-1) for (F,D), provided that MΓ,M,K is nonzero. The proof of the following claim is
essentially the same as that of Claim 11.17.
Claim 16.8 (modification of Claim 8.25 from [6]). For any connected edge gadget Γ = (V,E) with
distinguished vertices u∗, v∗ (in this order), there is a connected edge gadget Γ′ = (V ′, E′) with
distinguished vertices u∗, v∗ (in this order) such that u∗, v∗ ∈ V ⊂ V ′, and
MΓ′,H,L = h
|V |−2 ·MΓ,H,L. (16.2)
Furthermore, if MΓ,H,L 6= 0, then we can choose Γ′ such that MΓ′,M,K has no zero entries.
From Claim 16.8, we have the following corollary whose proof is essentially the same as that of
Corollary 11.18.
Corollary 16.9. Let Γ be an edge gadget such that MΓ,H,L is not mult-brk-1 (not mod-brk-1).
Then there is a connected edge gadget Γ′ such that MΓ′,F,D is not mult-brk-1 (not mod-brk-1).
16.4 Step 2.5
Finally we normalize the matrix H in the same way we did for the bipartite case and obtain a new
pair (Z,Y) such that
1. (Z,Y) satisfies conditions (U ′1)–(U ′4);
2. EVAL(A) ≤ EVAL(Z,Y);
3. for any edge gadget (not necessarily connected) Γ, if MΓ,Z,Y is not mult-brk-1 (not mod-brk-
1), then there is a connected edge gadget Γ′ such that MΓ′,A is not mult-brk-1.
Below we rename the pair (Z,Y) (which is the normalized inner pair (H,L)) as (F,D).
17 Proofs of Theorem 9.4 and Theorem 9.7
Suppose ((M,N),F,D) satisfies (U ′1)–(U ′4). We prove Theorem 9.4 and 9.7 in this section. We first
prove that if F does not satisfy the group condition (GC), then there exists an edge gadget Γ such
that MΓ,F,D is not mod-brk-1. This is done by applying Lemma 12.2 (for the bipartite case) to the
bipartization C of F.
Lemma 17.1 (modification of Lemma 14.1 from [6]). Suppose ((M,N),F,D) satisfies conditions
(U ′1)–(U ′4). Then either the matrix F satisfies the group condition (GC) or there is an edge gadget
Γ such that MΓ,F,D is not mod-brk-1.
Proof. Assume for every edge gadget Γ, MΓ,F,D is mod-brk-1. Let C and E = (E
[0], . . . ,E[N−1]) be
C =
(
0 F
F 0
)
and E[r] =
(
D[r] 0
0 D[r]
)
for all r ∈ [0 : N − 1].
By (U ′1)–(U ′4), ((M,N),C,E) satisfies (U1)–(U4). Arguing similarly to Lemma 16.6, from the con-
trapositive, we infer that for any edge gadget Γ, MΓ,C,E is mod-brk-1. It follows from Lemma 12.2
that F satisfies the group condition (GC).
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17.1 Proof of Theorem 9.4
We prove Theorem 9.4 again, using C and E defined above.
We are given that ((M,N),F,D) satisfies (U ′1)–(U ′4), and M > 1. So ((M,N),C,E) satisfies
conditions (U1)–(U4). Suppose for every edge gadget Γ, MΓ,F,D is mod-brk-1. By Lemma 16.6, for
every edge gadget Γ, MΓ,C,E is mod-brk-1. By Lemma 17.1, F satisfies the group condition (GC).
Now by Theorem 8.4, the tuple ((M,N),C,E) satisfies (U5). Thus, for all r ∈ [N − 1], every entry
of D[r] is either 0 or a power of ωN . This establishes (U ′5). Theorem 9.4 is proved.
17.2 Proof of Theorem 9.7
In this section we prove Theorem 9.7. However, here we cannot simply reduce it, using (C,E),
to the bipartite case (Theorem 8.6), because in Theorem 9.7, we are only allowed to permute the
rows and columns symmetrically, while in Theorem 8.6, one can use two different permutations to
permute the rows and columns. But as we will see below, for most of the lemmas we need here, their
proofs are exactly the same as those for the bipartite case. The only exception is the counterpart
of Lemma 12.8, in which we have to bring in the generalized Fourier matrices (see Definitions 8.5
and 9.6).
Suppose F satisfies (GC). Let FR denote the set of row vectors {Fi,∗} of F and FC denote the
set of column vectors {F∗,j} of F. Since F satisfies (GC), by Property 12.3, both FR and FC are
finite Abelian groups of order m, under the Hadamard product.
We start by proving a symmetric version of Lemma 12.6, stating that when M = pq and
gcd(p, q) = 1 (note that p and q are not necessarily primes), a permutation of F is the tensor
product of two smaller discrete unitary matrices, both of which satisfy the group condition.
Lemma 17.2 (Lemma 14.2 from [6]). Suppose F ∈ Cm×m is symmetric and M -discrete unitary
and satisfies (GC). Moreover, M = pq, p, q > 1, and gcd(p, q) = 1. Then there is a permutation Π
of [0 : m− 1] such that FΠ,Π = F′ ⊗ F′′, where F′ is a symmetric p-discrete unitary matrix, F′′ is
a symmetric q-discrete unitary matrix, and both of them satisfy (GC).
Proof. The proof is the same as that of Lemma 14.2 from [6].
As a result, we only need to deal with the case when M = pβ is a prime power.
Lemma 17.3 (Lemma 14.3 from [6]). Suppose F ∈ Cm×m is symmetric and M -discrete unitary
and satisfies (GC). Moreover, M = pβ is a prime power, p 6= 2, and β ≥ 1. Then there must exist
an integer k ∈ [0 : m− 1] such that p - αk,k, where Fk,k = ωαk,kM .
Proof. For i, j ∈ [0 : m − 1], we let αi,j denote the integer in [0 : M − 1] such that Fi,j = ωαi,jM .
Assume the lemma is not true, that is, p |αk,k for all k. Then because F is M -discrete unitary, and
M = pβ, there must exist i 6= j ∈ [0 : m− 1] such that p - αi,j .
By (GC), there exists a k ∈ [0 : m− 1] such that Fk,∗ = Fi,∗ ◦ Fj,∗. However,
ω
αk,k
M = Fk,k = Fi,kFj,k = Fk,iFk,j = Fi,iFj,iFi,jFj,j = ω
αi,i+αj,j+2αi,i
M ,
and αk,k ≡ αi,i + αj,j + 2αi,j (mod M) implies that 0 ≡ 0 + 0 + 2αi,j (mod p). Since p 6= 2 and
p - αi,j , we get a contradiction.
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The next lemma is the symmetric version of Lemma 12.8 showing that when there exists a
diagonal entry Fk,k such that p - αk,k, F is the tensor product of a Fourier matrix and a discrete
unitary matrix satisfying the group condition (GC). Note that this lemma also applies to the case
when p = 2. So the only case left is when p = 2 but 2 |αi,i for all i ∈ [0 : m− 1].
Lemma 17.4 (Lemma 14.4 from [6]). Suppose F ∈ Cm×m is symmetric and M -discrete unitary
and satisfies (GC). Moreover, M = pβ is a prime power. If there exists a k ∈ [0 : m− 1] such that
Fk,k = ω
α
M and p - α, then there exists a permutation Π such that FΠ,Π = FM,α ⊗ F′, where F′ is
a symmetric and M ′-discrete unitary matrix that satisfies condition (GC) with M ′ |M .
Proof. The proof is the same as that of Lemma 14.4 from [6].
Finally, we deal with the case when p = 2 and 2 |αi,i for all i ∈ [0 : m− 1].
Lemma 17.5 (Lemma 14.5 from [6]). Suppose F ∈ Cm×m is symmetric and M -discrete unitary
and satisfies (GC), with M = 2β and 2 |αi,i for all i ∈ [0 : m− 1]. Then there exist a permutation
Π and a 2× 2 symmetric nondegenerate matrix W over ZM (see Section 9.3.2 and Definition 9.6),
such that FΠ,Π = FM,W ⊗ F′, where F′ is a symmetric, M ′-discrete unitary matrix that satisfies
(GC) with M ′ |M .
Proof. The proof is the same as that of Lemma 14.5 from [6].
Theorem 9.7 then follows from Lemmas 17.3, 17.4, and 17.5.
18 Proofs of Theorem 9.8 and Theorem 9.9
Suppose ((M,N),F,D, (d, W,p, t,Q,K)) satisfies condition (R′). We prove Theorem 9.8: either
there exists an edge gadget Γ such that MΓ,F,D is not mod-brk-1 or D satisfies conditions (L′1) and
(L′2).
Suppose for any edge gadget Γ, MΓ,F,D is mod-brk-1. We use (C,E) to denote the bipartization
of (F,D), where E = (E[0], . . . ,E[N−1]). The plan is to show that (C,E) with appropriate p′, t′,
and Q′ satisfies (R).
To see this, we permute C and E using the following permutation Σ. We index the rows and
columns of C and E[r] using {0, 1}×Z2d×ZQ. We set Σ(1,y) = (1,y) for all y ∈ Z2d×ZQ, that is,
Σ fixes pointwise the second half of the rows and columns, and Σ(0,x) = (0,x′), where x′ satisfies
x0,i,1 = W
[i]
1,1x
′
0,i,1 +W
[i]
2,1x
′
0,i,2, x0,i,2 = W
[i]
1,2x
′
0,i,1 +W
[i]
2,2x
′
0,i,2 for all i ∈ [g],
and x1,i,j = ki,j · x′1,i,j for all i ∈ [s], j ∈ [ti]. See (R′) for the definitions of these symbols.
Before proving properties of CΣ,Σ and EΣ, we need to verify that Σ is indeed a permutation.
This follows from the fact that W[i], for every i ∈ [g], is nondegenerate over Zdi , and ki,j for all
i ∈ [s] and j ∈ [ti] satisfies gcd(ki,j , qi,j) = 1 (so x′ above is unique). We use Σ0 to denote the
(0, ∗)-part of Σ and I to denote the identity map:
Σ(0,x) = (0,Σ0(x)) = (0,x
′) for all x ∈ Z2d × ZQ.
Now we can write CΣ,Σ and EΣ = (E
[0]
Σ , . . . ,E
[N−1]
Σ ) as
CΣ,Σ =
(
0 FΣ0,I
FI,Σ0 0
)
and E
[r]
Σ =
(
D
[r]
Σ0
0
0 D[r]
)
(18.1)
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for all r ∈ [0 : N − 1]. We make the following two observations:
• Observation 1: For any edge gadget Γ, MΓ,CΣ,Σ,EΣ is mod-brk-1 iff MΓ,C,E is mod-brk-1, and
for any edge gadget Γ such that MΓ,C,E is not mod-brk-1 there is an edge gadget Γ
′ such that
MΓ′,F,D is not mod-brk-1; and, thus for any edge gadget Γ, MCΣ,Σ,EΣ is mod-brk-1.
• Observation 2: FΣ0,I satisfies(
FΣ0,I
)
x,y
= Fx′,y =
∏
i∈[g]
ω
(x′0,i,1 x
′
0,i,2)·W[i]·(y0,i,1 y0,i,2)T
di
∏
i∈[s],j∈[ti]
ω
ki,j ·x′1,i,jy1,i,j
qi,j
=
∏
i∈[g]
ω
x0,i,1y0,i,1+x0,i,2y0,i,2
di
∏
i∈[s],j∈[ti]
ω
x1,i,jy1,i,j
qi,j .
By Observation 2, it is easy to show that CΣ,Σ and EΣ (together with appropriate q
′, t′,Q′)
satisfy condition (R). Since by Observation 1, for any edge gadget Γ, MCΣ,Σ,EΣ is mod-brk-1, it
follows from Theorem 8.8 and (18.1) that (the lower half) D[r] satisfies (L2), and then (L3). This
proves Theorem 9.8 since (L′1) and (L′2) follow from (L2) and (L3), respectively.
We continue to prove Theorem 9.9. Suppose for any edge gadget Γ, MΓ,F,D is mod-brk-1. Then
the argument above shows that (CΣ,Σ,EΣ) (with appropriate p
′, t′,Q′) satisfies both (R) and (L).
Since by Observation 1, for any edge gadget Γ, MΓ,CΣ,Σ,EΣ is mod-brk-1, by Theorem 8.9 and
(18.1), D[r] satisfies (D2) and (D4) for every r ∈ Z. (D′1) follows from (D2).
To prove (D′2), let F′ = FΣ0,I . By (D4), for any r ∈ Z, k ∈ [s] and a ∈ Γlinr,k, there exist b ∈ Z˜qk
and α ∈ ZN such that
ωαN · F ′b˜,x = D
[r]
x+a˜ ·D
[r]
x for all x ∈ Γr, where F′b˜,∗ = FΣ0(b˜),∗.
Since Σ0 works within each prime factor, there exists a b
′ ∈ Z˜qk such that Σ0(b˜) = b˜′ and (D′2)
follows.
19 Tractability: Proof of Theorem 9.10
The statement of Theorem 9.10 is exactly the same as that of Theorem 6.10 in [6] whose proof is
given in Section 16 in [6]. We just repeat a short outline given at the beginning of Section 16 in [6].
The proof of Theorem 9.10 is similar to that of Theorem 8.10 for the bipartite case presented
in Section 15.
Let ((M,N),F,D, (d,W,p, t,Q,K)) be a tuple that satisfies (R′), (L′), and (D′). The proof
has two steps. First we use (R′), (L′), (D′) to decompose EVAL(F,D) into s subproblems (recall s is
the length of the sequence p), denoted by EVAL(F[i],D[i]), i ∈ [s], such that if every EVAL(F[i],D[i])
is tractable, then so is EVAL(F,D). Second, we reduce each EVAL(F[i],D[i]) to EVAL(pi) for some
prime power pi.
By Theorem 15.1, EVAL(pi) can be solved in polynomial time for any fixed prime power pi. Thus,
EVAL(F[i],D[i]) is tractable for all i ∈ [s], and so is EVAL(F,D).
Remark: The difference of the proof of tractability for the nonbipartite case versus the bipartite
case resides in what we will state in Section 22 for the constructivity of our results. The proof for
the bipartite case (Theorem 5.10) in [6] involves the second pinning lemma (Lemma 4.3 from [6], of
which we do not have a constructive proof, and we avoid in this paper), while in the nonbipartite
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case (Theorem 6.10) the proof in [6] does not. Consequently, here for the nonbipartite case we can
simply use the proof in [6].
20 Dichotomy over simple graphs of bounded degree
We need to introduce additional definitions. Recall that [k] = {1, . . . , k} for integer k ≥ 0, where
we denote [0] = ∅.
A weighted graph H = HA,D is determined by a symmetric matrix A ∈ Cm×m for edge weights
and a vector (or equivalently a diagonal matrix) D = (D1, . . . , Dm) for vertex weights. In this
section, we assume all Di 6= 0, otherwise we delete the corresponding row and column of A.
The following notation from [14] is often convenient. Let G be an unweighted graph (with possible
multiple edges, but no loops) and H a weighted graph given by (A,D), we define (see Definition 2.1)
hom(G,H) = ZA,D(G) =
∑
φ : V (G)→V (H)
Dφ homφ(G,H), (20.1)
where for φ : V (G)→ V (H),
Dφ =
∏
w∈V (G)
Dφ(w) and homφ(G,H) =
∏
uv∈E(G)
Aφ(u),φ(v).
When all Di = 1, we say this is the edge-weighted case, and we denote H by HA.
A k-labeled graph (k ≥ 0) is a finite graph in which k nodes are labeled by 1, 2, . . . , k (the
graph can have any number of unlabeled nodes). Two k-labeled graphs are isomorphic if there is
a label-preserving isomorphism between them. Uk denotes the k-labeled graph on k nodes with no
edges. In particular, U0 is the empty graph with no nodes and no edges. The product G1G2 of
two k-labeled graphs G1 and G2 is defined as follows: take their disjoint union, and then identify
nodes with the same label. Hence for two 0-labeled graphs, G1G2 is just the disjoint union of
G1 and G2. Clearly, the graph product is associative and commutative with the identity Uk, so
the set of all (isomorphism classes) of k-labeled graphs togegher with the product operation forms
a commutative monoid which we denote by PLG[k]. We denote by PLGsimp[k] the submonoid
of simple graphs in PLG[k]; these are graphs with no loops, at most one edge between any two
vertices i and j, and no edge between labeled vertices. Clearly, PLGsimp[k] is closed under the
product operation.
Fix a weighted graph H given by (A,D), and let G be a k-labeled graph. Let ψ : [k]→ V (H).
We say φ : V (G) → V (H) extends ψ, if φ(ui) = ψ(i) for the ith labeled vertex ui ∈ V (G), i ∈ [k].
If φ extends ψ, we write Dφ/ψ =
∏
w∈V (G)\{ui:i∈[k]}Dφ(w) to denote the product of vertex weights
other than Dψ(i), i ∈ [k], and
homψ(G,H) =
∑
φ : V (G)→V (H)
φ extends ψ
Dφ/ψ homφ(G,H). (20.2)
Note that a 2-labeled graph is synonymous with an edge gadget. If u∗, v∗ are the (ordered)
two distinguished vertices of an edge gadget Γ, then MΓ,A,D is the matrix with homψ(Γ, H) as its
(i, j)th entry, where ψ(1) = i and ψ(2) = j. We also denote this as hom(i,j)(Γ, H).
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Given a weighted graph H specified by (A,D), we call two vertices i, j ∈ V (H) twins if the
ith row and jth row of A are identical (by symmetry, the ith column and jth column of A are
identical as well). Note that the vertex weights D do not participate in this definition. If H has
no twins, we call it twin-free.
The twin relation partitions V (H) into nonempty equivalence classes, I1, . . . , Is where s ≥ 0.
We can define a twin contraction graph H˜, having I1, . . . , Is as vertices, with vertex weight
∑
t∈Ir Dt
for Ir, and edge weight between Ir and Iq to be Au,v for some arbitrary u ∈ Ir and v ∈ Iq. After
that, we remove all vertices in H˜ with zero vertex weights together with all incident edges (still
called H˜). This defines a twin-free H˜. Clearly, hom(G,H) = hom(G, H˜) for all G.
An isomorphism from a weighted graph H to another H ′ is a bijection σ : V (H)→ V (H ′) that
preserves vertex and edge weights. It is obvious that for any weighted graphs H and H ′, and maps
ϕ : [k]→ V (H) and ψ : [k]→ V (H ′) such that ψ = σ ◦ ϕ for some isomorphism σ : V (H)→ V (H ′)
from H to H ′, we have homϕ(G,H) = homψ(G,H ′) for every G ∈ PLG[k]. When H ′ = H, we
denote by Aut(H) the group of weighted graph automorphisms of H, i.e., isomorphisms from H to
itself.
We will need the following result from [7], which is proved for directed and undirected graphs
with weights from any field of characteristic 0. We will only use it for C-weighted undirected graphs.
Theorem 20.1. Let H,H ′ be twin-free C-weighted graphs. Suppose ϕ : [k]→ V (H) and ψ : [k]→
V (H ′) where k ≥ 0. If homϕ(G,H) = homψ(G,H ′) for every G ∈ PLGsimp[k], then |V (H)| =
|V (H ′)|, and there exists an isomorphism σ : V (H)→ V (H ′) from H to H ′ such that ψ = σ ◦ ϕ.
Note that in Theorem 20.1 all vertex weights are nonzero; this is by our definition of weighted
graphs in this section. So when we apply this theorem we need to make sure that this is satisfied.
If H is a weighted graph, ϕ : [k] → V (H) where k ≥ 0 and none of the vertices from ϕ([k])
are removed during the twin reduction of H to H˜, then by defining ϕ˜(i) = ϕ˜(i) for each i ∈ [k],
where ϕ˜(i) denotes the equivalence class that ϕ(i) belongs to in V (H˜), we get a well-defined map
ϕ˜ : [k]→ V (H˜). Then it is easy to check that homϕ(G,H) = homϕ˜(G, H˜) for any G ∈ PLGsimp[k].
Given weighted graphs H = HA,D and H
′ = HA′,D′ , the tensor product of H and H ′ is a graph
denoted by H ×H ′ with vertex set V (H)× V (H ′), each vertex (u, u′) has weight DuD′u′ , and the
edge between (u, u′) and (v, v′) has weight Au,vA′u′,v′ . Clearly, if H and H
′ have no zero vertex
weights, then neither does H × H ′. Also note that if H and H ′ are edge-weighted graphs (i.e.,
all vertex weights are 1), then so is H × H ′. Clearly, H × H ′ and H ′ × H are isomorphic, and
also (H ×H ′)×H ′′ and H × (H ′ ×H ′′) are isomorphic. The edge weight matrix corresponding to
HA ×HA′ is A⊗A′, and the pair corresponding to HA,D ×HA′,D′ is (A⊗A′,D⊗D′).
Now if H and H ′ are weighted graphs, ϕ : [k]→ V (H) and ψ : [k]→ V (H ′), then
homϕ×ψ(G,H ×H ′) = homϕ(G,H) · homψ(G,H ′)
for any G ∈ PLGsimp[k]. Here ϕ× ψ : [k]→ V (H ×H ′) is defined by (ϕ× ψ)(i) = (ϕ(i), ψ(i)).
Similarly, we can define the tensor product of any finite number of graphs and show similar
properties.
Now we are ready to prove that the #P-hardness part of Theorem 1.1 holds even when restricted
to simple graphs of bounded degree.
Theorem 20.2. Let A ∈ Cm×m be a symmetric matrix and Γ be an edge gadget. If MΓ,A is not
mult-brk-1, then there exists a simple edge gadget Γ′ such that the matrix MΓ′,A is not mult-brk-1.
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Proof. Let u∗, v∗ be the distinguished vertices of Γ (in this order). Let C = MΓ,A. Then
Ci,j =
∑
ξ : V (Γ)→[m]
ξ(u∗)=i, ξ(v∗)=j
∏
(u,v)∈E(Γ)
Aξ(u),ξ(v) = hom(i,j)(Γ, HA)
for 1 ≤ i, j ≤ m. By Lemma 3.1, in the field Q({Ai,j}mi,j=1) the roots of unity form a finite
cyclic group. Suppose R is (or any positive multiple of) this order. We can fix a root of unity
εR ∈ Q({Ai,j}mi,j=1) of order R.
Since C is not mult-brk-1, for some 1 ≤ i1 < i2 ≤ m and 1 ≤ j1 < j2 ≤ m, the 2× 2 submatrix(
Ci1,j1 Ci1,j2
Ci2,j1 Ci2,j2
)
contains at least three nonzero entries and its Rth Hadamard power is nondegerate, i.e.,
CRi1,j1C
R
i2,j2 − CRi1,j2CRi2,j1 6= 0.
Let (x, y) ∈ {i1, i2} × {j1, j2} be so that for
I = ({i1, i2} × {j1, j2}) \ {x, y} = {(a1, b1), (a2, b2), (a3, b3)},
we have Ci,j 6= 0 for each (i, j) ∈ I. Then
(
∏
(i,j)∈I
Ci,j)C
R
i1,j1C
R
i2,j2 6= (
∏
(i,j)∈I
Ci,j)C
R
i1,j2C
R
i2,j1
which is the same as
(
∏
(i,j)∈I
hom(i,j)(Γ, HA))(hom(i1,j1)(Γ, HA))
R(hom(i2,j2)(Γ, HA))
R
6= (
∏
(i,j)∈I
hom(i,j)(Γ, HA))(hom(i1,j2)(Γ, HA))
R(hom(i2,j1)(Γ, HA))
R. (20.3)
Let
x1 = (a1, a2, a3, i1, . . . , i1︸ ︷︷ ︸
R times
, i2, . . . , i2︸ ︷︷ ︸
R times
), x2 = (a1, a2, a3, i1, . . . , i1︸ ︷︷ ︸
R times
, i2, . . . , i2︸ ︷︷ ︸
R times
)
y1 = (b1, b2, b3, j1, . . . , j1︸ ︷︷ ︸
R times
, j2, . . . , j2︸ ︷︷ ︸
R times
), y2 = (b1, b2, b3, j2, . . . , j2︸ ︷︷ ︸
R times
, j1, . . . , j1︸ ︷︷ ︸
R times
)
so x1, x2, y1, y2 ∈ [m]2R+3 (here x1 = x2). Next, put H ′ = HA⊗(2R+3) so V (H) = [m]2R+3. Then
(20.3) becomes
hom(x1,y1)(Γ, H
′) 6= hom(x2,y2)(Γ, H ′). (20.4)
Consider the graph H˜ ′ obtained from H ′ after the twin reduction step. Since H ′ = HA⊗(2R+3) is only
edge-weighted (all vertex weights are 1), during the twin reduction step the vertices corresponding to
the twin equivalence classes have positive integer weights, so none of them are removed. Thus every
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u ∈ V (H ′) maps to some well-defined u˜ ∈ V (H˜ ′) under this reduction step. Then x˜1, x˜2, y˜1, y˜2 ∈
V (H˜ ′) and
hom(x1,y1)(Γ, H
′) = hom(x˜1,y˜1)(Γ, H˜ ′), hom(x2,y2)(Γ, H
′) = hom(x˜2,y˜2)(Γ, H˜ ′)
and therefore
hom(x˜1,y˜1)(Γ, H˜
′) 6= hom(x˜2,y˜2)(Γ, H˜ ′). (20.5)
It follows that there is no automorphism ϕ ∈ Aut(H˜ ′) such that ϕ(x˜1) = x˜2 and ϕ(y˜1) = y˜2,
otherwise (20.5) is not true. Now applying Theorem 20.1 we get that for some Γ′ ∈ PLGsimp[2],
hom(x˜1,y˜1)(Γ
′, H˜ ′) 6= hom(x˜2,y˜2)(Γ′, H˜ ′).
The 2-labeled simple graph Γ′ is just a simple edge gadget with two (ordered) distinguished vertices
(and no edge between these two vertices). Because
hom(x1,y1)(Γ
′, H ′) = hom(x˜1,y˜1)(Γ
′, H˜ ′), hom(x2,y2)(Γ
′, H ′) = hom(x˜2,y˜2)(Γ
′, H˜ ′)
we get
hom(x1,y1)(Γ
′, H ′) 6= hom(x2,y2)(Γ′, H ′)
and therefore
(
∏
(i,j)∈I
hom(i,j)(Γ
′, HA))(hom(i1,j1)(Γ
′, HA))R(hom(i2,j2)(Γ
′, HA))R
6= (
∏
(i,j)∈I
hom(i,j)(Γ
′, HA))(hom(i1,j2)(Γ
′, HA))R(hom(i2,j1)(Γ
′, HA))R. (20.6)
Putting B = MΓ′,A, we obtain
Bi,j =
∑
ξ : V (Γ′)→[m]
ξ(u∗)=i, ξ(v∗)=j
∏
(u,v)∈E(Γ′)
Aξ(u),ξ(v) = hom(i,j)(Γ
′, HA)
for 1 ≤ i, j ≤ m. Then (20.6) rewrites as
(
∏
(i,j)∈I
Bi,j)B
R
i1,j1B
R
i2,j2 6= (
∏
(i,j)∈I
Bi,j)B
R
i1,j2B
R
i2,j1 . (20.7)
This means that (1) Bi,j 6= 0 for each (i, j) ∈ I, so the 2× 2 submatrix(
Bi1,j1 Bi1,j2
Bi2,j1 Bi2,j2
)
has at least three nonzero entries, and (2) its Rth Hadamard power is nondegenerate. This certifies
that BR is not block-rank-1. Since Bi,j = hom(i,j)(Γ′, HA) ∈ Q({Ai,j}mi,j=1) for i, j ∈ [m], from
Lemma 3.6 it follows that B is not mult-brk-1 and we are done.
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Remark: Using the proof of Theorem 20.1 in [7], we can actually construct such Γ′ ∈ PLGsimp[2]
explicitly given A.
Now we prove the following statement which follows from Corollary 5.2. We use a subscript
simp and a superscript (∆) to denote the restriction of an EVAL problem to simple graphs of
maximum degree at most ∆.
Corollary 20.3. Let A ∈ Cm×m a symmetric matrix. Let Γ be a simple edge gadget. If MΓ,A is
not mult-brk-1, then for some ∆ > 0, the problem EVAL
(∆)
simp(A) is #P-hard.
Proof. We repeat the proof of Corollary 5.3. Because the edge gadget Γ is simple, the graph G′
obtained by substituting the simple edge gadget for every edge is also simple in addition to having
bounded degree. The Corollary follows.
The #P-hardness proof of Theorem 1.1 has been shown by finding an edge gadget Γ such that
MΓ,A is not mult-brk-1. Applying Theorem 20.2 and Corollary 20.3, we have proved the following
theorem.
Theorem 20.4. Let A be a symmetric and algebraic complex matrix. Then either ZA(·) can be
computed in polynomial time on arbitrary graphs G, or for some ∆ > 0 depending on A, it is
#P-hard on simple graphs of degree at most ∆.
21 Decidability in polynomial time of Theorems 1.1 and 20.4
In this section, we prove that the following decision problem is computable in polynomial time in
the size of A: Given a symmetric A ∈ Cm×m with algebraic entries, decide whether A satisfies the
tractability criterion in Theorem 1.1 (which is the same as in Theorem 20.4). Thus in polynomial
time we can decide in which category does EVAL(A) fall, either EVAL(A) is tractable for arbitrary
graphs, or for some ∆ > 0 the problem EVAL
(∆)
simp(A) is #P-hard.
There are two ways to establish this. The first way is to show that the tractability criterion
of the dichotomy in [6] is really equivalent to the tractability criterion in this paper (for both
Theorems 1.1 and 20.4). One can go through the proof of Theorems 1.1 and 20.4 and verify the
above claim, and then appeal to the polynomial time decidability of the main dichotomy theorem
in [6]. Of course, this is more of a claim that such a proof exists. To make this a valid proof, one
must actually go through the proof in this paper, and verify the above claim.
In Appendix A.1, we will present the second way to establish this, which actually goes through
the proof of Theorems 1.1 and 20.4 and directly verifies that the tractability criterion is polynomial
time decidable.
22 Constructivity
By now, we have obtained the dichotomy for EVAL(A) (where A is a complex symmetric matrix
with algebraic entries) for bounded degree graphs, Theorem 1.1, and its extension to bounded
degree simple graphs, Theorem 20.4. We will argue that this dichotomy and its extension are both
construcitve. This notion of constructivity is understood in the following sense.
Theorem 22.1. There is an algorithm such that on input a symmetric and algebraic complex
matrix A,
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1. if EVAL(A) is tractable by the tractability criterion in this paper, then outputs an algorithm
that computes G 7→ ZA(G) in polynomial time in the size of the input graph G;
2. else, outputs a polynomial-time reduction from a canonical #P-hard problem e.g., #SAT, to
EVAL
(∆)
simp(A) for some ∆ > 0 depending on A.
By contrast, the existing proof of the dichotomy in [6] is not constructive in this sense. We first
argue why Theorem 1.1 is constructive and then we do the same for Theorem 20.4. After that,
we will show that we can also make the main dichotomy, Theorem 1.1 from [6], constructive by
making some adjustments to its proof.
22.1 Constructivity of the dichotomy for Theorem 1.1
In order to have a constructive proof of Theorem 1.1, we entirely avoided using the three pinning
lemmas from [6] (Lemmas 4.1, 4.3 and Corollary 8.4 of [6], respectively). All our proofs have been
intentionally designed to avoid these pinning steps wherever [6] made use of them.
First, we show that all edge gadgets we used in our proofs through the meta-arguments Argu-
ments 11.7, 11.10, and 12.1, i.e., (Meta1), (Meta2) and (Meta3) can be obtained constructively.
This starts with all the reused edge gadgets from [6]. Whenever we said that there exists an
edge gadget Γ obtained by adapting a proof from [6] whose signature matrix (e.g., MΓ,A, MΓ,C,D,
etc.) is not mult-brk-1 or mod-brk-1, such an edge gadget can always be found in finite time. A
seemingly questionable point related to this is the use of limiting arguments in some of the proofs
from [6]. (More precisely, it is done in Section 8.4.2 of [6] on pp. 966 – 977, as part of the proof
of Lemma 8.12, and in Section 9.2 on pp. 983 – 988, as part of the proof of Theorem 5.4.) All
such arguments can be captured by the following statement: Assuming some of the tractability
conditions imposed at the corresponding step are not satisfied, for the constructed sequence of
gadgets say (Γn)
∞
n=1, there is an n ≥ 1 such that its signature matrix Mn (e.g., Mn = MΓn,A) is
not mult-brk-1 or mod-brk-1. But for a fixed n this non-mult-brk-1 or non-mod-brk-1 condition
is computable in our strict Turing model of computation, and so by an open-ended search we are
guaranteed to find an n for which Mn is not mult-brk-1 or mod-brk-1. The other edge gadget
constructions from [6] are easily seen to be constructive, even if they are parametrized. As these
parameters can be explicitly bounded, they are computable in finite time as well.
This way we can assume that all reused edge gadgets from [6] can be computed as well as those
obtained through the meta-arguments Arguments 11.7, 11.10, and 12.1, i.e., (Meta1), (Meta2) and
(Meta3). Thus all gadgets are constructively obtained before the thickening stage from Theorem 6.1
is applied. Now we argue the constructivity of Theorem 6.1.
We point out that all invocations of Theorem 6.1 in this paper eventually arise from the applica-
tions of the meta-arguments Arguments 11.7, 11.10, and 12.1, i.e., (Meta1), (Meta2) and (Meta3),
and the nonbipartite case invokes the bipartite case. In order to apply Theorem 6.1, we have to
work with the order R of the finite cyclic group of roots of unity in Q({Ai,j}mi,j=1) (see Corollary 3.3).
Since the entries of A ∈ Cm×m are algebraic over Q, we have k = [Q({Ai,j}mi,j=1) : Q] < ∞ and it
can be computed.
We know that
√
R/2 ≤ ϕ(R) ≤ [Q({Ai,j}mi,j=1) : Q] = k and therefore R ≤ 2k2. In the proof
of Theorem 6.1, an explicitly bounded p ≥ 1 is chosen based on Corollary 3.22 applied to the
polynomial qa,b(X). This p depends only on m, R and Γ. We fix Γ in our reasoning because we
can compute it as justified above. To determine R, one can use a P-time factoring algorithm for
polynomials over an algebraic number field and factor all cyclotomic polynomials of degree up to
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2k2 [29, 28, 27]. Alternatively to just get a computable upper bound, one can also avoid factoring
polynomials and note that R | (2k2)!. Then we use a positive multiple (2k2)! = Rr of R, where
r ≥ 1 is integer. As we noted in the proof of Theorem 6.1 the same proof works with Rr in place
of R. Then p ≥ 1 can be explicitly bounded. At this point, it only suffices to check that M(Rr)
Γ,Ap is
not block-rank-1. All other steps concerning edge gadgets can be easily seen to be constructive.
This way we have justified that all edge gadgets Γ (including the ones obtained after applying
Theorem 6.1) can be computed.
When we regularize a matrix for both the bipartite case and the nonbipartite cases, we invoke
Theorem 5.1 from Theorem 6.1 directly if A is not mult-brk-1. In this case an edge is our gadget.
Now consider the constructivity of Theorem 5.1, Corollaries 5.2 and 5.3 (excluding the Bulatov-
Grohe dichotomy Theorem 2.12).
The #P-hardness conclusions for Theroem 1.1 are granted by Corollary 5.3. Namely, this
corollary is subsequently used in the regularization steps Theorems 8.2 and 9.2 (see the respective
paragraphs after their statements), and in the meta-arguments Arguments 11.7, 11.10, and 12.1,
i.e., (Meta1), (Meta2) and (Meta3). The proof of Corollary 5.3 is a simple invocation of Corollary 5.2
whose proof in turn is a simple invocation of Theorem 5.1, so provided the proof of Theorem 5.1
is constucitive, the proof Corollary 5.3 is constructive as well. We now argue that the proof of
Theorem 5.1 is indeed constructive.
The construction in the proof of Theorem 5.1 depends on two parameters, first p ≥ 1 and
then ` ≥ 1. The parameter p ≥ 1 is picked using the proof of Lemma 3.26. In fact, it is easy
to get an explicit polynomial bound for p in the size of A and D. We can take the first p ≥
bln(2m)/ ln(1/γ)c + 1 in the proof of Lemma 3.26, and γ can be constructed from the entries of
A and D in polynomial time. This shows that this lower bound for p is polynomial in the size of
A and D, and so p can be computed in polynomial time in the size of A and D. Having chosen
p ≥ 1, we can further bound ` ≥ 1 using the proof of Corollary 3.18 whose proof in turn invokes
Lemma 3.17.
Next at the end of the proof of Theorem 5.1, we invoke Corollary 3.15 whose proof invokes the
purification step. This step is constructive: we use Lemma 3.14, which is Lemma 7.4 from [6] and
its proof in [6] is construcitive. In fact, this can done in polynomial time in the size of the matrix
to be purified, which is A ∈ Cm×m in the context of Lemmas 3.14. The proof of Corollary 3.15 also
invokes dichotomy by Bulatov and Grohe (Theorem 2.12). Now we argue how to make Theorem 2.12
constructive. This is the most nontrivial step for the constructivity of Theorem 1.1.
In order to discuss the constructivity of Theorem 2.12, we need to introduce a very important
pinning step.
Let A be an m ×m symmetric complex matrix. We define a new problem EVALP(A), which
is the pinned version of EVAL(A): The input is a triple (G,w, i), where G ∈ PLG[1] is a 1-labeled
graph with a distinguished vertex w ∈ V (G), and a domain element i ∈ [m]; the output is
hom(i)(G,HA) =
∑
ξ:V (G)→[m], ξ(w)=i
∏
uv∈E(G)
Aξ(u),ξ(v).
(In [6] this is denoted as ZA(G,w, i).) It is easy to see that EVAL(A) ≤ EVALP(A). The other
direction also holds.
Lemma 22.2 (First pinning lemma, Lemma 4.1 from [6]). EVALP(A) ≡ EVAL(A).
The proof of the first pinning lemma in [6] is nonconstructive. To describe this, we define an
equivalence relation ∼ over [m]: i ∼ j if for any G ∈ PLG[1], hom(i)(G,HA) = hom(j)(G,HA).
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Given a symmetric A ∈ Cm×m, it was not known how to compute ∼. (In [6] it was noted that
it may be possible to compute this using [39], but in fact the techniques given in that paper appear
to be insufficient. This can in fact be computed using results in [7], in particular, the proof of
Theorem 20.1 which is constructive.) It can be checked that other than ∼, the first pinning lemma
(Lemma 4.1 in [6]) is proved constructively.
Concerning the nonnegative case, it can be checked that, with the exception of the so-called pin-
ning steps, the proofs of the Bulatov-Grohe dichotomy Theorem 2.12 in [4, 42, 21] are constructive
in the above sense. In the terminology of [6], this corresponds to the first pinning lemma restricted
to the case when A is a nonnegative symmetric matrix with algebraic entries. Therefore it suffices
to show how to compute ∼ in the nonnegative case in order to make the proof of Theorem 2.12
constructive.
This can be done by applying the results in [33] (see also [34] for a small correction suggested
by Martin Dyer which needs to be applied to this paper). However, this method can involve an
open-ended search, with no a priori time bounds.
To be more concrete, given i, j ∈ [m] and a symmetric nonnegative A ∈ Rm×m, we determine
whether i ∼ j as follows. Recall that H˜A denotes the twin-free graph obtained after applying the
twin compression step to A. As all vertices in HA have weight 1, during the twin compression
step no vertex is removed, so each i ∈ [m] maps to i˜ ∈ H˜A having a positive integer vertex weight.
Then hom(i)(G,HA) = hom(˜i)(G, H˜A), for any G ∈ PLG[1]. Then for any i, j ∈ [m], i ∼ j iff
hom(˜i)(G, H˜A) = hom(j˜)(G, H˜A) for all G ∈ PLG[1]. Because H˜A is twin-free, by Lemma 2.4
from [33] this is equivalent to the existence of a ϕ˜ ∈ Aut(H˜A) such that ϕ˜(˜i) = j˜.
However, in case i 6∼ j, finding a separating “witness” G ∈ PLG[1] for which hom(˜i)(G, H˜A) 6=
hom(j˜)(G, H˜A) may require an open-ended search because the proof of Lemma 2.4 from [33] is
nonconstructive. In this context, this means that we can enumerate all graphs from PLG[1] and
search for such a separating “witness ”; we know that eventually we will find one.
We point out that the result and proof in [7] do provide an explicit finite set of witnesses to
check.
This completes the discussion on the constructivity for the #P-hardness case.
Finally we justify that the tractability proofs for both the bipartite case (Theorem 8.10) and the
nonbipartite case (Theorem 9.10) are constructive. For the bipartite case, we carefully designed the
proof so that we avoided using the second pinning lemma. (This is why we considered the problem
EVAL↔(C,D) instead of just EVAL(C,D). These problems are equivalent, but the equivalence
proof is not constructive.) In the nonbipartite case, the tractability proof is the same as in [6]
(Section 16) and does not invoke the second pinning lemma (Lemma 4.3 from [6]). We note that
both proofs are reliant of Theorem 15.1 (Theorem 12.3 from [6]) and its proof is partitioned into
Lemma 12.7 (for the case q = pk where p is an odd prime and k is a positive integer) and Lemma
12.9 (for the case q = 2k where k is a positive integer) from Section 12.3 in [6]). We note that the
proof of Lemma 12.9 for the case k = 1 (so q = 2) uses the tractability result from [8, Theorem 6.30]
or [31] but they are both constructive. The rest can be easily seen to be constructive. We can
conclude that our tractability proof is indeed constructive.
We have proved Theorem 22.1, the constructivity of Theorem 1.1.
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22.2 Constructivity of the dichotomy for Theorem 20.4
The dichotomy in Theorem 20.4 is a continuation of the dichotomy from Theorem 1.1. We show
how to make constructive transfers to simple graphs for non-mult-brk-1 or non-mod-brk-1 gadgets.
We only need to take care of Theorem 20.2 and Corollary 20.3.
Theorem 20.2 is used to construct simple edge gadgets. The constructivity of this theorem
entirely depends on that of Theorem 20.1 from [7] and the ability to compute R, the order of the
finite cyclic group of roots of unity in Q({Ai,j}mi,j=1).
The proof of Theorem 20.1 in [7] actually produces an explicit finite list of graphs G ∈
PLGsimp[k], such that if there is no isomorphism from H to H ′, then homϕ(G,H) 6= homψ(G,H ′)
for some G on this list. When applied inside the proof of Theorem 20.2 with k = 2, this results in
an explicit finite list of edge gadgets that contains an edge gadget Γ′ promised by Theorem 20.2.
(One can also avoid running the polynomial factoring algorithm [29, 28, 27] by using a positive
multiple Rr = (2k2)! instead of R.)
The #P-hardness for Theorem 20.4 is derived from Corollary 20.3 (instead of Corollary 5.3
for Theorem 1.1). Corollary 20.3 uses Corollary 5.2 whose proof invokes Theorem 5.1. The proof
of Theorem 5.1 invokes the Bulatov-Grohe dichotomy (Theorem 2.12), but it has been shown
already in Section 22.1 how to make the proof of Theorem 2.12 constructive. Thus the proof of
Corollary 20.3 can be made constructive.
We remark that the tractability criterion for Theorem 20.4 is the same as that for Theorem 1.1
whose constructivity has already been argued in Section 22.1. Therefore we do not need to deal
with the constructivity issue for tractability in Theorem 20.4.
Summing up, we conclude that the dichotomy for Theorem 20.4 is constructive. This concluides
the proof of Theorem 22.1.
In the appendix, we will describe the modifications one can make to make the dichotomy in [6]
constructive.
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A Appendix
A.1 P-time decidability of Theorems 1.1 and 20.4
We go through the proof of Theorems 1.1, and verify that the tractability criterion is polynomial
time decidable.
In our proof of Theorems 1.1 and 20.4, the case EVAL
(∆)
simp(A) is #P-hard for some ∆ > 0
is when we can construct a gadget Γ for which MΓ,A is not mult-brk-1. On the other hand, the
tractability criterion described in this paper, when applied to A, is essentially the same as that
in [6]. Therefore, the polynomial time decidability of Theorems 1.1 and 20.4 will basically follow
that of the dichotomy in [6]. We only point out a few slight differences.
The first step is the reduction to connected components done in Section 4.3 in [6]. We perform
a corresponding step in Section 7. Then the tractability criteria in both papers consist of working
with each connected component of A separately so we may assume A is connected. Then we are
either in the bipartite or the nonbipartite case. From Theorem 17.1 (Section 17) in [6] which uses
the results from [15, 16] (formulated as Theorem 17.3 in [6]), it follows that for a complex matrix
A a generating set G = {g1, . . . , gd} ⊂ Q(A ) of the set of nonzero entries A of A can be found in
polynomial time. Then a purification A of A (obtained by going from (g1, . . . , gd) to (p1, . . . , pd))
can also be computed in polynomial time. Here we use the fact that we can get d ≤ m2 efficiently.
We note that this inequality is true because the group generated by the nonzero elements of A is a
finitely generated abelian group generated by at most m2 generators and it has rank at most m2,
and the approach described in the proof of Theorem 17.1 (Section 17) in [6] uses this principle.
Also, we use the fact the d smallest primes p1 < . . . < pd can be computed in polynomial time in
d. †
The difference between [6] and our paper is that in [6] a purification was applied immediately
to the connected A (in both bipartite and nonbipartite cases) so from that point A was assumed
to be already purified, whereas in our paper we compute its purification A and then both A, A
are passed on to the next step. This subtle difference is indicated in conditions (S1)–(S3) (resp.
(S ′1)–S ′3) between the two papers. (Of course, for this to happen we need A to be a regularized
matrix, otherwise we terminate and the corresponding problem is #P-hard.) Next, when arriving
at the (Shape) (resp. (Shape′)) conditions, the difference is that in [6] the pair (C,D) is obtained
†This statement follows from the prime number theorem, i.e., pi(n) ∼ n/ ln(n) for large n. However, we can use
an explicit bound logn+ log logn− 1 < pn
n
< logn+ log logn for n ≥ 6 [38, 9].
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from the already purified A, whereas in our paper (C,D) results from the nonpurified A and (C,D)
from its purification A. Finally, the tractability criteria in both papers converge when we get to
conditions (U1–U4) (resp. (U ′1–U ′4)) for the inner pairs. At this point, (C,D) denotes the normalized
inner pair (X,Y) in both papers.
We note that the tractability criterion from [6], when applied to our matrix A, is actually
consistent with the tractability criterion from this paper. In [6], it will first convert A to A and
then produce (C,D) (if possible), and after that it goes to the inner pair, renamed (C,D), if
possible, and the rest is trivial.
A.2 Making the dichotomy in [6] constructive
Now we remark how to make the dichotomy in [6] (Theorem 1.1) constructive. The nonconstructive
steps for the proof are the following (page numbers below refer to [6]):
1. The first pinning lemma (Lemma 4.1) from Section 4.1 on p. 937. We need to apply it for
complex symmetric A (with algebraic entries). Its usages are
(a) in Section 4.1 on p. 940 to reduce to connected matrices;
(b) in the proof of the third pinning lemma (Corollary 8.4).
2. The second pinning lemma (Lemma 4.3) from Section 4.1 on p. 938 (and its direct Corol-
lary 4.4 on p. 938). Its usages are
(a) in the proof of Lemma 8.24 from Section 8.5 (Step 2.4) on p. 978 (lines -17 – -15):
it is used to show that the problems of computing Z→C′′,L and Z
←
C′′,L are reducible to
EVAL(C′′,L);
(b) in Section 8.6 (Step 2.5 which is the normalization step for the bipartite case) on p. 980
(lines -17 – -13): it is used (implicitly) to show that the problems of computing Z→C,D
and Z←C,D (resp. Z
→
X,Y and Z
←
X,Y) are reducible to EVAL(C,D) (resp. EVAL(X,Y));
(c) in Section 12.1 (inside the tractability part for the bipartite case) in the proof of
Lemma 12.2 on p. 1002 (lines -14 – -13): it is used to show that Z→
C[i],D[i]
and Z←
C[i],D[i]
are reducible to EVAL(C[i],D[i]) for i ∈ {1, 2}.
We see that all applications of the second pinning lemma are limited to its weaker form,
namely Corollary 4.4. We also note that we do not need to use the second pinning lemma
(a) in Section 13.3 (Step 2.4, inside the reduction part for the nonbipartite case) to prove
Lemma 13.6 (EVAL(F,D) ≡ EVAL(H,L)) from Section 13.3 (Step 2.4) on p. 1016;
(b) in Section 13.4 (Step 2.5 which is the normalization step for the nonbipartite case) on
p. 1016 (lines 7 – 9).
3. The third pinning lemma (Corollary 8.3) from Section 8.1 on p. 954. Its usages are
(a) in the proof of Lemma 8.24 from Section 8.5 (Step 2.4) on p. 978 (lines -14 – -11):
it is used to show that the problems of computing Z→C,D and Z
←
C,D are reducible to
EVAL(C,D);
(b) we need it to prove Lemma 13.6 (EVAL(F,D) ≡ EVAL(H,L)) from Section 13.3 (Step
2.4) on p. 1016.
4. The pinning steps resulting from the applications of the Bulatov-Grohe dichotomy (Theorem
2.4 in [6]) which, as discussed earlier in Section 22.1 all boil down to the first pinning lemma
but for nonnegative symmetric A.
The proof of the first pinning lemma can be made constructive by the results from [7] for complex
symmetric A. As a consequence, this makes the proof of the third pinning lemma constructive
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since it only invokes a single application of the first pinning lemma and this invocation is its only
nonconstructive step. In addition, this makes the applications of the Bulatov-Grohe dichotomy
constructive.
We do not know how to make the proof of the second pinning lemma constructive but we will
show how to avoid it entirely while preserving the validity or the dichotomy from [6] (Theorem 1.1)
by making slight modifications to its proof.
1. In Section 8.5 on p. 978, we reformulate Lemma 8.24 to state EVAL(C,D) ≡ EVAL↔(C′′,L).
To prove this, we reason as follows: For one direction, by the argument in the proof of
Lemma 8.24, EVAL(C,D) ≤ EVAL↔(C′′,L). For the other direction, the main conse-
quence of Claim 8.25 is that EVAL↔(C′′,L) ≤ EVAL↔(C,D). Also it is quite clear that
EVAL↔(C,D) ≤ EVALP(C,D), the pinned version of EVAL(C,D). Then, by the third pin-
ning lemma whose proof has been made constructive, we have EVALP(C,D) ≡ EVAL(C,D).
We conclude that EVAL(C,D) ≡ EVAL↔(C′′,L), which implies our reformulation of Lemma
8.24. This way we do not use the second pinning lemma here.
2. Continuing the previous step, in Section 8.6 we now have an equivalence to EVAL↔(C′′,L).
Then the normalization step described on p. 980 results in a pair (X,Y) for which we now
have EVAL↔(C′′,L) ≡ EVAL↔(X,Y). This way we do not use the second pinning lemma
here either. Note that we still have access to EVAL(X,Y) as EVAL(X,Y) ≤ EVAL↔(X,Y).
Thus we can still use EVAL(X,Y) for the #P-hardness arguments as was done in [6] but for
the tractability part we will have to work with EVAL↔(X,Y) instead of EVAL(X,Y). The
rest of the #P-hardness arguments for the bipartite case are constructive and go through, so
we only need to deal with the tractability part for this case.
3. This reasoning allows us to have EVAL(A) ≤ EVAL↔(C,D) constructively. (Note that here
(C,D) is renamed for the pair (X,Y) at the beginning of Section 9 on p. 980 and is different
from the previous one.) However, regarding tractability for the bipartite case we need to show
that EVAL↔(C,D) is tractable, instead of just EVAL(C,D) specified in Theorem 5.3 on p.
941, without involving nonconstructive steps. We show how to do it by making adjustment
to the proof of this theorem given in Section 12. In Section 12.1, we reformulate Lemma 12.2,
replacing EVAL(C[i],D[i]) by EVAL↔(C[i],D[i]) for i ∈ {0, 1, 2}, respectively. With these
adjustments the proof goes through without involving the second pinning lemma. Finally,
we note that in Section 12.2, it was actually proved that EVAL→(C,D) ≤ EVAL(pi) (i.e.,
Z→C,D(G, u
∗) is reducible to the problem EVAL(pi) (see p. 980 line -4). As mentioned in [6],
EVAL←(C,D) ≤ EVAL(pi) can be shown similarly. Combining these we get EVAL↔(C,D) ≤
EVAL(pi) constructively. The tractability of EVAL(pi) is evidenced by Theorem 12.1 on p.
1001 which is shown in Section 12.3 on p. 1008 and is constructive as noted in Section 22.1.
4. As noted earlier for the nonbipartite case (both #P-hardness and tractability parts), we
do not need to use the second pinning lemma. But we still use the third pinning lemma
which admits a constructive proof now. The #P-hardness for the nonbipartite case with
this adjustment becomes constructive. The tractability part also becomes constructive, in
particular, the proof in Section 16 needs no change.
This shows how to make the dichotomy from [6] (Theorem 1.1) constructive.
Theorem A.1 (Constructive version of Theorem 1.1 [6]). There is an algorithm such that on input
a symmetric and algebraic complex matrix A,
1. if EVAL(A) is tractable by the tractability criterion in [6], then outputs an algorithm that
computes G 7→ ZA(G) in polynomial time in the size of the input graph G;
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2. else, outputs a polynomial-time reduction from a canonical #P-hard problem e.g., #SAT, to
EVAL(A).
Remark: However, the proof in [6] does not extend to simple graphs. We cannot apply the results
from [7] to get simple edge gadgets in Section 22.2 to avoid an open-ended search in the limiting
arguments (such as those in Section 8.4.2 on pp. 966 – 977 (as part of the proof of Lemma 8.12)
and in Section 9.2 on pp. 983 – 988 (as part of the proof of Theorem 5.4)). The way we constructed
the proof in this paper, we always end up with a gadget Γ in the original framework EVAL(A)
for which MΓ,A is not mult-brk-1, otherwise EVAL(A) is tractable. Then we use Theorem 20.2
to get a simple egde gadget Γ′ such that MΓ′,A is not mult-brk-1, and as mentioned before Γ′ can
be constructed in bounded time, and we do not need to construct Γ. But the reductions in [6] do
not translate to easily preserve this edge gadget property. For this reason, the modifications in
this section only make the dichotomy (Theorem 1.1) in [6] construcitve but the actual algorithm
from [7] taking A as input still involves open-ended searches for the #P-hardness part.
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