ABSTRACT In this paper, an observer-based command filtered adaptive neural network tracking control problem is addressed for a fractional-order chaotic permanent magnet synchronous motor (PMSM) with the immeasurable state, parameter uncertainties, and external load disturbance. First, the Chebyshev neural networks are introduced to approximate the nonlinear and unknown functions. Next, a neural network reducedorder state observer is designed to obtain the unmeasured state. Then, the command filtering approach based on the first-order Levant differentiator is developed to solve the ''explosion of complexity'' issue of backstepping, and a novel fractional-order error compensation mechanism is employed, which can remove the filtering errors in finite time. After that, the continuous frequency distributed model is investigated to design proper Lyapunov function, and it is demonstrated that the proposed control method not only ensures that all signals in the fractional-order PMSM system are bounded but also suppresses chaotic oscillation. Finally, the simulation studies are provided to verify the correctness and effectiveness of the proposed scheme.
chaotic systems. One major drawback of this approach is that the SMC may cause the chattering phenomenon. By employing the fuzzy logic systems, an improved SMC approach is developed in [19] to avoid the chattering problem. Nevertheless, this work has not taken into account the effects of parameter perturbation. The neural network shows a significant ability to deal with unmodeled parts [20] . A recurrent non-singleton type-2 sequential fuzzy neural network control scheme is developed in [21] to address fractional-order chaotic systems with uncertain dynamics. Adaptive control method is widely used for nonlinear system [22] [23] [24] . For chaotic systems with input nonlinearities, a fuzzy adaptive control scheme is proposed in [25] . Perhaps the most serious disadvantage of these methods is that the bounds of uncertain parameters are required to achieve and the accurate mathematical model is desired to obtain.
Adaptive backstepping is an effective technology to control nonlinear systems with non-matching conditions [26] . A novel neural network-based adaptive output tracking control strategy proposed in [27] stabilizes a class of nonlinear switched systems with input delays by using the backstepping technique. For a nonlinear system with input saturation, a fuzzy finite-time control scheme based on adaptive backstepping is presented in [28] . By using numbers of new virtual control signals, a finite-time tracking control problem is dealt with in [29] . The main weakness with these methods, however, is that the applications of the reviewed schemes so far require the data of systemic states being measured by physical sensors. For a class of systems with unmeasurable states, the design of a state observer is considered as an effective method for estimating the unmeasured states [30] . In [31] , a boundary observer is presented for distributed-parameter systems based on backstepping approach. An adaptive consensus tracking control method combined observer technology proposed in [32] figures out the problem of immeasurable states of high order nonlinear systems. For the sensorless speed control of interior PMSM drive system, a terminal sliding mode observer is designed in [33] based on robust backstepping technique. However, in their works, the ''explosion of complexity'' issue of backstepping has not been considered and remains to be solved. Recently, the dynamic surface control (DSC) method is deemed to be an efficient approach for working out this problem. In [34] , a neural network controller is developed based on adaptive DSC by employing the first-order filter for PMSM with load torque disturbance. To stabilize the chaotic PMSM with unknown dynamics, an adaptive SMC based on DSC is designed to improve system performance in [35] . One major drawback of the DSC is that it does not consider the effect of the error caused by low-pass filter, which may increase the difficulty of precise control for the system [36] . Fortunately, command filtering technology with an error compensation mechanism offers a resultful approach to deal with the problem of the filtering errors [37] . In [38] , a model-free command-filtered backstepping SMC is presented to solve some control issues for high-order nonlinear systems. In [39] , the command filtered backstepping technology is introduced to design the virtual controller. In [40] , an adaptive fuzzy control via command filtering scheme with compensation signals is designed to work out the tracking control problem of uncertain strict-feedback nonlinear systems. For a class of systems with parameter uncertainties and immeasurable states, an observer and command-filter-based adaptive fuzzy output feedback control method is proposed in [41] . However, the error compensation laws are asymptotically stable, which means the filtering errors can not be reduced in finite time. Meanwhile, there still exists a great difference between pure mathematical model and this type of PMSM system. To what degree new approaches can control the fractionalorder chaotic PMSM needs further research.
Motivated by the aforementioned investigations, this paper considers the position tracking control problem for the fractional-order chaotic PMSM with immeasurable state, parameter uncertainties and external load disturbance. The main contributions are summarized as follows 1) A fractional-order observer is introduced to estimate the angle speed, and Chebyshev neural networks are adopted to approximate the unknown functions.
2) The command filters based on Levant differentiator are employed to handle the ''explosion of complexity'' issue of backstepping, and a novel fractional-order error compensation mechanism is designed to remove the filtering errors in finite-time. 3) Integrating state observer, command filter, error compensation mechanism and backstepping technology into position tracking controller in the domain of fractional calculus, which not only suppresses chaotic motion of the fractional-order PMSM but also guarantees the boundedness of all signals. This brief is organized as follows. Fractional-order PMSM system and preliminaries are presented in Section II. The neural network state observer design is given in Section III. In section IV, the command filtered adaptive neural network approach is employed for the control of fractional-order PMSM system. Section V presents the stability analysis. Numerical simulation is presented in section VI. Section VII concludes this work.
II. MATHEMATICAL MODEL AND PRELIMINARIES

A. MODEL AND DYNAMIC BEHAVIOR OF FRACTIONAL-ORDER PMSM
Based on Park transformation, the dynamical model of the fractional-order PMSM is given as follows [11] 
88778 VOLUME 7, 2019 The denotations of the fractional-order PMSM parameters are provided in Table 1 . To get the dimensionless mathematical model, we set the time scale τ as τ = L/R, specify the scalar κ as κ = b/(n p τ ψ r ) and define the normalized time t
By utilizing affine invariance and time scaling property, we have
where
L /J are the normalized q−axis voltage, d−axis voltage and load torque. σ and γ denote the system operating parameters which are defined as σ = bτ/J and γ = −ψ r /(κL).
There are three general definitions of fractional calculus containing Grünwald-Letnikov, Riemann-Liouville and Caputo. To facilitate the design of the controller, the Caputo definition is introduced here due to the form of initial conditions are the same as integer-order calculus. The Caputo calculus is given as [8] 
where (·) denotes the Gamma-function, α is the order of fractional calculus, m is an integer satisfying m − 1 ≤ α < m.
The non-dimensionalized model of fractional-order PMSM can be written as follows
where α ∈ (0, 1) denotes the fractional-order, y is the system output. It is visible to note that the fractional-order PMSM is a nonlinear, coupled and multivariable system. With the parameters changing, the system shows complicated dynamic behaviors. To simplify the simulation, we assume that the fractional-orders are the same. 
B. CHEBYSHEV NEURAL NETWORK AND PRELIMINARIES
The nth order Chebyshev multinomials in form of two-term recurrence formula can be written as [30] 
with S 0 (X ) = 1, where X ∈ R and S 1 (X ) is generally defined as X ,
T can be expanded to a higher dimensional pattern by using the Chebyshev polynomial. The dimension of the expanded pattern T (·) can be obtained as
where For unknown nonlinear function ϕ(X ), it can be approximated asφ(X ) = φ * T T (X ), where φ * ∈ R n is the weight vector. And there always exists a Chebyshev neural network such that ϕ(X ) = φ T T (X ) + δ(X ) ∀X ∈ X and φ ∈ R n , where δ(X ) denotes the approximation error which satisfying |δ(X )| ≤ ε, the ideal parameter weight vector φ is chosen as the value of φ * that minimizes |δ(X )| for all X ∈ X φ := arg min
Lemma 1: [42] For a fractional-order nonlinear system
and
where γ 1 , γ 2 , η > 0. Then the system is input-to-state stable in the finite time
Lemma 2: [43] For 0 < p < 2 and πp 2 < 1 < min{π, πp}, then the following inequality holds
Lemma 3: [43] For 0 < p < 1 and
where 2 ≤ |arg(χ)| ≤ π .
III. NEURAL NETWORK REDUCED-ORDER STATE OBSERVER DESIGN
For unavailable state, a state observer is an effective resolution to estimate the state. In order to reduce hardware complexity and costs, the velocity of the rotor is assumed to be unavailable by the sensors. Therefore, a reduced-order state observer is employed to estimate the velocity in this section. According to system (4), we can obtain that
It is assumed that the matrix A is a strict Hurwitz matrix by choosing the parameters k 1 and k 2 .
Therefore, for a given Q T = Q > 0, there exists a positive definite matrix P T = P which satisfies
According to Chebyshev neural network, the state observer can be constructed in the following form
T are the estimates of state variables, φ is the estimation of the unknown ideal weight vector, and
. Define the observer error as e = x −x, the error equations can be derived from (4) and (14)
. Choose Lyapunov function candidate as
From (15) and (16), the time derivative of V 0 is obtained as
Using Young's inequality, we have
where ε 2 is the upper bound of δ 2 . From (13), (17) and (18), one has
Then, the time derivative of V 0 can be rewritten as
where λ min (Q) is the minimum eigenvalue of Q. Remark 1: It can be clearly seen that the designed state observer (14) is stable if λ min (Q) − 1 > 0 and the term 1 2 P 2φT 2φ 2 is bounded. In order to make
bounded, the design of an efficient controller is necessary.
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Remark 2: Compared with reduced-order observer-based adaptive fuzzy technology designed in [17] , the proposed method does not require the information of the parameter σ . This will render the proposed method more suitable for actual applications.
IV. CONTROLLER DESIGN
This section presents an adaptive backstepping approach for fractional-order PMSM.
Step
where ξ 1 is compensating signal which will be specified later.
From (14) and (21), it can be computed that
Choose a Lyapunov function candidate as
Differentiating V 1 obtains
Similar to the inequality in [41] , by using Young's inequality, one has
Substituting (25) into (24) it follows that
The virtual control a 1 is constructed as
where c 1 > 0. The first-order Levant differentiator is treated as an efficient approach to solve the explosion of complexity issue of backstepping [30] , [44] . We introduce a new variable a 1c , let a 1 pass through the differentiator to acquire a 1c
Let a 1c = ζ 1 . The compensating signal ξ 1 is designed as
By taking (26) , (27) and (29) into account, it can be verified that
where s 2 =x 2 − a 1c , v 2 and ξ 2 will be defined later.
Step 2: The compensated tracking error signal v 2 is given as
According to (14) , the derivative of v 2 can be expressed as follows
where s 3 and a 2c will be defined later.
Choose the following Lyapunov function candidate as
Differentiating V 2 results in the following form
Similarly, using Young's inequality, we have
According to (34) and (35) , the virtual control function can be designed as (36) where c 2 > 1. Let a 2 pass through a command filter to acquire a 2c . Then, the compensating signal is constructed as (37) where ξ 3 will be defined later. By taking (34)-(37) into account, it can be verified that
where v 3 = s 3 − ξ 3 , and s 3 is defined as s 3 = x 3 − a 2c .
Step 3: Differentiating v 3 results in the following form
Then, the time derivative of V 3 is given as
Remark 3: It should be pointed out that the system parameter γ may be unknown, the control signal can not be designed unless its adaptation law is constructed. Meanwhile, f 3 (S) contains the nonlinear function −x 2 x 4 and the differential term D α a 2c , which will make the design of u q become complex. To avoid these problems, the Chebyshev neural network is adopted to approximate the nonlinear function f 3 (S).
According to the property of neural network, for a given ε 3 > 0, there exists a Chebyshev neural network φ T 3 T 3 (S) such that f 3 (S) = φ T 3 T 3 (S) + δ 3 (S), where the approximation error δ 3 (S) satisfying |δ 3 (S)| ≤ ε 3 .
Similarly, using Young's inequality, we can obtain
From (41) and (42), the derivative of V 3 is deduced
Then, the control input u q is designed as
where c 3 > 1,θ is the estimated value of θ which will be specified later. Similarly, the compensating signal ξ 3 is defined as
Remark 4: Compared with Ref. [30] , the error compensation mechanisms in (29) , (37) and (45) are designed, which can remove the filtering errors in finite-time. In [28] , [29] , a modified mechanism of error compensation is employed by utilizing symbolic functions, we extend this technique to fractional-order system. And the stability analysis of the compensation signals will be given later.
By taking (43)- (45) into account, it can be verified that
(46)
Step 4: The control law u d will be designed at this step. Define v 4 = x 4 and by differentiating v 4 , one has
Then, define the Lyapunov candidate as
Its derivative is obtained as
where f 4 (S) = −x 4 + x 2 x 3 . Similarly, for a given ε 4 > 0, there exists a Chebyshev neural network φ T 4 T 4 (S) such that
Substituting (50) into (49) gives
Now the control law u d is designed as
where c 4 > 0. Substituting (52) into (51) results in
where θ = max{||φ 3 || 2 , ||φ 4 || 2 }.
V. STABILITY ANALYSIS
To address the stability analysis of the fractional-order PMSM system, the following Lyapunov function candidate is considered
where r > 0,θ =θ − θ . By differentiating V , it yields
Then, the adaptive laws can be designed as
where m and λ are positive constants. Remark 5: Compared with adaptive control scheme proposed in [22] [23] [24] , the adaptive laws designed in this paper are fractional-order equations.
Substituting (56) into (55) gives According to Young's inequality, we can gain
By taking (20) , (57) and (58) into account, we have
where 
Then, (59) is rewritten as
Theorem 1: Consider fractional-order PMSM (4) with immeasurable state, parameter uncertainties and external load disturbance, the controllers (44) and (52) with adaptive laws (56), command filter (28), observer (14) and compensating signals (29) , (37) and (45) under Assumptions 1 and 2 can guarantee that all signals in the closed-loop system are bounded.
Proof: From (61), one has
According to Lemma 2, we have that there exists a positive constant B α such that From (63), it can be verified that
Similar to the discussion in [4] , for any ϒ > 0, there exists a constant t 1 > t such that
According to Lemma 3, we have
For any ϒ > 0, there exists a constant t 2 > t such that
Therefore, if 
It can be concluded that v i ,θ,φ 2 , and φ 2 are bounded; therefore, that the boundary of tracking error is governed by the control parameters, which means we can get a small tracking error through setting proper c i , r i and l i .
From (29), (37) and (45), we can obtain the error compensating system, then consider the following Lyapunov function as The α-order fractional derivative of V ξ can be expressed as follows
where c 0 = min{c 1 , c 2 − 1, c 3 − 1}. According to Ref. [45] , we know that |a 1c − a 1 | and |a 2c − a 2 | can converge into a small neighborhood in finite-time. By utilizing Lemma 1, we can get that the compensating signals ξ i are bounded in finite time, which means that the signals s i are also bounded. This completes the proof.
VI. SIMULATION STUDIES
To show the effectiveness of the proposed control method, numerical simulation is presented firstly. Then, a comparison between our method and the neural network-based adaptive control scheme proposed in Ref. [30] is carried out in this section. 
A. PERFORMANCE ANALYSIS
Simulation results are presented here to illustrate the feasibility of the observer and controller. The reference signal is given as x d = 0.5sin(2t) + 0.5sin(0.5t). The initial values of states are set to zero, the load torque is taken as
The Chebyshev polynomial neural networks are adopted in the following way. The neural network structure introduced here is a single-layer Chebyshev, and the orders of the Chebyshev polynomials are 3. According to the definition of the Chebyshev neural network, the multinomial basis functions can be constructed as
The control parameters are selected as To make sure the matrix A is a strict Hurwitz, the parameters of observer are chosen as K = [100, 10000] T . Choose the matrix Q = diag{50, 50} so that λ min (Q) − The chaotic action in the fractional-order PMSM system is unacceptable because it may degrade the stable performance of PMSM and even make the system completely breakdown. Therefore, we employ the control signals to show the effectiveness of our method. Figure 3 presents the trajectories of the real position x 1 and the desired position x d . It is apparent that the tracking error is close to zero, which means that our method can deal with this fractional-order chaotic PMSM system. By introducing a neural network reduced-order state observer, the value of rotor angular velocity can be evaluated in a short time. Figure 4 -5 depict time courses of x 1 ,x 1 , x 2 , x 2 and their observation errors. One sees that the designed observer can guarantee the estimations of states approximate real values with teeny errors. Figure 6 presents the performance test for different α. It can be seen that the position tracking error and observation error converge to a tiny region of the origin at a rapid rate. Figure 7 shows the position tracking performance and observation result for different parameter γ . A variation of systemic parameter has little effect on the performance of the fractional-order PMSM system, which means that the proposed scheme can precisely track the reference signal.
It is obvious that the proposed method can deal with the problem for fractional-order chaotic PMSM with immeasurable state, parameter uncertainties and external load disturbance. The designed controller not only suppresses chaotic oscillation, but also ensures all signals of the system remain bounded.
B. SCHEME CONTRAST
To illustrate the advantage of our method, a comparison is presented for fractional-order PMSM under the condition of α = 0.98, σ = 5.67, and γ = 27.5. According to the Ref. [30] , the observer and Levant's differentiator-based adaptive backstepping controller (OLBC) for the fractionalorder PMSM system is constructed as The comparing results are shown in Figure 8 -10. It is obvious that the proposed method can track the reference signal with higher precision and obtain better observation performance compared with OLBC. Meanwhile, our method requires less control input. Therefore, the fractional-order PMSM can achieve better dynamic performance by utilizing our method with respect to OLBC.
VII. CONCLUSION
In this paper, the adaptive neural network tracking control via backstepping technology for the fractional-order PMSM with immeasurable state, parameter uncertainties and external load disturbance is presented. The proposed method contains Chebyshev neural network and a state observer, which can approximate the unknown functions and estimate the unmeasurable state. The first-order Levant differentiator is employed to deal with the explosion of the complexity problem of backstepping, and a finite-time error compensation mechanism is designed to remove the filtering errors. The effectiveness and advantages of the proposed method are testified by simulation results.
