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С П О С Л Е Д Е Й С Т В И Е М  В У П Р А В Л Я Ю Щ И Х  П А Р А М Е Т Р А Х *
А . В . К и м , Л . С. В олканин
1 . В в е д е н и е
Многие задачи теории устойчивости и управления для систем с после­
действием эффективно решаются на основе функционального подхода [1-5]. 
Исследованию задач синтеза управления в системах с запаздыванием посвя­
щены работы [2,5-11] и др.
В настоящей статье в рамках функционального подхода и с использова­
нием конструкций г-гладкого анализа [10,11] рассматривается ряд аспектов 
формализации и исследования свойств синтеза управления в системах с по­
следействием в управляющих параметрах.
2 . С и н т е з  у п р а в л е н и я  в н е л и н е й н ы х  с и с те м а х
Рассмотрим нелинейную систему
Д*) = ( 1)
где /(£ , ж, щ т ( - ) )  : К  х х Кг х С ^ г [ — Д ,0 )  —X К.п ; ж(£) Е К.п ; Д £) Е К.г ; 
щ  =  { и ^  +  и )  : —А  <  V  <  0} Е <3Г[ - Д ,0 ) ;  С ^ г [ — Д ,0 )  -  пространство г-мерны х 
кусочно-непреры вны х на [—Д , 0) ф ункций  гг(-), имею щ их не более конечного 
числа точек разры ва первого рода (в которы х они непреры вны  справа) и 
имею щ их в нуле конечный левы й предел.
В системе (1) управление осуществляется за счет выбора конечномерного 
вектора и{Ь) Е К.г , при этом предыстория управления щ  считается известной.
Состоянием системы (1) является пара {ж, гг(-)} Е 1 и х С^ г [—А ,  0), поэтому 
для системы (1) управление с обратной связью (синтез управления) ищется 
в классе отображений
г;[*,ж,^(-)] : 1 х Г  х ^ Г[ -Д ,0 )  -Э Г .  (2)
* Работа выполнена при поддержке РФ Ф И (грант №01-01-00576) и Министерства обра­
зования РФ (грант №Е00-1.0-88).
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О п р е д е л е н и е  1 . Отображение (2) называется синтезом управления, ес­
ли  для любых начальных данных (£о,ж0, ьи°(-)) Е К х К.п х С^ г {—Д ,0) суще­
ствует единственное решение {ж(£), ^(£)}; t > £(ц системы функционально­
дифференциальных и функциональных уравнений
{
с начальными условиями
( х(фф) X , , .4
\  гл(*о +  )^ =  гс0^ ), - А  < у < 0 . ы
Пара {ж(£), гл(£)}, £ > £о, называется допустимым процессом, а функция 
#(£),£ > £о, -  траекторией системы (1), соответствующей управлению (2) и 
начальным данным (£о, ж0, гс° (•)).
Система (3) может быть представлена в симметричной форме, если ото­
бражение (2) инвариантно дифференцируемо (см. [10,11]) в области опреде­
ления. Продифференцировав по £ второе уравнение в (3), получаем
£(£) =  /(£,ж(£),?ф£),щ ),
й{г) = а ^ А 1 ) М  + м г ф и А  т  +  д^ х{г):Щ]:
здесь ^  -  частная производная по £, |^  -  градиент по ж, дть -  инвариантная
производная по управлению. Подставив во второе уравнение вместо ж(£) пра­
вую часть первого уравнения, получим следующую симметричную форму 
представления системы (3):
£(£) =  /(£,ж(£),?ф£),щ ) ,
Ц4) =  Щ Ю М  + + £>„,»[(,*(«),».]• 1 '
Приведем условия существования и единственности решений системы (5). 
Рассмотрим множество Е к [х®, и 0, гс°(-)], ус > 0, состоящее из пар функций 
{ж(-),гф)}, удовлетворяющих условиям:
1) х(-) : [0, к] - >  К.п , и ( - )  : [ - А ,  к] - >  К.г ;
2) ж(0) =  ж0, и(0) =  и 0;
3) ж(-), и(-) непрерывны на [0, х];
4) гл(£ +  5) =  гс°(5) при 5 Е [—А, 0).
Систему (5) можно записать в форме
*(*) =  , (6)
где £ =  (ж, и) Е К.п х К.г , ^  =  щ  =  {гл(£ +  : —А < V < 0} Е <2Г[—А, 0);
ж,гу(-)] ^
<9£ ' дх
Р & х , «>'*"(•)] ( < ч у . ) ] +  )•
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Т е о р е м а  1. Пусть отображения /(£ , ж, и, ю(-)) и гф, ж, гг(-)] таковы; что 
отображение ^[£, ж, и, гс(-)] является
а) локально лит иицевым по переменным  {ж, и, т .е. существуют
положительные константы К 2 и К% такие, что
Е МхК.п хК.г х<3[—Д ,0) существует такое х  > О, что для всех {ж(-),гф)} Е 
Е Е х [ х ° , и ° ф у н к ц и я  Ф(£) =  ,Р[£, ж(£), Д£), щ] непрерывна на [£оДо +  ^]- 
Тогда для любых  {£о, ж0, гД  гс0^)} Е 1  х х Кг х ф [—Д ,0 ) существу­
ет х  Е (0, х] такое, что на отрезке [£о — ДДо +  решение системы (5) 
существует и единственно.
Д о к а з а т е л ь с т в о . Отображение И в правой части системы (6) удовлетво­
ряет условиям теоремы 2.1 [10] о существовании и единственности решений 
функционально-дифференциальных уравнений. Следовательно, для началь­
ных данных {£о, ж0, г£°, гс0(-)} существует единственное (локальное) решение 
системы (6), определенное на некотором интервале [£о — Д,£о +  х].
3. С и н т е з  у п р а в л е н и я  в л и н е й н ы х  с и с те м а х
В данном параграфе рассматривается линейная система
где А, В , В  а  ~ постоянные матрицы размерностей п х п , п х г , п х г  соот­
ветственно; Сг(-) -  п  х г-матрица с кусочно-непрерывными на [—Д ,0) коэф­
фициентами; х  Е К.п ; и Е К.г .
Синтез управления рассматривается в форме линейного отображения
где Е  -  матрица размера г х щ Ь(-) -  матрица размера г х г с кусочно­
непрерывными на [—Д ,0) коэффициентами.
Д ля системы (8) и управления (9) замкнутая система имеет вид
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В дальнейшем предполагаем выполненным
У сл ови е  1 . Элементы матрицы L(-) непрерывны и кусочно-дифференци­
руемы на [—А, 0].
Если L(-) имеет кусочно-непрерывную производную, то отображение (9) 
имеет в каждой точке {ацщ лф )} производные
dv[x,w(-)\ dv[x,w(-)\
a i  - ° ’ a x  ~ Е '
dwv[x, ге(-)] =  L(0)u — L ( —A )u ( t  — A) — f  
J - A  dv
Следовательно, продифференцировав no t второе уравнение в (10), мы при­
ведем систему к однородному виду:
x(t)  =  A x ( t ) +  B u(t)  +  В  /\u(t  — А) +  f  G(u)u(t  +  iy)dv, 
J - A  
u ( t ) =  E x ( t ) +  L(0)u(t) — L ( —A )u ( t  — A) — f  —- j ^ - u ( t  +  iy)dv. 
J - A  dv
Подставив во второе уравнение вместо x(t)  правую часть первого уравнения, 
получим
x(t)  =  A x ( t ) +  B u ( t ) +  B A u (t  — A) +  [  G (v)u(t  +  v)dv, 
J - A
u ( t ) =  E A x ( t)  +  [EB  +  L(O )M t) +  [EBa  ~  L ( - A ) ] u ( t  -  A) +  (11)
+ / °J - A
E G (v)  -  d L M
dv
u(t  +  v)dv.
Отображение в правой части системы (11) удовлетворяет всем услови­
ям теоремы 1, поэтому для любых начальных данных существует локальное 
решение системы. Однако в линейном случае это решение может быть про­
должено на весь полуинтервал [0, оо).
Т е о р е м а  2 . Пусть заданы система (8) и линейный синтез управления  (9), 
причем элементы матрицы Е(-) непрерывны и имеют кусочно-непрерывные 
производные. Д л я  любого начального условия  {ж°,гг°(-)} существует един­
ственный допустимый процесс {ж (-),гф)}; удовлетворяющий системе (10) 
при £ > 0; начальному условию
ж(£0) =  ж0,
г л ( £ о  +  н )  =  г т ° ( ^ ) ,  — А  <  и  <  0 ,
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и условию
и( 0) =  Е х°  +  / Ь(и)ю° (у)ди. 
У -д
(12)
При этом функция и(-) является непрерывной и кусочно-дифференцируемой 
при £ > 0 и, следовательно; удовлетворяет системе (11).
Доказательство. Рассмотрим систему (11) как систему линейных автоном­
ных функционально-дифференциальных уравнений относительно перемен­
ных { х (£),гл(£)} с начальными условиями
ж(0) =  ж0,
Г°
и( 0) =  Е х°  + Ь(и)ю°(и)с1и,
У-д
и(и) =  т°(и) , —А < V < 0.
(13)
Задача Коши (11), (13) имеет единственное решение {ж*(-), гР(-)}, опреде­
ленное при всех £ > 0. Покажем, что пара {ж*(•), и *(-)} является допустимым 
процессом и удовлетворяет системе (10).
Так как функция гР(£), £ > £о, удовлетворяет соотношению
гР(£) =  ЕАх*(г)  +  [ЕВ  +  Т (0 )К (£ ) +  [ЕВА -  £ (-Д )]м *(£  -  А) +
+ /У-д Е в { у )  -
дЕ{у)
дгэ
гР(£ +  ^)о!гд
то, учитывая, что
£*(£) =  Пж*(£) +  Ви*{1) +  Бд^*(£ -  А) +  [  <Э Д г/(*  +  г/) А/,
У -д
получаем
гР(£) =  £л;*(£) +  Т (0)гР(£) — Т (—Д)гР(£ — А) — [  ° ^ ^ гР(£ +  ^)о!гл
У _ д  ш/
Далее, интегрируем обе части получившегося выражения:
/ 0
Т(^)гР(£ +  ^)о!^ — / Т(^)гс°(^)о!гл
-А У-Д
Отсюда, учитывая, что гР(0) =  £л;*(0) +  / ^ д  Т(^)гс°(^)о!гд получаем 
гР(£) =  Е х * ^ )  +  [  Ь (и )и * ^  + и)(1и.
У-д
Итак, при выполнении условия 1 системы (10) и (11) эквивалентны.
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4. Заклю чение
Полученные в статье результаты дают основу для исследования и по­
строения синтеза управления в различных постановках задач для систем с 
последействием в управлении. Использование данного подхода при исследо­
вании линейно-квадратичных задач управления для систем с последействием 
позволяет получить ряд конструктивных результатов, которые будут пред­
ставлены в дальнейших работах авторов.
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