Hashing produces compact representations for documents, to perform tasks like classification or retrieval based on these short codes. When hashing is supervised, the codes are trained using labels on the training data. This paper first shows that the evaluation protocols used in the literature for supervised hashing are not satisfactory: we show that a trivial solution that encodes the output of a classifier significantly outperforms existing supervised or semi-supervised methods, while using much shorter codes. We then propose two alternative protocols for supervised hashing: one based on retrieval on a disjoint set of classes, and another based on transfer learning to new classes. We provide two baseline methods for image-related tasks to assess the performance of (semi-)supervised hashing: without coding and with unsupervised codes. These baselines give a lower-and upper-bound on the performance of a supervised hashing scheme.
INTRODUCTION
Traditional hashing aims at reproducing a target metric, such as the cosine similarity, based on compact codes. Large databases are then be stored memory and queried efficiently. Algorithms are tuned on a learn set, and evaluation is done by looking for nearest neighbors of a query set in a database.
Recent works have proposed to use annotated data, in the form of labeled images, to improve the hashing quality. Indeed, even if hash codes yield noisy reconstructed vectors, being able to discriminate classes from these reconstructions is a desirable property. In the literature, the proposed evaluation protocol for this property involves two datasets: a train set, with known or partially known labels and a query set with unknown labels. The true positives are defined as images from the train set belonging to the same class as the query. This setting will be referred to as semi-supervised hashing (SS8).
In the particular case of supervised hashing (S8), the labels of the train set are known. We can train a classifier and use it to classify queries, returning for each query all elements of the assigned class. This trivial baseline, which is not considered in overlooked in most works published on the topic, outperforms state-of-the-art methods. This shows that the evaluation protocol is flawed: it only requires to discriminate between known classes and not to reconstruct vectors in a semantically meaningful way. This paper makes the following contributions:
o We show that both SH and SSH are well addressed by a trivial encoding on the output of a classifier, which outperforms the results reported in the literature.
o We propose two tasks and corresponding baselines to assess the performance of (semi-)supervised hashing: transfer to retrieval and transfer learning. They correspond to real use-cases.
o We show that, in the case of transfer learning, it is better to insert the layer producing a compact code in the middle of the network. In contrast, existing methods routinely encode the last activation layer.
RELATED WORK
We distinguish three classes of methods for supervised hashing: triplet loss hashing [1 , 2, 3, 4] , pairwise similarity-based and label-based. Often, pairwise similarity and label information are equivalent, because pairwise similarity is defined as sharing the same label, and reciprocally labels are equivalence classes of pairwise similarity relations. However they are treated differently because constructing pairwise similarity matrices scales quadratically with the number of labeled samples, limiting these algorithms to small labeled sets.
Pairwise similarity based. Binary Reconstructive Embeddings (BRE) [5] minimize the distortion between the distance matrix in the original space and the Hamming distances of the codes. BRE is extended to the supervised case by replacing the distance matrix by a pairwise similarity matrix. Following this work, different techniques use both the similarity matrix and the feature space: semi-supervised hashing [6] , supervised hashing with kernels (KSH) [7] , Semantic Hashing [8] , Minimal Loss Hashing [9] , fast supervised hashing [10] .
Label based. Supervised discrete hashing (SDH) [11] and supervised quantization (SQ) [ 12] integrate the labels in a classification loss, along with a hashing loss. Recent work also explore deep architectures [13, 14] and augmented Lagrangian [15] for supervised hashing.
Transfer learning. Indexing based on attributes or unrelated classes is standard [16, 17] . Torresani et al. [17] image q, the system must return an ordered list of images from the Itrain. For evaluation purposes, a dataset of queries is given; the labels of the queries as well as all labels in Itra in are known to the evaluator, even in the SSH setting, and an image is deemed correct if it has the same label as the query. The performance is measured in terms of precision or mean average precision (mAP), which we now describe.
Given a query q, we first define o(q, i ) = 1 if the i th image is correct for q, and 0 otherwise. The precision at
The mAP at k (or simply mAP when k = N) is the mean AP over all test queries.
Retrieval through class probability estimation
It is well known in information retrieval [18] and learning to rank that the optimal prediction for precision at k is given by ranking items x E Ltra in according to their probability of being correct for the query. This result extends to the optimization of mAP.
Optimal ranking for SH. In the specific setup of SH where the system knows the labels of the images in Itra in, the probability that an image x with label y is correct is the probability lP'(Y lq) that the query image has label y. The important point here is that the probability of x being correct for q only depends on the label of x . Thus, ordering the C labels so that lP'( c11 q) ~ ... ~ lP'( Cc I q) , the optimal ranking is to return all images of Ltrain with label C1 first, followed by all images with label C2, and so on.
In practice, lP'(. lq) is unknown, but we can train a classifier on IJa beJ = Itra in which outputs probability estimates JlD(cl q) for every label c, and compute the optimal ranking according to JlD(. lq) . Such probability estimates are given by, e.g., multiclass logistic regression or a Convolutional Neural Network (CNN) with a softmax output layer. Labels of Itrain are stored on ilog2(C) l bits or in an inverted file [17] .
Relationship between classification accuracy and ranking performance. If the classifier has classification accuracy p, then the resulting mAP is at least p: whenever the classifier correctly predicts the class of q, all images of that class will be ranked first and the resulting AP( q) is 1; this happens on a proportion p of the queries. Thus the classification accuracy is a lower bound on the mAP.
Optimal ranking for SSH. In the more general setup of SSH, we do not know the label of some images in Ltrain. Yet, considering the (true) conditional label probabilities lP'(clq) and lP'( cl x) , the probability that x is correct for q is given by 2:~= l lP'(cl q) lP'(clx): it is the probability that both q and x have the same label, assuming conditional independence of the labels of the query and the image. Notice that this is the dot product between the conditional label probability vectors of q and x . Then, given probability estimates JlD for the labels of queries and images, which are obtained on IJa beJ, we consider two retrieval algorithms:
Classifier topline: For each image x of Itra in , store a vector u( x) equal to either (l) the one-hot encoding vector of the label of x if x E I labeJ , or (2) the full conditional probability vector JlD( .Ix). Rank images x according to the dot product ( Jl D(. lq) , u(x)). This strategy corresponds to the optimal strategy, but requires storing the probability vectors for images in I t rain \ IJa beJ.
Classifier hashed: Here we hash the conditional probability vector. The first hashing method that we evaluate, is the one-hot strategy, which stores the index of the maximal activation on IIOg2 (C) l bits. This approach, denoted
Classifier+one-hot in what follows , returns all images of the strongest class first. The second encoding, referred to as Classifier+LSH, is locality-sensitive hashing (LSH) with tight frames [19] , a simple non dataadaptive hashing scheme. This LSH method produces binary vectors that are compared with Hamming distances. Therefore it can be used as drop-in replacements for the competing binary encoding methods.
EXPERIMENTS: CLASSIFIERS ON SH AND SSH
Here we experiment with the classifier based retrieval method on SSH. We use off-the-shelf classifiers, whose accuracies are not necessarily the current state of the art. However, we show that they perform better than SSH methods of the literature. We consider two datasets: CIFARlO and ImageNet.
CIFARIO [20] is a dataset of 32x32 color natural images that contains 60 , 000 images divided into 10 classes. For deep methods, we compare against DSH in the SH setting, and use the provided train-test split of CIFARlO to train an AlexNet. For non-deep methods, we follow the GIST-based protocol of [7, 11, 12] . We hold out 1, 000 query images (100 per class) Results are shown in Table 1 . We compare our approach to methods in the literature, using the numbers reported in the cited papers. With IIOg2 (C) l bits, mAP results are almost as good as the state of the art, while being 4-8 times more compact. With the same code size, simple LSH encodings outperform competing methods by a large margin.
Although the work of [22] was both deep and a SSH setup, their evaluation metric differs from our definition of mAP and thus we have not included them in our comparison.
ImageNet (ILSVRC 2012), contains over 1.2 million natural images of 1, 000 categories [23] . The training set is used for learning and indexing purposes. The 50, 000 validation images are used as queries. In [12] , the images are represented by activations of a VGG 16 network [24] .
The authors of [12] experiment on ImageNet, in the SH setting. They use a CNN trained on ImageNet, and then use the train labels to train their quantization method. We use the same classifier from Caffe (VGG 16) to classify query images, and store train labels as I-hot vectors. The results in Table 2 show that our baseline method is more accurate and an order of magnitude more compact. VGG SQ [12] 128 0.620 VGG Classifier+one-hot 10 0.664
PROPOSED EVALUATION PROTOCOLS
The previous section has shown that existing protocols fail to capture desirable properties of supervised hashing schemes.
In this section, we propose two evaluation tasks, namely retrieval of unseen classes, and transfer learning to new classes. They correspond to application cases on large and growing user-generated datasets, where classifiers are trained on fluctuating training sets or for new labels. For computational reasons the features cannot be recomputed when the classes evolve, and mid-level features must be compressed in a way that preserves their semantic information. The two protocols we consider differ only in the evaluation metric: ranking versus class accuracy.
Dataset definition. In both tasks, we start from a standard classification dataset but we use separate classes at test time, similar to a metric learning setup [25] . 75% of the classes are assumed to be known when learning the hashing function , and the 25 % remaining classes are used to evaluate the encoding / hashing scheme. We call train75/test75 the train/test images of the 75 % classes and train25/test25 the remaining ones. In practice, we shuffle the classes randomly and use 4 folds to define 4 of those splits. Performance measures are averaged over the folds. We split the classes of an existing dataset rather than combining different datasets, because the latter would introduce a lot of noise due to dataset bias [26] . In both protocols, test75 is not used at all.
As feature representations, we use the activation maps at a given level of a CNN trained on train75 1 • The top-line is when these activation maps are stored completely. To evaluate the hashing, they are encoded using hashing methods that can reconstruct an approximation of the original features.
Protocol 1: Retrieval of unseen classes. In this setup, we use the hashing scheme to index train25 and use test25 as queries. For each query from test25 , we retrieve nearest neighbors among train25 and then compute the mAP. The nearest neighbors are defined by the L2 distance between descriptors. This is a relevant distance measure for CNN activation maps [27] . The labels of train25 are used for evaluation only. This setup is like an instance search approach except that the groundtruth is given by the class labels. The train75 -train25 -test25 split is the supervised equivalent of the learn -databasequery split in unsupervised hashing. Table 4 . Accuracy in transfer (protocol 2) for CIFAR-I00 when features are extracted at different layers.
Layer conv3 fc 1 fc2
Full 69.6% 6l.8% 57.7% PQ, M=4 43.4% 45.3% 47.4% scratch using the stored train25 descriptors. The classification accuracy is reported on test25. The goal is to maximize the transfer accuracy on test25.
Compared to recomputing the features from the images, this approach offers two advantages. First, the features are stored in a compact and semantic way. Secondly, it avoids the computationally intensive computation of the low-level activations: in the case of AlexNet on CIFAR-IO, 80% of the computation time is spent in the lower convolutional layers.
BASELINES ON THE TRANSFER-BASED EVALUATION PROTOCOL
We evaluate retrieval and classification methods based on hashed descriptors with our two protocols on CIFAR-100 [20] , which is the same dataset as CIFAR-IO except that it is divided into 100 classes instead of 10), and ImageNet. We used the AlexNet [28] architecture, with 3 (resp 5) convolutional layers ("conv") and 2 fully-connected ("fe") ones for CIFAR-100 (resp ImageNet).
As an unsupervised baseline for hashing, we report the performance of the Product Quantizer (PQ) [29] . This is an efficient method that can reconstruct approximate vectors from the codes. The PQ parameter M is the number of quantizers and the number of bytes of the produced codes.
Retrieval. Retrieval on the classification layer is done using an inner product similarity, for all other layers we use L2 distance. Table 3 reports the results with full activations and PQ. The performance increases monotonically with the CNN level. This is consistent with prior observations [17] that attribute vectors from arbitrary classes are an efficient representation for global image matching, and further extends the findings of Section 3 to a different set of classes. The hierarchy of performance is maintained with the PQ encoding. For CIFAR-100, where the softmax outputs 75D vectors, the performance loss due to the hashing is limited even with relatively small 32-bit codes. For Imagenet, the raw retrieval performance is lower, due to the larger number of classes (250). 64-bit unsupervised encoding looses about 2%.
Classification. Results of Protocol 2 (Table 4) show that there is a trade-off between classification error and quantization error: activations of lower layers are more general-purpose (see, e.g., [30] ), so training on train25 is more effective. However, lower layers have larger activation maps, which are harder to encode, which leads to a compromise. In this example, the best transfer performance we can achieve with 4 bytes is 47.7%. For a higher number of bytes, however, it is worth putting the quantization layer lower in the network. Figure 1 shows that more bytes bring the performance closer to the full-vector performance. The margin for improvement left to supervised hashing is to bring this performance closer to the 69.6% obtained without any encoding.
CONCLUSION
In this paper, we showed that the supervised hashing protocols currently used in the literature are flawed because the evaluation is done on the same classes as the training. In this setting, encoding in binary the output of a simple classifier provides a very strong baseline. To circumvent this issue, we introduced two new protocols that evaluate hashing functions on a disjoint set of labels. The first one evaluates the retrieval performance on a disjoint set of classes. It is very close to the classical setup of unsupervised hashing, and traditional methods seem to perform well. The second protocol evaluates the accuracy of a classifier trained on hash codes with classes never seen before.
