Introduction
In his proof of Andreev's theorem, Thurston in [1] introduced a conformal geometric structure on two dimensional simplicial complexes which is an analogue of a Riemannian metric. He then used a version of curvature to prove the existence of circle-packings (see also Marden-Rodin [2] for more exposition). Techniques very similar to elliptic partial differential equation techniques were used by Y. Colin de Verdière [3] to study conformal structures and circle packings. Cooper and Rivin in [4] then defined a version of scalar curvature on three dimensional simplicial complexes and used it to look at rigidity of sphere packings along the lines of Colin de Verdière.
Inspired by this work, Chow and Luo [5] looked at a combinatorial Ricci flow on two dimensional simplicial complexes and showed that the equation satisfies a maximum principle. The maximum principle, which says that the maximum of a solution decreases and the minimum increases, is one of the most useful concepts in the study of the heat equation and other parabolic partial differential equations. Maximum principle techniques have been used to great benefit in the smooth category. We are especially inspired by Hamilton's work on the Ricci flow (see [6] ). It is in general very difficult to prove a maximum principle, or even to prove short term existence of solutions, when you do not have a strictly parabolic equation. We shall use Cooper and Rivin's combinatorial scalar curvature to define combinatorial Yamabe flow on three dimensional simplicial complexes with conformal structures which is a three dimensional analogue of Chow and Luo's work. The flow turns out not to be parabolic in the usual sense of Laplacians on graphs. We shall nonetheless prove a maximum principle for this equation under certain conditions. Our treatment works on the simplest examples: the curvature flow on a double tetrahedron and the boundary of a 4-simplex. Numerical studies indicate that the maximum principle is true under less restrictive conditions, perhaps even under only topological restrictions.
The combinatorial Yamabe flow is a way of studying prescribed scalar curvature on simplicial complexes, which we might call the combinatorial Yamabe problem. The Yamabe problem has been studied in great detail (see [7] for a good overview). The Riemannian case has been solved by the work of Aubin [8] and Schoen [9] . Yamabe flow in the smooth category has been studied by Hamilton and others. We refer the reader to R. Ye [10] .
The author would like to thank Ben Chow for introducing the combinatorial Yamabe flow and for all his help. The author would also like to thank Feng Luo for useful conversations.
Curvature Flow
We essentially take our formalism from Cooper-Rivin in [4] . We shall denote f i for evaluation of a function f at i in a finite set and f (t) for evaluation at t in an interval. Let S = {S 0 , S 1 , . . . , S n } be a simplicial complex of dimension n, where S i is the i-dimensional skeleton. We define a conformal structure as a map r : S 0 → (0, ∞)
such that for every edge {i, j} ∈ S 1 between vertices i and j, the length of the edge is ℓ ij = r i + r j . We can think of this as having an n-dimensional sphere packing whose nerve is the collection of edges S 1 . Tetrahedra of this type are called circumscriptible tetrahedra, and the condition on the edges is equivalent to the condition that there exists a sphere tangent to each of the edges of the tetrahedron [11, Chapter 9.B.1]. The function r determines the 2-dimensional faces since there is a one-to-one correspondence between triples (r i , r j , r k ) and triples of sides for Euclidean triangles given by
and so forth. We shall also put the restriction that each higher dimensional simplex can be realized as a Euclidean simplex. We shall return to this condition a little later. Now we shall restrict ourselves to 3 dimensions and define a quantity K called the curvature. For a Euclidean tetrahedron with vertices {i, j, k, ℓ} we define the solid angle α ijkℓ at a vertex i as the area of the triangle on the unit sphere cut out by the planes determined by {i, j, k} , {i, j, ℓ} , {i, k, ℓ} where i is the center of the sphere. Note that the solid angle is also sometimes called the trihedral angle. If we define β ijkℓ as the dihedral angle in the tetrahedron {i, j, k, ℓ} along the edge {i, j} , which is also an angle of the aforementioned spherical triangle, the Gauss-Bonnet theorem gives the following formula for the solid angle as
Note that solid angles α ijkℓ are symmetric in the last three indices and dihedral angles β ijkℓ are symmetric in the first two and in the last two indices. We can now define the curvature K i at a vertex i as
Note that the sum is over j, k, ℓ since the vertex i is fixed. We remark that the curvature is zero if the solid angles add up to 4π, an entire sphere, which corresponds to flat Euclidean space. We now define combinatorial Yamabe flow on the conformal structure as
for each i ∈ S 0 . Note how similar this looks to the Yamabe flow on Riemannian manifolds, which is
where g ij is the Riemannian metric and R is its scalar curvature. Z. He looked at variations of the type we are studying, that is
in the two dimensions [12] . He then derived a curvature evolution which involved a combinatorial Laplacian. The work is similar to the smooth derivation of the evolution of curvature under a conformal flow on a Riemannian manifold given by
This was studied by Hamilton in two dimensions for the Ricci flow, and the result is ∂R ∂t
where ∆ g is the Laplacian with respect to the metric g (see [13] ). Our equation gives an evolution of the form
as we shall see. In the next section we shall see that if each of the coefficients satisfy Ω ij ≥ 0 then the equation is parabolic and a maximum principle is satisfied, but this inequality is not necessarily true. This leads to the definitions in the next section.
Parabolic-like operators
The weighted (unnormalized) Laplacian on a graph G = (V, E) , where V are the vertices and E are the edges, is defined as the operator
for each i, where the coefficients satisfy a ij = a ji and a ij ≥ 0 (see, for instance [14] ). The operator ∆ takes functions on V to functions on V. The coefficients depend on the edge {i, j} (compare [15] ). Actually, the symmetry condition is simply self-adjointness with respect to the Euclidean metric, so we can replace it with another self-adjointness condition. That is, we can define an inner product f, g b = i b i f i g i if we are given positive coefficients {b i } . An operator S is self-adjoint with respect to b if
It is clear that symmetry corresponds to being self-adjoint with respect to the inner product determined by b i = 1 for all i. We shall call {b i } a (positive definite) metric if b i > 0 for all i. We shall consider the metric {r i } i∈S0 .
We define a (discrete) parabolic operator on functions
where [A, Z) ⊂ R, as follows. First we shall call the F the class of functions of the form (1). We write the evaluation of f at the point (i, t) as f i (t) .
Definition 1 An operator
where a ij : [A, Z) → R are self-adjoint with respect to some metrics {b i (t)} i∈S0 , is called parabolic if a ij (t) ≥ 0 for all i, j ∈ S 0 and for all t ∈ [A, Z) .
Parabolic operators are of the form d dt − ∆. We note that it is easy to prove a maximum principle for these operators as follows:
Proposition 2 If P is parabolic and f is a solution to P f = 0, then f satisfies
where M, m ∈ S 0 such that
Proof. Since P f = 0 we have for a given t,
and since a Mj ≥ 0 and f j (t) ≤ f M (t) for all i ∈ S 0 − {M } we see that
The argument for f m (t) is similar. Sometimes we may find operators that are of the form {i,j}∈S1
but some coefficients are negative. We may find, however, that a maximum principle still holds if the sum is positive when f i is minimal and the sum is negative when f i is maximal even though each term is not positive or negative respectively. This motivates our definition of parabolic-like operators as operators which satisfy the maximum principle for some function.
Definition 3 An operator
where a ij : [A, Z) → R are self-adjoint with respect to some metrics {b i (t)} i∈S0 , is called parabolic-like for a function g if P g = 0 implies
Parabolic-like operators formally look the same as parabolic operators, but some of the coefficients a ij may be negative. We shall show that our discrete curvature flow equation is parabolic-like for the curvature function in a wide variety of cases. The hope is that this will be enough to prove long term existence and convergence theorems.
Nondegeneracy condition
Cooper and Rivin [4, Section 3] observe that for a collection {r i , r j , r k , r ℓ } to determine a Euclidean tetrahedron, we can use Descartes' circle theorem, also called Soddy's theorem, which says that four circles in the plane of radii r i , r j , r k , r ℓ are externally tangent if
For a nice proof of Soddy's theorem, see [16] . We also direct the reader to the interesting article [17] on Descartes' circle theorem. Looking at the proof it is clear that if this quantity is negative, then we get three circles which are mutually tangent and another circle which cannot fit tangent to all the others, and hence we cannot form a Euclidean tetrahedron from spheres of these radii. If Q ijkℓ is positive, we can form a Euclidean tetrahedron corresponding to {r i , r j , r k , r ℓ } . So our condition for nondegeneracy of the tetrahedron is
We call Q ijkℓ the nondegeneracy quadratic. As noted in [11, Section 793], Q ijkℓ is really 4 divided by the square of the radius of the circle tangent to each of the edges, and is related to the volume in the following way:
Thus if we consider the formula for volume as formal, our nondegeneracy condition is that V 2 ijkℓ > 0.
Evolution of Curvature
Recall the Schläfli formula, which, for a Euclidean tetrahedron denoted by the
ℓ ij dβ ijkℓ = 0 (see Milnor [18] for a proof). We can reorganize this as Cooper-Rivin [4] do to get
Since there are only four vertices in T 0 , we may denote the solid angle at vertex i by α i without fear of confusion. Then we consider
by the Schläfli formula. We thus have
and hence
by commuting the partial derivatives. In our expanded notation, which we shall use for complexes larger than one simplex, this says
.
Using our derivation from the Schläfli formula we also have
The evolution of curvature is
using (3) . We call the coefficients
In this notation we see that the evolution of curvature is
Note that it is formally of the right form. Also notice that the operator
[
is self-adjoint with respect to the metric {r i } i∈S0 .
In order to understand the coefficients we need to compute the partial derivatives of the solid angles. We do this computation using the following formulas from Euclidean geometry. Recall that α ijkℓ refers to the solid angle of tetrahedron {i, j, k, ℓ} at i and that β ijkℓ refers to the dihedral angle of tetrahedron {i, j, k, ℓ} along the edge {i, j} . We also need the face angles. Denote the angle of the triangle {i, j, k} at the vertex i by γ ijk . We can then use the law of cosines and the expression for area in terms of sines to compute γ ijk as
where ℓ ij = r i + r j is the length of edge {i, j} and A ijk = r i r j r k (r i + r j + r ℓ ) is the area of triangle {i, j, k} by Heron's formula. The face angles are used to compute the dihedral angles and solid angles via spherical geometry. If we consider the solid angle formed by three planes, say those determined by {i, j, k} , {i, j, ℓ} , and {i, k, ℓ} , we see that the planes intersect the sphere and form a spherical triangle. It is clear that the angles of this triangle are the dihedral angles β ijkℓ , β ikjℓ , β iℓjk and that the length of the sides of this triangle are the face angles γ ijk , γ ijℓ , γ ikℓ , hence the relationship between the dihedral angles and the face angles can be expressed in terms of the spherical law of cosines, which says
Using the law of cosines for the face angles (4), we can compute the evolution of the face angles, which turns out to be
where we have introduced the notation P ijk = 2 (r i + r j + r k ) for the perimeter of the triangle {i, j, k} . It should be noted that this computation was entirely formal, and is thus the same formula derived by Chow and Luo for simplicial surfaces. If we define the curvature of a surface to be k i = 2π − γ ijk then the formula for evolution of the face angles implies that the evolution of curvature is in fact parabolic in the sense described above. The curvature evolution turns out to be
where the Laplacian is the one defined by Z. He in [12] . Notice that the above expression makes it easy to see that this Laplacian is parabolic. We use formula (5) for the cosine of the dihedral angle and the following expression for the volume of simplex {i, j, k, ℓ}
Now compute the evolution of the solid angles since α ijkℓ = β ijkℓ + β ikjℓ + β iℓjk − π by the formula for the area of a spherical triangle. So we get
which we see is always negative if Q ijkℓ > 0. The other partial derivatives look like
which we would like to say is positive, but is not always (although in the case of most "good" tetrahedra, it is positive).
Finally we sum cyclically in the last three indices and find
Thus the evolution of curvature is
We can define our Laplacian as
Unfortunately the coefficients Ω ijkℓ are not always positive. We notice that ∆ is self-adjoint and satisfies ∆f i r i = 0, which is analogous to ∆f dx = 0 by the divergence theorem.
6 Some Lemmas about the ∂α ijkℓ ∂r j
We now prove some lemmas about the coefficients in the evolution of curvature equation. We shall need these to estimate dKi dt .
Lemma 4 If
∂α abcd ∂r b
< 0 then r a , r b > min {r c , r d } .
Proof. Suppose
eliminating the denominators and regrouping terms we get
so in particular we need
Solving for r b we get Corollary 5 If {i, j, k, ℓ} ∈ S 3 and r i = min {r i , r j , r k , r ℓ } then ∂α ijkℓ ∂r i
≤ 0 and ∂α ijkℓ ∂r j ≥ 0 or, equivalently, Ω ijkℓ ≤ 0 and Ω jikℓ ≥ 0.
Monotonicity
We need some way to relate the coefficients Ω ijkℓ and the curvatures. We attempt this by trying to prove that the K's are monotonic as functions of the r's. This will turn out to be true for the two cases of the double tetrahedron and the boundary of a 4-simplex, though not in general. We consider a tetrahedron determined by {r 1 , r 2 , r 3 , r 4 } . First we prove a lemma about the kinds of degeneracies that can develop.
Proposition 6
If Q ijkℓ → 0 without any of the r i going to 0, then one solid angle goes to 2π and the others go to 0.
Proof. Rewrite Q ijkℓ as
If r i is the minimum, then
Hence if Q ijkℓ = 0 then
Now we look at the partial derivative
So if Q ijkℓ = 0, we can always increase r i to make the tetrahedron nondegenerate. Now we can categorize the degenerations. Notice that by the formula for volume,
we must have that if the tetrahedron degenerates, sin β ijkℓ → 0 for all dihedral angles. Hence β ijkℓ goes to 0 or to π. Since
if r i is the minimum, then ∂β ijkℓ ∂ri < 0. When the tetrahedron first becomes degenerate, we can increase r i to become nondegenerate again. But this indicates that in this case β ijkℓ would decrease, so if β ijkℓ = 0, β ijkℓ would become negative in a nondegenerate tetrahedron. This is a contradiction, so we cannot have β ijkℓ = 0 in the limit. Hence β ijkℓ = β ikjℓ = β iℓjk = π and α ijkℓ = 2π. Since α ijkℓ + α jikℓ + α kijℓ + α ℓijk ≤ 2π (see proof in [19] ), we must have α jikℓ = α kijℓ = α ℓijk = 0.
Consider the path σ (t) = (σ 1 (t) , σ 2 (t) , σ 3 (t) , σ 4 (t)) defined by σ (t) = (r i , r j , (1 − t) r k + tr ℓ , (1 − t) r ℓ + tr k ) , where r k ≤ r ℓ . We can think of α as a function of four variables, where α (r i , r j , r k , r ℓ ) = α ijkℓ . Let α 3 (x, y, z, w) = α (z, x, y, w) and α 4 (x, y, z, w) = α (w, x, y, z) . Recalling (2) consider
The path is constructed so that D (1/2) = 0, and since the solid angles are between 0 and 2π, 0 ≤ D (t) ≤ 2π (r ℓ − r k ). Now consider the derivative
If the tetrahedron is nondegenerate, then d dt D (t) ≤ 0 since the Hessian of A is negative definite. (This is stated in [4, Proof of Lemma 1.2], but the proof is incorrect. The correct proof was privately communicated by Igor Rivin.) Now, as we move along the path, either the tetrahedron degenerates for some t 0 ∈ (0, 1/2) or the tetrahedron is nondegenerate up to t = 1/2. Suppose the first degeneracy is at time t = t 0 . Then either
or not. If it is the minimum, then at the degeneracy, α 3 = 2π and the other angles are 0. This cannot happen, however, since then D (t 0 ) is the maximum possible, but the derivative is negative, since d dt D ≤ 0 implies that D (t) must have been larger than its maximum for some t < t 0 . If σ 3 (t) is not the minimum, then at a degenerate point, α 3 = α 4 = 0. So there exists a first point t 1 ∈ (0, 1/2] where α k = α ℓ such that the tetrahedron is nondegenerate for t ∈ [0, t 1 ). Hence D (t 1 ) = 0. Since the tetrahedron is nondegenerate on [0, t 1 ), we have
The reverse inequality must be true as well, so we have just proven the following.
Lemma 7 r i ≤ r j if and only if α ijkℓ ≥ α jikℓ .
Corollary 8 In the case of the double tetrahedron, if r
Proof. This follows from the fact that K i = 4π − 2α ijkℓ .
Corollary 9
In the case of the boundary of a 4-simplex, if r i ≤ r j then
Proof. Let's number the vertices {1, . . . , 5} . Suppose r 1 ≤ r 2 . Then
We know by Lemma 7 that α 2134 ≤ α 1234 , α 2135 ≤ α 1235 , and α 2145 ≤ α 1245 . We thus need only show α 2345 ≤ α 1345 . Consider the path
We notice that Q (σ (t)) is a polynomial in t with highest term
Since the quadratic is concave the minimum for t ∈ [0, 1] must occur at t = 0 or t = 1. But since Q (σ (0)) = Q 1345 > 0 and
which is negative by formula (6) and since r 2 ≥ r 1 . Hence α (σ (0)) ≥ α (σ (1)) , or α 1245 ≥ α 2145 . Proving a similar statement about larger complexes would be much harder, since we cannot pair up angles which are in the same or bordering tetrahedra as we do here. We shall call this condition the monotonicity condition for a tetrahedron {i, j, k, ℓ}:
(MC)
Proof of the Maximum Principle
Suppose we have a complex such that each tetrahedron {i, j, k, ℓ} satisfies the monotonicity condition MC. Assume that r i ≤ r j , r k ≤ r ℓ . We shall first show that in such a tetrahedron,
Once this is proven, we will have that if
must be a sum of nonnegative numbers since in any tetrahedron containing m, r i = r m is the smallest weight. By Corollary 5 Ω ijkℓ , Ω ikjℓ , Ω iℓjk are all nonnegative so we are done.
We now look at the maximum. We want to show that
This is certainly true if Ω ℓijk , Ω ℓjik , Ω ℓkij are all nonnegative since K ℓ is the largest curvature. Again using Lemma 4 we see that if Ω abcd < 0 then b = i, so Ω ℓijk ≥ 0. We are then left with the case that both Ω ℓjik , Ω ℓkij are negative or only one is negative. First consider the case when both are negative. In this case it is sufficient to show that
since in this case we have
Since we are only working with one tetrahedron, we can use Q without fear of confusion. Write the evolution of Q as
using (8) . Notice that if r i is the minimum, then ∂Q ∂rj ≤ 0 for j = i. If the monotonicity condition MC is satisfied, then we must have
if Q = 0 since K j ≥ K i and hence the tetrahedra do not degenerate. Now we can show that the maximum principle on curvature gives us that the r's cannot go to 0 or infinity in finite time. 
Proposition 12 If
Proof. Let C (t) = max {K M (t) , −K m (t)} ≥ 0. Then
Thus the solution exists for all time.
Convergence to constant curvature
We can actually prove convergence of a normalized version of the flow to constant curvature when MC is satisfied. Let
Notice that k is the sum of A for each tetrahedron divided by the sum of the r's plus a constant. The quantity k is really like the average scalar curvature, in the continuous case it would be RdV dV .
We can then normalize in a way analogous to Hamilton in [13] , considering the equation
We shall call this the normalized Yamabe flow. It can be shown that this preserves the sum i∈S0 r i , and is in fact simply a scaling of our original Yamabe flow to achieve this. We can thus normalize so that r i = 1 for all time. It is easily seen that the evolution of curvature is the same (this is not surprising since we are simply rescaling the r's by the same factor, so the curvature should not change). It is easy to see that the maximum principle carries through, as well as the long term existence. Now we can prove convergence to constant curvature.
Theorem 13
If MC is satisfied then the normalized Yamabe flow converges to constant curvature.
Proof. We first look at the evolution of k.
It is clear that K m (t) ≤ k (t) ≤ K M (t) and so k stays in a bounded region by the maximum principle. Since it is also decreasing and the solution exists for all time, k (t) must converge to a value, say k (∞) . Now we look at the evolution of r m and r M . The evolution of r m is
If k − K m ≥ ε for all time, then we get that r m ≥ r m (0) exp (εt) , which cannot be true since r m ≤ 1 because r i = 1. Similarly, if K M − k ≥ ε we get that r M ≤ r M (0) exp (−εt) , which would say that r M → 0 as t → ∞. This is also a contradiction since MC implies that if r M goes to zero then so must all other r's, which cannot happen if r i = 1. Hence we have sequences t i → ∞ and s i → ∞ such that k (t i ) − K m (t i ) → 0 and K M (s i ) − k (s i ) → 0.
By the maximum principle K m is increasing. Since there is a subsequence t i → ∞ such that k (t i ) − K m (t i ) → 0, we must have K m → k as t → ∞. Hence K m → k (∞) . Similarly we have that K M is decreasing and a subsequence converges to k, so K M → k (∞) . Since K m ≤ K i ≤ K M , we must have K i (t) → k (∞) as t → ∞ for all i ∈ S 0 .
Further Remarks
Numerical data suggests that the maximum principle holds in much greater generality, even for large simplicial complexes that do not satisfy monotonicity. Due to the size of triangulation of manifolds other than S 3 all numerical tests have been done on this manifold. The condition of monotonicity is not particularly well understood for large complexes either, though it is known not to hold in general even for triangulations of S 3 . What is the proper condition to guarantee the a maximum principle for the curvature?
Once existence of a maximum principle is well understood, the question of whether the flow converges to constant curvature can be studied in more detail, perhaps along the lines of Hamilton's study of solutions to the Ricci flow as in [6] .
