Abstract. We consider the two-dimensional mean field equation of the equilibrium turbulence with variable intensities and Dirichlet boundary condition on a pierced domain
Introduction
In the pioneering paper [19] Onsager introduced an approach to explain the formation of stable large-scale vortices, which in the context of the statistical mechanics description of 2D-turbulence allowed Caglioti, Lions, Marchioro, Pulvirenti [3] and Sawada, Suzuki [26] where Ω is a bounded domain in R 2 , u is the stream function of the flow, λ > 0 is a constant related to the inverse temperature and P is a Borel probability measure in [−1, 1] describing the point-vortex intensities distribution.
When P = δ1 is concentrated at 1, then (1.1) reduces to the classical mean field equation which has been widely studied in the last decades (see the survey [16] ). In particular, solutions are critical points of the functional By Moser-Trudinger's inequality solutions can be found as minimizers of J λ if λ < 8π. In the supercritical regime λ ≥ 8π, the situation becomes subtler since the existence of solutions could depend on the topology and the geometry of the domain. Using a degree argument Chen and Lin [5, 6] proved that (1.2) has a solution when λ / ∈ 8πIN and Ω is not simply connected. On Riemann surfaces the degree argument in [5, 6] is still available and has received a variational counterpart in [9, 17] by means of improved forms of the Moser-Trudinger inequality. When λ = 8π problem (1.2) is solvable on a long and thin rectangle, as showed by Caglioti et al. [4] , but not on a ball. Bartolucci and Lin [1] proved that (1.2) has a solution for λ = 8π when the Robin function of Ω has more than one maximum point. If τ = 1 and V1 = V2 ≡ 1 problem (1.3) reduces to the sinh-Poisson equation which has received a considerable interest in recent years, see [11, 12, 13, 14, 15, 18, 23] and the references therein.
Up to our knowledge, only few results are known in a more general situation. In [21] Pistoia and Ricciardi built blowing-up solutions to (1.3) when τ > 0 and λ1, λ2τ 2 are close to 8π, while in [22] the same authors built an arbitrary large number of sign-changing blowing-up solutions to (1.3) when τ > 0 and λ1, λ2τ
2 are close to suitable (not necessarily integer) multiples of 8π. In [24] Ricciardi and Takahashi provided a complete blow-up picture for solution sequences of (1.3) and successively in [25] Ricciardi et al. constructed min-max solutions when λ1 → 8π + and λ2 → 0 on a multiply connected domain (in this case the nonlinearity e −τ u may be treated as a lower-order term with respect to the main term e u ).
A natural question concerns whether do there exist solutions to (1.3) on multiply connected domain Ω for general values of the parameters λ1, λ2 > 0. For the classical mean field equation (1.2) Ould-Ahmedou and Pistoia [20] proved that on a pierced domain Ωǫ := Ω \ B(ξ0, ǫ), ξ0 ∈ Ω, there exists a solution to (1.2) which blows-up at ξ0 as ǫ → 0 for any λ > 8π (extra symmetric conditions are required when λ ∈ 8πN). In the present paper we consider (1.3) on domains Ωǫ := Ω \ ∪ m i=1 B(ξi, ǫi) with several small holes, where ξ1, . . . , ξm are distinct points in Ω and ǫ = (ǫ1, . . . , ǫm) is small. The main assumption is that λ1, λ2 decompose as λ1 = 4π(α1 + · · · + αm 1 ), λ2τ 2 = 4π(αm 1 +1 + · · · + αm), m1 ∈ {0, 1, . . . , m}, αi > 2, αi ∈ 2N. (1.4) Condition (1.4) when m1 = m is simply equivalent to have λ1 > 8πm. In general, for the decomposition (1.4) to hold for 1 ≤ m1 < m and suitable αi's a necessary condition is that λ1 > 8πm1 and λ2τ 2 > 8πm2. Our main result reads as follows. Theorem 1.1. If (1.4) holds, there exist radii ǫ1, . . . , ǫm small enough such that (1.3) has a solution uǫ in Ωǫ blowing-up positively and negatively at ξ1, . . . , ξm 1 and ξm 1 +1, . . . , ξm, respectively, as ǫ1, . . . , ǫm → 0.
Let us briefly describe how we build the solution uǫ using a perturbative approach. We look for a solution of (1.3) as uǫ = PǫU + φǫ, (1.5) where U is a suitable ansatz, Pǫ is the projection operator onto H 1 0 (Ωǫ)(see (2. 3)) and φǫ ∈ H 1 0 (Ωǫ) is a small remainder term. The ansatz U is built as follows. Letting
be a solution of the singular Liouville equation
denote by Ui be the function w corresponding to αi, ξi and δi > 0, i = 1, . . . , m. Then U is defined as
In section 2 a careful choice of the parameters δj's and the radii ǫj 's (see (2.7) ) is needed in order to make PǫU be a good approximated solution: indeed we will show that the error term R given by
is small in L p -norm for p > 1 close to 1 (see Lemma 2.4) . A linearization procedure around PǫU leads us to re-formulate (1.3) in terms of a nonlinear problem for φǫ (see equation (3.1) ). Thanks to some estimates in section 3 (see (3.8) and (3.9)) we will prove the existence of such a solution φǫ to (3.1) by using a fixed point argument. The corresponding solution uǫ in (1.5) blows-up at the point ξi's thanks to the asymptotic properties of its main order term PǫU (see Corollary 2.2). In Appendix 4 we will prove the invertibility of the linear operator naturally associated to the problem (see (3.2)) stated in Proposition 3.1.
The ansatz
Let G(x, y) = − 1 2π log |x − y| + H(x, y) be the Green function of −∆ in Ω, where the regular part H is a harmonic function in Ω so that H(x, y) =
2π
log |x − y| on ∂Ω. Let us introduce the coefficients βij , i, j = 1, . . . , m, as the solution of the linear system
Notice that (2.1) can be re-written as the diagonally-dominant system
for ǫj small, which has a unique solution satisfying
where δij is the Kronecker symbol. Introducing the projection Pǫw as the unique solution of ∆Pǫw = ∆w in Ωǫ
we have the following asymptotic expansion of PǫUi:
Lemma 2.1. There hold
uniformly in Ωǫ and
locally uniformly in Ω \ {ξ1, . . . , ξm}.
Proof: The harmonic function
i ) on ∂Ω and ψ = 2 log(δ
for all j = i in view of (2.1)-(2.2). By the maximum principle we conclude the validity of (2.4), and then (2.5) easily follows.
Notice that by (2.4)-(2.5) PǫU displays in the expansion near ξi a term
βji G(x, ξi).
Since −∆PǫUi = |x −ξi| α i −2 e U i needs to match with e PǫU if i = 1, . . . , m1 and e −τ PǫU if i = m1 +1, . . . , m, we need to impose
Thanks to (2.2), (2.6) requires at main order that αi log δi =
. Moreover, due to the presence of log 2α
in (2.4)-(2.5) we need further to assume that the δ α i i 's have the same rate, as it is well known in problems of mean-field form, see for instance [5, 6, 8, 10] .
Summarizing, for any i = 1, . . . , m we choose
for a small parameter ǫ > 0, where di, ri will be specified below, and introduce
Setting Ai = B(ξi, η) \ B(ξi, ǫi) for η < 1 2 min{|ξi − ξj| : i = j}, by Lemma 2.1 we deduce the following expansion.
Corollary 2.2. Assume the validity of (2.6). There hold
uniformly in Ai, i = m1 + 1, . . . , m, and
In order to achieve the validity of (2.6), we will make a suitable choice of ri and di, as expressed by the following Lemma. 
Similarly, when j = m1 + 1, . . . , m we add −τ × (2.1) for i = 1, . . . , m1 and (2.1) for i = m1 + 1, . . . , m to get
log rj in view of (2.7), the previous conditions form a system of m equations in β1, . . . , βm which has diagonallydominant form βj − 2π(αj − 2) + O( 1 | log ǫ| ) = 0 for ǫ small. The solution β1, . . . , βm is then uniquely determined and we want to check that βj = 2π(αj − 2). Inserting βj = 2π(αj − 2) into the system, it reduces to log rj dj
which is always true by the choice of ri and di.
Finally, we need to impose that V1e P Uǫ and V2e −τ P Uǫ give integral contributions on the balls B(ξi, δ) for i = 1, . . . , m1 and for i = m1 + 1, . . . , m, respectively, which are proportional to the αj 's. As we will see below, this is achieved by requiring that
guarantees the validity of (2.6) and (2.11) in view of Lemma 2.3. We are now ready to estimate the precision of our ansatz U .
Lemma 2.4. There exists ǫ0 > 0, p0 > 1 and C > 0 such that for any ǫ ∈ (0, ǫ0) and p ∈ (1, p0)
for some σp > 0.
Proof: Setting Λ = max{α1, . . . , αm}, by (2.8)-(2.9) and the change of variable x = δiy +ξi let us estimate
for any i = 1, . . . , m1 and similarly
for any i = m1 + 1, . . . , m, in view of (2.7), (2.12) and
By (2.9) we have that 16) and by (2.7) and (2.16) we get the estimate
for all i = m1 + 1, . . . , m. Similarly, by (2.7)-(2.8) we deduce that
Therefore, by using (2.10), (2.14)-(2.15) and (2.17)-(2.18) we deduce that
Ai in view of (2.7), by (2.8)-(2.9) and (2.19)-(2.21) we can estimate the error term R as:
in Ai, i = 1, . . . , m1, and
Ai. By (2.22)-(2.23) we finally get that there exist ǫ0 > 0 small, p0 > 1 close to 1 so that R p = O(ǫ σp ) for all 0 < ǫ ≤ ǫ0 and 1 < p ≤ p0, for some σp > 0.
The nonlinear problem and proof of main result
In this section we shall study the following nonlinear problem:
where the linear operators L, Λ are defined as
The nonlinear term N (φ) is given by
It is readily checked that φ is a solution to (3.1) if and only if uǫ given by (1.5) is a solution to (1.3). In Appendix 4 we will prove the following result.
Proposition 3.1. For any p > 1, there exists ǫ0 > 0 and C > 0 such that for any ǫ ∈ (0, ǫ0) and
We are now in position to study the nonlinear problem (3.1) and to prove our main result Theorem 1.1.
Proposition 3.2.
There exist p0 > 1 and ǫ0 > 0 so that for any 1 < p < p0 and all 0 < ǫ ≤ ǫ0, the problem (3.1) admits a unique solution φ(ǫ) ∈ H 1 0 (Ωǫ), where L, R, Λ(φ) and N are given by (3.2), (1.6), (3.3) and (3.5), respectively. Moreover, there is a constant C > 0 such that
Here, σp is the same as in (2.13). We shall use the following estimates.
Lemma 3.3. There exist p0 > 1 and ǫ0 > 0 so that for any 1 < p < p0 and all 0 < ǫ ≤ ǫ0 it holds
Proof: For simplicity, we denote Wi = λiτ 
Ai and
uniformly for x ∈ Ai, i = m1 + 1, . . . , m and
Ai. Also, from the definition of K1 and K2 in (3.4) it follows that K1 =
Ai. Hence, for any q ≥ 1 there holds
for some σ ′ 1,q . Similarly, we find that
It is possible to see that taking q > 1 close enough to 1, we get that σ ′ i,q > 0 for i = 1, 2. Notice that Λ is a linear operator and we re-write Λ(φ) as
Hence, we get that
and W2 r 21
where for q > 1 we denote σ3,q = min 2 − 2q αj q : j = 1, . . . , m , and similarly that Ki
Note that 2 − 2q αj q < 1 for any j = 1, . . . , m. Furthermore, we have used the Hölder's inequality uv q ≤ u qr v qs with 1 r + 1 s = 1 and the inclusions L p (Ωǫ) ֒→ L pr (Ωǫ) for any r > 1 and
any q > 1. Let us stress that we can choose p, rij and sij , i = 1, 2, j = 0, 1, 2, close enough to 1 such that σ
Lemma 3.4. There exist p0 > 1 and ǫ0 > 0 so that for any 1 < p < p0 and all 0 < ǫ ≤ ǫ0 it holds
for all φi ∈ H 1 0 (Ωǫ) with φi ≤ νǫ σp | log ǫ|, i = 1, 2, and for some σ ′′ p > 0. In particular, we have that
for all φ ∈ H 1 0 (Ωǫ) with φ ≤ νǫ σp | log ǫ|.
Proof: We will argue in the same way as in [20, Lemma 5.1] . First, we point out that
Hence, by the mean value theorem we get that
where
, where for simplicity we denote ui = (−τ ) i−1 (U + φ). Using Hölder's inequalities we get that
We have used the Hölder's inequality, the inclusions presented in the previous Lemma and uvw q ≤ u qr v qs w qt with 1 r + 1 s + 1 t = 1. Now, let us estimate
Vie u i 1 with φ =φµ i , i = 1, 2. For i = 1, arguing exactly as in the proof of (2.20) we obtain that
for any q ≥ 1.
Moreover, (2.20) implies that V1e
similarly we obtain that
for any q ≥ 1 and V2e
Note that σ3,q − 1 ≤ 2 − (αi + 2)q αiq for any i = 1, . . . , m.
On the other hand, using the estimate |e a − 1| ≤ |a| for any a ∈ IR we have that
Hence, it follows that
In particular, if q = 1 we get
By the previous estimates we find that Vie
choosing si, i = 1, 2, close enough to 1, we get that σp + σ3,s i > 0 and
Taking q = pri, we obtain the estimate for i = 1, 2
choosing si > 1 close enough to 1 so that σp + σ3,pr i s i − σpr i > 0, i = 1, 2. Now, we can conclude the estimate by using (3.11)-(3.13) to get
where σ
min{σp + 3σ3,pr i : i = 1, 2} > 0 choosing ri close to 1 so that σp + 3σ3,pr i > 0 for i = 1, 2. Let us stress that p > 1 is chosen so that σp > 0.
Proof of the Proposition 3.2. Notice that from Proposition 3.1 the latter problem becomes
For a given number ν > 0, let us consider Fν = {φ ∈ H : φ ≤ νǫ σp | log ǫ|}. From the Proposition 3.1, (2.13), (3.8) and (3.10), we get for any φ ∈ Fν,
Given any φ1, φ2 ∈ Fν , we have that A(φ1) − A(φ2) = −T (Λ(φ1 − φ2) + N (φ1) − N (φ2)) and
with C independent of ν, by using Proposition 3.1 and (3.8)-(3.9). Therefore, for some σ > 0 we get that A(φ1) − A(φ2) ≤ Cǫ σ | log ǫ| φ1 − φ2 . It follows that for all ǫ sufficiently small A is a contraction mapping of Fν (for ν large enough), and therefore a unique fixed point of A exists in Fν. 
The linear theory
In this section we present the invertibility of the linear operator L defined in (3.
It is well known that the bounded solutions of Li(φ)
which are written in polar coordinates for i = 1, . . . , m. See [7] for a proof. In our case, we will consider solutions of Li(φ) = 0 such that IR 2 |∇φ(y)| 2 dy < +∞, which reduce to multiples of Y0i. See [20, Theorem A.1] for a proof. Another key element in the study of L, which shows technical details, is to get rid of the presence ofc
Following ideas presented in [20] , let us introduce the following Banach spaces for j = 1, 2
and 
It is important to point out the compactness of the embedding iα i : Hα i (IR 2 ) → Lα i (IR 2 ) (see for example [11] ).
Proof of the Proposition 3.1. The proof will be done in several steps. Let us assume by contradiction the existence of p > 1,
with φn = 1 and | log ǫn| hn p = o(1) as n → +∞. We will shall omit the subscript n in δi,n = δi. Recall that δ α i i = di,nǫn and points ξ1, . . . , ξm ∈ Ω are fixed. Now, define Φi,n(y) := φn(ξi + δiy) for y ∈ Ωi,n := δ Proof: First, we shall show that the sequence {Φi,n}n is bounded in Hα i (IR 2 ). Notice that for i = 1, . . . , m
Thus, we want to prove that there is a constant M > 0 such for all n (up to a subsequence) Φi,n
Notice that for any i ∈ {1, . . . , m} we find that in Ωi,n ∆Φi,n + δ
where for simplicity we denotecj,n =cj (φn), with cj given by (4.1). Furthermore, it follows that Φi,n → Φ * i weakly in H 1 0 (Ωi,n) and strongly in L p (K) for any K compact sets in R 2 . Now, let χ a smooth function with compact support in R 2 . We multiply (4.3) by χ and we get
Hence, we obtain that for j = 1, 2
uniformly on compact subsets of IR 2 . Thus, we get that for i = m1 + 1, . . . , m. We re-write the system forc1,n andc2,n as a diagonal dominant one as n → +∞ c1,n
choosing i ∈ {1, . . . , m1} and j ∈ {m1+1, . . . , m}. Thus, if we choose χ so that
(1 + |y| α k ) 2 χ dy = 0 for k = i, j then we obtain thatci,n = O(1), for i = 1, 2. Now, we multiply (4.3) by Φi,n for any i ∈ {1, . . . , m} and we get
Hence, we deduce that
Therefore, the sequence {Φi,n}n is bounded in Hα i (IR 2 ), so that there is a subsequence {Φi,n}n and functions Φ * i , i = 1, 2 such that {Φi,n}n converges to Φ * i weakly in Hα i (IR 2 ) and strongly in Lα i (IR 2 ). That proves our claim.
Define the sequences ψi,n = φn +ci,n, i = 1, 2. Notice that clearly ∆ψi,n + K1ψ1,n + K2ψ2,n = hn in Ωǫ n , i = 1, 2. (4.6) Now, define Ψi,j,n(y) := ψi,n(ξj +δjy) for y ∈ Ωj,n, i = 1, 2 and j = 1, . . . , m. Note that Ψi,j,n = Φj,n +ci,n. Thus, we can prove the following fact.
Claim 2. Ψ1,j,n → ajY0j for j = 1, . . . , m1 and Ψ2,j,n → ajY0j for j = m1 + 1, . . . , m, weakly in Hα j (IR 2 ) and strongly in Lα j (IR 2 ) as n → +∞ for some constant aj ∈ IR, j = 1, . . . , m.
Proof: From the previous computations, it is clear that in Ωj,n ∆Ψ1,j,n + δ 2 j K1(ξj + δj y)Ψ1,j,n + δ 2 j K2(ξj + δjy) (Ψ1,j,n −c1,n +c2,n) = δ 2 j hn(ξj + δj y) and ∆Ψ2,j,n + δ 2 j K1(ξj + δjy) (Ψ2,n −c2,n +c1,n) + δ 2 j K2(ξj + δj y)Ψ1,j,n = δ 2 j hn(ξj + δjy). Furthermore, {ci,n} is a bounded sequence in IR, so it follows that {Ψi,j,n}n is bounded in Hα j (IR 2 ) for i = 1, 2 and j = 1, . . . , m. Also, we have that
Therefore, taking into account (4.4) we deduce that Ψi,j,n → Ψ * j as n → +∞ with i = 1 if j = 1, . . . , m1 and i = 2 if j = m1 + 1, . . . , m, where Ψ * j is a solution to ∆Ψ + 2α
It is standard that Ψ * j , j = 1, . . . , m, extends to a solution in the whole IR 2 . Hence, by using symmetry assumptions if necessary, we get that Ψ * j = ajY0j for some constant aj ∈ IR, j = 1, . . . , m.
For the next step we construct some suitable test functions. To this aim, introduce the coefficients γij's andγij's, i, j = 1, . . . , m, as the solution of the linear systems 8) respectively. Notice that both systems (4.7) and (4.8) are diagonally dominant, system (4.7) has solutions
and for the system (4.8) we get
Here, we have used (2.7). Consider now for any j ∈ {1, . . . , m} the functions η0j (x) = − 2δ
. Notice that η0j + 1 = −Z0j and, by similar arguments as to obtain expansion (2.4), we have that the following fact.
Lemma 4.1. There hold
uniformly in Ωǫ for someσ > 0.
Proof: On one hand, the harmonic function
on ∂B(ξj, ǫj ) by using the first equation in (4.7) and
on ∂B(ξi, ǫi) for i = j by using the second equation in (4.7). Therefore, by the maximum principle we deduce the expansion of Pǫη0j . On the other hand, similarly as above the harmonic functioñ
on ∂B(ξj, ǫj ), by using the first equation (4.8) and
on ∂B(ξi, ǫi) for i = j by using the second equation (4.8) . Therefore, by the maximum principle we deduce the expansion of Pǫηj . Denoteci = lim n→+∞c i,n for i = 1, 2, up to a subsequence if necessary. Hence, we get that Φj,n → ajY0j −c1, for j = 1, . . . , m1, and Φj,n → ajY0j −c2, for j = m1 + 1, . . . , m, (4.9)
weakly in Hα j (IR 2 ) and strongly in Lα j (IR 2 ), since Φj,n = Ψi,j,n −ci,n.
Claim 3. There hold that (αj − 1)aj + 2ci = 0 either for i = 1 and all j = 1, . . . , m1 or for i = 2 and all j = m1 + 1, . . . , m.
Proof: To this aim define the following test function PǫZj, where Zj = ηj + γ * j η0j and γ * j is given by
Thus, from the assumption on hn, | log ǫn| hn * = o(1), we get the above relation between aj andci either for i = 1 and all j = 1, . . . , m1 or for i = 2 and all j = m1 + 1, . . . , m. Furthermore, from (2.7) and the expansions for γjj andγjj we obtain that
Notice that PǫZj expands as
Assume that i = 1 for all j = 1, . . . , m1 or i = 2 for all j = m1 + 1, . . . , m. Multiplying equation (4.2) by PǫZj and integrating by parts we obtain that
in view of PǫZj = 0 and ψi =ci,n on ∂Ωǫ and
Furthermore, we have that
Now, estimating every integral term we find that
Next, by scaling we obtain that either for i = 1 and all j = 1, . . . , m1 or i = 2 and all j = m1 + 1, . . . , m it holds
Note that
Also, by using (4.10)-(4.11) we get that
(1 + |y| α j ) 2 Ψi,j,nO(δj |y|) dy
(1 + |y| α j ) 2 Ψi,j,n log |y| dy
Furthermore, using (3.4) we have that
since for l = j and y ∈ δ
and using thatγ lj − γ lj γ * j = O(| log ǫ| −1 ) for l = j, we deduce that
Notice that
If either i = 2 and j = 1, . . . , m1 or i = 1 and j = m1 + 1, . . . , m, from similar computations as above we get that
Here, we sum over l = 1, . . . , m1 for i = 1 and l = m1 + 1, . . . , m for i = 2. Besides, similarly as above we obtain that
and
Therefore, we conclude that
and hence (αj − 1)aj + 2ci = 0 either for i = 1 and all j = 1, . . . , m1 or i = 2 and all j = m1 + 1, . . . , m. Hence, from Claim 3 it follows thatci = 0 for i = 1, 2 and then aj = 0 for all j = 1, . . . , m.
Proof: Similarly as above, let us use suitable test functions to get the claimed relations. Consider the functions Z0j (x) = Y0j(δ
, for all j = 1, . . . , m. From the fact that Z0j = −η0j − 1, we have that
for someσ > 0, where the γij's, i, j = 1, . . . , m, satisfy the diagonal dominant system (4.7). Assume that either i = 1 for all j = 1, . . . , m1 or i = 2 for all j = m1 + 1, . . . , m. Similarly as above, multiplying equation (4.6) by γ −1 jj PǫZ0j and integrating by parts we obtain that
(4.13)
Now, estimating every integral term we find that γ
and the choice of γjj. Next, we obtain that
Also, we have that
We estimate the first term as
For the next one, for i = 1, j = 1, . . . , m1 we find that
in view of
for l = j and
Similarly, for i = 2, j = m1 + 1, . . . , m we find that
On the other hand, if either i = 2 and j ∈ {1, . . . , m1} or i = 1 and j ∈ {m1 + 1, . . . , m}, from similar computations as above and the expansion of PǫZ0j (ξ k + δ k y) for j = k, we obtain that
(1 + |y| α k ) 2 Ψ 2,k,n (y) log |y| dy (1 + |y| α j ) 2 log |y|Ψi,j,n(y) dy (4.14)
+ o(1).
Notice that from (2.7) and (4. [log ǫ + log dj] = − 1 2παj(αj − 2) log ǫ + O(1).
Since we do not know the rate of the convergence (1 + |y| α j ) 2 Ψi,j,n(y) dy = o(1) for any j = 1, . . . , m, we shall use the following rate (1 + |y| α j ) 2 Ψ2,j,n(y) dy.
Hence, we deduce (4.15). Thus, multiplying (4.14) by −2παj(αj − 2) and taking the sum either over j = 1, . . . , m1 for i = 1 or j = m1 + 1, . . . , m for i = 2 we conclude that (1 + |y| α j ) 2 Ψi,j,n(y) dy + (1 + |y| α j ) 2 log |y|Ψi,j,n(y) dy.
Therefore, passing to the limit we conclude that (1 + |y| α j ) 2 log |y|Y0j (y) dy = 0.
The first part of the claim follows since (1 + |y| α j ) 2 log |y|Y0j(y) dy = −4π.
On the other hand, from claim 3 we have that aj = − 2 αj − 1c
i either for i = 1 and all j = 1, . . . , m1 or for i = 2 and all j = m1 + 1, . . . , m. Therefore, by replacing in (4.12) we deduce that 0 = −2c1 αj (αj − 2) αj − 1 .
Therefore,c1 =c2 = 0 and consequently aj = 0 for all j = 1, . . . , m, since αj (αj − 2) αj − 1 > 0. Now, using (4.9) and Claim 4, we deduce that Φj,n → 0 weakly in Hα j (IR 2 ) and strongly in Lα j (IR 2 ) as n → +∞. Thus, we reach a contradiction with (4.5), and then the a-priori estimate φ ≤ C| log ǫ| h p is established. Concerning solvability issues, consider the space H = H With the aid of Riesz's representation theorem, this equation gets rewritten in H in the operatorial form φ = K(φ) +h, for someh ∈ H, where K is a compact operator in H. Fredholm's alternative guarantees unique solvability of this problem for any h provided that the homogeneous equation φ = K(φ) has only the trivial solution in H. Since this is equivalent to (3.6) with h ≡ 0, the existence of a unique solution follows from the a-priori estimate (3.7). The proof is complete.
