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In this paper we conduct Monte Carlo simulations to investigate the thermodynamic properties of
a geometry of artificial spin ice recently proposed in the literature that had been termed “rewritable”
spin ice, for its experimental realization allows total control over the microstates of the system. Our
results show that in the thermodynamic limit a single phase transition between a fully magnetized
state and a paramagnetic state exists, whereas for finite systems an intermediate phase also emerges,
engendering a low temperature pseudo phase transition. This intermediate phase is characterized by
large magnetic domains separated by domain walls composed of monopole-like excitations, resulting
in low net magnetization values. We also show that two types of low energy excitations that behave
as magnetic monopoles emerge in the system, both of which are geometrically constrained to move
along a predefined path.
I. INTRODUCTION
Artificial spin ices (ASI) are arrays of interacting mag-
netic nanoislands that can be litographically patterned
in a variety of lattice structures, the most common ex-
amples being the square1 and the kagome2 lattices. The
islands are small enough that they are single-domain, and
the elongated shape of each individual island constrains
its magnetic moment to point along its longest axis, forc-
ing it to behave as an effective Ising macrospin. In the
simplest ASI realization, the square ASI, the lowest en-
ergy configurations of each vertex of the lattice, where
four spins meet, are characterized by two spins pointing
inward and the other two directed outward, obeying an
ice rule analogous to the one encountered in some water
ice phases3,4.
Initially designed to allow the real-space observation
of the exotic states found in geometrically frustrated
rare-earth pyrochlore crystals5,6, ASI’s scope has signif-
icantly transcended their original purpose, mainly due
to their remarkable property of allowing the design of
custom lattice structures7,8 which deliberately target
the emergence of behaviors and applications. In addi-
tion to the intriguing monopole-like excitations9 which
are also encountered in their three-dimensional (3D)
counterparts10, ASI have opened windows to the study of
novel phenomena such as vertex frustration11, monopole-
charge screening12,13, topologically protected magnetic
charges11,14, transfer and processing of information15,
among others.
One of the most promising applications of these ma-
terials is in the storage and processing of information
through the manipulation of their local configurations. In
this regard, an important step has been made by Wang et
al.16, who have designed a lattice geometry derived from
the original square artificial spin ice that allows complete
experimental control over the microstates of the system.
For this reason, the system has been termed rewritable
artificial spin ice (RWASI). Interesting is the fact that in
this geometry the same monopole-like excitations picture
of the original ASI is expected. However, due to the lat-
tice structure, the monopoles are restricted to move along
straight lines, suggesting the possibility of dimensionality
reduction17.
The experimental realization of this particular geom-
etry was essentially athermal, since the relatively large
volume of the nanoislands used in Ref. 16 posed a signif-
icant energy barrier for the inversion of spin orientations,
blocking the system’s dynamics. However, the fabrica-
tion of thinner nanoislands with a much lower blocking
temperature is also possible18, and has been applied to a
number of different spin ice geometries17,19–23, shedding
light on the thermodynamics of this class of materials
both in and out of equilibrium24,25.
In order to elucidate the thermal behavior of this geom-
etry of ASI, we have conducted Monte Carlo simulations
of the RWASI using open (OBC) and periodic bound-
ary conditions (PBC). Our results indicate that in the
thermodynamic limit the system is expected to behave
as the square ASI26, exhibiting a phase transition in the
Ising universality class between the ordered low temper-
ature phase and the disordered high temperature phase.
Nevertheless, for finite systems a pseudo phase transi-
tion appears at low temperature, marking the passing
from the fully ordered (magnetized) phase to a low mag-
netization phase characterized by the presence of large
domains separated by domain walls composed of mag-
netic monopole-like excitations. The appearance of this
intermediate phase in finite systems makes for interest-
ing possibilities, since the pseudotransition between the
magnetized and low magnetization states is very abrupt,
resembling a discontinuous phase transition, in such a
way that small temperature variations may completely
change the system’s state and properties. The paper is
organized as follows: Sec. II describes our model and
simulation methods; in Sec. III, an analysis of vertices
types and monopole excitations is carried out; Sec. IV
is devoted to the system with periodic boundary con-
ditions; Sec. V contains the results for open boundary
conditions, and in Sec. VI we present our final remarks.
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2II. MODEL AND SIMULATIONS
The RWASI lattice is obtained by modifying the square
ASI geometry as indicated in Fig. 1. In the latter, each
vertex is surrounded by two pairs of spins aligned in per-
pendicular directions, whereas in the former two of those
spins are now placed at a 45 deg angle with respect to the
others16. As a result, each vertex of the RWASI lattice is
surrounded by three spins, two of which are original, in
the sense that they are also present in the square lattice.
The third spin, which is the modified one, is placed at
a 45 deg angle with respect to the other two. Half of
the spins in the lattice are original and half are modified,
since each original spin is shared between two vertices
whereas the modified one is fully contained within a sin-
gle plaquette. A more detailed discussion on vertex types
will be offered in Sec. III.
(a) (b)
FIG. 1. (a) A typical square artificial spin ice. (b) The
RWASI geometry is obtained by modifying half of the spins
in the square lattice. To do so, the dipoles of the square
ASI are thought of as being composed of two poles, each of
which is reattached to the opposite pole of a neighboring spin,
resulting in rows of horizontal spins at a 45 deg angle with the
original ones. The vertices of the square ASI (green squares)
are still present in the modified lattice, but in the latter only
two spins converge toward each of these vertices. Notice also
that the rows of horizontal spins in the RWASI geometry give
rise to secondary vertices between pairs of slightly misaligned
dipoles.
In our model, nanoislands are treated as point-like
Ising spins interacting through a dipolar potential. The
magnetic moment of each island is given by mi = µSieˆi,
where µ is the norm of the dipole moment (considered
equal for all nanoislands), Si = ±1 are the spin vari-
ables, and eˆi represents the fixed orientation of each spin
on the plane. The lattice consists of L × L unit cells
of four spins each, as shown in Fig. 1(b), and the total
number of spins is N = 4L2. The lattice parameter l is
defined in accordance with Ref. 16, so that the separation
between two consecutive unit cells is l(2 +
√
2) in both x
and y directions. The total Hamiltonian is written as:
H = D
2
∑
i 6=j
[
Sieˆi · Sj eˆj
r3ij
− 3 (Sieˆi · rij) (Sj eˆj · rij)
r5ij
]
,
(1)
where rij is the vector connecting spins at sites i and
j, and D = µ0µ
2/(4pil3) is the coupling constant of
the dipolar interaction, µ0 being the permeability of free
space.
We ran simulations with two different boundary con-
ditions: open and periodic. In the lattice with open
boundary conditions, the last spin in each row has been
removed to avoid an asymmetry between left and right
borders. For periodic boundary conditions, several copies
of the system have been considered in each direction. As
the dipolar potential in two dimensions is generally con-
vergent, we assume that the amount of copies (∼ 105)
used in the simulations is large enough that the total en-
ergy can be computed with reasonable precision. This as-
sumption was verified by comparing the results for simu-
lations performed considering different cutoff radii27 and
noticing that the results agree within error bars.
Since the only variable in each term of the summation
in Eq. 1 is the product SiSj , the Hamiltonian can be
factored as
H = D
2
∑
i 6=j
SiSj
[
eˆi · eˆj
r3ij
− 3 (eˆi · rij) (eˆj · rij)
r5ij
]
. (2)
By calculating the constant term in brackets in Eq. 2
for each pair of spins beforehand, the computing time
needed to update energy values during simulations is
greatly reduced. We used a single spin-flip Metropolis al-
gorithm, combined with some multiple spin-flip steps to
speed up the dynamics and avoid trapping in local min-
ima. The results of the simulations were extrapolated
to non-simulated temperatures through the multiple his-
togram reweighting method28. For each lattice size and
boundary condition, ten samples were simulated to allow
the estimation of errorbars. A typical simulation con-
sisted of 105 Monte Carlo steps for equilibration and 106
steps to compute averages.
III. VERTICES AND MONOPOLES
As can be noticed in Fig. 1, each vertex of the square
ASI has its counterpart in RWASI. However, the ice rule
does not hold in the latter, at least in its original formu-
lation. In the modified lattice, the net magnetic charge
of a vertex is kept neutral whenever one of the original
spins points in and the other one points out. The viola-
tion of this ice rule analog yields an excess of magnetic
charge in the vertex, in a similar way to what happens
in the square lattice when the ice rule is violated. The
orientation of the modified spin is important for energy
considerations but does not contribute to the magnetic
charge in the vertex, because the two opposite poles of
this spin are equidistant to the vertex.
Since a vertex is now defined by only three spins, it
can assume eight possible configurations, which can be
divided in three different groups according to their en-
ergy levels. It is important to notice, though, that these
configurations may appear reflected about the horizon-
tal axis, as shown in Fig. 2, because the modified spin
3Type I Type II Type III Type A Type B
FIG. 2. The eight possible configurations of the primary vertex are classified in three types, in ascending order of interaction
energy. The vertices shown in the second row are in the same configuration as the vertices immediately above them, but they
are reflected about the x axis. In a random configuration of the system, the expected values of vertex populations are 25% for
types I and II and 50% for type III vertices. The secondary vertices are not present in square ASI and are classified in types
A and B. The head-to-tail alignment of spins in type A vertices makes them less energetic than type B.
appears above the other two in half of the vertices and
below them in the other half. Both type I and type II
vertices obey the modified ice rule and are charge neu-
tral, but type I vertices are less energetic than type II
because all of its local interactions are satisfied. Type III
vertices are the most energetic and exhibit an excess of
magnetic charge. The doubly charged vertices present in
square ASI do not occur in the modified lattice.
Contrary to what happens in square ASI, in the
RWASI lattice not all spins point towards their respec-
tive vertices. Indeed, the modified spins in RWASI form
structures very similar to one-dimensional Ising arrays,
with a small offset in the y direction between nearest
neighbors. The midpoint between two of these spins can
be treated a secondary vertex of coordination number
z = 2. Energy is minimized when both spins have the
same orientation in the x direction (type A vertices),
whereas excited vertices (type B) appear when spins have
opposite orientations (see Fig. 2).
In square ASI, it has been shown9 that elementary ex-
citations above the ground state appear as a pair of oppo-
sitely charged vertices, whose interaction energy exhibits
an effective Coulombic term. The separation of the ex-
cited vertices across the lattice result in a string of charge-
neutral yet energetically disfavored vertices. Thus, the
energy of these excitations can be written as:
V (r) = −q
r
+ ax(r) + b, (3)
where q is the magnetic charge magnitude, r is the dis-
tance between the excited vertices, a is the string tension,
x(r) is the string length, and b is the energy required for
monopole pair formation. In the RWASI lattice, this be-
havior is observed not only for type III vertices, which are
analogous to the single-charged monopoles of the square
lattice, but also for type B vertices, that are specific to
this geometry. In both cases, the separation of a pair of
monopoles across the lattice results in a string of type II
vertices, that are charge-neutral but considerably more
energetic than type I (see Fig. 3). By adjusting Eq. 3 to
the energy of excited configurations, we were able to cal-
culate the effective magnetic charge of type III and type
B vertices, which are, respectively, qIII = 1.65(2)Dl and
qB = 1.21(1)Dl (see Fig. 4).
(a) (b)
FIG. 3. (a) A pair of oppositely charged type III excitations
(circles) formed by flipping a sequence of spins (highlighted in
black) from the ground state. Notice that by flipping neigh-
boring spins one can only separate them in a zigzag path. (b)
Two type B monopole-like excitations (smaller circles) formed
by flipping a sequence of modified (horizontal) spins. These
monopoles are constrained to move along a straight line. In
both cases, the opposite poles are connected by a string of
type II vertices (diamond-shaped markers).
One important consequence of this geometry is the fact
that monopoles are now constrained to move along a pre-
defined path. From Fig. 3(a), it is clear that a pair of
type III monopoles created in the ith row of the lattice
can only follow a zigzag path that either leads them fur-
ther apart or brings them closer together in the same row
until they meet and annihilate. The same happens with
type B monopoles, which follow a straight line when hop-
ping between secondary vertices (Fig. 3(b)). This allows
for the possibility of controlled magnetic currents which
is absent in conventional ASI arrays.
IV. PERIODIC BOUNDARY CONDITIONS
Contrary to the square ASI, whose ground state is
characterized by an alternate tiling of type I vertices that
results in no net magnetization29, the ground state of the
RWASI was determined to be fully magnetized. This is
due to the fact that the RWASI geometry removes the
frustration of the square lattice at the local level, since it
allows a head-to-tail arrangement of all nearest-neighbor
spins, as can be inferred from the configuration of its
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FIG. 4. The Coulombic term Vq ≡ q/r of Eq. 3 is plotted
for the two types of monopole-like excitations present in the
system. The magnetic charge of monopoles has been esti-
mated by fitting Eq. 3 to the potential energy of monopoles
separated by a distance r (dashed lines). The charge qIII of
monopoles formed by the emergence of type III vertices was
determined to be greater than the charge qB , which corre-
spond to type B vertices.
least energetic vertices. In the ground state, all vertices
are in type I and type A configurations, as shown in Fig.
1(b). As the temperature rises, the magnetization drops
rapidly and a peak in the specific heat curve is observed
(see Fig. 5) as the system transitions into a paramagnetic
phase.
We simulated lattices of sizes ranging from L = 8 to
L = 40 to investigate the nature of this phase transition.
The finite-size scaling of the specific heat peak revealed
a logarithmic divergence, as shown in the inset of Fig.
5, indicating that the critical exponent that governs the
specific heat behavior, denoted by α, equals zero for this
transition. A power-law fit was also tried, but resulted
in a worse fit (not shown). This is in accordance with
previous results for the square ASI30, where a logarithmic
divergence was also found.
In order to estimate the critical temperature we ap-
plied a method based on the energy probability distribu-
tion (EPD) zeros recently reported in the literature31.
This method consists of a modification of the Fisher
zeros32 approach and allows the calculation of the com-
plex zeros of the partition function from a single his-
togram constructed at a certain inverse temperature β0.
As in the Fisher zeros method, phase transitions are char-
acterized by the zeros that touch the real positive axis in
the thermodynamic limit. For finite systems, however,
there can be no real positive zeros, so that one expects
that the zeros nearest to the positive real axis, called
leading or dominant zeros, are indicative of phase transi-
tions. This method presents some advantages over con-
ventional ones, such as not requiring the definition of an
order parameter and allowing the obtention of the critical
temperature directly from the partition function—and
FIG. 5. The specific heat curve for PBC exhibits a peak near
the transition temperature that becomes more pronounced
with increasing lattice sizes. (inset) The linear fit of the
specific heat peak as a function of the natural logarithm of
the lattice size L suggests a logarithmic divergence, resulting
in a critical exponent α = 0. The points in the graphs are the
direct results of simulations, whereas the lines were obtained
by the multiple histogram reweighting technique. When not
shown error bars ares smaller than the symbol sizes.
not from the behavior of derived thermodynamic quanti-
ties such as specific heat and susceptibility. In addition,
an estimate of the transition exponent ν can also be easily
obtained. More details about this method can be found
in the Appendix and in Refs. 31, 33, and 34.
The inset of Fig. 6 shows a log-log plot of the imagi-
nary part of the leading zero as a function of lattice size.
From Eq. A.4, the slope of a linear fit on the data is
equivalent to −1/ν, which in this case yields the criti-
cal exponent ν = 1.001(5). This result, along with the
logarithmic divergence of the specific heat, indicates that
this transition belongs to the two-dimensional Ising uni-
versality class, a fact that has been previously observed
in models of square ASI35.
We then used the critical temperature values obtained
with finite lattices, Tc(L), to estimate the critical tem-
perature in the thermodynamic limit T ∗c , according to
the expression
Tc(L) = T
∗
c + aL
−1/ν (4)
where a is a constant. Taking the Ising exponent ν = 1
and plotting Tc(L) as a function of L
−1 results in a
straight line whose intercept with the y axis gives the
critical temperature T ∗c . Using the values of Tc(L) given
by the EPD zeros method, we found a critical tempera-
ture of T ∗c = 0.671(1)D/kB , while extracting Tc(L) from
the position of the specific heat peak yielded a very close
value, T ∗c = 0.672(1)D/kB (see Fig. 6). The critical
temperature T ∗c = 0.671D/kB , along with the Ising ex-
ponents γ = 1.75 and ν = 1, generates a good col-
lapse of both magnetic susceptibility and Binder cumu-
lant curves, providing a good consistency check for our
results (not shown here).
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FIG. 6. Critical temperature obtained with both the EPD
zeros method and the specific heat peak. The Ising exponent
ν = 1 was used. The y intercept of the fit gives the critical
temperature in the thermodynamic limit. Smaller lattice sizes
(L = 8, 12, 16) were not considered in the fit. The inset shows
a log-log plot of the imaginary part of the leading zero as a
function of lattice size. The slope of the linear fit allows the
estimation of the critical exponent ν = 1.001(5). When not
shown error bars ares smaller than the symbol sizes.
The critical temperature of the square ASI has been
determined by Silva et al.30 to be approximately Tc ≈
7.2D′/kB , where D′ = µ0µ2/(4pil′3) is the coupling con-
stant of the dipolar interaction used in that work and l′
is the lattice parameter. A comparison between the crit-
ical temperatures of the square ASI and the rewritable
ASI is only possible if we notice that the definition of
the lattice parameter l used in our study is different
from the lattice parameter l′ defined in Ref. 30. While
l′ represents the distance between two adjacent vertices
in the square lattice, the corresponding vertices in the
rewritable lattice are separated by a distance of l(1+
√
2).
Therefore, in order for the position of the correspond-
ing vertices in both lattices to coincide, we should have
l = l′/(1 +
√
2), which yields a ratio between coupling
constants of D = (1 +
√
2)3D′. The critical temperature
Tc = 0.671(1)D/kB of the RWASI model would thus re-
sult in Tc = 9.44(1)D
′/kB in the units used in Ref. 30,
which is higher than that of the square ASI. A possible
explanation is the higher level of frustration present in
the square ASI, which makes ordering more difficult.
V. OPEN BOUNDARY CONDITIONS
Remarkably, the system’s behavior is different when
open boundary conditions are used, suggesting that
finite-size effects give rise to some features that become
suppressed in the thermodynamic limit. From Fig. 7 (in-
set), it is clear that the total magnetization exhibits three
different regimes, and not only two as in the PBC case.
The ground state is still maximally magnetized, as one
would expect, but as the temperature rises the magneti-
zation curve reaches a plateau before finally decaying into
the paramagnetic phase. The specific heat curve is also
qualitatively different, as another local maximum arises
at a much lower temperature than the formerly observed
peak (Fig. 7). This local maximum is significantly less
pronounced for smaller lattices, and appears as a mere
shoulder in the curve for L = 8 and L = 12. By look-
ing at typical configurations for these three regimes, we
notice that between the fully magnetized and the para-
magnetic phases there is an intermediate phase that is
characterized by the emergence of a domain wall of type
B and type II vertices separating clusters of opposite spin
orientations. These clusters, however, contain almost no
magnetically charged vertices (Fig. 8).
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FIG. 7. The specific heat curve for OBC signals two signif-
icant regime changes, as a local maximum that is absent in
PBC now appears. The magnetization curve (inset) shows
that the temperature at which the system is fully magnetized
is much lower for OBC than for PBC. Also, an intermediate
regime in magnetization arises, and is identified by a plateau
in the curve. The paramagnetic phase is reached at a slightly
lower temperature when compared to PBC.
Although phase transitions can only be rigorously de-
fined in the thermodynamic limit, this behavior of the fi-
nite system suggests that it undergoes two pseudo phase
transitions. This is further confirmed by the EPD zeros
method. Fig. 9 shows a comparison between the zeros
maps for PBC and OBC lattices of the same size and at
the same temperature. In the OBC lattice’s map, two
zeros clearly stand out, both of which converge to a real
part of one upon iteration, indicating two pseudo phase
transitions. The PBC lattice, on the other hand, presents
only one dominant zero as expected. We simulated OBC
lattices ranging from L = 8 to L = 28. The tempera-
tures at which these transitions occur, shown in Table I,
satisfactorily agree with the temperatures of the specific
heat peaks for each system size.
This low-temperature pseudo phase transition appears
to be first order in nature. Indeed, the Binder cumulant
6FIG. 8. The typical configuration of the intermediate phase
exhibits a domain wall between two clusters of opposite mag-
netization, resulting in low values of total magnetization. This
domain wall requires the emergence of type B and/or type II
vertices. Here, a domain wall of type B vertices is shown,
with positive and negative charge excitations represented as
red (dark gray) and blue (light gray) circles respectively.
TABLE I. Temperature of pseudo phase transitions for
different system sizes.
L Tc1(D/kB) Tc2(D/kB)
8 0.2439(1) 0.569(1)
12 0.2645(1) 0.588(1)
16 0.2765(7) 0.600(2)
20 0.2843(5) 0.611(2)
24 0.2884(4) 0.620(3)
28 0.293(2) 0.622(2)
of the magnetization,
U4 = 1− < m
4 >
3 < m2 >2
,
exhibits a sharp drop that begins near the transition
temperature and reaches negative values (Fig. 10(a)),
suggesting a first order transition36. Although the en-
ergy histogram near the transition is not clearly double-
peaked, we can infer that it is formed by the sum of
two unimodal distributions as can be seen in the his-
tograms above and below the transition temperature (see
Fig. 10(b)).
To gain more insight on the mechanism that drives
these different behaviors, we looked at the population of
vertices that belong to each type as a function of temper-
ature (see Fig. 11). The PBC system presents a trivial
behavior in which low energy vertices (types I and A) are
preferred at low temperature and higher energy vertices
are increasingly common as the temperature rises. With
OBC, however, we see that vertices of types II and B
increase more rapidly in the region of the intermediate
phase, as shown in Fig. 11(c). This is actually a require-
ment for the formation of the domain walls that char-
acterize this phase, since these vertices are the building
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FIG. 9. Comparison between the zeros maps for PBC and
OBC lattices, both with L = 8 and T0 = 1/β0 = 0.27D/kB .
The finite system presents two zeros that converge to a real
part of one upon iteration. The zero highlighted in the map,
that is clearly absent for the periodic lattice, leads to the
low-temperature pseudo phase transition.
blocks of the wall. We also computed the susceptibility
of type II, type B, and type III vertex populations in the
OBC lattice (Fig. 11(d)) to show that the first two ex-
hibit strong peaks at both transition temperatures while
the latter presents only one peak at the high-temperature
transition, denoting that types II and B are indeed the
most important excitations that take part in the low-
temperature transition. Type I and type A vertices also
present a peak in susceptibility (not shown here) as a
consequence of more vertices assuming types II and B
configurations, respectively. For PBC, only one peak in
susceptibility is observed for all vertex types (also not
shown), which coincides with the transition temperature
as expected.
It is important to remark that in order to transition
from a typical intermediate state configuration to the
ground state by means of single spin flips, the system
has to access states of significantly higher energy in its
configuration space. This important energy barrier poses
a difficulty to obtaining the ground state through an an-
nealing process. In fact, in our simulations the ground
state has only been reached when we added multiple spin
flips that attempt to invert either half of the lattice or
entire lines of spins at once. As a consequence, a similar
annealing process in an experimental setting with rel-
atively small lattices would presumably result in many
samples being found in a frozen-in intermediate phase
even at very low temperatures.
In order to understand the different behaviors observed
for PBC and OBC in the present study, it is useful to re-
sort to an analogy with ferromagnetism in continuous
media. Firstly, it is important to notice that the ferro-
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FIG. 10. (a) Binder cumulant of the magnetization with
OBC for different system sizes. The curves exhibit a nega-
tive minimum that sharpens with increasing lattice size. (b)
Energy histograms with L = 28, OBC. The pseudo phase
transition for this lattice size occurs at Tc = 0.293(2). The
rough appearance of the curve at low energies is due to the un-
evenly spaced energy levels of possible configurations, which
are placed in equally-sized energy bins for the construction of
the histograms.
magnetic ground state with both PBC and OBC is in-
duced by the head-to-tail arrangement of the neighboring
dipoles, which is permitted by the lattice geometry. In
the lattice with OBC, though, this fully magnetized state
gives rise to a significant stray field, whose energy tends
to be reduced by the formation of domains (see, for exam-
ple, Ref. 37). This domain formation, however, imposes
an extra energy cost associated with domain boundaries,
so that the total energy of a certain state is the result of
a competition between stray field reduction and domain
boundary formation energy. In the RWASI lattice, at
least for the lattice sizes we were able to consider, this do-
main formation actually increases the total energy when
compared to the fully magnetized state, in such a way
that the ground state remains the same. Nevertheless,
the energy difference between the fully magnetized state
and the domain-wall state portrayed in Fig. 8 is cer-
tainly much smaller for OBC than for PBC, because the
formation of domains with periodic conditions presents
no advantage in terms of surface charge cancellation and
stray field reduction. Moreover, the flipping of spins per-
taining to the domain wall in the configuration shown in
Fig. 8 imposes very little energy costs, since their inter-
actions with neighbors are not all satisfied. This results
in a great number of slightly different domain-wall states
possessing similar internal energy, contrary to what oc-
curs in the ground state, in which single-spin flips are
generally costly. For a certain interval of temperatures,
this combination of energetic and entropic effects reduces
the free energy of the system favoring the domain-wall
states and engendering the appearance of the intermedi-
ate phase observed in the simulations.
Another way to see that the domain wall formation
is energetically disfavored with PBC is by noticing that
the periodic conditions introduce topological constraints
that are absent in the free boundary lattice. For instance,
in the configuration shown in Fig. 8, when PBC are
considered a second domain wall is identified in the up-
per/lower boundary, doubling (at least) the energy asso-
ciated with the domain wall and preventing the formation
of domains. Furthermore, spin flips on the lattice edges
with OBC costs significantly less energy than spin flips
in the bulk, suggesting that the emergence of excitations
required for domain wall formation is much more likely
to occur for OBC than for PBC.
The effects of open boundaries on nanomagnetic arrays
have also been discussed by Maceˆdo et al.38 for the pin-
wheel artificial spin ice, where it was shown that for OBC
the ground state is composed by domains that are not
present in the system with PBC. In addition, they found
that different domain structures appear depending on the
lattice shape and edge types. In this way, one may expect
to find different domain structures or even the enhance-
ment or suppression of the intermediate phase we have
found by considering different shapes and edge types for
the OBC lattice. An important difference between the
two systems, however, is that in the pinwheel ASI the
formation of domains actually changes the ground state
for OBC, while in the RWASI the ground state for PBC
and OBC coincide for the lattice sizes considered in this
work. We hypothesize that this difference may be due
to the greater stray field reduction provided by the flux
closure domains observed in the pinwheel ASI, which are
geometrically prohibited in the RWASI.
VI. CONCLUSION
In summary, we have investigated the thermodyamic
properties of a artificial spin ice geometry that had been
proposed in Ref. 16 by means of Monte Carlo simula-
tions. The prospects of technological applications re-
lated to the possibility of total control over the system’s
microstates allowed by this type of ASI, as well as its
suitability for experimental studies addressing the equi-
librium and non-equilibrium properties of magnetic ar-
rays of nanoislands, justify the exploration of its thermal
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FIG. 11. (a) Normalized vertex populations for the PBC and OBC lattices, L = 8, as a function of temperature. (b) Secondary
vertex populations as a function of temperature. Type B vertices appear at a lower temperature with OBC than with PBC.
As the temperature rises, all vertex populations converge to their correspondent multiplicities. (c) Comparison of types II, III,
and B populations for OBC and PBC. Vertical lines correspond to transition temperatures for L = 8 with OBC (light gray)
and PBC (dark gray). In the finite system, type II and type B vertices are slightly favored in the intermediate phase. (d) The
susceptibility of vertex populations (given in arbitrary units) with OBC shows two peaks for types II and B, and only one peak
for type III. This extra peak appears as a consequence of the formation of domain barriers in the low-temperature transition.
properties.
By analyzing low energy excitations in the system, we
see that the magnetic monopole picture of the square
ASI9 is present in this geometry, even though the lo-
cal frustration is absent. In addition, we observe that
the secondary vertices of the RWASI lattice also sup-
port the presence of monopole-like excitations, which
are connected by an energetic string and whose inter-
actions are characterized by a Coulombic term. These
secondary monopole-like excitations (type B monopoles)
were found to have a slightly smaller magnetic charge,
qB = 1.21(1)Dl, when compared to the monopoles in the
main vertices (type III monopoles), qIII = 1.65(2)Dl.
This difference might be associated with the misalign-
ment of the spins that form type B vertices. Although the
RWASI geometry constrains monopoles to move along
straight lines, no signals of dimensional reduction were
found.
By using a method based on the zeros of the en-
ergy probability distribution (EPD)31,33,34, the transi-
tion temperature for periodic boundary conditions was
obtained (T ∗c = 0.671(1)D/kB). In this case, a single
phase transition between the ordered ground state and a
paramagnetic state was found, and only above the transi-
tion temperature the density of monopoles increase con-
siderably. This phase transition was characterized as be-
longing to the 2D Ising universality class, as one would
expect by using universality arguments and comparing
with the square ASI30.
Our results for open boundary conditions, however,
show a different and much more interesting behavior. An
intermediate phase characterized by low magnetization
and the presence of large domains of magnetized regions
was observed. As a consequence, a leading zero of the
EPD indicating a low temperature pseudo phase transi-
tion appears. This pseudo transition seems to be first
order in nature as indicated by the Binder’s cumulant of
the magnetization. Moreover, the domain walls are com-
posed mainly by type B and type II vertices, suggesting
that a current of magnetic monopoles may be expected
to develop in the formation of such domain walls. This
expectation is confirmed by a peak in the susceptibility
of the populations of type B and type II vertices. We
remark that monopoles are constrained to move along
the xˆ direction, in a way that those possible magnetic
currents may be more easily measured.
Another point that deserves attention is that this low
temperature pseudo transition is expected to be sup-
9pressed in the thermodynamic limit. However, as the
simulated system sizes are on the same order of magni-
tude as the size of some typical realizations of ASI, we
expect that the transition will play a determinant role
in experimental realizations of this system. Indeed, con-
sidering l = 300nm the lateral dimension of the largest
system that we simulate (L = 28) would be about 30µm,
whereas the samples of Ref.16 are approximately 80µm
wide. Since the difference in behavior observed for OBC
and PBC is a result of the energetic and entropic contri-
butions of the domain formation process induced by the
array edges, we expect the shape and size of the sample to
give rise to different domain structures and significantly
influence the intermediate phase.
Appendix: EPD zeros
Here we present the main ingredients necessary to un-
derstand the EPD zeros scheme. For further details we
refer the reader to Refs. 31, 33, and 34. Let us start by
writing the partition function as
Z(β) =
∑
E
g(E)e−βE =
∑
E
h0(E)e
−∆βE , (A.1)
where the summation runs over all possible energy val-
ues E, g(E) is the density of states, ∆β = β − β0, and
h0(E) = g(E)e
−β0E is the non-normalized energy proba-
bility distribution—or, in other words, the histogram at
an inverse temperature β0. By assuming a discrete set
of energies En = 0 + n and defining x ≡ e−∆β, the
partition function can be rewritten in polynomial form:
Z = e−∆β0
∑
n
h0(n)x
n, (A.2)
The zeros of this polynomial are complex numbers. Since
all polynomial coefficients, e−∆β0h0(n), are real positive
numbers, there are no real positive zeros and all roots
appears as conjugated pairs. However, in the thermody-
namic limit, one expects to find a zero at the point (1, 0)
in the complex plane for β0 = βc, signaling the non-
analytic behavior of the free energy (f = −kBT ln(Z))
at the phase transition temperature, βc. For finite sys-
tems, the zero that is closest to this point is considered
the dominant zero, and its real part can be used to esti-
mate the critical temperature through the expression:
βc = β0 − ln(<e(xc))

, (A.3)
where xc is the dominant zero at inverse temperature β0.
By making a new histogram at β0 = βc, we can further
refine our estimate for the critical temperature, making
this an iterative process. It is also worth noticing that
the imaginary part of the dominant zero is expected to
scale with system size L as
=m(xc) ∼ L−1/ν , (A.4)
where ν is the critical exponent defined by the divergence
of the correlation length.
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