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Ra£unanje realnih ni£el polinoma z izrezovanjem
Povzetek
V delu bom predstavil algoritem za ra£unanje realnih ni£el polinoma, imenovan
kubi£no izrezovanje. Dan polinom p najprej zapi²emo v Bernsteinovi bazi in ga
aproksimiramo s kubi£nim polinomom q. Slednjega dobimo z niºanjem stopnje za-
£etnega polinoma. Po Cardanovi formuli izra£unamo ni£le polinoma q, ki bodo
oklepale ni£le polinoma p in bodo zmanj²ale za£etni interval. Iteracijo ponavljamo,
dokler interval ni kraj²i od ºeljene natan£nosti. Dolºine intervalov z ni£lami p kon-
vergirajo z redom 4 za enojne ni£le, 2 za dvojne ni£le in superlinearno 4
3
za ni£le
reda 3.
Computing real roots of polynomial using cubic clipping
Abstract
In this work we present an algorithm for computing real zeros of a polynomial
called cubic clipping. We write a given polynomial p in Bernstein basis. Then we
aproximate p with a cubic polynomial q using degree reduction on p. Using Cardano
formula, we then compute the roots of q which enclose zeros of p and shorthen the
length of the starting interval. Now we iterate this process, until we ﬁnd zeros within
the given accuracy. Lengths of the intervals containing zeros of p have a convergence
rate 4 for single roots, 2 for double roots and superlinear 4
3
for cubic roots.
Math. Subj. Class. (2010): 65D17, 65D20, 11C08, 12Y05
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Keywords: Polynomial, root ﬁnding, cubic clipping, Bézier curve
1. Uvod
Polinomi spadajo med najenostavnej²e funkcije. Imajo preprost zapis, enostavno
je z njimi ra£unati, jih odvajati in integrirati, vemo, da imajo to£no toliko kom-
pleksnih ni£el, kot je njihova stopnja (osnovni izrek algebre) in imajo zelo preprost
analiti£en opis. To so eni izmed razlogov, da jih uporabljamo v skoraj vsaki veji
matematike.
Iskanje ni£el polinoma je pogost in pomemben problem v matematiki, znanosti
in strojni industriji. Pojavlja se v mnogih kompleksnej²ih problemih v modeliranju,
procesiranju in vizualizaciji geometrijskih problemov, zato potrebujemo u£inkovite
in robustne algoritme za re²evanje polinomskih ena£b. Te algoritme potrebujemo pri
ustvarjanju realisti£nih ra£unalni²kih slik ali £e ºelimo narisati ploskev s pomo£jo
sledenja ºarkom. V slednjem primeru moramo re²iti sistem dveh polinomskih ena£b
z dvema neznankama, ki ju dobimo, £e sekamo racionalno krivuljo s premico. Morda
nas zanimajo prese£i²£a krivulj in ploskev ali pa se ukvarjamo s teorijo zaznavanja
trkov. e ra£unamo najbliºje to£ke na krivulji ali ploskvi, spet pridemo do poli-
nomskih ena£b. Skratka, mnogi geometrijski problemi od nas zahtevajo analizo in
predstavitev raznih krivulj, kar pa nas slej ko prej pripelje do iskanja ni£el polinomov.
Za polinome nizkih stopenj ºe dolgo poznamo eksplicitne formule za ni£le. Re²itve
kvadratne ena£be so poznali ºe Arabci v srednjem veku. V 16. stoletju je Cardano
re²il problem ni£el kubi£nih polinomov in kmalu po tem ²e polinomov £etrte stopnje.
Potem pa je v 19. stoletju Abel dokazal, da za polinome vi²jih stopenj eksplicitne
formule, ki bi vklju£evala koeﬁciente polinoma, za ni£le ni mogo£e zapisati. Posle-
di£no so matematiki za£eli iskati numeri£ne metode za iskanje ni£el.
Natan£neje, nas zanimajo numeri£ne metode, ki zagotavljajo, da bomo dobili vse
realne re²itve oz. realne ni£le danega polinoma. Med osnovne metode numeri£nega
ra£unanja ni£el spadajo na primer bisekcija, ve£ vrst interpolacije, Newtonova me-
toda, Bernoullijeva metoda, Graeﬀejeva metoda itd. Sommese in Wampler sta leta
2005 predstavila t.i. homotopske metode, s katerimi sta dani sistem polinomskih
ena£b pretvorila v podoben enostavnej²i problem. Tega sta re²ila in potem s po-
mo£jo dobljenih re²itev dobila re²itve prvotnega sistema. Pri tem so dani polinomi
pogosto v poten£ni bazi. Na podro£ju ra£unalni²ko podprtega geometrijskega obli-
kovanja (Computer aided geometric design - CAGD) kot bazo prostora polinomov
pogosto uporabljamo Bernsteinovo bazo. Razlog za to je, da ima ta baza mnoge ko-
ristne lastnosti. Glavne lastnosti, ki jih ºelimo, so numeri£na stabilnost (rezultati,
ki jih vrne, so relativno neob£utljivi na motnje, ki se pojavijo zaradi zaokroºitvenih
napak med samim ra£unanjem), robustnost (na enostavnih problemih vedno deluje
pravilno, obi£ajno deluje na teºjih problemih, kadar pa ne deluje, vrne informacijo
o tem) in t.i. lastnost konveksne ogrinja£e (graf polinoma je omejen s konveksnim
likom). Slednja lastnost je temelj metode imenovane Bézierjevo izrezovanje. To
metodo je leta 1990 predstavil T. Nishita in je osnovna metoda, ki uporablja ome-
njeno bazo. Glavna strategija je poiskati dele prostora, kjer polinom nima ni£el,
jih izrezati ter postopek nadaljevati na manj²em intervalu. Leta 2007 sta Barto¬
in Jüttler predstavila novo metodo, imenovano kvadratno izrezovanje. Ta za razliko
od Bézierjevega izrezovanja uporablja aproksimacijo danega polinoma s polinomom
druge stopnje s pomo£jo t.i. "niºanja stopnje". Iz dobljenega polinoma dobimo dva
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kvadratna polinoma, ki ukle²£ita dani polinom. Izra£unamo njune ni£le in iz njih
dobimo manj²i interval, ki vsebuje iskane ni£le. Postopek potem iterativno pona-
vljamo. Ligang Liu in kolegi so leta 2009 nadgradili idejo. Predstavili so kubi£no
izrezovanje in nato idejo posplo²ili. Ideja metode je ista kot pri kvadratnem izrezo-
vanju, le da bo polinom, s katerim aproksimiramo dani polinom, sedaj tretje stopnje.
S tem se red konvergence glede na kvadratno izrezovanje ²e izbolj²a. e povzamem,
imajo metode izrezovanja v svojem bistvu dva glavna dela: ra£unanje polinomov,
ki omejijo dani polinom (ta del je £asovno najzahtevnej²i) in potem rezanje za£e-
tnega intervala glede na ni£le mejnih polinomov. Za prvi del v najslab²em primeru
potrebujemo O(n2) £asa, za drugi pa O(n), tako da je skupna £asovna zahevnost
algoritma O(n2).
V drugem poglavju bom predstavil koncept Bernsteinovih polinomov in Bézierjeve
krivulje. Deﬁniram ²e nekaj osnovnih pojmov in formul, ki jih bom potreboval v
delu. V tretjem poglavju bom natan£no predstavil kubi£no izrezovanje. Najprej
bom predstavil proces aproksimacije polinoma in nato ²e sam algoritem, ki ni£le
dejansko izra£una. Nato bom ugotovil, kako hitro metoda konvergira in rezultat tudi
dokazal. V zadnjem poglavju bom metodo primerjal s prej omenjenima kvadratnim
in Bézierjevim izrezovanjem.
2. Definicije
2.1. BernsteinBézierjeva baza.
Deﬁnicija 2.1. Naj bo Πn prostor polinomov v eni spremenljivki stopnje najve£ n.
Za bazo prostora vzamemo Bernsteinove polinome (glede na interval [α, β]):
Bni (t) =
(︃
n
i
)︃
(t− α)i(β − t)n−i
(β − α)n , i = 0, 1, 2, . . . , n.
Trditev 2.2. Mnoºica {Bni (t); i = 0, 1, 2, . . . , n} je baza prostora Πn.
Dokaz. Potrebno je dokazati, da so elementi Bn0 (t), B
n
1 (t), . . . , B
n
n(t) linearno neodvi-
sni in, da lahko vsak element iz Πn zapi²emo kot linearno kombinacijo teh elementov.
• linearna neodvisnost:
Naj bodo a0, a1, . . . , an ∈ R in predpostavimo, da velja
a0B
n
0 (t) + a1B
n
1 (t) + . . .+ anB
n
n(t) = 0.
Pokazati moramo, da so potem vsi ai enaki 0. e uporabimo deﬁnicijo Bern-
steinovih polinomov in £lene (1 − t)k razvijemo po binomskem izreku, se
ena£ba prevede v
a0(1− t)n + a1nt(1− t)n−1 + . . .+ antn = 0,
a0
n∑︂
i=0
(︃
n
i
)︃
(−t)i + a1nt
n−1∑︂
i=0
(︃
n− 1
i
)︃
(−t)i + . . .+ antn = 0.
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Leva stran enakosti je polinom stopnje n. Ta bo identi£no enak 0, £e bodo
vsi njegovi koeﬁcienti enaki 0. Poglejmo si to vsoto natan£neje. Prosti £len
se pojavi samo v prvem £lenu vsote, torej prosti £len celotnega polinoma na
desni strani dobimo kar iz prvega £lena vsote
a0
(︃
n
0
)︃
(−t)0 = 0,
torej dobimo
a0 = 0.
Sedaj denimo, da smo ºe dokazali, da so a0, a1, . . . , ak−1 vsi enaki 0. Ker
mora biti koeﬁcient pri tk enak 0, dobimo
a0
(︃
n
k
)︃
(−1)k + a1n
(︃
n− 1
k − 1
)︃
(−1)k−1 + . . .+ ak
(︃
n
k
)︃
= 0,
torej ak = 0. To velja za k = 0, 1, . . . , n, zato je an = an−1 = . . . = a0 = 0.
• linearna kombinacija:
Naj bo p(t) ∈ Πn, torej p(t) = a0+a1t+a2t2+ . . .+antn. Dokazati moramo,
da obstajajo realna ²tevila b0, b1, . . . , bn, da bo p(t) =
∑︁n
i=0 biB
n
i (t). Po istem
dokazu kot zgoraj dobimo na desni strani polinom stopnje n, ki mora biti
identi£no enak polinomu na levi strani. To bo res v primeru, da bodo vsi
njuni prileºni koeﬁcienti enaki. Dobimo
b0 = a0,
b0n(−1) + b1n = a1.
Od tu izra£unamo
b1 =
a1
n
+ b0 =
a1
n
+ a0.
Na enak na£in dobimo
b0
(︃
n
k
)︃
(−1)k + b1n
(︃
n− 1
k − 1
)︃
(−1)k−1 + . . .+ bk
(︃
n
k
)︃
= 0.
e predpostavimo, da b0, b1, . . . , bk−1 ºe poznamo, lahko iz zadnje ena£be
izra£unamo bk in to velja za k = 1, 2, . . . , n.

Opomba: S substitucijo t = x−α
β−α lahko x ∈ [α, β] preslikamo na interval t ∈ [0, 1],
zato lahko brez ²kode za splo²nost deﬁniramo Bernsteinove bazne polinome kar na
intervalu [0, 1]:
Bni (t) =
(︃
n
i
)︃
ti(1− t)n−i, i = 0, 1, 2, . . . , n.
6
Trditev 2.3. Naj bodo Bni (t) Bernsteinovi polinomi na intervalu [0, 1] in naj velja
Bni (t) = 0, £e je i < 0 ali i > n. Potem zanje veljajo naslednje lastnosti:
I) Bni (t) ≥ 0,
II) Bni (t) = B
n
n−i(1− t),
III)
∑︁n
i=0B
n
i (t) = 1,
IV) Bni (t) = (1− t)Bn−1i (t) + tBn−1i−1 (t),
V) d
dt
Bni (t) = n(B
n−1
i−1 (t)−Bn−1i (t)),
VI) edini ekstrem polinoma Bni (t) nastopi v to£ki t =
i
n
,
VII)
∫︁
Bni (t)dt =
1
n+1
∑︁n+1
j=i+1B
n+1
j (t) + C.
Dokaz. I) Na intervalu [0, 1] se Bni (t) izraºa kot B
n
i (t) =
(︁
n
i
)︁
ti(1 − t)n−i. Ker so
na [0, 1] vsi mnoºenci Bni (t) nenegativni, to dokaºe to£ko.
II) Izra£unamo Bnn−i(1− t) po deﬁniciji
Bnn−i(1− t) =
(︃
n
n− i
)︃
(1− t)n−i(1− (1− t))n−(n−i)
=
(︃
n
n− i
)︃
(1− t)n−iti
= Bni (t).
III) e vsoto razpi²emo in upo²tevamo deﬁnicijo Bernsteinovih polinomov ter bi-
nomsko formulo dobimo
n∑︂
i=0
Bni (t) =
n∑︂
i=0
(︃
n
i
)︃
ti(1− t)n−i
= (1− t+ t)n
= 1n = 1.
IV) Poenostavimo desno stran ena£be
(1− t)Bn−1i (t) + tBn−1i−1 (t)
= (1− t)
(︃
n− 1
i
)︃
ti(1− t)n−1−i + t
(︃
n− 1
i− 1
)︃
ti−1(1− t)n−1−(i−1)
=
(︃
n− 1
i
)︃
ti(1− t)n−i +
(︃
n− 1
i− 1
)︃
ti(1− t)n−i
= ti(1− t)n−i(
(︃
n− 1
i
)︃
+
(︃
n− 1
i− 1
)︃
)
= ti(1− t)n−i
(︃
n
i
)︃
= Bni (t).
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V) Z odvajanjem dobimo
d
dt
Bni (t) =
d
dt
(︃
n
i
)︃
ti(1− t)n−i
=
(︃
n
i
)︃
iti−1(1− t)n−i +
(︃
n
i
)︃
ti(n− i)(1− t)n−i−1
= n
(︃
n− 1
i− 1
)︃
ti−1(1− t)n−i + n
(︃
n− 1
i
)︃
ti(1− t)n−i−1
= nBn−1i−1 (t) + nB
n−1
i (t).
Pri tem upo²tevamo
(︃
n
i
)︃
i =
n(n− 1)!i
i!(n− i)! = n
(︃
n− 1
i− 1
)︃
in (︃
n
i
)︃
(n− i) = n(n− 1)!(n− i)
i!(n− i)! = n
(︃
n− 1
i
)︃
.
VI) Ra£unamo d
dt
Bni (t) = 0. Iz prej²nje to£ke vemo, da je
d
dt
Bni (t) = n(B
n−1
i−1 (t)−Bn−1i (t)),
torej
Bn−1i−1 (t)−Bn−1i (t) = 0,(︃
n− 1
i− 1
)︃
ti−1(1− t)n−i =
(︃
n− 1
i
)︃
ti(1− t)n−i−1,
(n− 1)!
(i− 1)!(n− i)!(1− t) =
(n− 1)!
i!(n− i− 1)!t,
1− t
n− i =
t
i
,
i− ti = tn− ti,
t =
i
n
.
VII) Ekvivalentno je dokazati, da velja
Bni (t) =
d
dt
(
1
n+ 1
n+1∑︂
j=i+1
Bn+1j (t) + C).
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Ra£unamo desno stran enakosti
d
dt
(
1
n+ 1
n+1∑︂
j=i+1
Bn+1j (t) + C) =
1
n+ 1
n+1∑︂
j=i+1
(n+ 1)(Bnj−1(t)−Bnj (t))
=
n+1∑︂
j=i+1
Bnj−1(t)−
n+1∑︂
j=i+1
Bnj (t)
=
n+1∑︂
j=i
Bnj (t)−
n+1∑︂
j=i+1
Bnj (t)
= Bni (t).

Videli smo, da je {Bni (t); i = 0, 1, 2, . . . , n} baza. Po deﬁniciji baze lahko torej
vsak polinom iz Πn razvijemo v BernsteinBézierjevi bazi:
p(t) =
n∑︂
i=0
biB
n
i (t), za t ∈ [α, β],
kjer so bi BernsteinBézierjevi koeﬁcienti polinoma p.
V praksi so polinomi pogosto v poten£ni bazi. V algoritmu ra£unamo s polinomi
v Bézierjevi bazi, zato bomo v nadaljevanju potrebovali zvezo med obema bazama.
Poleg tega na² iterativni algoritem deluje na vedno kraj²ih intervalih, zato nam bo
koristila tudi zveza med Bernsteinovimi polinomi na [0,1] in Bernsteinovimi poli-
nomi na poljubnem intervalu [t1, t2] ⊆ [0, 1]:
Trditev 2.4. V prostoru Πn imamo poten£no bazo {tk; k = 0, 1, 2, . . . , n} in Bézi-
erjevo bazo {Bni (t); i = 0, 1, 2, . . . , n}. Potem lahko bazne polinome poten£ne baze
izrazimo z baznimi polinomi Bézierjeve baze in obratno
tk =
n∑︂
j=k
(︁
j
k
)︁(︁
n
k
)︁Bnj (t),
Bnk (t) =
n∑︂
j=k
(−1)j−k
(︃
n
j
)︃(︃
j
k
)︃
tj.
Dokaz. Prvo zvezo bomo dokazali tako, da ra£unamo desno stran enakosti
n∑︂
j=k
(︃
j
k
)︃
Bnj (t) = B
n
k (t) + (k + 1)B
n
k+1(t) +
(︃
k + 2
2
)︃
Bnk+2(t) + . . .+
(︃
n
k
)︃
Bnn(t)
=
(︃
n
k
)︃
tk(1− t)n−k + (k + 1)
(︃
n
k + 1
)︃
tk+1(1− t)n−k−1
+
(︃
k + 2
2
)︃(︃
n
k + 2
)︃
tk+2(1− t)n−k−2 + . . .+
(︃
n
k
)︃
tn.
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V mnogih £lenih imamo produkt dveh binomskih simbolov. Posebej izra£unamo,
kaj nam dajo ti produkti
(︃
k + i
i
)︃(︃
n
k + i
)︃
=
(k + i)!
k!i!
n!
(n− k − i)!(k + i)!
=
n!
(n− k − i)!k!i!
(n− k)!
(n− k)!
=
(n− k)!
(n− k − i)!i!
n!
(n− k)!k!
=
(︃
n− k
i
)︃(︃
n
k
)︃
,
kjer sta n in k ﬁksna, n > k, i = 0, 1, 2, . . . , (n− k).
Ob upo²tevanju zgornjega produkta nadaljujemo ra£un:
n∑︂
j=k
(︃
j
k
)︃
Bnj (t) =
(︃
n
k
)︃
tk(1− t)n−k + (n− k)
(︃
n
k
)︃
tk+1(1− t)n−k−1 + . . .+
(︃
n
k
)︃
tn
=
(︃
n
k
)︃
tk((1− t)n−k + (n− k)t(1− t)n−k−1 + . . .+ tn−k)
=
(︃
n
k
)︃
tk((1− t) + t)n−k
=
(︃
n
k
)︃
tk.
Dokaºimo ²e drugo zvezo. e zapi²emo Bnk (t) po deﬁniciji, dobimo
Bnk (t) =
(︃
n
k
)︃
tk(1− t)n−k
=
(︃
n
k
)︃
tk
n−k∑︂
i=0
(︃
n− k
i
)︃
(−1)iti
=
n−k∑︂
i=0
(︃
n
k
)︃
tk
(︃
n− k
i
)︃
(−1)iti
=
n∑︂
j=k
(︃
n
k
)︃
tk
(︃
n− k
j − k
)︃
(−1)j−ktj−k
=
n∑︂
j=k
(−1)j−ktj
(︃
n
k
)︃(︃
n− k
j − k
)︃
=
n∑︂
j=k
(−1)j−ktj
(︃
n
j
)︃(︃
j
k
)︃
.
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Pri tem smo v predzadnji vrstici upo²tevali(︃
n
k
)︃(︃
n− k
j − k
)︃
=
n!
(n− k)k!
(n− k)!
(n− k − j + k)!(j − k)!
=
n!
(n− j)!(j − k)!k!
j!
j!
=
n!
(n− j)!j!
j!
(j − k)!k!
=
(︃
n
j
)︃(︃
j
k
)︃
.

Trditev 2.5. Naj bodo {Bni (t); i = 0, 1, 2, . . . , n} Bézierjevi bazni polinomi na in-
tervalu [0, 1] in { ˜︁Bni (t), i = 0, 1, 2, . . . , n} Bézierjevi bazni polinomi na intervalu
[t1, t2] ⊆ [0, 1] . Potem med njimi velja zveza:
Bnj (t) =
n∑︂
k=0
Mjk ˜︁Bnk (t), za j = 0, 1, . . . , n,
kjer je
Mj,k =
min(j,k)∑︂
i=max(0,j+k−n)
Bn−kj−i (t1)B
k
i (t2), 0 ≤ j, k ≤ n.
Dokaz. Sledi iz £lanka [2]. 
2.2. Dualna baza Bernsteinove baze.
Deﬁnicija 2.6. Naj bo {Bni (t); i = 0, 1, 2, . . . , n} Bernsteinova baza prostora Πn.
Dualna baza te baze je mnoºica {Dkj (t); j = 0, 1, 2, . . . , k}. Pri tem so Dkj (t) poli-
nomi stopnje k, ki zado²£ajo enakostim:
⟨Bki (t), Dkj (t)⟩[α,β] = δij =
{︄
1, i = j
0, i ̸= j , i, j = 0, 1, 2, . . . , k.
Pri tem glede na interval [α, β] deﬁniramo skalarni produkt kot
⟨f, g⟩[α,β] =
∫︂ β
α
f(t)g(t)dt,
in normo kot
∥f∥[α,β]2 =
1
β − α
√︂
⟨f, f⟩[α,β].
Trditev 2.7. Polinome Dki lahko v Bernsteinovi bazi zapi²emo kot
Dki (t) =
1
β − α
k∑︂
j=0
ci,jB
k
j (t), i = 0, 1, . . . , k,
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s koeﬁcienti
ci,j =
(−1)i+j(︁
k
i
)︁(︁
k
j
)︁ min(i,j)∑︂
l=0
(2l + 1)
(︃
k + l + 1
k − i
)︃(︃
k − l
k − i
)︃(︃
k + l + 1
k − j
)︃(︃
k − l
k − j
)︃
.
Dokaz. Iz £lanka [1] polinomi Dki (t) s koeﬁcienti ci,j res ustrezajo deﬁniciji 2.6.
Dokazali bomo, da so Dki linearno neodvisni za primer k = 3. Dokazati ºelimo, da
£e je linearna kombinacija polinomov Dki (t) enaka 0, so potem vsi koeﬁcienti enaki
0. Velja:
a0D
k
0(t) + a1D
k
1(t) + a2D
k
2(t) + a3D
k
3(t) = 0,
a0
k∑︂
j=0
c0,jB
k
j (t) + a1
k∑︂
j=0
c1,jB
k
j (t) + a2
3∑︂
j=0
c2,jB
2
j (t) + a3
3∑︂
j=0
c3,jB
3
j (t) = 0,
B30(t)(a0c0,0 + . . .+ a3c3,0) + . . .+B
3
3(t)(a0c0,3 + . . .+ a3c3,3) = 0.
Dobili smo linearno kombinacijo Bernsteinovih polinomov. e od prej vemo, da so
ti linearno neodvisni, zato so koeﬁcienti vsi enaki 0. Dobimo sistem ena£b
a0c0,0 + a1c1,0 + a2c2,0 + a3c3,0 = 0,
a0c0,1 + a1c1,1 + a2c2,1 + a3c3,1 = 0,
a0c0,2 + a1c1,2 + a2c2,2 + a3c3,2 = 0,
a0c0,3 + a1c1,3 + a2c2,3 + a3c3,3 = 0.
Sistem prepi²emo v vektorsko obliko
[︁
a0 a1 a2 a3
]︁ ⎡⎢⎢⎣
c0,0 c0,1 c0,2 c0,3
c1,0 c1,1 c1,2 c1,3
c2,0 c2,1 c2,2 c2,3
c3,0 c3,1 c3,2 c3,3
⎤⎥⎥⎦ = [︁0 0 0 0]︁.
Ozna£imo vektor
[︁
a0 a1 a2 a3
]︁
z a, matriko [ci,j]i,j=0,1,2,3 s C in vektor ni£el z 0⃗.
V poenostavljenih oznakah imamo ena£bo a ∗ C = 0⃗. Koeﬁciente matrike C lahko
izra£unamo po formuli. e izra£unamo ²e njeno determinanto dobimo
det(C) =
224000
3
,
torej je matrika C obrnljiva. Potem je a = 0⃗∗C−1 = 0⃗, torej a0 = a1 = a2 = a3 = 0.
Ker so Dki linearno neodvisni in jih je 3 + 1 = 4, so torej res baza prostora Π
3.

2.3. Bézierjeva krivulja. Bézierjeva krivulja je parametri£na krivulja, ki jo je leta
1960 uvedel P. Bézier. Krivulja je tesno povezana z Bernsteinovimi polinomi in jo
pogosto uporabljamo v geometrijskem oblikovanju, graﬁki in modeliranju. Bézier-
jevo krivuljo lahko deﬁniramo rekurzivno:
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Naj bodo P0, P1, . . . , Pn ∈ R2 to£ke v ravnini. Ozna£imo Bézierjevo krivuljo stopnje
n, ki jo dolo£ajo te to£ke, z B(t) = BP0,P1,...,Pn(t):
BP0(t) = P0,
B(t) = BP0,P1,...,Pn(t) = (1− t)BP0,P1,...,Pn−1(t) + tBP1,P2,...,Pn(t).
Bézierjeva krivulja stopnje n je torej linearna kombinacija dveh Bézierjevih krivulj
stopnje n− 1. e re²imo rekurzijo, dobimo eksplicitno formulo za B(t):
B(t) =
n∑︂
i=0
(︃
n
i
)︃
(1− t)n−itiPi, 0 ≤ t ≤ 1.
Opazimo lahko, da je zgornja deﬁnicija zelo podobna razvoju polinoma stopnje n,
zapisanega v Bézierjevi bazi. Res, zapi²emo lahko
B(t) =
n∑︂
i=0
Bni (t)Pi, 0 ≤ t ≤ 1.
To£kam P0, P1, . . . , Pn, ki dolo£ajo Bézierjevo krivuljo, re£emo kontrolne to£ke. e
zaporedne kontrolne to£ke poveºemo z daljicami, dobimo kontrolni poligon. Natan£-
neje je kontrolni poligon obmo£je ravnine, omejeno z daljicami. Te daljice potekajo
od to£ke Pi do Pi+1 za i = 0, 1, . . . , n− 1. Poleg tega poveºemo ²e to£ki P0 in Pn.
Slika 1. Kvadratna Bézierjeva krivulja in njen kontrolni poligon
Bézierjeva krivulja ima mnogo lepih lastnosti:
Trditev 2.8. Naj bodo P0, P1, . . . , Pn kontrolne to£ke Bézierjeve krivulje. Potem za
Bézierjevo krivuljo velja naslednje:
I) krivulja se za£ne v to£ki P0 in kon£a v Pn,
II) krivulja je ravna £rta £e in samo £e so kontrolne to£ke kolinearne,
III) krivulja v celoti leºi znotraj konveksne ogrinja£e kontrolnega poligona,
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IV) krivulja je v to£kah P0 in Pn tangentna na kontrolni poligon,
V) krivuljo lahko v katerikoli kontrolni to£ki razdelimo na dve podkrivulji, ki sta
prav tako Bezierjevi krivulji.
Za dokaz trditve bomo potrebovali de Casteljauov algoritem. De Casteljauov al-
goritem je rekurzivna metoda za izra£un vrednosti to£ke na Bézierjevi krivulji:
Algoritem 1 De Casteljauov algoritem
Vhod: kontrolne to£ke P0, P1, . . . , Pn in ²tevilo t0 ∈ R.
Izhod: to£ka B(t0) = βn0 (t0) na Bézierjevi krivulji B(t) pri parametru t0
1: function de_Casteljau(P0, P1, . . . , Pn, t0)
2: for j ← 0 to n do
3: β0j (t)← Pj
4: end for
5: for k ← 1 to n do
6: for j ← 0 to n− k do
7: βkj (t)← (1− t)βk−1j (t) + tβk−1j+1 (t)
8: end for
9: end for
10: end function
De Casteljauov algoritem si laºje predstavljamo vizualno:
Slika 2. De Casteljauov algoritem
Dokaz nekaterih to£k trditve 2.8. Iz de Casteljauovega algoritma sledi:
I) Izra£unajmo B(0) in B(1):
B(0) = βn0 (0) = β
n−1
0 (0) = . . . = β
0
0(0) = P0,
B(1) = βn0 (1) = β
n−1
1 (1) = . . . = β
0
n(0) = Pn.
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II) Imamo Bézierjevo krivuljo s kontrolnimi to£kami P0, P1, . . . , Pn in to£ke niso
kolinearne. Lo£imo dva primera:
• Naj bodo vse to£ke razen prve ali zadnje kolinearne. Potem je dovolj do-
kazati, da kvadratna Bézierjeva krivulja na prvih ali zadnjih treh to£kah
ni daljica.
• V nasprotnem primeru obstaja i med 0 in n−1, za katerega to£ke Pi−1, Pi
in Pi+1 niso kolinearne. Potem gledamo kvadratno krivuljo na teh treh
to£kah.
V obeh primerih je torej dovolj dokazati, da kvadratna Bézierjeva krivulja na
nekolinearnih to£kah ni daljica. Imamo torej kvadratno krivuljo, dolo£eno s
to£kami P0, P1 in P2 in predpostavimo, da to£ke niso kolinearne.
Dokazali bomo s protislovjem. Predpostavimo, da je krivulja daljica. Iz prve
to£ke sledi, da jo lahko zapi²emo kot B(t) = (1−t)P0+tP1. To£ko B(12) potem
izrazimo kot 1
2
(P0 + P1). Poglejmo, kje leºi to£ka B(12) po de Casteljauovem
algoritmu:
Slika 3. De Casteljauov algoritem za kvadratno Bézierjevo krivuljo
Iz de Casteljauovega algoritma smo dobili B(1
2
) = 1
4
(P0 + 2P1 + P2), kar
seveda ni enako 1
2
(P0 + P1). Pri²li smo v protislovje, torej krivulja ni daljica.
Predpostavimo sedaj, da so to£ke kolinearne. Potem iz de Casteljauovega al-
goritma vidimo, da to£ka β10(t) leºi na daljici med P0 in P1. Ker so to£ke
kolinearne je ta daljica kar daljica med P0 in P2. Enako leºi to£ka β11(t) na
daljici med P1 in P2, torej med P0 in P2. To£ka β20(t) potem leºi na daljici
med β10(t) in β
1
1(t), ki obe leºita na daljici med P0 in P2, torej je na daljici tudi
β20(t). Sklep nadaljujeno do konca de Casteljauovega algoritma in dobimo, da
Bn0 (t) = B(t) leºi na premici med P0 in Pn. To velja za vsak t ∈ [0, 1], torej je
krivulja kar daljica med P0 in Pn.

2.4. Cardanova formula. Recimo, da imamo podan kubi£ni polinom
q(t) = q3t
3 + q2t
2 + q1t+ q0,
in nas zanimajo njegove realne ni£le. Re²ujemo torej ena£bo
q3t
3 + q2t
2 + q1t+ q0 = 0.
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Trditev 2.9. S substitucijo t = x− q2
3q3
se ena£ba q3t
3 + q2t
2 + q1t+ q0 = 0 prevede
v obliko:
(1) x3 + px+ q = 0,
kjer sta
p =
3q3q1 − q22
3q23
in q =
2q32 − 9q3q2q1 + 27q23q0
27q33
.
Dokaz. Za£nemo torej z ena£bo
q3t
3 + q2t
2 + q1t+ q0 = 0,
in uporabimo t = x− q2
3q3
:
q3t
3 + q2t
2 + q1t+ q0 = 0,
q3(x− q2
3q3
)3 + q2(x− q2
3q3
)2 + q1(x− q2
3q3
) + q0 = 0,
q3(x
3 − q2
q3
x2 +
q22
3q23
x− q
3
2
27q33
) + q2(x
2 − 2q2
3q3
x+
q22
9q23
) + q1x− q2q1
3q3
+ q0 = 0,
q3x
3 + x2(−q2 + q2) + x( q
2
2
3q3
− 2q
2
2
3q3
+ q1)− q
3
2
27q23
+
q32
9q3
− q2q1
3q3
+ q0 = 0, / : q3
x3 +
3q3q1 − q22
3q23
x+
2q32 − 9q3q2q1 + 27q23q0
27q33
= 0,
x3 + px+ q = 0. 
V na²em primeru polinom q na intervalu [a, b] razvijemo po Bernsteinovi bazi:
q(t) = q0B
3
0(t) + q1B
3
1(t) + q2B
3
2(t) + q3B
3
3(t).
Iz Cardanove formule potem z upo²tevanjem formule (1) in zveze med poten£no
in Bernsteinovo bazo iz trditve 2.4 dobimo formulo za ni£le kubi£nega polinoma q,
zapisanega v Bernsteinovi bazi na intervalu [a, b]:
ti = (1− xi)a+ xib, za i = 1, 2, 3,
kjer so:
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x1 =
3
√︄
−q
2
+
√︃
q2
4
+
p3
27
+
3
√︄
−q
2
−
√︃
q2
4
+
p3
27
,
x2 =ω
3
√︄
−q
2
+
√︃
q2
4
+
p3
27
+ ω2
3
√︄
−q
2
−
√︃
q2
4
+
p3
27
,
x3 =ω
2 3
√︄
−q
2
+
√︃
q2
4
+
p3
27
+ ω
3
√︄
−q
2
−
√︃
q2
4
+
p3
27
.
Pri tem deﬁniramo ²e naslednje koli£ine:
p =
3ac− b2
3a2
,
q =
2b3 − 9abc+ 27a2d
27a3
,
a = q3 − 3q2 + 3q1 − q0,
b = 3q2 − 6q1 + 3q0,
c = 3q1 − 3q0,
d = q0,
ω = ei
2
3
π =
−1 + i√3
2
,
ω2 = ei
4
3
π =
−1− i√3
2
.
Ob upo²tevanju, da lahko problem poenostavimo na iskanje ni£el na intervalu
[0, 1], so potem ni£le q(t) kar ti = xi za i = 1, 2, 3. Vemo tudi, da bo t1 vedno realna
ni£la, medtem ko sta t2 in t3 lahko obe realni (£e je q
2
4
+ p
3
27
≤ 0) ali pa konjugirani
kompleksni (£e je q
2
4
+ p
3
27
> 0).
Dokaz ena£b za ni£le. Dokaz za interval [0, 1]:
Kubi£ni polinom q(x) = ax3+bx2+cx+d v poten£ni bazi ima po Cardanovi formuli
ni£le x1, x2 in x3 za zgoraj deﬁnirana p in q. Dovolj je torej polinom q(t) v Bern-
steinovi bazi prevesti v poten£no bazo in pokazati, da veljajo ena£be za a, b, c, d. Iz
trditve 2.4 dobimo
B30(t) =
3∑︂
j=0
(−1)j
(︃
3
j
)︃
tj = 1− 3t+ 3t2 − t3,
B31(t) =
3∑︂
j=1
(−1)j−1
(︃
3
j
)︃
jtj = 3t− 6t2 + 3t3,
B32(t) =
3∑︂
j=2
(−1)j−2
(︃
3
j
)︃(︃
j
2
)︃
tj = 3t2 − 3t3,
B33(t) = t
3.
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Slednje sedaj vstavimo v q(t) v Bernsteinovi bazi
q(t) =q0B
3
0(t) + q1B
3
1(t) + q2B
3
2(t) + q3B
3
3(t)
=q0(1− 3t+ 3t2 − t3) + q1(3t− 6t2 + 3t3) + q2(3t2 − 3t3) + q3t3
=t3(q3 − 3q2 + 3q1 − q0) + t2(3q2 − 6q1 + 3q0) + t(3q1 − 3q0) + q0
=at3 + bt2 + ct+ d.

2.5. Red konvergence. Naj bo limn↦→∞ xn = α. Zaporedje xn konvergira k α z
redom p, £e obstajata realni ²tevili c1, c2 > 0, da velja:
c1|xn − α|p ≤ |xn+1 − α| ≤ c2|xn − α|p.
Posebni primeri reda konvergence:
• p = 1: linearna (konstantno korakov za novo to£no decimalko),
• p ∈ (1, 2): superlinearna,
• p = 2: kvadrati£na (²tevilo to£nih decimalk se v vsakem koraku podvoji),
• p = 3: kubi£na (²tevilo to£nih decimalk se v vsakem koraku potroji).
3. Kubi£no izrezovanje
3.1. Aproksimacija. Dan imamo polinom p stopnje n > 3. Prvi korak v algoritmu
bo, da ga aproksimiramo s polinomom q stopnje 3. elimo £im bolj²o aproksimacijo,
zato zahtevamo, da polinom q minimizira vrednost ||p− q||[α,β]2 .
Trditev 3.1. Naj bo p polinom stopnje n, ki ima na intervalu [α, β] v Bernsteinovi
bazi naslednji zapis:
p(t) = p0B
n
0 (t) + p1B
n
1 (t) + . . .+ pnB
n
n(t)
Naj bo sedaj q(t) =
∑︁3
j=0 qjB
3
j (t) kubi£en polinom. Koeﬁcienti kubi£nega polinoma
q, ki minimizira vrednost ||p− q||[α,β]2 , so enaki:
qj = ⟨p(t), D3j (t)⟩[α,β],
=
1
n+ 4
n∑︂
i=0
3∑︂
k=0
(︁
n
i
)︁(︁
3
k
)︁(︁
n+3
i+k
)︁ picj,k.
Dokaz. e uporabimo izreka iz £lanka [4] za primer α = β = 0 in k = l = 0, dobimo
qj = ⟨p(t), D3j (t)⟩[α,β].
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Ra£unjamo dalje:
qj =⟨p(t), D3j (t)⟩[α,β]
=
⟨︄
n∑︂
i=0
piB
n
i (t),
1
β − α
3∑︂
k=0
cj,kB
3
k(t)
⟩︄[α,β]
=
1
β − α
n∑︂
i=0
3∑︂
k=0
picj,k⟨Bni (t), B3k(t)⟩[α,β]
=
1
β − α
n∑︂
i=0
3∑︂
k=0
picj,k(β − α)
(︁
n
i
)︁(︁
3
k
)︁
(n+ 4)
(︁
n+3
i+k
)︁
=
1
n+ 4
n∑︂
i=0
3∑︂
k=0
(︁
n
i
)︁(︁
3
k
)︁(︁
n+3
i+k
)︁ picj,k

Zapi²imo q(t) =
∑︁3
j=0 qjB
3
j (t) ²e malo druga£e
(2) q(t) =
3∑︂
j=0
⟨p(t), D3j (t)⟩[β,α]B3j (t) =
3∑︂
j=0
(︂ n∑︂
i=0
piβ
n,3
i,j
)︂
B3j (t).
Pri tem so koeﬁcienti βn,3i,j enaki
βn,3i,j = ⟨Bni (t), D3j (t)⟩[β,α].
e elemente razpi²emo, dobimo:
βn,3i,j =⟨Bni (t), D3j (t)⟩[β,α]
=
1
β − α
3∑︂
k=0
cj,k⟨Bni (t), B3k(t)⟩[β,α]
=
1
β − α
3∑︂
k=0
cj,k(β − α)
(︁
n
i
)︁(︁
3
k
)︁
(n+ 4)
(︁
n+3
i+k
)︁
=
3∑︂
k=0
cj,k
(︁
n
i
)︁(︁
3
k
)︁
(n+ 4)
(︁
n+3
i+k
)︁ .
Dobili smo:
(3) βn,3i,j =
3∑︂
k=0
cj,k
(︁
n
i
)︁(︁
3
k
)︁
(n+ 4)
(︁
n+3
i+k
)︁ .
Vidimo, da so koeﬁcienti βn,3i,j odvisni samo od stopnje polinoma p. Zapi²imo sedaj
koeﬁciente βn,3i,j v matriko velikosti (n+1)×4. Ena£ba (2) pokaºe, da lahko koeﬁciente
polinoma q izra£unamo z mnoºenjem vektorja koeﬁcientov polinoma p in matrike(︂
βn,3i,j
)︂
i=0,1,...,n,j=0,1,2,3
. Ob predpostavki, da stopnjo polinoma p poznamo, potem
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zgornja ena£ba (3) pokaºe, da je neodvisno od njegovih koeﬁcientov ta matrika
konstantna. Tu predpostavimo, da vedno uporabimo isto stopnjo polinoma q, v
na²em primeru je to k = 3. Aproksimacija danega polinoma p je potem preprosto
mnoºenje vektorja njegovih koeﬁcientov z matriko.
Opomba 3.2. Postopku aproksimacije polinoma p s kubi£nim polinomom q pra-
vimo redukcija stopnje. Predstavljamo si lahko, da polinomu p zmanj²amo stopnjo
iz n na 3. S tem smo izgubili nekaj informacije o polinomu p. Dobljeni polinom q je
zato le aproksimacija za p. Na enak na£in lahko polinomu tudi dvignemo stopnjo.
Za dvig stopnje polinoma iz n na k > n uporabimo matriko
(︂
βn,3i,j
)︂
i=0,1,...,n,j=0,1,...,k
,
kjer so βn,ki,j enaki
βn,ki,j =
k∑︂
l=0
cj,l
(︁
n
i
)︁(︁
k
l
)︁
(n+ k + 1)
(︁
n+k
i+l
)︁ .
Pri dviganju stopnje je dobljeni polinom povsem enak kot prvotni. Bézierjevi krivulji
sta enaki, le dodali smo k − n kontrolnih to£k.
3.2. Algoritem. Zapi²imo algoritem za iskanje ni£el polinoma p s kubi£nim izre-
zovanjem. Najprej poi²£emo kubi£ni polinom q, ki najbolje aproksimira polinom p.
To storimo kot v poglavju 3.1. Nato polinom q pomnoºimo z matriko, ki pove£uje
stopnjo polinoma v Bézierjevi bazi. Natan£neje ga mnoºimo z 3× n matriko(︂
β3,ni,j
)︂
i=0,1,2,3,j=0,1,...,n
iz trditve 3.2, da bo njegova stopnja enaka stopnji danega po-
linoma p. Razlog, da to po£nemo, je, da lahko sedaj izra£unamo njuno razliko
δ = max
i=0,1,...,n
|pi − qi|,
kjer so pi in qi koeﬁcienti polinomov p in q v Bézierjevi bazi.
Dobljeni δ uporabimo za konstrukcijo dveh novih polinomov
m(t) = q(t)− δ,
M(t) = q(t) + δ.
Slednja zado²£ata
m(t) ≤ p(t) ≤M(t), za t ∈ [α, β].
S tem smo polinom p na intervalu [α, β] ukle²£ili med dva polinoma tretje stopnje.
S pomo£jo Cardanove formule izra£unamo ni£le teh polinomov. Ni£le polinoma p so
sedaj razdeljene na lo£ene intervale, katerih robne to£ke so ni£le polinomov m in M .
Sedaj algoritem rekurzivno poºenemo na vsakem podintervalu posebej. Na koncu
dobimo za vsako ni£lo interval, katerega dolºina je manj²a od ºeljene natan£nosti.
S tem smo numeri£no izra£unali ni£le polinoma p do ºeljene natan£nosti.
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Algoritem 2 Kubi£no izrezovanje
Vhod: Polinom p, interval [α, β] in ²tevilo ϵ > 0.
Izhod: Intervali [αi, βi] dolºine najve£ ϵ, ki vsebujejo ni£le polinoma p.
1: function kubi£no_izrez(p, [α, β], ϵ)
2: if |α− β| ≥ ϵ then
3: q ← kubi£ni polinom, ki minimizira ||p− q||[α,β]2
4: δ ← maxi = |bi − ci|
5: m(t)← q(t)− δ
6: M(t)← q(t) + δ
7: if m(t) in M(t) nimata ni£el na [α, β] then
8: return ∅
9: else
10: for i ← 1 to 3 do
11: αi ← ni£la polinoma m(t)
12: βi ← ni£la polinoma m(t)
13: end for
14: [αi, βi]← intervali, ki vsebujejo ni£le polinoma p(t)
15: if maxi=1,2,3[αi, βi] ≥ 12 |α, β| then
16: return kubi£no_izrez(p, [α, 1
2
(α + β)], ϵ) ∪
kubi£no_izrez(p, [1
2
(α + β), β], ϵ)
17: else
18: S ← ∅
19: for i ← 1 to 3 do
20: S ← ∅ ∪ kubi£no_izrez(p, [αi, βi], ϵ)
21: end for
22: return S
23: end if
24: end if
25: else
26: return [α, β]
27: end if
28: end function
3.3. Konvergenca. Izkaºe se, da ima iskanje ni£el polinoma s kubi£nim izrazova-
njem red konvergence 4 za enojne ni£le, 2 za dvojne ni£le, 4
3
za trojne ni£le in 1 za
ni£le vi²jih ve£kratnosti. Za dokaz izreka o redu konvergence bomo najprej potre-
bovali dve lemi.
Lema 3.3. Naj bo p ∈ Πn. Potem za vsak interval [α, β] ∈ [0, 1] obstaja konstanta
Cp, ki je odvisna samo od polinoma p, da za δ iz 4. vrstice algoritma velja neenakost:
δ ≤ Cp(β − α)4.
Dokaz. Spomnimo se ekvivalence med normami
(4) ∀p ∈ Πn ∃C1, C2 : ∥p∥[α,β]BB,∞ ≤ C1∥p∥[α,β]2 in ∥p∥[α,β]2 ≤ C2∥p∥[α,β]∞ .
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Pri tem smo s ∥.∥[α,β]BB,∞ ozna£ili maximum normo v Bezierjevi bazi, s ∥.∥[α,β]2 L2
normo in s ∥.∥[α,β]∞ obi£ajno maximum normo. Vemo tudi, da sta konstanti C1 in C2
neodvisni od intervala [α, β]. To sledi iz dejstva, da so norme invariantne glede na
aﬁne transformacije abscisne osi. Ozna£imo Taylorjev polinom za p okrog to£ke α s
Qα. Iz zgodnjih neenakosti sledi:
δ = ∥p− q∥[α,β]BB,∞
≤ C1∥p− q∥[α,β]2
≤ ∥p−Qα∥[α,β]2
≤ C1C2∥p−Qα∥[α,β]∞
≤ 1
4!
C1C2 max
t∈[0,1]
|p(4)(t)|(β − α)4
= Cp(β − α)4. 
Lema 3.4. Naj bo p ∈ Πn in q polinom, ki ga dobimo z redukcijo stopnje polinoma
p. Potem za vsak interval [α, β] ∈ [0, 1] obstajajo konstante C1, C2, C3, C4, da velja:
• ∥p− q∥[α,β]∞ ≤ C1h4,
• ∥p′ − q′∥[α,β]∞ ≤ C2h3,
• ∥p′′ − q′′∥[α,β]∞ ≤ C3h2,
• ∥p(3) − q(3)∥[α,β]∞ ≤ C4h,
kjer je h = β − α.
Dokaz. Na intervalu [α, β] ozna£imo h = β − α in deﬁniramo normo
∥p∥[α,β]∗ = ∥p∥[α,β]∞ + h∥p′∥[α,β]∞ + h2∥p′′∥[α,β]∞ + h3∥p(3)∥[α,β]∞ .
Po ena£bi (4) neodvisno od intervala [α, β] obstajata konstanti C2 in C3, da velja
∥p∥[α,β]∗ ≤ C3∥p∥[α,β]2 in ∥p∥[α,β]2 ≤ C2∥p∥[α,β]∞ .
S Qα spet ozna£imo Taylorjev polinom za p okrog to£ke α. Dobimo:
∥p− q∥[α,β]∗ = ∥p− q∥[α,β]∞ + h∥p′ − q′∥[α,β]∞ + h2∥p′′ − q′′∥[α,β]∞ + h3∥p(3) − q(3)∥[α,β]∞
≤ C3∥p− q∥[α,β]2
≤ C3∥p−Qα∥[α,β]2
≤ C2C3∥p−Qα∥[α,β]∞
≤ 1
4!
C2C3 max
t∈[α,β]
|p(4)(t)|h4.
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Dobili smo torej
∥p− q∥[α,β]∞ + h∥p′ − q′∥[α,β]∞ + h2∥p′′ − q′′∥[α,β]∞ + h3∥p(3) − q(3)∥[α,β]∞ ≤ Ch4,
iz £esar sledi
• ∥p− q∥[α,β]∞ ≤ Ch4,
• h∥p′ − q′∥[α,β]∞ ≤ C1h4 ⇔ ∥p′ − q′∥[α,β]∞ ≤ Ch3,
• h2∥p′′ − q′′∥[α,β]∞ ≤ C1h4 ⇔ ∥p′′ − q′′∥[α,β]∞ ≤ Ch2,
• h3∥p(3) − q(3)∥[α,β]∞ ≤ C1h4 ⇔ ∥p(3) − q(3)∥[α,β]∞ ≤ Ch.

Izrek 3.5. Naj bo p polinom stopnje n in naj bo t0 njegova enostavna ni£la na
intervalu [α, β]. Algoritem za kubi£no izrezovanje ima potem red konvergence 4 za
ni£lo t0.
Dokaz. Algoritem generira intervale [αi, βi], ki vsebujejo ni£lo. Ozna£imo hi =
βi − αi. V algoritmu vrstica 15 poskrbi, da se v vsakem koraku iteracije dolºina
intervala z ni£lo vsaj razpolovi. Dolºine hi gredo torej proti 0. Ker je t0 enostavna
ni£la, velja
(5) p(t0) = 0, p′(t0) ̸= 0.
Predpostavimo sedaj, da je p′(t0) > 0. Vpeljemo novo spremenljivko
x = t− t0
in ozna£imo
p̄(x) = p(t) = p(x+ t0) = anx
n + an−1xn−1 + . . .+ a1x+ a0,
q̄i(x) = qi(t) = qi(x+ t0) = b3x
3 + b2x
2 + b1x+ b0.
Iz ena£b (5) ra£unamo
p̄(0) = a0 = p(t0) = 0,
p̄′(0) = a1 = p′(t0) > 0,
...
p̄(n)(0) = n!an = p
(n)(t0) > 0.
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Iz teh enakosti dobimo
a0 = 0,
a1 < 0,
...
an ̸= 0,
torej
p̄(x) = anx
n + an−1xn−1 + . . .+ a0x,
kjer so
ai =
1
i!
p(i)(t0), za i = 1, 2, . . . , n.
Podobno so bi = 1i!q
(i)(t0), za i = 0, 1, 2, 3.
Res:
q̄i(0) = b0 = qi(t0),
q̄i
′(0) = b1 = q′i(t0,)
q̄i
′′(0) = 2b2 = q′′i (t0),
q̄i
(3)(0) = 3!b3 = q
(3)
i (t0).
Naj bosta sedaj Mi(t) = qi(t) + δi in mi(t) = qi(t)− δi. Naj bo t1 ni£la Mi(t) in t2
ni£la mi(t), torej Mi(t1) = qi(t1) + δi = 0 in mi(t2) = qi(t2)− δi = 0.
Vemo, da za iskano ni£lo t0 potem velja t0 ∈ [t1, t2].
Slika 4. Ni£la t∗ lihe stopnje je med ni£lama M in m.
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Deﬁniramo x2 = t2 − t0 > 0 in x1 = t1 − t0 < 0. Ker velja Mi(t1) = 0, sledi
Mi(t1) = qi(t1) + δi
= qi(x1 + t0) + δi
= q̄i(x1) + δi
= b3x
3
1 + b2x
2
1 + b1x1 + b0 + δi
= 0,
iz £esar sledi
|b3x31 + b2x21 + b1x1 + b0 + δi| = 0,
|b3x31 + b2x21|+ |b1x1|+ |b0 + δi| ≥ 0,
|b1x1| ≤ |b3x31 + b2x21|+ |b0 + δi|.
Izberemo si sedaj konstanto ϵ = 1
2
p′(t0) > 0. Ker je p′ zvezna funkcija, bo za dovolj
velike i veljalo
∥p′(t)− p′(t0)∥[αi,βi]∞ ≤
1
2
ϵ.
Po lemi 3.4 za dovolj velike i velja tudi
∥q′i(t)− p′(t)∥[αi,βi]∞ ≤
1
2
ϵ.
Obe oceni skupaj nam data
∥q′i(t)− p′(t0)∥[αi,βi]∞ ≤ ∥q′i(t)− p′(t) + p′(t)− p′(t0)∥[αi,βi]∞
≤ ∥q′i(t)− p′(t)∥[αi,βi]∞ + ∥p′(t)− p′(t0)∥[αi,βi]∞
≤ 1
2
ϵ+
1
2
ϵ
= ϵ.
S tem smo za dovolj velik i omejili q′i
|q′i(t)| ≥ p′(t0)− ϵ >
1
2
p′(t0), ∀t ∈ [αi, βi],
iz £esar sledi
|b1| ≥ 1
2
a1.
Iz lem 3.3 in 3.4 lahko ocenimo naprej
|b0 + δi| = |Mi(t0)| = |Mi(t0)− p(t0)|
≤ |Mi(t0)− qi(t0)|+ |qi(t0)− p(t0)|
≤ δi + ∥p− qi∥[αi,βi]∞
≤ (Cp + C1)h4i ,
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in
|b2| = |1
2
q′′i (t0)|
≤ |1
2
q′′i (t)−
1
2
p′′(t0)|+ |1
2
p′′(t0)|
≤ 1
2
C3h
2
i + |a2|
≤ max{2|a2|, 1}
= D2,p.
Na enak na£in dobimo ²e |b3| ≤ D3,p.
Pri tem sta konstanti D2,p in D3,p odvisni le od polinoma p. Sedaj lahko ocenimo ²e
b1x1:
|b1x1| ≤ |b3x31 + b2x21|+ |bo + δi|
≤ |x1||b3x21 + b2x1|+ |bo + δi|
≤ |x1|(D3,p|x21|+D2,p|x1|) + (Cp + C1)h4i .
Ker je x1 ≤ hi in gre hi proti 0, gre potem izraz (D3,p|x21| + D2,p|x1|) proti 0. Za
dovolj velike i tako dobimo
|b1x1| ≤ 1
2
|b1||x1|+ (Cp + C1)h4i
=
1
2
|b1||x1|+D0,ph4i ,
D0,ph
4
i ≥
1
2
|b1||x1|
≥ 1
4
a1|x1|,
|x1| ≤ 4D0,p
a1
h4i .
Za ni£lo t2 na podoben na£in dobimo
|x2| ≤
4D′0,p
a1
h4i .
Vemo, da sta x1 < 0 in x2 > 0, zato sledi
hi+1 = |t2 − t1| = |x2 + t0 − x1 − to| = |x2 − x1| = x2 − x1 ≤
4(D0,p +D
′
0,p)
a1
h4i .
Zaporedje hi ima torej red konvergence 4 za enojne ni£le. Za primer, ko je p(s)(t0) <
0, namesto polinoma p gledamo polinom −p.

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Izrek 3.6. Naj bo p polinom stopnje n in naj bo t0 njegova ni£la tretje stopnje na
intervalu [α, β]. Potem algoritem za kubi£no izrezovanje konvergira k ni£li z redom
4
3
.
Dokaz. Dokaz je zelo podoben dokazu za enostavne ni£le. Stopnja ni£le t0 nam da
ena£be:
(6) p(t0) = p′(t0) = p′′(t0) = 0, p(3)(t0) ̸= 0.
Predpostavimo, da je p(3)(t0) > 0 (v nasprotnem primeru gledamo −p) in vpeljemo
x = t− t0,
p̄(x) = p(t) = p(x+ t0) = anx
n + an−1xn−1 + . . .+ a1x+ a0,
q̄i(x) = qi(t) = qi(x+ t0) = b3x
3 + b2x
2 + b1x+ b0.
Iz ena£b (6) sledi
p̄(0) = a0 = p(t0) = 0,
p̄′(0) = a1 = p′(t0) = 0,
p̄′′(0) = a2 = p′′(t0) = 0,
p̄(3)(0) = 3!a3 = p
(3)(t0) > 0,
...
p̄(n)(0) = n!an = p
(n)(t0) > 0.
Torej
a0 = 0,
a1 = 0,
a2 = 0,
a3 > 0,
...
an ̸= 0,
in
p̄(x) = anx
n + an−1xn−1 + . . .+ a3x3,
kjer so
ai =
1
i!
p(i)(t0), za i = 3, 4, . . . , n,
in
bi =
1
i!
q(i)(t0), za i = 0, 1, 2, 3.
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Naj bo
Mi(t) = qi(t) + δi
in t1 njegova ni£la. Podobno naj bo
mi(t) = qi(t)− δi
in t2 njegova ni£la, ter t0 iskana ni£la p.
Potem sledi
t0 ∈ [t1, t2],
x2 = t2 − t0 > 0
in
x1 = t1 − t0 < 0.
Iz Mi(t1) = 0 sledi:
|b3x3| ≤ |b2x21 + b1x1 + b0 + δi|.
Po lemi 3.4 in zaradi zveznosti p(3) za dovolj velike i velja
∥p(3)(t)− p(3)(t0)∥[αi,βi]∞ ≤
1
2
ϵ in ∥q(3)i (t)− p(3)(t)∥[αi,βi]∞ ≤
1
2
ϵ.
e neenakosti zdruºimo, dobimo
∥q(3)i (t)− p(3)(t0)∥[αi,βi]∞ ≤ ∥q(3)i (t)− p(3)(t)∥[αi,βi]∞ + ∥p(3)(t)− p(3)(t0)∥[αi,βi]∞
≤ 1
2
ϵ+
1
2
ϵ
= ϵ,
kar nam da
|q(3)i (t)| ≥ p(3)(t0)− ϵ >
1
2
p(3)(t0), ∀t ∈ [αi, βi],
|b3| ≥ 1
2
a3.
Sedaj ocenimo |b3x31|. Zato potrebujemo ocene za |b0+ δi|, |b1| in |b2|, za kar upora-
bimo lemi 3.3 in 3.4
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|b0 + δi| = |Mi(t0)| = |Mi(t0)− p(t0)|
≤ |Mi(t0)− qi(t0)|+ |qi(t0)− p(t0)|
≤ δi + ∥p− qi∥[αi,βi]∞
≤ (Cp + C1)h4i ,
|b1| = |q′i(t0)| = |q′i(t0)− p′(t0)| ≤ ∥p′ − q′i∥[αi,βi]∞ ≤ C2h3i ,
|b2| = |q′′i (t0)| = |q′′i (t0)− p′′(t0)| ≤ ∥p′′ − q′′i ∥[αi,βi]∞ ≤ C3h2i .
Ocenimo ²e
|b3x31| ≤ |b2x21 + b1x1 + b0 + δi|
≤ |b2x21|+ |b1x1|+ |bo + δi|
≤ |b2h2i |+ |b1hi|+ |bo + δi|
≤ (C3 + C2 + Cp + C1)h4i = Dh4i ,
iz £esar dobimo
Dh4i ≥ |b3x31| ≥
1
2
a3|x31|,
|x1| ≤ 2D
a3
h
4
3
i .
Na enak na£in dobimo |x2| ≤ 2D′a3 h
4
3
i . e zdruºimo oceni in upo²tevamo, da je x1 < 0
in x2 > 0 dobimo
hi+1 = |t2 − t1| = x2 − x1 ≤ 2(D
′ +D)
a3
h
4
3
i .

Izrek 3.7. Naj bo p polinom stopnje n in naj bo t0 njegova ni£la druge stopnje na
intervalu [α, β]. Potem algoritem za kubi£no izrezovanje konvergira k ni£li z redom
2.
Dokaz. Ker je ni£la t0 druge stopnje velja
(7) p(t0) = p′(t0) = 0, p′′(t0) ̸= 0.
Predpostavimo p′′(t0) > 0 (v nasprotnem primeru gledamo −p) in vpeljemo novo
spremenljivko
x = t− t0
in ozna£imo
p̄(x) = p(t) = p(x+ t0) = anx
n + an−1xn−1 + . . .+ a1x+ a0,
q̄i(x) = qi(t) = qi(x+ t0) = b3x
3 + b2x
2 + b1x+ b0.
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Ena£be (7) omejijo p̄:
p̄(0) = a0 = p(t0) = 0,
p̄′(0) = a1 = p′(t0) = 0,
p̄′′(0) = 2a2 = p′(t0) > 0,
...
p̄(n)(0) = n!an = p
(n)(t0) > 0,
torej
a0 = 0,
a1 = 0,
a2 > 0,
...
an ̸= 0,
in
p̄(x) = anx
n + an−1xn−1 + . . .+ a2x2,
s koeﬁcienti
ai =
1
i!
p(i)(t0), za i = s, s+ 1, . . . , n,
in
bi =
1
i!
q(i)(t0), za i = 0, 1, 2, 3.
Deﬁniramo sedaj mi(t) = qi(t) − δi. Ker je stopnja ni£le t0 soda, bo t0 ukle²£ena
med t1 in t2, ki sta ni£li mi (to ne bo veljalo le za kon£no mnogo i).
Slika 5. Ni£la t∗ sode stopnje je med ni£lama m.
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e ozna£imo x1 = t1−t0 < 0 in x2 = t2−t0 > 0 bo izmi(t1) = qi(t1)−δi = 0 sledilo
|b2x21| ≤ |b3x31|+ |b1x1 + b0 − δi|.
Na enak na£in kot v prej²njih dveh dokazih potem sledi
|x1| ≤ Dh2i in |x2| ≤ D′h2i ,
in zato
hi+1 = |t2 − t1| = x2 − x1 ≤ (D +D′)h2i .

4. Rezultati in primerjava
V prej²njem poglavju smo dobili red konvergence kubi£nega izrezovanja. V praksi
sam red konvergence ni edina stvar, ki nas zanima. V teoriji red konvergence pove,
kako hitra je metoda. V praksi se £as ra£unanja ne izraºa samo z redom konvergence.
Za £im hitrej²i algoritem je pomembno ²e ²tevilo potrebnih operacij za doseg ºeljene
konvergence, £as ra£unanja ene iteracije in ²tevilo operacij v vsaki iteraciji. Poleg
hitrosti ºelimo, da je algoritem natana£en in numeri£no robusten. V tem poglavju
bomo primerjali predstavljeno kubi£no izrezovanje s prej znanima kvadratnim in
Bézierjevim izrezovanjem.
4.1. Red konvergence. V tabeli 1 so zapisani redi konvergence za kubi£no, kva-
dratno in Bézierjevo izrezovanje in ni£le razli£nih redov. Vidimo, da ima v smislu
vi²jega reda konvergence kubi£no izrezovanje prednost pred kvadratnim in Bézierje-
vim izrezovanjem. Natan£neje ima za ni£le reda najve£ 3 kubi£no izrezovanje vi²ji
red konvergence, za ni£le vi²jih redov pa imajo vsi trije algoritmi isti red.
enojna ni£la dvojna ni£la trojna ni£la ni£le vi²jih redov
kubi£no 4 2 4
3
1
kvadratno 3 3
2
1 1
Bézier 2 1 1 1
Tabela 1. Primerjava reda konvergence
4.2. tevilo iteracij in operacij na iteracijo. Kot sem ºe omenil pa red konver-
gence ni edini kriterij za hitrost algoritma. V tabeli 3 so za vsak algoritem zbrana
²tevila posameznih operacij v vsaki iteraciji algoritma. Za polinome nizkih stopenj
moramo pri kubi£nem algoritmu opraviti najve£ operacij v vsaki iteraciji.
Pomembno je opomniti, da smo pri tem za kubi£no izrezovanje privzeli najslab²i
moºni kriterij. V Cardanovi formuli 2.4 bo v primeru, da je q
2
4
+ p
3
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> 0, le x1
realna ni£la, kar poenostavi ra£unanje in zmanj²a ²tevilo operacij. Mi smo v tabeli
3 privzeli, da imamo vedno 3 realne ni£le.
V prid algoritma govori tabela 2. Ker je ²tevilo iteracij pri kubi£nem izrezovanju
manj²e, to delno izni£i ve£je ²tevilo operacij na iteracijo. Kljub temu skupni £as
ra£unanja ni£le pri kubi£nem izrezovanju ni absolutno manj²i kot pri kvadratnem in
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Bézierjevem. Kot vidimo v tabeli 3, tu ra£unamo z numeri£no zahtevnej²imi opera-
ijami. Skupni £as algoritma je za polinome nizkih stopenj in za nizke natan£nosti
primerljiv ali v nekaterih primerih celo ve£ji kot pri kvadratnem in Bézierjevem iz-
rezovanju. Z vi²anjem stopnje polinoma in vi²jo natan£nostjo pa pride predstavljen
algoritem bolj do izraza.
stopnja n enojne ni£le 10−4 10−8 10−16 10−64 10−128
4 kubi£no 2 2 3 4 4
kvadratno 2 3 3 5 5
Bézier 3 4 5 7 8
8 kubi£no 2 2 3 4 4
kvadratno 2 3 3 5 5
Bézier 3 4 5 7 8
16 kubi£no 2 2 3 4 4
kvadratno 2 3 3 5 5
Bézier 3 4 5 7 8
stopnja n dvojne ni£le 10−4 10−8 10−16 10−64 10−128
4 kubi£no 3 4 5 7 8
kvadratno 4 5 7 10 12
Bézier 7 11 12 213 425
8 kubi£no 3 4 4 6 7
kvadratno 4 6 6 10 12
Bézier 9 17 34 135 269
16 kubi£no 3 3 4 6 7
kvadratno 5 6 8 11 12
Bézier 7 14 27 107 213
Tabela 2. Primerjava ²tevila iteracij
stopnja n ± ×÷ ≤ √ 3√ arctan sin /cos |.| ∑︁
4 kubi£no 263 223 43 6 2 2 4 2 545
kvadratno 228 115 30 2 0 0 0 2 377
Bézier 214 62 9 0 0 0 0 0 285
8 kubi£no 489 375 43 6 2 2 4 2 923
kvadratno 548 243 30 2 0 0 0 2 825
Bézier 582 174 17 0 0 0 0 0 773
16 kubi£no 1181 871 43 6 2 2 4 2 2111
kvadratno 1676 691 30 2 0 0 0 2 2401
Bézier 1692 590 33 0 0 0 0 0 2321
Tabela 3. Primerjava ²tevila operacij na iteracijo
5. Zaklju£ek
V delu sem predstavil algoritem za ra£unanje ni£el polinoma na danem intervalu
z dolo£eno natan£nostjo, imenovan kubi£no izrezovanje. Algoritem je posplo²itev
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algoritma iz £lanka [1]. Podobno kot kvadratno izrezovanje temelji na predstavitvi
polinoma v Bernsteinovi bazi in niºanju stopnje. Videli smo, da predstavljeni al-
goritem konvergira z redom 4 za enojne ni£le, 2 za dvojne ni£le in superlinearno 4
3
za ni£le reda 3. Algoritem bi lahko posplo²ili in za aproksimacijo uporabili polinom
q stopnje 4. Za ra£unanje njegovih ni£el bi potem uporabili Ferrarijevo formulo.
Pri£akujem, da bi se red konvergence ²e izbolj²al, vendar bi se £as ra£unanja za
polinome nizkih stopenj ²e poslab²al. V praksi bi torej za polinome nizkih stopenj
uporabili Bezierjevo ali kvadratno, za vi²je stopnje pa kubi£no izrezovanje ali njegovo
posplo²itev.
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