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Abstract
Contacts and friction are inherent to nearly all robotic manipulation tasks. Through
the motor skill of insertion, we study how robots can learn to cope when these
attributes play a salient role. In this work we propose residual learning from demon-
stration (rLfD), a framework that combines dynamic movement primitives (DMP)
that rely on behavioural cloning with a reinforcement learning (RL) based residual
correction policy. The proposed solution is applied directly in task space and
operates on the full pose of the robot. We show that rLfD outperforms alternatives
and improves the generalisation abilities of DMPs. We evaluate this approach by
training an agent to successfully perform both simulated and real world insertions
of pegs, gears and plugs into respective sockets.
1 Introduction
Insertion is a prototypical robot manipulation skill required in a variety of practical applications,
ranging from the home to modern manufacturing settings [11]. It remains difficult to find robust and
general solutions for this task that do not depend on specialised fixtures and other aids. Mechanical
design engineers have long devised ingenious methods for part insertion, however those are either
highly case-specific as in manufacturing or not very robust in the face of hardware wear and tear, or
other environmental uncertainties. Emerging applications call for a degree of flexibility in skills that
may be best achieved through learning and adaptation. This problem is the focus of our work.
Learning from demonstration (LfD) [23] enables effective and rapid skill acquisition in physical robots.
This can be particularly useful in contact-rich manipulation tasks such as peg, plug or gear insertions.
Existing solutions to LfD [28, 1] have shown that it is possible for robots to gain proficiency in tasks
even when we may not have detailed models or simulations of complex environments. However,
generalising to a range of scenarios without explicitly modelling the effects of contacts and friction
remains difficult, limiting robot learning in these contact-rich settings. Model-free RL has been
shown to be very useful for solving challenging tasks [33, 18], but requires large amounts of data and
often physically impractical numbers of training episodes. Furthermore, many hours of training can
result in higher levels of equipment wear and tear, and increase the risk of more serious hardware
damage due to the inherently exploratory nature of RL.
Roboticists have recognised the need for adaptive learning from demonstration schemes that occupy
a middle ground [19]. We achieve this by combining LfD and model-free RL in a residual pose
correction framework comprised of two complementing policies. DMPs [7] act as a base policy which
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Figure 1: Outline of the proposed residual learning from demonstration (rLfD) framework. We collect
demonstrations using an HTC Vive tracker, and extract an initial full pose policy using Dynamical
Movement Primitives (DMPs, running at 100Hz). The control command produced by the DMP is
corrected by an additional residual policy trained using model-free RL (run at 10Hz). The resulting
term is then fed into a real time impedance controller (running at 500Hz) in a Franka Panda that
performs peg, gear or LAN cable insertion in physical setups.
we further correct using variants of state-of-the-art on- and off-policy RL trained in an online fashion.
This yields a solution that is more sample-efficient and is applicable to a range of start positions,
orientations, geometries as well as levels of friction. We study the efficacy of this framework using
peg, gear and LAN cable insertions - in simulation and on a physical robot (Figure 1).
Unlike prior work [21, 22, 25], this framework explicitly accounts for orientation-based policy
corrections in task space. Our results show that orientation-based correction, which is typically not
applied in residual learning frameworks [25], is essential for reliable and robust plug insertion. This
is challenging in part because additive orientations can introduce catastrophic singularities and locks
while formulating residual orientation-based corrections in quaternion space can be difficult to learn.
Contributions The key contributions of this paper2 include:
• A general framework for residual full pose corrections and the demonstration of its applica-
bility to three types of physical insertion tasks;
• Showing that learning a residual corrective policy using model-free RL is more robust and
sample efficient than adapting DMP parameters directly;
• Showing that a residual formulation results in less forceful and more sample efficient policies
than alternative schemes.
2 Related Work and Contributions
Insertion is a broadly relevant motor skill in many robot manipulation applications. It is a key part
of manufacturing assembly, home automation, laboratory testing and even surgical automation [11].
Existing literature on this problem can be organised into two broad categories based on whether or
not the methods split the task execution into phases based on contact times. This section provides an
overview of some of these methods, and positions our work in context.
Modelling Contacts It is common practice in extant approaches to first model the time(s) of contact
and then to structure the insertion strategy in terms of two separate sub-problems - contact-state
recognition and compliant control [19]. Compliant control generally relies on a human engineer to
characterise the underlying friction and contact model [34]. Some recent approaches have demon-
strated high-precision assembly through the use of additional force information [8]. These methods
2Videos and further details are available at sites.google.com/view/rlfd/.
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require careful design of the manipulated objects and the external environment, e.g. assuming a
flat surface surrounding the hole. In many practical settings, these assumptions may not hold, e.g.
consider RJ-45 connector insertion (Figure 1, bottom row). Also, it tends to be hard to obtain good
models of the distributional changes in contact dynamics over time, which affects reliability. In con-
trast, rLfD overcomes these limitations by relying on a strategy extracted from human demonstrations,
and a learned policy that adapts the full pose of the end-effector directly in task space.
Learning from Demonstration (LfD) Learning policies for complex robot tasks can benefit from
expert demonstrations [6]. LfD [23] is a widely adopted approach formalising this idea and has
been applied previously in the context of peg-in-hole insertion [35]. However, no further effort was
made to account for model imperfections. DMPs [7] have been shown to improve the generality of
considered demonstrations in a variety of manipulation tasks [28, 21, 22, 27]. However, these works
do not look into contact-rich manipulation scenarios. The methods proposed in [32] and [16] use
positive and negative demonstrations to initialise a replay buffer and use off-policy deep RL to solve
an insertion task using only sparse rewards. [33] uses demonstrations in a similar way, but relies
on visual guidance to solve for randomised target positions. These solutions utilise demonstrations
implicitly through a replay buffer relying on sample heuristics that often require more demonstrations
and training time which might lead to damaging the robot or the considered plug. In contrast, rLfD
adapts the full end-effector (EEF) pose extracted from as little as a single demonstration and requires
∼ 600 episodes to solve the considered insertion tasks.
Reinforcement Learning (RL) The standard approach to using RL in robotics tasks is to learn
incrementally from trial and error. For tasks such as insertion, this can be impractical as the
approaches may not run in real time, or consider issues of concurrency in control. There is also
the issue of the number of training episodes needed, which may be infeasible on physical robots.
Nevertheless, these algorithms exhibit promising generalisation abilities. Many promising recent
approaches focus on improving the state representation for conventional model-free solutions [29, 14].
There has been interest in model-based approaches [15, 17], and more recently hybrid approaches [13].
However, it remains difficult to scale these approaches to the scenarios we have in mind. Further, our
evaluations suggest that hybrid policies that rely on model-free learning may result in high levels of
force during execution, which increases the risk of hardware damage during training.
Residual RL Acknowledging the difficulties of executing RL in physical systems, works such as [9]
combine conventional contact model-based control with model-free reinforcement learning, but they
do not handle orientation-based corrections - instead, focusing primarily on sliding at low levels of
friction. [25] proposes using stronger priors and combines SAC with a Proportional controller to solve
industrial position-only insertion tasks. They do not scale to full pose corrections. Moreover, this
approach encourages the use of higher forces via a dense reward function. This limits the solution to
Cartesian space perturbations and increases the risk of hardware damage while reducing the generality
of the proposed solution.
Summary We propose a framework that bridges LfD and model-free RL through an adaptive residual
learning policy operating alongside dynamic movement primitives applied directly to the full pose of
the robot. We explore the effects of parameter adaptation for DMPs, and show that residual policy
learning is more effective than model adaptation schemes that modify DMP parameters directly.
Further, the proposed formulation leads to a significant reduction in the sample requirements during
training while preserving the overall improved accuracy achieved with model-free RL. In practice,
this is important as it limits the risk of hardware damage and thus makes this approach feasible for
real world applications. This framework is evaluated in both simulated and physical systems, running
in real time.
3 Methods
In this work we learn a base policy, pib, from expert demonstration and apply it directly in task
space. We use two separate formulations - namely positional and orientational DMPs [7, 20]. The
learned behaviour is then executed using a suitable hardware controller, i.e. positional or impedance,
that produces the final motions of the robot arm. The positional base policy pˆib is described by
position and velocity terms, (x, x˙), in 3D Cartesian space. The orientation-based base policy, p˜ib is
described using the 4D orientation in quaternion and angular velocity, (q,ω). The resulting base
policy, pib is then capable of imitating the full pose of the demonstrated behaviour (see Appendix A.1
for a detailed formulation). We learn pib using a single expert demonstration (see Appendix A.3).
Such a formulation can generalise well to perturbations of the initialisation and timing conditions
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Figure 2: Types of adaptive perturbations with Gaussian noise, η, applied on a DMP policy from
Eq. 6 for a simple Archimedian spiral. Perturbing directly in task space, y˙ (green) results in local
exploration that is important for contact-rich manipulation. In contrast, perturbing the coupling term,
Ct (blue) or the parameters ω of the forcing term, fω (orange) results in locally smooth trajectories.
At test, we remove stochasticity and use the mean action instead which leads to a smoother trajectory.
especially when executed in free space. However, it cannot adapt well to previously unseen task
settings and environmental perturbations which are typical for contact-rich manipulation tasks. In this
work we study how to alleviate this limitation using an additional residual policy, piθ by employing
state-of-the-art model-free RL.
3.1 Problem Formulation
We consider a finite-horizon discounted Markov decision process (MDP),M = (S,A, P, r, γ, T )
with system dynamics defined by a transition function P : S ×A× S 7→ [0, 1] and a reward function
r(x, a) ∈ R. Let x ∈ S ⊆ Rnx be an element in the state space S, and a ∈ A ⊆ Rna denote the
robot velocity which we refer to as action. Then, a stochastic control policy parameterised by θ,
piθ(a|x) defines the probability of selecting an action a given a state x. Let ζ = (st0 , . . . , sT ) be
a trajectory with a horizon T , a discount function γ(·) and a state-action tuple st = (xt, at) and
a trajectory return R(ζ) =
∑T
t=t0
γr(xt, at). In this context, we can define an optimal policy as
pi∗ = arg maxpi∈p¯i J(pi), where J(pi) = Es0∼p(s0),at∼pi(s)[R(ζ)] and p¯i is the set of all policies pi.
We can use a policy gradient method to optimise the objective from the sampled trajectories. By
relying on a DMP to extract a fixed and pre-computed offline continuous base policy, pib, we
significantly reduce the complexity of the task for piθ. The residual policy has to learn how to deviate
from the base policy by correcting for model inaccuracies and potential environmental changes during
execution. Thus, the final policy can compensate for system uncertainties through an adaptive term
sampled from piθ while relying on a prior, pib acquired through human demonstrations.
3.2 Residual Learning with DMP
Contact-rich manipulation has inherent non-linear dynamical effects between the robot and the
surrounding environment. In most insertion tasks, slight perturbations can have drastic consequences
on the performance of pib. To this end, utilising model-free solutions can help relax the challenge
of modelling contact dynamics. However, very little has been done to study the effects of applying
residual signals to a DMP formulation in the context of contact-rich manipulation. In this subsection,
we propose a formulation that directly adapts the positional pˆib in task space (Figure 2).
We propose extracting a residual positional policy pˆiθ, parameterised by θ that adapts the base policy,
pˆib to compensate for model inaccuracies and environmental uncertainties. The final positional policy
can then be defined as pˆif = pˆib + pˆiθ.
Corrective actions aˆ∆ ∼ pˆiθ(aˆ|s) for a stochastic policy can be modelled as a Gaussian distribution
with state s and action a. The state s can be comprised of the current pose and sensed force of the
robot (x,q, f), with its position x relative to the goal and q being a unit quaternion and the calibrated
3D force, f at the end-effector (see Appendix A.4). Applying the 3D position and velocity correction
to pˆib requires a straightforward addition, and namely aˆf = aˆb + aˆ∆, similar to [9].
The adaptation process of contact-rich manipulations can benefit from local policy perturbations that
enable effective exploration. However, applying corrections to different components of the DMP
formulation can lead to varying results. Figure 2 illustrates this notion with a simple Archimedian
spiral and a positional base policy pˆib extracted from a single demonstration. In this context, correcting
the weights, ω, of the nonlinear term fω (orange), for example, can lead to locally smooth but
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very distinct nonlinear motions. This itself is not that useful in settings that require careful local
explorations. Similarly, applying residual corrections as part of the coupling term formulation,
Ct (blue) leads to changing the overall smooth behaviour but does not take into account the local
exploration requirements. Thus, we propose to apply corrections directly in task space, y˙ (green).
This allows extracting residual policies that can effectively learn to adapt to a range of perturbations
by performing local online exploration through adding noise to the x˙ or x¨ term directly at the end-
effector task space, xt+1 = xt + aˆf . We propose to extract this policy by relying on model free RL.
The final learned policy is no longer comprised of random noise. Instead, it turns into a structured
corrective term that operates in velocity or acceleration space. Our empirical evaluation suggests that
rLfD leads to a smooth, less forceful solution compared to alternative approaches.
3.3 Learning Position and Orientation based Corrections
Given environmental changes and assuming inaccuracies in the robot itself, the positional residual
formulation introduced above can correct this by combining an adapting policy pˆiθ using the DMP as
a prior policy pˆib, resulting in pˆif = pˆib + pˆiθ.
This form of additive correction is unsuitable for orientations due to the risk for singularities or locks.
Assuming static orientations or constant angular velocity could in principle relax this constraint.
However, such approximations would restrict applicability as motion is not static in orientation by
nature. In order to address this, a residual formulation capable of accommodating quaternion based
representations is needed. Thus, we define an orientation-based residual framework given by
p˜if = p˜iθ ◦ p˜ib. (1)
Then, the resultant quaternion correction is associative and distributive, but not commutative. How-
ever, the hypercomplexity of a quaternion-based representation makes it challenging to predict
feasible actions in the context of a learned term. To accommodate this, we employ an angle-axis
representation output which consists of a 1D desired angle α of rotation in radians and a 3D unit
vector r around which the rigid body is rotated with angle α, resulting in an action a˜ = {α, r}.
Assuming that α ∈ [−pi, pi], which covers all rotations, it follows that cos(α/2) is strictly positive.
Then, a correction Q∆ = {qw∆, qx∆, qy∆, qz∆} can be computed as qw∆ = cos(α/2) for the real part of
the quaternion, Q∆, and a rotation vector r defined as
r∆ =
ωk
||ω|| . (2)
Here, ωk is one dimension of the rotation vector r, for k ∈ {x, y, z} and ||ω|| is the L2 norm of the
vector. Thus, the adaptation for the orientation can be described in quaternion form as
Q∆ = [cos(α/2), r∆sin(α/2)]. (3)
This allows us to obtain a quaternion correction term using real numbers. However, adding the
correction to the prior orientation is achieved with quaternion multiplication and thus
Qf = Q∆ ◦Qb. (4)
Therefore, the complete final policy pif is defined as the concatenation of both 3D Cartesian positional
policy pˆif and the 4D quaternion-based orientation policy p˜if and is thus given by
pif =
[
pˆif
p˜if
]
. (5)
Implementation Details Both environments are built using Tf-Agents [4]. Training is performed
using a sparse reward with small margin κ, selected based on the width of the walls and depth of the
hole. All of the proposed policies rely on a normal projection for continuous actions which uses tanh
to limit its output similar to [5]. Further details can be found in the Appendix.
This work makes use of two independent, publicly available environments - MuJoCo [30] and
SL [24] for experimenting in simulation and the physical world respectively. In simulation, we
utilise Robosuite [3] and use a position controller applied on low level actions obtained using inverse
kinematics with PyBullet [2]. To evaluate rLfD in the physical world, we used a Jacobian transpose
Cartesian impedance control (see Figure 10 in Appendix for a control diagram) run in real time. Both
controllers were run at 500Hz, while pib at 100Hz and piθ at 10Hz (see Figure 1).
The framework supplies set-points to a real-time running controller, and uses a real-time clock to
synchronise the concurrently running modules. We extrapolate the DMP corrections using a standard
fifth order polynomial while assuming static repetition of the produced residual term.
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4 Experimental Evaluation
Figure 3: An easy task (left) and a harder task
(right). The robot is initialised with a position
sampled from a uniform distribution centered at
the demonstrated trajectory’s initial position with
variance of ± 11.8cm along all dimensions. The
difficulty is defined by the size of the hole. A task
is complete when the peg is fully inserted.
We evaluate the effects of using adaptive cor-
rections in the context of skill acquisition with
residual learning from demonstration. We per-
form a sequence of empirical evaluations using
a 7 DoF Panda Franka arm. Our results indicate
that direct pose corrections using model-free re-
inforcement learning techniques is both sample
efficient and improves the performance and gen-
erality of DMPs in contact rich manipulation
tasks. We split this section in two main parts: a
study of the effects of using residual corrections
on a simulated environment using MuJoCo [30]
and Robosuite [3]; and applying the proposed
approach to the physical world on three different
in complexity insertion tasks.
4.1 Applying Residual Corrections
In this subsection we utilise two separate tasks we refer to as ’easy’ and ’hard’ (see Figure 3). The
difficulty of a task is defined by the size of the hole a peg has to be inserted in. A tighter hole indicates
more difficulties such as potential jamming due to friction during insertion. The task with a larger
hole could be solved using only position-based corrections. In this section, we train on the easy task
but evaluate on both.
Applying adaptive corrections is a widely studied approach to improving the performance of a
base policy as discussed in Section 2. However, little has been done towards studying the effect of
correcting different parts of the DMP (See Fig. 2). To this end, we provide an exhaustive study of
applying corrections to a DMP in the context of contact-rich manipulation. Our results show that
learning a residual policy is more robust and sample efficient than the alternatives considered.
Table 1: Insertion accuracy table. Model names are followed by the type of correction applied,
coloured according to Fig. 2. Efficiency measures the number of episodes a model was trained for.
Model/Task Easy Hard Average Efficiency Reward
No corrections 31/100 8/100 20/100 n/a n/a
Random position 34/100 8/100 21/100 n/a n/a
Linear position [12] 34/100 8/100 21/100 n/a n/a
eNAC coupling [21] 0/100 0/100 0/100 8K exp{−L1}
FD parameters [22] 79/100 45/100 62/100 8K exp{−L1}
PoWeR parameters [10] 55/100 28/100 42/100 8K exp{−L1}
(no DMP) SAC position [5] 96/100 47/100 71/100 17K −(α ∗ L1 + βL2− )
(hybrid) SAC position [13] 46/100 29/100 37/100 8K 1[L2 ≤ κ]
SAC position (ours) 98/100 65/100 81/100 600 1[L2 ≤ κ]
PPO position (ours) 94/100 74/100 84/100 25.5K 1[L2 ≤ κ]
We summarise the effect of correcting different aspects of the movement primitives formulation after
training on the ’easier’ task in Table 1. To ensure fair comparison to non RL based solutions, we
trained our policies using a 0/1 sparse reward with margin κ = 0.048. We trained all baselines using
the rewards suggested in the associated references. We used a dense reward, similar to [25] for the
pure model-free position approach (see Appendix for details). In all cases we used the distance of
the end-effector from the goal as the input state. Our findings indicated that using only SAC with no
prior (row 7) can get comparable performance to rLfD. However, this relies on a well engineered
reward function and required significantly more episodes to reach that performance.
A promising closely related alternative to solving the problem is to adopt a hybrid formulation.
Recently, [13] showed its capacity to learn policies from visual pre-trained state space representations
with SAC in a sample efficient manner. However, we found such an approach to be highly dependent
on more informative, pre-trained representations. Thus, requiring more samples and a richer state
space compared to rLfD in the context of the considered tasks.
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Figure 4: Comparison between using residual, hybrid, DMP and model-free policies. The residual
policy (green) consistently results in experiencing forces comparable to that using only a DMP (red)
and even lower force across both the easy and hard tasks. Lower is better.
We also considered learning corrective residual policies using both on- and off-policy algorithms.
In both cases, we relied on the DMP policy only for the first half of an episode and used both the
base and residual policies for the rest of the execution. While using PPO [26] performs better both on
average and in terms of generalising to harder tasks, it required a higher number of steps to reach this
level of performance. In contrast, using SAC [5] can produce similar results in only a fraction of the
required steps (600 episodes). We discuss how to reduce the exploration requirements from 50 to less
than 13 thousand steps (∼600 episodes) for the cost of training time in the Appendix A.2.
Finally, our analysis (Figure 4) showed that relying on SAC in both hybrid (blue) and purely model-
free (orange) approaches resulted in applying more force during an execution compared to rLfD
(green). The DMP (red) failed at times by constantly pushing downwards, which contrasts with the
less forceful searching of rLFD.
4.2 Pose Corrections with Concurrent Real-time Control
Figure 5: Examples of the plug, gear and RJ-45
connector used in the considered tasks.
In this subsection we scale rLFD to correct the
full pose in a sequence of real-world insertion
tasks using a less precise impedance controller.
We consider peg insertion, similar in setup to
the simulated tasks discussed earlier, as well
as gear and RJ-45 connector insertion (see Fig-
ure 5). Each of those tasks introduces an addi-
tional mode of complexity within the context of
insertion. While physical peg insertion poses
challenges due to the friction-heavy interactions
with the highly nonlinear surrounding world, it can be solved by relying mostly on positional cor-
rections. On the other hand, the gear insertion task requires perfect alignment of the squared peg
with the hole. Due to the tight fit, it also requires a certain amount of downward force to be able to
achieve insertion. Finally, inserting an RJ-45 connector requires both perfect position and orientation.
Moreover, the connector’s plastic tip requires that a precise amount of force be applied to avoid
breaking, further increasing task complexity. In practice, random noise corrections (as in Figure 2) or
an iterative linear residual policy might be sufficient to achieve near perfect robustness [12]. A major
factor for this is the compliance of the physical environment, which is difficult to simulate. However,
latent external factors in the environment might have a significant impact on the overall performance.
For example, incorrect levelling of the surface a hole is positioned on may be hard to notice but can
result in unexpected failures. Learning to cope with such biases is thus important. Further, extracted
policies must be able to generalise to starting poses outside the training distribution and solve the task
as quickly as possible. In this section, we study the overall accuracy, generalisation ability, speed of
completing a task as well as the efficiency of using random, linear and non linear corrective policies
as part of the rLfD formulation. Our experiments suggest that a non-linear policy extracted using the
model-free approaches does provide the best performance and can overcome some of the limitations
of the alternatives considered (Table 2).
In the peg insertion case, we chose a set of 500 starting points that were sampled randomly from six,
three dimensional uniform distributions, each centred at up to +/- 3cm away along each axis from
the demonstrated starting pose. In the gear and LAN insertion tasks, we sampled uniformly 160 unit
vectors which were split into 8 bins of 20 samples, spreading up to 40 degrees away from the initial
demonstrated orientation. Table 2 summarises the overall performance of the proposed approach
on all three physical tasks considered. We found that recursive least squares (RLS) performed best
compared to other linear policies and thus report it as representative of the linear policy family.
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Table 2: Overall performance on the 3 considered tasks. The baseline policies are named as base +
position + orientation policy while ’DMP+PPO’ uses PPO for both. Overall, we propose a reliable
solution that is faster, more accurate and generalises better than the considered alternatives.
Task Policy Accuracy Generalisation Efficiency Speed
DMP 52.62% ±0.71 47.87% ±1.27 1 episode 7sec ±0.1
Peg DMP + RLS + n/a 80.66% ±3.95 79.72% ±4.78 ≤ 10 episodes 5.4sec ±0.2
Insertion DMP + RLS + Unif 60.25% 60.25% ≤ 10 episodes 7.1sec
DMP + Unif + Unif 91.02% 90.97% 1 episode 6.3sec
DMP + PPO 97.94% ±1.2 97.08% ±0.7 ≤ 500 episodes 5.1sec ±0.1
DMP 41.52% ±1.5 35.27% ± 2.19 1 episode 8.1sec ± 0.2
Gear DMP + RLS + n/a 58.67% ± 1.08 53.33% ± 1.22 ≤ 10 episodes 7.2sec ± 0.1
Insertion DMP + RLS + Unif 76.19% ±2.57 73.12% ±2.9 ≤ 10 episodes 6.6sec ± 0.1
DMP + Unif + Unif 86.86% ±1.68 85.16% ±1.9 1 episodes 6.2sec ± 0.1
DMP + PPO 92.2% ± 2.6 91.4% ±3.1 ≤ 500 episodes 5.9sec ±0.1
DMP 0.0% 0.0% 1 episode 10sec
Lan Cable DMP + RLS + n/a 14.6% ±1.6 10.0% ≤ 10 episodes 9.6sec ± 4.6
Insertion DMP + RLS + Unif 57.3% ±2.5 51.2% ± 2.9 ≤ 10 episodes 8.7sec ± 0.1
DMP + Unif + Unif 64.8% ±1.2 60.0% ±1.5 1 episode 8.6sec ±0.1
DMP + PPO 70.6% ±1.4 66.4% ±1.5 ≤ 500 episodes 8.4sec ±0.0
Figure 6: Successful peg insertions utilising
LfD (blue) with and without residual corrections.
Demonstrated initial position is illustrated by a
red vertical line. Evaluated against 500 samples.
Higher is better.
Figure 6 depicts the results achieved on the peg
insertion task. As state space to the non-linear
policy, we used the orientation and the L2 dis-
tance between the tip and the demonstration
goal, along with the normalised 3D force experi-
enced at the EEF as well as the action produced
by the DMP. The test environment had a small,
one degree slope which seems to have made
policies pushing away from the robot more ef-
fective. The RL agent successfully compensated
for the environment and learned a successful
corrective policy. Finally, we found that start-
ing from a higher position decreases the perfor-
mance of baseline policies as there was less time
to rely on the compliance of the environment.
We provide further evaluation and more details
in Appendix A.4.
5 Conclusion
This work introduces the notion of residual learning from demonstration (rLfD), a framework that
improves the generalisation abilities of DMPs in the context of contact-rich insertions both in
simulation and in real-world experiments. rLfD specifically accounts for orientation corrections. Our
results highlight the benefits of applying pose corrections directly in task space, rather than DMP
parameter space, both in terms of accuracy and overall experienced force on the joints. rLFD was
shown to be more sample efficient than alternative model-free approaches, and able to find better
and faster solutions when compared to linear and random policies. Potential future extensions to
this framework include consideration of hardness in terms of sequences of contacts and investigating
ways to reduce the overall forces applied during insertion.
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A Appendix
A.1 Base Policy from Demonstrations
As a base policy, this framework learns a trajectory-based DMP representation [7] from demonstra-
tions, which can be executed using a suitable controller (i.e. position or impedance). In order to allow
for orientation and position-based residual corrections we use separate DMP formulations.
Positional DMP Position-based DMP [7] rely on a transformation system, responsible for generating
a trajectory plan, a canonical system responsible for timing the motion generation, and a forcing term,
that is a nonlinear function approximation term which shapes the attractor landscape. In this context
the transformation system can be written as
τ2y˙ = αv(βv(g − x)− τy) + zfω + Ct, (6)
which assumes a one-dimensional system, for some time duration τ , and and a velocity y = x˙. The
nonlinear forcing term fω is scaled by z = g−x0gdemo−x0,demo , that is the ratio of distances between the
start position x0 and the goal position g recorded during demonstration. In order to scale a motion
primitive to varying time duration, the canonical system utilises a phase variable ρ, representing the
current phase of the primitive. Finally, the transformation system is driven by a nonlinear forcing
term fω and a coupling term Ct. The forcing term fω is responsible for the final shape of a primitive
and is typically modelled as a weighted sum of N Gaussian basis functions ψi which are functions of
the phase s, with width parameter hi and centre at ci. Mathematically, this can be expressed by
fω(ρ) =
∑N
i=1 ψi(ρ)wi∑N
i=1 ψi(ρ)
ρ, (7)
for ψi(ρ) = exp(−hi(ρ− ci)2). The forcing term weights wi are parameters learned from human
demonstration. In addition to the forcing term, the transformation system can also be modified by a
coupling term Ct, a sensory coupling, which can be either state-dependent or phase-dependent or
both.
In this work, we consider three degrees of freedom (DoF) position-based systems. Each DoF has its
own transformation system but all DoF share the same canonical system.
Orientational DMP Although position based DMPs have proved to be sufficient for a variety of
tasks, the task of insertion is highly dependent on orientation. Thus, we utilise an orientation-specific
DMP, first introduced in [20]. Like positional DMPs, orientational DMPs have a transformation and
a canonical system [31, 28]. We define a transformation system as
τ2ω˙ = aω(βω2log(Qg ◦Q∗)− τω) + f + C, (8)
for a unit quaternion Q which represents the orientation. Then, Qg is the associated goal orientation
and ω, ω˙ are the 3D angular velocity and acceleration terms. C and f are the associated coupling and
forcing terms. Quaternion DMPs, however, can no longer rely on simple addition and multiplication
for the hypercomplexity of the quaternion representation. Instead we need to rely on the operator
◦ (composition) and ∗ (conjugation). Moreover, we require the generalised log and the exponential
maps (log(·), and exp(·)), similar to [28].
Thus, the final base policy pib proposed in this work uses both the end-effector pose and velocities,
described by (x, x˙) as 3D Cartesian position and velocity representations as well as the 4D quaternion-
based orientation and angular velocity (q,ω) to describe the base desired motion.
A.2 Residual RL Policies
SAC We used a fixed alpha term with α = 0.01 and a recurrent neural policy. We used two feed-
forward layers as embedding of the input that were fed in the recurrent policy with a cell state of
40. The actor policy was comprised of a 400 and 300 dimensional feed-forward layers with ReLU
activation functions. The critic had a single feed-forward layer of size 300. Both policies had a single
dense layer after the LSTM output of size 100 with a ReLU activation. We used truncated normal
for weight initialisation. Those parameters were chosen in a grid search across policy network sizes
(Figure 7). We considered sizes of multiples of 2, where we scaled both actor and critic together.
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Figure 7: Training and evaluation using different sized actor and critic policies. First two figures
consider varying the size of the feed-forward policy, second two the cell size. The smaller the policy
the less stable the resulted solution. The experiment was conducted on the ’easy’ task with a sparse
reward and a 3D input.
Smaller embedding sizes resulted in failure to converge while smaller cell sizes in faster but less
stable convergence. Unlike the followed up on-policy approach, we were not able to use a simple
feed forward policy due to the concurrent nature of the task at hand and the off-policy learning set up.
The lower frequency of execution for the learned policy compared to the controller resulted in a gap
of 50 control steps between an observed state at time t that led to selecting an action at and the actual
state at t+ k · t∆, for k = 50 that action was used in. We found sufficient to rely on a recurrent policy
with a relatively small cell state for SAC and in the on-policy case, utilising the predicted value from
the DMP deemed sufficient. We then minimise the loss using Adam and a batch of a single episode’s
length (100 steps) and learning rates for both actor and critic of 0.0003.
Figure 8: More iterations reduce the number of
episodes required but increase training time per
one. The robot is initialised using a smaller vari-
ance of ±3cm.
In the simulation-based scenario, we used a
batch of size 32 and a single training step per
iteration. We reduced episode requirements sig-
nificantly by increasing the update steps to 32
which required uniformly sampling from the
same replay buffer multiple times per update
step. This resulted in 4 times fewer episodes
required for a policy to converge. Figure 8 il-
lustrates a simpler task where the robot position
was initialised from a uniform distribution, cen-
tred at the initial position of the provided demon-
stration with a variance of ±3cm. Finally, we
used a target update τ value of 0.05 and sampled
sequence of 20 steps.
PPO We utilise the clipped objective introduced
in [26] which discourages large policy changes
and focuses on improving the current solutions
allowing for safer (more constrained) explo-
ration throughout the hardware experiments,
LCLIPθk = Es∼pik [
T∑
t=0
min(rt(θ)Aˆ
pik
t , clip(rt(θ), 1− , 1 + )Aˆpikt )]. (9)
We define a replay buffer of a size equalling the length of a single episode and assume that the
continuous actions are sampled from a learned Normal distribution. We define both the actor and
value networks using standard shallow neural networks with 2 layers, Figure 9 reports on performance
of the algorithm on a simple task using different sized policies. We project the outputs from the actor
through a normal projection network with a tanh normalised output, thus ensuring that values near
the spec bounds cannot be returned.
Further, we define a value for the bias of the independent from each other standard deviation
projections as log(exp (η)− 1) for η being the initial action’s standard deviation. We found using
a curriculum over generalisation ranges was particularly useful in decreasing the training time for
position-based corrections.
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Figure 10: Cartesian Impedance controller with null space correction and without any dynamics
model.
A.3 Simulated Experiments
Figure 9: Training PPO with varied actor and value
policies sizes. The experiment used samples 6cm
away from the demonstrated trajectory. Starting
positions were sampled uniformly with variance
±np.sqrt(1/3) ∗ σ, for σ = 0.001.
Additional Implementation Details
In simulation we used a 0/1 sparse reward with
κ = 0.048 where we used the L2 distance to as-
sign 0 or 1 reward. We used α = 10, β = 0.002,
 = 0.0001 in the dense reward case. As state,
we used the end-effector position relative to the
goal. Our results suggested that this was suffi-
cient for training on the ’easy’ task only. Sam-
pling for starting positions was done uniformly
centered at the initial demonstration’s starting
position with variance of 11.8cm. We chose this
value randomly from a pool of values between
10 and 12 as those led to tasks that were chal-
lenging enough for our base policy to solve. We
used 40 basis functions to learn pib and a single
demonstration. We tried using an average over
multiple demonstrations but found the resultant
policies more likely end up hitting a surrounding
wall (see Figure 11).
A.4 Additional Physical Experimental Details and Analysis
We used a single demonstration to build the base policy which was sufficient enough to extract 100%
successful insertions when an episode starts within 2/3 mm away from that starting position. Unlike
the simulated experiments (Appendix A.3) we used the full pose of the robot’s end effector and the
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3D calibrated sensed force, (x, q, f) in all physical experiments. We represented x relative to the goal
position and used 40 and 70 basis functions for pˆib and p˜ib respectively. We found that using only
x as state space achieved similar performance to the linear policy with quadratic input (RLS from
Table 2).
Figure 11: Fitting a DMP using averaged demon-
strations generalised less than a single demo.
Generalising to Residual Pose Corrections
In this section we provide additional evaluation
and experimental setup details for the use of
the concurrent-based implementation of resid-
ual LfD to the full pose. Using position based
corrections can be useful but relies on unnatural
assumptions such as moving on a 2D plane and
perfect alignment. A full pose correction can
result in more general solutions capable of ad-
dressing broader range of tasks and improving
on existing approaches. For example, strategies
like tilting the peg by some angle and then push-
ing or aligning the orientation of the held object
in the exact direction cannot be achieved with
position-based solutions.
Peg Insertion The peg’s width, depth and height are 28x28x77mm with a hole with 0.4mm clearance.
We used a curriculum for training PPO where we started by ensuring the base policy can solve about
80% of the task itself, with the added noise from the untrained policy, this itself resulted to about
90-100% of successful insertions. After a few iterations we made the task harder and continuously
kept increasing the complexity ensuring that the task would not get harder than being 80% solvable
by the base policy and the currently existing trained one. We kept increasing the complexity by
sampling initial critical points of up to 1.5 cm away from the initial demonstration. We trained for
500 episodes and used a sparse reward. This approach reduced the sample requirements drastically
since at each stage we ensured a higher chance for the random exploration to land at a stage where
the policy knows how to solve from.
Figure 12: MSE from the goal averaged across all
axes. All considered policies fail with a similar
mean squared error with and without using RL.
Gear and Lan Insertion The gear is of size
79.2x79.85x10.79mm with a square hole of
23x23x10mm and Lan cable is standard RJ-45.
Similarly to the previous subsection, we extract
a base policy using position and orientation-
based DMPs which we then learn to adapt onto.
We trained piθ using sampled unit vectors around
which the starting position of the rigid body
was rotated with 25 degrees only. Further, we
used the corrective term after 3.9 seconds of
executing the base policy and scaled its orienta-
tion based corrections by the frequency of the
DMP while constraining the corrections within
6 degrees (≈ 0.1rad). The starting position in
x,y,z was sampled uniformly around the demon-
strated trajectory and was within 3mm range.
We trained the policy for 350 episodes, where
each episode lasted at most 10 seconds.
Further Evaluation
Similar to Figure 6 we plot the performance measures across the X, Y and Z axes individually.
Once more, linear and random policies were influenced by the diagonal slope of the surface. Note
that the performance along the Z axis (i.e. 3rd row) was not influenced by the slope of the surface
the whole was position on. However, the distance away from the peg had influenced the simpler
policies resulting in reduction of the overall accuracy. In addition to the overall achieved accuracy, we
measured the mean squared error obtained in all failure cases along all three axes. Figure 12 shows
that there is no difference between the linear and reinforcement learned policies in terms of mean
squared error when it comes to failing at completing the task.
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Figure 13: Performance of the different considered policies on the peg insertion task along each axis.
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Figure 14: Overall Performance of the residual correction on the gear insertion (top figure) and the
Lan cable insertion (bottom figure).
Finally, we plot the performance of the gear and Lan cable connector insertion tasks across different
degrees away from the original orientation shown in Figure 14. We evaluate against 8 different
degrees away from the orientation of the provided human demonstration. Our results indicate that
learning a residual policy capable of the full pose corrections can improve the average insertion
accuracy across configurations outside the training scope of the considered policies.
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