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La aplicación de métodos de aprendizaje profundo relacionados con la visión
por computador ha dado lugar a importantes mejoras en muchas aplicaciones in-
dustriales. Algunas de las aplicaciones relacionadas pueden ser la mejora en sis-
temas de videovigilancia, así como la estimación de la concurrencia en lugares.
Entre las diferentes líneas de investigación emergentes, este trabajo se centra en
la prevención de accidentes a través de las secuencias captadas por los sistemas
de videovigilancia, estimando la velocidad de los vehículos que circulan por estas
vías.
Los métodos más comunes para la estimación de velocidad se basan en usos de
sensores, como por ejemplo los dispositivos lidar, pero estos implican un mayor
coste en el presupuesto. Por esa misma razón en este trabajo se propone un método
que utilizando cámaras de videovigilancia, las cuáles ya están ampliamente insta-
ladas en una gran cantidad de calles y carreteras, se pueda obtener una estimación
able.
En este trabajo, se presenta una propuesta para obtener una estimación able y
suave de la velocidad de un vehículo mediante redes neuronales convolucionales,
CNN, y regresión por kernel. En primer lugar, se realiza una homografía del plano
capturado por la cámara y, para detectar vehículos de forma instantánea, se utiliza
un método de detección de objetos basado en CNN. A continuación, se aplica un
kernel de regresión para estimar suavemente la velocidad de los vehículos a partir
de las coordenadas junto con la marca de tiempo capturada. Para comprobar la a-
bilidad del procedimiento presentado, se han realizado varias pruebas con vídeos
seleccionados del conjunto de datos BrnoCompSpeed.
Keywords: Prevención de accidentes, Estimación de velocidad, Redes
neuronales convolucionales, Detección de objetos, Regresión por kernel.
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Abstract
The application of deep learning methods related to computer vision has led
to signicant improvements in many industrial applications. Some of the related
applications can be the improvement in video surveillance systems, as well as the
estimation of concurrency in places. Among the dierent emerging lines of re-
search, this work focuses on preventing accidents through sequences captured by
video surveillance systems, estimating the speed of vehicles circulating on these
roads.
The most common methods for vehicle speed estimation are based on the use
of sensors, such as lidar devices, but these involve a higher cost in the budget. For
the same reason, in this work we propose a method that using video surveillan-
ce cameras, which are already widely installed in a large number of streets and
highways, a reliable estimation can be obtained.
In this work, we present a new procedure to obtain a reliable and smooth
estimation of the speed of a vehicle through convolutional neural networks, CNN,
and kernel regression. First, a homography of the plane captured by the camera is
performed and, to detect vehicles instantly, a CNN-based object detection method
is used. Then a regression kernel is applied to smoothly estimate the speed of
the vehicles from the coordinates along with the captured timestamp. In order to
check the reliability of the presented procedure, several tests have been performed
on selected videos from the BrnoCompSpeed dataset.
Keywords:Accident prevention, Speed estimation, Convolutional neu-
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La toma de decisiones basada en datos es una parte esencial de la nueva era de la informa-
ción. Nuestra sociedad cuenta con un número cada vez mayor de dispositivos de recogida de
información, como cámaras en la calle, sensores o teléfonos inteligentes. Analizar ese enorme
volumen de información no es abordable por un humano, por lo que es necesario utilizar la
capacidad de procesamiento de los ordenadores para obtener información útil que aprovechar.
Este es un elemento clave en diversos campos como el análisis de mercados [1], las redes socia-
les [2] o la concesión de créditos [3]. Su punto en común es procesar la información generada
por muchos usuarios para predecir o, al menos, reaccionar. Estas características también se
dan en el campo del análisis del tráco o del transporte, donde hay que controlar a muchos
conductores.
La aplicación de los métodos de visión por ordenador a la videovigilancia y la seguridad
son campos de intensa investigación. Nuestra sociedad cuenta con un número creciente de
cámaras de vídeo instaladas en lugares públicos, como las dispuestas en calles, carreteras y
autopistas para vigilar el tráco.
Esta cantidad masiva de imágenes puede emplearse con nes beneciosos como la estima-
ción de la contaminación generada [4, 5] y la detección o prevención de accidentes de tráco
[6, 7]. La estimación de la velocidad de los vehículos suele ser un elemento clave para todas
estas aplicaciones o incluso el objetivo nal. Estas mediciones pueden obtenerse mediante el
uso de sensores especícos diseñados para ese n concreto. Aun así, su instalación implica
gastos añadidos, por lo que la obtención de la velocidad directamente a partir de secuencias de
vídeo facilita la implementación de los sistemas y requiere únicamente un sensor de propósito
general: una cámara de videovigilancia.
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Las técnicas tradicionales para detectar y rastrear elementos de una imagen implicarían
una técnica de segmentación de primer plano [8] basada en distribuciones gaussianas [9],
o un modelado estadístico de fondo [10]. Sin embargo, los avances de los últimos años en
computación paralela mediante Unidades de Procesamiento Gráco (GPUs) aplicadas a Redes
Neuronales Articiales han dado lugar a métodos de detección de objetos basados en capas
convolucionales que permiten detectar objetos para identicar su posición dentro de una ima-
gen y qué tipo de objeto son [11, 12, 13].
Dentro del campo del transporte y el tráco, se ha llevado a cabo un uso creciente de los
sistemas de videovigilancia para controlar los vehículos con el n de estimar la densidad del
tráco con el objetivo principal de reducir el número de accidentes. Dentro del campo de la
videovigilancia, se puede encontrar un gran número de trabajos relacionados. [14] propone un
sistema de detección y recuento de vehículos basado en la visión, extrayendo primero la su-
percie de la carretera en la imagen para dividirla en una zona remota y otra cercana mediante
un nuevo método de segmentación. A continuación, las dos zonas anteriores se introducen en
la red YOLOv5 para detectar el tipo de vehículo y su ubicación. Por último, se obtienen las
trayectorias de los vehículos mediante el algoritmo ORB. [15] propone la aplicación de la de-
tección de objetos para los sistemas de vigilancia del tráco con el n de detectar los vehículos
y así poder inferir su clase. El artículo [16] propone un método mejorado para detectar objetos
pequeños en secuencias de vídeo de carretera utilizando CNNs y procesos de superresolución,
aumentando el número de detecciones. [17] presenta una aplicación de monitorización de trá-
co por vídeo en tiempo real basada en la detección y el seguimiento de objetos para controlar
parámetros de tráco como el número de vehículos.
1.2. Objetivo
Nuestra propuesta utiliza un método de detección de objetos basado en CNN (Convolu-
tional Neural Networks) para obtener información de los vehículos con el n de detectarlos
y rastrearlos. Para obtener una equivalencia con el mundo real, transformamos la perspectiva
de la cámara mediante una homografía. Finalmente, aplicamos el estimador de regresión por
kernel de Nadaraya-Watson para obtener una estimación suave y able de la velocidad.
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1.3. Estructura de la memoria
El resto de este trabajo está estructurado como sigue: La sección 3 en la página 15 explica
la metodología aplicada, la sección 5 en la página 27 muestra toda la información relacionada
con los experimentos realizados para apoyar nuestra propuesta, incluyendo sus resultados, y





2.1. Redes neuronales articiales
Las redes neuronales articiales son un sistema de computación basado en las redes neu-
ronales biológicas de los animales.
Pertenecen al campo de aprendizaje computacional, que es el campo de estudio de los
algoritmos de aprendizaje automático. Su propósito es facilitar al usuario el aprendizaje a partir
de un conjunto de datos, de modo que pueda predecir resultados en datos que no hayan sido
vistos previamente.
Las redes neuronales se componen de conjuntos de neuronas cuyas salidas están conecta-
das a otras. Cada conexión tiene un peso que ponderará el valor de entrada en la neurona, y a
su vez, en la salida puede existir una función que se aplique sobre el valor calculado.
El aprendizaje de una red neuronal se realiza utilizando un conjunto de datos el cuál se
conoce el valor que se espera que devuelva la red neuronal. Utilizando este conjunto se aplica
un algoritmo de aprendizaje que vaya modicando los pesos sinápticos de modo que penalice
cuando la red no se ajusta a la salida esperada, y así la red se vaya ajustando a los valores,
de modo que cuando se introduzca uno que no haya sido visto anteriormente, la red pueda
predecirlo.
Las distintas investigaciones sobre el cerebro propician nuevos modelos de redes neuro-
nales, como son por ejemplo las redes de aprendizaje profundo.
2.2. Redes de aprendizaje profundo
Las redes de aprendizaje profundo son un tipo de redes neuronales articiales. Se carac-
terizan principalmente por poseer una gran cantidad de capas ocultas intermedias. Intenta
asemejarse más al funcionamiento del cerebro, interconectando una gran cantidad de neuro-
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nas de una capa con las de la siguiente, realizando un aprendizaje en la que tras cada etapa
modica los pesos entre todas las neuronas de cada capa.
Sus campos de aplicación son: reconocimiento de voz, procesado de lenguaje natural, tra-
ducción, bioinformática, diseño de drogas, análisis de imágenes médicas y visión por compu-
tador, entre otros.
En lo que a este trabajo respecta, su principal uso está en la detección de objetos, y su
clasicación, en particular, de vehículos.
2.3. Redes convolucionales
Las redes convolucionales son una clase de red de aprendizaje profundo. Consisten en
múltiples capas de ltros convolucionales para la extracción de características. En la última
capa se encuentran neuronas de perceptrón sencillas para la clasicación de las características
extraídas.
En el caso de las imágenes, se utilizan los ltros convolucionales para extraer las carac-
terísticas de los objetos, ya sea haciendo la derivada de la imagen y obteniendo los bordes,
u otro tipo de ltro. Finalmente se utilizan neuronas perceptrón para clasicar los objetos y
asignarles una puntuación.
Su aplicación se extiende por una gran cantidad de campos, como son la detección de
objetos en imágenes y vídeos, clasicación de imágenes, segmentación de imágenes, análisis
de imágenes médicas, procesado de lenguaje natural, series temporales nancieras, etc.
2.4. Detección de objetos
La detección de objetos imágenes es la tecnología que nos permite conocer los distintos
objetos que se encuentran en una imagen, y su posición. La forma más usual de obtener estos
datos es a través de la segmentación de la imagen en rectángulos y calculando la probabilidad
de que haya un objeto ahí, y nalmente clasicar qué tipo de objeto es.
A día de hoy, para la detección de objetos se utilizan redes convolucionales, un tipo de red
de aprendizaje profundo, ya que son con las que mejores resultados se obtienen.
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2.5. Homografía
La homografía es un tipo de transformación geométrica que nos permite determinar la
correspondencia entre dos guras geométricas planas.
Se puede encontrar un ejemplo de homografía realizado en este trabajo en la imagen 8, la
cuál sería una homografía de la imagen6, dado los puntos del rectángulo que forman las líneas
marcadas en la imagen.
Su principal utilidad en este proyecto reside en la posibilidad de convertir la perspectiva
obtenida desde la cámara de videovigilancia a la perspectiva obtenida a través de un satélite
o a una perspectiva ortogonal en la que podamos obtener una correspondencia entre una
distancia en la imagen y una distancia en el mundo real de forma constante. Es decir, que la
distancia real entre dos puntos del plano se pueda obtener a partir del cálculo de la distancia
en píxeles multiplicando por un factor entre la distancia entre cada píxel y la correspondencia





Figura 1: Flujo de trabajo de la técnica propuesta. En primer lugar, se realiza la detección de
vehículos. Se aplica una máscara para seleccionar los elementos del carril de la carretera reque-
rido. Posteriormente, se realiza el seguimiento del vehículo. Por último, se aplica la homografía
sobre el plano, se realiza la regresión por kernel y se estima la velocidad.
A continuación, se especica en detalle nuestra propuesta. Suponemos que existe un plano
por el que se mueven los vehículos, es decir, que el suelo se puede aproximar con un plano. El
primer paso de nuestro método consiste en proyectar el plano de la cámara C sobre el plano
de la carreteraR mediante una homografía adecuada. Para cada fotograma de vídeo entrante
se obtienen las cajas delimitadoras de los vehículos en la escena mediante una red profunda
de detección de objetos correspondiente al paso dos del ujo representado por la gura 1.
Posteriormente, como se indica en el punto dos del ujo de trabajo, se aplica una máscara
como región delimitadora para seleccionar la carretera deseada. Como se indica en el punto
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tres del ujo de trabajo, se realiza el seguimiento de los vehículos. Se aplica la homografía al
seguimiento, para obtener las posiciones de los vehículos en el plano, correspondiente al paso
cuatro del ujo de trabajo. La posición de cada vehículo se aproxima por el centro de su cuadro
delimitador asociado, dado por la media de las esquinas de la caja delimitadora proyectada
sobreR. Después se aplica un ltro de Kalman a estas detecciones de vehículos, de modo que
se registran las trayectorias de los vehículos. Cada trayectoria registrada S viene dada por un
conjunto de posiciones x ∈ R2 en el plano de la carretera R, junto con sus correspondientes
marcas de tiempo asociadas t ∈ R:
S = {(xi, ti) | i ∈ {1, 2, ..., N}} (1)
donde N es el número de instantes en los que el vehículo ha sido detectado a través de la
secuencia de vídeo.
Debido al ruido y los artefactos de la secuencia de vídeo entrante, la ocultación de los
vehículos detrás de otros objetos, y las imperfecciones del procedimiento de de detección de
objetos, se espera que cada trayectoria grabada S contenga contenga errores considerables de
posición. Este problema debe abordarse para obtener una estimación más able de la velocidad
del vehículo. Como se indica en el paso cinco del ujo de trabajo, aquí proponemos emplear
la regresión kernel para este propósito.
Consideremos el estimador de regresión kernel de Nadaraya-Watson [18, 19, 20]. Para un
instante de tiempo t, la posición del vehículo se estimada como una media ponderada de las






dondeK es el kernel con un ancho de banda h. Por ejemplo, se emplearán kernels Gaussianos,
triangulares o cuadráticos:












I (|t− ti| < h) (4)
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I (|t− ti| < h) (5)
donde |·| indica el valor absoluto de un número real y I representa a la función indicatriz.
El vector de velocidad puede ser estimado como la derivada de la posición estimada con
























donde K ′ representa la derivada del kernel de la función K :










K ′triangular (t− ti) = −
1
h
sgn (t− ti) I (|t− ti| < h) (8)
K ′quadratic (t− ti) = −
2
h2
(t− ti) I (|t− ti| < h) (9)
donde sgn representa la función signo:
sgn (z) =

−1 if z < 0
0 if z = 0
1 if z > 0
(10)
Luego, la magnitud ρ y el ángulo θ del vector de velocidad v se puede estimar, como se
indica en el paso seis del ujo de trabajo:
ρ̂ (t) = ‖v̂ (t)‖ (11)
θ̂ (t) = arctan (v̂1 (t) , v̂2 (t)) (12)
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El trabajo realizado no tiene como objetivo principal el desarrollo de librerías ni herra-
mientas, pero sí que han sido parte importante, ya que toda la fase de experimentación tiene
como base el uso de estas librerías.
En el planteamiento inicial se proponía la evaluación de distintos modelos de detección
de objetos, así como de seguimiento y estimación de velocidad, por tanto ha hecho falta un
entorno que facilitase todo el proceso de pruebas e investigación.
Las tres librerías realizadas se encuentran en sus respectivos repositorios de GitHub con
todas las clases y método documentados.
Simple Object Detection: https://github.com/RubenEu/simple-object-detection/
Simple Object Tracking: https://github.com/RubenEu/simple-object-tracking/
Vehicle Speed Estimation: https://github.com/RubenEu/vehicle-speed-estimation/
4.1. Librería: simple-object-detection
A día de hoy existen diferentes librerías para trabajar los modelos de detección de objetos,
como puedan ser tensorow o pytorch, e incluyen su propio entorno para facilitar el uso de
distintos modelos, como son tensorow-hub[21] o pytorch-hub[22]. Únicamente se ha queda-
do implementada la librería pytorch, ya que es la que poseía mayores facilidades para el uso de
los modelos YOLO, y tener precargada la librería de tensorow conllevaba un consumo extra
de procesamiento, es por ello que se decidió eliminar de las primeras versiones.
El problema de estas librerías es que únicamente descargan el modelo y permiten el pro-
cesado de las entradas dado el formato especicado (generalmente una resolución concreta),
pero no están estandarizadas las salidas.
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La librería pretende estandarizar las salidas de las distintas implementaciones de modelos,
de modo que se pueda trabajar con ellos sin atender a cómo devuelve la información.
Figura 2: Diagrama UML de la librería simple-object-detection.
4.1.1. Características de la librería
Clase abstracta para la implementación de modelos de redes neuronales convolucionales
para la detección de objetos en imágenes.
Clase para el almacenamiento de la información de los objetos detectados por la red
neuronal. Así se obtiene una salida estandarizada en cada modelo implementado.
Clase abstracta para la implementación de modelos de pytorch-hub.
Herramientas para dibujar las cajas delimitadoras de los objetos sobre la imagen.
Herramientas para la carga de secuencias de vídeo.
Métodos para la generación de los archivos con las detecciones de los objetos.
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Métodos para ltrar los objetos detectados.
La clase abstracta DetectionModel permite la implementación siguiendo un estándar dado
por la clase Object.
Esta clase almacena la siguiente información:
Índice del objeto. Se asigna en orden secuencial.
Centro del objeto.
Caja delimitadora.
Puntuación asignada por la red neuronal.
Etiqueta del objeto. Indica a qué clase pertenece.
Además, la caja delimitadora viene dada en los dos formatos más usados: ancho y alto,
o dadas sus esquinas. Lo más óptimo sería almacenar únicamente dos esquinas porque las
detecciones dadas por las redes suelen estar alineadas con los ejes de la imagen, pero en el
caso de aplicarse una homografía esto no tendría por qué cumplirse, por lo que es interesante
almacenar la información de lsa cuatro esquinas, para así, si se realiza la homografía de un
objeto, este tenga los puntos de las esquinas con la homografía aplicada.
Otro de los grandes problemas cuando se realiza detección en secuencias de vídeo, es que
si esta es muy larga, no puede ser cargado directamente en memoria. Como solución se ha
creado la clase StreamSequence para la lectura de un vídeo a través de un buer, así como la
clase StreamSequenceWriter para el guardado de secuencias de vídeo en el caso de que hayan
sido editados para añadir información. Esto será útil para utilizar conjuntamente con la librería
simple-object-tracking mencionada posteriormente.
Otra de las grandes utilidades de esta librería son los ltros de objetos. Como estos es-
tán estandarizados en una clase, pueden usarse métodos para aplicarse como ltros sobre los
objetos.
La detección sobre vídeos suele ser muy costosa en tiempo dependiendo de la red, para
evitar tener que realizar este proceso cada vez que se quieren obtener los objetos, existen
utilidades para guardar las detecciones en un archivo.
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4.1.2. Modelos implementados
Durante la fase de desarrollo fueron implementados diferentes modelos ya preentrenados,
tales como CenterNet[23] o EcientDET[24], pero nalmente se eliminaron e implementar






La librería simple-object-tracking propone la implementación de modelos de seguimientos
de objetos.
Se provee una estructura de datos para el almacenamiento de los seguimientos de los ob-
jetos en una secuencia de vídeo, de tal modo que pueda consultarse de distintas formas acerca
de ellos. Los distintos métodos se encuentran documentados en la propia clase.
Además, se permite la implementación de modelos de forma que se pueda realizar el se-
guimiento con distintos modelos y parámetros según las necesidades de la secuencia de vídeo.
Para el seguimiento de los objetos se requiere de la librería simple-object-detection como
base de los objetos detectados.
4.2.1. Características de la librería
Clase abstracta para la implementación de modelos de seguimiento.
Estructura de datos para el almacenamiento y consulta de los seguimientos de los obje-
tos.
Modelo de seguimiento basado en un punto dado de los objetos (centro o esquinas).
Herramientas para la edición de imágenes con los datos de los seguimientos. Se permite
la inclusión de los trazados realizados, información del frame, tiempo, etc.
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Figura 3: Diagrama UML de la librería simple-object-tracking.
El modelo basado en el centroide implementado posee parámetros que permiten la modi-
cación del comportamiento:
Distancia máxima permitida para indicar que dos objetos pueden ser emparejados.
Máscara para indicar sobre qué zona de la secuencia de vídeo realizar los seguimientos.
La distancia máxima permitida nos permite evitar que se realicen emparejamientos inco-
rrectos. Cuando un vehículo desaparece de la secuencia, no pueda ser emparejado con otro
vehículo que acaba de aparecer, por ejemplo.
Y la máscara nos permite indicar los carriles de la carretera sobre los que realizar el segui-
miento evitando aquellos que no son de interés.
4.3. Librería: vehicle-speed-estimation
Finalmente, para facilitar el proceso de ajuste para las pruebas de experimentación, se ha
creado una librería que permite la implementación de distintos modelos de velocidad. Esta
hace uso de las clases de las librerías anteriormente mencionadas.
Esta librería permite la estimación de velocidad de vehículos utilizando las técnicas des-
critas en la sección 5. Para ello hace faltan utilidades para aplicar la homografía tanto a las
secuencias de vídeo como a los objetos y sus seguimientos. Todas estas herraimentas se en-
cuentran implementadas aquí.
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Figura 4: Diagrama UML de la librería vehicle-speed-estimation.
4.3.1. Características de la librería
Clase abstracta para la implementación de distintos modelos de estimación de velocidad.
Herramientas para aplicar la homografía a la secuencia, objetos detectados y seguimien-
tos de los objetos.
Los modelos implementados son:
Estimación de velocidad media basado en la primera y última posición del objeto.
Velocidad instantánea basada en los incrementos de posición e instante del objeto.
Derivada de la posición dada por el estimador de Nadaraya-Watson para el cálculo de la
velocidad instantánea (propuesta realizada).
4.4. Entorno de trabajo
La realización de las distintas librerías ha sido realizada a través de PyCharm, utilizando
la licencia educativa proveída por la UMA.
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El lenguaje de programación utilizado ha sido Python[26] en la versión 3.8. Las librerías
realizadas 4.1, 4.2 y 4.3 encuentran disponible para todas las versiones de Python 3.
Se han utilizado distintas durante el desarrollo, además del IDE y lenguaje indicado. Para
el control de versiones de las librerías se ha utilizado git, y como alojamiento GitHub.
Librerías utilizadas:
pytorch. Librería para cargar los modelos de redes neuronales.
numpy. Librería optimizada para el cálculo numérico y diversas funcionalidades mate-
máticas.
tqdm. Utilidad para mostrar los procesos de carga lentos, como puede ser la detección de
una secuencia de vídeo o el proceso de generación de los seguimientos de los vehículos.
opencv. Librería con multitud de funcionalidades enfocada el la visión por computador.
matplotlib. Librería para la generación de grácos.
pillow. Librería para la carga y modicación de imágenes.
bumpversion. Librería para indicar el número de versión del proyecto. Útil para tener
un control de qué versión exacta se está utilizando.
Siendo estas las más relevantes. El resto de librerías utilizadas se pueden encontrar en los
archivos requirements.txt de las librerías 4.1, 4.2 y 4.3.
La fase de experimentación se ha realizado utilizando Google Colab, una versión online de
Jupyter ofrecida por google. Google Colab permite el uso de computación con GPUs (Graphic
Processor Units) lo cuál resulta muy útil para las redes neuronales de detección de objetos.
En cuanto al despliegue de los notebooks, al requerir estos la instalanción de las librerías,
ésta ha sido realizada a través de los repositorios etiquetando las versiones de las librerías para
posteriormente clonarlos en el entorno del notebook e instalarlos. Esto ha permitido que la




Colab es una plataforma de computación en la nube de Google usada para la investigación.
Está basada en Jupyter, una herramienta utilizada para la creación de notebooks usando el
lenguaje de programación Python.
Figura 5: Notebook utilizado para experimentación de la estimación de velocidad de los vehícu-
los con distintos modelos y la propuesta con suavizado por kernel.
Un notebook de Jupyter o Google Colab es un documento que permite la inclusión de
celdas de código cuya salida es imprimida a continuación, de modo que permite mezclar el
texto de los documentos clásicos con ejecuciones dinámicas de código.
Además, Google ofrece en su plataforma Colaboratory el uso de GPUs para la ejecución
de los notebooks, resultando tremendamente útil, ya que el uso de redes neuronales convo-
lucionales requiere un gran coste computacional que delegado en las tarjetas grácas reduce
drásticamente los tiempos de ejecución.
Colab ofrece una gran variedad de opciones. Cuando se ejecuta, se crea una instancia en
una máquina virtual que permite incluso la ejecución de comandos Linux, permitiendo así
instalar paquetes externos e incluso clonar repositorios e instalarlos manualmente.
En resumen, es una plataforma para crear documentos de texto con la particularidad de
poder añadir celdas de código Python que se ejecutan en el propio documento, imprimiendo
su salida en este.





A continuación se presentan los resultados experimentales que se han llevado a cabo. La
subsección 5.1 presenta el conjunto de datos de referencia considerado. Las subsecciones 5.2 y
5.3 tratan de los procedimientos de detección y seguimiento de vehículos, respectivamente. A
continuación, se detallan los métodos de estimación de la velocidad del vehículo comparados
(Subsección 5.4), y se especica el procedimiento para transformar el sistema de coordenadas
de la cámara al sistema de coordenadas del mundo real (Subsección 5.5). Las medidas de eva-
luación cuantitativa se describen en la subsección 5.6. Por último, los resultados obtenidos se
muestran en la subsección 5.7. La gura 1 muestra el ujo de trabajo completo propuesto.
5.1. El dataset BrnoCompSpeed
Se ha utilizado el dataset BrnoCompSpeed [27] para probar nuestra propuesta. El conjun-
to de datos seleccionado consta de seis sesiones de una hora. Cada sesión se graba en una
ubicación diferente y consta de tres vídeos desde tres ángulos diferentes capturados por los
sistemas de videovigilancia de las autopistas: izquierda, centro y derecha con una vista desde
arriba de la carretera. Estas sesiones están anotadas con las mediciones en la carretera sobre
las líneas dibujadas como se ve en la Figura 6, también con las velocidades medidas de los
vehículos obtenidas de LIDAR (Light Detection and Ranging o Laser Imaging Detection and
Ranging). Este dispositivo obtiene una serie de puntos del vehículo tomados con un escáner
láser. Los dispositivos LIDAR se utilizan a menudo en zonas de mucho tráco, ya que el rayo
láser puede enfocar fácilmente los vehículos individuales, lo que permite una precisión mili-
métrica [28]. De este modo, es posible medir con precisión la velocidad de un vehículo, incluso
en condiciones de tráco intenso.
Cabe señalar que estas sesiones presentan varios problemas. En primer lugar, los vehícu-
los no se registran en el conjunto de datos en el orden en que aparecen en la escena. Cuando
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Figura 6: Carretera de la sesión una con las marcas de las líneas
se realiza el seguimiento, éste se establece según el orden de aparición de los vehículos. Otro
problema corresponde a las anotaciones. Dado que la estimación se realiza mediante dispo-
sitivos LIDAR, es posible que dos vehículos circulen en paralelo por ese tramo de carretera.
Esto provoca que algunos vehículos no sean anotados en el conjunto de datos, mientras que
con el método propuesto se registra su seguimiento. En estos casos, es imposible comparar
nuestra estimación con la del LIDAR, ya que ésta no está disponible. Además, hay anotaciones
erróneas, asignando erróneamente clases a ciertos elementos debido a errores del método de
detección de objetos.
Dada la problemática expuesta, es difícil realizar una comparación automática de todos los
vehículos que circulan por la carretera de forma sencilla y ecaz. Por lo tanto, es necesario
asociar manualmente los vehículos obtenidos por el seguimiento y los del conjunto de datos.
Por esta razón, las pruebas se han realizado con la primera sesión de vídeo para el punto de
vista central, obteniendo de ella una secuencia de 10 minutos de duración. A pesar de utilizar
sólo una pequeña parte de la sesión, las pruebas se realizan para estimar la velocidad de 140
vehículos.
5.2. Detección de vehículos
Para la detección de vehículos, se ha elegido Yolov5 [13, 25] como la red neuronal profun-
da de detección de objetos. Yolov5 es un método lo sucientemente rápido como para poder
procesar imágenes en tiempo real. Además, no suele generar detecciones dobles. No obstante,
cualquier método de detección de objetos con un rendimiento razonable podría utilizarse para
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esta tarea.
5.3. Seguimiento de vehículos
Se ha utilizado un algoritmo basado en el seguimiento de un punto del vehículo, eligiendo
entre su centro o una de las cuatro esquinas de la caja delimitadora dependiendo del ángulo
de la cámara. La gura 7 muestra la trayectoria de los vehículos y sus cuatro puntos de las
esquinas de la caja delimitadora.
Para cada vehículo detectado a lo largo del vídeo, se guarda su posición (píxel) y la hora
(fotograma).
5.4. Métodos de estimación de velocidades de los vehículos
Para probar y comparar nuestra propuesta, se utilizan tres métodos diferentes para estimar
la velocidad de los vehículos:
Método 1: obtener la velocidad a partir de la primera y la última posición e instante del
vehículo detectado para obtener la velocidad media.
Método 2: calcular el incremento de posición y tiempo de cada dos detecciones conse-
cutivas de vehículos para obtener el valor medio de todos los vectores de velocidad.
Nuestro método propuesto en la Sección 3 usando la estimación de Nadaraya-Watson
por kernel.
Figura 7: Seguimiento del vehículo
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5.5. Transformación de la cámara al mundo real
Lo primero que hay que hacer es calcular la homografía. Se necesitan al menos cuatro pun-
tos, obtenerlos a partir de una imagen satélite (conociendo también la distancia real entre ellos)
y cotejar manualmente la imagen de satélite y la imagen de la sesión grabada podría ser una
opción. En este caso, el conjunto de datos proporciona varios puntos marcados en la carretera,
que podemos aproximar a un rectángulo y obtener directamente la homografía conociendo la
distancia real entre ellos. Las guras 6 y 8 muestran la equivalencia de la homografía.
El siguiente paso es aplicar la homografía a las posiciones de los vehículos y a las medidas
tomadas en la carretera. De este modo, podemos conocer la distancia entre los píxeles de los
ejes X e Y y su correspondencia con la distancia en el mundo real.
Figura 8: Road from session one with line marks and homography applied
Finalmente, para estimar la velocidad, se aplica la ecuación 3, y se obtienen los instantes de
velocidad en píxeles/frame. Se realiza una conversión para obtener la velocidad en kilómetros
por hora. Con el factor de conversión obtenido entre píxeles y metros, se realiza la conver-
sión de distancia, y conociendo los fotogramas por segundo del vídeo, podemos convertir los
fotogramas a horas.
5.6. Evaluación
Como estimador del error se ha considerado el MSE. El conjunto de datos proporciona la
velocidad media del vehículo entre la línea inicial y la nal, por lo que para calcular el error
cuadrático medio se realiza el módulo de la media de todos los vectores de velocidad estimados.
Y con estos datos se calcula el MSE.
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(a) Vehicle 20. (b) Vehicle 27.
(c) Vehicle 31. (d) Vehicle 55.
(e) Vehicle 62. (f) Vehicle 69.
(g) Vehicle 100. (h) Vehicle 105.
Figura 9: Cada gura muestra la velocidad real junto a las estimaciones realizadas por el mé-






(v̂i − vi)2 (13)
donde v̂i es la velocidad medida en el dataset y vi la velocidad estimada.
Principares factores que afecta a la estimación de velocidad:
Precisión de los puntos seleccionados para el cálculo de la matriz de homografía.
Deformación de la caja delimitadora del vehículo al acercarse a la cámara.
31
5.7. Resultados
Se utilizó la primera sesión para llevar a cabo la fase de experimentación descrita en la
subsección 5.1. La gura 9 de la página 31 muestra las estimaciones de velocidad obtenidas
por todos los métodos. Para ello, se han seleccionado ocho vehículos aleatorios capturados
por el modelo de detección de objetos. Además, para cada uno de ellos se ha representado la
velocidad real de los vehículos capturados por el sistema emphLIDAR.
Como se muestra en este gráco, obtenemos que la estimación de la velocidad obtenida por
el método 1 se aproxima a la velocidad medida pero esta es constante, incapaz de adaptarse a
los cambios de velocidad. Sin embargo, nuestra propuesta es mucho más precisa, determinando
así velocidades más exactas de los vehículos que circulan por esa carretera. El método 2 no es
aplicable dada la varianza entre las velocidades estimadas en diferentes instantes. Podemos
determinar que este comportamiento se repite en los distintos vehículos detectados por el
modelo. Al realizar la estimación de la velocidad con el kernel, nuestra propuesta elimina las
estimaciones 2 ∗ sqrt(h) tanto del principio como del nal, para evitar la introducción de
errores al realizar la derivada de la regresión por el kernel.
Figura 10: Error cuadrático acumulado a medida que se estima la velocidad de los vehículos.
Cuadro 1: Error Cuadrático Medio (cuanto más bajo, mejor) para la estimación de la velocidad
de los vehículos detectados en la primera sesión. El mejor resultado está marcado en negrita.





Para la primera sesión, se calculó el error cuadrático medio de los 140 vehículos detectados
para la perspectiva central. Estos valores se representan en la tabla 1. Como puede verse en
la tabla, los métodos 1 y 2 no son adecuados debido al mayor error cuadrático medio. Nuestra
propuesta es 7,295 veces más precisa que el modelo 1 y 5,08 veces más precisa que el modelo
2. La gura 10 de la página 32 muestra el error cuadrático acumulado de los métodos 1, 2 y
nuestra propuesta. Como muestra la gura, nuestra propuesta es más precisa en cuanto a la
estimación de la velocidad, obteniendo un error acumulado inferior a 200, en contraste con los





Este trabajo propone una metodología que emplea redes neuronales convolucionales y un
estimador de regresión por kernel para aproximar de forma suave y able la velocidad a la que
circulan los vehículos por una carretera. En primer lugar, se realiza una transformación pro-
yectiva que determina una correspondencia biyectiva entre los puntos del plano captado por
la cámara y la propia carretera. A continuación, se utiliza un método de detección de objetos
basado en redes neuronales convolucionales para identicar los vehículos y su posición, con
el n de capturar su trayectoria y almacenar la posición así como una marca de tiempo. Con
esta información, se procede a aplicar el estimador de regresión kernel de Nadaraya-Watson
utilizando kernels gaussianos, triangulares o cuadráticos, respectivamente, para suavizar los
errores de medición.
Para probar la propuesta, se han realizado experimentos con la red de detección de objetos
Yolov5 ya que permite el procesamiento de imágenes en tiempo real. Se han seleccionado
una serie de vídeos del conjunto de datos BrnoCompSpeed, que contiene información sobre la
velocidad de los vehículos que aparecen en la escena. Se ha utilizado la medida de rendimiento
MSE (Mean Squared Error) como método de evaluación y se han incluido como referencia otros
dos métodos para calcular la velocidad.
Nuestra propuesta se ve respaldada por los resultados mostrados en la subsección 5.7 de
la página 32 ya que la velocidad estimada se acerca más a la proporcionada por el conjunto de
datos que otros métodos.
Es importante destacar que esta propuesta es aplicable a cualquier método de detección de
objetos que permita la detección en tiempo real, por lo que consideramos que es una estrategia
recomendable a la hora de abordar problemas en tiempo real utilizando secuencias capturadas
por cámaras de videovigilancia. También es necesario destacar que, aunque en nuestros expe-
rimentos se ha creado la matriz de homografía utilizando puntos de referencia del conjunto de
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datos, los puntos clave para realizar la equivalencia podrían extraerse de imágenes de satélite
siempre que se disponga de una cámara instalada en un lugar conocido.
Como trabajo futuro, nuestra propuesta podría aplicarse a zonas urbanas en las que inter-
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