We propose the first joint model for Vietnamese word segmentation, part-of-speech (POS) tagging and dependency parsing. Our model extends the BIST graph-based dependency parser (Kiperwasser and Goldberg, 2016) with BiLSTM-CRF-based neural layers (Huang et al., 2015) for word segmentation and POS tagging. On benchmark Vietnamese datasets, experimental results show that our joint model obtains state-of-the-art or competitive performances.
Introduction
Dependency parsing is extremely useful in many downstream applications such as relation extraction (Bunescu and Mooney, 2005) and machine translation (Galley and Manning, 2009 ). POS tags are essential features used in dependency parsing. In real-world parsing, most parsers are used in a pipeline process with a precursor POS tagging model for producing predicted POS tags. In English where white space is a strong word boundary indicator, POS tagging is considered to be the first important step towards parsing.
In contrast to English, for Vietnamese NLP, word segmentation is considered to be the key first step. This is because white space is used in Vietnamese to separate syllables that constitute words, in addition to marking word boundaries . For example, a 4-syllable written text "Tôi là sinh viên" (I am student) forms 3 words "Tôi I là am sinh_viên student ". 1 When parsing realworld Vietnamese text where gold word segmentation is not available, a pipeline process is defined that starts with a word segmenter to segment the 1 About 85% of Vietnamese word types are composed of at least two syllables and 80%+ of syllable types are words by themselves (Thang et al., 2008) . Conventionally, for Vietnamese word segmentation, white space is only used to separate word tokens while underscore is used to separate syllables inside a word. text. The segmented text (e.g. "Tôi là sinh_viên") is provided as the input to the POS tagger, which automatically generates POS-annotated text (e.g. "Tôi/PRON là/VERB sinh_viên/NOUN") which is in turn fed to the parser. See Figure 1 for the final output. However, Vietnamese word segmenters and POS taggers have a non-trivial error rate, thus leading to error propagation. A solution to these problems is to develop models for jointly learning word segmentation, POS tagging and dependency parsing, such as those that have been actively explored for Chinese. These include traditional feature-based models (Hatori et al., 2012; Qian and Liu, 2012; Zhang et al., 2014 Zhang et al., , 2015 and neural models (Kurita et al., 2017; Li et al., 2018) . These models construct transition-based frameworks at character level.
In this paper, we present a novel end-to-end neural network-based joint model for word segmentation, POS tagging and dependency parsing. To the best of our knowledge, our model is the first one which is proposed to jointly learn these three tasks for Vietnamese. More specifically, our model can be viewed as an extension of the BIST graph-based dependency parser (Kiperwasser and Goldberg, 2016) , that incorporates BiLSTM-CRFbased architectures (Huang et al., 2015) to predict the segmentation and POS tags. Experiments on standard benchmark datasets show that our model produces state-of-the-art or competitive results to the three Vietnamese NLP tasks.
Our proposed model
As illustrated in Figure 1 , our joint model can be viewed as a mixture of three components: word segmentation, POS tagging and dependency parsing. Our word segmentation component formalizes the Vietnamese word segmentation task as a sequence labeling problem, thus uses a standard BiLSTM-CRF architecture (Huang et al., 2015) to predict BIO word boundary tags from input syl- lables, resulting in a word-segmented sequence.
As for word segmentation, our POS tagging component also uses a BiLSTM-CRF to predict POS tags from the sequence of segmented words. Based on the input segmented words and their predicted POS tags, our dependency parsing component uses a graph-based architecture similarly to the one from Kiperwasser and Goldberg (2016) to decode dependency arcs and labels. Syllable vector representation: Given an input sentence S of m syllables s 1 , s 2 , ..., s m , we apply an initial word segmenter to produce initial BIO word-boundary tags b 1 , b 2 , ..., b m . Following VnCoreNLP's word segmenter , our initial word segmenter is simply based on the lexicon-based longest matching strategy (Poowarawan, 1986) . Then we create a vector v i to represent each i th syllable in the input sentence S by concatenating its syllable embedding e (S) s i and its initial word-boundary tag embedding e
Word segmentation (WSeg):
The WSeg component uses a BiLSTM (BiLSTM WS ) to learn a latent feature vector representing the i th syllable from a sequence of vectors v 1:m :
The WSeg component then uses a single-layer feed-forward network (FFNN WS ) to perform linear transformation over each latent feature vector:
Next, the WSeg component feeds output vectors h (WS) i into a linear-chain CRF layer (Lafferty et al., 2001) for final BIO word-boundary tag prediction. A cross-entropy objective loss L WS is computed during training, while the Viterbi algorithm is used for decoding. Word vector representation: Assume that we form n words w 1 , w 2 , ..., w n based on m syllables in the input sentence S. Note that we use gold word segmentation when training, and use predicted segmentation produced by the WSeg component when decoding. We create a vector x j to represent each j th word w j by concatenating its word embedding e (W) w j and its syllable-level word embedding e (SW)
Here, to obtain e (SW) w j , we combine sentence-level context sensitive syllable encodings (from Equation 2) and feed it into a FFNN (FFNN SW ):
where f (w j ) and l(w j ) denote indices of the first and last syllables of w j in S, respectively. POS tagging: The POS tagging component first feeds a sequence of vectors x 1:n into a BiLSTM (BiLSTM POS ) to learn latent feature vectors representing input words, and passes each of these latent vectors as input to a FFNN (FFNN POS ):
Output vectors h (POS) j are then fed into a CRF layer for POS tag prediction. A cross-entropy loss L POS is computed for POS tagging when training. Dependency parsing: Assume that the POS tagging component produces p 1 , p 2 , ..., p n as predicted POS tags for the input words w 1 , w 2 , ..., w n , respectively. Each j th predicted POS tag p j is represented by an embedding e (P) p j . We create a sequence of vectors z 1:n as input for the dependency parsing component, in which each z j is resulted by concatenating the word vector representation x j (from Equation 4) and the corresponding POS tag embedding e (P) p j . The dependency parsing component uses a BiLSTM (BiLSTM DEP ) to learn latent feature representations from the input z 1:n :
Based on latent feature vectors r (DEP) j , either a transition-based or graph-based neural architecture can be applied for dependency parsing (Kiperwasser and Goldberg, 2016) . Nguyen et al. (2016) showed that in both neural network-based and traditional feature-based categories, graphbased parsers perform significantly better than transition-based parsers for Vietnamese. Thus, our parsing component is constructed similarly to the BIST graph-based dependency parser from Kiperwasser and Goldberg (2016) . A difference is that we first use FFNNs to split r (DEP) j into head and dependent representations:
To score a potential dependency arc, we use a FFNN (FFNN ARC ) with a one-node output layer:
Given scores of word pairs, we predict the highest scoring projective parse tree by using the Eisner (1996) decoding algorithm. This unlabeled parsing model is trained with a margin-based hinge loss L ARC (Kiperwasser and Goldberg, 2016) .
To label predicted arcs, we use another FFNN (FFNN LABEL ) with softmax output:
Based on vectors v (i,j) , a cross entropy loss L LABEL for dependency label prediction is computed when training, using the gold labeled tree.
Joint training:
We train our joint model by summing the losses L WS , L POS , L ARC and L LABEL prior to computing the gradients. Model parameters are learned to minimize the sum of the losses. Discussion: Our model can be also viewed as an extension of the joint POS tagging and dependency parsing model jPTDP-v2 (Nguyen and Verspoor, 2018), where we incorporate a BiLSTM-CRF architecture for word boundary prediction. Other improvements to jPTDP-v2 include: (i) we use 'global' sentence-level context for learning word embeddings (in Equation 5) rather than 'local' single word-based character-level embeddings, (ii) we use a CRF layer for POS tagging instead of a softmax layer, and (iii) following , we employ head and dependent projection representations (in Equations 10-13) as feature vectors for dependency parsing rather than the top recurrent states (in Equation 9).
Experiments

Experimental setup
Datasets: We follow the setup used in the Vn-CoreNLP toolkit . 2 For word segmentation and POS tagging, we use standard datasets from the Vietnamese Language and Speech Processing (VLSP) 2013 shared tasks. 3 To train the word segmentation layer, we use 75K manually word-segmented sentences in which 70K sentences are used for training and 5K sentences are used for development. For POS tagging, we use 27,870 manually word-segmented and POS-annotated sentences in which 27K and 870 sentences are used for training and development, respectively. For both tasks, the test set consists of 2120 manually word-segmented and POS-annotated sentences. To train the dependency parsing layer, we use the benchmark Vietnamese dependency treebank VnDT of 10,200 sentences (Nguyen et al., 2014) , and follow a standard split to use the last 1,020 sentences of VnDT for test, the first 200 sentences for development and the remaining 8,980 sentences for training. Implementation: We implement our joint model (namely, jointWPD) using DYNET v2.0 (Neubig et al., 2017) with a fixed random seed. We learn model parameters using Adam (Kingma and Ba, 2014) without mini-batches, and run for 50 epochs. We compute the average of F1 scores computed for word segmentation, POS tagging and (LAS) dependency parsing after each training epoch. We choose the model with the highest average score over development sets to apply to test sets. See Appendix for implementation details.
Main results
Our scores on the test sets are presented in Table 1. We compare our scores with the traditional feature-based Vietnamese NLP pipeline Vn-CoreNLP which produced the previous highest reported results on the same test sets. In particular, VnCoreNLP's POS tagging component (Nguyen et al., 2017) obtained 0.5+% absolute higher results than BiLSTM-CRFbased models with character-level word embed- dings (Lample et al., 2016; Ma and Hovy, 2016) , while its dependency parsing component did slightly better than the well-known BIST dependency parsers (Kiperwasser and Goldberg, 2016) . Note that published scores of Vn-CoreNLP for POS tagging and dependency parsing were reported using gold word segmentation (see Appendix for more details). Since we use the same experimental setup, we thus rerun Vn-CoreNLP on the unsegmented test sentences and compute its scores. Our model jointWPD obtains a slightly lower word segmentation score and a similar POS tagging score against VnCoreNLP. However, jointWPD obtains 2.5+% higher LAS and UAS than VnCoreNLP.
In addition, we also present in Table 1 scores of the joint POS tagging and dependency parsing model jPTDP-v2 (Nguyen and Verspoor, 2018) and the state-of-the-art Biaffine dependency parser on this task. 4 4 We reimplement jPTDP-v2 such that its POS tagging layer makes use of the VLSP 2013 POS tagging training set of 27K sentences, and then perform hyper-parameter tuning. The original jPTDP-v2 implementation only uses gold POS tags available in 8,980 dependency trees, thus giving lower For Biaffine which requires automatically predicted POS tags, following , we produce the predicted POS tags on the whole VnDT treebank by using VnCoreNLP. We train both jPTDP-v2 and Biaffine with gold word segmentation. For test, these models are fed with predicted word-segmented test sentences produced by VnCoreNLP. Our model jointWPD does better than jPTDP-v2 with 0.7% LAS improvement. However, jointWPD obtains 1.2% lower LAS than Biaffine which uses a more sophisticated "biaffine" attention mechanism for predicting dependency arcs and labels. We will extend our dependency parsing component with the biaffine attention mechanism to investigate the benefit for our joint model in future work. Table 2 presents performances of pipeline approaches: WS → Pos → Dep where we treat our word segmentation, POS tagging and dependency parsing components as independent networks, and train them separately; and WS & Pos → Dep where only the word segmentation and POS tagging components are jointly trained. We find that the fully-joint approach jointWPD does better than the two pipeline approaches. Table 2 also presents ablation tests over 4 factors. When not using either initial word-boundary tag embeddings or the CRF layer for word-boundary tag prediction, all scores degrade by about 0.5+% absolutely. The 2 remaining factors, including (c) using a softmax classifier for POS tag prediction rather than a CRF layer and (d) removing POS tag embeddings, do not effect the word segmentation score. Both factors moderately decrease the POS tagging score. Factor (c) slightly decreases LAS and UAS parsing scores, while factor (d) degrades the parsing scores by about 1.0+%, clearly showing the usefulness of POS tag information for dependency parsing.
Conclusion
In this paper, we have presented the first model for joint word segmentation, POS tagging and dependency parsing in Vietnamese. Experiments on benchmark Vietnamese datasets show that our joint model obtains results competitive with the state-of-the-art. A Chinese character is analogous to a syllable in Vietnamese. We will therefore evaluate the application of our model to Chinese in future work. parsing performance than ours. For Biaffine, we use its updated version which won the CoNLL 2017 shared task on dependency parsing (Zeman et al., 2017) .
