Abstract-This paper addresses the general single-machine earliness-tardiness problem with distinct release dates, due dates, and unit costs. The aim of this research is to obtain an exact nonpreemptive solution in which machine idle time is allowed. In a hybrid approach, we formulate and then solve the problem using dynamic programming (DP), while incorporating techniques from branch-and-bound (BB). This approach (DP-BB) has been proven to be effective in solving certain types of scheduling problems. We further propose a new adaptation of the approach to a general problem with a nonregular objective function. To address some shortcomings of DP-BB, we also apply a BB approach in which partial dynamic programming dominance (BB-PDP) is exploited. Computational experiments were conducted with randomly generated test instances in order to evaluate the effectiveness of the two approaches. The results clearly showed that our new approaches can solve all the instances with up to 40 jobs and most of the instances with 50 jobs, which outperforms those frequently used approaches in scheduling research.
I. INTRODUCTION
S CHEDULING problems concerning due dates and earliness-tardiness (E-T) penalties have attracted wide interest in recent years. The importance of these problems is due to a particular dilemma in manufacturing-customers' orders have to be completed in time in order not to lose them, but keeping products too long in inventory will increase production cost. In this situation, schedulers try to complete all the orders as close to their due dates as possible so as to minimize the total cost that might be incurred from either early or late completion. The fundamental model for these scheduling problems contains only one single resource (i.e., a machine) and multiple tasks (i.e., many jobs or orders) with due dates and E-T unit costs.
The single-machine E-T problems have been studied since the 1980s. As indicated by Baker and Scudder [2] , these problems can be solved in two stages. The first determines an optimal or near-optimal sequence for all jobs. The second stage computes optimal timing for a given sequence. The optimal timing problem can be easily solved by modeling it as a linear programming (LP) problem [7] . However, since such an optimal timing process is a repetitive task, faster specialized algorithms are more appropriate than solving it as an LP problem. A better algorithm was proposed by Garey et al. [9] , which solved the problem with equal E-T unit costs in polynomial time. Sourd [22] proposed a dynamic programming (DP) algorithm to solve the problem with general cost functions. Pan and Shi [17] also presented a procedure, which can be modified to solve the E-T optimal timing problem with arbitrary earliness and tardiness unit costs in polynomial time. Some of these algorithms have been applied in solving single-machine E-T problems as optimal timing procedures.
It is much more difficult to find the optimal job sequence than it is to find the optimal timing. To find such a sequence, the most popular technique that can be used is branch-and-bound (BB). Fujii and Wang [8] proposed a BB algorithm for the problem with equal E-T unit costs. Abdul-Razaq and Potts [1] gave a lower bound procedure for the problem with no machine idle time by using DP state-space relaxation. Li [12] also solved the same problem using BB. He developed two multiplier adjustment procedures to solve the Lagrangian subproblems in order to obtain the lower bound. Hoogeveen and Van de Velde [10] tested five different lower bound approaches and applied them in a BB algorithm with some dominance rules. Note that all of these studies aimed to solve the single-machine E-T problem with some restrictions (e.g., common due date, no idle machine time, equal E-T unit costs). They took advantage of the restricted problems' special structures, thus achieving improved efficiency for the restricted problems. Hence, these approaches usually cannot be applied to such problems without those particular restrictions. Sourd and Kedad-Sidhoum [23] solved the problem with general E-T costs but without release times by using a BB approach, where a preemptive lower bound was applied. Because of the complexity of the problem, there have been relatively few publications on the optimal solution of the general single-machine E-T problem. The general problem is NP-hard due to its NP-hard special cases [9] . So, instead of solving the problem for an exact solution, many researchers have turned to searching for near-optimal solutions to large-scale problems. For example, Mazzini and Armentano [13] proposed a constructive heuristic which can handle up to 80 jobs. Yano and Kim [26] developed some heuristic approaches for the problem with earliness and tardiness costs proportional to the processing times. Wan and Yen [25] used a tabu search algorithm to find near-optimal solutions for a more general problem with distinct due windows. These heuristics were quite often employed as upper bound procedures in BB algorithms.
The existing body of research indicates that using a technique such as BB alone has difficulty in obtaining the exact solution to the single-machine E-T problem with arbitrary due dates and E-T unit costs. One solution is to use the combination of DP with BB. This approach has been applied to regular objective scheduling problems. However, to the best of our knowledge, only Bard et al. [3] have applied this method to a nonregular objective scheduling problem. In this paper, we propose new optimization approaches for the general single-machine E-T problem, which combine DP and BB techniques in a graph search. We also apply a transportation problem-based lower bound procedure to the nodes in the graph. By exploiting this lower bound procedure and the structure of the E-T problem, we develop some techniques that can help fathom search graph nodes efficiently. The remainder of this paper proceeds as follows. In Section II, the DP model and BB model for the problem are given. Section III describes our new approaches to the problem. Section IV gives some analysis of the proposed approaches and presents computational results. Finally, some concluding remarks are given in Section V.
II. PROBLEM DESCRIPTION AND NOTATION
The general single-machine E-T scheduling problem can be described as follows: Let be a set of jobs. Each job has five attributes: Release date , due date , processing time , unit earliness penalty , and unit tardiness penalty . If job is finished before its due date, inventory costs (such as storage and insurance) are incurred at a rate of per unit time early. On the other hand, if job is finished after the due date, tardiness costs (such as those due to loss of customer goodwill and/or expediting shipping) accrue at a rate of per unit time tardy. These attributes may vary from job to job. The objective is to find a processing sequence for the jobs in that minimizes the total cost. If we define as job 's completion time, and as earliness and tardiness of job , respectively, then the general single-machine E-T scheduling problem can be formulated as follows:
where is a piecewise linear function with two pieces. The main notation used in this paper is listed in Table I .
A. Dynamic Programming Formulation
Dynamic programming is an approach that is often used in solving combinatorial optimization problems. It is basically a complete enumeration scheme that exploits the solutions to all its subproblems. The optimal solution value is recursively computed through the solution values of subproblems in a bottom-up fashion. In other words, DP first divides the original problem into subproblems and then obtains an optimal solution to the original problem by recursively solving these subproblems. The rationale of the DP when applied to the scheduling problem lies in the fact that if a sequence is optimal for the original problem, then any part of the sequence must be optimal for a related subproblem. According to Morin and Marsten [14] , scheduling problems can be described by the following DP recursion: (1) where is a finite set. , where is the final state, by recursively solving the subproblem . In the general single-machine E-T problem, stands for a set of jobs and is the time at which the last of these jobs is completed. The transition mapping is defined as . The incremental cost of adding job is , where is or . As shown in Proposition 1, is a nonincreasing, piecewise linear function in . Hence, a 5-tuple label is introduced to identify every linear piece of the function. In the label, and represent the earliest and latest possible finish time of the last job, respectively. Accordingly, and represent the total costs associated with time and from the fixed jobs (i.e., ). stands for the slope of the linear piece, which is the rate of cost decrease after time . Note that the label has four degrees of freedom. However, for the sake of exposition, we include all the five components in the label. Keep in mind the fact that we always use the absolute value of any label's slope as , thus we have . , is in an existing label of and . If cannot be dominated, it has to be inserted to the node's label list. Fig. 1 shows the case in which the label is dominated and Fig. 2 shows how a new label is inserted in the associated node. The drawback of DP for the general single-machine E-T problem is that when the problem size is large, the number of labels will increase rapidly. In practice, this tendency forces the system to allocate a huge memory space to keep track of all the labels' information. As a result, it is impractical to apply DP to the single-machine E-T problem without modification.
B. Branch-and-Bound (BB)
The BB technique was also developed to solve discrete and combinational optimization problems. Unlike DP, the BB technique solves a problem by dividing the solution space into a number of subregions. This process, called branching, is in turn applied to subregions as well. It leads to an expanding tree where a node corresponds to a subset of solutions. The growth occurs at the frontier or active nodes of the tree; one active node is selected for branching at a time according to the search strategy. Without loss of generality, in a minimization problem, the upper bound stands for the best objective obtained thus far, and for each node, a lower bound is computed to attain the best possible objective value. A node is fathomed if the lower bound is not strictly less than the upper bound. Different problems or problem classes can employ dominance conditions to quickly fathom a node without computing the lower bound. The BB technique terminates with an optimal solution when all actives nodes are fathomed.
Although the DP and the BB approach achieve optimal solutions in different ways, they are actually based on similar data structures-a graph for DP and a tree for BB. This similarity makes it possible to combine these two approaches to generate a new efficient algorithm for scheduling problems.
III. HYBRID DYNAMIC PROGRAMMING (DP) AND BRANCH-AND-BOUND (BB) APPROACHES
There are two ways to combine DP and BB. One is to use BB on the DP search graph; we refer to it as DP-BB. Conversely, we can incorporate DP dominance in the BB framework, which we denote by BB-DP. These two approaches have their own advantages and disadvantages. In practice, they are applied according to the features of the real problems faced.
A. DP-BB
The DP-BB idea was first proposed by Morin and Marsten [14] , who applied it to the traveling salesman problem. Barnes and Vanston [4] used it on a single-machine problem with tardiness penalties. Bard et al. [3] also used this approach to solve a single-machine problem with earliness penalties. Our DP-BB algorithm follows the steps in Pan and Shi [18] , in which it was applied to the total weighted completion time problem with release dates. However, unlike the total weighted completion time problem, the job cost function of E-T problem is not always nondecreasing. This means that is not necessarily a monotonically nondecreasing function, which violates one of the assumptions in [18] . Hence, the algorithm in [18] cannot be directly used on the E-T problem. Fortunately, the algorithm can still be applied to the E-T problem with the following changes. 1) Branching: For a label of node , attaching an unscheduled job to gives a new label in node . It is easy to calculate when is monotonic nondecreasing, where . However, if is not monotonic nondecreasing, cannot be obtained directly. Particularly in the single-machine E-T problem, when there is branching on a label of node , one to three possible new labels may be generated. The number of new labels depends on the difference between job 's due date and , and the difference between job 's tardiness cost rate and . Fig. 3 shows four cases in which new labels of node are generated from those of node . Note that if , the job has no earliness penalty and contains only the tardiness cost. The branching process is similar to Case III and Case IV in Fig. 3 . 2) Lower bound: To apply the BB approach in DP, a strong lower bound for each label is required to curb the size of the search graph. In Section III-B, we will describe how to obtain a strong lower bound for all unscheduled jobs when the latest completion time of scheduled jobs is given. Here, suppose this lower bound function is known for a particular label , where and is the associated fixed job set of . If , the lower bound of the whole job set is , where we only need to evaluate the lower bound once. If , then the label is a ranged decreasing linear function in . Hence, . The straightforward way to find is to calculate the lower bound for every and choose the minimum. However, as will be indicated in Section III-B, the lower bound evaluation is the most time-consuming step in the algorithm. To reduce the number of these evaluations for a single label, we use the following approximation instead of the exact . Assume that is a nondecreasing function in . If we let , then it is guaranteed that . Although this approximated lower bound is not as strong as the exhaustive bound, it gives quite a good approximation and can be computed much faster in practice, since it entails only one lower bound evaluation for each label.
3) Dynamic Programming Dominance and Label Updating:
We have discussed this change in Section II. At any time , we are only interested in the lowest cost of the scheduled jobs. Hence, we compare the new generated label with any existing label of the associated node, and keep the one with the lower cost at any common time of and . Let be the upper bound of and be the upper bound of unscheduled job set starting from time . The complete algorithm is presented below:
Algorithm DP-BB
Step 0. Initialization. Let . 
B. Lower Bound and Upper Bound Procedures
The lower bound estimation procedure plays an important role in our algorithms. The efficiency of the algorithms relies heavily on a fast procedure that produces strong lower bounds. Modeling and solving the lower bound problem as an LP is a straightforward process. Unfortunately, our computational experience has shown that solving the LP of this problem is timeconsuming and results in weak bounds for most of the instances. To overcome this difficulty, Sourd and Kedad-Sidhoum [23] and Sourd [21] proposed to calculate the lower bound for discrete and continuous problems, respectively. Both of these two approaches considered a preemptive lower bound of the original problem. In our discrete case, we decompose the jobs into a number of unit-time operations and assign these operations to discrete time slots. Thus, the lower bound problem is converted to the following transportation problem:
where is a dummy job, is the transportation cost of pair , and is the time horizon of the schedule, where there is at least one optimal schedule finishing before . The dual problem of the transportation problem can be written as: (3) As described by Nemhauser and Wolsey [15] , the transportation problem can be solved using the Hungarian method in time. In [23] , an adaptation of the Hungarian method to this particular transportation problem is suggested with complexity. Bülbül et al. [5] also used the same adaptation with other transportation parameters. The resulting lower bound is stronger than the one provided by the LP relaxation of the disjunctive integer programming formulation.
In our implementation, we set at the root node and reduce the others according to the parent nodes' lower bound assignment and the fixing job's occupation. For the upper bound, we use tabu search to find a good solution at the root node. The solutions found by the tabu search are usually very close to the optimal. The average gap by the tabu search at the root node is less than 2%. However, it usually takes a longer time than other heuristic methods, which makes it impractical to use on all nodes. Hence, for nodes other than the root, we applied Mazzini and Armentano's algorithm [13] , which provides a reasonably good upper bound in time.
C. Techniques for Improving Algorithmic Performance
We also implemented the following techniques in the algorithm, which were intended to improve its computational performance.
1) Branch-and-Bound Dominance: Lower bound evaluation usually accounts for 50%-90% of the total computation time of the algorithm, according to our computational results. So, the smaller the number of labels that are needed to calculate the lower bound, the shorter the time that the algorithm needs to solve the problem. Here, we apply three different kinds of BB dominance to reduce the number of labels.
1) Consider branching on a label . If job and job are both unscheduled, and , and , then job cannot be scheduled before job . This is because if we fix job first at its optimal time and run job later, the cost is guaranteed to be less than the cost of the schedule in which job runs before . 2) In the situation in which all the unscheduled jobs will surely be late, these jobs should be scheduled in increasing order of [20] . 3) Consider label . When is branched on, if the next job that is going to be fixed has release date , then it is not necessary to create a branch for job . Recall that the cost function in the DP node is nonincreasing piecewise linear.
implies that job has to start at later labels than , and with a smaller fixed job cost. 2) Partial Dominance: A label that cannot be fathomed by DP dominance rules and BB cutoff will be added to the associated node. However, such a label can still be partially dominated by either dominance rules or bounding. As indicated in Section III-A, . If , this label cannot be discarded. But if meanwhile , then applying on every label point gives a segment on which the optimal solution is not possible, under the assumption that is nondecreasing in . Specifically, let and be the fixed job cost at time . Then, for all . Hence, the start time of label can be increased from to . The label is, thus, shortened and, in turn, has a greater likelihood of being fathomed. This is because even if a label cannot be fathomed based on its lower bound, its associated shortened label could very well be fathomed by DP dominance. Fig. 4 shows an example of how a label is partially fathomed. The label cannot be fathomed by DP dominance because the time in segment (a,b) is out of the range at node . It cannot be discarded by bounding either, since . However, if we know that , then segment (a,b) can be discarded. On the other hand, segment (b,c) is completely above the labels at the node. This means (b,c) can be discarded by DP dominance rules as well. Hence, the whole label can be fathomed using dominance rules along with bounding. Another benefit of this partial fathoming is in branching. In Section III, we have indicated that 1-3 new labels may be generated from an existing label . If the start time of increases and exceeds the due date of a job , the number of new labels after branching will be reduced by one. (Note that the partial fathoming cannot be applied to the labels with .) In our implementation, we still add the original long label at the associated node, and defer partial fathoming until right before the branching step. This is because a long label has a greater chance of dominating other existing labels at the node than a shorter one.
3) Early Termination and Predominance: Besides the BB dominance/cutoff used to reduce the number of labels, another effective technique is to speed up the primal-dual procedure of the Hungarian method. Note that the objective value of any feasible solution to the dual problem (3) is a valid lower bound for the primal problem (2) . Whenever the objective value of (3) is greater than the difference of the upper bound and the fixed job set cost, the label must have a lower bound that exceeds the upper bound. It is not necessary to continue the procedure in this case, because the label is fathomed at this point. In our implementation, we check the objective value of (3) every time and are updated. The complexity of this step is . Our computational experience indicates that this extra step is quite helpful.
Another way to improve the performance is to ignore some labels with zero tangent. Suppose label is followed by label at node , and is positive, while is equal to 0. Recall that the lower bound of on is . If , then is fathomed.
can be fathomed as well without calculating the lower bound if (which happens in most cases). This is because .
4) Memory Management:
Recall that DP-BB utilizes the breadth-first search scheme, which implies that all potential labels with fixed jobs in the search queue have to be branched before any label with fixed jobs can be explored. Theoretically, each label contains the basic segment information only. In practice, we solve the transportation problem for each label, and endeavor to pass parents' solutions on to the children in order to speed up the lower bound evaluation. Hence, besides the basic label data, we also record the dual solutions to the transportation problem, which include and with space complexity and , respectively. The required memory size of a problem instance depends on the maximum number of labels that reside in the search queue simultaneously. It can easily exceed the capacity of the system memory for large or difficult instances.
It is probable that dual solutions are similar for two consecutive labels at a node, since they are from transportation problems with the same fixed jobs and only differ in the start time for unscheduled jobs. Hence, the dual solutions of the previous label can be used for the next or even all the labels that follow. As a result, we only need to record one set of dual solutions for these labels. Although the dual solutions for other labels are usually not exact, this strategy actually helps to reduce the memory requirements. In the extreme case, only the first label needs to contain the parents' dual solutions for the whole node. But, because the first label can be so different from the last, this extreme difference might cause the problem that the dual solutions recorded are too inaccurate to offer any useful hint for the label at hand. To achieve a good tradeoff between accuracy and memory requirement, we always keep the dual solutions that have been in the node and ignore the ones of the newly added labels if necessary. Specifically, let be the label that has been added at the node and be the label that is going to be added. If , record the new label's dual solution, otherwise, discard the dual solutions. When a label without dual solution data is considered for the lower bound, the available dual solutions of the nearest label will be used instead.
D. An Example of DP-BB
To further explain the DP-BB approach, we use the 3-job instance in Table II as an example. Fig. 5 shows the DP-BB procedure on the example. In the figure, each node contains a job set and at least one label. The lower bound is indicated right after each label if is not fathomed by DP dominance rules. In this example, is obtained by solving the associated transportation problem and is shown in the . Branching on this label with the only remaining job 3 gives the label in the final node. We thus obtain the optimal solution to the instance with job sequence and objective 12.
E. BB-PDP
As described above, in the general single-machine E-T problem, DP-BB provides an efficient scheme for taking full advantage of DP and BB approaches. However, the drawback of DP-BB is also apparent: The structure of DP-BB determines that it has to utilize breadth-first search for each label at each node. This search scheme prevents the algorithm from exploring the more in-depth part of the search graph and obtaining high-quality solutions early in the search. Additionally, increasing the number of nodes in the graph can easily cause computer memory overflow, which makes the problem unsolvable. The common solution to this difficulty is to adopt depth-first search, instead of breadth-first search. For this purpose, the problem should be first reformulated in a BB framework, in which DP dominance rules can be applied.
The standard BB approach usually contains dominance rules for single-machine scheduling problems. The general dominance rule compares two job sequences of the same job set and discards the one with a higher fixed job cost at any time . One example of this dominance rule can be found in [20] . However, this dominance rule is weak for the E-T problem because of its nonregular objective function. It is unlikely that one sequence can completely dominate another. Instead of a one-to-one comparison, the DP dominance rule discards a job sequence by comparing it with multiple job sequences, which dominates more effectively. Specifically, suppose job sequence has the same job set with job sequences . Let (where is the earliest possible finish time of ) and be the set of times that can dominate . The DP dominance rule guarantees that cannot be part of an optimal sequence as long as . Fig. 6 shows an example of using the DP dominance rule. Sequence cannot be dominated by either or individually. However, part of can be dominated by and can be dominated by , where is the intersection time point of and . Therefore, and sequence is dominated. We have shown that a sequence can be dominated by comparing it with multiple other job sequences. Now, the question is which job sequences should be chosen for the comparison. Ideally, all possible sequences of a job set should be considered in order not to miss any potential dominance. However, a job set of size has different sequences, making it impossible to enumerate them all for large . Hence, we only consider a branch-and-bound algorithm with partial dynamic programming dominance (BB-PDP). We tested two ways to select potential job sequences. 1) For the job sequence with size , fixed the first jobs, and enumerate all the job sequences with these fixed jobs. 2) From the optimal timing solution for , enumerate the last jobs where there is no machine idle time between the jobs. If is too large to be enumerated, swap every two jobs among the jobs. Empirical evidence shows that the second sequence selection method usually can find all the valid sequences more quickly than the first one. Therefore, we used this method in all our experiments.
IV. COMPUTATIONAL EXPERIMENTS
The test instances that we used are similar to those in [13] . They were generated as follows. The processing times were drawn from the discrete uniform distribution U [1, 100] and the release dates were from U[0, ], where . The unit earliness and tardiness costs were generated from U[0,100]. As suggested in [19] , the due dates were generated from U[P(max[0,(1-T-R/ 2)]), P(1-T R/2)], where T is the tardiness factor and R is the due date range. We chose , 0.5, and 0.8 and , 0.7, and 1.0. There are a total of nine different scenarios, which is shown in Table III . We tested five instances for each scenario.
There are two main factors that determine the difficulty of a problem. One is the problem size. The other is the parameters T and R, which represent the due date window's position and its range, respectively. Generally, the narrower the due date window, the more easily the problem can be solved (a common due date is the extreme case). The position of the due date window also impacts the difficulty of the problem. The scenarios with due date windows close to time zero are considered to be relatively easy. Notice that the release date is generated in U[0, ]. If the due date range also starts at time zero, it is very possible that some jobs have later release dates than due dates. These jobs have only tardiness cost terms. The problem becomes a weighted tardiness problem if all the jobs have release dates later than due dates, which is much easier to solve. In our research, we consider the problems in scenarios 1-4 as hard problems and the others as easy problems with the same problem size.
A. DP-BB Versus BB-PDP
We use a 30-job hard problem instance to analyze the approach of DP-BB. Fig. 7 shows the number of nodes generated at each level for the instance using DP-BB. Fig. 8 depicts the relationship between the number of labels at each level for the same instance. We can see from the figures that the numbers of nodes and labels reach their peaks near the first 1/3 of the jobs. For the pure DP approach, the theoretic peak appears in the middle when 1/2 of the jobs are fixed. But, because of the DP dominance and bounding, the actual peak shifts to an earlier time. Furthermore, the numbers fluctuate sharply around the peak, but in other areas, they tend to increase or decrease gradually. This is a common phenomenon in the application of DP-BB to the general single-machine E-T problem. There are about 4.63 labels at each node on average throughout all the levels. In Fig. 8 , we also give the number of labels that are needed to accomplish the lower bound evaluation based on the transportation problem. Obviously, the smaller the number, the more quickly the problem can be solved. The figure shows that strong dominance rules are needed to fathom more labels before computing the lower bound.
The performance of the algorithm is determined by the quality of the lower bounds and upper bounds for the labels. The approach that we used for lower bounding is much better than the LP relaxation of the disjunctive integer programming formulation in terms of quality. For a particular instance of a 30-job problem, the optimal objective value turns out to be 420 391. The LP relaxation takes 0.05 s to get the root node lower bound 328 276 with a gap of 22%. The transportation problem-based lower bound is 405 811 with a gap of 3.5%, and takes merely 0.08 s. We can see that the transportation problem-based procedure gives a much stronger lower bound while using almost the same amount of time as LP relaxation. To show the importance of upper bound in this problem, the same instance was tested. The root node upper bound is 436 819 with an optimality gap of 3.9%. The total computation time for this instance is 11 s. However, if we set the initial upper bound to 420 391 directly, the total computation time is reduced to 7 s. Even a small reduction on the initial upper bound gap can have a significant impact on the overall performance.
In Section III-E, we have shown that BB-PDP can fathom a job sequence more completely than the standard BB approach. The improvement can be seen from Fig. 9 , which shows the number of nodes generated by [23] 's branch-and-bound and BB-PDP on all the 30-job problem instances. The difference between BB-PDP and Sourd and Kedad-Sidhoum's algorithm lies in the way in which dominance is applied. With the partial DP dominance, the number of nodes can be reduced by 80% on average from the traditional dominance rule. The associated CPU time is reduced by around 80% as well.
B. Numerical Results
We implemented our algorithm in C++ and compiled it in Visual Studio .NET 2003. All the instances were tested on a Pentium IV 2.8 GHz computer. We compared DP-BB and BB-PDP with the time-indexed integer programming formulation (TIF) of the scheduling problem (Formulation E in [6] ). The TIF was solved with AMPL/CPLEX9.1. In BB-PDP approach, we used the same upper bound and lower bound procedures as DP-BB. The numerical results are shown in Tables IV and V. To compare the efficiency between DP-BB, BB-PDP, and TIF on the 20-job problem group, we set the maximum time limit to 1 min. The execution time for the 30-, 40-, and 50-job problem group was limited to 1, 1, and 2 h, respectively. The instances that required longer time than the limit are not included in the average CPU time and label/node statistics. We can see that over 50% of the 20, 30, and 40 jobs instances could not be solved with TIF, while all the instances were completely solved with DP-BB or BB-PDP. The fundamental methodology that CPLEX uses is also BB. However, CPLEX adds cuts at the root node so that in many problem instances, it can usually achieve very strong root node lower bounds and, consequently, does not generate many nodes, as indicated in Table V . Although this strategy is very successful in some instances, it fails in many others, since computing lower bounds with added cuts consumes much of the CPU resources. In the case that a poor lower bound is obtained after a long period of time spent on lower bound computation, CPLEX is usually not able to find the optimal solution within the set limited time. This reduces its overall performance and causes many instances to be unsolvable in the set time. Compared with BB-PDP, DP-BB's advantage is obvious in both the execution time and the number of labels/nodes generated. Although these two approaches share the same lower bound procedure, DP-BB eliminates more nodes. We can also see from Table IV that BB-PDP is worse than DP-BB on most of the problem groups. However, as a backup for DP-BB, BB-PDP can often reach high-quality solutions at earlier stages and consume much less memory. For the 50-job problem group, DP-BB fails in obtaining optimal solutions for all the five instances in Scenario 1, due to the fact that it runs out of memory every time. It does not achieve better solutions than root node upper bounds in these instances. By contrast, BB-PDP cannot only solve one of the instances, but also obtain much better final solutions than DP-BB in other instances.
In order to find the largest problem size that DP-BB and BB-PDP can deal with, we tested the seventh scenario of 60 and 70 jobs problem groups. The numerical results for each instance are presented in Table VI. Note that the longest execution time is set to 1 h and 2 h for 60 and 70-job instances, respectively. From the table, we can see that DP-BB solves all the 60-job instances while BB-PDP and CPLEX fail. For 70-job instances, only DP-BB can solve some of the instances. The major difficulty that prevents DP-BB from solving the other instances is its excessive memory requirements. The results also show that when the problem is unsolvable, BB-PDP can usually get a better solution.
V. CONCLUSION AND FUTURE RESEARCH
This paper applies the hybrid approach of DP and BB technique to the general single-machine E-T problem. Since it does not have particular restrictions, such as common due date and no machine idle time, it can be more generally applied as compared with those approaches that work on restricted problems only. DP-BB can optimally solve up to 40-job problems with any difficulty level and most of the 50-job problems. Furthermore, because the exhaustive searching structure of DP-BB is based on the E-T cost function only, existing techniques for the restricted problems, such as efficient and strong lower bound procedures, can be integrated into the DP-BB approach to generate a highly efficient algorithm for those problems.
BB-PDP is proposed to resolve the memory overflow problem that occurs frequently in DP-BB. This approach allows us to use the depth-first search scheme. It can obtain high-quality solutions during early stages of the search, and has a modest memory requirement. Although BB-PDP takes more computation time than DP-BB in most instances, it actually performs much better than the traditional solver on the integer programming model. Besides DP-BB and BB-PDP, [18] also proposes a dichotomy approach that they refer to as Di-DP-BB. Future research could include applying this dichotomy approach to large-scale single-machine E-T scheduling problems.
The efficiency of both DP-BB and BB-PDP relies on the fast lower bound procedure for each label or node. The lower bound procedure often takes up 50%-90% of the overall computation time. In this paper, we point out that there are many more labels discarded than kept in the nodes after bounding. This weakens the overall performance of the approach because evaluating the lower bounds for useless labels wastes the CPU time. This problem requires other strong dominance rules. In addition, we are also trying to improve the lower bound procedure for the labels. The transportation problem-based lower bound currently used is appropriate in DP-BB. However, its complexity prevents DP-BB from solving larger sized problems. Moreover, because the adapted Hungarian procedure [23] is complicated with subtleties beyond what is described in that paper, there remains a substantial gap in terms of efficiency between our lower bound code and theirs, despite our best effort. New improved BB algorithms have recently been proposed by Kedad-Sidhoum et al. [11] and Sourd and Kedad-Sidhoum [24] , who exploited a new Lagrange relaxation lower bound and applied it on the parallel machine problem. They were also able to solve 40-job problems and most 50-job problems. It is quite likely that this new bound will help improve our results, should it be incorporated in our algorithms. By the same token, it would be interesting to see how well the stronger version of the transportation problem lower bound proposed in [16] will perform on E-T problems under our proposed framework. 
