In this paper a model for the specification of the multivariate density of the transaction process is presented. The transaction process is characterized by four marks: price changes, transaction volumes, bid-ask spreads and trade durations. The resulting four dimensional density is decomposed into its conditional and unconditional densities. The density of price changes is modelled with an integer count hurdle model and the densities of transaction volume, bid-ask spread and trade duration are specified with fractionally integrated autoregressive conditional models, which allow for long memory effects. The proposed models help to gain profound insights into market microstructure behavior. In the empirical section these models are compared against several alternatives. The database used consists of one month of transaction data of twelve stocks traded at the New York Stock Exchange in May, 2001. Evidence of long memory effects is presented, and based on standard statistical inference tools, it is shown that the fractionally integrated models perform much better than their standard alternatives.
Introduction
In this paper an econometric model that should serve as a tool to gain deeper insights into the behavior of the transaction data generating process is derived. The model can be used for the exploration of market microstructure hypotheses and for forecasting purposes on the transaction level. We consider price changes, transaction volumes, bid-ask spreads and trade durations as marks to identify the transaction process. Following a standard procedure the multivariate density of the marks is decomposed into its conditional and unconditional densities. Separate models for each (conditional) density are suggested. The idea to decompose the multivariate density of the transaction process into parts is not a new one. The econometric literature contains several similar studies. Russell & Engle (2002) , among others, propose a model for the joint density of price changes and trade durations and Manganelli (2002) provides a model for the joint density of returns, transaction volumes, and volatilities. To our best knowledge, however, a joint specification incorporating the four central marks to identify the transaction process has not been suggested yet on a high frequency level. Such a specification is of utmost importance for the sound analysis of market microstructure effects. The model may also be used for the verification of common theoretical market microstructure models 1 . In particular, the discrete density of the price changes is modelled with a dynamically slightly modified integer count hurdle (ICH) model of Liesenfeld & Pohlmeier (2003) and the densities of the transaction volume, the bid-ask spread and the trade duration are modelled with fractionally integrated autoregressive conditional models. In the context of autoregressive conditional duration 2 (ACD) models, the fractionally integrated extension (FIACD) has been proposed by Jasiak (1999) . We adapted her model also for the specification of the transaction volume-and bid-ask spread densities, where we allow for exponential, Weibull and Burr distributed error terms. The application of ACD type models on the transaction volume-and the bid-ask spread-process is unproblematic since per definition both processes have a positive outcome space. We will see that the dynamics are captured quite well within these models. There are several alternatives to the decomposition framework. First, one may try to find a joint specification for the four-dimensional density. This suffers from the fact that with a flexible parameterization at least the estimation may get intractable, due to the huge amount of transaction-data. Furthermore, it gets complicated since we consider the price change process as a discrete one, whereas the remaining processes are considered as continuous ones. Second, one may think of decomposing the joint density only partially, e.g. in the conditional density of the price changes and in an unconditional three dimensional density of transaction volume, bid-ask spread and trade duration. This three dimensional density can then be specified with the help of adapted multivariate GARCH 3 (MGARCH) models. For the conditional price change density one can stick to the integer count hurdle approach. A third possibility is to specify separate unconditional distributions for each mark and combine them with the help of a proper copula-density 4 to a joint density function. We choose the standard decomposition framework, since it simplifies the estimation procedure. In the empirical section of this paper we compare the suggested models with several alternatives and we verify the dynamics specifications as well as the assumed error term distribution. The empirical analysis is carried out for twelve stocks traded on the New York Stock Exchange (NYSE). We have extracted a sample which ranges from May 1, 2001 to July 31, 2001 from the NYSE Trade and Quote (TAQ2) database. In the final estimation we only utilize the data of May 2001, whereas the diurnally seasonal adjustment is based on the whole sample. The main focus of the empirical analysis is to compare the models' performance. The sequel of this paper is structured in the following way. Section 2 is concerned with the multivariate modelling framework. Section 3 contains the empirical analysis, including the description of the database and Section 4 concludes.
Multivariate Modelling
To formalize the discussion, let P t ∈ ς · Z denote the transaction price at the t th trade, where ς ∈ R + denotes the tick size and t = (0), 1, . . . , T . The (standardized) price change from the (t − 1) th to the t th trade is C t ≡ Pt−P t−1 ς ∈ Z, the volume traded at the t th trade is denoted by V t ∈ R + , the bid-ask spread at the t th trade is denoted by S t ∈ R + and the duration between the (t − 1) th and the t th trade is denoted by D t ∈ R + . Furthermore, let M t ≡ (C t , V t , S t , D t ) ′ ∈ Z × R +3 , F t ≡ σ(M s |s ≤ t) and θ a parameter-vector, then the parameterized conditional joint density f Mt (m t |F t−1 ; θ) is given by f Mt (m t |F t−1 ; θ) =f Ct (c t |V t , S t , D t , F t−1 ; θ
where θ (·) denotes the particular parameter-vector. For these parameter-vectors we assume variation freedom, so that the corresponding likelihood functions can be maximized separately. For the sake of notational brevity let us denote in the following the particular conditioning marks by M C t ≡ (V t , S t , D t ) ′ , M V t ≡ (S t , D t ) ′ and M S t ≡ D t . In addition we need the following notation in the sequel:M V t ≡ (exp(C t ), S t , D t ) ′ ,M S t ≡ (exp(C t ), V t , D t ) ′ and M D t ≡ (exp(C t ), V t , S t ) ′ . The order of decomposition of the multivariate density is only one possibility out of 24 and to some extent arbitrary. The conditioning, on the other hand can easily be rearranged in the implementation of these models. For illustration purposes we stay with the specification presented above. A less ambitious alternative is not heading for the correct specification of the whole conditional density, but concentrating only on the modelling of the dynamics in the conditional mean function. Thereby, we want to obtain at least consistent parameter estimates. Choosing an exponentially distributed error term in the (quasi) maximum likelihood (ML) estimation of the fractionally integrated autoregressive models yields consistent estimates of the parameters in the conditional mean function. Choosing Weibull-or Burr-distributed error terms means leaving the linear exponential family (LEF) and consistent estimators can only be obtained by ML-estimation, assuming that we have specified the correct error term distribution. This means, we have to test for Weibull-or Burr-distributed error terms. Consistent estimators are also an issue in the specification of the mean function of the conditional price change density. Unfortunately, there are basically only four models suggested in the literature to specify the density of discrete price changes: the ordered probit model of Hausman, Lo & MacKinlay (1992) , the multinomial model of Russell & Engle (2002) and the price change process decomposition models of Rydberg & Shephard (2002) and Liesenfeld & Pohlmeier (2003) . Quasi maximum likelihood (QML) properties are only fulfilled in the models of Hausman et al. (1992) and Russell & Engle (2002) . However, in comparison with the price change process decomposition models they have the disadvantage that they allow the price change to have only a limited outcome space, which is a subset of Z or they do not allow for an exact identification of the price change, due to inequality conditions in the first and the last category, e.g. the allow the price change to fall into the categories (≤ −2), −1, 0, 1, (≥ 2). We now turn our attention to the formal specification of the conditional densities.
Specification of the Conditional Densities
We start with the specification of the conditional price change density 5 f Ct (c t |M C t , F t−1 ), according to the ICH-model of Liesenfeld & Pohlmeier (2003) . One important feature of price changes, which has to be accounted for, is their discreteness: prices are quoted as integer multiples of a smallest divisor (tick). Another well known attribute is the fact that there are only a few large jumps, depending on the liquidity of the traded asset. The more liquid the stock is traded, the smaller are the price jumps observed and the less time elapses until the price process returns to its equilibrium price. For empirical evidence compare, among others, Easley, Kiefer, O'Hara & Paperman (1996) , Russell & Engle (2002) and Spierdijk, Nijman & van Soest (2002) . However, Hautsch & Pohlmeier (2002) have shown that particular assets traded at European exchanges exhibit a relatively wide range of price changes, which establishes the need for a parsimoniously specified model that allows for price changes in Z. Since there are only a few discrete distributions defined on Z, e.g. the discrete t-distribution and the type IV Ord's family distributions 6 , the basic idea is to decompose
where P(C t 0|M C t , F t−1 ) denote the probabilities that determine the direction of the price process. P(C t = c t |M C t , C t ≶ 0, F t−1 ) denote the probabilities that determine the size of the price change subject to the direction.
∈ Z denote count data densities, then the probabilities for the size of the price changes are modelled as at-zero-truncated count data models in the following way:
As pointed out in Liesenfeld & Pohlmeier (2003) another approach to specify the densities for the size of the price changes applied by Rydberg & Shephard (2002) is to choose standard (domain: N 0 ) count data densities for the transformed random variables |C t | − 1|M C t , C t ≶ 0. The above model allows for the specification of different densities for negative and positive price changes, Liesenfeld & Pohlmeier (2003) suggest using a more parsimonious model, in which g Ct − (·|M C t , F t−1 ) and g Ct + (·|M C t , F t−1 ) originate from the same parametric family of count data densities, {g Ct (·)} say. Thus
. With h Ct (·) defined as the corresponding density of the at-zero-truncated count data model f Ct (c t |M C t , F t−1 ) can be written as
where
if C t > 0 indicates the direction of a price change. Therefore, the task to specify a model for the conditional density f Ct (c t |M C t , F t−1 ) is twofold: Finding a model for P(R t = j|M C t , F t−1 ) with j = {−1, 0, 1} and one for h Ct (|c t | M C t , F t−1 ). Liesenfeld & Pohlmeier (2003) propose to take an autoregressive conditional multinomial (ACM) model, introduced by Russell & Engle (2002) , as a dynamic parametric model for the direction of the price change and a generalized linear autoregressive moving average (GLARMA) model, introduced by Shephard (1995) , based on an at-zero-truncated negative binomial distribution as a dynamic parametric model for the size of the absolute price change.
Autoregressive Conditional Multinomial Model
Using a general notation, let R t be a multinomial distributed random variable, that can take J states. Let π t,j ≡ P(R t = j) denote the probability that the t th transaction falls into the j th state. Assuming that these J states are mutually disjunct, it follows that J j=1 π i,j = 1. Let E t be the j th J dimensional unit vector at the t th transaction if R t takes the j th state. Let π t denote the J dimensional vector of the π t,j 's. The distribution of R t is characterized by π t . The objective is to specify a dynamic system, which explains how to get from R t−1 to R t . The basic idea is to impose a dynamic structure for π t , e.g. a Markov chain, that uses the past information up to t and accounts for the fact that π t represents a vector of probabilities. However, Russell & Engle (2002) suggest the use of a logistic link function Λ(·) , i.e.
where ι denotes the vector of ones having the same dimension as the argument u of the logistic function. Note that the range of Λ(·) is a vector with probabilities. The inverse logistic function Λ −1 (·) has vectors containing probabilities as domain. Due to the fact that the probabilities in π t sum up to one, the denominator in (2) would be zero, when π t = Λ(Λ −1 (π t )). One therefore has to choose a base category b ∈ {1, . . . , J} -usually b = J -and the logistic transformation is applied to the (J − 1)-dimensional vector, in which the base category is simply deleted, say π t|b . π t,b can then be recovered from J j=1 π t,j = 1. The great advantage of representing π t|b as
is, that a dynamic structure can now be imposed on Λ −1 (π t|b ), which has range R. Also, past information can easily be incorporated. Of course, the above representation can be generalized to an arbitrary distribution as link function. Anyway, a nice feature of the logistic one is, that the inverse can be explicitly derived. Another attribute is, that
. The latter is the vector of log odds ratios, which may be nicely interpreted. Supposing two states only, success and failure, then the exponential of the log odds ratio is the ratio of success to failure. In the multinomial logit model without dynamic structure one usually assumes Λ −1 (π t|b ) to follow (a non dynamic) linear regression model. Russell & Engle (2002) propose the following ARMA model for Λ −1 (π t|b ) and label it autoregressive conditional multinomial (ACM(p,q)) model
matrix valued lag polynomials of order q and p, L the lag operator, Z R t a vector of explanatory variables, ζ R the corresponding parameter matrix, µ R the vector of intercepts, I J−1 the J − 1 dimensional identity matrix, and ε R t ≡
the innovation term being a standardized martingale difference sequence, where the square root, the fraction bar, and the multiplication are used by components. E t|b denotes a J − 1 dimensional vector resulting from a deletion of the base category component in E t . In equation (4) the explanatory variables are included dynamically, whereas in the empirical analysis, we statically include them as
Applying the ACM model in our context, R t takes the states j ∈ {−1, 0, 1}. The model for the direction of the price change (compare equation (1)) then becomes
where we choose "no price change" (j = 0 = b), as the base category. The dynamics and the conditioning on the marks M C t is therefore incorporated in
here J = 3, µ R denotes a 2-dimensional intercept vector, ζ R 0 a parameter matrix, and ζ R r (L) is the matrix valued lag polynomial of order r for the explanatory variables. In this model the conditioning on the σ-algebra of contemporaneous marks is achieved by ln(M C t ) and the conditioning on past information, i.e. F t−1 , by the lags of ln(M C t ), Λ −1 (π t|0 ) and ε R t . The choice of the log function to account for the particular σ-algebras is, together with the identity function, applied most, as this choice sometimes allows for interpretations in terms of elasticities, growth rates or direct effects. In addition, we suggest the following specification
since |ε R t | is a measure of the volatility of ε R t or, in other words, a measure of market activity and allows for an asymmetric (on the log odds ratios) news impact curve. γ R s (L) denotes a matrix valued lag polynomial of order s. Besides the above specification one could easily incorporate a seasonality adjustment function.
Generalized Linear Autoregressive Moving Average Model
For the conditional density of the absolute price change Liesenfeld & Pohlmeier (2003) suggest a GLARMA model based on an at-zero-truncated negative binomial regression model with the logarithmic as the inverse link function. The GLARMA model is introduced by Shephard (1995) and it is a dynamic improvement in the class of generalized linear models introduced by Nelder & Wedderburn (1972) . Finally, the density h Ct (|c t | M C t , F t−1 ) is modelled as the at-zero-truncated negative binomial 7
The method of including dynamics into such models is in this context always the same. In the class of generalized linear models, one takes the inverse link function of the (conditional) mean and one imposes a regression (time series) model on it. Here the specification is made for ln ω t , thus
where M A t is the vector consisting of exp(R t ) and
are the particular lag polynomials 8 , µ A the constant, and ε A t a standardized martingale difference sequence given by
is a Fourier flexible form 9 for seasonal adjustment.
7 Conditional moments:
8 The parameters p, q, and r in this model may differ from corresponding indices in the ACM model, but we will not explicitly account for this in the notation used herein.
, where τ denotes the intra-day trading time on [0, 1] equalized and ν is the 2K + 1 dimensional parameter vector.
The superscript "A" is chosen, since the model is concerned with Absolute price changes. This specification -except for the seasonal adjustment -is the same as the one applied by Liesenfeld & Pohlmeier (2003) . In addition to this specification we suggest the following:
The motivation for this modification is the following: We want to explicitly include the volatility of the innovation term into the model, in order to analyze whether a lagged volatility influences the current 'conditional (log) mean function' 10 and to allow for an asymmetric (log) news impact curve. A similar modification is suggested by Nelson (1991) for GARCH models and by Dufour & Engle (2000) in the context of ACD models. For some explicit asymptotic theory, stationarity considerations and moment properties compare Heynen, Kemna & Vorst (1994) and for more general results in the class of polynomial random coefficient autoregressive models and generalized hidden Markov models see Carrasco & Chen (2002) and Mokkadem (1990) . For all considered stocks this specification provides a much better fit (SIC) than the plain GLARMA model suggested by Liesenfeld & Pohlmeier (2003) .
The standardized residuals of the whole integer count data model can be computed as
, where the estimated conditional mean is given by
The estimated conditional standard deviation can be computed as
E h (·) denotes the expectation with respect to h Ct (·). The estimated probabilities π t,−1 and π t,1 can be recovered with a formula corresponding to equation (3).
In comparison with the model of Rydberg & Shephard (2002) , who decompose the price change process into an activity process, a direction process and an absolute price change process, the Liesenfeld & Pohlmeier (2003) is specified more parsimoniously. All advantages and disadvantages when comparing parsimonious models and more general ones still apply. In comparison with the Liesenfeld & Pohlmeier (2003 ) model, Russell & Engle (2002 propose a more parsimonious model. They suggest to specify the whole price change process rather than only the direction process as an ACM model with the logistic as link function. Reasonable interpretations in their model are limited to the case, where the outcome space of the price change process is not Z, but rather bounded to some integer values around zero. The big advantage of their model in comparison to the two previous mentioned models is, that the multinomial distribution belongs to the LEF, thus, QML properties hold and parameter estimates are consistent. In addition, as pointed out by Russell & Engle (2002) , their model allows for a nice interpretation in the context of impulse response analysis. For example, rewriting a plain ACM(1,1) model, in corresponding notation, suppressing the subscript, yields
which is equivalent 11 to its "MA(∞)" representation given by
where ∆ is the diagonal matrix with eigenvalues of β C on the diagonal and P the appendant matrix of eigenvectors. In this representation it is easy to see that the impact of a shock is given by α C and the persistence of the impact over time (trades) by the eigenvalues of β C . In a more baggy notation, this result can easily be augmented to an ACM(p,q) model, compare Hamilton (1994) pp. 257. In the ICH-model such an interpretation can only be given for the direction process. Unfortunately, for a matrix β C which fulfills the stationarity conditions, but which is otherwise arbitrary the above stated decomposition is not unique. Moreover, the ordering of the eigenvalues is arbitrary, since we can simply rearrange the eigenvectors. In the case where β C is restricted to having zero off-diagonals, a unique assignment of the eigenvalues to the components of the log odds ratio vector is possible, since ∆ = β C and P = I. Hausman et al. (1992) propose an ordered probit model with conditional heteroscedasticity for the price changes. Here the latent variable may be interpreted as price pressure or as change in market expectations. In addition to the problems discussed in the context of the multinomial model of Russell & Engle (2002) , one suffers from finding conditions for the thresholds and/or for the conditional variance to identify the model. However, the ordered probit model is more general than the multinomial one. The Liesenfeld & Pohlmeier (2003) model may also be considered as a mixture distribution model consisting of an at-zero-mirrored-and-truncated negative binomial distribution (for strict negative integers), a degenerated discrete distribution with mass one concentrating on one point (for zero) and an at-zero-truncated negative binomial distribution (for strict positive integers), where the identification of the weights is achieved via the ACM model. The difference to standard mixture distribution models is, that the supports of these three distributions are disjunct and do not overlap; however, the superposed distribution is a correct mixture distribution, since an overlapping of the supports is not required in the definition of a mixture distribution, compare Johnson et al. (1992) p. 306. Applying a mixture approach for the modelling of discrete price changes may be an alternative to the models suggested above.
11 Assuming stationarity, i.e. β C is of full rank and the eigenvalues of β C lie inside the unit circle.
Transaction Volume, Bid-Ask Spread, and Trade Duration This section is devoted to the modelling of the (conditional) densities of transaction volume, bid-ask spread and trade duration, i.e.
We decide to present the general modelling setup in a unified notation with Y t ∈ {V t , S t , D t }, since we treat transaction volume, spread, and trade duration in a similar way. For the ease of exposition, we assume that volume, bid-ask spread, and duration are seasonally adjusted. The proposed models have been developed for duration modelling 12 and are carried forward to the modelling of transaction volume and bid-ask spread 13 . This is motivated by the paper of Manganelli (2002) , in which transaction volume is modelled in the same fashion as duration. The strengths and the weaknesses of this approach as well as interpretations for the miscellaneous processes are discussed afterwards. Thus, we are interested in the conditional density of
In a slightly different exposition we can write
is a conditional density with unit mean. Engle & Russell (1998) assume that the incorporation of the conditioning information is only rendered via the conditional mean function. Thus they assume that f Yt (·|M Y t , F t−1 ) = f Yt (·) and therefore
This facilitates modelling, since we are not concerned with higher conditional moments. For an extension that allows for separate dynamics in the conditional variance compare Ghysels, Gourieroux & Jasiak (1998) . Applying the transformation theorem 14 we obtain
Engle & Russell (1998) suggest to use an exponential or a Weibull density for f Yt 1 (·) and they propose the following dynamics for the conditional mean function
As in the previous section, α Y q (L), β Y p (L) denote lag polynomials and µ Y denotes a constant. Explanatory variables can be included statically in the following form
where Z Y t denotes a matrix of explanatory variables and ζ Y denotes the corresponding parameter vector. Sufficient conditions to ensure the positivity of ϕ Y t in (9) are, that all coefficients in the lag polynomials as well as the constant are nonnegative. Necessary and weaker sufficient conditions to ensure the positivity of ϕ Y t are derived in Nelson & Cao (1992) for GARCH models. Their results can be carried forward to the ACD(p,q) 15 -model one-to-one. There are several extensions to the above model. First, due to the fact that the exponential density allows only for a constant hazard function and the Weibull only for a monotonic one, several distributional extensions are given in the ACD literature, compare the Appendix of for a nice composition and, among others, Lunde (2000) for the application of a generalized gamma distribution and Grammig & Maurer (2000) for the application of the Burr distribution. The advantage of the Burr distribution is that it allows for a more general hazard function and nests the exponential, the Weibull and the Log-Logistic distribution as a limiting case. Nevertheless, with the Weibull and the Burr distribution we are leaving the LEF and therefore quasi maximum likelihood properties disappear, thus, maximum likelihood assumptions need to be imposed. The second way to extend the basic ACD model is concerned with the dynamics of the conditional mean function and the shape of the news impact curve. In the empirical section we compare the basic ACD model with the logarithmic ACD (LACD) model proposed by and Lunde (2000) and the FIACD model which has been proposed by Jasiak (1999) . We take the following version of the LACD model:
A handsome property of these LACD models is, that no further parameter constraints are needed to guarantee positivity of the conditional mean function -even with additional explanatory variables. Moreover, they allow for an asymmetric news impact curve, in the sense of Nelson (1991) , since negative log-innovations, i.e. ε t < 1, have in comparison a larger impact than positive ones. The class of FIACD 16 models has been proposed by Jasiak (1999) and is nested within long memory models. Therein, a stationary process Y t , is called a stationary process with long memory if there is a d ∈ (0.5, 1) and a constant C such that
This causes the divergence of the series of absolute autocorrelations, i.e.
A process fulfilling property (10) has an autocorrelation function with a slow and asymptotically (k → ∞) hyperbolic decline, whereas in contrast simple ARMA, GARCH and ACD processes have a rapid and asymptotically exponential decline. Empirically the question arises, where "∞" starts, to provide us with an intuition from the empirical autocorrelation function (plot) for discriminating between those processes. In fact, a slow decay rate in the considered intertrade durations, transaction volumes and bid-ask spreads is found empirically for all twelve stocks, which justifies the need for these models. Hurst (1951) applied models with fractional properties, to address the question of regularizing 15 We write ACD to refer to all three classes of ACD, ACV and ACS models.
16 Closely related to the FIACD models are fractionally integrated GARCH (Baillie, Bollerslev & Mikkelsen (1996) ) and fractional ARIMA (Granger (1980) , Granger & Joyeux (1980) and Hosking (1981) ) models.
the water flow on the Nile River, Mandelbrot (1963) applied his fractional models to cotton price changes, Beran (1994) and Baillie (1996) applied long memory models to returns and volatility series. In the framework of long memory ACD models Ding & Granger (1996) and Engle (2000) propose a two components model as an alternative to Jasiak (1999) . Jasiak (1999) extends the basic ACD(p,q) model in the following way. Rewriting (9) as an ARMA(max(p,q),p) model, yields
and Γ(·) denotes the gamma function given by
Rewriting (11) the FIACD(p,d,q) model is given by
where all coefficients in β Y p (L) and α Y q (L) as well as µ Y have to be nonnegative to ensure positivity of the conditional mean function (out-of-sample). Jasiak (1999) shows that the FIACD model is strictly stationary and ergodic for 0 ≤ d ≤ 1, but not weakly stationary, since the first unconditional moment of Y t is infinite, due to the fact that the fractional differencing operator evaluated at lag L = 1 is 0. In addition, Jasiak (1999) presents the method by which to carry out the impulse response analysis in the FIACD(p,d,q) model. One feature of the FIACD class is, that it nests the classes of ACD(p,q) models for d = 0 and their integrated counterparts for d = 1. Anyway, we have tested the raw as well as the seasonally adjusted times series of duration, volume, and bid-ask spread for non-stationarity, via the Augmented Dickey-Fuller (ADF) 17 -and the Kwiatkowski, Phillips, Schmidt & Shin (1992) (KPSS)-test. We have found that the duration, volume, and spread time series are stationary 18 for all stocks under consideration. An important item in the estimation is, that we have only a finite sample of data and therefore the "
̟ k L k needs to be approximated and the preceding data points for initiation need to be set. In our estimation framework, we choose "∞ = 2000" and initiated the foregoing 2000 lags of Y t with the unconditional mean of Y t . Applying this approximation, we can consider, e.g. the estimated FIACD(p,d,q) models as ACD (p,2000+max(p,q) ) models, with parameter restrictions in form of a functional coherency depending on the parameter d. In the preceding considerations we assumed that the trade duration (transaction volume, bid-ask spread) time series is adjusted for deterministic seasonality, so that in the application of the above suggested models, parameters estimates are not mislead by seasonality effects. In the empirical part, we have used the Nadaraya-Watson kernel estimator using the Epanechnikov kernel and the data-based automatic bandwidth as proposed by Silverman (1986) , to estimate the diurnally seasonality function. However, in comparison to the cubic spline regression with 30 minutes knots, we have not found vast differences in the shape of the seasonality function. All models suggested previously treat the (seasonally adjusted) trade duration, transaction volume, and bid-ask spread process as a process with continuous outcomes, whereas their true nature is discrete. The justification for this proceeding is in parts achieved by the multiplicative seasonality adjustment procedure, since this function maps N 0 to R + 0 , so that densities with support R + 0 can be utilized with more reliability. For the duration process the application of continuous concepts is convincing as proven in the ACD literature. However, applying the same concepts -as we do -to the transaction volume and the bidask spread process is just the first step to discover their properties. At least we hope to find out, how well the data generating process is described within the framework provided above.
Empirical Analysis

Database
In the empirical analysis, we utilize data from NYSE Trade and Quote (TAQ2) database. The TAQ2 database provides intraday information about stocks traded at the NYSE and is separated into two files, the trade database and the quote database. The trade database consists of all transaction prices and volumes, timestamped to the second, which are traded at the NYSE and the other ITS exchanges. The quote database consists of all bid-ask quotes and depths, timestamped to the second. Since these quotes are the best bid-ask quotes, they can result either from the specialist or from limit orders in the specialist's book, which originate from other market participants or from limit orders of traders in the trading crowd. Since the trade database does not contain the information, whether the trade is a buy or a sell and which bid-ask quote is valid, one has to infer this information using the quote database. The common algorithm applied for this procedure is the one proposed by Lee & Ready (1991) . Each trade is assigned with the quote posted at least five seconds before ("five-seconds rule"). The identification of a buy or sell is done in the following way. If the transaction price is above (below) the midquote, the trade is defined as a buy (sell). For transaction prices at the midquote, the tick rule applies, i.e. if the transaction takes place at a higher (lower) price than the previous one, which has not the same price, the trade is characterized as a buy (sell). Grammig & Theissen (2002) criticize the accuracy of this algorithm, however they do not provide an alternative. Another problem arises: Sometimes there are trades at exactly the same timestamp. This can happen due to an automatic matching of several orders at one side of the specialist's book against a larger order on the other side (split-transaction). Moreover, such transactions can also result from different market participants, who posted their orders (electronically) within one second or as pointed out by Veredas, Rodriguez-Poo & Espasa (2001) by limit orders of different market participants with exactly the same limit, e.g. at round prices. Unfortunately, such details cannot be identified with the TAQ2 database. We prepared our database with data from In addition to the procedure described above, we have removed all erroneous trades to match the trades and the quotes. Furthermore, we have removed all trades outside the regular trading hours and even each day's first trade, to circumvent contamination due to the opening call auction at the NYSE. Besides, we have treated all trades as split transactions, when they exhibited exactly the same timestamp. In this case we have simply aggregated their volume to one transaction and we have assigned the last price in the sequence to the aggregated transaction. From the descriptive analysis, we want to point out only four items: i) Analyzing the histograms of the price changes, compare 19 Figure 1 first row, we see that the density of the price changes is characterized by the fact that for all stocks, except for IBM, almost all mass is concentrated between -7 and 7 ticks. Here, the zero tick class possesses between 45% to 55% and the ± 1 tick class takes between 10% to 15% of the probability mass. For IBM only 40% of the mass is assigned to the zero tick class, but therefore the classes ± 8, ± 9 and ± 10 ticks are each identified with mass around 1%. This is somehow surprising: One could expect, that the more frequently the stock is traded, the smaller the price jumps. But for IBM this effect can be explained by the fact that the IBM is traded at an higher stock price. Whereas all other stocks are more or less traded in the range between 30$ to 60$, IBM is traded around 120$ in the considered period. Anyway, this observation justifies a discrete model for the price changes. ii) Analyzing the autocorrelation functions of the price changes, compare Figure 1 second row, negative first order autocorrelation (bid-ask bounce, Roll (1984) ) cannot be observed for all stocks. Besides BDK, NKE 20 does not show negative first order autocorrelation. For BDK the first, second, fourth, fifth, and sixth autocorrelation coefficient is significantly positive and for NKE the second up to the seventh autocorrelation coefficient is positive. In all other cases the first and the second autocorrelation coefficients are significantly negative. Within the first eight autocorrelation coefficients some are significantly different from zero. Such a pattern of higher order significant autocorrelation coefficients may be related to feedback trading 21 , and thus to strategic behavior. iii) In Figures 2 to 4 we plotted for all stocks the autocorrelation function up to lag 100 of the transaction volume, the bid-ask spread and the trade duration against a logarithmic scale. If the autocorrelation function would decline exponentially, it should bob around a straight line. Obviously, this is not the case. Instead, all stocks exhibit an autocorrelation function, that does not decline exponentially, but much slower. From a pure descriptive point of view, this observation justifies the application of fractionally integrated models, since we observe long memory effects. iv) The histograms of the transaction volume, the bid-ask spread and the trade duration show peaks at round events for volume and bid-ask spread. The occurrence of these round events in the case of the bid-ask spread and the volume density is the main difference to the duration density. Here, these patterns are rarely observed, if at all. This may be due to psychologic market microstructure reasons. To some extent, this reflects the preferences of market participants, since traders may prefer to trade round volumes and the specialist at the NYSE may prefer handy bid-ask spreads. These peaks make the 20 Not plotted. 21 Compare Dunne (1994).
assumption of "smooth" error term distributions, like the exponential, the Weibull-and the Burr-distribution at least questionable. 
Estimation Results
ICH-Model
This section is devoted to the estimation results within the ICH-model framework. All estimations that will be discussed have been carried out using the sample period from May 1, 2001 to May 31, 2001 and have been derived by maximizing the particular log likelihood functions via the Berndt, Hall, Hall & Hausman (1974) (BHHH) algorithm. Remember the following two general dynamics specifications in the ACM models,
and
The following list contains the model acronyms and a detailed description of the models involved in the dynamics selection procedure presented in Table 1 .
• (SYM-ACM): This is the specification of dynamics as proposed by Liesenfeld & Pohlmeier (2003) with the following symmetry restrictions on the coefficient matrices in the 2 × 2 matrix valued lag polynomials in (12). The coefficient matrices in α R q (L) are assumed to be symmetric, the coefficient matrices in β R p (L) are assumed to be symmetric with zero off-diagonals and for µ R equal components are assumed. We have considered the specification, in which p = q = 1. 
This refers to (13), with the following symmetry restrictions on the coefficient matrices. All coefficient matrices in α R q (L), β R p (L) and γ R s (L) are assumed to be symmetric and for µ R equal components are assumed. We have estimated the model in comparison to the SYM-ACM(1,1), in which p = q = s = 1.
• (V-ACM): This refers to (13), with no symmetry restrictions imposed on the coefficient matrices in the lag polynomials and p = q = s = 1.
For the modelling of the size of the price changes GLARMA models have been suggested in the ICH model. In Table 2 we compare the following specifications 23 , where p = q = s = 1:
(
In Table 1 , the Schwarz information criteria (SIC) for the SYM-ACM(1,1) specification, the SYM-V-ACM(1,1,1) specification as well as the V-ACM(1,1,1) specification are presented for all stocks. Furthermore the Multivariate Ljung-Box (LB) statistics at lag 50 for the standardized residuals of the specifications mentioned above are stated. The standardized residuals are computed aŝ
We choose the abbreviation "V", since we have added the volatility of the innovations as an explanatory variable. 23 The abbreviation "V" is chosen with regard to the incorporation of the absolute innovations terms (volatility) and "SA" is chosen with regard to the seasonality adjustment function. where (·) −0.5 is the inverse of the Cholesky factorization. The Multivariate Ljung-Box (LB) statistics at lag 50 for the raw E t|0 time series are also given. Remember, E t|0 is a 2-dimensional vector, resulting from a deletion of the J = 0 category component in E t , where E t is a 3-dimensional unit vector, indicating the direction of the price change at the t th transaction. An important question in the dynamics selection is the inclusion of explanatory variables. Neglecting explanatory variables means neglecting correlation effects, which may cause an incorrect order selection. But including (lagged) explanatory variables in the dynamics selection finally yields an infinite number of possible specifications even faster. We have not included explanatory variables and we just have compared specifications, that utilize information included in the lagged left hand variables and information included in the lagged innovation terms as well as information included in the lagged absolute innovation terms. Abstracting from the optimal lag order discussion, the following results can be derived from Table 1 : All specifications are able to capture a huge part of the autocorrelation in the raw E t|0 time series. Besides BDK, the SYM-V-ACM(1,1,1) specification as well as the V-ACM(1,1,1) provide a better fit in terms of the SIC and the Ljung-Box statistics at lag 50 as the plain SYM-ACM(1,1) specification. The higher parameterized and nonsymmetric model V-ACM(1,1,1) provides only for four stocks a smaller SIC than the SYM-V-ACM(1,1,1). Since it is higher parameterized it is natural that the Ljung-Box statistics are always smaller. In Table 2 the SIC and the Ljung-Box statistics for the different GLARMA specifications are presented. The seasonality function is computed as
where K was set to K = 2. The model residuals are computed aŝ
.
Note, that these residuals can only be computed on the activity time scale, i.e. at those times, where an absolute price change greater than zero took place. We observe that all specifications are able to capture a huge part of the autocorrelation of the raw absolute price changes. Furthermore, the models, that incorporate the volatility of the innovations as an explanatory variable provide a further improvement of the SIC and the Ljung-Box statistics.
Having compared the dynamics, we will now, with KO as a representative stock 24 , analyze the ICH-model using the following ACM-and GLARMA-dynamics, where additional explanatory variables are statically included:
where the 2 × 2 parameter matrices β R 1 , α R 1 , γ R 1 are assumed to be symmetric, and the 2 × 3 parameter matrices ζ R 0 , ζ R 1 , ζ R 2 , and ζ R 3 are assumed to be symmetric, in the sense that they have equal rows.
Remember that above
and that the log function is used by components. In Tables 3 to 5 we have stated the regression outputs for these two models for KO. All estimations have been carried out by maximizing the corresponding log likelihood functions via the Berndt et al. (1974) -algorithm. We want to point out the following items: i) The reaction of ln
to the direction of the preceding price change is given by α R 1 in Table 4 . If the preceding price change has been negative the decrease-log odds ratio falls (-0.1703, SYM-V-ACM) and if the preceding price change has been positive the decrease-log odds ratio increases (0.4194, SYM-V-ACM). These effects reflect the bid-ask bounce directly. For all other stocks, except BDK and NKE, we more or less observe the same pattern. This coincides in particular with the autocorrelation structure found in the descriptive analysis. ii) Comparing the eigenvalues of β R 1 in Table 4 , we see that one eigenvalue is ≈ 0.9, whereas the other one is ≈ -0.1. Comparing equation (8), we see that the persistence of news effects is determined by the eigenvalues, but note that we cannot assign the eigenvalues one-toone to the components of the log odds ratio vector. What we observe is one component with a high persistence and another component with a low alternating persistence. The latter may be related to a short run effect, like the bid-ask bounce or the other significant autocorrelation coefficients, that we have observed 25 . The high persistence may represent a long run effect, like the convergence to the new fair equilibrium price level. 24 The estimation results for the other stocks are available upon request from the author. 25 Compare Figure 1 and the related discussion.
iii) A nice result is, that in Table 3 the coefficient in the first column of ζ A 0 is negative, since this coefficient stands for the reaction of the volatility of the price changes to the contemporaneous direction of the price change. Since it is negative, we have found Black's (1976) well known leverage effect. iv) Addressing the quality of the ACM model estimation, we see by comparing the Multivariate Ljung-Box statistics, that a huge part of the autocorrelation of the raw E t|0 series can be explained by the proposed models. However, the null of no autocorrelation can be rejected on a 1% significance level in all stated Ljung-Box tests, for which the p-values can be computed (# Parameters < lag order). The capturing of the autocorrelation can be observed by evaluating Figure 5 , where we discover the cross correlation functions for KO. v) Addressing the quality of the GLARMA models by comparing the Ljung-Box statistics (Table 3) , we see that a huge part of autocorrelation can be explained with the proposed specifications. Unfortunately, there is still some autocorrelation left, since in all Ljung-Box tests the null of no autocorrelation can be rejected on a 1% significant level for the model residuals. The reduction of the autocorrelation is visualized in Figure 6 , where we have plotted the autocorrelation function of the raw absolute price changes time series and of the model residuals of the GLARMA models for KO. vi) Addressing the quality of the whole ICH model by comparing Table 5 , we see that in terms of the SIC the SYM-V-ACM specification combined with the SA-V-GLARMA specification is the best choice. Moreover, we observe that the better fit in terms of LjungBox statistics of the V-ACM models is projected into the autocorrelation structure of the combined models. The capturing of the autocorrelation of the price change process is visualized in Figure 7 . Transaction Volume, Bid-Ask Spread and Trade Duration In this section we discuss the estimation of the fractionally integrated autoregressive conditional volume, spread and duration models. In detail, we compare these models against several alternatives once again only for KO as a representative stock 26 .
In Table 6 (1, 1) alternatives, the fractionally integrated models provide a better fit for all stocks and all three marks. With overall six exceptions 27 , this is also the case for the minimum SIC model comparison. Examining the Ljung-Box statistics, we observe that in the minimum SIC FIACV-models, the null of no autocorrelation up to lag 50, cannot be rejected on a 10% significance level for all stocks -except for K (rejection on 5% level) as well as HWP and IBM (rejection on 1% level). In the minimum SIC FIACS-models, with the exception of AXP, BDK, GE, HWP, and IBM the null of the Ljung-Box-test cannot be rejected on a 10% significance level; for BDK (AXP) [GE, HWP, IBM] it can be rejected on a 10% (5%) [1%] level. Excluding AXP, KO, and LMT, the null of no autocorrelation up to lag 50 in the minimum FIACD models cannot be rejected on a 10% level for the other stocks. For KO (LMT) [AXP] it can be rejected on a 10% (5%) [1%] level. Altogether, with a few exceptions, the autocorrelation structure is very well described in fractionally integrated models. Furthermore, in all estimated fractionally integrated specification the fractionally integration parameter is significantly different from zero. 
Remember that M V t has been defined as M V t = (S t , D t ) ′ , whereasM V t has been defined asM V t = (exp(C t ), S t , D t ) ′ . For the bid-ask spread, we get the FIACS(1,1) specification, with statically included ex-planatory variables, given by
Note, that M S t has been defined as
And for the trade duration, we have the FIACD(2,2) model:
Note, thatM D t has been defined asM D t = (exp(C t ), V t , S t ) ′ and that we do not condition on contemporaneous marks. The corresponding regression outputs can be found in Table  9 to 11. Abstracting from the interpretation of the parameter estimates and concerning the estimation quality, the following results can be derived.
Transaction Volume (Table 9) With regard to the estimation quality, we observe fairly low Ljung-Box statistics. The null of "no autocorrelation up to lag 50" cannot be rejected. The BDS-test 28 statistics show that in comparison with the raw times series, a huge part of the nonlinear coherency can be explained by the FIACV(2,2) model. However, the null hypotheses of i.i.d.ness can still be rejected on a 5% significance level for m = 2, 3, 4. This is in line with the conditionalmoment-test 29 , in which the null E Vt ϕ V t − 1|F t−1 = 0 can be rejected on a 1% significance level. The estimation was carried out under the assumption of an exponentially distributed error term. With the D-test 30 and the in-sample density-forecast's (DF) χ 2 -test 31 , we have verified this assumption. Both tests clearly reject that the error terms are exponentially distributed. A visualization of the D-test is given in Figure 8 , the graph corresponding to the FIACV model can be found in the middle of the first row. In Figure 8 , we also show the D-test in the ACV(2,2), the LACV 3 (2,2), the Weibull-and the Burr-FIACV(2,2) model. Note, that the regression outputs for these models have not been stated. One can conclude, that neither the Weibull-nor the Burr distribution is flexible enough to capture the true distribution of the error terms. The fit of the ACV(2,2) in terms of the SIC (0.83315) and Ljung-Box statistics at lag 50 (47.7) is worse than the fit of the FIACV(2,2) model. The LACV 3 (2,2) provides a better fit than the FIACV(2,2) and the ACV(2,2) models in terms of the SIC (0.82270). However, the high values of the Ljung-Box statistics at lag 50 (96.7) and of the BDStest (e.g. at m = 2: 11.3213) show, that dynamics of the conditional mean function are 28 The Brock, Dechert & Scheinkman (1987) (BDS)-test is used in the version of Kanzler (1999) , with "cutoff"-or tuning parameter δ equal to 1.5 times the standard deviation of the data and embedding dimensions m = 2, 3, 4. 29 The conditional-moment-test has been proposed by Newey (1985) and Tauchen (1985) , in the test-statistic applied in this setup the vector of Borel functions is choosen to be B(Ft−1)
where Yt ∈ {Vt, St, Dt}. 30 Compare Aït-Sahalia (1996) and Fernandes & Grammig (2000) , we take the Gaussian kernel with the Silverman (1986) data-based automatic bandwidth. 31 Compare Diebold, Gunther & Tay (1998) and . not captured satisfactorily. For the other stocks under consideration, similar observations have been made. Besides the distributional misspecifications, the dynamics structure of the conditional mean function is captured quite well by the FIACV models.
Bid-Ask Spread (Table 10) The FIACS model explains a huge part of the autocorrelation and the nonlinear dependence of the raw time series S t . This can be seen by comparing the Ljung-Box statistics as well as the BDS-test values. However, the null of i.i.d.ness on the BDS-test can be rejected on a 1% significance level and the the null of no autocorrelation up to lag 50 can be rejected on a 10% level. In the restricted version of the FIACS(1,1) model the null cannot be rejected on a 10% level for lag 50. The conditional-moment-test also indicates that there is still some dependence left in the residuals: Its null can be rejected on a 1% significance level. The D-test, compare Figure 9 , and the density-forecast's χ 2 -test clearly reject the null, that the error terms are exponentially distributed, on a 1% level. The FIACS model provides a better fit than the ACS model (SIC: 0.87847, LB(50): 218). The LACS 3 performs worse (SIC: 0.88435, LB(50): 332). As in the volume case, we observe in Figure 9 that the chosen distributions are not flexible enough to capture the true error term distribution in a satisfying way. The final result for ACS models is similar to the one for ACV models. For the other eleven stocks, we also observe that the dynamics are nicely captured by the FIACS models, whereas the distributional misspecification is obvious, too. Sometimes some need for fine-tuning arises in the dynamics specification.
Trade-Duration (Table 11 ) We see that the Ljung-Box statistics are fairly low compared to the ones of the raw time series D t . However, for the restricted FIACD(2,2), the null of no autocorrelation up to lag 50 can still be rejected on a 5% level. In the BDS-test the null of i.i.d.ness can still be rejected on a 1% level and the values of the BDS-statistic at m = 3, 4 only provide a little improvement in comparison to the corresponding values of the raw D t series. The null of the conditional-moment-test can be rejected on a 5% level. The D-test, compare Figure 10 , as well as the density forecasts indicate that the distribution of the error term is not an exponential one. As for transaction volume and bid-ask spread, the fit of the ACD(2,2) model is worse (SIC: 0.96119, LB(50): 91.5), so is the fit of the LACD 3 (2,2) model (SIC: 0.96336, LB(50): 203). The D-Tests of the distributional extensions are given in Figure 10 , but, again, we cannot derive that the Weibull or the Burr distribution is the true distribution of the error terms. For the other eleven stocks, we also observe that the dynamics are nicely captured by the FIACD models in comparison to the standard models and the raw time series. Sometimes some need for fine-tuning of the dynamics specification arises, too. The distributional misspecification is once again obvious. 
Conclusion
Specifying a model for the multivariate density of the transaction process has been the main concern of this paper. The transaction process has been characterized by the price change, the transaction volume, the bid-ask spread, and duration-process. The multivariate density of the transaction process has been decomposed under certain assumptions into its conditional and unconditional densities. Various specifications for these densities or at least for the conditional mean functions of these densities have been suggested. In the empirical analysis the conditional density of the price change has been specified via the integer count hurdle model of Liesenfeld & Pohlmeier (2003) and the conditional densities of transaction volume, bid-ask spread, and trade duration have been specified via fractionally integrated ACD type models. Several inference tools have been employed both to test the capturing of the dynamics of the conditional mean functions and to check the distributional assumptions imposed on the error terms. The application has been carried out for twelve stocks, traded on the NYSE, in the sample period ranging from May 1, 2001 to July 31, 2001. Altogether, the models specifying the dynamics within the multivariate density of the transaction process perform very well: A huge part of the linear and nonlinear dependence is explained. However, the need for some fine tuning arises. In particular, the dynamics in the ICH-model are not able to capture all coherences within the price change process. The models for volume, bid-ask spread, and duration capture most of the autocorrelation structure contained in the data, but nonlinear coherences remain in the model residuals for most of the respective models. Distributional misspecification is also an issue for these models. However, the proposed models provide a powerful descriptive tool to gain insights into market microstructure behavior. A detailed market microstructure analysis within this models, requires an additional paper. There is evidence for long memory effects, since the models with the best goodness-of-fit characteristics are fractionally integrated ones. There are several avenues for further research. First, the inclusion of more or other marks to identify the transaction process. For example the proposed best depths or a function of the proposed depths and the proposed bid and ask quotes may put stronger emphasis on the role of the specialist at the NYSE. Second, the inclusion of latent variables characterizing unobservable effects, or effects which have not been considered explicitly, like psychological components, interactions with other stocks, exchange rates, macroeconomic variables as well as news effects. Third, the explicit consideration of news effects and macroeconomic variables as well as the multivariate extension to several stocks. Fourth, the consideration of the whole setup on a different time scale, e.g. the activity time scale stemming from the thinning of the processes with respect to non-zero price changes. Fifth, the consideration and the treatment of the volume, the bid-ask spread, and even the duration densities as discrete ones, which may stem from a mixture distribution. Besides these more or less technical details that aim for a better description of the data generating process, the question of further economic and financial applications arises. The derived model can be applied for illuminating market microstructure behavior. Furthermore, our model is suited for forecasting purposes and for the development of intraday trading models.
