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Abstract
Let T be a bounded linear operator on a complex Hilbert spaceH. In this paper we introduce the class,
denoted QA, of operators satisfying T ∗|T 2|T  T ∗|T |2T and we prove basic structural properties of these
operators. Using these results, we also prove that if E is the Riesz idempotent for a non-zero isolated point
λ0 of the spectrum of T ∈ QA, then E is self-adjoint, and we give a necessary and sufficient condition for
T ⊗ S to be in QA when T and S are both non-zero operators.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let L(H) denote the algebra of bounded linear operators on a complex Hilbert space H.
Recall [3,5–7] that T ∈L(H) is called p-hyponormal if (T ∗T )p  (T T ∗)p for p ∈ (0, 1], T
is called paranormal if ‖T 2x‖  ‖T x‖2 for all unit vector x ∈H, and T is called normaloid if
‖T n‖ = ‖T ‖n for n ∈ N (equivalently, ‖T ‖ = r(T ), the spectral radius of T ). Following [8,7]
we say that T ∈L(H) belongs to class A if |T 2|  |T |2. For brevity, we shall denote classes of
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p-hyponormal operators, paranormal operators, normaloid operators, and class A operators by
H(p), PN,N andA, respectively. It is well known that for p ∈ (0, 1]
H(p) ⊂ A ⊂ PN ⊂ N. (1.1)
An operator T ∈L(H) is called p-quasihyponormal if for p ∈ (0, 1]
T ∗(T ∗T )pT  T ∗(T T ∗)pT .
We denote the set of p-quasihyponormal operators by operators by QH(p). In recent many
literatures [13,19,20], p-quasihyponormal operators have been studied as an extension of p-hyp-
onormal operators. Actually, it is well known [20] that a p-quasihyponormal operator T ∈L(H)
may be regarded as an operator having p-hyponormal restriction on the closure of range of T and
that the following inclusions hold:
H(p) ⊂ QH(p) ⊂ PN ⊂N. (1.2)
Now we are going to consider an extension of the notion of class A operator, similar in sprit
to the extension of the notion of p-hyponormality to p-quasihyponormality.
Definition 1.1. We shall say that T ∈L(H) is quasi-class A if
T ∗|T 2|T  T ∗|T |2T .
We denote the set of quasi-class A operators by QA. To be shown in Theorem 2.2 (below),
the class of quasi-class A operators properly contains classes of class A operators and p-quasi-
hyponormal operators, i.e., the following inclusions hold:
H(p) ⊂ QH(p) ⊂ QA and H(p) ⊂A ⊂ QA. (1.3)
In view of inclusions (1.1) and (1.2), it seems reasonable to expect that the operators in class QA
are paranormal or at least normaloid: the following examples show that one would be wrong in
such an expectation.
Example 1.2. First, we consider finite dimensional Hilbert space operators. LetH = C2 and let
T =
(
0 0
1 0
)
. Then by simple calculations we see that T is not paranormal with the unit vector
(1, 0) and even not normaloid but quasi-class A. There exists an example that T is not paranormal
but quasi-class A and normaloid; if T :=
(
1 0 0
0 0 0
0 1 0
)
onL(C3), then T is not paranormal with
the unit vector (0, 1, 0) but quasi-class A and normaloid. Now we consider unilateral weighted
shift operators as an infinite dimensional Hilbert space operator. Recall that given a bounded
sequence of positive numbers α : α0, α1, . . . (called weights), the unilateral weighted shift Wα
associated with α is the operator on H = 2 defined by Wαen := αnen+1 for all n  0, where
{en}∞n=0 is the canonical orthonormal basis for 2. We easily see that Wα can be never normal,
and so in general it is used to giving some easy examples of non-normal operators. It is well
known that Wα is hyponormal if and only if α is monotonically increasing. Also, straightforward
calculations show that Wα is class A if and only if α is monotonically increasing. It is meaningless
to use this characterization for distinguishing some gaps between hyponormal operators and class
A operators. However, for QA operators, Wα has a very usefull characterization. Indeed, simple
calculations show that Wα belongs to QA if and only if
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Wα =


0
α0 0
α1 0
α2 0
.
.
.
.
.
.

 , (1.4)
where α0 is arbitrary and α1  α2  α3  · · · . So if Wα has weights α0 = 2 and αi = 12 (i  1),
then Wα is quasi-class A but not normaloid because ‖Wα‖ = 2 /= 1 = r(Wα).
Throughout this paper, we shall denote the spectrum and the isolated points of the spectrum
of T ∈L(H) by σ(T ) and iso σ(T ), respectively. The range and the kernel of T ∈L(H) will
be denoted by ran T and ker T , respectively. We shall denote the set of all complex numbers and
the complex conjugate of a complex number λ by C and λ¯, respectively. The closure of a setM
will be denoted byM and we shall henceforth shorten T − λI to T − λ.
In Section 2, we prove basic properties of QA operators and using these properties, in Section
3, we prove that if E is the Riesz idempotent for a non-zero isolated point λ0 of the spectrum
of T ∈ QA, then E is self-adjoint and ran E = ker(T − λ0) = ker(T − λ0)∗. This is a complete
extension of results proved for p-quasihyponormal operators and class A operators in [19,22],
respectively. In Section 4, we give a necessary and sufficient condition forT ⊗ S to be inQAwhen
T andS are both non-zero operators. This gives an analogous result proved forp-quasihyponormal
operators and class A operators in [14,12], respectively.
2. Basic properties of QA operators
In this section we prove some basic properties of QA operators. These properties are induced
by the following famous inequalities.
Proposition 2.1 (Hansen inequality [10]). If A, B ∈L(H) satisfy A  0 and ‖B‖  1, then
(B∗AB)δ  B∗AδB for all δ ∈ (0, 1].
We begin by following result.
Theorem 2.2. Let T ∈ QA and T not have a dense range. Then
T =
(
A ∗
0 0
)
onH = ran T ⊕ ker T ∗,
where A = T |ran T is the restriction of T to ran T , and A ∈A. Moreover, σ (T ) = σ(A) ∪ {0}.
Proof. Let P be the orthogonal projection onto ran T . Then
(
A 0
0 0
)
= T P = PT P . Since
T ∈ QA, we have
P(|T 2| − |T |2)P  0.
Then by Proposition 2.1
P |T 2|P = P(T ∗T ∗T T ) 12 P  (PT ∗T ∗T T P ) 12 = (PT ∗PT ∗T PT P ) 12 =
(|A2| 0
0 0
)
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and
P |T |2P = PT ∗T P =
(|A|2 0
0 0
)
.
Hence(|A2| 0
0 0
)
 P |T 2|P  P |T |2P =
(|A|2 0
0 0
)
, i.e., A ∈A.
On the other hand, it is immediately follows from [9] that σ(T ) = σ(A) ∪ {0}. 
Theorem 2.3. Let T ∈L(H) be a QA operator and M be its invariant subspace. Then the
restriction T |M of T toM is also a QA operator.
Proof. Let E be the orthogonal projection ontoM. Put A = T |M. Then T E = ETE and A =
(ET E)|M. Since T is a QA operator, we have
ET ∗(|T 2|)T E  ET ∗(|T |2)T E.
Since
ET ∗(|T 2|)T E = ET ∗E(|T 2|)ET E
= ET ∗E(T ∗T ∗T T ) 12 ETE
ET ∗(ET ∗T ∗T T E) 12 T E (by Proposition 2.1)
= ET ∗(ET ∗ET ∗T ETE) 12 T E
=
(
A∗|A2|A 0
0 0
)
and
ET ∗(|T |2)T E = ET ∗ET ∗T ETE =
(
A∗|A|2A 0
0 0
)
,
we have(
A∗|A2|A 0
0 0
)
 ET ∗(|T 2|)T E  ET ∗(|T |2)T E =
(
A∗|A|2A 0
0 0
)
.
This implies that A ∈ QA. 
Theorem 2.4. Let T ∈ QA and (T − λ)x = 0 for some λ /= 0. Then (T − λ)∗x = 0.
Proof. LetM = span{x}. Let
T =
(
λ A
0 B
)
onH =M⊕M⊥ (2.1)
and P the orthogonal projection ofH ontoM. For the proof, it suffices to show that A = 0 in
(2.1). Since T ∈ QA and
x = 1
λ
T x ∈ ran T ,
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we have
P(|T 2| − |T |2)P  0.
We remark
P |T 2|2P = PT ∗T ∗T T P = PT ∗PT ∗T PT P =
(|λ|4 0
0 0
)
.
Then (|λ|2 0
0 0
)
= (P |T 2|2P) 12  P |T 2|P  P |T |2P = PT ∗T P =
(|λ|2 0
0 0
)
,
and we may write
|T 2| =
(|λ|2 C
C∗ D
)
.
Hence(|λ|4 0
0 0
)
= P |T 2| · |T 2|P
=
(
1 0
0 0
)(|λ|2 C
C∗ D
)(|λ|2 C
C∗ D
)(
1 0
0 0
)
=
(|λ|4 + CC∗ 0
0 0
)
.
This implies C = 0 and |T 2|2 =
(|λ|4 0
0 D2
)
. On the other hand,
|T 2|2 = T ∗T ∗T T
=
(
λ¯ 0
A∗ B∗
)(
λ¯ 0
A∗ B∗
)(
λ A
0 B
)(
λ A
0 B
)
=
( |λ|4 λ¯2(λA + AB)
λ2(λA + AB)∗ |λA + AB|2 + |B2|2
)
.
Hence A(λ + B) = 0 and D = |B2|. Since T ∈ QA,
0 T ∗(|T 2| − |T |2)T
=
(
0 λ¯|λ|2A
λ|λ|2A∗ |λ|2|A|2 + B∗|B2|B − |B2|2
)
.
Thus A = 0 (for example, see [2, Theorem I.1]). This completes the proof. 
3. Riesz idempotent for an isolated point of the spectrum
Let T ∈L(H) and let λ0 ∈ iso σT . Then there exists a positive number r > 0 such that
{λ ∈ C : |λ − λ0|  r} ∩ σ(T ) = {λ0}. Let γ be the boundary of {λ ∈ C : |λ − λ0|  r}. Then
E := 12π i
∫
γ
(λ − T )−1 dλ is called the Riesz idempotent of T for λ0. Then it is well known that
E2 = E, ET = T E, σ(T |ran E) = {λ0}, and ran E ⊇ ker(T − λ0).
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In general, it is well known that the Riesz idempotent E is not an orthogonal projection and a
necessary and sufficient condition for E to be orthogonal is that E is self-adjoint (cf. [4]). For a
hyponormal operator T , Stampfli [17] have shown that the Riesz idempotent for an isolated point
of spectrum of T is self-adjoint (i.e., it is the orthogonal projection). Recently, Cho and Tanahashi
[3] proved this property for p-hyponormal operators. For the Riesz idempotent E for non-zero
isolated point λ0, Tanahashi and Uchiyama [19], and Uciyama and Tanahashi [22] showed that
this property also holds for p-quasihyponormal operators and class A operators, respectively. In
this section we extend these results to QA operators in the following.
Theorem 3.1. Let T ∈ QA. If λ0( /= 0) ∈ iso σ(T ) and E is the Riesz idempotent for λ0, then E
is self-adjoint and
ran E = ker(T − λ0) = ker(T − λ0)∗. (3.1)
Proof. If T has a dense range, then T ∈A. Therefore we may assume that ran T /=H. Let T =(
A S
0 0
)
onH = ran T ⊕ ker T ∗. If λ0( /= 0) ∈ iso σ(T ), then λ0 ∈ iso σ(A) because σ(T ) =
σ(A) ∪ {0}. Let γ denote the boundary of a closed disc D = {λ ∈ C : |λ − λ0|  r} for which
0 /∈ D and D ∩ σ(T ) = {λ0}. Then
E = 1
2π i
∫
γ
(
λ − A −S
0 λ
)−1
dλ (3.2)
= 1
2π i
∫
γ
(
(λ − A)−1 1
λ
(λ − A)−1S
0 1
λ
)
dλ (3.3)
=
(
1
2π i
∫
γ
(λ − A)−1 dλ 12π i
∫
γ
1
λ
(λ − A)−1S dλ
0 12π i
∫
γ
1
λ
dλ
)
. (3.4)
Let EA = 12π i
∫
γ
(λ − A)−1 dλ be the Riesz idempotent of A for λ0. Since A ∈A, from [22,
Theorem 9] it follows that EA is self-adjoint and
ran EA = ker(A − λ0) = ker(A − λ0)∗.
Let y = EAx for x ∈ ran T . Then y ∈ ker(A − λ0) = ker(A − λ0)∗. Therefore, from
Theorem 2.4 we have that(
0
0
)
= (T − λ0)
(
y
0
)
= (T − λ0)∗
(
y
0
)
=
(
(A − λ0)∗y
−S∗y
)
Thus S∗y = S∗EAx = 0 for x ∈ ran T . This implies that EAS = 0 because EA is self-adjoint.
On the other hand, since 1
λ
=∑∞n=0 1λ0 (−λ−λ0λ0 )n, we have
1
2π i
∫
γ
1
λ
(λ − A)−1S dλ
=
∞∑
n=0
(−1)n
(
1
λ0
)n+1 1
2π i
∫
γ
(λ − λ0)n(λ − A)−1 dλ · S
=
∞∑
n=0
(−1)n
(
1
λ0
)n+1
(A − λ0)nEAS = 0.
860 I.H. Jeon, I.H. Kim / Linear Algebra and its Applications 418 (2006) 854–862
Thus, from (3.4) we have that
E =
(
EA 0
0 0
)
. (3.5)
This implies that E is self-adjoint as well as EA. Now we claim that ran E = ker(T − λ0). Indeed,
from (3.5) we have
ran E = ran EA ⊕ {0} = ker(A − λ0) ⊕ {0} = ker(A − λ0)∗ ⊕ {0}. (3.6)
So if x ∈ ran E, then x =
(
x1
0
)
, where x1 ∈ ker(A − λ0). Therefore,
(T − λ0)x =
(
A − λ0 −S
0 −λ0
)(
x1
0
)
=
(
0
0
)
.
Thus ran E ⊆ ker(T − λ0). Hence, since ran E ⊇ ker(T − λ0), we have that ran E =
ker(T − λ0).
To prove the second equality of (3.1), by Theorem 2.4, it suffices to prove that
ker(T − λ0)∗ ⊆ ker(T − λ0). (3.7)
To prove (3.7), let x =
(
x1
x2
)
∈ ker(T − λ0)∗. Then
(
0
0
)
= (T − λ0)∗
(
x1
x2
)
=
(
(A − λ0)∗ 0
S∗ −λ¯0
)(
x1
x2
)
=
(
(A − λ0)∗x1
S∗x1 − λ¯0x2
)
. (3.8)
Therefore, x1 ∈ ker(A − λ0)∗ = ker(A − λ0) by [21, Theorem 9]. Then
(T − λ0)
(
x1
0
)
=
(
0
0
)
⇒ (T − λ0)∗
(
x1
0
)
=
(
(A − λ0)∗x1
S∗x1
)
=
(
0
0
)
.
Thus we have that S∗x1 = 0, and hence x2 = 0 from (3.8). Therefore,
x =
(
x1
0
)
∈ ker(A − λ0) ⊕ {0} = ran E = ker(T − λ0).
This completes the proof. 
4. Tensor products
Given non-zero T , S ∈L(H), let T ⊗ S denote the tensor product on the product space
H⊗H. The operation of taking tensor products T ⊗ S preserves many properties of T , S ∈
L(H), but by no means all of them. Thus, whereas the normaloid property is invariant under
tensor products (see [16, p. 623]); again, whereas T ⊗ S is normal if and only if T and S are
[11,18], there exist paranormal operators T and S such that T ⊗ S is not paranormal [1]. In [6],
Duggal showed that for non-zero T , S ∈L(H), T ⊗ S ∈H(p) if and only if T , S ∈H(p). This
result was extended top-quasihyponormal operators and classA operators in [14,12], respectively.
In this section we prove an analogous results for QA operators. We need the following famous
inequality as a useful tool.
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Proposition 4.1 (Hölder–McCarthy Inequality [15]). Let A  0. Then the following properties
hold.
(i) 〈Arx, x〉  〈Ax, x〉r‖x‖2(1−r) for r > 1 and x ∈H.
(ii) 〈Arx, x〉  〈Ax, x〉r‖x‖2(1−r) for r ∈ [0, 1] and x ∈H.
Theorem 4.2. Let T , S ∈L(H) be non-zero operators. Then T ⊗ S ∈ QA if and only if one of
the following holds:
(a) T and S are in QA.
(b) T 2 = 0 or S2 = 0.
Proof. By simple calculation we have
T ⊗ S ∈ QA
⇔ (T ⊗ S)∗(|(T ⊗ S)2| − |T ⊗ S|2)(T ⊗ S)  0
⇔ T ∗(|T 2| − |T |2)T ⊗ S∗|S2|S + T ∗|T |2T ⊗ S∗(|S2| − |S|2)S  0.
Thus the sufficiency is easily proved. Conversely, suppose that T ⊗ S ∈ QA. Then for x, y ∈H
we have
〈T ∗(|T 2| − |T |2)T x, x〉〈S∗|S2|Sy, y〉 + 〈T ∗|T |2T x, x〉〈S∗(|S2| − |S|2)Sy, y〉  0.
(4.1)
It suffices to show that if the statement (b) does not hold, then the statement (a) holds. Thus,
assume to the contrary that neither of S2 and T 2 is the 0 operator, and T is not in QA. Then there
exists x0 ∈H such that
〈T ∗(|T 2| − |T |2)T x0, x0〉 := α < 0 and 〈T ∗|T |2T x0, x0〉 := β > 0.
From (4.1) we have
(α + β)〈S∗|S2|Sy, y〉  β〈S∗|S|2Sy, y〉. (4.2)
Thus S ∈ QA. Using Proposition 4.1 we have
〈S∗|S2|Sy, y〉 = 〈(S∗2S2) 12 Sy, Sy〉  ‖Sy‖2
(
1− 12
)
〈S∗2S2Sy, Sy〉 12 = ‖Sy‖‖S3y‖
and
〈S∗|S|2Sy, y〉 = 〈S∗SSy, Sy〉 = 〈S2y, S2y〉 = ‖S2y‖2.
Therefore, we have
(α + β)‖Sy‖‖S3y‖  β‖S2y‖2. (4.3)
Since S ∈ QA, from Theorem 2.2 we have a decomposition of S as the following:
S =
(
S1 S2
0 0
)
onH = ran(S) ⊕ ker S∗.
By (5.3) we have
(α + β)‖S1η‖‖S31η‖  β‖S21η‖2 for all η ∈ ran(S). (4.4)
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Since S1 ∈A, S1 is normaloid, and thus taking supremum on both sides of the above inequality,
we have
(α + β)‖S1‖4  β‖S1‖4.
This inequality forces that S1 = 0. So S2 =
(
0 S2
0 0
)2
= 0. This contradicts the assumption
S2 = 0. Hence T ∈ QA, and similarly S ∈ QA. The proof is complete. 
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