Computational methods available for the calculation of relative and absolute binding affinities (free energy simulations, continuum electrostatics, linear interaction energy approximations, and empirical solvation models) are reviewed together with recent applications to biological systems. The decomposability of the binding free energy into physically meaningful components is examined and results obtained for these components are presented. Some of these components, such as the direct interactions, the translational/rotational entropy loss, and the desolvation free energy are well recognized. Recent calculations have shown that the translational/rotational entropy loss is not as large as some theoretical calculations have previously suggested because of substantial residual movements in the bound complex. Recent work also points to the importance of contributions that are often neglected in binding affinity calculations, such as the protein reorganization energy and, for flexible ligands, the ligand reorganization energy. Future work should concentrate on the improvement of the energy functions and simulation protocols for the achievement of more precise and accurate predictions.
INTRODUCTION
A biological cell contains thousands of macromolecular components moving in a sea of water, lipids, and ions. The function of a cell depends critically on specific interactions between these macromolecules. For example, an enzyme must act on specific substrates. Information along a signal transduction pathway flows via specific interactions between proteins. Transcription initiation occurs by binding of proteins to specific sites on DNA among thousands of similar sites. Foreign substances in an organism must be selectively isolated and neutralized by antibodies. The highly selective binding between molecules in solution is termed molecular recognition. Although a cell in a non-equilibrium system, the equilibrium binding free energy is a useful measure for the tendency of two macromolecules to associate in vivo [1] . The equilibrium free energy of binding between two molecules is termed binding affinity. The relative binding affinity of a molecule towards one of many potential partners is termed binding specificity. Molecular recognition requires a sufficiently high binding affinity and very high binding specificity.
Aside from its fundamental interest, molecular recognition has many practical applications, one of the most important of which is rational drug design. Most known drugs bind specifically to a disease-causing biomolecule and inhibit its function. Drug discovery is increasingly becoming more systematic and rational [2] . The emerging paradigm of rational, structure-based drug design consists of three steps: identification of a disease target, determination of its threedimensional structure by x-ray crystallography or NMR spectroscopy, and design/discovery of an appropriate *Address correspondence to this author at the Department of Chemistry, City College of the City University of New York, 138th St. & Convent Ave, New York, NY 10031, USA. Tel: (212) 650-8364; Fax: (212) 650-6107; Email: themis@sci.ccny.cuny.edu; http://blakey.sci.ccny.cuny.edu small molecule which binds to the active site of the target with high affinity. At the same time, the designed drug must not bind and inhibit the action of other, beneficial biomolecules; i.e, it has to be specific. Other applications of molecular recognition include the design of sensors [3] or separation techniques [e.g. 4, 5] .
Theory and simulation holds considerable promise in analyzing the fundamentals and helping in the practical applications of molecular recognition. The key in this endeavor is the accurate calculation of binding free energies from the structure of the binding partners. In the field of rational drug design, the ability to predict the binding affinity of a candidate molecule without having to synthesize it would save a lot of time and resources. In this review we examine the latest methods available for prediction of binding affinities and the current understanding of the physical contributions to binding affinity. Earlier reviews on this topic are available [6, 7] .
CALCULATION OF RELATIVE BINDING FREE ENERGIES
In many cases it is sufficient to calculate relative binding free energies, i.e., the difference in binding free energy between different inhibitors binding to the same protein or the same inhibitor binding to variants of one protein. A procedure to calculate such differences in free energy using molecular simulations was proposed in the 80s [8] . This procedure is based on thermodynamic cycles and the fact that the free energy is a state function. Instead of calculating directly the free energies of binding of two ligands and taking the difference, one could calculate the free energy of transforming one ligand into the other in solution and in the receptor and taking the difference. The transformations are done by use of a "coupling parameter" λ such that λ=0 corresponds to one ligand and λ=1 to the other. MD simulations are used to sample the conformational space and statistical mechanical formulas (Free Energy Perturbation or Thermodynamic Integration) are used to obtain the free energy change [9, 10] .
Many applications of this approach to binding have appeared over the last decade [11, 12] . For example, the binding of trimethoprim derivatives to dihydrofolate reductase [13] , binding of substrate to tyrosyl-tRNA synthetase mutants [14] , sulfonamide inhibitors of carbonic anhydrase [15] , benzamidine inhibitors to trypsin [16] , distamycin analogs to DNA [17] , inhibitors to different mutants of ribonuclease T1 [18] , and drugs to DNA [19] . Archontis et al. [20] calculated a large difference in binding free energy of Asp and Asn to aspartyl-tRNA synthetase favoring the natural substrate. This system was particularly challenging because it involved the creation of a charge, so special techniques had to be employed for proper accounting of long range interaction contributions to the free energy. Free energy simulations on a series of inhibitors to p38 MAP kinase showed the best correlation with experiment compared to more empirical methods [21] . Similar calculations have been presented for metal binding to macrocyclic hosts [22] [23] [24] [25] [26] . A variant of free energy simulations called "λ-dynamics" simulates a hybrid of many ligands and yields directly estimates of their relative binding affinity [27] [28] [29] [30] .
The above methods employ fully atomistic simulations, i.e. the solvent is represented in full atomic detail by explicit solvent molecules. This makes them computationally expensive. Alternative methods are based on a continuum description of the solvent. The best studied continuum model is based on the Poisson-Boltzmann (PB) equation [31] . Since the PB approach computes only the electrostatic part of the free energy, it is usually combined with a surfacearea model for the non-electrostatic part. One limitation of this approach is that the results are very sensitive to the value for the dielectric constant used for the protein and ligand interiors, the chosen atomic radii, and the definition of the dielectric boundary. From a different angle, this limitation can be seen as a strength, since by adjusting these parameters any experimental value can be reproduced.
Although these calculations can be used to obtain absolute binding free energies (see below), many applications focused on just the electrostatic contribution and compared that for different ligands or proteins, hence they provided relative binding free energies. Jackson & Sternberg combined PB calculations with a surface-area model for the cavitation free energy (solvation free energy with dispersion and electrostatic interactions subtracted) and an empirical model for the loss of sidechain conformational entropy to evaluate alternative binding modes that arise in docking simulations [32] . They found that use of the molecular surface instead of the more common solvent accessible surface improved the results significantly. Zhang & Koshland [33] combined PB calculations with surface-area based estimates of nonpolar contributions to different substrates of mutant isocitrate dehydrogenases to calculate relative binding free energies. The results showed good correlation with experiment. A similar approach was applied to inhibitors of HIV-1 protease [34] . Some of these studies include a term for the loss of sidechain conformational entropy upon binding, often estimated by the empirical scale of Pickett and Sternberg, obtained by analysis of the database of protein structures [35] . Novotny et al. noted an improvement in the correlation between calculated and experimental binding affinities for antibody-lysozyme mutant complexes when the PB equation was used for electrostatics, the molecular surface for the hydrophobic effect, and explicit sampling of torsional degrees of freedom for the sidechain conformational entropy [36] .
Sometimes the PB equation is applied to multiple structures obtained from a MD simulation, as opposed to a single structure. This combination of explicit MD and PB calculations was applied to obtain relative free energies of hapten binding to the germ line and mature forms of an antibody [37] , different dimers of the HIV protease [38] , ligands to matrix metalloprotein MMP-1 [39] , an inhibitor to HIV and FIV protease [40] , and peptide binding to DnaK [41] . Archontis et al [42] revisited the aspartyl-tRNA synthetase system and compared the continuum approach to their earlier FE simulations. Good agreement was found when an interior dielectric of 4 was used. PB combined with surfacebased estimates for nonpolar solvation and a molecular mechanics force field for the bonded terms was used to evaluated binding configurations resulting from docking simulations [43] .
PB calculations usually show that the electrostatic contribution to binding is unfavorable due to the large desolvation penalty of polar and charged groups which is not sufficiently compensated by the direct ligand-receptor interactions [44, 45] . However, this is not always the case. Tidor and coworkers developed an elegant optimization scheme where the charge distribution of the ligand or the receptor is adjusted so as to minimize the electrostatic binding free energy [46, 47] . It was shown that with reasonable adjustments the electrostatic binding free energy can become favorable. The method was initially applied to idealized ligand geometries [48] and more recently to realistic systems [49, 50] . The approach has also been extended to optimize specificity rather than binding affinity [51] and has obvious applications to rational ligand design.
CALCULATION OF ABSOLUTE BINDING FREE ENERGIES
Absolute binding free energies are more difficult to obtain. Some difficulties have been conceptual: earlier calculations did not properly account for the standard state dependence of the binding free energy [52, 53] . Another important difficulty is that the binding free energy contains significant entropic contributions which are not trivial to calculate. A number of approaches have been employed, ranging from rigorous atomistic chemical physics to entirely empirical, knowledge-based methods.
Free Energy Simulations
The most detailed and rigorous approach to absolute binding free energies is through full atomistic simulations.
Hermans & Wang proposed a method combining free energy simulations with restraints with analytical results that incorporate the choice of standard state and calculated the binding free energy of benzene in a cavity of a mutant T4 lysozyme [54] . A similar methodology was applied to the binding of camphor to cyt P450 [55] and of water into the bacteriorhodopsin proton channel [56] . The binding free energy of biotin to streptavidin, a system initially studied by Miyamoto & Kollman [57] , was calculated by this methodology [58] .
Continuum Electrostatics and MM-PBSA
For larger systems explicit solvent simulations are prohibitively expensive and researchers have turned to implicit solvation methods. As mentioned above, continuum electrostatics can provide the electrostatic component of the binding free energy. Addition of an estimate of the nonelectrostatic contribution and the entropic components, such as translational, rotational, and conformational entropy changes, gives an estimate of the total binding free energy.
Froloff et al. [59] used continuum electrostatics together with a surface area model for the nonpolar contribution to obtain the interaction and desolvation contributions to the binding free energy of peptides to a protein. The translational/rotational entropy and the protein reorganization upon binding were neglected, and, as expected, the calculated binding free energies were more negative than the experimental values. The same methodology was applied to trypsin-inhibitor complexes [60] .
The above calculations were done on single configurations (either the crystal or energy-minimized structures). To account for thermal fluctuations, a combination of explicit solvent and continuum calculations has been pro-posed. An explicit solvent simulation is used to generate many snapshots of the complex and subsequently the PoissonBoltzmann equation and a surface-area equation are used to estimate the electrostatic and nonpolar contributions to binding, respectively [61] . This method (MM/PBSA) has been applied to calculate absolute binding free energies of a p53 peptide and its alanine mutants to oncoprotein Mdm2 [62] , human growth hormone [63] , RNA-protein binding [64] , and various ligands to avidin and streptavidin [65] . A similar approach has been applied to the evaluation of candidate protein folds [66] [67] [68] [69] .
Other Implicit Solvation Models
In the above methods the entropic terms are estimated based on empirical models or simplifying assumptions. If they are to be calculated from first principles, some sampling of the configurational space available to the binding partners is required. Although PB calculations are more efficient than explicit solvent simulations, they still incur a significant computational cost. In this case, analytical implicit solvation models are the method of choice. A popular implicit solvation model is the Generalized Born model for the electrostatic free energy Generalized Born model for the electrostatic free energy supplemented by a surface-area term for the nonpolar contributions (GB/SA) [70] [71] [72] .
A rigorous method to compute binding affinities using implicit representation of the solvent was proposed by Gilson and coworkers [73] . Their approach involves the approximate calculation of configurational integrals for the free and bound states. The method with the GB/SA solvation model was applied to adenine binding to small, synthetic receptors [74] and to cyclic ureas binding to HIV-1 protease [75] . In the latter study it was found that the GB/SA model gives smaller desolvation penalties compared to PB calculations and cannot reproduce well the experimental binding affinity trends. Purisima and coworkers had earlier used a similar approach to compute relative binding free energies of different thrombin inhibitors [76] . Beveridge and coworkers [77] [78] [79] studied protein-DNA binding using the GB/SA model incorporating salt effects and a counterion release model on single configurations. The reorganization energies were either calculated from the known structures of complexed and uncomplexed DNA [77] or were obtained as the difference between the calculated contributions and the experimental affinity [78] .
Another implicit solvation model (EEF1) [80] has recently been applied by our group to estimate binding affinities of biotin and other ligands to avidin and streptavidin [81] . MD simulations of the complexes and the unbound molecules were performed and the average effective energy (intramolecular energy + solvation free energy) was calculated directly from the simulations. The various energetic and entropic components were evaluated individually (see below). The resulting binding affinities were found to be in the correct range, but the large statistical uncertainty precluded precise predictions.
Linear Interaction Energy Methods
In search of faster methods for affinity prediction, Aqvist et al. [82, 83] proposed calculating the van der Waals and electrostatic interactions of the ligand with the protein in the complex and with water in its unbound state. The difference in these interactions between bound and solvated states was then scaled by empirical factors and summed to give the binding free energy. This was termed the Linear Interaction Energy method. The electrostatic interaction was scaled by the factor α=0.5, which can be theoretically justified based on the linear response approximation of continuum electrostatics. For the scaling factor β for the van der Waals interactions the value β=0.16 was found optimal in the original study [82] but different values were found optimal for other systems. For example, β=1 works much better for avidin ligands [84] and a correlation exists between the value of β and the hydrophobicity of the binding site [85] . Jorgensen and coworkers included the change in surface area and a different set of coefficients in their study of nonnucleoside inhibitors of HIV reverse transcriptase [86] and FKBP12 inhibitors [87] . Warshel et al. employed similar linear response-based methods in the study of cyclic urea inhibitors of HIV protease [88] .
Empirical Methods and Scoring Functions
Other, more empirical computational methods have been proposed [89] . Freire and coworkers [90] developed an empirical method for predicting the binding free energy from the polar and nonpolar surface area buried upon binding. Another empirical method combines electrostatic interactions calculated by a MM force field with a surface area-based solvation model [91, 92] .
Even simpler functions are intended for use by various docking programs [93] [94] [95] [96] [97] . These functions are based on intuitive ideas about contributions to binding and various practical considerations, rather than rigorous theoretical arguments. The venerable DOCK program uses a MM-type sum of van der Waals and Coulomb interactions calculated on a grid for computational efficiency [98] . The program GOLD [99] uses a function that accounts for hydrogen bonding, weighted based on the geometry, soft van der Waals interactions between protein and ligand atoms, and the intramolecular torsional and steric energy of the ligand. The program FlexX [100] uses Bohm's function [101] , which includes terms for hydrogen bonding, ionic interactions, hydrophobic interactions and conformational entropy loss, adding an extra term for aromatic interactions. Each of these interactions is represented by a constant (adjustable parameter) multiplied by a weighting factor that depends on the geometry of the contact. The program AUTODOCK [102] uses a similar approach: terms for van der Waals, hydrogen bond, screened electrostatics, torsional angle entropy, and desolvation, all weighted by adjustable free energy parameters. The program SEED for docking molecular fragments [103] uses a more sophisticated approach: the generalized Born model for the receptorfragment interaction and desolvation of the fragment, and a PB-based method for the desolvation of the receptor. The GB model [104] and a modified Born equation [105] have also been used to improve scoring functions for docking.
DECOMPOSITION OF THE BINDING FREE ENERGY
The purpose of theoretical studies is not only to provide quantitative estimates, but also, and mainly, to enhance our understanding. Understanding often involves breaking up a complex phenomenon into simpler elements. In the case of the binding affinity between two large molecules, it involves breaking up the binding free energy into contributions from the atoms that constitute the binding interface and various energetic and entropic factors. Better understanding of these components has practical consequences as well, since many of the binding free energy calculation methods mentioned above employ separate evaluation of such free energy components.
The very concept of "contributions" to the binding free energy implies that the free energy can be separated into additive components. The validity of this idea is not obvious. A number of authors argued that entropy is a collective property of a many-body system and cannot be broken up into contributions from specific atoms [106, 107] .
Therefore, the concept of decomposition and the assumptions it involves will be considered briefly below.
An exact (and trivial) decomposition of the binding free energy is the thermodynamic decomposition into enthalpy and entropy, ∆G = ∆H -T ∆S. Usually binding enthalpies are obtained by isothermal titration calorimetry and entropies from the difference between free energy and enthalpy. Consideration of enthalpies and entropies of binding separately often gives added insights into the physical origin of the binding affinity. One difficulty is that these quantities include contributions from solvation and these contributions are often quite unpredictable. The breakup of solvation free energy into enthalpy and entropy is sensitive to the geometry of the binding interface, possibly the presence of bound waters, etc. It has been customary to consider hydrophobic interactions entirely entropic. However, this is not necessarily so because the entropy-enthalpy balance in hydrophobic solvation is sensitive to the geometry of the binding interface [108, 109] . Therefore, the observation of enthalpy-driven binding does not necessarily mean that the driving force is not hydrophobic in origin.
More detailed, extra-thermodynamic, decompositions are possible. They fall into two categories: decompositions into types of contributions, such as desolvation, hydrophobic interactions, translational/rotational entropy etc., and decompositions into group contributions.
Different types of decomposition are suggested by different theoretical formulations. In free energy thermodynamic integration calculations, an integral is calculated over the average derivative of the Hamiltonian with respect to a coupling parameter:
where U(λ) = (1-λ) U initial + λ U final . Since the solutesolvent energy can be written as the sum of residue or group -solvent interactions, the integral, and thus the free energy, can be decomposed into a sum of contributions [110] . It has been recognized that these components depend on the exact path taken in transforming one molecule into another [111, 112] . However, this does not eliminate their usefulness [113, 114] .
Another type of decomposition is suggested by the Poisson-Boltzmann approach. In the linearized PB equation the electrostatic potential at any point is the sum of contributions from individual charges [42, 115] . Hence, the contribution of a charge j to the electrostatic free energy is the sum of one half of all other charges times the potential generated by charge j. The contribution of j to the electrostatic binding free energy is equal to its contribution in the complex minus its contribution in the unbound molecules. This contribution can be further subdivided into solvation, direct, and indirect terms. The solvation contribution is the loss of solvation free energy of group j upon binding. The direct contribution is the solvent-screened Coulomb interactions of group j with the charges of the other molecule. The indirect (or intramolecular) term is the change in the interactions of j with the other charges of the molecule it belongs to due to the presence of the other molecule. The latter term is favorable to binding because the presence of the second molecule reduces the screening of electrostatic interactions within the first molecule. This term was found to make a significant contribution to binding [115] .
Other theoretical formulations lead to different decompositions. In our recent work [81] we proposed a formalism where the free energy of a system with two macromolecules and solvent is written as
The first term is the free energy of pure solvent and the second term the ideal contribution from translational motion. These terms are constant and make no contribution to the binding free energy. The third term is the average effective energy, the fourth term the relative translational/rotational entropy, and the last term the conformational entropy. The above equation is exact. However, the separation of the translational/rotational entropy from the conformational entropy in not unique because it depends on the choice for R [52] .
In general, entropic terms can be further broken down if we assume that certain degrees of freedom are independent (uncoupled) from each other. For example, if we can assume that the translational and rotational degrees of freedom are decoupled, that is
then the translational/rotational entropy term can be further split into translational and rotational terms:
Also, the conformational entropy (last) term in Eq. 2 can be broken into two terms, one for each molecule, if we assume that their degrees of freedom are uncoupled (p(q A ,q B |R) = p(q A |R) p(q B |R)).
For the unbound state the expression can be simplified, since q A and q B are now decoupled (p(q A ,q B |R) = p(q A ) p(q B )) and p(R) is constant (from normalization p(R)= ). Also, the two macromolecules do not interact, so that W= W A + W B . Therefore,
The standard free energy change is then the difference between Eq. 2 and 5:
∆G= ∆W -T∆S tr/rot -T∆S confA -T∆S confB (6) where the terms on the right hand side are differences in the corresponding terms of Eqs. 2 and 5 and decoupling of the conformational degrees of freedom has been assumed.
The change in effective energy can be further decomposed. ∆W contains two terms: ∆E and ∆∆G slv . Most molecular mechanics force fields that are used for ∆E are pairwise additive. Therefore, ∆E can be split into ∆E inte + ∆E intra1 + ∆E intra2 , where ∆E inte is the interaction energy between the two partners and the other two terms are the reorganization energies upon binding. Due to the pairwise additivity of the energy function, each of them can be further decomposed into group contributions. The decomposition of the solvation free energy is in principle a more complicated issue (a formal scheme for group decomposition of the solvation free energy has been presented [1] ). In practice, most popular solvation models are decomposable. For example, the SASA model [116] assumes that each group contributes to the solvation free energy an amount proportional to its solvent accessible surface area. EEF1 [80] also assumes group additivity. Assuming group-decomposability of the solvation free energy, ∆∆G slv can be written as ∆∆G slvA + ∆∆G slvB and each of the ∆∆G slv terms can be further decomposed into group contributions. This separation is also possible for the PB and GB approaches [115] .
COMPONENTS OF THE BINDING FREE ENERGY
In this section the most common and intuitively appealing components of the binding affinity are listed and results for them obtained by different theoretical approaches are reviewed.
Direct Interactions
The direct interactions between the binding partners is the most obvious contribution to the binding affinity. They include van der Waals, electrostatic, and hydrogen bonding interactions. In most MM energy functions these interactions are pairwise additive. Therefore, one can easily define One ambiguity that may arise with respect to the definition of this contribution is whether the direct electrostatic interactions are screened or unscreened (as in the gas phase). For example, in the group decomposition based on continuum electrostatics, the direct term refers to solventscreened interactions [115] . Alternatively, one could define the direct interactions as those occurring in the gas phase and include any solvent screening effects in the solvation term.
Desolvation
Binding usually involves the complete removal of the groups at the binding interface from water. The loss of interactions with the solvent is an important contribution to the binding free energy. Nonpolar groups have a positive solvation free energy [117] . Therefore, for such groups, both desolvation and the direct van der Waals interactions are favorable, so that nonpolar contacts (hydrophobic interactions) are a driving force to binding. The solvation free energy of polar groups is highly favorable. Therefore, desolvation of polar groups is unfavorable but the direct hydrogen bonds or electrostatic interactions between such groups are favorable. Therefore, the contribution of polar contacts can be favorable, unfavorable, or neutral, depending on the exact balance of desolvation and direct contributions.
Desolvation is often modeled by a surface area model [116] . That is, a model that assumes that the solvation free energy lost is proportional to the buried surface multiplied by a surface-tension-like coefficient that depends on the type of atom. Nonpolar groups have positive and polar groups negative "surface tensions". There are two types of parameters in such models: a) parameters derived from transfer of model compounds from water to a nonpolar phase [116] . These parameters should be used when the direct intermolecular van der Waals interactions are neglected because these interactions are implicitly accounted for by the solvation model, and b) parameters derived from transfer of model compounds from water to the gas phase [118] . This is a "pure" solvation model, appropriate for adding to molecular mechanics force fields.
Another method similar in spirit but different in form is the EEF1 solvation model [80] . This model is based on the idea that the solvation free energy of each group is modified by the presence of surrounding groups by an amount dependent on the volume and the distance of the surrounding groups. The distance dependence of the solvation free energy density was described by a Gaussian function, such that about 85% of the solvation free energy arises from the first solvation shell. In addition to this term, the ionic groups in proteins are neutralized and the linear distance-dependent dielectric constant is used for the electrostatic interactions. EEF1 gives modest deviations from crystal structures upon molecular dynamics simulations at room temperature, unfolding pathways in agreement with explicit solvent simulations, and it discriminates native conformations from misfolded decoys [119] . It has been used to determine the folding free energy landscape of a β-hairpin [120] , exploration of partially unfolded states of α-lactalbumin [121] , studies of protein unfolding [122] [123] [124] [125] , identification of stable building blocks in proteins [126] , and analysis of the energy landscape of polyalanine [127] . In EEF1 and surface area models the desolvation of polar groups dominates in magnitude the desolvation of nonpolar groups and makes the overall desolvation free energy unfavorable.
A more sophisticated evaluation of electrostatic desolvation effects is provided by the Poisson-Boltzmann method. As mentioned above, to obtain to full desolvation free energy one should combine PB with a model for the non-electrostatic part of solvation. Electrostatic desolvation is invariably unfavorable.
One effect that should be included in the desolvation term is the enhancement of intramolecular electrostatic interactions on binding [115] . When two molecules bind, the removal of solvent from the binding interface reduces the screening of electrostatic interactions within the two molecules. Although this sounds like an intramolecular energy effect and should at first sight be listed with the reorganization energies (see below), it occurs independent of any conformational adaptation. It is essentially a solvation effect.
Binding of highly charged molecules, such as nucleic acids, is accompanied by displacement and/or release of counterions, which could make a significant contribution to the binding free energy. One way to account for this is by use of the Poisson-Boltzmann equation. This method showed salt effects to favor association in one case [128] and disfavor it in another [129] . An alternative method treats counterions explicitly, assigns them a fractional charge based on counterion condensation theory, and assumes a certain entropic gain from the release of each counterion into the bulk [77] . In this method the average effect of counterions of 40 protein-DNA complexes is unfavorable [78] .
Ligand Reorganization Energy
If the bound conformation of the ligand is different from the conformation of the free ligand in solution, the intramolecular energy of the ligand will make a contribution to the binding free energy. Ligand reorganization energies have been calculated using a Molecular Mechanics force field and the Generalized Born/Surface Area model [130] . For small ligands the reorganization energy (excluding solvation) was less than 3 kcal/mol. For larger ligands the authors felt that the energy function and/or the experimental structures are not reliable enough. The ligand reorganization energy was also considered by Vajda et al. [91] , but the reported results include the transfer free energy of the ligand from water to octanol. Vieth et al. [131] compared receptor-bound structures of small ligands to energy minima resulting from systematic search of conformational space in solution, but their emphasis was on structure rather than energetics.
In our study of ligands of avidin and streptavidin [81] , simulations of the ligands alone and bound to the protein were used to compare their intramolecular energies in the two states. For biotin, which is small and binds without significant rearrangements, the ligand reorganization energy was essentially zero. For the peptides the ligand reorganization energy was substantial (up to 10 kcal/mol) because when unbound the peptides can relax their structures to maximize the interactions between their own atoms. When they are bound to the protein, maximizing the interactions with the protein atoms leads to a compromise in the intramolecular energies.
Another issue that possibly needs to be considered is any ligand-ligand (or protein-protein) dissociation energy. For example, if the ligands do not exist entirely as monomers but partially associate in the unbound state, binding to a protein would require breaking ligand-ligand interactions. In this case, the true binding affinities would be lower than one would predict assuming monomeric ligand. In principle, such self-association can be detected by experiments at varying ligand concentrations.
Protein Reorganization Energy
Protein reorganization energy is the energy cost of adapting the conformation of the protein for optimal interactions with a ligand. This adaptation most often involves rearrangement of sidechains and closure of flexible loops.
Crystallographic observations of protein reorganization upon ligand binding have been reported [e.g., 132].
Protein reorganization energies are most difficult to calculate because they correspond to a small difference between large numbers. Most work on binding affinities so far has either assumed a rigid protein or neglected the contribution of protein reorganization. Honig and coworkers recognized the potential importance of this quantity [59, 60] but did not calculate it. Horton & Lewis [133] attributed the difference in binding energy of BPTI to trypsin vs trypsinogen (about 10 kcal/mol) to the energy required to order the active site residues in trypsinogen. Hermans' method [54] includes implicitly the contribution of protein reorganization but will not be easy to apply to more complex, flexible solutes. Gilson and coworkers [74] have not so far considered protein or receptor flexibility. In Kollman's work [65] identical configurations are used for the bound and the unbound protein, therefore the protein reorganization energy is zero. However, in a study of protein-RNA binding, where the structures of both the RNA-bound and free protein are known, the MM/PBSA method was used to calculate a 10 kcal/mol reorganization energy for the protein [64] . Jayaram et al. [77] applied a similar method to calculate the energy of reorganization of DNA upon binding a protein and obtained the value 63 kcal/mol. Baginski et al. obtained a DNA reorganization energy of +32.2 kcal/mol upon binding of an intercalating antibiotic [134] . Noskov and Lim found that protein reorganization is important, but did not explicitly calculate protein reorganization energies [135] .
In our study of biotin/streptavidin [81] we found that the protein reorganization energy makes a large and positive contribution to the binding free energy, from about 10 to 30 kcal/mol depending on the ligand. This results from the fact that binding to the ligand causes some compromise in intraprotein interactions. These large values are a sum of many van der Waals interactions and hydrogen bonds, such as the reorientation of a serine sidechain to hydrogen bond to the protein backbone. The largest contributions to ∆W prot come from van der Waals, electrostatic, and desolvation interactions. The protein reorganization energy tends to increase with ligand size. This scaling compensates for the scaling of the favorable W inte with ligand size. Another unfavorable contribution that scales with ligand size is the ligand conformational entropy and ligand reorganization energy. These compensating favorable (W inte ) and unfavorable (∆W prot , ∆W lig , ∆S conf,lig ) contributions combine into a ∆G that shows little correlation with ligand size.
Translational, Rotational, And Vibrational Entropy (∆S trans/Rot )
When two molecules bind they lose the freedom to translate and rotate independently from each other. It has long been recognized that this makes an unfavorable contribution to binding [136] . Numerous estimates of the translational and rotational entropy loss upon binding have been published. Early work assumed that one of the partners loses entirely its translational and rotational entropy, which were estimated from ideal gas expressions [137] . It was soon recognized that this leads to overestimation of the magnitude of the entropy loss because part of the translational and rotational entropy is transformed into vibrational entropy in the complex [138] . Tidor and Karplus (TK) [139] used normal mode analysis to estimate that the contribution of residual vibrations to the dimerization of insulin at 300 K is about 7 kcal/mol. Taking that into account, they estimated the association entropy cost at 300 K to be about 20 kcal/mol. This approach was also applied to other systems [65, 135] . Finkelstein and Janin (FJ) [140] followed a different approach. They assumed a certain residual amplitude of translational and orientational motion in the bound complex and obtained the entropy from the ratio of conformational space available in the bound and free state, for the given standard state. They estimated a translational and rotational entropy loss similar to that of Tidor & Karplus, about 15 kcal/mol.
Others obtained much smaller estimates. Murphy et al. [141] deduced the magnitude of ∆S rot,tr by subtracting estimates of all other contributions from experimental values. They obtained much smaller values than FJ and TK and suggested that the cratic correction (Rlnx, where x=1/55.5 is the mole fraction of the associating molecules in solution) is a better estimate for the loss of translational entropy upon association. Novotny et al. [142] also employed the cratic correction. However, the cratic correction has been shown to be theoretically untenable [52, 143] . The translational entropy should depend on the concentration of the solute but not on the density of the solvent [52] . Some researchers [141, 144, 145] argued that use of gas phase equations is not appropriate because in the condensed phase the motions of the associating molecules are restricted by the solvent molecules. However, this effect is part of the solvation entropy [146] . Horton & Lewis [133] fitted data for a number of protein-protein complexes in terms of a constant contribution from ∆S rot,tr and a desolvation/interaction contribution estimated based on polar and nonpolar buried surface area [116] . They obtained a value for T∆S rot,tr about 6 kcal/mol, significantly smaller than FJ and TK.
Rashin [147] also suggested that the estimates of FJ and TK are too large based on the following argument. Experiments have shown that when the protein barnase is cleaved at an appropriate site (surface or turn site) it can easily refold [148] . The stability of the cleaved protein (9 kcal/mol at 1M standard state) is only slightly lower than the stability of the intact protein (about 10 kcal/mol). In order to fold, the cleaved protein must overcome, in addition to its conformational entropy, the translational and rotational entropy of the two fragments. Since the stability of a protein is typically about 10 kcal/mol, if the translational and rotational entropy cost is 15-20 kcal/mol at 1M, the cleaved protein should not be able to refold at all. Similar experiments have been reported on other proteins [149, 150] . The experiment of Tamura & Privalov [151] is the opposite of cleaving a protein. They introduced a crosslink into a noncovalently dimerizing protein and compared the thermodynamics of unfolding of the wild type and the crosslinked dimer. They found the crosslinked dimer to be only slightly more stable than the natural dimer and estimated the entropic cost of crosslinking to be about 5 e.u. at 1 M standard state (1.5 kcal/mol at 300 K).
This "paradox" can be resolved in the following way (see also [152] ). Fig. 1 shows schematically unfolding of the intact and cleaved protein. We are considering only "internal" protein entropy changes; i.e., excluding solvation entropy. For the intact protein the change in entropy is entirely conformational. For the cleaved protein, it is a) conformational for the two fragments, and b) translational and rotational. The argument of Rashin and of Tamura and Privalov implies that the only difference between processes 1 and 2 is ∆S rot,tr which, according to FJ and TK is of the order of 15-20 kcal/mol. Therefore, the cleaved protein should never fold if these estimates were correct. What is being overlooked in the above argument is that the conformational entropy contribution is not the same in the two processes, i.e., ∆S ≠ ; some of the translational and rotational entropy in process 2 is equivalent to conformational entropy in process 1. In other words, ∆S > . The two sections of the intact protein corresponding to the fragments of the cleaved protein certainly have a lot of freedom to translate and rotate with respect to each other in the unfolded state, despite the covalent attachment between them. This, in process 1, is included in ∆S , whereas in process 2 it is included in ∆S rot,tr . Therefore, the difference in entropy change between processes 1 & 2 is smaller than the ∆S rot,tr one would expect.
Recently, estimates of T∆S trans/rot have been obtained by more rigorous calculations based on evaluation of configurational integrals of free energy simulations. Luo and Gilson calculated 7 kcal/mol for the binding of adenine to synthetic adenine receptors [74] . Hermans and Wang also obtained this value for the binding of benzene to a lysozyme cavity [54] . Brady & Sharp [153] estimated the entropy of association to be 5.8 kcal/mol (1 M standard state) based on an analysis of cyclic dipeptide crystals. This value was calculated by subtracting the intramolecular vibrational entropy from the experimental sublimation entropy. In our study of biotin/streptavidin [81] we followed the FJ approach but obtained the amplitudes of translational and rotational motion from the MD trajectories and corrected for a non-flat probability distribution within the allowed bounds. For the orientational entropy we calculated the distribution of orien-tations of the ligand with respect to the binding site. The resultant translational (1M standard state) and rotational entropy losses were found to be between 2-3 kcal/mol each, opposing binding. For the translational and rotational entropy Finkelstein and Janin estimated 6.9 kcal/mol and 7.2 to 9 kcal/mol, respectively because the amplitudes of motion assumed by these authors are smaller than those found in our simulations. They assumed a translational amplitude of 0.25 Å, whereas we find typical translational amplitudes of 4-6 Å. They also assumes a rotational ampli-tude of 2-5 degrees, whereas we find much broader distri-bution of the Euler angles.
Thus, a number of recent theoretical results suggests that the translational/rotational entropy loss is smaller than previously calculated, not because the use of gas phase equations is inappropriate, but because the residual movements in the bound complex were underestimated. The values obtained by normal mode analysis may be too large due to the harmonic approximation or to the fact that the analysis is done in vacuum, which may underestimate the range of movements available for the ligand in the complex.
Ligand Conformational Entropy
A flexible ligand that is free to sample many conformations in solution and is forced to adopt one of these conformations when bound to a receptor loses conformational entropy. That this makes an unfavorable contribution to binding is well known in the drug design community, who always try to fix a ligand in its productive conformation. A quantitative estimate of this contribution can be made by enumerating the possible conformations of a ligand in solution and applying the Boltzmann expression: ∆S= -klnW. This expression assumes that all conformations have the same probability. A more accurate expression that does not make this assumption is the Gibbs expression: S = -k . Systematic explorations of conformational space can provide accurate values for small ligands [74] .
In practice, because effective sampling of all the conformational space of a ligand is very difficult, the estimation of conformational entropy loss is usually based on the number of rotatable torsional angles of the ligand. Picket & Sternberg examined the variation of sidechain angles for each amino acid in the database of protein structures and developed a popular empirical scale for sidechain entropy loss [35] . Their empirical scale suggests 0.54 kcal/mol (at 300 K) for fixing a single bond. Melting of liquid alkanes suggests 0.45 kcal/mol for the same quantity [154] .
Theoretical calculations gave 0.3 kcal/mol [74] and 0.48 kcal/mol [76] for the conformational entropy contribution per rotatable bond. Similar values have been obtained by Monte Carlo simulations of peptides [155] and energy maps of small organic molecules [156] . An average value of entropy loss per torsional degrees of freedom is 0.4 kcal/mol.
Protein Sidechain Conformational Entropy
Upon binding, several protein sidechains that were exposed in the free protein become buried in the binding interface. This may cost entropy if the sidechains could sample many rotamers in the free state and have to select one rotamer in the bound state. In most binding affinity calculations this contribution is estimated empirically from the number of torsional angles in the sidechain (see above).
In our biotin/streptavidin study the conformational entropy change for protein sidechains upon ligand binding was estimated by comparing the distribution of χ angles in the complex and in the free protein for those sidechains that had atoms within 5 Å from any ligand atom. The integrals of p ln(p) of the two distributions were used to estimate the entropy change, assuming that the χ 1 and χ 2 distributions were independent from each other. The total entropy was obtained by summing the contributions of each dihedral angle and was found to be rather small, in agreement with other studies [59] . The entropy change was found to be negative, except for thiobiotin, where it was small and positive. In the latter case the protein sidechains have more conformational freedom in the complex than in the apoprotein. Such increased disorder upon binding has been observed in some NMR studies [157, 158] .
Global Entropic Contributions
One important recent development was the use of NMR relaxation to probe the changes in the dynamics of the protein backbone and sidechains upon ligand binding at the ps-ns timescale [159, 160] . These changes in dynamics can be related to entropy changes. For example, the binding of a pheromone to a protein was found to increase the backbone flexibility of the protein [157] . Specifically, 68 residues, many of which were not in direct contact with the peptide, showed reductions in the motional order parameter, which indicates increased disorder. A quantitative estimate of the entropic consequence of this increased flexibility gave a value comparable to the total free energy of binding. Another study observed an increase in sidechain flexibility of a signal transduction protein upon binding of a 46-residue peptide [158] . The increase was more pronounced for residues away from the peptide binding interface, while methyl groups right at the interface experienced a restriction of mobility. In contrast, in the binding of a peptide to calmodulin, the backbone dynamics was found to be unaffected but the sidechains experienced restricted motion [161] . The estimated contribution to the change in entropy from these restricted motions was very large (-35 kcal/mol at 35 o C). These observations raise questions of validity for most theoretical calculations which assume conformational entropy changes localized near the binding site. If binding indeed incurs changes in the global dynamics of a protein, new theoretical methods will have to be developed that include such entropic effects in binding free energy calculations. That will require accurate reproduction of the dynamics of unbound and bound proteins. Even more difficult would be the inclusion of long time scale motions (µs-ms) in the entropy calculations. Such calculations do not seem to be feasible at this point. 
CONCLUSIONS AND FUTURE WORK
A multitude of methods at various levels of rigor and speed are available today for the estimation of relative and absolute binding affinities. However, all methods are frought with difficulties. Simple and fast methods make highly simplifying approximations and may neglect important components of the binding free energy. More sophisticated methods rely on sampling of the conformational space of the complex and the free molecules. Prediction accuracy requires this sampling to be realistic, which in turn requires accurate force fields and simulation protocols. It is not certain that currently available force fields are adequate for this task. In addition, certain methods require taking the small difference between large numbers and therefore suffer from large statistical uncertainties. The good agreement with experiment often reported should not give one a false sense of confidence about the capabilities of current affinity prediction methods.
Our physical understanding of binding thermodynamics has been significantly enhanced over the past decade. Much of this understanding comes from analyzing the components of binding affinity. The decomposition of the binding free energy differs depending on the theoretical framework used. Certain components, such as translational/rotational entropy, are well recognized and have been debated for over 50 years. Recent work seems to lead to a consensus that this contribution at 1M standard state is about 6-8 kcal/mol. Other components, such as the protein reorganization energy, are often neglected. This quantity may be similar when different ligands bind to the same protein and thus cancel in calculations of relative binding free energies. However, it is certainly not negligible in absolute affinity calculations. Future studies should focus on further characterization of protein and ligand reorganization in different systems and with different force fields and implicit solvation models.
One issue that still needs to be clarified is the role of ordered interfacial water molecules in bound complexes. Typically, in biomolecular complexes water is completely removed from the interface between the binding partners. However, this is not always the case [162, 163] . In the trp repressor-operator complex no direct hydrogen bonds to the nucleic acid bases were observed that could explain the binding specificity [164] . Instead, a number of watermediated polar contacts to the bases were observed, as well as six water-mediated hydrogen bonds to the phosphate groups of DNA. The structure of lysozyme complexed with a monoclonal antibody revealed four water molecules buried and others forming a hydrogen bonding network around the interface [165] . The L-arabinose binding protein binds Larabinose and D-galactose similarly, except for a water molecule that is incorporated at the binding interface in the case of arabinose [166] . Interestingly, the binding affinity is slightly higher for arabinose. The oligopeptide binding protein OppA binds two to five-residue peptides regardless of sequence. The crystal structure revealed that the peptide backbone binds directly to the protein but the sidechains are enclosed in hydrated cavities [167] . The amount of water in the cavity varies with the size of the sidechain but the affinity remains about the same. In fact, the affinity is slightly larger for the Ala sidechain, which incorporates 7 water molecules, than for the Trp sidechain, which incorporates 4 water molecules [168] . The specificity of binding of EcoRI protein to DNA has been found to depend strongly on osmotic pressure [169] . This suggests that water molecules are involved at the DNA -protein interface. On the other hand, displacement of bound water by ligands is sometimes observed to lead to stronger binding. The bestknown example is the design of cyclic urea inhibitors of HIV protease [170] . In crystal structures of this protein with other inhibitors an ordered water molecule was observed near the binding site. The cyclic urea inhibitors were designed to displace and mimic the interactions of this water molecule based on the reasoning that entropy would be gained by the release of this bound water into the bulk. Indeed, the new inhibitors bound more strongly to the protein. In another system, the presence of an ordered water molecule at the interface of a resistant mutant of DNA gyrase with the antibiotic novobiocin was thought to be responsible for the weaker binding of the drug to the mutant protein [171] . It is unclear whether current theoretical and computational methods can reproduce and rationalize the above results.
Another issue that needs to be experimentally clarified is the extent of dynamics of ligands in protein binding sites. Do the ligands remain close to the crystal structures or they experience large fluctuations in their positions? There is some evidence that ligand binding is not as static as it appears in crystal structures. For example, application of temperature-jump relaxation spectroscopy with time-resolved fluorescence on the binding of NADH to lactate dehydrogenase showed that there are multiple, structurally different bound states at equilibrium [172] . Similar observations were reported for NADP + binding to dihydrofolate reductase using NMR [173] . Ladbury et al. [174] found that the pY residue of a phosphotyrosine peptide bound to a SH2 domain is fixed in its binding pocket but the rest of the peptide is very mobile. Sometimes multiple binding modes are visible in crystal structures as well [175] [176] [177] [178] [179] . Brem & Dill used an exactly solvable lattice model to show that multiple ligand binding modes can lead to large errors in the calculation of binding affinities [180] .
The clarification of such fundamental questions can have beneficial influence on rational drug design. For example, better understanding of the components of binding free energies and their magnitude could affect the design of scoring functions for docking. Characterization of the conformational adaptation that proteins undergo upon binding will likely be useful in docking studies that incorporate protein flexibility. Understanding of the role of ordered water molecules will give guidance as to when these should be displaced and when they should be retained. Finally, further improvement of these energy functions will lead to more faithful simulations and more accurate binding thermodynamics, which, in conjunction with longer simulations and more systematic exploration of conformational space should lead to improvements in binding affinity predictions. 
