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SINGULAR INTEGRAL OPERATORS ON VARIABLE
LEBESGUE SPACES WITH RADIAL OSCILLATING WEIGHTS
ALEXEI YU. KARLOVICH
To the memory of Igor Borisovich Simonenko (1935–2008)
Abstract. We prove a Fredholm criterion for operators in the Banach algebra
of singular integral operators with matrix piecewise continuous coefficients
acting on a variable Lebesgue space with a radial oscillating weight over a
logarithmic Carleson curve. The local spectra of these operators are massive
and have a shape of spiralic horns depending on the value of the variable
exponent, the spirality indices of the curve, and the Matuszewska-Orlicz indices
of the weight at each point. These results extend (partially) the results of
A. Bo¨ttcher, Yu. Karlovich, and V. Rabinovich for standard Lebesgue spaces
to the case of variable Lebesgue spaces.
1. Introduction
Let X be a Banach space and B(X) be the Banach algebra of all bounded linear
operators on X . An operator A ∈ B(X) is said to be n-normal (resp. d-normal) if
its image ImA is closed in X and the defect number n(A;X) := dimKerA (resp.
d(A;X) := dimKerA∗) is finite. An operator A is said to be semi-Fredholm on X if
it is n-normal or d-normal. Finally, A is said to be Fredholm if it is simultaneously
n-normal and d-normal. Let N be a positive integer. We denote by XN the direct
sum of N copies of X with the norm
‖f‖ = ‖(f1, . . . , fN )‖ := (‖f1‖
2 + · · ·+ ‖fN‖
2)1/2.
Let Γ be a Jordan curve, that is, a curve that is homeomorphic to a circle. We
suppose that Γ is rectifiable. We equip Γ with Lebesgue length measure |dτ | and
the counter-clockwise orientation. The Cauchy singular integral of f ∈ L1(Γ) is
defined by
(Sf)(t) := lim
R→0
1
πi
∫
Γ\Γ(t,R)
f(τ)
τ − t
dτ (t ∈ Γ),
where Γ(t, R) := {τ ∈ Γ : |τ − t| < R} for R > 0. David [11] (see also [4,
Theorem 4.17]) proved that the Cauchy singular integral generates the bounded
operator S on the Lebesgue space Lp(Γ), 1 < p <∞, if and only if Γ is a Carleson
(Ahlfors-David regular) curve, that is,
sup
t∈Γ
sup
R>0
|Γ(t, R)|
R
<∞,
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where |Ω| denotes the measure of a measurable set Ω ⊂ Γ. We can write τ − t =
|τ − t|ei arg(τ−t) for τ ∈ Γ \ {t}, and the argument can be chosen so that it is
continuous on Γ \ {t}. It is known [4, Theorem 1.10] that for an arbitrary Carleson
curve the estimate
arg(τ − t) = O(− log |τ − t|) (τ → t)
holds for every t ∈ Γ. One says that a Carleson curve Γ satisfies the logarithmic
whirl condition at t ∈ Γ if
(1.1) arg(τ − t) = −δ(t) log |τ − t|+O(1) (τ → t)
with some δ(t) ∈ R. Notice that all piecewise smooth curves satisfy this condition
at each point and, moreover, δ(t) ≡ 0. For more information along these lines, see
[3], [4, Chap. 1], [5].
A measurable function w : Γ → [0,∞] is referred to as a weight function or
simply a weight if 0 < w(τ) <∞ for almost all τ ∈ Γ. Suppose p : Γ→ (1,∞) is a
continuous function. Denote by Lp(·)(Γ, w) the set of all measurable complex-valued
functions f on Γ such that∫
Γ
|f(τ)w(τ)/λ|p(τ) |dτ | <∞
for some λ = λ(f) > 0. This set becomes a Banach space when equipped with the
Luxemburg-Nakano norm
‖f‖p(·),w := inf
{
λ > 0 :
∫
Γ
|f(τ)w(τ)/λ|p(τ)|dτ | ≤ 1
}
.
If p is constant, then Lp(·)(Γ, w) is nothing else than the weighted Lebesgue space.
Therefore, it is natural to refer to Lp(·)(Γ, w) as a weighted generalized Lebesgue
space with variable exponent or simply as a weighted variable Lebesgue space. This
is a special case of Musielak-Orlicz spaces [40] (see also [31]). Nakano [41] consid-
ered these spaces (without weights) as examples of so-called modular spaces, and
sometimes the spaces Lp(·)(Γ, w) are referred to as weighted Nakano spaces. Since
Γ is compact, we have
1 < min
t∈Γ
p(t), max
t∈Γ
p(t) <∞.
Therefore, if w ∈ Lp(·)(Γ) and 1/w ∈ Lq(·)(Γ), where
q(t) := p(t)/(p(t)− 1)
is the conjugate exponent for p, then Lp(·)(Γ, w) is reflexive and its Banach dual
can be identified with Lq(·)(Γ, 1/w) (see e.g. [40, Section 13], [31, Corollary 2.7]
and also [21, Section 2]).
Following [29, Section 2.3], denote by W the class of all continuous functions
̺ : [0, |Γ|] → [0,∞) such that ̺(0) = 0, ̺(x) > 0 if 0 < x ≤ |Γ|, and ̺ is almost
increasing, that is, there is a universal constant C > 0 such that ̺(x) ≤ C̺(y)
whenever x ≤ y. Further, let W be the set of all functions ̺ : [0, |Γ|] → [0,∞]
such that xα̺(x) ∈ W and xβ/̺(x) ∈ W for some α, β ∈ R. Clearly, the functions
̺(x) = xγ belong to W for all γ ∈ R. For ̺ ∈W, put
Φ0̺(x) := lim sup
y→0
̺(xy)
̺(y)
, x ∈ (0,∞).
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Since ̺ ∈W, one can show (see Subsection 2.2) that the limits
(1.2) m(̺) := lim
x→0
logΦ0̺(x)
log x
, M(̺) := lim
x→∞
logΦ0̺(x)
log x
exist and −∞ < m(̺) ≤ M(̺) < +∞. These numbers were defined under some
extra assumptions on ̺ by Matuszewska and Orlicz [38, 39] (see also [36] and
[37, Chapter 11]). We refer to m(̺) (resp. M(̺)) as the lower (resp. upper)
Matuszewska-Orlicz index of ̺. For ̺(x) = xγ one hasm(̺) =M(̺) = γ. Examples
of functions ̺ ∈W with m(̺) < M(̺) can be found, for instance, in [1], [37, p. 93],
[46, Section 2].
Fix pairwise distinct points t1, . . . , tn ∈ Γ and functions w1, . . . , wn ∈ W. Con-
sider the following weight
(1.3) w(t) :=
n∏
k=1
wk(|t− tk|), t ∈ Γ.
Each function wk(|t − tk|) is a radial oscillating weight. This is a natural general-
ization of so-called Khvedelidze weights w(t) =
∏n
k=1 |t− tk|
λk , where λk ∈ R (see,
e.g., [4, Section 2.2], [14, Section 1.4], [26], [28]).
Theorem 1.1. Suppose Γ is a Carleson Jordan curve and p : Γ → (1,∞) is a
continuous function satisfying
(1.4) |p(τ) − p(t)| ≤ −AΓ/ log |τ − t| whenever |τ − t| ≤ 1/2,
where AΓ is a positive constant depending only on Γ. Let w1, . . . , wn ∈ W and the
weight w be given by (1.3). The Cauchy singular integral operator S is bounded on
Lp(·)(Γ, w) if and only if
(1.5) 0 < 1/p(tk) +m(wk), 1/p(tk) +M(wk) < 1 for all k ∈ {1, . . . , n}.
For w(t) =
∏n
k=1 |t − tk|
λk , (1.5) reads as 0 < 1/p(tk) + λk < 1 for all k ∈
{1, . . . , n} and for these weights Theorem 1.1 is obtained in [28]. The sufficiency
portion of Theorem 1.1 in the form stated above is obtained by V. Kokilashvili,
N. Samko, and S. Samko [29, Theorem 4.3]. The necessity portion is a new result.
It will be proved in Section 4.1.
We define by PC(Γ) as the set of all a ∈ L∞(Γ) for which the one-sided limits
a(t± 0) := lim
τ→t±0
a(τ)
exist and finite at each point t ∈ Γ; here τ → t − 0 means that τ approaches
t following the orientation of Γ, while τ → t + 0 means that τ goes to t in the
opposite direction. Functions in PC(Γ) are called piecewise continuous functions.
The operator S is defined on L
p(·)
N (Γ, w) elementwise. We let stand PCN×N (Γ)
for the algebra of all N × N matrix functions with entries in PC(Γ). Writ-
ing the elements of L
p(·)
N (Γ, w) as columns, we can define the multiplication op-
erator aI for a ∈ PCN×N (Γ) as multiplication by the matrix function a. Let
alg(S, PC,L
p(·)
N (Γ, w)) denote the smallest closed subalgebra of B(L
p(·)
N (Γ, w)) con-
taining the operator S and the set {aI : a ∈ PCN×N (Γ)}.
For the case of constant p ∈ (1,∞), Khvedelidze weights w, and piecewise Lya-
punov curves Γ, the algebra alg(S, PC,LpN (Γ, w)) was well understood in 1970–
1980’s (see e.g. [13, 14, 33, 45, 50]). In the earlier 1990’s, Spitkovsky [51] discovered
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that local spectra of singular integral operators on Lebesgue spaces with Mucken-
houpt weights on smooth curves have a shape of horns bounded by two circular arcs
depending on the so-called indices of powerlikeness of the weight. In the middle of
1990’s, Bo¨ttcher, Yu. Karlovich, and Rabinovich further observed that these horns
metamorphose to spiralic horns bounded by logarithmic double spirals [3, 6, 42]
if one passes from nice curves to Carleson curves satisfying (1.1). These spiralic
horns become even more interesting creatures (so-called “general leaves”) in case of
arbitrary Carleson curves [4, 5]. The shape of a general leaf depends on the spirality
indices of the curve and the indices of powerlikeness of the weight. The Fredholm
theory for the algebra alg(S, PC,LpN (Γ, w)) under the most general conditions on
the curve Γ and the weight w is constructed by Bo¨ttcher and Yu. Karlovich and
is presented in the monograph [4] (although, we advise to start the study of this
theory from the nice survey [5]).
Partially, the results of [4] are extended to Orlicz spaces [17], and further to
rearrangement-invariant spaces [18], and rearrangement-invariant spaces with Muck-
enhoupt weights [20]. The results of these papers resemble those of [4] with one
important difference: the number 1/p is replaced by the Boyd indices αX , βX of
the rearrangement-invariant space. Since the Boyd indices may be different, one
more factor (a general space) leads to massive local spectra (for standard Lebesgue
spaces these factors were general weights and general curves). Local spectra of sin-
gular integral operators can be massive also on weighted Ho¨lder spaces on Carleson
curves [43].
The study of singular integral operators (SIOs) with discontinuous coefficients on
weighted variable Lebesgue spaces on sufficiently nice curves was started in [21, 23,
27, 30]. A Fredholm criterion for an arbitrary operator in alg(S, PC,L
p(·)
N (Γ, w)) for
Carleson curves satisfying (1.1) and Khvedelidze weights is proved in [22]. Local
spectra in that paper have a shape of logarithmic double spirals and cannot be
massive. Under the same assumptions on the curve and the weight, it is proved
in [24] that every semi-Fredholm operator in the algebra alg(S, PC,L
p(·)
N (Γ, w)) is
Fredholm.
In this paper we extend the results of [22, 23, 24] to the case of Carleson curves
satisfying (1.1) and weights of the form (1.3) satisfying the conditions of Theo-
rem 1.1. Local spectra of SIOs corresponding to the points t ∈ Γ \ {t1, . . . , tn}
are logarithmic double spirals depending on δ(t) and 1/p(t). These spirals blow up
to spiralic horns at t = tk if k ∈ {1, . . . , n} and m(wk) < M(wk). These spiralic
horns are bounded by two logarithmic double spirals depending on δ(tk) and on
1/p(tk)+m(wk) and 1/p(tk)+M(wk), respectively. Up to our knowledge, this paper
is the first work, where massive local spectra of singular integral operators appear
in the setting of weighted variable Lebesgue spaces. These results resemble those
of [3, 6] for weighted standard Lebesgue spaces, although the weights considered in
[3, 6] are more general than in the present paper.
The paper is organized as follows. In Section 2 we collect all necessary informa-
tion on indices of submultiplicative functions associated with curves and weights.
We prove that the indices of powerlikeness (see [4, Chap. 3]) of the weight (1.3) at
tk coincide with the Matuszewska-Orlicz indices of wk. Section 3 contains standard
results on singular integral operators with L∞ coefficients: the necessary condition
for Fredholmness, the local principle of Simonenko type, and the theorem on a
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Wiener-Hopf factorization. In Section 4, we prove a Fredholm criterion for a singu-
lar integral operator aP +Q, where a ∈ PC(Γ) and P := (I+S)/2, Q := (I−S)/2.
In a sense, the main result of Section 4 is the heart of the paper. It follows from a
more general necessary condition for the Fredholmness of aP + Q (see [21, Theo-
rem 8.1]) and a sufficient condition for the Fredholmness of aP +Q, whose proof is
based on the local principle of Simonenko type and the Wiener-Hopf factorization
of a local representative of a. In fact, [21, Therem 8.1] together with the results
of Section 2 imply the necessity of the conditions (1.5) for the boundedness of the
operator S on Lp(·)(Γ, w). Section 5 contains the Allan-Douglas local principle and
the two projections theorem. These results are our main tools in the construction
of a symbols calculus for the algebra alg(S, PC,L
p(·)
N (Γ, w)) on the basis of the main
result of Section 4. In Section 6, following the well known scheme (see e.g. [3], [4,
Chap. 8] and also [17, 20, 22, 23]), we prove a Fredholm criterion for an arbitrary
operator A ∈ alg(S, PC,L
p(·)
N (Γ, w)). Finally, we collect some remarks on index
formulas and semi-Fredholm operators in the algebra alg(S, PC,L
p(·)
N (Γ, w)) and
discuss open problems.
2. Submultiplicative functions and their indices
2.1. Submultiplicative functions. Following [4, Section 1.4], we say a function
Φ : (0,∞) → (0,∞] is regular if it is bounded in an open neighborhood of 1. A
function Φ : (0,∞)→ (0,∞] is said to be submultiplicative if
Φ(xy) ≤ Φ(x)Φ(y) for all x, y ∈ (0,∞).
It is easy to show that if Φ is regular and submultiplicative, then Φ is bounded away
from zero in some open neighborhood of 1. Moreover, in this case Φ(x) is finite for
all x ∈ (0,∞). Given a regular and submultiplicative function Φ : (0,∞)→ (0,∞),
one defines
α(Φ) := sup
x∈(0,1)
logΦ(x)
log x
, β(Φ) := inf
x∈(1,∞)
logΦ(x)
log x
.
Clearly, −∞ < α(Φ) and β(Φ) <∞.
Theorem 2.1 (see [4], Theorem 1.13 or [32], Chap. 2, Theorem 1.3). If a function
Φ : (0,∞)→ (0,∞) is regular and submultiplicative, then
α(Φ) = lim
x→0
logΦ(x)
log x
, β(Φ) = lim
x→∞
logΦ(x)
log x
and −∞ < α(Φ) ≤ β(Φ) < +∞.
The quantities α(Φ) and β(Φ) are called the lower and upper indices of the
regular and submultiplicative function Φ, respectively.
2.2. Matuszewska-Orlicz indices.
Lemma 2.2. Let A > 0 and ̺ : (0, A] → (0,∞) be a continuous function. Then
for every B ∈ (0, A] the function
(2.1) Φ̺,B(x) :=

sup
0<y≤B
̺(xy)
̺(y)
if x ∈ (0, 1],
sup
0<y≤B
̺(y)
̺(x−1y)
if x ∈ (1,∞)
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is submultiplicative.
This statement is proved similarly to [4, Lemma 1.15].
Lemma 2.3. Let A > 0 and ̺ : (0, A] → (0,∞) be a continuous function. If for
some B ∈ (0, A] the function Φ̺,B given by (2.1) is regular, then
Φ0̺(x) := lim sup
y→0
̺(xy)
̺(y)
is regular and submultiplicative and both functions have the same lower and upper
indices
α(Φ̺,B) = α(Φ
0
̺) =: m(̺), β(Φ̺,B) = β(Φ
0
̺) =:M(̺).
This statement is proved by analogy with [9, Lemma 2(a)] (see also [2, Theo-
rem 8.18] and [4, Lemma 1.16]).
Lemma 2.4. If ̺ ∈W, then for every B ∈ (0, |Γ|] the function Φ̺,B is regular.
Proof. Since ̺ ∈W, there exist a, b ∈ R such that the functions xa̺(x) and xb/̺(x)
are almost increasing on (0, |Γ|], that is, there exist positive constants ca, cb such
that xa̺(x) ≤ caya̺(y) and xb/̺(x) ≤ cbyb/̺(y) whenever x ≤ y and x, y ∈ (0, |Γ|].
Suppose x ∈ (0, 1] and y ∈ (0, |Γ|]. Then
̺(xy)
̺(y)
=
(xy)a̺(xy)
(xy)a̺(y)
≤
cay
a̺(y)
(xy)a̺(y)
=
ca
xa
.
Hence
Φ̺,B(x) ≤ Φ̺,|Γ|(x) ≤ cax
−a, x ∈ (0, 1].
Similarly,
Φ̺,B(x) ≤ Φ̺,|Γ|(x) ≤ cbx
b, x ∈ (1,∞).
Thus, Φ̺,B is regular for every B ∈ (0, |Γ|]. 
From the above results and Theorem 2.1 we conclude that if ̺ ∈ W, then its
Matuszewska-Orlicz indices are well defined by (1.2).
2.3. Spirality indices of Carleson curves. Fix t ∈ Γ and put
dt := max
τ∈Γ
|τ − t|.
Suppose ψ : Γ \ {t} → (0,∞) is a continuous function and consider
Fψ,t(R1, R2) := max
τ∈Γ,|τ−t|=R1
ψ(τ)
/
min
τ∈Γ,|τ−t|=R2
ψ(τ), R1, R2 ∈ (0, dt].
By [4, Lemma 1.15], the function
(Wtψ)(x) :=

sup
0<R≤dt
Fψ,t(xR,R) if x ∈ (0, 1],
sup
0<R≤dt
Fψ,t(R, x
−1R) if x ∈ (1,∞)
is submultiplicative. For t ∈ Γ, we have,
τ − t = |τ − t|ei arg(τ−t), τ ∈ Γ \ {t},
and the argument arg(τ − t) may be chosen to be continuous on Γ \ {t}. Consider
ηt(τ) := e
− arg(τ−t).
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Lemma 2.5 (see [4], Theorem 1.18). If Γ is a Carleson Jordan curve, then for
every t ∈ Γ the function Wtηt is regular and submultiplicative. If, in addition, it
satisfies (1.1) at some point t ∈ Γ, then
α(Wtηt) = β(Wtηt) = δ(t).
The numbers α(Wtηt) and β(Wtηt) are called the lower and upper spirality in-
dices of Γ at t, respectively. If Γ is a piecewise smooth curve, then α(Wtηt) =
β(Wtηt) = 0 for all t ∈ Γ (non-spiral curves). Carleson curves satisfying (1.1) be-
have like perturbed logarithmic spirals. Examples of Carleson curves which have
arbitrary prescribed and distinct spirality indices are given in [4, Section 1.6].
2.4. Indices of powerlikeness of continuous nonvanishing weights. Let ψ
be a weight on Γ such that logψ ∈ L1(Γ(t, R)) for every R ∈ (0, dt]. Put
Hψ,t(R1, R2) :=
exp
(
1
|Γ(t, R1)|
∫
Γ(t,R1)
logψ(τ)|dτ |
)
exp
(
1
|Γ(t, R2)|
∫
Γ(t,R2)
logψ(τ)|dτ |
) , R1, R2 ∈ (0, dt].
Consider the function
(V 0t ψ)(x) := lim sup
R→0
Hψ,t(xR,R), x ∈ (0,∞).
Lemma 2.6. Let Γ be a Carleson Jordan curve. Suppose ψ : Γ→ [0,∞] is a weight
which is continuous and nonvanishing on Γ \ {t}. If Wtψ is regular, then V 0t ψ is
regular and submultiplicative and
α(Wtψ) = α(V
0
t ψ), β(Wtψ) = β(V
0
t ψ).
This statement follows from [4, Theorem 3.3(c) and Lemma 3.16].
The numbers α(V 0t ψ) and β(V
0
t ψ) are called the lower and upper indices of
powerlikeness of ψ at t ∈ Γ, respectively. This terminology can be explained by the
simple fact that for the power weight ψ(τ) := |τ − t|λ its indices of powerlikeness
coincide and are equal to λ. Examples of Muckenhoupt weights with distinct indices
of powerlikeness are given in [4, Proposition 3.25 and Examples 3.26–3.27].
2.5. Indices of powerlikeness of radial oscillating weights.
Lemma 2.7. Let Γ be a Carleson Jordan curve and ̺ ∈W. Suppose
ψt(τ) := ̺(|τ − t|) for τ ∈ Γ \ {t}.
Then the functions Wtψt and V
0
t ψt are regular and submultiplicative and
m(̺) = α(Wtψt) = α(V
0
t ψt), M(̺) = β(Wtψt) = β(V
0
t ψt).
Proof. By Lemmas 2.2–2.4, the functions Φ̺,dt and Φ
0
̺ are regular and submulti-
plicative and
(2.2) α(Φ̺,dt) = α(Φ
0
̺) =: m(̺), β(Φ̺,dt) = β(Φ
0
̺) =:M(̺).
If x ∈ (0, 1] and 0 < R ≤ dt, then
(2.3) Fψt,y(xR,R) =
max
τ∈Γ,|τ−t|=xR
̺(|τ − t|)
min
τ∈Γ,|τ−t|=R
̺(|τ − t|)
=
̺(xR)
̺(R)
;
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if x ∈ [1,∞) and 0 < R ≤ dt, then
(2.4) Fψt,t(R, x
−1R) =
max
τ∈Γ,|τ−t|=R
̺(|τ − t|)
min
τ∈Γ,|τ−t|=x−1R
̺(|τ − t|)
=
̺(R)
̺(x−1R)
.
From (2.3) and (2.4) it follows that
(Wtψt)(x) = Φ̺,dt(x), x ∈ (0,∞).
Hence Wtψt is regular because Φ̺,dt is so and
(2.5) α(Wtψt) = α(Φ̺,dt), β(Wtψt) = β(Φ̺,dt).
Combining (2.2), (2.5) and Lemma 2.6, we arrive at the desired statement. 
Theorem 2.8. Suppose Γ is a Carleson Jordan curve. If w1, . . . , wn ∈ W and
w(τ) =
∏n
k=1 wk(|τ − tk|), then for every t ∈ Γ the function V
0
t w is regular and
submultiplicative and
α(V 0tkw) = m(wk), β(V
0
tkw) =M(wk) for k ∈ {1, . . . , n},
α(V 0t w) = 0, β(V
0
t w) = 0 for t ∈ Γ \ {t1, . . . , tn}.
Proof. If t /∈ {t1, . . . , tn}, then there exists Dt > 0 such that the portion Γ(t,Dt)
does not contain any point t1, . . . , tn. Since the weight w may vanish or go to infinity
only at t1, . . . , tn and wk(|τ − tk|) are continuous on Γ \ {tk}, we can conclude that
there exist constants ct, Ct ∈ (0,∞) such that ct ≤ w(τ) ≤ Ct for all τ ∈ Γ(t,Dt).
Assume that x ∈ (0,∞) and xR,R ∈ (0, Dt). Then
ect−Ct ≤ Hw,t(xR,R) ≤ e
Ct−ct .
Hence
ect−Ct ≤ (V 0t w)(x) ≤ e
Ct−ct , x ∈ (0,∞),
which implies that V 0t w is regular. By [4, Theorem 3.3(c)], the function V
0
t w is
submultiplicative. It is easy to see that α(V 0t w) = β(V
0
t w) = 0.
If k ∈ {1, . . . , n}, then there exists Dk > 0 such that the portion Γ(tk, Dk) does
not contain any point of {t1, . . . , tn}\{tk}. As before, there exists positive constants
ck, Ck such that
ck ≤
w(τ)
wk(|τ − tk|)
≤ Ck for all τ ∈ Γ(tk, Dk).
If x ∈ (0,∞) and xR,R ∈ (0, Dk), then taking into account that
Hw,tk(xR,R) = Hwk(|τ−tk|),tk(xR,R) ·Hw/wk(|τ−tk|),tk(xR,R),
we get
eck−CkHwk(|τ−tk|),tk(xR,R) ≤ Hw,tk(xR,R) ≤ e
Ck−ckHwk(|τ−tk|),tk(xR,R).
Therefore, for all x ∈ (0,∞),
(2.6) eck−Ck
(
V 0tkwk(|τ − tk|)
)
(x) ≤ (V 0tkw)(x) ≤ e
Ck−ck
(
V 0tkwk(|τ − tk|)
)
(x).
By Lemma 2.7, the function V 0tkwk(|τ − tk|) is regular and
(2.7) m(wk) = α
(
V 0tkwk(|τ − tk|)
)
, M(wk) = β
(
V 0tkwk(|τ − tk|)
)
.
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Since the function V 0tkwk(|τ − tk|) is regular, from (2.6) it follows that V
0
tk
w is also
regular and
(2.8) α
(
V 0tkwk(|τ − tk|)
)
= α(V 0tkw), β
(
V 0tkwk(|τ − tk|)
)
= β(V 0tkw).
Combining (2.7) and (2.8), we finally arrive at the equalities α(V 0tkw) = m(wk) and
β(V 0tkw) =M(wk). 
2.6. Indicator functions. Let Γ be a rectifiable Jordan curve and p : Γ→ (1,∞)
be a continuous function. We say that a weight w : Γ→ [0,∞] belongs to Ap(·)(Γ)
if
sup
t∈Γ
sup
R>0
1
R
‖wχΓ(t,R)‖p(·)‖w
−1χΓ(t,R)‖q(·) <∞.
If p = const ∈ (1,∞), then this class coincides with the well known Muckenhoupt
class. From the Ho¨lder inequality for Lp(·)(Γ) (see e.g. [31, Theorem 2.1]) it follows
that if w ∈ Ap(·)(Γ), then Γ is a Carleson curve.
Theorem 2.9. Let Γ be a rectifiable Jordan curve and let p : Γ → (1,∞) be a
continuous function. If w : Γ→ [0,∞] is an arbitrary weight such that the operator
S is bounded on Lp(·)(Γ, w), then w ∈ Ap(·)(Γ).
This statement can be proved by analogy with [17, Theorem 4.3], [18, Theo-
rem 3.2] (see also [4, Theorem 4.8]). If p = const ∈ (1,∞), then w ∈ Ap(Γ) is also
sufficient for the boundedness of S on the weighted Lebesgue space Lp(Γ, w) (see
e.g. [4, Theorem 4.15]).
Lemma 2.10. Let Γ be a rectifiable Jordan curve, let p : Γ → (1,∞) be a con-
tinuous function satisfying (1.4), and let w : Γ → [0,∞] be an arbitrary weight.
Suppose w ∈ Ap(·)(Γ). Then
(a) for every t ∈ Γ and x ∈ R, the function V 0t (η
x
t w) is regular and submulti-
plicative;
(b) for every t ∈ Γ,
0 ≤ 1/p(t) + α(V 0t w), 1/p(t) + β(V
0
t w) ≤ 1.
Part (a) follows from [21, Lemmas 4.5, 5.8, and 5.13]. Part (b) is the consequence
of [21, Lemma 4.9 and Theorem 5.9].
Under the conditions of Lemma 2.10, the indicator functions of the pair (Γ, w)
at every t ∈ Γ are well defined by
αt(x) := α
(
V 0t (η
x
t w)
)
, βt(x) := β
(
V 0t (η
x
t w)
)
because of Theorem 2.1.
Lemma 2.11. Let Γ be a Carleson Jordan curve satisfying the logarithmic whirl
condition (1.1) at every t ∈ Γ, let p : Γ→ (1,∞) be a continuous function satisfying
(1.4), and let w : Γ→ [0,∞] be an arbitrary weight. If w ∈ Ap(·)(Γ), then for every
t ∈ Γ and x ∈ R,
αt(x) = α(V
0
t w) + δ(t)x, βt(x) = β(V
0
t w) + δ(t)x.
This result follows from Lemma 2.5 and [21, Lemma 5.8, Corollary 5.16(b)].
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3. Singular integral operators with L∞ coefficients
3.1. General necessary condition for Fredholmness. In this section we will
suppose that Γ is a Carleson Jordan curve, p : Γ→ (1,∞) is a continuous function,
and w : Γ → [0,∞] is an arbitrary weight (not necessarily of the form (1.3)) such
that S is bounded on Lp(·)(Γ, w). Under these assumptions,
P := (I + S)/2, Q := (I − S)/2
are bounded projections on Lp(·)(Γ, w) (see [21, Lemma 6.4]). The operators of the
form aP +Q, where a ∈ L∞(Γ), are called singular integral operators (SIOs).
Theorem 3.1. Suppose a ∈ L∞(Γ). If aP + Q is Fredholm on Lp(·)(Γ, w), then
a−1 ∈ L∞(Γ).
This result follows from [21, Theorem 6.11].
3.2. The local principle of Simonenko type. Two functions a, b ∈ L∞(Γ) are
said to be locally equivalent at a point t ∈ Γ if
inf
{
‖(a− b)c‖∞ : c ∈ C(Γ), c(t) = 1
}
= 0.
Theorem 3.2. Suppose a ∈ L∞(Γ) and for each t ∈ Γ there exists a function
at ∈ L∞(Γ) which is locally equivalent to a at t. If the operators atP + Q are
Fredholm on Lp(·)(Γ, w) for all t ∈ Γ, then aP +Q is Fredholm on Lp(·)(Γ, w).
For weighted Lebesgue spaces this theorem is known as Simonenko’s local prin-
ciple [48]. It follows from [21, Theorem 6.13].
3.3. Wiener-Hopf factorization. The curve Γ divides the complex plane C into
the bounded simply connected domain D+ and the unbounded domain D−. With-
out loss of generality we assume that 0 ∈ D+. We say that a function a ∈ L∞(Γ)
admits a Wiener-Hopf factorization on Lp(·)(Γ, w) if 1/a ∈ L∞(Γ) and a can be
written in the form
(3.1) a(t) = a−(t)t
κa+(t) a.e. on Γ,
where κ ∈ Z, and the factors a± enjoy the following properties:
(i) a− ∈ QLp(·)(Γ, w)
·
+ C, 1/a− ∈ QLq(·)(Γ, 1/w)
·
+ C,
a+ ∈ PLq(·)(Γ, 1/w), 1/a+ ∈ PLp(·)(Γ, w),
(ii) the operator (1/a+)Sa+I is bounded on L
p(·)(Γ, w).
One can prove that the number κ is uniquely determined.
Theorem 3.3. A function a ∈ L∞(Γ) admits a Wiener-Hopf factorization (3.1)
on Lp(·)(Γ, w) if and only if the operator aP + Q is Fredholm on Lp(·)(Γ, w). If
aP +Q is Fredholm, then its index is equal to −κ.
This theorem goes back to Simonenko [47, 49]. For more about this topic we
refer to [4, Section 6.12], [8, Section 5.5], [14, Section 8.3] and also to [10, 35] in the
case of weighted Lebesgue spaces. Theorem 3.3 follows from [21, Theorem 6.14].
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4. Singular integral operators with PC coefficients
4.1. Necessary condition for Fredholmness in case of arbitrary weights.
Theorem 4.1 (see [21], Theorem 8.1). Let Γ be a Carleson Jordan curve and let
p : Γ → (1,∞) be a continuous function satisfying (1.4). Suppose w : Γ → [0,∞]
is an arbitrary weight such that the operator S is bounded on Lp(·)(Γ, w). If the
operator aP +Q, where a ∈ PC(Γ), is Fredholm on Lp(·)(Γ, w), then a(t± 0) 6= 0
and
−
1
2π
arg
a(t− 0)
a(t+ 0)
+
1
p(t)
+ θαt
(
1
2π
log
∣∣∣∣a(t− 0)a(t+ 0)
∣∣∣∣)+ (1− θ)βt ( 12π log
∣∣∣∣a(t− 0)a(t+ 0)
∣∣∣∣)
is not an integer number for all t ∈ Γ and all θ ∈ [0, 1].
Notice that from Theorem 2.9 and Lemma 2.10 it follows that the indicator
functions αt and βt are well defined for all t ∈ Γ.
For standard Lebesgue spaces with Muckenhoupt weights the converse to Theo-
rem 4.1 is also true (see [4, Proposition 7.3]).
Corollary 4.2. Let Γ be a Carleson Jordan curve and let p : Γ → (1,∞) be a
continuous function satisfying (1.4). If w : Γ → [0,∞] is an arbitrary weight such
that the operator S is bounded on Lp(·)(Γ, w), then
(4.1) 0 < 1/p(t) + α(V 0t w), 1/p(t) + β(V
0
t w) < 1
for every t ∈ Γ.
Proof. From Theorem 2.9 and Lemma 2.10(b) it follows that
(4.2) 0 ≤ 1/p(t) + α(V 0t w), 1/p(t) + β(V
0
t w) ≤ 1.
On the other hand, if we take a = 1, then aP + Q = I is obviously invertible on
Lp(·)(Γ, w). By Theorem 4.1,
(4.3) 1/p(t) + θα(V 0t w) + (1− θ)β(V
0
t w) /∈ Z
for all t ∈ Γ and all θ ∈ [0, 1]. Combining (4.2) and (4.3) with θ = 0 and θ = 1, we
arrive at (4.1). 
Corollary 4.3. Let Γ be a Carleson Jordan curve and p : Γ → (1,∞) be a con-
tinuous function satisfying (1.4). Suppose a weight w is given by (1.3), where
w1, . . . , wn ∈W. If the Cauchy singular integral operator S is bounded on the space
Lp(·)(Γ, w), then the condition (1.5) is fulfilled.
This result follows from Corollary 4.2 and Theorem 2.8. It gives the necessity
portion of Theorem 1.1.
4.2. Wiener-Hopf factorization of local representatives. Fix t ∈ Γ. For a
function a ∈ PC(Γ) such that a−1 ∈ L∞(Γ), we construct a “canonical” function
gt,γ which is locally equivalent to a at the point t ∈ Γ. The interior and the exterior
of the unit circle can be conformally mapped onto D+ and D− of Γ, respectively,
so that the point 1 is mapped to t, and the points 0 ∈ D+ and ∞ ∈ D− remain
fixed. Let Λ0 and Λ∞ denote the images of [0, 1] and [1,∞)∪{∞} under this map.
The curve Λ0 ∪ Λ∞ joins 0 to ∞ and meets Γ at exactly one point, namely t. Let
arg z be a continuous branch of argument in C \ (Λ0 ∪ Λ∞). For γ ∈ C, define the
function zγ := |z|γeiγ arg z, where z ∈ C \ (Λ0 ∪ Λ∞). Clearly, zγ is an analytic
function in C \ (Λ0 ∪ Λ∞). The restriction of z
γ to Γ \ {t} will be denoted by gt,γ .
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Obviously, gt,γ is continuous and nonzero on Γ \ {t}. Since a(t ± 0) 6= 0, we can
define γt = γ ∈ C by the formulas
(4.4) Re γt :=
1
2π
arg
a(t− 0)
a(t+ 0)
, Im γt := −
1
2π
log
∣∣∣∣a(t− 0)a(t+ 0)
∣∣∣∣ ,
where we can take any value of arg(a(t− 0)/a(t+ 0)), which implies that any two
choices of Re γt differ by an integer only. Clearly, there is a constant ct ∈ C \ {0}
such that a(t±0) = ctgt,γt(t±0), which means that a is locally equivalent to ctgt,γt
at the point t ∈ Γ.
For t ∈ Γ and γ ∈ C, consider the weight
ϕt,γ(τ) := |(τ − t)
γ |, t ∈ Γ \ {t}.
From [21, Lemma 7.1] we get the following.
Lemma 4.4. Let Γ be a Carleson Jordan curve and let p : Γ → (1,∞) be a
continuous function. Suppose w : Γ → [0,∞] is an arbitrary weight such that the
operator S is bounded on Lp(·)(Γ, w). If, for some k ∈ Z and γ ∈ C, the operator
ϕt,k−γSϕt,γ−kI is bounded on L
p(·)(Γ, w), then the function gt,γ admits a Wiener-
Hopf factorization on Lp(·)(Γ, w).
4.3. Fredholm criterion. Now we are in a position to prove one of the main
results of the paper.
Theorem 4.5. Let Γ be a Carleson Jordan curve satisfying the logarithmic whirl
condition (1.1) at each point t ∈ Γ and p : Γ → (1,∞) be a continuous function
satisfying (1.4). Suppose a weight w is given by (1.3), where for w1, . . . , wn ∈ W
the condition (1.5) is fulfilled. The operator aP +Q, where a ∈ PC(Γ), is Fredholm
on the weighted variable Lebesgue space Lp(·)(Γ, w) if and only if a(t± 0) 6= 0 and
(4.5) −
1
2π
arg
a(t− 0)
a(t+ 0)
+
δ(t)
2π
log
∣∣∣∣a(t− 0)a(t+ 0)
∣∣∣∣+ 1p(t) + θµt + (1− θ)νt /∈ Z
for all t ∈ Γ and all θ ∈ [0, 1], where
(4.6)
µtk = m(wk), νtk =M(wk) for k ∈ {1, . . . , n},
µt = 0, νt = 0 for t ∈ Γ \ {t1, . . . , tn}.
Proof. The proof is developed by analogy with the proof of [22, Theorem 3.3].
Necessity. By Theorem 1.1, the operator S is bounded on Lp(·)(Γ, w). Then
from Theorem 2.9 it follows that w ∈ Ap(·)(Γ). Therefore, by Lemma 2.10(a), the
function V 0t (η
x
t w) is regular and submultiplicative for all t ∈ Γ and all x ∈ R. Since
Γ satisfies (1.1) for all t ∈ Γ, from Lemma 2.11 and Theorem 2.8 it follows that
the indices of V 0t (η
x
t w) (that is, the indicator functions αt, βt of the pair (Γ, w) at
t ∈ Γ) are calculated by
(4.7) αtk(x) = m(wk) + δ(t)x, βtk(x) =M(wk) + δ(t)x (x ∈ R)
for k ∈ {1, . . . , n} and
(4.8) αt(x) = δ(t)x, βt(x) = δ(t)x (x ∈ R)
for t ∈ Γ \ {t1, . . . , tn}. Theorem 4.1 and (4.7)–(4.8) imply (4.5) and a(t± 0) for all
t ∈ Γ and all θ ∈ [0, 1].
Sufficiency. If aP + Q is Fredholm, then, by Theorem 3.1, a(t ± 0) 6= 0 for all
t ∈ Γ. Fix an arbitrary t ∈ Γ. Choose γ = γt ∈ C as in (4.4). Then the function a is
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locally equivalent to ctgt,γt at the point t ∈ Γ, where ct ∈ C \ {0} is some constant.
From (4.5) it follows that there exists an st ∈ Z such that
0 < st − Re γt − δ(t) Im γt + 1/p(t) + θµt + (1− θ)νt < 1
for all θ ∈ [0, 1]. In particular, if θ = 1, then
(4.9) 0 < 1/p(t) +
(
st − Re γt − δ(t) Im γt
)
+ µt;
if θ = 0, then
(4.10) 1/p(t) +
(
st − Re γt − δ(t) Im γt
)
+ νt < 1.
Let ψt(x) := x
st−Re γt−δ(t) Im γt for x ∈ (0, |Γ|] and
w˜(τ) := ψt(|τ − t|)w(τ), τ ∈ Γ.
Clearly, the weight w˜ is of the form (1.3).
If t ∈ Γ \ {t1, . . . , tn}, then obviously
(4.11) m(ψt) =M(ψt) = st − Re γt − δ(t) Im γt.
From (4.9)–(4.11) we get
0 < 1/p(t) +m(ψt) ≤ 1/p(t) +M(ψt) < 1.
Combining these inequalities with Theorem 1.1, we conclude that the operator S
is bounded on Lp(·)(Γ, w˜).
If t = tk for some k ∈ {1, . . . , n}, then one can easily show that
m(ψtkwk) = stk − Re γtk − δ(tk) Im γtk +m(wk),(4.12)
M(ψtkwk) = stk − Re γtk − δ(tk) Im γtk +M(wk).(4.13)
From (4.9)–(4.10) and (4.12)–(4.13) we obtain
0 < 1/p(tk) +m(ψtkwk) ≤ 1/p(tk) +M(ψtkwk) < 1.
These inequalities and Theorem 1.1 yield the boundedness of the operator S on
Lp(·)(Γ, w˜).
In view of the logarithmic whirl condition (1.1) we have
ϕt,st−γt(τ) = |τ − t|
st−Re γteIm γt arg(τ−t)
= |τ − t|st−Re γte− Im γt(δ(t) log |τ−t|+O(1))
= |τ − t|st−Re γt−δ(t) Im γte− Im γtO(1)
as τ → t. Therefore the operator ϕt,st−γtSϕt,γt−stI is bounded on L
p(·)(Γ, w).
Then, by Lemma 4.4, the function gt,γt admits a Wiener-Hopf factorization on
Lp(·)(Γ, w). Due to Theorem 3.3, the operator gt,γtP + Q is Fredholm. Then
the operator ctgt,γtP + Q is Fredholm, too. Since the function ctgt,γt is locally
equivalent to the function a at every point t ∈ Γ, the operator aP +Q is Fredholm
on Lp(·)(Γ, w) in view of Theorem 3.2. 
Remark 4.6. In the case of standard Lebesgue spaces a complete description of the
set of all γ ∈ C such that the operator S is bounded on Lp(Γ, ϕt,γw) is known
in terms of the indicator functions αt and βt (see [4, Sections 3.6–3.7]). This
description allowed the authors of [4] to consider the case of Carleson curves that
may not satisfy (1.1) and may have distinct spirality indices α(Wtηt) and β(Wtηt).
However, the only result on the boundedness of S on weighted variable Lebesgue
spaces in our disposal is Theorem 1.1, which is not applicable to weights of the form
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ϕt,γw unless a Carleson curve is sufficiently nice. If a Carleson curve satisfies (1.1),
then ϕt,γ is equivalent to ψt,λ(τ) := |τ − t|λ for some λ ∈ R and one can apply
Theorem 1.1 to the weight ψt,λw. Therefore, to treat the case of arbitrary Carleson
curves by this method, a more general boundedness result than Theorem 1.1 is
needed.
4.4. Criterion for the closedness of the image.
Theorem 4.7. Let Γ be a Carleson Jordan curve satisfying the logarithmic whirl
condition (1.1) at each point t ∈ Γ and p : Γ → (1,∞) be a continuous function
satisfying (1.4). Suppose a weight w is given by (1.3), where for w1, . . . , wn ∈ W
the condition (1.5) is fulfilled. Suppose a ∈ PC(Γ) has finitely many jumps and
a(t± 0) 6= 0 for all t ∈ Γ. Then the image of aP +Q is closed in Lp(·)(Γ, w) if and
only if (4.5) holds for all t ∈ Γ.
Proof. The idea of the proof is borrowed from [4, Proposition 7.16] (see also [24,
Theorem 4.3]). The sufficiency part follows from Theorem 4.5.
Let us prove the necessity part. Assume that a(t ± 0) 6= 0 for all t ∈ Γ. Since
the number of jumps, that is, the points t ∈ Γ at which a(t− 0) 6= a(t+0), is finite,
it is clear that
−
1
2π
arg
a(t− 0)
a(t+ 0)
+
δ(t)
2π
log
∣∣∣∣a(t− 0)a(t+ 0)
∣∣∣∣+ 11 + ε /∈ Z,
−
1
2π
arg
a(t+ 0)
a(t− 0)
+
δ(t)
2π
log
∣∣∣∣a(t+ 0)a(t− 0)
∣∣∣∣+ 11 + ε /∈ Z
for all t ∈ Γ and all sufficiently small ε > 0. By Theorem 4.5, the operators aP +Q
and a−1P + Q are Fredholm on the Lebesgue space L1+ε(Γ) whenever ε > 0 is
sufficiently small.
If (1.5) holds, then there exists a number ε > 0 such that
0 < (1/p(tk) +m(wk))(1 + ε) ≤ (1/p(tk) +M(wk))(1 + ε) < 1
for all k ∈ {1, . . . , n}. It is easy to see that
m(w1+εk ) = (1 + ε)m(wk), M(w
1+ε
k ) = (1 + ε)M(wk).
Hence, by Theorem 1.1, the operator S is bounded on Lp(·)/(1+ε)(Γ, w1+ε). Taking
into account this observation, one can prove as in [24, Lemma 4.1] that there is an
ε0 > 0 such that
Lp(·)(Γ, w) ⊂ L1+ε0(Γ), Lq(·)(Γ, 1/w) ⊂ L1+ε0(Γ)
and aP +Q, a−1P +Q are Fredholm on L1+ε0(Γ). Then
(4.14) n
(
aP +Q;Lp(·)(Γ, w)
)
≤ n
(
aP +Q;L1+ε0(Γ)
)
<∞,
and, by duality (see [24, Lemma 3.8]),
d
(
aP +Q;Lp(·)(Γ, w)
)
= n
(
a−1P +Q;Lq(·)(Γ, 1/w)
)
≤ n
(
a−1P +Q;L1+ε0(Γ)
)
<∞.
(4.15)
If (4.5) does not hold, then aP + Q is not Fredholm on Lp(·)(Γ, w) in view of
Theorem 4.5. From this fact and (4.14)–(4.15) we conclude that the image of
aP +Q is not closed in Lp(·)(Γ, w), which contradicts the hypothesis. 
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5. Tools for the construction of the symbol calculus
5.1. The Allan-Douglas local principle. Let B be a Banach algebra with iden-
tity. A subalgebra Z of B is said to be a central subalgebra if zb = bz for all z ∈ Z
and all b ∈ B.
Theorem 5.1 (see [8], Theorem 1.35(a)). Let B be a Banach algebra with identity
e and let Z be a closed central subalgebra of B containing e. Let M(Z) be the
maximal ideal space of Z, and for ω ∈ M(Z), let Jω refer to the smallest closed
two-sided ideal of B containing the ideal ω. Then an element b is invertible in B if
and only if b+ Jω is invertible in the quotient algebra B/Jω for all ω ∈M(Z).
The algebra B/Jω is referred to as the local algebra of B at ω ∈ M(Z) and the
spectrum of b+ Jω in B/Jω is called the local spectrum of b at ω ∈M(Z).
5.2. The two projections theorem. Recall that an element p of a Banach alge-
bra is called an idempotent (or, somewhat loosely, also a projection), if p2 = p.
The following two projections theorem was obtained by Finck, Roch, Silbermann
[12] and Gohberg, Krupnik [15] (see also [4, Section 8.3]).
Theorem 5.2. Let B be a Banach algebra with identity e, let C be a Banach
subalgebra of B which contains e and is isomorphic to CN×N , and let p and q be
two idempotent elements in B such that cp = pc and cq = qc for all c ∈ C. Let
A = alg(C, p, q) be the smallest closed subalgebra of B containing C, p, q. Put
x = pqp+ (e − p)(e− q)(e − p),
denote by spx the spectrum of x in B, and suppose the points 0 and 1 are not
isolated points of spx. Then
(a) for each z ∈ spx the map σz of C ∪ {p, q} into the algebra C2N×2N of all
complex 2N × 2N matrices defined by
σzc =
[
c O
O c
]
, σzp =
[
E O
O O
]
, σzq =
[
zE
√
z(1− z)E√
z(1− z)E (1− z)E
]
,
where c ∈ C, E and O denote the N×N identity and zero matrices, respec-
tively, and
√
z(1− z) denotes any complex number whose square is z(1−z),
extends to a Banach algebra homomorphism
σz : A→ C
2N×2N ;
(b) every element a of the algebra A is invertible in the algebra B if and only
if
detσza 6= 0 for all z ∈ spx;
(c) the algebra A is inverse closed in B if and only if the spectrum of x in A
coincides with the spectrum of x in B.
A further generalization of the above result to the case of n ≥ 3 projections is
contained in [4, Section 8.4].
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6. Algebra of singular integral operators
6.1. Operators of local type. In this section we will suppose that Γ is a Carleson
curve satisfying the logarithmic whirl condition (1.1) at each point t ∈ Γ, p : Γ →
(1,∞) is a continuous function satisfying (1.4), w is a weight of the form (1.3) with
w1, . . . , wn ∈ W satisfying (1.5). Under these conditions the operator S (defined
elementwise) is bounded on L
p(·)
N (Γ, w), where N ≥ 1 (see Theorem 1.1).
Let B := B(L
p(·)
N (Γ, w)) be the Banach algebra of all bounded linear operators on
L
p(·)
N (Γ, w) and let K := K(L
p(·)
N (Γ, w)) be the closed ideal of all compact operators
on L
p(·)
N (Γ, w). We will denote by B
π the Calkin algebra B/K and by Aπ the coset
A + K for any operator A ∈ B. An operator A ∈ B is said to be of local type
if Adiag{c, . . . , c}I − diag{c, . . . , c}A ∈ K for every continuous function c on Γ.
This notion goes back to Simonenko [48, 50]. It is easy to see that the set L of all
operators of local type is a Banach subalgebra of B.
Lemma 6.1. We have
(6.1) K ⊂ alg(S, PC,L
p(·)
N (Γ, w)) ⊂ L.
Proof. Let alg(S,C, L
p(·)
N (Γ, w)) be the smallest closed subalgebra of B containing
the operators of multiplication by continuous matrix functions and the operator S.
Obviously,
(6.2) alg(S,C, L
p(·)
N (Γ, w)) ⊂ alg(S, PC,L
p(·)
N (Γ, w)).
On the other hand, by analogy with [17, Lemma 9.1] or [23, Lemma 5.1] one can
show that
(6.3) K ⊂ alg(S,C, L
p(·)
N (Γ, w)).
Combining (6.2) and (6.3), we arrive at the first embedding in (6.1).
If a ∈ PCN×N(Γ) and c ∈ C(Γ), then the operators aI and diag{c, . . . , c}I
obviously commute. Then aI is of local type. By [21, Lemma 6.5], the opera-
tor diag{c, . . . , c}S − S diag{c, . . . , c}I is compact. Thus, S is of local type, too.
Since the generators of alg(S, PC,L
p(·)
N (Γ, w)) are of local type, each element of this
algebra is of local type, which proves the second embedding in (6.1). 
Lemma 6.2. An operator A ∈ L is Fredholm if and only if the coset Aπ is invertible
in the quotient algebra Lπ := L/K.
The proof is straightforward.
6.2. Localization. From Lemma 6.1 we deduce that the quotient algebras
algπ(S, PC,L
p(·)
N (Γ, w)) := alg(S, PC,L
p(·)
N (Γ, w))/K
and Lπ := L/K are well defined. We will study the invertibility of an element Aπ
of algπ(S, PC,L
p(·)
N (Γ, w)) in the larger algebra L
π by using Theorem 5.1. To this
end, consider
Zπ :=
{
(diag{c, . . . , c}I)π : c ∈ C(Γ)
}
.
From the definition of L it follows that Zπ is a central subalgebra of Lπ. The
maximal ideal space M(Zπ) of Zπ may be identified with the curve Γ via the
Gelfand map G given by
G : Zπ → C(Γ),
(
G(diag{c, . . . , c}I)π
)
(t) = c(t) (t ∈ Γ).
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In accordance with Theorem 5.1, for every t ∈ Γ we define Jt ⊂ Lπ as the smallest
closed two-sided ideal of Lπ containing the set{
(diag{c, . . . , c}I)π : c ∈ C(Γ), c(t) = 0
}
.
Consider a function χt ∈ PC(Γ) which is continuous on Γ \ {t} and satisfies
χt(t− 0) = 0 and χt(t+ 0) = 1. For a ∈ PCN×N (Γ) define at ∈ PCN×N (Γ) by
(6.4) at := a(t− 0)(1− χt) + a(t+ 0)χt.
Clearly (aI)π − (atI)
π ∈ Jt. Hence, for any operator A ∈ alg(S, PC,L
p(·)
N (Γ, w)),
the coset Aπ+Jt belongs to the smallest closed subalgebra At of Lπ/Jt containing
the cosets
(6.5) p := P π + Jt, q := (diag{χt, . . . , χt}I)
π + Jt
and the algebra
(6.6) C :=
{
(cI)π + Jt : c ∈ C
N×N
}
.
The latter algebra is obviously isomorphic to CN×N , so C and CN×N can (and will)
be identified with each other. It is easy to see that
(6.7) p2 = p, q2 = q, pc = cp, qc = cq
for all c ∈ C. To apply Theorem 5.2 to the algebras Lπ/Jt and At = alg(C, p, q),
we need to identify the spectrum of the element
x := pqp+ (e − p)(e− q)(e − p)
=
(
P diag{χt, . . . , χt}P +Q diag{1− χt, . . . , 1− χt}Q
)π
+ Jt
(6.8)
in the algebra Lπ/Jt.
6.3. Spiralic horns. Given two real numbers a, b satisfying 0 < a ≤ b < 1, two
complex numbers z1, z2, and a real number δ, we define the spiralic horn between
z1 and z2 as the set
S(z1, z2; δ; a, b) := {z1, z2}∪
∪
{
u ∈ C \ {z1, z2} :
1
2π
(
arg
u− z1
u− z2
− δ log
∣∣∣∣u− z1u− z2
∣∣∣∣) ∈ [a, b] + Z} .
If z1 = z2, then S(z1, z2; δ; a, b) degenerates to the point z1. Assume z1 6= z2.
Then the set S(z1, z2; 0; 1/2, 1/2) is the segment between z1 and z2. If a 6= 1/2,
then S(z1, z2; 0; a, a) is the circular arc between z1 and z2. If a < 1/2 (resp. a >
1/2), then one sees the straight line between z1 and z2 under the angle 2πa (resp.
2π(1 − a)) and running through the arc from z1 to z2 this straight line is located
at the left-hand side (resp. right-hand side). The importance of these arcs in the
Fredholm theory of singular integral operators was first observed by Widom [52],
they were exploited intensively by Gohberg and Krupnik [13], [14, Chap. 9].
If z1 6= z2 and a < b, then S(z1, z2; 0; a, b) is an ordinary horn bounded by the
circular arcs S(z1, z2; 0; a, a) and S(z1, z2; 0; b, b). If δ 6= 0, then S(z1, z2; δ; a, a) is a
logarithmic double spiral. If a < b, then S(z1, z2; δ; a, b) is the union of logarithmic
double spirals
S(z1, z2; δ; a, b) =
⋃
λ∈[a,b]
S(z1, z2; δ;λ, λ).
Hence this set is the closed set between two logarithmic double spirals. It was
introduced in [3] (see also [4, Sections 7.3–7.6] and [6, 5]).
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6.4. The local spectrum. Now we are ready to identify the spectrum of x in the
algebra B = Lπ/Jt.
Lemma 6.3. Let χt ∈ PC(Γ) be a continuous function on Γ \ {t} such that
χt(t− 0) = 0, χt(t+ 0) = 1, χt(Γ \ {t})∩ S(0, 1; δ(t); 1/p(t) + µt, 1/p(t) + νt) = ∅,
where µt and νt are defined by (4.6). Then the spectrum of the element x given by
(6.8) in the algebra B = Lπ/Jt coincides with S(0, 1; δ(t); 1/p(t) + µt, 1/p(t) + νt).
Proof. From Theorem 4.5 we immediately get that the set of all λ ∈ C such
that the operator (χt − λ)P + Q is not Fredholm on Lp(·)(Γ, w) coincides with
S(0, 1; δ(t); 1/p(t) + µt, 1/p(t) + νt). After this observation the proof can be devel-
oped by a literal repetition of the proof of [17, Lemma 9.4] with the Boyd indices
αM and βM of an Orlicz space considered there replaced by the numbers 1/p(t)+µt
and 1/p(t) + νt, respectively. 
6.5. Construction of the symbol calculus. Now we are in a position to prove
the main result of the paper.
Theorem 6.4. Let N ∈ N, let Γ be a Carleson Jordan curve satisfying the logarith-
mic whirl condition (1.1) at every point t ∈ Γ, let p : Γ → (1,∞) be a continuous
function satisfying (1.4), and let w : Γ→ [0,∞] be a radial oscillating weight given
by (1.3) with w1, . . . , wn ∈W satisfying (1.5). Put
µtk = m(wk), νtk =M(wk) for k ∈ {1, . . . , n},
µt = 0, νt = 0 for t ∈ Γ \ {t1, . . . , tn}
and define the “spiralic horn bundle” by
M :=
⋃
t∈Γ
(
{t} × S(0, 1; δ(t); 1/p(t) + µt, 1/p(t) + νt)
)
.
(a) For each point (t, z) ∈M, the map
σt,z : {S} ∪ {aI : a ∈ PCN×N (Γ)} → C
2N×2N
given by
σt,z(S) =
[
E O
O −E
]
, σt,z(aI) =
=
[
a(t+ 0)z + a(t− 0)(1− z) (a(t+ 0)− a(t− 0))
√
z(1− z)
(a(t+ 0)− a(t− 0))
√
z(1− z) a(t+ 0)(1− z) + a(t− 0)z
]
,
where E and O denote the N ×N identity and zero matrices, respectively,
and
√
z(1− z) denotes any complex number whose square is z(1 − z), ex-
tends to a Banach algebra homomorphism
σt,z : alg(S, PC,L
p(·)
N (Γ, w))→ C
2N×2N
with the property that σt,z(K) is the 2N × 2N zero matrix whenever K is
a compact operator on L
p(·)
N (Γ, w).
(b) An operator A ∈ alg(S, PC,L
p(·)
N (Γ, w)) is Fredholm on L
p(·)
N (Γ, w) if and
only if
detσt,z(A) 6= 0 for all (t, z) ∈M.
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(c) The quotient algebra algπ(S, PC,L
p(·)
N (Γ, w)) is inverse closed in the Calkin
algebra Bπ, that is, if a coset Aπ ∈ algπ(S, PC,L
p(·)
N (Γ, w)) is invertible in
Bπ, then (Aπ)−1 ∈ algπ(S, PC,L
p(·)
N (Γ, w)).
Proof. The idea of the proof is borrowed from [4, Section 8.5]. Here we follow the
proof of [22, Theorem 5.1] and [23, Theorem 5.4]. Since the latter two sources may
not be readily available, we give a selfcontained proof.
Fix t ∈ Γ and choose a function χt ∈ PC(Γ) as in the assumptions of Lemma 6.3.
From (6.7) and Lemma 6.3 we deduce that the algebras Lπ/Jt and At = alg(C, p, q),
where p, q, and C are given by (6.5) and (6.6), respectively, satisfy all the assump-
tions of Theorem 5.2.
(a) By Theorem 5.2(a), for every z ∈ S(0, 1; δ(t); 1/p(t) + µt, 1/p(t) + νt), the
map
σt,z = σz ◦ πt : alg(S, PC,L
p(·)
N (Γ, w))→ C
2N×2N ,
where σz is given in Theorem 5.2(a) and πt acts by the rule A 7→ Aπ +Jt for every
A ∈ alg(S, PC,L
p(·)
N (Γ, w)), is a well defined Banach algebra homomorphism. It is
easy to check that
σt,z(S) = 2σzp− σze =
[
E O
O −E
]
.
If a ∈ PCN×N (Γ), then from (6.4) and (aI − atI)π ∈ Jt it follows that
σt,z(aI) = σt,z(atI) = σz(a(t− 0))σz(e− q) + σz(a(t+ 0))σzq
=
[
a(t+ 0)z + a(t− 0)(1− z) (a(t+ 0)− a(t− 0))
√
z(1− z)
(a(t+ 0)− a(t− 0))
√
z(1− z) a(t+ 0)(1− z) + a(t− 0)z
]
.
From Lemma 6.1 it follows that πt(K) is correctly defined for every K ∈ K and
πt(K) = Jt. Hence
σt,z(K) = σz(0) =
[
O O
O O
]
.
Part (a) is proved.
(b) From Lemma 6.2 it follows that the Fredholmness of an operator A from
alg(S, PC,L
p(·)
N (Γ, w)) is equivalent to the invertibility of A
π ∈ Lπ . By Theo-
rem 5.1, the latter is equivalent to the invertibility of πt(A) = A
π + Jt in Lπ/Jt
for every t ∈ Γ. By Theorem 5.2(b), this is equivalent to
(6.9) detσt,z(A) = detσzπt(A) 6= 0 for all (t, z) ∈M.
Part (b) is proved.
(c) Since the compact simply connected set S(0, 1; δ(t); 1/p(t) + µt, 1/p(t) + νt)
does not separate the complex plane, it follows that the spectra of the element
x given by (6.8) in the algebras Lπ/Jt and At coincide. Suppose A belongs to
alg(S, PC,L
p(·)
N (Γ, w)). If A
π is invertible in Bπ, then (6.9) is fulfilled. Conse-
quently, by Theorem 5.2(b), (c), πt(A) = A
π + Jt is invertible in At for every
t ∈ Γ. Applying the Allan-Douglas local principle (Theorem 5.1) to the algebra
algπ(S, PC,L
p(·)
N (Γ, w)), its central subalgebra Z
π and the ideals Jt, we obtain
that Aπ is invertible in algπ(S, PC,L
p(·)
N (Γ, w)). Thus, alg
π(S, PC,L
p(·)
N (Γ, w)) is
inverse closed in Bπ. 
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For constant p, Khvedelidze weights, and piecewise Lyapunov curves, Theo-
rem 6.4 was obtained in [13] by a different method. For constant p, arbitrary
Muckenhoupt weights, and arbitrary Carleson curves, an analogue of this result
is contained in [4, Section 8.5]. In the case of variable exponent p : Γ → (1,∞)
and Khvedelidze weights, an earlier version of this theorem for Lyapunov curves
or Radon curves without cusps is in [23, Theorem 5.4] and for Carleson curves
satisfying (1.1) is in [22, Theorem 5.1].
6.6. Final remarks.
Remark 6.5 (On index formulas). We do not consider formulas for the index of
an operator in the algebra alg(S, PC,L
p(·)
N (Γ, w)) since the approach to the study
of Banach algebras of SIOs based on the Allan-Douglas local principle and the
two projections theorem does not allow us to get formulas for the index of an arbi-
trary operator in the Banach algebra of SIOs with piecewise continuous coefficients.
These formulas can be obtained similarly to the classical situation considered by
Gohberg and Krupnik [13] (see also [4, Chap. 10]). For reflexive Orlicz spaces over
Carleson curves with logarithmic whirl points this was done by the author [19]. In
the case of variable Lebesgue spaces with radial oscillating weights weights over
Carleson curves with logarithmic whirl points, the index formulas are almost the
same as in [19]. It is only necessary to replace the Boyd indices αM and βM of
an Orlicz space LM by the numbers 1/p(tk) +m(wk) and 1/p(tk) +M(wk) (at the
nodes tk of the weight), respectively, or both Boyd indices by 1/p(t) (at all other
points t) in corresponding index formulas.
Remark 6.6 (On semi-Fredholm operators). Since one has Theorem 4.7 at hands,
by using ideas of Spitkovsky [51], one can prove that if a, b ∈ PCN×N (Γ), then
aP + bQ is semi-Fredholm if and only if it is Fredholm. With the help of the linear
dilation procedure (see e.g. [13]) this fact can be extended to the operators of the
form
∑
i
∏
j(aijP + bijQ) with aij , bij ∈ PCN×N (Γ). Since the property of an
operator to be Fredholm or semi-Fredholm is stable under small perturbations, we
finally arrive at the following result. Its proof, given for Khvedelidze weights in
[24], works also for weights considered in this paper.
Theorem 6.7. Suppose that all the hypotheses of Theorem 6.4 are fulfilled. If an
operator in the algebra alg(S, PC;L
p(·)
N (Γ, w)) is semi-Fredholm, then it is Fredholm.
Remark 6.8 (On coefficients beyond PC(Γ)). The approach of this paper is based
on the Wiener-Hopf factorization, local principles, and the two-projection theorem.
Note that there is also another approach to study SIOs on standard Lebesgue spaces
Lp(Γ, w) with slowly oscillating (i.e. not arbitrary!) Muckenhoupt weights over
slowly oscillating (i.e. not all!) Carleson curves. It is based based on the technique
of pseudodifferential operators and limit operators developed by Rabinovich and
his coauthors (see e.g. [42] and [6, 7]). This approach allows one to study SIOs
not only with piecewise continuous coefficients, but also with slowly oscillating
coefficients. Notice that a satisfactory theory of pseudodifferential operators in the
setting of variable Lebesgue spaces did not exist a couple of years ago. Very recently
Rabinovich and S. Samko [44] have started to develop such a theory, however they
do not consider in that paper SIOs on curves.
Remark 6.9 (On more general variable exponents). It is well known that the bound-
edness of S is guaranteed as soon as a suitable maximal function is bounded
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on Lp(·)(Γ, w). Lerner [34], among other things, observed that if p(x) = α +
sin(log log(1/|x|)χE(x)), where α > 2 is some constant and χE is the character-
istic function of the ball E := {x ∈ Rn : |x| ≤ 1/e}, then the Hardy-Littlewood
maximal function is bounded on Lp(·)(Rn). Clearly, the exponent p in this example
is discontinuous at the origin, so it does not satisfy (an Rn analog of) the condition
(1.4). This exponent belongs to the class of pointwise multipliers for BMO (the
space of functions of bounded mean oscillation). Kapanadze and Kopaliani [16]
proved that if p belongs to VMO1/| log |, a weighted space of functions with van-
ishing mean oscillation, then the Hardy-Littlewood maximal function is bounded
on variable Lebesgue space Lp(·)(Ω) over a bounded domain Ω. Thus, I believe
that necessary and sufficient conditions for the boundedness of the Cauchy sin-
gular integral operator (and other singular integrals and maximal functions) on
weighted variable Lebesgue spaces Lp(·)(Γ, w) should be formulated in terms of in-
tegral means of the exponent p (i.e., in BMO terms), but not in pointwise terms
like (1.4). It is natural that the number 1/p(t) in (4.5) under eventual more general
boundedness hypotheses for S should be replaced by a pair of indices of a suitable
submultiplicative function (see e.g. [21, Section 4.4]). I believe that, in general,
these indices may be different and the following is true.
Conjecture 6.10. Suppose T is the unit circle and a : T→ C be a continuous on
T \ {1} function such that a(1 − 0) = 0 and a(1 + 0) = 1. There is a measurable
function p : Γ → (1,∞) such that the operator S is bounded on Lp(·)(T) and the
essential spectrum
σess(aP +Q) := {λ ∈ C : (aP +Q)− λI is not Fredholm on L
p(·)(T)}
of the operator aP +Q is massive, that is, it has a nonzero plane measure.
If p : T→ (1,∞) is a measurable function such that
(6.10) 1 < ess inf
τ∈T
p(τ), ess sup
τ∈T
p(τ) <∞
and S is bounded on Lp(·)(T), then from [21, Theorem 7.3] it follows that
a(T \ {1}) ∪ S(0, 1; 0;α, β) ⊂ σess(aP +Q)
where α and β are the lower and upper indices of the following submultiplicative
function
Q(x) := lim sup
R→0
‖χ∆(xR)‖p(·)‖χ∆(R)‖q(·)
|∆(R)|
, x ∈ (0,∞),
where ∆(R) := Γ(1, R) \ Γ(1, R/2). Notice that if p satisfies (1.4), then α = β =
1/p(1) by [21, Lemma 5.8]. If 0 < α < β < 1, then the horn S(0, 1; 0;α, β) has
a nonzero plane measure. Thus, to confirm Conjecture 6.10, it is sufficient to
construct an exponent p : T → (1,∞) such that (6.10) holds, S is bounded on
Lp(·)(T), and 0 < α < β < 1.
Remark 6.11 (On arbitrary Carleson curves). Very recently the author [25] has
obtained sufficient conditions for the boundedness of the Cauchy singular integral
operator S on variable Lebesgue spaces Lp(·)(Γ, w) with special weights w(τ) =
|(τ−t)γ |, where γ is a complex number, over arbitrary Carleson Jordan curves. This
allows him to obtain analogues of Theorems 4.5 and 6.4 for the case of nonweighted
variable Lebesgue spaces Lp(·)(Γ) over arbitrary Carleson curves (that is, without
condition (1.1)). As in the present paper, local spectra of singular integral operators
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can be massive, but the reason for that is different. In the present paper this effect
is due to oscillation of weights, but in the forthcoming paper [25] this effect is due
to oscillation of arbitrary Carleson curves.
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