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Abstract
Let F be a family of subsets of {1, . . . , n} and let
YF =
⋃
F∈F
{(x1, . . . , xn) ∈ R
n : xi ∈ Z for all i ∈ F}.
Let XF = R
n \ YF . For a vector of positive integers k = (k1, . . . , kn) let ~P (XF )
k+1
0
denote the space of monotone paths from 0 = (0, . . . , 0) to k+1 = (k1+1, . . . , kn+1)
whose interior is contained in XF . The path spaces ~P (XF )
k+1
0 appear as natural
examples in the study of Dijkstra’s PV-model for parallel computations in concurrency
theory.
We study the topology of ~P (XF )
k+1
0 by relating it to a subspace arrangement in a
product of simplices. This, in particular, leads to a computation of the homology of
~P (XF )
k+1
0 in terms of certain order complexes associated with the hypergraph F .
1 Introduction
Concurrency theory in computer systems deals with properties of systems in which several
computations are executing simultaneously and potentially interacting with each other.
Among the many models suggested for the study of concurrency are the Higher Dimensional
Automata (HDA) introduced by Pratt [11]. Those arise as cubical complexes in which
individual cubes (of varying dimension) with directed paths on each of them, are glued
together consistently. Compared to other concurrency models, HDA have the highest
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Figure 1: The Swiss flag example – two processes sharing two resources.
expressive power based on their ability to represent causal dependence [7]. On the other
hand, only little is known in general about the topology of the space of directed paths of
a general HDA [13].
A specific simple case of linear HDA’s consists of the PV-model suggested by Dijkstra [4]
back in the 1960’s. In this model there arem resources (e.g. shared memory sites) a1, . . . , am
with positive integer capacities κ(a1), . . . , κ(am) where κ(ai) indicates the maximal number
of processes that ai can serve at any given time, and n linear processes T1, . . . , Tn (without
branchings or loops) that require access to these resources. Given a resource a and a process
T , denote by Pa and V a the locking and respectively unlocking of a by T . A process Ti
is specified by a sequence of locking and unlocking operations on the various resources in
a certain order. Modeling each process Ti as an ordered sequence of integer points on the
interval (0, ki], one can view a legal execution of T = (T1, . . . , Tn) as a coordinate-wise non-
decreasing continuous path from 0 = (0, . . . , 0) to k+ 1 = (k1 + 1, . . . , kn + 1) that avoids
a forbidden region determined by the processes and by the capacities of the resources. If
two such paths are homotopic via a homotopy respecting the monotonicity condition then
corresponding concurrent computations along the two paths have always the same result
([6, 5]).
Let XT,κ denote the complement of the forbidden region in
∏n
i=1[0, ki + 1]. The trace
space
−→
P (XT,κ)
k+1
0 associated with the pair (T, κ) consists of all paths as above endowed
with the compact-open topology. For example, for the two processes sharing two resources
depicted in Figure 1, the forbidden region is the "Swiss Flag" and the trace space is
homotopy equivalent to the two point space S0. For an analysis of the PV spaces XT,κ
and their associated trace spaces
−→
P (XT,κ)
k+1
0 , we refer to [6, 12, 19, 5].
In this paper we consider a special class of PV models in which the access and release
of every resource happen without time delay. In this case, the forbidden region is a union
of sets of the form B ∩ (K1 × · · · × Kn), where B is a fixed aligned box and each Ki is
either Z or R. Our main result (see Theorem 1.3 below) is a formula for the Poincaré series
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of the trace spaces associated to such special PV models. We proceed with some formal
definitions leading to the statement of Theorem 1.3.
Let X be a subspace of Rn. A continuous path p = (p1, . . . , pn) : I = [0, 1]→ X ⊂ Rn
is called directed if all components pi : I → R are non-decreasing. For two points y0 and
y1 in the closure of X, let ~P (X)y1y0 be the space of all directed paths in X¯ (endowed with
the compact-open topology) starting at y0 and ending at y1 whose interior is contained in
X.
Let N denote the non-negative integers and let N+ denote the positive integers. Let
k = (k1, . . . , kn) ∈ N
n
+ be a fixed vector, and let 0 = (0, . . . , 0), 1 = (1, . . . , 1), k + 1 =
(k1+1, . . . , kn+1). In this paper we study the topology of ~P (X)k+10 for spaces X that are
associated with the special PV programs described above. Let F be a family of subsets of
[n] = {1, . . . , n} and let
YF =
⋃
F∈F
{(x1, . . . , xn) ∈ R
n : xi ∈ Z for all i ∈ F}. (1)
The Euclidean Pattern Space associated with F is defined by XF = Rn \ YF , with a cor-
responding Path Space ~P (XF)k+10 .
Example: If F consists of the single set [n] then XF = Rn \ Zn. Raussen and Ziemi-
ański [14] investigated the path space ~P (Rn \Zn)k+10 and determined its homology groups
and its cohomology ring. Their result concerning homology is the following:
Theorem 1.1 (Raussen and Ziemiański [14]). For n ≥ 3
H˜ℓ(~P (R
n \ Zn)k+10 ) =
{
Z
∏n
i=1 (
ki
m) ℓ = (n− 2)m, m > 0
0 otherwise.
(2)
The Betti number
∏n
i=1
(
ki
m
)
in (2) corresponds to the number of strictly increasing integer
sequences of length m strictly between 0 and k+ 1.
In this paper we consider ~P (XF)k+10 for general F . Without loss of generality we may
assume that F is upward closed, i.e. if F ∈ F and F ⊂ F ′ ⊂ [n] then F ′ ∈ F . It will also
be assumed that |F | ≥ 2 for all F ∈ F (otherwise ~P (XF)k+10 is empty). We first introduce
some terminology.
Definition 1.2.
(i) A subset G ⊂ F is a matching if G ∩ G′ = ∅ for all G 6= G′ ∈ G. Let M(F) denote
the family of all nonempty matchings of F , with partial order  given by G  G ′ if
for every G ∈ G there exists a G′ ∈ G ′ such that G ⊂ G′. For K ⊂ [n] let
M(F)K = {G ∈M(F) : G ⊂ K for all G ∈ G}
and let M(F)≺K = M(F)(K) \ {{K}}. The order complex of M(F)≺K is denoted
by ∆(M(F)≺K).
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(ii) For a function m : F → N let TF (m) be the (simple undirected) graph on the vertex
set ∪F∈F{F} × [m(F )], where two vertices (F, i) 6= (F
′, i′) are connected by an edge
if F ∩ F ′ 6= ∅.
(iii) An orientation of a simple undirected graph G = (V,E) will be determined by a
function α : E → V 2 that maps an edge {u, v} ∈ E to either (u, v) or (v, u). An
orientation is acyclic if the resulting directed graph does not contain directed cycles.
Let A(G) denote the set of acyclic orientations of G and let a(G) = |A(G)|. By a
result of Stanley [15], a(G) can be computed by evaluating the chromatic polynomial
of G at −1.
For m : F → N let
bF ,k(m) =
a(TF(m))∏
F∈F m(F )!
n∏
i=1
(
ki∑
F∋im(F )
)
,
cF(m) =
∑
F∈F
m(F )(|F | − 2) + 1.
(3)
The reduced Poincaré series of a space Y over a field K is defined by
fK(Y, t) =
∑
i≥0
dim H˜i−1(Y ;K)t
i. (4)
Our main result is the following
Theorem 1.3.
(i) If H∗(∆(M(F)≺F );Z) is free for all F ∈ F then H∗(~P (XF)
k+1
0 ;Z) is free.
(ii) For any field K
fK
(
~P (XF)
k+1
0 , t
)
=
∑
06=m∈NF
bF ,k(m)t
cF (m)
∏
F∈F
fK
(
∆(M(F)≺F ), t
−1
)m(F )
. (5)
The paper is organized as follows: In Section 2 we describe a subspace arrangement
DF that is homotopy equivalent to ~P (XF )k+10 . In Section 3 we state Theorem 3.1 that
describes the homotopy type of the Alexander dual of DF and then use it to prove Theorem
1.3. The proof of Theorem 3.1 is given in Section 4 which constitutes the main technical
part of the paper. In Section 5 we discuss several applications arising from particular cases
of Theorem 1.3. The easy conclusions about (higher) connectivity of path spaces in Section
5.4 are probably the most notable ones for applications in concurrency theory. Some open
problems are mentioned in Section 6.
2 Directed Paths via Subspace Arrangements
Spaces of directed paths in a PV-model have been shown to be homotopy equivalent to
certain finite prod-simplicial complexes that make homology computations possible – at
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least in principle [12, 5]. Unfortunately, these complexes grow very fast in dimension and
size. Here we give an alternative description as complement of a subspace arrangement.
Remark that directedness has the consequence that such an arrangement has to be con-
sidered as a subset of a product of simplices and not of Euclidean space; this is the reason
why classical results are not immediately applicable.
Let F be an upward closed hypergraph on [n] and let k = (k1, . . . , kn) ∈ Nn+. In this
section we describe a model for ~P (XF)k+10 up to homotopy equivalence.
Definition 2.1.
(i) For k ≥ 1 let ∆˚k denote the open k-simplex
∆˚k = {(x1, . . . , xk) ∈ R
k : 0 < x1 < · · · < xk < 1}.
For k = 0 let ∆˚0 denote the one point space {∗}.
For k = (k1, . . . , kn) ∈ N
n
+ let
N =
n∑
i=1
ki, [k] =
n∏
i=1
[ki], and ∆˚k =
n∏
i=1
∆˚ki ⊂ R
N . (6)
(ii) For F ⊂ [n] let [kF ] =
∏
i∈F [ki]. For j = (j(i))i∈F ∈ [kF ] and F
′ ⊂ F , the restriction
(j)|F ′ ∈ [kF ′ ] of j to F
′ is given by (j)|F ′(i) = j(i) for all i ∈ F
′. A partial sequence
is a pair (F, j) where F ⊂ [n] and j = (j(i))i∈F ∈ [kF ]. Let SF be the family of all
partial sequences (F, j) where F ∈ F and j ∈ [kF ].
(iii) For a partial sequence (F, j) let
G(F,j) = {(xi1, . . . , xiki)
n
i=1 ∈
n∏
i=1
∆˚ki : xij(i) = xi′j(i′) for all i, i
′ ∈ F}.
Let
EF =
⋃
(F,j)∈SF
G(F,j) , DF = ∆˚k − EF .
(iv) The one-point compactification of ∆˚k is given by
̂˚
∆k = ∆˚k ∪ {∞} = ∆k/∂∆k
∼= SN .
For (F, j) ∈ SF , the compactification of G(F,j) in
̂˚
∆k is given by Γ(F,j) = G(F,j)∪{∞}.
The compactification of EF in
̂˚
∆k is
ÊF = EF ∪ {∞}.
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Let ~P<(XF)k+10 ⊂ ~P (XF)
k+1
0 denote the space of increasing directed paths p = (p1, . . . , pn) :
I → XF ⊂ R
n characterized by t < t′ ⇒ pi(t) < pi(t′) (instead of ≤) for all i. Remark
that every component pi is a homeomorphism of the unit interval.
A correspondence between the space DF from Definition 2.1(iii) and this path space
~P<(XF)
k+1
0 and may be established as follows: For every k ∈ N+ and x = (x1, . . . , xk) ∈ ∆˚k
let px : I → [0, k + 1] denote the (directed) path with px(0) = 0, px(1) = k + 1, px(xi) =
i, 1 ≤ i ≤ k, and connected by line segments inbetween. For every 0 < k ∈ Nn+ and
every x = (x1, . . .xn) ∈ ∆˚k (cf. 6), let p(x)(t) = (px1(t), . . . , pxn(t)). This recipe defines a
continuous map P : ∆˚k → ~P<(Rn)k+10 that restricts to a map P
<
F : DF →
~P<(XF)
k+1
0 : For
x = (x1, . . . ,xn) ∈ ∆˚k and xi = (xi1, . . . , xiki) ∈ ∆˚ki, (F, j) ∈ SF and 0 < t < 1 assume
that pxi(t) = j(i) ∈ Z, i ∈ F . Then t = xij(i) = xi′j(i′) for i, i
′ ∈ F and hence x ∈ EF .
The composition of P<F with the inclusion map i : ~P<(XF)
k+1
0 →֒ ~P (XF)
k+1
0 will be
denoted by ~PF : DF → ~P (XF)k+10 .
Proposition 2.2. The map ~PF : DF → ~P (XF)
k+1
0 is a homotopy equivalence.
We prove Proposition 2.2 via the following two lemmas:
Lemma 2.3. The map P<F : DF →
~P<(XF)
k+1
0 is a homotopy equivalence.
Proof. Define a reverse continuous map Q : ~P<(Rn)k+10 → ∆˚k as follows: For p =
(p1, . . . , pn) ∈ ~P<(R
n)k+10 such that pj(xiji) = ji letQ(p) = (x11, . . . , x1k1 ; . . . ; xn1, . . . , xnkn).
Remark that Q is well-defined and continuous since every pi is a homeomorphism; and that
Q cannot be extended to the space ~P (Rn)k+10 of non-decreasing directed paths. Remark
moreover that Q restricts to a map QF : ~P<(XF)k+10 → DF .
It is obvious from the definitions that Q ◦ P is the identity map on ∆˚k and hence
that QF ◦ PF is the identity map on DF . The map P ◦ Q : ~P<(Rn)k+10 → ~P<(R
n)k+10
has the property: ((P ◦ Q)(p))i(p−1i (j)) = j = pi(p
−1
i (j)) and ((P ◦ Q)(p))i(t) 6∈ Z for
p ∈ ~P<(R
n)k+10 and t 6∈ Qi(p) ∪ {0, 1}. That same property holds for all directed paths
in the linear homotopy on ~P<(Rn)k+10 given by s 7→ (1 − s)p + s(P ◦ Q)(p), 0 ≤ s ≤ 1.
Hence P ◦Q restricts to a map PF ◦QF : ~P<(XF)k+10 → ~P<(XF)
k+1
0 that is homotopic to
the identity map on ~P<(XF)k+10 .
Lemma 2.4. The inclusion map i : ~P<(XF)
k+1
0 →֒ ~P (XF )
k+1
0 is a homotopy equivalence
for every positive integer vector k.
Proof. Let δk ∈ ~P<(Rn)k+10 denote the linear path given by δk(t) = t(k + 1). Then, for
every p ∈ ~P (Rn)k+10 and 0 < s ≤ 1, the convex combination ps := (1 − s)p + sδk is
strictly increasing and hence contained in ~P<(Rn)k+10 . For a given p ∈ ~P<(XF)
k+1
0 , we
want to choose s > 0 small enough to ensure that ps avoids YF (see (1)) and hence so
that ps is contained in ~P<(XF)k+10 ; and this in a way that makes the parameter s depend
continuously on the path p.
Fix a norm and the associated metric d on Rn, e.g., the box norm. For every path
p ∈ ~P<(XF)
k+1
0 , the spaces p(I) and YF ∩ [0,k+ 1] are disjoint closed and hence compact
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subspaces of [0,k + 1] with a positive distance d(p) := maxt∈I(d(p(t), YF) depending
continuously on p. Let K := maxn1 ki and let s(p) =
d(p)
K
. Then, for every p ∈ ~P<(XF)k+10
one obtains: d(p,ps) = s(p) ‖ p− δk ‖< d(p) and in particular d(ps, YF) > 0.
Let i : ~P<(XF)k+10 → ~P (XF)
k+1
0 denote the inclusion map, and let r : ~P (XF)
k+1
0 →
~P<(XF)
k+1
0 denote the continuous map given by r(p) = (1 − s(p))p + s(p)δk. The con-
tinuous map R : ~P (XF )k+10 × I → ~P (XF)
k+1
0 given by R(p, t) = (1 − ts(p))p + ts(p)δk
is a homotopy between the identity and i ◦ r; its restriction to ~P<(XF)k+10 is a homotopy
between the identity and r ◦ i.
Remark: A variant of the proof above shows that spaces of increasing and of non-decreasing
directed paths (as they arise in models for concurrency theory) are homotopy equivalent
in a more general context.
3 The Homology of DF
In this section we state Theorem 3.1 that describes the homotopy type of the Alexander
dual of DF in the one-point compactification of ∆˚k – a sphere of dimension N =
∑n
i=1 ki.
This result is then used to prove Theorem 1.3. Our main observation is the following
homotopy decomposition of ÊF (see (3) and Definitions 1.2(i) and 2.1(iii)).
Theorem 3.1.
ÊF ≃
∨
06=m∈NF
bF,k(m)∨
SN−cF (m) ∗ B
F∈F
∆(M(F)≺F )
∗m(F ). (7)
The proof of Theorem 3.1 is deferred to Section 4.
Proof of Theorem 1.3: (i) If the integral homology H˜∗ (∆(M(F)≺F );Z) is free for
all F ∈ F , then (7) implies that H˜∗(ÊF ;Z) is free. Recalling that
̂˚
∆k ∼= S
N , it follows by
Alexander duality that for all ℓ
H˜ℓ(DF ;Z) = H˜ℓ(∆˚k − EF ;Z)
= H˜ℓ(
̂˚
∆k − ÊF ;Z) ∼= H˜N−ℓ−1(ÊF ;Z).
Therefore H˜ℓ(DF ;Z) is free.
(ii) Recall that the behavior of the reduced Poincaré series fK(·) (cf. (4)); as a consequence,
with respect to the wedge and join operations is given by
fK(Y1 ∨ Y2, t) = fK(Y1, t) + fK(Y2, t) ,
fK(Y1 ∗ Y2, t) = fK(Y1, t)fK(Y2, t).
(8)
Furthermore, if Y is a subcomplex of SN then by Alexander duality
fK(S
N − Y, t) = tN+1fK(Y, t
−1). (9)
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Theorem 3.1 together with (8) imply that for any field K
fK(ÊF , t) =
∑
06=m∈NF
bF ,k(m)t
N−cF (m)+1
∏
F∈F
fK(∆(M(F)≺F ), t)
m(F ). (10)
Combining Proposition 2.2 with (9) and (10) it follows that
fK
(
~P (XF)
k+1
0 , t
)
= fK (DF , t) = t
N+1fK
(
ÊF , t
−1
)
=
∑
06=m∈NF
bF ,k(m)t
cF (m)
∏
F∈F
fK
(
∆(M(F)≺F ), t
−1
)m(F )
.
2
4 Homotopy Decomposition of ÊF
In this Section we prove Theorem 3.1. Our basic approach is to apply the Wedge Lemma
of Ziegler and Živaljević [18] to the cover {Γ(F,j) : (F, j) ∈ SF} of ÊF . The actual proof
depends on a number of preliminary results. For notations, we refer the reader to Definition
2.1.
Definition 4.1. Let R ⊂ SF .
(i) Let
GR =
⋂
(F,j)∈R
G(F,j) , ΓR =
⋂
(F,j)∈R
Γ(F,j) = GR ∪ {∞}.
(ii) R is separated if j(i) 6= j′(i) for any (F, j) 6= (F ′, j′) ∈ R and i ∈ F ∩ F ′.
For separated families R ⊂ SF it is sometimes useful to represent GR by a diagram
with n rows such that the i-th row contains the coordinates xi1 < · · · < xiki of ∆˚ki , and
such that xij , xi′j′ are connected by a dashed line iff xij = xi′j′ for all x ∈ GR, i.e. iff there
exists an (F, j) ∈ R such that i, i′ ∈ F and j(i) = j and j(i′) = j′.
Example 4.2. Let k1 = k2 = k3 = 2 and let R = {(Fi, ji)}
3
i=1 where F1 = {1, 2}, F2 =
{2, 3}, F3 = {1, 3} and (j1(1), j1(2)) = (1, 1), (j2(2), j2(3)) = (2, 1), (j3(1), j3(3)) = (2, 2).
The diagram of GR is depicted in Figure 2.
Definition 4.3. For R ⊂ SF let KR be the directed graph on the vertex set R with edges
(F, j)→ (F ′, j′), where (F, j) and (F ′, j′) are distinct elements of R that satisfy F ∩F ′ 6= ∅
and j(i) < j′(i) for all i ∈ F ∩ F ′. The family R ⊂ SF is acyclic if R is separated and if
KR does not contain directed cycles. Let AF denote the set of all acyclic subfamilies of SF .
The next two Propositions describe some properties of ΓR for separated families R.
8
x11
x21 x22
x31
x12
x32
Figure 2: Diagram of GR (cf. Example 4.2)
Proposition 4.4. Let R ⊂ SF be a separated family. Then:
(i) If R 6∈ AF then ΓR = {∞}.
(ii) If R ∈ AF then there is a homeomorphism
ΓR ∼= S
N−
∑
(F,j)∈R(|F |−1). (11)
Proof: (i) Let
(F1, j1)→ · · · → (Fr, jr)→ (F1, j1)
be a directed cycle in KR. Then there exist
i1 ∈ F1 ∩ F2, i2 ∈ F2 ∩ F3, . . . , ir ∈ Fr ∩ F1
such that
j1(i1) < j2(i1) , j2(i2) < j3(i2) , · · · , jr(ir) < j1(ir). (12)
We will show that GR = ∅ and hence ΓR = {∞}. Indeed, suppose that ((xi,1, . . . , xi,ki))
n
i=1
is contained in GR. We conclude from (12) – since ij , ij+1 ∈ Fj+1, j < r, and i1, ir ∈ F1:
xi1,j1(i1) < xi1,j2(i1) = xi2,j2(i2) < xi2,j3(i2) = xi3,j3(i3) <
· · · < xir−1,jr(ir−1) = xir ,jr(ir) < xir ,j1(ir) = xi1,j1(i1),
a contradiction.
Example 4.5. Let k1 = k2 = k3 = 2 and let R = {(Fi, ji)}
3
i=1 where F1 = {1, 2}, F2 =
{2, 3}, F3 = {1, 3} and (j1(1), j1(2)) = (2, 1), (j2(2), j2(3)) = (2, 1), (j3(1), j3(3)) = (1, 2).
Then (F1, j1)→ (F2, j2)→ (F3, j3)→ (F1, j1) is a cycle in KR and thus GR = ∅, as is also
clear from the diagram of GR in Figure 3.
(ii) For (F, j) ∈ SF define
V(F,j) = {(xi1, . . . , xiki)
n
i=1 ∈
n∏
i=1
R
ki : xij(i) = xi′j(i′) for all i, i′ ∈ F}.
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x11 x12
x21 x22
x31 x32
Figure 3: If KR has directed cycles then GR = ∅ (cf. Example 4.5)
For R ⊂ SF , let VR =
⋂
(F,j)∈R V(F,j) ⊂ R
N . If the family R is separated, then VR is a linear
subspace of codimension
∑
(F,j)∈R(|F | − 1). If R is acyclic, one can easily find an element
x ∈ VR ∩ ∆˚k.
For such a chosen solution x and for v ∈ S(VR) = {u ∈ VR : ‖u‖ = 1} ⊂ D(VR) = {u ∈
VR : ‖u‖ ≤ 1} let α(v) = min{t > 0| x + tv ∈ ∂∆k}; hence, for w ∈ ∂∆k, one has that
α( w−x
‖w−x‖
) = ‖w− x‖. This recipe defines a continuous map α from S(VR) to the positive
reals since α(v) is locally obtained as the minimum among the solutions to a number of
linear equations.
We define a (scaling) map
ΦR : ΓR = VR ∩∆k/VR∩∂∆k → D(VR)/S(VR)
∼= SN−
∑
(F,j)∈R(|F |−1)
by
ΦR(w) =
{
1
α( w−x
‖w−x‖
)
(w − x) w 6= x,
0 w = x.
The map ΦR is indeed a homeomorphism with inverse ΨR : D(VR)/S(VR) → ΓR given by
ΨR(v) =
{
x + α( v
‖v‖
)v v 6= 0,
x v = 0.
2
Proposition 4.6. Let R,R′ ∈ AF . Then the following two conditions are equivalent:
(a) ΓR ⊂ ΓR′.
(b) For any (F ′, j′) ∈ R′ there exists an (F, j) ∈ R such that F ′ ⊂ F and j′ = (j)|F ′.
Proof: Clearly (b) implies (a). To show the other direction, assume that ΓR ⊂ ΓR′ and
let (F ′, j′) ∈ R′. Let R1 = R ∪ {(F ′, j′)}, then
ΓR = ΓR ∩ ΓR′ ⊂ ΓR1 ⊂ ΓR,
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hence ΓR1 = ΓR 6= {∞}. It follows that if R1 is separated then it must be acyclic. But
this would imply, using Proposition 4.4(ii), that
dimΓR1 = dimΓR − (|F
′| − 1) < dimΓR,
in contradiction with ΓR1 = ΓR. Hence R1 is not separated and therefore
S = {(F, j) ∈ R : F ∩ F ′ 6= ∅ & (j)|F∩F ′ = (j
′)|F∩F ′} 6= ∅.
We claim that |S| = 1. Otherwise there exist (F1, j1) 6= (F2, j2) ∈ R and i1 ∈ F1 ∩ F ′, i2 ∈
F2∩F
′ such that j1(i1) = j′(i1) and j2(i2) = j′(i2). It follows that if x = (xi1, . . . , xiki)
n
i=1 ∈
GR1 then for all i
′
1 ∈ F1, i
′
2 ∈ F2
xi′1j1(i′1) = xi1j1(i1) = xi1j′(i1)
= xi2j′(i2) = xi2j2(i2) = xi′2j2(i′2).
(13)
Since R is separated, (13) implies that F1 ∩F2 = ∅. Let F3 = F1 ∪F2 and let j3 ∈ [kF3 ] be
given by
j3(i) =
{
j1(i) i ∈ F1,
j2(i) i ∈ F2.
Writing
R2 = R \ {(F1, j1), (F2, j2)} ∪ {(F3, j3)},
it follows from (13) that ΓR = ΓR1 ⊂ ΓR2 ⊂ ΓR. Therefore ΓR2 = ΓR 6= {∞}. As R2 is
separated, it follows that R2 ∈ AF and hence by Proposition 4.4(ii):
dimΓR2 = dimΓR + (|F1| − 1) + (|F2| − 1)− (|F1 ∪ F2| − 1) = dimΓR − 1,
in contradiction with ΓR2 = ΓR. Therefore |S| = 1.
Write S = {(F1, j1)} and let i1 ∈ F1 ∩ F ′. Then j1(i1) = j′(i1). It follows that if
x = (xi1, . . . , xiki)
n
i=1 ∈ GR1 then for all i
′
1 ∈ F1, i
′ ∈ F ′
xi′1j1(i′1) = xi1j1(i1) = xi1j′(i1) = xi′j′(i′). (14)
Let F4 = F1 ∪ F ′ and let j4 ∈ [kF4 ] be given by
j4(i) =
{
j1(i) i ∈ F1,
j′(i) i ∈ F ′.
Note that j4 is well defined by (14). Writing
R3 = R \ {(F1, j1)} ∪ {(F4, j4)},
it follows from (14) that
ΓR = ΓR1 ⊂ ΓR3 ⊂ ΓR,
hence ΓR3 = ΓR 6= {∞}. Furthermore, |S| = 1 implies that R3 is separated. Therefore by
Proposition 4.4(ii):
dimΓR3 = dimΓR + (|F1| − 1)− (|F4| − 1).
It follows that |F1| = |F4| = |F1 ∪ F ′|. Hence F ′ ⊂ F1 and j′ = (j1)|F ′.
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2Let Q be the intersection poset of the cover {Γ(F,j) : (F, j) ∈ SF} of ÊF ordered by
reverse inclusion: An element q of Q corresponds to an intersection Uq of sets in the cover,
i.e. Uq = ΓR for R ⊂ SF , and q′ ≤ q in Q iff Uq ⊂ Uq′ . Q has a maximal element 1̂
that corresponds to U1̂ = {∞}. Fix a 1̂ 6= q ∈ Q and let R ⊂ SF be a family of minimal
cardinality such that Uq = ΓR. The assumption that F is upward closed implies that R
is a separated family. Indeed, suppose u′ = (F ′, j′) 6= u′′ = (F ′′, j′′) ∈ R and there exists
some i0 ∈ F ′ ∩ F ′′ such that j′(i0) = j′′(i0). Let ∞ 6= x = (xi1, . . . , xiki)
n
i=1 ∈ ΓR. Then for
any i ∈ F ′ ∩ F ′′
xij′(i) = xi0j′(i0) = xi0j′′(i0) = xij′′(i),
hence j′(i) = j′′(i). Let u = (F, j) ∈ SF where F = F ′ ∪ F ′′ and
j(i) =
{
j′(i) i ∈ F ′,
j′′(i) i ∈ F ′′.
Then ΓR = ΓR−{u′,u′′}∪{u}, contradicting the minimality of R. Thus R is separated. By
Proposition 4.4(i), the assumption q 6= 1̂ implies that R ∈ AF ; cf. Definition 4.3.
We next study the topology of the order complex ∆(Q<q).
Proposition 4.7. Fix 1̂ 6= q ∈ Q and write Uq = ΓR where R = {(Fℓ, jℓ)}
r
ℓ=1 ∈ AF . Then
there is a homeomorphism
∆(Q<q) ∼= ∆(M(F)≺F1) ∗ · · · ∗∆(M(F)≺Fr) ∗ S
r−2. (15)
Proof: Let M(F)∗Fℓ denote the poset obtained by appending to M(F)Fℓ a minimal
element 0ℓ. Denote
Cq = M(F)
∗
F1
× · · · ×M(F)∗Fr \ {(01, . . . , 0r)}.
Define a mapping γ : Cq → AF as follows. Let α = (α1, . . . , αr) ∈ Cq and let
L(α) = {1 ≤ ℓ ≤ r : αℓ 6= 0ℓ}.
Note that L(α) 6= ∅. For ℓ ∈ L(α) write αℓ = Gℓ ∈M(F) and let
γ(α) =
⋃
ℓ∈L(α)
{(F, (jℓ)|F ) : F ∈ Gℓ}.
Define an order preserving map θ : Cq → Q≤q as follows: For α ∈ Cq let θ(α) be the
element of Q that satisfies Uθ(α) = Γγ(α).
Lemma 4.8. θ is a poset isomorphism.
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Proof: To show surjectivity, let q′ ≤ q with Uq′ = ΓR′ for some R′ ∈ AF . Then ΓR =
Uq ⊂ Uq′ = ΓR′ and hence, by Proposition 4.6, there exists an α ∈ Cq such that γ(α) = R′.
Therefore Uθ(α) = Γγ(α) = ΓR′ = Uq′ and so θ(α) = q′. To show injectivity, assume that
θ(α) = θ(α′) for some α, α′ ∈ Cq. Then Γγ(α) = Uθ(α) = Uθ(α′) = Γγ(α′) and therefore
γ(α) = γ(α′) by Proposition 4.6. As γ is clearly injective, it follows that α = α′.
2
Recall the following result of Walker (Theorem 5.1(d) in [17]).
Theorem 4.9 (Walker [17]). For 1 ≤ i ≤ r let Ti be a finite poset with minimal element 0i
and maximal element 1i. Let T = T1 × · · · × Tr and 0 = (01, . . . , 0r), 1 = (11, . . . , 1r) ∈ T .
Let T̂i = Ti − {(0i, 1i)} and T̂ = T − {0, 1}. Then there is a homeomorphism
∆(T̂ ) ∼= ∆(T̂1) ∗ · · · ∗∆(T̂r) ∗ S
r−2.
For 1 ≤ i ≤ r let Ti = M(F)∗Fi. Then T̂i = M(F)≺Fi and T̂ = Cq − {({F1}, . . . , {Fr})}.
Lemma 4.8 thus implies that T̂ ∼= Q<q. Therefore by Theorem 4.9:
∆(Q<q) ∼= ∆(T̂ ) ∼= ∆(T̂1) ∗ · · · ∗∆(T̂r) ∗ S
r−2
= ∆(M(F)≺F1) ∗ · · · ∗∆(M(F)≺Fr) ∗ S
r−2.
2
Definition 4.10. For a function 0 6= m ∈ NF , let AF(m) denote the set of all R ∈ AF
such that |{j ∈ [kF ]| (F, j) ∈ R}| = m(F ) for all F ∈ F .
The final ingredient needed for the proof of Theorem 3.1 is the following computation (see
(3) and Definition 1.2(i)).
Proposition 4.11. Let 0 6= m ∈ NF . Then:
|AF(m)| = bF ,k(m) =
a(TF(m))∏
F∈F m(F )!
n∏
j=1
(
kj∑
F∋j m(F )
)
. (16)
Proof: Let A˜(TF(m)) denote the set of all acyclic orientations of TF(m) such that (F, i)→
(F, i′) for all F ∈ F and 1 ≤ i < i′ ≤ m(F ). Then
|A˜(TF(m))| =
a(TF(m))∏
F∈F m(F )!
.
Define a mapping
τ : AF(m)→ A˜(TF(m))×
n∏
i=1
(
[ki]∑
F∋im(F )
)
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as follows. Let R ∈ AF (m). For 1 ≤ i ≤ n let
Bi = {j(i) : (F, j) ∈ R and i ∈ F} ∈
(
[ki]∑
F∋im(F )
)
.
Write
R =
⋃
{F∈F :m(F )>0}
{(F, jF,ℓ) : 1 ≤ ℓ ≤m(F )}
where jF,ℓ ∈ kF for all 1 ≤ ℓ ≤m(F ) and
jF,1(i) < · · · < jF,m(F )(i)
for all i ∈ F . Define an orientation α ∈ A˜(TF(m)) as follows. Let e = {(F, s), (F ′, s′)} be
an edge of TF(m). Define α(e) = ((F, s), (F ′, s′)) if either F = F ′ and s < s′, or if F 6= F ′
and jF,s(i) < jF ′,s′(i) for some (and therefore all) i ∈ F ∩ F ′. Now let
τ(R) = (α,B1, . . . , Bn).
It is straightforward to check that τ is bijective. This proves Proposition 4.11.
2
Example 4.12. To illustrate the bijection τ from the proof of Claim 4.11 consider the
family F = {F ⊂ [4] : |F | ≥ 2} and let n = 4, (k1, k2, k3, k4) = (4, 5, 4, 2). Let F1 = {1, 2},
F2 = {2, 3} and F3 = {1, 3, 4} and for F ∈ F let
m(F ) =

2 F = F1 or F = F2,
1 F = F3,
0 otherwise.
Let R ∈ AF(m) satisfy τ(R) = (α,B1, B2, B3, B4) where
(B1, B2, B3, B4) = ({2, 3, 4}, {1, 2, 4, 5}, {1, 3, 4}, {2})
and the orientation α on the (complete) graph TF(m) is given by the total order
(F2, 1)→ (F1, 1)→ (F1, 2)→ (F3, 1)→ (F2, 2).
The reconstruction of R from τ(R) is depicted in Figure 4.
Proof of Theorem 3.1: Consider the cover {Γ(F,j) : (F, j) ∈ SF} of ÊF , and its associated
intersection poset Q as above. By Proposition 4.4(ii), if 1̂ 6= q ∈ Q then Uq is a sphere
pointed at ∞. Furthermore, if q < p ∈ Q then the injection Up → Uq is a pointed
embedding of a sphere (or the point ∞ if p = 1̂) into a higher dimensional sphere and
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Figure 4: Reconstruction of R from τ(R) (cf. Example 4.12)
is thus homotopic to the constant map Up → ∞ ∈ Uq. Therefore by the Wedge Lemma
(Lemma 1.8 in [18]) there is a homotopy equivalence
ÊF ≃
∨
q∈Q
∆(Q<q) ∗ Uq. (17)
We next determine the contribution of each q ∈ Q to (17). If q = 1̂ then ∆(Q<q) ∗ Uq is
contractible to the point ∞ and hence does not contribute to (17). Suppose q < 1̂ and let
Uq = ΓR where R = {(Fℓ, jℓ)}rℓ=1 ∈ AF . Combining Proposition 4.4(ii) and (15) it follows
that
∆(Q<q) ∗ Uq ∼= ∆(M(F)≺F1) ∗ · · · ∗∆(M(F)≺Fr) ∗ S
r−2 ∗ SN−
∑
(F,j)∈R(|F |−1)
∼= SN−
∑r
i=1(|Fi|−2)−1 ∗
r
B
i=1
∆(M(F)≺Fi).
Therefore, if R ∈ AF(m) and Uq = ΓR then (cf. (3))
∆(Q<q) ∗ Uq ∼= S
N−cF(m) ∗ B
F∈F
∆(M(F)≺F )
∗m(F ). (18)
Theorem 3.1 now follows from (17), (18) and Proposition 4.11.
2
5 Applications
In this section we use Theorem 1.3 to study several specific Euclidean pattern spaces.
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5.1 The Homology of ~P (Rn \ Zn)k+1
0
As noted earlier, Rn \ Zn = XF where F consists of the single set [n]. Since ∆(M(F)≺[n])
is the empty complex {∅} it follows that fK(∆(M(F)≺[n]), t) = 1. If m([n]) = m > 0 then
bF ,k(m) =
∏n
i=1
(
ki
m
)
and cF(m) = m(n− 2) + 1. Theorem 1.3 implies that
fK(~P (R
n \ Zn)k+10 , t) =
∑
m≥1
n∏
i=1
(
ki
m
)
tm(n−2)+1.
Since H˜∗(∆(M(F)≺[n])) = H˜−1({∅}) = Z is free, it follows that H˜ℓ(~P (Rn \ Zn)k+10 ) is free
of rank
∏n
i=1
(
ki
m
)
if ℓ = (n − 2)m > 0, and is zero otherwise. This recovers the above
mentioned Theorem 1.1 of Raussen and Ziemiański [14].
5.2 Binary Path Spaces
The binary path space associated with an upward closed F ⊂ 2[n] is ~P (XF)20 where 2 =
(2, . . . , 2). Note that ~P (XF)20 is homotopy equivalent to the diagonal subspace arrangement
R
n −
⋃
F={i1,...,iℓ}∈F
{x = (x1, . . . , xn) ∈ R
n : xi1 = · · · = xiℓ}.
The general formula (5) for the Poincaré series of ~P (XF)k+10 simplifies in this case as
follows. Let k = 1 and let 0 6= m ∈ NF . Then bF ,1(m) = 1 if both m(F ) ≤ 1 for all
F ∈ F , and {F : m(F ) = 1} ∈M(F). Otherwise bF ,1(m) = 0. Hence, by (5)
fK
(
~P (XF)
2
0, t
)
=
∑
G∈M(F)
t
∑
F∈G(|F |−2)+1
∏
F∈G
fK
(
∆(M(F)≺F ), t
−1
)
. (19)
Equation (19) can also be obtained from the general Goresky-MacPherson formula for the
homology of subspace arrangements [8].
5.3 The (s,k)-Equal Path Space
Let 1 ≤ s ≤ n and k = (k1, . . . , kn) ∈ Nn+. The (s,k)-equal path space is defined as
~P (XFn,s)
k+1
0 where Fn,s = {F ⊂ [n] : |F | ≥ s}. This path space occurs when every process
Ti calls upon a single resource a of capacity s− 1 a number ki of times.
We use Formula (5) to obtain some information on the homology of this space. For
m ≥ s, let Πm,s denote the poset of nontrivial partitions of [m] such that every non-
singleton block has cardinality at least s. The homology of the order complex ∆(Πm,s)
had been determined by Björner and Welker [3] and was further studied in [2, 10]. We will
need the following result:
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Theorem 5.1 (Theorem 4.5 in [3], Corollary 6.2 in [2]). ∆(Πm,s) has the homotopy type
of a wedge of spheres. The d-th Betti number of ∆(Πm,s) is nonzero iff d = m−3−ℓ(s−2)
for some 1 ≤ ℓ ≤ ⌊n
s
⌋, and
β˜m−3−ℓ(s−2)(∆(Πm,s)) =
∑
j1+···+jℓ=m
ji≥s
(
m− 1
j1 − 1, j2, . . . , jℓ
) ℓ−1∏
i=0
(
ji − 1
s− 1
)
. (20)
Note that ∆(M((Fn,s)≺F )) ∼= ∆(Π|F |,s) for any F ∈ Fn,s. Theorem 1.3(i) implies that
H∗(~P (XFn,s)
k+1
0 ) is free. Moreover, by Theorem 1.3(ii)
fK
(
~P (XFn,s)
k+1
0 , t
)
=
∑
06=m∈NFn,s
bF ,k(m)t
cFn,s(m)
∏
F∈Fn,s
fK
(
∆(M((Fn,s)≺F )), t
−1
)m(F )
=
∑
06=m∈NFn,s
bF ,k(m)t
∑
F∈Fn,s
m(F )(|F |−2)+1µ(m, t)
(21)
where
µ(m, t) =
∏
F∈Fn,s
⌊ |F |s ⌋∑
ℓ=1
β˜|F |−3−ℓ(s−2)(∆(Π|F |,s))t
−|F |+2+ℓ(s−2)
m(F ) .
It follows that tα appears in fK
(
~P (XFn,s)
k+1
0 , t
)
with nonzero coefficient only if α ≡
1(mod(s− 2)).
Corollary 5.2. H˜ℓ(~P (XFn,s)
k+1
0 ;Z) = 0 unless ℓ = m(s− 2) for some m > 0.
5.4 The Connectivity of Path Spaces
The following result determines the homological connectivity of
−→
P (XF)
k+1
0 .
Proposition 5.3. Let s(F) = minF∈F |F |. Then
min{i : H˜i(
−→
P (XF )
k+1
0 ;Z) 6= 0} = s(F)− 2.
Proof: Choose an F ∈ F such that |F | = s(F). Then ∆(M(F)≺F ) is the empty com-
plex {∅} and therefore fK(∆(M(F)≺F ), t−1) = 1. Letting m(F ′) = 1 if F = F ′ and
zero otherwise, it follows from Theorem 1.3(ii) that tcF (m) = t|F |−1 = ts(F)−1 appears in
fK(
−→
P (XF )
k+1
0 , t) with a positive coefficient, and therefore H˜s(F)−2(
−→
P (XF)
k+1
0 ;K) 6= 0.
For the other direction, first note that for any F ∈ F
dim∆(M(F)≺F ) ≤ |F | − s(F)− 1.
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Therefore for any F1, . . . , Fr ∈ F
dim
r
B
i=1
∆(M(F)≺Fi) ≤
r∑
i=1
(|Fi| − s(F)− 1) + r − 1
=
r∑
i=1
|Fi| − rs(F)− 1
<
r∑
i=1
(|Fi| − 2)− s(F) + 2.
Thus
H˜j(SN−
∑r
i=1(|Fi|−2)−1 ∗
r
B
i=1
∆(M(F)≺Fi) = 0
for all
j ≥ (N −
r∑
i=1
(|Fi| − 2)− 1) + (
r∑
i=1
(|Fi| − 2)− s(F) + 2) + 1
= N − s(F) + 2.
As ÊF is a wedge of spaces of the form
SN−
∑r
i=1(|Fi|−2)−1 ∗
r
B
i=1
∆(M(F)≺Fi)
where F1, . . . , Fr ∈ F , it follows that H˜j(ÊF ;Z) = 0 for all j ≥ N − s(F) + 2. Finally,
Alexander duality H˜i(
−→
P (XF)
k+1
0 ;Z)
∼= H˜N−i−1(ÊF ) implies that H˜i(
−→
P (XF)
k+1
0 ;Z) = 0
for all i ≤ s(F)− 3.
2
In fact, we establish the following stronger result:
Proposition 5.4. Let p denote any directed path in ~P (XF)
k+1
0 . Then πi(~P (XF )
k+1
0 ;p) = 0
for all i ≤ s(F)− 3.
Proof. According to Proposition 2.2, we may replace ~P (XF)k+10 with the homotopy equiv-
alent space DF ⊂ ∆˚k. Proposition 5.3 tells us that DF is connected; hence we can choose
any base point p ∈ DF in the following. Connectedness can also be concluded from the
subsequent argument in the case i = 0.
Let F : Si → DF denote any continuous map. Its image F (Si) is compact and has
thus positive distance from the compact set EF ⊂ ∆k. F admits a smooth approximation
F˜ : Si → ∆˚k homotopic to F and so close to F that the image of the homotopy does not
intersect EF . Extend F˜ to a smooth map G : Di+1 → ∆˚k by defining G(0) = p and by
convex combination with F˜ on the boundary Si. The image G(Di+1) may intersect EF .
18
By multiple application of the transversality theorem (see e.g. [9, Theorem III.2.1],[1,
Ch. I.2]), one can find a smooth approximation H to G that is transversal to all strata
in EF . Moreover, since the compact sets G(Di+1) and ∂∆k have a positive distance,
we may assume that H(Di+1) is contained in ∆˚k, as well. Each of the subspaces GF,,j
in the definition of EF has codimension |F | − 1 in RN , and intersections have higher
codimensions. In particular, if i+ 1 < |F | − 1, then H(Di+1) ∩GF,,j = ∅ by transversality.
If i + 1 < s(F) − 1, then H(Di+1) ∩ EF = ∅ and H establishes that F˜ and hence F are
nul-homotopic in DF .
6 Concluding Remarks
We conclude with a few remarks about possible extensions of the results of this paper that
we hope to deal with in future work. One obvious challenge concerns finding maps from
spheres, and more generally products of spheres, into path space such that the images of the
fundamental classes may serve as generators for homology in the appropriate dimensions,
aiming at a generalization of [14, Corollary 3.10] in the paper of Raussen and Ziemiański.
This is work in progress.
On the other hand, the situation we analysed is perhaps characterized by more regu-
larity than what is needed for the method to work. The paper of Raussen and Ziemiański
[14] calculates the homology of the path space ~P (X)k+10 with X = R
n \ Y with Y a subset
of Zn. It seems likely that it is possible to extend our results to the following more general
situation (with F an upward closed hypergraph on [n] as previously):
For F ∈ F and α : F → Z a function, let Yα := {(x1, . . . , xn)| xi = α(i), i ∈ F}. For
any non-empty subset β(F ) ⊂ ZF let Yβ(F ) :=
⋃
α∈β(F ) Yα. In the present paper, we only
considered β(F ) = ZF .
Now we assume that for every F ∈ F such a subset β(F ) has been chosen. Coherence
suggests either to make a choice only for minimal elements of the family or to ask that
β(F2) consists of all extensions of functions in β(F1) to F2 in case F1 ⊂ F2. The set to be
excluded is then the union of hyperplanes Y =
⋃
F∈F Yβ(F ). It seems likely that one can
determine the homology of ~P (X)k+10 with X = R
n \ Y , as well.
It is less obvious how to analyse topological properties of path spaces associated to
general PV spaces (cf. Section 1) via arrangements – those would no longer be given by
restrictions of linear subspaces. Instead, one has to remove thickened subspace arrange-
ments within products of simplices leading to pattern spaces that are more difficult to
analyse. For such thickened arrangements, our method – that makes essential use of the
Wedge Lemma – is in general no longer applicable.
Since Ziemiański has shown [19] that every finite simplicial complex can arise as a
connected component of the path space for some PV-space, one cannot expect a simple
algorithmic determination of the homology of such a path space in general.
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