I. Introduction
Generally, the process of analyzing data from different outlooks and succinct it into useful information is called as data mining. It is also known as data or knowledge discovery. It allows users to analyze the data from many different dimensions or angles, categorize it, and summarize the relationships identified. Officially, data mining is the method of finding the association or correlations or patterns among masses of fields in enormous interactive databases. Any details, numbers, or text that can be administered by a computer are termed as data, which includes operational data, non-operational data and meta data. The result of patterns, associations, or relationships among all this data can afford information. Then the facts can be converted into knowledge about historical patterns and future trends.
Data mining functionalities are characterization and discrimination, classification and prediction, cluster analysis, outlier analysis, trend and evolution analysis. Generally the low dimensional data is very simple and easy to cluster using clustering algorithms. Clustering is the crucial task to cluster the high dimensional data. The data items are collected authorizing to logical relationships or end user likings, which can be defined by the cluster. Theoretically, a cluster is collection of items which are related between them and are unrelated to the items belonging to other clusters. Unsupervised learning problem is significant role in clustering; so, as every other problem of this kind, it deals with finding a structure in a collection of unlabelled data.
The determination of the intrinsic grouping in a set of unlabelled data can be considered the most important goal of clustering. Clustering algorithm has several requirements. Some of the main requirements such as, that should satisfy its scalability, dealing with different types of features, find out clusters with random shape, minimal necessities for domain knowledge to regulate input parameters, capacity to deal with noise and outliers, inattentiveness to order of input records, high dimensionality, interpretability and usability. There are a number of problems with clustering. They are dealing with large number of dimensions and large number of data items can be challenging because of time complexity, the result of the clustering algorithm that in many cases can be arbitrary itself. Clustering algorithm can be applied in many fields such as marketing, biology, earthquake studies, insurance, city -planning, www etc.
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Clustering the high-dimensional data can be defined by the cluster analysis of data with wherever from a little dozen to many thousands of dimensions. Such high-dimensional data spaces are often met in areas such as medicine, where DNA microarray technology can produce a large number of measurements at once, and the clustering of text documents, where, if a word-frequency vector is used. The problem needs to overcome for clustering in high dimensional data is the curse of dimensionality. Multiple dimensions are hard to think in, impossible to visualize, and, due to the exponential growth of the number of possible values with each dimension, complete enumeration of all subspaces becomes intractable with increasing dimensionality. This problem is known as the curse of dimensionality.
Difficulty in distinguishing between related and unrelated points is, however, not the only aspect of the dimensionality curse which also problems in k-nearest neighbor based implication [21] . The phenomenon of hubness has been referred and used it as actually highly unfavourable. Formation of hubs by, very frequent neighbor points which take over among all the occurrences in the k-neighbor sets of intrinsically high dimensional data. Most other points either never appear as neighbors or appear so very rarely. They are mentioned to as anti-hubs. It is usually of a geometric nature and does not reflect the semantics of the data. In other words hubness has an impact on the forming of the shared neighbor similarity scores, which is the tendency of some data points in high-dimensional data sets to occur much more frequently in k-nearest neighbor lists of other points than the rest of the points from the set, can in fact be used for clustering. When compared with low dimensional data, high dimensional data is very difficult to cluster. Recently cluster is useful for bio-informatics and many other research areas. Clustering is needed in many number of domains, like the biological and medical applicaton such as microarray data analysis, analysis of drug activity and analysis of nutrition data. Table 1 illustrates the sample real world dataset as pharmacological class list for clustering. The datasets contains the generic name, oral administration as its indication and dosage for different systems. Section 2 specifies the existing method that can be used for clustering the high dimensional data. The proposed method uses hub based clustering algorithm for this real world data sets for cluster.
II. Literature Survey
The various clustering algorithm has been used for predicting the high dimensional data. The high dimensional data has regularly affected by the curse of dimensionality. This leads to the greater impacts on the density based and subspace clustering algorithm. The effects of high dimensional data can be tried to resolved using hubness phenomenon. The several different approaches used to evaluate the high dimensional data can be discussed below:
A. Subspace clustering algorithm
The author [7] has proposed to detect the cluster and compared with three different prototype models such as cell based, density based and clustering oriented approach.
The author [7] proposed cell based approaches pursuit for sets of fixed or variable grid cells. It employs several approaches and all are based on a cell approximation of the data space. First typical model in this approach for clustering was presented by CLIQUE. The CLIQUE algorithm can be divided into the following three steps: (1) Find even units and identify subspaces containing clusters. (2) Identify clusters in the selected subspace. (3) Generate minimal description for the clusters. Another algorithm be SCHISM, which improves the cluster definition by variable threshold fit to the subspace aspects. Efficient subspace clustering is mainly based upon monotonicity property in pruning subspace. This pruning technique can be used in CLIQUE algorithm to remove noise and to improve the efficiency of the cluster quality. Both CLIQUE and SCHISM approach, they sum the number of objects within the cell and to compute whether this cell is a part of subspace cluster or not. Moreover, the result cluster is highly dependent on their cell properties but the result of the computation be much more efficient. Typically this methods independent on the number of data objects, yet dependent on grid size.
The author [7] recommended density based approaches are defined with respect to Euclidean distance and minimum points. The "closeness" is defined in terms of a distance metric, such as Euclidean distance. First typical model in this approach for clustering was SUBCLU. SUBCLU is an extension of DBSCAN algorithm. SUBCLU uses monotonicity property, so that it reduces the search space by pruning technique like in CLIQUE.
For each computation process, SUBCLU uses the original data and require large database scans. Due to large database scan, the computation result be in efficient. Generally finding a meaningful cluster within the neighbourhood range is a major challenging task. This task be overcome by the method FIRES. It uses 1d histogram information and experimental to adapt a neighbourhood range to its subspace dimensionality. [7] offered clustering oriented approaches mainly concentrate on the clustering result. First approach in this model is PROCLUS [2] . PROCLUS extends the k-means algorithm. Datas are collected and stored in the database. These datas are separated into k clusters with normal dimension. Another approach in this model is STATPC. Typical function of STATPC is to determine the best non-unneeded clustering and it defines the properties of cluster. Its main objective is to improve the quality of clustering. These clustering oriented approaches promptly control the clustering result. And it do not control the individual cluster. Both the cell based and density based approaches stipulate a cluster definition and they does not provide any improvement process to select cluster. But the clustering oriented approach provide optimization process to the overall clustering. The overall quality of the cluster can be judge by the measure called accuracy. The author has specified this accuracy by Accuracy = Correctly Predicted Objects
Prototype
All Objects Gene expressions are popular in medical sciences research and development. The author has adopted the real world data sets as gene expressions and provided a standard level set of results on a large variety of real world and synthetic data sets. Table 2 illustrates the properties of each approaches and comparisons are made by these methods can be evaluated. The author has been evaluated the results, which can be made by different measures such as RNIA, CE (clustering error), accuracy, entropy, coverage, number of clusters, runtime, average dimension and the results have represented by graphical representations. The author has explored the important properties for each models and compared them in evaluations get highlighted.
TABLE 2: CHARACTERISTICS OF THREE PROTOTYPE MODELS

B. Density based clustering algorithm
The author [11] used SUBCLU algorithm for identifying the clusters in high dimensional data. The author has taken a gene expression as data set and compared the evaluation results for generating all the clusters. One of the approach for subspace clustering is CLIQUE 1 . It is a simple grid-based method for finding density based clusters in subspaces. CLIQUE partitions each dimension into non overlapping intervals, thereby partitioning the entire embedding space of the data objects into cells. It uses a density threshold to identify dense cells and sparse ones. A cell is dense if the number of objects mapped to it exceeds the density threshold. All datas which are not dense are eliminated. CLIQUE uses pruning technique to eliminate the redundant data. It is used to genereate the minimal cluster report. Another approach for subspace clustering is ENCLUS 2 also handled by the author [2] . It is based on computation of a discrete random variable. It uses monotonicity property and it is analogous to CLIQUE. It is based on bottom-up approach. The major shortcomings of all these methods are, they depend on grid size. As an alternative of using grids, take on the concept of density connectivity. Generally clustering algorithm fade to produce a meaningful cluster. In order to create a meaningful datasets, the role of SUBCLU algorithm in subspaces. It has several qualities. SUBCLU algorithm has the ability to identify arbitrarily shaped cluster in subspace. It uses bottomup strategy to remain efficient. It has well defined cluster concept. In contrast to CLIQUE, SUBCLU does not use any pruning technique.
The main strategy behind the density based clustering methods, which can discover clusters of nonspherical shape. The density based clustering methods uses DBSCAN 3 , DENCLUE 4 and OPTICS 5 for clustering.
Using a Minimum point, this specifies the density threshold of dense region in DBSCAN for finding arbitrary shaped cluster very effective. But it is not suitable for real world, high dimensional data. The edifice of the OPTICS is very similar to the DBSCAN. It does not explicitly produce a data set clustering. It does not require any specific density threshold. The author [15] [6] offered DBSCAN and the author [14] [6] recommended OPTICS. In DBSCAN and OPTICS, density is calculated by counting the number of objects in a neighbourhood and it can be highly sensitive. DENCLUS is based on a set of density distribution functions. It uses kernel density estimation and can effectively reduce the influence of noise. Moreover, DENCLUE is invariant against noise. All these density based methods may filter out the outliers. The SUBCLU algorithm first develop all 1-dimensional clusters by using DBSCAN. Pruning technique is applied to the resulting cluster, to check whether this cluster is in part of it or not in the subspaces. This technique is used to reduce the clusters in the subspaces. Finally develop and list the k+1 dimensional clusters. The advantage of using SUBCLU algorithm is to minimize the cost of the runs of DBSCAN. To evaluate the efficiency and scalability of SUBCLU the author compared it with CLIQUE. SUBCLU clustering algorithm can be applied to the following gene expression data that yields a meaningful clusters. Figure 1&2 performs multiple range queries in arbitrary subspaces with respect to the size of the data set and dimensionality of the cluster with scalability. Therefore, the author presented the experimental and theoretical reults to compute the accuracy and scalability of SUBCLU.
C. Hubness based clustering algorithm
The author [17] has been proposed Hubness Information k-Nearest Neighbor (HIKNN) for managing high dimensional data. HIKNN algorithm was compared with other previous hubness based algorithm. Hubs, is a data point that frequently occurred in k-nearest neighbor list and rarely occurring points or may outliers are called as antihubs. The search for nearest neighbour is a very critical aspect in clustering algorithm. The k-nearest neighbor [12] [21] [2] algorithm is the basic method for simple to find the nearest neighbor. It is broadly used as a classification method and very straightforward. The phenomenon of hubness is normally associated with concentration of distances. Hubness aware approaches have three algorithms such as hw-kNN, h-FNN, NHBNN. Hubs can be categorized into two types. First one is good hubs and another one is bad hubs. This classification can be based on the number of label matches and mismatches in the k-occurrences. First approach is hw-kNN. This method reduces the impact of bad hubs and it is very simple to implement. Bad hubness can be identified by its weight. If a point shows a bad hubness, give its vote as lesser weight.
Second approach is h-FNN. This algorithm combines weight with fuzzy votes. It uses a threshold parameter. To determined the antihubs by using the threshold parameter. One major drawback in this algorithm as it has not explain a clear way of managing with antihubs. Third approach is NHBNN. This algorithm uses the Naïve Bayes rule to allowed for further optimization. It also have not give a detailed description of managing with antihubs. Both h-Fnn and NHBNN does not handle with antihubs. In High dimensional data, almost most of the points may belongs to either hubs or to antihubs but very few points may neither belongs to hubs nor to antihubs. These points have not take consideration into the previous algorithm. The following information based voting procedure taken these points into consideration. HIKNN handles antihubs through information based structure. The overall occurrence of informativeness is taken into consideration. It had well generalized and may be over fitting on the dataset. It was parameter free. It has improved the overall classification accuracy.
D. Popular Nearest Neighbors in High Dimensional Data
The author [9] [16] [20] [22] [5] [18] has been performed a theoretical and experimental analysis of hubness and its triggres, techniques for clustering, classification and information retrieval. k-occurrence value can be computed by the position of a points in data space. If the dimensionality increases then the strong correlation appear, which indicates that the points closer to the mean and that points have a tendency to become a hubs. The mechanism of hubs can be applied to both unimodal and multimodal data distribution. The phenomenon of hubness has been usually related to the focus of distances. The ratio between the standard deviation and the mean can be represented by distance concenteration. Hubness in real data necessarily takes two factor into an account. The first factor is dependent attributes and the second factor is many groups, that is real datasets are typically clustered. The author has been observed the following methods for reduce the dimensionality: (a) principal component analysis (PCA), (b) independent component analysis (ICA), (c) stochastic neighbour embedding(SNE), (d) isomap and (e) diffusion map. Figure 3(d,e) replace the original distance by the distances derived from a neighbourhood graph. The author has been observed the interaction of k-occurrences with information provided by the labels based on good and bad k-occurrences. Good occurrences can be defined as the number of points from the dataset where the labels do match. Bad occurrences can be defined as the number of points from the dataset where the labels do not match. Bad hubs which affects the well-known classification. So that the author has been focused on classification algorithms such as k-nearest neighbour classifier, support vector machines and AdaBoost.
The first algorithm is k-nearest classifier [13] . This algorithm uses Euclidean distance. It is used to detect the nearest neighbors. Bad hubs are not suitable to carry more information than other points for k-NN classification because non-borderline regions of space can be utilized by each class.
The Second algorithm is support vector machines. It can also specified by the border between classes. In contrast to k-NN classification, bad hubs is much more important for support vector machines. This algorithm can be defined by smooth monotone function of Euclidean distance between points in the dataset and which contains data dependent constant. Finally, the third algorithm is boosting algorithms. This algorithm takes more concentration to the points in the trained data sets. It assigns the weight to the points and updating the weights to the individual points. This algorithm improves accuracy and make restricted to its outliers. It act as a good performance of the weighting scheme to both hubs and antihubs and distance based outliers.
Clustering and outlier detection are the tasks that takes a vital role in hubness phenomenon. The goals of distance based clustering algorithm are to minimize the intra cluster distance and maximize the inter cluster distance. Outliers cannot be cluster because all the points other than cluster group in the dataset have high intra cluster distance. The points that can have low k-occurrences which leads to increase the intra cluster distance. On the other hand, the points that can have high k-occurrences which leads to reduce the inter cluster distance. Hubs do not cluster well because it have low inter cluster distance. The author has been explored the feature of the curse of dimensionality and that can be cleared using the hubness phenomenon. The author has demonstrated it through theoretical and experimental analysis including synthetic and real data sets.
III. Conclusions And Future Work
From the literature survey, we discussed about the existing clustering method for cluster the data. In recent trends, biological data as real world dataset for clustering becomes difficult because it is a very high dimensional data. To eradicate this problem, the proposed system use a hub based clustering algorithm to automatically determine the number of cluster from the biological data. The proposed method is design to find the spherical shaped clusters from the sample dataset as mentioned as earlier in the Table 1 . By using a hub based clustering technique to improve the quality of cluster in terms of effectiveness and accuracy, and to avoid only detecting hyper-spherical cluster.
