Abstract. Let Γ be a countable discrete group and Γ (X, µ) a probability measure-preserving action. A probability measure-preserving action Γ (Y, ν) where Y is a metrizable space and the action is by homeomorphisms is called a topological model
Introduction
This paper is concerned with the sofic entropy of probability measure-preserving actions. Entropy for a probability measure-preserving action of a sofic group (see 2.1 for the definition) was originally defined by Bowen in [1] and was extended to its full generality by Kerr-Li in [22] . Sofic entropy is a considerable extension of entropy for actions of an amenable group defined by Kieffler in [25] .
If Γ (X, µ) is a probability measure-preserving action of a countable discrete group, a topological model for the action is an action Γ (Y, ν) isomorphic to Γ (X, µ) where Y is a metrizable topological space, ν is a Borel probability measure on Y and the action is by homeomorphisms. It turns out that compact models always exist. Moreover, Kerr-Li in [22] show that one can compute entropy in the presence of a compact model in a manner which uses the topology. Many of the computations for sofic entropy have used the compact model formalism (see [26] , [22] , [16] ). The major goal of this paper is to give a definition of sofic entropy in the presence of a Polish model (that is where Y is merely assumed to be a Polish space, i.e. a completely metrizable separable topological space). We remark here that R. Bowen defined (see [5] ) topological entropy for uniformly continuous automorphisms of a metric space, proving that it was Date: November 19, 2014.
1 invariant under uniformly continuous conjugacies. Our approach is slightly different here, we do not require the homeomorphisms to be uniformly continuous and prove simply produce an alternate formula for sofic entropy when the measure-theoretic action is by homeomorphisms of a Polish space.
Since compact models always exist, we should mention why we decided to consider the case of a Polish model. For this, let us mention a natural way of obtaining compact models. Given Γ (X, M, µ), consider a sequence (f n ) ∞ n=1 of bounded measurable functions so that M is generated (up to sets of measure zero) by {gf −1 n (A) : g ∈ Γ, n ∈ N, A ⊆ C is Borel}. We then have a Borel measurable map Φ : X → C N×Γ by Φ(x)(n, g) = f n (g −1 x).
Let ν = Φ * µ, and let Γ C N×Γ be the Bernoulli action. By our generating assumption, we have Γ (C N×Γ , ν) ∼ = Γ (X, µ).
Since each f n is in L ∞ (X, µ) one can show that ν is supported on a compact set. If one drops the assumption that f n is in L ∞ (X, µ), then instead of a compact model one has a Polish model (namely C N×Γ ). From this discussion we see that Polish models are a natural way of dealing with generators which are unbounded functions. We remark here that if (f n ) ∞ n=1 have · ∞ at most one, and one uses the dynamically generating pseudometric (see Section 3 for the definition of dynamically generating) ∆ on {z ∈ C : |z| ≤ 1}
N×Γ given by ∆(x, y) = ∞ n=1 1 2 n |x(n, e) − y(n, e)|, then one recovers the operator algebraic setup of Kerr-Li in [22] . Thus, in the case of a Polish model associated to a family of generators our approach becomes a generalization of the operator algebra approach given by Kerr-Li in [22] , the main difference that we allow a family of unbounded generators.
There are interesting consequences of working in this generality, which are not obvious in our mind from the compact model approach. Since the subject is fairly young, there have been relatively little consequences of positive sofic entropy which have been discussed so far particularly in the case of measure entropy. Aside from being an isomorphism invariant, which have been used to prove fundamental results on nonisomorphisms of Bernoulli shifts in [1] and [21] , for the case of general sofic groups the applications have mostly been to topological entropy. In [23] , Kerr-Li relate positive topological entropy to a combinatorial version of independence and prove that actions with positive entropy must exhibit some chaotic behavior (for example, they must be Li-Yorke Chaotic). In particular actions on compact metrizable spaces with positive entropy cannot be distal. Interesting consequences have been given by Seward in [33] , but for the case of f -invariant entropy when the group is a free group. We use the Polish model formalism to deduce properties of the representation Γ L 2 (X, µ) from positive entropy assumptions when the group is merely sofic. Recall that the left regular representation of a group λ : Γ → U(ℓ 2 (Γ)) is defined by (λ(g)f )(x) = f (g −1 x). We will sometimes use λ Γ to specify the group. We will also use λ Γ,R (or λ R if the group is clear) for the orthogonal representation which is the restriction of λ Γ to ℓ 2 (Γ, R).
Theorem 1.1. Let Γ be a countable discrete sofic group with sofic approximation Σ. Let Γ (X, M, µ) be a measure-preserving action where (X, M, µ) is a standard probability space. Suppose that H ⊆ L 2 (X, µ) is a closed Γ-invariant linear subspace and that M is generated by {gf −1 (A) : f ∈ H, g ∈ Γ, A ⊆ C is Borel}.
If π H has no nonzero subrepresentation emendable in the left regular representation then h Σ,µ (X, Γ) ≤ 0.
Intuitively, entropy should be some measure of randomness of the system. The above theorem shows indeed that positive entropy actions must exhibit some randomness properties. For example, we can view the left regular representation as the representation which exhibits the perfect amount of mixing, as it is generated by elements whose nontrivial translates are always orthogonal. We can also use this to show that highly structured actions, like compact actions must have entropy 0 or −∞. Corollary 1.2. Let Γ be a countable discrete sofic group with sofic approximation Σ. Suppose that α : Γ → Aut(X, µ) has image contained in a compact (for the weak topology) subgroup of Aut(X, µ). Then for the action given by α, h Σ,µ (X, Γ) ≤ 0.
Note that this is an analogue of Corollary 8.4 in [23] , as compact actions may be viewed as a measuretheoretic analogue of isometric actions. This naturally leads us to conjecture an analogous statement for compact extension, which ends up being true. Theorem 1.3. Let Γ be a countable discrete group with sofic approximation Σ. Then (X, µ), (Y, ν) be standard probability spaces with Γ (X, µ), Γ (Y, ν) by measure-preserving transformations. Suppose that π : (X, µ) → (Y, ν) is a compact Γ-extension. Then, h Σ,µ (X, Γ) ≤ h Σ,ν (Y, Γ).
Additionally, we can prove h Σ,µ (X, Γ) ≤ lim inf n→∞ h Σ,µn (X n , Γ)
if Γ (X, µ) is the inverse limit of Γ (X n , µ n ). Using Furstenberg-Zimmer structure theory and the variational principle we recover a consequence of Corollary 8.4 in [23] , that distal topological actions have entropy at most zero.
We can say even more than Theorem 1.1 if we assume a stronger version of positive entropy. Recall that an action Γ (X, µ) has completely positive entropy with respect to a sofic approximation Σ if whenever Γ (Y, ν) is a factor of Γ (X, µ) and (Y, ν) is not a one-atom space then h Σ,ν (Y, Γ) > 0.
Corollary 1.4. Let Γ be a countable discrete sofic group with sofic approximation Σ. Suppose that Γ (X, µ) has completely positive entropy with respect to Σ. Then the representation Γ L 2 (X, µ) ⊖ C1 is embeddable into the infinite direct sum of the left regular representation.
When Γ is amenable, it is known that if Γ (X, µ) has completely positive entropy, then Γ L 2 (X, µ) ⊖ C1 is isomorphic to the infinite direct sum of the left regular representation (see [9] ). The proof in [9] uses the fact that every action of an amenable group is orbit equivalent to an action of the integers. Combining with the well-known fact that every free ergodic action of amenable group factors onto a Bernoulli shift, and that for Bernoulli shifts Γ (B, η) we have L 2 (B, η) ⊖ C1 ∼ = ℓ 2 (Γ) ⊕∞ , our corollary proves that a free action of amenable group with completely positive entropy has Koopman representation isomorphic to an infinite direct sum of the left regular representation. Moreover, we do not need to use any orbit equivalence theory, and our proof is more or less direct from the Polish model formalism. We mention in passing that it is not known if free, ergodic, positive entropy actions of a countable discrete sofic group factor onto Bernoulli shifts. Thus, we cannot directly argue from our corollary that Γ L 2 (X, µ) ⊖ C1 ∼ = Γ ℓ 2 (Γ) ⊕∞ . We mention that Kerr has shown in [18] that Bernoulli actions of sofic groups have completely positive entropy. If one wants to find other examples of completely positive entropy, our corollary may be useful as it indicates that one should first check if the Koopman representation embeds into an infinite direct sum of the left regular representation.
Sofic entropy was originally developed to prove nonisomorphism of Bernoulli shifts, and since then there have been many computations for Bernoulli-like actions such as algebraic actions (see [1] , [22] , [16] ). Another class of actions defined for general groups which is similar to a Bernoulli shifts is the class of Gaussian actions (see section 6.1 for the definition). To the best of our knowledge, entropy for Gaussian actions has only been computed when the acting group is abelian (see [27] and [9] ). As a consequence of the Polish model formalism we have the following result for entropy of Gaussian actions. Theorem 1.5. Let Γ be a countable discrete sofic group with sofic approximation Σ. Let ρ : Γ → O(H) be an orthogonal representation and Γ (X ρ , µ ρ ) the induced Gaussian action. Write ρ = ρ 1 ⊕ ρ 2 where Hom Γ (ρ 1 , λ Γ,R ) = {0} and ρ 2 is embeddable into λ ⊕∞ Γ,R . Then
Let us mention specifically the amenable case. Corollary 1.6. Let Γ be a countable discrete amenable group. Let ρ : Γ → O(H) be an orthogonal representation and Γ (X ρ , µ ρ ) the induced Gaussian action. Write ρ = ρ 1 ⊕ ρ 2 where ρ 2 is embeddable into Γ ℓ 2 (Γ, R) ⊕∞ , and Hom Γ (ρ 1 , λ Γ,R ) = {0}. Then h µ (X ρ , Γ) = ∞ if and only if ρ 2 = 0, and if ρ 2 = 0, then h µ (X ρ , Γ) = 0.
Again the proof goes through considering a Polish model given by a generating family of functions. Specifically consider the case where there is a ξ ∈ H with Span{ρ(g)ξ : g ∈ Γ} = H. In this case, one can show that there is a Polish model of the form (R Γ , µ ξ ) where Γ R Γ is Bernoulli and
Although one can write down a compact model, it is not as natural and the measure is not described as naturally in terms of the representation. We mention that if Γ is amenable and is an infinite conjugacy class group (i.e. every nontrivial conjugacy class is infinite) then there is a easy proof that if ρ :
Namely, one can show in this case that there is an n so that ρ ⊕n contains λ R,Γ (this is a consequence of the theory of II 1 factors). In this case (X ρ , µ ρ ) will factor onto (X λ , µ λ ) which is isomorphic to Γ (R, η) Γ where η is the Gaussian measure. Since entropy for amenable groups decreases under factor maps, we are done. This proof fails disastrously in the non-amenable case. It is very far from true that sofic entropy decreases under factor maps for non-amenable groups. In fact, it can be shown that for every nonamenable group there is a α > 0 so that if (X, µ) is a measure space with H(X, µ) ≥ α then Γ (X, µ) Γ factors onto every nontrivial Bernoulli shift (see [4] Corollary 1.6), even a Bernoulli shift with infinite entropy. Moreover, if Γ contains a free group then α can be taken to be any positive number [3] . In fact, even more is true: a recent result of Seward (see [34] , Theorem 1.1) implies the for every nonamenable sofic group Γ, there is an α > 0 so that any probability measure-preserving action of Γ is a factor of any action having sofic entropy less than α. Thus, there is no simple proof in the nonamenable case based on factors, and we must use a direct proof.
Let us mention the main important aspect of Polish spaces that will be relevant for us. Let X be a Hausdorff topological space and F a family of Borel probability measures on X. Recall that F is said to be tight if for all ε > 0, there is a compact K ⊆ X so that µ(X \ K) ≤ ε. The weak topology on the space of Borel probability measures on X is define by convergence when integrated against elements of C b (X) the space of bounded continuous functions. That is, a net µ α ∈ Prob(X) has µ α → µ weakly if
for all f ∈ C b (X). Prokhorov's Theorem states that a family of Borel probability measures on X is compact in the weak topology if and only if it is tight. In particular, a single Borel probability measure is tight, and this fact will be essential for us. There are examples of separable metrizable spaces where not every Borel probability measure is tight, and this is the reason we need our spaces to be Polish. Lastly, the assumption of being Polish is natural since the canonical topological model associated to a family of generators is always Polish.
Acknowledgments Most of this work was done while the author was still a PHD student at UCLA.The author is very grateful to the kind hospitality and stimulating environment at UCLA. The author would like to thank Lewis Bowen for suggesting the problem of computing sofic entropy of Gaussian actions in the program "Von Neumann algebras and ergodic theory of group actions" at Insitut Henri Poincaré in 2011. The solution to this problem ultimately led to this work. I would like to thank Stephanie Lewkiewicz for many interesting discussion about Polish models.
Preliminaries
2.1. Notational Remarks. We will need to use π for the mathematical constant, so we will use ρ for a representation. We will thus have to forego the usual practice in sofic entropy of using ρ for a metric, and will instead use ∆.
If A, B are sets we use B
A for all functions f : A → B. If A = {1, . . . , n} we will use B n instead of B {1,...,n} . If C is another set and φ : B → C is a function, we use φ n : B n → C n for the map
If X is a Polish space, and f ∈ C b (X) we use f for the uniform norm of f. We will use f C b (X) if the space X is not clear from the context. Let (A, ∆) be a pseudometric space. For subsets C, B of A, and ε > 0 we say that C is ε-contained in B and write C ⊆ ε B if for all c ∈ C, there is a b ∈ B so that ∆(c, b) < ε. We say that S ⊆ A is ε-dense if A ⊆ ε S. We use S ε (A, ∆) for the smallest cardinality of a ε-dense subset of A. If C ⊆ δ B are subsets of A, note that S 2(ε+δ) (C, ∆) ≤ S ε (B, ∆).
We say that N ⊆ A is ε-separated if for every n 1 = n 2 in N we have ∆(n 1 , n 2 ) > ε. We use N ε (A, ∆) for the smallest cardinality of a ε-separated subset of A. Note that
and that if A ⊆ B, then
2.2. Preliminaries on Sofic Groups. We use S n for the symmetric group on n letters. If A is a set, we will use Sym(A) for the set of bijections of A. If A is a finite set we will use u A for the uniform probability measure on A, we will typically write u n instead of u {1,...,n} . For x ∈ C n , x 2 will denote the ℓ 2 norm with respect to u n unless otherwise stated. There are certain times when we will have to use · ℓ 2 (n) , · ℓ 2 (n,un) at the same time. In such an instance we will use notation which specifies which ℓ 2 -norm we are using. Additionally, we will use
for the inner products on ℓ 2 (n), ℓ 2 (n, u n ) when there is potential confusion. If it is not otherwise specified, then ·, · refers to the inner product with respect to ℓ 2 (n, u n ).
Definition 2.1. Let Γ be a countable discrete group. A sofic approximation of Γ is a sequence Σ = (σ i : Γ → S di ) of functions (not assumed to be homomorphisms) so that
We will call Γ sofic if it has a sofic approximation.
It is known that all amenable groups and residually finite groups are sofic. Also, it is known that soficity is closed under free products with amalgamtion over amenable subgroups (see [12] , [30] , [11] , [10] , [32] ), and under increasing unions. Additonally, residually sofic groups and locally sofic groups are sofic. This implies all linear groups are sofic. Finally, if Λ ⊳ Γ, with Λ sofic, and Γ/Λ amenable, then Γ is sofic (see [12] ).
We will need to extend a sofic approximation to certain algebras associated to Γ. Let C(Γ) be the ring of finite formal linear combinations of elements of Γ with addition defined naturally and multiplication defined by 
We will also define a conjugate-linear involution on Γ by 
In order to talk about the asymptotic properties of this extended sofic approximation, we will need a more analytic object associated to Γ. Let λ : Γ → U(ℓ 2 (Γ)) be the left regular representation defined by (λ(g)ξ)(h) = ξ(g −1 h). We will continue to use λ for the linear extension to C(Γ) → B(ℓ 2 (Γ)). The group von Neumann algebra of Γ is defined by
where WOT denotes the weak operator topology. Define τ : L(Γ) → C by τ (x) = xδ e , δ e .
We leave it as an exercise to the reader to verify that τ has the following properties. 1: τ (1) = 1, 2: τ (x * x) ≥ 0, with equality if and only if x = 0, 3: τ (xy) = τ (yx), for all x, y ∈ M, 4: τ is weak operator topology continuous. We call the third property the tracial property. We will typically view C(Γ) as a subset of L(Γ). In particular, we will use τ as well for the functional on C(Γ) which is just the restriction of τ on L(Γ).
In order to state our extension of a sofic approximation properly, we shall give a general definition. Recall that * -algebra is a complex algebra equipped with an involution * which is conjugate linear and antimultiplicative.
Definition 2.2.
A tracial * -algebra is a pair (A, τ ) where A is a * -algebra equipped with a linear functional τ : A → C so that 1: τ (1) = 1, 2: τ (x * x) ≥ 0, with equality if and only if x = 0,
For a, b ∈ A we let a, b = τ (b * a) and we let a 2 = τ (a * a) 1/2 . We let L 2 (A, τ ) be the Hilbert space completion of A in this inner product. We have a representation λ : A → L 2 (A, τ ) defined by λ(a)x = ax for x ∈ A. We let a ∞ = λ(a) .
We make M n (C) into a tracial * -algebra using tr = 1 n Tr where Tr is the usual trace. In particular, we use A 2 = tr(A * A) 1/2 and A ∞ will denote the operator norm. We let C[X 1 , . . . , X n ] be the free * -algebra on n-generators X 1 , . . . , X n . We will call elements of C[X 1 , . . . , X n ] * -polynomials in n indeterminates. For a * -algebra A, for elements a 1 , . . . , a n ∈ A, and P ∈ C[X 1 , . . . , X n ] we use P (a 1 , . . . , a n ) for the image of P under the unique * -homomorphism C[X 1 , . . . , X n ] → A sending X j to a j . Definition 2.3. Let (A, τ ) be a tracial * -algebra. An embedding sequence is a sequence Σ = (
. . , a n )) 2 → 0, for all a 1 , . . . , a n ∈ A and all P ∈ C[X 1 , . . . , X n ]
We will frequently use the following fact: if x 1 , . . . , x n ∈ A and P ∈ C[X 1 , . . . , X n ] then
To prove this, first note that as
it suffices to handle P ∈ C[X], and P (X) = X. In this case,
and since
, we have proved (2) .
The proof of the next two propositions will be left to the reader.
Proposition 2.4. Let Γ be a countable discrete sofic group with sofic approximation Σ = (
Then Σ is an embedding sequence of (C(Γ), τ ).
) is another sequence of functions so that
′ is an embedding sequence.
We will in fact need to extend our sofic approximation to the group von Neumann algebra. For this, we use the following. Lemma 2.6 (Lemma 5.5 in [17] ). Let Γ be a countable discrete sofic group with sofic approximation Σ. Then any embedding sequence for C(Γ) extends to one for L(Γ).
Definition of Entropy in the Presence of a Polish Model
Our definition will follow the ideas in [20] and will use dynamically generating pseudometrics. We need to state the definition so that it works for actions on Polish spaces. We will need to assume that the pseudometrics are bounded as this is no longer automatic in the noncompact case. Definition 3.1. Let Γ be a countable discrete group and X a Polish space with Γ X by homeomorphisms. A bounded continuous pseudometric ∆ on X is said to be dynamically generating if for any x ∈ X and any open neighborhood U of x in X, there is a δ > 0 and a F ⊆ Γ finite so that if x ∈ X and max g∈F d(gx, gy) < δ, then y ∈ U.
If (X, ∆) is a pseudometric space, we let ∆ 2 be the pseudometric on X n defined by
We caution the reader that though we shall typically require X to be Polish, we will not require our pseudometrics to be complete. We will typically only need to care about the topological consequences of being Polish and not any metric properties. For our space of almost equivariant maps, we will need to work with C b (X) the space of bounded continuous functions on X. This space is quite big, so in Section 5 we will discuss how one can reduce to a smaller set of functions by imposing tightness restrictions. Definition 3.2. Let Γ be a countable discrete group and X a Polish space with Γ X by homeomorphisms. Let ∆ be a bounded pseudometric on X. For a function σ : Γ → S d , for some d ∈ N, a finite F ⊆ Γ, and a δ > 0 we let Map(∆, F, δ, L, σ) be all functions φ : {1, . . . , d} → X so that
Suppose that µ is a Γ-invariant Borel probability measure on X. For F ⊆ Γ finite, δ > 0 and L ⊆ C b (X) finite, and σ :
Definition 3.3. Let Γ be a countable discrete sofic group with sofic approximation Σ = (σ i : Γ → S di ). Let X be a Polish space with Γ X by homeomorphisms and µ a Γ-invariant, Borel, probability measure on X. We define the entropy of Γ (X, µ) by
By (1) we know that h Σ,µ (∆) is unchanged if we replace N ε with S ε . Because we use N ε instead of S ε ,
The main goal of this section is to show that h Σ,µ (∆) is the same as the measure entropy of Γ (X, µ) as defined by Bowen and extended by Kerr-Li. We will use the formulation of sofic entropy in terms of partitions due to Kerr in [19] . Although we use the terminology of observables as Bowen did in [2] . Definition 3.4. Let (X, M, µ) be a standard probability space. Let S be a subalgebra of M (here S is not necessarily a σ-algebra). A finite S-measurable observable is a measurable map α : X → A where A is a finite set and α −1 ({a}) ∈ S for all a ∈ A. If S = M, we simply call α a finite observable. Another finite S-measurable observable β : X → B is said to refine α, written α ≤ β, if there is a π : B → A so that π(β(x)) = α(x) for almost every x ∈ X. If Γ is a countable discrete group and Γ (X, M, µ) by measurepreserving transformations we say that S is generating if M is the σ-algebra generated by {gA : A ∈ S} (up to sets of measure zero).
For the next definition we need to set up some notation. Given a standard probability space (X, M, µ), a countable discrete group with Γ (X, M, µ) by measure-preserving transformations, a finite observable α : X → A and F ⊆ Γ finite, we let α
Definition 3.5. Let Γ be a countable discrete group and σ ∈ S Γ d for some d ∈ N. Let (X, M, µ) be a standard probability space. and let S ⊆ M be a subalgebra. Let α : X → A be a finite S measurable-observable.Given F ⊆ Γ finite, and δ > 0, we let AP(α, F, δ, σ) be all φ : {1, . . . , d} → A so that
We now gives Kerr's definition of sofic measure entropy in [19] .
Definition 3.6. Let Γ be a countable discrete sofic group with sofic approximation Σ = (σ i : Γ → S di )). Let (X, M, µ) be a standard probability space and Γ (X, M, µ) by measure-preserving transformations. Let S be a subalgebra of M. Let α : X → A be a finite S-measurable observable, and let β : X → B refine α, and π : B → A as in the definition of α ≤ β. We set
h Σ,µ (α; β).
We then set
where the infimum and supremum are over all S-measurable observables.
We need the following result of Kerr.
Theorem 3.7. Let Γ be a countable discrete sofic group with sofic approximation Σ. Let (X, M, µ) be a standard probability space with Γ (X, M, µ) by measure-preserving transformations. Let S ⊆ M be a generating subalgebra. Then
Additionally, one can show that h Σ,µ (α; S) is indenpendent of S generates M (up to sets of measure zero). In this case, we set
We now proceed to prove that our definition of sofic entropy with respect to a Polish model recovers measure-theoretic entropy with respect to a sofic approximation. Let us briefly outline the proof. First we show that for any dynamically generating pseudometric ∆ on X, there is a compatible metric ∆ ′ so that
(see Lemma 3.8). Thus we may assume that our metrics our compatible. We then use Kerr's version of measure entropy, using the subalgebra of sets which from the point of view of the measure "appear" to be open and closed (in a sense to be made precise later). We then show that both the topological version and the observable version of microstates produce roughly the same concept (see Lemma 3.10). The essential fact for proving the last step will be tightness of a single probability measure on a Polish space.
Lemma 3.8. Let Γ be a countable discrete sofic group with sofic approximation Σ = (σ i : Γ → S di ). Let X be a Polish space with Γ X by homeomorphisms and µ a Γ-invariant probability measure. Given a dynamically generating pseudometric ∆ on X, there is a bounded compatible metric ∆ ′ on X so that
Proof. Let M be the diameter of (X, ∆). Since Γ is countable, we may find positive real numbers {α g : g ∈ Γ} with α e ≥ 1/2 and
We prove the lemma with this ∆ ′ . The lemma is proved in several steps.
Step 1: We show that ∆ ′ is a compatible metric. For this let Y be X modded out by the equivalence relation a ∼ b if ∆(a, b) = 0. For a ∈ X, let [a] be the equivalence class of a. If we give Y the quotient topology then, there is a compatible metric ∆ on Y given by
Observe that ∆ is well-defined because of the triangle inequality. Then Y Γ has a compatible metric given by
Moreover we have an injective map Φ :
it is enough to show that Φ is a homeomorphism onto its image. It is clear that Φ is continuous. Conversely, suppose that Φ(x n ) → Φ(x) for x n ∈ X. Given any neighborhood U of x, by the definition of dynamically generating there is a δ > 0 and a finite subset F of Γ so that if y ∈ X and sup g∈F ∆(gx, gy) < δ then y ∈ U. Since [gx n ] → [gx] for all g ∈ Γ we have ∆(gx n , gx) → 0 for all g ∈ Γ. As F is finite, we eventually have max g∈F ∆(gx n , gx) < δ.
Thus x n ∈ U for all large n, so x n → x and Φ is a homeomorphism onto its image.
Step 2: We show that h Σ,µ (∆ ′ ) ≤ h Σ,µ (∆). For this let ε ′ > 0 and let ε > 0 depend upon ε is a manner to be determined later. Choose a finite E ⊆ Γ sufficiently large so that g∈Γ\E α g < ε.
Let F ⊆ Γ finite, δ > 0 and L ⊆ C b (X) finite be given. We will assume that F ⊇ E. We will choose δ sufficiently small in manner depending upon ε to be determined later. Since α e ≥ 1/2 we have
So by Minkowski's inequality that
where in the last line we use that
Thus by (1) we have
we let F, L increase to Γ, C b (X) and take δ → 0 to find that
Now letting ε ′ → 0 completes the proof of Step 2.
and let F ⊆ Γ be a sufficiently large finite set, and δ > 0 be sufficiently small depending upon F ′ , δ ′ in a manner to determined later. Choose a finite E ⊆ Γ so that
for g, h ∈ Γ we find that for all large i,
Taking the infimum over
Letting ε → 0 proves Step 2.
To prove the theorem, we need to single out a nice subalgebra of measurable sets. Let X be a Polish space and µ a Borel probability measure on X. We let CO µ be the set of Borel sets E so that
Note that CO µ is an algebra of sets. The letters CO stand for closed-open as these are the sets from the point of view of µ are both closed and open.
For the next lemma we need some notation. Given a metric space (X, ∆), E ⊆ X and ε > 0 we let
Lemma 3.9. Let X be a Polish space and µ a Borel probability measure on X. Let ∆ be a compatible metric on X. Given E ∈ CO µ , and η > 0 there is a neighborhood U of µ in the weak topology and a κ > 0 so that
this is possible by the dominated convergence theorem, as µ(E) = µ(int E). By Urysohn's Lemma, we find continuous function f 1 , f 2 so that
Suppose that ν ∈ Prob(X) has
Similarly choose continuous functions f 3 , f 4 so that
Then if
we have
completes the proof as κ, η are arbitrary.
Lemma 3.10. Let Γ be a countable discrete sofic group with sofic approximation Σ = (σ i : Γ → S di ). Let X be a Polish space with Γ X by homeomorphisms and µ a Γ-invariant Borel probability measure on X. Let ∆ be a bounded compatible metric on X.
Proof. (i): Let η > 0 be sufficiently small depending upon δ in a manner to be determined later. By the preceding lemma, we may find a L ′ ⊆ C b (X) finite, and a δ ′ > 0 so that if ν ∈ Prob(X) and
We may choose δ ′ to be even smaller in a manner to depend upon δ to be determined later. Set
First note that if we choose η sufficiently small, then we have forced
Thus if we choose η < δ 2|B| and then δ ′ sufficiently small we can force β • φ ∈ AP(β, F, δ, σ i ).
(ii): Let M > 0 be the diameter of (X, ∆). Let κ > 0 be sufficiently small depending upon F ′ , δ ′ in manner to be determined later. Since X is Polish, Prokhorov's Theorem applied to {µ} implies that we can find a compact set K ⊆ X so that
Since K is compact, we can find points x 1 , . . . , x n ∈ K, and numbers δ j ∈ (0, κ), j = 1, . . . , n so that if B(x, α) is the ball in X of radius α with respect to ∆ then
note that β is CO µ -measurable. Set F = F ′ , and let δ > 0 be sufficiently small in a manner to depend upon L ′ , δ ′ , F ′ to be determined later. We will assume that δ < min{δ j : j = 1, . . . , n}.
Suppose that β • φ ∈ AP(β, F, δ, σ i ). Forcing δ small enough we may assume that
This implies that
then for any g ∈ F, there must be some 1 ≤ l ≤ n so that φ(σ i (g)(j)), gφ(j) ∈ B(x l , κ). This forces
Choosing κ sufficiently small we may force
Additionally, using f for the uniform norm of f ∈ C b (X), we have for all f ∈ L,
We may force κ < δ ′ f . This forces n on us, but we may then choose δ sufficiently small so that φ ∈
. As δ ′ is arbitrary this completes the proof.
We are now ready to show that our definition of entropy in the case of a Polish model agrees with the usual measure entropy.
Theorem 3.11. Let Γ be a countable discrete sofic group with sofic approximation Σ. Let X be a Polish space with Γ X by homeomorphisms and µ a Γ-invariant, Borel, probability measure on X. For any dynamically generating pseudometric ∆ on X we have
Proof. By Lemma 3.8 we may assume that ∆ is a bounded compatible metric on X. Let M be the diameter of (X, ρ). We will apply Theorem 3.7 with S = CO µ . We leave it as an exercise to show that for all x ∈ X we have µ(B(x j , r)) = µ(B(x j , r)) for all but countably many r ∈ (0, ∞). Thus CO µ generates the σ-algebra of Borel subsets of X. We first show that h Σ,µ (∆) ≤ h Σ,µ (CO µ ). Let ε > 0 since X is Polish we may apply Prokhorov's Theorem to find a compact K ⊆ X so that
By compactness of K, we find x 1 , . . . , x n ∈ K, and ε > δ 1 , . . . , δ n > 0 so that
Let β : X → B be any finite CO µ -measurable observable refining α and let π : B → A be as in the definition of β ≤ α. Suppose we are given a finite F ⊆ Γ and a δ > 0. By the preceding Lemma, we may find finite
By Lemma 3.9, we may assume that L ′ is sufficiently large so that
and so that
If φ(j) and φ s (j) are not in E, then the fact that
Thus by (1) ,
Taking the infimum over all β, F, δ we find that
and letting ε → 0 implies that h Σ,µ (∆) ≤ h Σ,µ (X, Γ). For the reverse inequality, let α : X → A be a CO µ -measurable finite observable. Fix κ > 0, and let κ ′ > 0 depend upon κ in a manner to be determined later. By Lemma 3.9 we may choose η > 0 and L 0 ⊆ C b (X) finite so that if ν ∈ Prob(X) and
be given finite sets and δ > 0 be given. We may assume that L ′ ⊇ L 0 .By the preceding Lemma, we may choose a refinement β : X → B of α a finite F ⊆ Γ and a δ > 0 so that if
Let ε > 0 be sufficiently small depending upon η to be determined later. Let {φ t : t ∈ T } be such that
and
Note that
We thus have to bound from above
By choosing κ ′ sufficiently small, we may assume that
and so by Stirling's Formula the above sum is at most
for some constant R > 0, where
Taking the infimum over all F ′ , δ ′ , L ′ and let κ → 0 we have
Letting ε → 0 and then taking the supremum over all α we have
In passing, let us note the following. The proof is the same as Proposition 3.4 in [20] .
Proposition 3.12. Let Γ be a countable discrete sofic group with sofic approximation Σ = (σ i : Γ → S di ). Let X be a Polish space with Γ X by homeomorphisms, and let µ be a Γ-invariant, Borel, probability measure on X. For any dynamically generating pseudometric ∆ on X we have
Spectral Consequences of Positive Entropy
Let Γ (X, µ) be a probability measure-preserving action of a countable discrete group. Associated to this action we have a natural representation
The space C1 inside L 2 (X, µ) is clearly Γ-invariant, so we can consider the representation ρ
is called the Koopman representation. Properties of a probability measure-preserving action are called spectral when they only depend upon the Koopman representation. In this section, we deduce spectral properties of an action from assumptions of positive entropy.
Representation Theoretic Preliminaries.
We start with notions from representation theory which are similar to those coming from measure theory. We will need to apply the theory to representations of C * -algebras. This degree of generality will be needed in Section 7. For notation, if A is a C * -algebra and ρ : A → B(H) is a representation and E is a set we use ρ ⊕E for the representation of A on ℓ 2 (E, H) given by
Let us mention how the theory for C * -algebras generalizes that of groups. If Γ is a countable discrete group and ρ : Γ → U(H) is a unitary representation, for f = g∈Γ f g g ∈ C(Γ) we define
We use the conjugate linear, antimultiplicative map * on C(Γ) given by
with the supremum taken over all unitary representations ρ of Γ. The completion in this norm is denoted C * (Γ) is called the full C * -algebra of Γ. It has the property that every unitary representation of Γ extends uniquely to a * -representation of C * (Γ). If A is a C * -algebra and ρ j : Γ → U(H j ) are two * -representations we write
for the space of bounded linear A-equivariant maps H 1 → H 2 .
Definition 4.1. Let A be a C * -algebra and ρ j : A → B(H j ), j = 1, 2 be * -representations. We say that ρ 1 and ρ 2 are mutually singular, written ρ 1 ⊥ ρ 2 if whenever K j ⊆ H j , j = 1, 2 are nonzero, closed, A-invariant, linear subspaces then the representations ρ j Kj , j = 1, 2 are not isomorphic. We say that ρ 1 is absolutely continuous with respect to ρ 2 , and write
The terminology is motivated by measure theory. For intuition, suppose that A = C(X) is abelian group and ρ j : A → B(H j ), j = 1, 2 are unitary representations. Then we can find spectral measures (in the sense of [8] 
We
We will need the following equivalent conditions on singularity of representations. The follow must be well known, but we include a proof for completeness. Throughout the proof, we shall use functional calculus. See [8] Chapter VII, IX for background on functional calculus. Proposition 4.2. Let A be a unital C * -algebra and ρ j : A → B(H j ) be two unitary representations and suppose that H 1 , H 2 are separable. The following are equivalent:
There is a sequence x n ∈ A so that max( ρ 1 (x n ) , ρ 2 (x n ) ) ≤ 1 and
in the strong operator topology ρ 2 (x * n x n ) → 0 in the strong operator topology. Proof. The equivalence of (ii) and (iii) is proved by taking adjoints. To prove that (ii) implies (i) suppose that K j , j = 1, 2 are closed, A-invariant, linear subspaces of H j , j = 1, 2 and that φ :
. By (ii) we know that T = 0 which implies that K j , j = 1, 2 are zero.
To see that (i) implies (ii) suppose that T ∈ Hom A (ρ 1 , ρ 2 ). Let T = U |T | be the polar decomposition (see [8] VIII.3.11) . The fact that T is equivariant implies that T * T is equivariant, and hence that |T | = (
is, by approximating the square root function by polynomials. Since
we see that U is equivariant. Thus U gives a A-equivariant isomorphism (ker T ) ⊥ → im T . Since ρ 1 ⊥ ρ 2 we find that (ker T ) ⊥ = 0, and hence that T = 0. To prove that (iv) implies (ii) let T ∈ Hom A (ρ 1 , ρ 2 ) and let T be as in (i). Let x n be as in (iv). Then,
Suppose that (iii) and (ii) hold, we wish to prove (iv). Recall that if H is a Hilbert space and E ⊆ B(H) then E ′ denotes the commutant of E, i.e. E ′ = {T ∈ B(H) : T S = ST for all S ∈ E}. Suppose that
Then we can regard T as a matrix
′ we see that T ij ∈ Hom A (ρ i , ρ j ). Thus T 12 , T 21 are 0. We thus see that
where the last equality follows from von Neumann's Double Commutant Theorem. We now prove (iv) by using Kaplansky's Density Theorem.
We can, of course, force x n to lie in a prescribed dense * -subalgebra of A, we shall often use this fact without mention. We need an analogue of the Lebesgue decomposition. Proposition 4.3. Let A be a unital C * -algebra and ρ j : A → B(H j ), j = 1, 2 be two * -representations. Then
where ρ 1,s ⊥ ρ 2 , and ρ 1,c ≪ ρ 2 .
Proof. By Zorn's Lemma, we can find a maximal family (K α ) β∈B of pairwise orthogonal, A-invariant, closed, linear subspaces of H 1 so that Γ K β embeds into ρ 2 . Note that B must be countable. Let
By
Proofs of the Main Applications.
Theorem 4.4. Let Γ be a countable discrete sofic group with sofic approximation Σ. Let (X, M, µ) be a standard probability space with Γ (X, M, µ) by measure-preserving transformations. Let H ⊆ L 2 (X, µ) be a closed, linear, Γ-invariant subspace such that M is generated by
and let ν = Φ * (µ). Let Γ C N×Γ by Bernoulli shifts. Since {gf
For n ∈ N let Z n : C N×Γ → C be defined by
To simplify notation, we will use ρ for ρ Γ (C N×Γ ,ν) . Let ∆ be the dynamically generating pseudometric on C N×Γ defined by
2 −n |z(n, e) − w(n, e)| 1 + |z(n, e) − w(n, e)| .
As C N×Γ is clearly Polish, we can use C N×Γ , ∆, ν to do our computation. Let ε > 0 be arbitrary, and let 0 < η < ε be arbitrary. Let δ > 0 be sufficiently small and F ⊆ Γ be a sufficiently large finite set which will depend upon ε, η in a manner to be determined later. Given φ ∈ Map(∆, F, δ, σ i ) for n ∈ N define z φ,n ∈ C di by z φ,n (j) = φ(j)(n)(e) and define
for all sufficiently large i, we have that ψ z ∈ Map(∆, F, δ, σ i ) and if F, δ are chosen wisely then we have
Choose N ∈ N so that 2 −N < ε.
Since Γ {gZ n : g ∈ Γ, n ∈ N} ⊥ λ Γ , by Proposition 4.2 we may find a α ∈ C(Γ) so that max( λ(α * α) , ρ(α * α) ) ≤ 1 and
Let M > 0 be sufficiently large depending upon ε in a manner to be determined later. We will assume that M is large enough so that there exists G ∈ C c (C) with G ∞ ≤ M and G(z) = z for |z| ≤ M and
Note that G may be chosen independent of η. As
be sufficiently large in a manner to be determined later. We will assume that
We will use · 2 for the ℓ 2 norm on {1, . . . , d i } with respect to the uniform probability measure. If
are sufficiently large and δ > 0 is sufficiently small then
we see that for all large i we have tr(p) < 8η
If L and M are sufficiently large then
the second line following from the Cauchy-Schwartz inequality. Thus
Hence for all large i,
Note that η can be any number in (0, ε). Thus we can let η → 0 to find that
The space H can be much smaller than L 2 (X, µ). For example consider the case that (X, µ) = (B, η) Γ and the action is Bernoulli, for f ∈ L 2 (B, η) and g ∈ Γ let f g ∈ L 2 (X, µ) be defined by
then we can take
So indeed the space H is much smaller than L 2 (X, µ). In section 6.1 we shall see the utility of the generality of this result. For example let ρ : Γ → O(H) be an orthogonal representation, in certain cases ρ C ⊥ λ but we still have that ρ ⊗n C ≪ λ for some n. In this case we can use the above Theorem to show that if Γ (X, µ) is the Gaussian action then h Σ,µ (X, Γ) ≤ 0 even though we do not have that ρ Γ (X,µ) ⊥ λ.
For the next application, recall that the weak topology on Aut(X, µ) is defined by saying that a basic neighborhood of α is given by U A1,...,An,ε (α) where A 1 , . . . , A n are measurable subsets of X and ε > 0 and
An action Γ (X, µ) is compact if there is a compact subgroup K ⊆ Aut(X, µ) (for the weak topology) and a homomorphism π : Γ → K so that gx = π(g)(x) for almost every x ∈ X. Corollary 4.5. Let Γ be a countable discrete sofic group with sofic approximation Σ. Suppose that Γ (X, µ) is a compact action. Then h Σ,µ (X, Γ) ≤ 0.
Proof. Recall that a unitary representation ρ : Γ → U (H) is called weakly mixing if 0 ∈ ρ(Γ)
W OT , and is compact if
It is clear that a compact representation has no nontrivial weakly mixing subrepresentations. It is also well-known that the left regular representation is weakly mixing. Thus if Γ (X, µ) is compact, then ρ 0 Γ (X,µ) ⊥ λ Γ and we may apply Theorem 4.4.
In particular, note that if K is a compact group and φ : Γ → K is a homomorphism, then the action α given by α(g)(x) = φ(g) · x has entropy at most zero with respect to any sofic approximation. Definition 4.6. Let Γ be a countable discrete sofic group with sofic approximation Σ. We say that a probability measure-preserving action Γ (X, µ) has completely positive entropy (with respect to Σ) if whenever Γ (Y, ν) is a factor of Γ (X, µ) and Y is not a one-atom space then h Σ,ν (Y, Γ) > 0.
Corollary 4.7. Let Γ be a countable discrete sofic group with sofic approximation Σ. Suppose that Γ (X, µ) is a probability measure-preserving action which has completely positive entropy with respect to Σ. Then ρ 0 Γ (X,µ) ≪ λ Γ . Proof. By Proposition 4.3, we can write
where ρ Γ (X,µ) H1 ⊥ λ Γ and
and let ν = Φ * µ, and let Γ C Γ is the Bernoulli action. Then Γ (C Γ , ν) is a factor of Γ (X, µ). Set
generates the Borel subsets of C Γ up to ν-measure zero. Tautologically,
Hence by Theorem 4.4 we know that
Since Γ (X, µ) has completely positive entropy this implies that (C Γ , Γ) is a one-atom space. But this is only possible if f is constant. Thus H 2 = C1.
Again the above corollary illustrates the utility in not assuming that H = L 2 (X, µ) in Theorem 4.4 but instead just assuming that H generates (X, µ). If (C Γ , ν) is as in the above proof we do not a priori know that Γ (C Γ , ν) ⊥ λ Γ .
Generating Sets and Tightness
Since C b (X) is not separable, we would like to reduce checking approximate measure-preserving of our microstate from all functions in C b (X) to a smaller class of functions. For example C b (X) is separable in the topology of uniform convergence on compact sets, so if we require that we have a family of functions dense in this topology then this will give us a sufficiently small family of functions to deal with. However, for this to work we need to modify our microstates so that they have some uniform tightness. We proceed with the definitions.
Definition 5.1. Let X be a Polish space. A family L ⊆ C b (X) is said to be generating if there is a A > 0 so that for every g ∈ C b (X), for every compact K ⊆ X and for every ε > 0 there is a f ∈ Span(L) so that f K − g K < ε and f ≤ A g .
We now proceed with our modified version of sofic entropy in the case of a generating set of functions.
Definition 5.2. Let Γ be a countable discrete group and σ : Γ → S d a function for some d ∈ N. Let X be a Polish space with Γ X by homeomorphisms preserving a Borel probability measure µ. Let ∆ be a dynamically generating pseudometric on X. For an open subset U of X, for η, δ > 0 and finite
For a dynamically generating pseudometric ∆ and L ⊆ C b (X) we let
In the above definition, the necessary trick is to add more quantifiers to the definition of sofic entropy. The reader may be concerned already by the number of quantifiers involved in the original definition of sofic entropy. When we compute sofic entropy of Gaussian actions in section 6.1 it will be clear that this is the correct tradeoff. The difficulty involved in the computation will not be in dealing with quantifiers but instead that we can only show the approximate measure-preserving on a class of functions which is not norm dense. However, one can easily see that this class of functions is generating and so we will use the above definition.
Theorem 5.3. Let Γ be a countable discrete sofic group with sofic approximation Σ. Let X be a Polish space with Γ X by homeomoprhisms preserving a Borel probability measure µ. For any dynamically generating pseudometric ∆ on X and L generating, we have
Proof. We first show that
Let η > 0, since X is Polish we may find a compact K ⊆ X with
Fix an open subset U of X containing K. By Urysohn's Lemma we may find a f ∈ C b (X) with
Note that if ν ∈ Prob(X) and δ > 0 with
We now see that for all finite L ⊆ L, F ⊆ Γ, 0 < δ < η we have
Thus for all δ < η, and all
Taking the infimum over all U ⊇ K we find that
Now take the supremum over all K, then the infimum over all η, δ, F, L ⊆ L and then let ε → 0 to find that
We now show that
Let A > 0 be as in the definition of generating. Let F ⊆ Γ and L ⊆ C b (X) be given finite sets and δ > 0. Let κ > 0 be sufficiently small depending upon F, L, δ in a manner to be determined later. Since X is Polish, we may find a compact K 0 ⊆ X so that
We may find an open neighborhood U 0 of K so that
Let δ ′ > 0 and F ′ ⊆ Γ and L ′ ⊆ C b (X) be finite sets which will depend upon F, δ, L in a manner to be determined shortly. Let U be an open neighborhood of
If we choose δ ′ > 0 sufficiently small, and F ′ , L ′ sufficiently large we may force
If we choose max
Since K ⊇ K 0 was arbitrary, we may take the supremum over all K to see that
Now taking the infimum over all F, δ, L and letting ε → 0 proves that
Entropy of Gaussian Actions
Gaussian actions are a natural action induced by an orthogonal representation of a group. When the representation is the left regular representation, the Gaussian action is simply the Bernoulli action on (R, ν) Γ where ν is the Gaussian measure. We will exploit the connections to representation theory to apply our spectral consequences of positive entropy. We will also exploit the similarity to Bernoulli shifts to compute the entropy of Gaussian actions.
Let Γ be a countable discrete group. Recall that an orthogonal representation of Γ on a real Hilbert space H is a homomorphism ρ : Γ → O(H) where O(H) is the group of orthogonal transformations of H (i.e. the set of O ∈ B(H) so that Oξ, Oη = ξ, η for ξ, η ∈ H.) We let H C = H ⊗ R C = H + iH be the complexification of H equipped with the unique sesquilinear inner product extending the one on H. We let ρ C : Γ → U(H+iH) be the complexification of ρ, i.e. the unique unitary transformation so that ρ C (g)(ξ) = ρ(g)ξ for ξ ∈ H.
6.1. Definition of Gaussian Actions. The most natural way to define Gaussian actions is by von Neumann algebras.
Definition 6.1. Let H be a complex Hilbert space, a von Neumann algebra on H is a * -subalgebra of B(H) containing the identity and closed in the weak operator topology. We say that a vector ξ ∈ H is cyclic for
It turns out (see [7] Theorem 14.5) that if M ⊆ B(H) is a commutative von Neumann algebra with cyclic vector ξ with ξ 2 = 1 and H is separable, then there is a standard probability space (X, µ) a countable set A and a unitary
Additionally, if φ : M → C is a linear functional so that
is weak operator topology continuous, then there is a complex measure ν << µ so that if
We leave it to reader the verify that if U T U
Definition 6.2. Let H be a real Hilbert space. The Gaussian algebra associated to H, denoted A(H) is a commutative von Neumann algebra with cyclic vector Ω with Ω = 1, which is generated by unitaries
For a ∈ A(H), we let φ(a) = aΩ, Ω .
Suppose that Γ is a countable discrete group and ρ : Γ → O(H) is a representation. Then there is a unique φ-preserving action on A(H) α, defined by
this action is called the Gaussian action.
By [31] the Gaussian algebra exists and is unique up to φ-preserving isomorphism. See also [31] for the existence and uniqueness of the Gaussian action. By our remarks before this definition if ρ, Γ are as in the definition then there is a standard probability space (X ρ , µ ρ ) and a measure-preserving action Γ (
In particular, note that for two orthogonal representations
The definition via von Neumann algebras may be abstract, so let us mention a simple version of the definition in the case of a cyclic representation. Proposition 6.3. Let Γ be a countable discrete group and ρ : Γ → O(H) an orthogonal representation. Suppose that there is a vector ξ ∈ H so that H = Span{ρ(g)ξ : g ∈ Γ}. Then the Gaussian action is isomorphic to the Bernoulli action on R Γ with measure defined by
3, a sequence a n ∈ A(H) converges in the strong operator topology to a ∈ A(H) if and only if φ((a − a n ) * (a − a n )) → 0.
Thus, t → u(tξ) is a strongly continuous one-parameter group in A(H). By Stone's Theorem there is a measurable function ω(ξ) : X ρ → R so that exp(2πitω(ξ)(x)) = u(tξ)(x) for m ⊗ µ ρ almost every (t, x) ∈ R × X ρ (here m is Lebesgue measure). Define
Then it is not hard to see that for almost every (t, x) ∈ R × X ρ and for all g ∈ Γ we have exp(2πitΦ(gx)) = u(tρ(g)ξ)(x).
Define µ ξ = Φ * µ ρ . Since the u(tπ(g)ξ) generate all of A(H) we see that Φ gives an Γ-equivariant isomorphism
Additionally,
Preliminaries on Real Subspaces of the Left Regular Representation.
In order to compute the entropy of Gaussian actions, we will need to discuss real subspaces of ℓ 2 (Γ), and for this we need a real version of L(Γ). Given x ∈ L(Γ), we set x = xδ e ∈ ℓ 2 (Γ).
Recall that the convolution between f ∈ c c (Γ), g ∈ C Γ is defined by
Note that for all f ∈ c c (Γ), x ∈ L(Γ) we have xf = x * f, thus
, and observe that J x = x * . Thus for all f ∈ c c (Γ),
Replacing x with x
* we see that
Thus there is a unique bounded operator on ℓ 2 (Γ) extending f → f * x of norm equal to that of x. We write the image of ξ ∈ ℓ 2 (Γ) under this operator as ξx. We use
Additionally by [7] Theorem 43.11, any operator on B(ℓ 2 (Γ)) which is Γ-equivariant with respect to the left regular representation is given by ξ → ξx for some x ∈ L(Γ). We denote L R (Γ) = {x ∈ L(Γ) : x ∈ ℓ 2 (Γ, R)}. We note that if x ∈ L R (Γ) is normal, and f is a bounded, Borel, real-valued function on the spectrum of x, then f (x) ∈ L R (Γ). This is clear when f is a real-valued polynomial, and the general case follows by approximating f by real-valued polynomials so that if K is the spectrum of x, then
By [7] Theorem 43.11 and Proposition 43.10, we have
For ξ ∈ ℓ 2 (Γ), f ∈ c c (Γ) we have ξ * f 2 = ξ * f 2 where bar denotes complex conjugation, it follows that there is a weak operator topology continuous, normone operator
Cx = x. We define the Fourier algebra of Γ as all functions φ : Γ → C so that there is a linear functional Φ : L(Γ) → C with Φ {x∈L(Γ): x ∞≤1} being weak operator topology continuous so that
We let A(Γ) + consist of all such φ where Φ as above is a positive linear functional (note that by continuity and Kaplansky's density Theorem, Φ as above must be unique). We let φ A(Γ) = Φ . where infimum is over all ξ, η so that φ(g) = λ(g)ξ, η . Note that if φ ∈ A(Γ) and φ(g) = λ(g)ξ, η , then
it follows that φ ∈ A(Γ) and φ = φ . If φ ∈ A(Γ) + , then by [35] Theorem V.3.15 there is a ξ ∈ ℓ 2 (Γ) with ξ 2 = φ 1/2 and
The same proof as above shows that φ ∈ A(Γ) + . In particular if ρ : Γ → U(H) is a unitary representation with ρ << λ Γ , and ξ ∈ H, then φ(g) = ρ(g)ξ, ξ is in A(Γ) + . In fact the assumption ρ << λ Γ implies that we may extend ρ to a * -homomorphism ρ : L(Γ) → B(H) so that
is weak operator topology continuous. Thus the continuous extension Φ of φ is given by
Hence, there is some ζ ∈ ℓ 2 (Γ) so that
then φ x ∈ A(Γ), and φ x ∈ A(Γ) + if and only if x ∈ L(Γ) + . By [36] Lemma IX.2.12 we have
Note that φ Cx = φ x . If φ ∈ A(Γ) + , then we may find a ξ ∈ ℓ 2 (Γ) so that
let a n ∈ L(Γ) be such that a n − ξ 2 → 0. Note that λ(g) a n , a n = τ (a * n λ(g)a n ) = τ (λ(g)a n a * n ) = φ a * n an (g), and since ξ − a n → 0, we have
Lastly, we will need the Powers-Størmer inequality (see [6] Proposition 6.2.4 for a proof which generalizes to our situation): if x, y ∈ L(Γ) and
For intuition, we leave the reader to verify that when Γ is abelian, we have that A(Γ) = { f : f ∈ L 1 ( Γ)} and that f A(Γ) = f 1 . We need the following Lemma.
Lemma 6.4. Let Γ be a countable discrete group and ρ : Γ → O(H) an orthogonal representation on separable Hilbert space H with ρ C << λ Γ . Suppose that ρ has a cyclic vector. Then, there is a orthogonal projection
Proof. Let ξ be a cyclic vector for H, and define φ : Γ → R by
Letting y n = xn+Cxn 2 and using that φ = φ we find that
we have by functional calculus that ζ n ∈ ℓ 2 (Γ, R). Note that
so that ζ n is a Cauchy sequence. Hence ζ n converges to a ζ ∈ ℓ 2 (Γ, R). Also,
Let P be the projection from ℓ 2 (Γ, R) onto Span{ρ(g)ζ : g ∈ Γ} and let P C denote its complexification as an operator on ℓ 2 (Γ). As P C commutes with λ(g), our remarks above show that there is a unique p ∈ L(Γ) so that for all ξ ∈ ℓ 2 (Γ) we have P C ξ = ξp. Moreover,
We will need to extend a sofic approximation to an embedding sequence of L(Γ) as in Lemma 5.5 in [17] , however we will also want σ i (L R (Γ)) ⊆ M di (R). Proposition 6.5. Let Γ be a countable discrete group and Σ = (σ i : Γ → S di ) a sofic approximation.
(i): There exists an embedding sequence
, and p ∈ L R (Γ) then there are orthogonal projections
Proof. (i): By 2.6 we may extend to some embedding sequence Σ = (σ i :
By Proposition 2.5, it suffices to show that for all
It now suffices to show that
for all x ∈ L(Γ). Because then we may redefine
So let x ∈ L(Γ), let ε > 0, and let α ∈ C(Γ) be such that xδ e − λ(α)δ e 2 < ε.
Note that σ i (Cλ(α)) = σ i (λ(α)). Thus,
letting i → ∞ and using that σ i is a sofic approximation we find that lim sup
Letting ε → 0 proves (i).
(ii): Since σ i is an embedding sequence we have
Lastly, we will need an analogous definition of singularity, as in the unitary case. If ρ j : Γ → O(H j ), j = 1, 2 are two orthogonal representations, we use Hom Γ (ρ 1 , ρ 2 ) for the space of real, linear, bounded, Γ-equivariant maps from H 1 → H 2 . We say that ρ 1 , ρ 2 are mutually singular, written ρ 1 ⊥ ρ 2 , if whenever K j ⊆ H j are two closed,linear, Γ-invariant subspaces then Γ K 1 , Γ K 2 are isomorphic. Similarly, we say that
Lemma 6.6. Let Γ be a countable discrete group, and ρ j : Γ → O(H j ) two orthogonal representations. The following are equivalent.
(i):
Proof. The proof of (ii) equivalent to (iii) and (ii) implies (i) is the same as in Proposition 4.2. We can copy the proof of (i) implies (ii) in Proposition 4.2 provided we prove an analogue of the Polar decomposition. So let T : H 1 → H 2 be a bounded operator. Let
be the complexification of T. Using T t for the real Banach space transpose of T,
Thus T * C T C (H 1 ) ⊆ H 1 , approximating the square root function by polynomials, we see that
If we let
T C = U |T C | be the polar decomposition, as
The rest is as in Proposition 4.2.
We now show that in the case of the left regular representation, that the concepts of singularity and absolute continuity in the real case are related to the complex case. Proof. Suppose ρ C ≪ λ Γ . Applying Zorn's Lemma to write ρ C as a direct sum of cyclic representations and applying Lemma 6.4 we see that ρ ≪ λ Γ,R . The converse is even easier.
Suppose
⊕2 as a real representation we see that T H = 0, by the previous Lemma. Since H spans H C (as a complex vector space) we see that T = 0.
The following is proved in the same way as Proposition 4.3 Proposition 6.8. Let Γ be a countable discrete group and ρ j : Γ → O(H j ), j = 1, 2 be two orthogonal representations. Then
6.3. Sofic Entropy of Gaussian Actions. In this section we compute the entropy of Gaussian actions. Let us first start with a very simple corollary of Theorem 4.4.
Corollary 6.9. Let Γ be a countable discrete sofic group with sofic approximation Σ. Let ρ : Γ → O(H) be an orthogonal representation on a separable Hilbert space H. Suppose that ρ ⊥ λ Γ,R . Then if Γ (X ρ , µ ρ ) is the corresponding Gaussian action we have
Proof. As in proposition 6.3, for any ξ ∈ H we can find a unique
By uniqueness, we have that
for almost every x, and ω(sξ) = sω(ξ) for all s ∈ R and almost every ξ ∈ H. By [31] we have that ω(ξ) ∈ L 2 (X ρ , µ ρ ) for all ξ ∈ H and that in fact
As in Proposition 6.3 we know that {ω(ξ) : ξ ∈ H} generates (X ρ , µ ρ ). Thus by Theorem 4.4 and Lemma 6.7 we know that
We thus turn to the computation of sofic entropy of Gaussian actions in the case that ρ C << λ Γ . We will need the following general Lemma. Lemma 6.10. Let Γ be a countable discrete sofic group with sofic approximation Σ = (σ i : Γ → S di ). Let X be a Polish space with compatible (not necessarily complete) metric ∆ ′ , and fix x 0 ∈ X. Let Γ X Γ be the Bernoulli action, and give X Γ the dynamically generating pseudometric
For a finite E ⊆ Γ and x ∈ X di define φ
For any finite F ⊆ Γ, there is a finite E 0 ⊆ Γ so that if E ⊆ Γ is a finite set containing E 0 , then for all δ > 0 and for all large i we have φ
Proof. For h ∈ F, we have
Let M be the diameter of (X, ∆ ′ ) then we have
by soficity. Setting E 0 = F ∪ F −1 ∪ {e} completes the proof.
For this,we first consider Γ ℓ 2 (Γ)p for p ∈ L R (Γ). For notation, if E ⊆ Γ is finite, and f : R E → C is measurable, we let f ⊗ 1 R Γ×E be defined by
We say that f ∈ S(R Γ ) if there is a finite E ⊆ Γ and a Schwartz function f 0 : R E → C so that
By standard Fourier analysis, there is a θ ∈ S(R E ) so that
Lemma 6.11. Let Γ be a countable discrete sofic group with sofic approximation Σ = (σ i : Γ → S di ). By Lemma 2.6 extend Σ to an approximation sequence
Fix x ∈ L(Γ), and let
Then the following statements hold.
(ii): There is a sequence
Proof. (i): We first handle the case that x ∈ C(Γ) and x i = σ i (x). We may chose C i so that
for j ∈ C i . By soficity, we may also force that
In this case it is an easy consequence to see that
for all j ∈ C i . Now we handle the general case. Let ε > 0, and choose α ∈ C(Γ) so that (λ(α) − x)δ e 2 < ε.
Since σ i is an approximation sequence by (2) we have for all g, h ∈ Γ that
Thus for all large i we have
Thus we find
for all g, h ∈ F and all large i. Thus for all j ∈ C i , and all s, t ∈ R
Therefore for j ∈ C i and all large i, and all t, s ∈ R
We now use a diagonal argument to complete the proof of (i).
(ii): Note that
We may force
We prove that
which will clearly prove the existence of such an A i . Again, as in (i) we first do this for x i = σ i (α) for α ∈ C(Γ). Let D i be the set of all j so that
We use o(1) for any expression which tends to 0 as i → ∞. Then
The general case follows by approximation as in (i).
We prove that if we choose x ∈ R di with respect to the Gaussian measure on p i R di then with high probability, the microstate φ (E) x will preserve the measure µ pδe when integrated against Schwartz functions. We need the following notation:
Lemma 6.12. Let Γ be a countable discrete sofic group with sofic approximation Σ = (σ i : Γ → S di ). Let p ∈ L R (Γ) be an orthogonal projection. Let p i ∈ M di (R) be a sequence of orthogonal projections such that
Let ν i be the Gaussian measure on
be defined as in Lemma 6.10 for X = R, x 0 = 0. Let µ pδe be defined as in Proposition 6.3. Then, for compact Hausdorff space Y, any sequence ψ ∈ Y di , any finite F ⊆ Γ any f ∈ S(R F ) , g ∈ C(Y ) for any δ > 0 and any finite E ⊆ Γ containing F,
we will show that (3)
the Lemma will then follow from Chebyshev's inequality. Write
with θ ∈ S(R F ). Note that by Proposition 6.3 and by the fact that θ ∈ L 1 (R F ),
We have
the interchanges of integrals being valid as F is bounded and
By the preceding Lemma, there is a C i ⊆ {1, . . . , d i } with
. We have
where we use o(1) for any expression that goes to zero as i → ∞. Additionally,
equations (7), (8), (6) and the fact that g is bounded imply that
By (5) we have proved (3). We now turn to the proof of (4) . By the same computations as above,
again the interchanges of integrals are valid as θ ∈ L 1 (R F ). By the preceding Lemma, there are
Additionally, (11) 
Equations (7), (11), (9), (6) and the fact that g is bounded imply that
we have proved (4).
We need one last lemma to the affect that Schwartz functions generate C b (R Γ ) in the sense of Definition 5.1.
Lemma 6.13. Let A be an infinite set. Then the space S(R A ) generates C b (X) in the sense of Definition 5.1.
Proof. Let ε > 0, f ∈ C b (X) and K ⊆ R A . We say that a function ψ : K → C depends upon finitely many coordinates if there is a finite E ⊆ A so that if x, y ∈ K and x(a) = y(a) for all a ∈ E then f (x) = f (y). By the Stone-Weierstrass Theorem there is a function ψ : K → C depending upon finitely many coordinates so that
there is a y ∈ K with x(a) = y(a) for all a ∈ E}.
There is a well-defined function ψ :
It is well known that there is a φ ∈ C ∞ c (R E ) so that
. This completes the proof. Theorem 6.14. Let Γ be a countable discrete sofic group with sofic approximation Σ = (σ i : Γ → S di ). Let ρ : Γ → O(H) with ρ ≪ λ Γ . Let Γ (X ρ , µ ρ ) be the corresponding Gaussian action. Let (Y, ν) be a standard probability space and Γ (Y, ν) a measure-preserving action with
Proof. By Proposition 6.3 we may regard Γ (X ρ , µ ρ ) as R Γ with the measure µ pδe defined by
for t ∈ c c (Γ, R) and some orthogonal projection p ∈ L R (Γ). Extend Σ to an approximation sequence of
. By Proposition 6.5 let p i be a sequence of orthogonal projections in M di (R) so that
and let ν i be the Gaussian measure on p i R di defined by
Choosing a compact model, we may assume that Y is a compact metrizable space and that Γ Y by homeomorphisms. Let ∆ Y be a compatible metric on Y. Let ∆ R Γ be the dynamically pseudometric on R Γ defined by ∆ R Γ (x, y) = min(|x(e) − y(e)|, 1). We shall use the generating set L = {f ⊗ g : f ∈ S(R Γ ), g ∈ C(Y )}. We use the dynamically generating pseudometric on R Γ × Y defined by
Let ε, δ, η > 0 and finite F ⊆ Γ,L ⊆ L be given. Let e = g 1 , g 2 , . . . be an enumeration of the elements of g. Inductively find positive real numbers
For infinitely many i, there is a
For these i, by Lemma 6.12, there is a finite set E of Γ containing the identity and an
, we will also assume that
which may be done as K is compact. Choose f ∈ S(R E ) so that
and f ≤ χ πE (KM ) . We may assume that φ
Suppose that S ⊆ B i is ε-dense. Then we can find for all y ∈ B i we can find an x ∈ S, and a C ⊆ {1, . . . ,
By [13] Corollary 2.55 and Stirling's Formula, there is a R > 0 so that
taking the infimum over all U ⊇ K M , then the supremum over all K M , then the infimum over all F, δ, η and L ⊆ L we find that
If we now let ε → 0 we see that
We now prove a general formula for the entropy of Gaussian actions.
Corollary 6.15. Let Γ be a countable discrete sofic group with sofic approximation Σ = (σ i : Γ → S di ). Let ρ : Γ → O(H) be an orthogonal representation. By Proposition 6.8 write ρ = ρ 1 ⊕ ρ 2 where ρ 1 ≪ λ Γ,R and ρ 2 ⊥ λ Γ,R . Let Γ (X ρ , µ ρ ), Γ (X ρj , µ ρj ), j = 1, 2 be the corresponding Gaussian actions. Then: (i): h Σ,µρ 2 (X ρ2 , µ ρ2 ) ∈ {0, −∞}, (ii):
Proof. Statement (i) is just a direct corollary of Corollary 6.9 and the fact that sofic entropy is always nonnegative or −∞. The first case of statement (i) follows from the general fact that if Γ (X, µ), Γ (Y, ν) are two measure-preserving actions on standard probability spaces, then h Σ,µ (X, Γ) = −∞ implies that h Σ,µ⊗ν (X, Γ) = −∞. The second case of statement (ii) is also just a special case of statement (i).
For the last case of statement (ii), write
where ρ 12 is cyclic. Since ρ 12 embeds into λ ⊕∞ Γ,R , we may write
where η is the Gaussian measure. By a generalization of [1] Theorem 8.1 using [19] we find that
. We thus apply the preceding Theorem to see that
We give some examples to show that h Σ,Xρ (X ρ , µ ρ ) can be −∞. Let Γ be a countable discrete sofic group with sofic approximation Σ = (σ i : Γ → S di ). We say that Σ is ergodic if whenever
The following is a folklore result and we include a proof for completeness.
Proposition 6.16. Let Γ be a countable discrete sofic group with an ergodic sofic approximation Σ. Then, if Γ (X, µ) is a nonergodic probability measure-preserving action on a standard probability space, we have
Proof. Let Σ = (σ i : Γ → S di ). Let E ⊆ X be a Γ-invariant set with 0 < µ(E) < 1. Let α : X → {0, 1} be the finite observable given by α(x) = χ A (x). Let ε > 0, by a diagonal argument it is easy to see that there is a δ > 0 and a finite F ⊆ Γ so that if and
If δ ′ is sufficiently small, and φ ∈ AP(α, F, δ ′ , σ i ) then since µ(gE∆E) = 0, we have
and we always have
Thus we see from (12) , (13) that AP(α, F, δ ′ , σ i ) = ∅. Thus h Σ,µ (X, Γ) = −∞ using Kerr's definition of entropy via partitions.
Combining with Theorem 2.8 of [31] we have the following. Corollary 6.17. Let Γ be a countable discrete sofic group with ergodic sofic approximation Σ. Let ρ : Γ → O(H) be a orthogonal representation which is not weakly mixing (e.g. ρ could be compact). Then if Γ (X, µ) is the associated Gaussian action,
We mention an example of an ergodic sofic approximation when Γ = F 2 is the free group on two generators a, b. Here we can choose a sofic approximation randomly. Namely let φ = (φ 1 , φ 2 ) ∈ S 2 n be chosen uniformly at random, and let σ φ : F 2 → S n be the unique homomorphism so that σ φ (a) = φ 1 , σ φ (b) = φ 2 . It is known that with high probability σ φ is a sofic approximation (see [28] , as well as [18] Lemma 3.1). It is also known from the theory of expanders that with high probability σ φ is a ergodic sofic approximation (see [14] , and the remarks in Section 5 of [29] ). If we take an orthogonal representation ρ : F 2 → O(H) which is not weakly mixing (e.g. take H to be finite-dimensional) then we have h Σ,µρ (X ρ , Γ) = −∞.
Sofic Entropy and Compact Extensions
Corollary 4.5 leads to the natural question as to whether sofic entropy decreases under compact extensions. In this section, we will prove that this is the case. We follow the presentation given in [37] and [24] . We need some preliminaries on Hilbert-L ∞ (Y, ν)-modules.
f, g = g, f , for all g, f ∈ E, f, f ≥ 0, for all f ∈ E, and f, f = 0 if and only if f = 0.
It is shown in [24] Proposition B.2., that if for all f, g ∈ E,
It follows that
is a norm on E. We will call E a Hilbert −L ∞ (Y, ν)-module if E is a Banach space with respect to this norm. Let Γ be a countable discrete group with Γ (Y, ν) by measure-preserving transformations. Define the
A representation ρ : Γ → B(E) will be said to be unitary if
for all x, y ∈ E. There are two main examples of interest to us. The first is when (X, µ) is another standard probability space and π : X → Y is a factor map, i.e. π * µ = ν. In this case we may disintegrate µ over π. That is, we may find probability measures {µ y : y ∈ Y } on π −1 ({y}) so that
f dµ y is measurable for all nonnegative measurable functions, and
We can then define the conditional expectation
We use f, g Y instead of f, g to distinguish if from the usual scalar inner product. We also define a left
With this
Note that if Γ is a countable discrete group and Γ (X, µ), Γ (Y, ν) by measure-preserving transformations and π is Γ-equivariant, then the natural representation ρ : Γ → B(L 2 (X|Y )) given by
In order to extend the techniques used to prove Theorem , we will need an analogue of the left regular representation for Hilbert-L ∞ (Y, ν)-modules. Let Γ be a countable discrete group, and let
We also need the notion of compact extensions, as well as mixing representations on Hilbert L ∞ (Y, ν)-modules. Again we follow the definition in [37] , [24] . Definition 7.2. Let (Y, ν) be a standard probability space and E a Hilbert-L ∞ (Y, ν)-module. A finitely generated module zonotope is a subset of the form
E are fixed. We say that K ⊆ E is precompact if for every ε > 0, there exists a measurable D ⊆ Y with ν(D) and a finitely-generated module zonotope Z ⊆ E with χ D K ⊆ ε, · Z. If Γ is a countable discrete group ρ : Γ → B(E) is a unitary representation. We say that x ∈ E is compact, if ρ(Γ)x is precompact. We say that ρ is compact if every x ∈ E is compact. Suppose (X, µ) is another standard probability space with Γ (X, µ) by measure-preserving transformations, with π : (X, µ) → (Y, ν) a Γ-equivariant factor map. We will call (X, µ) a compact extension of (Y, ν) if L 2 (X|Y ) is a compact representation of Γ. We say that E is mixing (or sometimes ρ) if every ξ ∈ E is mixing.
We leave the following as an exercise to the reader. Additionally see Lemma 2.11 in [24] . Proposition 7.4. Let (Y, ν) be a standard probability space and Γ a countable discrete group with Γ (Y, ν) by measure-preserving transformations. Let E be a Hilbert-L ∞ (Y, ν)-module and ρ : Γ → B(E) a unitary representation. If x ∈ E is compact and y ∈ E is mixing, then x, y = 0.
We will also need the following. Proof. We first need some notation. If f ∈ L ∞ (X, µ) and ξ ∈ ℓ 2 (Γ) we define (f ⊗ ξ)(x)(g) = f (x)ξ(g).
Suppose F ⊆ Γ is finite and {f g : g ∈ F } is in L ∞ (Y, ν). Then Then for all x ∈ Γ,
. Additionally, we can choose a finite K ⊆ Γ so that λ(x)ξ F , ξ F = 0, for every x ∈ Γ \ K. We thus have that
if x ∈ Γ \ K, and this completes the proof.
In order to apply Proposition 4.2, we will need an appropriate C * -algebra and some appropriate representations. Let Y be a compact metrizable space with Γ Y by homeomorphisms. We shall let C(Y ) ⋊ full Γ be the full crossed product of C(Y ) by Γ (see [6] where f g ∈ C(Y ) and all but finitely many terms are nonzero.
Let ν be a Γ-invariant measure on Y, as explained in [6] Definition 4.14 we then have a natural * -representation λ on L 2 (Y, ν, ℓ 2 (Γ)) given by (λ(f )ξ)(x)(g) = f (x)ξ(x)(g) for all f ∈ C(X), g ∈ Γ (λ(h)ξ)(x)(g) = ξ(g −1 x)(g −1 h), for all g ∈ Γ,.
Suppose that X is another compact metrizable space with Γ X by homeomorphisms, and that there is a continuous Γ-equivariant map π : X → Y with π * µ = ν. Then, we have a natural representation Proposition 7.6. Let Γ be a countable discrete group, and let (Y, ν), (X, µ) be standard probability spaces with Γ (Y, ν), Γ (X, µ) by measure-preserving transformations. Let π : (X, µ) → (Y, ν) be a compact extension. Then the * -representations ρ, λ of C(X) ⋊ full Γ defined above are mutually singular.
Proof. Let
T :
be C(X) ⋊ alg Γ-modular. We will use direct integral theory (see [35] IV.8). We use the disintegration
Then we may regard
with measurable field of vectors all ξ y so that y → π −1 ({y})∩A ξ y dµ y is measurable for all A ⊆ X measurable. Similarly, we may regard
Since T is C(X)-modular it is not hard to see that it is L ∞ (Y, ν)-modular. So we may argue as in [35] is bounded with respect to the Hilbert-L ∞ (Y, ν)-module norms and Γ-equivariant. Let ξ ∈ L 2 (X|Y ), from the above discussion we see that T (ξ) is a compact vector for the unitary representation λ on the Hilbert-L ∞ (Y, ν)-module. Since the above proposition shows that λ is mixing, we see that T (ξ) = 0 by Proposition 7.4. Thus T vanishes on L 2 (X|Y ), and as L 2 (X|Y ) is dense in L 2 (X, µ, ℓ 2 (Γ)) we see that T is zero.
Proof. The fact that the action is distal implies (see [38] ) that there is a countable ordinal λ, standard probability spaces (X θ , µ θ ) for θ ≤ λ with Γ-actions Γ (X θ , µ θ ), Γ-equivariant factor maps π θ ′ ,θ ′ : (X θ ′ , µ θ ′ ) → (X θ , µ θ ) so that if θ < θ ′ < θ ′′ then
with the following properties. First if (X λ , µ λ ) = (X, µ). If θ is a successor ordinal, then (X θ , µ θ ) → (X θ−1 , µ θ−1 )
is a compact extension, secondly if θ is a limit ordinal then (X θ , µ θ ) is the inverse limit of (X θ ′ , µ θ ′ ) over all θ ′ < θ, lastly Γ (X 0 , µ 0 ) is compact. We proceed by transfinite induction to prove that h Σ,µ θ (X θ , µ θ ) ≤ 0 for all θ ≤ λ, the base case being Corollary 4.5. The case when θ is a successor ordinal follows from Theorem 7.8. Now suppose that θ is a limit ordinal and that h Σ,µ θ ′ (X θ ′ , Γ) ≤ 0 for all θ ′ < θ. Choose a cofinal sequence θ n of {θ ′ : θ ′ < θ}. Then, by the preceding Lemma,
This completes the inductive step, and thus the proof of the corollary.
We can now recover a result of Kerr-Li (see [23] Corollary 8.4) for topological entropy.
Corollary 7.11. Let Γ be a countable discrete sofic group with sofic approximation Σ. Let X be a compact metrizable space and Γ X a distal action by homeomorphisms. Then,
Proof. By Furstenberg structure theory (see [15] ), there is a countable ordinal λ, and compact metrizable spaces X θ for θ < λ, actions Γ X θ by homeomorphisms and surjective Γ-equivariant continuous maps π θ ′ ,θ : X θ ′ → X θ with the following properties. First X λ = X, second Γ X 0 is equicontinuous, if θ is a successor ordinal then X θ → X θ−1 is an isometric extension, and finally if θ is a limit ordinal then Γ X θ is an inverse limit of Γ X θ ′ over all θ ′ < θ. We shall use π θ instead of π λ,θ . Let µ be a Γ-invariant Borel probability measure on X, and set µ θ = (π θ ) * µ θ . If θ is a successor ordinal, then as X θ → X θ−1 is an isometric extension we see that (X θ , µ θ ) → (X θ−1 , µ θ−1 ) is a compact extension. Clearly Γ (X 0 , µ 0 ) is compact. Also, if θ is a limit ordinal then Γ (X θ , µ θ ) is the inverse limit of Γ (X θ ′ , µ θ ′ ) over all θ ′ < θ. We can thus apply the preceding Corollary to see that h Σ,µ (X, Γ) ≤ 0.
By the variational principle (see [22] Theorem 6.1) h Σ (X, Γ) = sup µ h (Σ,µ (X, Γ) ≤ 0 with the supremum being over all Γ-invariant Borel probability measures on X. This completes the proof.
We point out to the reader that the proof of Corollary 8.4 in [23] is vastly simpler and more elementary than the above. However, we feel that it is important for the subject to have different perspectives on results. For example, it is nice to see the interplay of measure-theoretic and topological entropy and this is certainly present in our proof. Corollary 7.10 is a new result and allows one to deduce topological entropy results from measure-theoretic entropy, and this connects the subjects together. Additionally, the proof of Corollary 7.10 is essentially"linear", based mostly on functional analysis and representation theory of C * -algebras and avoids much of the nonlinear nature of probability measure-preserving actions. On the other hand, the proof of Corollary 8.4 [23] is more combinatorial and gives more detailed information about the structure of topological actions with positive entropy. Both perspectives are important, and we hope can be exploited to understand the structural consequences of positive measure-theoretic entropy for actions of sofic groups, along the lines of [23] and [33] as well as this paper.
