In this paper, a novel prediction method for box-office is proposed based on the rough set data processing function and support vector machine (SVM) 
Introduction
As a product with a short lifetime, the film generates box office earnings during its schedule. Ticket sales is essential for risk evaluation of film investment and for the distributor [1] [2] . Prediction of the ticket sales is not only an important means of ensuring the return on film investment and controlling film release risks, but also provides helpful information for investment decision [3] . Due to the large number of factors that influence ticket sales and the difficulty in quantifying these factors, it is really hard to accurately predict the profitability of films during their lifetime [4] [5] . Ascertaining the factors in ticket sales and the interrelations among them is significant for reducing market risks and improving the operation and management of the film industry.
In [6] , Marshall, et al., proposed to estimate the total number of audience during the film's schedule using the historical film data. They also estimated the number of audience in the first week via the multiple linear regression algorithm, and applied the model devised by Sawhney, et al., in [7] to estimate the aggregate number of audience in several weeks after the release. However, their method neglected the charm of the film for the audience, resulting in grave errors of estimation. Barman et al. proposed in [8] to predict the profitability of the film using the feedback neural networks. Despite the ability to provide accurate estimation locally, the structure of their proposed feedback neural network is too simple (containing only one hidden layer), and overlooks the effects from other important factors (e.g., directors and actors), making it infeasible for practical application. In [9] , Sharda, et al., proposed a multilayer neural network-based model which can classify film's ticket sales by integrating multiple film properties that influence ticket sales. And the classification accuracy is used as the major performance metric for the classification evaluation of the model, resulting in great classification effectiveness. But the interval used in the output layer of their classification model is too large (e.g., the ticket sales interval of [100000，1000000]), decreasing their model' s feasibility.
To address existing problems with ticket sales prediction, we propose a hybrid classification method based on the rough set and the support vector machine. Considering random fluctuations of ticket sales, we improve the algorithm and the prediction process by specifying the range of ticket sales fluctuations. Our model can not only ensure accuracy of the final prediction result, but also provides insights into film investment risk control.
Basics of the Rough Set Theory

Classic Rough Set Theory
The rough set (RS) theory provides a tool for addressing the classification problem that involves ambiguous, inaccurate or incomplete information [10] [11] .
Given a limited non-empty set U (universe of discourse), and let R denote a set of equivalent relations on U, then the bivariate pair (U, R) forms an approximation space.
The equivalent relations R partition U into mutually disjoint subsets , 1, 2, ,
and the empty set are called the basic set denoted by
. Let X be a subset of U. If X cannot be accurately represented by the union of the basic sets, then X is called the rough set. The union of all basic sets contained in X is the lower approximation of X, denoted by R * (X). The union of basic sets whose intersection with X is not empty is the upper approximation of X, denoted by R * (X). It can be mathematically defined as:
where x is an object in U, [x] R denotes the equivalent class that is obtained by partitioning U with the equivalent relation R and it contains x. Let U be the universe of discourse, P and Q be the two equivalent relations (i.e. knowledge) in U; The partition of P and Q in U is X and Y, respectively:
. Then, the P-positive domain of Q is denoted by POS p (Q) and defined as:
The P-positive domain of Q refers to the set of objects that can be correctly partitioned into the equivalent class of Q via the information from U/P. The dependence degree of the knowledge is defined as:
where  denotes the cardinality of  .
The RS theory classifies the knowledge via knowledge reduction. The properties of the information system are not equally important and it is possible that some properties are redundant. Therefore, knowledge reduction can be done to delete irrelevant or unimportant property knowledge without compromising the classification ability of the system, and to extract the properties and rules that can best represent system features and variations, resulting in the most simplified system. To determine the importance of some properties, the strategy adopted in this paper is to add the property one by one and study how the classes will change after this property is added. If the addition of this class lead to radical changes of classes, then it means that this property is intense, i.e. important. Otherwise, it means that this property is not intense, i.e. unimportant.
Fuzzy Rough Set
When the RS theory is used for data analysis, it requires all properties of the information system to be represented with discrete values. Although there are many methods for discretizing the continuous data, they neglect whether elements within the class are differentiable. Even if it can be known which set the element belongs to, it is unknown in which degree the element belongs to the set. From this perspective, this causes loss of information. The use of the fuzzy rough set enables the inter-class elements to be differentiated via the fuzzy membership function during property reduction, thus resulting in a reduction that incurs a slight loss of information.
By substituting the fuzzy set for the accurate set and introducing the fuzzy similarity relation to the universe of discourse as a replacement for the accurate similarity relation [12] [13] , the classic fuzzy set theory can be extended to the fuzzy rough set [13] . The fuzzy lower and upper approximation is defined as:
where Fi denotes the fuzzy equivalent class that belongs to U/P, the bivariate pair <P*X, P*X>is called the fuzzy rough set.
For x belonging to the fuzzy positive region in U, it is defined as [10] :
Correspondingly, the dependence degree is defined as:
Basics Principle of SVM
Support vector machine (SVM) is a wholly novel machine learning algorithm proposed by V. Vapnik, et al., from the Bell laboratory who have studied statistical learning for over 30 years. By combining the maximum margin classifier and the kernel-based method, SVM exhibits great generalization ability [14] . Its basic idea is as follows: transform the input space into a high-dimension space via the nonlinear mapping j, and then find the nonlinear relation between the input variable and the output variable in the highdimension space. The algorithm only uses the inner product in the high-dimension space. So by introducing proper kernel functions, the inner product calculation in the highdimension space can be done with the functions in the original space. And linear classification based on a nonlinear transformation can also be achieved [15] .
The core of the SVM idea is to map the data x into the high-dimension feature space via a nonlinear mapping j before performing linear regression in this space. Generally, the regression problem can be described as follows: for a given training sample, the learning machine learns the relation between the input variable and the output variable. of training samples. The objective is to find a function f(x), which can remarkably approximate to all sample points [6] . Generally, the estimation function of SVM can be given by:
where f(x) denotes the regression function, w and b denote the normal vector and the deviation, j(x) denotes the characteristic mapping function.
Then, the standard support vector regression algorithm can be formulated as the following problem:
where C is the punitive coefficient, i  is the relaxation variable, and  is the loss function.
The Lagrange multiplier is used to find the solution. We introduce the Lagrange 
After the above quadratic optimization problem is solved, the general formula can be rewritten as:
where b is computed via SVM, the kernel function K(x i , x) is the dot product that any symmetrical kernel function satisfying Mercer conditions corresponds to in the feature space. Common kernels include the linear kernel, polynomial kernel and the radial base function (RBF). Figure 1 shows the ticket sales classification and prediction model based on the rough set and SVM. The decision table is constructed after the input variables are chosen and regularized. Redundant properties and conflicting samples are deleted via property reduction without compromising the classification ability. Finally, the obtained data is used for the training and testing of SVM. Main processes are given below:
Prediction Model
(1) Input the training data and testing data. Use the cross validation strategy to partition the samples. In this way, we can make full use of existing samples to test the network performance and correctly represent the model's performance.
(2) Pre-process the data. Process the ticket sales data, collecting the data, deleting redundant data, outdated data and invalid data.
(3) Select the input variable and normalize it. Based on the characteristics of the film, extract the features regarding ticket sales as the input variables and normalize them.
(4) Construct the decision 
Prediction Results Analysis
Cross Validation Strategy
The BP algorithm designed for the multi-hidden-layer network is chosen as the training algorithm of the neural network classifier. The cross validation strategy is used for the evaluation of the prediction performance of the neural network classifier. Here, the samples are uniformly partitioned into 6 groups. That is, we use the six fold cross validation approach. The sum of each column in this matrix denotes the actual number of films of the corresponding type, and the sum of each row denotes the number of films of the corresponding type estimated by the classifier. Hence, the element in the diagonal denotes the a ccurately estimated number of films of the corresponding type. And the type of films in each group tend to be uniformly distributed. The groups are shown in Table 1 . 
Performance Metrics of Ticket Sales Prediction
As in the traditional performance evaluation method, the percent accuracy (APHR=number of correctly classified samples/the total number of samples of this type) is used to measure the prediction quality of the neural network classifier [9] . There are two main performance metrics: absolute accuracy (Bingo), def ined as the ratio of the number of films whose type is correctly predicted to the total number of films of the corresponding type; relative accuracy (1-Away), defined as the ratio of the number of films whose type and neighboring types are correctly predic ted to the total number of films of the corresponding type. Both metrics can be computed as in Equations 14 and 15. These hit ratios indicate the average accuracy of the classification model's actual output with respect to the expected output. 
where C denotes the total number of classes (=6), n denotes the total number of films of the ith type, pi denotes the number of films which are predicted to be the ith type. The films are partitioned into 6 classes, so when i<1 or i>6, we have pi=0.
Prediction Results and Performance Analysis
The previous studies demonstrate that the multi-layer perceptron (MLP) provides the greatest prediction performance. And it has been proved that its effectiveness is better than the traditional statistics-based classification approaches, such as the decision classification method, the regression classification method and the decision tree method. So our proposed method is directly compared with MLP.
The reduced results are input to the SVM classifier for training and testing. RBF is chosen as the kernel function. Based on several experiments, the punitive factor C is set to 460 and 2 
5
  . Training and classification simulations are performed via MATLAB 7.0. The mixed matrix usually used in the classification problem is adopted here for the representation of the classification results. The prediction results are given in Table 2 . Simulation results of MLP are shown in Table 3 . By comparing the result achieved with the input variables that are not reduced with the result achieved with the reduced input variables, it can be found that due to property reduction, the absolute accuracy of the classifier improves by 10.5% in average, and its relative accuracy improves by 4.8% in average. Comparison of both the individual group's prediction results and the overall results between SVM and MLP demonstrates that the proposed method outperforms MLP. Figure 4 show the comparison of box-office prediction results between traditional MLP method and the proposed forecasting method in this paper in the second week to the fourth week. From the figures, it can be clearly seen that, the prediction precision of prosed method based on rough set and SVM is superior to the MLP method. The average relative error are down 9.93%, 15.7% and 13.3% from second week to the fourth week, respectively.
Conclusion
In this paper, we proposed a novel box-office forecasting method by combining rough sets attribute reduction and support vector machine classification. In the selection of input variables and to determine the initial value, using the statistical method, the value of more scientific and reasonable. Results show that its accuracy is higher than that of MLP by 10%. So our proposed method is effective and can meet the industry's requirements. This model can be used for film investment and producers released in a film before filming even forecast the output, but also can provide a reference for the company to choose the film, help to make scientific and rational decision-making.
However, this paper is just a theoretical model and presents simulation experimental result. In the future, we consider combining with the requirements of the filmdom, developing an easy operation human-machine interface application program. This model can be put into practical use, in order to enhance the accuracy of prediction of the box-office and create economic benefits
