We present an exposition of first-principles approaches to elucidating interfacial reactions in all-solid-state sodium-ion batteries. We will demonstrate how thermodynamic approximations based on assumptions of fast alkali diffusion and multispecies equilibrium can be used to effectively screen combinations of Na-ion electrodes, solid electrolytes, and buffer oxides for electrochemical and chemical compatibility. We find that exchange reactions, especially between simple oxides and thiophosphate groups to form PO 4 3− , are the main cause of large driving forces for cathode/solid electrolyte interfacial reactions. A high reactivity with large volume changes is also predicted at the Na anode/solid electrolyte interface, while the Na 2 Ti 3 O 7 anode is predicted to be much more stable against a broad range of solid electrolytes. We identify several promising binary oxides, Sc 2 O 3 , SiO 2 , TiO 2 , ZrO 2 , and HfO 2 , that are similarly or more chemically compatible with most electrodes and solid electrolytes than the commonly used Al 2 O 3 is. Finally, we show that ab initio molecular dynamics simulations of the NaCoO 2 /Na 3 PS 4 interface model predict that the formation of SO 4 2− -containing compounds and Na 3 P is kinetically favored over the formation of PO 4 3− -containing compounds, in contrast to the predictions of the thermodynamic models. This work provides useful insights into materials selection strategies for enabling stable electrode/solid electrolyte interfaces, a critical bottleneck in designing all-solidstate sodium-ion batteries, and outlines several testable predictions for future experimental validation.
■ INTRODUCTION
All-solid-state rechargeable alkali-ion batteries (SSABs) have garnered significant interest in recent years. 1 With the replacement of flammable organic solvent electrolytes with nonflammable solid electrolytes, SSABs promise to be a safer energy storage architecture while, at the same time, potentially providing significant gains in system-level energy densities through device optimization (e.g., stacking) or enabling new chemistries (e.g., high-voltage cathodes and alkali metal anodes). 2, 3 Despite groundbreaking discoveries of novel solid electrolyte (SE) chemistries exhibiting superionic alkali conductivities, 4−9 a major challenge that remains is the unsatisfactory rate performance and cycling stability of SSABs due to the high resistance and poor stability of the electrode/SE interface. For example, though the Li 9.54 Si 1.74 P 1.44 S 11.7 Cl 0.3 based on the Li 10 GeP 2 S 12 ( LGPS) structure first reported by Kato et al. 10 has one of the highest Li + conductivities (25 mS/cm), its extremely poor electrochemical stability and interfacial side reactions render it far less practical than Li 9.6 P 3 S 12 , a material reported in the same work with a significantly lower conductivity (1.2 mS/cm) but much better interfacial stability. For Na-ion chemistry, most room-temperature solid-state Na batteries reported thus far suffer from limited capacity or significant capacity degradation during cycling. 9,11−16 It is therefore not surprising that researchers have escalated their efforts to understand and address these interfacial issues in SSABs. On the experimental front, X-ray photoelectron spectroscopy (XPS) has emerged as a common approach for probing and identifying the species present at the buried electrode/SE interface. 17−19 The application of buffer layers such as Al 2 O 3 has been demonstrated to be an effective approach for improving the wetting of the electrode/SE interface (especially for Li metal anodes), 20 as well as a protective barrier to electrode/SE reactions (especially for sulfide SEs). 21−23 Also, first-principles calculations have emerged as an important complementary tool for precisely probing interfacial reactions 24, 25 and the electrochemical stability of SEs. Ong, Mo, and Ceder 26, 27 first developed the first-principles Li grand potential approximation to predict SE phase equilibria at the high and low voltage limits in the LGPS family of SEs. This approximation has been shown to be remarkably effective, as evidenced by subsequent experimental confirmation of the predicted reaction phases via XPS measurements. 17 Later, these approaches were further extended to extensive studies of most well-known Li and Na SEs.
14,28−32 More recently, Tian et al. reported a combined experimental and theoretical study of the compatibility of the Na 3 PS 4 and Na 3 PSe 4 SEs with layered transition metal oxide (NaTmO 2 , where Tm = Cr, Mn, Fe, Co, or Ni) cathodes. 19 In this work, we will attempt to address two crucial gaps in previous works. First, previous works have primarily focused on thermodynamic approximations to interfacial phase equilibria; the previous studies accounted for kinetic effects to an only limited extent, 19 if at all. Second, a comprehensive assessment of Na-ion electrode/SE interactions has not been performed, and in general, there is a lack of guidance on effective materials selection strategies for cathode/SE, anode/ SE, and buffer layers for all-solid-state Na-ion batteries (SSNaBs). In the subsequent sections, we will first outline the various approximation methodologies for predicting interfacial phase equilibria, including explicit kinetic interface model analysis using ab initio molecular dynamics (AIMD) combined with radial distribution function analysis. This is followed by a comprehensive study of the reactions among the common cathode, anode, and SE chemistries currently under consideration for SSNaBs, along with recommended materials selection strategies. Furthermore, we will also attempt to provide a rough estimate of the chemomechanical effect of these reactions, a factor not considered in previous works.
■ MODELS FOR SOLID−SOLID INTERFACES
Here, we will outline the general principles behind the various first-principles approaches for predicting solid/solid interface equilibria and reactivity. Figure 1 provides an overview of the three models that will be discussed in this section, arranged in order of complexity. The bottom two models are based on thermodynamic approximations, and they have been used in previous works on Li SEs;
26−32 the model on the top of the pyramid is an explicit interfacial model simulated at finite temperatures. We will discuss these models in the context of SSNaBs, though the models can be similarly applied to SSLiBs.
Approach 1: Fast Diffusion of an Alkali Ion. Under the assumption that Na is the main mobile species, the SE material can be treated as an open system to Na described by chemical potential μ Na . The SE is subjected to a maximum range of electrochemical potentials when the battery is fully charged, where the desodiated cathode is effectively a Na sink at a low μ Na and the sodiated anode is effectively a Na source at a high μ Na . The electrochemical window of a SE is essentially the μ Na or voltage range in which the composition of SE is stable against either Na extraction or insertion, which can be estimated using the density functional theory (DFT) grand potential phase diagram at various μ Na values. 33 The Na grand potential is given by
Na Na (1) where E(c) is the total energy from DFT calculations and N(c) is the number of Na atoms of that particular phase with composition c. μ Na is related to voltage V with respect to the Na metal anode by
where μ Na 0 is the Na chemical potential of Na metal and e is the electron charge.
In essence, one can view this as an estimate of the electrochemical (grand canonical) stability of the SE with respect to voltage. Henceforth, we will simply refer to this estimate as the electrochemical stability for the sake of brevity.
Approach 2: Multispecies Equilibrium. In this approach, the assumption is that the two materials at a heterogeneous interface react to form the most favorable products under full thermodynamic equilibrium. 29−32 The most favorable reaction is determined by constructing the pseudobinary phase diagram between the two materials, a and b (e.g., between the NaCoO 2 cathode and the Na 3 PS 4 SE), and finding the reaction ratio resulting in the most negative reaction energy:
(1 )
where c a and c b are the compositions of phases a and b, respectively, x is the ratio of c a , E[c a ] and E[c b ] are the DFT total energies of phases a and b, respectively, E eq (c) is the energy of phase equilibria at composition c, and N is a normalization factor, which is equal to the total number of atoms involved in the reaction. ΔE(c a ,c b ) may then be regarded as an estimate of the chemical (equilibrium) stability of the two materials with each other. Henceforth, we will simply refer to this estimate as the chemical stability for the sake of brevity. The more negative the ΔE(c a ,c b ), the greater the thermody- namic driving force for the two materials to react at a heterogeneous interface. In addition, we can also estimate volume change ΔV as a result of the reaction at a heterogeneous interface by comparing the volumes of products of the reaction to that of the reactants in the reaction. The final DFT relaxed volumes of each reactant/product pair are used in this estimate. A negative ΔV means that the volume of the products is smaller than that of the reactants, which may cause the formation of voids and a loss of contact at the interface. On the other hand, a positive ΔV means that the volume of the products is larger than that of the reactants, which may cause the buildup of stresses and cracks at the interface.
Approach 3: Explicit Interface Simulation. In the third approach, finite-temperature ab initio molecular dynamics (AIMD) simulations are performed on explicit models constructed for solid/solid interfaces in a SSNaB, as shown in Figure 2 .
Interface Construction. The interface models were constructed using slabs of electrodes, buffer layers, or SE material. The orientation of the cathode slab was chosen such that it is a low-energy surface appearing in the calculated Wulff shape 34 that also presents facile channels for Na diffusion. A similar criterion was used by Haruyama et al. 35 The spacing between two materials was initially set at 2.5 Å. To achieve a good compromise between the number of atoms in the model and the misfit strain at the interface, we used the algorithm proposed by Stradi et al. 36 to identify the optimal supercell combination based on the following criteria:
Lattice misfit parameter m < 6%.
where p i and p s are perimeters of the unit cell a−b plane of the interface and the slab, respectively. Mean absolute strain ε ̅ < 10%. (5) where ε xx , ε xy , and ε yy are components of plane strain caused by matching one slab with another. Changes in bonding were tracked over the course of AIMD simulations for at least 30 ps (with transition metal) and 160 ps (without transition metal) by comparing the radial distribution functions (RDFs) of various species at the interface with those of all known reference crystalline compounds within the chemical system of interest. For instance, in the case of the Na 3 PS 4 /Na interface, the interfacial RDFs are compared with those of all known compounds in the Na−P−S chemical space, i.e., all Na, P, S, Na x P y , Na x S y , P x S y , and Na x P y S z phases in the Materials Project (MP) database 37,38 with an energy above hull (E hull ) of <20 meV/atom. E hull is a measure of the stability of a reference material, and here, we limit the reference collection to relatively stable phases, as shown in Table S5 . We will discuss our systematic process of elimination to identify matching reference compounds, e.g., by noting the absence or presence of welldefined bond lengths such as those for PO 4 3− , SO 4 3− , and PS 4 3− tetrahedra, in the Results. It should also be noted that we did not explicitly set any interfacial reactions to be driven by the inherent concentration/chemical potential gradients across the interface, and the voltage is not explicitly set in the AIMD simulations.
Materials Selection. The relatively low computational cost of thermodynamic approaches 1 and 2 described above permits a high-throughput analysis of a large number of material combinations forming the interface, especially if precomputed energies and volumes from the MP database are used where available. As such, we have performed a comprehensive analysis covering most well-known SE, cathode, and anode materials across a broad range of chemistries currently of interest in the Na-ion battery community, as shown in Table 1 .
More details regarding selected structures for thermodynamic interfacial reactivity assessments can be found in Table  S1 .
Given the high computational expense of AIMD simulations of interfacial systems, approach 3 was applied for only one model battery system, layered O3-NaCoO 2 cathode, Na 3 PS 4 SE, and Na metal anode, with Al 2 O 3 as the model buffer layer. For the NaCoO 2 cathode, both the half-discharged and fully discharged cathode materials were modeled to assess the effect Figure 2 . Schematic diagram of interfaces in SSNaBs without buffer layers (top) and with buffer layers (bottom). Letters in the figure denote the cathode (C), the solid electrolyte (SE), the anode (A), and the buffer layer (B). The atomic structures of interfaces are provided in Table S4 and Figure S3 ). of the state of charge on interfacial reactivity. All structures used to construct interfaces are relaxed structures from the MP database, and details are listed in Table 2 .
DFT Calculation Parameters. All calculations were performed using the Vienna Ab initio Simulation Package (VASP) 39 within the projector-augmented wave approach 40 using the Perdew−Burke−Ernzerhof generalized-gradient approximation (GGA) functional. 41 For total energy calculations, a mixing scheme combining GGA calculations with or without Hubbard (+U) correction was applied to treat electron insulators and conductors properly. 42 All parameters, such as a plane wave energy cutoff of 520 eV and a k-point density of at least 1000/(number of atoms), were chosen in a manner consistent with those used in MP as implemented in the Python Materials Genomics (pymatgen) 43 package. All calculations were spin-polarized starting from a high-spin ferromagnetic configuration, except for Co, which is initialized with low spin.
For AIMD simulations, non-spin-polarized calculations were performed using a minimal Γ-point k-point grid and a time step of 2 fs. The use of non-spin-polarized calculations is a necessary approximation to ensure the AIMD simulations can be performed at a reasonable cost, and we do not expect the key results (reaction mechanisms and products at the interface) to be significantly affected by this approximation. Simulations in the NpT ensemble at 300 K were first performed until the volume of the cell converged to within 2%. This step is necessary to minimize the interfacial stress caused by the lattice misfit and typically occurs within 4 ps of simulation time ( Figure S9 ). The pressure of NpT simulations was kept at 1 atm with the Langevin thermostat, 44 and a larger plane wave energy cutoff of 400 eV (without oxygen) or 600 eV (with oxygen) was used to avoid the undesired Pulay stress error. This is followed by NVT simulations at 300 K using a smaller energy cutoff of 280 eV (without oxygen) or 400 eV (with oxygen) and the Nose-Hoover thermostat. All calculations were performed using automated in-house AIMD workflow software. 45 ■ RESULTS Electrochemical (grand canonical) Stability. Figure 3 shows the predicted electrochemical window of various SEs calculated using the grand potential phase diagram approach. We find that none of the commonly studied Na SEs are stable against Na uptake at a voltage close to that of Na metal. Generally, the NASICON Na 3 Zr 2 Si 2 PO 12 oxide SE has better cathodic and anodic stability compared to those of sulfide SEs, which in turn have better cathodic and anodic stability compared to those of the selenide (Na 3 PSe 4 ). Figure 3 also shows the predicted phase equilibria and Na uptake versus voltage for the Na 3 PS 4 SE. The predicted phase equilibria and Na uptake profile for the other SEs are available in Table S2 and Figure S1 . The predicted products at the Na metal anode voltage are Na 3 P and Na 2 S, in good agreement with XPS measurements of Na 3 PS 4 after Na metal deposition. 18 We also note that Na 3 AsS 4 and Na 3 SbS 4 show electrochemical windows that are significantly narrower than that of Na 3 PS 4 . This is due to the fact that As and Sb are redoxactive elements. Interestingly and somewhat counterintuitively, both the immediate cathodic and anodic decomposition of Na 3 AsS 4 and Na 3 SbS 4 occur with the reduction of As/Sb from the 5+ to the 3+ oxidation state, with the formation of Na 2 S with Na uptake (reduction at low voltages) and S with Na extraction (oxidation at high voltages). Details of the reaction products are provided in Table S2 .
It should be noted that the predicted products for Na 3 PS 4 and Na 3 PSe 4 differ slightly from those in earlier work by Tian et al. 19 because this study uses only data available in the Materials Project without including predicted phases. Nevertheless, the main qualitative conclusion is the same, which is that both Na 3 PS 4 and Na 3 PSe 4 have limited electrochemical windows, which are much narrower than those from cyclic voltammetry (CV) measurements. 12, 46 Chemical (equilibrium) Stability. Electrode/SE Interfacial Stability. Figure 4 shows the calculated reaction energies (left) and volume changes (right) between various discharged electrode/SE pairs using approach 2. The corresponding reaction products are listed in Table S3 . We may make the following key observations.
(1) Highly unstable cathode/SE combinations arise when a non-polyanion cathode (such as the layered NaMO 2 oxides) is paired with Na 3 PS 4 or Na 3 PSe 4 because of the displacement reaction of the S 2− or Se 2− by O 2− to form the highly stable PO 4 compounds, e.g., NaCrO 2 + Na 3 PS(Se) 4 → Na 3 PO 4 + NaCrS(Se) 2 . This observation is consistent with those made previously by Richards et al. 30 and Tian et al. 19 The volume changes depend on the transition metal species, with NaCoO 2 , NaNiO 2 , and NaMnO 2 exhibiting relatively large positive volume changes. Figure 3 . Electrochemical stability of studied solid electrolytes (top). Predicted phase equilibria over different voltage (μ Na ) ranges for one example solid electrolyte, Na 3 PS 4 (middle). Na uptake per formula unit of Na 3 PS 4 vs voltage (bottom).
(2) Substitution of P with As and Sb tends to improve the chemical stability of the layered NaMO 2 /SE interface. Though the DFT phase diagrams still predict the occurrence of exchange reactions, these tend to be incomplete in the case of As and Sb; i.e., not all As or Sb is consumed during the formation of As x O y or Sb x O y polyanions, respectively, which may account for the reaction energy being lower than that of P.
(3) The PO 4 -containing polyanion cathodes [NaFePO 4 , NaFePO 4 F, Na 3 V 2 (PO 4 ) 3 , and Na 3 V 2 (PO 4 ) 2 F 3 ] show significantly better chemical stability with all sulfide and selenide SEs. However, the two Fe-containing cathodes, NaFePO 4 and NaFePO 4 F, are predicted to exhibit relatively larger negative volume changes upon reactions with sulfide and selenide SEs, while the two V-containing cathodes, Na 3 V 2 (PO 4 ) 3 and Na 3 V 2 (PO 4 ) 2 F 3 , show comparatively smaller volume changes (|ΔV| < 2.5%). The main reason is the reaction products for the Fe-based cathodes lack low-density chalcogenides (e.g., Na 2 S and VS 2 ). The SO 4 We have performed a similar analysis using a few selected cathodes in the charged state (as opposed to discharged). The results are available in Figure S2 and Table S3 ). Generally, charged cathodes are more oxidizing than discharged cathodes, resulting in more negative reaction energies and larger volume changes. Nevertheless, we find that the overall trends in chemical stability across cathode/SE chemistry pairs remain fairly consistent with that of the discharged cathodes.
Evaluation of Potential Buffer Layer Materials. Binary oxides are commonly used as buffer layer materials to protect the electrode/electrolyte interface in alkali-ion batteries. 47, 48 A good buffer layer material should exhibit limited reactivity with both materials at the heterogeneous interface. Figure 5 shows the calculated reaction energies of potential buffer layer materials and active materials in SSNaBs. We find that Al 2 O 3 , a commonly used buffer layer material, 49 shows extremely low reactivity with most SEs and cathodes and slight reactivity with Na metal. Interestingly, HfO 2 is predicted to be another particularly promising buffer layer material, showing even lower reactivity across nearly all SEs and electrodes compared to that of Al 2 O 3 . Indeed, there have been a few attempts to use For the Na metal anode/SE interface, only HfO 2 , Sc 2 O 3 , and ZrO 2 are predicted to have low reactivity with Na metal while maintaining low reactivity with the sulfide and selenide SEs.
Chemistry of Materials
AIMD Simulations of Explicit Interfacial Models. Because of the computational expense, AIMD simulations were performed on explicit interfacial models for one model system only, layered O3-NaCoO 2 cathode, Na 3 PS 4 (cubic) SE, and Na metal anode, with or without Al 2 O 3 as a buffer layer. For the NaCoO 2 cathode, both charged Na 0.5 CoO 2 and fully discharged NaCoO 2 cathode materials were modeled to assess the effect of the state of charge on interfacial reactivity. It should be noted that layered oxides such as NaCoO 2 are typically charged only to half-theoretical capacity during operation to avoid the collapse of the layered structure; hence, we have used Na 0.5 CoO 2 as the model for the charged cathode. A total of five interfacial models were studied (see Figure 2 ). We will outline the RDF analysis approach in greater detail using the comparatively simpler Na 3 PS 4 /Na interfacial system to illustrate the key principles, while only key results will be discussed for the other interfacial systems. Na 3 PS 4 /Na (SE/anode) Interface. Figure 6 shows the evolution of the Na 3 PS 4 /Na interface model with respect to the simulation time. From Figure 6a , we may observe that there is a negligible density of <4.2 Å P−P bonds throughout the entire simulation, which eliminates P, P x S y , NaP, NaP 5 , and Na 3 P 11 as potential phases that are present. From Figure 6b , we similarly observe that there is a negligible density of <2.9 Å S− S bonds, which further eliminates S, NaS 2 , and Na 2 S 5 as potential phases present at the interface. Through this process of elimination, we conclude that the potential phases present at the interface are Na 3 PS 4 , Na 3 P, and Na 2 S. We note that the RDFs in panels a and b of Figure 6 show no peaks corresponding to Na 3 P [min r(P−P) ∼ 5.0 Å] and Na 2 S [min r(S−S) ∼ 4.6 Å], respectively, at the start of the simulation (t = 0), but these peaks become progressively stronger over the course of the simulation. We may therefore conclude that the dominant reaction products at the Na 3 PS 4 / Na interface are Na 2 S and Na 3 P, which is consistent with the predicted interfacial reaction determined by thermodynamic approaches and previous experimental studies. 18 NaCoO 2 /Na 3 PS 4 (cathode/SE) Interface. Figure 7 shows comparisons between the evolution of interface models with the discharged NaCoO 2 and charged Na 0.5 CoO 2 cathode with respect to the simulation time. Unsurprisingly, we observe that the discharged cathode is much less reactive with the Na 3 PS 4 SE than the more oxidizing charged cathode is. For instance, strong Na−Na peaks corresponding to NaCoO 2 persist throughout the entire length of the simulation (Figure 7a ). We will henceforth focus our discussion on the charged Na 0.5 CoO 2 /Na 3 PS 4 interface.
From Figure 7b , we find that well-defined S−O peaks corresponding to the formation of SO 4 2− groups (r S−O ∼ 1.5 Å) become progressively stronger in the Na 0.5 CoO 2 /Na 3 PS 4 interface after 1 ps. We also observe in Figure 7c that clear Co−S peaks (∼ 2.2 Å) correspond to Co x S y compounds. Finally, on the basis of the P-containing RDFs (Co−P, Na−P, P−S, P−O, and P−P, given in Figure S5 ), we may conclude Figure 6 . Evolution of the (a) P−P and (b) S−S RDFs of the Na 3 PS 4 /Na interface with respect to AIMD simulation time plotted as a heat map, with a higher brightness indicating a higher value of g(r). Dashed lines are used to indicate the RDF of phases that are eliminated because of the absence of certain peaks during the AIMD simulations. White arrows and text indicate the formation of interfacial reaction phases. The RDFs of reference materials are provided above the heat map. Note that t-Na 3 PS 4 and c-Na 3 PS 4 refer to the tetragonal and cubic phases, respectively. that Na 3 P is the only other phase present at the interface. Indeed, no P−O signatures corresponding to PO 4 3− groups [r(P−O) 1.5 Å] are observed (Figure 7d ). This result disagrees with the predicted reaction products for the NaCoO 2 /Na 3 PS 4 and CoO 2 /Na 3 PS 4 interfaces from the thermodynamic approximations, which include Na 3 PO 4 and/or NaCoPO 4 (see Table S3 ).
From the findings described above, we may infer that the initial interface reaction favors the formation of SO 4 2− and Co x S y by the reaction between S from Na 3 PS 4 and O and Co from Na 0.5 CoO 2 . This is accompanied by the reduction of P in Na 3 PS 4 to form Na 3 P. We will discuss the possible reasons for the discrepancy between the AIMD results and thermodynamic approximations in the Discussion.
Buffer/Cathode, SE, and Anode Interfaces. From Figure 8 and Figures S7−S9 , we find that generally, the Al 2 O 3 interfaces with the Na anode, Na 3 PS 4 SE, and NaCoO 2 cathode are relatively stable, with little change in the RDFs of most bonds. This is consistent with the thermodynamic predictions showing relatively low to zero driving force for the reaction between Al 2 O 3 and the electrodes and Na 3 PS 4 .
■ DISCUSSION Prediction of Interfacial Reaction Products. Comparing the three approaches to predicting interfacial reactions presented in this work, we may conclude that there is a reasonable agreement between the predicted reaction products and driving forces, especially at the SE/anode interface. To take the Na 3 PS 4 /Na interface as an example, all approaches predict Na 3 P and Na 2 S among the interfacial reaction products, in line with experimental findings. 18 The multispecies chemical reactivity (approach 2) and explicit interface modeling (approach 3) approaches predict low reactivities between the commonly used Al 2 O 3 buffer material and the cathode, SE, and anode, again in line with experimental findings.
18,21−23
However, there are significant differences in the predictions of the interfacial reaction products at the more complex cathode/SE interfaces, where multiple species with different mobilities generally participate in the reaction. Here, approach 1 (electrochemical reactivity), in which ultrafast alkali diffusion is assumed, is a rather blunt approximation and predicts the same interfacial products regardless of cathode chemistry.
Approach 2 (chemical reactivity), which assumes a multispecies equilibrium, provides a more realistic picture in the limit of full thermodynamic equilibrium. This limit applies at high temperatures (e.g., synthesis conditions) or long time frames. In general, this approach predicts that mixing of nonpolyanion cathodes (e.g., NaCoO 2 ) and polyanion (e.g., PS 4 3− ) SEs tends to lead to large interfacial reaction energies due to the exchange of the polyanion cation, e.g., to form PO 4 3− . This is consistent with previous theoretical and experimental studies. 19 Finally, approach 3 (kinetic interface model) provides the most realistic picture of interfacial reactivity, albeit at relatively small cell sizes and short time scales. For the NaCoO 2 cathode and Na 3 PS 4 SE, the AIMD simulations predict that the initial reaction between the two materials, especially in the case of the charged cathode, comprises SO 4 2− compounds and Na 3 P, with no evidence of PO 4 3− formation. We note that the P in Na 3 PS 4 is enclosed within PS 4 3− tetrahedra. Our hypothesis therefore is that the initial interface reaction takes place via the oxidation of the more accessible S 2− on the outside of these tetrahedra by the highly oxidizing cathode to form SO 4 2− , with the concomitant reduction of P to form Na 3 P. In other words, the formation of the relatively stable SO 4 2− groups is kinetically preferred over that of the thermodynamically preferred PO 4 3− groups. Once the tightly bound SO 4 2− units are formed, we do not observe any further reaction to form PO 4 3− . We acknowledge that a possible reason could be that the time scale of our AIMD simulations is too short to observe PO 4 3− formation. We have performed additional AIMD simulations of the more reactive charged Na 0.5 CoO 2 /Na 3 PS 4 interface at an elevated temperature of 600 K; no PO 4 3− was observed over 20 ps of simulation time. It should be noted that the voltage in the interface model is not the equilibrium voltage, and hence, the rates of reaction may differ from the true reaction rates in an actual battery cell, especially if long-range electron transfer is involved. 52 Indeed, the predicted phases are relatively consistent across the charged and discharged cathodes, with the main difference being the observed reaction rates. We hope that these predictions can be verified by future experiments, e.g., via XPS characterization of the interface.
It should be noted that all three approaches have limitations, and the best results are obtained by considering the predictions from all three approaches. The chemical and electrochemical activity predictions are computationally relatively inexpensive but make certain simplifying assumptions above the mobilities of the various species. The explicit interface model is more realistic, but its high computational expense limits the length and time scale of the simulations. In addition, the RDF analysis to ascertain the reaction products in the interface simulation becomes combinatorially more complex as the number of species, and hence more candidate RDFs to be analyzed, increases. Nevertheless, we have outlined an elimination approach in which a vast number of candidates can be excluded on the basis of a few bond choices. We believe that this is a useful approach that can be extended to other heterogeneous interfaces beyond energy storage.
Choice of Buffer Layers. Another major finding from our work is the identification of buffer layers for various cathode/ SE and anode/SE combinations. Despite the imperfect accuracy in predicting exact reaction products and/or mechanisms (as discussed above), Figure 5 still provides useful guidance about materials selection strategies. We chose to focus on binary oxides in this work because oxides are common and easy to handle, and thin films of binary oxides can be fabricated with well-controlled thicknesses using modern deposition methods such as atomic layer deposition. Most binary oxides are also chemically stable electronic insulators. 51 ,53 The main observation from Figure 5 is that buffer layer selection should be tailored according to electrode and SE chemistry. Sc 2 O 3 , SiO 2 , TiO 2 , ZrO 2 , and HfO 2 all have chemical stability against thiophosphate SEs and TM oxide cathodes that is similar to or even better than that of the commonly used Al 2 O 3 . On the Na anode/SE interface, the most promising coating materials are Sc 2 O 3 , ZrO 2 , and HfO 2 . It should be noted that a key limitation of this analysis is that the diffusion of Na through the buffer layer has not been taken into account. Any buffer material must exhibit reasonable Na diffusivity to ensure that rate capability is not adversely affected, even after accounting for the short diffusion length scales in the buffer layer (typically ∼10−370 nm 17,54 thick).
■ CONCLUSION
To conclude, the reactions at the interfaces among common electrodes, solid electrolytes, and buffer oxides were studied using a range of thermodynamic and kinetic interfacial models in this work. In the limit of full thermodynamic equilibrium, we find that exchange reactions, especially between simple oxides and thiophosphate groups to form PO 4 3− , are the main reason for large driving forces for cathode/SE interfacial reactions. Similarly, a high reactivity with large volume changes are predicted at the Na anode/SE interface, while the Na 2 Ti 3 O 7 anode is predicted to be much more stable against a broad range of SEs. We have also identified several promising binary oxide buffer materials with chemical stability with most electrodes and solid electrolytes that is similar to or better than that of the commonly used Al 2 O 3 . In particular, HfO 2 is a promising candidate that deserves further experimental consideration. Finally, we find that an explicit AIMD simulation of the NaCoO 2 /Na 3 PS 4 interface predicts that the formation of SO 4 2− -containing compounds and Na 3 P is kinetically favored over the formation of PO 4 3− -containing compounds. These insights into interfacial reactions provide useful guidelines for the design of stable electrode/SE and buffer/SE interfaces, a crucial bottleneck in the development of all-solid-state sodium-ion batteries.
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