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We study the following min–min random graph process G = (G0,G1, . . .): the initial
state G0 is an empty graph on n vertices (n even). Further, GM+1 is obtained from GM by
choosing a pair {v,w} of distinct vertices of minimum degree uniformly at random among
all such pairs in GM and adding the edge {v,w}. The process may produce multiple edges.
We show that GM is asymptotically almost surely disconnected if M ≤ n, and that for
M = (1+ t)n, 0 < t ≤ 12 constant, the probability that GM is connected increases from 0 to
1. Furthermore, we investigate the number X of vertices outside the giant component ofGM
forM = (1+ t)n. For 0 < t < 12 constant we derive the precise limiting distribution of X .
In addition, for n−1 ln4 n ≤ t = o(1)we show that tX converges to a gamma distribution.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction and main results
1.1. Random graph processes
One of themost natural models of random graphs is the well-known Gn,mmodel: the vertex set of Gn,m is V = {1, . . . , n},
and the edge set consists of m distinct edges chosen uniformly at random among all
( n
2
)
possible edges. Pioneering the
theory of random graphs, Erdős and Rényi [4] investigated various properties that Gn,m enjoys asymptotically almost surely
(abbreviated to a.a.s. ), i.e., with probability tending to 1 as n→∞ (cf. [2,22] for comprehensive treatments). An important
aspect of thismodel is thatGn,m can be seen as state of a stochastic process, ormore precisely, of aMarkov chain (GM)0≤M≤( n2 ):
the initial state G0 is an empty graph. Further, GM+1 is obtained from GM by adding a new edge chosen uniformly at random
among all
( n
2
)−M possible edges not present inGM . ThenGn,m occurs as them-th stateGm of theMarkov chain. Therefore, we
can think of Gn,m as a ‘‘living organism’’ that evolves over time (where the time parameter is 0 ≤ m ≤
( n
2
)
). This motivates
the study of phase transitions in Gn,m (cf. [2,22]).
Another important model is the random r-regular graph: Grn is chosen uniformly at random among all r-regular graphs
with vertex set V (where we assume that rn is even). In fact, the structure of Grn differs significantly from Gn,m, m = rn/2.
For instance, Grn is connected a.a.s. if r ≥ 3, while Gn,m remains disconnected until the average degree 2m/n exceeds
(1 − o(1)) ln n. Furthermore, Grn provides an example of a sparse graph with excellent expansion properties (cf. [23] for
more background on Grn).
However, there is no graph process (GM)0≤M≤N known where G0 is an empty graph and GM+1 is obtained from GM by
adding a single edge such that Grn/2 is a uniformly distributed r-regular graph Grn, provided rn is even. Nonetheless, one could
try to define a model that ‘‘interpolates’’ between the random regular graphs Grn, r ≥ 1, as follows. Given 0 ≤ M ≤ N ,
define r(M) = b2M/nc and ν(M) = (r + 1)n − 2M . Then, let UM be a graph with precisely ν(M) vertices of degree r(M)
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and n− ν(M) vertices of degree r(M)+ 1 chosen uniformly at random among all such graphs. Of course, ifM = rn/2, then
UM = Grn, provided rn is even. However, it is not clear if this sequence (UM)0≤M≤N is actually a graph process, i.e., if UM+1
can be obtained from UM by adding one random edge (according to some suitable probability distribution).
Therefore, in the present paper we study a graph process (GM)0≤M≤( n2 ) whose states GM are graph with n vertices and
M edges such that GM has exactly ν(M) vertices of degree r(M) and n − ν(M) vertices of degree r(M) + 1; we call this
Markov chain the min–min random graph process. Hence, the min–min random graph process can be seen as a ‘‘process
version’’ that of the aforementioned sequence (UM), and thus leads to an actual concept of evolution interpolating between
r-regular graphs. More precisely, the min–min process is defined as follows: the initial state G0 is an empty graph on n
vertices, where n is even. Furthermore, in each step GM+1 is obtained from GM by first choosing uniformly at random a pair
{v,w} of two distinct vertices such that both v,w are of minimum degree in GM and then adding the edge {v,w} to GM .
Thus, the process may produce multiple edges. Moreover, if M = rn/2, then GM is r-regular (although, e.g., in the case
r = 2 it is not a uniformly distributed r-regular graph). Our objective is to study the probability that the states GM of the
min–min random graph process (GM)0≤M≤N are connected and to investigate the evolution of the component structure.
To this end, we combine ‘‘classical’’ random graph methods with the analysis of characteristic functions (i.e., Fourier
transforms).
In the sequel we discuss related work, including further random graph process. Uniformly distributed random graphs
with a given degree distributions are well studied. For instance, Bender and Canfield [1] estimated the asymptotic number
of labeled graphs with a given degree sequence, and Łuczak [20] determined the probability that a random graph with a
given degree sequence is connected. Furthermore, Molloy and Reed [11,12] determined the number of vertices in the largest
component of such graphs up to an error of o(n). They also showed that there is a phase transition and investigated the size
of components before and after the critical phase. Kang and Seierstad [8] studied more closely the critical phase. Steger and
Wormald [18] designed a polynomial time algorithm to generate random r-regular graphs based on configuration model
invented by Bender and Canfield [1] and by Bollobás [3,2]. Kim and Vu [10] further analysed the Steger–Wormald algorithm
and showed that it generates an asymptotically uniform random r-regular graph on n vertices in time O(nr2) for fixed r and
nwith r = O(n1/3−).
There are several random graph processes that can be considered as a ‘‘dynamical’’ version of random regular graphs as
well. Indeed, the study of such processes has become an important part of the theory of random graphs. For example, the
d-process (Gd(M))0≤M≤bdn/2c is defined as follows: the initial state Gd(0) is an empty graph with vertex set V = {1, . . . , n}.
Moreover, Gd(M + 1) is obtained from Gd(M) by adding an edge e chosen uniformly at random among all edges e 6∈ Gd(M)
such that the graph Gd(M) + e has maximum degree at most d; if there is no such edge e, then Gd(M + 1) = Gd(M).
Ruciński and Wormald [16,17] showed that a.a.s. the final state Gd(dn/2) of the process is d-regular and is connected when
d ≥ 3 (provided that dn is even). Additionally, Greenhill, Ruciński, and Wormald also investigated a generalization of this
process to hypergraphs [6].
Moreover, in the star d-process suggested by Robalewska [14] several edges may be added at each step: starting with
an empty graph Gd∗(0) on n vertices, we obtain Gd∗(M + 1) from Gd∗(M) according to the following rule: choose a random
vertex v of minimum degree δ, and connect v with d − δ other vertices of degree less than d chosen uniformly at random.
If there are less than d− δ such vertices left, the process stops, and we let Gd∗ be the final graph of the process. Robalewska
and Wormald [15] proved that a.a.s. Gd∗ is d-regular. Furthermore, Greenhill, Ruciński, and Wormald [7] showed that Gd∗ is
connected a.a.s. if d ≥ 3. Moreover, they proved that Gd∗ is d-connected a.a.s. if d ≥ d0 for a certain constant d0 > 0.
A different kind of random graph process with degree restriction is theminimum randommultigraph process, in which the
minimumdegree increases quickly. TheM-th stateGmin(M)of this process has preciselyM edges, andGmin(M+1) is obtained
fromGmin(M) by connecting a randomvertex v ofminimumdegreewith a further vertexw 6= v chosen uniformly at random
from V \ {v}. Thus, it is possible that the process produces multiple edges. Note that the maximum degree of Gmin(M) is not
restricted. Kang, Koh, Łuczak, and Ree [21] showed that if M = tn then a.a.s. Gmin(M) becomes connected as soon as the
minimum degree reaches three, which happens at t = h3 ≈ 1.7316. Moreover, for t 6= h2 ≈ 1.2197 the probability that
Gmin(M) is connected tends to a certain function g(t) as n → ∞. This function g(t) is continuous for all t 6= h2 such that
g(t) = 0 for t < h2, g(t) = 1 for t ≥ h3, and 0 < g(t) < 1 for t ∈ (h2, h3). Furthermore, Kang and Seierstad [9] proved that
there is a constant hg ≈ 0.8607, such that if M = tn then a.a.s. Gmin(M) consists of small components on O(ln n) vertices
when t < hg , whereas it consists of one giant component onΘ(n) vertices and small components on O(ln n) vertices when
t > hg .
Jaworski and Łuczak [19] considered a directed version (
−→
D (M))0≤M≤n(n−1) of the minimum randommultigraph process.
They proved that the multigraph D(M) obtained from
−→
D (M) by ‘‘forgetting’’ the directions of the edges is connected a.a.s. if
M ≥ (2 − o(1))n. Furthermore, if M = (1 + t)n for a constant t > 0, then the probability that D(M) is connected lies
strictly between 0 and 1. In addition, Jaworski and Łuczak considered the distribution of the largest component of D(M).
If M = (1 + o(1))n, then the number of vertices outside of the largest component has a gamma distribution. Moreover,
for M = (1 + t)n with t > 0 fixed all components of D(M) except for the largest one are unicyclic, and the limiting
distribution of the number of vertices outside of the largest component is known precisely. The results of the present paper,
in particular Theorem 3, are of a similar flavour as those of [19]. While in the present paper we rely on methods such
as Fourier transformation, [19] builds upon a deep result of Pittel [13] on random mappings, which in turn is based on
techniques of enumerative combinatorics.
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1.2. Main results
The first result concerns the probability that GM is connected. Recall that the Erdős–Rényi graph Gn,m is disconnected
a.a.s. until the average degree exceeds (1 − o(1)) ln n. Moreover, the uniform random 2-regular graph G2n is disconnected
a.a.s., while for any r ≥ 3, Grn is connected a.a.s. By comparison, the following theorem shows that theM-th state GM of the
min–min process is connected with positive probability as soon asM = (1+ t)n for an arbitrarily small but fixed t > 0. In
fact, P [GM is connected] lies strictly between 0 and 1 if 0 < t < 12 , and GM is connected a.a.s. if t ≥ 12 (i.e., if the minimum
degree is at least 3).
Theorem 1. Let M = (1+ t)n for t ≥ −1.
(i) If −1 ≤ t ≤ 0, then GM is disconnected a.a.s.
(ii) Suppose that 0 < t < 1/2 remains fixed as n → ∞. Then GM a.a.s. has a unique largest (so-called the giant) component
consisting of more than n2 vertices. Furthermore, the number Y of components of order less than
n
2 is asymptotically Poisson
with mean µt = − 12 ln(4(t − t2)), that is,
lim
n→∞ P [Y = k] = µ
k
t exp(−µt)/k! for anyk.
As a consequence, we have limn→∞ P(GM is connected) = limn→∞ P(Y = 0) = 2
√
t − t2.
(iii) If t ≥ 1/2, then GM is connected a.a.s.
In order to analyse GM forM = (1+ t)n, 0 < t < 12 fixed, we first observe that the n-th state Gn of the min–min process
is 2-regular, and in particular, it consists of isolated even cycles. Thus we study the distribution of the number of isolated
even cycles in Gn and analyse how the components of Gn melt into a ‘‘giant component’’, thereby showing that the number
of isolated even cycles of length k in GM converges to a Poisson distribution with mean (1 − 2t)k/k. In addition, we prove
that all components of GM except for the giant component are even cycles. Combining these results, we obtain Theorem 1,
which we will prove in Section 3.
Next, we investigate the distribution of the order of the giant component of GM . To this end, let X = X(M) be the number
of vertices outside the giant component of GM . Then Theorem 1 shows that P [X = 0] > 0 if t > 0. The following theorem
gives a much more precise result.
Theorem 2. Let M = (1 + t)n for a constant 0 < t < 1/2. Then as n → ∞, X = X(M) converges in distribution to the
distribution given by the probability generating function
q(z) =
∞∑
l=0
qlz l = 2
√
t(1− t)(1− (1− 2t)2z2)−1/2.
Thus, for any positive integer l
lim
n→∞ P(X = 2l) = q2l = 2
√
t(1− t)(1− 2t)2l
(
2l
l
)
1
4l
(1)
= (1+ O(1/l)) · 2
√
t(1− t)
pi l
(1− 2t)2l, (2)
while limn→∞ P(X = 2l− 1) = q2l−1 = 0. Furthermore, a.a.s. all components on less than n2 vertices are cycles of even length.
Theorem 2 states the limiting distribution of X(M)withM = (1+ t)n for a constant 0 < t < 1/2 is bounded away from
0. Our next goal is to investigate X(M) when t = t(n) = o(1) tends to 0 as n→ ∞. Note that Gn is 2-regular and consists
of isolated even cycles. If M = (1 + t)n for 0 < t = o(1), then some of these cycles melt together to form a component
consisting of n − Θ(t−1) vertices. Thus, we will have X = X(M) = Θ(t−1) a.a.s. In fact, the following theorem gives the
precise limiting distribution of tX as n→∞ in the case that t ≥ ln4(n)n−1 is ‘‘not too small’’.
Theorem 3. Suppose that M = (1 + t)n, where t = t(n) with n−1 ln4 n ≤ t = o(1). Then tX converges in distribution to a
gamma distribution with both shape and scale parameter equal to 12 , that is,
lim
n→∞ P(tX ≤ b) =
1√
pi
∫ 2b
0
exp(−s)√
s
ds. (3)
As a consequence, for any x > 0,
lim
n→∞ P(tX ≥ x) =
exp(−2x)√
2pix
∞∑
m=0
(−1)m(2m− 1)!!2−2mx−m
= (1+ O(1/x)) · (2pix)−1/2 exp(−2x). (4)
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To determine the precise limiting distribution of X , we compute the characteristic function (or Fourier transform) y 7→
E(exp(EiyX)) of X . Since the characteristic function converges pointwise to the characteristic function of the probability
distribution given by the function q(z) (Theorem 2), respectively of a gamma distribution (Theorem 3), we obtain (1), (3)
and (4). In the case t = o(1) (Theorem 3), which is considerably more involved than the case where 0 < t < 12 is fixed, the
computation of the characteristic function of X is based on a somewhat intricate analysis of the number of cycles of length
Θ(1/t) in GM . We will prove Theorems 2 and 3 in Sections 4.1 and 4.2.
2. Preliminaries
2.1. Notation and asymptotics
If G is a graph, then we denote the vertex set (resp. the edge set) of G by V (G) (resp. E(G)). Throughout, we let
V = {1, . . . , n} be a set of n labelled vertices, where n is even. Moreover, in our computations we frequently assume
implicitly that n is sufficiently large.
For a real number x and an integer r ≥ 1 we let
(x)r :=
r−1∏
j=0
(x− j).
If r = 0, then (x)r = 1. Further, for even ν, (ν − 1)!! = ∏ν/2j=1(ν − 2j + 1) denotes the number of perfect matchings of a
complete graph on ν vertices; we define (ν − 1)!! = 1 for ν = 0. In addition, we define the power series
Φ(z) :=
∑
2≤k even
zk
k
= −1
2
ln(1− z2); (5)
the second equality follows from the Taylor expansion of the function x 7→ ln(1+ x). Moreover, we need Stirling’s formula
m! = (1+ O(1/m))√2pim
(m
e
)m
(m→∞), which implies that (6)
(m− 1)!! = m!
2m/2(m/2)! = (1+ O(1/m))
√
2
(m
e
)m/2
(m→∞ even). (7)
For a set S we let #S denote its cardinality. Finally, we letEi denote a complex square root of−1.
2.2. Probability distributions
If the probability distribution of a continuous random variable Y is given by
P(a ≤ Y ≤ b) =
∫ b
a
xk−1 exp(−x/θ)
Γ (k)θ k
dx, where Γ (k) =
∫ ∞
0
yk−1 exp(−y)dy,
we say that Y has gamma distribution Γ (k, θ)with shape parameter k and scale parameter θ . Themean of Γ (k, θ) is kθ and
the variance is kθ2. Moreover, its characteristic function is
E(exp(EizY )) = (1−Eizθ)−k. (8)
Consider a family (X1,n, . . . , Xm,n)n≥1 of random variables such that X1,n, . . . , Xm,n are defined on the same probability
space for each n. Let λ1, . . . , λm ≥ 0. Then (X1,n, . . . , Xm,n)n≥1 are asymptotically independent Poisson variables if for all
k1, . . . , km ≥ 0 we have
lim
n→∞ P
[
X1,n = k1 ∧ · · · ∧ Xm,n = km
] = m∏
j=1
λ
kj
j
kj! exp(−λj). (9)
To show that (9) holds, the following theorem is useful; its proof can be found, e.g., in [2, p. 26].
Theorem 4. Suppose that limn→∞ E
[∏m
j=1(Xj,n)rj
] = ∏mj=1 λrjj for any sequence (r1, . . . , rm) of integers ≥ 0. Then
(X1,n, . . . , Xm,n)n≥1 is a family of asymptotically independent Poisson variables.
Recall that a sequence (Xm)m≥1 of real-valued random variables converges to X in distribution if limm→∞ P [Xm ≤ x] =
P [X ≤ x] for all x where the function x 7→ P [X ≤ x] is continuous. In order to prove convergence in distribution, we will
use the following theorem (cf. [5, Vol. 2, p. 508]).
Theorem 5. The characteristic functions R → C, y 7→ E(exp(EiyXm)) converge pointwise to y 7→ E(exp(EiyX)) if and only if
(Xm)m≥1 converges to X in distribution.
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Fig. 1. An E-cycle.
Furthermore, the following lemma is helpful to analyse characteristic functions.
Lemma 6. Let z ∈ R \ {0}, and let 0 ≤ τ , σ ≤ 1. Suppose that X, Y are random variables such that P [|X − Y | > σ/|z|] ≤ τ .
Then
∣∣∣E(exp(EizX))− E(exp(EizY ))∣∣∣ ≤ 2σ + τ .
Proof. If |X − Y | ≤ σ/|z|, then
∣∣∣exp(Eiz(X − Y ))− 1∣∣∣ ≤ exp(σ |z|)− 1 ≤ 2σ , which implies that ∣∣∣exp(EizX)− exp(EizY )∣∣∣ ≤
2σ . Hence,
∣∣∣E(exp(EizX))− E(exp(EizY ))∣∣∣ ≤ 2σ + P [|X − Y | > σ/z] ≤ 2σ + τ , as claimed. 
Finally, we need the following Chernoff bounds on the tails of a binomially distributed random variable X with mean µ
(cf. [22, pages 26–28] for a proof): If s > 0, then
P(X ≥ µ+ s) ≤ exp
(
− s
2
2(µ+ s/3)
)
ν and P(X ≤ µ− s) ≤ exp
(
− s
2
2µ
)
. (10)
2.3. Perfect matchings
Let ν ≥ 2 be an even integer, and letW = {1, . . . , ν}. Let E = {e1, . . . , eν/2} be a set of pairwise disjoint subsets ej ⊂ W
of cardinality 2. For an even integer k ≥ 2 we call a sequence C = (v1, . . . , vk) of pairwise distinct elements ofW an E-cycle
of length kwhen {vj−1, vj} ∈ E for even jwith 2 ≤ j ≤ k, cf. Fig. 1. Moreover, let ρ : W → W be a perfect matching; that is,
ρ ◦ ρ = id and ρ(v) 6= v for all v ∈ W . Then we say that the E-cycle C occurs in ρ if ρ(vj) = vj+1 for 2 ≤ j < k even, and
ρ(vk) = v1. A proof of the following result on the number of E-cycles can be found in [2, Section 2.4].
Proposition 7. Let K be an arbitrarily large even number that remains fixed as n → ∞. Furthermore, let Yk be the number of
E-cycles of length k occurring in a perfect matching ρ : W → W, where ρ is chosen uniformly at random among all (ν − 1)!!
possible perfect matchings. Then (Yk)2≤k≤K , even are asymptotically independent Poisson variables with means (1/k)2≤k≤K , even as
ν →∞.
3. The probability of connectedness
In this section we will prove Theorem 1 on the connectedness of GM . Throughout the section, we let M = n + tn for
t ≥ −1.
3.1. Proof of Theorem 1
If−1 ≤ t < −1/2, then GM has less than n/2 edges. Furthermore, its minimumdegree equals 0 and its maximumdegree
equals one, so that GM simply consists of isolated vertices and isolated edges. When t = −1/2, the minimum degree of GM
reaches one, so that GM = Gn/2 is a perfect matching on V ; in fact, Gn/2 is a uniformly distributed random perfect matching
on V , because the distribution of Gn/2 is invariant under permutations of the vertex set. In the range −1/2 ≤ t < 0, GM+1
is obtained from GM by connecting two randomly chosen vertices of degree one by a new edge, so that GM+1 consists of
isolated paths and isolated cycles of even length.
When t = 0, the minimum degree of GM increases to two, so that GM = Gn is a random 2-regular graph, consisting
of isolated cycles of even length. However, Gn is not a uniformly distributed random 2-regular graph. Note that a uniform
random 2-regular graph consists of cycles of length at least 3. For the cycle distribution of a uniform random 2-regular graph
see [2,23]. To describe the distribution of Gn, we consider the setM of all perfect matchings ρ : V → V , equipped with the
uniform distribution. With each ρ ∈ M we associate a 2-regular graph G n
2
+ ρ = G n
2
+ {{v, ρ(v)} : v ∈ V }. The following
lemma describes the distribution of Gn in terms of G n2 and ρ.
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Lemma 8. The distribution of Gn coincides with the distribution of G n2 + ρ with ρ ∈M.
We shall prove Lemma 8 in Section 3.2. Using Lemma 8, we will prove the following statement in Section 3.3, which
yields the joint distribution of the number of even cycles of bounded length in Gn.
Proposition 9. Let Ck be the number of cycles of length k in Gn, for even k. Then for every even constant k0, (Ck)k=2,4,...,k0 are
asymptotically independent Poisson variables with means (1/k)k=2,4,...,k0 . Moreover, a.a.s. Gn consists of at most (
1
2 + o(1)) ln n
connected components.
As a consequence of Proposition 9 we have that limn→∞ P [Gn is connected] = 0. Indeed, given ε > 0, choose k0 so large
that
∑k0
k=1(2k)−1 ≥ − ln(ε/2). Then by Proposition 9
P [Gn is connected] ≤ P [C2k = 0 for k = 1, . . . , k0/2]
≤ (1+ o(1)) exp
[
−
k0∑
k=1
1
2k
]
≤ (1+ o(1)) ε
2
< ε.
Hence, for all t ≤ 0 we have limn→∞ P [GM is connected] = 0.
In the range t > 0 the cycles of Gn glue together to form a large component of sizeΩ(n). To study this in detail, the next
proposition is crucial.
Proposition 10. Suppose that n−1 ≤ t < (1 − δ)/2 for an arbitrarily small δ > 0 that does not depend on n. Fix a set S of s
vertices, where s = o(√n/t). Let F = E(GM) \ E(Gn). Then
P [e ∩ S = ∅ for all e ∈ F ] = (1+ o(1))(1− 2t)s.
The proof of Proposition 10 is the content of Section 3.4. Combining Propositions 9 and 10, we can estimate the number
Yk(M) of isolated cycles of length k in GM for t > 0 (k even): each such isolated cycle results from an isolated cycle of Gn that
remained untouched during steps n+ 1, n+ 2, . . . ,M .
Corollary 11. Let 0 ≤ t < 1/2, and let Yk = Yk(M) denote the number of isolated cycles of length k in GM for even k. For
an arbitrarily large but constant k0 the random variables (Yk)k=2,4,...,k0, even are asymptotically independent Poisson with means
((1− 2t)k/k)k=2,4,...,k0, even. Furthermore, for any even 2 ≤ k = o(
√
n/t) we have E(Yk) = (1+ o(1))(1− 2t)k/k.
The proof of Corollary 11 can be found in Section 3.5. Furthermore, in Section 3.6 we shall prove the following lemma,
which states that in the case t > 0 the random graph GM consists of the giant component on (1 − o(1))n vertices and
a number of ‘‘short’’ isolated cycles. Thus, a.a.s. there do not exist ‘‘complex’’ components in GM , except for the giant
component.
Proposition 12. Suppose that n−1 ln4 n ≤ t ≤ (1− δ)/2 for an arbitrarily small but constant δ > 0. Then a.a.s. GM consists of
precisely one component of order (1− o(1))n and isolated even cycles of length O(t−1 ln n)
Let 0 < t < 12 be constant, and let ε > 0 be an arbitrarily small constant. Then there is a number k0 such that∑
k>k0
(1 − 2t)k/k < ε, so that by Corollary 11 and Markov’s inequality the probability pk0 that GM contains an isolated
cycle of length more than k0 is≤ ε. Furthermore, by Corollary 11 the total number Y of cycles of length 2 ≤ k ≤ k0 (k even)
is asymptotically Poisson with mean
E(Y ) =
∑
2≤k≤k0,even
(1− 2t)k
k
≤
∑
2≤k,even
(1− 2t)k
k
= −1
2
ln(−4(t2 − t)).
Conversely, since
∑
k>k0
(1− 2t)k/k < ε, we have E(Y ) ≥ − 12 ln(−4(t2 − t))− ε. Therefore,
1 ≤ exp [−E(Y )]
2
√
t(1− t) ≤ exp(ε) ≤ 1+ 2ε, (11)
provided that ε is small enough. As Y is asymptotically Poisson, we have P [Y = 0] = (1 + o(1)) exp(−E(Y )), so that (11)
yields |P [Y = 0]− 2√t(1− t)| ≤ 2ε + o(1). Hence, Proposition 12 implies that∣∣∣P [GM is connected]− 2√t(1− t)∣∣∣ ≤ |P [Y = 0]− 2√t(1− t)| + pk0 + o(1) ≤ 3ε + o(1).
Thus, P [GM is connected] converges to 2
√
t(1− t) as n→∞.
Finally, since P [GM is connected] is an increasing function of t , and limt→ 12 2
√
t(1− t) = 1, we conclude that GM is
connected a.a.s. if t ≥ 12 .
3.2. Proof of Lemma 8
Let G = (G1, . . . ,Gn) be the (given) first n states of the min–min graph process (GM)0≤M . Let E ′ = E(Gn) \ E(G n2 ), and
define a map ρG : V → V such that ρG(v) = w if and only if {v,w} ∈ E ′. Since Gn is 2-regular, in Gn every v ∈ V has
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precisely one neighbour w. Moreover, ρG ◦ ρG = id and ρG(v) 6= v by construction. Thus, ρG is a perfect matching and we
obtain a map F : (GM)0≤M≤n →M, G 7→ ρG.
Conversely, let (G1, . . . ,G n2 ) be the (given) first
n
2 states of themin–min graph process and letρ ∈M be chosen uniformly
at random. If we let E ′′ = {{v, ρ(v)} : v ∈ V }, then each extension (G n
2+1, . . . ,Gn) is such that E
′ = E(Gn)\E(G n2 ) equals E ′′;
that is, to determine (G n
2+1, . . . ,Gn), we just need to choose the order in which the edges E
′′ are to be added. Thus, there are
precisely ( n2 )!possible extensions (G n2+1, . . . ,Gn) of the process (G1, . . . ,G n2 ) in such away that E(Gn)\E(G n2 ) = {{v, ρ(v)} :
v ∈ V }. Further, each perfect matching ρ has the same number of inverse images under the map F : (GM)0≤M≤n → M,
G 7→ ρG, so that this map induces the uniform distribution on the setM of all perfect matchings.
3.3. Proof of Proposition 9
To prove the first part of Proposition 9, we let G n
2
be given. Moreover, let C ′k be the number of cycles of length k in G n2 +ρ
where ρ ∈M is chosen uniformly at random. Then Proposition 7 entails that (C ′k)2≤k≤k0, even are asymptotically independent
Poisson variables with means (1/k)2≤k≤k0, even. Finally, due to Lemma 8, this implies that (Ck)2≤k≤k0, even are asymptotically
independent Poisson variables with means (1/k)2≤k≤k0, even as well.
In order to bound the number of components of G n
2
+ ρ (where ρ is uniformly distributed) we adapt an argument for
counting cycles in a randompermutation [5, p. 258]. For each vertex vwe let v′ denote the neighbour of v inG n
2
.We construct
a uniformly distributed random perfect matching ρ as follows. Initially, we let the first vertex v1 = 1 ∈ V choose its image
v2 = ρ(v1) uniformly at random from V \ {v1}; we also set ρ(v2) = v1. Clearly, there are n− 1 ways to choose v2. Now, v′2
chooses a random image v3 = ρ(v′2), where v3 ∈ V \ {v1, v2, v′2}; thus there are n− 3 ways to choose v3. Set ρ(v3) = v′2. If
v3 6= v′1, thenwe choose a further vertex v4 ∈ V \{v1, v2, v′2, v3, v′3}, etc. We proceed in this way until we eventually choose
vk = v′1, thereby closing the cycle (v1, v2, v′2, v3, v′3, . . . , vk−1, v′k−1, vk = v′1). Since in the 2 ≤ k-th step there are n−2k+1
vertices to choose from, the probability that vk = v′1 equals pk = (n− 2k+ 1)−1. If vk = v′1, we let vk+1 ∈ V = {1, . . . , n}
be the smallest vertex that has not yet been assigned an image ρ(vk+1) and repeat the same procedure to determine the
second cycle, etc.
Now, to count the cycles occurring inG n
2
+ρ, we define a random variable Zj as follows:we let Zj = 1 if the j-th step of the
construction of ρ closes a cycle, and 0 otherwise. Then Z =∑n/2j=1 Zj equals the total number of cycles and thus the number of
components of G n
2
+ρ, and the random variables Zj are mutually independent. Moreover, P
[
Zj = 1
] = pj = (n− 2j+ 1)−1,
whence E(Z) = ∑n/2j=1 pj = ∑n/2j=1 12j−1 = ( 12 + o(1)) ln n. In addition, Var(Z) ≤ E(Z), because Z is a sum of independent
Bernoulli variables with values 0 or 1. Therefore, Chebyshev’s inequality implies that Z ≤ ( 12 + o(1)) ln n a.a.s., i.e., G n2 + ρ
has at most ( 12 + o(1)) ln n components a.a.s. Finally, Lemma 8 implies that the same is true for Gn.
3.4. Proof of Proposition 10
Let S ⊂ V be a set of vertices of size s = o(√n/t). Let 1 ≤ k = tn ≤ 12 (1 − δ)n for an arbitrarily small but fixed δ > 0.
Given the n-th state Gn, consider the min–min graph process (Gn+1,Gn+2, . . . ,Gn+k), where Gn+j+1 is obtained from Gn+j by
adding an edge ej (0 ≤ j < k). Finally, let Ej be the event that the edge ej added to Gn+j satisfies ej ∩ S = ∅.
Our goal is to show that P
[
Ej for all 0 ≤ j < k
] = (1+ o(1))(1− 2t)s. To this end, we consider the quantity
pj =
(
n−2j−s
2
)
(
n−2j
2
) = (n− 2j− s)(n− s− 2j− 1)
(n− 2j)(n− 2j− 1) . (12)
Then pj equals the probability that Ej occurs given that all vertices in S have degree 2. For the denominator in (12) equals the
total number of possible edges ej, because there are n− 2j vertices of degree 2 in Gn+j. Moreover, since there are n− 2j− s
vertices of degree 2 outside of S, the numerator in (12) equals the number of possible edges ej such that ej ∩ S = ∅.
Recalling that k = tn, we get
P
[
Ej for all 0 ≤ j < k
] = ∏
0≤j<k
P
[
Ej|E0 ∧ · · · ∧ Ej−1
]
=
∏
0≤j<k
(
(n− s− 2j)(n− s− 2j− 1)
(n− 2j)(n− 2j− 1)
)
= (n− s)2tn
(n)2tn
=
(
n− s
2tn
)( n
2tn
)−1
. (13)
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Further, estimating the right hand side of (13) via Stirling’s formula (6) and letting y = s/n, we get
P
[
Ej for all 0 ≤ j < k
] = (1+ o(1))(n− s
2tn
)2tn ( n− s
n− s− 2tn
)n−s−2tn (2tn
n
)2tn (n− 2tn
n
)n−2tn
= (1− 2t)s ·
(
1− s
n
)n−s · (1+ s
(1− 2t)n− s
)(1−2t)n−s
= (1− 2t)s exp [n ((1− y) ln(1− y)+ (1− 2t − y) ln(1+ y/(1− 2t − y)))] . (14)
Now, by Taylor expanding, we obtain
(1− y) ln(1− y)+ (1− 2t − y) ln
[
1+ y
1− 2t − y
]
=
∞∑
k=2
1
k(k− 1)
(
(1− 2t)k−1 − 1
(1− 2t)k−1
)
yk =: κ(y). (15)
Moreover, Taylor series of (1− 2t)k−1 together with the Lagrange remainder gives
(1− 2t)k−1 = 1− 2(k− 1)t + t2ηk, where |ηk| ≤ 2(k− 1)(k− 2). (16)
Since 1− 2t ≥ δ is bounded away from 0, y = o(1), and ty2 = o(1/n), plugging (16) into (15), we conclude that
|κ(y)| ≤
∑
k≥2
yk−2
δk−1
(
2ty2
k
+ 2(k− 1)(k− 2)
k(k− 1) y
2t2
)
≤ 10δ−1ty2
∑
k≥0
(y
δ
)k = o(1/n).
Therefore (14) yields P
[
Ej for all 0 ≤ j < k
] = (1+ o(1))(1− 2t)s exp(nκ(y)) = (1+ o(1))(1− 2t)s, as desired.
3.5. Proof of Corollary 11
To prove that (Yk)2≤k≤k0, even are asymptotically independent Poisson variables, we will show that for any sequence
(r2, r4, . . . , rk0) of nonnegative integers,
lim
n→∞E
[ ∏
2≤k≤k0,even
(Yk(M))rk
]
−
∏
2≤k≤k0,even
(
(1− 2t)k
k
)rk
= 0; (17)
then the assertion follows from Theorem4. To establish (17), we need to expand the factorialmoment. Let r = r2+r4+· · ·+
rk0 . Moreover, for k = 1, . . . , r we let ζk = 2max{l ≥ 1 :
∑l
i=1 r2i ≤ k} + 2. Then µ = E
[∏
2≤k≤k0,even(Yk(M))rk
]
is the
expected number of tuples (S1, . . . , Sr) of distinct isolated cycles inGM such that the k-th cycle Sk has length ζk. Thus,we letS
be the set of all tuples (S1, . . . , Sr) of pairwise disjoint subsets of V such that #Sk = ζk. Further, we say that (S1, . . . , Sr) ∈ S
is valid in GM if each Sk is an isolated cycle of length ζk in GM . Then
µ =
∑
(S1,...,Sr )∈S
P [(S1, . . . , Sr) is valid in GM ] . (18)
Now, (S1, . . . , Sr) ∈ S is valid in GM if and only if (S1, . . . , Sr)was valid in Gn and none of the additional edges E(GM)\E(Gn)
is incident with a vertex in S =⋃rk=1 Sk. Therefore, Proposition 10 implies in combination with (18) that
µ =
∑
(S1,...,Sr )∈S
P [(S1, . . . , Sr) is valid in Gn] · (1− 2t)#S + o(1). (19)
Furthermore, as Y2(Gn), . . . , Yk0(Gn) are asymptotically independent Poisson by Proposition 9,∑
(S1,...,Sr )∈S
P [(S1, . . . , Sr) is valid in Gn] = E
[ ∏
2≤k≤k0,even
(Yk(Gn))rk
]
= o(1)+
∏
2≤k≤k0,even
k−rk . (20)
Combining (19) and (20) and observing that #S =∑2≤k≤k0,even krk, we obtain (17).
To compute E(Yk) for even 2 ≤ k = o(√n/t), we consider G = Gn/2 + ρ, where ρ : V → V is a perfect matching
chosen uniformly at random (cf. Lemma 8). Then every cycle C of length k in G corresponds to precisely k sequences
(v1, . . . , vk) ∈ V k such that {vi, vi−1} ∈ E(Gn/2) for even 2 ≤ i ≤ k (because there are exactly k ways to choose the
first vertex v1 ∈ C). Further, in total there are∏k/2−1j=0 (n− 2j) such sequences (v1, . . . , vk), because for even 2 ≤ i ≤ k the
vertex vi is determined by vi−1 (andGn/2). Thus, the setCk of all possible cycles of length k has cardinality k−1
∏k/2−1
j=0 (n−2j).
Moreover, for each C ∈ Ck we have P [C occurs in ρ] = (1+ o(1))(n− k− 1)!!/(n− 1)!!; for given that C occurs in ρ, there
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are (n− k− 1)!!ways to choose a perfect matching on V − C , while the total number of perfect matchings on V is (n− 1)!!.
Hence, if t = 0, then
E(Yk) = (1+ o(1))
(n− k− 1)!! ·
k/2−1∏
j=0
(n− 2j)
k · (n− 1)!! = (1+ o(1))/k. (21)
Finally, if 0 < t < 12 , then each isolated cycle C in GM was already a cycle in Gn and remained isolated until step M .
Hence, (21) implies in combination with Proposition 10 that E(Yk) = (1+ o(1))(1− 2t)k/k.
3.6. Proof of Proposition 12
Suppose that n−1 ln4 n ≤ t ≤ (1 − δ)/2 for some constant δ > 0, and let M = (1 + t)n. Given Gn, consider a pair
(R, %) of a set R ⊂ V of cardinality #R = 2(M − n) = 2tn and a perfect matching % : R → R, which we call a #R-perfect
matching. Hence, % describes a set of edges that can be added to Gn in order to obtain GM . Now we just need to prove that
a.a.s. the components of Gn+% on≤ n2 vertices are cycles of lengthO(t−1 ln n), where (R, %) is a #R-perfectmatching chosen
uniformly at random and Gn + % = {{v, %(v)} : v ∈ R}.
We shall first prove that Gn+% has no component of size bigger than ct−1 ln n and smaller than n2 a.a.s., where c > 0 is a
sufficiently large constant. Thus, let S be a set of components of Gn, let S be the set of all vertices that belong to components
in S, and suppose that ct−1 ln n ≤ s = #S ≤ n2 . We are to bound the probability that %melts the components S into a single
component of Gn + %.
Let pt,s,l be the probability that precisely l edges of % connect two vertices of S, while the tn − l remaining edges of %
connect two vertices of V \ S. Then
pt,s,l =
( s
2l
) ( n−s
2(tn−l)
)
(2l− 1)!!(2(tn− l)− 1)!!( n
2tn
)
(2tn− 1)!! ; (22)
for the total number of #R-perfect matchings (R, %) equals
( n
2tn
)
(2tn − 1)!!, as there are ( n2tn ) ways to choose the set R,
and then (2tn− 1)!!ways to choose the perfect matching %. Similarly, the number of pairs (R′, %′) (resp. (R′′, %′′)) such that
R′ ⊂ S, #R′ = 2l (resp. R′′ ⊂ V \ S, #R′′ = 2(tn − l)) and %′ is a perfect matching of R (resp. %′′ of R′′) equals ( s2l ) (2l − 1)!!
(resp.
(
n−s
2(tn−l)
)
(2(tn− l)− 1)!!).
Applying (7) to (22), we get
pt,s,l = (2tn)!
(2l)!(2tn− 2l)! ·
(s)2l(n− s)2(tn−l)
(n)2tn
·Θ
[(
l
tn
)l (
1− l
tn
)tn−l]
= O(1) ·
(
2tn
2l
)( s
n
)2l (
1− s
n
)2(tn−l) ( l
tn
)l (
1− l
tn
)tn−l
. (23)
Furthermore, by the Chernoff bounds (10),∑
l:|l−st|≥ 110 st
(
2tn
2l
)( s
n
)2l (
1− s
n
)2(tn−l) ≤ exp(−Ω(st)). (24)
In addition, if γ = l− st has absolute value less than 110 st , then our assumption s ≤ n/2 entails that(
l
tn
)l
=
(
s+ γ /t
n
)l
≤
(
2
3
)st/2
≤ exp(−Ω(st)). (25)
Hence, plugging (24) and (25) into (23), we conclude that pt,s,l ≤ exp(−Ω(st)) ≤ n−3 for all l and s, provided that st ≥ c ln n
for a large enough constant c > 0. Therefore, we get
P [S is a component of Gn + %] ≤
tn∑
l=0
pt,s,l ≤ n−2. (26)
Finally, by Proposition 9, Gn has at most K ≤ ln n components a.a.s. Thus, there are at most 2K ≤ n ways to choose a set S
such that ct−1 ln n ≤ s = #S ≤ n2 . Consequently, due to the union bound, (26) implies that Gn+% has no component of size
ct−1 ln n ≤ s ≤ n2 a.a.s.
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To show that a.a.s. all components of G(1+t)n are cycles, let r ≥ 2 be an integer. Let S1, . . . , Sr be components of Gn that
contain s ≤ ct−1 ln n vertices in total. Then our assumption t  n−1 ln3 n entails in combination with (23) that∑
r−1≤l≤tn/2
pt,s,l ≤
∑
r−1≤l≤tn/2
(
l
tn
)l

(
r − 1
ln3 n
)r−1
, (27)
∑
l>tn/2
pt,s,l ≤
∑
l>tn/2
(
2tn
2l
)( s
n
)2l (
1− s
n
)2(tn−l)
(10)≤ exp(−Ω(tn)) ≤ exp(− ln3 n). (28)
Let K be the total number of components of Gn. Then K ≤ ln n a.a.s. by Proposition 9, so that there are at most K r ≤ (ln n)r
ways to choose the components S1, . . . , Sr . Hence, (27) and (28) imply that the probability that GM has a component of size
≤ct−1 ln n that consists of several cycles is at most
P [K > ln n]+
∑
2≤r≤ln n
(ln n)r
((
r − 1
ln3 n
)r−1
+ exp(− ln3 n)
)
= o(1).
Furthermore, since in the previous paragraph we showed that Gn + % has no component of size ct−1 ln n ≤ s ≤ n2 a.a.s., we
conclude that all components of size≤ n2 are cycles a.a.s.
Finally, since a.a.s. Gn + % has no component of size ct−1 ln n ≤ s ≤ n2 , and since the total number of components is
K≤ ln n a.a.s. by Proposition 9, at most ct−1 ln n · K = o(n) vertices belong to components of size≤ n2 . Therefore, a.a.s. there
is a component of size (1− o(1))n.
4. The giant component
Let M = (1 + t)n for t > 0, and X = X(M) the number of vertices outside the giant component in GM . In Sections 4.1
and 4.2, we will prove Theorems 2 and 3 on the distribution of X , using auxiliary results on the characteristic function of X ,
which we prove in Section 4.3.
4.1. Proof of Theorem 2
We assume that 0 < t < 12 remains fixed as n→∞. To prove Theorem 2 we employ the following proposition, which
we will prove in Section 4.3.
Proposition 13. If 0 < t < 1 is independent of n, then the characteristic function y 7→ E(exp(EiyX)) of X converges pointwise
to the function y 7→ exp(Φ((1− 2t) exp(Eiy))−Φ(1− 2t)), whereΦ is the function defined in (5), i.e., Φ(z) = − 12 ln(1− z2).
Let q(z) be the probability generating function
q(z) = exp(Φ((1− 2t)z)− Φ(1− 2t)) =
√
1− (1− 2t)2
1− (1− 2t)2z2 .
By Proposition 13, the characteristic function ofX converges pointwise to the characteristic function y 7→ ψ(y) = q(exp(Eiy))
of the probability distribution described by q(z). Therefore, Theorem 5 implies that the asymptotic probability distribution
of X is given by q(z). That is, letting q(z) =∑l≥0 qlz l be the power series expansion of q(z), we have limn→∞ P [X = l] = ql
for all l.
Since (1− z)−1/2 =∑l≥0 ( 2ll ) 14l z l, we can rewrite q(z) as
q(z) = 2√t(1− t)(1− (1− 2t)2z2)−1/2
= 2√t(1− t)∑
l≥0
(1− 2t)2l
(
2l
l
)
1
4l
z2l.
As a consequence, we have
lim
n→∞ P(X = 2l) = q2l = 2
√
t(1− t)(1− 2t)2l
(
2l
l
)
1
4l
(6)= (1+ O(1/l))2
√
t − t2
pi l
(1− 2t)2l,
while limn→∞ P(X = 2l+ 1) = q2l+1 = 0 for all l. Thus, we have established (1) and (2).
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4.2. Proof of Theorem 3
Assume that n−1 ln4 n ≤ t = o(1). In Section 4.3 we shall prove the following result on the characteristic function of tX .
Proposition 14. Suppose that n−1 ln4 n ≤ t = o(1). Then the characteristic function y 7→ E(exp(EiytX)) of tX converges
pointwise to y 7→ (1−Eiy/2)−1/2.
Proposition 14 implies in combination with (8) and Theorem 5 that the asymptotic probability distribution of tX is a
gamma distribution:
lim
n→∞ P(a ≤ tX ≤ b) =
∫ b
a
s−1/2 exp(−2s)
Γ (1/2)(1/2)1/2
ds =
√
2
pi
∫ b
a
exp(−2s)√
s
ds. (29)
Thus, we have established (3). Furthermore, (29) implies that for any real x ≥ 0
lim
n→∞ P(tX ≥ x) =
√
2
pi
∫ ∞
x
exp(−2s)√
s
ds =
√
2
pi
∫ ∞
√
4x
exp(−s2/2)ds.
Integrating by parts repeatedly, we get∫ ∞
a
exp(−s2/2)ds = exp(−a
2/2)
a
∞∑
m=0
(−1)m(2m− 1)!!
a2m
and hence
lim
n→∞ P(tX ≥ x) =
√
2
pi
∫ ∞
√
4x
exp(−s2/2)ds = exp(−2x)√
2pix
∞∑
m=0
(−1)m(2m− 1)!!
22mxm
.
In particular, we conclude that limn→∞ P(tX ≥ x) = (1+ O(1/x)) exp(−2x)/
√
2pix, thereby proving (4).
4.3. Proofs of Propositions 13 and 14
LetM = (1+ t)n. By Proposition 12, a.a.s. all components of GM except for the giant component are isolated even cycles.
Therefore, in order to analyse the number X of vertices outside the giant component we consider the number Yk of isolated
cycles of length k in GM (2 ≤ k ≤ n, even). In addition, let γ = γ (n) = ct−1 ln n for a sufficiently large constant c > 0; then
γ = o(√n/t), provided that t  n−1 ln2 n. Moreover, setting Y =∑2≤k≤γ , even kYk, a.a.s. we have X = Y by Proposition 12.
To investigate Y , let (Zk)k=2,4,... be a family of mutually independent Poisson variables with means E(Zk) = λk =
(1− 2t)k/k. Then the characteristic function of Zk is
E(exp(EiyZk)) = exp
(
λk(exp(Eiy)− 1)
)
. (30)
We set Z =∑k≥2, even kZk and λ =∑k≥2, even λk = Φ(1− 2t), whereΦ is the function defined in (5).
Proof of Proposition 13. Suppose that 0 < t < 12 is independent of n. Let y0 ∈ R \ {0} be arbitrary but fixed, and α > 0 be
arbitrarily small but fixed. Define a function ψ by ψ(y) = exp(Φ((1− 2t) exp(Eiy))−Φ(1− 2t)). Then our goal is to show
that there exists an n0 = n0(α, y0) such that
|E(exp(Eiy0X))− ψ(y0)| ≤ 3α if n ≥ n0. (31)
Since the characteristic function of Z is
E(exp(EiyZ)) = E
[
exp
( ∑
2≤k, even
EikyZk
)]
=
∏
2≤k, even
E
[
exp
(EikyZk)]
(30)=
∏
2≤k, even
exp
[
λk
(
exp(Eiky)− 1
)]
= exp
[
−λ+
∑
k≥2, even
λk exp(Eiky)
]
= exp(Φ((1− 2t) exp(Eiy))− Φ(1− 2t)) = ψ(y),
(31) is equivalent to∣∣∣E(exp(Eiy0X))− E(exp(Eiy0Z))∣∣∣ ≤ 3α. (32)
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To establish (32), we choose a number K = K(α, y0) such that∑
k>K , even
λk =
∑
k>K , even
(1− 2t)k/k < α/2; (33)
such a number K exists because 0 < t < 12 is constant. Set
Y ′ =
∑
2≤k≤K , even
kYk, Z ′ =
∑
2≤k≤K , even
kZk.
Since by Corollary 11 (Yk)2≤k≤K , even are asymptotically independent Poisson variables with means (λk)2≤k≤K , even, Y ′
converges to Z ′ in distribution. Therefore, we can show that E(exp(Eiy0Y ′)) is close to E(exp(Eiy0Z ′)) (cf. Lemma 17 below). In
addition, we shall derive from (33) that Z ′ is a good approximation of Z , and from Corollary 11 and (33) that Y ′ approximates
Y and hence X well (cf. Lemmas 15 and 16). Finally, we will apply Lemma 6 to compare the characteristic functions of X , Y ,
Y ′, Z ′, and Z .
Lemma 15. We have P
[
Z 6= Z ′] ≤ α.
Proof. Due to (33), P
[
Z 6= Z ′] ≤∑k>K , even P [Zk > 0] ≤∑k>K , even λk < α. 
Lemma 16. If n0 is large enough, then P
[
X 6= Y ′] ≤ α.
Proof. Because of Lemma 8, Corollary 11, and (33), we have
P
[
Y 6= Y ′] ≤ o(1)+ ∑
k>K , even
kP(Yk > 0) ≤ o(1)+
∑
k>K , even
λk ≤ 2α/3,
provided that n is sufficiently large. Further, Proposition 12 entails that X = Y a.a.s., so that P [X 6= Y ′] ≤ P [Y 6= Y ′] +
P [X 6= Y ] ≤ α if n is large enough. 
Lemma 17. We have
∣∣∣E(exp(Eiy0Y ′))− E(exp(Eiy0Z ′))∣∣∣ ≤ α, provided that n0 is large enough.
Proof. By Proposition 9 (Yk)2≤k≤K , even are asymptotically independent Poisson variables with means (λk)2≤k≤K , even. As
a consequence, Y ′ converges to Z ′ in distribution. Therefore, Theorem 5 entails that the characteristic function y 7→
E(exp(EiyY ′)) converges pointwise to y 7→ E(exp(EiyZ ′)). 
Combining Lemmas 15–17 and applying Lemma 6, we conclude that∣∣∣E [exp(Eiy0X)]− E [exp(Eiy0Z ′)]∣∣∣ ≤ ∣∣∣E [exp(Eiy0X)− exp(Eiy0Y )]∣∣∣
+
∣∣∣E [exp(Eiy0Y ′)]− E [exp(Eiy0Z ′)]∣∣∣+ ∣∣∣E [exp(Eiy0Z)− exp(Eiy0Z ′)]∣∣∣ ≤ 3α,
thereby establishing (32). 
Proof of Proposition 14. Suppose that n−1 ln4 n ≤ t = o(1). Let y0 ∈ R \ {0} and α > 0 be given. Our aim is to show that
|(1−Eiy0/2)−1/2 − E(exp(Eity0X))| ≤ 8α if n ≥ n0 for a large enough n0 = n0(α, y0). (34)
In order to establish (34), we first prove that E(exp(Eity0Z)) is close to (1− Ei2y0)−1/2 if n ≥ n0 is large enough. Then, we shall
compare E(exp(Eity0Z)) and E(exp(Eity0X)).
Lemma 18. If n ≥ n0 for a sufficiently large n0 > 0, then
∣∣∣E(exp(Eity0Z))− (1− Ei2y0)−1/2∣∣∣ ≤ α.
Proof. We have
E
[
exp(Eity0Z)
]
=
∏
2≤k, even
E
[
exp(Eity0kZk)
]
= exp
[
−λ+
∑
2≤k, even
λk exp(Eikty0)
]
= exp
[
Φ((1− 2t) exp(Eity0))− Φ(1− 2t)
]
=
(
1− (1− 2t)2
1− (1− 2t)2 exp(2Eity0)
)1/2
. (35)
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Furthermore, since t = o(1) as n→∞,
1− (1− 2t)2
1− (1− 2t)2 exp(2Eity0)
= 4t − O(t
2)
4t − 2Eity0 + O(t2)
= (1+ o(1)) 2
2−Eiy0
. (36)
Plugging (36) into (35), we get E
[
exp(Eity0Z)
]
= (1+ o(1))(1− Ei2y0)−
1
2 . 
In order to compare E(exp(Eity0Z)) and E(exp(Eity0X)), we shall approximate the random variable X by the number of
vertices on isolated cycles of certain lengths. If k ≥ ω/t for some large but fixed ω, then by Corollary 11 the expected
number of vertices on isolated even cycles of lengths k ≥ ω/t is approximately∑
k≥ω/t, even
kλk ≤
∑
k≥ω/t, even
(1− 2t)k ≤
∑
k≥ω/t, even
exp(−2tk) ≤ 2
t
exp(−ω). (37)
Hence, even cycles of length ≥ω/t contribute little to tX if ω is large. Furthermore, once more due to Corollary 11 the
expected number of vertices on isolated even cycles of lengths k < ε/t is about∑
k<ε/t, even
kλk ≤
∑
k<ε/t, even
(1− 2t)k ≤ ε
t
. (38)
Thus, also the contribution of cycles of lengths less than ε/t to tX becomes negligible as ε > 0 gets small. More specifically,
choosing ε = ε(y0, α) small enough and ω = ω(y0, α) large enough such that
32|y0|(ε + exp(−ω)) ≤ α2, (39)
wewill approximate X by Y ′′ =∑ε/t≤k<ω/t, even kYk, i.e., in terms of the number of vertices on isolated even cycles of lengths
ε/t ≤ k < ω/t .
While in the proof of Proposition 13 we used the fact that the number of isolated even cycles of constant length is
asymptotically Poisson, we now need to deal with even cycles of lengths ε/t ≤ k < ω/t; that is, k grows as a functions of
n. In effect, the mean λk of Yk tends to 0 as n→∞, whence the statement that Yk is asymptotically Poisson is void (though
true). Nonetheless, to compare E(exp(EiyX)) and E(exp(EiyZ)), we would like to approximate X in terms of asymptotically
independent Poisson variables. Therefore, we partition the interval [εt−1, ωt−1) into K pieces Ij = [ξj, ηj) of equal length
δt−1; here K = K(y0, α) is chosen large enough so that δ = (ω − ε)/K satisfies
16|y0|δ(lnω − ln ε) ≤ α2. (40)
Now, we let Jj be the set of all even integers in Ij, and we defineXj =∑k∈Jj Yj to be the number of cycles in GM whose length
lies in Jj. In addition, setΛj =∑k∈Jj λk. In Section 5, we shall prove the following proposition, which shows that the random
variablesX1, . . . ,XK can indeed be used to approximate Y ′′ (and thus X) by mutually independent Poisson variables.
Proposition 19. (Xj)1≤j≤K are asymptotically independent Poisson variables with means (Λj)1≤j≤K .
SetZj =∑k∈Jj Zk for 1 ≤ j ≤ K . ThenZ1, . . . ,ZK are mutually independent Poisson variables with means (Λj)1≤j≤K . In
addition to X, Y , Z , we consider
Y ′ =
K∑
j=1
ξjXj, Y ′′ =
∑
ε/t≤k<ω/t, even
kYk =
K∑
j=1
∑
k∈Jj
kYk,
Z ′ =
K∑
j=1
ξjZj, Z ′′ =
∑
ε/t≤k<ω/t, even
kZk =
K∑
k=2
∑
k∈Jj
kZk.
Lemma 20. We have P
[
t · |y0| ·
∣∣Z ′ − Z∣∣ > α] ≤ 2α.
Proof. Let us first compare Z ′ and Z ′′. LetW =∑ε/t≤k≤ω/t, even Zk. Since k− ξj ≤ δ/t for all k ∈ Jj,
Z ′′ − Z ′ ≤ δ
t
·W . (41)
Furthermore, as∑
ε/t≤k≤ω/t, even
λk ≤
∑
ε/t≤k≤ω/t, even
k−1 ≤ ln(ω/t)− ln(ε/t) ≤ ln(ω)− ln(ε), (42)
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we get E(W ) =∑ε/t≤k≤ω/t, even λk ≤ ln(ω)− ln(ε). Therefore, P [W > (ln(ω)− ln(ε))/α] ≤ α due to Markov’s inequality.
Consequently,
P
[
Z ′′ − Z ′ > α
4t|y0|
]
(40)≤ P
[
Z ′′ − Z ′ > δ(ln(ω)− ln(ε))
tα
]
(41)≤ P
[
W >
ln(ω)− ln(ε)
α
]
≤ α. (43)
Furthermore, (37)–(39) entail that
E(Z − Z ′′) =
∑
k<ε/t, even
kλk +
∑
k≥ω/t, even
kλk ≤ α
2
4t|y0| ,
so that Markov’s inequality yields
P
[
Z − Z ′′ ≥ α
4t|y0|
]
≤ α. (44)
Finally, (43) and (44) imply the assertion. 
Lemma 21. We have P
[
t · |y0| ·
∣∣X − Y ′∣∣ > α] ≤ 3α.
Proof. We use a similar argument as in the proof of Lemma 20. First, we compare Y ′ and Y ′′. Let U =∑ε/t≤k<ω/t, even Yk be
the number of cycles of length between εt−1 and ωt−1. Since k− ξj ≤ δ/t for all k ∈ Jj, we have Y ′′ − Y ′ ≤ δt · U . Moreover,
by Corollary 11
E [U] ≤ (1+ o(1))
∑
ε/t≤k<ω/t, even
λk
(42)≤ 2(ln(ω)− ln(ε)),
so that Markov’s inequality yields P [U > 4(ln(ω)− ln(ε))/α] ≤ α/2. Hence,
P
[
Y ′′ − Y ′ > α
4t|y0|
]
(40)≤ P
[
Y ′′ − Y ′ > 4δ(ln(ω)− ln(ε))
tα
]
≤ P
[
U >
4(ln(ω)− ln(ε))
α
]
+ o(1) ≤ α. (45)
As a next step, we shall compare Y and Y ′′ ≤ Y . By Corollary 11 we have
E(Y − Y ′′) =
∑
k<ε/t, even
kE(Yk)+
∑
k≥ω/t, even
kE(Yk)
≤ (1+ o(1))
[ ∑
k<ε/t, even
(1− 2t)k +
∑
k≥ω/t, even
(1− 2t)k
]
(37), (38), (39)≤ α
2
8t|y0| .
Hence, by Markov’s inequality
P
[∣∣Y − Y ′′∣∣ ≥ α
4t|y0|
]
≤ α. (46)
Finally, by Proposition 12 P [X 6= Y ] = o(1) as n→∞, so that
P [X 6= Y ] ≤ α (47)
if n ≥ n0 for a large enough n0. Thus, the assertion follows from (45)–(47). 
Lemma 22. We have
∣∣∣E(exp(Eity0Z ′))− E(exp(Eity0Y ′))∣∣∣ ≤ α.
Proof. Proposition 19 entails that ty0Z ′ converges to ty0Y ′ in distribution. Therefore, Theorem5 yields that the characteristic
function y 7→ E(exp(EityY ′)) converges pointwise to y 7→ E(exp(EityZ)). 
Finally, Lemmas 20–22 in combination with Lemma 6 imply that∣∣∣E [exp(Eity0X)]− E [exp(Eity0Z)]∣∣∣ ≤ ∣∣∣E [exp(Eity0X)− exp(Eity0Y ′)]∣∣∣
+
∣∣∣E [exp(Eity0Y ′)]− E [exp(Eity0Z ′)]∣∣∣
+
∣∣∣E [exp(Eity0Z)− exp(Eity0Z ′)]∣∣∣ ≤ 7α.
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Hence, invoking Lemma 18, we conclude that
∣∣∣E [exp(Eity0X)]− (1−Eiy0/2)−1/2∣∣∣ ≤ 8α if n ≥ n0 for a large enough n0,
thereby completing the proof of (34). 
5. Proof of Proposition 19
5.1. Outline of the proof
By Lemma 8, the distribution ofX1, . . . ,XK coincides with the conditional distribution ofX1, . . . ,XK given a perfect
matching G n
2
. Therefore, lettingΛi = E(Xi) = E(Xi|G n2 ), we shall prove that for any fixed numbers r1, . . . , rK
µ = E
[
K∏
i=1
(Xi)ri
]
= E
[
K∏
i=1
(Xi)ri |G n2
]
= (1+ o(1))Λ =
K∏
i=1
Λ
ri
i ; (48)
then the assertion follows from Theorem 4. If C1, . . . , Ck are cycles on the vertex set V , then we let
p({C1, . . . , Ck}) = P
[
C1, . . . , Ck occur as isolated cycles in GM |G n2
]
.
To show (48), we employ the following lemma, whose proof we defer to Section 5.3.
Lemma 23. Let C1, . . . , Cl be cycles of lengths ε/t ≤ `1, . . . , `l ≤ ω/t such that p({C1, . . . , Cl}) > 0. Then
p({C1, . . . , Cl})
l∏
j=1
p(Cj)
= (1+ o(1))
l∏
j=1
`j/2−1∏
k=0
(n− 2k− 1)
`/2−1∏
k=0
(n− 2k− 1)
.
In order to establish (48), we shall use the linearity of the expectation to expand µ into a sum over
∑K
i=1 ri-tuples of
cycles. More precisely, we will order the terms of this sum according to the lengths of the cycles. Thus, letL signify the set
of all tuples L = (L1, . . . , LK ), where each Li is a tuple Li = (L(j)i )1≤j≤ri ∈ J rii . Then each L ∈ L corresponds to one possibility
to specify the cycle lengths in an
∑K
i=1 ri-tuple of cycles.
In addition, let Q denote the set of all cycles on the vertex set V that can occur in Gn given G n2 . Then for each L ∈ L we
letD(L) be the set of all tuples D = (D1, . . . ,DK ), where eachDi is a tuple (D (j)i )1≤j≤ri of cycles inQ such that the length
ofD (j)i equals L
(j)
i ; here we do not require that the cyclesD
(j)
i are distinct. Let p(D) = p({D(j)i : 1 ≤ i ≤ K , 1 ≤ j ≤ ri}) be
the probability that all cycles D(j)i occur as isolated cycles in GM . Finally, let C(L) be the set of all C = (C1, . . . ,CK ) ∈ D(L)
with Ci = (C(j)i )j=1,...,ri such that the cycles (C(j)i )1≤i≤K ,1≤j≤ri are pairwise vertex disjoint.
Now, µ equals the expected number of tuples C ∈ ⋃L∈L C(L) such that the cycles in C occur as isolated cycles in GM .
Therefore, the linearity of the expectation yields
µ =
∑
L∈L
∑
C∈C(L)
p(C). (49)
Moreover, expandingΛ using the linearity of the expectation, we obtain that
Λ =
∑
L∈L
∑
D∈D(L)
K∏
i=1
ri∏
j=1
p(D(j)i ). (50)
To compare (49) and (50), we shall compare each of the contributions
µL =
∑
C∈C(L)
p(C), ΛL =
∑
D∈D(L)
K∏
i=1
ri∏
j=1
p(D(j)i ) for L ∈ L.
Since p(D(j)i ) depends only on the length L
(j)
i of the cycle, the product piL =
∏K
i=1
∏ri
j=1 p(D
(j)
i ) depends only on L but not on
the choice of D ∈ D(L). Similarly, pi ′L = p(C) is the same for all C ∈ C(L). Hence,
µL = pi ′L · #C(L), and ΛL = piL · #D(L). (51)
Let ` =∑Ki=1∑rij=1 L(j)i = o(n). Comparing #C(L) and #D(L), we shall prove the following lemma in Section 5.2.
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Lemma 24. We have #C(L)#D(L) = (1+ o(1))
∏`/2−1
k=0 (n−2k)∏K
i=1
∏ri
j=1
∏L(j)i /2−1
k=0 (n−2k)
.
Combining Lemmas 23 and 24 with (51), we conclude that
µL
ΛL
= pi
′
L · #C(L)
piL · #D(L) =
`/2−1∏
k=0
n− 2k
n− 2k− 1 ×
k∏
i=1
ri∏
j=1
L(j)i /2−1∏
k=0
n− 2k− 1
n− 2k
=
`/2−1∏
k=0
(
1+ 1
n− 2k− 1
)
×
k∏
i=1
ri∏
j=1
L(j)i /2−1∏
k=0
(
1− 1
n− 2k
)
= exp [O(`/n)] = 1+ o(1),
whenceµL = (1+o(1))ΛL for all L ∈ L. Therefore, (49) and (50) yieldµ = (1+o(1))∑L∈L µL = (1+o(1))∑L∈LΛL = Λ,
so that we have established (48).
5.2. Proof of Lemma 24
Let L = (L(j)i )1≤i≤K ,1≤j≤ri ∈ L, and set ` =
∑K
i=1
∑ri
j=1 L
(j)
i . Thenwe can construct an element C = (C (j)i )1≤i≤K ,1≤j≤ri ∈ C(L)
as follows. We choose a tuple (v1, . . . , v`) of vertices in V as follows. If k is odd, then vk is chosen arbitrarily from
V \ {v1, . . . , vk−1}; thus, there are n − k + 1 ways to choose vk. Furthermore, if k is even, then vk is the neighbour of
vk−1 in G n2 , so that vk is uniquely determined by vk−1. Let T denote the set of all tuples (v1, . . . , v`) that can be obtained by
this construction. Then #T =∏`/2−1j=0 (n− 2j).
Moreover, given the tuple (v1, . . . , v`), we can construct the
∑K
i=1 ri cycles of a tuple C ∈ C(L) as follows. We turn the
first
∑r1
j=1 L
(j)
1 vertices in (v1, . . . , v`) into cycles of lengths L
(j)
1 in the natural way: the first cycle starts at v1, its last vertex
is vL(1)1
, and its last edge is {v1, vL(1)1 }; then, the second cycle contains the vertices vL(1)1 +1, . . . , vL(1)1 +L(2)1 etc. We construct the
remaining cycles in C similarly, so that we obtain a map (v1, . . . , v`) 7→ C from T onto C(L).
However, thismap is not one to one. Indeed, for each cycle C (j)i of length L
(j)
i there are precisely L
(j)
i ways to list the vertices
w1, . . . , wL(j)i
of C (j)i such that {w2s−1, w2s} ∈ G n2 for 1 ≤ s ≤ L
(j)
i . Therefore, each C ∈ C(L) has precisely Γ =
∏K
i=1
∏ri
j=1 L
(j)
i
inverse images in T . Consequently,
#C(L) = #T
Γ
= Γ −1
`/2−1∏
k=0
(n− 2k). (52)
A similar counting argument shows that
#D(L) = Γ −1
K∏
i=1
ri∏
j=1
L(j)i /2−1∏
k=0
(n− 2k). (53)
Combining (52) and (53), we obtain Lemma 24.
5.3. Proof of Lemma 23
Assume that p(C1, . . . , Cl) > 0. Let
q(C1, . . . , Cl) = ∂
[
C1, . . . , Cl occur in Gn|G n2
]
,
q(Cj) = P
[
Cj occurs in Gn|G n2
]
.
Moreover, let `j = O(1/t) = o(√n/t) denote the length of Cj. Then by Proposition 10 p(Cj) = (1+ o(1))(1− 2t)`j · q(Cj).
Therefore,
l∏
j=1
p(Cj) = (1+ o(1))(1− 2t)` ·
l∏
j=1
q(Cj). (54)
Similarly, as ` =∑lj=1 `j ≤ lωt−1 = o(√n/t), Proposition 10 implies
p(C1, . . . , Cl) = (1+ o(1))(1− 2t)` · q(C1, . . . , Cl). (55)
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In Section 5.4 we shall prove the following statement.
Lemma 25. We have q(C1,...,Cl)∏l
j=1 q(Cj)
= (1+ o(1))
∏l
j=1
∏`j/2−1
k=0 (n−2k−1)∏`/2−1
k=0 (n−2k−1)
.
Combining Lemma 25 with (54) and (55), we conclude that
p(C1, . . . , Cl) = (1+ o(1))
l∏
j=1
p(Cj),
as desired.
5.4. Proof of Lemma 25
Let ρ : V → V denote a uniformly distributed perfect matching. By Lemma 8, Gn is distributed as G n2 + ρ. Moreover, the
cycles C1, . . . , Cl are present in Gn if and only if the corresponding E(G n2 )-cycles c1, . . . , cl of lengths `1, . . . , `l occur in ρ
(cf. Section 2 for the definition of E(G n
2
)-cycles). Therefore, Lemma 25 is equivalent to
P [c1, . . . , cl occur in ρ]
l∏
j=1
P
[
cj occurs in ρ
] = (1+ o(1))
l∏
j=1
`j/2−1∏
k=0
(n− 2k− 1)
`/2−1∏
k=0
(n− 2k− 1)
. (56)
First, we can estimate P
[
cj occurs in ρ
]
as follows. Let `j be the length of the cycle Cj. Then the set Sj of vertices outside Cj
has cardinality n− `j. Consider the set of pairs (Sj, σ )where Sj is a set of vertices outside Cj and σ is a map σ : Sj → Sj that
satisfies σj ◦ σj = id and σj(s) 6= s for s ∈ Sj. Obviously, its cardinality is (#Sj− 1)!!. Hence, the number of perfect matchings
ρ in that cj occurs is (#Sj − 1)!!, while the total number of perfect matchings is (n− 1)!!. Thus,
P
[
cj occurs in ρ
] = (#Sj − 1)!!
(n− 1)!! =
(n− `j − 1)!!
(n− 1)!! . (57)
Similarly, letting S =⋂lj=1 Sj and ` =∑lj=1 `j, we have
P [c1, . . . , cl occur in ρ] = (#S − 1)!!
(n− 1)!! =
(n− `− 1)!!
(n− 1)!! . (58)
Finally, (56) follows immediately from (57) and (58).
Acknowledgments
Our special thanks go to Tomasz Łuczak for sending us the papers [19,20] as well as for helpful discussions. The second
author’s research was supported by the Deutsche Forschungsgemeinschaft (DFG Pr 296 / 7-3).
References
[1] E.A. Bender, E.R. Canfield, The asymptotic number of labeled graphs with given degree sequences, Journal of Combinatorial Theory Series A 24 (1978)
296.
[2] B. Bollobás, Random Graphs, 2nd edition, Cambridge University Press, 2001.
[3] B. Bollobás, A probabilistic proof of an asymptotic formula for the number of labelled regular graphs, European Journal of Combinatorics 1 (1980)
311–316.
[4] P. Erdős, A. Rényi, On the evolution of random graphs, Publ. Math. Inst. Hung. Acad. Sci. 5 (1960) 17–61.
[5] W. Feller, An Introduction to Probability Theory and its Applications, Wiley, 1967.
[6] C. Greenhill, A. Ruciński, N.C. Wormald, Random hypergraph processes with degree restrictions, Graphs and Combinatorics 20 (2004) 319–332.
[7] C. Greenhill, A. Ruciński, N.C. Wormald, Connectedness of the degree bounded star process, Combinatorics, Probability and Computing 12 (2003)
269–283.
[8] M. Kang, T.G. Seierstad, The critical phase for random graphs with a given degree sequence, Combinatorics, Probability and Computing 17 (2008)
67–86.
[9] M. Kang, T.G. Seierstad, The phase transition of the minimum degree random multi-graph process, Random Structures and Algorithms 31 (2007)
330–353.
[10] J.H. Kim, V.H. Vu, Generating random regular graphs, Combinatorica 26 (2006) 683–708.
[11] M. Molloy, B. Reed, A critical point for random graphs with a given degree sequence, Random Structures and Algorithms 6 (1995) 161–180.
[12] M. Molloy, B. Reed, The size of the largest component of a random graph on a fixed degree sequence, Combinatorics, Probability and Computing 7
(1998) 295–306.
[13] B. Pittel, On distributions related to transitive closures of random finite mappings, Annals of Probability 11 (1983) 428–441.
[14] H.D. Robalewska, Stochastic processes and random graphs, Ph.D. Thesis, University of Melbourne, 1996.
[15] H.D. Robalewska, N.C. Wormald, Random star processes, Combinatorics, Probability and Computing 9 (2000) 33–43.
4544 A. Coja-Oghlan, M. Kang / Discrete Mathematics 309 (2009) 4527–4544
[16] A. Ruciński, N.C. Wormald, Random graph processes with degree restrictions, Combinatorics, Probability and Computing 1 (1992) 169–180.
[17] A. Ruciński, N.C. Wormald, Connectedness of graphs generated by a random d-process, Journal of the Australian Mathematical Society 72 (2002)
67–85.
[18] A. Steger, N. Wormald, Generating random regular graphs quickly, Combinatorics, Probability and Computing 8 (1999) 377–396.
[19] J. Jaworski, T. Łuczak, Cycles in a uniform graph process, Combinatorics, Probability and Computing 1 (1992) 223–239.
[20] T. Łuczak, Sparse random graphs with a given degree sequence, in: Alan M. Frieze, Tomasz Łuczak (Eds.), Random Graphs, vol. 2, Wiley, New York,
1992, pp. 165–182.
[21] M. Kang, Y. Koh, T. Łuczak, S. Ree, The connectivity threshold for the min-degree random graph process, Random Structures and Algorithms 29 (2006)
105–120.
[22] S. Janson, T. Łuczak, A. Ruciński, Random Graphs, Wiley, 2000.
[23] N.C. Wormald, Models of random regular graphs, in: J.D. Lamb, D.A. Preece (Eds.), Surveys in Combinatorics, Cambridge University Press, 1999,
pp. 239–298.
