Abstract: We obtain uniform asymptotic formulas for the eigenvalues and eigenfunctions of the Sturm-Liouville operators L ( ) with a potential ∈ L 1 [0 1] and -periodic boundary conditions, ∈ (−π π]. Using these formulas, we find sufficient conditions on the potential such that the number of spectral singularities in the spectrum of the Hill operator L( ) in L 2 (−∞ ∞) is finite. Then we prove that the operator L( ) has no spectral singularities at infinity and it is an asymptotically spectral operator provided that the potential satisfies sufficient conditions.
Introduction and preliminary facts
Let L( ) be the Hill operator generated in L 2 (−∞ ∞) by the expression
where ( ) is a complex-valued summable function on [0 1] and ( + 1) = ( ) for a.e. ∈ (−∞ ∞). It is well known that (see [7, 23] for real and [5, [16] [17] [18] for complex-valued ) the spectrum S(L( )) of the operator L( ) is the union of the spectra S(L ( )) of the Sturm-Liouville operators L ( ) for ∈ (−π π], where L ( ) is the operator generated in L 2 [0 1] by (1) and by the boundary conditions 
In this paper we obtain asymptotic formulas, uniform with respect to ∈ (−π π], for the eigenvalues and eigenfunctions of L ( ). (We recall that the formula ( ) = O( ( )) is said to be uniform with respect to in a set A if there exist positive constants M and N such that | ( )| < M| ( )| for all ∈ A and | | ≥ N.) Using these asymptotic formulas, we find sufficient conditions on the potential such that the number of the spectral singularities in S(L( )) is finite and in a certain sense L( ) is an asymptotically spectral operator.
The spectral expansion for the self-adjoint operator L( ) was constructed by Gelfand [7] and Titchmarsh [23] .
Tkachenko [24] proved that the non-self-adjoint operator L( ) can be reduced to the triangular form if all eigenvalues of the operators L ( ) for all ∈ (−π π] are simple. McGarvey [17] proved that L( ) is a spectral operator if and only if the projections of the operators L ( ) are bounded uniformly with respect to in (−π π]. However, in general, the eigenvalues of L ( ) are not simple and their projections are not uniformly bounded. For instance, Gasymov [6] investigated the operator L( ) with the potential which can be continued analytically onto the upper half plane and proved that this operator (in particular L( ) with the simple potential ( ) = 2π ) has infinitely many spectral singularities. Note that the spectral singularities of the operator L( ) are the points of S(L( )) in neighborhoods of which the projections of L( ) are not uniformly bounded. In [26] we proved that a number λ = λ ( ) ∈ S(L) is a spectral singularity of L( ) if and only if the operator L ( ) has an associated function at the point λ ( ). In [25] (see also [27] ) we constructed the spectral expansion for the operator L( ) with a continuous and complex-valued potential. In [32] , we obtained asymptotic formulas for the eigenvalue and eigenfunction of L ( ) with ∈ L 1 [0 1] and = 0 π. Then using these formulas, we proved that the eigenfunctions and associated functions of L form a Riesz basis in L 2 [0 1] for = 0 π and constructed the spectral expansion for the operator L( ). (See also [14, 28, 29] for the spectral expansion of differential operators with periodic coefficients.) Recently, Gesztesy and Tkachenko [8, 9] proved two versions of a criterion for the Hill operator L( ) with ∈ L 2 [0 1] to be a spectral operator of scalar type, one analytic and one geometric. The analytic version was stated in terms of the solutions of Hill's equation. The geometric version of the criterion used the algebraic and geometric properties of the spectra of the periodic/antiperiodic and Dirichlet boundary value problems.
Since the spectral property of L( ) is strongly connected with the operators L ( ) for ∈ (−π π], let us discuss briefly the works devoted to L ( ). It is well known that the operator L ( ) is Birkhoff regular [15] . In the case = 0 π it is strongly regular and the root functions of the operator L ( ) form a Riesz basis (this result was proved independently in [4, 12, 19] ). If = 0 π, then the operator L ( ) is not strongly regular. In the case when an operator is regular but not strongly regular the root functions generally do not form even usual bases. However, it is known [20, 21] that they can be combined in pairs, so that the corresponding 2-dimensional subspaces form a Riesz basis of subspaces.
Let us also briefly describe some historical developments related to the Riesz basis property of the root functions of the periodic and antiperiodic boundary value problems. We will focus only on the periodic problem. The antiperiodic problem is similar to the periodic one. In 1996 at a seminar in MSU, Shkalikov formulated the following result. Assume that ( ) is a smooth potential,
and ( Another approach is due to Dernek and Veliev [1] . The result was obtained in terms of the Fourier coefficients of the potential . Namely, they proved that if the conditions with some 0 > 0 for sufficiently large , where is a nonnegative integer. Besides, some conditions which imply the absence of the Riesz basis property were presented in [13] . The results which we obtained in [22] are more general and cover all the results discussed above. Several theorems on the Riesz basis property of the root functions of the operator L 0 ( ) were proved. One of the main results of [22] [2, 3] precisely, since it will take some additional pages which are not related to our results. Very recently Gesztezy and Tkachenko [10] proved a criterion for the root functions of L 0 ( ) to form a Riesz basis in terms of the spectra of the periodic and Dirichlet boundary value problems.
Next, we present some preliminary facts from [1, 32] , which are needed in the following.
Result 1 (see [32]).
The eigenvalues λ ( ) and eigenfunctions Ψ ( ) of the operator L ( ) for = 0 π, satisfy the following asymptotic formulas: ln | | in (9) do not depend on .
Result 2 (see [1]).
Let conditions (4) 
where α ∼ 1,
In [30, 31] we generalized the results of [1] for operators generated by the differential equation of order > 2 and by the system of differential equations.
To summarize, in [1, 22] we obtained asymptotic formulas for the operators L ( ) with = 0 π (see (10) and (11)). In [32] we obtained asymptotic formulas for the operators L ( ) which are uniform with respect to ∈ [ρ π − ρ] (see (9) ). In this paper, we obtain uniform asymptotic formulas in much more complicated case of ∈ [0 ρ] ∪ [π − ρ π] (see Theorems 2.9 and 2.10). We note that in our description, some formulas of Section 2 are similar to those given in [1, 22] and [32] , but here we wish to obtain the uniform, with respect to Since the spectral singularities of the operator L( ) are contained in the set of multiple eigenvalues of L ( ), we obtain sufficient conditions on such that the Hill operator L( ) has at most finitely many spectral singularities. Moreover, we prove that if satisfies these conditions then L( ) has no spectral singularity at infinity and in the sense of Definition 3.6 given in Section 3, the operator L( ) is an asymptotically spectral operator.
Uniform asymptotic formulas for L ( )
It is well known that the eigenvalues of L ( ) are squares of roots of the equation
where
, and ( ξ) and θ( ξ) are the solutions of the equation
Let us consider the functions F (ξ) − 2 cos ξ and 2 cos ξ − cos on the circle
where ∈ [0 ρ] and ρ is a sufficiently small fixed number. By (13) there exists a positive number N(0 ρ) such that (12) and (17) are the same in the strip K . Similarly, these equations have the same number of roots in the set K +1 \ K for large . The following remark follows from the above arguments.
Remark 2.1.
There exists a large number N(0 ρ) such that the number of roots of equations (12) lying in the strip K N is 2N + 1. Denote these roots by ξ ( ) for = 0 ±1 ±2 ±N. The roots of equation (12) lying outside K N consist of the roots lying inside the contours C ( ρ), defined in (14) , for > N(0 ρ). Moreover, (12) has two roots, denoted by ξ 1 ( ) and
Since the entire function F / ξ has a finite number of zeros inside the circle {ξ ∈ C : |ξ − 2π | = 4ρ} and this circle encloses C ( ρ) for all ∈ [0 ρ], there exist at most finite 1 2 from (0 ρ) for which ξ ( ) is a double root of (12). Let 0 < 1 < 2 < < < ρ. By the implicit function theorem the functions ξ 1 ( ) and ξ 2 ( ) can be chosen as analytic in intervals (0 1 ), ( ρ) and ( +1 ) for = 1 2 − 1. Let ξ be any limit point of ξ ( ) as → .
Since F (ξ ( )) = 2 cos for = 1 2 and F is continuous, we have F (ξ) = 2 cos . However, this equation has only one double root
. This implies that the eigenvalues λ 1 ( ) = ξ 2 1 ( ) and λ 2 ( ) = ξ 2 2 ( ) of L ( ) can be chosen as continuous functions on (0 ρ). By the result of [32] , see the introduction, λ 1 (ρ) and (4)- (5) hold then by the result of [1] , λ 1 (0) and λ 2 (0) are simple eigenvalues of L 0 for > N 0 . These arguments imply the continuity of the functions λ 1 ( ) λ 2 ( ) and
for ∈ [0 ρ], > N and = 1 2. Thus for ∈ [0 ρ] and > N the disk
contains two eigenvalues (counting multiplicity) λ 1 ( ) and λ 2 ( ) that are continuous functions on the interval [0 ρ]. In addition to these eigenvalues, the operator L ( ) for ∈ [0 ρ] has only 2N + 1 eigenvalues.
Using (20) , one can readily see that
for = 0 2 and ∈ [0 ρ], where > N and = 1 2. To obtain the uniform asymptotic formulas for the eigenvalues λ ( ) and normalized eigenfunctions Ψ ( ), we use (22) and the iteration of the formula
which can be obtained from −Ψ + Ψ = λ ( )Ψ by multiplying by (2π( − )+ ) . To iterate (23) we use the following lemma.
Lemma 2.2.
For the right-hand side of (23) the following equality: (24) and inequality 
Proof. Equality (24) is obvious for ∈ L
Therefore there exist C ( ) and 0 ( ) such that
Now, using (22)- (24) and the obvious relations
for ∈ Z, we obtain (25) is proved. This with (23), (22) and (29) gives
Therefore decomposing Ψ by basis
: ∈ Z we get (26) and (27) . The normalization condition Ψ = 1 with (26) and (27) implies (28) .
Using (24) in (23), replacing and by 0 and 1 , respectively, and then isolating the term containing the multiplicand Ψ (−2π + ) we obtain
Now we iterate (30) by using the formula
obtained from (23) and (24) . Taking into account that the denominator of the fraction in (31) is a large number for 1 = 0 2 and ∈ [0 ρ] (see (22)), we iterate (30) as follows. Since this iteration is similar to that done in [1] , here we give only the scheme of this iteration. First, we use (31) in (30) , replacing the terms Ψ (2π( − 1 )+ ) for 1 = 0 2 in (30) by the right-hand side of (31) and get the summation with respect to 1 and 2 in the right-hand side of (30). We then isolate in this summation the terms containing one of the multiplicands Ψ (2π + )
, Ψ (−2π + ) (i.e., terms with 1 + 2 = 0 2 ) and use (31) in the other terms. Repeating this process times, we obtain
Note that, here the sums are taken under conditions = 0 and 1 + 2 + · · · + = 0 2 for = 1 2 Using (22), (25) and (29) one can easily verify that the equalities
hold uniformly with respect to in [0 ρ]. In the same way the relation
can be obtained, where 
where 
if satisfies some conditions (see Theorem 2.4). Then λ ( ) satisfies at least one of the equations
To prove the simplicity of the eigenvalues λ 1 ( ) and λ 2 ( ) for ∈ [0 ρ] and > N, we show that one of these eigenvalues satisfies (41) and the other one satisfies (42) and the roots of (41) and (42) are different. For this, we prove that the functions B(λ ), B (λ ), C (λ ) (Lemma 2.5) and D(λ ) (Lemma 2.6) satisfy some Lipschitz conditions. As a result, we find conditions on that guarantee the simplicity of those eigenvalues (Theorem 2.7). Lemma 2.3. 
Using (20) and the inequality < ρ and taking into account that ρ is a sufficiently small fixed number, one can see that
Therefore, taking into account the inequality in (29), we obtain
Thus (47) holds. In (47), by grouping the terms − /( (2 − )) and − /(− (2 + )), we get
To estimate the sum in (48) we consider, as done in [22] , the function
2π ) for = 0, and hence we have
Therefore, using integration by parts and taking into account the obvious equalities
This with (48) and (34) implies the first equality of (45). In the same way, we get the second equality of (45).
(b) If the assumptions of (b) hold, then
(see [22, p. 655] ). Using this and (22), in a standard way, we get
for ≥ 2. Now, it remains to prove that
Instead of the inequality in (29) using the equality 2 − = o( − ) (see (49)) and arguing as in the proof of (47) we get (52) we obtain the first equality of (51). In the same way, we get the second equality of (51). Now, (46) follows from (50) and (51). 
To prove estimations (56) and (57) we use (59) and the following obvious equality:
for max { } ≥ 2, where = min { } ≥ 1. By (60) and (59) 
Using (22) and (60) one can readily see that
This with the inequality in (29) implies the first inequality in (57). Now arguing as in the proof of (56), we get the proof of the second inequality of (57).
(b) Using (49) and repeating the proof of (56) we get the proof of (58). 
Lemma 2.6.

Suppose the conditions of Theorem 2.4 hold. If at least one of the inequalities
Re 2 −2 ≥ 0 (62) |Im 2 −2 | ≥ ε| 2 −2 |(63
Proof. First let us prove that
for > N and ∈ [0 ρ]. If follows from (44), (57) and (53), (46), (5) that
Therefore, we have
Thus, by (68) and (43), to prove (65) and (66) it is enough to show that
For this we consider two cases. First case: (4π 
On the other hand, it follows from (67), (66) and (53), (5) that there exists a constant 2 such that
Thus, from (71) and (72) we obtain (64). Now using Lemmas 2.3-2.6 and Theorem 2.4 we prove the following main result. 
By (56) we have
Thus, using this and (64) in (74) we get
In the same way, we prove that if both λ 1 ( ) and λ 2 ( ) satisfy (42) then (76) holds.
Now suppose that one of them, say λ 1 ( ), satisfies (41) and the other λ 2 ( ) satisfies (42). Then
Therefore, by (75), (72) and (77) there exists a constant 3 such that
Now it follows from (76) and (78) Now to prove the uniform asymptotic formulas for the eigenfunctions Ψ ( ) we need consider ( ) and ( ) (see (26)- (28)). Namely, we use the following Lemma 2.8.
Suppose that all conditions of Theorem 2.7 hold. Let λ ( ) be the eigenvalue of L ( ) satisfying (73), and Ψ ( ) be the corresponding eigenfunction. Then the relations
Proof. Multiplying (37) and (38) by ( ) and by ( ) respectively and then subtracting each other, we get
where, for brevity, ( 2 ) and
On the other hand, relations (5), (46) and (53) (73) in (37) and (38), we obtain
Since Re D(λ ( ) ) > 0, it follows from (84) for = 1 and (57) that
Using this and (83) in (84) for = 1 we get 1 ( ) ∼ 1. In the same way we obtain the second relation of (80) from (85) for = 2.
To obtain the asymptotic formulas of arbitrary accuracy we define successively the following functions: 
Proof. By (73) and (45) to prove (86) it is enough to show that
Using (66) and (69) one can easily verify that
Therefore there exists a constant 4 such that
Moreover, from (67) and (5) we obtain
Hence, (88) follows from (89) and (90). Thus (86) is proved.
It follows from Lemma 2.5 and from the proof of (64) that the functions A(λ ), A (λ ), B(λ ), B (λ ) and D(λ ) satisfy the equality
Now, we prove (87) by induction. It is proved for = 1 (see (86) and the definition of F 1 ( )). Assume that (87) is true for = . Substituting the value of λ ( ) given by (87) for = in the right-hand side of (73) and using (91) we get (87) for = + 1.
(b) Writing the decomposition of the normalized eigenfunction Ψ ( ) corresponding to the eigenvalue λ ( ) by the basis
The right-hand side of (92) can be obtained from the right-hand side of (30) . Since (37) is obtained from (30) by iteration, doing the same, we obtain
from (92). First, let us consider the case = 2. Using (87) and (91) in (37), taking into account (46) and (53), we get
where > . Now, dividing both sides of (93) by 2 ( ), denoting α 2 ( ) = 2 ( )/ 2 ( ), 2 ( ) = Ψ 2 ( )/ 2 ( ) and taking into account (94) we obtain
Here α 2 ( ) = O(1) due to (80). On the other hand, one can readily see that the functions A * (λ ) and B * (λ ) also satisfy (91). Therefore, from (95) we obtain the proof of (b) for = 2. In the same way, we get the proof of (b) for = 1.
To obtain the asymptotic formulas for the eigenvalues λ ( ) for ∈ [π − ρ π] instead of (30) we use the formula
From (30) we obtained (37) and (38). In the same way, from (96) we get
Here differ from respectively, in the following sense. that can be defined in a similar way. Thus, instead of (5), (53), (62) and (63) using the relations
respectively, and repeating the proof of Theorems 2.4-2.9 we get 
The formulas (100) and ( 
The following remark follows from Remark 2.1 and Theorems 2.4-2.10.
Remark 2.11.
Suppose the conditions of Theorems 2.7 and 2.10 hold. One can readily see that (86) for = 0 and = ρ gives formulas (10) and (9) respectively, if we use the notation: λ − ( ) = λ 1 ( ) for = 1 2 and λ ( ) = λ 2 ( ) for = 0 1 2 Note that we use both notations λ ( ) and λ ( ). If the notation λ ( ) is used, then the corresponding eigenfunction and Fourier coefficients (see (26) ) are denoted by Ψ ( ) and ( ) ( ). Similarly, (100) for = π and = π − ρ gives the formula obtained in [1] for λ (π) and (9) . Moreover, there is one-to-one correspondence between the eigenvalues (counting with multiplicities) and integers. Indeed, by (9) 
Since λ ( ) for | | > N is a simple root of F (λ) = 2 cos (103) where F (λ) is the Hill discriminant, we have . Following [9, 24, 26] , we define the projection P(γ) and the spectral singularities as follows:
Asymptotic analysis of L(q)
The spectral singularities of the operator L( ) are the points of S(L( )) in neighborhoods of which the projections P(γ) of the operator L( ) are not uniformly bounded. In other words, we use the following definition.
Definition 3.1.
We say that λ ∈ S(L( )) is a spectral singularity of L( ) if for all sufficiently small ε > 0 there exists a sequence {γ } of the regular spectral arcs γ ⊂ { ∈ C : | − λ| < ε} such that
In a similar way we define the spectral singularity at infinity.
Definition 3.2.
We say that the operator L( ) has a spectral singularity at infinity if there exists a sequence {γ } of the regular spectral arcs such that (0 γ ) → ∞ as → ∞ and (107) holds, where (0 γ ) is the distance from the point (0 0) to the arc γ .
To estimate the projections we use the following lemma. Let {χ : ∈ Z} be biorthogonal to {Ψ : ∈ Z} and Ψ * ( ) be the normalized eigenfunction of (L ( )) * corresponding to λ ( ). Then
where ( · · ) ( ) denotes the inner product in L 2 ( ). One can easily verify that
Now we are ready to prove the main results of this chapter. (b) By Theorem 2.12 the equation F (λ)/ λ = 0 has no zeros at Γ for | | > N. Since F (λ)/ λ is an entire function, it has at most a finite number of roots on the compact set | |≤N Γ . Now the proof of (b) follows from the well-known fact that the spectral singularities of L( ) are contained in the set {λ : F (λ)/ λ = 0 λ ∈ S(L( ))} (see [9, 26] ).
(c) Changing the variable λ to the variable in the integral in (106), using
with (110) and (106), by simple calculations we get
where δ = { ∈ (−π π] : λ ( ) ∈ γ}. Let A ( ) be the operator defined by
for ∈ δ and A ( ) = 0 for ∈ (−π π] \ δ. By (109) we have
where α is a continuous function and α ( ) = 0, since λ ( ) is a simple eigenvalue. Therefore A ∈ L ∞ (0 2π); B(L 2 (0 1)) . Let ∈ C 0 , where C 0 is the set of all compactly supported continuous functions, and A be the operator defined by (108). Then, using [ 
Similarly, by (57), (66) and (69) there exists a constant 6 such that
Thus, using (122) and (123) in (121) we get the proof of the lemma.
