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1. INTRODUCTION 
In many applications of invariant imbedding to particle transport problems, 
the emphasis is on obtaining the reflection and transmission coefficients 
rather than the internal fluxes (see [l-3] and additional works cited therein). 
This has led to a fairly widespread feeling that the alleged inability to obtain 
internal values is a disadvantage of the method of invariant imbedding [4]. To 
the contrary, quite general methods [5-91 h ave been suggested for obtaining 
internal values from the reflection and transmission coefficients. However, 
most of these methods have the feature that some additional differential 
equations must be solved each time the system size (the imbedding param- 
eter) is changed. The others require that a large number of integrations 
must be performed. Scott [lo] recently proposed a method in which these 
disadvantages do not occur. Our purpose here is to describe (a slight modifica- 
tion of) this method in physical terms, and to indicate some of its computa- 
tional features. 
The method we shall present permits boundary conditions which are any 
linear combination of given incident particle fluxes and albedo conditions, 
and also permits more-or-less arbitrary internal particle sources. The 
original formulation of the method of invariant imbedding considered only 
source-free (homogeneous) problems. Dodson and Mingle [l l] used particle- 
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counting techniques to allow for internal sources, and Wing [12] indicated 
how these results can be obtained from the perturbation-theoretic viewpoint. 
The generalized Riccati transformation technique (which in many cases is 
equivalent to invariant imbedding) of Rybicki and Usher [5] also permits 
quite general internal sources. 
Section 2 contains a discussion of the fundamental imbedding relationships 
for the. rod model (or, alternately, the Schuster-Schwarzschild [13, 141 
approximation to the transport of particles in an infinite slab). In Section 3, 
we show how the internal particle distributions can be obtained from the 
functions determined by these relationships, and Section 4 contains some 
numerical examples. In Section 5, the extension of the method to transport 
of monoenergetic particles in a slab is briefly indicated. Section 6 contains 
a summary of the basic results and an outline of further possible extensions 
of the method. 
2. IMBEDDING RELATIONSHIPS FOR THE ROD MODEL 
We wish to consider the steady-state transport of monoenergetic particles 
of speed c in a one-dimensional rod. We introduce the optical depth x as the 
independent variable, so that the total macroscopic cross section is unity. 
The left end of all rods considered will be located at z = 0. In accordance 
with the fundamental viewpoint of invariant imbedding, we consider a 
family of rods with right ends located at z = X, where x is a nonnegative 
number. Each rod is assumed to have the following properties: 
(a) The particles are allowed to travel only to the left or to the right, and 
they are not allowed to interact with each other but only with the fixed nuclei 
of the rod. 
(b) uii(z) d = the net expected number of particles traveling in the jth 
direction which are produced by collision of a particle traveling in the ith 
direction while traversing the interval (a, z + A), where i = r refers to the 
right and i = L’ refers to the left. 
(c) c&s&) d = t f ra e o emission of particles moving in the ith direction 
in the interval (a, I + A). 
We assume that the above functions are nonnegative and well-defined for 
all z > 0. We now introduce the functions u(z, x), ~(a, X) which are, res- 
pectively, the densities of particles traveling to the right and to the left at 
the point z in a rod of length x with 0 6 z < X. Our basic problem is to 
study the functions zc(z, x), V(X, X) as a function of z and the length of the 
rod x. 
630 NELSON AND SCOTT 
Classical conservation considerations of the above physical process yields 
the linear two-point boundary value problem (sometimes referred to as the 
Boltzmann formulation) 
with various boundary conditions to be discussed below. 
Let us now define a secondary problem by considering that portion of the 
rod extending from 0 to z. In the following list of definitions, the terms 
“input” and “output” refer to number densities, so that unity input means an 
input flux of c particles per second, where c = velocity. Let 
(a) R,(z) be the output of right-moving particles at z due to a unit 
input of left-moving particles at z. 
(b) T&z) be the output of left-moving particles at 0 due to unit input of 
left-moving particles at x. 
(c) E,(z) be the output of right-moving particles at z due to particles 
originating from the internal sources S,(z’) and St(z)), 0 < z’ < z, and let 
&(z), 7’{(z), and Ed(z) be defined, respectively, as were R,(z), T?(z), and E,(z), 
except with right and left interchanged, and with x and 0 interchanged. 
Following Allen [8], we have labelled the reflection functions, R, and the 
transmission functions, T, by subscripts indicating the input end. The 
escape functions, E, are labelled by the output end. 
The functions defined above satisfy the following system of ordinary 
differential equations: 
R,‘(z) = Q.(Z) + h(z) + 441 W) + a&) R,2@), (3) 
T,‘(z) = [Q(Z) + a&) KWI TM, (4) 
E,‘(x) = [a,,(z) + ~(a) M41 &W + K44 R&4 + f%C+ (5) 
Tt’(4 = [a,,(4 + 44 W41 T&4, (6) 
h’(z) = ~(4 T,(z) T&4, (7) 
G’(z) = Ma) J%(Z) + W41 T&4. (8) 
These equations may be derived by the familiar particle-counting technique 
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as discussed by Wing [3]. For example, the contributions in (6) are as fol- 
lows: 
a,,(z) T{(z) d = net number of particles transmitted 
from 0 to z and scattered forward in the 
interval (x, z + d), 
Q(Z) R,(z) T/(z) d = particles transmitted from 0 to x, scat- 
tered backward in the interval 
(x, .a + d), and then reflected by the 
rod extending from 0 to z. 
All other effects which cause Tt(z + d) to differ from Td(z) involve at least 
two collisons in (x, x + d) and, hence, are of order o(d). 
‘Equations (3)-(8) are derived in [15] by applying a perturbation analysis 
to the Boltzmann Eq. (1) and (2). Al so, a brief discussion of the numerical 
stability of the equations is given there. The particle counting and perturba- 
tion techniques each have advantages and disadvantages. The particle 
counting technique is more intuitive, but becomes quite complicated when 
applied to problems in complex geometries. In fact, the original particle 
counting analysis in spherical geometry [I, 161 contained errors which were 
not detected until the development of the perturbation technique [17, 181. 
Equations (3) and (4) are well known in the field of invariant imbedding. 
Redheffer was apparently the first to use (6) and (7), although his discussion 
was specialized by assuming a,,(z) = at/(z), in which case T,.(z) = Tc(z) by 
virtue of conditions (9) below. (Actually, Redheffer uses T = log T as the 
dependent variable.) Equations (5) and (8) were first given for the rod model 
by Wing [12] (except that the S+ in Wing’s (2.23b) should be S-). Equations 
(3), (41, (6), and (7) h ave been used for purposes different from ours by Allen 
and Wing [20]. However, this is apparently the first time that all six of the 
equations have appeared together, and all six are necessary to obtain complete 
generality in solving for internal values. 
Equations (3-8) form a system of six ordinary differential equations in the 
six dependent variables R,(z), etc. The dependent variables satisfy the phy- 
sically obvious initial conditions 
&(O) = 0, MO) = 0, 
T,(O) = 1, Tt(O) = 1, (9) 
-G(O) = 0, &(O) = 0. 
It should be noted that the system (3-8) is essentially a triangular system; 
that is, if the integration is carried out in the order that the equations are 
written, then the only unknown dependent variable appearing in each equa- 
tion is the differential variable. In this sense, the system (3-8) is not strongly 
coupled. 
40913413-l 1 
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3. THE INTERNAL DENSITIES 
Again we let U(Z, x), zt(z, X) denote the respective densities of right- and 
left-moving particles at location z for a rod of length X. Now, suppose that 
the boundary conditions 
qo, x) = @A x) + B, w 
qx, x) = YU(X, x) + 6, (11) 
are satisfied, where CL, y are the albedos and /3, 6 are densities at the ends due 
to incident particles from external sources. 
Instead of solving the two-point boundary value problem defined by (l-2) 
and (10-l 1) for the internal values, we consider the problem of finding 
~(2, x), w(z, x) in terms of the functions defined by (3-9). Consideration of 
the subrod extending from 0 to x yields the equations 
If $0, X) and ~(0, x) were known, then V(X, X) could be obtained from (13) 
and U(Z, X) would then be given by (12). I n order to obtain ~(0, X) and ~(0, x), 
we note that (12) and (13) hold for any z such that 0 < z < X, in particular 
for z = x, and consequently we have the relationships 
u(x, 4 = R(x) 4% 4 + TG(X) 40, x) + E,(x) (14) 
w(O, x) = TT(X) +, x) + G(x) q.4 x) + b(x). (15) 
Equations (10-l 1) and (14-15) are systems of four linear equations in the 
four unknowns ~(0, x), ~(0, x), U(X, x), w(x, x) which may be easily solved. 
The algorithm described in the preceding paragraph produces values of 
U(Z, x) and w(z, x), in terms of the values of R, , etc., for any values of z and 
x such that 0 < x < x. The Eqs. (3-9) need be solved only once, out to the 
maximum value of x to be considered. The method described above is a 
slight modification of that of [lo], and has the advantage over previously 
proposed techniques that changes in the length x or in the coefficients 01, p, 
y, 6 require only additional algebraic manipulation rather than further inte- 
grations. 
The above manipulations obviously should fail for x equal to or greater 
than the “characteristic” or “critical” length. The precise mechanism is that 
the system (10-l 1) and (14-15) becomes singular in some sense as x approa- 
ches the critical length. For nonalbedo problems (oz = y = 0), the coefficient 
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R,(x) is infinite at the critical length. For 01 = 0 and y > 0, the criticality 
condition is R,(x) = l/y, where equality is equivalent to singularity of the 
coefficient matrix of the unknowns in Eqs. (10-l 1) and (14-15). For x greater 
than the critical length, it may still be possible to solve (IO-1 1) and (14-15) for 
u(z, X) and zi(x, x), but the solutions will be negative for some values of z, 
0 < z < X, and therefore will lack physical meaning in transport theory. 
Scott, Shampine, and Wing [21] discuss the application of invariant imbedding 
to the determination of critical lengths. 
In most neutron transport studies, it is assumed that scattering is spherically 
symmetric. The analog of spherically symmetric scattering for the model 
presented here is the conditions a,,(z) 3 u&z) and Q(Z) = u&z). If these 
hold, then T,(z) and T,(z) satisfy the same first-order ordinary differential 
equation (namely (4) and (6), with R,(z) regarded as known) and the same 
initial condition at .a = 0, consequently T,(z) E Tt(z). If, additionally, the 
system is homogeneous (i.e. the aii are constant), then the equality 
R,(x) = R,(z) holds. Th is result is most easily seen mathematically by 
establishing the equality 
%J%) = %r + (%r + %) RTk) + 4eRr2(4, (16) 
which, with (3), (7), and (9), shows that R, and RG satisfy the same first-order 
differential equation and the same initial condition. Equation (16) is, in turn, 
easily verified by showing, with the aid of the appropriate Eqs. (3-9), that 
each side is a solution of the equation y’(z) = 2[ur7 + u,~R,(z)] y(z) and also 
satisfies y(0) = urd = udr . 
4. EXAMPLES 
We now apply the technique of section 3 to the problem with constant 
coefficients urr = add = 0.10 and a,( = a~, = 1.10. These values are selected 
to correspond to 0.5 MeV neutrons in 235U, with fission neutrons emitted 
isotropically and the straight-ahead approximation for scattering [22]. 
According to the discussion at the end of Section 3, we have T, = Tt = T 
and R, = Rd = R in this case. The functions R(x) and T(z) are tabulated 
for selected values of z in Table I. The maximum critical length, x, , (= the 
smallest positive value of z such that R(z) = + co) was calculated by inte- 
grating a transformed version of (3), as described by Casti, Kalaba, and 
Scott [23]. 
Our purpose in these examples is to illustrate a computational method, 
rather than to obtain new physical results. Indeed, many of our findings are 
qualitatively well known in reactor theory, and are attainable by various 
methods; however, we emphasize that our method appears quite attractive 
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for use in quantitative “trade-off” studies of the type frequently occurring 
in reactor design projects. 
The first application illustrates the effect of system size on the shape and 
maximum value of the neutron flux. For this purpose, we consider the class of 
source-free problems obtained by varying X, with no reflection, unit input 
at the left end, and no input at the right end. This corresponds to taking 
~=1.0andol=y-6=Oin(lO)and(ll).ThenwehaveE,(z)=E~(~)-O, 
and (lO-ll), (14-15) give 
u(0, x) = 1, w(x, cc) = 0, +, x> = T(x), w(0, x) = R(x). 
Equations (12) and (13) yield the expressions 
qz 2 q ~ VW - w41 T(z)- ’ u(z, x) = T(z) + R(z)[R(;;z; R(z)1 . (17) 
The corresponding (relative) total flux w(z, X) = U(Z, X) + w(z, X) is plotted 
versus z, for several different values of X, in Fig. 1. For the values 
of z listed in Table I, the value of w(z, X) can be checked by using Table I 
and (17); however, Fig. 1 was actually constructed from a much more 
extensive table of values of R(z) and T(z). Note that the maximum flux 
occurs at the left end for small values of x (x/xc < N 0.5), but gradually 
shifts toward the center as x becomes larger, and that w(z, x) is essentially 
symmetric (in z) about the midpoint z = x/2 for larger values of X. This is in 
agreement with the general result [24] that the solution to an arbitrary steady- 
state transport problem is asymptotically proportional to the dominant- 
o,r=a*, =O.lO S) = s,=o 
O,,=O], = I.10 ai r=8=rJ 
xc= I.351 /3=l.O 
IO - 
J 
t 6- 
'; 
- 5- 
2 
a 4- 
I, 
Q- 3’ x/xc= 0.7 
;2 
- 
-_---- ------m-s_ __ 
I- x/x,=05 x/xc =0,95(x zoi- - 
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FIG. 1. Relative flux as function of position for various rod lengths. 
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mode eigenfunction as criticality is approached. This idea is used in [23, 25, 
and 261 as an effective method for calculating eigenfunctions by solving 
nonhomogeneous equations. 
TABLE I 
Reflection and Transmission Functions for 
a w= add = 0.10 and a,[ = ucI = 1.10 
(Calculated value of x, = 1.351) 
4% N.4 T(4 
0.1 0.152 1.025 
0.3 0.499 1.158 
0.5 1.000 1.417 
0.1 2.011 2.326 
0.9 6.590 6.754 
0.95 13.34 13.47 
0.99 67.2 67.3 
0.999 668.0 668.0 
1.0 +a +a 
In Table II, the value of the function m(x) = max{w(z, x) 1 0 < z ,< X} 
is shown for several values of X. The outstanding feature of this table is the 
extremely rapid increase of m(x) as x --+ I-. In reactor theory, it is customary 
to measure the deviation of a reactor from criticality in terms of the difference 
TABLE II 
Values of m(x) = max{w(z, x)/O < 2 < x} for urr = at< = 0.10, 
ad = ah = 1.10, St = S, = (Y = y = S = 0, and fl = 1.0 
(Calculated value of x, = 1.351) 
0.1 1.14 0.97 23.3 
0.3 1.50 0.99 68.2 
0.5 2.00 0.993 97.0 
0.7 3.00 0.995 1.36 x 10e 
0.9 7.59 0.997 2.25 x lo* 
0.93 10.5 0.998 3.37 x 10’ 
0.95 14.3 0.999 6.69 x lo2 
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between kerr and 1.0, where Kerr = &f(x) is defined, for the present class 
of model problems (no scattering), by the eigenvalue problem 
Actually, the difference between kerr and unity is frequently measured in 
dollars and cents, where one dollar corresponds to a dk,rr of approximately 
0.0064, and one cent is, of course, one one-hundredth of a dollar. The number 
0.0064 represents the relative yield of delayed neutrons from fast fission of 
235U [27]. For isotropic fission and a homogeneous ystem, we have 
B 
a,,(z) + 1 z u&) + 1 = a&) = u&z) = constant = - , 
2 
and it can easily be shown [22] that Kerr is given by 
B 
hff = p + 1 I 
where the parameter h = h(x) is defined by 
cot xh = v, 0 < xh < ,T. 
If Kerr = 1.0 is taken as corresponding to prompt critical, then it is a rela- 
tively easy matter to use the above formulas to find that x/x, = 0.999 cor- 
responds to about ten cents below prompt critical and x/x, = 0.99 to delayed 
critical (i.e. one dollar below prompt critical). Thus, in a fast subcritical 
neutron multiplying device, a rather heavy penalty is paid in loss of multi- 
plication if one insists in operating below delayed critical; in going from ten 
cents below prompt critical to delayed critical, there is a loss in multiplication 
of a factor of ten. 
The next example shows the use of the method to study the relative 
effectiveness in producing neutrons of a uniformly distributed neutron 
source, as opposed to a point source located at one end as in the above 
example. The internal source functions were taken as S,(x) = 0.7410, 
S<(x) = 0.0, so that only rightmoving neutrons are produced by the internal 
source. The value of S,(x) was selected so that the total source strength is 
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unity at x = 0.999x, , and thus the results for this value of x may fairly be 
compared with those of the preceding example, for which the source strength 
is also unity. The corresponding values of the escape functions, E,(z) and 
E{(z), are shown in Table III, for selected values of z. 
TABLE III 
Escape Functions for S,(x) = 0.7410, S&x) = 0.0, 
All Other Parameters as in Table I 
0.102 7.61 x 10-s 
0.329 7.62 x 1O-2 
0.650 0.262 
1.28 0.772 
4.12 3.50 
8.29 7.65 
41.6 40.9 
413.0 412.0 
+a +m 
For this distributed source problem, Eqs. (10-15) easily yield the expres- 
sions 
I I I I I I 1 
0 
I I 
.I0 .20 .30 .40 .50 .60 70 .a0 .90 100 
In.2 
FIG. 2. Relative fluxes for distributed and point sources. 
638 NELSON AND SCOTT 
The corresponding relative total flux, w(z, x) = U(Z, X) + V(Z, x), is plotted 
in Fig. 2 as a function of a, for x/x, = 0.999. The points on this graph can be 
verified by (19), for the values of x given in Tables I and III. For comparison, 
the total flux in the preceding problem, for X/X, = 0.999, is also plotted in 
Fig. 2. The results show that the point source at the end is about one and 
one half times more effective in producing neutrons than is the uniformly 
distributed source. The two flux distributions have roughly the same shape; 
this is to be expected, since both solutions should be essentially dominant- 
mode eigenfunctions. 
Our third and final example is intended to illustrate the effect of varying 
degrees of reflectivity at an endpoint. The parametric values used were 
01 = 6 = S,(z) = St(z) = 0, /3 = 1 .O, and y was assigned varying positive 
values, with the aij as above. The corresponding values of U(Z, x) and V(Z, X) 
can be determined from (10-15) as 
+ x) = w4 YTW , T(z) [l _$@) +w4 - w] + w4 
1 
‘(” ‘) = T(z) [ 
yT2(x) + R(x) - A(z)] . (20) 1 - $?(x) 
No additional integrations need be performed in order to compute the right- 
side of Eq. (20), which illustrates the main advantage of the method. For 
a given value of y > 0, it is obvious from (20) that criticality occurs at 
x = x,(y), where zce(r) is defined implicitly by R[L+)] = l/y. Certain points 
FIG. 3. Relative flux for various reflection coefficients. 
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on the graph of the inverse function y,(x) can be constructed from Table I 
(e.g. ‘yo 12=o.3 = l/0.499, since R lr=0.3 x l/O.499 = 1). 
The total relative flux is shown in Fig. 3 for several different values of the 
reflection coefficient y, and for x = 0.999x,(y). Note that, for larger values of 
y, the neutron distribution is definitely not that corresponding to a dominant- 
mode eigenfunction, but the flux becomes more nearly symmetric as y 
decreases. The increase in multiplication with increasing y is also an interest- 
ing effect, which is not obvious a priori, because the length x decreases with 
increasing y. 
5. SLAB GEOMETRY 
In this section we briefly indicate the extension of the method of sections 
2 and 3 to a more general class of transport problems. We shall use as para- 
digm the problem of transport of monoenergetic particles in a slab. The total 
cross section is supposed independent of direction of travel of the particle 
and, hence, may be taken as unity. The symbol “Q,” with or without modi- 
fiers, will be taken as generic for a unit vector in three-space, representing 
the direction of travel of a particle. The scutteri~g function K(z, l2, a’) is 
defined so that K(z, Q, Q’) dQ is the expected number of particles scattered 
into a solid angle d.Q at Q from a particle colliding at (z, 9’). The source 
function, S(z, 52) is such that cS(x, Sz) dl2 is the rate of emission of particles 
per unit volume into dQ at Q and x, where c is the particle speed. The func- 
tions k and S will be assumed defined for all z > 0 and all possible directions. 
Let /J be the cosine of the angle between 8 and a vector pointing in the 
positive z direction, with /A’ defined similarly for Q’, etc. Given a slab of 
thickness z, define RJz, Q, Q’) to be the output (number density) at z and in 
direction Q having p > 0, due to a unit input at z of particles moving in the 
direction Q’ having CL’ < 0. The quantities T,.(z, Q, Q’), E,(z, Q), etc., are 
defined similarly, the notation being analogous to that of Section 2. It is then 
easy to establish, by standard particle-counting techniques, that these quan- 
tities satisfy the following functional equations: 
(21) 
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S&z, Q’) R&x, 52, L”) dQ’ 
(23) 
x [&(z, 0) + j k(x, i-i?‘, 52,) l&(x, S,) di2,] di-2’. 
(26) 
Lq>o 
These equations may be derived either by simple particle-counting, by 
perturbation-theoretic methods [2,12], or by Riccati-like transformations [IO]. 
In comparing the above equations with those of other works, it should be 
noted that we are measuring intensities in terms of particle densities, 
whereas many researchers [l, 3, 281 measure intensities in terms of the 
number of particles per unit time passing through a unit area on the slab 
face. For the latter definition of intensity, the corresponding right reflection 
function is J&r, Q, Q’) = - pRT(z, Q, Q’)/p’, with a similar transformation 
of the other dependent variables in the above equations (in particular 
Z?, = I+!$ , & = - cp&). To further add to the confusion, sometimes [I I, 
291 R,* = &/cp is used as the reflection function, with E,* = &./cp = E, 
as the escape function. Our method of measuring intensities and defining 
the imbedding functions is more common in the perturbation-theoretic and 
Riccati transformation approaches, whereas the alternate methods are com- 
monly used in connection with particle-counting. Our Eqs. (21) and (23) 
agree with those given by Wing [12], with proper identifications, and (21-23) 
likewise agree with the corresponding equations in [l, 3, 28, and 291, after 
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proper transformations of the dependent variables1 Our Eqs. (23-26) 
seem to be essentially new, although Wing [12] indicates how (26) may be 
obtained, and Allen [8] derives equations similar to (24-25) in his study of a 
pseudo-transport problem. 
The dependent variables in Eqs. (21-26) satisfy the following initial 
conditions. 
R,(O, 52, 52’) = 0 &(O, !a, Q’) = 0, 
T,(O, sz, Q’) = S(i-2 - 4’), Td(O, Q, L?‘) = S(Q - q, (27) 
J%(O, -Q) = 0, &(O, q = 0. 
The system (21-26), subject to (27), presumably has a solution for all z less 
than the critical width of the slab. In numerical practice, the integrals are 
usually evaluated as weighted sums over the dependent variables evaluated at 
selected values of Q, and (21-27) is then solved as a system of ordinary 
differential equations for the values of the dependent variables at the selected 
ordinates. Neither the question of convergence of this approximating solution 
as the number of ordinates increases, nor that of establishing equivalence 
between (21-27) and the original (Boltzmann) formulation of the transport 
problem, seems to have been studied rigorously. 
We now suppose that (21-27) has been solved in some manner, and consider 
the problem of finding internal particle distributions. Analogously to (10) and 
(1 l), we assume boundary conditions of the form 
NO, J-4 4 = j,,<. 4Q, Q') N(0, Q', x) a' + P(Q), CL > 0, (28) 
w, Q, 4 = J,,, $4 Q’) N(x, Q’, x) dQ’ + W), CL -c 0, (2% 
where N(z, CL’!, x) gives the particle phase space density at internal location z 
for a slab of width X. The equations 
WA QT 4 = j,,,, R&x, 52, CL”) N(0, Q’, x) dQ’ 
+ L<O 
(30) 
Tr.(z, Q, Q’) N(z, 52’3 4 dQ’ + -S(z, J-4, P -=I 0, 
WG Q, 4 = s,,<, R&, L?, L”) N(z, !2’, x) d.C? 
+ I,.,, 
(31) 
T&, 9, Q’) N(O, -Q’, 4 dQ’ + -%(z, a), P > 0, 
1 Note, however, that the equation for R,* given by Dodson and Mingle [ll] is 
incorrect, as may be seen by comparing with Eq. (24) in a later work by Mingle [27’J. 
Also, the equation given for R, in the perturbation-theoretic treatment of Bailey and 
Wing [2] is actually that satisfied by i?, ; the correct equation for R, is given in a later 
article by Wing [12]. 
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follow easily by considering the subslab from 0 to z, where z need only 
satisfy 0 < a S. X. In particular, the equations resulting from taking x = x 
in (30) and (31) may b e combined with (28) and (29) to yield a coupled pair 
of integral equations which can be solved for N(0, L?, X) and N(x, 52, x). 
Once these are known, then, for any value of z, N(z, 9, x) for ,L < 0 can be 
obtained from (30), and N(z, Q, X) for p > 0 is then given by (31). In the 
numerical approximation described above, these manipulations will require 
numerical solution of systems of linear equations, but only these algebraic 
manipulations, not the integration of (21-27) need be performed again when 
X, 01, etc. are changed. 
6. SUMMARY 
1. We have described, in detail for the rod model and in outline for the 
slab model, a method for obtaining internal particle fluxes entirely within the 
framework of invariant imbedding. The method accommodates general 
linear boundary conditions. Its most striking feature is that only one system 
of differential equations needs to be solved for a physical system of given 
composition, the solution for varying sizes of the physical system and different 
boundary conditions being obtained by algebraic operations on this solution. 
This feature should be particularly useful in connection with design studies. 
2. It is quite possible to extend the analysis of Sections 2 and 3 to include 
the possibility of a finite number of “energy groups,” discrete directions of 
travel (which, in fact, is essentially necessary in numerical applications of 
the analysis of Section 5), particles of different species, or, more generally, 
combinations of the above. The cost of such generalization is that the coeffi- 
cients a&) become 11 x n matrices, where 1z is the number of “states” 
being considered. All of the equations in Sections 2 and 3 remain valid, 
except that due care must be exercised in dealing with the matrices involved 
since, in general, they do not commute. For example, (3) becomes 
~24 = -be) + h44 w + 4.(4 ~~~(4 + m4 44 w). (32) 
3. The technique presented in this paper is extremely versatile. The 
method of invariant imbedding has traditionally been best suited for studying 
problems in which certain properties are desired as a function of an imbedding 
parameter. Our procedure permits what appears to be a complete study of 
general linear two-point boundary value problems, regardless of their 
physical origin, in terms of a completely initial-valued system. While many 
of the above results could be obtained by other means, experience has shown 
that the differential equations of invariant imbedding are quite stable, whereas 
classical techniques often suffer from numerical instabilities. 
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4. The authors hope to extend the above analysis to more complex 
geometries, such as cylindrical and spherical, and also to explore thoroughly 
the numerical ramifications of the method as applied to multi-state problems, 
such as described in Section 5 and in 2 above. 
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