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FINITENESS THEOREMS FOR MATROID COMPLEXES WITH PRESCRIBED
TOPOLOGY
FEDERICO CASTILLO AND JOSE´ ALEJANDRO SAMPER
ABSTRACT. It is known that there are finitely many simplicial complexes (up to isomorphism) with a
given number of vertices. Translating to the language of h-vectors, there are finitely many simplicial
complexes of bounded dimension with h1 “ k for any natural number k. In this paper we study the
question at the other end of the h-vector: Are there only finitely many pd´ 1q-dimensional simplicial
complexes with hd “ k for any given k? The answer is no if we consider general complexes, but
when focus on three cases coming from matroids: (i) independence complexes, (ii) broken circuit
complexes, and (iii) order complexes of geometric lattices. We prove the answer is yes in cases (i) and
(iii) and conjecture it is also true in case (ii).
1. INTRODUCTION
This paper aims to present a new approach to the study of matroids from the perspective of
the topology of various simplicial complexes. In the survey [Bjo¨92], Bjo¨rner presented the story of
three complexes associated to a matroid: the independence complex, the broken circuit complex,
and the order complex of its lattice of flats. We introduce a program that aims to study, for each of
the three associated complexes, all matroids whose complex has a fixed homotopy type.
To understand the various aspects of the topology of the aforementioned complexes we start
by recalling that they are all shellable and hence homotopy equivalent to the wedge of some finite
number of equidimensional spheres. The homotopy type is then completely determined by two
parameters, the dimension and the Euler characteristic.
The corresponding h-numbers, and their equivalent relatives f -numbers, have been extensively
studied in the literature and are the subject of widely celebrated new results and old conjectures.
For instance, the recent resolution of the Rota-Herron-Welsh conjecture by Adiprasito, Huh and
Katz [AHK18] can be interpreted as a set of inequalities on f -vectors of broken circuit complexes.
In another recent breakthrough Ardila, Dehnham and Huh [Ard17] managed to generalize results
of [Huh15] and prove that the h-vector of any broken circuit complex, and hence of any indepen-
dence complex, is a log concave sequence.
From the work of Chari [Cha97] (for independence complexes), Nyman and Swartz [NS04] (for
order complexes of geometric lattices), and Juhnke-Kubitzke and Van Dihn [JKL18] (for broken
circuit complexes) we now know that the h-vector in all these cases is flawless. In terms of the
entries it says that if h “ ph0, . . . hsq is the h-vector of a complex, with hs ‰ 0 and δ “ t
s
2
u, then
h0 ď h1 ď ¨ ¨ ¨ ď hδ. and hi ď hs´i for i ď δ.
It is known that the h-vector of any simplicial complex remains fixed after adding cone points:
the operation adds as many zeros to the right end as the number of added cone points. The largest
index s such that hs ‰ 0 equals the size of any maximal face if the complex is shellable and not
contractible. For all the complexes studied here, being contractible is equivalent to being a cone,
so the zeros at the right end are of no major consequence and we can assume that the complex is
not contractible and s “ d, where d´ 1 is the dimension of the complex.
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If i ă d and the h-vector is flawless, then hi ě h1 “ f0´ d, where f0 is the number of vertices. It
follows that, after fixing k and d, the number of (isomorphism types of) complexes of rank dwith
hi “ k and no cone vertices is finite. This is however, far away from the case if we consider hd
instead: the g-theorem [Sta96, Theorem 1.1 Section III] implies that the h-vector of the boundary
of any pd´ 1q-dimensional simplicial polytope is flawless and has hd “ 1.
Surprisingly for independence complexes and geometric lattices, the restriction for hd still im-
plies finiteness. Even more, we conjecture the same to be true for broken circuit complexes. We
now summarize the results.
1.1. Independence complexes. Perhaps the most intriguing conjecture about matroid h-vectors
is due to Stanley [Sta77]. It posits that the h-vector of a matroid independence complex is a pure
O-sequence. This means that, given one such h-vector ph0, . . . , hd), there is a finite collection of
monomials S satisfying the following three properties:
i. S is closed under divisibility,
ii. S has hi monomials of degree i, and
iii. Every monomial in S divides a monomial of degree d in S .
Of this three conditions, the third is the toughest to achieve. It follows from the results in [Sta77]
that S can be constructed satisfying the other two conditions. The proof yields a collection of
inequalities satisfied by the entries of the h-vectors. However h-vector families are much smaller
in all our three cases, than the family of h-vectors satisfying conditions [i.] and [ii.], i.e. the class
Cohen-Macaulay simplicial complexes. The third property is perhaps an attempt to capture this
for matroid independence complex. It is the combinatorial analogue of a result in the realm of
commutative algebra: the Artinian reduction of the Stanley-Reisner ring (over any field) of the
independence complex of a matroid is level [Sta96, Theorem 3.4 Section III].
Among enumerative consequences of [iii.] is that h1 is bounded above in terms of hd: all mono-
mials of degree one divide one monomial of degree d, thus h1 ď dhd. This in turn, would yield a
finiteness result that is the starting point of this paper: we don’t need Stanley’s conjecture to obtain
much better bounds than the prediction of this conjecture. The consequences of such a statement
are strong.
Theorem 1.1. Let d, k be positive integers. There are finitely many isomorphism classes of loopless rank d
matroidsM whose independence complex satisfies hdpIpMqq “ k.
This result should be surprising at first sight. However, it is a natural consequence of several
results that exist in the literature, some dating back to 1980.
It implies that there are upper bounds on all h-numbers in terms of hd. On the other hand, lower
bounds exist from the fact that the h-vector is anO-sequence. Thus it seems reasonable to launch a
program to understand extremal matroids for upper and lower bounds for matroid independence
complexes with fixed rank and topology.
Notice that a similar program for simplicial polytopes in terms of vertices and dimension has
been widely successful: it leads to the stories of neighborly and stacked polytopes. On the other
hand its counterpart for matroids based in rank and the number of vertices does not say much.
For example, all upper bounds are achieved trivially by uniform matroids.
In contrast, by using the top h-number instead, the upper bound analogue has a non-trivial
maximizer and restricting to the classes of simple and connected matroids changes the problem
drastically. For lower bounds, uniform matroids are entrywise minimizers but only for certain
values of hd
Another natural path to follow is trying to estimate the size of the set Ψd,k of all isomorphism
classes of loopless matroids of rank d with hd “ k. It is a priory not clear that such a set is not
empty, but we provide several examples in each class. Furthermore, we provide non-trivial upper
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and lower bounds for the cardinality of |Ψd,1. In particular, we extend a result of Chari, who
showed that |Ψd,1| “ ppdq, the number of integer partitions of d.
Theorem 1.2. Let d, k ą 0 and let Td,k be the number of matroids of rank at most d with at most k bases.
Then
2
dkTd,k ě |Ψd,k| ě |Ψd,1| “ ppdq.
The bounds above are far from tight. Nonetheless we expect the asymptotics to be close to
the upper bound. It is not even clear that the cardinality of Ψd,k increases as d or k increase.
Furthermore, restricting to the subset Σd,k of Ψd,k that consists of isomorphism classes of simple
matroids one observes the following: |Σ2,1| “ 1 ą 0 “ |Σ2,2|. Hence a wilder behavior in the case
of simple matroids is expected.
1.2. Broken circuit complexes. Anatural question that follows after studying independence com-
plexes is that of broken circuit complexes. They arise naturally in the study of hyperplane arrange-
ments and are a meaningful generalization of matroids: every matroid is a reduced broken circuit
complex.
Conjecture 1.3. Let d, k be positive integers. The number of isomorphism classes of simple connected, rank
d ordered matroidsM whose reduced broken circuit complex satisfies hd´1pBCăpMqq “ k is finite.
It is known that h-vectors of broken circuit complexes properly contain the h-vectors ofmatroids
(see [Sta96]). The real reason for the difference is not fully understood. There are examples of
broken circuit complexes whose h-vector is not a pure O-sequence and others which do not admit
convex ear decompositions. However, numerical inequalities known to be satisfied by h-vectors
of matroids are also known to hold for broken circuit complexes after the recent work of Ardila,
Denham and Huh.
As a partial piece of evidence that this conjecturemay hold, we prove a theoremabout internally
passive sets of nbc bases inside the poset IntăpMq of an ordered matroid as defined in [LV01].
1.3. Geometric lattices. Interest in geometric lattices has flourished significantly in the last two
decades due to their connection with tropical geometry. They are connected to tropical linear
spaces via the Bergman fan ofM . After after intersecting the fan with a unit sphere, the remaining
cellular complex is triangulated a geometric realization of the order complex of the lattice of flats
of M . See for instance [AK06]. It is also crucial in the study of the Chow ring of a matroid and
its Hodge structure [AHK18]. Even more, Huh and Wang [HW17] recently proved Dowling’s top
heavy conjecture for representable geometric lattices: a theorem on numerical invariants of the
lattice, by studying again elements of Hodge theory. It is therefore desirable to get a better grasp
of aforementioned invariants from a different point of view, which as a way to complement the
new results.
Hidden in one of the exercises in [Sta12, Problem 100.(d) Ch. 3 ] is a result of Stanley: the
number of isomorphism classes simple, loop and coloop free matroids whose geometric lattice
is homotopy equivalent to a wedge of k spheres (independently of dimension!) is finite. This
is much stronger than the result for independence complexes and can be expressed in terms of
Euler characteristics, Mo¨bius functions or the top non-zero h-number of the order complex of the
proper part of the lattice. Even though the result is stated in Stanley’s book, there seems to be no
published proof.
Theorem 1.4. Let d, k be positive integers. The number of isomorphism classes of simple matroids M of
rank d whose geometric lattice, LpMq, satisfies |µpLpMqq| “ k is finite. Furthermore if we restrict to
coloopless matroids, we can drop the rank condition.
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One proof of the above mentioned result and a sketch of weaker rank dependent result are
included, mainly because their flavor is similar to that of independence complexes and it looks
like the techniques can be improved to obtain additional structural properties that complement
and deepen Stanley’s result. Several new questions are posed and a similar upper an lower bound
program is proposed. In this case many other invariants are relevant.
This article is organized as follows. Section 2 recalls basic definitions and concepts needed in the
paper. Section 3 contains the results about independence complexes. Section 4 discusses broken
circuit complexes, section 5 geometric lattices, and section 6 poses questions and future directions
of research.
2. DEFINITIONS AND NOTATION
This section is devoted to defining, summarizing and relating various aspects of matroid theory
that appear in the arguments of this paper.
2.1. Simplicial complexes. A simplicial complex ∆ is a collection of subsets of a finite set E that
is closed under inclusion. Any simplicial complex admits a geometric realization, a topological
space whose different aspects (geometric and topological) encode the information about the com-
plex. The topology of a simplicial complex refers to the topology of its geometric realization.
Throughout this paper we use reduced simplicial homology with rational coefficients.
Elements of a simplicial complex ∆ are called faces. The complex ∆ is said to be pure if all its
maximal faces have the same cardinality. For a subset A of the base set of ∆ (also known as the
ground set or vertex set), let ∆|A be the complex consisting of the faces of ∆ contained in A. The
complex∆|A is said to be an induced subcomplex of∆. The dimension of a face of a complex is one
less than its cardinality and the dimension of a complex is the maximal dimension of its faces. The
f -vector pf´1, f0, f1, . . . , fd´1q of a simplicial complex ∆ is the enumerator of faces by dimension,
i.e., fk denotes the number of k-dimensional faces of ∆. The h-vector of a complex ∆ is a vector
that carries the exact same information as the f -vector. It is defined as the vector of coefficients of
the h-polynomial hp∆, tq “
řd
i“0 hit
i “
řd
i“0 fi´1t
ip1 ´ tqd´i. We refer the readers to [Sta96] for
details and undefined terminology.
Let ∆1 and ∆2 be simplicial complexes on disjoint ground sets E1 and E2, the join ∆1 ˚ ∆2 is
the complex on the ground set E1 Y E2 whose faces are unions of faces of ∆1 and ∆2. Joins of
several complexes are defined in the natural straightforward way. The join of two spheres is again
a sphere and the join of a sphere and a ball yields another ball. A simplicial complex ∆ is said to
be join irreducible if it is not equal to the join of two non-trivial subcomplexes.
2.2. PS ear decompositions. The full d-simplex Γd is the simplicial complex whose faces are all the
subsets of a set with d ` 1 elements: it is homeomorphic to a d-dimensional ball. The boundary
of the d-simplex Γˆd is the set of proper subsets of a set with d ` 1 elements: it is homeomorphic
to a pd ´ 1q-sphere. A PS-sphere is a join of boundaries of simplices Γˆd1 ˚ Γˆd2 ˚ ¨ ¨ ¨ ˚ Γˆdk . It is
homeomorphic to a sphere of dimension d1 ` d2 ` ¨ ¨ ¨ ` dk ´ 1.
Lemma 2.1. Let ∆ be any PS-sphere of dimension d ´ 1. For every 1 ď i ď d, the following inequality
holds:
hip∆q ď
ˆ
d
i
˙
. (2.1)
Consequently, fd´1p∆q ď 2
d.
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Proof. The join operation on simplicial complexes has the effect of multiplying the respective h-
polynomials. We have that hpΓˆd, tq “ 1` t`¨ ¨ ¨` t
d, and hpΓˆd1, tq “ p1` tq
d, where Γˆd1 is the join of
d boundaries of segments. This implies that, coefficient by coefficient, we have hpΓˆd, tq ď hpΓˆ
d
1, tq.
For a general PS-sphere we have hpΓˆd1 ˚ Γˆd2 ˚ ¨ ¨ ¨ ˚ Γˆdk , tq “ hpΓˆd1 , tqhpΓˆd2 , tq ¨ ¨ ¨ hpΓˆdk , tq ď
hpΓˆd1
1
, tqhpΓˆd2
1
, tq ¨ ¨ ¨ hpΓˆdk
1
, tq “ hpΓˆd1, tq, where d “ d1 ` ¨ ¨ ¨ ` dk, showing the inequality we
wanted. The combinatorially unique maximizer is Γˆd1 and it is equal to B♦d, the boundary of a
d-dimensional crosspolytope. 
A PS-ball is a complex of the form Σ ˚ Γℓ, where Σ is a PS-sphere. This is a cone over Σˆ with
apex the whole ball Γℓ. The (topological) boundary of such a PS-ball is the PS-sphereΣ˚Γˆℓ. Notice
that, unless ℓ “ 0, the vertices of a PS-ball are all in the boundary. In the special case ℓ “ 0 the PS
ball has one interior vertex.
Definition 2.2. Let ∆ be a simplicial complex and K – Σ ˚ Γℓ a PS-ball with dimp∆q “ dimpKq
and such that∆XK “ BK . The complex∆1 “ ∆YK is said to be obtained from ∆ by attaching a
PS ear.
Lemma 2.3. Under the conditions of Definition 2.2 above we have the following relation of h-polynomials:
hp∆1, tq “ hp∆, tq ` tl`1hpBK, tq.
Proof. This is the polynomial version of Lemma 3 [Cha97] together with the Dehn-Sommerville
relations for simplicial spheres. 
Definition 2.4. A pd ´ 1q-dimensional simplicial complex ∆ is said to be PS-ear decomposable if
there is k ě 0 and a sequence∆0 Ă ∆1 Ă ¨ ¨ ¨ Ă ∆k “ ∆ of complexes, such ∆0 is a PS-sphere and
for 0 ď j ď k ´ 1 the complex ∆j`1 is obtained from ∆j by attaching a PS-ear.
Remark 2.5. Each time we attach an ear the top Betti number goes up by one and hence if we
attach k ´ 1 PS ears, the resulting complex has |χ˜p∆q| “ k.
2.3. Matroids. A matroid is a pairM “ pE, rq, where E is a finite set and r : 2E Ñ Z is a function
on subsets of E such that:
R1 0 ď rpAq ď |A| for all subsets A Ă E.
R2 rpBq ď rpAqwhenever B Ă A.
R3 rpAXBq ` rpAYBq ď rpAq ` rpBq for any two subsets A,B Ă E.
An independent set I Ă E is a subset such that rpIq “ |I|. Independent sets form a simplicial
complex denoted by IpMq. A matroid is said to be connected, if IpMq is join irreducible. Maximal
independent sets are called bases and we denote the set of bases of matroid BpMq. Minimally
dependent (that is, not independent) sets are called circuits. An element x is called a loop if rpxq “
0. A matroid is said to be loopless if it has no loops. All matroids that we consider in this paper
are loop free. An element x is called a coloop if rpE ´ xq ă rpEq, i.e it is contained in every basis.
A matroid without coloops is said to be coloop free. A simple matroid is a matroid with rpAq “ |A|
whenever |A| ď 2.
A flat is a subset F Ă E such that rpF q ă rpF Y txuq for any x R F . If we have a total order ă
on E, a broken circuit is a circuit with its smallest element removed. A basis is called an nbc basis if
it does not contain any broken circuit.
An ordered matroid pM,ăq is a matroid together with an ordering on its ground set. Given an
ordered matroid M , a basis B and b P B, say that b is internally passive if there is b1 ă b such that
pBztbuq Y tb1u P BpMq, i.e., it can be replaced by a smaller element to obtain another basis of M .
The set of all internally passive elements of a basis B is denoted by IP pBq and it is called the
internally passive set of B.
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Let IntăpMq to be the poset on BpMq with the order given by inclusion of internally passive
sets. IntăpMq is a graded poset with hipIpMqq elements of rank i. After attaching a maximum
element it becomes a graded lattice [LV01, Theorem 3.4]. As set system of E, IntăpMq enjoys the
structure of a greedoid [Daw84] and [Bjo¨92, Ex. 7.5].
In the paper [Bjo¨92] Bjorner studies three simplicial complexes associated with a matroid M .
The first one is the independence complex defined above. The other two are defined here:
Definition 2.6. Let M “ pE, rq be a matroid of rank d, i.e., rpEq “ d. We define the following
complexes:
‚ The broken circuit complex BCăpMq, whenever pM,ăq is an ordered matroid, consists of
the ground set E with faces given by sets that do not contain broken circuits.
‚ The order complex of the lattice of flats LpMq is the order complex of poset given by flats
ofM ordered by inclusion (see the precise definitions below).
All of these complexes have dimension d´ 1.
In [Bjo¨92] it is shown that all three complexes are shellable, a concept we will not define but only
state the consequence we need. A shellable simplicial complex∆ of dimension d´ 1 is homotopy
equivalent to the wedge product of k spheres of dimension d ´ 1, where k “ hdp∆q “ |χ˜p∆q|.
Hence, its homotopy type depends on just two parameters: dimp∆q and χ˜p∆q (or alternatively
hdp∆q).
Definition 2.7 (Graphical matroids). Given a graphG “ pV,Eq, we can define a matroidMpGq on
the edge set, E, by letting the rank of a subset A Ă E be the size of the largest forest contained in
the subgraph induced by A. Equivalently, we can define the circuits to be the cycles.
Remark 2.8. Notice that the maximizer of Lemma 2.1, B♦d, is in fact the independence complex of
the graphical matroid given by a path of length dwith each edge doubled. See Figure 1.
FIGURE 1. Graph whose graphical matroid has independent complex equal to B♦4
Example 2.9. Consider the graph Cd`1 given by a single pd ` 1q-cycle. In the matroid MpCd`1q
any proper subset of E is independent, so the independence complex is Γˆd.
Example 2.10. Consider the graphical matroidM given by the graph in Figure 2. The circuits are
1 2
34
5 6
FIGURE 2. Graph in Example 2.10
r1234s, r1256s, r3456s so the broken circuits are r234s, r256s, r456s.
Independent complex: The bases are
r1245s, r1246s, r1235s, r1236s, r1345s, r1346s, r1356s, r1456s, r2345s, r2346s, r2356s, r2456s.
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The h-vector is p1, 2, 3, 4, 2q so IpMq complex is homotopy equivalent to the wedge of two three
dimensional spheres.
Broken circuit complex: The bases containing no broken circuits are
r1245s, r1246s, r1235s, r1236s, r1345s, r1346s, r1356s.
The h-vector is p1, 2, 3, 1, 0q. The zero at the end comes from the fact that we have a cone over
the vertex 1. After removing it, the reduced (see below) broken circuit complex, BCăpMq, has
h-vector p1, 2, 3, 1q, so it is homotopy equivalent (but not homeomorphic) to a two dimensional
sphere.
The broken circuit complex turns out to be a cone over a non-contractible space: the number
of cone points equals the number of connected components of the matroid as shown in [Bjo¨92].
The reduced broken circuit complex BCăpMq is the complex that results from removing the cone
points of the broken circuit complex. For simplicity we only work with connected matroids, i.e
matroids whose independence complex cannot be decomposed as a join of two non-trivial com-
plexes.
Remark 2.11. We already mentioned in the introduction that it is known that every independence
complex arises as a broken circuit complex [Sta96]. Furthermore, the class of independence com-
plexes is strictly contained in the class of (reduced) broken circuit complexes. To see this strict
containment we go back to Example 2.10. By Theorem 2.12 below if an independence complex
is homotopy equivalent to a sphere, then it is a PS-sphere. The h-vector of any PS-sphere is al-
ways symmetric so the h-vector of the reduced broken circuit complex in Example 2.10 is not the
h-vector of any independence complex.
The following theorem provides one topological difference between independence and broken
circuit complexes. Indeed, it follows from the work of Swartz [Swa03] that it is false for broken
circuit complexes.
Theorem 2.12. [Cha97, Theorem 3 ] For any matroid M , the independence complex IpMq is PS-ear
decomposable.
2.4. Geometric lattices. For any matroid M we have a partially ordered set (by inclusion) on
the set of flats. These posets are characterized by certain extra properties, they are precisely the
geometric lattices. We need some more terminology.
Let P be a finite poset. We will always assume that there is a unique smallest element 0ˆ and a
unique maximal element 1ˆ. We say that x covers y, denoted y Ì x, if y ĺ x and there is no z such
that y ĺ z ĺ x. An atom is an element x such that 0ˆ Ì x. We usually represent a poset through its
Hasse diagram, i.e., by drawing an edge between two elements whenever one covers the other.
Given two elements x, y we denote by x _ y their join, an element such that x ĺ z and y ĺ z
imply x_y ĺ z. Dually we can define x^y as themeet. These operations are binary but associative
so it makes sense to talk about the meet or join of any finite subset.
Definition 2.13. A poset L is a geometric lattice if it satisfies the following conditions
(1) It is graded.
(2) Its rank function r is semimodular, i.e for every x, y P L the following inequality holds:
rpx_ yq ` rpx^ yq ď rpxq ` rpyq.
(3) It is atomistic, i.e., every element is the join of a set of atoms.
For notational purposes we declare rp0ˆq “ ´1, so that for instance the atoms have rank equal to
zero.
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Theorem 2.14. Assigning the poset LpMq to each matroidM induces a one-to-one correspondence between
geometric lattices and simple matroids.
Every poset P gives a simplicial complex OpPq, called the order complex of P, in the following
way: Its elements are the elements of P and the faces are the chains ordered by inclusion. As
mentioned before, the order complex of a geometric lattice L is shellable. We close this section by
providing a description of χ˜pOpLqq following [Bjo¨92].
Let m be the number of atoms in L and choose an arbitrary bijection between atoms and rms
so we can label atoms with positive integers. Let EpLq be the set of edges of the Haase diagram.
Define a labelling λ : EpLq ÝÑ Z as follows: if x Í y then λpy, xq equals the smallest atom a
such that a ĺ x but a  y. A descending chain is a chain 0ˆ “ x0 Ì x1 Ì ¨ ¨ ¨ Ì xr “ 1ˆ, such that
λpxi´1, xiq ą λpxi, xi`1q for 1 ď i ď r ´ 1.
Proposition 2.15. [Bjo¨92, Proposition 7.6.4 ] Let L be a geometric lattice. We have that |χ˜pOpLqq| “
|µp0ˆ, 1ˆq|, the mo¨bius function, and this quantity is also equal to the number of descending chains.
Notice that this implies that the number of descending chains is independent of the ordering of
the atoms.
Example 2.16. Let M be the matroid given by the affine point configuration in the left part of
Figure 3. The lattice of flats together with two descending chains are shown in the center. To the
right we have the Mo¨bius function computation.
1
2
3
4
1 2 3 4
1
2
-1-1-1-1
111
−2
FIGURE 3. An affine point configuration with four numbered atoms and its corre-
sponding lattice of flats.
3. INDEPENDENCE COMPLEXES
This section is devoted to various proofs of Theorem 1.1. Quite surprisingly the result is a
simple consequence of several standard (yet deep) theorems in matroid theory.
Definition 3.1. Let Ψd,k be the set of all isomorphism classes of loopless matroids M such that
dimpIpMqq “ d´ 1 and |χ˜pIpMqq| “ k.
Each of the following proofs sheds a light on different aspects of Ψd,k. We begin with a proof
using some theorems of [Bjo¨92]. These seem to be the oldest family of results that actually suggest
the property for matroids.
First proof of Theorem 1.1. Let M be a loopless matroid of rank d. By Theorem 7.8.4 and Corollary
7.8.5 in [Bjo¨92], there is a basis for the homology group Hd´1pIpMqq consisting of cycles whose
supports are the facets of PS-spheres; furthermore every basis of the complex is in the support of
one such cycle. There are only finitely many PS-spheres and each PS-sphere has at most 2d facets,
thus the number of bases ofM is bounded above by 2dhd. 
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Remark 3.2. Notice that the previous bound is far from tight: bases are overcounted and an intri-
cate inclusion/exclusion process is needed. Little is known about the types of spheres in the bases
and how they intersect, so we believe it is unlikely to make this argument sharper.
Bjo¨rner also shows [Bjo¨92, Proposition 7.5.3] that if M is connected and has no coloops, then
hd ě h1. The proof is inductive and uses the Tutte-Polynomial. It is not clear if this is in general
tight, but it tells us that if we restrict to connected matroids, then the bounds are different: below
we present examples of matroids with h1 “ hd ` d´ 1.
Theorem 1.1 implies the existence of upper bounds for each entry of the h-vectors and f -vectors
of a matroid in terms of its dimension and its Euler characteristic. We provide tight bounds.
Theorem 3.3. LetM P Ψd,k we have the following inequalities:
(1) hipIpMqq ď
`
d
i
˘
` pk ´ 1q
`
d´1
i´1
˘
, for 0 ď i ď d.
(2) fipIpMqq ď
`
d
i`1
˘
2i`1 ` pk ´ 1q
`
d´1
i
˘
2i, for ´1 ď i ď d´ 1.
Furhtermore, these inequalities are tight.
Proof. We begin with the first part. We will use Theorem 2.12, i.e., the fact that IpMq is PS ear
decomposable. To begin with, there is a unique h-vector maximizer among the PS spheres ∆0;
namely it is the boundary of a d-dimensional crosspolytope and its h-vector is given by the bino-
mial coefficients (Lemma 2.1). By Lemma 2.3, together with Lemma 2.1, the way to attach a PS ear
with maximal resulting h-vector is by attaching a PS ball whose boundary is isomorphic to B♦d´1.
We now show that this maximal bound can be attained.
Set ∆0 to be B♦d. Fix a vertex v P ∆0 and attach an ear using the PS ball Σ ˚ Γ0, where Σ is the
link of v (which isomorphic to B♦d´1) and Γ0 is just a single new vertex. We can repeat this process
k times, always using the same link of the original vertex v. The simplicial complex obtained in
this way is the independence complex of matroid. Our choice of ∆0 is the independence complex
of a the graphical matroid described in Remark 2.8. Each ear attachment corresponds to adding
parallel elements to a fixed edge. We denote this matroid by Vd,k.
The second part follows from the fact that Vd,k also maximizes each entry of the f -vector. This
is because the f -vector is a positive combination of the h-vector. 
FIGURE 4. The graphical matroid V4,6.
Now we can give another proof of Theorem 1.1.
Second Proof of Theorem 1.1. We have hdpIpMqq “ |χ˜ppIpMqqq|, so Theorem 3.3 gives f0pIpMqq ď
2d`hdpIpMqq´1. Fixing hdpIpMqq and d bounds the number of vertices pIpMqq can have, whence
the result follows. 
In contrast to the case of the Upper Bound Theorem for spheres (see [Sta75]), Vd,k is the unique
maximizer up to isomorphism. However, the matroid Vd,k is perhaps not very interesting from
the matroid theoretic perspective (for instance lattice of flats of Vd,k is the boolean lattice Bd). A
relevant variant, which we expect to be harder, is the analogous question over the family of simple
matroids.
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Question 3.4. What is themaximal value of hjpIpMqq for whereM ranges over all simplematroids
of Ψd,k? Is there a single simple matroid that simultaneously maximizes all the h-vector entries ?
What if we further restrict to the class of simple connected matroids?
In light of the above question, we notice that for simple matroids, the number of vertices is
strictly less than 2d` hdpIpMqq ´ 1which is the tight upper bound for general matroids.
Corollary 3.5. IfM is a matroid with f0pIpMqq “ 2d` hdpIpMqq ´ 1, thenM is isomorphic to Vd,k.
We now present another proof of the main theorem that may be more suitable for studying the
simple case and/or the broken circuit complexes.
Third proof of Theorem 1.1. Choose an orderă on the vertex set ofM , and consider the poset IntăpMq.
It is graded, the number of elements of degree i is hi and all the maximal elements are of degree d
(since it is a greedoid or a graded lattice minus the top element). Since the elements of the posets
are sets ordered by inclusion and graded by cardinality, the number of atoms is at most d times
the number of bases of rank d in the poset, in terms of h-numbers it means that h1 ď dhd. 
Remark 3.6. The inequalities obtained from this method are far from tight (Theorem 3.3 gives the
stronger inequality h1 ď d ´ 1 ` hd). Indeed the equality case would need disjoint bases which
cannot happen. The structural properties of IntăpMq are quite strong, but barely used.
Lastly we present a proof of the main theorem which allows us to say something about the size
of Ψd,k.
Fourth proof of Theorem 1.1. Given a matroid M and a basis B, Corollary 3.5 in [KS15] shows that
the h-polynomial of the independence complex ofM can be decomposed as:
hpI, xq “
ÿ
I
x|I|hplinkIpIq|B , xq.
The sum is taken over the independent sets I ofM that are disjoint from B. Lemma 3.8 in [KS15]
shows that all maximal such I under inclusion, i.e the bases of the induced matroid on EzB,
satisfy that hd´|I|plinkIpIq|Bq ­“ 0. It follows that hdpMq is bounded below by the number of bases
of M |E´B . This implies that there are at most k maximal bases. Together with the fact that the
rank of the restriction is bounded above by d, this implies that the number of possible restrictions
is finite. The missing independent sets consist of a subset of B together with an element of the
restriction, thus the number of matroids with hd “ k is bounded above by 2
dkTd,k, where Td,k is
the number of matroids of rank at most dwith at most k bases. 
Remark 3.7. The bounds are far from tight. First of all, it is to be expected that the larger the
number of bases of∆EzB, the fewer ways there are to complete to a matroid. More careful analysis
can be carried to replace the power of 2, but basic asymptotics of binomial coefficients tell us that
the replacement is still exponential. An estimate of Td,k is not known, but it seems like estimating
it is more amore tractable problem. In particular, it is a simple consequence of the exchange axiom
that the values stabilize for fixed k and large values of d.
In general, it follows from Chari’s Theorem 2.12 that |Ψd,1| “ ppdq, the number of integer par-
titions of d. Consequently, the best kind of formula we can expect for the cardinality of Ψd,k is
asymptotic. It is unclear that the value of Ψd,k is monotone in either of the parameters. At least
the construction of Vd,k shows that Ψd,k ‰ H. Using the same ideas we can say a little more.
Lemma 3.8. |Ψd,1| ď |Ψd,k| for every positive integer d
Proof. Since every matroid in Ψd,1 is a PS-sphere, we can choose any vertex v and replicate the
construction of Vd,k to get an inclusion Ψd,1 Ñ Ψd,k. 
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Notice that the previous argument is not strong enough to prove that Ψd,k ď Ψd,k`1 in gen-
eral (if d “ 1 the number of all such matroids is one). In particular, it would be interesting to
find a matroid operation that increases hdpIpMqq by one in general. The previous construction
relies heavily on having a vertex of the independence complex whose link is a sphere. This is,
presumably, almost never the case.
4. BROKEN CIRCUIT COMPLEXES
Conjecture 1.3 is a natural extension of Theorem 1.1. Both, a negative or a positive answer to
this problem would be quite interesting. On the one hand, if the result holds true, we get several
new restrictions on potential h-vectors of broken circuit complexes. A negative answer would be
evenmore interesting: it would show that the classes of h-vectors of independence complexes and
broken circuit complexes are substantially different.
The known differences in face vector enumeration between independent and broken circuit
complexes are subtle: no numerical difference is known yet, but at the combinatorial topology
level the difference is significant. Swartz [Swa03] provided examples of broken circuit complexes
such that the Artinian reduction of the Stanley-Reisner ring admits no g-element. This means
that some broken complexes do not admit convex ear decompositions (even after increasing the
family of allowable convex spheres and balls). As a result it follows that the proof using PS-ear
decomposition cannot be extended.
It may be plausible to solve the problem using an inductive approach and the Tutte polynomial:
the proof would be similar to the one by Bjo¨rner of hdpIq ě h1pIq for connected matroids, and the
biggest hurdle seems to be guessing the correct bound.
An alternative approach, which is part of a current research project of the second author, comes
from studying the IntăpMq poset when restricted to the facets of BCăpMq. Adaptations of either
of the arguments of Las Vergnas or Dawson would yield a proof automatically. As evidence that
an argument along these lines may be reasonable, we provide a new structural theorem about the
subposet of IntăpMq that consists of nbc bases.
Theorem 4.1. If pM,ăq is an ordered loopless matroid, then the nbc bases form an order ideal of IntăpMq.
This theorem is interesting on its own and provides, for example, evidence that broken circuit
complexes play an important role in the theory of quasi-matroidal classes [Sam16]. In order to
prove it, we start with a lemma that provide us with the relationship between activities and broken
circuits.
Lemma 4.2. Let pM,ăq be an ordered matroid and let C be a circuit whose corresponding broken circuit
is Cˆ. If B is any basis with Cˆ Ď B, then Cˆ Ď IP pBq. Furthermore, Cˆ “ IP pBˆq for the smallest
lexicographic basis Bˆ that contains Cˆ.
Proof. Let c be the element in CzCˆ. Since C Ď B Y tcu any element d P Cˆ can be replaced by c to
obtain a new basis. Since Cˆ is a broken circuit, we have c ă d and therefore d P IP pBq as desired.
If Bˆ is the smallest lexicographic basis containing Cˆ and Cˆ Ď IP pBˆq, then equality must hold
since the lexicographic order is a shelling order with internally passive sets as restriction sets.

The lemma immediately implies Theorem 4.1: broken circuits for an antichain in IntăpMq and
the nbc bases are exactly the order ideals whose minimal non-elements are the broken circuits.
Finally we remark that there is no homology basis as in Bjo¨rner’s theorem. Thus the first proof
of Theorem 1.1 cannot be extended for broken circuit complexes. If M is the ordered matroid of
Example 2.10 , then the h-vector of the broken circuit complex is p1, 2, 3, 1q. The top homology is
one dimensional and its h-vector is not symmetric. If there is a sphere that covers the complex,
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then the bases of the two complexes would have to coincide, but that would make the h-vector
symmetric by the Dehn-Sommerville equations.
5. ORDER COMPLEXES OF GEOMETRIC LATTICES.
We begin with a simple argument to show the weaker, rank dependent, part of Theorem 1.4.
Let apLq be the number of atoms of L.
Theorem 5.1. The number of geometric lattices L with rank d and |µpLq| “ k is finite.
Proof. Wewill show that if a rank-d geometric lattice L satisfies apLq ě pk`1qkd´1, then |µpLq| ą k.
We will proceed by induction on d. Let L be a geometric lattice of rank 1, then |µpLq| “ apLq,
the number of atoms, and the base case follows.
Notice that in general if there exist k ` 2 atoms such that their join lies in rank two, then by
labeling them with the largest k ` 2 numbers, we can guarantee at least k ` 1 descending chains.
So let us assume that no k ` 2 atoms have a join in rank two, i.e., every element in rank two is the
join of at most k ` 1 atoms. Fix an atom x and consider the interval Lx “ rx, 1ˆs. This interval is
a geometric lattice on its own (it corresponds to the matroid obtained by contracting the flat x).
The atoms of Lx are in bijection with elements of rank two in L above x, and as such, they give a
partition of the set of atoms of L (other than x) by looking at the atoms each of them cover. This
means that k ¨ apLxq ą apLq. Since the rank of Lx is d ´ 1, by induction on rank we know that if
apLq ě pk ` 1qkd´1, then in apLxq ě pk ` 1qkd´2 and therefore there are more than k descending
chains. By labeling x with the largest number we can extend each of these chains to descending
chains in L to guarantee that |µpLq| ą k.

Remark 5.2. It should be noted that Swartz and Nyman [NS04] proved that the order complex of
any geometric lattice admits a convex ear decomposition. This is a decomposition pretty similar
to a PS-ear one, except that one is allowed to start with other spheres, and attach other balls (all
convex). They use the convex ear decomposition to study flag h-numbers, which we intend to do
from various points of view in an upcoming project. In their theorem, the combinatorial types of
spheres and balls are also prescribed, but different. Another proof of Theorem 5.1 can be obtained
this way, but we do not include it here as it would require many more definitions and all the ideas
behind them are explained above.
The above result looks like a natural extension of Theorem 1.1, yet a careful look at Exercise
100(d) in Chapter 3 of [Sta12] gives a much stronger result. The level of the problem in the ranking
[3-], but unlike most problems in the book, the solution is not written down. To the best of our
knowledge, it is not anywhere in the literature, so we include it here for the sake of completeness.
Theorem 5.3. Fix a natural number k. There exist finitely many geometric lattices L1, ¨ ¨ ¨ , Lm such that
if L is any finite geometric lattice satisfying |χ˜pOpLqq| “ k then L “ Li ˆBd for some i, d.
Proof. Notice that the simple matroid associated to LˆBd is the join of the matroid of L with the
full d ´ 1-simplex Γd´1. Thus it suffices to show that there are finitely many simple coloop free
matroidsM whose lattice of flats has Euler characteristic equal to k.
Assume thatM is such a matroid and L is the associated geometric lattice. By [Bjo¨92, Proposi-
tion 7.4.5] the Euler characteristic of χ˜pOpLqq equals the number of facets of BCăpMq. And there
are finitely many isomorphism classes of such broken circuit complexes with k facets.
Let ∆ be one such broken circuit complex. We claim that only finitely many matroids can
have ∆ as a broken circuit complex. To prove this we will bound the number of vertices of the
independence complex of any such matroid. Let C1, C2, . . . Cs be the minimal nonfaces of ∆, that
is, the broken circuits of any potential matroid. Let M be a simple ordered matroid that has ∆
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as a broken circuit complex. Assume that Ci Y x and Ci Y y are circuits of M . Pick an arbitrary
c P Ci. Note that by the circuit elimination axiom, the set pCi Y tx, yuqztcu is a nonface. Since M
is simple, x ă y are not parallel. Thus there is a circuit of M containing tx, yu. Such a circuit has
to be equal to Cj Y txu for some j or Cj Y tzu for some j and some other z in the groundset ofM .
In either case y P Cj , and hence a vertex of ∆. Hence the number of vertices of M not in ∆ that
extend the broken circuit Cj is at most one, which leads to the inequality f0pIpMqq ď f0p∆q ` s as
desired. 
Remark 5.4. We notice that the proof of the previous theorem is extremely far from sharp. In
general, a matroid has many different broken circuit complexes that vary as the order changes.
Note that one cannot drop the dimension assumption from Theorem1.1, since χ˜pIpMpCd`1qqq “
1 for every d, see Example 2.9.
6. FURTHER QUESTIONS
The matroids constructed in Lemma 3.8 are all non simple. The following question may inspire
interesting constructions of matroids.
Question 6.1. Let d, k be two positive integers. Is there a simple rank-dmatroidM with hdpIpMqq “
k?
Of special interest is the case of k “ 2. We already saw that if d “ 2, then the answer is no.
However, starting with d “ 3 such a matroid always exists.
Theorem 6.2. If d ě 3 there exists a simple rank d matroidM with hdpIpMqq “ 2.
Proof. Consider the PS-sphere Γˆd´1 ˚ Γˆ1. Attach the ear Γˆd´2 ˚ Γ1 identifying the vertices of Γˆd´2
with any set of vertices of Γˆd´1. The resulting matroidM is simple and has h2 “ 2. 
It is still not clear how many such matroids there are. It seems that Ψˆd,1 can be embedded in
Ψˆd,2 by similar tricks, but we may note that the PS-ear decomposition is not necessarily unique
and the results have to be dealt with carefully.
Pushing the question a bit further leads us to wonder about new techniques to construct ma-
troids by keeping the dimension and and changing homology. The methods we have so far feel
adhoc.
Problem 6.3. Given a rank d matroid M that is not a cone, construct a rank d matroid Mˆ with
hdpMˆq “ hdpMq ` 1. A variant with hdpMˆ q “ hdpMq ` c for a fixed constant c that may depend
on dwould also be of interest.
Question 6.4. Given a matroid M is there a subset U of the set of bases of M , that is the set of
bases of a matroidM such that hdpM q “ hdpMq ´ 1?
Attaching ears sometimes turns an independence complex into a non-independence complex.
We provide a conjecture along the lines of these results.
Question 6.5. Assume that ∆ is the independence complex of a matroid and let ∆1 be a com-
plex obtained from ∆ by attaching a PS-ear that does not introduce a new vertex. Under which
conditions is ∆1 the independence complex of a matroid?
Notice that if the PS-ball is of the form Σ ˚ Γi (with i ą 1), then all that is needed is that all the
induced subcomplexes of vertex sets containing all the vertices of Γi are pure.
In contrast if an ear is attached and a new vertex is introduced, then the resulting complex can
potentially be a matroid if and only if it is connected to all vertices not parallel to it. That seems to
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be a rare property: there has to be a parallel class whose complementary set of vertices induces a
PS-sphere.
The database of matroids in [MMIB12] list matroids according to rank and number of vertices.
The classification allows the user access to lists of matroids with up to nine elements, andmatroids
with small ranks and a fewmore elements. The data base considers cases of simple and non simple
matroids and has been quite useful in testing conjectures and finding examples of interesting
matroids.
Question 6.6. Is there an algorithm that generates all matroids of a given rank and topology effi-
ciently for some (hopefully not very small) parameters?
A brute force approach can be worked from the already existing database of matroids. From
the fact that f0pIpMqq ď 2d` k´ 1we can extract all such matroids for some small values of d. In
rank 3 all the matroids with hd ď 5 are contained in the database. For rank 4 all simple matroids
with hd ď 2 are also in the database. This is, however, not interesting enough.
In the case of geometric lattices several invariants besides the h-vector of the order complex are
of interest. For instance, it may be of interest to bound the Whitney numbers (of both kinds) and
the flag h-vector in terms of the prescribed topology. We finalizing by posing a question about
geometric lattices.
Question 6.7. Given k ą 0, what is the largest rank of a geometric lattice L that does not contain
a factor of Bn for any n and such that |µpLq| “ k?
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