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Abstract
We consider a mixed variational problem in real Hilbert spaces, defined on
on the unbounded interval of time [0,+∞) and governed by a history-dependent
operator. We state the unique solvability of the problem, which follows from
a general existence and uniqueness result obtained in [26]. Then, we state and
prove a general convergence result. The proof is based on arguments of mono-
tonicity, compactness, lower semicontinuity and Mosco convergence. Finally,
we consider a general optimization problem for which we prove the existence of
minimizers. The mathematical tools developed in this paper are useful in the
analysis of a large class of nonlinear boundary value problems which, in a weak
formulation, lead to history-dependent mixed variational problems. To provide
an example, we illustrate our abstract results in the study of a frictional contact
problem for viscoelastic materials with long memory.
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Key words : history-dependent operator, mixed variational problem, Lagrange mul-
tiplier, Mosco convergence, pointwise convergence, optimization problem, viscoelastic
material, frictional contact.
1
1 Introduction
Mixed variational problems involving Lagrange multipliers provide a useful framework
in which a large number of problems with or without unilateral constraints can be
cast and can be solved numerically. They are intensively used in Solid and Contact
Mechanics as well as in many engineering applications. Existence and uniqueness
results in the study of stationary mixed variational problems can be found in [4, 5,
7, 8, 14], for instance. Recently, there is an interest in the study of time-dependent
mixed variational problems involving a special case of operators, the so-caled history-
dependent operators. Such kind of operators arise in Solid and Contact Mechanics
and describe memory effects in both the constitutive law and the interface boundary
conditions. Reference in the field are [23, 24, 25]. The analysis of various mixed
variational problems associated to mathematical models which describe the contact
between a deformable body and a foundation can be found in [9, 10, 11, 12, 15, 16, 17]
and, more recently, in [1, 2, 3, 27].
The current paper represents a continuation of our previous paper [26]. There, we
considered a new class of mixed variational problems with history-dependent opera-
tors and used arguments of saddle point and fixed point in order to prove its unique
solvability. Here, we consider a special case of the history-dependent mixed varia-
tional problems considered in [26] for which we provide aditional results. Everywhere
in this paper we assume that X , Y and Z are real Hilbert spaces endowed with the in-
ner products (·, ·)X , (·, ·)Y and (·, ·)Z . The associated norms will be denoted by ‖ ·‖X ,
‖ · ‖Y and ‖ · ‖Z , respectively. Moreover, 0X and 0Y will represent the zero elements
of the spaces X and Y , and X×Y is their product space endowed with the canonical
inner product. A typical element of X × Y will be denoted by (u, λ). We also denote
by R+ the set of nonegative real numbers, i.e. R+ = [0,+∞), and we use the notation
C(R+;X), C(R+; Y ) and C(R+;Z) for the space of continuous functions defined on
R+ with values in X , Y and Z, respectively. Consider three operators A : X → X ,
S : C(R+;X)→ C(R+;X) and π : X → Z, a form b : X × Y → R, a set Λ ⊂ Y and
two functions f : R+ → Z, h : R+ → X . With these data we introduce the following
problem.
Problem 1. Find the functions u : R+ → X and λ : R+ → Λ such that
(Au(t), v)X + (Su(t), v)X + b(v, λ(t)) = (f(t), πv)Z ∀ v ∈ X, (1.1)
b(u(t), µ− λ(t)) ≤ b(h(t), µ − λ(t)) ∀µ ∈ Λ, (1.2)
for all t ∈ R+.
If Λ ⊂ Y is unbounded, the unique solvability of Problem 1 is a direct consequence of
the existence and uniqueness result obtained in [26]. However, in the present paper
we remove this restriction, as explained in the next section.
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The current paper has three main objectives. The first one is to provide a contin-
uous dependence result for the solution to Problem 1 with respect to the data. The
second one is to study an optimization problem related to this history-dependent
mixed problem. Finally, the third objective is to illustrate how these abstract results
can be used in the analysis of nonlinear boundary value problems which describe the
contact of a deformable body with a foundation.
The rest of the paper is structured as follows. In Section 2 we present some
preliminary material, including a general existence and uniqueness result for mixed
problems of the form (1.1)–(1.2). In Section 3 we state and prove our main result,
Theorem 3.2, which concerns the pointwise convergence of the solution to Problem 1
with respect to A, S, b, Λ, f and h. Its proof is based on arguments of monotonicity,
compactness, lower semicontinuity and Mosco convergence. Then, in Section 4 we
apply this convergence result in the study of an optimization problem associated to
Problem 1, for which we prove the existence of minimizers. Finally, in Section 5 we
consider a mathematical model which describes the frictional contact of a viscoelastic
body with an obstacle. In a variational formulation, this problem leads to a history-
dependent mixed problem of the form (1.1)–(1.2). We illustrate how our existence,
uniqueness and convergence result can be applied in the analysis of this nonlinear
problem.
2 Preliminary results
In this section we present some preliminary results useful in the study of Problem 1
and, to this end, we consider the following assumptions.

A : X → X and, moreover:
(a) there exists mA > 0 such that
(Au− Av, u− v)X ≥ mA‖u− v‖
2
X ∀ u, v ∈ X ;
(b) there exists LA > 0 such that
‖Au− Av‖X ≤ LA ‖u− v‖X ∀ u, v ∈ X.
(2.1)

S : C(R+;X)→ C(R+;X) and for each m ∈ N
there exists and sm ≥ 0 such that
‖Su1(t)− Su2(t)‖X ≤ sm
∫ t
0
‖u1(s)− u2(s)‖X ds
∀ u1, u2 ∈ C(R+;X), t ∈ [0, m].
(2.2)
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
b : X × Y → R is a bilinear form and, moreover:
(a) there exists Mb > 0 such that
|b(v, µ)| ≤Mb‖v‖X‖µ‖Y ∀ v ∈ X, µ ∈ Y ;
(b) there exists αb > 0 such that
inf
µ∈Y,µ6=0Y
sup
v∈X,v 6=0X
b(v, µ)
‖v‖X‖µ‖Y
≥ αb.
(2.3)
Λ is a closed convex subset of Y that contains 0Y . (2.4)
Note that assumption (2.1) shows that the operator A is strongly monotone and
Lipschitz continuous. Moreover, following the terminology introduced in [23] and used
in a large number of papers, assumption (2.2) shows that S is a history-dependent
operator. Finally, (2.3)(a) shows that the bilinear form b is continuous and (2.3)(b)
represents the well-known “inf-sup” condition.
We denote in what follows by X × Λ the product of X and Λ and we use the
notation C(R+; Λ), C(R+;X × Λ) for the set of functions defined on R+ with values
in Λ and X × Λ, respectively. In addition, we recall the following existence and
uniqueness results.
Theorem 2.1. Assume (2.1), (2.3), (2.4). Then, given g, k ∈ X, there exists a
unique pair (u, λ) ∈ X × Λ such that
(Au, v)X + b(v, λ) = (g, v)X ∀ v ∈ X, (2.5)
b(u, µ− λ) ≤ b(k, µ− λ) ∀µ ∈ Λ. (2.6)
Theorem 2.2. Assume (2.1)–(2.4). Then, given g, k ∈ C(R+, X), there exists a
unique pair (u, λ) ∈ C(R+;X × Λ) such that
(Au(t), v)X + (Su(t), v)X + b(v, λ(t)) = (g(t), v)X ∀ v ∈ X, (2.7)
b(u(t), µ− λ(t)) ≤ b(k(t), µ− λ(t)) ∀µ ∈ Λ. (2.8)
Theorem 2.1 corresponds to Theorem 5.2 in [15] for Λ unbounded and to Theorem
2.1 in [18] for Λ bounded. Its proof is based on arguments of saddle points and
the Banach fixed point principle. The proof of Theorem 2.2 can be carried out in
several steps, based on Theorem 2.1 combined with a fixed point argument for history-
dependent operators proved in [22]. Recall that Theorem 2.2 represents a particular
case of Theorem 2.1 in [26], where the operator S was assumed to depend on both
the unknowns u and λ, and Λ was supposed to be unbounded. Nevertheless, by a
slight modification of the proof of Theorem 2.1 in [26], it follows that Theorem 2.2
still remains valid if Λ is bounded.
Consider now the following additional assumption.
π : X → Z is a linear continuous operator (2.9)
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which implies that there exists c0 > 0 such that
‖πv‖Z ≤ c0 ‖v‖X ∀ v ∈ X. (2.10)
We complete Theorem 2.1 with the following existence, uniqueness and continuous
dependence result.
Proposition 2.3. Assume (2.1), (2.3), (2.4), (2.9). Then, given η, k ∈ X and f ∈ Z
there exists a unique pair (u, λ) ∈ X × Λ such that
(Au, v)X + (η, v)X + b(v, λ) = (f, πv)Z ∀ v ∈ X, (2.11)
b(u, µ− λ) ≤ b(k, µ− λ) ∀µ ∈ Λ. (2.12)
In addition, if (u1, λ1) and (u2, λ2) are the solutions of the problem (2.11)–(2.12)
corresponding to the data η1, k1 ∈ X, f1 ∈ Z and η2, k2 ∈ X, f2 ∈ Z, respectively,
then there exists d0 > 0 which depends only on mA, LA, Mb, αb and c0 such that
‖u1 − u2‖X + ‖λ1 − λ2‖Y ≤ d0(‖η1 − η2‖X + ‖f1 − f2‖Z + ‖k1 − k2‖X). (2.13)
Proof. We use assumption (2.9) and the Riesz representation theorem to define the
element g ∈ X by the equality
(g, v)X = (f, πv)Z − (η, v)X ∀ v ∈ X.
The existence and uniqueness part in Proposition 2.3 is now a direct consequence of
Theorem 2.1.
Denote in what follows by (ui, λi) the solution of the mixed problem (2.11)–(2.12)
for the data η = ηi, k = ki ∈ X , f = fi ∈ Z, for i = 1, 2. Let v ∈ X . Then, using
(2.11) it follows that
(Au1 − Au2, v)X + b(v, λ1 − λ2) = (f1 − f2, πv)Z − (η1 − η2, v)X (2.14)
and, using (2.1)(b), (2.9) we find that
b(v, λ1 − λ2) ≤ c0‖f1 − f2‖Z‖v‖X + ‖η1 − η2‖X‖v‖X + LA‖u1 − u2‖X‖v‖X .
We now use (2.3)(b) and the previous inequality to obtain that
αb ‖λ1 − λ2‖Y ≤ c0‖f1 − f2‖Z + ‖η1 − η2‖X + LA‖u1 − u2‖X . (2.15)
On the other hand, (2.12) yields
b(u1 − u2, λ2 − λ1) ≤ b(k1 − k2, λ2 − λ1)
and, therefore, using condition (2.3)(a) we find that
b(u1 − u2, λ2 − λ1) ≤ Mb ‖k1 − k2‖X‖λ1 − λ2‖Y . (2.16)
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We now take v = u1−u2 in (2.14) and use (2.16) in the resulting inequality to deduce
that
(Au1 −Au2, u1 − u2)X ≤ (f1 − f2, πu1 − πu2)Z
−(η1 − η2, u1 − u2)X +Mb ‖k1 − k2‖X‖λ1 − λ2‖Y .
Therefore, using the assumptions (2.1)(a) and (2.9) it follows that
mA‖u1 − u2‖
2
X ≤ c0‖f1 − f2‖Z‖u1 − u2‖X (2.17)
+‖η1 − η2‖X‖u1 − u2‖X +Mb‖k1 − k2‖X‖λ1 − λ2‖Y .
We now use (2.17) and (2.15) together with the elementary inequalities
ab ≤
a2
2c
+
cb2
2
, (a+ b+ c)2 ≤ 3(a2 + b2 + c2) ∀ a, b, c > 0
to see that
mA‖u1 − u2‖
2
X ≤
c20‖f1 − f2‖
2
X
2c1
+ c1‖u1 − u2‖
2
X (2.18)
+
‖η1 − η2‖
2
X
2c1
+
M2b ‖k1 − k2‖
2
X
2c2
+
c2‖λ1 − λ2‖
2
Y
2
,
‖λ1 − λ2‖
2
Y ≤
3
α2b
(
c20‖f1 − f2‖
2
Z + ‖η1 − η2‖
2
X + L
2
A‖u1 − u2‖
2
X
)
(2.19)
where c1, c2 are arbitrary positive constants. We now substitute (2.19) in (2.18) and
choose c1 and c2 such that
mA − c1 −
3c2L
2
A
2α2b
> 0.
In this way we deduce that there exists c3 > 0, which depends only on mA, LA, Mb,
αb and c0 such that
‖u1 − u2‖
2
X ≤ c3(‖f1 − f2‖
2
Z + ‖η1 − η2‖
2
X + ‖k1 − k2‖
2
X). (2.20)
Finally, using (2.19) and (2.20), after some algebra we obtain (2.13) with d0 > 0
depending only on mA, LA, Mb, αb and c0, which concludes the proof.
Next, we introduce the following assumptions on the data f and h of Problem 1.
f ∈ C(R+;Z), (2.21)
h ∈ C(R+;X). (2.22)
We have the following existence and uniqueness result.
Proposition 2.4. Assume (2.1)–(2.4), (2.9), (2.21) and (2.22). Then Problem 1 has
a unique solution (u, λ). Moreover, the solution satisfies (u, λ) ∈ C(R+;X × Λ).
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Proof. We use assumption (2.9) and the Riesz representation theorem to define the
function g : R+ → X by equality
(g(t), v)X = (f(t), πv)Z ∀ v ∈ X, t ∈ R+.
Then, we use assumption (2.21) to see that g ∈ C(R+;X). Proposition 2.4 is now a
direct consequence of Theorem 2.2.
We end this section by recalling the following version of the Weierstrass theorem.
Theorem 2.5. Let (X, ‖·‖X) be a reflexive Banach space, K a nonempty weakly closed
subset of X and J : X → R a weakly lower semicontinuous function. In addition,
assume that either K is bounded or J is coercive, i.e., J(v) → ∞ as ‖v‖X → ∞.
Then, there exists at least one element u such that
u ∈ K, J(u) ≤ J(v) ∀ v ∈ K. (2.23)
The proof of Theorem 2.5 is based on standard arguments which can be found in
many books and survey as, for instance, [13, 24].
3 A convergence result
The solution (u, λ) obtained in Proposition 2.4 depends on A, S, b, Λ, f and h. In
this section we state and prove its convergence with respect to these data, which
represents a crucial ingredient in the study of the optimization problem we shall
consider in Section 4. Unless stated otherwise, all the sequences we introduce below
are indexed upon n ∈ N and all the limits, upper and lower limits are considered
as n → ∞, even if we do not mention it explicitly. The symbols “⇀” and “→”
denote the weak and the strong convergence in various spaces which will be specified.
Nevertheless, for simplicity, we write gn → g for the convergence in R.
The functional framework is as follows. For each n ∈ N we consider two operators
An and Sn, a form bn, a set Λn and two functions fn and hn which satisfy assumptions
(2.1), (2.2), (2.3), (2.4), (2.21) and (2.22), respectively, with constants mn, Ln, s
n
m,
Mn, αn. To avoid any confusion, when used with n, we refer to these assumptions as
assumptions (2.1)n, (2.2)n, (2.3)n, (2.4)n (2.21)n and (2.22)n. Then, if condition (2.9)
is satisfied, we deduce from Proposition 2.4 that for each n ∈ N there exists a unique
solution (un, λn) ∈ C(R+;X × Λn) for the following mixed variational problem.
Problem 2. Find the functions un : R+ → X and λn : R+ → Λn such that
(Anun(t), v)X + (Snun(t), v)X + bn(v, λn(t)) = (fn(t), πv)Z ∀ v ∈ X, (3.1)
bn(un(t), µ− λn(t)) ≤ bn(hn(t), µ− λn(t)) ∀µ ∈ Λn (3.2)
for all t ∈ R+.
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We now consider the following additional assumptions.
For each n ∈ N there exist Fn ≥ 0 and δn ≥ 0 such that
(a) ‖Anv − Av‖X ≤ Fn(‖v‖X + δn) ∀ v ∈ X ;
(b) lim
n→∞
Fn = 0;
(c) the sequence {δn} ⊂ R is bounded.
(3.3)
There exist m0, L0 > 0 such that mn ≥ m0, Ln ≤ L0 ∀n ∈ N. (3.4)
For each n, m ∈ N there exist Fmn ≥ 0 and δ
m
n ≥ 0 such that
(a) ‖Snv(t)− Sv(t)‖X ≤ F
m
n ( max
s∈[0,m]
‖v(s)‖X + δ
m
n )
for all v ∈ C(R+;X), t ∈ [0, m];
(b) lim
n→∞
Fmn = 0, ∀m ∈ N;
(c) the sequence {δmn } ⊂ R is bounded, ∀m ∈ N.
(3.5)
For each m ∈ N there exists s0m > 0 such that s
n
m ≤ s
0
m ∀n ∈ N. (3.6)
For all sequences {zn} ⊂ X, {µn} ⊂ Y such that
zn ⇀ z in X, µn ⇀ µ in Y, we have
lim sup bn(w − zn, µn) ≤ b(w − z, µ) ∀w ∈ X.
(3.7)
There exist α0, M0 > 0 such that αn ≥ α0, Mn ≤M0 ∀n ∈ N. (3.8){
For all sequences {vn} ⊂ X such that
vn ⇀ v in X, we have πvn → πv in Y.
(3.9)

{Λn} converges to Λ in the sense of Mosco, i.e.:
(a) for each µ ∈ Λ there exists a sequence {µn} such that
µn ∈ Λn ∀n ∈ N and µn → µ in Y ;
(b) for each sequence {µn} such that
µn ∈ Λn ∀n ∈ N and µn ⇀ µ in Y , we have µ ∈ Λ.
(3.10)

(a) fn(t) ⇀ f(t) in Y as n→∞, ∀ t ∈ R+;
(b) for each m ∈ N there exists ωm > 0 such that
‖fn(t)‖Y ≤ ωm ∀ t ∈ [0, m], n ∈ N.
(3.11)

(a) hn(t)⇀ h(t) in Y as n→∞, ∀ t ∈ R+;
(b) for each m ∈ N there exists ξm > 0 such that
‖hn(t)‖Y ≤ ξm ∀ t ∈ [0, m], n ∈ N.
(3.12)
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Note that assumption (3.9) shows that the linear operator π : X → Y is completely
continuous. Details on the convergence of sets in the sense of Mosco used in condition
(3.10) can be found in [19]. Such a convergence was used in the recent papers [21, 28]
in the study of convergence results for elliptic and history-dependent variational-
hemivariational inequalities, respectively.
Remark 3.1. It follows from assumptions (2.1)n and (3.4) that for each n ∈ N the
operator An satisfies condition (2.1) with the constants m0 and L0. On the other
hand, assumptions (2.2)n and (3.6) show that for each n ∈ N the operator Sn satisfies
condition (2.2) with the constant s0m. Finally, assumptions (2.3)n and (3.8) show that
for each n ∈ N the bilinear form bn satisfies condition (2.3) with the constants α0 and
M0.
The main result of this section is the following.
Theorem 3.2. Assume (2.1)–(2.4), (2.9), (2.21), (2.22) and, for each n ∈ N, assume
(2.1)n–(2.4)n, (2.21)n, (2.22)n. Moreover, assume (3.3)–(3.12) and denote by (un, λn)
and (u, λ) the solutions of Problems 2 and 1, respectively. Then, for all t ∈ R+ the
following convergences hold:
un(t)→ u(t) in X, (3.13)
λn(t) ⇀ λ(t) in Y. (3.14)
The proof of Theorem 3.2 will be carried out in several steps that we present in
what follows. To this end, below in this section we assume that the hypotheses of
Theorem 3.2 are satisfied and, for each n ∈ N, we consider the following auxiliary
problems.
Problem 3. Find u0n ∈ X and λ
0
n ∈ Λn such that
(Anu
0
n, v)X + bn(v, λ
0
n) = 0 ∀ v ∈ X, (3.15)
bn(u
0
n, µ− λ
0
n) ≤ 0 ∀µ ∈ Λn. (3.16)
Problem 4. Find the functions u˜n : R+ → X and λ˜n : R+ → Λn such that
(Anu˜n(t), v)X + (Su(t), v)X + bn(v, λ˜n(t)) = (fn(t), πv)Z ∀ v ∈ X, (3.17)
bn(u˜n(t), µ− λ˜n(t)) ≤ bn(hn(t), µ− λ˜n(t)) ∀µ ∈ Λn (3.18)
for all t ∈ R+.
The first step is given by the following result.
Lemma 3.3. For each n ∈ N, Problem 3 has a unique solution (u0n, λ
0
n) ∈ X × Λn.
Moreover, there exists a0 > 0 such that
‖u0n‖X ≤ a0, ‖λ
0
n‖Y ≤ a0 ∀n ∈ N. (3.19)
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Proof. The existence and uniqueness part is a direct consequence of Theorem 2.1.
Let n ∈ N. We use assumption (2.4)n and test in (3.16) with µ = 0Y to obtain that
bn(u
0
n, λ
0
n) ≥ 0.
We now take v = u0n in (3.15) and use the previous inequality to see that
(Anu
0
n, u
0
n)X ≤ 0.
Next, we write Anu
0
n = Anu
0
n−An0X+An0X and use assumption (2.1)n(a) to deduce
that
mn‖u
0
n‖X ≤ ‖An0X‖X . (3.20)
On the other hand, writing An0X = An0X − A0X + A0X and using inequality
(3.3)(a) yield
‖An0X‖X ≤ Fnδn + ‖A0X‖X . (3.21)
We now combine inequalities (3.20) and (3.21), and use assumption (3.4) to see that
‖u0n‖X ≤
1
m0
(
Fnδn + ‖A0X‖X
)
.
Finally, we use assumptions (3.3)(b),(c) to deduce that the sequence {u0n} is bounded
in X , i.e., there exists K0 > 0 which does not depend on n such that
‖u0n‖X ≤ K0. (3.22)
Next, we establish the boundedness of {λn} in Y . To this end we use (3.15) to
see that
bn(v, λ
0
n) = −(Anu
0
n, v)X ≤ ‖Anu
0
n‖X‖v‖X
for all v ∈ X , which implies that
sup
v∈X,v 6=0X
bn(v, λ
0
n)
‖v‖X‖λ0n‖Y
≤
1
‖λ0n‖Y
‖Anu
0
n‖X ,
if λ0n 6= 0Y . Therefore,
inf
µ∈Y,µ6=0Y
sup
v∈X,v 6=0X
bn(v, µ)
‖v‖X‖µ‖Y
≤
1
‖λ0n‖Y
‖Anu
0
n‖X ,
if λ0n 6= 0Y . We now use assumption (2.3)n on the bilinear form bn together with the
bound (3.8) to deduce that
α0‖λ
0
n‖Y ≤ ‖Anu
0
n‖X , (3.23)
both when λ0n 6= 0Y and λ
0
n = 0Y .
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Next, we use assumptions (3.3)(a) and (2.1)(b) to see that
‖Anu
0
n‖X ≤ ‖Anu
0
n − Au
0
n‖X + ‖Au
0
n‖X
≤ Fn(‖u
0
n‖X + δn) + ‖Au
0
n −A0X‖X + ‖A0X‖X
≤ Fn(‖u
0
n‖X + δn) + LA‖u
0
n‖X + ‖A0X‖X .
Therefore, by assumptions (3.3)(b), (c) and the bound (3.22) we find that the sequence
{Anu
0
n} is bounded in X . Using this result, inequality (3.23) implies that the sequence
{λ0n} is bounded in Y , i.e., there exists P0 > 0 which does not depend on n such that
‖λ0n‖Y ≤ P0. (3.24)
Lemma 3.3 is now a direct consequence of the inequalities (3.22) and (3.24).
The second step is given by the following result.
Lemma 3.4. For each n ∈ N, Problem 3 has a unique solution (u˜n, λ˜n) ∈ C(R+;X×
Λn). Moreover, for each m ∈ N, there exists a˜m > 0 such that
‖u˜n(t)‖X ≤ a˜m, ‖λ˜n(t)‖Y ≤ a˜m ∀ t ∈ [0, m], n ∈ N. (3.25)
Proof. The existence and uniqueness part is a direct consequence of Proposition 2.4.
Let m, n ∈ N and let t ∈ [0, m]. Note that both Problems 3 and 4 are problems
of the form (2.11)–(2.12). Therefore, using Remark 3.1 it follows that we are in the
position to use Proposition 2.3 to obtain the estimate
‖u˜n(t)− u
0
n‖X + ‖λ˜n(t)− λ
0
n‖Y ≤ d0(‖Su(t)‖X + ‖fn(t)‖Z + ‖hn(t)‖X) (3.26)
where d0 > 0 is a positive contstant which does not depend on n. Denote
ζm = max
t∈[0,m]
‖Su(t)‖X.
Then, using inequality (3.26) and assumptions (3.11)(b) and (3.12)(b) we deduce that
there exists Km > 0 which does not depend on n such that
‖u˜n(t)− u
0
n‖X + ‖λ˜n(t)− λ
0
n‖Y ≤ Km. (3.27)
We now write
‖u˜n(t)‖X ≤ ‖u˜n(t)− u
0
n‖X + ‖u
0
n‖X ,
‖λ˜n(t)‖Y ≤ ‖λ˜n(t)− λ
0
n‖Y + ‖λ
0
n‖Y
then we use inequalities (3.27) and (3.19) to see that (3.25) holds with a˜m = Km +
a0.
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The next step of the proof consists in the following convergence result.
Lemma 3.5. For each t ∈ R+, there exists a pair (u˜(t), λ˜(t)) ∈ X × Y and a subse-
quence of the sequence {(u˜n, λ˜n)}, still denoted by {(u˜n, λ˜n)}, such that
u˜n(t) ⇀ u˜(t) in X, (3.28)
λ˜n(t)⇀ λ˜(t) in Y. (3.29)
Moreover,
u˜n(t)→ u˜(t) in X. (3.30)
Proof. Let t ∈ R+ and let m be such that t ∈ [0, m]. We use Lemma 3.4 and a
standard compactness argument to see that there exists an element u˜(t) ∈ X and an
element λ˜(t) ∈ Y such that (3.28) and (3.29) hold.
We now prove the strong convergence (3.30) and, to this end, we test with v =
u˜n(t)− u˜(t) in (3.17) to deduce that
(Anu˜n(t), u˜n(t)− u˜(t))X + (Su(t), u˜n(t)− u˜(t))X
+bn(u˜n(t)− u˜(t), λ˜n(t)) = (fn(t), πu˜n(t)− πu˜(t))Z .
Therefore,
(Anu˜n(t)−Anu˜(t), u˜n(t)− u˜(t))X = (Anu˜(t), u˜(t)− u˜n(t))X
+(Su(t), u˜(t)− u˜n(t))X + bn(u˜(t)− u˜n(t), λ˜n(t))
+(fn(t), πu˜n(t)− πu˜(t))Z
and, using Remark 3.1 we find that
m0‖u˜n(t)− u˜(t)‖
2
X ≤ (Anu˜(t), u˜(t)− u˜n(t))X (3.31)
+(Su(t), u˜(t)− u˜n(t))X + bn(u˜(t)− u˜n(t), λ˜n(t))
+(fn(t), πu˜n(t)− πu˜(t))Z .
Next, using (3.3)(a) we find that
(Anu˜(t), u˜(t)− u˜n(t))X = (Anu˜(t)− Au˜(t), u˜(t)− u˜n(t))X + (Au˜(t), u˜(t)− u˜n(t))X
≤ ‖Anu˜(t)−Au˜(t)‖X‖u˜n(t)− u˜(t)‖X + (Au˜(t), u˜(t)− uu˜n(t))X
≤ Fn(‖u˜(t)‖X + δn)‖u˜n(t)− u˜(t)‖X + (Au˜(t), u˜(t)− u˜n(t))X .
We now pass to the upper limit in this inequality and use assumptions (3.3)(b), (c)
and the convergence u˜n(t) ⇀ u˜(t) in X to see that
lim sup (Anu˜(t), u˜(t)− u˜n(t))X ≤ 0. (3.32)
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On the other hand, the convergence (3.28) implies that
(Su(t), u˜(t)− u˜n(t))X → 0. (3.33)
Moreover, taking zn = u˜n(t), µn = λ˜n(t) and w = u˜(t) in (3.7) yields
lim sup bn(u˜(t)− u˜n(t), λ˜n(t)) ≤ 0. (3.34)
In addition, using assumptions (3.11)(a), (3.9) we find that
(fn(t), πu˜n(t)− πu˜(t))Z → 0. (3.35)
We now pass to the upper limit in the inequality (3.31) and use (3.32)–(3.35) to
deduce that
lim sup m0‖u˜n(t)− u˜(t)‖
2
X ≤ 0
which shows that (3.30) holds and concludes the proof.
The next step completes the statement of Lemma 3.5 and it is as follows.
Lemma 3.6. For each t ∈ R+, the following convergences hold:
u˜n(t)→ u(t) in X, (3.36)
λ˜n(t) ⇀ λ(t) in Y. (3.37)
Proof. Let t ∈ R+ and let m ∈ N such that t ∈ [0, m]. We first recall that for
each n ∈ N we have λ˜n(t) ∈ Λn. Moreover, using Lemma 3.5 it follows that passing
to a subsequence, still denoted by {λ˜n(t)}, the convergence (3.29) holds. Therefore,
assumption (3.10)(b) implies that
λ˜(t) ∈ Λ. (3.38)
Next, we consider a subsequence of the sequence {(u˜n, λ˜n)}, still denoted by
{u˜n, λ˜n)}, such that (3.28) and (3.29) hold. Let n ∈ N and v ∈ X . We use as-
sumptions (3.3)(a) and (2.1)(b) to see that
‖Anu˜n(t)−Au˜(t)‖X ≤ ‖Anu˜n(t)−Au˜n(t)‖X + ‖Au˜n(t)− Au˜(t)‖X
≤ Fn(‖u˜n(t)‖X + δn) + LA ‖u˜n(t)− u˜(t)‖X
and, therefore, assumptions (3.3)(b),(c) and (3.30) imply that
Anu˜n(t)→ Au˜(t) in X. (3.39)
On the other hand, we write condition (3.7) with zn = 0X , µn = λ˜n(t), w = v, then
with zn = v, µn = λ˜n(t) and w = 0X to obtain
lim sup bn(v, λ˜n(t)) ≤ b(v, λ˜(t)) and b(v, λ˜(t)) ≤ lim inf bn(v, λ˜n(t)),
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respectively. These inequalities show that
bn(v, λ˜n(t))→ b(v, λ˜(t)). (3.40)
Finally, note that the convergence (3.11)(a) implies that
(fn(t), πv)Z → (f(t), πv)Z . (3.41)
Next, we pass to the limit in equality (3.17) and use the convergences (3.39)–(3.41)
to see that
(Au˜(t), v)X + (Su(t), v)X + b(v, λ˜(t)) = (f(t), πv)Z . (3.42)
Consider now an arbitrary element µ ∈ Λ. Using assumption (3.10)(a) we know
that there exists a sequence {µn} such that µn ∈ Λn for each n ∈ N and µn → µ in
Y . This allows to use the inequality (3.18) to see that
bn(u˜n(t)− hn(t), µn − λ˜n(t)) ≤ 0
which implies that
lim inf bn(u˜n(t)− hn(t), µn − λ˜n(t)) ≤ 0. (3.43)
On the other hand, writing condition (3.7) with w = 0X , zn = u˜n(t) − hn(t) and
µn − λ˜n(t) instead of µn, we deduce that
lim sup bn(−u˜n(t) + hn(t), µn − λ˜n(t)) ≤ b(−u˜(t) + h(t), µ− λ˜(t))
or, equivalently,
b(u˜(t)− h(t), µ− λ˜(t)) ≤ lim inf bn(u˜n(t)− hn(t), µn − λ˜n(t)). (3.44)
We combine inequalities (3.44) and (3.43) to find that
b(u˜(t)− h(t), µ− λ˜(t)) ≤ 0. (3.45)
Finally, we gather (3.38), (3.42) and (3.45) to conclude that the pair (u˜(t), λ˜(t))
satisfies (1.1)–(1.2). On the other hand, it follows from Proposition 2.3 that there
exists a unique solution to the system (1.1)–(1.2), denoted (u(t), λ(t)). Therefore,
we deduce that u˜(t) = u(t) and λ˜(t) = λ(t). Next, the proofs of Lemmas 3.4–3.5
combined with equalities u˜(t) = u(t) and λ˜(t) = λ(t) reveal the fact that the sequence
{(u˜n(t), λ˜n(t))} is bounded in X×Y and every subsequence of {(u˜n(t), λ˜n(t))} which
converges weakly in X × Y has the same limit (u(t), λ(t)). Therefore, by a standard
argument we deduce that the whole sequence {(u˜n(t), λ˜n(t)} converges weakly in
X×Y to (u(t), λ(t)) or, equivalently, u˜n(t) ⇀ u(t) in X and λ˜n(t)⇀ λ(t) in Y . This
shows that the weak convergence (3.37) holds. Moreover, repeating the arguments in
Lemma 3.4 we deduce the strong convergence (3.36), which concludes the proof. 
We are now in a position to provide the proof of Theorem 3.2.
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Proof. Let n ∈ N, t ∈ R+ and let m ∈ N be such that t ∈ [0, m]. A careful
examination of Problems 2 and 4 reveals that, with an appropriate notation, these
problems are governed by a system of the (2.11)–(2.12). Therefore, using Remark 3.1
we are allowed to apply Proposition 2.3 to obtain the estimate
‖un(t)− u˜n(t)‖X + ‖λn(t)− λ˜n(t)‖Y ≤ d0‖Snun(t)− Su(t)‖X (3.46)
where d0 is a positive constant which depends only on m0, L0, α0, M0 and c0. Thus,
‖un(t)− u˜n(t)‖X ≤ d0‖Snun(t)− Su(t)‖X. (3.47)
Let
rm = max
t∈[0,m]
‖u(t)‖X . (3.48)
We write Snun(t)−Su(t) = Snun(t)−Snu(t)+Snu(t)−Su(t), then we use assumption
(3.5) and Remark 3.1, again, to deduce that
‖Snun(t)− Su(t)‖X ≤ s
0
m
∫ t
0
‖un(s)− u(s)‖X ds+ F
m
n (rm + δ
m
n ). (3.49)
On the other hand, we have
‖un(t)− u(t)‖X ≤ ‖un(t)− u˜n(t)‖X + ‖u˜n(t)− u(t)‖X . (3.50)
Therefore, combining (3.50), (3.47) and (3.49) we find that
‖un(t)− u(t)‖X ≤ ‖u˜n(t)− u(t)‖X
+d0s
0
m
∫ t
0
‖un(s)− u(s)‖X ds+ d0F
m
n (rm + δ
m
n )
and, using the Gronwall argument yields
‖un(t)− u(t)‖X ≤ d0F
m
n (rm + δ
m
n ) + ‖u˜n(t)− u(t)‖X (3.51)
+d0s
0
m
∫ t
0
ed0s
0
m(t−s)
(
d0F
m
n (rm + δ
m
n ) + ‖u˜n(s)− u(s)‖X
)
ds.
For all s ∈ [0, m] denote
zmn (s) = d0F
m
n (rm + δ
m
n ) + ‖u˜n(s)− u(s)‖X . (3.52)
Then, (3.51) implies that
‖un(t)− u(t)‖X ≤ z
m
n (t) + d0s
0
m
∫ t
0
ed0s
0
m(t−s)zmn (s) ds. (3.53)
On the other hand, (3.25) and (3.48) imply that
‖u˜n(s)− u(s)‖X ≤ ‖u˜n(s)‖X + ‖u(s)‖X ≤ a˜m + rm
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and, therefore, (3.52) yields
|zmn (s)| ≤ d0F
m
n (rm + δ
m
n ) + a˜m + rm ∀ s ∈ [0, m]. (3.54)
We now use assumption (3.5)(b), (c) and Lemma 3.6 to see that the sequence of
functions {zmn } is bounded as n→∞ and converges to zero, for all s ∈ [0, m], i.e.,
there exists Zm > 0 such that |z
m
n (s)|X ≤ Zm ∀s ∈ [0, m], n ∈ N, (3.55)
zmn (s)→ 0 as n→∞, ∀ s ∈ [0, m]. (3.56)
Therefore, we are in a position to use the Lebesgue theorem in order to see that∫ t
0
ed0s
0
m(t−s)zmn (s) ds→ 0, (3.57)
and, moreover,
zmn (t)→ 0 as n→∞. (3.58)
We now use the convergences (3.57), (3.58) and inequality (3.53) to deduce that (3.13)
holds.
Finally, note that (3.53), (3.54) and the convergence (3.13) allows us to use the
Lebesgue theorem, again, in order to see that∫ t
0
‖un(s)− u(s)‖X ds→ 0
and, in addition, assumption (3.5)(b), (c) yield
Fmn (rm + δ
m
n )→ 0.
These two convergences combined with (3.49) imply that
‖Snun(t)− Su(t)‖X → 0
and, using inequality (3.46) we deduce that
‖λn(t)− λ˜n(t)‖Y → 0. (3.59)
We now write λn(t) − λ(t) = λn(t) − λ˜n(t) + λ˜n(t) − λ(t) then we use the strong
convergence (3.59) and the weak convergence (3.37) to find that (3.14) holds, which
concludes the proof.
Note that Theorem 3.2 states a pointwise convergence result, strongly for the first
component of the solution (u, λ) of Problem 1, and weakly for the second component.
Considering appropriate assumptions on the data which guarantee a strong conver-
gence result for the second component λ and/or a uniform convergence result for the
solution (u, λ) represents an open problem which, clearly, deserves to be studied in
the future.
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4 An optimization problem
In this section we apply Theorem 3.2 in the study of a general optimization problem
associated to the history-dependent mixed variational problem problem (1.1)–(1.2).
To this end we consider a reflexive Banach space W endowed with the norm ‖ · ‖W
and a nonempty subset U ⊂W . For each p ∈ U we consider two operators Ap, Sp, a
form bp and a set Λp which satisfy assumptions (2.1), (2.2), (2.3), (2.4), respectively,
with constants mp, Lp, s
p
m, Mp, αp. To avoid any confusion, when used with p, we
refer to these assumptions as assumptions (2.1)p, (2.2)p, (2.3)p, (2.4)p. Also, assume
that the elements f˜p and h˜p are given and have the regularity
f˜p ∈ Z, (4.1)
h˜p ∈ X. (4.2)
Let θ and ζ be two functions such that
θ ∈ C(R+;R), (4.3)
ζ ∈ C(R+;R) (4.4)
and consider the functions fp, hp defined by
fp : R+ → Z, fp(t) = θ(t)f˜ p ∀ t ∈ R+, (4.5)
hp : R+ → Z, fp(t) = ζ(t)h˜p ∀ t ∈ R+. (4.6)
Then, under the previous assumptions, if in addition the condition (2.9) is satisfied,
we deduce from Proposition 2.4 that for each p ∈ U there exists a unique solution
(up, λp) ∈ C(R+;X × Λp) to the following problem.
Problem 5. Find up : R+ → X and λp : R+ → Λp such that
(Apup(t), v)X + (Spup(t), v)X + bp(v, λp(t)) = (fp(t), πv)Z ∀ v ∈ X, (4.7)
b(up(t), µ− λp(t)) ≤ bp(hp(t), µ− λp(t)) ∀µ ∈ Λp (4.8)
for all t ∈ R+.
Consider a cost function L : X × Y × U → R. We formulate the following
optimization problem.
Problem 6. Given t ∈ R+, find p
∗ ∈ U such that
L(up∗(t), λp∗(t), p
∗) = min
p∈U
L(up(t), λp(t), p). (4.9)
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To solve Problem 6 we consider the following assumptions.
U is a nonempty weakly closed subset of W. (4.10)
For all sequences {un} ⊂ X, {λn} ⊂ Y and {pn} ⊂ U such that
un → u in X, λn ⇀ λ in Y, pn ⇀ p in W, we have
lim inf L(un, λn, pn) ≥ L(u, λ, p).
(4.11)

There exists z : U → IR such that
(a) L(u, λ, p) ≥ z(p) ∀ u ∈ X, λ ∈ Y, p ∈ U,
(b) ‖pn‖W → +∞ =⇒ z(pn)→∞.
(4.12)
U is a bounded subset of W. (4.13)
A typical example of function L which satisfies conditions (4.11) and (4.12) is
obtained by taking
L(u, λ, p) = g(u) + k(λ) + z(p) ∀ u ∈ X, λ ∈ Y, p ∈ U,
where g : X → IR+ is a lower semicontinuous function, k : Y → IR+ is a weakly lower
semicontinuous function, and z : U → IR is a weakly lower semicontinuous coercive
function, i.e., it satisfies condition (4.12)(b).
Our main result in this section is the following.
Theorem 4.1. Assume (2.1)p–(2.4)p and (4.1)–(4.6) for each p ∈ U . Moreover,
assume (2.9), (4.10), (4.11) and either (4.12) or (4.13). In addition, assume that for
each sequence {pn} ⊂ U such that pn ⇀ p in W , conditions (3.3)–(3.10) are satisfied
with An = Apn, A = Ap, mn = mApn , Ln = LApn , Sn = Spn, S = Sp, s
n
m = s
pn
m ,
spm = sm, bpn = bn, αn = αpn, α = αp, Λn = Λpn, Λ = Λp and
f˜ pn ⇀ f˜ p in Z. (4.14)
h˜pn ⇀ h˜p in X. (4.15)
Then, for each t ∈ R+, Problem 6 has at least one solution p
∗.
Proof. Let t ∈ R+ be fixed. We consider the function Jt : U → IR defined by
Jt(p) = L(up(t), λp(t), p) ∀ p ∈ U (4.16)
together with the problem of finding p∗ ∈ U such that
Jt(p
∗) = min
p∈U
Jt(p). (4.17)
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Assume that {pn} ⊂ U is such that pn ⇀ p in W . Then, recall that (4.14) and
(4.15) hold. Note that (4.1), (4.3), (4.5) and (4.14) show that the functions fn = fpn
and f = fp satisfy condition (3.11). Moreover, (4.2), (4.4), (4.6) and (4.15) show that
the functions hn = hpn and h = hp satisfy condition (3.12). Thus, since conditions
(3.3)–(3.10), are satisfied (in the sense prescribed in the statement of the theorem),
we are in a position to apply Theorem 3.2 in order to obtain that upn(t) → up(t) in
X and λpn(t)⇀ λp(t) in Y . Therefore, using definition (4.16) and assumption (4.11)
we deduce that
lim inf Jt(pn) = lim inf L(upn(t), λpn(t), pn) ≥ L(up(t), λp(t), p) = Jt(p).
It follows from here that the function Jt : U → R is weakly lower semicontinuous.
Assume now that (4.12) holds. Then, for any sequence {pn} ⊂ U , we have
Jt(pn) = L(upn(t), λpn(t), pn) ≥ z(pn).
Therefore, if ‖pn‖W →∞ we deduce that Jt(pn)→∞ which shows that Jt : U → R
is coercive. Recall also the assumption (4.10) and the reflexivity of the space W . The
existence of at least one solution to problem (4.17) is now a direct consequence of
Theorem 2.5. On the other hand, if we assume that condition (4.13) is satisfied we are
still in a position to apply Theorem 2.5. We deduce from here that, if either (4.12)
or (4.13) holds, then there exists at least one solution p∗ ∈ U to the optimization
problem (4.17). We now use the definition (4.16) to see that p∗ is a solution to
Problem 6 which concludes the proof.
5 A viscoelastic frictional contact problem
The abstract results in Sections 3–4 are useful in the variational analysis of mathe-
matical models which describe the equilibrium of deformable bodies in contact with
an obstacle, the so-called foundation. In this section we illustrate their use in the
study of a frictional contact model with linearly viscoelastic materials. For the de-
scription of additional models of contact as well as for details on the notation and
preliminaries introduced below we refer the reader to [6, 20, 24, 25].
The physical setting is as follows. We consider a viscoelastic body which occupies a
bounded domain Ω ⊂ Rd (d = 2, 3) with a Lipschitz continuous boundary Γ, divided
into three measurable disjoint parts Γ1, Γ2 and Γ3 such that meas (Γ1) > 0. We
assume that the body is fixed on Γ1, is acted by given body forces and given surface
tractions on Γ2, and it is in frictional contact with an obstacle on Γ3. The time interval
of interest is R+ = [0,+∞), the contact is bilateral, that is, there is no separation
between the body and the foundation, and it is associated to the Tresca friction law.
Then, the equilibrium of the body in the physical setting above is described by the
following boundary value problem.
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Problem 7. Find a displacement field u : Ω × R+ → R
d and a stress field σ :
Ω× R+ → S
d such that
σ(t) = 2βε(u(t)) + η tr(ε(u(t))Id +
∫ t
0
e−ω(t−s)ε(u(s)) ds in Ω, (5.1)
Divσ(t) + f 0(t) = 0 in Ω, (5.2)
u(t) = 0 on Γ1, (5.3)
σν(t) = f 2(t) on Γ2, (5.4)
uν(t) = 0, ‖στ (t)‖ ≤ g, στ (t) = −g
uτ (t)
‖uτ (t)‖
if uτ (t) 6= 0 on Γ3, (5.5)
for all t ∈ R+.
Here and below in this section we do not mention the dependence of various
functions with respect to the spatial variable x ∈ Ω ∪ Γ. Notation Sd represents the
space of second order symmetric tensors on Rd or, equivalently, the space of symmetric
matrices of order d, and Id stands for the unit tensor of S
d. The inner product and
norm on Rd and Sd are defined by
u · v = uivi , ‖v‖ = (v · v)
1
2 ∀u, v ∈ Rd,
σ · τ = σijτij , ‖τ‖ = (τ · τ )
1
2 ∀σ, τ ∈ Sd,
and the zero element of these spaces will be denoted by 0. Also, ν is the outward
unit normal at Γ and uν, uτ represent the normal and tangential components of u
on Γ given by uν = u · ν and uτ = u− uνν, respectively. Finally, σν and στ denote
the normal and tangential stress on Γ, that is σν = (σν) · ν and στ = σν − σνν.
We now provide a short description of the equations and boundary conditions in
Problem 3. First, equation (5.1) represents the viscoelastic constitutive law of the
material, in which β and η represent the Lame´ coefficients, tr τ denotes the trace
of the tensor τ , ω is a relaxation coefficient and ε(u) denotes the linearized strain
field. Equation (5.2) is the equation of equilibrium in which f0 represents the density
of the body forces and Div denotes the divergence operator. Conditions (5.3), (5.4)
represent the displacement and traction boundary conditions, respectively, where f2
denotes the density of given surface tractions which act on the part Γ2 of the boundary.
Finally, condition (5.5) represents the interface law on the contact surface. Equality
uν(t) = 0 shows that there is no separation between the body and the obstacle during
the deformation process, i.e., the contact is bilateral. The rest of the condition in
(5.5) represent the static version of the Tresca’s friction law, in which g denote the
friction bound, assumed to be given.
In the study of the contact problem (5.1)–(5.5) we assume that the data satisfy
the following conditions.
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β ≥ 0, (5.6)
η ≥ 0, (5.7)
ω ≥ 0, (5.8)
f0 ∈ C(R+;L
2(Ω)d), (5.9)
f2 ∈ C(R+;L
2(Γ2)
d), (5.10)
g ≥ 0. (5.11)
Everywhere below we use the standard notation for Sobolev and Lebesgue spaces
associated to Ω and Γ and we denote by γ : H1(Ω)d → L2(Γ)d the trace operator. For
each element v ∈ H1(Ω)d we use the notation vν and vτ for the normal and tangential
components of v on Γ, that is, vν = γv ·ν and vτ = γv−vνν, respectively. Moreover,
we use the notation ε(v) for the associated linearized strain field, i.e.,
ε(v) = (εij(v)), εij(v) =
1
2
(vi,j + vj,i),
where an index that follows a comma denotes the partial derivative with respect to
the corresponding component of x, e.g., vi,j =
∂vi
∂xj
.
Next, for the displacement field we consider the space
X = { v ∈ H1(Ω)d : γv = 0 on Γ1, vν = 0 on Γ3 }.
Since meas (Γ1) > 0, it is well known that X is a real Hilbert space endowed with
the canonical inner product
(u, v)X =
∫
Ω
ε(u) · ε(v) dx (5.12)
and the associated norm ‖ · ‖X . It follows from [15] that the space γ(X) is a closed
subspace of the Hilbert space γ(H1(Ω)d) and, therefore, it is a Hilbert space, too. Let
Y be its dual (which, in turn, can be organized as a real Hilbert space) and denote by
〈·, ·〉 the duality pairing between Y and γ(X). Recall also that γ(X) is continuously
embedded in L2(Γ)d. Finally, we need the space Z = L2(Ω)d×L2(Γ2)
d equipped with
the canonical inner product.
We now introduce the operators A : X → X , S : C(R+, X) → C(R+, X) and
π : X → Z, the form b : X × Y → R, the set Λ ⊂ Y and the function f : R+ → Z
defined by the following equalities:
(Au, v)X =
∫
Ω
(
2βε(u) + η tr(ε(u))Id
)
· ε(v) dx ∀u, v ∈ X, (5.13)
(Su(t), v)X =
∫
Ω
(∫ t
0
e−ω(t−s)ε(u(s)) ds
)
· ε(v) dx (5.14)
∀u ∈ C(R+;X), v ∈ X,
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b(v, µ) = 〈µ, γv〉, ∀v ∈ X, µ ∈ Y, (5.15)
πv = (v, γ2v) ∀v ∈ X, (5.16)
Λ =
{
µ ∈ Y : 〈µ, ξ〉 ≤ g
∫
Γ3
‖ξ‖da ∀ ξ ∈ γ(X)
}
, (5.17)
f (t) = (f 0(t), f 2(t)) ∀ t ∈ R+. (5.18)
Note that the definition of the operators A and S follows by using Riesz’s repre-
sentation theorem. Moreover, here and below, γ2v ∈ L
2(Γ2)
d denotes the restriction
to Γ2 of the trace γv ∈ L
2(Γ)d, for any v ∈ X . In addition, the definitions (5.16) and
(5.18) imply that
(f(t), πv)Z =
∫
Ω
f 0(t) · v dx+
∫
Γ2
f 2(t) · γ2v da ∀v ∈ X, t ∈ R+. (5.19)
We now introduce a new variable, the Lagrange multiplier, denoted by λ. It is
related to the friction force στ on the contact zone Γ3 by equality
〈λ(t), v˜〉 = −
∫
Γ3
στ (t) · v˜ da ∀ v˜ ∈ γ(X), t ∈ R+. (5.20)
A mixed variational formulation of Problem 7 can be easily obtained, based on
equalities (5.19), (5.20) and integration by parts. It can be stated as follows.
Problem 8. Find a displacement field u : R+ → X and a Lagrange multiplier
λ : R+ → Λ such that
(Au(t), v)X + (Su(t), v)X + b(v,λ(t)) = (f (t), πv)Z ∀v ∈ X, (5.21)
b(u(t),µ− λ(t)) ≤ 0 ∀µ ∈ Λ (5.22)
for all t ∈ R+.
The unique solvability of Problem 8 is given by the following existence and unique-
ness result.
Theorem 5.1. Assume (5.6)–(5.11). Then, Problem 8 has a unique solution (u,λ) ∈
C(R+;X × Λ).
Proof. Let u, v, w ∈ X . We use definition (5.13), inequality
tr (τ )Id · τ =
(
tr (τ )
)2
≥ 0 ∀ τ ∈ Sd
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and assumption (5.7) to see that
(Au− Av,u− v)X ≥ 2β‖u− v‖
2
X . (5.23)
On the other hand, assumptions (5.6), (5.7) and inequality
‖tr (τ )Id‖ ≤ d ‖τ‖ ∀ τ ∈ S
d
imply that
(Au−Av,w)X ≤ (2β + dη)‖u− v‖X‖w‖X
and, therefore,
‖Au− Av‖X ≤ (2β + dη)‖u− v‖X . (5.24)
Inequalities (5.23) and (5.24) show that the operator A defined by (5.13) satisfies
condition (2.1) with mA = 2β and LA = 2β + dη.
Let u, v ∈ C(R+;X) and w ∈ X . We use definition (5.14) and the assumption
(5.8) to deduce that
(Su(t)− Sv(t),w)X ≤
(∫ t
0
e−ω(t−s)‖u(s)− v(s)‖X ds
)
‖w‖X
≤
(∫ t
0
‖u(s)− v(s)‖X ds
)
‖w‖X ∀ t ∈ R+.
This proves that
‖Su(t)− Sv(t)‖X ≤
∫ t
0
‖u(s)− v(s)‖X ds ∀ t ∈ R+
which shows that the operator (5.14) satisfies condition (2.2) with sm = 1, for each
m ∈ N.
Next, we claim that the form b given by (5.15) satisfies condition (2.3). For the
proof of this statement we refer the reader to [15], for instance. Moreover, it is obvious
to see that the operator π defined by (5.16) satisfies condition (2.9). On the other
hand, assumption (5.11) shows that the set Λ defined by (5.17) satisfies condition
(2.4) and, finally, assumptions (5.9), (5.10) imply (2.21) for the element f given by
(5.18). Recall also that condition (2.22) also holds, since h vanishes. Therefore,
Theorem 5.1 is now a direct consequence of Proposition 2.4.
A pair (u,λ) ∈ C(R+;X × Λ) which satisfies (5.21) and (5.22) for each t ∈ R+
is called a weak solution to Problem 7. We conclude from here that Theorem 5.1
provides sufficient conditions which guarantee the weak solvability of the contact
problem (5.1)–(5.5).
We now study the continuous dependence of the solution to Problem 8 with respect
to the data. To this end we assume that the density of body forces and traction are
such that
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f0(t) = θ(t)f˜ 0 ∀ t ∈ R+, (5.25)
f2(t) = ζ(t)f˜2 ∀ t ∈ R+ (5.26)
where the functions θ ∈ C(R+;R) and ζ ∈ C(R+;R) are given and, moreover,
f˜0 ∈ L
2(Ω)d, (5.27)
f˜2 ∈ L
2(Γ2)
d. (5.28)
Note that in this case conditions (5.9) and (5.10) are satisfied. We also consider the
product space W = R3×L2(Ω)d×L2(Γ2)
d×R endowed with the canonical Hilbertian
norm and let U be the subset of W defined by
U = { p = (β, η, ω, f˜0, f˜2, g) ∈ W : β, η, ω, g > δ0 } (5.29)
where δ0 > 0 is given. Moreover, for each p = (β, η, ω, f0, f2, g) ∈ U we denote
by (up,λp) the solution of Problem 8 obtained in Theorem 5.1. Then, we have the
following convergence result.
Theorem 5.2. For each sequence {pn} ⊂ U such that pn ⇀ p in W , and for each
t ∈ R+, the following convergences hold:
upn(t)→ up(t) in X, (5.30)
λpn(t) ⇀ λp(t) in Y. (5.31)
Proof. Let {pn} ⊂ U be a sequence of elements in U such that
pn = (βn, ηn, ωn, f˜0n, f˜ 2n, gn).
For each n ∈ N, let An : X → X , Sn : C(R+;X) → C(R+;X), Λn ⊂ Y and
fn : R+ → Z be defined by equalities
(Anu, v)X =
∫
Ω
(
2βnε(u) + ηn tr(ε(u))Id
)
· ε(v) dx ∀u, v ∈ X,
(Snu(t), v)X =
∫
Ω
(∫ t
0
e−ωn(t−s)ε(u(s)) ds
)
· ε(v) dx
∀u ∈ C(R+;X), v ∈ X,
Λn =
{
µ ∈ Y : 〈µ, ξ〉 ≤ gn
∫
Γ3
‖ξ‖da ∀ ξ ∈ γ(X)
}
,
fn(t) = (θ(t)f˜ 0n, ζ(t)f˜2n) ∀ t ∈ R+.
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Moreover, for simplicity, denote upn = un and λpn = λn. Then, it follows that
(un,λn) ∈ C(R+;X × Λn) and, in addition,
(Anun(t), v)X + (Snun(t), v)X + b(v,λn(t)) = (fn(t), πv)Z ∀v ∈ X, (5.32)
b(un(t),µ− λn(t)) ≤ 0 ∀µ ∈ Λn. (5.33)
Assume now that
pn = (βn, ηn, ωn, f˜0n, f˜2n, gn) ⇀ p = (β, η, ω, f˜0, f˜2, g) in W,
which implies that
βn → β, (5.34)
ηn → η, (5.35)
ωn → ω, (5.36)
f˜ 0n ⇀ f˜0 in L
2(Ω)d, (5.37)
f˜ 02 ⇀ f˜ 2 in L
2(Γ2)
d, (5.38)
gn → g. (5.39)
Our aim in what follows is to apply Theorem 3.2 in the study of the mixed
variational problems (5.32)–(5.33) and (5.21)–(5.22) and, to this end, in what follows
we check the validity of conditions (3.3)–(3.12).
First, we use the convergences (5.34), (5.35), (5.36) to see that condition (3.3) is
satisfied with Fn = 2 |βn − β|+ d |ηn − η| and δn = 0. Moreover, equalities mn = 2βn
and Ln = 2βn + dηn show that the condition (3.4) holds, too.
Let n, m ∈ N, t ∈ [0, m] and let v ∈ C(R+;V ). Then, using (5.32) and (5.14) it
is easy to see that
‖Snv(t)− Sv(t)‖X ≤
∣∣∣( ∫ t
0
e−ωn(t−s) − e−ω(t−s)
)
ds
∣∣∣( max
s∈[0,m]
‖v(s)‖X
)
(5.40)
≤
∫ t
0
|e−ωn(t−s) − e−ω(t−s)| ds
(
max
s∈[0,m]
‖v(s)‖X
)
.
Moreover, using the mean value theorem we deduce that for all s ∈ [0, t] there exists
ξn(s) ≥ 0 such that following inequality holds,
|e−ωn(t−s) − e−ω(t−s)| ≤ e−ξn(s)(t− s)|ωn − ω|
Using now the inequality
e−ξn(s)(t− s)|ωn − ω| ≤ m |ωn − ω|
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we deduce that
|e−ωn(t−s) − e−ω(t−s)| ≤ m|ωn − ω|. (5.41)
Finally, we combine (5.40) and (5.41) to deduce that condition (3.5) holds with Fmn =
m|ωn− ω| and δ
m
n = 0. Recall that, the proof of Theorem 5.1 reveals that s
n
m = 1 for
all n, m ∈ N and, therefore, condition (3.6) holds, too.
Next, conditions (3.7) and (3.8) are obviously satisfied since in our case bn=b for
each n ∈ N. On the other hand, the compactness of the embedding X ⊂ L2(Ω)d
combined with the compactness of the trace operator γ2 : X → L
2(Γ2)
d shows that
the operator (5.16) satisfies condition (3.9). Moreover, we note that Λn =
gn
g
Λ. Using
now the convergence (5.39) it is easy to see that condition (3.10) holds. In addition,
we note that the convergences (5.37) and (5.38), together with (5.25) and (5.26),
imply (3.11) for fn and f given by (5.32) and (5.18), respectively. Finally, note that,
obviously, condition (3.12) is satisfied.
In follows from above that we are in position to use Theorem 3.2 in order to
deduce that the convergences (5.30) and (5.31) hold for each t ∈ R+, which concludes
the proof.
Besides the mathematical interest, the convergence results (5.30) and (5.31) are
important from mechanical point of view since they provide the continuous depen-
dence of the weak solution of Problem 7 with respect to the Lame´ coefficients, the
relaxation coefficient, the densities of the body forces and surface tractions, and the
friction bound, at each time moment.
We now provide two examples of optimization problems associated to Problem 8
for which the abstract result in Theorem 4.1 holds. Everywhere below U represents
the set given by (5.29). The two problems we consider below have a common feature
and can be casted in the following general form.
Problem 9. Given t ∈ R+, find p
∗ ∈ U such that
L(up∗(t),λp∗(t), p
∗) = min
p∈U
L(up(t),λp(t), p). (5.42)
Here L : X × Y × U → R is the cost functional. Both U and L will change from
example to example and, therefore, will be described below. We also recall that, given
p = (β, η, ω, f˜0, f˜2, g) ∈ U , (up,λp) represents the solution of Problem 8 with the
data β, η, ω, f0, f2 and g where f 0, f 2 are given by (5.25) and (5.26), respectively.
Note that the existence of this solution is guaranteed by Theorem 5.1. Moreover, it
follows from the proof of Theorem 5.2 that if pn ⇀ p inW then conditions (3.3)–(3.10)
hold and, obviously, (3.11) and (3.12) hold, too. Therefore, the solvability of Problem
9 follows from Theorem 4.1, provided that conditions (4.10), (4.11) and either (4.12)
or (4.13) are satisfied.
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Example 5.3. Let δ1, δ2, M0, M2 be positive constants such that δ1 ≤ δ2, and
consider a function u0 ∈ X. Let U and L : X × Y × U → R be defined by
U = { p = (β, η, ω, f˜0, f˜ 2, g) ∈ U˜ : β, η, ω, g ∈ [δ1, δ2],
‖f0‖L2(Ω)d ≤M0, ‖f 2‖L2(Γ2)d ≤M2 },
L(u,λ, p) =
∫
Γ3
‖u− u0‖
2 da ∀u ∈ X, λ ∈ Λ, p ∈ U.
With this choice, the mechanical interpretation of Problem 9 is the following:
given a contact process of the form (5.1)–(5.5), (5.25)–(5.26) and a time moment
t ∈ R+, we are looking for a set of data p = (β, η, ω, f˜0, f˜2, g) ∈ U such that the
corresponding displacement on the contact surface at t is as close as possible to the
“desired displacement” u0. Note that in this case assumptions (4.10), (4.11) and
(4.13) are satisfied. Therefore, Theorem 4.1 guarantees the existence of solutions to
the corresponding optimization problem 9.
Example 5.4. Let u0 ∈ X and λ0 ∈ Y be given, and let c1, c2, c3 be strictly positive
constants. Moreover, consider the set U defined by (5.29) and the cost functional
L : X × Y × U → R defined by
L(u,λ, p) = c1‖u− u0‖
2
X + c2‖λ− λ0‖
2
Y + c3‖p‖
2
W
∀u ∈ X, λ ∈ Λ, p ∈ U.
With this choice, the mechanical interpretation of Problem 9 is the following:
given a contact process of the form (5.1)–(5.5), (5.25)–(5.26) and a time moment
t ∈ R+ we are looking for a set of data p = (β, η, ω, f˜0, f˜2, g) ∈ U such that the
corresponding state of the body at t is as close as possible to the “desired state”
(u0,λ0). Furthermore, this choice has to fulfill a minimum expenditure condition
which is taken into account by the last term in the functional L. In fact, a compromise
policy between the two aims (“u close to u0”, “λ close to λ0” and “minimal data p”)
has to be found and the relative importance of each criterion with respect to the other
is expressed by the choice of the weight coefficients c1, c2 and c3. Note that in this case
assumptions (4.10), (4.11) and (4.12) are satisfied. Therefore, Theorem 4.1 guarantees
the existence of the solutions to the corresponding optimization problem 9.
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