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ABSTRACT 
The determination of parameters in dynamical systems, on the basis 
of noisy experimental data, i s  cal led the parameter estimation problem or 
inverse problem. In t h i s  d isser ta t ion ,  several methods f o r  parameter 
estimation a re  derived f o r  systems governed by part ia l  d i f fe rent ia l  
equations , so-cal led dis t r ibuted parameter systems. 
The f i r s t  c lass  of problems, investigated in Chapter 11, i s  t ha t  
i n  which the parameters to  be estimated a re  constants. This c lass  of 
problems i s  important f o r  i t  includes most cases of practical in te res t .  
Techniques based on gradient optimization, quasi 1 inearization, and 
collocation methods are developed. A method of determining confidence 
intervals  fo r  parameter estimates i s  presented, a method which enables 
one t o  design experiments (and measurements) tha t  lead t o  the best 
estimates of the parameters. The effectiveness of these methods for  
estimating constant parameters i s  i l l  us trated through the estimation 
o f  the d i f fus iv i ty  in the heat equation, the estimation of the activa- 
t ion  energy for  a single reaction from dynamic plug flow reactor data ,  
and the estimation of the permeabi l i t i e s  in a two-region reservoir 
model. The numerical resu l t s  a lso show the advantage of using data 
taken a t  optimally chosen measurement locations to estimate the param- 
e te rs .  
Many physical systems contain spa t i a l ly  varying parameters, fo r  
example, the permeability dis t r ibut ion i n  a petroleum reservoir model. 
In Chapter 111, two approaches are presented for  the estimation of 
spa t i a l ly  varying parameters. The f i r s t  i s  a method of steepest descent 
based on cons idera t ion  o f  the unknown parameter vec tor  as a  c o n t r o l  
vec tor .  The second i s  based on t r e a t i n g  the parameter as an a d d i t i o n a l  
s t a t e  vector  and employing l e a s t  square fi lee r ing .  The key fea tu re  s f  
the  former method i s  t h a t  the parameters are  considered as continuous 
funct ions o f  p o s i t i o n  r a t h e r  than as constant  i n  a  c e r t a i n  number o f  
s p a t i a l  regions.  This  technique may o f f e r  s i g n i f i c a n t  savings i n  com- 
p u t i n g  t ime over convent ional g rad ien t  op t im iza t i on  methods, such as 
steepest  descent and Gauss-Newton i n  which the parameters are consid- 
ered as un i fo rm i n  a  c e r t a i n  number o f  zones. Two examples are 
presented t o  i l l u s t r a t e  the  use o f  the method and i t s  comparison t o  
o the r  a lgor i thms.  
I n  c e r t a i n  cases, the  l o c a t i o n  o f  the boundary o f  a  system may 
no t  be  known, such as the boundary o f  a  petroleum r e s e r v o i r .  I n  t he  
case o f  o i l  r ese rvo i r s  i t  i s  very important  t o  be ab le  t o  est imate the 
area and shape (or the l o c a t i o n  o f  the  boundary) o f  a r e s e r v o i r  so t h a t  
the product ion p o l i c i e s  can be opt imized. A method based on the va r ia -  
t i o n  o f  a  f u n c t i o n a l  de f ined on a  v a r i a b l e  reg ion  i s  developed i n  
Chapter I V .  The computational app l i ca t i ons  o f  t h i s  method a re  i l l u s -  
t r a t e d  i n  determining the  l oca t i ons  o f  the boundaries o f  a  one- 
dimensional and a  two-dimensional petroleum r e s e r v o i r .  
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Chapter I 
INTRODUCTION 
A wide variety of physical problems of in t e res t  i n  physics, 
chemistry, and engineering are  described by part ia l  d i f fe rent ia l  equa- 
t ions.  In general, the form of the part ia l  d i f fe rent ia l  equations can 
be constructed from the laws of conservation of energy and of continuity 
of material u p  t o  a s e t  of unknown parameters, which may be constants 
o r  functions of posit ion, time, or both. Usually , these parameters can 
not be measured d i rec t ly  and, in  fact, must be determined by minimizing some 
measure of the difference between noisy experimental measurements of 
the process and the solutions of the par t ia l  d i f fe rent ia l  equations 
describing the process. This i s  commonly referred t o  as a parameter 
estimation, ident i f icat ion,  or inverse problem. In t h i s  disser tat ion 
an attempt has been made to  derive methods for  determining both con- 
s t a n t  parameters and spa t ia l ly  varying parameters appearing in par t ia l  
d i f fe rent ia l  equations and associated boundary conditions. 
In Chapter I1 three methods are presented for  the estimation of 
constant parameters in dis t r ibuted parameter systems. This c lass  of 
parameters i s  important for  i t  encompasses most cases of practical 
in te res t .  F i r s t ,  because of the popularity and efficiency of steepest 
descent and quasil inearization in the estimation of constant parameters 
i n  ordinary d i f fe rent ia l  equations, these methods are  extended t o  the 
dis t r ibuted parameter case. From a practical point of view, the amount 
of computing time required to  solve the system model and sens i t iv i ty  
equations plays an important role  because t h i s  i s  the most time 
consuming part  of the parameter estimation for distributed systems. With 
th is  in mind, a method based on collocation methods i s  derived. Three 
examples are used to  i l l u s t r a t e  the performance of these three methods. 
The comparison of the performance between the method of steepest descent 
and quasi 1 inearization i s  then attempted. 
Obviously, the values of parameters estimated from noisy data are  
of l i t t l e  value unless they are acconlpanied by an estimate of the i r  
r e l i a b i l i t y  or accuracy. Although the measurements of a distributed 
system can, in principle,  be placed anywhere within the domain of in- 
t e r e s t ,  i t  i s  necessary to  make observations a t  a limited number of 
locations because of d i f f i cu l ty ,  s ignif icant  expenditure for a compli- 
cated system, and the physical inaccessibi l i ty  in obtaining the data. 
This means that  we are  required to  extract as much information as 
possible from a small number of sensor locations. The question then 
arises--where and when should a fixed number o f  measurements be taken, 
which lead to  the best estimates of parameters? Also, i t  i s  appropriate 
t o  ask what improvement in  the accuracy of the estimates can be made 
with additional data? From the answer to th is  question one can jus t i fy  
whether the accuracy increase i s  worth the investment and e f f o r t ,  and 
hence whether the additional runs are profitable. These questions are  
also treated in Chapter 11. 
The estimation of constant parameters in different ial  equations 
has been studied extensively. However, rela t i  vely 1 i ttl e has appeared 
in the l i t e ra tu re  concerning the estimation of spa t ia l ly  varying 
parameters i Q distributed parameter sys tems . I n  the past, spa t ia l ly  
varying parameters have usually been assumed to be constant in a number 
of zones which cover the whole spa t ia l  domain. Then the problem be- 
comes the estimation of constant parameters. In Chapter I11 a new 
method, based on an optimal control formulation of the parameter e s t i -  
mation problem i s  developed. This method not only r e a l i s t i c a l l y  
t r e a t s  the parameter as a continuous function of position, b u t  also 
of fers  s igni f icant  savings in the computational e f fo r t  over the con- 
ventional "constant zone" methods. I t  should be noted tha t  the 
extension of t h i s  approach to  estimate time-varyi ng or spa t i a l ly  vary- 
ing and time-varying parameters in  dis t r ibuted parameter systems i s  
straightforward. Two examples a re  used t o  examine the f eas ib i l i t y  of 
this technique. In contrast  t o  the optimal control formulation, the 
parameters can be considered as additional s t a t e  variables,  changing 
the problem in to  one of s t a t e  estimation. This i s  also discussed in 
Chapter 111. 
In the above discussions we have assumed implicit ly tha t  the 
boundary of a dis t r ibuted parameter system i s  fixed and the location 
of the boundary i s  specified. However, in some cases the boundary 
conditions of the system may be given, b u t  the location of the boundary 
is not known. In order to  completely define the physical model, the 
location of the boundary must be determined. A method fo r  estimating 
the location of the boundary of a dis t r ibuted system i s  derived in 
Chapter IV. From an economic point of view, t o  be a t t r ac t ive  for  th is  
purpose a method should be able to  determine the location of the 
boundary using observations which a re  made over a short  period. We 
present two examples to  demonstrate the estimation of the boundaries 
of petroleum reservoirs utilizing data in the so-called late transient 
period, rather than requiring measurenlents in the pseudo-steady-state 
period. 
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Chapter I I 
ESTIMATION OF CONSTANT PARAMETERS IN PARTIAL DIFFERENTIAL EQUATIONS 
1. Introduction 
An important problem i n  process analysis i s  the estimation of 
parameters i n  a mathemati cal model from experimental data. Many systems 
of practical importance are described by par t i  a1 di f ferent i  a1 equations 
containing unknown parameters which cannot be measured direct ly  b u t  
which must be estimated on the basis of experimental data from the 
system--experimental data which w i  11, i n  general, be corrupted by noise 
and er rors .  
Two basic parameter estimation schemes exis t :  non-sequenti a1 
and sequential .  In the former the estimation i s  carried out a f t e r  a l l  
the data have been obtained, while i n  the l a t t e r  the estimation i s  car- 
r ied out continuously as the data are received. We will  concentrate on 
non-sequent3 a1 estimation since i t  represents the mow common ss t s a t i  on 
and since i t  i s  eas i e r  t o  implement i n  practice.  
Several studies have appeared on the estimation of parameters i n  
par t i  a1 different i  a1 equations. Collins and Khatri [29] have proposed 
tha t  f i n i t e  differences be used t o  approximate the derivatives of s t a t e  
vari ables , and then the unknown parameters, whi ch must appear 1 i nearly 
in  the par t ia l  d.; fferent i  a1 equations, are expressed as functions of the 
s t a t e  vari ables a t  the mesh points. A1 though the method is conceptually 
simple, i t  i s  very sensi t ive to  the 'level of measurement e r r o r  and not 
generally useful. Beck [6-111 used a f in i  te-di fference method to  solve 
the parti  a1 di f ferent i  a1 equation and then employed a least-squares 
method to  determine the physical properties i n  the heat conduction 
equation. This method i s  shown to  be very effect ive when data with 
small e r rors  a re  available and the i n i t i a l  estimates of parameters a re  
close to  the t rue  values (say 10% i n  error) .  The modulating function 
method, originated by Shinbrot [71] and u t i l ized  by Loeb and Cahen 
[54] f o r  determining the parameters of certain lumped systems, has been 
extended by Perdreauville and Goodson 1631 t o  determine the parameters 
of cer tain dis t r ibuted parameter systems. The idea of th i s  method i s  
t h a t  the derivatives are reduced t o  those corresponding to  the avail-  
able data by operating on the part ia l  different ia1 equations w i t h  a 
function of known form (usually powers of s ines)  and integrating by 
parts.  The r e su l t  of the operation i s  a s e t  of algebraic equations in 
the parameters. However, the par t ia l  d i f fe rent ia l  equations may contain 
terms which cannot be t reated by the method, and noise in the data 
a f f ec t s  the r e su l t s  s ignif icant ly.  Two extensions have been made based 
on the modulating function method. One was by Fairman and Shen [35] 
who discretized the derivatives i n  space t o  avoid the spat ia l  integra- 
t ion and chose a modified form of the Poisson probability density 
function as the modulating function. The other one was by Tzafestas 
[74] who discretized the system in time and chose special modulating 
functions. I t  i s  well known that  some classes of par t ia l  d i f fe rent ia l  
equations can be converted to  a s e t  of ordinary different ial  equations 
u s i n g  the method of character is t ics .  Carpenter e t  a l .  1263 used th i s  
approach and a recursive stochastic gradient scheme to  estimate the 
parameters in  the resulting ordinary different ial  equations. 
Luckinbill and Childs [55] employed quasil inearization to  estimate 
parameters in  parti  a1 dif ferent i  a1 equations from exact measurements. 
A combination of the method of charac ter i s t ics  and quasil inearization 
has been used t o  determine parameters i n  hyperbolic systems by Malpani 
and Donnelly 1561. Angel 121 presented a method combining Newton's 
method and discrete  imbedding to  estimate parameters i n  e l l i p t i c  equa- 
t ions.  
Methods based on the analytical solutions of par t ia l  differen- 
t i a l  equations have been proposed by Jones [48], Burggraf [l8], 
Cannon e t  a l .  [19-241, Anderssen and White [I], Will iams e t  a l .  [76], 
Clements 1281, and Bellman e t  a l .  1121. 
Recently, Polis e t  a l .  1641 have proposed an interest ing method 
based on Galerkin's method which i s  similar to  the collocation method 
proposed by Seinfeld and Chen [70]. The basic approach i s  t o  reduce the 
par t ia l  d i f fe rent ia l  equations to  a s e t  of ordinary d i f fe rent ia l  equa- 
t ions containing the parameters and then estimate unknown parameters by 
optimization schemes such as the method of steepest descent, search 
techniques and nonl inear f i 1 tering . 
A general nonlinear least-squares f i l t e r  for  dis t r ibuted systems 
has recently been derived by Huang, e t  a l .  [46J and Seinfeld, e t  a l .  
[69]. Sequential parameter estimates can be generated by the f i l t e r  
from discrete noisy measurements. However, computational l y  t h i s  re- 
quires the solution of several par t ia l  different ial  equations, repre- 
senting the estimator and covariance equations, and i s  not e f f i c i en t  
for  non-sequential analysis o f  experimental data. 
The process o f  estimating parameters i n  models i s  not complete 
without an analysis of the accuracy of these parameters. So f a r  the 
l i t e r a t u r e  available in t h i s  f i e l d  deals only with the accuracy of 
parameter estimates in ordinary d i f fe rent ia l  equations from discrete  
measurements. The method developed by Rosenbrock and Storey [ 6 6 ]  i s  
extended to parameter estimates i n  par t ia l  d i f fe rent ia l  equations in 
th i s  thesis .  
One related important application of the analysis of the 
accuracy i s  t o  obtain the optimal location of the measurement points 
i n  a  distributed parameter process such tha t  the parameters can be 
determined as accurately as possible. This problem has been t reated 
by Beck [7-111 and Badavas and Saridis 141. Beck found the optimal 
measurement location by choosing the point where the sens i t iv i ty  coef- 
f i c i e n t  i s  maximum. The l a t t e r  investigators employed a  random optimi- 
zation algorithm [59] t o  determine the location of the f i n i t e  measure- 
ment point in a  dis t r ibuted region such tha t  a  sens i t iv i ty  c r i te r ion  
i s  maximized. In  Badavas and Sar id is '  paper, a posit ive def in i te  
matrix is obtained from the performance cr i te r ion  i n  terms of the 
preselected approximating functions and the measurement points. The 
min imum eiyenvalue of th is  matrix, which i s  generally a  multimodal 
surface in the measurement points,  i s  chosen as the sens i t iv i ty  c r i -  
terion. Actually, the random optimization technique i s  a  t r i a l  and 
er ror  procedure (random t r i a l s )  in some sense. Therefore, what i s  
lacking i s  a  systematic way of finding the optimal measurement points 
i n  a  distributed region. A method i s  proposed l a t e r  in t h i s  chapter 
t o  f u l f i  11 th i s  requirement. The optimal location of measurements for  
s t a t e  estimation has been investigated by Thau [72], Cannon and Klein 
[25] and Yu and Seinfeld [77]. 
The following questions are  studied i n  th i s  chapter: 1 )  Do 
techniques ex i s t  for  the estimation of parameters in par t ia l  differ-  
ent ia l  equations from noisy data that  a re  computationally e f f ic ien t  
and involve no res t r ic t ions  on the fovrri of the different ial  equations 
or the data? 2)  What i s  the e f fec t  of the level of measurement errors 
on the parameter estimates? 3 )  What i s  the effect  of the number of 
spat ia l  locations a t  which data are  taken? 4) What i s  the e f fec t  of 
the number o f  times data i s  taken? 51, What i s  the  e f fec t  of the ini-  
t i a l  parameter guesses on convergence of the algorithms? 6) blow can 
one determine the best locations for  a fixed number of nieasurements 
such that  the resul ting parameter confidence intervals a re  minimized? 
To answer questions 1 ) - 5 ) ,  parameter estimation schemes based 
on gradient optimization methods, quasil inearization, and a collocation 
method a re  tested extensively on three example systems: the estimation 
of the diffusivi ty  in the heat equation, the estimation of the activa- 
tion energy for  a single reaction from steady s t a t e  and t ransient  plug 
f l o w  reactor data, and the estimation of the permeabilities in a two- 
region reservoir model. To answer question 6 )  and to  provide c r i t e r i a  
f o r  the  ea r l i e r  questions, a confidence interval analysis in conjunc- 
t ion with nonlinear programming to determine the optimal locations of 
measurements for constant parameter estimates in partial  differentia1 
equations is presented. 
2. Statement of the Problem 
Let us consider the class  of systems described by the  partial  
d i f fe rent ia l  equation 
where u( t ,x)  i s  the n-dimensional s t a t e  vector, ux and uxx a re  
par t ia l  derivatives with respect t o  x , and k is a p-dimensional 
vector o f  constant parameters. The i n i t i a l  s t a t e  of the system i s  
given by 
where Q denotes the fixed spa t ia l  domain of the system, and the bound- 
ary conditions a re  given by 
In  general the experimental data are  related to  the system 
s t a t e  by a known functionality.  Let the measurements on the system be 
represented by the m-dimensional (m 2 n )  vector y and be made a t  R 
values of t.tl,t2...a,tR and S spat ia l  locations X , , X ~ ~ . ~ ~ , X ~  . 
Then the measurements are related t o  the s t a t e  by 
where i s  an m-dimensional vector of random error ,  Given the noisy 
observations yr we want t o  determine k such that  the model 
9s 
matches the data in some optimal way. The least-square c r i te r ion  has 
proven most useful in estimation applications,  and t h u s  we want t o  
determine k to  mi nimi ze 
where u(tr ,xS,k) i s  the solution of (1)-(3)  for  a given value of k 
and Q r 9 s  in an m x m  symmetric, positive semi-definite weighting 
matrix. Also, the norm 1 1 ~ 1 1  i s  defined by A ~ Q A  . 
We should note that  the problem formulated in (1)-(5)  i s  hy no 
means inclusive of a l l  parameter estimation problems in par t ia l  dif-  
ferent ial  equations, specif ical ly  because of the form o f  (1) and (4) .  
Nevertheless, the formulation here i s  representative of the 1 argest 
c lass  of problems of chemical engineering in teres t  ( i . e . ,  parabolic 
and hyperbolic systems). Moreover, the techniques used l a t e r  on can 
be extended readily to  e l l  i p t i c  systems and observations of forms other 
3 .  Computational Methods 
The basic problem i s  to  locate the global minimum of J (k )  in 
the parameter space k . As such, the problem i s  analogous t o  tha t  of 
the estimation of parameters in ordinary different ial  equations, a 
problem which has been more widely studied than tha t  in distributed 
parameter systems. Wide experience in the estimation of parameters i n  
ordinary different ial  equations indicates that  gradient optimization 
and quasilinearization are  two of the most e f f i c i en t  techniques and 
are  thus candidates for  the problem of parameter estimation in  partial  
different ial  equations. In addition, methods which enable the solution 
of nonlinear boundary value problems by t r i a l  function expansions a r e  
par t i cu la r ly  a t t r a c t i v e  because of the e x p l i c i t  form of the solution.  
Furthermore, a c lose  look a t  the formulation of the  problem i n  the 
previous section shows t ha t  the  parameter estimation problem is the  
same a s  the problem of optimal control .  Therefore, the use of optimal 
control theory t o  determine the  parameters would seem natural .  Since 
optimal control wi l l  be explored in  g rea t  de t a i l  i n  the  estimation of 
spa t ia l  ly  varying parameters l a t e r ,  the derivation and the  application 
of t h i s  method will  not be discussed here. We now out l ine  these th ree  
methods. 
3.1 Gradient Optimization Methods 
Gradient optimization methods were developed t o  surmount the 
inherent d i f f i cu l  t y  associated with the nonl inear optimimati on problems. 
They a r e  characterized by i t e r a t i v e  algorithms fo r  improving estimates 
of the parameters, o r  equivalently,  the control var iables ,  so as  t o  come 
closer  t o  sa t i s fy ing  the optimality conditions. An i n i t i a l  guess k0 
i s  improved i t e r a t i v e l y  by 
where k i  i s  the value of k a t  the i t h  i t e r a t i on ,  Y i s  a  sca la r  
s tep  length, and R i s  a p x  p matrix. The gradient  of J i s  com- 
puted from 
where 1.. = aui/akj , the s e n s i t i v i t y  coe f f i c i en t s  o f  (1) .  
1 J 
Various grad ient  methods d i f f e r  from each other i n  the choice o f  
Y and R . Here we do no t  in tend t o  l i s t  exhaust ively a l l  gradient  
methods. Instead, fou r  o f  the most common and e f f i c i e n t  grad ient  tech- 
niques [5], namely, the method of steepest descent, the Newton-Ral phson 
method, the Gauss-Newton method, and the Marquardt method w i l l  be pre- 
sented. 
The s implest  grad ient  method i s  the method o f  steepest descent. 
I n  t h i s  method R i s  chosen as an i d e n t i t y  mat r i x  and y i s  taken as 
an a r b i t r a r y  step length. This method usua l l y  shows great  improvements 
i n  the  f i r s t  few i t e r a t i o n s  bu t  has poor convergence charac te r i s t i cs  as 
the minimum o f  J ( k )  i s  approached. To increase the r a t e  o f  conver- 
gence, R i s  s e t  equal t o  the Hessian matr ix :  
and y i s  chosen as one. This i s  the so-cal led Newton-Raphson method. 
Denoting the r ight-hand s ide of (8) by F(u ,ux,uxx ,A ,Xx,Xxx,k) and the 
left-hand s ide o f  (10) by G(u ,uX,X,Ax,k), the second-order gradient  of 
J i s  computed from 
where B i j e  = a h .  ./ak, . 
3 J 
The Newton-Ralphson method i s  the most e f f i c i en t  gradient method 
[33] because i t  possesses quadratic convergence properties as k gets 
closer t o  k*, the true value of the parameter. Unfortunately, th i s  
great  advantage i s  of fse t  by the high cost of computing second order 
derivatives and i t  may have s ta r t ing  d i f f i cu l t i e s .  This leads us t o  
make use of s i m p l i f i c a t i o n  of the Newton-Ralphson method, such as the 
Gauss-Newton method. In the Gauss-Newton method R i s  s e t  equal t o  
the f i r s t  term in the right-hand side of (12), in the hope tha t  the dif-  
ference between the observation and the solution of the model i s  small, 
then R is a good approximation t o  H . In t h i s  case the necessity t o  
integrate (13)- (15) i s  avoided. Another modified Newton-Raphson method 
is the Marquardt method [57]. In this  method we choose 
where A i s  equal t o  the f i r s t  term in the right-hand side of (12), B 
is a positive constant, and C i s  a diagonal matrix w i t h  C i i  = [ A i i  I . 
The cho ice  o f  R i n  the  form o f  (16) i s  t o  guarantee t h e  p o s i t i v e  
d e f i n i t e n e s s  o f  R p rov ided t h a t  B i s  l a r g e  enough. 
Recently,  a  very a t t r a c t i v e  g r a d i e n t  method c a l  l e d  t h e  conjugate 
g r a d i e n t  method [ I 7 1  which does n o t  f i t  t o  the  form o f  (6)  has been 
used i n  o p t i m i z a t i o n  problems. Th i s  method has the  advantages o f  the 
f i r s t - o r d e r  and t h e  second-order g r a d i e n t  methods w i t h o u t  the  r e q u i r e -  
ment o f  c a l c u l a t i n g  second order  d e r i v a t i v e s .  However, i n  t h e  use o f  
t h e  conjugate g r a d i e n t  method, i t  i s  r e q u i r e d  t o  f i n d  a s c a l a r  cons tant  
by  a one-dimensional search. Th i s  means t h a t  we a r e  r e q u i r e d  t o  so lve  
(1)- (3)  severa l  t imes, and t h i s  i s  t h e  most t ime consuming p a r t  o f  the  
parameter es t imat ion ,  e s p e c i a l l y  i n  t he  case o f  d i s t r i b u t e d  parameter 
systems. Therefore, we w i l l  n o t  d iscuss the conjugate g r a d i e n t  method 
f u r t h e r .  
Equations (8)- (10) a r e  c a l l e d  the  s e n s i t i v i t y  equat ions. We note 
t h a t  i n  t h e  generat ing s e n s i t i v i t y  c o e f f i c i e n t s  the  method o f  s o l v i n g  
t h e  s e n s i t i v i t y  equat ions i s  supe r io r  t o  t he  convent ional  method by 
us ing  a f i n i t e  d i f f e r e n c e  o f  t he  form 
aui ui(k.+ Ak.) - ui ( k . )  
= - =  
i j  akj nk j  
i n  terms o f  t h e  computing e f f o r t  and the  accuracy where 
ak j  i s  a small 
f r a c t i o n  o f  k  . Th is  i s  because t h e  s e n s i t i v i t y  equat ions generate j 
t h e  s e n s i t i v i t y  c o e f f i c i e n t s  exact ly,  i ns tead  o f  approximate ones , by 
means o f  t he  f i n i t e  d i f ference,and we can take t h e  advantage o f  t he  
s i m i l a r i t y  between the  s e n s i t i v i t y  equat ions and t h e  s t a t e  equat ions i n  
t he  numerical c a l c u l a t i o n s  . 
In th i s  d isser ta t ion  we will  t e s t  only the steepest descent in 
the examples considered l a t e r .  As pointed out before, y i s  chosen 
as a scalar  a rb i t r a r i ly .  However, i t  may sometimes be d i f f i c u l t  t o  
find a scalar  y f o r  which the r a t e  of convergence of the algorithm 
is reasonable, and thus i t  i s  advisable in  those cases t o  compute y 
a s  a p x p  matrix by (11). In the two examples considered p = 1,  
so  toobtainconvergence,  t h e c h o i c e o f y w a s  a p r i o r i  general lyeasy.  
Comparison of the two modes of determining y yield approximately 
equal overall computing times. 
By using f i n i t e  difference approximations to  the spa t ia l  deriva- 
t ives  i n  (1) and dividing the region Q into N mesh points, (1) and 
(2 )  become 
T T 
where U = (u l ,uZ, . -*  ,u:)~ , then nN-dimensional vector consists of 
the s t a t e  vector a t  each of the N mesh points. In the case that  
(1) represents a hyperbol i c  system, the method of character is t ics  
instead of f i n i t e  difference approximations i s  used to  transform the 
par t ia l  d i f fe rent ia l  equation to  a s e t  of ordinary d i f fe rent ia l  equa- 
t ions.  This i s  due t o  the f a c t  t ha t  the method of character is t ics  has 
a t  l eas t  two advantages when compared to  the method of f i n i t e  differ-  
ence f o r  reducing part ia l  d i f fe rent ia l  equations to  ordinary d i f fe rent ia l  
equations. F i r s t  o f  a l l ,  a  smal ler  number o f  o rd ina ry  d i f f e r e n t i a l  
equat ions must be solved, and secondly the c h a r a c t e r i s t i c  d i f f e r e n t i a l  
equat ions c o n s t i t u t e  an exact  representa t ion  o f  the p a r t i a l  d i f f e r e n -  
t i a l  equation. 
I n  the  form o f  (18) and (19), t h e  q u a s i l i n e a r i z a t i o n ,  as 
i n i t i a t e d  by Bellman and Kalaba [ I 5 1  and used by Bellman e t  a l .  113- 
141 and Lee [53], can be used t o  est imate the  parameters. The quasi-  
l i n e a r i z a t i o n  approach f o r  t he  parameter es t imat ion  can be formulated 
as fo l l ows :  
(1 )  Ad jo in  t o  (18) and (19) the s e t  o f  equations 
w i t h  unknown i n i t i a l  cond i t i ons  which are  t o  be determined. The system 
we now deal w i t h  i s  the f o l l o w i n g  
T -  T T  where z - ( U  ,k ) .  
(2)  Make an i n i t i a l  est imate o f  k(O) and solve (18) and (19). 
(0) Th is  f i r s t  guessed s o l u t i o n  i s  denoted by z . 
(3 )  L inea r i ze  (21) t o  f i r s t  o rder  about z"). The l i n e a r i z e d  
vers ion  o f  (29 ) then becomes 
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ordinary d i f f e r e n t i a l  equations o r  a s e t  of a lgebraic  equations so  t h a t  
t he  computing time can be shortened. tiowever, these methods a r e  not 
promising f o r  the  wide c l a s s  of d i s t r ibu ted  parameter systems. In t h i s  
sec t ion  t r i a l - func t i  on expansions, or  more spec i f i c a l l y  , the  co l l  ocation 
methods, a r e  used t o  transform the pa r t i a l  d i f f e r en t i a l  equations i n to  a 
s e t  of ordinary d i f f e r e n t i a l  equations or a s e t  of a lgebraic  equations. 
In  these methods the unknown solut ion is  expanded in  a s e r i e s  
of known functions of posi t ion w i  t h  undetermined, a r b i t r a r y  functions of 
time. The expansion coe f f i c i en t s  a r e  normally determined by var ia t ional  
p r inc ip les  [39] or by weighted-residual methods [37,38]. Since the 
l a t t e r  aremore widely appl icable ,  the  weighted-residual methods a re  dis- 
cussed here. In the  method of weighted res iduals  the  unknown functions 
of time a r e  determined by sa t i s fy ing  the pa r t i a l  d i f f e r en t i a l  equations 
i n  some average sense,  such as  Galerkin 's  method, the l e a s t  squares 
method, or t h e  method of moments o r  poi ntwise sense, such a s  the collo- 
cat ion methods. In determining the  unknown functions, t he  col locat ion 
methods a r e  most d i r e c t ,  requiring only evaluations of the res idua l ,  
whereas the other  methods require  in tegrat ions .  Furthermore, f o r  prob- 
lems involving chemical react ions  with a nonlinear r a t e  expression, 
only the col locat ion methods a re  f ea s ib l e ,  s ince  the  other  methods re- 
qu i re  evaluation of complicated in tegra l s  involving exponential func- 
t ions  [36]. Therefore, the col locat ion methods wi l l  be used in this 
study . 
If t he  d i f f e r en t i a l  equation and boundary conditions a r e  
wr i t t en  
then u (x , t )  i s  approximated by a s e r i e s  expansion 
containing R known functions f i  (x) and R unknown functions a i  ( t ) .  
The unknown functions a r e  then determined by applying (1) and (2) o r  
(3) a t  each of the  R se lected points i n  Q . There a r e  th ree  
c lasses  of col locat ion methods, namely, i n t e r i o r ,  boundary and mixed 
[75]. In t e r i o r  col locat ion requires  a u ('I which s a t i s f i e s  the 
boundary conditions ident ical  l y ,  and the  function is adjusted t o  s a t i s -  
f y  (1)  and (2)  a t  R points i n  Q . Boundary collocation requires  a 
u which s a t i s f i e s  (1)  and ( 2 )  iden t ica l ly  and i s  adjusted t o  s a t i s -  
fy  (3) a t  R points on aQ . Mixed col locat ion requires  a u ( a )  
which does not s a t i s f y  ( I ) ,  (2)  or ( 3 )  and i s  adjusted t o  s a t i s f y  
( I ) ,  (2) and ( 3 )  a t  R points.  
The choice of approximating functions can be crucia l  i n  apply- 
ing the  collocation method. A t  present  there is no way generally 
ava i lab le  t o  choose the  bes t  approximating functions f o r  a given prob- 
lem systematically and uniquely. The choice of a t r i a l  so lu t ion  i s  up 
t o  t h e  ingenuity and experience of the invest igator .  The more t h a t  i s  
known about the  expected behavior of a so lu t ion ,  such a s  symmetry 
proper t ies ,  the  more i n t e l l f gen t l y  can the t r i a l  solut ion be s e t  up .  
However, two guidelines which may be used t o  help i n  the  choice of 
t r i a l  functions are:  to choose the t r i a l  functions to  be members of a 
complete s e t  of functions which sa t i s fy  the boundary conditions and t o  
choose the t r i a l  functions to be orthogonal in Q [63]. 
Once the part ia l  di f fe rent i  a1 equation has been transformed into 
a s e t  of ordinary different ial  equations or algebraic equations by the 
collocation method, the method of steepest descent or the other 
methods can be used to  estimate the parameters in the resulting equa- 
t ions.  Since the collocation method will  yield an approximate solution 
which i s  an expl ic i t  function of spat ial  variables,  this makes i t  
easier  to  determine the optimal measurement 1 oca t i  ons for  the parameter 
estimation in distributed processes. This may be considered as a very 
desirable feature of th is  method. This will  be seen i n  the next sec- 
t i  on, 
4. Accuracy of Constant Parameters Estimated i n  Partial  Differential 
E ~ u a t i  OnS 
In  this section the technique developed by Rosenbrock and Storey 
for  analyzing the accuracy of constant parameters estimated in ordi n- 
ary different ial  equations i s  extended t o  parameter estimates in 
part ia l  different ial  equations. The question is : given several e s t i -  
mated values of a certain parameter, for  example,as the r e s u l t  of 
d i f ferent  methods or d i f ferent  se t s  of data from various experiments, 
which estimate i s  most rel iable? The question i s  then reduced t o  a 
comparison of confidence intervals for  each parameter estimate, o r ,  
equivalently, variances of the error i n  the parameter estimates. The 
application of this  analysis in the optimal location of measurements 
is a lso  discussed here. 
4.1 Theory 
The t r u e  value k* and the  estimated value are r e l a t e d  by 
where K i s  t he  e r r o r  i n  t h e  est imate k^ . I n  order  t o  c a r r y  ou t  t he  
ana lys i s  i t  i s  necessary t o  assume c e r t a i n  s t a t i s t i c a l  p roper t i es  o f  
the measurement e r r o r s .  For  s i m p l i c i t y  we assume the  e r r o r s  of the 
i n d i v i d u a l  data po in ts  are independent and normally d i s t r i b u t e d  w i t h  
mean zero and covariance m a t r i x  Mr,S . Confidence i n t e r v a l s  on 
T can be obtained from P = E ~ K   1, the  covariance o f  the est imate er rors .  
The determinat ion o f  P proceeds as fo l lows when t h e  value k* o f  2 
t h a t  minimizes J has been found and the i n i t i a l  condi t i o n s  are known 
exact ly .  Consider the  f u n c t i o n  J (k*  + K )  de f ined by ( 5 ) .  Expanding 
J ( k *  + K) i n  a Tay lor  ser ies ,  and keeping on ly  terms o f  f i r s t  order  i n  
K we obta in  
where 
Notice t h a t  hr ,s a r e  the solutions of (8)- (10) .  Let K be chosen t o  
make J (k*+ K )  a  minimum and perform the minimization, obtaining 
where H i s  a symmetric matrix and defined by 
Now we a r e  in a position t o  calcula te  the expected value P of 
where E l  1 denotes the expectation operator. Since the e r rors  of 
the individual data points a r e  independent and normally d i s t r ibu ted  
with mean zero and covariance matrix M r S s  . (37)  becomes 
This equation determines P i f  H i s  nonsingular. 
I n  the  preceding ana lys i s  the  weight ing m a t r i x  Qr,s was chosen 
a r b i t r a r i l y .  A na tu ra l  con jec ture  a t  t h i s  p o i n t  i s  whether o r  n o t  one 
can f i n d  a weight ing m a t r i x  which i s  the  bes t  i n  some sense. I t  i s  
we1 1 known t h a t  the choice M F ; ~  the inverse  o f  the covariance m a t r i x  
o f  the e r r o r s  o f  data, f o r  t h e  we igh t ing  m a t r i x  y i e l d s  a minimum e r r o r  
covariance m a t r i x  [34,661. Due t o  t h i s  p roper ty ,  we s h a l l  hencefor th 
take  M;:~ as a weight ing m a t r i x  f o r  the ana lys i s  o f  the accuracy. 
Using M;' i n  the p lace o f  Q, , we have 3s 3s 
By (35)  the  e r r o r  i n  the est imated e r r o r s  o f  the parameters i s  normal ly  
d i s t r i b u t e d  w i t h  zero mean and covariance m a t r i x  P . Thus the  v a r i -  
T ance of the l i n e a r  combination b K o f  K i s  
where b i s  a u n i t  p-dimensional vector .  Then the  conf idence i n t e r v a l  
T A P associated w i t h  b k w i  11 be the  i n t e r v a l  bTk - aob t o  b k + aob 
[51]. The value o f  a depends on the  choice of conf idence l e v e l .  For 
T example, i f  we asse r t  t h a t  b L* l i e s  i n  the range bTii + 2ob , we s h a l l  
be r i g h t  i n  about 95.45% o f  cases i n  a l a r g e  number o f  s i m i l a r  estima- 
t i o n s .  The conf idence i n t e r v a l  f o r  the  i n d i v i d u a l  elements o f  i s  
determined by s e t t i n g  bi= 1 ; b.= 0, j # i . This g ives  
J 
I t  must be noted tha t  the confidence interval corresponding to  a given 
confidence level i s  not unique and the upper and lower confidence l imits  
a r e  not necessary to  be equidistant from b T i  . For instance,wi t h  the 
T same confidence level ,  95.45%, we can a s s e r t  t ha t  b k* l i e s  i n  the 
interval b T i  + 1 .8060b to b T i  - 2.3260~ . We observed tha t  i n  the f i r s t  
case the interval length i s  4ob, while i n  the second case the interval 
length i s  4.1320~ . T h u s ,  i n  general, we choose the f i r s t  case i n  which 
T A the upper and lower confidence l imits  a r e  equidistant from b k . 
I t  should be pointed out t h a t  i n  the calculations of Xr and , s 
G , E i s  used in place of k* . This i s  necessary because k* i s  
r 3s 
unknown, and i s  the best estimate which we have of k* . However, 
this approximation does not a f f ec t  the accuracy of the analysis because 
the errors caused by t h i s  subst i tut ion are  second order in K . This 
i s  the same order as errors  already ignored in the l inearizat ion of 
I t  i s  interest ing to  note tha t  the nonsingularity of H is a 
necessary condition f o r  the local observability of parameters or  local 
i den t i f i ab i l i  ty of parameters. This condition i s  equivalent t o  the 
condition given by Hwang and Seinfeld [45], Haddad and Cruz [43], and 
Tse [73] . I f  H - I  does not e x i s t ,  one or more elements of P a re  
i n f i n i t e ,  indicating one or  more parameters cannot be estimated from 
the given data. Thus, the local observabi 1 i ty depends on n ,m ,R ,S and 
the location of the measurements x1 ,x2,. ,xS . The concept of local 
observabi l i  ty or  ident i f iabi  1 i ty of parameters i s  very important because 
most of the nonlinear parameter estimation algorithms are  of the type 
of local variation. 
4.2 App l i ca t i ons  
There a r e  a t  l e a s t  two d i f f e r e n t  ways the  foregoing ana lys i s  
can be employed. The f i r s t  way i s  s imply the determinat ion o f  the  
r e l i a b i l i t y  o f  parameters est imated from no isy  data. Another use f o r  
t h i s  ana lys is ,  however, i s  i n  the p lanning o f  experiments o r ,  more 
s p e c i f i c a l l y  , the determinat ion  of the  opt imal  l o c a t i o n  o f  measure- 
ments i n  a d i s t r i b u t e d  region.  I n  t he  former case, t h i s  ana lys i s  i s  
used t o  determine t h e  accuracy o f  k i n e t i c  parameters est imated f rom 
batch and i n t e g r a l  r e a c t o r  data f o r  four  fundamental reac t ions ,  and 
the  r e 1  i a b i  1 i t y  o f  r e s e r v o i r  parameters from h i  s t o r y  matched d r i  11 
stem t e s t s .  . The r e s u l t s  a re  presented i n  Appendices IP-B and 11-C. 
For the l a t t e r  case a method o f  determining the  opt imal  l o c a t i o n  o f  
measurement p o i n t s  i s  proposed i n  t h i s  sect ion.  
The problem which we a r e  faced w i t h  i n  t he  p lanning o f  expert- 
ments, t h e  o b j e c t i v e  o f  which i s  t he  es t imat ion  o f  unknown parameters. 
appearir lg i n  t h e  system (1 ) - ( 3 )  based on the observat ions (4), -is a t  
what loca t ions ,  i .e. , xl , . ,xS , shoul d the  measurements be taken such 
t h a t  t h e  h ighes t  accuracy of t he  est imated parameters i s  achieved. 
Since P = H-I represents the covariance o f  est imated e r ro rs ,  the  
m a t r i x  P w i l l  p rov ide  useful  i n fo rma t ion  on the choice of the opt imal  
measurement po in ts .  Several c r i t e r i a  which are  some func t ion  o f  the 
e r r o r  covariance ma t r i x  P have been proposed i n  the  case i n  which the 
model cons is ts  o f  a s e t  o f  a lgeb ra i c  r a t h e r  than d i f f e r e n t i a l  equations. 
b o n g  these a r e  t h e  f o l l o w i n g :  
( a )  Maximization of the minimum eigenvalue of H with respect 
t o  measurement points [4]. Note that  the measurement "points" can be 
referred to  as the locations in spatial  domain, some particular times 
i n  time domain or some independent variables such as temperature, e tc .  
(b) Minimization of the determinant of the matrix P or  the 
product of i t s  ei genval ues, or maximization of the determinant of the 
matrix H or the product of i t s  eigenvalues with respect t o  the meas- 
urement points [16]. 
(c )  Minimization of the trace of the matrix P or l / t race  H 
with respect t o  the measurement points 1271. We note that  the trace 
of P i s  the sum of the variances of the components of k . Aoki and 
Staley [31 show tha t  in the multi-parameter case the maximization of 
t r  H i s  asymptotically equivalent t o  the minimization of t r  P . 
Before proceeding t o  choose the c r i te r ion ,  we assume tha t  we 
are  interested in a l l  P parameters. For the single parameter case 
xl , . a -  ,xS a re  chosen to  minimize P o r  maximize H di rec t ly ,  since 
P o r  H i s  a scalar.  I t  i s  clear that  the best choice for  a c r i te r ion  
of optimality i s  not obvious fo r  the mu1 ti--parameter problem and we 
are not to  expect that these three c r i t e r i a  will lead t o  the same 
optimal measurement locations. Since i t  i s  assumed tha t  the values of 
a l l  the parameters are  of equal in te res t  to  the experimenters, a 
reasonable c r i te r ion  i s  that  i t  should minimize the volume of the joint  
confidence region of the parameters. This leads us to  choose the 
c r i te r ion  (b) as  a cr i ter ion of optimality because the square root of 
the determinant of H i s  inversely proportional to  the volume of the 
j o i n t  conf idence reg ion  and note t h a t  d e t  H = l / d e t  P . Th is  
c r i t e r i o n  may possess the undesi rable c h a r a c t e r i s t i c  t h a t  the  r e s u l t i n g  
shape of t he  j o i n t  conf idence reg ion  may be a h i g h l y  elongated hyper- 
e l l i p s o i d  i n  s p i t e  o f  the f a c t  t h a t  the  minimum volume has been 
achieved. I n  t h i s  s i t u a t i o n  some of the P parameters may be ill- 
determined. We note t h a t  the  c r i t e r i o n  (c )  a l s o  possesses t h i s  charac- 
t e r i s t i c .  However, the  a b i l i t y  o f  the c r i t e r i o n  (b)  t o  lead t o  p rec ise  
parameter est imates i n  a smal l  number o f  data has been demonstrated by 
K i t t r e l l  e t  a l .  [52], Graham and Stevenson [42], Sater and Stevenson 
[67], and Juusola e t  a1 . [49]. I n  add i t i on ,  t he  c r i t e r i o n  (b )  i s  more 
t r a c t a b l e  a n a l y t i c a l l y  o r  numer ica l l y  than the  c r i t e r i a  (a)  and ( c ) .  
Thus, the  c r i t e r i o n  (b)  w i l l  be used i n  t h i s  study. 
I n  o rder  t o  make the problem more manageable, the f o l l o w i n g  
assumptions a re  made: 
(a) The errors i n  measurement a re  random. On the  o ther  hand, we 
do n o t  know i n  advance where we can g e t  t he  most accurate observat ions. 
(b) The number o f  t imes a t  which data a re  taken i s  f i x e d .  I f  
the  observat ions a r e  taken a t  some p a r t i c u l a r  s p a t i a l  l oca t i ons  con- 
t i nuous l y ,  t he  pe r iod  over which the observat ions are  made i s  f i x e d .  
(c )  The number o f  measurement l oca t i ons  i s  f i x e d .  
(d) A method e x i s t s  t o  est imate the parameters* 
The c r i t e r i o n  w i l l  be independent o f  the  values o f  parameters i f  
the  s o l u t i o n  o f  (1 ) - (3 )  i s  a l i n e a r  f u n c t i o n  o f  parameters. I n  general, 
t he  s o l u t i o n  o f  (1 ) - (3 )  i s  non l inear  i n  parameter k , the re fo re  the 
c r i t e r i o n  i s  a f u n c t i o n  o f  parameters. This  means t h a t  the choice o f  
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the opt imal  l o c a t i o n s  depends on the ac tua l  values o f  the  P parameters. 
Th i s  i s  the reason we make the assumption t h a t  there  e x i s t s  a  method t o  
est imate the  parameters. I n  f a c t  i f  we know noth ing  about t he  param- 
e te rs ,  we cannot design the experiments f o r  t he  es t imat ion  o f  parameters. 
Due t o  the  dependence of the  c r i t e r i o n  on the values o f  parameters, an 
i t e r a t i v e  method seems t o  be the most p l a u s i b l e  one t o  solve t h i s  prob-. 
lem. We use the  p re l im ina ry  est imate values of parameters 2 i ns tead 
o f  the  t r u e  values o f  parameters k* i n  the c r i t e r i o n  t o  determine the  
optima1 loca t i ons ,  the  r e s u l t s  of which a re  used t o  design the  exper i -  
ments and ob ta in  the  new est imates of parameters, and so on. 
I n  summary, t h e  problem o f  opt imal  l o c a t i o n s  o f  measurements can 
be s t a t e d  as f o l l o w s  : Determine t i l e  S l oca t i ons  (x,) , s=l ; - * ,S t o  
maximize It91 sub jec t  t o  the cons t ra in t s  
where r i s  some prescr ibed constant.  The f i r s t  c o n s t r a i n t  s ta tes  
t h a t  the  l oca t i ons  be placed on the boundary o r  w i t h i n  the  boundary. The 
second c o n s t r a i n t  i s  a t t r i b u t e d  t o  phys ica l  l i m i t a t i o n s .  Th is  means 
t h a t  we cannot p lace  two sensors too c lose .  As posed above, t h i s  i s  a  
non l inear  programming problem. The g rad ien t  p r o j e c t i o n  method developed 
by Rosen [65] can be app l i ed  t o  solve t h i s  problem. 
We can now fo rmula te  the  f o l l o w i n g  a lgo r i t hm f o r  so l v ing  t h i s  
problem: 
(a)  Make an i n i t i a l  est imate o f  k0 and so lve  (1)- (3)  and 
(8)-(10) 
cb) Assume values f o r  the S observat ion p o i n t s  (xs) ,  
s= l  , ,S . Denote these i n i  ti a1 guesses by (x:) , s=1,2, * , S .  
( c )  Compute / H I  by (39) .  I n  the  c a l c u l a t i o n  o f  IH /  , i t  
i s  assumed t h a t  M = 102 where 0* denotes the  common var iance o f  
each observat ion.  Denote t h i s  va lue o f  IH I by 1 HOl 
(d)  Use a  g rad ien t  p r o j e c t i o n  method t o  deCermine t h e  opt imal  
l oca t i ons  xs, s = l  , - - a  ,S . Note t h a t  t h i s  i s  the opt imal  s o l u t i o n  f o r  
k  = kO. Denote these new po in t s  by ( x i ) ,  s= l , - . .  ,S . I n  the  process 
o f  us ing  the g rad ien t  p r o j e c t i o n  method we a re  r e q u i  red t o  c a l c u l a t e  
the  g rad ien t  a lH 1 / axs several  times. There i s  n o t  any d i f f i c u l t y  i n  
c a l c u l a t i n g  t h i s  g rad ien t  because / H I  i s  a  func t i on  o f  A a t  t he  ob- 
se rva t i on  p o i n t s  and we have a l ready ca l cu la ted  the  value o f  X over 
a l l  the  whole domain i n  (a ) .  The g rad ien t  i s  ca l cu la ted  by  t h e  f i n i t e  
d i f f e r e n c e  o f  the  form 
where Axi i s  a  small f r a c t i o n  of xi . 
(e)  Take measurements a t  (x;) , s=l , .  . . ,S and est imate the  
parameters based on these new observat ions. Denote the  new est imates 
by k ' .  
( f )  Return t o  s tep  (a )  and rep lace k0 by k '  and (x;) by 
(x;)~ s = 1 3 - - * , S  
(g) Continue i t e r a t i n g  u n t i  l subsequent changes i n  (x,) , 
s= l  , e . -  ,S a r e  l ess  than a  c e r t a i n  l e v e l ,  
where 5 i s  a p reset  convergence c r i t e r i o n .  
A simple sub-optimal way c a l l e d  "imbedding" technique proposed by 
Jamshidi [47] and employed by Yu and S e i n f e l d  [77] t o  determine the  
opt imal  measurement p o i n t s  f o r  the s t a t e  es t imat ion  can be app l i ed  t o  
solve t h i s  problem. 
The method proposed i n  t h i s  sec t i on  can be a p p l i e d  t o  determine 
the opt imal  i n p u t  (assumed the  measurement l o c a t i o n s  a r e  f i x e d ) ,  f o r  
ins tance the heat  f l u x ,  f o r  constant  parameter es t ima t ion  as w e l l .  This  
problem has been t r e a t e d  f o r  es t ima t ing  constant  parameters i n  o rd ina ry  
d i f f e r e n t i a l  equat ions o r  d i f f e r e n c e  equations by Kalaba and Spingarn 
[50], Mehra [60], Aoki and S ta ley  [3], and Nahi and Wa l l i s  [62]. 
5. Examples 
I n  t h i s  sec t i on  a few computational examples are  presented t o  
supplement the t h e o r e t i c a l  d iscussions g iven above. 
5.1 Example 1: Es t imat ion  o f  the D i f f u s i v i t y  i n  the Heat Equation 
We consider  a system governed by the heat equat ion 
u(O,x) = s i n  nx 0 ~ x 2 1  (47) 
u(t ,O) = u ( t ,9 )  = 0 0 ~ t d T  (48) 
i n  which observat ions o f  the s t a t e  a re  made a t  R t imes and S s p a t i a l  
1 oca ti ons , 
Yr ,s = u(tr .xS) + ( e r r o r s )  
r = 4,2,... ,R 
S =1,2,*..,S 
The no isy  measurements a r e  generated a r t i f i c i a l l y  by 
where uk(tr ,xs) i s  the exact  s o l u t i o n  o f  (46)-(48) w i t h  k equal t o  
t he  assumed t r u e  value of one, and Gauss(a ,b) i s  a normal ly  d i s t r i b u t e d  
random v a r i a b l e  w i t h  mean a and standard d e v i a t i o n  b . The problem 
i s  t o  determine k t o  minimize 
where QrPS  has been taken as i . Each o f  t he  s i x  quest ions i n  the 
beginning o f  t h i s  chapter  i s  s tud ied  i n  t h i s  example. 
5.1.1. Steepest Descent and Q u a s i l i n e a r i z a t i o n  
The ef fect  o f  the  l e v e l  o f  measurement e r r o r  was s tud ied  w i t h  
R=200, S = 9 ,  N = 9 ,  kO= 0.5, T = 0 . 2 ,  a = O  and b = 0 . 3 .  The conver- 
gence c r i t e r i o n  used was E =0.005 and i n  steepest descent Y= 0.5 . 
The r e s u l t s  f o r  a =  0.9, 0.3 and 0.5 are  shown i n  Table 11-1. Ne i ther  
method i s  o v e r l y  s e n s i t i v e  t o  the l e v e l  o f  measurement e r ro r ,  w i t h  
approximate ly  two percent  maximum e r r o r  i n  k . Th is  r e s u l t  i s  en- 
couraging, a1 though necessary, f o r  the general use o f  both methods. 
Steepest descent i s  s l i g h t l y  more accurate and somewhat f a s t e r  
Table 11-1, Effect of Level of Measurenlent Error on 
CT Steepest Descent Quasi l inearization 
i te ra t ions  
% error  
comp. time, sec. 
i t e ra t ions  
O b 3  % error 
comp. time, sec. 
i terat ions 
O s 5  % error 
comp. time, sec. 
computational ly ,  although the differences a r e  not significant.  Computing 
times reported are  for an IBM 360-75. 
The ef fec t  of the number of times R a t  which data i s  taken was 
studied next with S = 9 ,  N = 9 ,  Tz0 .2 ,  kO= 0.5, a =  0, b = 8 . 3 ,  ~ 0 . 3 ,  
y = 0.5,  and E = 0.005. The resul ts  for  R='200, 100, 20 and 90 are 
shown in Table 11-2. For small values of R i t  appears that  the accuracy 
of steepest descent deteriorates f a s t e r  than tha t  of quasilinearization. 
A t  large values of R computing times are  roughly comparable for  the 
two methods, although as R decreases, steepest descent becomes more 
than twice as  f a s t .  A constant value of y was used f o r  the resul ts  in 
Tables 11-1 and 11-2. As we outlined, y can also be computed from 
Table 11-2- E f f e c t  o f  Number of Measurement Times R on E 
R Steepest Descent Quasi 1 i n e a r i z a t i o ~  
'2 1.01 733 0.97894 
i t e r a t i o n s  14 6 
% e r r o r  1.73 2 *11  
comp. t ime, sec. 16.01 18.67 
i; 1 .02600 0.98176 
i t e r a t i o n s  14 5 
loo % e r r o r  2.60 1.82 
comp. t ime,  sec. 10.61 14.56 
A 
k 1.02058 0.98314 
i t e r a t i o n s  10 6 
20 % e r r o r  2.06 1.69 
comp. t ime, sec. 6.57 15.44 
l" t e r a  ti ons 11 
10 % e r r o r  7.62 
comp. t ime,  sec. 6.64 
(1  1) .  The R = 20 case i n  Table 11-2 was repeated us ing  t h e  second va r i a -  
t i o n  (11 ), w i t h  k = 0.99875 i n  f o u r  i t e r a t i o n s  and 6.39 seconds. I t  
thus appears t h a t  y can be chosen a r b i t r a r i l y  o r  computed from (11) 
w i t h  rough l y  s i m i l a r  r e s u l t s .  Use of (11) r e q u i r e s  the  e x t r a  computa- 
t i o n s  o f  (13)- (15)  and thus w i l l  n o t  save computing t ime  s u b s t a n t i a l l y  
over a guess o f  y based on the  r e l a t i v e  magnitudes o f  k and J . 
The ef fec t  of the number of spat ial  locations S a t  which 
data is  taken and the location of these measurements was studied with 
R.20, ko= 0.5, T =0.2, N=9,  y = 0.5, 0 -0 .3 ,  a = 0 ,  and b -0.3 . 
The resul t s  for  S = 9 ,  2 and 1 are  shown in Table 11-3; for  S = 2, 
xl= 0.1 and x = 0 . 4 ,  and fo r  S = l ,  x = 0 . 1 ,  0.3 and 0.5. The l a s t  
three cases were included t o  study the ef fec t  of the location of the 
s ingle measurement i f  only one can be used. We see tha t  there i s  
essent ial ly  no difference between for  S = 9 and S = 2, and, in 
h 
f a c t ,  k for  S =  2 a re  s l igh t ly  bet ter ,  a f a c t  which can only be 
a t t r ibuted  to  the different  shape of the J ( k )  surface and the parti-  
cular  i te ra t ions .  T h u s ,  i n  t h i s  system S = 2 i s  suf f ic ient  for  
highly accurate 2 . Also we note tha t  locating the measurement a t  
0.5 appears t o  yield the best estimates. We will consider th i s  p o i n t  
shortly.  
Finally,  the ef fec t  of the i n i t i a l  guess k0 was examined. 
In the steepest descent i t  i s  necessary t o  adjust y , or use (1 I ) ,  
when i n i t i a l  guesses are  poor. Although we will not present the 
r e su l t s ,  convergence was obtained for  k0 as  small as 0.0001 and as 
large as  2.5 i n  both methods. As k0 i s  poorer, the f inal  estimates 
are  not as accurate. 
5.1.2 Inter ior  Collocation 
Of the three collocation methods, the in ter ior  collocation i s  
more versa t i le ,  since i t  can be used for  nonlinear different ial  equa- 
t ions.  T h u s ,  the in ter ior  collocation will be used i n  t h i s  study. The 
Table 11-3. Effect of Number and Location of Measurements on k 
S Steepest Descent Quasi 1 inearization 
i terat ions 
% error 
comp. time, sec. 
i tera t i  ons 
% error 
comp. time, sec. 
1 i tera t i  ons 
( x ~ ' O * l )  % error 
comp. time, sec. 4.80 12.22 
1 i terat ions 
( ~ 1 ' 0 ~ 3 )  % err,, 
comp. time, sec. 4.51 12.13 
1 i tera ti ons 6 
(xl'005) % error 3.22 
comp. time, sec. 4.53 
i n t e r i o r  col locat ion requires  t h a t  the approximate function s a t i s f y  the  
boundary condit ions i den t i ca l l y  and be adjusted t o  s a t i s f y  t he  pa r t i a l  
d i f f e r e n t i a l  equations and i n i t i a l  condition a t  a  number of points.  We 
assume the  approximation function 
In order t o  s a t i s f y  (48) we choose 
1 1  A ( t )  = - , ~ ( t )  - , C(t )  
and (52) becomes 
1 1 Let us use x = 3 and x  = - as  col locat ion points.  Evaluating (54) 2 
a t  t = O and  u s i n g  (47) we f ind  B(0) = -4.90625 and C(0) = 3.625 . 
Evaluating (54) f o r  t > O  we obtain 
the  solut ions  of which a r e  
B(t )  = 0.053e-60*6kt - 4.969e -9.9kt (57) 
C(t) = 0.184e -60.6kt i 3.809e -9.9kt (58) 
Comparison of (54) with (57) and (58) t o  the previously used f i n i t e  d i f -  
ference solution revealed t h a t  the  col locat ion so lu t ion  is s l i g h t l y  more 
accurate. 
The value of k t h a t  minimizes (51) can be readi ly  determined 
using (54) ,  (57) and (58). We obtain = 0.99120, a s  compared t o  
1.03217 and 0.92916 f o r  the conditions of the l a s t  entry i n  Table 11-3. 
I t  thus appears t h a t  pa r t i a l  d i f f e r en t i a l  equation solution methods based 
on t r i a l - func t ion  expansions may be not only a des i rable  a l t e rna t i ve  t o  
f i  ni t e  differences but a l so  a powerful tool f o r  parameter estimation. 
5.1.3 Confidence Interval  Analysis and Optimal Measurement 
Location 
A confidence in terval  analys is  f o r  the estimation of k i n  (46)- 
2 (48) was carr ied out.  I f  i t  i s  assumed t h a t  M r  = a I , then the  
, s 
variance of the e r ror  in  estimates of k i s  given by 
R S  2 
2 
-kn tr 2 - 1 1 ( - T I  tr e s in  nxS) 
r = l  s= l  
I t  can be seen t ha t  P does not become i n f i n i t e  on 0 < x 4 1 and t ha t  
t he  system i s  observable. I f ,  however, the i n i t i a l  condition (47)  were 
uo(x) = s in  4nx , the  variance of the  e r ror  in  k i s  
R S  2 2 -16kn tr 2 - 4 ( - 1 6 n t r e  s in  471xs) 
r = l  s= l  
Now, if the measurements a re  only a t  the nodes 0.25, 0.50, 0.75, 
2 
a k  +- and the system i s  unobservable. One measurement a t  a point other 
than a node wi l l  make the system observable. 
2 2 2  F igure  11.1 shows t i l e  dimensionless variance ok/k o vs. kT f o r  
var ious  values o f  R and S = 9 . A minimum value o f  t h e  dimensionless 
var iance e x i s t s  f o r  every R a t  kT = 0.156 . Given several  values o f  
k from d i f f e r e n t  es t ima t ion  schemes (and n o t  knowing the  t r u e  value) ,  
one can determine the  most accurate value from F igure  11.1. F igu re  11.2 
shows the  r e l a t i o n s h i p  between o:/k202 and R as a  func t i on  o f  kT . 
The dimensionless var iance i s  a  s t rong f u n c t i o n  o f  R f o r  R < 20 and 
a  weak f u n c t i o n  o f  R f o r  l a r g e r  values o f  R . This i s  cons i s ten t  
w i t h  the  r e s u l t s  i n  Table 11-2. 
Confidence i n t e r v a l s  f o r  the  est imates o f  k  can a l s o  be deter -  
mined by  per forming a  l a r g e  number o f  computer experiments which d i f f e r  
o n l y  by the  s e t  o f  experimental e r r o r s  generated. Such an ana lys i s  
appears i n  Appendix 1I.A. 
Since the  parameter i s  a  sca la r ,  the problem o f  s e l e c t i n g  an 
opt ima l  measurement l o c a t i o n  reduces t o  the  min imiza t ion  o f  P o r  
of by choice o f  xl ,xS . For t h i s  p a r t i c u l a r  example, t he  choice 
of op t i ona l  measurement l o c a t i o n  i s  independent o f  t he  value o f  k  . 
Thus, sequent ia l  experimental  design i s  n o t  necessary. l o  i 1 l u s t r a t e ,  
f i r s t  l e t  us consider  one measurement case, i .e., S = 1 . For  t h i s  
case, the var iance o f  the  e r r o r  i n  est imate k i s  g iven by 
2  
2  -kn tr 2  P = o: = 0 2 [ {  1 (-n t r e  ) } s i n  2  n xl]" 
r = l  
C lea r l y ,  the minimum value o f  oL i s  achieved a t  x, = 0.5 . However, k 
f o r  t h e  case o f  two measurements the  opt imal  l o c a t i o n  i s  n o t  so 
obvious. L e t  us consider  t he  opt imal  l o c a t i o n  o f  two observat ions i n  
two cases: ( i )  u(0,x) = s i n  nx , and ( i i )  u(0,x) = s i n  2~rx  . 
I n  case ( i )  i t  i s  requ i red  t o  determine xl and x2 t o  
m i  n imi  ze 
2 R - k n t r 2  
P = 0: = 02[{ 1 (-x t re  ) } ( s i n  2 nxl+ s i n  2  nx2)]-' (62) 
r = l  
sub jec t  t o  t he  cons t ra in t s  
Now apply the  g rad ien t  p r o j e c t i o n  method and s t a r t  f rom xl= 0.85 and 
x2= 0.75 . The opt imal  measurement p o i n t s  a r e  found a t  xl= 0.55 and 
x2= 0.45 . This i s  a constra ined minimum, i .e . ,  opt imal  p o i n t s  l i e  on 
the  boundary. The opt imal  l o c a t i o n s  of measurements are  found a t  
xl= 0.50 and x2= 0.40 o r  x2= 0.60 if the "imbedding" technique i s  
employed. Obviously,  t h i s  s o l u t i o n  i s  n o t  the  optimum. 
I n  case ( i i ) ,  i t  i s  requ i red  t o  choose xl and x2 t o  minimize 
sub jec t  t o  (63)-(65).  Apply the g rad ien t  p r o j e c t i o n  method aga in  and 
s t a r t  f rom x,= 0.55 and x2= 0.45 . The opt imal  l oca t i ons  a re  
xl= 0.75 and x2= 0.25 . This i s  an i n t e r i o r  minimum, i .e.. opt imal  
l o c a t i o n s  a r e  i n  t he  i n t e r i o r .  
From column 3 of Table 11-3 we can see t h a t  the percent e r ro r  
i n  the estimate of k i s  13.83% f o r  one observation a t  xl= 0.1 and 
3.22% fo r  one measurement a t  x l=  0.5 which i s  the  optimal location.  
The r e s u l t s  c l ea r ly  show the  advantage of taking the measurements a t  
t he  optimal location.  
5.2 Example 2: Estimation o f  the Activation Energy f o r  a Single 
Reaction 
Let us consider the problem of estimating the ac t iva t ion  energy 
f o r  a s ing le  reaction from steady s t a t e  and t rans ien t  data in  an 
adiabat ic  plug flow reactor .  I f  the reaction is  i r r eve r s ib l e  and f i r s t  
order,  physical propert ies a r e  constant ,  and the  e f f ec t  of radia l  
gradients and turbulent  axia l  d i f fus ion a r e  negl igible ,  the  t rans ien t  
behavior of the reactor  i s  described in  dimensionless terms by 
u1 (x)  and u (x )  a r e  the steady s t a t e  solutions t o  (67) and (68) 
0 2o 
with cl = 1 and $= 0 . We assume measurements of both concentra- 
t ions  u l  , and temperature u p  , may be made a t  R times and S 
locat i  ons , 
,x ) + ( e r ro r s )  Yl  = ul ( t ,  , 
r , s  
y2 = u2(tr ,xs)  + ( e r ro r s )  
r , s  
We des i re  t o  estimate the  dimensionless act ivat ion energy k from both 
steady s t a t e  and t rans ien t  experimental data.  Ar t i f i c i a l  measurements 
a r e  genera Led by 
* 
i , X  ) [ l  + a Gauss (a , b ) l ,  i = l , 2  = u i  (tr s 
r ,S 
where u*(t,x) i s  the solution of (67) - (72)  w i t h  @ = 7.1203 and the  
assumed t rue  value of k = 30.1588, values taken from Crider and Foss 
[32]. In the t rans ien t  case q(t) = 1 + 0.005t and 'ii2(t) = 0 .  In 
pract ice  i t  is ea s i e r  to  measure temperature than concentration, so i n  
addl t ion  to  the  questions raised in the beginning of the paper we want 
t o  study the e f f ec t  of the number of s t a t e  variables measured. For a l l  
otses a = 0 and b = 0.3 i n  (75). 
Let us f i r s t  consider the estimation of k from steady s t a t e  
temperature measurements only. Since the system i s  now governed by one 
ordinary d i f f e r en t i a l  equation, the s teepest  descent and quasil ineariza- 
t ion methods need not be deta i led.  F i r s t ,  we examine the  e f f ec t  of the 
level of measurement e r ro r .  The r e su l t s  f o r  S = 20 (xl= 0.025,- - , 
X20 = 0.50) and kO= 15 a re  shown in Table 11-4 fo r  0 = 0.1, 0.3 and 
0.5. Again the resu l t s  a re  relat ively unaffected by the level of error.  
Computing times for  a1 1 the steady s t a t e  examples were two to three 
seconds. The effect  of the number of locations S was studied next 
for  CI = 0.3, ko= 15, the resul ts  of which a re  shown in Table 11-5. For 
S = 5, xl= 0.1 , .**  ,x5= 0.5 , and for  S = 3 , xl= 0.2, x2= 0.35 and 
x3= 0.50. As S decreases the estimate errors increase, as expected. 
Table 11-4. Effect of Level of Measurement Error on (Steady State ,  
Temperature Measurements Only) 
CJ Steepest Descent Quasi 1 inearimation 
0.1 i tera  t i  ons 
% error 
0.3 i tera t i  ons 
% error  
0.5 i terat ions 
% error 
I t  i s  interesting to  explore the advantage sf  measuring the con- 
centration in  addition to  the temperature when the number of measurement 
i. locations i s  small . If the concentration i s  also measured i n  the S =  5 
'since concentration and temperature are  not i dependent in the adiabatic 
steady s t a t e  case, this  resul ts  in m > n . 
case i n  Table 11-5, we obtain k = 30.07054, an e r ro r  of 0.29%, by 
s teepes t  descent. If concentration i s  measured i n  the S = 3 case 
i n  Table 11-5, k = 30.51721, an e r ro r  of 1.19% by quasi l inear izat ion.  
T h u s ,  highly accurate estimates can be obtained by measuring both 
temperature and concentration a t  a few points a s  well a s  by measuring 
only temperature a t  many points.  
A 
Table 11-5. Effect  of the Number of Measurements on k (Steady S ta te  
Temperature Measurements Only) 
S Steepest  Descent Quasi 1 i nearination 
20 i t e r a t i ons  
% er ror  
h 
k 
i t e r a t i ons  
% e r ro r  
3 i t e ra  t i  ons 20 4 
% er ror  5.03 4.15 
Now l e t  us consider the estimation of k from t rans ien t  expep- 
h 
imental data. O f  i n t e r e s t  wil l  be comparisons of the accuracy of k 
and computing times f o r  t rans ien t  vs. steady s t a t e  experimental data. 
As before, we f i r s t  consider the e f f ec t  of the  level of measurement 
A 
er rors  on k . The t rans ien t  experiment i s  assumed t o  be r u n  from 
t = 0 t o  T = 0.6 w i t h  measurements made only a t  the o u t l e t  of the 
reactor ( S = l )  with the dimensionless length x = 0.12. In addition, 
only measurements of temperature will be made. Results for  R = 30, 
3 N = 12, kO= 15, y = 2 x10 , o = 0.1, 0.3 and 0.5 are  shown i n  Table 
11-6. Steepest descent appears to be more sensit ive to  the level of 
errors as o increases. Computing times for the resul ts  i n  Table 
11-6 are  approximately 20 seconds for steepest descent and 40 seconds 
for  quasil inearization. 
A 
Table 11-6. Effect of the Level of Measurement Error on k (Transient 
Case, Temperature Measurements Only) 
0 Steepest Descent Quasilinearization 
A 
k 
0.1 i terat ions 
% error 
A 
k 29.92751 30.48781 
0.3 i terat ions 5 4 
% error 0.77 1.90 
A 
k 
0.5 . i terat ions 
% error 
3 The ef fec t  of R for  S = 1, N = 12, kO= 15, Y = 8 x 1 0  , 
a = 0.3 i s  shown in  Table 11-7. As R decreases, the error increases, 
both methods yielding almost identical resul ts .  Again quasilinearima- 
tion takes roughly twice as long as steepest descent. I t  i s  now 
i n t e r e s t i n g  t o  see whether t he  e r r o r s  can be decreased s i g n i f i c a n t l y  by 
a l s o  measuring the  concent ra t ion  a t  the reac to r  o u t l e t .  We consider t he  
case then S = 1 w i t h  R = 10, N = 12, a = 0.3, i n  comparison w i t h  the 
A 
R = l o  case i n  Table 11-7. When both var iab les  are  measured k = 30.74994 
(1.97% e r r o r )  and 30.68687 (1 .75% e r r o r )  f o r  s teepest  descent and quasi - 
l i n e a r i z a t i o n ,  respec t i ve l y .  
A 
Table 11-7. E f f e c t  o f  Number o f  Measurement Times R on k (Transient  
Case, Temperature Measurements Only) 
R Steepest Descent Quasi l i near i  z a t i  on 
30 i t e r a t i  ons 5 4 
% e r r o r  1.07 1 -10  
A 
k 29.58272 29.5861 0 
? 5 i t e r a  ti ~ r ? s  7 4 
% e r r o r  1.92 1.91 
10 i t e r a t i o n s  
% e r r o r  
5.3 Example 3: Est in iat ion o f  Petroleum Reservoir  Pe rmeab i l i t i es  
The pressure behavior o f  a r e s e r v o i r  i n  t h e  v i c i n i t y  o f  a s i n g l e  
producing w e l l  can be described by a r a d i a l  form o f  t he  heat  equat ion 
i n  whi ch there  a r e  two concent r ic  regions o f  d i f f e r e n t  permeabi 1 i t i e s ,  
an inner  reg ion  and an outer  reg ion  [59]. A technique f o r  determining 
reservoir properties in the vicinity of a well i s  a drillstem t e s t  in 
which the reservoir pressure a t  the well i s  measured during a period of 
constant production followed by a shut-in period. If u l ( x , t )  and 
u2(x, t)  represent the pressures in the inner and outer regions, respec- 
tively, where x i s  the distance from the wellbore, the transient 
pressure behavior i s  governed by 
100 bbl /day 
q ( t 1  = l o  
The problem i s  t o  estimate the two permeabili t i e s  kl and k 2  
from measurements of the well pressure, 
y(O,t r )  = ul(O,tr)  + ( e r ro r s )  r =  1 , 2 , - - -  .R (83 
We employ the following parameter values: a = 0.00289 darcy-min, 
X = 10.074, xa = 0.36, po = 400 ps i ,  B = 36.35 psi--darcy/cu.ft/min, 
tf= 100 m i n  and T = 200 min. The t rue  values of k ,  and k 2  a r e  
both assumed t o  be 10 md. As before, the noisy observations a re  gen- 
era ted by 
* 
where u l  i s  the solut ion of (76)-(82) with k l =  k2= 10 md. 
The r e su l t s  of s teepes t  descent a r e  presented i n  Table 11-8. 
Even i n  the case of no measurement e r r o r s ,  both k l  and k 2  a r e  e s t i -  
mated re la t ive ly  inaccurately.  With one percent e r r o r ,  the  k 2  e s t i -  
mate de te r io ra tes  considerably. Since the only measurement i s  a t  the  
x = 0 boundary, i t  i s  necessary to  observe the response as long as  
possible t o  ascer ta in  the  e f f ec t  of k 2  on u l  ( 0 , t )  . 
lab1 e If -8. Results of Estimation of Permeabil i t i e s  by Steepest  Descent 
I n i  t i  a l Guess 
o b R k l  2 1 2 I t e ra t ions  T h e  (see) 
5.4 Conclusions 
The f o l l o w i n g  conclusions can be drawn from the computational 
r e s u l t s  : 
(1)  Steepest descent i s  s l i g h t l y  more s e n s i t i v e  t o  t h e  l e v e l  of 
experimental  e r r o r  than i s  q u a s i l i n e a r i z a t i o n ;  however, both methods 
a r e  genera l l y  e f f e c t i v e  a t  l e v e l s  approaching 15% e r r o r .  
(2 )  Steepest descent i s  rough ly  1.5 t o  2.0 t imes as f a s t  as 
q u a s i l  i n e a r i z a t i o n  f o r  the  s p e c i f i c  computations repor ted.  Th is  com- 
pa r i son  w i  11 depend i n  general on kO, y , and N . 
(3) The range o f  i n i t i a l  guesses f o r  which convergence can be 
obta ined f o r  the  steepest descent method i s  l a r g e r  than t h a t  o f  the 
quasi 1 i n e a r i  zat ion.  
( 4 )  The q u a s i l i n e a r i z a t i o n  converges f a s t e r  than the  method o f  
s teepest  descent and the  q u a s i l i n e a r i z a t i o n  e x h i b i t s  quadra t ic  conver- 
gence, i f  convergent a t  a l l .  The choice o f  the  s tep  length  y 9s 
impor tan t  f o r  the  r a t e  o f  convergence i n  s teepest  descent. I f  y i s  
chosen a r b i t r a r i l y ,  numerical experiments a r e  necessary t o  determine 
t h e  range of y values necessary f o r  convergence. Otherwise, y can 
be computed from the  second v a r i a t i o n  o f  J a t  t h e  expense o f  the addi  
t i o n a l  computing requ i red .  
(5) In the  f i r s t  two examples h i g h l y  accurate est imates were 
ob ta ined w i t h  measurements a t  o n l y  a few s p a t i a l  l oca t i ons .  A poss ib le  
conc lus ion  i s  t h a t  b e t t e r  est imates can be obta ined by t a k i n g  data fo r  
as long a t ime as poss ib le  a t  a few loca t i ons  r a t h e r  than a t  many loca-  
t i o n s  f o r  a s h o r t  time. However, t h i s  quest ion i s  very much dependent 
on the  i n i t i a l  c o n d i t i o n  uo(x)  and the shape o f  u (x , t )  and may n o t  
be t r u e  i n  general. 
( 6 )  Estimates o f  k i n  the  p lug  f l o w  r e a c t o r  were improved 
markedly by measuring both concentrat ion and temperature a t  t he  r e a c t o r  
o u t l e t  as opposed t o  temperature only .  The general s t r a t e g y  o f  measur- 
i n g  as many s t a t e  va r iab les  as poss ib le  has a l so  been shown f o r  o rd ina ry  
d i f f e r e n t i a l  equat ions [68]. 
(7) A conf idence i n t e r v a l  ana lys i s  can be used t o  s e l e c t  the  
b e s t  est imate from a group o f  est imates. I n  add i t i on ,  computation of 
H represents a necessary condi ti on f o r  observabi 1 i t y  , which depends 
i n  general on n, m, p, R, and S as w e l l  as on the  l o c a t i o n  of the S 
measurements. The opt imal  l o c a t i o n  of S measurements can be deter-  
mined by min imiz ing  the variances o f  the  parameter est imates. The 
r e s u l t s  show the  advantage o f  us ing  the  observat ions taken a t  the  
opt imal  measurement l oca t i ons  t o  est imate t h e  parameters. 
(8 )  The t r i a l - f u n c t i o n  expansion i s  no t  o n l y  a des i rab le  method 
f o r  so l v ing  p a r t i a l  d i f f e r e n t i a l  equat ions b u t  a l s o  a usefu l  t o o l  f o r  
parameter es t ima t ion  because i t  could considerably s i m p l i f y  and shor ten 
t h e  computat ional e f f o r t  invo lved i n  determin ing the  parameters i n  com- 
p l  i cated sys terns. 
Figure  11-1: Dimensionless v a r i a n c e  o f  pa ramete r  e s t i m a t e  i n  h e a t  
e q u a t i o n  f o r  var ious  v a l u e s  o f  kT 
Figure 11-2. Dimensionless vari ance of parameter es tirnate e n  heat 
equation f o r  various values of R . 
Appendix I I - A  
ANALYSIS OF TtIE GENERATION OF EXPERIMENTAL ERRORS 
The value o f  k est imated by any technique w i l l  be a random 
v a r i a b l e  because i t  i s  based on a p a r t i c u l a r  s e t  o f  experimental e r r o r s  
generated on the  computer. Al though i n  d i f f e r e n t  computer experiments 
e r r o r s  were generated w i t h  the same mean and standard dev ia t i on ,  d i f -  
f e r e n t  sample values were generated. I n  order  t o  examine the  d i s t r i b u -  
t i o n  of est imated values, 50 sets of data were used t o  est imate k i n  
(46) by steepest  descent w i t h  kO= 0.5, S = 9, R = 20, T = 0.2, a = 0, 
b = 0.3, o = 0.3 and y = 0.5 . This d i s t r i b u t i o n  o f  values ob- 
t a ined  i s  shown i n  F igure  11-3. 
A A 
Since every k i s  a f u n c t i o n  o f  the sample values, each k 
A 
i s  a random va r iab le .  I f  we assume the 50 values o f  k a r e  samples 
2 from a normal d i s t r i b u t i o n  w i t h  mean p and var iance oe , we can 
est imate 11 and from these 50 values. L e t  k denote t h e  mean 
c 
A 
"2 - 1 50 - 2  value of k from the  50 samples, and l e t  S - (ki- k )  . 
-+ A 1 = 1  
Then the v a r i a b l e  7(k  - p) I S  obeys the Student 's  d i s t r i b u t i o n .  I n  
A ,.d A 
t h i s  s e t  o f  k , k = 1.0132 and S = 0 . 9 6 7 ~ 1 0 - ~  . For a 90% conf id -  
ence l e v e l ,  the t r u e  value o f  can be expected t o  l i e  between 
We note, o f  course, t h a t  11 w i l l  n o t  necessar i l y  be equal t o  k" and 
from t h i s  s e t  o f  50 est imates i t  appears very  u n l i k e l y  t h a t  f o r  a very 
l a r g e  number of experiments p does equal k* . 
We can use the  exact confidence i n t e r v a l  ana lys i s  presented 
e a r l i e r  f o r  k = 1.0132, from which we ob ta in  a standard d e v i a t i o n  o f  
1.22 x lo-'. This  i s  reasonable agreement w i t h  the value computed from 
the  experiments i n  F igure  11-A.1. Mote t h a t  i n  the  c a l c u l a t i o n  o f  the 
standard d e v i a t i o n  the  var iance o f  the e r r o r s  o f  data i s  approximated 
where n i s  the number o f  experimental data. 
Figure 11-A-1 : Number o f  occurrences o f  k f rom 50 experiments 
nppendix I I-B 
I The Accuracy of Kinetic Parameters Estimated 
from Batch and Integral Reactor Data 
I A. L. RAVIMONAN, W. 11. CIlEN a r ~ d  J. 11. SEIINFELD 
Depar tment  of Chemical Engineering, California lnstilrrre of Technology, Pasadena,  Cfllifornia 91109, U.S.A. 
The accuracy of rate constaut entimates obtained by 
minimizing the sunn of squares of differences betwcen ob- 
sewed and enleulntrd concentrations is considt-red. Closed 
aolutione are obtained for some basic types of first ordrr 
martion sehen~es. The resuits are presented in the form of 
plots of the dimensioniess variance of parameter estimates. 
The kineticist can use the plots both in analyzing expcri- 
ments and in planning thein lor maximum economy. Such 
advance studies are cnpabk of providing valuabk insight 
into ques~ions of experimental design even when the 
reaction =heme is unknown. 
Th e estiniation of rare constants from experimental con- centration-time measurements in batch and tubular flow 
reactors is an important problem in chemical engineering. Two 
seeps are involved in the ovcrall problnl. First, estimates of the 
rate constants must be obtaincd. It is now recognized that the 
correct procedure that must be used is least squares analysis of 
the measured data. Since. for experimental reasons, the measured 
quantities are r~sually the concentrations. the least squares 
criterion must be applicd to the raw concentration vs. time data. 
This step can be conveniently carried out using quasilineariza- 
tion It is the object of chis paper to consider the second 
step, namely the analysis of the accuracy of kinetic parameter 
csttmates, for the four reaction schemes: 
On a Ctudii I'exacti~ude des estirnds relatifs i la eona- 
tnmte de vitesse qu'on obtient en sliinin~isant la sosnnle dea 
carris dee diffCrenees entre les concentrations observdcs et 
celles qu'on a calculdes. On obtient dcs so l~~t ions  ferrniea 
pour certains genreu foudarnen~aox de systdmes d e  rhaetion 
de premier order. On prdseete, sous forme d e  graphiqaes, 
les riaultats dc la variance sans dimensions des estirnEs des 
paramdtres. Le priposi i la cinhtique peut uriliser lea digs 
graphiqnes pour anatyser le travail expirimental e t  le plani- 
6er  pour minin~iser son corit. Des itudes prhlimin~ires de 
ce genre permettent d'obtenir unr connaissanee pr6cieusc 
den queotiorrs relatives i la conception de travaux expdri- 
mentaux, lomqu'ou ne connait pns le systdrne d e  riactiou. 
The present work represents a continuation of the effort to 
provide experimental kineticists with easily-interpretable rcsults 
on the accuracy of rate constant estimates in common reactions. 
The general problem may be stated as one of estimating the 
parameters in a set of ordinary differenrial Equations ('!. 'The 
state of a system is governed by the set of ordinary differential 
Equations 
B 
which contain p unknown parameters, a,, k = 1.2,. ... p. 
E~perimental observations z,, j = 1,2,. ... m, are made at R 
values of I, tl, t t r .  .., r ~ ,  and are known functions of the system 
state, g,(s), but contain additlve random experimental erlors q,. 
k: kz T h e  error vectors n, correspnding to different sets of mrasure- 
A - + B + C  ments are assumed to  be statistically independent. T h e  errors 
in the individual elements of each vcnor n, are assumed to be 
It  is shown that in addition to this type of post-hcto analysis, normally distributed with zero mean and covariance matrix M,. 
the results em also be used for the sysrmatic p l a ~ i q  of l'hc parameters a are estimated to n~inimize the weighted sum 
kinetic experiments. of squares 
Rosenbtock and Storey(" present a gcneral technique for the 
determination of confidence intervals for parameter estimates in 9 = i 1% - g(x(a.~.))lr M.-I [z, - P(da,t.))l..  .(3) 
,-I 
ordinary differellrial quarions. Clcineken, er ~ 1 . " )  used this 
procedure daemline ~onfidellce intervals for parameter where x(a.t.) is the solution of Fquation ( I ) ,  with known initial 
estimates in the cnzyniatic reactions conditions. 
ki k, W e  present only the formulas required to compute confidence 
S + E * C - + P + E  intervalv. If the experi~ncntal error variances are small enough 
k-I for linearization to be valid. the error in the parameter estimates 
&infeld and Gavalls(6) used quasilinearization to estilnare the obtained by minimizing S' will be normally distributed with zero 
rate constants and Kosenbrock and Storey's procedure to analy7,e mean and covariance matrix P. If the initial conditions so are 
the estimates in the pyrolytic dehydrogenation of benzene to known without error 
dipheny l and tripheny I, P = IP-.'. . . . . . . . . . . . . . . . . . . . . .  (4) Reprinted iri C u d  fpom 
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and where the matrix of experimental errors M(t) has a form 
diffcmt from the a'l usually assumed. T h e  simple scheme 
A -+ B is also used to illustrate how the same techniques can (6) be used to answer the more complicated questions (6) and (7). 
Following Heineken ct al., dimensionless parameters of the 
B -  {B.)=($) a , . . . . . . . . . . . . . . .  (7) a i R  
type J.r = - were used to correlate the results. I-llerc, k 
. . k'u* 
is the mean value and 6,' thc variance of an estimated para- 
meter, R the number of data points, and ua the variance of the 
dirnnsionless forms of the experinlentally measurcd conccntra- 
a" being the value of a minimizing 9. leineken, rt al.(') Show tions. The lLk are obtDind as diagonal of the matrix 
that as R -+ m the matrix defined in Equation ( 5 )  rapidly p~/~qz,  where p r h-I/R for large and p = H-i in 
approaches general. The  #, parameter contains infomatiin regarding the 
k' 
nh - -E 1 Dct)r c s ) r  rn(t,-l c ( t )  ~( t ,sr ,  . ., (8) accuracy of an estimate (the larger the value of - . the more 
T - b  u&' 
b 
The variance of any linear combination of the a for an arbttrary 
vector b is (rba = bTPb. Complcpe details are given by 
Rosenbrock and Storey'''. 
/ In rhe analysis to follow we make the assumptions: 
I .  The initial concentrations are known withour error. 
2. The initial charge in each case consists of pure A. 
3. The concentrations are measured directly. 
4. Unless otherwise indicated, thc covariance matrix of cxperi- 
m m a l  errors, M(t)  has the simple form u'z. 
We examine the effect of the following on the confidence 
intervals of the rate constant estimates: 
i. How many data points ii ~huuid tr: iakcii a~ld ovrr wlidi 
range in order to  attain a g~ven accuracy of parameter 
estinrates. 
2. What effect does the level of experimental error have on the 
problem. 
3. Above what value of K can Fquation (8) be taken as an 
adequate representation of Fquar~on (5). 
4. How many of the n independent concentrations should be 
measured, and which ones chosen in the event of a chorce 
being avadable. 
5. What ad\-antage can be gained by measuring mole than the 
ent number of concentrattons. 
6. Instead of spacing the observation points equally in the time 
interval (&,T), might it nor bc advantageous to space the 
same number of points in a different manner. In particular, 
what is the effccr of spacing thcm equally in the conversion 
interval (I,[) rather than the corresponding time interval 
(th7.l. 
7. If concenrrat~on-tiine data from rutlr at dtffcrent temperatures 
are used to dacrn~tnc the ratc conctants and actlvatlon 
energies, how accurate would these estlrnates he. At how 
many tanpcrarures should observations be taken III order to 
achieve a gtven accuracy. 
Questions (1)  and (2) arc answered for all the foul reaction 
schemcs. (3) is cons~dercd for the schemes A e B and A -+ 
B -r C. (4) and (5) are thoroughly d~scussed for the s c h r n ~  
accurate is the estimate), for any given value of the expcrimeneal 
error. It also incorporates the number of observations R, and 
can be used to  decide what value of R is necessary in order to r an acceptable accuracy of d c  estimate. Plots of A are there- 
ore a concise and convenient representation of the results of the 
study. They can be used to  plan kinct~c experiments which seek 
to  obtain accurate estimates of parameters when approximate 
values are known from a less sophisticated analysis. 
B',~ R u?i,R 
Figure 1 presents = -- and $2 = - versus klT 
k i t '  kaDu' 
4 aa&,R 
for rhe isothem~al scheme A FI B. The curve of = - 
kr k12u' 
kt 
for the scheme A -+ B is also shown for con~parison. Figures 
b kt 
2 and 3 show the same type of plots for A -t B -+ C and 
kl 
A/-Bwhen the number of components measured is the ranle as 
\-4 
ks 
the nun~ber of independent components = 2, and ehese are chosen 
to be A and R. 
Figure 4 illustrates some typical results when the exace 
formula P = H-1 is used for computation instead ofthe approxi- 
kt 
mation B = k L / R  in the isothermal scheme A B. Similar 
kr 
ki k, 
curves for A -+ B -+ C are shown in Figure I.  Figure 6 is a 
crossplot of Figure 5 in which the asymptotic approach to the 
approximate forniula as K increases is cicarly seen. 
Figure 7 is an attempt to answer the question of how many 
componcnrs and which ones should be measured in the isochermaf 
PI 
s c l ~ n ~ e  A/-B. h indicates specifically rhe influence of changes 
14 
in the G niatrix on the accurac of estimation, and D ~ n a t r ~ x  
remaining the same and the d n i a t r i x  continl~ing to be a21. 
This important question is raiscd again for the isothermal 
kl 
scl~eme A -. B, but this tinre the C niatrix is kept conctant at 
col I 1  - 11. The  source of variation now is the matrix of 
experinlcntal errors M. M is taken to be t" o) . which 
reprcsenrs i~~dependent tneasurenlcnts on A and R with different 
variances. This, of course, is a niore realistic assurnpion tlran 
ad . M = azl .  I = - IS aliowcd to  vary, and the results are shoun 
06 
in Figure 8. 
In Figure 9, the effect of unequal diviston of thc time ~ntcrval 
kl 
is explored for the isothermal scheme A + R. When the tirne 
interval (to,T) is equaHy dtvided by R pints ,  it can be shown 
that 
where 
' (=-lo) 
r = 1, . . R. L,=b+-  R 
When the conversion interval (1, [) is equally divided by R 
points, the corresponding result is 
As K ~CCMIICS Idrge, I$uations (5) and (8) should corlvcrge to 
In Figurc 10, the dimcnsionlcss variances of the frequency 
fanor and acrivation clicrgy csrlniatca are plotted against the 
nurlibcr of tcmpcrarurcs at wh~cll obcervations are taken. 
It nlttst hc noted that I:i1uariorr ( I  I )  represents a hybrid cxprcs- 
sion which is h fmnl the point of vicu of each run but is actually 
L 
Pi fro111 the. point of \ irw of  S . l icnce, P = k l / R  and no 
1 4  
division by I. is nccrssary. \'cry laryc values of I. are cxpcri- 
mentally t~nrcalistic as the nu~lihcr of tcit1prrarurc.s ar which 
isotl~cnnal runs arc cn~~ductcd seldom cxcccds 10. 
[ ~ i s c c r s s b r a  of r e s u l t s  
Tke  disct~ssiori of each figure appears I)clou the figurr. 
Figure 1-Dimensionless variance of parameter  estimates 
kt 
vs. dlmenaionless t ime  in t h e  reaction scheme A F? B, I 
kl 
when only cornpone~lt  A is measured a n d  t h e  number  of 
observations R is large. 
5. r k, 
For each value of q = - there exists a rnillimun~ value of 
kr 
and $2 corresponding to a panicular klT. As q decreases, 
the value of k,7'at which the ininimurn occurs at first increases. 
This is because as kn/k, decreases, niore B is present at equili- 
brium and it takes longer for the reactionto achieve equilibrium. 
In order to obtain maximum accuracy it is nicessary in this case 
to  continue taking measurements for a longer time. tfowever. 
libriu~n tends to zcro. Due to the error in measuring A, there 
is not much point in taking a large number of observations when 
~ t s  concentration is very low. f4ence the optimum value of 
k, 
k17' starts dccrcasing as - approaches 0. 
kl 
For small values of kIT. kl can be estimated more accurately 
than kl. In this range, the smaller the value of q ,  the greater the 
accuracy that can bc obtained in #I. Gnversely, in this radge. 
the smallcr ttic value of q. the lcsser the accuracy that can be 
obtained in $2. This is because the smaller the value of q the 
more significant is thc fonvard reaction. If, on the other hand, 
mcasurenlents arc corltinued for a long time (high PIT), this 
difference gets narrowed down. This is because more of the 
observations are now being taken close to equilibeiu~n and are 
effectively being wasted. 
r3. 2- For small values of PIT (small extent of reaction) the di- 
~~lens~onlcss variance #I tends to zcro, hecause only the first 
stcp in the reaction is important and kl can be csrimated accu- 
rately by a large ~iunrbcr of Ineasuremcnts carried our over the 
i~lrcrval (0,7). As q incrcascs, thc rate of the second reaction 
rclativc to the tirst incrcascs and GI incrcascs for small values 
of PIT. This is brrause it becomes harder t o  estimate PI from 
observations ovcr the fixed intcrral (0.T) due to the increasing 
effect of the second reaction. 
For s~ i~a l l  v ~ l u i <  of klT. 4: ~rlcrcases raprdly because of thc 
i n d w t o  obtcr\e the effect of the second rcac~ior~ which is 
- 
- 
- 
- 
- 
- 
- 
- 
klT 
0.i 0.2 7 2 4 -  -k- ~ o - - - k & ~ m  Figure 3-Dirnension:ess variance of parameter estirnares 
'IT kl 
Figure 3-Dimeosionless variance of parameter est imates  vs. dimensionless t ime  in t h e  reaction scheme A 
k~ k2 
va. dimensionless t ime  in t h e  reaction scheme A -+ B when components A and are meaaurd and the number km 
-+ C, when components  A a n d  B a r e  measured a n d  the  of observations is large. 
number  of observations W is large. 
measurements on A and 11 before all the A is converted to C 
by the second reaction and the value of B becolnes static. The 
optimum value of klT therefore beco~nes smaller as q increases. 
I?--.-.. * - 
necessary to estimate k2. Co~iverseiy, for s~ilaii blT. as . %,. d.!uea "f q !ess than absiit 2, $I is !as char. .JiZt i.c. is 
q increases, J/z decreases, because the second reaction bccornes estimated more accurately hall fi2. Bur for higher values of 9,  
important. the situation is exactly the opposite. 'This effect is impwant 
F~~ large of k , ~ . ,  both and &* increase kI7; for low values of *IT, and is again a consqucrlce of the fact that 
the more accurne cstin~ates corresponding !o smaller values of We are A and 'I'  we Inay rliillk of the 
q .  Sn>allrr valucs of q orrespond to a longer tinlc necessary for "Ients On A as dcrcmlining (kl + k2) and the measurements On 
fotnplne collversion to c and $lie atlility to obtain informa- as determining k ~ .  As increases, it beeon~es less and less 
on 2 fixed illteWal (0.1.). a reSUt, h profitable KO measure U as t t c  predon~inant reaction is the second 
a minim,lm coupled with a reversal depcndcncc on q ,  one. Helice the f i ~  esrinlates start getting less and less accurate. 
F~~ = 3 tile J/, cunrc also a m i n i m u n r  (a Ijowever, under these circumstances, (kl 4- k2) becomles very 
miIlilnum) the between the increase in $I nearly the same as k* itself, and therefore the accuracy of the k2 
at high values kl?; the decrease in at  low values of k l ~  estimate does not suffer as much. For low values of q, on the 
and the effect of a large k2/C1 which causes an increase in $, other hand, rhe situation is exactly tile opposite; k~ estimates are 
for moderate values of k17'. poor because we are effectively taking no observations on the 
second reaction. 
. J  For very srnall and very largc values of klT both J., and $, 
f hco,ne large, i n  the forlner case it is bccausc ncitiler rcaaion I 9  In gmenl .  as R is increased the accuracy of the ..rimaces of 
has proceeded to any appreciable extent. In the latter case, the and k1 is increased. 
low accwacy is due to the fact that triost of the measurements are For small values of RIT, smaller values of $1 and G2 arc 
being \Gas& in n ~ e a s ~ r i n ~  values of A and B wllich have, for obtained with fewer measurements. This is because \Ll and J.? 
all practical pu~poses, Iong since reached their final values. The  depend on the product of u.? and K, and as H decreases, the de- 
trade-off bctwee~i these two i n  a mininlum crease in R [nore than compensates for the increase in ui2. 
b2 
For large values of klT, as R decrcases, aiZ increases faster than 
in borh the $1 and $iZ curves for 111 values of q = -. R decreases znd $1 and $ 9  ic~cccasc. At large values of k T ,  
k~ and $2 depend very srrongly on K ,  and it is in this range that R 
As q increases, the value of PIT corresponding to the mini- - should be made as large as possible. 
niuni value of the .Jil and $2 c ~ ~ r v e s  decreases. This is a direct k j  3xL1:or small valucs of kt?' and R = 5, 10, 20, and 5b2 are 
conscque~iec of nleasurcnie~its being taken on A and H only. ']'he r~ot strongly dependent on K. I f  H = m, a significant decrease 
higher the value of y for a given kl, the niore important the in and $$ occurs. For large values of k17', $1 and $2 are 
secand reaction hcconles. Ir is then advantageous to rake s t r o q  functions of R. Thus. if the reaction is allowed to proceed 
__--I* 
Figure &Effect of number  of observations W o n  t h e  
-r C, when components A a n d  B a r e  measured a n d  q = 
5 = 0.5 (cross-plot of Figure 5). 
substantially toward the co~nplcte convcesion to  C, it is important 
In many problems of kinetic parameter esrimation, there is a 
choicc rcgardrng a~htch conlponcrlts arc to bc measured. Seinfeid 
and C;a\.al~s'~' corne to the con~l r~c~on  that one sl~ould try and 
mcasnrc ac many ofrhc R indcpendcnt conccritrations as ybss~ble, 
and tlizt ~f a choice nmct be made, intcnncdiates glve better 
parammer estimarcs thdn prlnury constituents. 
Figure +Effect of nutnber of observations R on ttre di-  
menaionlcss variance of k,  estlniate vs. dimensiorlievs time 
kl kc 
L .r I I I I l l  
01 0 2  0 5  I 2 5 I 0  2 0  SO 
'I 
Figure 7-Effect of number  of components  meaaured o n  
t h e  dimensionless variance of kl est imate vs. dimension1eas 
kl 
- + B  
t ime  in t h e  reaction scheme A ,when  thc number of 
<-+ c 
kr 
k 
observations R is large a n d  q = -1 = 0.5. kt 
large number of plots that were obtained for various values of 
b 
-. T h e  only conclusion that is valid for all these plots is that 
b 
the most accurate estin~atcs of kl and k2 are obtalned when all 
the three components are n~easured. However, a cenaln combi- 
nation of two components always comes very close to  the 
(A + I3 + 0 curve. Ilencc ~r would appar  that there IS l~t t lc  
advantage In measuring mole than thc lndcpcndent number of 
cancentrations -hen the error rnatrlx M has the form u2z. 
For specific guidance in an actual it is necessary to 
kn 
b k  at the plot for the rclevant value of -. Cons~der. for ex- 
k, RI 
ample, - = 0.5 which is iliustrdtcd in F~gure 7. I ' u~~her ,  ICT us 
L, 
I confine onr attention to the curves which give information 1 regarding the accuracy of rhc kl estimate. Ilcrc, the best r\vo 
1 componcnrs to lllcasurc arc obviously A and R .  Measuring 
C and .4 is better for high values of klT, but H and C is better 
for loacr values of PIT. Ncar tlie optimum valtics of klT,rhcre 
i s  little to choose betu.een these two combirl3tions. 
The best si~tglc cornponcnt ti, nleasurc is fi. Alcasurcn~ent 
I of C alone is Iikcly to lead to cxtre~ncly inaccurate cstirnates. 
I Of murse, meaaurernent of '4 alonc will not give us b, and k2 
' scparatcly. a fact that is strikingly evidcnt in thc si~i~ularit); of
the D''GrCD matti\- (and hence the N n~acriu) for that case. 
Figure &Effect of measuring more t h a n  tlie number  of 
independent components  o n  t h e  dimenslonlesa variance of 
parameter  est imate vs. conversion in t h e  reaction s c h e n e  
kl A -+ B  when t h e  covariance matrix of errors ts  M, = ='( 
100- 
50 - 
20 - 
2 IO- 
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Figure 9--Effect of dibtribution of experimental observa- 
(Ions o n  t h e  dimensionless variance of parameter  eatinmate 
kl 
vs. number  of obuervations i n  t h e  reaction sctnene A -+ B. 
The existence of H-1 is an essential requirement in the pro- 
cedure of Rosenbrock and Storey(". Evidence from the present 
work confirnls that the non-s~ngulsricy of W is a sufficicnr 
condition for the esti~nability of paranlctcrs in a systnn of first 
order linear ordinary differential equations. 
F 8 For a given ul and a number of observations R, the 7, 
accuracy of estimation improves as r increases. This is correct 
as increasing s nicans increasing accuracy of n~easuring B. The  
curve for s = 0 correcponds to extremely iniprecisc measure- 
ments on B, which is cquivalenr to measurclnent of A alone. 
Measuring morc than the number of independent conlponencs 
is advantageous undcr all circumstances except s = 0. Further, 
for every value of n, thcre is a minimum which represents the 
point at which the reacrinn must be skipped to get maximum 
accuracy of estimate. 
As T -+ to ([ -+ I ) ,  all the curves go up to infinity. This is 
obvious as thcre can be no estitnates when the reaction is noe 
carried out at all. 
' 3  3 The linnting v ~ l u c  ,lotted in Figure 9 is strictly valid for 
a very large n u m b r  o/obscrvations. This limit is approached 
level fro111 chc u)n~pt~tcil variance of the rate cottstnnt error 
diutril~u~ioli 'l'lv uci~>nd and tllnrr. i ~ n p n a r t t  utlc ia iur p l a t ~ ~ i i t ~  
expcr i t~~c t~~r  10 ol,r:tin I I I ~ X ~ I I I ~ I I I I  kinetic ictfortnittioti without 
~ ~ c r i f ~ c r  111 acctlrxy. ()ilcxtions such as how man data points 
to talce ant1 III w11.1, range. wl~irh mn~lmcntt i  r l ~ o t i l ~ ~ b e  mrrsurd  
in the evcnr of a rhnicc being available, and what clfcct the level 
of expcritncr~tal errors llas on the proillern, itrere answered. 
?he  same technique was also cxtcnded to answer some novel 
questions such as how to distribute the observations in a given 
tlme i~tterval, and at how many temperatures isorl~errnal runs 
must be conducted to get acceptable estimares of the frequency 
factor and activation energy. ?he practising chemical engineer 
should find the procedure extremely useful weti when confronted 
by reaction schemes more complex than the ones considered here. 
Even if this type of complete analysis is nor underpaken, the 
sim le first order schemes should give him a feel for the effects 
of k t u r e s  likc reversibility, parallelism and conseruriveneas in 
the reaction mechanism on the propagation of  error. 
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APPENDIX: THE WORKING EQUATIONS 
We will illustrate the details of the analysis for the scheme 
k1 
1 2  5 10 20 40 100 
L ~c" ,  ka 
Figure 10---l*:ffect of number  of isothermal r u n s  o n  tlie Under the assumptions in the introduction, the reaction is 
dimensionless variances of t h e  frequency factor and  described by 
GA exp(--EIB) ~ X I  
activation energy est imates  in  t h e  acheme A -+B - = -  dl  (11 + k d  XI; xl(0) = 1 
&O) 1 8(13 1 with GAT = 10, -= - -= - 
E 5' E 3' 
rapidly from the lower side when the time interval (lo, T )  is 
equally divided. However, if the same number of observations 
are taken at intervals of equal conversion, the results arc pro- 
foundly different. For high values of [ (e.g. 0.9). it is possible 
to  achieve much greater accuracies by this device. For low 
values of [ (e.g. ,lo-?, on the other hand, this must not be done 
as errors increase greatly. In fact, for low [, the limit as R -+ m 
is approached from the upper side. W e  therefore conclude that 
tak~ng a finite number of observations at equal conversion 
intervals will be useful when the reaction has to  be stopped far 
from completion. The physical meaning of this is that when 
cancentrations are changing rapidly, observations must be taken 
more frequently, bur wlien they are changing slowly, the time 
period between observations can be lengthened. The  experi- 
mental kineticist very often tnakcs use of this trick while col- 
lecting his data. 
F3 (0 The accuracy of estimation of GR and E improves almost in 
direct proportion to the number of temperatures at which 
obsen.arions are taken. 
In the limited range considered, the activation energy is 
estimated more accurately than the frequency factor. This 
would indicate chat non-linear regression of the pooled data 
yields a better estilnarc of E than that obtained by regressing the 
estimated rate constants at different teniperatures. In such cases, 
the technique presented in this paper could be invaluable in 
assigning confidence lintits to the paranicters obtained by the 
non-linear analysis. 
G w h s h n  
The statistical structure of several basic first order rractlon 
schemes was analyzed. No analysis of experimental kinet~c 
data is m p l a e  without a g o d  estimate of the accuracy of the 
rate constants derived therefrom. T h e  first use of the prescnt 
m u k s  is in obtaining such estimates for any desired confidence 
where XI = IA]/[Ao] and x, = [B]/[Ao] and A and B have beer 
chosen as the independent components. Therefore, 
XI = expt- (kt + k*)!l 
k1 
Xs = - t~ + irr L1 - exp(-(kl + k&11 
In this case, n = 2, p = 2 and I) is a 2 x 2 matrix governed by 
~ D I I  
-=  
d6 - ( 1  + a D l  - 1 ;  Ull(0) = 0 
- = -  dD1n (1' + kn) Dlr - XI; Drn(0) i ~ -  0 dt 
The integrated forms are 
DII = - I exp[-(kt + ks)t] 
DI, = - 6 ~ p [ - ( k ~  + k.~)!] 
W h e n ,  l o r  e x a n ~ p l e ,  o111) . i  i r  ~ ~ ~ e a ? ~ ~ r e d .  C = [ I  01, . I I I ~  
h i e  n o w  e a s i l y  obt.li11cd fro111 f < q ~ ~ ~ t i o ~ i  (8). l 'hc  r r - ~ i l t ~  01 o t h e r  
c a s e s  a r e  S I I I I I I I I ~ ~ ~ Z C Y ~  b c l ~ m .  
k ? 
--. -. -- 
(ki + kz)' e x p  --(hi 4 k i )  I 1 
kl 
(ki -t hi) '  exp ( - ( k ~  + k,) f 1 
6 1  k t  
c ) A - r B - t C .  n = 2 , p = 2  
DII = - 1 e x p  (- k ~ l )  
D l *  = 0 
I s o ~ h e r n l a l  r u n s  a t  d i f f e r e n t  t e n ~ p e r a t u r c s  
h 
-1  
If A -+ B a n d  k l  = G ,  e x p  ( -E/O)  w e  H I I I  cri1151der t h c  F h  
e x p e r i m e n t  w i t h  t e m p e r a t u r e  O1 S ~ n c e  n =- 1 ant1 p = 2 (Gr a n d  
E), IJ iz g l v e n  b y  
Nomenc&lure 
a = p - d i i ~ ~ e ~ i q i o ~ ~ i ~ l  p a r a m e t e r  v e c t o r  
b = ;irl,itr.iry p - d i ~ ~ t c r ~ s i e ~ ~ ; ~ l  v e c t o r  
c = n . d i ~ ~ ~ e ~ ~ s i o ~ t . l l  niti.il v . t lue  v e c t o r  
;I ,B,C,E.P,S = c<rnlpollcilts in v a r i o u s  re.lctio11s 
D = ?I X p n1.1trix 
7 = n c t i v . i t i ~ ) ~ ~  r l l c r y y  d i v i d t d  by t h e  gni c o i l s t a n t  = n - t l i ~ ~ ~ e ~ ~ s i o ~ ~ : ~ l  v e c t o r  f u n c t i o n  
i? = n l - d i ~ r l e n s i o ~ t a l  kuowa fk111rtio11 o l  s t a t e  var i -  
a b l e s  
G = m X tr ~ ~ ~ ; t t r i x  
G A  - f r e q r i e t ~ c y  f a c t o r  
= p X p nl;itrice.; 
kt.kz = r n t c  r o ~ t s t i l n t n  
I, = n ~ ~ n ~ l r r  of e q u a l  d i v i s i o n s  of t e m p e r a t ~ ~ r e  
i ~ t t c r v . ~ l  
M. = cov.~r i ;u ice  ~ ~ ~ ; ~ t r i x  of e x l > c r i i n e n t ; ~ l  e r r o r  
n = n t ~ n ~ l ~ c r  of  i i ~ d e p e ~ ~ d e ~ ~ t  c o l ~ ~ p o ~ ~ e n t s  
$ = t ~ ~ ~ n ~ b e r  of p a r ; ~ m e t e r s  t o  b e  e s t i n ~ a t c d  = c c ~ v a r i i i ~ ~ c e  111.1trix 01 p a r a m e t e r  e s t i i l l a t e s  
B = k z l k ~  
K = n u t n b e r  of e t l ~ t a l  d i v i s i o n s  of  t h e  t i r ~ l e  i n t e r v a l  
9 = s u m  of s q ~ ~ a r e s  b e i n g  n ~ i r ~ i ~ n i z e d  
J = UA/UR 
I = t i m e  v;lri;iblc 
l a  = louver li111it 0 1  L ~ I I I C  i ~ l l e r v i l l  
T - I I ~  r l i tn i t  of t i n ~ e  i n t e r v a l  
x 5 ~ - G I I ~ I I S ~ ~ I I ~ I  s t a t e  v e c t o r  
f = nrdi111e115io11,1l v e c t o r  of o b s e r v a t i o ~ ~ s  = e x t e n t  of  ;III i n d e p e i ~ d e ~ ~ t  r e a c t i o n  
2 = r a ~ r t l o ~ ~ ~  a d d i t i v e  e x p c r i m c n t a l  e r r o r  = a b s o l u t e  t e ~ l ~ p e r a t u r e  
t = l o w e r  l i ~ l ~ i t  of c o t ~ v e r s i o ~ ~  i i ~ t e r v i l l  
a ~ ' , o e ' , a '  = v a r i a n c e s  of e x p e r i m e n t a l  e r r o r  
a ~ l a , a ~ 2 t , u ~ ~ , u ~ ; t  = v a r i a n c e s  of p a r a n l e t e r  e s t i n ~ a t e s  
+I.$: = d i m e n s i o n l e s s  v ; ~ r i a i ~ c e s  of p a r a m e t e r  es t i -  
m a t e s  
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varying reservoir  proper t ies  u n t i l  the  pressures 
computed by t h e  simulator match pressures h e  theory t h a t  i s  presented i n  t h e  Append 
i s  applicable i n  general t o  multiphase, two- 
this error .  A s  an example, we studied the  
problem of e s t iva t ing  porosity end permeability 
i n  both a homogeneous reservoir  md ore in which $ U C ~  . . . . . . . . . . ,(I) 
t e s t .  a s i t ua t ion  t h a t  might be encountered i f  damage 
i s  present.  We assume t h a t  t he  reservoir  i s  
INTRODUCTICN f i n i t e .  Furthermore, we assume t h a t  the  well 
produces a t  a conctant r a t e  f o r  a ce r t a in  time 
Research e f f o r t s  i n  history-cnatching and then i s  shut in .  Thus, both drawdown and 
reservoir s ~ m u i a ~ o ~ - s  have p r i n c ~ :  .iiy oeen I bullaup takes place. No wellbore storage e f f e c t  d i r ec t ed  toiiard ~lqproving a d  ex t cnd~ng  existing a re  considered. techniques with respect t o  decrcasrn~l c o m ~ u t i n ~  1 
- .  
L i t t l e  a t t r s? t  io? h a s  been r i i d ,  hsrever, - 1 The history-matching procedure t h a t  i s  1 ? E . t i a t m p s  a t  cnii of paper. I 
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generally used t o  f i n d  the  permeability, k, 
and t he  porosity,  6, in a reservoir  i s  a s  
follows. 
1. Make an initial guess of k and 9. I 
2. Run the  simulator with these values of 
k and 4. 
3. Compare well  pressures computed by t h e  
simulators t o  those measured in the well. 
4. I f  these  pressures do not match, 
change the  parameters k and + a n d  make repeated 
runs u n t i l  an acceptable rnetch i s  obtained. 
I n  t h i s  repor t  we a re  not  concerned with 
t h e  procedure used t o  obtain a match, but a r e  
concerned with e r ro r s  associated with the  
parameters obtained by h i s to ry  matching. A 
parm.eter is  any quant i ty  t h a t  i s  both (1) 
unknown and (2) a f f e c t s  t h e  behavior of t he  
mathematical model. A parameter can be some 
read i ly  iden t i f i ab le  physical quantity, such 
a s  permeability o r  porosity.  It can a l so  be 
more abs t rac t ,  such a s  the  r a t e  of change of 
permeability with r a d i a l  d is tance  from a well- 
bore. 
I f  gttrve i s  the  t rue ,  bu t  unhown value 
of Parame e r  1 and olest i s  i t s  value t h a t  has 
been estimated by some history-matching process, 
then t h e  e r r o r  can be defined as 
We can never determine the  exact e r ro r  i n  e s t i -  
mating any pa r t i cu la r  parameter, but we can 
compute s t a t i s t i c a l  proper t ies  t h a t  give us a 
measure of t he  er ror .  A s t a t i s t i c a l  property 
of importance i s  t h e  standard deviation of the  
e r ro r ,  Go-. A l a rge  standard deviation would 
ind ica t e  t h a t  the  estimated value f o r  t h a t  
parameter i s  probably not accurate. The 
mathematical procedure used t o  compute standard 
deviations is  given in the  Appendix. 
We now present t he  r e s u l t s  of t he  applica- 
t i o n  of the  theory i n  the  Appendix t o  deter- 
mining the  r e l i a b i l i t y  of parameters estimated 
from history-matched d r i l l s t a n  t e s t s .  We 
assume t h a t  the  reservoir  behavior i s  described 
by Eq. 1. 
I n  order t o  generalize our r e su l t s ,  we 
considered the  dimensionless parameters defined 
below: 
4 ("porosity") = 
# ( x )  ("permeability") = I 
where a l l  symbols except tt and x a r e  standard 
SPE symbols. We assume t h a t  t he  wel l  t e s t  i s  a 
f a i r l y  simple one, namely, one flow period 
followed by one shut-in period. The t o t a l  t e s t  
period in days i s  tt. The s p a t i a l  var iable ,  x, 
i s  the  dimensionless d is tance  from t h e  wellbore 
defined a s  ln(r/rw)/ln(re/r,). ~ ( x )  can be a 
function of d is tance  from the  wellbore. I n  t h e  
homogeneous case, K(x) i s  a constant, 
Using t h e  dimensionless time r = t/tt and 
dimensionless pressure p* = p/pi, t h e  r e se rvo i r  
model i s  
where tf i s  t h e  f r a c t i o n  of t h e  t o t a l  t e s t  time 
during which flow takes  place. I 
Case 1 - Homogeneous Reservoir 
- (K and t~ L o n s i a q ~ j  I 
I n  t h i s  case we considered e i t h e r  K o r  @ 
o r  both t o  be unlolcwn azd computed standard 
devia t ions  of t he  e r r o r s  i n  each parameter. 
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Numerical experiments revealed that  these 
standard deviations varied, depending on which 
parameters were being estimated, the values of 
t h e  parameters, the number of parameters est i -  
mated, and the design of the well t es t .  In 
Figs. 1 and 2 we show the resul ts  of cases i n  
which ei ther  porosity only permeability oaly 
a r e  determined by history matching. A l l  other 
parameters are  assumed t o  be hown. 
I Determining a 0ril.z I I A measure of the error  i n  @ i s  the  func- tion, $a. Where 
uq, i s  the  standard deviation of the error  in 0, 
and 4 i s  the  standard deviation of the well 
, 'pressure measurements. I n  Fig. 1 we show $ @ a s  
a function of dimensionless permeability f o r  a 
given value of @. Also shown i s  + @ f o r  two 
d i f fe ren t  values of tf. tf i s  the r a t i o  of the 
flow period t o  the t o t a l  t e s t  period (flow plus 
buildup). From Fig. 1 we can see that  $0 in- 
creases with K. This means that  the accuracy 
w i t h  which porosity can be determined decreases 
with increased permeability. For a given value 
of K, however, $a decreases with increased tf. 
This indicates  that  porosity can best be 
determined i f  the flow portion of the t e s t  i s  as 
long a s  possible ( t f  = 1.0). 
A measure of the error  in K is  the func- 
tion, $K. Where 
% i s  the standard deviation of the error  i n  K. 
h g .  2 shows % as a function of dimensionless 
permeability f o r  each of two different  constant 
values of porosity and two different  values of 
t +K can be seen t o  increase with perme- 
a 6 L t y  m a U  cases. Thus, the accuracy with 
which permeability can be determined decreases 
with increased values of pernleability. Fig. 2 
also shows that  smaller values of porosity 
improve the accuracy with which permeability can 
be estimated by history matching. In addition, 
Fig. 2 shows that  larger  values of tf resul t  iir 
be t te r  estimates of permeability. 
I n  Figs. 3 through 5, we show the resul ts  
of cases i r ~  wilicii both porosity ard pttrn~e&iiit 
a re  simultaneously determined by history match- 
ing. A l l  other parameters are assumed t o  be 
horn.  Figs. 3 and 4, when compared t o  Figs. 
f and 2, show that  each paraneter i s  determined 
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with l e s s  accuracy than i f  only one i s  t o  be 
determined. 
The dependence of $a and $K on tf i s  not 
as  straightforward a s  in the above cases in 
which only one parameter i s  t o  be determined. 
Fig. 5 shows that  +@ and +K actually pass 
through mirlima a t  t f-  0.65. 'R-.is indicates 
that ,  under the specific conditions outlined i n  
Fig. 5, namely that  K = 4.45 x 10-3 and @ = 
6.45 x 10-7, the optimum well t e s t  design would 
be t o  flow the well approximately 65 percent of 
the t o t a l  t e s t  time. For t h i s  flow time, 
parameter accuracy would be maximum. 
Case 2 - Permeability Varies 
With Distance From Wellbore 
In t h i s  case we considered a s i tuat ion i n  
which permeability varied with distance from 
the wellbore. The dependence of permeability 
on distance was assumed t o  be 
K1 is  the permeability a t  the wellbore. K2 i s  
the ra te  of change of permeability with dis- 
tance. A positive value of K 2  would indicate 
that  permeability i s  increasing away from the  
wellbore. 
Fig. 6 represents the  case when both K1 
and K2 are t o  be estimated by history matching. 
;;il other- pwa%iitei-s =--e assumed t o  be ~ I O W , .  
k1 and $K2 are shown as functions of K1. I f  
aicl and uK2 are the standard deviations of K1 
and K2, respectively, and o i s  the standard 
deviation of the pressure mgasurements, then 
OK1 Yrl = . . . . . . . . . . . . (13 
and 
O K 2  
YIK? = K . * . . . . . . . . . . . (14 
2 P 
The standard deviations of both parameters i n  
Fig, 6 iircrease with K1. Also, both $ K ~  and 
#K2 are lower when permeability i s  decreasing 
with distance from the wellbore (K2 = - K ~ )  than 
when permeability i s  increasing (K2 = 9 ~ ~ ) .  
This l a t t e r  observation indicates that,  m the  
situation studied, the  dependence of perme- 
a b i l i t y  on distance from the wellbore (Eq. 12) 
can be best determined when permeabili%y 
decreases away from the wellbore. 
Fig. 7 shows ~ and * a s  functions of 
K 2  
tf for  fixed values of K1 and K2. A s  fi the 
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case of estimating both QI and K in the homo- 
geneous resemoir,  minima occur, indicating 
o~timum t e s t  shut-in times f o r  minimizing 
&andard deviations in the estimated I 
Case 3 - Two-Reaion Pexmeabilitx I 
Another ideal  s i tuat ion studied was one i n  
rsfiich the reservoir is  represented by two con- 
centric regions of different  permeabilities. 
Me assumed tha t  these permeabilities were the 
only parameters t o  be estimated and t h a t  the 
boundary location, x*, between the two regions 
was known. 
The two penneabilities are denoted by K i  
(internal) and Ee (external). The varizbles 
considered are (1) the r a t i o  of K i  t o  K 
( B = K ~ / K ~ )  and (2) the fraction, tf, of &he 
time during which the well flows. 
Fig. 8 shows $ICi and $Ke vs K i  f o r  p 0.1, 
1 and 10 and @ = 6.47 x 10-4, tf = 4 and x* = 
0.36. A s  K i  decreases, both $% and $g de- 
e 
crease significantly; tha t  is, the decrezses in 
o i ~ i  and b~~ are more than enough t o  compensate 
f o r  the decrease in K i .  There is  very l i t t l e  
effect  of P on However, /3 has a much I 
stronger effect  on GKe. A t  large values of K i  I 
it appears that  both fiKi and $& go through a I 
=&a, L-dicating tha t  the n i t e  of *crease o 
U decreases a s  K i  increases. Clearly, the K, 
estimates of K i  and Ke Kil l  be more accurate if 
both X i  and Ke are  s m a l l  and w i l l  improve a s  6 
increases. 
Fig. 9 shows $~(i and tLir, vs the flow 
fraction of the t o t a l  t e s t  f o r  8 = 0.1, 1 and 
10. Fig. 9 could be used t o  design single well 
t es t s ,  since the time a t  which the well i s  shut 
in can be controlled i n  the test .  Although the 
effect  of the variation i n  shut-in time i s  not 
dramatic, we note that  bet tzr  estimates of K i  
and Ke can be obtained if the production period 
i s  extended as  long a s  possible. Again, 
s ignif icar t ly  bet ter  estimates of Ke can be 
obtained if 6 i s  large, and the value of B i s  
much more important in the estimation of Ke tha 
in K i .  
A method has been developed t o  obtain 
standard deviations f o r  reservoir parameters 
estimated from history matching. The studies 
presented indicate that  the accuracy of calcu- 
la ted reservoir parameters depends on the 
folloWir,g points. 
parameters can evidently be determined with 
more accuracy than others. 
2. The number of parameters estimated. 
The greater the number of parameters estimated, 
the  greater the error  i n  determining the value 
of each. 
3. The true values of the parameters. In  
some cases, errors  i n  estimating parameters were 
found t o  be functions of the  actual value of 
the parameters. 
4. The design of the well tes t .  Errors in 
the  values of porosity and permeability were 
shown t o  be functions of the relat ive times of 
shut-in and buildup periods i n  a drillstem 
tes t .  
Point 4 indicates tha t  the analysis 
presented i s  useful in designing optimum d r i l l -  
stem t e s t s  t o  determine reservoir properties 
with optimum accuracy. 
APPENDIX I 
Petroleum reservoirs a re  commonly modeled 
using a s e t  of p a r t i a l  d i f fe ren t ia l  equations 
derived from conservation laws. Unless we have 
perfect knowledge regarding the rock and f l u i d  
properties of the reservoir system of interest ,  
these equations contain unknown parameters. 
Typical examples of these parameters are  perme- 
a b i l i t y  and porosity. . 
In  t h i s  section we w i l l  present the methods 
used i n  t h i s  study t o  compute standard devia- 
t ions of reservoir parameters deterncined from 
history-matched drillstem tests .  These methods 
are  also applicable t o  large-scale simulation 
models. However, the comvuting time necessary 
t o  compute standard deviations of parameters f o r  
large-scale systems may be excessive. 
Consider a function p i  ( 8 ) .  p represents 
wellbore pressure, 0 represents a se t  of param- 
e te r s  ( 0  j=l, 2,. . .N) and i i s  an index 
represen&ng points i n  time. For the sake of 
i l lus t ra t ion  l e t  us consider a case in which 
only one parameter, the jth parameter, has been 
estimated by some history-matching process. I f  
0 e s t  is  the estimated value of the parameter 
add eJtme i s  the true, but unlu~own. value of 
the parameter, then define an error, AOj, a s  
follows. 
b e j  = e j  true _ e s t  e j  s . . . . .(a-1) 
pi0bs i s  the observed pressure a t  the ith time. I 
It is  a function of the true, but unknown, value 
of the jth pzrameter so tha t  I 
1. The t m e  of parameter estivated. Some I 
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obs , true) 
P f  Pi ( e j  
Let us now represent the function p i  (oj e s t  + A@.) by a first-order Taylor's 
series. We have assumed here that  the history 
match i s  sufficiently close ('$9 s m a l l )  so tha t  
the higher order Taylor ser ies  terms are  
essent ial ly  zero. 
where X i j  i s  a llsensitivity coefficient" de- 
fined a s  
e s t  
 valuated a t  e j  = fjj . 
If we have M observations of pressure, p. Obs 
( i= l ,  2, .. .M), then we can obtain an eskimate 
of the parameter, Oj, from the following 
formula. 
., 
wiiere t,ll,/2 i s  the t - s t a t i s t i c  f o r  m-1 
degrees of freedom and (l-a) confidence limits. 
Similar reasoning can be used in  the case 
where there are  two o r  more parameters t o  be 
estimated. Eq. A-3 now becomes 
where the 0's now represent the se t  of dl 
.. parameters (Oj, j=1, 2, .N). The sr2's a re  
elements of the main diagonals of the symmetric 
matrix C, where 
. . . . . . . . . . . . . . . . . . .  
variance of parameter ej . . . . .  (A-5) 1 
The diagonal elements are  the variances of each 
Eq* A-5 was taking the variance parmeter and the off-diagonal elements are  both sides of the least-squares estimate of A 0  
,o,,iances~ we did not make use of the co- from Eq. A-3. It was asswed that  the Aij are vsriances in th i s  st,dy, ~h~~ primarily 
known exactly ar.d that  the variance of the error  to indicate mount of correlation between in the observed wellbore pressures, up2, i s  the parameters and do not affect  cur 
constant and does not vary with time. conclusions. 
I f  the errors i n  the observed wellbore 
A l l  X I 2  ' . . : A I N  
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In the foregoing analysis it was assumed Sensitivity Equations 
t h a t  the sensi t ivi ty  coefficients Aij were 
available. There are two ways t o  compute A ' s .  In  t h i s  case, the sensi t ivi ty  coefficients 
are  determined from solutions t o  a p a r t i a l  
Fini te  Differences d i f fe ren t ia l  equation f o r  A j .  This equation i s  
derived from the original mathematical model 
Here the A ' s  are computed by (for  oae represented by F3. 1. I f  we different iate  
parameter) both sides of Eq. 1 with respect t o  Oj, we can 
obtain an equation that  has A a s  a dependent 
,,, ( e  e ~ t  + 6 e  - p l  ( e  J . e s t )  variable instead of p. m e  sdnsi t ivi ty  
Xij  = 
coefficient A i  (A evaluated a t  time, i )  can j be found. In  $is study, sensi t ivi ty  co- 
e f f ic ien t s  were obtained from numerical solu- 
. . . . . . . , . . . , . . . . . (A-10) t ions of these sensi t ivi ty  equations. 
PO01 001 OI ID 
DIMENSIONLESS PERMEABILITY. U 
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Chapter 111 
ESTIMATION OF SPATIALLY-VARYING PARAMETERS IN 
PARTIAL DIFFERENTIAL EQUATIONS 
1.  Introduction 
All of the  r e s u l t s  i n  Chapter I 1  deal w i t h  the estimation of con- 
s t a n t  parameters i n  pa r t i a l  d i f f e r en t i a l  equations. Many important 
physical systems have parameters which vary over the  domain of the  
system. Perhaps one of the  most important examples of t h i s  type of 
system i s  a petroleum rese rvo i r ,  i n  ~ h i c h  the  permeability, porosi ty ,  
and thickness general ly  vary throughout the reservoir .  To date  most 
of the reported approaches t o  est imate s p a t i a l l y  varying parameters a r e  
t o  divide  the space of i n t e r e s t  i n to  zones, i n  each of which the 
parameter i s  considered t o  be constant ,  thereby converting t he  problem 
in to  the estimation of constant  parameters. From the  previous chapter 
we can see  t h a t  if  there  a r e  a large  number of zones the  computing 
e f f o r t  required may be prohibi t ive  f o r  p rac t ica l  application.  Idea l ly ,  
we would l i k e  t o  be ab le  t o  est imate the parameters a s  a continuous 
function of spa t i a l  posit ion a s ,  in f a c t ,  they a re .  
In  t h i s  chapter optimal control theory i n  conjunction w i t h  the  
method of s teepes t  descent i s  proposed t o  est imate s p a t i a l l y  varying 
parameters i n  pa r t i a l  d i f f e r en t i a l  equations. In this approach the 
parameters t o  be estimated a r e  considered as  control var iables  which 
a r e  by nature continuous functions of posit ion.  This method may con- 
s iderably  reduce t he  computing time over t h e  exis t ing methods. The 
extension of th is  approach to estimate time-varying or time and 
-
spa t ia l ly  varying parameters i s  straightforward. 
In the body of th i s  chapter we present only the general formula- 
t ion of the problem. The detailed derivation and application t o  
estimate the permeabi l i  ty dis t r ibut ion in a two-dimensional, one-phase 
petroleum reservoir a re  given in Appendix 111-A and Appendix 111-By 
respectively. Appendix 111-C presents the method for  a two-phase petro- 
l eum reservoi r. 
2. General Formulation of the Problem 
Let us consider the class of systems described by the part ia l  
different ia1 equation 
where u( t ,x ,y)  i s  the n-dimensional s t a t e  vector: u x 5  u x X 3  and kx 
a r e  par t ia l  derivatives with respect to x ; u Y'  U~~ , and k a re  Y 
par t ia l  derivatives with respect to  y ; and k i s  a p-dimensional 
vector of spa t ia l ly  varying parameters. The i n i t i a l  s t a t e  of the sys- 
tem i s  given by 
where S2 denote the fixed spatial  domain of the system, and the bound- 
ary conditions a re  given by 
-74- 
The observat ions of the system cons i s t  of the m-dimensional 
vec tor  Y(x,y, t) ,  r e l a t e d  t o  the  s t a t e  by 
where the observat ions Y (x,y, t)  may be continuous func t i ons  o f  x, y, 
and t or  c a r r i e d  ou t  on l y  a t  a  d i s c r e t e  number o f  s p a t i a l  p o i n t s  and 
a  d i s c r e t e  number o f  t imes. 
The es t ima t ion  problem i s  t o  determine the parameter k(x,y) 
such t h a t  some measure of the d i f f e r e n c e  between the  p red i c ted  and 
observed data i s  a  minimum. A popular o b j e c t i v e  f u n c t i o n  which w i l l  
be employed here i s  the  least-square func t iona l  
T J = J JJ  IJ [ ~ ( x , y , t )  - h(x,y , t ,u) l  Q (x ,~ , r , s , t ) IY ( r , s , t )  
O n n  
where ~ ( x , y , r , s , t )  i s  an m x m  p o s i t i v e  d e f i n i t e  weight ing ma t r i x ,  
and Y(x,y,t) i s  a  continuous f u n c t i o n  o f  x, y, and t . I f  Y(x,y,t) 
i s  a  d i s c r e t e  f u n c t i o n  o f  x, y, and t , the i n t e g r a t i o n s  i n  ( 5 )  a r e  
replaced by summations. In ( 5 )  u(x,y,t)  denotes the  s o l u t i o n  o f  (1)- 
( 3 )  f o r  a  g iven k(x,y).  
A c l ose  examinat ion o f  t h i s  f o rmu la t i on  o f  t h e  es t imat ion  problem 
revea ls  t h a t  t h e  problem o f  parameter es t ima t ion  i s  i n t i m a t e l y  r e l a t e d  
t o  c e r t a i n  opt imal  c o n t r o l  problems. I n  f a c t  t h i s  problem can be con- 
s idered f o r m a l l y  as an opt imal  c o n t r o l  problem: I t  i s  des i red  t o  
determine the control policy k(x,y) over the domain Q such t h a t  J 
is minimized subject to the constraints ( I  ) -  (3 ) .  Therefore, the optimal 
control approach can be used t o  solve the estimation problem. The 
detailed derivations are given i n  Appendices 111-A and 111-B. 
Appendix 111-A 
INT. J. OONTROL, 1972, VOI.. I%, NO. 3, 487-496 
Estimation of spatially varying parameters in 
partial differential equations? 
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The estimation of a vector of unknown spatially varying parameters in non-linear 
partial differential equations from noisy observations is considered. Two algorithms 
are presented. The first is a method of steepest descent based on consideration of 
the unknown parameter veotor as a control vector. The second is based on treating 
the parameter as an additional state vector and employing least-square filtering. 
Computational results ere presented on the estimation of the diffusivity in the heat 
equation. 
1. Introduction 
The estimation of constant parameters in partial differential equations from 
noisy observations has recently received attention (Beck 1970 a, b, Pairman 
and Shen 1970, Phillipson 1971, Seinfeld and Chen 1971). We consider here the 
estimation of spatially varying parameters in partial differential equations, as 
arising, for example, in the estimation of the thermal diffusivity of an aniso- 
tropic medium or in the estimation of the permeability of a reservoir from 
pressure measurements a t  wells. Some special linear cases of this problem have 
been considered by Cannon (1963, 1968). We consider the general problem of 
estimating a vector of unknown spatially varying parameters in non linear 
partial differential equations (P.D.E.'s) from noisy observations of the system 
state. 
We assume the system is governed by the general P.D.E.: 
4 = f(t, r, X, xr, xrr, k, h), (1) 
where x(r, t) is the n-dimensional state vector, t is the time variable, r is the 
spatial variable, defined on the normalized domain [0, 11, x, denotes ax/& etc. 
The p-dimensional parameter vector k is assumed to be a function of r only. 
The initial condition for eqn. (1) is assumed known: 
x(r, 0) = 50(r) (2) 
and the boundary conditions are expressed in the general form: 
g,(t, x, xr) = 0, r = 0, (3) 
g, ( t ,x ,x , )=~,  r =  1.  (4) 
The observations of the system are given by the m-dimensional vector y(r, t). 
The observations are related to the state by: 
y(r, t) = h(r, t, x(r, t)) + (errors), ( 5 )  
where the observations y(r, t) may be continuous functions of r and t or carried 
out only at  a discrete number of spatial locations, r,, ..., rs, and a discrete 
number of times, t,, . . . , tR. 
- 
t Communicated by Dr. A. T. Fuller. 
The prohlem is tct dcxtcrminc* k ( r )  ~ u c h  that nornc mc3aslirc of the difference 
between the predicted and obacrved data is a minimum. A popular objective 
function is the least-square functional : 
where Q(r ,  s, t )  is an m x m positive semi-definite weighting matrix. This form 
is for the case in which y ( r ,  t)  is a continuous function of r  and t .  If y(r ,  t )  is a 
discrete function of r  and t ,  the integrations in eqn. (6) are replaced by sum- 
mations. In eqn. ( 6 ) ,  x ( r , t )  represents the solution of eqns. (1 ) - (4 )  for a 
given k ( r ) .  
There are essentially two ways to approach this problem. The first is to 
approximate k(r )  by a function of r  of known form containing a number of 
unknown constant coefficients. Then the problem becomes one of estimating 
a set of constant parameters in partial differential equations. In order to 
simulate k(r )  accurately a large number of coefficients may be required. Since 
this approach is well-developed, we will not consider it further. 
The second approach deals directly with k ( r )  as a function of r .  k ( r )  may be 
considered either a control variable or an additional state variable. In either 
case the objective is to choose k to minimize J subject to eqns. (1 ) - (5 ) .  If k 
is treated as a control variable, the problem becomes one of the optimal control 
of a distributed parameter system with a control variable that is time indepen- 
dent. On the other hand, if k  is considered an additional state variable, state 
estimation or filtering, techniques applicable to partial differential equations 
can be used. The only differences between the two ways of treating k  lie in the 
final algorithms for estimating k .  We will now develop these two approaches. 
2. Method of steepest descent 
The method of steepest descent is a popular one for the solution of the 
two-point boundary value problems arising in the optimal control of lumped 
and distributed parameter systems (Denn 1969). In this section we derive a 
method of steepest descent to determine k ( r )  to minimize J subject to eqns. (1)- 
( 5 ) .  Let us begin by defining the additional state variable xn+,(t) by: 
Thus, x,,,(T) = J. Henceforth, the state vector z and the function f will have 
dimensio~ n + 1 ,  with f,+, equal to the right-hand side of eqn. (7). 
Let us find the perturbation in x, ,+ , (T)  resulting from a perturbation Sk in k  
in order to develop a method of steepest descent. Corresponding to a per- 
turbation Sk is a perturbation Sx, governed by: 
Sx, = f, Sx + f,, 82, + f,,, ax, +fk 81s +fk, 6 4 ,  (9) 
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Introduce the ( n +  1)-dimensional adjoint vector #(r, t) and form the inner 
product of # and eqn. (9) to obtain: 
(#T 6 ~ ) ~  = ICIlT + dJTfx 6~ + #Tfir, 6xr + #Tfx,, 82, + #Tfk 6k + ICITfk,6kr. ( 12) 
Integrating both sides of eqn. (12) over r from 0 to 1 we obtain: 
+ [ICITfX, - (dJTfx,,)rl Sx IEi 
+ ICITfX,, 8xr IEi 3- #Tfk,6kIzi. (13) 
Let us define the adjoint vector #(r, t) by the following equations: 
$1' = - ICITfx + (#Tfzr)r - (dJT'fx,,)rr7 (14) 
&(r ,T)=O, i =  1,2 ,..., n, (15) 
#a+l(T) = 1, (16) 
~ ! ~ ~ f x , -  (#Tfx,,)r - ICITfz,,g(~)z,-l g(0)x = 09 r = 0, (17) 
ICITfz,- (#Tfx,,)r-#Tfx,,gcl,,t-l ~ ( 1 t . c  = ( ' 9  r = 1, (18) 
Using eqns. (14)-(18) in eqn. (13) we obtain : 
/1#T6xdrl = (.l[#'fk- (#Tfk)rl Skdr + P f k e 6 k  
LJo J t  Jo 
(19) 
Integrating eqn. (19) from 0 to T ;  
However, from eqns. (15) and (16), the left-hand side of eqn. (20) is simply 
SX,+~(T), or, equivalently, 6J. The order of integration can be interchanged in 
eqn. (20) to yield: 
where 6(r) is the Dirac delta function. 
This is our desired result, namely the perturbation in J resulting from a 
perturbation in k. Since we want to minimize J ,  we want to choose 6k such 
that 6J  is non-positive. Therefore, we choose: 
where W(r) is a positive-definite p x p  weighting matrix. Because of the 
dehition of x,,,, only the first n components of 4 and f will enter into the 
computation of eqn. (22). 
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Summarizing, the method of steepest descent is as follows: 
1. Make an initial guess k(o)(r) and choose a weighting matrix W(r). 
2. Solve eqns. (1)-(4) from t = 0 to t = T. Evaluate J. Then solve eqns. 
(14)-(18) from t = T to t = 0. 
3. Compute 6k from eqn. (22). 
4. Repeat step 2. Continue until subsequent chanes in J are less than a 
preset criterion, (J(0  - J(G1))/J(i) < E.  
3. Filtering in distributed systems 
Filtering in linear distributed systems with white noise disturbances has 
been considered by Balakrishnan and Lions (1967), Tzafestas and Nightingale 
(1968, 1969a), Meditch (1969), Thau (1969) and Kushner (1970), wherein 
results analgous to the Kalman filter were obtained. Filtering in non-linear 
distributed systems has been considered by Tzafestas and Nightingale (1969 b), 
Seinfeld et al. (1969, 1970 a,  b), Hwang et al. (197 1) and Lamont and Kumar 
(1971). A general non-linear filter, applicable to both boundary and volume 
disturbances, has been derived by Hwang et al. (1971) based on an optimal 
control approach and invariant embedding. 
If we adjoin to eqn. (1) the p relations: 
k, = 0 (23) 
and define the (n+p)-dimensional state vector z as (xT,p'r)T, then eqn. (1) 
takes the form : 
Zl = F(r,  t ,  2, Zr, zm), (24) 
where F = (f T, O)T. The initial condition for eqn. (24 J is : 
zt(r, 0) = x%(r), i = 1,2, . . . , n, (25) 
z,(r,O) = '1, i = n + l ,  ..., n t p .  (26) 
The boundary conditions, eqns. (3) and (4), then apply to the first n components 
of 2. 
The optimal least-squares filtering problem is to determine z(T) such that 
J is minimized, subject to eqns. (3), (4) and (24)-(26). If we denote the optimal 
filtering estimate by l(r, t), then the filter is (Hwang et al. 1971): 
$ = F(r, t k l,, i,) 
-80- 
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where the initial conditions, Bo(r) and Po(r, p), must be guessed a priori, and 
P(r, p, t )  = P(p, r, tIT. 
The problem of estimating k(r) has now been converted into the problem of 
estimating z(r, t) given the noisy data, y(r, t), 0 < t 9 T. Of course, since the 
initial conditions for the first n components of z are known, eqn. (25), the filter 
will, in effect, be estimating only k(r), the last p elements of z. As we note, the 
filter requires the solution of n + p  state estimate equations, eqn. (27) and 
(n + p ) 2  auxiliary Riccati-type equations, eqn. (28). Even though the filter of 
eqns. (27)-(35) will, in principle, yield estimates for k(r), if the dimension of 
either x or k is large the computing required to solve eqns. (27) and (28) may 
be prohibitive. 
4. Estimation of the dWusivity in the heat equation 
Let us consider the problem of estimating k(r) in the heat equation: 
from discrete noisy measurements of x(r, t)  at  S locations: 
I y(ri, t) = x(ri, t) + (errors), i = 1,2, . . . , 5. (40) 
In order to test the two algorithms we will assume that the true value of k is: 
k(r) = 1 + r (41) 
and generate the noisy observations by: 
y(r.t, t )  = x(ri,t)*[l +aG(O, a)], i = 1,2, ..., S, 
where x(ri, t)* is the solution of eqns. (36)-(39) and (41) and C(0, a) is a normally 
distributed random variable with mean zero and standard deviation a. 
Using this example we will study several questions related to the two 
algorithms developed for estimating k : 
(1) The effect of the number of measurement locations 8. 
(2) The effect of the level of the observation noise, a and a. 
(3) The effect of the choice of the weighting matrices Q(r,s, t) and W(r). 
Let us consider first the results using the method of steepest descent. We 
take the initial condition xo:,(r) = r2 and T = 0.2. For simplicity, we take 
Q(r, s, t) to be a function of r and s only, since we will assume that there is no 
reason to weigh measurements at  different times differently. In particular, we 
will use the form Q = exp ( - q 1 r - s 1 ), since the strongest weighting in 9 should 
naturally occur when r = s. The selection of W(r) deserves some consideration. 
In this example, eqn. (22) reduces to: 
The initial condition xo(r) may serve as a guide-line for the form of W(r). We 
presume that we want 6k from eqn. (43) to be the same order of magnitude at 
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all r .  Since we know x,(r), we can compute dx,/dr as a rough guide to  x,. For 
x,(r) = r2, x, increases with r .  Therefore, we would want W ( r )  to decrease with r .  
The absolute magnitude of W ( r )  can only be determined by trial. Both con- 
stant values and decreasing functions of r  were used for W ( r )  in the present 
study. It was found that  the accuracy of the estimates is not too sensitive to 
the choice of W ( r ) .  
Fig. 1 
Effect of the number of spatial measurements 9 on the estimated value of k ( r )  using the 
method of steepest descent. 
Figure 1 shows the effect of the number of measurement locations, 8, on 
the estimated value of k(r) .  The following parameters were used in generating 
these results: q = 15, E = 0.01, a = 0, u = 0 and 
Indicated on fig. 1 are the locations of the measurements and the number of 
iterations for the three cases. We note, as we would expect, that the accuracy 
of the estimates decreases as S decreases. 
Next, the effect of the level of measurement noise was studied with g = 15, 
C: = 0-01, S = 9 and W ( r )  given by eqn. (44) .  The three cases, a = 0, a = 0; 
a = 0.1, o = 0.1; and a = 0.3, a = 0.3, were studied. It was found that  there 
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was essentially no effect on the estimated k(r) of the level of noise at  these levels 
(0, 3 and 9%), for which reason we have not shown the results, which closely 
conform with curve one in fig. 1. 
Finally, the effect of Q was considered. Figure 2 shows the k(r) profiles for 
q = 5, 10 and 15, with S = 9, e = 0-01, a = 0, u = 0 and W = 50. Although as q 
increases, the accuracy of the estimate increases, it does not appear to be a 
significant effect. From results not shown it was also found that as S decreases, 
Q must be increased. The choice of Q becomes more important as X decreases. 
Fig. 2 
I I I 1 
Effect of the value of q in Q(r, a, t) = exp ( -q) r -81 ) on the estimated value of k(r )  using 
the method of steepest descent. 
Figure 3 presents the results of estimating k(r) by the non-linear filter. In 
this case x,(r) was taken as sin nr, and five measurement locations (S = 5) were 
used: r = 0.1, 0.3, 0.5, 0.7 and 0.9. Two curves are shown in fig. 3. The one 
labelled a = 0, a = 0 corresponds to error-free observations, while the curve 
labelled a = 0.3, u = 0-3 corresponds to a 9% error. As we see, there is not a 
significant difference between the two cmes, as we have already observed in the 
method of steepest descent. Because the non-linear filter requires a solution of 
the matrix Riccati partial differential equation in two spatial variables, it is not 
as efficient for parameter estimation as the steepest descent algorithm, which 
only requires solution of the n-dimensional adjoint equation. Nevertheless, the 
results shown in fig. 3 indicate that the non-linear filter can be used to estimate 
parameters in P.D.E. 
-83- 
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1 Fig. 3 
I A Effect o f  the level of error on k ( T )  fit T = 0.2 using the non-!inear fi!ter. 
Two algorithms for the estimation of spatially varying parameters in non- 
linear P.D.E. have been presented. The method of steepest descent appears to 
be computationally more efficient than non-linear filtering because fewer 
P.D.E. must be integrated in steepest descent. Both algorithms were applied to 
estimate the diffusivity in the heat equation from discrete noisy state measure- 
ments. 
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sures is minimized. A typical measure of devia- 
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is at location rj = (xj ,yj), j ' 1,2,, . . , M, N apCal(Ij .t;kl.. . . . 
and T is the toial time period over which obser- 
vations are available. For the case of meas- + I ')AkE . . . .(6) a-r 
urements made at discrete times the performance 
ake 
index can be defined as If we have nl We can substitute Eq. (6) into Eq. (I), making J 
measurements at at "1 different times* a function of the Aki. Then setting aJ/aAki = 0 
n2 measurements at 2.at n2 different times* yields N simultaneous linear equations for the 
..., and nM measurements at at nM differ- Aki, the solution of which yields the recursion 
ent times, we define the performance index as formula 
a 
cal 
J - 1 I [pObs(Ij,ti) - P (fj.fi)12 - -  (2) j=l ill 
This index can be placed in the form of Eq. (1) 
as follows I 
vhere 6(.) is the Dieac delta function. I 
Since Eq. (2)  can be written in the form of 
Eq. (I), we shall henceforth take Eq. (1) as the 
general performance index for history matching. 
To perform the minimization of Eq. (1). 
most methods rely on some type of gradient op- 
timization procedure. Two common methods of 
iteratively improving an initial guess of the 
N unknown parameters are the steepest descent 
method and the Gauss-Newton method. In the for- 
mer method, the (j + 1)st iterate of ki, k]+l, is 
determined from 
where y < 0 and aJ/aki can be determined from 
Eq.  (1) by 
In the Gauss-Newton method, on the other hand, 
we assume that each ki differs from the initial 
guess by an amount Aki and that the calculated 
pressure can be expanded in a Taylor series 
about the initial guess. 
pcal(fj, t ; k1 4- Akl.. . . , Cfi + A s )  
cal 
= P (~jrt;kl..... $) 
where (!-'li is the ith row of the NxN matrix 
5-l, where the i.E element of R is defined by I 
"1 , an N-dimension- 
a1 roc vector. 
We note that g represents an approximation 
to H, where H is the Hessian matrix. This can 
be seen from- the definition of Hessian matrix: 
cal 2 ~ c a 1 j  
..) - P ('jgt)1 akiakQ . . . . .  (9) 
If the second term is neglected, in the hope tha 
the residue is small, then is a good approxi- 
mation to H. When 8 = l j, we have the so-called 
Newton method9. The high cost of computing 
second order derivatives leads one to make, use 
of simplifications of the Newton method, such as 
the Gauss-Newton method. Reported computational 
results indicate that the Gauss-Nevton method is 
one of the most efficient gradient methodslO. 
We note that in both of these methods above 
it is necessary to compute the bev~b.&iv.iAiry co- 
ci6icienta, apcal/aki, i = 1,2 ,..., N, i.e. the 
first partial derivative of pressure with re- 
spect to each parameter. The sensitivity co- 
efficients can be computed, in principle, in 
several ways: 
1. Make a-simulator base run with all N param- 
eters at their initial values. Then. I 
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perturbing each parameter a small amount, 
make an additional simulator run for each 
parameter in the system. Sensitivity co- 
efficients may then be determined using 
the finite difference formula, 
cal 
- p (:.t;kl.. . . . $)) /AXi . . . . . . . (1O)I 
2. Derive a set of "sensitivity equations" 
from the original partial differential 
equations describing the reservoir system. 
In this new set of equations in partial 
differential form, the dependent variables 
will be the sensitivity coefficients. The 
finite difference equivalent of the sen- 
sitivity equations will then be solved 
simultaneously with the original pressure 
equation. A closely related alternative 
would be to derive sensitivity equations 
from the finite difference form of the 
simulator equations. 
3. Assume that the difference between the ob- 
served and calculated pressures is a lin- 
ear function of the parameters4. That is 
N 
p ~ b s  cal (zj,tj) - P ( ~ ~ . t ~ )  = a + 1 a k jo is, j i i  
where I is the total number of neasure- 
ments. Therefore, the sensitivity coef- 
ficients become independent of the param- 
eter values. Experience with real prob- 
lems, however, has indicated that the sen 
sitivity coefficients are not constant ove 
a wide range of parameter values, and, con 
sequently, this approach is not a gener- 
ally valid one for history-matching. 
With N parameters, method 1 requires N + 1 
simulator runs for each step in the iteration 
of improving the guesses. Method 2 also re- 
quires the solution of X + 1 partial differen- 
tial equations per iteration (1 simulator run 
plus N sensitivity equations). Herein lies the 
basic computational inefficiency in the multi- 
zonal approach to history-matching when N is 
large, namely the large number of repetitive 
solutions of partial differential equations that 
are required in each iteration. 
In this paper we propose a new approach to 
the history-matching problem which is designed 
to circumvent the excessive computational re- 
quirements of standard methods. In essence, we 
treat the reservoir property being estimated, 
say permeability, as a c0n;t~vutocld function of 
location rather than as one assuming discrete 
values in a number of zones. To solve the prob. 
lem we seek that dunctiobz, for example, k(x,y), 
that minimizes the objective function J. Such 
an approach is, of course, in keeping with Lhe 
probable physical nature of an actual reservoir 
The key feature of the new approach is that it 
requires the solution of only two partial dif- 
ferential equations per iteration 
(one simulator run plus one adjoint equa- 
tion) no matter how fine the spatial resolution 
The method we present is essentially a gra 
dient optimization method, in which an initial 
guess kO(x,y) is improved iteratively. How- 
ever, the treatment of the unknown property as 
a function as opposed to a set of constant 
parameters enables us to avoid the sensitivity 
equations arising in the multi-zone approacn. 
In the next section the method is summar- 
ized. Then follows a computational example 
illustrating the use of the method and giving 
a detailed comparison of this new algorithm to 
two conventional constant zone approaches, 
steepest descent and the Gauss-Newton method, 
for a single-phase hypothetical reservoir. The 
full derivation of the algorithm for a single- 
phase reservoir is presented in Appendix A. 
Although the method is presented only for the 
singic-phdse case, ii is applicabie in princi- 
ple to two-phase simulators. To conserve 
space, we have not presented the derivation for 
this latter case here. 
SUMMARY OF THE ALGORlTHM FOR A SINGLE-PHASE 
RESERVOIR 
Let us consider a reservoir of uniform 
thickness h but arbitrary cross section and 
containing L producing (or injecting) wells 
and M-L observing wells (with zero production 
rates). The radius and production flow rate 
of the lth well will be denoted by rwj and qi, 
respectively. The simulator equation for ~ h g  
pressure in a reservoir containing a single- 
phase fluid can be written (we drop the super- 
script c d  for convenience) 
where a(:) = k(r)/$pc is the hydraulic diffu- 
sivity. (4 is assumed constant), V is the two- 
dimensional gradient operator with respect to 
the position vector E ,  and S denotes the region 
of the plane occupied by the reservoir. k(~) 
denotes the unknown property, presumed to be 
the permeability, which is a function of posi- 
tion r. Boundary conditions are given on the 
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boundaries Bw of each wel l  and on the  ex te r -  is given i n  t h e  Appendix. The f i n a l  r e s u l t  i s  
t h a t  6kJ (f) is computed by 
nal boundary 'of t h e  r e s e r v o i r  Be a s  fol lows 
". 
where W(f) is a p o s i t i v e  weighting f u n c t i o n  and 
$ ( r , t )  is governed by t h e  boundary v a l u e  prob- 
lem (note t h a t  a f i n a l  condi t ion  a t  t = T ap- 
pears r a t h e r  than an i n i t i a l  c o n d i t i o n  a t  
t a 0): 
$ ( r  ,T) = 0 . . . . . . . . . . . . . . (22) 
B 
"j 
3 * 0  r E B w ,  j - 1  ,..., M .  . . .(23) as. 
- 3 
where ap/an and aplaa a r e  t h e  normal and tan- 
g e n t i a l  d e r i v a t i v e s  t o  t h e  ind ica ted  boundary. 
e i t h e r  B, o r  Be. Eqs. (13) and (15) spec i fy  
t h a t  t h e  j p r e s s u r e  on t h e  periphery of t h e  
i t h  wel l  is uniform, while Eqs. Cl4) and (16) 
z-- ..L- 
~ Z C I L J  L u r  p r o d u ~ t i o n  rate i n  terms of a n  in re -  
g r a l  of t h e  f l u x .  Eq. (17) s t a t e s  t h a t  t h e  
o u t e r  boundary of the  r e s e r v o i r  is impermeable. 
The i n i t i a l  condi t ion  t o  Eq. (12) can be taken 
a s  some s p e c i f i e d  d i s t r i b u t i o n .  
We have assumed t h a t  t h e  r e s e r v o i r  con- 
t a i n s  M w e l l s  a t  coord ina te  l o c a t i o n  rl ,  ..., 
fm. The observed pressures  a t  each of the  M 
w e l l s  w i l l  be denoted by pobs( r . ,  t )  . The 
h i s t o r y  matching problem is to-aetermine k ( r )  
t o  minimize an o b j e c t i v e  function r e l a t e d  t o  
t h e  discrepancy between model and da ta .  A 
common form of such a func t ion  and t h e  one 
which we s h a l l  employ, is given by Eq. (1). 
Concisely s t a t e d ,  we wish t o  minimize 3, 
given by Eq. (1). s u b j e c t  t o  Eqs. (12)-(18). 
We wish t o  develop a grad ien t  op t imiza t ion  
method which w i l l  i t e r a t i v e l y  improve an i n i t i a  
guess k O ( ~ )  by 
k j + l ( r )  = kJ ( r )  + 6 k j ( r )  . . . . . . . (19) 
This  can be  done by a v a r i a t i o n a l  approach, 
such a s  comonly  used i n  optimal c o n t r o l  
theory1'. The f u l l  d e r i v a t i o n  of t h e  spethod 
k ( ~ )  obs h j d l  - fh(c[p ( r , t )  - p ( r , t ~ ~  
The algori thm is  used a s  follows: I 
1. Make an i n i t i a l  guess ko(g) and s o l v e  
Eqs. (12)-(18). Evaluate J by Eq. (1). 
2. Compute + ( r . t )  by s o l v i n g  Eqs. (21)-(25) 
from t = T t o  t - 0. 
3. Compute 6k(5) by Eq. (20) and update 
k j Q )  by 
k j + l ( r )  = k'(r) + 6kJ( r )  j = 0 * 1 , 2 ,  ... 
4. If a convergence c r i t e r i o n  I 
J 
is met, s t o p ;  i f  no t ,  r e t u r n  s t e p  1 wi th  
k j+1  i n  p l a c e  of kO. 
We now presen t  a d e t a i l e d  a p p l i c a t i o n  of 
the algori thm t o  t h e  e s t i m a t i o n  of t h e  permea- 
b i l i t y  d i s t r i b u t i o n  i n  a h y p o t h e t i c a l  s ing le -  
phase r e s e r v o i r .  In a d d i t i o n ,  we compare t h e  
performance of the  a lgor i thm t o  t h a t  of conven- 
t i o n a l  s t e e p e s t  descent  and Gauss-Newtonmethods 
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APPLICATION OF THE METHOD 
We consider the estimation of the per- 
meability distribution k(x.y) in the single- 
phase reservoir shown in Fig. 1, the pressure 
in which is governed by 
h 9 $ dl - q (injection well) . . . (30) 
B 
h I 2 dl - 0 (observing wells). . . (31) 
B j .j = 1,2,..., 8 
The lecaticns cf the i=jectiaa =ad observation 
wells are shown in Fig. 1. The true but pre- 
sumed unknown permeability was chosen as 
Observed pressures were generated by solving 
Eqs. (26)-(31) numerically with Eq. (32) and 
the following parameter values: @ = 0.2, h - 
1 ft.,L = 60,000 ft.,L2 = 30,000 ft., c = 
1.72 x ~ O - S  psi-1. u = 0.352 cp., po = 0 and 
q = 500 ft3 day-l (injection). The alternating 
direction implicit method was used to solve 
the state (p) and adjoint ($) equations. 
The problem is to estimate k(x,y) from 
the observed pressures. The objective func- 
tion used is 
Three techniques will be used to solve 
this problem: 
1. Steepest descent method of Eqs. (4) and 
(5) ; 
I 2. Gauss-Newton method of Eqs. (7),(8), and (5); and 
3. The new algorithm developed in this 
paper (the variational method). 
For the first two methods it is n'ecessary to 
divide the reservoir into zones in each of 
which the permeability is taken to be constant. 
We shall consider two cases. 4 zones and 8 
zones, assuming that k is constant in each zone 
Thus, we have 4 unknown parameters in the 4 
zone case and 8 unknown parameters in the 8 
zone case. The configuration of the 8 zones is 
shown in Fig. 1, while Fig. 2 shows the loca- 
tion of the 4 zones. Sensitivity coefficients 
for the steepest descent and Gauss-Newton meth- 
ods were computed numerically by Eq. (10) by 
changing each of the ki one at a time by 5% of 
its value and then calculating the correspond- 
ing change in p. 
Some typical results are summarized in 
Table 1. Of particular interest in the compari 
son among the three methods are two points: 
1. The performance of the method, i.e. how 
rapidly J was decreased; and 
2. The computing time requirements of the 
method, i.e. how many seconds of computing 
time were required per iteration and for 
comparable reductions in the objective 
function J. 
(33) 
where K discrete time measurements (K = 20) 
are assumed to be available at each of the 
eight (M = 8) observation wells. Note that no 
pressure data are taken at the injection welL. 
We see that each of the three methods reduced J 
by a factor of about 100 in 10 or fewer itera- 
tions. However, from the standpoint of com- 
puting time, the variational method was superi- 
or to each of the other two methods in the 
cases of both 4 and 8 zones. Since the final 
value of J is different for each method, for 
the purpose of comparison we can choose a value 
of J, say 13, at which to compare the methods. 
Since the number of iterations needed to reach 
a given value of J is different for different 
initial guesses, the time reported will be the 
average time for k0 = 0.2 and k0 = 0.7. Under 
these conditions the variational method takes 
55 seconds (5 iterations for k0 = 0.2 and 
3 iterations for k0 = 0.7), the Gauss-Newton 
method takes 77 seconds (3 iterations for k0 = 
0.2 and 5 iterations for k0 = 0.7) for the 4- 
zone case and 100 seconds (2 iterations for 
k0 = 0.2 and 5 iterations for k0 = 0.7) for the 
8-zone case, and the steepest descent method 
take; 137 seconds (10 iterations for kO = 0.2 
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and 5 iterations for k0 = 0.7) for the &-zone 
case and 144 seconds (5 iterations for both 
10 = 0.2 and kO = 0.7) for the 8cone case. 
Figs. 3 and 4 compare for the observation 
wells 2 and 8 the observed and calculated prrs- 
sures for the initial guess, the tenth itera- 
tion for the variational method, and the tenth 
iteration for the method of steepest descent 
for the &zone case. The final pressures for 
the 8-zone case by the methods of steepest des- 
cent and Gauss-Newton are approximately the 
same as the final pressures calculated by the 
variational method. The final pressures for 
&zone case by the methods of steepest descent 
and Gauss-Newton are approximately the same. 
As we expected, the 8-zone case is superior to 
the &zone case in terms of pressure-matching. 
This can be seen from Figs. 3 and 4. 
Fig. 5 presents the distribution of per- 
meability at y = 9000 ft. and 21,000 ft. for 
the initial guess, the tenth iteration for the 
variational method, the tenth iteration for the 
8-zone and 4-zone cases by the method of steep- 
est descent, and the average value of the true 
permeability in each zone. The average value 
in each zone is defined by 
*i 
ki a JJdxdy i = 1, ..., 8 
Ai 
We can draw some interesting conclusions 
from the results in Table 1 and Figs. 3-5. 
We note that in each case the least-square 
criterion J has been reduced significantly in 
a few iterations; likewise, the pressure 
histories after a few iterations are very close 
to the observed pressures. Nevertheless, there 
is little correspondence between the final val- 
ues of k in the 8 zones in the two constant-zone 
cases, as can be seen in Table 1. Therefore, 
in spite of the fact that the three methods 
of the initial choice of the number and type 
of parameters to be estimated in a history 
matching exercise. Thus, it is important that 
the selection of reservoir properties to be 
determined be commensurate with the quantity 
and quality of the data available. This prob- 
lem has not been treated here--it remains as 
one for future efforts13. 
CONCLUSIONS 
A new history matching method designed to 
overcome the excessive computational require- 
ments of standard methods is presented. The 
key feature of the method is that the reser- 
voir property being estimated is treated as a 
continuous function of location rather than as 
one assuming discrete values in a number of 
zones. In a hypothetical exercise the new 
method performed comparably to two standard 
constant-zone gradient methods with respect to 
reduction of the least-square performance 
index, but doing so with a smaller expenditure 
of computing time. In the example, both four 
and eight uniform zones were employed. In 
actual practice, more than 100 zones are often 
used for large reservoirs. While the computing 
time for standard constant-zone methods i n -  
W&?Abe?) dinecteg with the number of zones (or 
parameters), because of the required sensitivi- 
ty coefficients, that for the variational meth- 
od presented here does not cbange since con- 
stant zones are not employed. Thus, while the 
computing time for the variational method was 
about one-half of that for the 8-zone gradient 
methods, for, say, 64 zones, the computational 
savings of the new method over a conventional 
method should be a dactoa 06 16. 
This work was supported by a grant from 
the Chevron Oil Field Research Company. 
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APPENDIX A I 
DERIVATION OF THE METHOD I 
I n  t h i s  appendix we d e r i v e  t h e  b a s i c  
equa t ions  of t h e  new method f o r  a  s ing le -phase  
r e s e r v o i r ,  t h a t  is,  a  s i m u l a t o r  c o n s i s t i n g  of 
a  s i n g l e  p a r t i a l  d i f f e r e n t i a l  equa t ion .  
Let  us cons ider  a  r e s e r v o i r  of uniform 
th ickness  h but  a r b i t r a r y  c r o s s  s e c t i o n  an2 
con ta in ing  L producing w e l l s  and M-L observ ing  
w e l l s  (with zero p roduc t ion  r a t e s ) .  The simu- 
l a t o r  equa t ions  f o r  t h e  p ressure  a r e  given by 
Eqs. (12)-(18). Although we s h a l l  c o n s i d e r  
h e r e  t h e  e s t i m a t i o n  of k ( c ) ,  the  method is s u f -  
f i c i e n t l y  genera l  s o  t h a t  o t h e r  unknown prop- 
e r t i e s ,  say p o r o s i t y  +, could be t r e a t e d  i n  an 
analogous ntanner. The history-matching prob- 
lem i s  t o  determine k ( r )  t o  minimize an 
o b j e c t i v e  f u n c t i o n  r e l a t e d  t o  t h e  d i sc repancy  
between model and d a t a .  A comrlon form of such 
an o b j e c t i v e  f u n c t i o n ,  and t h e  one which wt. 
s h a l l  ernploy, i s  given by Eq. ( 1 ) .  S ince  we 
assume t h a t  t h e  p r e s s u r e  on t h e  pe r iphzry  of 
each w e l l  is c o n s t a n t ,  we can r e w r i t e  Eq. (1) 
a s  
Concisely s t a t e d ,  we wish t o  minimize J ,  
given by Eq. (A-l),  s u b j e c t  t o  Eqs. (12)-(18). 
Th i s  can b e  done by a  v a r i a t i o n a l  approach. 
such a s  commonly used i n  op t imal  c o n t r o l  
theory l1 .  Using such an approach we s h a l l  now 
d e r i v e  a  s t e e p e s t  descen t  a l g o r i t h m  which can 
be used t o  improve i t e r a t i v e l y  a n  i n i t i a l  guess 
ko(?) such t h a t  J  is c o n t i n u a l l y  decreased .  
B a s i c a l l y  we d e s i r e  t o  r e l a t e  a  p e r t u r b a t i o n  
i n  k ( c ) ,  6k(5) ,  t o  a  p e r t u r b a t i o n  i n  J ,  6J .  
We then  choose a  6k(5)  such  t h a t  6 J  is always 
nega t ive .  
The change i n  p ( ? . t ) ,  6p, r e s u l t i n g  fr0.n a  
change i n  k ( f ) ,  and hence a(!), i s  g iven  by 
t h e  s o l u t i o n  of 
We in t roduce  a  so -ca l l ed  a d j o i n t  v a r i a b l e  
$ ( r , t )  and m u l t i p l y  Eq.  (A-2) by $J t o  g i v e  
I n t e g r a t i n g  both s i d e s  of  Eq. (A-3) over  t h e  
s p a t i a l  domain S and over  t and us ing  6 p ( t , 0 )  = 
0 ,  we o b t a i n  
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By us ing  the  i d e n t i t y ,  
. . . . . . .  V. (UA) (VU).A + W.A (A-5) 
Eq. (A-4) becomes 
Employing the  divergence theorem, we o b t a i n  
+ f $6a( r )  d l d t  
Be 
- f 1 $6a(r)  d l d t  
j=l 0 B 
wx 
- f 1 6pa(r )  2 d l d t  
O Be 
+ f 1 &pa(.) 2 d l d t  . . . .  (A-7) 
jP1 0 B 
w, 
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From Eq. (17) we know t h a t  
Using Eqs. (17) and (A-8). Eq.  (A-7) can be 
w r i t t e n  a s  
- (V+-Vp)6a(r) dSdt - f 1 a ( r )  6pd1dt 
Be 
The change i n  J ,  65, r e s u l t i n g  from a 
change i n  p ( r , t )  i s  given by 
Combining E q s .  (A-9) and (A-10) g ives  
+ V.(a(r)V$)bp - (V$.Vp)6a(r) dSdt 
- I 
- ; 1' $ [ a ( r )  ?+ 6 a ( r )  ) d l d t  
3-1 
Bw j 
-93- 
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condition, we need only note that, from Eqs. 
(14) and (16) 
The object of adding 65 to Eq. (A-9) is to ob- 
tain a relation between 63 and 69(~). If we 
$ - - V.(a(r)Vg) . . . . . . . . (A-12) 
and that in order for the relation 
with the final condition 
vanish. This can be done as follows. Because 
of the arbitrariness of 6p on the boundaries 
and the uniformity of 6p on the inner boundary, 
This is the third boundary condition. 
Substituting Eqs. (A-12)-(A-15) and Eq. 
(A-17) in:= Eq. ( A - 1 1 )  vs obtain 
We can interchange the order of integration as 
In order to decrease J by choice of b u ( ~ )  
we want 65 < 0 .  This can be accomplished by 
where W(r) is an arbitrary positive function 
TABLE 1 - COMPARISON OF HISTORY MATCHING RESULTS USING STEET'EST DESCENT 
AND GAUSS-NEhTON METIDDS AND THE VARIATIONAL METEOD 
S t e e p e s t  Descent Gauss Newton V a r i a t i o n a l  
4-Zone 8-Zone 4-Zone Method 8-Zone 
I n i t i a l  q u e s t  k0 
i-1.. . . , 8 f o r  $-zone 0.7 0.2 0.7 0.2 0.7 k (x ,y )  ~ ( x , Y )  
i-1, ..., 4 f o r  &-Zone - 0 . 2  - 0.7 
I n i t i a l  Value of J* 1 335.4 187.5 331.4 187.5 335.4 187.5 335.4 187.5 335.4 187.5 
Number of I t e r a t i o n s  7 10 6 5 1 0  4 5 10 6 
Tota l  Computing 
Time**(seconds) 1 284 185 178 96 150 281 7 6 97 127 76 
C o m p u t i n g T i m e f o r E a c h  28.4 26.4 1 16.0 30.0 28.1 19.0 19.4 12.7 12.6 
I t e r a t i o n  (seconds)  
F ina l  Value of J 1 3.2 2.8 13.1 12 .6  3.9 3.8 12.5 12.6 6.6 4.4 
Vinal  Value of kl 
k2 
k3 
k4 
k7 
* J is given by Eq. (33) 
** IBM 3701155 
or- 
od- 

30 60 1 20 
Time (days) 
Fi  g u r e  3: Actual a n d  estimated pressure a t  Uell 2 
Time (days) 
F i g u e  4: A c t u a l  and e s t i m a t e d  p r e s s u r e  a t  Wel l  8 
Figure 5: Permeability d i s t r ibu t ions  as a function o f  x 
a t  y = 9,000 f t  and 21,000 f t .  
0 = i n i t i a l  guess 3 = s teepes t  descent ( 4  zones) 
1 = t rue  value 4 = var ia t ional  method 
2 = s teepes t  descent (8  zones) 5 = average value (8  zones) 
Appendix 111-C 
ESTIMATION OF PARAMETERS I N  TWO-PHASE PETROLEUM RESERVOIRS 
I n  t h i s  appendix we show t h a t  t he  v a r i a t i o n a l  method i s  app l i cab le  
t o  two-phase petroleum rese rvo i r s .  
The basic  d i f f e r e n t i a l  equat ions descr ib ing  mult iphase f l o w  o f  
l i q u i d s  i n  petroleum r e s e r v o i r s  have been described i n  d e t a i l  by C o l l i n s  
[30] and others.  The fundamental development i s  based on combining t h e  
law o f  mass conservat ion,  Darcy 's  formula, and the  equations o f  s t a t e  
fo r  each mobi le  f l u i d  phase. If we ignore  c a p i l l a r y  pressure d i f f e rences  
i n  t he  system and a l s o  neg lec t  g r a v i t y  e f f e c t s ,  and if x and y are  
the coordinates o f  a  two-dimensional ca r tes ian  system, then the  conserva- 
t i o n  o f  mass o f  o i l  y i e l d s  i n  the  c o n t i n u i t y  equat ion 
and f o r  the conservat ion o f  mass of gas 
where So i s  o i l  sa tu ra t i on ,  S i s  l i q u i d  sa tu ra t i on ,  Kxo 9  i s  e f f e c t i v e  
pe rmeab i l i t y  i n  the x - d i r e c t i o n  f o r  o i l ,  
K~ 0 i s  the e f f e c t i v e  permea- 
b i l  i t y  i n  the y - d i r e c t i o n  f o r  o i l ,  K i s  e f f e c t i v e  pe rmeab i l i t y  i n  
xg 
the x - d i r e c t i o n  f o r  gas, 
K~ s i s  e f f e c t i v e  pe rmeab i l i t y  i n  t h e  y- 
d i  r e c t i  on f o r  gas, pOS i s  the o i  1  densi ty ( a t  atmospheric cond i t i on ) ,  
0 
i s  the viscosi ty  of o i l ,  A, i s  the formation volume fac tor  f o r  
o i l ,  ug i s  the viscosi ty  of qas,  g i s  the  mass density of gas ( a t  
P ) ,  pgS i s  the  mass density of gas ( a t  atmospheric condi t ion) ,  s i s  
the so lub i l i t y  and i s  porosity. These two equations w i t h  appro- 
p r ia te  i n i t i a l  and boundary conditions i n  conjunction w i t h  So+ S = 1 g 
cons t i t u t e  three equations fo r  determining the three  quan t i t i es  P, 
So, and S as functions of the space coordinates and time. 9 
Since the absolute permeabilities a r e  the parameters we want t o  
est imate,  the e f fec t ive  permeabi 1 i  t i e s  a r e  expressed in terms of 
absolute permeabil i t ies and r e l a t i ve  permeabilities as  
where Kx and K a r e  the absolute permeabi l i t i e s  in  the x-direction Y 
and the y-direction,  and kro and k are  the r e l a t i ve  permeabili- 
r g 
t i e s  fo r  o i l  and gas, respectively.  Here we note t ha t  the absolute 
permea bil i  t i e s  Kx and K a r e  functions of space coordinates only Y 
and the  r e l a t i v e  permeabil i t ies kro  and k a r e  functions of 
r g 
sa tura t ion only. 
For the  sake of s impl ic i ty ,  Eqs. (111-C.l) and (111-c.2) a re  
rewrit ten a s  follows: 
where 
pos A(P) = - 
BOP0 
In order that the variational method will be applicable, and 
for the sake of numerical solution, Eqs. (III-C.3) and (III-C.4) must 
be modified as follows. Multiplying Eq. (III-C.3) by ~ ( p )  - F(p), 
multiplying Eq. (III-C.4) by B(p), replacing So in Eqs. (III-C.3) 
and (111-c.4) by 1 - 
!I , and adding u p  the resulting equations gives 
where z '  ( p )  denote &!b.la d P 
From E q .  (III-C.3) we have 
Let 
a(P.Sg) = Sg[ (E (P )  - F ( P )  ) ' B ( P ) -  (E(P)  - UP) B '  ( p ) l  
+ CE(P) - F ( p ) 1 B 1 ( p )  + B ( P ) F ' ( P )  
then, a f t e r  some a lgeb ra i c  manipulat ions,  Eqs. (111-C.5) and Eqs. 
(I I -C .6) become 
% ? = S L ( K d * )  + ! L a  e-?e) + c L ( K d L Q ) + B L ( K e W )  
a t  a a x  x ax a ~ ( ~ x  ax a a y  y ay a a y  y ay 
as 
s = b c a ( , , & )  +a~( ,~s ) -~a ( ,~a )+bca ( ,~* )  
a t  a B a x  x ax a a x  x ax B ~ X  x ax a B a y  y ay 
Now Eqs. (111-C.7) and (111-C.8) which descr ibe the  two-phase, 
two-dimensional petroleum r e s e r v o i r  f low are  i n  the form o f  Eq. (1) i n  
Appendix 111-A. Thus, the v a r i a t i o n a l  method developed i n  Appendix 
111-A can be app l i ed  t o  Eqs. (111-C.7) and (111-C.8) f o r  determin ing 
the  parameters i n  these two equat ions. 
Chapter IV 
ESTIMATION OF THE LOCATION OF THE BOUNDARY OF A DISTRIBUTED REGION 
WITH APPLICATION TO PETROLEUM RESERVOIRS 
1. Introduction 
A problem of substantial economic importance to  the petroleum 
production industry i s  the determination of the s ize and shape of a 
reservoir from early pressure data from the i n i t i a l  wells dr i l led .  
Seismic data serve to  define the probable area occupied by the reser- 
voir;  however, a means of using early well pressure data t o  determine 
fur ther  the volume and shape of the reservoir would be quite valuable. 
On the basis of representing the pressure behavior i n  a single- 
phase bounded reservoir in terms of an eigenfunction expansion, Gavalas 
and Seinfeld [40] have shown how the total  pore volume of an arbitrary- 
shaped reservoir can be estimated from la t e  transient pressure data a t  
the available wells. We consider here the related problem of the es- 
timation of the shape (or the location of the boundary) of a reservoir 
from pressure data a t  an arbi t rary number of wells. This problem i s  
posed in somewhat general terms as optimally estimating the location 
of the boundary of a region over which the dependent variable ( in  th is  
case, pressure) i s  governed by a parabol i c par t ia l  different ial  equa- 
tion. 
There i s  vir tual ly  no prior available work on th i s  problem. In 
one study Hari [44] used the calculus s f  variations and the Ri t z  method 
to determine optimum boundaries for  e l l i p t i c  systems. Since the 
solution necessitates that  the boundary functions appear expl ic i t ly  
in the Ri t z  approximation, Hari ' s  resul ts  are of limited general 
u t i l i t y ,  particularly to  parabolic problems involving petroleum 
reservoirs. The method developed here, based on the variation of a 
functional on a variable region [41,61] i s  applicable t o  general 
parabolic systems with arbitrarily-varying physical properties sub-  
j ec t  to  e i the r  Di r i  chlet  or Neumann boundary conditions. 
For reasons of economy, the time allowable fo r  closing wells 
i s  limited. I t  i s  important, therefore,  that  any method developed 
fo r  estimating the shape of a reservoir be applicable i n  the l a t e  
t ransient  period of well production. To demonstrate th i s  point we 
present two computational examples to  i 1 lus t ra te  that  the shape of a 
reservoir may be estimated on the basis of l a t e  t ransient  data only. 
The f i r s t  example i s  the estimation of the radius of a bounded circu- 
l a r  reservoir,  while the second i s  the estimation o f  the shape of  a 
two-dimensional , s i  ngle-phase reservoir with constant pressure outer 
boundary. 
2. Formulation of the Optimum Boundary Problem 
Let us consider a reservoir of uniform thickness h b u t  of 
arbi t rary shape and permeability dis t r ibut ion and containing N 
production wells and M-N "pure" observation wells, for  which the 
production flow rates  a re  zero. Figure IV-1 shows schematically such 
a reservoir. The radius and production flow ra te  of the j t h  we1 1 will 
be denoted by rw and q , respectively. The governing equation 
j j 
for  the pressure in a reservoir containing a single-phase f lu id  can be 
w r i t t e n  
where a )  - = k c  - i s  t he  hyd rau l i c  d i f f u s i v i  ty, V i s  t he  two- 
dimensional g rad ien t  opera tor  w i t h  respect  t o  the  p o s i t i o n  vec tor  
r = (x,y),  and S i s  the  ex ten t  of the  reg ion  i n  the  two-dimensional 
- 
plane (unknown). Boundary cond i t ions  are  g iven on the  boundaries Bu 
j 
o f  each w e l l  and on the  ex te rna l  boundary o f  t he  r e s e r v o i r  Be as 
fo l lows : 
where 3 and a r e  the  normal and tangen t ia l  d e r i v a t i v e s  t o  the 
i n d i c a t e d  boundary, e i t h e r  Bw o r  Be . Equation ( 2 )  s p e c i f i e s  t h a t  
j 
t he  pressure on t h e  per iphery  of the j t h  w e l l  i s  uniform, w h i l e  Eq. (3 )  
s p e c i f i e s  the  product ion  r a t e  i n  terms of an i n t e g r a l  o f  the  f l u x .  
Equations (4)  and ( 5 )  express the two commonly employed boundary condi- 
t i o n s  a t  the  boundary of  a  r e s e r v o i r ,  e i t h e r  constant  pressure o r  
impermeabi l i ty .  Note t h a t  we choose the outwardly  d i r e c t e d  normal t o  
t h e  boundary as p o s i t i v e .  The i n i t i a l  c o n d i t i o n  t o  Eq. (1)  can be 
taken as some s p e c i f i e d  pressure d i s t r i b u t i o n  
Say the  r e s e r v o i r  conta ins M observat ion  w e l l s  a t  coordinate 
l o c a t i o n s  , c ~ , * .  ,r -N ,r - N + ~ ~ " ' ~ ! M  ' Without l oss  of g e n e r a l i t y ,  we 
number the w e l l s  such t h a t  the  f i r s t  N w e l l s  (ou t  of M t o t a l  w e l l s )  
a r e  the  p roduc t ion  we l l s .  The observed pressures a t  each o f  the  M 
w e l l s  w i l l  be denoted by pObS(rj , t )  . The problem i s  t o  determine the  
l o c a t i o n  o f  t he  o u t e r  boundary o f  t he  r e s e r v o i r  Be such t h a t  an 
o b j e c t i v e  f u n c t i o n  r e l a t e d  t o  the  discrepancy between p red ic ted  and 
observed pressures i s  minimized. A common form o f  such a  f u n c t i o n  i s  
t h e  sum o f  squares 
where T i s  t h e  t o t a l  t ime pe r iod  over which observat ions are  a v a i l -  
able,  Q j  i s  an a r b i t r a r y  p o s i t i v e  we ight ing  f a c t o r ,  (r . , t )  and 
-J 
p ( r  -j , t )  a re  the  observed and p red ic ted  pressures a t  t h e  j t h  we1 1  which 
i s  a t  l o c a t i o n  r .  , j=l,2,-..,M. For the  case o f  measurements made a t  
- J 
d i s c r e t e  t imes the  o b j e c t i v e  func t ion  can be def ined as fo l l ows .  I f  
we have nl measurements a t  w e l l  1  a t  nl d i f f e r e n t  t imes, np 
measurements a t  w e l l  2  a t  n2 d i f f e r e n t  t imes, * * . -  , and nM measure- 
ments a t  w e l l  M a t  nM d i f f e r e n t  t imes, we de f ine  the  o b j e c t i v e  
-109- 
Th is  o b j e c t i v e  f u n c t i o n  can be placed i n  the f o r ~ n  o f  Eq. (7) as fo l l ows  
where 6 ( * )  i s  the  D i rac  d e l t a  funct ion.  
Since Eq. (8)  can be w r i t t e n  i n  the form o f  Eq. (7) ,  we s h a l l  
henceforth take Eq. (7 )  as the general o b j e c t i v e  f u n c t i o n  which we 
d e s i r e  t o  minimize. 
Because o f  the un i fo rm i t y  of pressure around the  circumference 
of the  we l l s ,  i .e. ,  Eq. (Z), Eq. (7 )  can be w r i t t e n  as 
Summarizing, we wish t o  minimize J sub jec t  t o  Eqs. (1 ) - (3 ) ,  Eq. (4)  
o r  ( 5 ) ,  and Eq. (6), by determin ing the l o c a t i o n  o f  the  boundary Be . 
t h a t  i s ,  we wish t o  determine the coordinate l o c a t i o n  o f  each p o i n t  o f  
Be , a  c losed reg ion  i n  the x-y plane. As such, t h i s  problem can be 
viewed as an opt imal  c o n t r o l  problem i n  which the l o c a t i o n  of the 
boundary i s  the  c o n t r o l  va r i ab le .  Such problems, i n v o l v i n g  systems 
governed by p a r t i a l  d i f f e r e n t i a l  equat ions have n o t  he re to fo re  been 
solved. Thus, a l  though the s o l u t i o n  we present i n  t h e  nex t  sec t i on  i s  
d i r e c t e d  toward the  s p e c i f i c  r e s e r v o i r  boundary problem, i t  i s ,  i n  
fac t ,  gene ra l l y  app l i cab le  t o  optimum boundary problems i n  d i s t r i b u t e d  
parameter systems. 
3. Derivation of the Solution of the Optimum Boundary Problem 
As we have j u s t  noted, the minimization of J subject t o  Eqs. 
(1)-(6) by choice of the coordinate location of each point of the 
boundary Be consti tutes an optimal control problem in which the 
boundary location i s  the control variable. Optimal control problems 
of th i s  complexity do not possess analytical solutions,  and by applica- 
t ion of the maximum principle f o r  dis t r ibuted parameter systems [78] , 
the solution of these types of problems reduces to  two-point boundary 
value problems i n  a function space. Such two-point boundary value 
problems must be solved i t e ra t ive ly .  Consequently, we develop in t h i s  
section a solution by a method of s teepest  descent, wherein an i n i t i a l  
guess of the boundary location is  i t e ra t ive ly  improved such tha t  J i s  
continually decreased. In t h i s  form the algorithm i s  s imilar  i n  nature 
t o  tha t  proposed in Chapter 111 fo r  the estimation of spatially-vary- 
ing reservoir properties from well -pressure data. 
Our derivation i s  based on the variation of a functional on a 
variable region. In par t icu lar ,  we wish t o  re la te  a perturbation in 
the boundary position 6Be t o  a perturbation in the objective func- 
t ion  J ,  6J . By so  doing we can then choose &Be i n  such a way tha t  
6J < 0 and, consequently, such tha t  each i te ra t ion  serves to  decrease J .  
We begin by transforming the constrained optimal control prob- 
lem in to  an unconstrained problem through the introduction of 
adjoint  variables. We redefine the objective function by 
where h ( r , t )  i s  t he  a d j o i n t  va r i ab le .  Then if BE i s  the  op t ima l  
., 
r e s e r v o i r  boundary which minimizes J , i t  a l s o  c l e a r l y  minimizes J A .  
Assume the ou te r  boundary i s  per turbed from Be t o  Be+ 6Be 
w i t h  a  consequent mapping of the  domain S i n t o  S+6S , the domain 
corresponding t o  Be+ 6Be . The p e r t u r b a t i o n  i n  Be in t roduces a  
p e r t u r b a t i o n  i n  J, . Then the  f i r s t  v a r i a t i o n  o f  J, conta ins  two 
terms, one due t o  the  v a r i a t i o n  of the in tegrand and the  o t h e r  due t o  
t h e  v a r i a t i o n  o f  the domain o f  i n t e g r a t i o n  
where p ( r , t )  - i s  the  s o l u t i o n  w i t h  the boundary Be and p*(r , t )  
.., 
* 
i s  the  s o l u t i o n  w i t h  the new boundary Be = Be+ 6Be . I n  w r i t i n g  Eq. 
(12) we have imp1 i c i  t l y  assumed tha t  a l l  wells a t  which data are avail-  
able are within the same reservoir. T h i s  means tha t  a l l  data wells 
are within the boundary to be estimated. (In order to assure tha t  a l l  
data wells l i e  in  the same reservoir one might make well interference 
t e s t s  in advance. ) 
We note tha t  no matter how the boundary changes, the pressure 
s t i l l  s a t i s f i e s  Eq. (1) .  Thus, E q .  (12) can be written as 
-F 
We expand the integrand of the f i r s t  term on the right-hand side of 
E q .  (1 3) in a Taylor ser ies  with respect to p(r ... ,t) and retain only 
the f i r s t  order term. Then E q .  (13) becomes 
-L jj O ~ S  6 J ~  = 1 2rr" ( r , t )  ... - p ( r , t ) I & p ( r , t )  ... -. d~ d t  j= l  j O B  
w; 
* 
where 6p ( r , t )  - = p  (r,t) - p ( r , t ) .  .., 
Using the  i d e n t i t y  
XJ - axsp - ax and h a t  - a t  a t  6p , Eq. (14)  can be expressed as 
* 
Not ing  t h a t  bp(r,O) - p (r,O) - - p(r,O) - = 0  , we ob ta in  
Employing the  divergence theorem, we o b t a i n  
where we have used t h e  f a c t  t h a t  the pressure i s  un i f o rm around the  
per iphery  o f  each w e l l .  
Now l e t  t h e  a d j o i n t  v a r i a b l e  h ( r , t )  be governed by 
- 
sub jec t  t o  t he  f i n a l  c o n d i t i o n  
The choice o f  the boundary cond i t i ons  f o r  Eq. (19)  w i l l  depend on t h e  
type o f  t he  boundary cond i t i ons  a t  the o u t e r  boundary f o r  Eq. (1) .  Two 
types of boundary condit ions,  namely, constant  pressure, Eq. (4) ,  and 
no flow, Eq. (5), wil l  be t rea ted  a s  follows: 
(a)  Constant pressure along the outer  boundary 
In t h i s  case the  boundary conditions f o r  Eq. (19) a r e  chosen 
such t h a t  the second, t h i r d ,  and four th  terms on the  right-hand s ide  
of Eq. (18) vanish. T h i s  can be done as follows. Because of the  
on the  outer boundary and t he  a rb i t r a r i ne s s  and a rb i t r a r i ne s s  of a, 
uniformity of 6p on t he  inner boundaries, B, , j = l , . - -  ,M , 
j 
and 
I xa(_r) dde = 0 
O 'e 
imply 
and 
~ ( r , t )  = 0 r E Be 
-., 
respect ively .  To f ind  the  t h i rd  boundary condit ion,  we note t h a t  from 
E q .  (3 )  
Lo. J 
and t h a t  i n  order f o r  the  r e l a t i on  
t o  hold, a  necessary and s u f f i c i e n t  condition i s  t h a t  1311 
This is  the t h i r d  boundary condition. 
Subst i tu t ing Eqs. (19)-(23) i n to  Eq. (18) we obtain 
In order t o  use the f a c t  t h a t  the boundary condition f o r  the 
unperturbed and perturbed boundaries should be the same, i . e . ,  
* 
p (5 +GR([)) = p(_R) = p,(R) U where R - i s  a  point  on Be and 
R+6R(r)  which corresponds to  R under perturbation i s  a  point  on 
U .."* U 
Be + GB,. As shown i n  Figure IV-2, we express 6p a s  
P*( l j+  6R(r ) )  + ( ~ P * ( R + ~ R ( [ ) )  T 
. .., a r ) (R- - R .., - GR(r))  - *  - p(R) 
- 
where supersc r i p t  T denotes the transpose o f  the  quan t i t y .  
F igure  I V - 2  
Note t h a t  6R(r) - - i s  a  func t ion  o f  p o s i t i o n  along the  unperturbed 
aP(R) ~ ~ * ( R + G R )  boundary. Since -" and - -. 
a r ar d i f f e r  on l y  by a  q u a n t i t y  o f  
- * 
order  6R , Eq. (25) becomes 
" 
Subs t i tu t ing  Eq. (26) i n t o  Eq. (24) y i e ld s  
Changing the order of i n t eg ra t i on ,  we have 
A t  this point  we note t h a t  the  perturbation i n  the  boundary loca- 
t ion  &Be has been replaced by &R(r) ,  the  vector d i f ference i n  the  
- . 
boundary coordinates a t  each posi t ion along the  or iginal  boundary. In 
the  i t e r a t i v e ,  s t eepes t  descent so lu t ion  of the  problem we wish t o  
choose 6R(r)  a t  each i t e r a t i o n  such t h a t  J x  i s  decreased. We com- 
w - 
pute & ~ ( r )  by 
- v 
where W ( r )  i s  an arbi  t r a r y  pos i t ive  weigh ti  ng function of r . 
- .., 
(b) No flow across  t he  ex t e r i o r  boundary 
I n  this case the  boundary conditions f o r  Eq. (19) a r e  chosen 
such t ha t  t h e  second, t h i r d ,  and f i f t h  terns  on the right-hand s ide  of 
Eq. (18) vanish. As with the arguments given i n  the  case of ( a ) ,  Eqs.  
(21) and (23) a r e  a l s o  t h e  boundary conditions f o r  t h i s  case. Because 
of t he  a r b i t r a r i n e s s  of 6 p  on the  ex te r io r  boundary 
imp1 i e s  
Th is  i s  the  t h i r d  boundary c o n d i t i o n  f o r  t h i s  case. Using Eqs. (19),  
(20), ( Z l ) ,  (23) and (30), Eqs. (18) becomes 
* ap( r , t )  
Since 6p z p  ( r , t )  - p ( r , t )  and - 
- ., an = 0 a long Be , Eq. (31) 
can be w r i t t e n  as 
- 
I n  order  t o  be ab le  t o  use t h e  i t e r a t i v e  method an should 
a p ( r 9 t )  - 
be approximated by an . This can be achieved as fo l lows.  Since 
the  angle between n and n* i s  smal l ,  i t  can be shown t h a t  
a p * ( ~ , t )  - - a p * ( ~ + 6 ~ , t )  a 2 p ( ~ , t )  
- 
- - 
-2 6 n -  
a2p(R,t) 
an an* 
" 6 R  
an a f i  (33)  an 
where R i s  a p o i n t  on Be, 
.., 
R+SR i s  a p o i n t  on Be+6Be n i s  the  
- - 
normal d i r e c t i o n  t o  Be a t  the p o i n t  R , V. i s  the tangen t ia l  d i rec -  
- 
t i o n  t o  Be a t  the  p o i n t  R , n* i s  the  normal d i r e c t i o n  t o  the per-  
- 
turbed boundary Be+6Be a t  the  p o i n t  - R+SR - which corresponds t o  the 
p o i n t  R on B under pe r tu rba t i on ,  and An and 6 t  are the normal 
- e  
component and tangen t i a l  component o f  6R , r e s p e c t i v e l y  (see F igu re  
- 
IV-3) .  
F igure  IV-3 
Note t h a t  dn and 6R are func t i ons  of p o s i t i o n  a long the  unperturbed 
ap*(R+6R,t) 
boundary. Since - - 
an* 
= 0 , Eq. (33 )  becomes 
S u b s t i t u t i n g  Eq.  (34) i n t o  Eq.  (32)  r e s u l t s  i n  
A t  t h i s  point we note tha t  the perturbation in the boundary 
location 6Be has been replaced by 6n(r)  and 6R(r), the normal and 
- ..d 
tangential differences in the boundary coordinates a t  each position 
along the original boundary. Using the same argument a s  i n  case ( a ) ,  
we choose the perturbations i n  the normal and tangential directions as 
and 
where W ( r )  and W2(r) a re  a rb i t ra ry  posit ive weighting functions 1 - - 
of r ,  and 6n and 6R are  the variation of the boundary a t  the point 
.., 
r i n  the normal and tangential directions , respectively. 
-.. 
From the defini t ion of the functional derivative and from Eqs. 
(28) and (35) we can see tha t  we define the perturbations i n  order to  
seek the minimum of the objective function by moving the boundary along 
the gradient of the objective function with respect t o  the location of 
the boundary from one i te ra t ion  to  the next. The s ize  of the s tep,  
i .e . ,  how f a r  a distance one must proceed along the gradient in each 
i te ra t ion ,  i s  controlled by the choice of the weighting fac tor  W in  
Eq. (29) or  W1 and W 2  i n  Eqs. (36) and (37) ,  respectively. One 
method of choosing the weighting factor  i s  t o  minimize the objective 
function along the direction of the gradient with respect t o  the 
weighting factor ,  generally necessitating a one-dimensional search. The 
s tep s i ze  can a lso  be determined from the second variation of the 
objective function. In the former method, we are required t o  solve 
the s t a t e  equation several times. In the l a t t e r  method, 
the calculation of the second variation of J i s  needed. As pointed 
out previously, a considerable portion of computational time in each 
i te ra t ion  in the parameter estimation i s  devoted t o  the determination 
of the solutions of the s t a t e  and the adjoint equations. Although 
the determination of the weighting factor  by the optimization proce- 
dures usually reduces the number of total  i t e ra t ions ,  the computa- 
t jonal e f fo r t s  can be considerable. Thus, in t h i s  study, the weight- 
ing factor  i s  chosen fo r  the f i r s t  i t e ra t ion  such tha t  the perturba- 
t ion will  be some percentage of the i n i t i a l  guess value of the 
parameter (say 30%). I f  the new estimate increases rather  than 
decreases the objective function, the minimum has been overstepped. 
We then go back to the value from the previous i te ra t ion  and decrease 
the weighting factor  by a fac tor  of two b e f ~ r e  forming the new 
estimate. I f  the new estimate decreases the objective function, the 
value of the weighting fac tor  i s  t r ip led  f o r  the next i te ra t ion .  
In order t o  increase the ra te  of convergence, a more effect ive 
gradient method, such as the conjugate gradient method, may be 
employed instead of steepest descent. However, in using tha t  method 
a one-dimensional search technique i s  required to  determine the s i ze  
of the step. Whether o r  not th i s  can reduce the overall computational 
time f o r  complicated systems i s  not c lear  a pr ior i .  Future work i s  
necessary to  determine whether o r  not i t  is  advantageous t o  employ 
aux i l i a ry  rout ines  t o  optimize the  s t ep  length taken i n  the  gradient  
d i rec t ion  i n  history-matching algorithms based on optimal control 
theory. 
In summary, the  algorithm i s  used as  follows: 
1. Make an i n i t i a l  guess f o r  the  locat ion of the  boundary 
8: and solve Eqs. (1 ) - (6 ) .  Eva1 uate J by Eq. (7) .  
2. Compute ~ ( r , t )  - by solving Eqs. (19)-(23) from t = T 
t o  t = 0 f o r  the  case of constant  pressure on the  outer  boundary, 
o r  by solving Eqs. (1 9), (20) ,  (21 ) , (23) ,  and (30) from t = T t o  
t = 0 f o r  the  case of no flow across the  ou te r  boundary. 
3.  Compute 8R(r) - - by Eq. (29) f o r  the  case of constant  
pressure on the  ex t e r i o r  boundary o r  by Eqs. (36) and (37) f o r  t he  
case of no flow across  the  outer  boundary and up-date the boundary 
by 
4. I f  a convergence c r i t e r i o n  
j+' i n  place of BE . is  met, s top;  i f  not, re turn  t o  s t e p  1 w i t h  Be 
In the  next sect ion we present a de ta i l ed  appl icat ion of the  
algorithm t o  the  estimation of the location of the boundary f o r  a 
one-dimensional and a two-dimensional hypothetical single-phase 
reservoir. 
4. Examples 
4.1 Example 1: Estimation of the Location of the Boundary for  a 
One-Dimensi onal , One-Phase, Bounded Reservoir 
We consider.the estimation of the location of the boundary 
f o r  a one-dimensional, one-phase, bounded reservoir,  i .e. ,  a circu- 
l a r  reservoir with a centrally-located producing well. The reservoir 
pressure i s  governed by 
2 2 where x = [kn(r/r,)]/m, m = kn(re/rW), a = $ucm rW, 6 = p m / Z ~ h ,  
r i s  the radius of the well, and re i s  the radius of the reser- W 
voir .  The t rue but unknown radius of the reservoir will be taken to 
be re = 50 f t .  "Observed pressurest' a t  the well were generated by 
adding normally distributed random error  w i t h  mean zero and standard 
deviation a = 0.0, 0.2, and 1.0 psi to  the numerical solutfon of 
Eqs. (38)-(41) with the following parameter values: @ = 0.1 , 
h = 10 f t ,  r, = 0.25 f t ,  k = 20 md, c = 1 0 - ~ ~ s i - '  , p = 1 cp, 
po(x) = 4000 psi ,  and q = 100 bbl/day. Data were recorded a t  
increments of 0.1 min. The i n i t i a l  guess of re fo r  use i n  the 
estimation algorithm i s  100 f t .  
The adjoint equations for  t h i s  system a re  
ax 2 ~ i  O ~ S  
- = 2mh + I p  ( x , t )  - p(x, t )]  x = O  ax (44) 
The correction fo r  each i terat ion i s  given by 
T 
Figure IV-4 presents the estimated value of re as  functions 
of T , the time period over which observations are available and 
o , the error  standard deviation. The points t, and t* separate 
the data in the t ransient ,  l a t e  t ransient ,  and semi-steady periods. 
The times t, and t* are  defined by Matthews and Russell [58] as 
2 'I# 2 t, 1 $,cre/O. 00264K and t* = $pcre/0.00088K, in practical units.  A t  
the lower error ,  a = 0.0 and a = 0.2, the estimate i s  insensitive t o  
the value of T . A t  the higher e r ro r ,  a = 1.0, the estimate i s  rela- 
t i  vely sensitive t o  the value of T when T i s  within the l a t e  tran- 
s i e n t  period. However, even i n  the case of a = 1.0 the er ror  in the 
estimated value of the reservoir radius i s  only about four percent. 
Thus we can conclude tha t  th i s  method i s  capable of estimating the lo- 
cation of the boundary using the data in the l a t e  t ransient  period fo r  
a radial reservoir with a centrally-located well. Figure IV-5 shows the 
actual and estimated pressures. The pressures associated with the t rue 
and estimated radii  are too close t o  plot as separate curves. From th i s  
figure we can see tha t  we are not able t o  obtain an accurate estimate 
by using the data solely i n  the ear ly transient period since, of course, 
the e f fec t  of the boundary i s  not ye t  reflected a t  the well, 
For examining the e f fec t  of the i n i t i a l  guess re O on the es- 
timate of r a tes t  w i t h  r 0 = 2 5  f t 3 0 = 0 , 2 ,  and ?=20r? .? 'n  was 
e 3  e 
made. The resul ts  fo r  the case of re0 =25 f t  and the case of r: = 
100 f t  are shown i n  Table IV-1. We see tha t  there i s  essent ial ly  no 
difference between the estimates ie for  re0 = 25 f t  and r: = 100 f t .  
Table IV-I. Effect of the In i t i a l  Guess r: on the 
Estimate ^re 
Ini t i  a1 
Guess Computing V a l u e o f J  Estimate 
h 
r z ( f t )  o T(min) I terat ions Time*(sec) Ini t i  a1 Final 
re 
* 
IBM 370/158 
4.2 Example 2: Estimation of the  Location of the  Boundary f o r  a Two- 
Dimensional, One-Phase Reservoir w i t h  Constant Pressure 
Outer Boundary 
We consider the est imation of the location of the  boundary f o r  
the single-phase rese rvo i r  shown i n  Figure IV-6, the  pressure i n  which 
i s  governed by 
( in jec t ion  wel l )  
dk = 0 (observation wel ls)  j=1,2 (51 
Bj 
The ad jo in t  equations f o r  this system a re  
ah - 1 a ah  a a x  
- -  - -  a t  c$v [--(k(x,y) ax ;-)+ v ( k ( x , ~ )  (52) 
h(x,y,T) = 0 X,Y & S (53) 
X(x,y,t) = 0 X,Y E Be (54) 
m z d a  E 2LP O ~ S  
cov an  (x ,y , t )  - p(x,y, t ) ]  ( in jec t ion  (55) we1 1 ) 
Q x ) ax  u- CQ;I an da. = 2 [ p 0 b S ~ ~ , y , t )  - p(x ,y , t ) l  j (observation wel ls)  j=1,2 (56) 
The corrections f o r  each i t e r a t i on  a re  given by 
The t rue  but unknown shape of the  rese rvo i r  and the  i n i t i a l  
guess of the boundary of the rese rvo i r  are  shown in  Figure IV-6. The 
locat ions  of the in jec t ion  and observation wells a re  a lso  shown i n  
Figure IV-6. We note t h a t  the  in jec t ion  well a l so  serves as an observa- 
t ion  well.  Observed pressures were generated by solving Eqs. (47)-(51) 
w i t h  the t rue  shape shown i n  Figure IV-6 and the following parameter 
values: + =  0.2, h = l  f t ,  ~ = 1 . 7 2 x 1 0 - ~ ~ s i - ~ ,  u = 0.352 cp, k(x,y) = 
3 200 md, po= 0, and q = 500 f t  day- '( injection).  Data were recorded 
a t  increments of 5 days from t = 0 t o  t = T = 100 days. 
In this example the  objective function i s  reduced from 
J = 699.6 t o  J = 0.001 i n  f i v e  i t e r a t i o n s  and 215 seconds (IBM 
370/155). Figure IV-6 shows the  actual and estimated ( a f t e r  f i v e  
i t e r a t i o n s )  shapes of the  reservoir .  Figure IV-7 presents the i n - i -  
t i a l  and the actual and estimated pressures,  which are  too close t o  
p lo t  as separate  curves, 
An a1 te rna t ive  approach t o  determining the boundary of a 
rese rvo i r  i s  t o  pose the problem as one of determining the  permea- 
b i l i t y  d i s t r ibu t ion  over a region large  enough t o  include the  
reservoir .  Thus, t r e a t i ng  the permeabi 1 i t y  as the unknown property,  
a customary h i s to ry  matching exercise  can be ca r r ied  out w i t h  the  aim 
being the est imation of the location of sharp decreases i n  the per- 
meabi l i  t y  d i s t r i bu t i on .  Such sharp changes i n  the d i s t r ibu t ion  of 
permeability would serve t o  define the  reservoir  boundary ( i n  those 
sittiat: ens f n whf ch t h e  resei-vof r boundary result- from sjgni fi 
changes i n medi um permeabi 1 i t y  ) . I t  i s therefore  of consi derabl e 
i n t e r e s t  t o  compare the r e su l t s  obtained w i t h  the algorithm. derived 
i n  t h i s  chapter w i t h  those obtained by h i s to ry  matching w i  t h  an 
unknown permeability d i s t r i bu t i on  and a known boundary (chosen f a r  
enough from the wells  s o  as  t o  include the t rue  boundary w i t h i n  i t .  ) 
Since the algorithm developed in  t h i s  chapter i s  capable of computing 
the boundary location as  a continuous function of posi t ion,  a proper 
comparison requires t h a t  the  permeabi l i  t y  est imating a1 gori t h m  a1 so  
be capable of computing the  permeabi 1 i t y  d i s t r i bu t i on  as  a continuous 
function of posi t ion.  A method developed i n  Chapter I11 based on an 
optimal control formulation of the  history-matching problem enables 
the  es t imat i  un of reservoi r proper t ies ,  such as permeabi 1i  t y  and 
porosity,  as continuous functions of posit ion.  Thus, the  method 
proposed i n  Chapter 111 wi l l  be employed i n  this study. 
To use the  approach of est imating the  location of the  boundary 
through estimation of the permeability d i s t r i bu t i on ,  we impose a rec- 
tangular domain over the reservoir  as shown i n  Figure IV-8. The t rue  
but  unknown shape of the rese rvo i r  and the  i n i t i a l  guess of the 
boundary of the rese rvo i r  a re  a l s o  shown in Figure IV-8. Observed 
pressures were generated a t  one injunction well and two observation 
wells by solving Eqs. (47)-(51) w i t h  the following parameter values: 
4 = 0.2, h = 1 f t ,  c = 1.72 x l ~ - ~ ~ s i - ' ,  p = 0.352 cp, k = 200 od 
ins ide  the large c i r c l e  ( so l i d  l i n e )  and k = 10 md outs ide  the  large  
3 -1 
c i r c l e ,  p = 0 , and q = 500 f t  day ( i n j ec t i on ) .  We note t h a t  the  0 
ments of 5 days from t = 0 t o  t = T = 100 days. The i n i t i a l  guess 
of the  permeability d i s t r ibu t ion  i s  k = 200 md w i t h i n  the  small 
c i r c l e  (dotted l i n e )  and k = 10 md outside the  small c i r c l e .  
In t h i s  example the  objective function i s  reduced from 
3 = 39.52 t o  J = 1.58 i n  ten i t e r a t i ons  and 100 seconds (IBM 370,' 
158). Figure IV-9 presents the  d i s t r i bu t i on  of permeabi 1i t y  a t  
y = 12,550 f t ,  25,500 f t ,  and 35,700 f t  f o r  the i n i t i a l  guess, the  
the  tenth i t e r a t i o n ,  and the  t r ue  permeability. As seen i n  t h i s  
f igure ,  in  some regions f a r  away from the wel ls ,  the  permeability has 
only a l i t t l e  change from i t s  i n i t i a l  guess. T h i s  i s  due t o  the f a c t  
t ha t  the sens i t iv i ty  of the pressures measured a t  the wells w i t h  
respect t o  the permeabi i i  t i e s  i n  those regions i s  very small. There- 
fore,  i t  i s  not c lear  where the location of the boundary i s  from the 
dis t r ibut ion of permeability. In addition, in the use of t h i s  
a1 te rna t i  ve approach we are requi red t o  estimate the permeabi 1 i t y  over 
the whole domain, whereas we need t o  estimate only the coordinates 
of the boundary i n  t h e  use of the new algorithm developed i n  t h i s  
chapter. This leads t o  the f a c t  t ha t  the new algorithm converges fas- 
t e r  than the a1 ternat i  ve approach. Thus, we can concl ude tha t  the 
method developed in t h i s  chapter i s  a be t te r  way of determining a 
reservoi r boundary. 
5. Conclusions 
In t h i s  chapter the problem of estimating the location of 
the boundary of a petroleum reservoir was formulated and solved by the 
techniques of optima1 control theory f o r  systems governed by part ia l  
different ia1 equations. I t  i s  demonstrated tha t  the method developed 
here i s  capable of determining the shape of a hypothetical one- 
dimensional and a sample two-dimensional reservoir from well pressure 
data i n  the l a t e  t ransient  period. In addition, by comparison to  
solving the same problem by means of estimating an unknown permeability 
dis t r ibut ion i t  i s  shown tha t  the new algorithm represents a more 
e f f i c i e n t  (and accurate) way of determining a reservoi r boundary. 
I t  i s  interest ing t o  note tha t  in two-dimensional reservoirs,  
i f  the physical properties of the system, fo r  example, $, , c, h ,  
and k are independent of posit ion, and we observe the pressure a t  
one or  two positions, i t  i s  c lear  tha t  the solution will  not be 
unique. In order t o  have a  unique solution ( i  .e., shape), data 
should be available a t  three or  more wells which do not l i e  on a 
s t r a igh t  l ine.  


I I I I I I I I I 
- t,= The beginning of la te  - 
transient per iod 
t *=  The end of tote  transient 
period 
- 
Time (minutes) 
Figure  IV-5. Ac tua l  and Estimated Pressure a t  Well 
I True 
- -- Init ial Guess 
-- Estimate 
W-W 5100 f t  
$ In jec t ionWel l  
Observation W e l l  
Figure IV-6. Actual and Est imated Shape of  Res6 .vo i r  
Time (days) 
Figure IV-7. Actual and Estimated Pressures a t  Production and 
Observation We1 1 s 
P True 
.----- I n i t i a l  Guess 
1-1 5 1 0 0  f t  
3 Injection W e l l  
Observation W e l  l 
kl 7 1 4 0 0  f t  
Figure IV-8. Actual and I n i t i a l  Guess Shape of Reservoir 
.._..._........- Estimate 
----- Init ial  Guess 
-- True 
Figure IV-9. P e r m a b i l i t y  Distr ibutions as Function of x a t  
y = 12,750 f t ,  25,500 f t ,  and 35,700 f t .  
Chapter V 
CONCLUSIONS AND REMARKS 
In t h i s  d i s s e r t a t i on  nonsequential techniques have been devel- 
oped f o r  two important c lasses  of parameter estimation problems i n  
d i s t r ibu ted  parameter systems: (1)  constant parameters and ( 2 )  spa t i -  
a l l y  varying parameters. 
The s teepes t  descent, Gauss-Newton, quas i l inear iza t ion ,  and 
col locat ion methods, and the  optimal control technique a r e  derived 
f o r  t he  estimation of constant parameters i n  pa r t i a l  d i f f e r en t i a l  equa- 
t i ons  and associated boundary conditions. To complete the  estimation 
p r o b l e a a  method f o r  analyzing the  accuracy of constant  parameters 
estimated i n  pa r t i a l  d i f f e r en t i  a1 equations is  presented. A computa- 
t ional  algorithm based on t h i s  analysis  i n  conjunction w i t h  nonlinear 
programming i s  p r~posed  t o  determine the  optima! locations f o r  a f ixed 
number of measurements such t h a t  the best  estimates can be achieved. 
I t  was pointed out  t h a t  the  algorithm proposed ac tua l ly  encompasses the  
general problem of the optimal location of measurements both i n  space 
and time and t he  problem of the optimal inputs f o r  constant  parameter 
est imation i n  pa r t i a l  d i f f e r en t i a l  equations. The performance of these 
nonsequential techniques were demonstrated computationally on th ree  
examples in  the  estimation of the conductivity i n  the  heat equation, 
the  ac t iva t ion  energy f o r  a s ing le  react ion,  and the  permeabil i t ies i n  a 
two-region petroleum reservoir  model. I t  was shown numerically t h a t  the 
parameters can be determined by u s i n g  the  observations measured a t  the 
optimal locations more accurately than u t i l iz ing  s imilar  measurements 
made a t  other points. 
Two approaches for  estimating spa t i a l ly  varying parameters i n  
par t ia l  different ia1 equations have been presented. The f i r s t  deals 
w i t h  the parameter as a control variable. Then a steepest descent 
method i s  derived based on the optimal control theory. The key future 
of this method is tha t  the parameter being estimated i s  t reated as a 
continuous function of position rather  than as one assuming discrete  
values in  a number of zones. Although the method was developed for  
spa t i a l ly  varying parameters, the resu l t s  may readily be extended t o  
determine time-varyi ng or spa t ia l ly  and time-varyi ng parameters. The 
second approach considers the parameter as an additional s t a t e  variable,  
and then s t a t e  estimation or f i l t e r i n g  techniques can be used. The 
method of steepest descent appears t o  be computationally more e f f i c i en t  
than f i l t e r i n g  because fewer equations must be solved i n  steepest 
descent. Both algorithms were employed to estiinate the d i f fus iv i ty  in 
the heat equation. Also, the steepest descent was applied to  estimate 
the permeabi 1 i ty  dis t r ibut ion i n  a two-dimensional one-phase petroleum 
reservoir.  Future work i s  necessary in  the development of a method t o  
determine confidence intervals  f o r  spa t i a l ly  varying parameter estimates. 
Estimation of parameters in two-phase reservoir models as  proposed in 
Appendix 111-C i s  a l so  an interest ing problem to work on in the future.  
The estimation of the location of the boundary (or ,  equivalently, 
the shape of a region) has been considered for  systems governed by 
parabolic par t ia l  d i f fe rent ia l  equations. A method based on the varia- 
t ion  of a functional defined on a variable region i s  derived. The 
f e a s i b i l i t y  of t h i s  method was jus t i f ied  by estimating the locations 
o f  the boundaries of a one-dimensional and a two-dimensional petroleum 
reservoir. I t  was shown t h a t  the method i s  capable of determining the 
location of the boundary u s i n g  the data in the l a t e  t ransient  period. 
Finally, we note tha t  we have considered here only cases of s ingle  
phase flow, tha t  i s ,  a s ingle  par t ia l  d i f fe rent ia l  equation fo r  pres- 
sure. Subsequent work will  be necessary to  extend these resu l t s  t o  
mu1 ti  phase s i tua t i  ons . 
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