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técnicas de solução numérica do problema. O Método de Pontos Interiores foi aplicado ao 
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um exemplo num sistema teste de seis barras. Os algoritmos estudados foram implementados num 
programa desenvolvido em linguagem de programação Fortran 90, com conceitos de Programação 
Orientada para Objetos. A experiência com o uso do programa de fluxo de potência ótimo em 
sistemas de potência de grande porte é reportada nos resultados. A rede elétrica do sistema 
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This work proposes some contributions to the solution of the Optimal Power Flow 
problem. These contributions involve the solution algorithms, the analytical formulation of the 
problem, and the numerical solution techniques. The Interior Point method is applied to solve the 
nonlinear optimisation problem that models the Optimal Power Flow. Two algorithms belonging 
to this class of methods are studied: the Primal-Dual Barrier algorithm and the Potential 
Reduction Function algorithm. The numerical results of this application to power systems ranging 
from l4 to 118 buses show the performance of these algorithms. The analysis of these results 
emphasize the features of robustness of the Potential Reduction Function algorithm. This work 
also focuses the formulation of the optimal power flow problem as a multi-objective optimisation 
problem. In this case, the minimisation of both the Active Power Transmission Loss and the 
Deviation of the Voltage Magnitude from a Pre-SpecifiedVLevel are simultaneously considered. A 
methodology based on the Potential Reduction Function algorithm, with the inclusion of 
constraints corresponding to some of the performance indexes, is proposed to solve the multi- 
objective optimisation problem. Tests with a 34-bus test system illustrate this application. Solving 
the optimisation problem through the nonlinear version of the Interior Point algorithm requires the 
solution of a large size linear system at each iteration. This system can be decomposed in 
subsystems of reduced dimension, which allows the application of Orthogonal Transformations. 
To solve the underdetermined linear system resulting from this decomposition, Householder 
Reflections were used in the QR factorisation. The results obtained with a 6-bus test system show 
the good performance of this technique with respect to the numerical robustness viewpoint. The 
computer programs used to test the proposed methodology were written in Fortran 90, with 
concepts of Object Oriented Programming. The experience with the use of this computer program 
in power systems of large size is also reported. Two power networks of the South-Southeast region 
of Brazil, with 730 and 2.000 buses, respectively, were used in the numerical simulation. These 
results illustrate the features of the proposed methodology in terms of robustness of the iterative 
process and CPU time. '
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Capítulo 1 
Introduçao 
1.1 - Generalidades 
O Fluxo de Potência Ótimo é uma ferramenta computacional utilizada na síntese e 
na análise de Sistemas Elétricos de Potência (SEP). A função do fluxo de potência ótimo 
(FPO) é, na sua essência, determinar os ajustes nos controles do sistema. Estes ajustes 
otimizam uma função objetivo enquanto satisfazem certas restrições de igualdade e 
desigualdade. A função objetivo representa um índice de desempenho modelado 
analiticamente, o qual reflete os aspectos econômicos, de qualidade de serviço e de 
segurança do SEP. As restrições de igualdade incluem os balanços de potência ativa e 
reativa do sistema. As restrições de desigualdade tratam dos limites nas variáveis de 
decisão, dos limites operacionais das máquinas e equipamentos, das restrições de 
segurança, etc. A modelagem do SEP, proposta para a aplicação no FPO, está baseada nas 
condições de regime permanente. Portanto, a formulação do problema do FPO, que inclui 
as equações de análise em regime permanente, conduz a um problema de otimização não- 
linear, multivariável e de acentuada complexidade. 
Nas empresas de energia elétrica, os programas de fluxo de potência ótimo são 
geralmente utilizados no planejamento e na operação dos sistemas. Nos estudos de 
planejamento o FPO pode ser usado, entre outras aplicações, no projeto do sistema de 
transmissão, na análise de carregamento, na avaliação do perfil de tensão, etc. Na 
operação, esta ferramenta pode ser usada tanto para o estudo do sistema, auxiliando o 
operador na tomada de decisão, como na operação do SEP em tempo real. Em ambas as 
situações, são muitas as dificuldades existentes para implementação do FPO num sistema 
real. Além da complexidade do problema há ainda dificuldades com a interface com as
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outras funções, pertinentes à operação de sistema reais, que são executadas com diferente 
periodicidade. 
A evolução da tecnologia dos computadores digitais e das telecomunicações, 
aliadas aos novos conceitos de sistema operacional e ao desenvolvimento de software, 
tomaram possível, desde o inicio da década de 70, a realização dos chamados Centros de 
Operação de Sistemas (COS). A concepção atual dos centros de operação de sistemas 
elétricos de potência está baseada no conceito de arquitetura aberta com o uso de sistemas 
distribuídos e de processamento paralelo em todos os níveis na parte de meios 
computacionais [Teixeira,1987; Machado,l992]. Usualmente a implementação do fluxo de 
potência ótimo nos COS é realizada de dois modos: no modo de estudo, onde os resultados 
constituem recomendações ao despachante, e no modo de malha fechada, onde as ações de 
controle são efetivadas, através dos diversos componentes do sistema, via controle 
supervisório, isto é o sistema de controle e aquisição de dados (SCADA). 
São muitas as dificuldades para implementação do FPO para operação em tempo 
real. Fatores relativos ao atendimento de requisitos operacionais tais como o tempo de 
resposta do programa, a robustez do processo iterativo com respeito ao ponto de partida, a 
flexibilidade em termos de índice de desempenho para resolver problemas realísticos, a 
inclusão de modelos de controle discretizados, a confiabilidade da solução dos algoritmos, 
a consistência do FPO com outras funções realizadas em tempo real, a inclusao de 
restrições de segurança, a interface homem-máquina, a modelagem dos sistemas externos, 
a qualidade dos dados e outros requisitos de caráter prático, são exemplos destas 
dificuldades [Papalexopoulos,l996]. Estes fatores relacionadas à implementação do FPO, 
abrem espaço para a realização de pesquisas, o que de certa forma motivou o 
desenvolvimento desta tese. - 
1.2 - Objetivos da Tese 
O objetivo geral desta tese é de trazer contribuiçoes em termos de soluçao do Fluxo 
de Potência Ótimo. Especificamente, as contribuições envolvem desde a formulação do
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problema, passando pelo estudo de algoritmos de solução até a aplicação de técnicas de 
solução numérica do problema. Com relação a fonnulação do problema, considera-se o 
caráter multi-objetivo associado ao fluxo de potência ótimo. Duas funções objetivo foram 
tratadas de forma simultânea: a mínima perda de potência ativa na transmissão e o mínimo 
desvio de tensão de um valor pré-especificado. Esta abordagem tem o objetivo de tomar os 
programas de cálculo' de fluxo de potência ótimo mais flexível diante de situações reais. 
Na parte de algoritmos, duas metodologias pertencentes à família de Pontos 
Interiores são estudadas: o método de Barreira- Primal-Dual e o de Redução de função 
potencial. A apresentação formal do algoritmo de redução de função potencial, a 
implementação deste algoritmo para resolver o problema de FPO e a comparação do 
mesmo com o algoritmo de barreira primal-dual são subprodutos desta tese. 
Um dos principais produtos do presente trabalho foi o desenvolvimento de um 
programa de FPO em linguagem de programação Fortran-90. A implementação deste 
programa objetivou a aquisição de experiência na simulação de sistemas de grande porte. 
A V 
Com o objetivo de tomar o FPO mais robusto, do ponto de vista numérico, propôs- 
se uma técnica de decomposição do sistema de equações lineares resultante do problema de 
otimização, em sistemas de dimensão reduzida, associada ao uso de transformações 
ortogonais. Esta abordagem toma viável a solução de problemas mal condicionados 
numericamente. 
1.3 - Contribuiçoes 
Os resultados desta tese, referentes à formulação e solução do problema de fluxo de 
potência ótimo, trazem as seguintes contribuições: 
1. O estudo e a implementação de um algoritmo baseado no método de redução de função 
potencial, pertencente à família do método de pontos interiores, para solução do 
problema de FPO.
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2. A formulação multi-objetivo para o fluxo de potência ótimo, associada ao uso de uma 
técnica de solução que contempla simultaneamente os objetivos mínima perda de 
potência ativa nas linhas de transmissão e mínimo desvio de tensão de um valor pré- 
especificado. 
3. A decomposição do sistema linear, resultante da formulação do problema de fluxo de 
potência ótimo, em sistemas de dimensão reduzida, e o emprego de transformações 
ortogonais como técnica de solução. 
4. O desenvolvimento de um programa de computador em linguagem de programação 
Fortran 90, o qual faz uso de técnicas de programação orientada à objetos. 
5. A experiência com a aplicação do programa desenvolvido em sistema realísticos de 
grande porte como o caso do sistema de 2.000 barras das regiões sul e sudeste do Brasil. 
1.4 - Organização da Tese 
A documentação desta tese está organizada em sete capítulos e três apêndices. 
No capítulo dois os componentes básicos do problema de fluxo de potência ótimo, 
isto é as variáveis, a função objetivo e as restrições, são apresentados. O problema do fluxo 
de potência ótimo é formulado como um problema de otimização considerando estes 
componentes. Ainda neste capítulo realiza-se uma revisão bibliográfica sobre o assunto, 
comentando as diversas técnicas e abordagens do problema de FPO.
A 
O capítulo três apresenta os fundamentos do método de pontos interiores seguido da 
aplicação desta metodologia ao problema de fluxo de potência ótimo. Neste capítulo, os 
algoritmos de barreira primal-dual e o de redução de função potencial são 'estudados e 
aplicados ao problema de FPO. 
A abordagem multi-objetivo e sua aplicação ao problema de FPO são assuntos do 
capítulo quatro.
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O capítulo cinco é dedicado à solução do sistema linear resultante da aplicação dos 
algoritmos estudados no capítulo três. Neste capítulo apresenta-se uma técnica de 
decomposição do sistema linear junto com o uso de transformações ortogonais. 
Os principais resultados das simulações realizadas e alguns detalhes de 
implementações compõem o capítulo seis. 
O capítulo sete apresenta as conclusões e recomendações para futuros trabalhos. O 
apêndice A, apresenta os principais detalhes de implementação do programa de FPO em 
linguagem de programação Fortran 90. O relatório com os dados da rede elétrica e a 
soluçao do fluxo de carga referente ao sistema da região sul do Brasil reduzido a 34 barras 
compõe o anexo B. O anexo C apresenta' dados de um sistema teste de seis barras.
Capítulo 2 
Fluxo de Potência Ótimo 
2.1 - Introdução 
O estudo do fluxo de potência, é geralmente realizado sob condições de regime 
permanente. Este problema consiste em resolver um conjunto de equações algébricas, não- 
lineares e complexas. Estas equações, que resultam da aplicação das leis de Kirchhoff ao 
sistema, são conhecidas como equações de fluxo de potência ou fluxo de carga. Estas 
equações podem assumir duas componentes reais: uma referente à. potência ativa (parte 
real) e outra para potência reativa (parte imaginária). Desta maneira, obtém-se duas 
equações reais associadas a cada uma das barras do sistema. A cada uma destas equações, 
são associadas quatro variáveis: a magnitude da tensão, o ângulo de fase da tensão, a 
potência ativa e a potência reativa. Assim, para resolver tais equações faz-se necessário a 
especificação de duas das quatro variáveis, ficando as outras duas restantes a serem 
determinadas. Este é o clássico problema de Fluxo de Carga ou Fluxo de Potência. 
Algumas variáveis do problema do fluxo de carga são a priori conhecidas, como por 
exemplo, a potência demandada numa barra de carga. Entretanto, outras variáveis como a 
magnitude da tensão numa barra de geração são especificadas, em alguns casos, com base 
no conhecimento ou no bom senso do analista. O Fluxo de Potência Ótimo, diferentemente 
do fluxo de carga, trata as diversas variáveis como sendo passíveis de ajustes. Estes ajustes 
estão associados à otimização de um determinado índice de desempenho. Neste capítulo, 
apresenta-se a formulação básica do problema de fluxo de potência ótimo, bem como uma 
revisao bibliográfica do assunto. '
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2.2 - O Problema do Fluxo de Potência Ótimo 
Na literatura, o fluxo de potência ótimo é apresentado como um problema de 
otimização, isto é, um problema no qual se procura otimizar uma fimção objetivo 
atendendo simultaneamente a um conjunto de restrições. Uma referência clássica neste 
assunto é o artigo do Carpentier [Carpentier,1962]. Neste trabalho foi apresentado, de 
maneira formal e completa, o problema de minimizar o custo de produção de energia, 
considerando as equações de balanço de potência ativa e reativa como restrições de 
igualdade e as limitações físicas dos equipamentos como restrições de desigualdade. Esta 
fonnulação, proposta no início dos anos sessenta, serve como ponto de partida para os 
estudos de fluxo de potência ótimo. 
O problema de FPO, na sua forma básica, envolve os três elementos fundamentais 
de um problema de otimização, isto é as variáveis, as restrições e a função objetivo. As 
variáveis do problema normalmente consideradas referem-se a quantidades de barras ou 
elementos de ramos tais como: 
V: a magnitude da tensão de barra ; 
õ : o ângulo de fase da tensão de barra ; 
P 8 e P d : as potências ativa gerada e demandada; 
Q 8 ‹ e Q d : as potências reativa gerada e demandada; 
a : o “tap” de transformadores em fase com ajuste automático sob carga; 
(p : a fase de transformadores defasadores com controle automático de fase; 
t : o intercâmbio entre áreas; 
Q” 1 a injeção de potência reativa proveniente de indutores ou 
' 
capacitores em 
derivação. 
Algumas destas variáveis podem ser controladas diretamente, outras indiretamente, 
e há ainda aquelas que são consideradas constantes. Portanto, é usual classificá-las em 
variáveis de controle ou independentes, variáveis de estado ou dependentes e variáveis de 
perturbação ou parâmetros fixos. Além disto, costuma-se classificar as barras do sistema
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elétrico em função do tipo de variável existente nestas barras. Barras ligadas ao 
consumidor, são geralmente, chamadas de barra de carga, e são caracterizadas pelo 
conhecimento a priori das potências ativa e reativademandada. Nestas barras, a magnitude 
e o ângulo de fase da tensão são variáveis dependentes. As barras conectadas à unidades 
geradoras são classificadas como barra de geração. Nestas barras considera-se a potência 
ativa gerada e a magnitude da tensão (ou a potência reativa gerada) como variáveis de 
controle. Há ainda um terceiro tipo de barra, chamada de barra de referência ou de 
balanço, onde se considera a referência angular e se efetua os balanços de potência ativa e 
reativa do sistema. 
ill 
A função objetivo, que é expressa em função das variáveis de otimização, 
representa um índice de desempenho a ser otimizado. Sao muitas as opções de funçao 
objetivo, algumas das quais serão comentadas a seguir: 
O Mínimo Custo de Geração de Potência Ativa: Esta função objetivo reflete o 
aspecto econômico, visto que ela expressa o custo de produção de energia em função da 
potência ativa gerada pelas diversas unidades do sistema [Carpentier,l962; Dopazo,l967; 
Happ,1977; Carvalho,1988; Shoults,l982]. O custo de geração pode ser expresso 
analiticamente como uma função da potência ativa gerada, isto é 
Custo =f(P.§',P2g,...,P,f') 
onde n representa o número de unidades geradoras. Esta função, separável em n funções 
quadráticas, pode ser linearizada por partes ou totalmente, dependendo da modelagem 
considerada. No caso do despacho econômico, urna aproximação por um polinômio de 
segundo grau é em geral satisfatória [Carvalho,1995]; ' 
O Mínimo Desvio de uma Distribuição de Potência Ativa Pré-especificada: Esta 
função objetivo é geralmente utilizada para fins de despacho corretivo [Stott,l978; 
Stott,l979]. Este critério pode ser expresso na forma de uma função quadrática por 
f<P,g› = É k, (P.-8 - )* 
i=l 
onde FSP corresponde ao valor especificado de potência e o coeficiente k é um fator de
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ponderação; 
A Mínima Perda de Potência Ativa: Trata-se de uma função não-linear bastante 
utilizada nos estudos de planejamentoe operação dos SEP. A perda de potência ativa no 
sistema pode ser obtida pelo somatório das perdas de potência ativa nas linhas de
~ transmissao, isto é 
Perdas = 2 perdas nas linhas 
linhas 
Esta funçao foi utilizada neste trabalho, e portanto será assunto dos próximos 
capítulos. 
' O Mínimo Desvio de Tensão de um Valor Pré-especificado: Esta função objetivo, 
assim como a maioria das funções que minimizam os desvios de uma condição 
preestabelecida, possui um caracter corretivo. No presente trabalho, fez-se uso desta 
função, definida como 
f‹V, ›=Ê1‹,-(V, -VW 
onde Vas” é a tensão especificada e o coeficiente k é um fator de ponderação. Esta função 
foi otimizada simultaneamente com a mínima perda de potência ativa na abordagem multi- 
objetivo. 
Algumas funções objetivo tais como a Mínima Ação de Controle, o Mínimo Corte 
de Carga e a Mínima Violação, são freqüentemente adotadas na operação do sistema 
elétrico sob condições de emergência. A segunda destas funções, que se refere ao corte de 
carga, é utilizada numa situação extrema. 
As restrições de igualdade incluem os balanços de potência ativa e reativa. Estas 
equações, que configuram o problema de fluxo de carga, são expressas em termos das 
variáveis de otimização como 
Pgz-Pdf-Pz<õ, rca, ‹i›>=0
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Qgz-Qdz-Qz‹õ,V,a,«››=0
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onde os superescritos g e d referem-se a geração e demanda respectivarnente. Estas 
equações são satisfeitas para todas as barras do SEP. “ 
.As restrições de desigualdades levam em conta os limites fisicos dos componentes 
do sistema elétrico, os limites impostos por questões de qualidade do fornecimento da 
energia e os limites associados a segurança do sistema. Estas restrições podem estar 
associadas as variáveis de controle tais, como a magnitude da tensão, isto é _ 
Vmin 5 V 5 Vmax , 
o tap dos transformadores 
ami" 5 ot 5 ocmax 
e a fase do transformador defasador 
(pmln S (P S (pfnax 
onde os subscritos min e max indicam os- valores mínimos e máximo das variáveis. As 
limitaçoes podem também ser impostas às variáveis dependentes, como a magnitude da 
tensão nas barras de carga, a geração de potência reativa etc. Este tipo de restrição é 
chamado de restrição funcional. Outro tipo, conhecido como restrição de segurança, 
costuma fazer parte do conjunto de restrições do problema de FPO. Os limites de fluxo nas 
linhas de transmissão incluem-se neste tipo de restrição. 
A maiorias das restrições funcionais ou de segurança são funções não-lineares, que 
junto com a função objetivo caracterizam o problema de fluxo de potência ótimo como um 
problema de otimização não-linear. Algumas formulações consideram o desacoplamento 
entre os problemas “P-õ“ e “Q-V”. Neste caso, o problema do FPO é decomposto em dois 
subproblemas: um problema de despacho de potência ativa “P-õ“ e outro de despacho de 
potência reativa ”Q-V”. A idéia do desacoplamento está baseada no fato de que a 
sensibilidade da potência ativa é mais intensa em relação às variações angulares da tensão, 
assim como a potência reativa é mais sensível às magnitudes das tensões [Shoults,1982]. 
'Uma das vantagens do modelo desacoplado é a redução na dimensão do problema. Além 
disto, com os problemas desacoplados é possível a aplicação de diferentes técnicas de 
solução para cada subproblema [Carvalho,1988].
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2.3 - Revisão Bibliográfica da Solução do Fluxo de Potência Ótimo 
Nas ultimas quatro décadas, foram publicados na literatura especializada diversos 
trabalhos apresentando novas técnicas de otimização aplicadas ao problema do FPO. 
Muitas destas técnicas resultaram em programas de produção, sendo utilizados pelas 
empresas do setor elétrico [Shahidehpour,1996]. De uma maneira geral, estas técnicas de 
otimização são sumarizadas em algoritmos que buscam uma solução ótima. Estes 
algoritmos diferem entre si, entre outros fatores, pela maneira como a direção de busca é 
definida. Assim, além da abordagem via programação linear, há os algoritmos cuja busca 
está baseada no vetor gradiente, os que utilizam a matriz Hessiana para determinar a 
direção de busca e outros que são um meio termo entre estes dois, os chamados métodos 
Quasi-Newton _ 
2.3.1 - Abordagem via Programação Linear 
A solução do problema de FPO via programação linear é uma metodologia bem 
estabelecida como técnica de solução do FPO [Stott,l987]. Com esta abordagem, tanto a 
função objetivo como as restrições são linearizadas em tomo de um ponto de operação. 
Desta forma, o problema do FPO é formulado como um problema de programação linear 
(PL). A inicialização do processo de solução, com esta abordagem, é feita através de um 
fluxo de carga convencional. Assim, partindo de uma solução viável formula-se o 
problema de PL, linearizando tanto a função objetivo como as restrições. A solução do 
problema de PL conduz ao ajuste nas variáveis de controle. Já as variáveis de estado são 
obtidas através da solução de um fluxo de carga. Este processo se repete até que uma 
solução ótima seja encontrada. Esta técnica é conhecida como programação linear 
sucessiva. Assim, a formulaçao do problema de programação linear é dada como: 
minimize f '(u° + Au ,x° + Ax) 
sujeito a g'(u° + Au ,x° + Ax) = 0 (2.l) 
h'(u°+Azz,x°+Ax) 50
l2 
onde u° e x° são os valores iniciais das variáveis, Au e Ax são as correções associadas as 
respectivas variáveis. As funções f' , g' e h' são aproximações lineares das funções 
originais. Uma redução no conjunto de variáveis de decisão é, geralmente, adotada 
[Alsac,1974]. Neste caso, as quantidades Ax são expressas em termos de Au através de 
relações de sensibilidade, isto é: 
A Ax = SAu 
onde S é uma matriz de sensibilidade [Peshon,1968]. 
O problema de programação linear fonnulado em (2.1) é resolvido através de 
técnicas de programação linear para Au. As variáveis de controle são atualizadas e as 
variáveis de estado x são calculadas através da solução das equações do fluxo de potência 
não-linear. O algoritmo a seguir resume esta metodologia. 4 
Algoritmo 2.1: 
I. Resolver um Fluxo de Potência para obter uma solução inicial: (uk ,xk),' 
2. Linearizar a função objetivo e as restrições em torno da solução corrente; 
3. Expressar Ax em termos de Au fazendo uso de relações de sensibilidade; 
4. Formular e resolver o problema de programação linear para Au considerando 
os limites superior e inferior destas variáveis ; 
5. Atualizar as variáveis de controle: 
uk+1 = uk + aAu; 
onde a é um fator de passo. 
6. Testar a convergência: 
Se as variações nos ajustes dos controles são suficientemente pequenas: 
o processo convergiu. 
Se não, faça k = k + I, e retorne ao passo I. 
A solução do problema de programação linear é, geralmente, obtida via algoritmos 
baseados no método Simplex [Petar,l996]; por exemplo o Simplex dual modificado 
[Mamandur,198l]. \
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2.3.2 - Métodos Baseados no Gradiente 
O Método do Gradiente Reduzido faz parte dos métodos que se baseiam na direção 
do vetor gradiente. Esta metodologia se aplica tanto ao 
problema desacoplado 
[Dopazo,l967], como para o modelo completo [Dommel,1968]. O 'Método do Gradiente 
Reduzido de Dommel e Tinney consiste, basicamente, em determinar o ajuste nas 
variáveis de controle, determinado pelo método do gradiente, seguido da 
solução das 
equações do fluxo de potência, pelo método de Newton-Raphson. Assim, 
considerando 
esta metodologia, formula-se o problema o problema de FPO como 
minimize ƒ(u,x) em relação a u 
sujeito a g(u,x,p) = 0 (2.2) 
h(u,x) S 0 
onde u é o vetor das variáveis de controle, x é o vetor das variáveis de estado e p é o 
vetor 
de parâmetros fixos. Considera-se este método como uma extensão do fluxo de 
potência 
convencional, acrescido de ajustes nas variáveis de controle. Portanto, 
no processo de 
solução determina-se o ajuste nas variáveis de controle seguida da 
solução de um fluxo de 
carga iterativamente, até que um critério de convergência seja satisfeito. O algoritmo a 
seguir resume os passos deste método sem considerar as restriçoes de desigualdade. 
Algoritmo 2.2: 
I. Especificar o ajuste inicial para as variáveis de controle u ; 
2. Resolver ofluxo de carga via Newton-Raphson e obter as variáveis de estado x; 
3. Determinar o vetor dos multiplicadores de Lagrange por:
4 
Â›laiel 
onde [âg/Ôk] é a matriz Jacobiana do método de Newton-Raphson. 
4. Calcular o vetor gradiente resolvendo-se a seguinte equação: 
Vf+â;~Hâi'»~
l4 
5. Testar a convergência: _ 
Se 0 vetor gradiente for menor que uma tolerância especificada' 
então a solução ótima foi encontrada. 
u 
Se não: prosseguir ao passo seguinte. 
6. Atualizar as variáveis de controle: 
unovo = uvelho + Au, 
com › Au = - al? 
onde oz é um fator que determina a magnitude do passo.
` 
7. Retornar ao passo 2 
O tratamento das restriçoes de desigualdade é uma das limitações desta 
metodologia. As restrições de desigualdade referentes às variáveis de controle são 
facilmente consideradas, todavia, as restrições funcionais necessitam de um tratamento 
especial. Nas referências [Dommel,l968; Burchett,l982], propõe-se uso de função de 
penalidade quadrática para estas restrições. O uso de função de penalidade pode retardar a 
convergência além de exigir uma heurística para a especificação dos fatores de ponderação 
associados as penalidades. ,_ f 
O cálculo do comprimento do passo ot é um procedimento essencial no método do 
Gradiente. Este cálculo pode ser efetuado fonnulando-se um problema de otimização 
unidimensional. Vários métodos foram implementados com este propósito, dentre estes a 
busca de Fibonacci [Shoults,1982], a interpolação quadrática [Shoults,1982] e a 
interpolação cúbica [Dommel, 1 968]. 
O Método do Gradiente Projetado de Rosen [Rosen,1960], usa como direção de 
busca a projeção o vetor gradiente, de forma a melhorar o índice de desempenho otimizado 
mantendo a viabilidade da solução. Esta técnica de otimização foi aplicada ao problema de 
FPO [Salgado,1989] tanto de distribuição de potência ativa como de potência reativa. Com 
esta abordagem, as restrições não lineares do problema são linearizadas, em tomo de um 
ponto viável, resultando num problema de otimização do tipo 
minimize - ƒ(x) 
sujeito a Ax S' b (23) 
Ex = e
l5 
onde E é a matriz dos coeficientes associados as restrições ativas, isto é, restrições de 
desigualdade no limite e as restrições de igualdade originais; A é uma matriz cujos 
coeficientes estão associados as restrições inativas,`b e e são vetores. Portanto, dada uma 
solução viável x°, uma nova solução é obtida com base na direção definida por 
d = - PVf (x) 
onde P é uma matriz de projeção. A referência [Salgado,1989] fez uso de Transformações 
Ortogonais, baseadas nas Rotações de Givens, para determinar a matriz de projeção. 
2.3.3 - O Método de Newton 
No método de Newton, a direção do gradiente é modificada, premultiplicando-se a 
mesma pela inversa da matriz Hessiana, definíndo a direção de busca. Esta abordagemfoi 
aplicada com sucesso ao problema do FPO nos anos oitenta [Sun,l984; Burchett,1984; 
Maria,l987]. Nesta metodologia as variáveis são tratadas em conjunto como variáveis de 
decisão, isto é considera-se z = [u,x]', onde z é o vetor das variáveis de decisão incluindo-se 
as variáveis de controle, de estado e de perturbação. Desta forma, a formulaçao do 
problema do FPO submetido a restrições de igualdade é dada por: 
minimize ƒ(z) 
sujeito a g(z) = 0 (2.4) 
As restrições de igualdade são incorporadas à função objetivo através de 
multiplicadores de Lagrange, resultando numa função Lagrangeana do tipo 
L(z,/1) = f (Z) -Â'§(Z) (2-5) 
A idéia básica do método consiste em fazer uma aproximação quadrática do 
Lagrangeano a cada iteração do processo de solução, conforme a expressão a seguir. 
L<z+Az,À+M›=L<z,À›+vzL<z,À›Az+v¿L<z,z1›zsz+âAz*VšL<z,À>Az+âM*víL‹z,À>M
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onde a aproximação pode ser obtida pela expansão da função Lagrangeana em série de 
Taylor em tomo do ponto (z, lt), até o termo de segunda ordem. As correções da solução do 
~ ~ problema de otimizaçao original são determinadas a partir das condiçoes de otimalidade de 
primeira ordem aplicadas ao Lagrangeano, isto resulta na solução do sistema linear 
H J' ,, Az __. VzL 
lz ol M Lil ~ 
onde H é a matriz Hessiana do Lagrangeano e J é a matriz Jacobiana das restrições de 
igualdade. O algoritmo do método de Newton, sem considerar as restrições de 
desigualdade, é resumido a seguir: 
Algoritmo 2.3: 
1. Estimar os valores iniciais para as variáveis primais z e duais Ã; 
V 
2. Calcular o vetor gradiente do Lagrangeano; 
3. Testar a Convergência: 
Se a solução corrente satisfaz as condições de otimalidade: 
então a solução corrente é uma solução ótima. 
Se não, prosseguir ao próximo passo; 
4. Determinar e resolver 0 sistema linear (2. 6) para Az e A/1; 
5. Atualizar a solução corrente e retornar ao passo 2. 
A inclusão de restrições de desigualdade constitui uma das dificuldades deste 
método. Uma alternativa proposta na referência [Sun,l984] é o uso de funções de 
penalidade do tipo quadrática, expressas analiticamente como 
«fz = -É-"<zz -2.-›2 (21) 
onde w é um fator de peso que deve ser controlado automaticamente. O controle deste fator 
depende da aproximação do limite ou da qualificação da restrição, isto é, se a restrição é
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rígida ou não. As restrições funcionais também recebem tratamento similar, e portanto o 
maior desafio do -algoritmo está na identificação precisa das restrições ativas. O método de 
função. de penalidade usado para identificar o conjunto de restrições de desigualdade ativas 
apresenta algumas deficiências. Na referência [Monticelli,l992] propõe-se uma estratégia 
de movimentos adaptativos do método de penalidade para evitar problemas de mal 
condicionamento.
i 
2.3.4 - Métodos Quasi-Newton 
Os métodos chamados quasi Newton utilizam uma aproximaçao da inversa da 
matriz Hessiana na definição da direção de busca. Esta metodologia proposta por Davidon, 
em 1959, e mais tarde desenvolvida por Fletcher e Powell, também chamada de Método de 
Métrica Variável, foi aplicada ao problema de FPO por Talukdar e Giras [Talukdar,l982]. 
As vantagens desta metodologia, apresentados na referência citada, está na rapidez do 
processo de solução e na robustez do algoritmo, visto que a matriz que aproxima a matriz 
Hessiana é definida positiva. 
2.3.5 _ Fluxo ao Potência Ótimo Multi-objetivo 
A formulação do problema de FPO como um problema de otimização multi-objetivo 
é apresentada como uma estratégia com boas perspectivas na referência [Wadhwa,l990]. 
Neste artigo, apresenta-se uma nova formulação para o problema de FPO, considerando de 
forma simultânea as funções objetivo mínimo custo de geração de energia e a mínima 
perda de potência ativa. t 
Esta abordagem faz parte da presente pesquisa, e portanto será estudada com maiores 
detalhes no capítulo quatro. 
2.3.6 - Fluxo de Potência Ótimo Paramétrico 
A Otimização Paramétrica tem sido empregada no problema de fluxo de potência 
ótimo. Carpentier [Carpentier,l983] e Galiana [Galiana,l983] utilizaram esta técnica como 
estratégia de solução do FPO. Na referência [Almeida,l994] é feita uma generalização da
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aplicação de técnicas de otimização paramétrica ao problema de FPO. Neste trabalho, 
considera-se a parametrização da função objetivo, dos limites das restrições de 
desigualdade e das restrições de igualdade. O problema de otimização resultante é 
resolvido via método de Newton. 
2.3.7 - Fluxo de Potência Ótimo “Fuzzy” 
Sistemas Especialistas e outras áreasuda Inteligência Artificial tem sido aplicados 
em alguns problemas de Sistemas de Potência [Zhang,l989]. De uma maneira geral, esta 
área constitui um meio de integração das técnicas numéricas com a programação heurística. 
Neste contexto, o uso da teoria dos conjuntos difusos (fuzzy sets) aparece como uma 
aplicação viável em problemas de FPO. Miranda e 
V 
Saraiva modelam as incertezas 
associadas à geração e a carga através de números “fuzzy” [Miranda,1994]. Na referência 
[Tomsovic,l992] propõe-se o uso de programação linear “fuzzy” na solução do problema 
de controle de tensão/potência reativa. A formulação do problema de FPO com o objetivo 
de minimizar as perdas na transmissão, usando a teoria dos “fuzzy sets” foi apresentada nas 
referências [Adbul-Rahman,1993 e 1994]. 
2.3.8 - Fluxo de Potência Ótimo via Pontos Interiores 
`) 
O método de Pontos Interiores (PI) tem permanecido em evidência desde a 
publicação do famoso artigo de Karmarkar [Kannarkar,l984]. O algoritmo de Karmarkar, 
com complexidade polinomial, mostrou-se competitivo as algoritmo Simplex na solução 
de problemas de programação linear. O desenvolvimento desta área, conhecida como 
métodos de PI, é bastante expressivo até os dias atuais. 
A aplicação do método de pontos interiores ao problema de FPO formulado como 
um problema de otimização não-linear, foi apresentada, por Granville [Granville,l994]. 
Neste trabalho, o algoritmo de barreira primal-dual foi aplicado ao problema de despacho 
ótimo de potência reativa. Outros algoritmos de pontos interiores foram implementados em 
seguida. Na referência [Wu,1994] aplica-se o algoritmo preditor~corretor na solução do 
problema de FPO, com vantagens em relação ao primal-dual no que se refere aos aspectos 
computacionais. Na referência [Torres,l998], o problema de FPO é formulado
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representando-se as tensões via coordenadas retangulares. Neste trabalho, utilizou-se o 
algoritmo primal-dual com o procedimento do preditor-corretor para reduzir o número de 
íterações. Diversas aplicações desta metodologia foram propostas para tratar os casos de 
FPO divergentes [Granville,l994]. 
No laboratório de Sistemas de Potência da UFSC, alguns trabalhos foram 
desenvolvidos utilizando o método de PI. Na referência [Barboza,1997], o método de PI é 
aplicado ao problema de máximo carregamento em sistemas de potência. Edgardo utilizou 
técnicas de Computação de Alto Desempenho na implementação do algoritmo Primal-Dual 
~¬ 
[Castronuovo, 1997]. 
2.4 - Conclusões 
Nesse capítulo apresentou-se o problema de fluxo de potência ótimo com suas 
variáveis, função objetivo e restrições. Em seguida fez-se uma breve revisão da literatura 
com ênfase nas principais técnicas de solução do problema de FPO. Algumas formulações 
alternativas foram comentadas. 
O uso de programação linear na solução de problemas de FPO constitui uma área de 
estudos com razoável desenvolvimento. A linearização das funções por partes, em torno de 
um ponto de operação, associada a solução de sucessivos problemas de PL é uma técnica 
bem estabelecida.
O 
Com relação ao problema de FPO não-linear, observa-se que os métodos baseados 
no gradiente, bastante empregados nos anos sessenta e setenta, evoluíram para os métodos 
baseados na direção de Newton, a partir dos anos oitenta.
O 
Nos dias atuais, grande parte das pesquisas estão voltadas para aplicação do método 
de pontos interiores na solução do problema de FPO. Bastante evidente no momento, esta 
metodologia tem recebido contribuições de pesquisadores em diversas áreas com freqüente 
surgimento de novos algoritmos. A evolução desta metodologia e os bons resultados na 
solução do problema de FPO, motivararn, junto com outros fatores, o desenvolvimento 
deste trabalho. .
Capítulo 3 
O Método de Pontos Interiores para 
Otimização Não-linear 
3.1 - Introdução 
A formulação do problema de Fluxo de Potência Ótimo, geralmente, resulta num 
problema de otimização não-linear pois algumas das funções envolvidas são não-lineares. 
A abordagem deste problema, no desenvolvimento desta pesquisa, foi feita através do 
método de Pontos Interiores. Dois algoritmos, pertencentes a esta metodologia, foram 
considerados como técnica de solução deste problema: o algoritmo de barreira primal-dual 
e o algoritmo de Redução de Função Potencial. Neste capítulo, sao apresentados os 
fundamentos destas metodologias bem como os algoritmos que foram posteriorrnente 
implementados. Considera-se ainda, os detalhes da aplicação destes algoritmos ao 
problema de Fluxo de Potência Ótimo. Complementando o assunto, algumas comparações 
entre estas duas abordagens e a análise de resultados são feitas no capítulo de resultados 
numéricos. 
3.2 - Conceitos Básicos de Programação Não-Linear 
Um problema de otimização envolve variáveis, restrições e um critério a ser 
otimizado. A natureza destes elementos caracteriza o tipo de problema de otimização em 
questão. Por exemplo, se as restrições e o critério de desempenho são funções lineares,
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então o problema é dito pertencer a classe de Programação Linear. Estudaremos o caso 
mais geral e de maior grau de dificuldade, em que as fiinções envolvidas são não-lineares. 
Este é-o tipo de problema que será abordado neste capítulo. As definições apresentadas a 
seguir [Bazaraa,1993; Fiacco,1990] fornecem conceitos preliminares e elementos básicos 
de programação não-linear necessários ao acompanhamento da exposição. 
Notação: No desenvolvimento desta monografia, a representação de vetores, matrizes, 
flmções e etc. será feita através de letras do alfabeto Romano e Grego. Todos os vetores são 
do tipo coluna e serão denotados por letras minúsculas em negrito; as matrizes serão 
denotadas por letras maiúsculas também em negrito. Funções escalares serão denotadas 
letras minúsculas em itálico e as funções vetoriais em itálico e negrito simultaneamente. Os 
escalares serão denotados por letras minúsculas simples. 
Com relação ao espaço euclidiano n dimensional, denotado 91”, será feita uma
~ distinçao entre vetores positivos e vetores estritamente positivos, isto é 
ÍR“,,E{xeíR"|x20}
e 
íR“HE{xe§R“|x>0} 
Definição 3.1: Considere o seguinte problema de programação não-linear 
minimize f ( x ) 
sujeito a g(x)S0 (3.l) 
h(x)=0 
onde x = [xl , xz xn ]T é um vetor do ER", de variáveis do problema. As funções f , g e h 
são consideradas funções contínuas e duas vezes diferenciáveis. A função f : “R” -› ÉR' é 
uma função escalar chamada função objetivo; g : 91" -› 911 corresponde as restrições de 
desigualdade e h : iR“ --› 91'" são as restrições de igualdade. Um vetor x e ÉR" qualquer é 
uma solução viável ou factível do problema (3.l) se ele satisfaz a todas as restrições. O 
conjunto das soluções viáveis é chamado de conjunto viável ou factível associado ao
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referido problema. Outra classe de restrições de desigualdade diz respeito aos limites 
associados às variáveis do problema, a qual é definida por 
Kz{xzm"|zzéxé1›}. (32) 
onde a e b são vetores e 92" que representam os valores máximo e mínimo das variáveis x¡ 
(i = 1 n). 
Resolver um problema de otimização consiste em encontrar uma solução viável x* 
tal que 
f(x)2f(x*) (3-3) 
para todo x viável. Neste caso, x* é solução ótima ou ponto de mínimo do problema (3.1). 
Se a condição (33) for verificada para todo x viável, x* é denominado mínimo global. Se 
existe uma vizinhança em tomo de x* , isto é || x - x* || < a para fa > O , onde a condição 
(3.3) é verificada, então x* é um mínimo looal. Com o objetivo de ilustrar estas definições, 
considere-se o exemplo a seguir. 
Exemplo 3.1: Seja 0 seguinte problema de programação não-linear: 
minimize 
V f (x1,x2) = (xl - 2)4 + (xl - 2x2)2 
sujeito a g, (x¡,x2) = - (x, - l.5)2 - (xz - 2)2 + 1 
gz (x,,x2) = -x,2 +1- xz 
g3 (x¡,x2) =x¡ - 1.8 
84 (xvxz) = - X1 
gs (x,,x2) = xz - 2.5 
86 (xhxz) = - xz 
onde f é a função objetivo e g, até gó são restrições de desigualdade do tipo menor ou igual 
a zero, conforme denotado no problema (3.1). A figura a seguir mostra, geometricamente, a 
solução do problema V
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g5 Figura 3.1: Solução gráfica do exemplo 3.1. 
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onde as curvas tracejadas são chamadas de curvas de nível da função objetivo, visto que 
elas representam o lugar geométrico ondeo valor da função objetivo é constante. A área 
em destacjue, delimitada pelas restrições de desigualdade, representa a região viável, e o 
ponto de coordenadas (1.80 ; 0.90) é a solução do problema, ou seja um ponto de mínimo. 
Algumas formas altemativas de representação do problema (3.l) podem ser 
definidas, dependendo da estrutura proposta para o conjunto viável. Considere Q um 
subconjunto g ill” definido como 
.QE{xeÍR“|g(x)£0,h(x)=0,aSxSb}. (3.4) 
Então, utilizando esta definição, o problema de programação não-linear (3.1) assume a 
seguinte forma 
minimize f ( x ) 
sujeito a x e .(2 (3.5)
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Note-se que as restrições associadas aos limites das variáveis são definidas 
separadamente das restrições funcionais g, e assim elas podem ser tratadas de forma 
diferenciada. »
` 
No método de pontos interiores, alguns algoritmos geram seqüências de pontos que, 
apesar de serem interiores, não são viáveis. Estes são os chamados “infeasible-interior- 
point methods” [Kojima,l994; Potra,l996; Wright,l992; Zhang,l994], bastante utilizados 
na solução de problemas de otimização não-linear. Os algoritmos que serão estudados nas 
próximas seções fazem parte desta família de algoritmos. Alguns conceitos apresentados a 
seguir serão utilizados na descrição das abordagens para o problema . 
Definição 3.2: Seja .Q C Q, o conjunto definido pela região onde as restrições de 
desigualdade sao satisfeitas, isto é, _ 
.Q+E{xe¶i"|g(x)S0,aSxíb} , (3.6) 
Admite-se que o subconjunto Q, possui um interior, denotado (ZH, onde as desigualdades 
são estritamente satisfeitas, o qual é definido como 
.Q,+Einterior(.Q+)š{xeiR“|g(x)<0,a<x<b} (3.7) 
onde o subconjunto .QM é admitido não vazio, ou seja, Q* âfi CD. A definição de pontos 
interiores é apresentada a seguir. 
Definição 3.3: Um ponto interior de um problema de otimização não-linear do tipo (35) é 
todo ponto x pertencente ao subconjtmto .(2+,,, ou seja, é qualquer ponto na região onde as 
restrições de desigualdade são estritamente satisfeitas. Observe que um ponto interior não 
necessariamente é um ponto viável.
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3.3_- O Método de Pontos Interiores para Otimização Não-linear 
Determinar a solução ótima de problemas de otimização não-linear em geral não é 
tuna tarefa simples. Nos últimos tempos, mais especificamente desde a introdução, por 
Karmarkar '[Karmarkar,1984], do algoritmo polinomial para problemas de 'Programação 
Linear, em 1984, o método de pontos interiores tem sido utilizado na solução numérica de 
diversos problemas de otimização. A idéia intuitiva do método de pontos interiores 
consiste em buscar uma solução ótima reduzindo a função objetivo, no caso de 
minimização, mantendo a busca no interior da região delimitada pelas restrições. De fato, 
esta idéia já era conhecida desde os anos sessenta, quando Fiacco e MacCormick 
[Fiacco,1990] propuseram o método de pontos interiores para programação não-linear. 
Nesta proposição, as restrições de desigualdade eram penalizadas utilizando-se a função 
barreira logarítmica de Frisch [Frisch,l955]. À partir desta proposta, muitas inovações do 
método de pontos interiores foram divulgadas. Para se ter uma idéia desse 
desenvolvimento, basta fazer uma visita ao site http://www- 
c.mcs.anl.gov/home/otc/InteriorPoint/archive.html, onde uma extensa bibliografia sobre o 
assunto está disponível. Uma melhoria de particular interesse no método de pontos 
interiores foi proposta por Clovis Gonzaga [Gonzaga,l99l], o qual desenvolveu novos 
algoritmos onde a busca é uma combinação da direção de redução de custo, para o caso 
linear, com a direção de centralização. Este método, denominado de trajetória central (path- 
following method), foi estudado para o problema de programação linear na forma primal 
[Gonzaga,1992]. Seguindo esta idéia, surgiram as versões primal-dual deste algoritmo 
[Kojima,l987; Monteiro,l989a e 1989b] para programação linear e quadrática convexa. 
Estes algoritmos, baseados na trajetória central, contribuírarn para o desenvolvimento dos 
algoritmos para o caso não-linear do problema de fluxo de potência ótimo [Granville,l994] 
via método de pontos interiores. 
No desenvolvimento do presente trabalho de pesquisa, foram estudadas duas versões 
do método de pontos interiores para a solução do problema de fluxo de potência ótimo. A 
primeira versão corresponde ao algoritmo primal-dual utilizado na referência 
[Granville,1994]. A segunda versão, apresentada como uma contribuição à solução do
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FPO, utiliza a teoria de Redução de Função Potencial, recentemente introduzida na área de 
algoritmos de pontos interiores [Todd,1995; Wang,1995; Monteiro,1997].
i 
3.3.1 - O Método de Barreira Primal-Dual 
Os algoritmos de trajetória central, derivados do método de penalidades do tipo 
barreira logarítmica, geram uma seqüência de pontos aproximam da trajetória central. A 
versão primal-dual deste algoritmo se aplica satisfatoriamente a certos problemas de 
otimização não-linear, incluindo nesta categoria o problema de FPO.
i 
Considere-se ao problema de programação não-linear tal como formulado na 
definição 3.1, e re-escrito na seguinte forma alternativa 
minimize f ( x ) 
sujeito a g(x) S 0 ' (3.8) 
h(x)=0 
x e K 
onde o vetor x e as funções f ( x ), h (x) e g (x ) foram definidos anteriormente em (3.1), 
e o conjunto K foi definido em (32). Este problema é modificado adicionando-se variáveis 
de folga s às restrições de desigualdades, transformando as mesmas em igualdades. Isto 
resulta no seguinte problema 
minímize f(x) 
sujeito a g (x) + sg = 0 (3.9) 
h(x)=0 
a -x + sa = 0 
x-b+sb=0 
säsäsb G <nl,× mz X in",
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onde as desigualdades do tipo maior ou igual foram previamente transformadas em 
desigualdades do tipo menor ou igual. Para que os vetores das variáveis de folga sg , s” e sb 
pennaneçain no ortante positivo, isto é s e 92,, faz-se uso de Luna função barreira 
logarítmica adicionada à função objetivo. Assim, o problema assume o seguinte formato 
minimize 
{ 
f (x) - ui log(s,.g) - ui log(s,f') - ui: log(sf' 
i=l i=l i=l 
isujeitoa g(x)+sg=0
V 
h (x) = 0 (3.10) 
a - x + sa = 0 
x-b+f=0 
onde todas as restrições são igualdades e s > 0. O parâmetro de penalização da função 
barreira logarítmica u é um número positivo que tende iterativamente a zero quando a 
solução se aproxima do ótimo. O problema primal modificado pode ser visto como uma 
aproximação do problema original, parametrizado por um fator tt fixo. O papel da função 
barreira e de seu parâmetro foi bastante estudado por Gonzaga [Gonzaga,l989] que, a 
partir de uma interpretação geométrica de problemas lineares, caracterizou os pontos 
centrais como minimizadores da funçao penalizada. 
A função Lagrangeana associada ao problema primal (3.lO) parametrizada por um 
u fixo, de forma equivalente ao problema primal, é construída incorporando-se 
as 
restrições de igualdade à função objetivo através de multiplicadores de Lagrange, variáveis 
duais, K e 92'" e 1: e ÍRÍ × 92" × ER" , resultando na seguinte função escalar 
_ 
Ê” (x, ?»,1c,s) = f(x) - ui: l0g(sf) 
- ug: log(s,f') - ug log(sf' ) + 
Ê?»,.h,(x)+Ê1r§(g,(x)+s§)+É1t§'(-x+sƒ' +a,.)+Ê1rf'(x+s,." -b,.) 
i=l i=l i=l i=l 
(3.11) 
Esta função desempenha um papel importante para a solução do problema, pois a 
partir dela é possível estabelecer um caminho para obtenção de uma solução, a qual é
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determinada pela aplicação das condições de otimalidade de primeira ordem para o 
problema 3.10 dadas por 
V£(x,?»,1t,s) = 0 
O que é equivalente az 
m I 
v,f(x)+zx,v,h,(z)+z1z§v,g,(x)- na + nb = 0 (312) 
Í=l i=l 
_ h(x)=0 (313) 
g(x)+sg=0 (3.14a) 
-x+s“ +a=0 (3.l4b) 
x+s" -b=0 (3.l4c) 
Sgng á ue (3.l5a) 
.S'^rc“ = ue (3.l5b) 
Sbnb = ue (3.l5c) 
'rca 
, 
'rnb 
, ng 2 0 
onde e é um vetor unitário de ordem adequada a dimensão da variável, e as matrizes SE, S* 
e Sb são matrizes diagonais com elementos sg , sa e sb respectivamente. A equação (3.l2) 
expressa a condição de viabilidade dual, as equações (3.l3 -3.14) caracterizam a 
viabilidade primal, e as equações restantes (3.15a, b e c) expressam a condição de 
complementaridade das folgas. Alguns autores [El-Bakry,1992; Byrd,1996], interpretam 
estas equações com sendo as condições de Karush-Kuhn-Tucker (K-K-T) para o problema 
(3.9) perturbadas por um parâmetro u. De fato, fazendo u tender a zero, isto é u -› 0, as 
equações são equivalentes às equações de K-K-T. 
A proposição descrita a seguir, feita por Megido [Megido,1989], Bayer e Lagarias 
[Bayer,l989] e Sonnevend [Sonnevend,1986], apresenta algumas hipóteses para o seguinte 
problema de programação linear 
minimize{c'x|Ax = b,x 2 0}X 
onde c, x e ER” , b e Elim e A é uma matriz m por n suposta de posto completo, e o 
correspondente problema dual
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maximize{b'y|A'y + s = c,s 2 0} 
y,J 
cujas condições de otimalidade perturbadas são dadas por 
' Ax =b, x2 0 
A'y +s=c, sz 0 (3.l6) 
Xs = ue 
onde s são variáveis de folga, X é uma matriz diagonal cujos elementos são xi, u é o 
parâmetro da função barreira e e é um vetor unitário. 
Proposição 3.2: Supondo que existe uma solução inicial (xo, yo, so) viável interior (isto é, 
x0> 0, so > 0) para os problemas primal e dual, então as seguintes afirmativas são feitas: 
( i ) 
- O sistema de equações temisolução única para cada pt > O, denotada por 
(x(u),y(t1), S(u));
L 
( ii ) 
- o conjunto { x(u) : u > O } define uma trajetória suave na região de 
viabilidade primal; 
( iii ) 
- 0 conjunto { y(u), s(u) 2 u > O } define uma trajetória suave na região de 
viabilidade dual;
À 
( iv) - o “gap” de dualidade das trajetórias primal e dual e' dado por 
X(H)' SW) = HH 
onde n é a dimensão do problema. 
(v ) - as seqüências de soluções ( ii ) e ( iii ) convergem para solução ótima, isto 
e' 
Limite 
,. ao (X01), 801)) = (x*, S*) 
Prova: Ver o artigo [Jansen,l995].
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Estas considerações feitas para o caso linear, foram estendidas para problemas 
convexos [Den Hertog,1994] e atualmente são bastante estudadas para o caso não convexo 
[El-Bakry,1995; Byrd,1996; Gay,l996; Vanderbei,l997] 
As equações não-lineares (3.l2 até 3.15), resultante da aplicação das condições de 
otimalidade de primeira ordem, são resolvidas pelo método de Newton-Raphson. Antes 
porém, seja a seguinte simplificação de notação _ 
ng sg 
1r= 11" e s'= S" (3.l7) 
1:” sl' - 
No método de Newton, a cada iteração são determinados os incrementos das 
variáveis x(u), Mu), 1t(u) e s(u), na direção de busca, isto é Ax, AK, A1: e As, resolvendo-se 
o sistema de equações lineares 
vgz V;/fz(x) v;gg"”(x) 0 AX
A 
v,h(x) 0 0 0 mt 
V ggab(x) O O Igab 
* 
ATC 
:[_-FH<x!)\'y7'c!s)] 
0 0 S n As gab gab 
onde F,,(x, À, 1:, s) representa as equações (3.l2 a 3.15). O termo Vznf corresponde à 
Hessiana do Lagrangeano, o qual é dado por 
m I 
vgzz v§,,f(x)+zi,v§,h,(x)+zfzfv§,g,(x) (319) 
i=l i=l 
onde as matrizes V2”/(x), V2,Q}z(x) e V2,,,,g(x) são matrizes Hessianas de f h e g 
respectivamente. A matriz Sé” é uma matriz diagonal composta pelas submatrizes Sg, S” e 
S”, anteriormente definidas. De forma equivalente, Hgab é um matriz diagonal dada por 
ng 
ng” = H" (320) 
11"
'
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onde as submatrizes 1`Ig 
y 
H” e H” são diagonais com elementos ni, -nai, e rubi, 
respectivamente. ' 
.A matriz identidade I ga” assume a seguinte forma. 
Ig 
Igüb :_ Ill
- 
Ih 
onde as submatrizes do tipo identidade Ig 
, 
I” e I”, possuem dimensões compatíveis com as 
respectivas variáveis de folga. Finalmente, por questão de conformidade, considera-se que 
V2 gg“<x> = [ V: g<×> -I* 1° 1 (122) 
Com o objetivo de manter a busca da solução ótima no interior do conjunto viável, 
controla-se o tamanho do passo verificando as seguintes condições 
sg s” sb 
ot =min min ' ,min ' ,min ' ,1 , (323) 
1' As<o As; Aâ<o Asff A‹<o Ask 
I I I
C
à 
. . 
TC? . flf' . fr- otd=mzn mzn ' ,mzn ' ,mm ' ,l , (324) 
A1: <0 A1: <0 A7-cf' Ar: <0 ATL 
I | I 
Uma nova solução do problema parametrizado é determinada atualizando-se as 
variáveis primais e duais como ' 
atual ._ xp - xp + Ka P Ax 
atual _ Ã” - ku + Ka d AX 
1tp“'“°l = rtp + Ka d A1: 
s““'*"=s +1<a As 
11 u P
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onde K é uma constante cuja função é evitar que a variável atinja a fronteira. O ajuste do 
parâmetro p da função barreira é determinado através de uma “medida de 
complementariedade” expressa em função da grandeza s'1r. Os procedimentos necessários 
para implementação desta metodologia, estão resumidos no algoritmo apresentado a 
seguir. 
Algoritmo 3.1: 
Especificar: |.L > O , B > 0 e uma solução inicial (xo, X0, 1:0, so) 
Enquanto a convergência não foi obtida 
Calcular: 
A 
Fu(x, À, 1:, s) , equações (3.12 ate 3.15); 
Testar a convergência: 
Se
l 
HF,zHS€f @ Ilullífip 
então: 
uma solução foi obtida. 
Se não: 
Resolver osistema linear: 
vfaz v',h(x) v;gg“”(x) 0 Az 
vxh o 0 o mt (X) 
h 
* 
An =[-Fu(x,?\.,rc,s)] 
nf-' As 
v,,g@“"(x) 0 o ig" 
O O Sgah ab 
Calcular o comprimento do passo; 
g a b 
__ . . s¡ . s¡ . s¡ (Xp - mln 771171 ,mln ,min 
Az<oAs_s m<oASf1 m<oAs 
I I I 
. _ nf . ir? . nf' oLd=mzn mzn-_-,mm-Í-,mm-,1 , 
An: <0 A1: <0 Ani An <0
ltec iveia ~~ 
u|=sc J o~1~°ff~§'~37"5 
Atualize a solução corrente; 
xƒ'“*“ =xu + Kap Ax 
7»,f*“**' = Xp + Ka d AX " 
nƒmal = np + Ko: d An 
s,f'““' = sp + map As 
. Ajustar o parâmetro da função barreira u. 
Hzdfirw) 
"B 
Avaliar a solução encontrada. 
Diferentes implementações do algoritmo de barreira primal-dual foram 
desenvolvidas no ambiente do Matlab para testes em problemas gerais. A solução do 
problema-exemplo 3.1, a partir do ponto x° = [ 0.2 ; 2.0 ]" é apresentada na figura 3.2. 
Figura 3.2: Solução do exemplo 3.1 
2.5 À 1 l l
\ 
À, ///' //'_/ft 
. 
. ,
X / ./ .‹~f" 2 
( 
I/ JI/ 
_/,ff
I 
_ ,2 
. / z-2 
/ ' ./H /"/ 
1.5¿› //- //_/f //Jr, Í 
/ 
'/ //J 
1 
u 
.' z/ 4X*/,.«-' /I/'
_ 
Í / 
i 'i -“J ,/"* 
' z/ z z 
0.5- . _ - ff ,.»/ 
i/i,//'f/I
OJ 1 | " ff!! 1 ` 
0 0.5 1 1.5 2 X1 2.5 
Na figura 3.2, a trajetória gerada pelo algoritmo está representada pelas linhas 
contínuas e os círculos são os pontos de acumulação ou soluções intermediárias. A 
seqüência convergiu para a solução ótima, o ponto x* = [ 1.80 ; 0.90 ], em nove iterações 
com uma tolerância de 10`3. Na etapa seguinte, o algoritmo foi aplicado na solução do
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problema de fluxo de potência ótimo, cujos detalhes são apresentados na seção 3.4 deste 
capítulo. 
3.3.2 - O Método de Redução de Função Potencial 
,A teoria sobre a redução de função potencial é recente no campo da programação 
matemática. A introduçao desta metodologia na área de pontos interiores caracteriza um 
avanço pois ela toma a teoria (análise de convergência, complexidade, etc.) mais próxima 
da prática (escolha da direção de busca, do comprimento do passo, etc.), as quais passam a 
ser ambas dirigidas por uma função de mérito. A idéia básica desta metodologia consiste 
em projetar uma função de mérito do tipo redução potencial apropriada ao problema em 
questão. 
Uma primeiro aspecto a ser considerado é a diferença entre função de mérito e 
função objetivo. Em geral, o conceito de função objetivo é mais familiar, desde que esta é 
especificada visando melhorar um determinado índice de desempenho associado ao 
problema físico. De forma equivalente, a função de mérito é especificada visando avaliar o 
desempenho do algoritmo usado para solução do problema. Alguns conceitos básicos desta 
metodologia são apresentados a seguir. 
Considere o problema de otimização não-linear tal como aquele representado em 
(3.5) 
minimize f( x ) 
sujeitoa x e .Q (325) 
onde' x, f e .Q foram definidos anteriormente. Resolver este problema de otimização 
consiste em encontrar umvetor x* no conjunto viável, isto é x* e .Q, tal que 
(X - x*)*Vzf(X*) 20, 
para todo x e Q. As restrições de desigualdade g(x) S 0 são tratadas como igualdades pela
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adição de variáveis de folga y e 921,, tal que 
y+¿'(X)= 0 (3-26) 
A partir do problema primal (3.25), com as restrições de desigualdade expressas como 
igualdade, são estabelecidas as condições necessárias de otimalidade. Estas condições são 
enunciadas pelo teorema Karush-Kuhn-Tucker (K-K-T) apresentado na proposição a seguir 
onde, para simplificar, serão consideradas apenas as restriçoes de desigualdades. 
Teorema 3.1: (Condições Necessárias de Primeira Ordem - Teorema de Karush-Kuhn- 
Tucker). Considere o problema de minimizar f ( x ) sujeito a g (x ) S 0, sobre o conjunto 
não vazio X E { x e ÍR“ | g (x ) S 0 }. Suponha que x* seja solução do problema e que as 
funções f e gi, i e I = { í : g¡(x*) = O } sejam diferenciáveis neste ponto. Além disso, 
considere que os vetores Vg¡(x*) para i e I, são linearmente independentes. Então, as 
condições necessárias para que x* resolva localmente o problema, é que existam escalares 
ni, i e I, tais que 
Vxf(x)+Z1r,.Vxg,.(x)=0 
1:,-20 paraiel 
Prova: Ver o capítulo quatro da referência [Bazaraa,1993]. 
Pela aplicação do teorema de Karush-Kuhn-Tucker ao problema primal (3.25), com 
as restrições de desigualdade g(x) 5 0 expressas como em (326), obtém-se um sistema de 
equações não-lineares, chamado de sistema de K-K-T. Este sistema é determinado 
m+l+2n admitindo-se a existência de variáveis duais Ã, Tc, u e v e ÍH , reunidas junto com as 
variáveis primais no vetor w = (x, y, Ã, rt, u, v) ,tal que 
L(x,?»,fl,o,v)
' 
y+g(x)
i 
\11(w)=' hm (327) y°fi 
\ 
ui›(x-a) 
v°(b-x)
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com *P (w) definido em !2`*'+ = [a,b] × íR2m+ × ER] × íR2"+ . O subconjunto [a,b] foi definido 
como K em 3.1. O símbolo “°“ denota o produto de Hadarmad de dois vetores, isto é 
dados dois vetores x e y, ( x ‹› y ) corresponde a um vetor cujo i-ésimo elemento é x¡y¡. A 
função vetorial L(x, y, Tc, u, v) é definida por 
L(x,7»,'rc,u,v) = Vxf(x)+Í:7»,.V,h,.(x)+ É1c,.Vxg,.(x)- u + v (3.28) 
i=l i=l 
O objetivo agora é projetar um algoritmo, construído a partir de uma função de 
mérito [Tanabe,1988], que resolva o sistema de equações com restrições (327). Isto 
equivale a encontrar um vetor w no espaço definido por “P (w) tal que 
W (W) = 0 (329) 
Antes, porém, assume-se que a estrutura do mapeador \P(w) possui certas propriedades as 
quais permitem o seu particionamento como 
_ F(w) ¬ . ~P(w) _ LHWÃ (mo) 
onde 
L(x,7»,1:,u,v) 
F(w)= h(x) (331) 
y+g(x)
C
l G(w)= u‹›(x-a) (332) 
lv‹›(1›-x)__ 'V 
Associado à este particionamento, denota-se Qqifi o conjunto de pontos interior de
Q?
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Na proposição a seguir, são feitas algumas hipóteses a respeito das propriedades do 
sistemade equações com restrições, ou seja, do sistema de K-K-T. 
Proposição 3.3: As hipóteses a seguir referem-se ao operador *I~'(w).
/ 
( i ) o interior do conjunto viável é não vazio, isto é .(2`y++ ¢ ø; 
_ (ii) o operador ¶'(w) é continuamente diferenciável no subconjunto .Q`P++; 
( iii) a matriz Jacobiana ¶”(w) é não singular para todo w e .Q`*'++ 
Prova: Ver a referência [Wang,1995]. 
Propõe-se então, desenvolver um algoritmo que gere uma seqüência de vetores { w k } 
interiores ao conjunto viável, isto é wk C .Q`*'++ cujos vetores intermediários, se existirem, 
são soluções do sistema de equações com restrições (329). A geração dos vetores 
intermediários pelo algoritmo, no processo iterativo, será guiada por urna função de mérito
l 
go : .Q`y++ -› SR , definida por Wang [Wang,l995] como ' 
n2 
<p(w) = ;1‹›g(F(w)' F(w) + e'G(w))- z1z›gG,(w) (333) 
i=l 
para todo w e .(2`*'++. O escalar Ç é um número fixo que satisfaz Ç > nz, onde nz é a 
dimensão do espaço de G(w) e e é um vetor unitário que se ajusta à dimensão do problema. 
O primeiro termo da função de mérito, dado por Ç log ( F (w)'F (w) + ef G(w) ), contribui 
para redução da nonna de \P, enquanto que o segundo termo, é Luna função barreira 
logarítmica que mantém as soluções geradas no interior do conjunto viável. Fazendo uso 
do particionamento definido em (330), a função de mérito assume a seguinte expressão: 
(p(w)=‹;log(||L(x,?»,1r,u,v)||2 +||y+g(x)||2 +"h(x)H2 +y'1c +u'(x-a)+v'(b-x-)) 
Íi\4~ É OQ
= = 
_ (J"¡7¡¡)`Zl0g(U¡(x¡`a¡))“Zl0g(V¡(b¡“x¡)) 
i 
(334)
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para todo w i (x, y, À, 1:, u, v) e .(2`*'++. O escalar Ç é maior do que l+2n, e o vetor função 
L(x, y, rc, u, v) foi definido em (3.28). , 
O algoritmo proposto para resolver o sistema de equaçoes com restrições é um 
procedimento iterativo, o qual usa a direção de Newton “perturbada” para reduzir, a cada 
iteração, o valor da função de mérito. A motivação para tomar a direção de Newton 
““perturbada”” ao invés de pegar a direção convencional de Newton, é que a primeira procura 
acompanhar a trajetória central do conjunto !2`P++. Para um vetor w e [2`*'++ qualquer, a 
direção de Newton “perturbada” é obtida resolvendo-se o sistema de equações, linearizado 
no ponto w, dado a seguir 
i 
A 
_ F'(w)d _ -F(w) 
'
¬ LP (WM `[G'(w)âj j-G(w) + õ5(w)ej (3'°5) 
onde [5(w) = e'G(w)/nzé uma medida de proximidade ao centro analítico em w e o escalar 
6 e [0,1) é um parâmetro de centralização. Em geral, a solução d do sistema linear (335), 
é uma direção de decréscimo da função ‹p(w). Fazendo uso dos termos definidos em (331) 
e (332), resultantes do particionamento admitido, o sistema de equação (335) assume o 
seguinte formato V 
V§h(x) VLg(x) -I 
Vxg(x) O O O 
Vxh(x) O 0 
(X-Da) 
-V 0 (Di-X) -(b-x)‹›v+oBe 
= -h(x) 
-y°1t+o'[?›e 
~(x-a)<›u+oBe 
<l 
QO 
›‹ 
LN 
oo',I1o›~‹o 
ooo 
oo*~< 
oo 
oooo›`. 
X- &.Q..Q.5l.Q.9.. 
<Çä>"‹k 
L_.í__i___._í_..___J 
|~ 
-L(x,?t,'rt,u,v) 
-y-g(x) 
(336) 
onde Da ,D1,, U, V, X, Y, e H, são matrizes diagonais cujos elementos da diagonal são ai, 
bi, ui, vi, xi, yi e fri respectivamente. Nesta circunstância, o escalar B, definido como a 
medida proximidade ao centro analítico do conjunto viável, é expresso em termos da 
complementaridade das folgas como 
Bi = ‹y*›'1z* +‹u*›'‹§;;:›+‹v*›'‹b-x*› (337)
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onde o indexador k refere-se à iteração presente. Desde que B é uma medida de 
complementaridade das folgas, é de se esperar que esta constante diminua de valor quando 
a seqüência se aproxima da solução. A função do parâmetro 0, que aparece no lado direito 
da equação (336), é de detenninar a participação da componente de centralização da 
direção de Newton perturbada, durante o processo iterativo. 
Algumas propriedades da função potencial serão analisadas a seguir. Antes porém, 
considere-se a seguinte definição 
¢(w) = F(w)'F(w) + et G(w) 
Note-se que ¢(w) > 0 para todo w e .Q`*'++. 
Proposição 3.4: Seja dado Ç > nz. Para um vetor arbitrário w e .Q`*'++ e um escalar ot e 
(0,1) e baseando-se nas hipóteses ( í ) e ( ii ) admitidas na proposição-3.3, as seguintes 
propriedades são validas: 
(Í)<P(W)2(C-"z)10g¢(W)+"z10gf1z; 
( ii ) (p(w) é continuamente diferenciável em w e tem o gradiente dado por 
V<P(W) = ( C / ¢(W) ) ( 2VF(W)F(W) + VG(W) 2) - VG(w)G(w)`l, 
onde G(w)" é entendido componente a componente. 
( iii ) se d é uma solução do sistema de equações (335), então 
V<P(W)'dS-(1-G)(C-Hz), 
desde que exista um escalar 1° > 0 tal que para todo r e ( 0, 1:' ], 
w + 'Cd E .QW-¡.+ 
‹p(w+-rd)-q›(w)S-ot'c(1-o)(Ç-n2)<O. 
Prova: A prova desta proposição está na página 10 da referência [Wang,1995].
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Um dos resultados práticos desta proposição é o estabelecimento de uma regra para 
determinação do comprimento do passo, equivalente a regra de Armijo [Friedlander,1994], 
resultante da propriedade (iii). O algoritmo básico, proposto para ométodo é apresentado a 
seguir.
V 
Algoritmo 3.2: 
Especificar Ç > nz, ot e (0,1), 6° e [0,l), e uma solução inicial wo e .Q`*'++ 
Enquanto a convergência não for obtida 
Calcular: 
_ 
L(x,7»,1c,u,v) yorc 
F(w)= h(x) e G(w)= u°(x-a).. 
y+g(X) V°(b-X) 
Teste de Convergência: 
se 
~ 
H F u szr e 
|| min(y,'rc); min(u,(x-a); min(v,(b-x)) || S SG ,z.¿§ 
então: 
a convergência foi obtida. 
Se não: 
Calcular a direção de busca d: 
[F'(w)d} :[ 
-F(w)
} G'(w)d -G(w)+o[5(w)e 
onde 
B(w) = e'G(w)/nz 
i Calcular o comprimento do passo; 
w + 'cd e .Q`*'++ 
‹p(w+'cd)-q›(w)S-otr(l-o')(Ç-n2)<0.
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Atualizar a solução corrente; 
w ama' = w + td _ 
Ajustar o parâmetro de centralização 6 e [0, 6“). 
Avaliar a solução encontrada. 
De forma equivalente aos estudos realizados com 0 algoritmo de barreira primal- 
dual, o algoritmo de Redução de Função Potencial foi implementado inicialmente em 
ambiente Matlab, para análise de problemas gerais. Algumas comparações entre este 
algoritmo e o primal-dual, visto no item anterior, foram feitas e serão comentadas 
posteriormente. A figura (33) mostra a solução do exemplo 3.1 utilizando-se o algoritmo 
3.2. 
2 5 
Figura 3.3: Solução do exemplo 3.1 . 
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Nesta figura, a trajetória e as soluções intermediárias estão representadas pelas 
linhas contínuas e círculos, respectivamente. A solução foi obtida em nove iteraçoes e a 
tolerância considerada foi de 10°. Posteriormente o algoritmo foi aplicado ao problema de 
fluxo de potência ótimo conforme descrito na seção a seguir.
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3.4 - Fluxo de Potência Ótimo via Pontos Interiores 
Será mostrado a seguir, que a formulação do problema de Fluxo de Potência Ótimo 
conduz a um problema de otimização não-linear semelhante ao problema discutido nos 
seções anteriores. As variáveis consideradas inicialmente, as quais incluem algmnas das 
variáveis de controle e dependentes apresentadas no capítulo dois, estão relacionadas no 
vetor de variáveis descrito a seguir 
x = [ô1, 82, , õn, V,, V2, , V,,]“ 
onde n é o número de barras do sistema. A variável V, definida para cada barra, representa 
a magnitude da tensão de barra, expressa na forma polar, e a variável õ, também definida 
para cada barra, denota o ângulo de fase da tensão de barra. As restrições de igualdade são 
as conhecidas equações do fluxo de potência, isto é, equações que expressam os balanços 
das potências ativa P e reativa Q, impostos à cada barra do sistema elétrico de potência 
Ps,-Pd,--P,-(õ,V)=o 
C t 
Qgz-Qd,--Qz<õ,V›=0 
onde os subscritos g e d referem-se a geração e demanda respectivamente. As potências 
demandadas são consideradas constantes em barras de carga. Nas barras de geração a 
potência ativa gerada é considerada conhecida, com exceção de uma barra, onde é 
contabilizado o balanço de potência. Os termos que aparecem como função das variáveis 
do problema, nestas equações, representam o fato de que a potência injetada na barra é 
igual a soma dos fluxos de potência que deixam a barra. Estas equações, deduzidas da 
primeira lei de Kirchhoff, podem ser expressas como 
1>,(õ,V)=I/,XI/,(G,,¢z›sõ,, +B,,.szzzõ,,.) (saga) 
jei
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Q,(õ,V)=I/,zr/,(G,,.sznõ,,Í -B,,.¢‹›.‹õ,.,) (sssb) 
jei 
onde j e í são indexadores de barras e, j e i significa o conjunto de barras j vizinhas à barra 
í. A variável õ,-J' refere-se à diferença angular entre barras vizinhas, isto é õlj = õ¡ - õj. As 
constantes GU' e Bzj são elementos da matriz admitância de barra Ybm, definida a seguir, e 
representam _as partes real e imaginária de um número complexo. Estas constantes se 
relacionam com os elementos fisicos resistência r,-j e reatância xzj, associados aos circuitos 
modelados pelo circuito pi, através da seguinte expressão 
"11 _ 
"xa 
“8zz=-z_+-í › bz-z~=_z-+_7 (3-39) 
ru- X,-j rã X¡¡~ 
onde gij e bij representam a condutância e susceptância série respectivamente. Estes 
elementos dispostos em forma matricial G e B formam matriz admitância de barra. dada por 
Yzzzzz=G+jB 
onde seus elementos são números complexos, dados por y,_-¡' = gzj + j b¡j,. 
As restrições de desigualdade associadas ao FPO podem ser do tipo funcional, isto é 
expressas como fimção das demais variáveis, ou simples limites superior e inferior das 
variáveis. Numa primeira implementação utilizou-se os limites nas tensões de barra como 
restrições de desigualdade, ou seja 
Vimin 5 Vi É Vimax 
onde os subscritos min e max indicam os valores mínimos e máximo das tensões. 
r Na presente formulação considera-se como função objetivo a Perda de Potência 
Ativa nas linhas de transmissão, a qual consiste do somatório dos fluxos de potência ativa 
em todas as linhas de transmissão, e pode ser expressa analiticamente em termos das 
variáveis x por
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nl
2 P,(V,õ)= zg,,.(V,. + V})- 21/,.*V.g,.‹zz›sõ,.,. J 1 
1=zj=1 
,_ 
onde nz é o número de linhas do sistema. Outras funções objetivo foram implementadas, 
entre quais o mínimo-desvio de tensão e o mínimo desvio de um ponto de operação. Neste 
último caso, o “tap” dos transformadores foi considerado como variável de controle. A 
expressão para função objetivo mínimo desvio de tensão é dada a seguir 
M¡nAV(V) = É k¡(V¡ " Vfmp)2 
¡=1 
onde Í/“P é um valor fixo de tensão o qual pretende-se desviar-se o menos possível. A 
constante ki permite estabelecer pesos diferenciados à certas barras, quando for necessário. 
Nas simulações considerou-se o peso unitário.
O 
Em termos das variáveis, restrições e função objetivo considerados o problema de 
otimização do fluxo de potência assume a seguinte representação 
minimize P¡(õ, V) 
sujeito a Pe, - Pd, _ P,( õ, V) = 0 
A 
(140) 
Qg.-Qd.-Qrõ, V›=0 
Vzmin 5 Vi 5 Vímax 
onde as equações de balanço de potência ativa correspondem a todas as barras, com 
exceção daquela escolhida como barra de balanço ou de referência. Esta _barra é quem vai 
efetuar o balanço de potência ativa no sistema. As equações de balanço de potência reativa 
são definidas apenas paras as barras de carga. 
Os algoritmos de barreira primal-dual, e o de Redução de Função Potencial foram 
utilizados na solução do problema do FPO, formulado em (3.40). As duas abordagens 
serão apresentadas nas subseções a seguir. Antes porém, com o objetivo de simplificar as 
equações expressas nas seções subseqüentes, a notação a seguir é considerada.
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' Notação: Almatriz Jacobiana correspondente as restrições de igualdade, equações (3.38a- 
b) é denotada pela letra J, e admite o seguinte particionamento: 
' É 
J: ôõ 
i ÊQ 
ôõ 
ÊÊ 
õV 
ÊQ 
õV. 
-H” NJ 341 `M,L, '(') 
onde as expressões analíticas para os termos de J são encontradas em [Monticelli,1983]. A 
matriz Hessiana do Lagrangeano, ou de determinada função especificada será denotada por 
H. No caso específico do Lagrangeano H assume a seguinte forma A 
H_ 
2 2 
_ ( ) 
VVõf(5›V) Vw€(Õ›V) Hzfõ HW 
_ [Väzf‹S,V› všVf‹õ,V›l _ 342 
onde É é a função Lagrangeana. As expressões referentes à matriz Hessiana do 
Lagrangeano são dadas em [Sun,1984]. 
3.4.1 - Solução do FPO via Método de Barreira Primal-Dual 
No desenvolvimento a seguir, o problema de fluxo de potência ótimo formulado em 
(3.40) é resolvido pelo método de barreira primal-dual, metodologia apresentada na 
subseção 3.3.1 deste capítulo. Nesta abordagem, as restrições de desigualdade são 
transformadas em restrições de igualdade pela introdução de variáveis de folga. Desta 
forma, transfonna-se o problema original num problema equivalente, o qual contém apenas 
restrições de igualdade e é dado por 
minimize Pz( V,õ) 
sujeito a Pai - Pdf _ P,-( õ, V )= o (343) 
Qgz'-Qdz'-Qz'(õ, V)=0
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-Vl-+ Vl-min +s¡1 =() 
V¡_ Vimax +512 :Q 
s¡1,s¡22O 
onde sl e sz são vetores n×1. A condição de não-negatividade das variáveis' de folga é 
tratada pela incorporação destas variáveis à função objetivo através de função barreira 
logarítmica. Assim, obtém-se uma função objetivo modificada que assume a seguinte 
forma _ 
{P, (V,õ) 
- ui: log sl' - ui logs* 
í==l Í=l 
onde s > 0. O parâmetro u foi definido no item 3.3.1. Associa-se ao problema transformado 
Luna função Lagrangeana irrestrita, tal como aquela definida em (3.l1). No caso do FPO 
esta fruição é escrita como 
eu (I/,õ,x,fz,s) = P,(V,õ) - 10g(s})- 10g(s,.2)- ãxf(1>,.g - P,f' - 1->,.(V,õ)) 
xi (Qf _ Qƒ' - Q, (V, õ)) +22 fz; (-V + S) + 
I/¡""" 
) 
+ nf (V + sf - Vim) 
(3 .44) 
onde as variáveis duais 1:' e 112 são não negativas. O indexador m se refere às barras de 
carga. A partir desta equação, como visto anteriormente, obtém-se as condições necessárias 
de otimalidade: 
n-l m 
võP,(V,õ) + z›JjvõP,.(V,õ)+ 2›t§v5Q,.(V,õ) = 0 
i l i-1 
n-l m 
-V 
2 _ v,1>,(V,õ)+z›Jjv,P,(V,õ)+ z›ø;v,Q,.(V,õ)- fz' + fz 0 
i=l i=l 
'(Pg¡_Pd¡_P¡(V›õ))=0 
-(Qgi-Qfé-Q¡‹V,õ›)=0
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\ 
_ Vl-+ Vl-min +s¡I = Q 
Vl.- Vimax +s¡2 = 0 
in' -tt/si-¡= O 
nz -tt/s¡2= O 
1 
(3.45) 
Estas equações não lineares são resolvidas pelo método de Newton [Gill,1995]. A 
solução do sistema linear, mostrado a seguir, determina os incrementos das variáveis (õ, V, 
N”, M, 1:1, 1:2, sl, sz) na direção de busca 
' xfl 
Aõ 
- AV 
AN' 
f 
M” 
=-[F1 - An* 
Art 2 
0 S' As' 
Asz 
o.oooÊ\É¿;Ilgm
o 
~N`fi`É€m?m 
oooooogšifi 
oooooo`Ê`1`Ê
o 
c>ooo,`o 
WNoc>o‹:›o›¬o 
o:_lc>›~.oooo 
:l,o›¬ooooo
* 
_ 
(146) 
onde F representa o gradiente da ftmção Lagrangeana dado pelo conjunto de equações não- 
lineares (3.45); e as matrizes Sl, S2, HI e II2 são matrizes diagonais cujos elementos são 
sil, s¡2 , ni] e 1r¡2 respectivamente. Este sistema linear pode ser reduzido através das 
manipulações algébricas descritas a seguir. Do sistema linear obtém-se as expressões para 
Asl e Asz como 
As' =AV + ( V- Vmifi -sl) A (347)
6 
As2=-AV-(V-Vmwfi +s2) (148) 
as expressões para Arc' e Anz obtidas do sistema linear, com a substituição dos termos As* e 
Asz obtidos anteriormente, são 
mz* =- (sl )-1rr'AV -(s')-1[n*(V- Vmi" -s1)- ne ] -fz* (149)
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6 t 
.A1z2= (s2)-*WAV +(s2)-1 [.ue+n2( V-, Vmwf +s2)]-fz* (350) 
A eliminação dos termos An' e Arrz do sistema linear é realizada operando-se a 
segunda linha da matriz deste sistema, a qual é mostrada a seguir. Tomando-se 
- 
` 
.<`× 
Hv¿Aõ + HWAV+ ]V¡'A7\.° + L¡'A7»“ - Anl + A1t2 = - V,,E(õ, V, Ã., 1:, s) (3.5 1) 
'_
. 
faz-se
' 
- HW = HW + (.s' )-'nl + (S2 )-'U2 (352) 
e _ 
-v,z(õ,V,›t,1z,s) = -v,e(õ,V,›»,zz,s) - (s')~'[ nl (V-Vmfn - sl) - uz] - fz* 
- (S2)`l [ue + U2 (V-Vmax + s2)] + nz (353) 
Assim, com as substituições propostas para HW e -Vv£(õ,V,?»,1c,s), o sistema linear 
(3.46) assume a seguinte forma reduzida: 
H MJ. ' Aõ . Võf 
V E = - ” (354) 
J O 0 AW h” 
J 
O O AN h 
onde hp e hq representam as restrições de igualdade. Portanto, ao invés de lidar com o
3 J`1 X- DÉ 
sistema maior, descrito em (3 .46), resolve-se o sistema reduzido para A5 e AV , e à partir 
deste calcula-se As] e Asz pelas equações (3.47) e (3.48), seguido do cálculo de Arc* e Arcz 
via (3.49) e (3.50) respectivamente. Estes incrementos nas variáveis, isto é Aõ, AV, AX, Arc 
e As, são utilizados na atualização das variáveis primais e duais 
Variáveis primais: Variáveis duais: 
õ“'“a' = õ + 1<ocpAõ N” “mal = N' + 1<otdA7J' 
V“'““' = V+ 1<ot¡,AV Àq “'“°' = À" + 1<ocdA7»q
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. sl atual = sl + KapA sl ,nl atual = ,nl + KadA,nl 
S2 atual = S2 + KUPA S2 `Tc2 atual = ,¡t2+ KadA,n2 
onde o escalar K é escolhido de forma a evitar a fronteira. Conforme visto anteriormente, o 
ajuste do parâmetro da função barreira está relacionado com o “gap” de dualidade. Para o 
problema considerado este ajuste e' obtido por ç 
E 
(s')'1tl +(s2)'1'c2 H=T (3-55) 
onde [3 é um parâmetro > 1. Nas simulações adotou-se B igual a 10 conforme recomendado 
na referência [Granville,1994]. O critério de parada é estabelecido quando todas as 
condições especificadas a seguir são satisfeitas: o parâmetro da função barreira logarítmica 
atende uma tolerância especificada (nas simulações considerada 1O'5); as restrições de 
igualdade são satisfeitas em relação a uma tolerância ,por exemplo 10'3; e a norma do 
gradiente do Lagrangeano, em relação às variáveis do problema, satisfaz a uma tolerância 
especificada (no presente caso, lO`3). Numa primeira etapa, o algoritmo3.1 foi 
implementado em ambiente Matlab, para a avaliação de desempenho nos sistemas-teste 
de 14, 30, 57 e 118 barras do IEEE. Os principais resultados obtidos nas simulações são 
apresentados no capitulo seis. Posteriormente, as implementações foram efetivadas em 
linguagem de programação Fortran-90 para estudos em sistemas de grande porte. Detalhes 
e resultados destas implementações são expostos nos capítulos cinco e seis desta 
monografia. - -
' 
3.4.2 - Solução do FPO pelo Método de Redução de Função Potencial 
O método de Redução de Função Potencial, visto no item 3.3.1, apresenta uma 
teoria mais consistente na abordagem de problemas de otimização não-linear. Esta 
metodologia, cujos fundamentos foram apresentados anteriormente, será aplicada na
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solução do problema de fluxo de potência ótimo. As restrições de desigualdades, do tipo 
limites máximo e mínimo associados às variáveis do problema, constituem o subconjunto 
KV, o qual de acordo com a definição-3.1, é escrito como _ . _ 
Kvz{ Ve âR"| Vminé V5 Vmwf }. 
com esta definição o problema de FPO é apresentado na seguinte forma alternativa 
mzyzzgzze Pz(õ,V) (356) 
sujeiwa Psi-Pdi-P¡(õ, V)=o i=1...n-1 
a Qgr-Qdi-Q¡<õ,V›=0 i=1...m 
onde n é o número de barras e m se refere às barras de carga. As condições de otimalidade 
associadas à este problema resultam da aplicação do teorema de Kanish-Kuhn-Tucker, 
teorema~3.1. Com_as variáveis primais e duais agrupadas no vetor w = (õ,V,?»°,7tq,u,v), onde 
0 e v são vetores n×l, isto é E íR“,, , N' e íR“" e N' e 91"' são variáveis duais associadas às 
restrições de igualdade. Define-se as funções vetoriais a seguir 
n-I m 
L5(V,õ,›tP,›¿',z›,v) = võP,(V,ô) + 2 ›Jjvõ1f;(V,õ) + Z ›¢;v5Q,.(V,õ) (357) 
' i=l i=l
C 
n-1 . m 
LV(V,õ,›J',M,u,v) = v,P,(V,õ)+z›Jzv,1z(V,ô)+z›azv,Q,(V,õ)-D+V 
i=l i=l 
. 
~ (sós) 
e o sistemade equações não-lineares, na forma particionada representada em (3.45 e 3.46), 
é dado por _ 
L5(V,õ,›tP,›¢',u,v) 
L V,Õ,7»",7~", › F(w)= Vi d 
° V) 
A 
(359) 
-(Ps - P z- - P.(V,õ›› 
-(Qgf - Qdf - Q.~(V›5))
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C 
G(w) a [WW ' Vi", (3.õo) V°(I/max _ 
A função de' mérito utilizada pertence a família das funções de potencial, definida 
conforme a equação (333) e expressa como “ 
‹p(w) = Qzogulrõ(V,õ,›J',›c1,u,v)H2 +`|L,,(V,õ,xP,x1,z›,v)“2 + H-(PH - P” _ P(V,õ))l|2 + ||-(Qg _ Q” - Q(V,ô))||2 
ll II 
+z›'z›(V-V'"f")+v'‹›(V"""-w_-Z1‹› u,.(V,«-V”"'",~) -210 v,(V""“.--V,.) ~ 
1 l 1 l 
H 
(3.ó1) 
para todo vetor w = (õ,V,7J',7t“,u,v) e .Qa,", onde o interior do conjunto viável é definido 
COIIIO ~ ' 
Qgz { (x,y, À,~fz,z›,v) E (vmin, Vmwf) × sn"-1 × mm × 92211,, } 
sendo (Vmin, Vmax) E { V e 92" | Vmín < V< Vmax }. A direção de busca, isto é a direção 
de Newton “perturbada” definida na seção 3.3.2, é obtida resolvendo-se o seguinte sistema 
de equações lineares 
-Lõ(õ,V,7t,u,v) 
-L,,(õ,V,?»,u,v) 
_ -h”(õ,V) 
l 
` 
, 
-h"(õ,V) 
-(V-V'"i")<›u+6Be 
-(V"'”"-V)‹›v+o'[?›e 
v,L, VVL, H; M; o 
võr, VVLV N' L' -1 
MJ. _LJ. 0 
(DV " Drçnm) 
- 0 (Dye «- OO 
`m 
pP
3 
oo 
o`,
O
O
O 
O`_ 
OO
O
O 
O 
"‹
O
UY 
|_\_;____í.í___..1 
X- 
f~ 
Q. 
<a.cQ.¿=‹,¿ 
emma. 
~J 
Ii*-__'í'*'*`i1 
(3.62) 
onde hp e hq representam as restrições de igualdade. As matrizes Du, Dv, DV, D;/“¡“ e DV'““, 
são matrizes diagonais, cujos elementos são o¡, v¡, Vi, V¡"““ e V¡"'“*, respectivamente. O 
escalar B, definído anteriormente, é expresso como
l
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,¿=<»~>‹Vk-V~'f"›¿n‹vk›‹Ve~V*> 6,, 
onde k corresponde a iteração atual. O sistema de equações lineares é reduzido, conforme 
mostrado a seguir, através de manipulações algébricas. Explicitando os termos referentes a 
do e dv obtém-se 
ds = [- (D)-DI/"i" )" D., ] dV - U t <ffi(DV -DI/"“" )"° 
i 
(3-64)
C 
ia 'dv=[(DV““-DV)`1Dv]dV -\'+<fB(DV'““-DV)"¢ (3-65) 
substituindo se estes termos no resultado da operaçao da segunda linha do sistema (3.62), 
obtém-se as modificações necessárias ao termo VVLV da matriz e -LV do vetor do lado 
direito, como 
Hvv=VVLV+(DV -DI/"““)`lD»+(DV`““*-DV)`lDV (3-66)
e 
-LV= -LV - u + v + o'[3[ (DV -DV*_“¡“)`1-(DV"`_*“ -DV)`1]e (3.67) 
que reduz o sistema (3.62) à forma 
' Ax L H J * = - '“ (3.68) 
J 0 A7» h 
Nesta última representação, adotou-se Ax = [ õ V ]' e A7» = [W 76* ]', Lx = [- Lã 
-L V]' e h = [hp h“]*. Detalhes sobre a solução deste sistema linear são descritos no capítulo 
cinco, visto que a solução eficiente deste sistema é de maior importância em se tratando de 
sistemas de grande porte. 
As implementações do algoritmo 3.2 aplicadas ao problema de fluxo de potência 
ótimo foramrealizadas num estudo inicial em arnbiente Matlab. No capítulo de resultados
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obtidos, faz-se uma análise dos resultados destas implementações. Na etapa subseqüente 
este programa, escrito para Matlab, foi convertido para linguagem de programação Fortran 
90. Os principais detalhes das implementações assim como a análise dos resultados para 
sistemas testes e de grande porte são descritos nos capítulos cinco e seis. 
3.5 - Conclusões e Considerações 
V 
Embora os resultados obtidos através dos algoritmos de barreira primal-dual e de 
Redução de Ftmção Potencial sejam semelhantes, os dois algoritmos possuem motivação 
diferentes. O primeiro foi proposto como uma extensão de resultados de analise de 
problemas de programação linear. Já o segundo algoritmo tem sua teoria mais consistente 
pois os principais resultados são derivados a partir de uma função de mérito. Estes 
algoritmos foram aplicados ao problema fluxo de potência ótimo, inicialmente no ambiente 
do Matlab, e seu 'desempenho foi avaliado em sistemas de testes de 6 à 118 barras. Os 
principais detalhes e a análise dos resultados destas implementações são apresentados no 
capítulo seis.
`› 
` Capítulo 4 
Fluxo de Potência Ótimo Multi-Objetivo 
4.1 - Introdução 
Este capítulo trata da aplicação de otimização multi-objetivo ao problema de fluxo 
de potência ótimo. Inicialmente apresenta-se o problema de programação multi-objetivo 
junto com alguns conceitos relacionados. As principais técnicas de solução de problemas 
de otimização multi-objetivo, baseadas no escalonamento das funções objetivo, são 
apresentadas. Formula-se então, o problema de fluxo de potência ótimo como um problema 
de otimização não-linear multi-objetivo submetido a restrições de igualdade e de 
desigualdade. Para solução do problema de FPO propõe-se, como uma contribuição, um 
algoritmo baseado no escalonamento das “funções objetivo associada à aplicação do método 
de pontos interiores. 
4.2 - Otimização Multi-Objetivo 
Um problema de otimização multi-objetivo consiste em determinar um vetor de 
variáveis de decisão, que satisfaz a um conjunto de restrições e otimiza uma função 
vetorial, cujos elementos representam os índices de desempenho a serem otimizados. Num 
problema de otimização padrão, com apenas uma função objetivo, busca-se uma solução 
viável que otimiza um dado índice. Esta solução geralmente é única. Em problemas de 
otimização multi-objetivo, a solução que minimiza um índice provavelmente não 
minimizará os outros índices. Portanto, uma outra noção de otimalidade deve ser adotada.
¬. 
` 55 
Matematicamente, um problema de otimização multi-objetivo pode ser formulado 
confomie mostrado a seguir. _ g _ 
minimize ƒ(x) 
sujeito a g(x) S 0 (4.l) 
h(x) = 0
` 
onde x = [ x,, xz, , xn ]' é o vetor das variáveis de otimização (também chamadas de 
variáveis de decisão), o qual é definido no espaço iR“; e ƒ(x) = [f,, fã, , ƒk ]* é o vetor dos 
índices de desempenho, definidos no espaço das funções objetivo, isto é f : ER" -› íRk. As 
funções vetoriais g : SR" -› SR] correspondem às restrições de desigualdade, enquanto que h 
: ER" -› ER” representam as restrições de igualdade. O vetor das funções objetivo mapeia o 
vetor das variáveis de decisão, definidas no espaço das variáveis de decisão, no espaço das 
funções objetivo. Desta forma, deve-se fazer uma distinção entre o espaço de dimensão “n” 
das variáveis de decisão e o espaço de dimensão “k” das funções objetivo. Com relação ao 
problema de otimização multi-objetivo formulado em 4.1, o conceito de otimalidade, 
conhecido como otimalidade de Pareto é introduzido. Segundo este conceito, uma solução 
viável para um problema programação multi-objetivo é uma solução de Pareto, se não 
existir nenhuma outra solução que irá produzir uma melhoria em um objetivo sem causar 
uma degradação em pelo menos um dos outros objetivos [Jiguan,l976]. A definição a 
seguir formaliza este conceito. 
Definição 4.1: Seja X o conjunto viável associado ao problema 4.1, isto é X = { x e ER" | 
h(x) = 0, g(x) S 0 }. Um ponto x* é uma solução de Pareto , ou solução de compromisso, 
de um problema de otimização multi-objetivo, se x* e X e não existe nenhum outro ponto 
x e X tal que 
]Ç(x) S}Ç(x*), para i = 1...k
e 
]§(x) <]§(x*) para pelo menos um j e I 
onde I é o conjunto dos índices relativos às funções objetivo.
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Tipicamente existe uma curva ou superfície de pontos de Pareto que relaciona as 
funções objetivo. Assim, para um problema de programação multi-objetivo, a solução de 
Pareto geralmente não é única. Desta fonna, em algumas aplicações é desejável conhecer o 
conjunto das soluções de Pareto, assim como a sua imagem no espaço das funções 
objetivo. Em problemas de otimização multi-objetivo, o conceito de otimalidade está 
geralmente associado à determinação do conjunto de soluções Pareto. Diversos métodos 
para a obtenção deste conjunto são encontrados na literatura [Cohon,l978; Osyczka,l984; 
Jiguan,1976; Asim,l99l]. O método dos pesos, o método das restrições, o método de 
otimização com hierarquia, o método do critério global e a programação de metas são 
exemplos de técnicas de geração de soluções de Pareto. A seguir são apresentados alguns 
destes métodos os quais estão baseados no escalonamento das funções objetivo. 
4.2.1 - O Método dos Pesos 
O método dos pesos, sugerido por Zadeh em 1963 [Zadeh,l963], consiste 
essencialmente na otimização de tuna ftmção resultante da soma ponderada de todas as 
funções objetivo. Isto significa que o problema de otimização multi-objetivo é 
transformado num problema de otimização com apenas uma fimçao objetivo dada por 
fm =Êw.~f.~‹x› (42) 
onde w¡ 2 O são os coeficientes de peso que representam a importância relativa do índice. 
Nesta metodologia, empregam-se diferentes coeficientes de peso para cada uma das 
funções. Usualmente, considera-se que ~
'
k 
ZWÍ =1 
i=l
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O exemplo descrito a seguir ilustra a aplicação desta metodologia na solução de um 
problema de otimização com duas funções objetivo. 
Exemplo 4.1: Considere-se o problema de minimização simultânea das funções fl e fz dado 
POI' z 
minimize fi=(x¡-2)4 +(x1-2x2)2 
3 f2=(x1'2)2 + (x2'2)2 
sujeitoa OS x, S 2.5 
OS xz S 2.5 
A figura 4.1 ilustra os contornos das funções fl e já dentro dos limites estabelecidos paras as 
variáveis.
' 
. 
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\
` 
x, _; _/ /__,¬\ \ 
z« 
` 
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1.5- 
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Figura 4.1: Contorno das funções fl e ƒ2 
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Nesta figura, as curvas de nível descritas pelas linhas contínuas se referem à função 
fl, e pelas linhas tracejadas à função fz. Os pontos x*, e x*2 são mínimos das funções f, e fz 
respectivamente. Com base no método dos pesos, o problema multi-objetivo é 
transformado num problema mono-objetivo equivalente, o qual é formulado a seguir
minimíze `W1[(x1'2)4 + (x1'2x2)2l+Wzl(x1'2)2 + (x2'2 
sujeitoa wl +w2 =1 
_- - onde os coeficientes w, e w2 assumem valores previamente especificados. A tabela 4 1 
apresenta os valores obtidos na solução do exemplo 4.1 variando-se os coeficientes w entre 
zero e um. 
Tabela 4.1: Solução do exemplo 4.1 via Método dos Pesos 
W1 
Oíxl S 2.5 
Sxz S 2.5 
,W220 
Solução de pesos variáveis função objetivo 
Pareto wl w, x*, x*2 fl fz 
1 0.0 1.0 2.0000 2.0000 4.0000 0.0000 
2 
V 
0.2 0.8 2.2176 1.5544 0.7964 0.2459 
3 0.4 0.6 2.2823 1.3754 0.2258 0.4698 
4 0.6 0.4 2.2917
I 
1.2679 0.0668 0.6211 
5 0.8 0.2 2.2631 1.1826 0.0152 0.7373 
6 1.0 0.0 1.9884 0.9942 0.0000 1.0117 
O mapeamento dos pontos j§ ef; no espaço das funções objetivo produz uma curva, 
ou superfície no caso de k > 2, chamada de curva de Pareto. A figura a seguir mostra o 
aspecto desta curva, gerada a partir dos dados da tabela 4.1.
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Figura 4.2: Curva de Pareto do exemplo-4.1 
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Na figura 4.2, a curva de Pareto representa o conjunto dos pontos mínimos de 
combinações das funções fl e jz. A geração da curva de Pareto com esta técnica, geralmente 
exige a solução de várias combinações dos pesos no problema de otimização. Portanto, sua 
aplicação é relativamente limitada [Das,l996]. 
4.2.2 - O Método das Restrições 
O método das restrições é considerado o método mais intuitivo' para geração de 
soluções de Pareto [Cohon,l978]. Algumas variações desta metodologia, como o “e- 
constraint method” [Haimes,l973] e o método das restrições de igualdade própria 
[Jiguan,l976], são encontradas na literatura. A seguir apresenta-se o método das restrições 
descrito por Osyezka [Osyczka,l984].
' 
Considere-se o problema de otimização multi-objetivo formulado conforme (4.1). 
Selecionando-se uma função objetivo como a principal, por exemplo a de índice k, e
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transformando as demais funções objetivo em restrições, o problema multi-objetivo é 
transformado num problema mono-objetivo dado por 
minimize fk(x) 
`i 
1 
sujeito a h(x) = 0 ' (4.3) 
g(x) S 0 
e às restrições adicionais 
fi(x) S si , para i = 1...k-1 
onde sí um valor pré-especificado. Este problema transformado, acrescido de restrições, 
corresponde a um problema de otimização na forma padrão e para resolvê-lo basta utilizar 
qualquer das técnicas estudadas no capítulo três. A solução deste problema é uma solução 
de Pareto dependendo dos valores especificados para as constantes si. 
V 
Um procedimento usual para escolha dos parâmetros e¡° , para i = 1... k-1, consiste 
em resolver "k-l" problemas de otimização considerando cada uma das funções objetivo 
separadamente. De posse dos valores iniciais atribuídos aos parâmetros a¡°, estes podem ser 
ajustados, por exemplo, durante um processo de tomada de decisão por 
f¡(x) S s,-° + Afi 
onde"'Af¡ são os acréscimos associados às respectivas funções objetivo. 
O método das restrições, assim como o método dos pesos é, geralmente, empregado 
para obtenção do conjunto de soluções de Pareto. Portanto, para determinar uma solução 
ótima de Pareto, é necessário o conhecimento a priori, dos coeficientes de peso w¡, no caso 
do método dos pesos, ou dos parâmetros sí, no caso do método das restrições. 
4.3 - Obtenção da Solução de Melhor Compromisso 
A solução de melhor compromisso é aquela que, além de pertencer ao conjunto das 
soluções de Pareto, satisfaz a um critério de imparcialidade, ou incorpora alguma
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preferência. A determinação desta solução é geralmente uma tarefa nebulosa pois ela está 
associada a um juízo de valor por parte do analista do problema. Várias são as técnicas 
propostas para a determinação da solução de melhor compromisso. A referência 
[Cohon,l987] apresenta técnicas que incorporam preferências e outras baseadas na 
definição geométrica de "melhor". O método da mínima distância da solução ideal 
[Zeleny,l974] é um exemplo deste segundo tipo de metodologia, o qual se fundamenta na 
escolha da solução, dentro do conjunto de soluções de Pareto, que se encontra mais 
próxima do ideal. Para ilustrar esta idéia, seja o exemplo 4.2 mostrado 'a seguir. 
Exemplo 4.2: Considere-se o exemplo 4.1, modificado pela adição de uma restrição de 
igualdade. 
minimize fl=(x¡-2)4 + (xl-2x2)2 
*Í fz=(x1'2)2+(xz'2)2 
sujeito a xf - xz = O 
A figura 4.3 ilustra o conjunto de soluções de Pareto e a solução ideal associados ao 
exemplo 4.2. 
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Figura-4.3: Curva de Pareto do exemplo 4.2 
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Nesta figura, a solução ideal, representada pelo ponto de coordenadas (1.9462 , 0.3065), 
e o conjunto de soluções de Pareto, estão definidos no espaço das funções objetivo. Pode- 
se constatar, como era esperado, que a solução ideal, isto é o ponto denotado por "o", não 
pertence ao conjunto de soluções de Pareto. Assim, de acordo com o método deseja-se 
encontrar, dentro do conjunto de soluções de Pareto, o ponto de menor distância da solução 
ideal. A tabela a seguir mostra os valores das distâncias dos diversos pontos do conjunto de 
soluções de Pareto à solução ideal. 
Tabela - 4.2: Distância dos pontos do conjunto de solução de Pareto à solução ideal 
_f, 8.37 5.56 4.02_ 3.13 2.62 2.31 2.13 2.03 1.98 1.95 1.95 
f2 0.31 0.44- 0.70 0.99 1.27 1.51 1.73 1.92 2.09 2.21 2.33 
d 6.42 3.62 2.11 1.37 1.17 1.26 1.44 1.61 1.77 1.91 2.03 
sendo a distância d calculada por 
d=[(x1'y1)2+(x2'.V2)2]]/2 
onde x são os pontos pertencentes ao conjunto de soluções de Pareto, e y é o ponto 
correspondente à solução ideal. Assim, a solução de melhor compromisso, isto é o ponto de 
menor distância da solução ideal, encontra-se na quinta coluna da tabela 4.2. Este ponto 
corresponde as coordenadas (1.132 , 1.282) definidas no espaço das variáveis. 
4.4 - Abordagem Via Método de Pontos Interiores 
A solução de um problema de otimização multi-obj etivo ocorre geralmente em duas 
etapas. Na primeira, gera-se o conjunto de soluções de Pareto, o 'qual na maioria dos 
métodos é resultado da solução de inúmeros problemas de otimização. Na segunda etapa 
escolhe-se a solução de melhor compromisso, incorporando-se, por exemplo, alguma 
preferência. A necessidade de resolver repetidamente o mesmo problema de otimização,
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para que se tenha um conjunto de soluções de Pareto aceitável, na primeira etapa, pode 
resultar num elevado custo computacional. Em problemas de grande porte este custo 
elevado pode inviabilizar a aplicação destas técnicas. A abordagem proposta a seguir 
resolve o problema de otimização escalonado, tal como no método das restrições, e inclui 
uma heurística. O problema resultante é resolvido via método de pontos interiores. 
Nos testes realizados com esta abordagem utilizou-se duas funções objetivo não- 
lineares porém convexas. Portanto, no desenvolvimento a seguir considere-se o flflz como 
sendo o espaço das funções objetivo, isto é k = 2, e que as funções envolvidas são 
convexas. ~ 
_ 
Conforme visto anteriormente, no método das restrições elege-se Luna função 
objetivo como principal e transforma-se as demais em restrições, resultando no seguinte 
problema: _ 
minimize f 1 (x) 
sujeito a h(x) = 0 (4.4) 
` 
gtx) S 0 
I (x) S 0 
ondel(x)= [f2(x) -sz; j§(x) -63 ;...fk(x)- sk]'representao vetor de funções 
objetivo transformadas. O valor atribuído à sí , definido para i = 2 k, será considerado 
posteriormente. A transfonnação das funções objetivo em restrições deñne outro conjunto 
viável, associado ao problema (4.4) e dado por 
.Q*=z{xe sn“|g(x)éo,h(x)=o,1(x)é0}(4.5) 
Este conjunto viável é admitido não vazio, e portanto pode-se fazer uso do 
algoritmo de redução de função potencial introduzido no capítulo três. O método da 
redução de função potencial, detalhado no algoritmo-3.2, utiliza a-' direção de Newton 
perturbada na busca de uma solução do problema de otimização. A direção de Newton 
perturbada, determinada na transição do ponto :É para o ponto x'““, e pode ser entendida
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como a resultante da direção de Newton com uma componente de centralização. A figura a 
seguir ilustra tais componentes . 
Figura 4.3.1: Componentes da direção de busca 
xl: 
dc * ._ dfl "` ` 
1z+1x 
¿NP 
onde dN é a direção de Newton, dc é a direção de centralização, e dm, é a direção de Newton 
perturbada. A componente dc, que aponta para of centro analítico do conjunto viável, é 
afetada pelas restrições confonne descrito pela equação (337). Admite-se, sob as 
condições estabelecidas na proposição 4.1, que as restrições, originárias da transformação 
das funções objetivo, perturbam a direção de Newton buscando uma solução de Pareto. 
Considere o problema de otimização multi-objetivo re-escrito como 
minimize ƒ(x) (4.6) 
sujeito a x E 9? ” 
onde x, e ƒ(x) foram definidos anteriormente. As condições necessárias de otimalidade 
para o problema de otimização multi-objetivo são dadas na proposição a seguir. 
Proposição 4.1: ( Condições necessárias de primeira ordem para uma solução de Pareto). 
Sejam f ¡(x), para í = 1 k, funções contínuas e pelo menos uma vez diferenciáveis. Se x' 
é uma solução de Pareto do problema (4.6), então é possível encontrar pesos wi 
(multiplicadores) tais que 
Êw¡Vf,.(x')=O 
wi 2 0, parai=l k,
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k 
2W¡' :l 
i=1 
onde Vfi(x) é o vetor gradiente das funções objetivo.
‹ 
Prova: Ver referência [Charalambous,1989]. 
O valor atribuído à sí é ajustado durante o processo de solução do problema de otimização 
multi-objetivo. Para este ajuste, considera-se, de fonna heurística, que sí assume o valor da 
função objetivo principal no ponto corrente. Desta forma, as restrições estarão ativas 
durante o processo de solução. A aplicação do algoritmo 3.2 ao problema de otimização 
multi-objetivo transformado considerando-se o ajuste de z-1,' é resumido no seguinte 
procedimento: 
Algoritmo 4.1: 
1. Selecionar a função objetivo principal; 
2. Transformar as demais funções objetivo em restrições; 
3. Resolver o problema de otimização transformado, via pontos interiores, 
considerando os ajustes nos parâmetros si; 
4. Avaliar a solução encontrada. 
Neste algoritmo, a solução do problema de otimização modificado é obtida através 
do algoritmo-3.2. A avaliação da solução, descrita no quarto passo do algoritmo, consiste 
na caracterização do ponto encontrado, isto é, ponto de mínimo, de máximo ou de sela. 
Este algoritmo foi implementado para resolver os problemas dos exemplos 4.1 e 4.2 entre 
outros e, posteriormente aplicado ao problema de fluxo de potência ótimo. Os detalhes de 
implementação assim como a análise dos resultados, com esta abordagem, são 
apresentados no capítulo seis. - 
O algoritmo proposto foi usado para resolver o exemplo 4.1 e os resultado obtidos 
estão ilustrados na figura 4.4.
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Fig. 4.4: Trajetoria da solução do exemplo 4.1 
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Na figura 4.4, são ilustradas as três trajetórias das soluçoes dos problemas de 
otimização. Duas. trajetórias consideram as funções fl e jë individualmente. A terceira 
trajetória corresponde à abordagem multi-objetivo. O ponto x'(f¡) = [ 1.86 ; 0.93 ]', obtido 
em 5 iterações, é o ponto de mínimo da função f,; x'(fi) = [ 2.000 ; 2.000 ]', obtido em uma 
iteração, é o ponto de mínimo da função ƒj; e o ponto x'm_o_ = [ 2.25 ; 1.43 ]“, obtido em oito 
iterações, é uma solução de Pareto obtida através do algoritmo proposto. 
4.5 - Aplicação da Otimização Multi-Objetivo à Problemas de Sistemas 
Elétricos de Potência 
- A utilização de técnicas de otimização multi-objetivo na solução de problemas de 
engenharia elétrica é bastante difundida. Sua aplicação em projeto de circuitos elétricos 
[Lightner,198l], problemas de sistemas de controle [Lin,1973], projeto de filtros digitais 
[Charalambous,l989] entre outras, é uma prática usual. Em sistemas elétiicos de potência a
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aplicação de otimização multi-objetivo está mais evidente nas áreas de planejamento e 
operação das redes elétricas. Algmnas destas aplicações são encontradas na literatura. 
' Yokoyama e outros [Yokoyama,l988] propõem um algoritmo de otimização multi- 
objetivo para problemas de planejamento e operação de sistemas de potência. Neste 
trabalho, o método das restrições é utilizado para obtenção do conjunto de soluções de 
Pareto, e um índice de preferência é introduzido para escolha da solução de melhor 
compromisso. O algoritmo foi testado num problema onde o mínimo custo de geração, a 
mínima emissão de NOX e o mínimo carregamento das linhas de transmissão foram 
utilizados como função objetivo. O índice de preferência utilizado levou em conta a 
segurança estática do sistema. 
Na referência [Ying,l994] é apresentado um pacote computacional multi-objetivo 
para o planejamento de reativos em sistemas de 'potência de grande porte. No referido 
trabalho, a obtenção da solução do problema multi-objetivo envolve dois estágios. No 
primeiro estágio, uma técnica numérica é usada para obtenção do conjunto de soluções de 
Pareto, e no estágio seguinte seleciona-se a solução de melhor compromisso. Quatro 
funções objetivo são utilizadas: o custo associado à redução das perdas de potência ativa, o 
custo da planta, o mínimo desvio de tensão e o mínimo desvio de fluxo nas linhas de 
transmissão. 
No caso específico do fluxo de potência ótimo, são promissoras as perspectivas do 
uso de técnicas de otimização multi-objetivo. O artigo [Wadhwa,l990] apresenta uma nova 
formulação para o problema de FPO, considerando de forma simultânea as funções 
objetivo mínimo custo de geração de energia e a mínima perda de potência ativa. Apesar 
destas duas funções estarem indiretamente relacionadas, a maioria das abordagens utilizam 
um esquema de otimização seqüencial para a solução deste problema [Shoults,1982]. 
4.6 - Fluxo de Potência Ótimo Multi-Objetivo 
O problema do fluxo de potência ótimo consiste essencialmente na determinação do 
estado do sistema que otimiza uma determinada função objetivo e atende a um conjunto de
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restrições de igualdade e desigualdade. Conforme visto no capítulo dois, são muitas as 
opções de função objetivo. Dentre estas, a minimização do custo de geração, a 
minimização de perdas de potência ativa, o mínimo desvio de uma distribuição de potência 
ativa pré-especificada e mínima ação de controle são freqüentemente utilizadas. 
Em problemas reais tal como o da operação de sistemas elétricos de potência é 
comum deparar-se com situações na qual necessita-se fazer uma tomada dedecisão com 
objetivos às vezes conflitantes sob certos aspectos. Além disso, os resultados da aplicação 
do fluxo de potência ótimo ao problema de operação de sistema elétrico, com o objetivo de 
redução das perdas por exemplo, pode produzir um grande impacto no estado do sistema 
em relação à uma condição de operação não otimizada. Porém, o alcance de um 
determinado objetivo com um mínimo de desvio da condição de operaçao anterior, é 
certamente um procedimento bastante recomendável sob o ponto de vista prático. No 
presente caso são associadas as funções objetivo mínima perda de potência ativa nas linhas 
de transmissão e mínimo desvio de um ponto de operação (em termos da magnitude da 
tensão e tapes). Nesta situação, a abordagem do problema via otimização multi-objetivo 
certamente conduzirá a resultados mais realísticos sob o ponto de vista prático. 
O problema de FPO formulado como um problema de otimização multi-objetivo 
considerando-se a mínima perda de potência ativa e o mínimo desvio de tensão com 
funções objetivo é representado analiticamente como . 
minimize P1(õ,V) e MínAv(V) 
sujeito a Pg, - Pd, - P,( õ, V) = o (47) 
Qg.-Qd.-Q.‹õ. V›=‹› . 
Vimin É Vl- S Vimax 
onde as equações de balanço de potência ativa são definidas para todas as barras menos a 
barra de referência, e as equações de balanço de potência reativa são definidas apenas paras 
as barras de carga. As funções objetivo P1 e Min” representam as perdas de potência ativa 
nas linhas de transmissão e o mínimo desvio de tensão de um valor pré-especificado, 
respectivamente. A expressão analítica para estas funções objetivo são dadas por 
nl 
P,(V,õ) = zg,.J.(V,.2 + V})- 21/,*V.g,. wsõg. 1 1 
1=zy=1
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onde nz é o número de linhas do sistema, e 
. 
`
2 
Mim, (V) = -I/fr) IM= _» 
onde n é o número de barras, V“” é o valor de tensão pré-especificado constante k é usada 
para ponderar os respectivos desvios de tensão. 
O algoritmo 4.1 é aplicado ao problema de otimização multi-objetivo (4.7). Assim, 
o primeiro passo é fazer o escalonamento das funções objetivo. A função objetivo mínima 
perda de potência ativa é eleita como função objetivo principal enquanto que o mínimo 
desvio de tensão é transformado em restrição, resultando no problema de otimização a 
segulr
' 
minimize P1(õ,V) 
Mz'n,v(V) 5 z (4.s) 
Pg, -Pd, -P,( õ, V) = 0 
Qg,-Qdt-Qrõ, V›=‹› 
Vimin 5 Vl. 5 Vímax 
sujeito a 
Conforme descrito na seção 4.4, considera-se 1-: ajustado durante o processo de 
solução por - 
z* = P¡(õ*,V* ) (49) 
onde o superescrito k indica a iteração corrente. De acordo com o método de redução de 
função potencial, descrito no capítulo três, as restrições de desigualdade são transformadas 
em restrições de igualdade através de variáveis de folga. Assim, as restrições nos desvios 
de tensão assumem a forma 
y+Mz'n,,(V)-z=o, (4.1o)
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onde y e 921,. O problema 4.8 com a desigualdade transformada em restrição de igualdade 
é resolvido via pontos interiores, com o uso do algoritmo de redução de função potencial A 
função' de mérito utilizada para o desenvolvimento do algoritmo é definida como 
q›(V, 8, y, rc, N”, M, U, v) = ç1og[HL§(V,ô,y,1c,)tP,).«,u, V)"2 +“l,,(V, 8, y, rc, 7,P,)¢1, U, v)"2 + y+ É; k,.(V¡ 
_ Vi.›.\z›) _ 
+l|-(PK - P" ‹P‹V, õ›)|F + ||-(rf - Q* - QW. õ››l|2 + (y *fu + U' ‹› (V -V'""'›+ v' ‹› W” -W] 
_ 10g(y * zz) - 1‹›g(u, (V, - V'""',~)) - 1z›g(v, (V~°*,~ - V,.)) 
(4.1 1) 
:=l := 
onde 11 e íR'+, N” e 92"* , N* e 91"' , 1) e 511", e v e SR”, são os vetores correspondentes às 
variáveis duais . A função vetorial L5(...) é expressa pela equação (3.57) e LV(...) é definida 
como 
n-l m 
L,(V,õ,y,zz,ÀP,›fl,o,v) = v,17(V,õ) +21z(V -V*-*')+z>Jjv,1>,(V,ô) +zx;vVQ.(V,õ)-\›+ v 
i=l ¡=l 
i 
(4.12) 
Os detalhes de desenvolvimento desta metodologia foram apresentados no capítulo três. A 
abordagem multi-objetivo foi implementada em ambiente Matlab e aplicada ao problema 
de fluxo de potência ótimo. No capítulo seis serão apresentados detalhes das 
implementações realizadas. 
4.7 - Conclusões 
Com base nas aplicações analisadas, verificou-se que a otimização multi-objetivo, 
aplicada à problemas reais, fundamenta-se na geração do conjunto de soluções de Pareto e 
na escolha da melhor solução compromisso. 
A robustez do algoritmo de redução de função potencial, estudado no capitulo três, 
motivou a aplicação do método de pontos interiores ao problema de otimização multi-
2 2
7l 
objetivo. O algoritmo 3.2, relativo à metodologia, foi desenvolvido para a solução do 
problema de otimização escalonado, tal como -no método das restrições, porém 
considerando-se o parâmetro s ajustado durante o processo de solução. Resultados 
numéricos mostrados no exemplo 4.1 ilustram como a metodologia proposta pode ser 
utilizada para se determinar a solução ótima multi-objetivo. 
Mostrou-se ainda que o problema de fluxo de potência ótimo, considerando as 
funções objetivo mínima perda de potência ativa e o mínimo desvio de um perfil de tensão 
pré-especificado pode ser formulado como um problema de otimização multi-objetivo, cuja 
solução pode ser determinada através da abordagem proposta. Os resultados obtidos com 
esta abordagem são mostrados no capítulo de resultados numéricos.
Capítulo S 
Solução do Sistema Linear 
5.1 - Introdução 
A aplicação de técnicas de otimização, vista no capítulo três, na solução de 
problema de fluxo de potência ótimo, conduz à necessidade de se resolver um sistema de 
equações lineares bastante esparso e com estrutura especial. A solução deste sistema linear 
pode ser obtida pelos métodos tradicionais baseados na eliminação de Gauss. No entanto, 
devido a presenças de um bloco nulo, problemas de estabilidade numérica podem ocorrer e 
quase sempre um esquema de pivotamento deve ser previsto. 
Neste capítulo será proposto, como uma contribuição à solução do sistema de 
equações lineares, uma abordagem baseada na decomposição do sistema aumentado em 
sistemas menores. Além disto, o uso de transformações ortogonais é introduzido visando 
dar maior robustez numérica à solução. 
5.2 - O Sistema Linear Resultante do Problema de Otimização 
No capítulo 3, foi visto que a aplicação das condições de otimalidade de primeira 
ordem, associada ao problema de FPO, resulta num conjunto de equações não-lineares. A 
solução destas equações não-lineares foi obtida iterativamente com o uso de um algoritmo
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cuja busca é baseada na direção de Newton, definida a partir da solução do seguinte 
sistema linear 
tz zm 
onde H é uma matriz quadrada, simétrica, chamada de matriz Hessíana e definida 
conforme as equações (3.54 e 3.68). A matriz Jacobíana J é uma matriz retangular; e 0 é 
uma matriz nula. Os vetores Ax e AK correspondem às correções nas variáveis primais e 
duais associadas ao problema de otimização. O vetor t, no lado direito da equação (5.l), foi 
definido em (354), para o algoritmo de barreirasprimal-dual e (3.68), para o algoritmo de 
redução de função potencial. O vetor h corresponde às restrições de igualdade. 
5.2.1 - O Sistema Linear Associado ao Problema de Programação Linear 
Nas implementações do método de pontos interiores para o problema de 
programação linear, via algoritmo primal-dual, recai-se num sistema linear equivalente ao 
descrito na equação (5.l). Neste caso, a matriz de coeficientes associada ao problema 
assume a seguinte forma [Fourer,l993] 
-E DAT 
AD 0 
onde E e D são matrizes diagonais semi-definida positiva e definida positiva, 
respectivamente; e A é a matriz de restrições do problema. A solução deste sistema linear 
tem recebido atenção especial, visto que além de problemas numéricos inerentes ao 
mesmo, é requerido um significativo esforço computacional na sua obtenção 
[Turner,199l; Gill,1992]. Nas referências [Wright M,1992 e 1997] é feita uma discussão a 
respeito dos problemas numéricos associados à fatoração desta matriz em sistemas de 
grande porte. Na maioria das implementações, a solução numérica do sistema linear é 
realizada de duas formas: na forma reduzida, tal como no Método da Equação Normal
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[Golub,l992], ou com o sistema aumentado, isto é, conforme (5.1). No primeiro caso, a 
fatoração da matriz ADZAT em geral é obtida diretamente via Cholesky, isto né, 
ADZAT = LLT 
Nesta representação, L é uma matriz diagonal inferior. Uma desvantagem desta 
abordagem é a eventual perda da esparsidade [Lustig,l991; Vanderbei,l993]. Além disto, 
nesta matriz podem ocorrer problemas de condicionamento numérico [Wright M,l997]. 
A segunda altemativa consiste em fatorar diretamente a matriz do sistema na forma 
aumentada. Neste caso, cuidados especiais devem ser tomados, tendo em vista que esta 
matriz é simétrica porém indefinida. Algumas implementações, as quais resolvem o 
sistema linear na forma aumentada, têm sido bem sucedidas fatorando-se a matriz com o 
esquema de Bunch-Parlett [Bunch,197l]. A subrotina da Harwell MA27, realiza a 
fatoração de matrizes simétricas com esta técnica, incluindo recursos para preservar a 
esparsidade [Duff,1982]. 
O livro [Wright S,l997] resume a estratégia utilizada na solução do sistema linear 
dos mais recentes aplicativos baseados no algoritmo primal-dual do método de pontos 
interiores para programação linear. A referência [Fourer,1993] faz uma comparação de 
desempenho do método da equação normal versus abordagem com o sistema aumentado, 
com o algoritmo primal-dual aplicado à problemas de programação linear de pequeno, 
médio e grande porte. 
Outras abordagens altemativas têm sido propostas na literatura. O grupo de 
pesquisa do Laboratório de Otimização de Sistemas da Universidade de Stanford, 
introduziu uma redução no sistema linear e utilizou diretamente a subrotina MA27 da 
Harwell [Gill,1991]. Na referência [Vanderbei,l993], a matriz de coeficientes é rearranjada 
e denominada matriz quasi-definida; como altemativa de solução numérica do sistema 
linear propõe-se a decomposição das matrizes em dois blocos, aplicando a formula de 
Sherman-Morrison-Woodbury, separado-se as partes densa e esparsa do sistema. 
A solução do sistema linear via métodos iterativos tem sido investigada, embora 
pouco divulgada na área de otimização. Recentemente, algumas implementações do 
Método do Gradiente Conjugado Pré-condicionado foram reportadas [Mehrotra,1989; 
Karmarkar1989].
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5.3 - O Sistema Linear Associado ao Fluxo de Potência Ótimo 
No que se refere ao problema de FPO, H é de ordem n, J é m por n, com m < n e 
posto admitido igual m; e 0 é de ordem m por m. Neste caso, n é basicamente igual a duas 
vezes o número de barras e m é igual ao número de barras de geração mais duas vezes o 
número de barras de carga. A figura a seguir mostra a estrutura esparsa darmatriz do 
sistema linear, ordenada naturalmente, para o sistema teste de 30 barras do BEEE. 
Figura 5.1: Estrutura esparsa da matriz do sistema linear 
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Nesta representação, “nz” corresponde ao número de elementos não nulos. 
Com relação à estrutura esparsa da matriz do sistema, a submatriz H apresenta um 
padrão de elementos não nulos composto de quatro blocos. Cada um dos blocos possui 
estrutura semelhante à estrutura da matriz admitância de barras. Este fato propicia o uso de 
um esquema de fatoração com blocos (2x2), ou (4x4), se a matriz Jacobiana for 
considerada adequadamente. Nas referências [Sun,l984;Torres,l998], tem-se uma 
discussão a respeito do uso da fatoração por blocos da matriz do sistema linear associado 
ao problema de FPO. 
As subrotinas da HARWELL são consideradas uma referência para solução de 
sistemas lineares de grande porte. Neste pacote de subrotinas, a MA28 [Duff,l977]
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executa a fatoração LU, com esparsidade, usa esquema de bloco diagonal, provê esquema 
de ordenação para redução de enchimento e possui esquema de pivotamento para 
estabilidade numérica. Uma discussão sobre a estrutura e detalhes desta subrotina é feita 
por Dufi` e Reid em [Duff,1982]. . 
Visando ilustrar a importância da solução do sistema linear no problema de fluxo de 
potência ótimo, apresenta-se no algoritmo 5.1 a estrutura computacional de um dos 
programas computacionais desenvolvidos neste trabalho. 
Algoritmo 5.1: 
0 Ler e organizar dos dados; 
0 `Determinar a matriz admitância de barras; 
0 Selecionar uma solução inicial: 
0 Partida plana ou; 
0 Partida com Fluxo de Potência; 
0 Inicializar as variáveis e ajustar os parâmetros do algoritmo; 
0 Enquanto a convergência não for obtida: 
1. Calcular a função objetivo e suas derivadas; 
2. Calcular a potência liquida nas barras; 
3. Calcular a matriz Jacobiana; 
4. f Montar 0 vetor gradiente, lado direito da equação (5.1); 
5. Testar a convergência; 
6. Calcular a matriz Hessiana; 
7. Resolver o Sistema Linear (5.1); 
8. Calcular o comprimento do passo; 
9. Atualizar a solução corrente; 
10. Ajustar os parâmetros do algoritmo; 
0 Imprimir .os relatórios com os resultados obtidos. 
As tarefas representadas pelos blocos numerados de 1 até 10 são realizadas a cada 
iteração constituindo assim a malha principal do programa. 
Numa primeira versão do programa de FPO, implementado em Fortran 90, utilizou- 
se a subrotina MA28 da Harwell para resolver o sistema linear (5.1). O programa foi
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desenvolvido para minimizar as perdas de potência ativa na transmissão com o controle da 
magnitude da tensão em barras que permitem tal procedimento. 
'Em sistemas de potência realísticos, o número de variáveis e restrições associadas 
ao problema de FPO cresce com o número de barras do sistema. Em sistemas de grande 
porte, a dimensão da matriz resultante do problema de otimização é da ordem de quatro ou 
mais vezes o número de barras, dependendo do número de controles e restrições 
considerados. A tabela a seguir apresenta dados correspondentes a sistemas reais 
. 
" Tabela 5.1 - Dados de Sistemas de Grande Porte 
` 
Nome do 
\ 
barras/ 5 dimensão do percentagem de 
sistema circuitos sistemalinear elementos não nulos 
SS-360 352/385 l.377×l.377 0.69 
SS-730 730/973 2.815×2.815 0.39 
SS-2000 1916/2357; 7.500×7.500 0.14 
onde SS-360, 730 e 2000 se refere ao sistema elétrico interligado das regiões Sul e Sudeste 
do Brasil, reduzido a 352, 730 e 1916 barras respectivamente. A dimensão do sistema linear 
no caso do SS-2000 é de 7.500 por 7.500 elementos, o que corresponderia a 56.250.000 
elementos se a matriz fosse cheia, entretanto, apenas uma quantidade reduzida ( 0.0014 * 
56.250.000 = 78.750 ) de elementos não nulos estão presentes. Com base nestes dados, 
torna-se evidente as dificuldades na solução do sistema linear devido ao porte das matrizes 
envolvidas, as quais são bastante esparsas e possuem um bloco diagonal nulo. 
Num programa para cálculo de fluxo de potência ótimo, a tarefa que requer o maior 
tempo computacional, para sistemas de grande porte, é resolver o sistema linear. Para se ter 
uma idéia, considere-se a utilização do programa de FPO para minimizar as perdas de 
potência ativa no sistema sul-sudeste de 730 barras. No capítulo de resultados uma tabela 
com o registro dos tempos demandados por iteração, pelos principais blocos (ou arranjo de 
blocos) é apresentada. Alguns desses registros estão resumidos na figura 5.1.
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Figura 5.2: Distribuição do tempo de CPU para os blocos de 1 até 10. 
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Conforme pode ser constatado no gráfico da figura 5.1, a solução do sistema linear, 
sentou a tarefa mais dispendiosa do V ponto de vista no caso apresentado, repre 
computacional. Neste caso, cerca de 99% do tempo gasto numa iteração é usado para 
resolver o referido sistema linear, e 1% restante é utilizado no calculo da matriz Hessiana, 
da matriz Jacobiana, do vetor gradiente, da magnitude do passo e na atualização da solução. 
Portanto, é bastante recomendável concentrar esforços na pesquisa de abordagens 
alternativas para realização desta tarefa. 
5.4 - Solução do Sistema Linear 
A solução numérica de um sistema linear pode ser obtida através de métodos diretos 
[Golub,1992, Heath,1997] ou iterativos [Hestenes,1973]. Em problemas d 
elétricos de potência, mais especificamente os problemas de Fluxo de Carga e de FPO, 
e sistemas 
geralmente utiliza-se os métodos diretos na solução de sistemas lineares. Para o primeiro 
problema citado, os métodos baseados na eliminação de Gauss, por exemplo a Fatoração 
LU [Golub,l992], tem-se sido bem sucedidos. Entretanto, no caso do problema de FPO o 
uso desta técnica pode não ser apropriada devido a problemas numéricos. Na presente 
pesquisa optou-se pelo uso de métodos ortogonais para solução do sistema linear.
n
79 
controvertidos. A complexidade (em termos do número de operações) associada à redução 
a forma triangular de uma matriz n × n é da ordem de n3, tanto para a eliminação Gaussiana 
como para o método de Householder. Entretanto, a redução de Householder requer cerca de 
duas vezes mais o número de operações em ponto flutuante. Este fator de 2 é, certamente, 
considerável na escolha do método. O fator histórico também é relevante. Enquanto o 
método de Gaussdata de 1800 [Heath,l997] os métodos de Householder e Givens têm 
pouco mais de quarenta anos. A escolha de métodos ortogonais, como o método de 
Householdené justificada na solução de problemas com matrizes mal condicionadas, pois 
estes métodos são numericamente estáveis. 
A presença do bloco nulo, na parte inferior direita da matriz do sistema (5.1), toma 
viável a separação do sistema linear aumentado em sistemas menores [Heath,l978]. Assim, 
ao invés de resolver diretamente o sistema (5.1) obtém-se a mesma solução tratando com 
sistemas menores. Esta possibilidade originou a abordagem apresentada a seguir. 
O sistema linear (5.1) pode ser decomposto multiplicando-se a primeira linha da 
matriz de coeficientes pelo vetor [ Ax A7» ] Í, igualando o resultado ao correspondente vetor 
do lado direito, isto é 
LIAx=-J*Ai-f (52) 
De forma análoga, operando a segunda linha da matriz de coeficientes em (5.1) 
obtém-se
_ 
J Ax = - h (53) 
O desenvolvimento a seguir considera a matriz J acobiana transposta J t fatorada sob 
a fonna 
fi=QR sm 
onde Q é uma matriz ortogonal, conforme a definição a seguir, e R é uma matriz triangular 
superior. 
Definição 5.1 - Uma matriz Q de ordem n por n é uma matriz ortogonal, se ela satisfaz a 
seguinte propriedade: 
QQt=QtQ=I, (53
lso 
onde I é a matriz identidade. Logo, tem-se que Q ' = Q `l. 
Como a matriz J t é n por m com n > m, e Q é definida de -acordo com a definição 
5.1, então, QtJtpode ser escrito como 
i 
z ._ R , (5.ó) Qf elll 
desta forma, a ordem da matriz triangular superior R é m por m, e a matriz nula 0 é urna de 
ordem (n-m) por m. O teorema apresentado a seguir admite o particionamento da matriz Q. 
Teorema 5.1. Se A = [ al am ] e .9i'"x'" (n > m) com vetores coluna al ( i = 1..m ) 
linearmente independentes, pode ser fatorada na formaA = QR, onde Q = [ ql qn ] e 9? 
"X" e R e 9? "”““, então o espaço gerado pelas colunas da matriz A é igual ao espaço gerado 
pelas colunas da matriz ortogonal Q, istolé 
espaço gerado { al am } = espaço gerado { ql qm } 
em particular, se Ql = Q(l n,1 m), Qz = Q(l n,m+l n ) e Rl = R( l m ,l m), 
então 
imagem (A ) = imagem ( Ql) , 
imagem (A )i = imagem ( Qz ) 
e A = QlRl. 
onde o símbolo J' indica complemento ortogonal. 
Prova: A prova do teorema 5.1 é dada na página 217 da referência [Golub,1992]. 
Se a matriz Qda equação (5.4), for particionada' de tal forma que 
Q = [ Q1 I Qzl, (5-7)
81 
onde a submatriz Ql possui dimensão n por m e Qz é tuna matriz retangular n por ( n - m ). 
Então, as colunas de Q; formam uma base para o espaço imagem de J e as colunas de Q2 
formam uma base para o espaço nulo de J. O teorema 5.1 serve de base para algumas 
considerações feitas no desenvolvimento da abordagem apresentada a seguir. 
Seja Ax, a solução do sistema subdeterminado ( 5.3 ), dada por 
AX: AXR +AxN f 
onde Axg é uma a solução particular, isto é a componente do espaço imagem, e AxN é uma 
solução da equação homogênea, ou seja, componente do espaço nulo. A componente AxR 
pode ser escrita como a projeção de um vetor s no espaço imagem de J , assim como AxN é 
escrita como uma combinação linear das colunas da matriz de espaço nulo de J. Logo, tem- 
se que
u 
AXR= Q1 S
e 
A×N= Qzf (510) 
onde f é um vetor. 
Desta forma, a equação ( 5.3 ) é re-escrita como 
J‹Q1s+Qzf›=-h 
1 
‹5.11> 
Porém, 
Q1*J'=R (5.12)
C 
QfJ*=0 øin 
Portanto, usando ( 5.12 ) e ( 5.13 ) na equação ( 5.11 ) obtém-se 
R's=-h (5.14) 
onde R é a matriz triangular definida anteriormente. O sistema linear triangular acima é 
resolvido para s via substituição direta. A componente de espaço nulo da solução do
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sistema subdeterminado (5.3) pode ser obtida a partir da equação (5.2) considerando-se que 
`o vetor s, componente de espaço imagem, já é conhecido. Assim, re-escrevendo-se a 
equação (5.2) '- . 
como
A 
=H(Q,s+Qzf)=-z-JW» 
_ 
(5.15) 
t t __ Pré-multiplicando a equação (5.l5) por Qz t, e usando o fato que Qz J - 0, 
obtém-se - 
Qz'HQzf= -Q2t(f+HQ1S) (5-16) 
onde o termo Qz tH Qz corresponde a uma matriz quadrada sime'tn'ca e de ordem ( n - m ). 
Este sistema linear é resolvido para f possibilitando o cálculo da componente de espaço 
nulo via equação (5.10). Desta forma a solução do sistema subdeterminado (5.3) é obtida 
por 
/-\×=(QiS+Qzf) (5-17) 
A expressão para o cálculo de A7» é desenvolvida a partir da substituição do vetor 
solução Ax na equação (5.2) pré-multiplicada por Q1 t, obtendo-se 
Q1'HAx+Q1'J'A›t=-Qfi: (5.18) 
Do fato que Q1 'Jt =R , resulta 
R Ax=-Q1'(zf+HAx) (5.19) 
onde o sistema triangular acima é resolvido para AX, completando assim a solução do 
sistema linear expresso em (5.l). O algoritmo apresentado a seguir resume os cálculos 
necessários para resolver o sistema linear utilizando a abordagem apresentada.
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Algoritmo 5.2: 
V 
1 - F atorar a matriz J t tal que 
wzrt 
. 
ç
0 
2 - Resolver o sistema triangular 
R 's = - h 
e calcular: 
AxR= Q1 S 
3 - Resolver o sistema linear quadrado, simétrico e de ordem (n-m): 
QztHQ2f= -Qzt(f+HQ1S) 
calcular 
~ AXN: Qzf 6 AX: AxR+AxN 
4 - Obter A7» resolvendo o sistema triangular 
RA>»=-Q1'(f+HAx) 
O algoritmo 5.2 foi implementado inicialmente no ambiente de Matlab para testes e 
posteriormente em linguagem de programação Fortran 90. Este algoritmo representa o 
*bloco de número 7 na estrutura global do programa de FPO resumida no algoritmo 5.1. 
5.5 - Aplicação de Transformações Ortogonais 
São poucas as aplicações de Métodos Ortogonais em problemas Fluxo de Potência 
Ótimo. Algumas aplicações desta metodologia são encontradas na área de Estimação de 
Estados em Sistemas de Potência. Nas referências [Simões-Costa,198O e 1981], as
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Reflexões de -Householder e as Rotações de Givens foram utilizadas na solução do 
problema de Mínimos Quadrados, associados à Estimação de Estados. 
.Na seção anterior, o uso de Transformações Oitogonais foi introduzido como uma 
ferramenta da abordagem proposta para solução do sistema de equações lineares (5.l). O 
desenvolvimento da metodologia proposta, resumida no algoritmo 5.1, supõe a fatoração 
QR da matriz J acobiana transposta, cuja existência está baseada no teorema a seguir. 
Teorema 5.2. SejaA = [ al am] e .9i""x'" , com vetores coluna ai ( i= l..m ) linearmente 
independentes. Então, existe um conjtmto q¡ ( i = l..m ) de vetores coluna ortogonais tal 
que a matriz de transição de [ al am ] para [ q¡ qm ] é triangular superior, isto é,
' 
lli = fu l11+ fiz 112 + + fim qm 
para i = 1 m , ou em fomia matricial 
A = QR, 
onde Q e fl? '"x"' é uma matriz ortogonal e R e 27? '"x'" é uma matriz triangular superior. 
Prova: A demonstração deste teorema é feita a seguir pois junto com ela a definição de 
ortogonalidade e o algoritmo de Gram-Schmidt são apresentados [Lipschutz,l972]. 
Definição 5.2: Um conjunto de vetores coluna q¡ ( i = l..m ) é ortogonal se seus elementos 
são ortogonais dois a dois, isto é, se o produto intemo ( q¡ , qj) = 0 para i ¢ j. Além disto, 
se cada vetor coluna qi possui comprimento unitário, diz-se que o conjunto de vetores 
coluna é ortonormal . 
Lema 5.1: Um conjunto de vetores coluna ortonormal q¡ ( i = l..m ) é linearmente 
independente e, para qualquer vetor v e .W '", o vetor 
w=v-(v,q1)‹11-(v,qz)qz-..--(v,‹1m)‹1m
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é ortogonal a cada mn dos ql. 
Assim, fazendo' 
› w=WWfiL 
então [ ql] é ortononnal. A seguir, considere-se 
W2=V2-(V2,¢I1)¢I1 C 112 =W2/H W2 H 
pelo lema 5.1, wz e, portanto, qz é ortogonal a ql ; então, [ ql qz] é ortonormal. 
Posteriormente, fazendo 
w=w%wAOm%wAfl@em=wW%L 
novamente pelo lema 5.1, w; e, portanto, q3 é ortogonal a ql e qz; então, [ ql qz q; ] é 
ortononnal. Por induçao, obtém se um conjunto de vetores [ ql qm ] ortononnal, que é 
linearmente independente, e portanto, constitui uma base do 37? "'. Esta construção 
específica caracteriza o processo de ` è`ortogonalização de Gram-Schmidt, e garante que a 
matriz de transição é triangular El. 
O algoritmo 5.2 usa as submatrizes Ql e Qz , obtidas a partir do particionamento da 
matriz Q. Assim, a técnica usada para fatoração QR deve prever a separação da matriz Q 
nas submatrizes Ql, n por m , e Qz n por ( n - m ), definidas confonne o teorema 5.1. 
Três algoritmos foram investigados para realizar a fatoração QR na matriz 
J acobiana transposta: as Reflexões de Householder, as Rotações de Givens e o processo de 
ortogonalização de Gram-Schmidt. A escolha recaiu nas reflexões ou transformação de 
Householder. Esta escolha se justifica pelos seguintes fatos: primeiro, o processo de 
ortogonalização de Gram-Schmidt, tradicionalmente conhecido em Álgebra Linear 
[Lipschutz,l972], requer o armazenamento separado das matrizes A, Q e R. Por outro lado, 
nas reflexões de Householder as matrizes Q e R podem ocupar o mesmo espaço da matriz 
A [Heath,l997]. Com relação as rotações de Givens, numa analise preliminar, não foi 
observado nenhuma vantagem aparente deste método em relação às reflexões de 
Householder. Além disto, segundo a referência [Golub,1992], enquanto o algoritmo de
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Householder requer cerca de 2m2(n - m/3) operações em ponto flutuante (flops), para 
fatorar uma matriz cheia, o algoritmo de Givens, requer aproximadamente 3m2(n - m/3) 
flops. ' * 
g 
O processo de triangularização ortogonal de Householder [Householder,l958], 
popularizado por Golub para resolver 0 problema de mínimos quadrados [Golub,l965], 
consiste de sucessivas reflexões ou transformações elementares, com matrizes unitárias U¡ , 
aplicadas à esquerda de uma dada matrizA e 27? '"'” , de forma a reduzir esta matriz à forma 
triangular superior, isto é
R 
U,,,U,,_,...U,A = 
lol 
(520) 
onde R é uma matriz triangular superior m por m, e a matriz nula 0 é uma matriz de ordem 
(n-m) por m. As matrizes U¡ são chamadas de matrizes ou refletores de Householder, e são 
definidas a seguir. 
Definição 5.3: Se v é um vetor e 51? " e v ¢ 0, então a matriz ' 
U=¡_2i (521) 
V V 
é chamada de matriz ou refletor de Householder e o vetor v é chamado de vetor de 
Householder. _ 
A matriz de Householder é uma matriz de projeção e portanto, as propriedades de 
simetria e ortogonalidade estão associadas a esta matriz. É fácil de mostrar que a matriz U 
é simétrica pois ~ 
I
z 
U.=¡._2(fl_)_=¡_2fl=U (522) 
v'v v'v 
e ortogonal, isto é
C 
-lí?
C 
&/ 
'- 
/-\v,-g 
2:/ 
< 
›. 
\./ 
'N fx P' l\) UJ \/ 
I 
2
Í 
UU'=U'U=(1~2%) =1-4%,-+4( =VV
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Uma interpretação física associada à transformação de Householder 
[Trefethen,1997; Brinch,l992] é que, dado um vetor x e 91" , uma reflexão de Householder 
projeta este vetor no hiperplano ortogonal ao espaço gerado pelo vetor v. Este fato sugere' 
uma idéia para a determinação do vetor de Householder. Se o vetor x for considerado um 
múltiplo de um vetor unitário el , onde el = [ l O 0 ] ', e 0 vetor v for definido como 
v =x + sign (xl) || x || el (5.24) 
então, o vetor Ux possui a mesma direção de el. Desta forma, uma reflexão de Householder 
aplicada ao vetor x elimina todos componentes deste vetor, menos o primeiro. Além disto, 
como U é uma transformação unitária, a norma do vetor x é preservada. Por exemplo, se x 
= [2 6 -31* emâo, dwzpressâo (5.24), v= [9 6 -31* 6 Ux = [ -7 0 0 13 
A aplicação de sucessivas reflexões de Householder a uma matriz A e 9? '”"" , 
resulta na transformação QR onde, para o caso de n maior que m tem-se 
Q = Ul U2 Um (5.25) 
onde Q é uma matriz ortogonal e 
Um U.,,-l U, A = R (526) 
onde R é uma matriz triangular superior. 
Uma segunda versão do programa de FPO foi desenvolvida, utilizando o método de 
Householder para fatorar a matriz Jacobiana transposta, como requerido pelo algoritmo 
(5.2). Alguns detalhes de implementação assim como os principais resultados, são 
apresentados no capítulo de resultados, no qual mostra-se um caso onde, devido a 
problemas numéricos, a subrotina baseada na fatoração LU falha, enquanto que a que usa 
transformações ortogonais é bem sucedida.
ss 
5.6 - Conclusões 
_, .. 
Neste capítulo, conclui-se que a solução dosistema linear é uma tarefa fundamental 
para uma aplicaçãoibem sucedida de um programa de .FPO em-sistemas de grande porte. 
. 
_ 
,
¡ 
Verificou-se também que as características específicas da matriz do sistema, descritas pela 
equação (5.1), possibilitam a decomposição do sistema aumentado em sistemas de tamanho 
reduzido. Esta técnica foi explorada e proposta como uma alternativa viável para solução 
do referido sistema linear. 
'
- 
A decomposição do sistema aumentado em sistemas de dimensão reduzida, 
desenvolvido na seção 5.3 e resumido no algoritmo 5.2, introduz o uso de transformações 
ortogonais na solução. O algoritmo 5.2, prevê 'a fatoração QR da matriz Jacobiana 
transposta onde a matriz ortogonal Q deve ser particionada nas submatrizes Q¡ e Qz, 
definidas em 5.7. O método de Householder foi utilizado para realizar a fatoração QR, 
tendo em vista, entre outros fatores, a excelente qualidades de estabilidade numérica e a 
forma como a matriz é processada.
Capítulo 6 
Resultados Obtidos e Detalhes de 
s Implementação
O 
6.1 - Introdução 
Este capítulo destina-se a apresentação dos resultados das simulações realizadas nos 
diversos estágios do presente trabalho. A seção 6.2 apresenta os principais resultados 
obtidos com os algoritmos de Barreira Primal-Dual e o de Redução de ftmção potencial. Na 
seção seguinte, é mostrado como estes algoritmos foram aplicados ao problema de FPO. 
Ainda nesta seção, uma analise conjunta destes algoritmos aplicados ao problema de FPO é 
realizada.
' 
Os resultados das simulações do FPO multi-objetivo são apresentados na seção 6.4. 
Nesta seção, o fluxo de potência ótimo multi-objetivo para o sistema teste de 14 barras do 
IEEE é analisado. Um segundo sistema, reduzido a partir da rede elétrica da região sul do 
Brasil, é utilizado para ilustrar os benefícios da abordagem multi-objetivo. 
Os resultados obtidos da aplicação do fluxo de potência ótimo à 
' 
sistemas de 
pequeno, médio e grande porte são apresentados na seção 6.5. Os aspectos referentes ao 
tempo de processamento e as características de convergência como o número de iteração 
são abordados nesta seção. 
Os resultados da aplicação de Transformações Ortogonais são apresentados na 
seção 6.6. Nesta seção, submeteu-se um sistema teste de seis barras a uma situação 
extrema, para ilustrar a superioridade, do ponto de vista numérico, dos métodos ortogonais 
em relação aos métodos baseados na elirninação de Gauss. 
Finalmente, na seção 6.7 conclui-se a análise dos resultados obtidos.
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6.2 - Resultados Obtidos com os Algoritmos de Barreira Primal-Dual e o 
de Redução de Função Potencial ._ 
Os algoritmos de Barreira Primal-Dual e o de Redução' de função potencial, 
estudados no capítulo 3, foram implementados inicialmente no ambientelMatlab para 
resolver problemas gerais de otimização. O problema 3.1, enunciado no capítulo três, foi 
utilizado para a análise de desempenho dos algoritmos 3.1 e 3.2. Inicialmente, verificou-se 
o comportamento dos algoritmos em relação ao ponto de partida. Assim, escolheu-se os 
pontos próximos aos vértices, isto éx¡=[0.1;1.1]t,xz =[0.1;2.4]t, x3 =[1.1;0.1]t, 
x4 = [ 1.7 ; 0.1 ]t , x5 = [ 1.7 ; 1.0 ]t , xó = [ 0.5 ;2.4 ]' , para a realização deste teste. A 
tabela 6.1 apresenta os resultados das simulações. 
Tabela 6.1: Análise de desempenho dos algoritmos 3.1 e 3.2. 
Algoritmo Algoritmo Algoritmo 
ponto 3.1 3.2(a) 3.2(b) 
de no. de no. de no. de 
partida iterações iterações iterações 
xl 10 10 9 
xz 1 1 8 9 
x3 1 0 9 9 
x4 8 9 8 
x5 1 1 8 8 
xó 1 3 ' 8 1 0 ~ 
Média 9,2 8,7 8,8 
Em todas as simulações utilizou-se uma tolerância de 10`3. Os parâmetros de ajuste 
do algoritmo 3.1 foram: u = 0,1 e B = 10. Cabe ressaltar que a convergência deste 
algoritmo é sensível ao ajuste do primeiro parâmetro. Assim, se o Valor de p for aumentado 
para 1,0, 0 número médio de iterações se eleva para 11,7. Se por outro lado, 1.1 for 
diminuído para 0,01, a solução ótima a partir do segundo ponto, isto é de xz , vai requerer
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17 iterações. Duas versões do algoritmo 3.2 foram consideradas. A primeira, o algoritmo 
3.2(a), não inclui o cálculo do» passo ótimo. A segunda versão, o algoritmo 3.2(b), além de 
considerar a viabilidade da nova solução, calcula o passo ótimo deduzido na propriedade 
(iii) da proposição 3.4. Os parâmetros usados nos algoritmos de redução de função 
potencial, algoritmo 3.2(a) e 3.2(b) foram o' = 1.0 e B = 0,5. Os detalhes de implementação 
do procedimento de cálculo do passo ótimo, usado na versão 3.2(b), são resumidos no 
algoritmo 6.1.
A 
Algoritmo 6.1: 
m = O 
Faça : 
m=m+1 
x'" = xk + r p"' Axk 
calcular: 
ev (x"') 
Enquzznm- ,go (x'") - «p (xk) 5 - zz 1 p"' (1 - õ)(g - nz) 
onde (p é a função de mérito definida pela equação (3.33); 1 é o comprimento do passo 
resultante do teste de viabilidade. Os parâmetros p e ot foram ajustados em 0,5, conforme 
sugerido em [Wang,1995]. A constante nz foi definida no capítulo três e o parâmetro da 
função de mérito Ç é calculado por Ç = nz\Í nz . 
O procedimento descrito no algoritmo 6.1 é usado para evitar passos de grande 
magnitude com pouco decréscimo no valor da função objetivo na busca linear. Esta regra, 
denominada condição de Armijo [Friedlander,l994], exige que este decréscimo seja, em 
certo sentido, proporcional a magnitude do passo. Os efeitos do cálculo do passo ótimo, 
com o uso do procedimento descrito pelo algoritmo 6.1, se tomam mais evidentes no 
exemplo 6.1. ' 
Exemplo 6.1: Considere-se o exemplo 3.1 modificado para a forma 
i mínimize (x¡ - 2)4 + (xl - 2xz)2 
sujeitoa 0 S xl S 1,8 
059625 2,4
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onde apenas os limites nas variáveis foram considerados como restrições. Os resultados da 
tabela 6.2 mostram o número de iterações requeridas pelos algoritmos 3.2(a) e 3.2(b) na 
solução do exemplo 6.1. 
Tabela 6.2: Comparação dos algoritmos 3.2(a) e 3.2(b). 
-. ponto Algoritmo 3.2(a) Algoritmo 3.2(b) 
De partida no. de iterações no. de iterações 
x1=[o.1 0.11* 8 7 
xz=[o.1 2.41* 8 7 
x3=[1.7 0.11' 8 8 
x4=[1.7 2.41* 8 5 
média 8 6.7 
Neste caso , os parâmetros dos algoritmos foram ajustados em cs = 1.0 e B = 0.3 . 
Nota-se que a inclusão do cálculo do passo ótimo reduziu o número de iterações em média, 
de 8 para 6.7. 
6.3 - Aplicação dos Algoritmos de Barreira Primal-Dual e o de Redução 
de Função Potencial ao Problema de FPO 
Os algoritmos de barreira primal-dual e o de redução de função potencial, cujos 
desenvolvimentos teóricos estão documentados nas seções 3.4.1 e 3.4.2 do capítulo três, 
foram implementados no ambiente Matlab para resolver o problema de FPO. Nestes testes, 
considerou-se a mínima perda de potência ativa nas linhas de transmissão como função 
objetivo, as equações de balanço de potência ativa e reativa como restrições de igualdade e 
os limites máximo e mínimo de tensão como restrições de desigualdade. As características 
dos sistemas teste de 14, 30, 57 e 118 barras do IEEE, utilizados na nesta simulação, são 
resumidos na tabela 6.3.
93 
Tabela 6.3: Características dos sistemas testes do IEEE 
Sistema número de número de restrições número de restrições 
A 
teste variáveis de igualdade de desigualdade 
IEEE-14 28 22 28 
IEEE-30 60 53 60
a 
IEEE-57 114 106 114 
IEEE-118 236 201 236
1 
Na presente simulação, apenas a magnitude e o ângulo de fase das tensões foram 
considerados como variáveis. Os limites máximos e mínimos das tensões foram adotados 
como 1.05 (pu) e 0.95 (pu), respectivamente. As tolerâncias foram especificadas em eu = 
1O`5 e ap = l0`3 para o algoritmo de barreira primal-dual, e ag = 10`5 e ep = l0`3 para o 
algoritmo de redução de função potencial. O desempenho dos algoritmos foi avaliado 
individualmente, tendo sido realizada posteriormente uma comparaçao entre os mesmos. 
6.3.1 - Análise do Algoritmo de Barreira Primal-Dual 
Nos testes com o algoritmo de barreira primal-dual, implementado conforme 
algoritmo 3.1, analisou-se o efeito da variação do parâmetro u. Os resultados deste teste 
estão resumidos na tabela 6.4. 
Tabela 6.4: Variação do número de iterações com o parâmetro 11. 
sistema n=1o'3 n=1o'2 n=1o" n=1o-° n=1o* 
IEEE-14 7 õ 7 s 9 
IEEE-30 s 8 10 11 12 
IEEE-57 9 1o 11 12 13 
IEEE-11s X X 
| 
13 14 15
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Nesta tabela, X indica divergência no processo iterativo. Todas as simulações foram 
realizadas com [3 = 10. Estes resultados mostram a importância da escolha do parâmetro de 
ajuste «da função barreira logarítmica. Por exemplo pt = 10`2 é uma boa escolha para os 
sistemas de 14 e 30 barras entretanto, é uma péssima escolha para o sistema de 118 barras. 
Um outro aspecto importante deste algoritmo, diz respeito a sua característica de 
convergência, a qual pode ser avaliada através da observação da variação do parâmetro tt. 
Este parâmetro, atualizado conforme a equação (3.l7), tende iterativamente à zero 
conforme mostra o gráfico da figura 6.1, obtido para o sistema de 14 barras. 
Figura 6.1: Variação do parâmetro de ajuste da função barreira 
' 
0.01 t t z t 
mu 
0.009 - - 
0.005 - - 
0.007 - - 
0.006 - - 
0.005 -V - 
0.004 - - 
0.003 - - 
0.002 - - 
0.001 ‹ - 
O I I I 
1 2 3 4 5 6 
iterações 
6.3.2 - Análise do Algoritmo de Redução de Função Potencial 
O algoritmo baseado no método de Redução de função potencial, descrito no 
capítulo 3, foi implementado inicialmente no ambiente Matlab para resolver o problema de 
fluxo de potência ótimo. Alguns detalhes de implementação são analisados a seguir. O
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efeito da estimativa inicial para a constante [3 , assim como para o parâmetro u do 
algoritmo 3.1 é avaliado na tabela 6.5. 
Tabela 6.5: Variação do número de iterações com o parâmetro B. 
sistema ¡s=1o'3 f›=1o°2 B=1o'1 |3=1o'° fi=1o* 
IEEE-14 7 8 9 10 1,1 
IEEE-30 7 9 10 10 1 1 
IEEE-57 10 12 13 14 14 
IEEE-118 16 14 13 14 14 
Deve ser enfatizado, que a versão do algoritmo utilizada não considera o cálculo do 
passo ótimo. Todas as simulações foram realizadas com o parâmetro 6 = 5. Dos resultados 
obtidos, nota-se que este algoritmo é robusto em relação à estimativa inicial para o 
parâmetro B visto que, na faixa de variação considerada, não foi constatado nenhum caso 
de divergência. Fica evidente entretanto, a importância do ajuste deste parâmetro, pois o 
número de iterações, no processo de solução é sensível a este valor. A atualização do 
parâmetro de centralização cr foi realizada com base numa regra empírica, sugerida por 
Wang e outros [Wang,1995], descrita a seguir. 
Se o comprimento do passo for maior que 0,5 
Faça 6 = 6/ 10
' 
o Se não 
Mantenha 6 inalterado 
Fim 
Outro aspecto importante, diz respeito à estimativa inicial dos valores das variáveis 
do problema, isto é das variáveis primais e duais. Com relação as variáveis primais, a 
magnitude das tensões V e o ângulo de fase das tensões 5, nas simulações realizadas 
considerou-se a partida plana, ou seja V= 1.0 p_.u. e 6 = 0.0 rad. Neste caso o ponto de 
partida é um ponto interior porém inviável. A inicialização com um ponto viável, obtido 
via fluxo de carga convencional, foi investigado e reportado em [Carvalho,1996].
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A inicialização das variáveis duais também constituiu um fator preponderante para 
o sucesso das implementações. Na literatura consultada, pouco é mencionado a este 
respeito. Em geral, recomenda-se atribuir o valor unitário para estas variáveis. De fato, para 
as variáveis duais associadas às restrições de igualdade uma estimativa inicial unitária, isto 
é N' = 1.0 e hq = 1.0 mostrou-se bem apropriada. Entretanto, esta regra não se verifica para 
as variáveis duais associadas às condições de complementaridade das folgas u e v. Por 
exemplo, se no sistema de 118 barras fossem tomados U = 1.0 e v = 1.0 como estimativas 
iniciais, este caso passaria a ser divergente. No desenvolvimento desta pesquisa, veiificou- 
se de forma intuitiva que uma estimativa inicial razoável para estas variáveis pode ser 
obtida a partir da equação (337). Assim, fez-se 
0° = |3*(2+2n) /( V- V"“") (ó.1)
6 
v° = B*(2+2n) / (VW -V) (ó.2) 
onde n é o número de variáveis. Estas equações foram utilizadas para inicializar as 
variáveis duais em todas as simulações realizadas. 
O efeito do cálculo do passo ótimo, desenvolvido a partir do algoritmo 6.1, foi 
avaliado. Para isto, implementou-se uma versão do programa de FPO no ambiente Matlab, 
incluindo este cálculo. Apesar das tentativas de ajuste dos parâmetros relacionados a este 
procedimento, isto é, os parâmetros ot, p, e Ç, os resultados não foram favoráveis. Na maior 
parte dos casosanalisados, o número de iterações aumentou em relação aos descritos na 
tabela 6.5 (os melhores casos). No caso do melhor ajuste obtido, o número de iterações 
considerando-se apenas a viabilidade da solução corrente igualou-se aquele da tabela 6.5.
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6.3.3 - Análise Conjunta dos Algoritmos de Barreira Primal-Dual e o de 
Redução de função potencial 
Os resultados dos testes com os algoritmos de barreira primal-dual e o de redução 
de função potencial são agora analisados simultaneamente. Os desempenhos destes 
algoritmos, com relação ao número de iterações, são confrontados na tabela 6.6 _ 
Tabela 6.6: Desempenho dos algoritmos primal-dual e de redução de função potencial. 
Sistema Algoritmo de Barreira Algoritmo de Redução de
h 
Teste Primal-Dual função potencial 
IEEE-14 6 7 
IEEE-30 8 7 
IEEE-5 7 9 10 
IEEE-118 13 13 
Nesta tabela, a segunda coluna se refere ao número de iteraçoes requerido pelo 
algoritmo de barreira primal-dual, e a terceira coluna mostra o número de iterações 
requerido pelo algoritmo de redução de função potencial. O desempenho dos algoritmos, 
com relação a este item, é praticamente o mesmo. 
Nos testes realizados, constatou-se que os valores finais da função objetivo são 
praticamente os mesmos. Entretanto, os valores finais das variáveis primais V e õ são 
aproximados. A tabela a seguir apresenta os resultados relativos à magnitude e ângulo de 
fase das tensões nas quatorze barras do sistema teste IEEE-14. 
Tabela 6.7: Resultados obtidos com o sistema teste de 14 barras do IEEE. 
FPO com o algoritmo de Barreira FPO com o algoritmo de Redução 
Primal-Dual de função potencial 
Barra V (pu) õ (rad) V (pu) õ (rad) 
1 1.0500 0.0000 1.0500 0.0000 
2 1.0405 -0.2449 1.0500 -0.2446 
3 1.0284 -0.2652 1.0363 -0.2648
4 1.0045 -0.2281 1.0068 -0.2279
5 1.0350 -0.0895 1.0366 -0.0898
6 1.0138 -0.2752 1.0213 -0.2746
7 1.0198 -0.2449 1.0266 -0.2446
8 1.0075 -0.2795 1.0146 -0.2788
9 1.0127 -0.2760 1.0196 -0.2752 
10 1.0072 -0.2828 1.0151 -0.2821 
11 1.0122 -0.2809 1.0201 -0.2803 
12 1.0113 -0.1858 1.01471 -0.1862 
13 1.0163 -0.1592 1.0195 -0.1597 
14 0.9915 -0.2981 0.9989 -0.2971 
Perdas = 1.3sóse" Perdas = 1.3s5se'* 
Iterações = 6 Iterações = 7 
" de conver ência e A evoluçao das variáveis primais durante o processo g 
representada pelastrajetórias ilustradas nas figuras 6.2, 6.3, 6.4 e 6.5. 
Figura 6.2: Variação da magnitude das tensões no processo iterativo do algoritmo 
de barreira primal-dual. 
1 .05 
magnitude 
da 1.04 
tensão 
(pu) 1.03 
1.02 
1.01
1 
0.99 
0.98 
0.97 
JJ/_/_,.« 
V2 - 
V5 
V3 /V7 
.V13v 
J Í___{__` _\q<r §~ 
   
=-._______É:_a_¬__ 1_,_š;_:__,_,_..-- /J
1 
1 1 1 1 1 
2 3 4 5 5 
iteraçao
õ 
VSPV1 1V12 
Va Vw 
V4 
V1 4
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onde de forma equivalente ao caso “b” a barra de número um foi considerada barra de 
referência. A reduçao da função objetivo durante o processo de convergência é 1 ustrada na 
figura 6.6.
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As curvas mostradas na figura 6.6 se referem ao sistema teste de 118 barras do 
IEEE. A curva “a” mostra a redução da função objetivo para o caso do algoritmo de 
barreira primal-dual, a curva “b” se refere ao algoritmo de redução de função potencial, e a 
curva “c” representa o algoritmo de redução de função potencial com o cálculo do passo 
ótimo. Em todos os casos a convergência foi obtida em 13 iterações, com a tolerância 
especificada anteriormente. _ 
6.4 - Resultados Obtidos com a Abordagem Multi-Objetivo _ 
Com base na teoria apresentada no capítulo quatro, implementou-se uma versão do 
programa de fluxo de potência ótimo considerando a abordagem multi-objetivo. Duas 
funções objetivo foram consideradas: a mínima perda de potência ativa na transmissão e o 
mínimo desvio de tensão de um valor pré-especificado. As implementações foram 
realizadas considerando-se as tensões como variáveis de otimização. Os limites máximo e 
mínimo de tensão, em todas as barras, foram considerados como restrições de 
desigualdade; e as equações de balanço de potência ativa e reativa constituíram o conjunto 
de restrições de igualdade. 
6.4.1 - Aplicação ao Sistema Teste de 14 Barras do IEEE 
Um primeiro teste foi realizado com o sistema de 14 barras do IEEE. As seguin*tes 
simulações foram realizadas: 
l
I 
a) FPO com minimização de perdas de potência ativa; 
b) FPO com mínimo desvio de 1.0 (pu) de tensão como função objetivo; 
c) FPO multi-objetivo considerando a mínima perda como função objetivo principal 
H 
e o mínimo desvio de tensão como restrição. 
Os resultados dessas simulações em termos de valor das funções objetivo utilizadas 
são resumidos na tabela 6.7.
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Tabela 6.8: Resultados da abordagem multi-objetivo com o sistema de 14 barras 
Simulação “a” Simulação “b” 
_ 
simulação “c” 
Valor final da Mínima perda de mínimo desvio de solução com o 
função objetivo potência ativa tensão 
fl 0.1363 0.1552 
fg 
I 
0.0111 0.0015 
algoritmo proposto 
0.1364 
0.0089 
onde fl é a mínima perda e fz é o mínimo desvio de 1.0 (pu). de tensão. Nas simulações “a” 
e “b”, o problema de FPO foi tratado de forma convencional, isto é apenas uma função 
objetivo foi considerada. Na simulação “c”, utilizou-se o algoritmo 4.1, proposto no 
capítulo 4, onde a solução obtida é uma solução de Pareto. 
Uma versão do programa de FPO multi-objetivo foi implementada usando o 
método dos pesos para gerar a curva de Pareto. Os resultados da aplicação desta versão do 
programa ao sistema de 14 barras do IEEE é a curva de Pareto mostrada na figura a seguir: 
Figura 6.7: Curva de Pareto para o sistema de 14 barras do IEEE. 
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Nesta figura, os pontos “o¡” e “oz” indicam os mínimos das funções f¡ e fz 
respectivamente. Esta curva foi obtida com os coeficientes de peso variando de zero a um.
Esta versão do método' dos pesos, implementada em Matlab, inclui uma malha externa ao 
programa de FPO conforme mostra o procedimento resumido no algoritmo 6.2. 
Algoritmo 6.2: 
W1 , 
Façai variar de 1 até 11 
Neste algoritmo, wl e wz são os coeficientes de peso. O significado da solução 
obtida com o algoritmo proposto se toma mais evidente observando-se os perfis de tensão 
W2=1.Ô- W1; 
Resolva o problema de otimizaçao considerando: 
funçã0_objetivo = wl »f¡ + wz zfi; 
w¡ = wl + 0.1 ; 
Fim (Faça). 
associado a cada caso simulado. O gráfico de barras da figura 6.8 ilustra estes perfis 
1.10 
Tensão 
(pv) 
1.05 
1.00 
0.95 
0.90 
0.85 
¡ . 
3 -. \-. 
1234567891011 
Figura 6.8: Perfil de tensão do sistema teste de 14 barras
~ 
-v 
f * 
` < 
ä 
1 ¿
5 
zz 
fa _m =ä sã 
5: `^ - 
z: z-z› z ‹.-z- _ .z-z . ,. z‹ ›. t- -. .N 52 = 1-=z= . .- -. 
= =z=z= z zzzz z= 
1 izizi : 1? :i Éë: 
55 E ÊEÊEE 5 IEÊE É E5 giš 55 E5555 15 š;E§ 55 5; 
5 E ÊEÊE E5 
51* 
' " 
3 1 
Barras 
Legenda 
simulação "a" 
simulação "b" 
simulação "c"
104 
Para cada barra do sistema são mostrados os valores finais das tensões com a 
mínima perda, o mínimo desvio de tensão e com a abordagem multi-objetivo. Observe-se 
que na maioria das barras, isto é barras 4, 6, 7 até 14, o valor final da tensão, obtido com a 
abordagem multi-objetivo, ficou entre os valores das simulações “a” e “b”. 
6.4.2 - Aplicação a um Sistema Reduzido da Região Sul do Brasil 
A situação descrita a seguir tem o objetivo de ilustrar os beneficios da aplicação de 
um programa de fluxo de potência ótimo multi-objetivo. Parte do sistema elétrico da região 
sul do Brasil foi reduzido a 34 barras a partir dos dados do sistema de 730 barras. Esta 
redução inclui, além da geração, os sistemas de transmissão em 525 e 230 KV. As 
demandas de potência ativa e reativa nas barras consideradas, foram substituídas por um 
equivalente aproximado. O resultado desta redução é mostrado no diagrama unifilar da 
figura 6.10. ' 
Neste diagrama, as linhas com traço duplo se referem ao nível de tensão de 525 KV, 
e as de traço simples ao nível de 230 KV. Os dados de barra e das linhas de transmissão 
referentes a este sistema constam no apêndice B. O programa ANAREDE, desenvolvido no 
Centro de Pesquisas em Energia Elétrica (CEPEL) foi utilizado para gerar os valores 
considerados como ponto de partida nas simulações. ( 
As funções objetivo mínima perda de potência ativa nas linhas de transmissão e o 
mínimo desvio de tensão de um valor pré-especificado forarn utilizadas neste exemplo.
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Figura 6.9: Diagrama Unifilar do sistema de 34 barras da região sul do Brasil
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Nos estudos realizados considerou-se a solução do fluxo de carga como ponto de 
partida e estabeleceu-se, a partir deste ponto, uma faixa de mais ou menos cinco porcento 
da magnitude inicial, como limites de tensão. Inicialmente aplicou-se o programa de FPO 
com mínima perda como função objetivo. Os resultados obtidos são apresentados na tabela
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6.9, onde são mostrados os valores iniciais e finais da tensão de barra, nas oito barras de 
tensão controlada e nas oito barras de carga que sofreram a maior mudança de “status” sob 
o ponto de vista de magnitude da tensão. 
Tabela 6.9: Solução do sistema de 34 barras com mínima perda de potência ativa 
Barra de tensão controlada Barra de carga 
Nome da 
barra 
tensão 
inicial 
tensão 
final 
ajuste 
(%) 
nome da 
barra 
tensão 
inicial 
tensao 
final 
- ~ vanaçao 
(°/0) 
Ivaiporã_ 1.0350 1.0762 3.82 Maringá 0.9792 1.0292 4.85 
J. Lacerda-A 1.0300 1.0570 2.55 Xanxere 0.9842 1.0334 4.76 
Passo Fundo 1.0200 1 .0642 4.15 Pato Branco 1 .0022 1.0522 4.75 
Salto Osório 1.0350 1.0824 4.38 Figueira 0.9930 1 .0424 4.74 
Sto Santiago 1.0350 1.0741 3.64 C. Mourão 1.0046 1.0545 4.73 
J. Lacerda-B 1.0200 1.0598 3.75 Joinville 1.0137 1.0637 4.70 
GBMunhoz 1.0350 1.0682 3.11 Apucarana 0.9855 1.0336 4.65 
Segredo 1.0300 1 .0724 3.95 Blumenau 1.0443 1 .0942 4.55 
Nesta tabela, os ajustes de tensão das barras de tensão controlada, e as maiores 
variações de tensão nas barras de carga, são expressos em porcentagem. 
O estudo seguinte, consistiu em aplicar o programa de FPO com mínimo desvio de 
tensão do valor inicial como funçãoobjetivo. Como os valores de tensão pré-especificados 
constituem um ponto viável, visto que este satisfaz as restrições de igualdade e é interior, a 
solução final é o próprio ponto de partida. A tabela a seguir resume os valores finais das 
funções objetivo para estas duas simulações realizadas O 
Tabela 6.10: Resultados do fluxo de carga e das simulações “b” e “c”. 
Valor final da solução do FPO com mínima FPO com mínimo 
função objetivo fluxo de carga perda de P. ativa desvio de tensão 
fl 0.9961 0.9164 0.9960 
É 0.0000 0.0668 7.6xl0`7
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Ne tabela 6.10, f¡ é a mínima perda de potência ativa e fz é o mínimo desvio de 
tensão com relação à solução do fluxo de carga. Conforme pode ser visto na tabela 6.10, a 
aplicação do FPO com a mínima perda de potência ativa como função objetivo, resultou 
numa redução de aproximadamente 8 % nas perdas de potência ativa. Agora considere-se a 
seguinte possibilidade: 
Encontrar uma solução que além de reduzir as perdas conduza a um menor 
ajuste nas variáveis de controle, em relação a solução corrente, e produza uma 
menor variação nas variáveis de estado. 
Para alcançar esta meta, será utilizado o programa de FPO com o algoritmo 
proposto considerando a abordagem multi-objetivo. Assim, tomando a mínima perda de 
potência ativa como função objetivo e o mínimo desvio de tensão de um valor pré- 
especificado como restrição, obteve-se os resultados mostrados na tabela 6.11. 
Tabela 6.11: Solução do sistema sul com 34 barras usando o algoritmo 4.1. 
Barra de tensão controlada Barra de carga 
Nome da 
barra 
tensão 
inicial 
tensão 
final 
ajuste 
(%) 
Nome da 
barra 
tensão 
inicial 
tensão 
final 
- ~ variaçao 
(%) 
Ivaiporã 1.0350 1.0553 1.92 Maringá 0.9792 1.0079 2.84 
J. Lacerda-A 1.0300 1.0375 0.72 Xanxere 0.9842 1.0103 2.58 
Passo Fundo 1 .0200 1.0403 1.95 Pato Branco 1.0022 1.0317 2.86 
Salto Osório 1.0350 1.0661 2.91 Figueira 0.9930 1 .0209 2.74 
Sto Santiago 1.0350 1.0531 1.72 C. Mourão 1.0046 1.0344 2.88 
J. Lacerda-B 1.0200 1.0411 2.02 Joinville 1.0137 1.0418 2.69 
GBMunhoz 1.0350 1.0546 1.86 Apucarana 0.9855 1.0122 2.64 
Segredo 1.0300 1.0543 2.30 Blumenau 1 .0443 1 .0720 2.58 
Na tabela 6.11, nos resultados obtidos com a abordagem multi-objetivo utilizou-se 
um fator de ponderação igual a 5. Estes resultados são expressivos, visto que o ajuste
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médio de tensão foi reduzido, de 3,7 %, no caso de mínima perda de potência ativa, para 
1,92 %, enquanto que a variação média de tensão, nas barras consideradas, decresceu de 
4,7 % para 2,7 %. Com relação ao total de perdas' de potência ativa, houve um acréscimo 
de 3,6 % pois, com esta solução, as perdas aumentaram de 0.9164 (pu), no caso da função 
objetivo mínima perda, para 0.9496 (pu). 
6.5 - Resultados Obtidos com a Aplicação do Programa de FPO em 
Sistemas de Pequeno, Médio e Grande Porte 
Numa primeira versão do programa de FPO, implementado em Fortran, utilizou-se 
a subrotina MA28 da Harwell para resolver o sistema linear (5.1). O programa foi usado 
para minimizar as perdas de potência ativa na transmissão, em sistemas testes e reais, com 
o controle da magnitude da tensão nas barras de geração. As simulações fora realizadas 
num microcomputador PC - Pentium II, 300 Mhz, 128 MB de RAM, no ambiente 
Windows. Os resultados obtidos com os sistemas simulados, no que diz respeito a 
características de convergência e tempo computacional, estão resumidos na tabela 6.12. 
Tabela 6.12: Características de convergência para sistemas de pequeno, médio e grande 
porte 
nome do número de número de tempo (seg.) de 
sistema barras iterações processamento 
IEEE- 1 4 14 6 0.08 
IEEE-3 0 30 ó 0.44 
IEEE~5 7 57 9 0.82 
' 
IEEE-118 118 14 1.26 
SS-360 352 16 9.61 
ss-730 730 20 94.36 
SS-2000 1916 23 460.39
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Na tabela 6.12, SS-360, 730 e 2000 se referem ao sistema elétrico interligado das 
regiões sule sudeste do Brasil, isto é, aos sistemas reduzidos de 352, 730 e 1916 barras, 
respectivamente. Os resultados foram obtidos considerando uma tolerância de 10`3 para a 
norma do gradiente e 10`5 para o equivalente parâmetro da função barreira. Em todos os 
casos, a inicialização foi obtida a partir de um fluxo de carga. 
Os tempo de CPU por tarefa, associados aos blocos descritos no algoritmo 5.1, 
estão ilustrado na tabela 6.13, na qual alguns blocos foram agrupados em razão da sua 
pequena parcela de participação no tempo total. 
Tabela 6.13: Tempo de CPU para os blocos do algoritmo 5.1. 
TEMPO DE C.P.U. 
_ 
Blocos segundos percentagem 
1 até 6 0.033 0.73 
7 4.452 99.10 
8 até 10 0.008 0.17 
Total 4.493 100 
Os resultados mostrados na tabela 6.13 referem-se ao sistema de 730 barras, sendo 
os tempos dados por iteração. Nesta simulação cerca de 99% do tempo gasto, numa 
iteração, foi usado para determinar, fatorar e resolver o sistema de equações lineares, e o 
1% restante do tempo foi gasto para realizar as demais tarefas. 
6.6 - Resultados Obtidos com a Aplicação de Transformações Ortogonais 
A abordagem proposta para resolver o sistema de equações lineares, desenvolvida 
no capítulo cinco, prevê o uso de transformações ortogonais. Conforme citado 
anteriormente, uma das vantagens do uso de transformações ortogonais, é a sua 
superioridade para operar matrizes numericamente mal condicionadas. No presente 
trabalho, o método de Householder foi empregado para realizar a fatoração QR da matriz 
J acobiana transposta. O exemplo descrito a seguir ilustra este aspecto.
`
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Considere-se o sistema de seis barras de Ward e Hale [Ward,1956], cujo diagrama 
unifilar e dados da rede elétrica estão no apêndice C. Nesta seção, este sistema-teste é 
analisado com o programa de FPO, com o controle das tensões visando minimizar as 
perdas de potência ativa na transmissão. Com relação aos limites mínimo e máximo das 
magnitude da tensão, a seguinte situação extrema' foi adotada: 
a) Para as barras de tensão controlada: . 
Vmáx = 1.06 (pu) , e Vmin = 0.90 (pu); 
b) Para as barras de carga: 
Vmáx = 1.05 (pu), e Vmin = 0.8858 (pu); 
Além disto, os “taps” dos transformadores foram considerados unitários. 
A versão do programa de FPO que faz uso da subrotina da Harwell na solução do 
sistema linear foi empregada sem sucesso na solução deste problema. Nesta simulação, o 
processo não convergiu no número máximo de iterações, fixado em cinqüenta, e finalizou 
com uma mensagem de erro tipo “overflow”. 
Este mesmo caso foi simulado com sucesso com a versão do programa que faz uso 
das transformações-ortogonais. Os resultados da simulação, cujo processo convergiu em 
seis iterações, estão resumidos no relatório a seguir. 
------------ -- VARIÁVEIS DE BARRA ---------------------- 
TENSÃO GERAÇÃO cARcA REAr1vo 
No. BARRA TIPO MODULO/ Mw/ Mw/ SHUNT 
Nome ANGULO MVAR MVAR MVAR 
1 6 0 .914 .oo 50.00 
-.62 .00 5.00 .00 
2 5 0 .886 .oo 30.00 
-.97 .oo 18.00 .00 
3 3 0 .913 .00 55.00 
-1.58 .00 13.00 .00 - 
4 4 0 .933 .00 .00 
1.88 .00 .00 .00 
5 2 1 1.060 50.00 .00 
8.46 20.46 .00 .00 
6 1 2 1.060 95.70 .00 
11.49 52.43 .00 .00 
Perdas de potência ativa nas linhas = 10.70 
Demanda total de potência ativa = - 135.00 
Geração total de potência ativa = 145.70
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Analisou-se, com auxílio do software Matlab, o motivo do insucesso da versão do 
programa de FPO que faz uso da subrotina da Harwell. Verificou-se que o estreitamento da 
faixa de limites da magnitude das tensões toma a matriz de coeficientes do sistema linear 
mal condicionada. A tabela 6.14 mostra o número de condicionamento da matriz de 
coeficientes, por iteração, obtido com o Matlab na versão do programa desenvolvido neste 
ambiente. 
' 
.
_ 
Tabela 6.14: Variação do número de condicionamento da matriz de coeficientes. 
iteração 1 2 3 4 5 6 7 8 9 
número 
de 1.4°*°3 2.1*°° 1.óf*°f 2.1°*°* s.9**°9 3.9* 9.s°*'° 1.3**” 1.7” 
condicionamento 
No processo iterativo correspondente a este caso, a partir da nona iteração obteve-se 
a seguinte mensagem: . 
Warning: Matrix is close to singular or badly scaled. 
Observe-se que o condicionamento da matriz do sistema vai piorando a cada 
iteração o que certamente conduz a problemas na solução do sistema linear. 
A tabela a seguir apresenta resultados obtidos com os sistemas teste de 14 até 118 
barras do IEEE. 
Tabela 6.15: Resultados obtidos com os sistemas de 14 até 118 barras 
Com fatoração LU Com fatoração QR 
nome do 
sistema 
ordem n. de n. de n. de n de 
(H) flops/n3 itera ões flops/n3 iteraçoesÇ 
IEEE- 1 4 50 0.366 1.394 
IEEE-3 0 113 0.345 1.360 
IEEE-57 220 0.382 1.347 
IEEE-1 1 8 437 0.355 1.340
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Na tabela 6.15, n é a dimensão da matriz do sistema linear. As colunas três e cinco 
apresentam o número de operações em ponto flutuante, obtido com auxilio do Matlab, para 
as versões do programa de FPO que fazem uso da fatoração LU e QR, respectivamente. 
Estas medidas foram tomadas para o problema de minimizar perdas de potência ativa com 
controle da tensão. Nas colunas quatro e seis, apresenta-se o número de iterações que, para 
as duas versões implementadas, é o mesmo conforme esperado. As simulações foram 
realizadas num microcomputador PC - Pentium II, 300 Mhz, 128 MB de RAM, no 
ambiente Windows. Nesta tabela não se apresenta os tempos de CPU obtidos com a 
subrotina que executa a solução do sistema linear via fatoração QR. Desde que na 
aplicação da fatoração QR visou-se prioritariamente observar a robustez da solução do 
FPO, nas implementações não foram utilizadas técnicas de ordenação ou qualquer 
estratégia para reduzir o tempo de CPU. 
6.7 - Conclusões e Considerações 
Neste capítulo foram apresentados os principais resultados obtidos referentes aos 
algoritmos implementados, incluindo abordagem multi-objetivo, o uso de transfonnações 
ortogonais e a aplicação do programa de FPO a sistemas de grande porte. 
Com relação aos algoritmos de barreira primal-dual e o de redução de ftmção 
potencial, estes apresentam desempenho bem parecidos no que diz respeito ao número de 
iterações. Os testes realizados com problemas gerais de otimização assim como com o 
problema de FPO mostram que o primeiro algoritmo, isto é o de barreira primal-dual, é 
bastante sensível ao ajuste do parâmetro da função barreira enquanto que o algoritmo de 
redução de função potencial demonstra ser mais tolerante em relação ao ajuste do 
parâmetro de centralização. 
A implementação do cálculo do passo ótimo, através da regra de Armijo, mostrou- 
se bem sucedida na solução do exemplo 3.1 modificado. Entretanto, nas simulações 
realizadas com o problema de FPO nenhuma vantagem foi conseguida com a inclusão 
deste cálculo.
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As diferenças dos algoritmos de barreira primal-dual e o de redução de função 
potencial, vistas em relação as variáveis de otimização primais, foram evidenciadas com a 
aplicação do FPO ao sistema teste de 14 barras do IEEE. Uma observação interessante é 
que os ângulos de fase das tensões aproximam-se dos valores finais logo na primeira 
iteração, para o algoritmo de barreira primal-dual, ou na segunda iteração no caso do 
algoritmo de reduçãolde função potencial. 
A viabilidade da implementação de um FPO multi-objetivo foi avaliada na seção 
6.4. Os testes realizados no sistema reduzido a 34 barras da região sul do Brasil mostram as 
vantagens da solução encontrada com esta abordagem. A solução que atende aos dois 
critérios otimizados simultaneamente, a mínima perda de potência ativa na transmissao e 
ao mínimo desvio de tensão da solução corrente, apresenta-se atrativa principalmente 
devido aos aspectos de redução nos ajustes dos controles e nas variações das tensões, 
seguida do aspectos econômicos, pois a redução das perdas não é tão expressiva. 
A superioridade dos métodos ortogonais na solução de sistemas de equações 
lineares, foi demonstrada no exemplo apresentado na seção 6.7. O uso da fatoração LU 
mostrou-se vulnerável na solução' do sistema linear mal condicionado. O emprego da 
fatoração QR via Householder associado a técnica de decomposição do sistema linear 
aumentado mostrou um bom desempenho na solução de problemas mal condicionados 
numericamente.
Capítulo 7 
Conclusões e Recomendações para Futuros 
Trabalhos 
No desenvolvimento da presente pesquisa, foram apresentadas algumas 
contribuições ao Fluxo de Potência Ótimo com o objetivo de minimizar as dificuldades 
associadas a implementação deste aplicativo na Operação de Sistemas Elétricos em tempo 
real. Apresentou-se a teoria do algoritmo de Redução de função potencial, seguido da sua 
aplicação ao problema de FPO, cujos resultados obtidos nos testes demonstram robustez e 
consistência. A versão Multi-Objetivo do FPO, tomou este programa flexível no auxílio à 
tomada de decisão em situações de conflito de objetivos. Finalmente, o emprego de 
transformações ortogonais deu maior robustez, do ponto de vista numérico, ao programa 
desenvolvido. 
7.1 - Conclusões 
Os resultados obtidos com o algoritmo de redução de função potencial demonstram 
sua robustez e excelente desempenho na solução do problema de FPO. Os principais 
aspectos positivos deste algoritmo são: 
0 O desenvolvimento do algoritmo é motivado por uma função de mérito do tipo 
redução potencial. A partir da redução de função potencial desenvolveu-se uma 
regra para o cálculo do passo ótimo. As análises de convergência e 
complexidade podem ser desenvolvidas a partir desta função de mérito 
[Wang,1995]. Portanto, este algoritmo apresenta uma teoria consistente tendo
ll5 
em vista que os aspectos teóricos e práticos são dirigidos por uma função de 
mérito; 
A aplicação deste algoritmo na solução do problema de FPO, desenvolvida no 
capítulo 3, tomou possível a redução do sistema linear representado na equação 
(3.68);
' 
O algoritmo proposto é robusto com relação ao ajuste de constantes tais como o 
parâmetro B, o qual foi definido como uma medida do centro analítico do 
conjunto viável;
` 
As curvas- descritas pelas variáveis primais V e õ, durante o processo de 
convergência, mostradas no capítulo de resultados, definem uma trajetória suave 
na região de viabilidade; 
A inclusão do cálculo do passo ótimo, através da regra de Armijo, não trouxe 
benefícios apreciáveis ao problema de FPO, com a função objetivo mínima perda 
de potência ativa. Entretanto, a inclusão deste cálculo toma o algoritmo mais 
robusto, tendo em vista que a condição de Armijo garante que o decréscimo da 
função objetivo é, em certo sentido, proporcional ao tamanho do passo. Por outro 
lado, o custo computacional associado à inclusão deste procedimento é pequeno, 
pois, conforme os resultados obtidos, o tempo gasto para avaliar a função de 
mérito representa menos de 1% do tempo gasto, numa iteração. 
O FPO multi-objetivo apresenta-se atrativo na solução de problemas reais. Esta 
abordagem tomou possível a otimização simultânea das funções mínima perda de potência 
ativa e mínimo desvio de tensão. Os principais resultados desta abordagem são: 
Com a abordagem proposta neste trabalho, obtém-se uma solução do problema 
multi-objetivo em uma única etapa ao contrário dos métodos convencionais onde 
a otimização multi-objetivo é, geralmente, realizada em duas etapas. Na primeira 
gera-se um conjunto de soluções, chamadas de soluções de Pareto. E na etapa
ll6 
seguinte, escolhe-se uma destas soluções a atual é denominada solução de 
compromisso. 
A metodologia proposta com a abordagem multi-objetivo foi implementada com 
sucesso na otimização simultânea das funções mínima perda de potência ativa e 
mínimo desvio de tensão de um valor pré-especificado. ' 
Do ponto de vista prático, a solução de um FPO multi-objetivo é mais atrativa, 
pois os resultados considerando-se as funções objetivo mínima perda e mínimo 
desvio de tensão, reduzem os ajustes dos controles e nas variações de tensão. 
Demonstrou-se que a solução de um problema multi-objetivo é uma solução de 
Pareto e, desta forma, será uma solução de compromisso entre as funções 
objetivo consideradas. Portanto, do ponto de vista econômico, a solução de um 
FPO multi-objetivo é a solução de compromisso entre a mínima perda de 
potência ativa e mínimo desvio de tensão de um valor especificado. ' 
O uso de métodos ortogonais na solução do sistema linear na solução do problema 
de FPO, toma o processo iterativo mais robusto do ponto de vista numérico. 
As características especiais da matriz de coeficientes do sistema linear tomaram 
viável a decomposição do sistema aumentado em sistemas de tamanho reduzido. 
Esta decomposição foi possível devido a presença do bloco nulo, na parte 
inferior esquerda da matriz de coeficientes. 
Utilizou-se 0 método de I-Iouseholder, com relativo sucesso, para realizar a 
fatoração QR da matriz J acobiana transposta, junto com estratégia proposta para 
solução do sistema de equações lineares descrita no capítulo cinco. Os resultados 
obtidos confinnaram a superioridade desta técnica, do ponto de vista numérico, 
em relação à fatoração LU.
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O desenvolvimento do programa de FPO em linguagem de programação Fortran 90, 
possibilitou a aquisição de experiência com a aplicação em sistemas de grande porte. Com 
base nos resultados obtidos conclui-se:
u 
0 Os recursos e facilidades do Fortran 90, possibilitaram a implementação do 
programa de FPO usando-se os conceitos de programação orientada a objetos. 
0 Este novo estilo de programação, foi explorado com sucesso nas 
implementações. O tempo total gasto para minimizar as perdas na transmissão 
em um sistema com 730 barras, com o processo iterativo tendo convergido em 
21 iterações, foi de aproximadamente 4.5 segundos. 
0 A tarefa que requer a maior parcela de tempo computacional num programa de 
FPO é a resolução do sistema linear, descrito no bloco de número 7 do algoritmo 
5.1. Nos testes realizados em sistemas de grande porte, cerca de 99% do tempo 
eram absorvidos neste cálculo quando a subrotina da Harwell foi utilizada. 
7.2 - Recomendações para Futuros Trabalhos 
Os resultados desta pesquisa podem ser aprimorados ou servir como ponto de 
partida para outros futuros trabalhos de pesquisa. Estes principais aspectos são descritos a 
seguir: 
O custo computacional, isto é, o tempo de CPU associado ao uso de transformações 
ortogonais na estratégia proposta para solução do sistema de equações lineares, pode ser 
reduzido. Para tanto, um investimento maior deve ser feito no desenvolvimento de uma 
estrutura especializada na fatoração QR, via Householder. Esta estrutura computacional, 
deve fazer uso do recursos e facilidades do Fortran 90, junto com os conceitos de 
programação orientada à objetos.
` ll8 
Outro fator que deve ser investigado é a estratégia de ordenação para preservar a 
esparsidade no uso de métodos ortogonais. A possibilidade do uso da fatoração com blocos 
também é recomendada. 
Considera-se que a otimização multi-objetivo, para problemas não-lineares, é uma 
área da programação matemática incipiente porém em pleno desenvolvimento. Com 
relação ao presente trabalho iniciado, recomenda-se a extensão do desenvolvimento da 
abordagem multi-objetivo para outras funções objetivo, como por exemplo o mínimo custo 
de geração e a mínima perda de potência ativa. Alem disto, a experiência com a aplicação 
desta abordagem para um número de funções objetivo maior que dois e sua generalização 
são temas de pesquisa recomendável.
Apêndice A 
Detalhes de Implementação do Fluxo de Potência Ótimo em 
Linguagem de Programação Fortran 90 
Com o objetivo de viabilizar a metodologia estudada no capítulo cinco, foi 
desenvolvido um programa de computador, em linguagem de programação Fortran 90, para 
o cálculo do fluxo de potência ótimo. Este programa foi implementado em duas versões: a 
primeira usa a subrotina da Harwell para resolver o sistema linear descrito pela equação 
(5.l); a segunda versão faz uso de técnicas de transformações ortogornais, 
introduzidas no 
capitulo cinco, para resolver o referido sistema linear. Estes programas foram aplicados na 
solução de problemas de sistemas elétricos de pequeno, médio e grande porte. Alguns 
detalhes de implementação serão comentados a seguir. 
No que diz respeito a linguagem de programação utilizada nas implementações a 
escolha recaiu no Fortran. O novo padrão Fortran, conhecido como Fortran 90, é uma 
linguagem de programaçao moderna e bastante poderosa [Decyk,1997]. Sua versão mais 
atual possui novas facilidades, incluindo-se os mais recentes conceitos de Programação 
Orientada a Objetos (POO) [Pappas,l99l; Marshall,l997]. 4, 
A programação orientada a objetos surgiu como uma alternativa para lidar com os 
problemas associados ao desenvolvimento, manutenção e atualização de grandes 
programas. A POO introduziu novos conceitos no ambiente de programação tais como o de 
Abstração de dados, de Encapsulamento, de Polimorfismo e de Herança [Marshall,l997; 
Decyk,l997; Pappas,l99l]. Uma descrição completa do Fortran 90 incluindo os conceitos 
de programação orientada a objetos é encontrada na referência [Marshall,l997]. A 
abstração de dados com o uso de estruturas “type” ou tipos derivados é uma das facilidades 
de POO introduzidas pelo Fortran 90. Usando estes novos conceitos propõe-se uma 
estrutura individualizada para os principais elementos do sistema elétrico, isto é as barras e 
OS I'ãI1'10S.
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O trecho do programa a seguir descreve a implementação dos objetos tipo barra e 
tipo linha. 
'TYPE buz 
integer : 
integer : 
character(len=l2): 
integer : 
real(8) : 
real(8) : 
real(8) : 
real(8) : 
real(8) : 
real(8). : 
real(8) : 
real(8) : 
.real(8) : 
END TYPE buz 
TYPE (buz),allocatable : 
TYPE transformador' 
integer 
real 
real 
real 
END TYPE transformador 
TYPE ramo 
integer 
integer 
integer 
integer 
integer 
real(8) 
. real(8) 
real(8) 
TYPE(transformador) 
real 
real 
END TYPE ramo 
TYPE(ramo), allocatable :: linha
n 
num 
nome 
tipo
v 
vmax 
vmin 
ang 
PQ 
QQ 
pd 
qd 
qreat 
barra(:) 
‹ z 
numero de seqüência 
numero da barra 
nome da barra 
tipo de barra 
tensão de barra 
tensão máxima de barra 
tensão mínima de barra 
angulo da tensão 
potência ativa gerada 
potência reativa gerada 
potência ativa demandada 
potência reativa demandada 
reator shunt 
controle 
tap 
tmax 
tmin
n 
circ
o
d 
tipo
r
x 
bsh 
trafo 
flnorm . 
flemer . 
H) 
! tap do trafo 
! tap máximo 
! tap mínimo 
_ n. do circuito 
identificação 
origem 
destino 
_ tipo de elemento 
_ resistência série 
reatância série 
. susceptância shunt 
tipo trafo 
fluxo normal 
fluxo de emergência 
A conexão das barras é feita através de ramos, denominação atribuida a elementos 
da rede tais como linhas de transmissão e transfonnadores. Assim, cada objeto do tipo 
barra está conectado a vários objetos do tipo ramo simultaneamente, o que torna necessário 
o projeto de uma estrutura dinâmica de dados responsável por estas conexões. Na presente 
implementação, optou-se em atender a este requisito num objeto associado à matriz 
admitância de barras. A figura C.1 ilustra o mecanismo de conexão dos objetos barra e 
ramo organizados numa estrutura proposta para a matriz admitância de barras, representada 
pelo objeto tipo y_ba1ra.
\
A 
elemento J J 
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- Figura A.1: Estrutura do objeto matriz admitância de barras. 
I vam ~ B 
elemento ¡/ anÇa\, 
própno próprio 
Yíâ Y. _ 
mútuo 
Yij 
Nesta figura, a vizinhança se refere ao conjunto de barras adjacentes à barra 
considerada. O fragmento de código fonte a seguir descreve a implementação do objeto 
y_barra em suas principais partes. 
TYPE proprio 
integer :: grau ! nu. de vizinhos 
integer,POINTER :: vizinha(:) ! vizinhos 
' real(8) :: g ! condutância própria 
real(8) :: b ! susceptância própria 
END TYPE proprio 
TYPE mutuo 
integer :: lin indicador linha 
integer :: col indicador coluna 
real(8) condutância mútua 
real(8) :: b susceptância mútua 
END TYPE mutuo 
TYPE(proprio),allocatable :: yp(:) 
TYPE(mutuo),allocatable :: ym(:) 
LO 
Ponteiros e arranjos dinâmicos são duas facilidades do Fortran 90. Os ponteiros 
podem ser associados a tipos definidos pelo usuário, para criar estruturas de dados 
dinâmicas como as listas encadeadas. A criação de listas ou arranjos alocados 
dinamicamente na memória do computador é uma das evoluções introduzidas no Fortran 
90. O uso destes recursos permite que o programa se adapte de forma adequada à dimensão 
do problema. Assim, a quantidade de memória alocada é aquela realmente necessária ao 
armazenamento dos dados e à execução do programa. Desta forma, evita-se o 
dimensionamento prévio 
_ 
de vetores de dimensão elevada, os quais ficam sujeitos ao
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superdimensionamento, no caso de sistemas de pequeno porte, ou impõe limitações aos 
recursos do programa.
` 
Na programação orientada a objetos, os dados passam a ser os elementos ativos, 
uma vez que possuem as subrotinas que os manipulam contidas em sua própria estrutura. 
Esta filosofia de agrupamento em uma estrutura única para os dados e subrotinas 
denomina-se Encapsulamento. No Fortran 90, a Encapsulamento é realizados em 
“modules” que são pacotes ou módulos, definidos pela linguagem, que podem conter 
declaração de variáveis, tipos definidos pelo programador, subrotinas e funções genéricas. 
A figura a seguir mostra o diagrama esquemático de um módulo. 
Figura A.2: Diagrama esquemático de um módulo em Fortran 
MODULE modulo 
I Definição de tipos 
I Declaração de dados globais 
CONTAINS 
I Subrotínas 
I Funções 
END MODULE modulo 
Os módulos são acessíveis em qualquer parte do programa, caso seja desejado, 
através do comando USE. O trecho do programa a seguir, mostra a Encapsulamento do tipo 
definido para a matriz Hessiana. 
MODULE Hessiana 
TYPE proprio 
real(8 hl _ elemento diagonal_hl 
real(8 h2 . elemento diagonal_h2 
real(8 h3 . elemento diagonal_h3 
real(8 h4 . elemento diagonal_h4 
END TYPE proprio 
`z 
`.z 
`z 
\.z 
.. 
.. 
.. 
.z 
.. 
1. 
..
..
TYPE (proprio) , ALLOCATABLE
I 
TYPE mutuo 
integer :: 
integer :: 
real(8) :: 
real(8) :' 
real(8) :. 
real(8) :: 
END TYPE mutuo
I 
TYPE(mutuO),ALLOCATABLE
1 
lin 
col 
hl 
h2 
h3 
h4 
hP(=) 
hm(:) 
indice de linha 
índice de coluna 
elemento hl 
elemento h2 
elemento h3 
elemento h4 
END MODULE Hessiana 
Neste exemplo, os elementos da diagonal, da matriz Hessiana são armazenados no 
tipo definido próprio e os- elementos fora da diagonal no tipo definido mútuo. 
O Polimorfismo representa a capacidade de vários objetos diferentes possuírem 
métodos com o mesmo nome, geralmente, associados a uma tarefa semelhante. Isto 
permite uma padronização das mensagens com a mesma finalidade para objetos distintos 
[Pappas,199l]. A Herança é a capacidade do objeto *herdar as características de um objeto 
antecessor, isto é, que lhe deu origem. A herança toma possível a especialização de objetos 
descendentes com a inclusão de novas características ao objeto herdeiro [Pappas,l99l]. 
Estes conceitos, apesar de pouco usados durante as implementações, são citados aqui 
visando ilustrar a terminologia da POO. _ 
É importante ressaltar que o Fortran 90 é compatível com o Fortran 77. Assim, a 
evolução para este novo estilo de programação pode ser realizada de forma mais suave, em 
relação a trabalhos anteriormente desenvolvidos [Vanti,l998]. Um exemplo disto foi o uso 
da subrotina MA28 da Harwell, escrita em Foitrarn 77, numa das versões do programa 
escrito em Fortran 90.
CEPEL - CENTRO DE PESQUISAS DE ENERGIA ELETRICA - PROGRAMA DE ANALISE DE 
REDES - V03-05/87 Sistema Sul - 
Apêndice B 
Dados do Sistema Sul Reduzida a 34 Barras 
barras - 5 geradores e 6 transformadores (sistema reduzido) 
DADOS DE BARRA AC 
x ------------------ - -x -x - - - - - - --x 
BARRA BARRA TENSAO GER MW GER MVAR CARGA 
SHUNT -x 
------------- - -X --- -x -x 
x ----- --x ----- --x --- -x --- -x -x NUM. NOME TP AR CONT. MOD ANG 
GT ESPEC MIN ESPEC MAX MW MVAR MVAR
X x----x ---------- --x -X -x-----x- ---x 
1047 
1069 
1041 
962 
1057 
1010 
939 
1015 
960 
829 
934 
1210 
1034 
884 
834 
943 
1029 
878 
868 
954 
1050 
1228 
1006 
999 
1060 
933 
959 
956 
976 
938 
824 
856 
995 
1028 
SALTO OSORIO 
XANXERE 
PASSO FUNDO 
FARROUPILHA 
SIDEROPOLIS 
J.LACERDA B 
BLUMENAU-230 
JOINVILLE 
CURITIBA-230 
PONTA GROSSA 
AREIA-230 
GRAVATAI~230 
PALHOCA-230 
FIGUEIRA-230 
S.M.SUL -230 
CANOINHAS230 
LONDRINA-230 
APUCARANA230 
MARINGA -230 
C.MOURAO-230 
P.BRANCO~230 
N.PRATA -230 
J.LACERDA-A 
IVAIPORA 
STO.SANTIAGO 
AREIA-525 
CURITIBA-525 
CAMPOS NOVOS 
GRAVATAI-525 
BLUMENAU-525 
GBMUNHOS 
SEGREDO 
ITA - 525 
LONDRINA-525 
OO?-'P-'OOOOOP-'|\)P-'OOOOOOOOOOOOOOOOPOOPOP 
I-'H'P¬'I-'|~"|-'I-'P-'P-*P-'›-'P-*I-'P-'P*!-'Y-*P-'P-*PJI-'I-'I-'I-'Pk-^)-*|-'i-'PJF-D-*P-*I-* 
OOOOOOOOOOOOOOOOOOOOOOP-'OOOOOOOAOOOO 
F-'l-')-*P-*i-*PP-'D-*Fri-'P-*I-'P*|-'k4b-'b-'I-*i-*I-'D-4h41-'P-'I-*P-^P*!-'P-'P-'P-'O-'P*!-' 
.035 
000 
.020 
000 
.000 
020 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
030 
035 
035 
000 
000 
000 
000 
000 
035 
030 
000 
000 
OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO 
x--x-- 
OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO 
600 
180 
I-' D-' O 
U1 O 
64 
800. 
500
O 
O
O
0 
OOOOOOOOOOOOOOOOOOOOOOOOOOO 
0
O
0 
.0 
-9999 
-9999 
-999 \.0 
-9999. 
-9999. 
-9999 
-9999 
-9999
0 
0 
0 
OOOOOOOOOOOOOOOOOOO 
0
0
O 
OOOOO 
O 
0
O
O 
0
0
0 
OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO 
99999 
99999 
9999 
99999. 
99999. 
99999. 
99999. 
99999 
LD 
O
O
0 
OOOOOOOOOOOOOOOOOOO
0 
0
O 
OOOOC)
0 
0 
O
0 
242 
322 
284 
181 
131 
333 
237 
408 
124 
27 
91 
99
7 
44 
194 
97 
105. 
77 
36 
197 
O
5
1
7 
0
0
1
0 
3
0 
0 
O
5
7
8
9 
3 
2
2
0 
0
0
6 
OOOOOOOOOOO 
15 
85 
37 
69 
63 
165. 
99 
128 
-6 
-¡>\0 
\)l\)\D\J 
32 
20 
20 
31 
12
1 
U1 LJ
0
7
9 
6
3 
0
0
6
8 
0 
HDUSOWÓ-“OQ
5
9
5
0
8 
OOOOOOOOOOOP-'O 
-300 
-100. 
-150. 
-300 
N O O 
OOOOOOOOOOOOOOOOOOOOOOOOOO 
0
O
0 
OOO
O
0
DA0os DE cIRcU1To Ac 
x -------------- - -x 
DA P/ 
BARRA BARRA CIRC P 
x-----x ----x-----x-x 
934 
934 
1047 
1069 
1069 
1041 
962 
962 
962 
‹1057 
1057 
1010 
1010 
939 
939 
939 
1015 
1015 
960 
834 
834 
829 
1047 
1069 
1041 
1228 
1034 
1047 
1047 
868 
1029 
878 
934 
939 
1029 
933 
999 
1060 
933 
933 
960 
960 
933 
956 
1210 
1210 
1210 
959 
933 
933 
933 
1060 
976 
999 
868 
829 
878 
1047 
1047 
1069 
1041 
1041 
962 
1057 
1210 
1210 
1010 
1010 
939 
1006 
1015 
1015 
1034 
960 
960 
834 
943 
934 
934 
1050 
1050 
1228 
962 
1006 
954 
954 
954 
878 
954 
933 
938 
1028 
999 
1060 
856 
959 
959 
959 
959 
956 
976 
976 
976 
976 
938 
824 
824 
856 
995 
995 
1028 
878 
884 
884 
OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO 
UUUUUUUUUUUUUUUUUUUUUUUUUUCJUUUUUUCJUUOUUUUUUUUUUUUUUUUUUUU 
RESIST REATAN 
(95) (%) 
_ _ _ _ __X________X_ 
3.04 15.74 
3.04 15.72 
3.07 15.89 
1.50. 7.78 
1.50 7.78 
4.62 23.48 
3.85 19.94 
1.65 8.45 
1.65 8.45 
.90 4.64 
.96 4.84 
3.74 19.36 
.01 4~,70 
1.27 6.57 
1.28 6.57 
2.53 13.13 
1.89 9.78 
1.90 9.70 
2.21 11.48 
.91 4.71 
2.46~ 12.65 
3.46 18.07 
1.63 8.34 
1.51 7.73 
2.30 11.88 
2.30 11.88 
2.28 11.83 
3.43 17.78 
3.43 17.78 
1.51 7.84 
.34 4.07 
2.17 11.23 
.03 1.21 
.03 1.15 
.04 1.21 
.16 2.01 
.15 1.94 
.05 .7o 
.22 2.73 
.24 2.98 
.03 1.16 
.03 1.17 
.16 2.05 
.25 3.09 
.03 1.22 
.04 1.14 
.04 1.22 
.13 1.60 
.01 .13 
.01 .12 
.05 .7o 
.17 2.17 
.32 3.98 
.11 1.39 
1.10 5.68 
2.59 13.48 
2.18 11.35 
27 
27 
27 
13 
13 
41 
34 
14 
14 
-7
8 
32
1 
11 
11 
22 
16 
17 
19
8 
21 
30 
14 
13 
20 
20 
20 
30 
30 
13 
13 
19 
245 
236. 
839. 
334 
363 
250 
377 
195 
15 
15 
83 
265 
485 
170
9 
22 
19 
120 
090 
370 
400 
380 
370 
320 
510 
510 
980 
350 
280 
300 
210 
520 
550 
840 
030 
690 
080 
710 
150 
640 
750 
470 
470 
.310 
550 
610 
490 
160 
330 
000 
000 
000 
800 
970 
200 
000 
000 
000 
000 
.200 
400 
000 
000 
000 
900 
160 
430 
920 
160 
720 
340 
790 
610 
050 
000 
000 
.000 
.000 
000 
000 
.000 
000 
000 
000 
000 
000 
000 
000 
.000 
.000 
000 
000 
.000 
.000 
000 
.000 
000 
.000 
000 
000 
.000 
.000 
.000 
000 
.000 
.000 
991 
152 
949 
.000 
.000 
000 
.000 
.000 
.065 
065 
.000 
.000 
.036 
.036 
.036 
.000 
.000 
000 
.000 
.000 
.000 
.000 
.000 
.000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
.000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
.000 
ooo 
000 
ooo 
ooo 
ooo 
ooo 
000 
ooo 
000 
000 
000 
ooo 
ooo 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
.000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
x --------- - -x 
suscsp T A P ANG BARRA 
(MVAR) 88880 MIN MAX DEFAS coNT 
x ---x ---x ---x -x-----x 
OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO 
OOOCJOOOOOOOOCDOOOOOOOOOOOOOOOOOOOOOO
0 
0 
O 
0
0 
0 
0 
O
0 
(DOO
0 
0 
O
0 
O 
0
0 
0 
0
0 
CAPAC 
(MVA) 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
318.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
132.0 
600.0 
600.0 
672.0 
1100.0 
1100.0 
1100.0 
1100.0 
1100.0 
600.0 
600.0 
1100.0 
1100.0 
600.0 
600.0 
600.0 
1100.0 
1100.0 
1100.0 
1100.0 
1100.0 
1100.0 
1100.0 
1100.0 
1100.0 
1100.0
x --------------- -- D 
RELATORIO COMPLETO DO SISTEMA * AREA 1 'k 
A D O S - B A R R A 
DA BARRA TENSAO GERACAO INJ EQV CARGA LINK DC SHUNT» 
x ---------- -- F L 
NUM. TIPO 'MOD/ MW/ MW/ MW/ MW/ MVAR/ PARA BARRA 
NOME ANG MVAR MVAR MVAR MVAR EQUIV NUM. NOME 
824 1 
GBMUNHOS 
829 0 
PONTA GROSSA 
834 0 
S.M.SUL -230 
856 Y 1 
SEGREDO 
868 0 
MARINGA -230 
878 0 
APUCARANA230 
884 0 
FIGUEIRA-230 
933 0 
AREIA-525 
934 0 
AREIA-230 
938 0 
BLUMENAU-525 
939 0 
BLUMENAU-230 
943 0 
CANOINHAS230 
`954 0 
C.MOURAO-230 
956 O 
1.035 
-1.5 
1.004 
-18.2 
1.016 
-10.3 
1.030 
.9 
.980 
-15.2 
.986 
-12.9 
.993 
-19.1 
1.037 
-1.8 
1.033 
-4.0 
.932 
-15.6 
1.036 
-19.5 
.999 
-11.3 
1.005 
-13.7 
1.087 
800 
-388 
500. 
-681. 
124 
-6 
I\)`l 
105 
31 
97 
20 
99 
-2 
333 
165 
44 
32 
77 
12 
0
0
0
0 
O\GJ 
0
0 
2
5
2
9
7 
6
0
O 
0
0
0 
0
1
O 
9 
9
0
0
0 
x ---------- --x -----x ---- --x ----- --x ---- - -x x x----x 
-118. 
933 
933 
884 
934 
934 
943 
960 
933 
1060 
878 
954 
868 
884 
954 
1029 
829 
878 
824 
824 
856 
934 
956 
959 
959 
999 
829 
834 
933 
1047 
1047 
939 
959 
938 
1010 
1015 
1015 
1034 
834 
868 
878 
1047 
1047 
AREIA-525 
AREIA-525 
FIGUEIRA-230 
AREIA-230 
AREIA-230 
CANOINHAS230 
CURITIBA-230 
AREIA-525 
STO.SANTIAGO 
APUCARANA230 
C.MOURAO-230 
MARINGA -230 
FIGUEIRA-230 
C.MOURAO-230 
LONDRINA-230 
PONTA GROSSA 
APUCARANA230 
GBMUNHOS 
GBMUNHOS 
SEGREDO 
AREIA-230 
CAMPOS NOVOS 
CURITIBA-525 
CURITIBA-525 
IVAIPORA 
PONTA GROSSA 
S.M.SUL -230 
AREIA-525 
SALTO OSORIO 
SALTO OSORIO 
BLUMENAU-230 
CURITIBA~525 
BLUMENAU-525 
J.LACERDA B 
JOINVILLE 
JOINVILLE 
PALHOCA-230 
S.M.SUL -230 
MARINGA -230 
APUCARANA230 
SALTO OSORIO 
SALTO OSORIO 
U X O S - L I N H A S 
0
O 
0
O
0 
0
O 
0
0
0
0 
OOOO 
0 
0 
OOOOOOOO 
OOOOO 
0
0 
OOOOO 
0 
OOOO
3
4 
-136
7 
-2 
-2 
-3 
-4 
-7 
3 
1
5
5 
-1
1 
-3
5 
84 
15 
12 
89 
45 
36 
07 
07 
67 
37 
68 
89
9 
64 
12 
87 
84 
15 
05 
42 
91 
91 
41 
61 
42 
91 
41 
53 
53 
01 
-501 
-500 
65
1
1 
97 
44 
37 
-9 
52 
52 
FLUXOS 
CIRC MW MVAR TAP 
x--~-x ---- x -----x-----x 
.7 - 
.3 - 
.2 
.2 
.8 
.2 
.9 
.8 - 
.8 - 
.9 
.3 
.4 
.4 
.0 
.0 
.2 
.5 
.5 
.1 
.4 
.2 
.4 - 
.2 
.6 
.5 - 
.9 
.8 
.9 
.6 
.7 
.4 
.4 - 
.2 - 
.7 
.8 
.9 
.7 
.9 
.7 
.0 
.8 
.8 
185 
202 
-6 
12 
-2 
26 
-26 
179 
502 
-1 
-30 
-5 
-27 
-27 
40 
-16 
18 
171 
188 
123 
-53 
397 
54 
19 
107 
-8 
-10 
66 
-23 
-23 
270 
270 
227 
-17 
38 
38
2 
-32 
18
9 
-19 
-19 
.991 
1.152
CAMPOS NOVOS 
959 0 
CURITIBA-525 
960 0 
CURITIBA-230 
962 o 
FARROUPILHA 
976 0 
GRAVATAI-525 
995 0 
ITA - 525 
999 2 
IVAIPORA 
1006 1 
J.LACERDA-A 
1010 1 
J.LACERDA B 
1015 0 
JOINVILLE 
1028 0 
LONDRINA-525 
1029 O 
LONDRINA-230 
1034 0 
PALHOCA-230 
1041 1 
PASSO FUNDO 
1047 1 
SALTO OSORIO 
-4.0 
.974 
-10.7 
1.028 
-12.8 
1.068 
-15.9 
1.092 
-6.8 
1.064 
-1.5 
1.035 462 
.0 -182 
1.030 50 
-26.9 217 
1.020 
_ 
110 
-26.4 -127 
1.007 
-19.2 
1.038 
-3.5 
.982 
-6.4 
1.001 
-26.4 
1.020 180 
-23.5 62 
1.035 600. 
-8.6 16 
408 
128 
181 
69 
197 
53 
237 
99 
194 
20 
91 
49 
284 
37 
242. 
15 
-284 
-179. 
-339. 
-214 
933 
976 
933 
933 
938 
960 
960 
834 
959 
959 
1015 
1015 
1041 
1057 
1210 
1210 
1228 
956 
995 
1210 
1210 
1210 
976 
1060 
933 
1028 
1060 
1010 
1034 
939 
1006 
1057 
1057 
939 
939 
960 
960 
999 
1029 
878 
1028 
939 
1006 
962 
1069 
1069 
1228 
934 
934 
954 
AREIA-525 
GRAVATAI-525 
AREIA-525 
AREIA-525 
BLUMENAU-525 
CURITIBA-230 
CURITIBA-230 
S.M.SUL -230 
CURITIBA-525 
CURITIBA-525 
JOINVILLE 
JOINVILLE 
PASSO FUNDO 
SIDEROPOLIS 
GRAVATAI-230 
GRAVATAI-230 
N.PRATA -230 
CAMPOS NOVOS 
ITA - 525 
GRAVATAI-230 
GRAVATAI-230 
GRAVATAI-230 
GRAVATAI-525 
STO.SANTIAGO 
AREIA-525 
LONDRINA-525 
STO.SANTIAGO 
J.LACERDA B 
PALHOCA-230 
BLUMENAU-230 
J.LACERDA-A 
SIDEROPOLIS 
SIDEROPOLIS 
BLUMENAU-230 
BLUMENAU-230 
CURITIBA-230 
CURITIBA-230 
IVAIPORA 
LONDRINA-230 
APUCARANA230 
LONDRINA~525 
BLUMENAU-230 
J.LACERDA-A 
FARROUPILHA 
XANXERE 
XANXERE 
N.PRATA -230 
AREIA-230 
AREIA-230 
C.MOURAO-230 
O 
0 
OOOOO 
OOOOO 
OOOOO 
OOOOO 
0
0
0 
0
0
0 
O 
OOOO 
OOOO
0
0 
0
0 
O 
0 
OOOO
O 
0
0 
-189. 
189 
-583 
-534 
505 
306 
305 
-36 
-305 
-304 
119 
119 
63 
104 
-207 
-207 
63 
-189 
-264 
147 
158 
147 
266. 
-266. 
161 
463 
-163 
-143 
-3 
-64 
143 
15 
14 
`|G\|-'FJ -11 
-11 
-461 
461 
266 
-460 
-95
3 
-62 
10 
10 
-62 
-52 
-52 
53 
9 
9
0
0
7
1
2 
5
8 
9 
O
9
8
6 
0 
0
8
1
6
5 
3
8
8
8 
9 
8
3
9
7
2
9
4
9 
L»J›l>O'\0\ 
6 
6
5
8
4
9
1 
0
0
1
7 
8
8 
135. 
-253 
-289. 
-292 
144 
76 
76 
-1 
O\0'\ 
›bL›J›l>›l>\l 
10 
24 
24 
10
8 5. 
-177 
60 
63 
59 
-359 
19 
-151 
-133 
-111 
149 
15
8 
-147 
15 
14 
›ã›b KOKD 
21 
21 
23
2 
13 
35 
25 
38 
38 
26 
O'\|-*D-' 
1 
1
8
6
6
4
5 
|-^`X(.^)I\)O'\
4
6 
9
9
0
1
6
6
3 
9
5
9
6 
3
8 
2
2
8
7 
1
1 
L~|O'\›>(¿) 
5
5 
0
5 
7
4
9
2
2
2 
LOCO 
I-'I-' OO 0\O\ UIU1 
.949
1050 0 
P.BRANCO-230 
1057 O 
SIDEROPOLIS 
1060 1 
STO.SANTIAGO 
1969 o 
XANXERE 
1210 0 
GRAVATAI-230 
1228 O 
N.PRATA -230 
1.002 
-17.1 
1.010 
-26.7 
1.035 
1.7 
.984 
-23.6 
1.124 
-7.7 
1.054 
-19.8 
TOTAIS DA AREA 1 
640. 
-819. 
36.0 
1.8 
131.0 
63.3 
.O 
.O 
22.5 
85.7 
27.0 
97.0 
.O 
.O 
954 
1050 
1069 
1047 
1069 
962 
1010 
1010 
856 
995 
999 
1041 
1041 
1047 
1050 
962 
962 
976 
976 
976 
962 
1041 
C.MOURAO-230 
P.BRANCO~230 
XANXERE 
SALTO OSORIO 
XANXERE 
FARROUPILHA 
J.LACERDA B 
J.LACERDA B 
SEGREDO 
ITA - 525 
IVAIPORA 
PASSO FUNDO 
PASSO FUNDO 
SALTO OSORIO 
P.BRANCO-230 
FARROUPILHA 
FARROUPILHA 
GRAVATAI-525 
GRAVATAI-525 
GRAVATAI-525 
FARROUPILHA 
PASSO FUNDO 
x ------ --x - - - - --x - - - - --x ------ --x ------ --x ------ --x ------ --x ----- --x 
GERAcAo :NJ EQV CARGA LINK oc SHUNT EXPQRT IMPORT PERDAS 
Mw/ Mw/ Mw/ Mw/ MVAR/ Mw/ Mw/ Mw/ 
MVAR MVAR MVAR MVAR EQUIV MVAR MVAR MVAR 
x ------ --x - - - - --x - - - - --x ------ --x ----- ~- x x x ---- --x 
3342.4 .O 3241.9 .O -1135.7 .O .O 100.5 
-1902.3 .O 977.7 .0 .0 .O .0 -4015.7
0 
0 
0 
0
O 
0 
0
O 
O 
0 
O 
OOOO 
OOOOO
0
0 
53. 
186. 
169. 
-181. 
145. 
-100. 
-15. 
-14. 
208. 
268. 
163. 
-1 
-14 
213. 
213. 
-147. 
-1551 
-147. 
63 
63. 
Ch 
I-'I-*\D\Ú N 
8
3
6 
O 
O
8
4
8 
0 
3 
7 
`l`l 
(Il 
2 
2
4 
2
7 
O
O 
I>-* `IO\l 
bd!-' 
17 
23 
22 
-389 
-292 
-137 
U'|U'\ 
G\G)OO 
39 
39 
58 
60 
57 
mm 
›¡:›l\)O 
`l\O
8
1
4 
1 
8 
1 
›b|-'P-*PJ 
4
4
0
5
3 
WII) 
036 
036 
1.036
Dados do Sistema de Seis Barras de Ward e Hale 
Apêndice C 
_ 
Figura C.1: Diagrama Unifilar do sistema de Ward e Hale 
Tabela C.1: Dados de barra do sistema de seis barras de Ward e Hale 
55.u+¡13.u 
1 
4 -T-,[- 3
J "\ 
msn 
\./ 
*Í
p 
__. 
ší
' 
5 35631 . 5.
2 
5n.u+j5.0 3c|.U+j1a.o. 
5 
da da 
barra barra 
(PU) (rad) 
número nome tensão ângulo potência potência potência Potência 
ativa reativa ativa reativa 
gerada gerada demandada demandada 
1 barra-1 1.06 0.00 OO OO 
2 barra-2 1.06 0.00 50.0 oo 
3 barra-3 1.00 0.00 55.0 13.0 
4 barra-4 1.00 0.00 00.0 00.0 
5 barra-5 1.00 0.00 30.0 18.0 
6 barra-6 1.00 0.00 50.0 5.0
' Tabela C.2: Dados da rede elétrica do sistema de seis barras de Ward e Hale 
barra barra 
origem destino 
resistênc 
(%) 
ia reatânçia susceptância tap 
(%) (%) 
1 4 8.00 37.00 0.00 
1 6 -. 12.30 51.80 0.00 
2 3 72.30 105.00 0.00 
2 5 28.20 64.00 0.00 
3 4 0.00 13.30 0.00 1.000 4_`6 9.70 _ 40.70 0.00 
5 6 0.00 30.00 0.00 1.000
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