We give an explicit construction of two-dimensional point sets whose Lp discrepancy is of best possible order for all 1 ≤ p ≤ ∞. It is provided by folding Hammersley point sets in base b by means of the b-adic baker's transformation which has been introduced by Hickernell (2002) for b = 2 and Goda, Suzuki and Yoshiki (2013) for arbitrary b ∈ N, b ≥ 2. We prove that both the minimum Niederreiter-Rosenbloom-Tsfasman weight and the minimum Dick weight of folded Hammersley point sets are large enough to achieve the best possible order of Lp discrepancy for all 1 ≤ p ≤ ∞.
Introduction and the main result
where |P | denotes the cardinality of P counted with multiplicity, and χ [0,y) denotes the characteristic function of [0, y). Then, for 1 ≤ p < ∞, we define the L p discrepancy of P as the L p -norm of ∆ P , that is, Although the extension of this concept to an arbitrary number of dimensions is obvious, we concentrate on the two-dimensional case in this note.
For 1 ≤ p < ∞, we know that there exists a constant c p > 0 such that for any positive integer N and any point set P with |P | = N we have
The proofs were given by Roth [19] for p = 2, by Schmidt [22] for 1 < p < ∞, and by Halász [10] for p = 1. It is also known from [2, 20] that this lower bound is the best possible, apart from the value of the constant. For the endpoint case p = ∞, we know from [21] that there exists a constant c ∞ > 0 such that for any positive integer N and any point set P with |P | = N we have
which is sharp, apart from the value of the constant. Two-dimensional Hammersley point sets, introduced below, are the well-known example of point sets whose L ∞ discrepancy is of best possible order. Explicit construction of point sets which achieve the best possible order of the L p discrepancy has long been of great interest. We refer to the works of Chen and Skriganov [3] and Skriganov [23] for the first explicit construction of point sets in fixed dimension with optimal L 2 and optimal L p discrepancy for 1 < p < ∞, respectively. Recently, explicit construction of infinite-dimensional sequences with optimal L 2 and optimal L p discrepancy for 1 < p < ∞ has been provided by Dick and Pillichshammer [7] and Dick [5] , respectively.
In the two-dimensional case, which we consider in this note, the L p discrepancy of two-dimensional Hammersley point sets and their variants has been extensively studied in the literature, see for example [8, 11, 13, 17, 24] . We also refer to [1, Section 6] for a brief survey on this topic. Here two-dimensional Hammersley point sets are defined as follows. 
It was shown in [11, 24] that the L 2 discrepancy of Hammersley point sets in base b is not of best possible order. This negative result also holds true for the L p discrepancy for all 1 ≤ p < ∞, as shown in [8, 17] . In order to overcome this problem, there have been several variants of Hammersley point sets, such as digitally shifted ones and symmetrized ones, such that the L p discrepancy of those point sets becomes of best possible order, see [1, Section 6] .
This note provides a new variant of Hammersley point sets, which we call folded Hammersley point sets, whose L p discrepancy is of best possible order for all 1 ≤ p ≤ ∞. Folded Hammersley point sets are defined as follows. 
where ⊖ denotes the subtraction modulo b, and ⊖a = 0 ⊖ a.
Here we note that P m,τn is obtained by applying the b-adic baker's transformation of depth n to P m . For x ∈ [0, 1) whose b-adic expansion is given by
, which is unique in the sense that infinitely many of the ξ i are different from b − 1, the b-adic baker's transformation of depth n is defined as
It is straightforward to confirm that P m,τn = {τ n (x) : x ∈ P m }, where τ n is applied componentwise.
Remark 1.
When n = ∞, τ n corresponds to the original b-adic baker's transformation introduced in [9] , which is a generalization of the baker's transformation given by Hickernell [12] for b = 2. The term "folded" originates from the fact that τ ∞ emulates how baker stretches and folds bread dough for b = 2, see [12] . Due to some technical reason, however, we only consider the case that n is finite in this note.
Now we are ready to introduce the main result of this note.
is of the best possible order. Namely, there exists a constant
Preliminaries
Throughout this note, we shall use the following notation. Let N be the set of positive integers, and let N 0 = N ∪ {0}. The operators ⊕ and ⊖ denotes the addition and subtraction modulo b, respectively. Z b denotes a finite ring containing b elements. For simplicity, we identify the elements of Z b with the integers 0, 1, . . . , b − 1 ∈ Z.
Digital nets
For b ≥ 2, b ∈ N and m, n ∈ N with m ≤ n, let C 1 , C 2 be n × m matrices over Z b . For a 1 , . . . , a m ∈ Z b , let a denote the vector (a 1 , . . . , a m ) ⊤ and let
where y a,j = (y a,j,1 , . . . , y a,j,n ) ⊤ ∈ Z n b , and
From Definition 1, it is obvious that the two-dimensional Hammersley point set P m is a digital net over Z b with generating matrices of size m × m
From Definition 2, to which we apply the identity a ⊖ c = a
we can see that the two-dimensional folded Hammersley point set P m,τn is a digital net over Z b with generating matrices of size n × m
For a digital net P , its dual net P ⊥ is defined as follows.
is defined as
, where we use the following notation:
which is actually a finite expansion, we write
The operator ⊕ is applied componentwise. From the definition of digital nets, it is clear that the properties of a given digital net depend totally on its generating matrices. In the following, we introduce two weight functions, which serve as a quality measure of generating matrices. One is the Niederreiter-Rosenbloom-Tsfasman (NRT) weight function µ 1 given in [15, 18] , and the other is the Dick weight function µ 2 given in [4] .
Niederreiter-Rosenbloom-Tsfasman weight
For a digital net P , we define the minimum NRT weight ρ 1 (P ) as
The following lemma shows how the minimum NRT weight connects with a structure of generating matrices of a digital net P , see for example [6, Theorems 4.52 and 7.8]. The following proposition adapted from a result of Niederreiter [16, Theorem 3.6] shows that the L ∞ discrepancy of a (two-dimensional) digital net with large minimum NRT weight is of best possible order. Proposition 1. Let P be a digital net over Z b consisting of b m points which satisfies ρ 1 (P ) > m−t for some integer 0 ≤ t ≤ m. Then there exists a constant C t which depends only on t such that we have
Dick weight
Definition 5. For k ∈ N, we denote its b-adic expansion by k = κ 1 b a1−1 + κ 2 b a2−1 + · · · + κ v b av −1 such that κ 1 , . . . , κ v ∈ {1, . . . , b − 1} and a 1 > a 2 > · · · > a v > 0
. Then the Dick weight function µ 2 is defined as
For a digital net P , we define the minimum Dick weight ρ 2 (P ) as
As with Lemma 1, the following lemma shows how the minimum Dick weight connects with a structure of generating matrices of a digital net P , see [ Recently, Dick [5] proved that digital nets over Z 2 with large minimum Dick weight achieve the best possible order of the L p discrepancy for 1 < p < ∞ and for any number of dimensions. His result was generalized more recently by Markhasin [14] Proposition 2. Let P be a digital net over Z b consisting of b m points which satisfies ρ 2 (P ) > 2m − t for some integer 0 ≤ t ≤ 2m. Then for all 1 ≤ p < ∞ there exists a constant C p,t which depends only on t and p such that we have
Proof of the main result
In order to prove Theorem 1, it suffices from Propositions 1 and 2 to prove that both the minimum NRT weight and the minimum Dick weight of the folded Hammersley point sets are large.
In the following, the generating matrices C 1 and C 2 always refer to those of (1). For j = 1, 2 and 1 ≤ l ≤ n, we denote by c j,l the l-th row vector of C j . We first show the linear independence properties which C 1 and C 2 holds. {c 1,1 , . . . , c 1,r , c 2,1 , . . . , c 2,m−2−r , c j,s } for j = 1, 2, 0 ≤ r ≤ m − 2, and m − 1 ≤ s ≤ n, 1,1 , . . . , c 1,r1,2 , c 1,r1,1 , c 2,1 , . . . , c 2,r2,2 , c 2,r2,1 } for 0 < r 1,2 < r 1,1 ≤ m − 2 and 0 < r 2,2 < r 2,1 ≤ m − 2 such that r 1,1 + r 1,2 + r 2,1 + r 2,2 ≤ 2m − 3.
{c
Proof. Since the proofs of the first three items follow essentially the same argument, we only give the proof for Item 1. When r = 0 (r = m − 1, resp.), it is trivial that c 1,1 , . . . , c 1,m−1 (c 2,1 , . . . , c 2,m−1 , resp.) are linearly independent over Z b . For 0 < r < m − 1, let us consider the system of equations
where a 1,1 , . . . , a 1,r , a 2,1 , . . . , a 2,m−1−r ∈ Z b , and 0 denotes the vector consisting of m zeros. Then we have
from which it is obvious that only one solution a 1,1 = · · · = a 1,r = a 2,1 = · · · = a 2,m−1−r = 0 satisfies (2). Thus, c 1,1 , . . . , c 1,r , c 2,1 , . . . , c 2,m−1−r are linearly independent over Z b . Next we give the proof for Item 4. The system of equations is given as
where a 1,1 , . . . , a 1,r1,2 , a 1,r1,1 , a 2,1 , . . . , a 2,r2,2 , a 2,r2,1 ∈ Z b . If r 1,1 + r 2,2 ≥ m − 1 and r 1,2 + r 2,1 ≥ m − 1, the condition r 1,1 + r 1,2 + r 2,1 + r 2,2 ≤ 2m − 3 does not hold. Thus, either r 1,1 + r 2,2 or r 1,2 + r 2,1 must be less than m − 1. Let us consider the case r 1,1 +r 2,2 < m−1 and r 1,2 +r 2,1 < m−1 first. If r 1,1 + r 2,1 ≤ m−1, it is trivial from Item 1 that the vectors c 1,1 , . . . , c 1,r1,1 , c 2,1 , . . . , c 2,r2,1 are linearly independent over Z b . Thus, we may suppose r 1,1 + r 2,1 > m − 1. From (3), we have
Then, it is obvious that a 1,1 = · · · = a 1,r1,2 = a 1,r1,1 = a 2,1 = · · · = a 2,r2,2 = a 2,r2,1 = 0, which implies the linear independence of the row vectors.
Finally, let us consider the case r 1,1 + r 2,2 ≥ m − 1 and r 1,2 + r 2,1 < m − 1. From (3), we have
Thus, only one solution a 1,1 = · · · = a 1,r1,2 = a 1,r1,1 = a 2,1 = · · · = a 2,r2,2 = a 2,r2,1 = 0 satisfies (3), so that the linear independence of the row vectors is shown. The case r 1,1 + r 2,2 < m − 1 and r 1,2 + r 2,1 ≥ m − 1 can be proven in the same way.
Using Lemma 1 with ρ = m − 1 and Item 1 of Lemma 3, it is straightforward to prove that the minimum NRT weight of folded Hammersley point sets in base b is large. Hence, we omit the proof. Next we prove that the minimum Dick weight of folded Hammersley point sets in base b is also large, by using the results of Lemmas 2 and 3.
Lemma 5. For m, n ∈ N such that n ≥ 2m, let P m,τn be the two-dimensional folded Hammersley point set in base b consisting of b m points. We have
Proof. Let ρ = 2m − 3 in Lemma 2. Then it suffices to show that for all 1 ≤ i 1,v1 < · · · < i 1,1 ≤ 2m and 1 ≤ i 2,v2 < · · · < i 2,1 ≤ 2m such that
the vectors c 1,i1,v 1 , . . . , c 1,i1,1 , c 2,i2,v 2 , . . . , c 2,i2,1 are linearly independent over Z b . We consider the following three disjoint cases: the case s 1 = 0, s 2 > 0, the case s 1 > 0, s 2 = 0, and the case s 1 , s 2 > 0. Since the proof for the second case follows exactly the same arguments used for the first case, we only give the proofs for the first and third cases. Let us consider the case s 1 = 0, s 2 > 0 first. Since the case v 2 = 1 is trivial, we suppose v 2 ≥ 2. If i 2,1 ≤ m − 1, the vectors c 2,i2,v 2 , . . . , c 2,i2,1 are linearly independent over Z b for any 1 ≤ i 2,v2 < · · · < i 2,1 , since c 2,1 , . . . , c 2,m−1 are linearly independent over Z b as in Item 1 of Lemma 3. Thus, we may suppose i 2,1 > m − 1 below. Since i 2,1 + i 2,2 ≤ ρ, we must have i 2,2 < m − 2. Then, from Item 3 of Lemma 3, the vectors c 2,i2,v 2 , . . . , c 2,i2,2 , c 2,i2,1 are linearly independent over Z b for any 1 ≤ i 2,v2 < · · · < i 2,2 < m − 2. Thus, the proof for the first case is complete.
Let us move on to the case s 1 , s 2 > 0. If i 1,1 , i 2,1 ≥ m − 1, then we have s 1 + s 2 > ρ, which violates the condition (4). Thus, either i 1,1 or i 2,1 must be less than m − 1. In the following, we further split the case s 1 , s 2 > 0 into three disjoint cases: the case i 1,1 < m − 1 ≤ i 2,1 , the case i 2,1 < m − 1 ≤ i 1,1 , and the case i 1,1 , i 2,1 < m − 1.
Let i 3, c 1,1 , . . . , c 1,i1,2 , c 1,i1,1 , c 2,1 , . . . , c 2,i2,2 , c 2,i2,1 are linearly independent over Z b . Thus, the proof for the case i 1,1 , i 2,1 < m − 1 is complete. 
Remark 2. Our proof used in this note

