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ABSTRACT
STRUCTURE-PROPERTY RELATIONSHIPS OF HIERARCHICAL POLYMER
MATERIALS
MAY 2017
MINCHAO ZHANG, B.S., NANKAI UNIVERSITY
M.S., NANKAI UNIVERSITY
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Thomas J. McCarthy and Professor Alfred J. Crosby
Structure-property relationships are central to the analysis and understanding of
material systems. These relationships are applied to a broad range of length scales
ranging from the atomic level to the macroscopic level. The exploration of such
relationships continues as the development of human civilization. It is important for
improving the basic requirements for living, such as structures, vehicles and clothing. It
is also important for creating advanced techniques to improve the quality of life, such as
smart devices, sustainable energy and health care. Further exploring the known material
systems and creating new material systems are essential to solve the existing problems
and guide the development of advanced technologies. In this thesis, structure-property
relationships at different length scales and material systems are studied.
We first study the structure-property relationships of fluid/air interfaces.
Capillary interactions occurring at the water/air interface are experimentally quantified
with a model containing a superhydrophobic floating object and a wall (Chapter 2). A
liquid marble with low contact angle hysteresis is chosen as the floating object to
perform the experiments. The overlapping of interfacial deformations is realized to be

ix

crucial for the capillary interactions. Thus, liquid marbles, with different volumes and
densities as well as walls with different apparent contact angles, are applied to tune the
geometric properties of the interfaces for examining their influence on capillary
interactions. We further propose a new explanation of capillary interaction-driven
motion of floating objects from the perspective of pressure-induced hydraulic motion of
water.
Then the structure-property relationships of assembled silica nanoparticles
(NPs)/polyimide (PI) composites are explored (Chapter 3). Exploiting the benefit of
both continuous and discrete fillers, a new fabrication route for integrating assembled
silica NP micro-structures into PI is demonstrated. Discrete silica NPs are assembled
into defined continuous micro-structures via flow-coating and then the integration of the
micro-structures into a polyimide matrix is achieved. Thermal-mechanical properties of
the composite films show the advantageous enhancements of the continuous silica NPs
micro-structures for PI. Additionally, the composite films, which provide exposed silica
NPs on one surface, were found to be able to be modified post-production to introduce
new surface properties. This endows the composite films with broader utility.
In Chapter 4, we describe the structure-property relationships of a MDA3-NaCl
complex in polyurethane curing. The MDA3-NaCl complex is formed from
methylenedianiline (MDA) and sodium chloride (NaCl). It can dissociate to release
MDA to achieve controllable formation of urea links from amine and isocyanate groups
to cure polyurethane prepolymers. The size, temperature and additives were found to
influence the dissociation kinetics of the complex. The curing behavior was found to be
heterogeneous and localized, and the size and dispersity of the complex particles are

x

essential for the efficiency and thermo-mechanical properties of the resultant
polyurethane elastomers. The knowledge obtained from this study is helpful for further
exploration of this complex in other synthesis which requires controllable release of
amine species.
Finally, structure-property relationships are considered for a silicone coating
system. The fracture mechanics of silicone coatings are studied (Chapter 5). Mismatches
between thermal expansion coefficients of silicone coatings and silicon substrates were
used to introduce thermal strains. The release of the residual elastic strain energy
supports the propagation of an initiated crack to form straight, curved and oscillating
crack patterns. The modulus and thickness of the silicone coating influence the crack
propagation velocity, which further influences the formed fracture pattern. Also, the
delamination at the coating/substrate interfaces was found to contribute along with the
cohesive fracture in the coating to generate different fracture patterns.
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CHAPTER 1
INTRODUCTION
“Structure determines properties” is an important principle in nature. All matter in
the world is formed from the elements in the periodic table. Substances are various
combinations of different elements. Sodium chloride (NaCl) and water (H2O) are two of
the most common substances in our daily life. They form from different elements and
have different properties (density, phase and flavor) at the same temperature and
pressure. Substances composed by the same atomic combination can also show different
properties. 1-hexene and cyclohexane molecules both have six carbon atoms and fourteen
hydrogen atoms. They share similar physical properties, such as density and boiling
point, but different chemical reactivity due to the different arrangement of carbon and
hydrogen atoms. The structure-property relationships are not only limited to the structure
of atomic level of small molecules, but also widely exist in other levels. The cis and trans
isomers of 1,4-polyisoprene have different melting points (28 oC for the cis isomer and
74 oC for the trans isomer), which results from the low crystallinity of the cis isomer due
to the lower molecular symmetry. [1] A substrate coated by Teflon AF thin film can be
hydrophobic with high contact angle hysteresis, when the film is flat; and
superhydrophobic with low contact angle hysteresis, when the film is wrinkled. [2] The
study of structure-property relationship can help to understand existing materials and
guide the development of new systems.
1.1

Structure-property relationships of particles at interfaces
Self-assembly is a characteristic property of particles at interfaces. Capillary

interaction between nearby particles is one of the driving forces, which can be either
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attractive or repulsive. [3] When a particle is placed at an interface, it deforms the
interface. The overlapping of the interfacial deformations, when two or more particles
approach each other, is considered as the origin of capillary interactions. The direction of
capillary interaction depends on the shape of the overlapped interfacial deformations. For
particles which create symmetric interfacial deformations, the direction of capillary
interaction is determined by the sign of the meniscus slope. (Figure 1.1) When the signs
are the same, particles attract each other (Case I and II in Figure 1.1) and when they are
different, particles repel. (Case III in Figure 1.1).

Figure 1.1 Capillary interactions between particles at fluid/fluid interfaces.
When anisotropic shaped particles that generate asymmetric interfacial
deformations were placed at interfaces, it was found that they assembled in a preferred
orientation. [4] (Figure 1.2) The shapes of the interfacial deformations, which are
determined by the density, surface wetting properties and shape of the particles, influence
the formation of self-assembled structures.
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a

b

Figure 1.2 (a) SEM image of a chain of cylindrical particles assembled at water surfaces.
(b) Assembly process as a function of time. Reproduced from Ref. 4 with permission
from The Royal Society of Chemistry. [4]
1.2

Structure-property relationships of polymers
Structures

of

polymers

include

chemical

composition

and

molecular

architecture. [5] For homopolymers, the chemical composition of the units in the polymer
chain determines the chain flexibility, packing efficiency and intermolecular forces. Even
with the same chemical composition, differences in the stereoisomerism, configuration,
molecular weight, and crystallinity of polymers can be created during the synthesis and
processing. [6] All these structural variations influence the properties of polymers, such
as melting point, glass transition temperature and viscoelastic properties. [6]
Copolymers integrate two or more types of units with different chemical
composition into the same polymer chain or network. The resultant copolymer shows
different properties, which are determined by the type and ratio of each unit. For
example, polyurethanes are polymers composed of soft segments, normally polyester or
polyether, and hard segments, urethane or urea linkages. The ratio between soft and hard
segments influences the mechanical properties of the obtained polyurethane
elastomers. [7] Block copolymers can achieve different morphologies, such as sphere,
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cylinder, lamellar, and other hierarchical structures. It depends on the chemical
composition, volume ratio and block length of each block. [8]
1.3

Structure-property relationships of polymer composites
Polymer composites are developed to combine different components to provide

optimized properties. Polymer/polymer blends or polymer/filler mixtures are two
common types of composites. When two or more polymers with different properties are
mixed, the microscopic morphology of the blend, which relies highly on the degree of the
miscibility of the compositional polymers, influences the properties of the final
product. [6] In polymer/filler system, the continuous phase is normally polymer and
dispersed phase is fillers which are made from organic or inorganic materials. The
microstructures or nanostructures of polymer and filler in the composite determine the
resultant properties of the composites. For example, aligned carbon nanotubes in the
composite can provide anisotropic electrical conductivity. [9]
1.4

Hierarchical structures in materials
Hierarchical structures are structures developed over many length scales. They

commonly exist in nature and biological systems. Different tissues in human or animals
provide specific functionalities and possess hierarchical structures. Collagen is a classic
example. The chains of collagen form triple helical structures, and several of these triple
helices aggregate to form microfibrils. The microfibrils can further bundle together to
form subfibrils which eventually assemble into collagen fibrils. [10,11] (Figure 1.3)
Furthermore the collagen fibrils interact with other components to form tissue networks
to provide specific properties. The type and sequence of amino acids in collagen chains
determine the structure and property of the triple helix, and further influence the
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formation of micro- and sub-level aggregations. The interaction between collagen fibrils
and other components define the specific properties of the different tissues. Thus
developing hierarchical structures, which are built upon molecular or nano-scale level
components, are delicate, smart and efficient paths to fabricate materials with advanced
properties.

Figure 1.3 Development of hierarchical structure of tendon. Reprinted from J. Shoulder
Elb. Surg., 21, M. L. Killian, L. Cavinatto, L. M. Galatz and S. Thomopoulos, The role of
mechanobiology in tendon healing, 228–237, Copyright 2012, with permission from
Elsevier. [11]
Different systems have been developed to create materials with hierarchical
structures. Polymeric materials, especially block copolymers, and colloidal particles are
found to be good candidates to form hierarchical structures. For example, poly(styrene-b(4-vinyl pyridine)) can create self-organized structure-in-structure, by using an
amphiphilic molecule, methane sulfonic acid (MSA), to form a complex with poly(4vinyl pyridine). [12] Colloidal particles are also widely used in fabrication of hierarchical
structures due to their compositional variety and long range self-assemble ordering. [13]
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CHAPTER 2
CAPILLARY FORCES BETWEEN A FLOATING LIQUID MARBLE AND A
WALL

2.1
2.1.1

Introduction
Capillary interactions
Capillary interactions have been the subject of intense study over the last

century. [14] In early work, the attraction and repulsion between two submerged parallel
plates was a popular example of capillary interactions (Figure 2.1a). [15] When a plate is
submerged in water, it depresses or elevates the water-air interface due to the wetting
property of the plate surface. If the two surfaces of the plate have the same wetting
property, the interfacial deformations are symmetric. Thus the pressure applied on both
sides of the plate is the same. This symmetry can be distorted when two of the plates are
close to each other face-to-face. It was believed that the resultant pressure difference on
the two sides of the same plate is the reason for the apparent capillary attraction or
repulsion between the two plates. [15] This behavior was also observed with floating
spheres and other shaped objects. To further understand the underlying physics, Nicolson
derived an expression for the potential energy between two floating bubbles as a function
of their distance, by superposing of the water-air interfacial deformations near the two
bubbles, and solving the Laplace equation. [16] This was extended to floating objects
with different configurations (cylinders and spheres). [17–19] In those cases, gravity
(including the particle weight and buoyancy) was considered as the cause for the
interfacial deformations which induced the capillary interactions between floating
objects. Later, colloidal particles and macromolecules whose masses are too small to
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generate deformations were also found to exhibit attractions and form assemblies when
confined to a thin liquid film. [20–22] In those cases, the wetting of the particles was
considered to be the reason for interfacial deformations. With those insights, Kralchevsky
and his colleagues provided a generalized expression for both lateral floatation forces
(driven by gravity) and lateral immersion forces (driven by wetting) (Figure 2.1b). [23]
It was noticed that capillary forces generally obey Coulomb’s law of electricity over a
wide range of distances. Thus ‘capillary charge’ was introduced to determine the
direction and magnitude of the capillary forces, which depends on the meniscus slope
angle at the contact line. [3] Objects with the same sign of the ‘capillary charge’ attract
each other and those with opposite signs repel.

Figure 2.1 Capillary interactions between a) submerged glass plates; b) spherical particles.
Reprinted from Adv. Colloid Interface Sci., 85, P. A. Kralchevsky and K. Nagayama,
Capillary interactions between particles bound to interfaces, liquid films and
biomembranes, 145-192, Copyright (2000), with permission from Elsevier. [3] Capillary
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interactions in self-assemble of c) colloidal particles, reproduced from Ref. 24 with
permission from The Royal Society of Chemistry; [24] d) anisotropic particles, reprinted
with permission from E. P. Lewandowski, M. Cavallaro, L. Botto, J. C. Bernate, V.
Garbin and K. J. Stebe, Langmuir, 2010, 26, 15142–15154. Copyright (2010) American
Chemical Society; [25] e) millimeter size particles, reprinted with permission from B. A.
Grzybowski, N. Bowden, F. Arias, H. Yang and G. M. Whitesides, J. Phys. Chem. B,
2001, 105, 404–412. Copyright (2001) American Chemical Society. [26]
Theoretical and numerical studies help us understand the capillary interaction
induced self-assembly behavior of particles, with sizes ranging from nanometer to
millimeter, at the fluid-fluid interface. Capillary forces between colloidal particles in
confined thin liquid films are considered as the dominant force in evaporative selfassembly.(Figure 2.1c) [24] Different from isotropic spherical particles, anisotropic
particles show oriented assembly behavior. This is due to an asymmetric meniscus shape
around the particles. [4,25,27–30] (Figure 2.1d) Similar to the micron/submicron sized
particles, millimeter sized particles also show interesting assembly behaviors. [26,31–35]
(Figure 2.1e) The same physics governing the capillary interactions of micron/submicron
sized particles can also be applied to describe the capillary interactions between
millimeter sized particles. Furthermore, millimeter sized particles are easier to manipulate
in experiments than micron/submicron sized particles. Whitesides and his colleagues
fabricated crosslinked polydimethylsiloxane (PDMS) hexagonal plates and selectively
hydrophobized the six rectangular faces of them to study their assembly behavior at the
water-perfluorodecalin interface. [26,31] (Figure 2.1e) They found that hexagons with
designed hydrophilic/hydrophobic faces could form different assemblies (trimers, open or
closed arrays, lines etc.). This is because of the differences in the shapes and the signs of
the menisci. They also found that the less dense hexagons formed smaller interfacial
deformations and produced loose assemblies due to lower capillary forces.
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Since capillary interactions between objects are important for the formation of
assemblies, quantifying them experimentally can lead to further understanding and
control of assembly behaviors. Several research groups have attempted to measure the
capillary interactions directly and indirectly. The direct method was performed by fixing
the floating objects (spheres, cylinders or plates) at the interface separated by a certain
distance and measuring the forces between them with sensors attached to the
objects. [36–38] The indirect method was carried out by evaluating the dynamics of the
floating objects driven by the capillary interactions and extracting the forces applied on
them. [39–41] The indirect method is closer to the real conditions for the free selfassembling behavior compared to the direct method using fixed floating objects. It has
been shown that capillary interactions can be successfully calculated from the dynamics
of the floating spheres, [27,41,42] however the reported data is not sufficient to explore
more details concerning the relationship between capillary interactions and interfacial
deformations. There is no systematic study on how different interfacial deformations
affect the magnitude of capillary interactions, only the qualitatively description by
Whitesides and colleagues of the assembly of PDMS hexagons (smaller interfacial
deformation generates lower capillary interactions). [31]
2.1.2

Challenges, questions and motivations
A significant challenge of the experimental study of capillary interactions is the

choice of floating objects. Current floating objects used in the experiments are
commercially available solid/hollow glass beads or surface modified copper beads. It is
hard to control their interfacial deformations while maintaining their surface wetting
properties, which is crucial to the systematic study of the capillary interactions. We also
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found that there is no discussion concerning the effect of the contact angle hysteresis on
capillary interactions, while in reality most surfaces have non-negligible contact angle
hysteresis. We asked ourselves a simple question: if the surface contact angle hysteresis
is taken into account, will two identical objects always attract each other when they float
at the water/air interface? The answer is schematically shown in Figure 2.2. Assume the
surface of the floating cylindrical disk has advancing/receding contact angles of θA/θR
=100o/80o, and two of them are placed on water surface from the air; water advances on
the side wall of the disks at θA=100o. Both of them depress the water surface around them,
and they attract each other (Figure 2.2a). If the two disks are brought from the water side
of the interface, water recedes on the side wall surfaces at θR=80o. They both elevate the
water surface around them, and attraction still occurs (Figure 2.2b). However, if one is
placed from the air and the other is brought from the inside the water, they deform the
water surface in opposite ways. This causes repulsion between them because of the
different signs of their menisci (Figure 2.2c). Our initial study involved different shaped
objects with different contact angle hysteresis. We observed this change of capillary
interaction directions. Based on the observations, it is necessary to involve contact angle
hysteresis in the study of capillary interactions.
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Figure 2.2 Schematics of contact angle hysteresis effect on capillary interactions.
Our concern regarding contact angle hysteresis also arises when the floating
objects move due to the capillary interaction. The contact line may change in response to
the contact angle hysteresis which complicates the analysis. To circumvent this, we chose
a superhydrophobic object, a liquid marble with negligible contact angle hysteresis, as the
floating object to experimentally study capillary interactions. A liquid marble is a
spherical particle which can float on water. It is a liquid droplet coated by solid powder
which was first studied in detail by Quéré and Aussillous. [43] PTFE is the most studied
powder. [44–46] It endows the liquid marbles with superhydrophobic surfaces. Because
of its superhydrophobicity and low contact angle hysteresis, liquid marbles prepared from
PTFE powders can float and freely move on the water-air interface. [47] Furthermore,
using liquid marbles as floating objects allows for the convenient adjustment of the
interfacial deformation by varying volume and density while maintaining the surface
wetting properties. This overcomes the drawbacks of currently available floating objects.
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2.2
2.2.1

Experimental
Materials
35 μm poly(tetrafluoroethylene) (PTFE) powder and cesium chloride (CsCl) were

purchased

from

tungstosilicic

acid

Aldrich.
were

Dimethyldimethoxysilane,
obtained

from

Gelest.

methyltrimethoxysilane
Clerici

solution

and

(thallium(I)

malonate/thallium(I) formate aqueous solution with density of 4.36 g/cm3) was purchased
from Santa Cruz Biotechnology, Inc. Fumed silica (HDK® H30) was obtained from
Wacker.
2.2.2

Preparation of liquid marbles and the deformations of the water/air interface
Liquid marbles were prepared by rolling a certain volume (2.50 μL, 5.00 μL, 10.0

μL or 15.0 μL) of liquid on a 35 μm PTFE powder bed. Liquids used were water with
density of 1.0 g/cm3, CsCl solution with density of 1.98 g/cm3, tungstosilicic acid
solution with density of 2.77 g/cm3 or Clerici solution with density of 4.36 g/cm3. After
preparation, it was transferred on to a water surface with a spatula. A liquid marble was
placed in the middle of a glass container with vertical walls filled with water. A CCD
camera was used to take side view images of the water-air interface deformation. Image J
and Matlab software were used to extract the surface profiles of the interfaces.
2.2.3

Preparation of the wall with controllable contact angles
A microscope slide (75 mm×50 mm, Corning®) was cleaned by O2 plasma. 0.5 g

of dimethyldimethoxysilane, 0.05 g of methyltrimethoxysilane, 5 ml of ethanol, 0.05 g of
H2SO4 (93.2 wt%) and 0.1 g of fumed silica were mixed in a scintillation vial and
sonicated until the silica particles were homogeneously dispersed. The mixture was left at
room temperature for 2 h. Then the glass slide (half of it covered with tape) was spun-

12

coat with the mixture at 1000 rpm. The sample was left at 80 oC for 10 min to allow the
reaction to occur on the surface of the glass slide. After that, copious amounts of
isopropanol and water were used to wash the glass slide. Finally, the sample was dried in
air. The resultant contact angle of the glass slides on the coated half is θA =156o and the
uncoated half is θR = 0o.
In order to distinguish the water surface and the modified microscope slide
surface, in the following text, the microscope slide is named as “the wall”. By pushing
the wall (top half is hydrophobic and bottom half is hydrophilic) into water until it
reached the boundary between the hydrophobic and hydrophilic fields, the apparent
contact angle of the wall was 90o (Figure 2.3A). When the wall was further pushed into
water slowly, the contact line was pinned at the boundary (Figure 2.3B). With different
depths, the apparent contact angle on the wall increases until it reached the advancing
contact angle of the hydrophobic field of the wall (Figure 2.3C). By pulling the wall out
of water, the apparent contact angle decreased until it reached the receding contact angle
of the hydrophilic field (Figure 2.3D). By controlling the depth of immersion, we could
systematically change interfacial deformations near the wall.

Figure 2.3 Adjusting the apparent contact angle of the wall.
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2.2.4

Dynamics of liquid marble near the wall
To investigate the behavior of liquid marbles near the wall, the wall was first

inserted to a certain depth (Figure 2.4). Then a liquid marble was placed near the wall.
With the camera mounted on top of the water bath, the motions of liquid marbles were
recorded with a frame rate of 30 fps. Tracker software was used to analyze each frame
and obtain the position and time relationship of the liquid marble.

Figure 2.4 Experimental setup for recording the motion of liquid marbles near the wall.
2.2.5

Resistance measurement
A liquid marble was floated on a water surface without any boundary near it and

was given an initial velocity by being pushed with a spatula (Figure 2.5). It slowed due
to the resistance forces from the water and air. Tracker was used to analyze videos taken
from the top of the water bath to extract the dynamics of liquid marbles while it slowed
down. This allow us to acquire the resistance force separately when a liquid marble was
moving on the interface.
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Figure 2.5 Experimental setup for recording the motion of the liquid marbles to obtain the
resistance forces.
2.3

Results and discussion
A floating liquid marble and a fixed wall were chosen as a simple system to

conduct the experiments to study the capillary interactions. This model simplifies the
study by utilizing only the motion of the liquid marble to represent the capillary
interaction between the liquid marble and the wall. There are studies that have shown the
capability of this model to conduct the experimental study of free floating objects’
capillary interactions. [39,41,48,49]
2.3.1

Deformation of the water/air interface
The origin of capillary interaction is believed to be the overlapping of fluid/fluid

interfacial deformations. Thus before experimentally quantifying the capillary
interactions between a floating liquid marble and a fixed wall, the water/air interfacial
deformations created by liquid marbles and the fixed wall were first studied
independently.
When a rigid sphere floats on a water/air interface, it creates a deformation shown
in Figure 2.6. The surface deformation profile has the following expression derived by
Mahadeven and Vella: [27]
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(2.1)

where h(x) is the height profile of the deformed water/air interface. R, θ and ρs are the
radius, surface contact angle and the density of the rigid sphere respectively. ρl is the
density of the liquid. Lc is the capillary length of the liquid ( Lc =

g
and for water it is
rl g

about 2.7 mm). α is the angle used to represent the slope of the meniscus at the sphere
contact line and K0 (x/Lc) is the zero order of the modified Bessel function. h(x) → 0 as x
→ ∞.
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Figure 2.6 Left: schematic of water/air interfacial deformation caused by a solid sphere.
Right: water-air interfacial deformation profiles by liquid marbles with density of 1.00
g/cm3. The inset is the optical image of a 15.0 µL liquid marble floating on water (a).
Normalized interfacial deformations from the contact point of liquid marbles with
different volumes (b).
As the volume of the floating liquid marble increases, the deformation of the
water/air interface becomes greater. This is observed from the 2D side view optical image
of floating liquid marbles. By image analysis, the boundary of the water-air interface is
extracted and plotted in Figure 2.6a-b. When the volume of a liquid marble increases
from 2.5 µL to 15.0 µL, both the floating depth (hm, the height from the bottom of the
liquid marble to the un-deformed water/air surface) and the effective deformed interfacial
length are observed to increase (Le, the length between the center of the liquid marble to
where the interfacial deformation can be ignored).
According to equation (2.1), interfacial deformations, which start from the
contact point of the floating rigid sphere, only depend on R3 when the density and surface
contact angle of the spheres remain constant. To compare the profiles for liquid marbles
with different volumes, we first found the contact points (X0, Y0) of liquid marbles with
water from Figure 2.6a for each volume by fitting the profile with a 3rd order polynomial.
Then all the profiles were shifted to allow their contact points to overlap at the origin of
the coordinate and normalize it by R3. (Figure 2.6b) It is found that as the volume of the
liquid marble increases, the normalized interfacial profile becomes shallow. This can be
ascribed to the deformability of the liquid marble when it floats on a water surface. Ooi et
al. showed that when a liquid marble floats on a water surface, its shape is no longer
spherical. [50] Two halves of an oblate spheroid conjoined at the equator was used as
the model to describe the deformed shape. When the liquid marble is deformed, the
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lateral dimension increases while the meniscus height decreases. The larger the volume
of the liquid marble, the more it deforms. Thus after normalization, the smallest liquid
marble has the greatest meniscus height.
Furthermore, interfacial deformations of liquid marbles with the same volume
(5.0 µL) but different densities were also determined. It is found that as the density
increases from 1.00 g/cm3 to 4.36 g/cm3, both the vertical floating depth and lateral
effective deformed interfacial length are observed to increase as shown in Figure 2.7a.
The normalized profiles from the contact points of liquid marbles were found to have
greater vertical deformation as the density increases. (Figure 2.7b) This results from both
the deformability of the liquid marble and the increased density of the liquid marble.
According to equation (2.1), interfacial deformation not only depends on R3 but also is
related to the density of the floating objects. Thus, even after normalization by R3, the
interfacial deformations are still influenced by the liquid marble density. The greater the
density of a liquid marble, the larger the deformation along Y-axis.
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Figure 2.7 (a) Water-air interfacial deformation profiles by 5.0 µL liquid marbles with
different densities. (b) Normalized interfacial deformations from the contact point of
liquid marbles with different volumes.
The interfacial profile of the deformation caused by a fixed wall is: [27]
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hw (x) = Lc cot q exp(x / Lc )

(2.2)

hw(x) is the height profile of the deformed water surface near the wall, θ is the apparent
contact angle of the wall, Lc is capillary length. According to this expression, as the
apparent contact angle (>90o) increases, the deformation caused by the wall extends
further.
Thus the interfacial deformations can be varied by changing the volume and
density of the liquid marble and the apparent contact angle of the wall. Next we will
experimentally quantify the capillary interactions between a floating liquid marble and
the fixed wall and discuss how the interfacial deformations influence the interactions.
2.3.2

Dynamics of liquid marble near the wall
To perform the experiment, a wall was submerged into water and fixed in place

and a liquid marble was placed on the water surface near the wall. A video camera was
mounted above the water bath and the motion of the liquid marble was recorded when it
moved due to the capillary interaction between it and the wall. When a liquid marble is
close to the wall, its motion is determined by both the signs of the its own and the wall’s
meniscus slopes. It has been concluded that overlapping of the menisci with the same
sign of the slopes induces attractions while with opposite signs leads to repulsions. [51]
Here the sign of the meniscus caused by the liquid marble is defined as positive (+). The
utilized wall has two fields: the top field has contact angle θtA =156o and positive (+) sign
of the meniscus; the bottom field has θbR =0o and negative (-) sign of the meniscus. As
shown in Figure 2.3, when the wall is pushed into water until it reaches the boundary
between the top field and the bottom field, the contact angle is 90 o; and no deformation is
created. When it is further pushed into water, the contact line is pinned at the boundary.
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The apparent contact angle increases until it reaches the advancing contact angle of the
top field. The deformation of the water/air interface near the wall and the deformed
lateral length (Le) also increase as observed. When it is pulled out of water, the apparent
contact angle decreases until it reaches the boundary but the sign of the meniscus remains
positive (+). The signs of the meniscus are both positive (+) for the liquid marble and the
wall. So a nearby liquid marble moves toward the wall. If the wall is pulled out of the
water beyond the top and bottom field boundary, the contact line is pinned at the
boundary again and the sign of the meniscus becomes negative (-). The apparent contact
angle keeps on decreasing until it reaches the receding contact angle of the bottom field.
In this case, the liquid marble moves away from the wall when it approaches the vicinity
of the deformed interface near the wall.
These were confirmed by experiment: when the liquid marble is close to the wall
with apparent contact angle larger than 90o, it moves toward the wall; otherwise it moves
away from the wall. Images from the videos every 0.33 s during the motion of a liquid
marble are shown in Figure 2.8. This is also consistent with the previous study regarding
capillary interactions. [42]
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Wall with contact angle > 90o

Wall with contact angle < 90o

Figure 2.8 A 5.00 μL liquid marble moves toward the wall with contact angle > 90o (top)
and < 90o (bottom). The time interval between each frame is 0.33s.
In an effort to quantify the capillary forces by studying the dynamics of the liquid
marble when it is driven by capillary interactions, we focused on the attraction between
liquid marbles and a wall with apparent contact angle larger than 90o.
If we only consider the capillary force (Fc) and the resistance force (Fr) applied on
the liquid marble while it is moving, the force balance is:

Ft = Fc - Fr = ma

(2.3)

Ft is the total force and a is the acceleration during the motion. The capillary force is
thus:

Fc  ma  Fr

(2.4)

Videos were taken while the liquid marble was moving toward the wall. From the
frames of the video, the distance (D) between the center of the liquid marble and the wall
was measured every 1/30 s. Liquid marbles with density of 1.00 g/cm3 were first studied.
Plots of D versus time (Figure 2.9a), velocity versus distance (Figure 2.9b) and
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acceleration versus distance (Figure 2.9c) of liquid marbles with volumes varying from
2.5-15.0 µL are shown in Figure 2.9. The velocity and acceleration were determined
from the first derivative and second derivative of the D-t curves as a function of D. The
total force (Ft) applied on the liquid marble during the attraction (Figure 2.9d), was
calculated according to equation (2.3), as a function of D.
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Figure 2.9 a) Distance between liquid marble and wall (D) vs. time; b) velocity vs. D; c)
acceleration vs. D and d) total force vs. D.
It is found that the velocity and acceleration of liquid marbles with different
volumes do not have significant differences. However, from the plot of Ft vs. D, it is
found that as the volume of liquid marble increases, the force applied on the liquid
marble starts to rise at a greater distance from the wall.
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Dynamics of liquid marbles with different densities were also determined as
shown in Figure 2.10.
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Figure 2.10 a) Distance between 5.0 µL liquid marble with different densities and wall
(D) vs. time; b) velocity vs. D; c) acceleration vs. D and d) total force vs. D.
Similarly, the velocity and acceleration of liquid marbles with different densities
are not significantly changed. The total force starts to obviously increase at a greater
distance between the liquid marble and the wall as the density of the used liquid marble
increases. We will provide further the discussion about the non-detectable variations in
the liquid marble dynamics later.
The resistance force was measured by endowing the liquid marble with an initial
velocity and analyzing how the acceleration changes with velocity during deceleration of
the liquid marble without any boundary near the it. Here the liquid marbles with density
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of 1.00 g/cm-3 were chosen to perform the experiments. A typical displacement vs. time
relationship of a 5.00 μL liquid marble is shown in Figure 2.11a.
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Figure 2.11(a) Displacement vs. time of a 5.00 μL liquid marble while it slows down due
to resistance forces (black: experiment data and red: fitted curve); (b) geometric factor (ξ)
for the resistance forces of liquid marbles with different volumes.
The displacement and time relationship was found to fit D  A  exp(t / B)  C .
From the velocity and acceleration derived from this relationship, it is found that the
resistance force obeys Stokes’ law with a geometric factor ξ:

Fr   6Rv

(2.5)

ξ increases with the volume of the liquid marble increases (Figure 2.11b).
Using the experimentally obtained relationship between resistance force and
velocity, we calculated the capillary forces during the attraction between a liquid marble
(with density of 1.00 g/cm-3) and a wall (Figure 2.12). It was found that the liquid marble
with higher volume sensed the capillary interaction when it was further away from the
wall (Figure 2.12a). In the discussion of the water/air interfacial deformations by floating
liquid marbles, the effective length (Le) of deformed interface increases as the volume of
the liquid marble increases. The capillary interaction occurs when two deformations
overlap. Thus, the larger liquid marble, with the greater deformed interfacial profile, can
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sense the wall from a greater distance. We also studied the effect of the apparent contact
angle of the wall on the attraction between a wall and a 5.00 μL liquid marble. From
calculated capillary forces (Figure 2.12b), it is found that the wall with greater apparent
contact angle begins to attract the liquid marble at a greater distance. This is consistent
with what is indicated by equation (2.2), as the apparent contact angle (>90o) increases,
the deformation caused by the wall extends further.
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Figure 2.12 Capillary forces vs. distance between liquid marbles and the wall with
different volumes of the liquid marble (a) and apparent contact angles of the wall (b).
From the above results, we can conclude that the liquid marble can sense the wall
when it approaches the deformed vicinity near the wall. The sensing distance between
liquid marble and the wall is longer when larger interfacial deformations are generated by
the wall or the liquid marble.
2.3.3

Explanation of the liquid marble motion which is driven by capillary
interactions
Even though there is agreement on the origin and direction of the capillary

interaction and well defined theories to describe it, new perspectives or highlights
continue to arise. For example, Mahadevan and Vella proposed the importance of
buoyancy in the physical origin of capillary interactions. [27] A bubble is buoyant when
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it floats on water surface. It wants to rise up because of the upward net force, but it is also
constrained at the interface. Near the wall of a glass container, there is an uphill meniscus
due to the hydrophilicity of the glass surface. When the bubble is close to the meniscus, it
prefers to rise up along the meniscus. Apparently, the bubble is attracted by the wall. This
perspective can simply and successfully explain some of the phenomena driven by
capillary interactions.
We propose an alternative explanation of capillary interaction form the
perspective of Laplace pressure-induced liquid hydraulic motion. Because of the
negligible contact angle hysteresis of liquid marble surfaces, the contact line on the liquid
marble surface is dynamic when they are moved by the capillary attraction or repulsion.
Water can freely move around them. A wall and a liquid marble generate deformations
that decay away from them. When the liquid marble approaches the vicinity near the
wall, the fronts of their deformations overlap. This creates local distortions of the
previously equilibrated water/air interface. As a result, the curvature of the interface
changes, which induces a change in the Laplace pressure of water (PL):

PL  2H

(2.6)

where H is the mean curvature of the interface. This induces the total pressure (Pt)
applied on the water surface to change,
Pt  Patm  PL

(2.7)

where Patm atmospheric pressure, PL is positive when the sign of the interfacial
deformation is positive and negative when the deformation is negative.
With the total pressure changes, water hydraulically moves from high pressure to
low pressure. This leads to a re-configuration of the water-air interface. In response to the
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new configuration of the water/air interface, the liquid marble moves. Figure 2.13 shows
the schematic of the interfacial deformation contour map of a liquid marble and a
hydrophobic wall while the liquid marble approaches the wall.

Figure 2.13 Top: schematic of the 2D interfacial deformation contour map of a liquid
marble and a hydrophobic wall from above. Bottom: water/air interfacial deformations
represented by the deformations of the grids printed PET film placed under the water
bath.
To observe the configuration of the deformed water/air interface, a transparent
PET film with printed grids was placed under the water bath. Deformation of the grids
could be observed from the above of the water bath, which can be used to represent the
configuration of the water/air interface qualitatively. As shown in Figure 2.13, when the
liquid marble was approaching the wall with an apparent contact angle of 133o, the
deformed grid lines near the liquid marble, on the side close to the wall, are less dense
than the other side. The larger the spacing between the grid lines, the greater the
curvature of the deformed interface. Correlating the curvature of the interface to the
Laplace pressure, the pressure of the water surrounding the liquid marble is higher on the
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side close to the wall. So water hydraulically moves from the region with high pressure to
where has low pressure. As a result, the water-air interface reconstructs and forms a new
equilibrium configuration. The liquid marble detects the new configuration of the
interface and moves along the new interfacial contour toward the wall instantly. This
gives us insight concerning the non-detectable variation of the velocities and
accelerations for liquid marbles with different volumes and densities. According to the
process we proposed above, liquid marbles respond to the hydraulic motion of water, and
the hydraulic motion of water instantly respond to the Laplace pressure change.
Furthermore, the geometries of the interfacial deformations should not have significant
influences on the dynamics of water hydraulic motion. Thus resultant dynamics of liquid
marbles appear similar.
This Laplace pressure induced liquid hydraulic motion can also apply to capillary
interactions in other cases. The motion of a liquid marble, which is a superhydrophobic
object with negligible contact angle hysteresis, driven by capillary interaction, has the
opposite direction of the hydraulic motion of water. However, when a bubble is
considered, which is a superhydrophlic object with very low receding contact angle, the
process is different. As mentioned above, the crucial role of buoyancy can be used to
explain capillary interaction very well in most of the systems. However, the interfacial
deformation around the bubble seems to be ignored (Figure 2.14a). When a bubble floats
on water surface, the sign of the meniscus near it is negative as shown in Figure 2.14c.
When a bubble is close to a hydrophilic wall, the absolute value of PL in the vicinity of
the bubble on the side close to the wall increases due to the interfacial deformation
overlapping, which is similar as the resultant PL in the vicinity of a liquid marble when it
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approaches a hydrophobic wall. However, in the case of a bubble, PL has opposite sign to
Patm, the total pressure is written as:
Pt  Patm  PL

(2.8)

Thus Pt near the bubble decreases on the side close to the wall and water hydraulically
moves from high pressure to the low pressure region. But different from the case of the
liquid marble, a bubble can be considered as an object that has no receding contact angle,
thus it follows the hydraulic motion of water. Apparently, it also moves toward the wall
(or being attracted by the wall) as shown in Figure 2.14b. This also can be extended to a
solid or hollow sphere with hydrophilic surfaces floating on the water surface.

Figure 2.14 a) Schematic for the attraction between a bubble and a wall where buoyancy
was highlighted, Reproduced from [D. Vella and L. Mahadevan, Am. J. Phys. 73, 817
(2005)], with the permission of the American Association of Physics Teachers [27] b)
frames from video when a bubble moved to a hydrophilic wall, c) schematic for a “larger
bubble” move toward a wall.
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The hydraulic motion of water induced by interfacial curvature-induced Laplace
pressure changes can be used to explain the capillary interaction-induced motion of both
hydrophobic and hydrophilic floating objects. This perspective provides a deeper insight
into the process of capillary interaction-induced particle motion.
2.4

Conclusions
In summary, we experimentally explored the capillary interaction between liquid

marbles with various volumes and densities as well as walls with specific apparent
contact angles. The liquid marble provides an alternative way to systematically change
interfacial deformations while maintaining the surface properties of the floating objects.
This allows the comparison of capillary interactions among various interfacial
deformations. By relating the deformations which are caused by liquid marbles and the
wall to capillary interactions, it is found that capillary interactions are sensitive to the
intersecting interfacial deformations. Liquid marbles are useful model objects to
represent this due to their superhydrophobic surfaces, which allow them freely float on
water surface. We also provide interpretation of the capillary interaction from the
perspective of the hydraulic motion of water. The overlap of interfacial deformations
causes changes of Laplace pressure; and this induces the motion of water. It leads to the
reconfiguration of the water/air interface locally. Floating objects respond to the change
instantly by moving along the new interfacial configuration.
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CHAPTER 3
POLYIMIDE COMPOSITES REINFORCED WITH MICRO-SCALE
ASSEMBLIES OF SILICA NANOPARTICLES

3.1

3.1.1

Introduction

Discrete and continuous fillers
Fabricating composite materials by uniting two or more individual components is

a versatile approach for meeting an increasing demand for materials with improved
properties. A common strategy is incorporating fillers in polymeric matrices to achieve
desired physical, mechanical, thermal, electrical or optical properties. [52–58] These
fillers can be either discrete or continuous, each offering respective advantages and
disadvantages. Discrete fillers, which include particles, short fibers and flakes, are
commonly synthesized from a vast variety of inorganic or organic components. This
compositional variety allows a wide range of material properties, including mechanical,
thermal and electrical, to be tuned, however large volume fractions are often required for
noticeable enhancement. Typically the percolation threshold, a minimum volume
concentration (φ) of fillers in a composite, the concentration at which continuous-random
contacts can be achieved across a sample, is required to be reached before desired
properties are achieved. [59–61] The percolation threshold of discrete filler-reinforced
composites is normally high due to the disordered arrangement of the fillers in the
polymeric matrices. On the other hand, continuous fillers, mainly fibers, can provide
dramatic improvement in composite properties, even at lower φ. Furthermore, continuous
fillers can be directionally aligned during processing to provide anisotropic properties,

31

which can be beneficial for certain applications. However, their continuity leads to many
challenges with regards to processing, thus special fabrication techniques are often
required. [62,63]
To exploit the benefits of both discrete and continuous fillers, several methods
have been developed to precisely control the arrangement and structure of discrete fillers
in polymeric matrices, giving rise to “effective continuous” filler phases. [64] For these
methods in general, external forces or fields are applied to direct the patterning of the
discrete fillers. For example, shear force applied by the flow of a polymer melt was used
to align dispersed nanoparticles in a polymer melt, [65] a magnetic field was used to
pattern nickel micro-particles in styrene-butadiene rubber, [66] a periodic distributed
laser field was used to polymerize photo-reactive monomers with dispersed
nanoparticles, resulting in periodic distribution of crosslink density to direct the
aggregation of nanoparticles, [67] the phase behavior of a block copolymer was used to
locate selectively modified particles within a particular domain. [68] Although these
methods have demonstrated the ability to control the alignment of discrete fillers, very
few studies have demonstrated how the aligned particle domain can change material
properties.
In this chapter, a new route for creating micro-structured composites from discrete
fillers organized into continuous structures is introduced. Specifically, we fabricate
composites of silica nanoparticles (silica NPs) and polyimide (PI). Silica is a commonly
filler used to extend the mechanical properties of PI at high temperature, due to its high
modulus and good thermal stability. [69–80] As discrete fillers, the volume fraction of
silica content is often greater than 20% to permit a significant enhancement of the storage
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modulus at high temperature (above 350 oC). [75,81] This target volume fraction is
related to the mechanical percolation threshold of silica NPs in polyimide composites.
Here the structured continuous filler fabricated from discrete silica NPs is designed to
provide an improved reinforcement at a lower volume fraction. The fabrication and
characterization of silica NPs structures (section 3.3.2), the silica NPs/PI composite films
are presented (section 3.3.2) and the thermo-mechanical properties of the composite film
are also characterized and discussed (section 3.3.3 and 3.3.4).

Furthermore, we

demonstrate that this composite fabrication procedure has an additional benefit of
presenting surface functional groups on the silica nanoparticle assemblies (postproduction), allowing for additional functionality to be introduced to the composite film
(section 3.3.5).
3.2

3.2.1

Experimental

Materials
Tetraethyl orthosilicate (TEOS), (3-aminopropyl)trimethoxysilane (APTES)

(99%), ammonium hydroxide (28–30% NH3) and poly(pyromellitic dianhydride-co-4,4′oxydianiline), amic acid solution (12.8 wt. % (80% N-methyl-2-pyrrolidone (NMP)/20%
aromatic hydrocarbon)) were purchased from Sigma-Aldrich. Poly(acrylic acid), 25%
wt.% in water (Mw ~50,000) was purchased from Polyscienes, Inc. Tridecafluoro-1,1,2,2tetrahydrooctyldimethylchlorosilane (RFSiMe2Cl) was obtained from Gelest.
3.2.2

Preparation of amine-functionalized silica NPs
Silica NPs were prepared using the Stöber method. [82] Silica NPs (0.30 g) were

dispersed in a mixture of water (1.80 mL), ethanol (18.60 mL), and ammonium
hydroxide (0.35 mL) and reacted with 0.23 mL APTES for 20 h at room temperature. The
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solution was then centrifuged. The resulting solid was purified by washing with ethanol
three times to remove the unreacted APTES, and then suspended in ethanol.
3.2.3

Fabrication of silica NPs continuous micro-structures
The flow-coating setup, described in detail in the literature, [83] consisted of an

angled polyethylene terephthalate blade (PET, 75 μm thickness purchased from
McMaster-Carr) attached to a Newport linear stage. The blade was scored 1.5 mm from
the edge to make a hinge and brought into contact with the substrate (silicon wafer),
which was fixed on a translational stage attached to a nanopositioner (Inchworm 8200,
Burleigh Instruments, Inc.). The motion of the nanopositioner was controlled by a
software interface (Labview, National Instruments Company). To assist release of the
final composite film from the substrate, a sacrificial layer was coated on the silicon wafer
prior to flow-coating. The sacrificial layer was formed by spin-coating a 5 wt.% aqueous
solution of neutralized polyacrylic acid (PAA) (neutralized with saturated NaOH) on a
silicon wafer (4000 rpm, 15 s). This coated silicon wafer was then soaked in a 1 M CaCl2
solution for 30 s to crosslink the PAA by ion exchange between Na+ and Ca2+. Coated
substrates were stored under N2 for later use. An amine-functionalized silica NPs/ethanol
dispersion (12.0 μL, 2.5 mg/mL) was injected between the PET blade and the substrate.
The stage was translated at a defined velocity, 1.5 mm/s, with an alternating stop-and-go
motion. The stopping time and spacing between stops were programmed by Labview to
control the height and spacing of the structured silica NP assemblies. After fabrication of
the lines, the samples were dried at room temperature for 1 hour. To create silica NP
grids, the silicon wafer with a linear array of silica NP lines was rotated 90o and another
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array of lines was deposited on top of the first layer. All flow-coating procedures were
conducted at 20% relative humidity and 20 ± 2 oC.
3.2.4

Preparation of silica NPs/PI composite films
Micro-structured silica NPs/PI composite films were prepared by spin-coating

(4000rpm, 45s) polyamic acid/NMP solution over the silica NP micro-patterns as
fabricated with steps described above (stopping time: 1000 ms, spacing: 50 µm). After
spin-coating, multiple steps of thermal curing (150 ℃ for 1h, 200 ℃ for 1h, 300 ℃ for
1h and 350 ℃ for 1h) were applied. After cooling to room temperature, the sample was
immersed in a NaCl solution (1 M) to dissolve the PAA-Ca2+ layer and release the film
from the substrate. The composite film was then transferred into a water bath to wash off
the residual salt (NaCl or CaCl2) and dried under N2 flow.
3.2.5

Post modification of silica NP micro-structures in the composite film
The bottom side of the composite film was treated in a Harrick oxygen plasma

cleaner at 150 mTorr for 2 min before being allowed to react with RFSiMe2Cl vapor in a
closed container at 80 °C for 24 h. After the surface modification reaction, the film was
washed by rinsing with toluene, ethanol, and water (in this order) and then dried under N2
flow.
3.2.6

Characterizations
Transmission electron microscopy (TEM) was used to characterize silica NPs.

Silica NPs were deposited on a copper grid from the ethanol dispersion and imaged using
a JEOL 2000 FX MARK II TEM operating at a 200 kV accelerating voltage. The film
thickness was measured by an optical profilometer (Zygo NewView 7300, 10x objective)
with MetroPro software. Optical microscope images were obtained by an inverted
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microscope (Zeiss Axiovert 200M). Atomic-force microscopy (AFM) images were
recorded using a scanning force microscope (Dimension 3100, Digital Instrument Co.,
Santa Barbara, CA) in tapping mode. Nanoscope Analysis software was used for AFM
image processing and analysis. Thermogravimetric analysis, TGA (TA Instrument, Q50),
was used to determine the thermal stability of the silica NPs/PI composite films. Dynamic
mechanical thermal analysis, DMTA, (TA instrument, Q800), was applied to evaluate the
thermo-mechanical performance of the composite films at a heating rate of 10 oC/min
from 25 to 500 oC with a frequency of 2 Hz. The specimens for DMTA testing were
approximately 10 mm × 5 mm × 2 µm (length × width × thickness), with 50 µm thick
Kapton® reinforced ends. The high temperature adhesive Resbond 907 Regular
(Cotronics Corp.), cured at 120 oC for 1 h and 250 oC for 1h, was used to adhere two
pieces of 12 mm × 8 mm (width × length) Kapton® films at each end of the composite
films. These sandwiched ends help to assure the effective clamping of the film between
the grips of the DMTA.
3.3

3.3.1

Results and discussion

Fabrication and characterization of continuous silica NP micro-structures
Silica NPs were synthesized by the Stöber method followed by post surface

modification to have amine function groups attached on their surfaces. The amine groups
were introduced to assist the incorporation of the micro-structures into PI matrices, which
will be discussed in the following section. TEM microscopy of the amine-functionalized
silica NPs indicates that their diameters range from 30 to 40 nm (Figure 3.1). The silica
NPs were dispersed in ethanol, forming a 2.5 mg/mL dispersion for fabricating the
assemblies.
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Figure 3.1 TEM image of amine-functionalized silica NPs.
Silica NPs can be successfully structured into lines and grids assemblies by flowcoating. The height of the silica NPs lines and the spacing between neighboring lines can
be controlled by programming the motion of the substrates. Flow-coating takes advantage
of the “coffee-ring” effect to create continuous structures from discrete fillers (Figure
3.2).

Figure 3.2 Schematic of flow-coating process for fabrication silica NP lines.
In contrast to uncontrolled evaporation-induced assembly processes, flow-coating
offers the control of the “stick-slip” motion of the vapor/liquid/solid three phase contact
line. [84] Here, two parameters were varied for this process: 1) stopping time (t), when
the substrate and the blade are stationary (“stick”); and 2) spacing between two stops (b),
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which is the translation distance of the contact line (“slip”). During the stopping time, the
evaporation of ethanol drives the deposition of the silica NPs at the contact line. By
increasing the stopping time from 50 ms, 250 ms, 1000 ms to 3000 ms, the height of the
assembled lines increases from ~92 nm, 217 nm, 565 nm to 835 nm (Figure 3.3).

Figure 3.3 AFM height profiles of silica NPs lines with stopping time of 50 ms (A), 250
ms (B), 1000 ms (C) and 3000 ms (D) and their heights vs. stopping times (E).
For some of the composite specimens, after the formation of the first array of
lines, the substrate was rotated by 90o, and another array of lines was deposited on top of
the first layer to develop silica NP grid microstructures. The dimensions of the silica NP
grids can be precisely controlled by programing the stopping time and slip distance.
Figure 3.4A-D show silica NP grids with spacing from 25 µm to 200 µm at a constant
stopping time of 1000 ms. For slip distances equal to or less than 25 µm, the assembled
lines were not spaced regularly and some of the neighboring lines were connected by
deposited particle films. This film formation is due to the pinning of the contact line by
the deposited particles, which requires a minimum “slip” distance to achieve discrete
line-shaped structures. [84] As long as the critical “slip” distance is exceeded, the second
array of silica lines can be laid on top of the first array of lines successfully.
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Figure 3.4 Optical microscopic images of silica NPs grids with grid size of 25 µm x 25
µm (A), 50 µm x 50 µm (B), 100 µm x 100 µm (C) and 200 µm x 200 µm (D) and AFM
profile of the junction point of the grid with size of 50 µm x 50 µm. The scale bar in A is
applied to B, C and D.
From AFM analysis of silica NPs grids with a grid size of 50 µm x 50 µm
(Figure 3.4), the height of the lines in the grids is both found to decrease to 352 nm
instead of the 565 nm for the first layer NP microstructures formed under the same
conditions. We hypothesize two reasons that might cause this reduction in height: 1) the
topography of the first array of lines influenced the height and the geometry of the
capillary bridge between the substrate and the PET blade during the flow-coating process;
2) the silica NP lines were just physically packed together, where the interactions
between particles were weak, thus when the second layer of the silica NP lines were
deposited, some of the particles on the first layer were re-dispersed into ethanol
dispersion.
The cross-section of the obtained silica NPs lines is approximately triangular,
which is inherent to evaporation-induced self-assembly (Figure 3.5). [85–87] By
knowing the width and height of the lines, the volume of the micro-structure (Vsilica) can
be approximated by:
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Vsilica 
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whlN
2

(3.1)

where w is the width, h is the height, l is the length and N is the number of silica NP lines.
Accordingly, the volume ratio (φ) of the silica NPs micro-structure in the composite with
a known film thickness (Figure 3.2) can be estimated by:
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(3.2)

where L is the length, a is the width and t is the thickness of the composite film, b is the
spacing between neighboring silica NP lines.

Figure 3.5 AFM profile of silica NP lines with 50 µm spacing and 1000 ms stopping
time.
3.3.2

Fabrication and characterization of continuous silica NP micro-structures/PI
composite films
After forming the continuous silica NP micro-structures, they were integrated into

a polyimide film. As shown in Figure 3.6, polyamic acid/NMP solution was spun-coat on
the silica NP micro-structures and thermally cured using a multi-step temperature profile
as suggested elsewhere. [77,78,88,89] Silica NP lines with spacing of 50 µm and silica
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NP grids with grid size of 50 µm x 50 µm were chosen. Upon heating, the imidization of
polyamic acid accomplished the formation of PI. Moreover, the amine groups on the
surface of silica NPs can also react with the carboxylic acid groups in the polyamic acid,
thus forming covalent bonds between the NP micro-structures and the PI. [70] These
bonds enhance the strength of the interfaces between the silica NP micro-structures and
the PI matrix.

Figure 3.6 Schematic of incorporation of the silica NP micro-structures into PI matrix.
To assist the separation of the final composite film from the silicon wafer, a
sacrificial layer was deposited prior to flow-coating. The sacrificial layer must satisfy two
requirements: 1) resistance to water content existing in the ethanol dispersion during
flow-coating, and 2) easy removal and /or dissolution upon command. The material
chosen was polyacrylic acid crosslinked by Ca2+ (PAA-Ca2+), which is resistant to water
but can be easily removed by a solution of NaCl. [90] Optical microscopy of the
composite film confirm the successful integration of the silica NP lines into the PI matrix
(Figure 3.7), and the completed fabrication of a composite film.
41

Figure 3.7 Silica NPs lines/PI composite film floating on water (A) and optical
microscopy of silica NPs lines/PI composite film (B).
The resultant silica NPs/PI composite films have thickness of ~2 µm as assessed
by optical profilometer. Thus, the volume ratio (φ) of the silica NPs content in the
composite film can be calculated according to equation (3.2). For the composite films
with the silica NP lines, φ is ~3.26%, and for the composite films with silica NP grids, φ
is ~4.04%. Thermogravimetric curves show that the composite films maintained the same
thermal stability as the pure polyimide (Figure 3.8). After calcining the films above 900
o

C, the silica remained. Based on the remaining silica weight fraction, we can determine

the weight percent (Φ) of silica in each of the composite films. For composites with silica
lines, Φ is 3.06%; and for composites with grid microstructures, Φ is ~3.59%. These
values agree with the calculated φ values with trivial discrepancies by assuming the
density of PI and silica are both 1.0 g/cm-3. These differences might be due to the loss of
organic component in silica NPs upon heating.
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Figure 3.8 TGA of pure PI film and silica NP micro-structures/PI composite films.
3.3.3

Thermo-mechanical properties of the composite film
To determine the impact of the silica NP micro-structures on the composite’s

mechanical properties, dynamic mechanical thermal analysis (DMTA) was performed
across the temperature range of 25 oC to 500 oC.
The composite films were easily transferred and manipulated with stainless steel
tweezers despite their thickness of ~2 µm; however, clamping the thin films posed
challenges. The composite films often broke at the sample ends where they were clamped
by the grips during the measurement. To overcome this challenge, we sandwiched each
end of the film with two pieces of 12 mm x 8 mm Kapton® having thickness of 50 µm
adhered to the composite film with a high temperature adhesive, which was cured at 120
o

C for 1 h and 250 oC for 1 h. This procedure ensured good bonding between the

composite film and the pieces of Kapton® ends. These conditions were used to prepare
samples for quantifying the mechanical response of films with different filler
arrangements: pure PI films, composite films with silica NP lines (w: ~15 µm, h: ~565
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nm and b: 50 µm) parallel (para silica NP lines /PI) and normal (perp silica NP lines /PI)
to the tension direction, and composite films with silica NP grids (grid size: 50 µm x 50
µm) (Figure 3.9A). Three independent films were tested for perp-silica NP lines/PI
composites and silica NP grids/PI composites, and as many as eight samples were tested
for the pure PI and para-silica NP lines/PI composites to obtain average storage moduli
with standard deviations.

Figure 3.9 (A) Schematic of specimens for DMTA tests with arrows representing the
directions of applied force during the tests. (B and C) Storage moduli of pure PI (I), para
silica NP lines/PI (II), perp silica NP lines/PI (III) and silica NP grids/PI (IV) at 25 oC (B)
and 450 oC (C).
The DMTA results of the fabricated silica NPs/PI composite films show that at
low temperature (25 oC), the enhancement of the storage moduli for the composite films
is not significant in comparison with pure PI (Figure 3.9B). It is also noted that the
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differences between the average measured storage modulus of the composite and the pure
PI films have a similar magnitude to their own standard deviations. This non-detectable
enhancement at low temperature is anticipated, due to the low filler volume ratio (~3.0%)
and can be justified with the simplistic models discussed below. At the elevated
temperature (450 oC), the measured storage moduli of the composite films show a ~30%
increase for all three structures (para silica NP lines, perp silica NP lines and silica grids)
relative to the pure PI film (Figure 3.9C), but the differences among the three structures
cannot be distinguished. We propose that the increase of storage moduli for the
composite films is because of the tightly packed silica NPs are able to provide
reinforcement to the composite material as the storage modulus of the polyimide
decreases with increasing temperature. Such a great enhancement at 450 oC with only
~3.0% filler volume ratio indicates the advantageous volume efficiency of these silica NP
micro-structures.
To provide some context for these measured composite mechanical properties, we
can consider a predicted value of the composite modulus of silica NPs/PI films estimated
by Reuss (series) or Voigt (parallel) models with the assumption that the silica NP
structures have the same continuity as fibers. The tensile modulus ( E ) of para silica NP
lines /PI composite can be derived as:

1
1
E  Em  (1  )  E f  
2
2

(3.3)

tensile modulus ( E ) of perp silica NP lines /PI composite:

E  Em

E f (1    )  2 Em  (1   )
(1   ) E f  2Em
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(3.4)

and tensile modulus (E╬) of silica NP grids /PI composite:
1
1
E f Em (1   )  E f 
2
2
E╬  Em (1   )  
1
1
2 ( Em (1   )  E f  )  (1   ) E f
2
2



(3.5)

h
w
, where h is the height of the silica NP lines;  
, where w is the width of
2t
wb

the silica NPs lines, Em and Ef are tensile modulus of PI matrix and silica NPs.
According to equation (3.3), the modulus of silica NP lines is estimated to be 20.0
GPa at 25 oC, by using the measured value of E . This value is less than the reported
value for the elastic modulus for glass fibers, 75 GPa; [91] however, it demonstrates that
the assembly of discrete silica fillers via flow coating can create structurally significant
mesoscale structures. At 450 oC the modulus of silica NP lines is determined to be 8.36
GPa. Moreover, these moduli of the silica assemblies at different temperatures can be
used in equation (3.4) and (3.5) to provide insight into why we do not observe a strong
dependence on the composite modulus for composites with different structural
arrangement. The calculated and measured modulus of composite films with different
structure arrangements are summarized in Table 3.1. The measured values are found to
be close to the values estimated by the simple composite model. It is also noted that the
variance of composite moduli between films with different structured arrangement is
small and falls within the errors of the measurements.
Table 3.1 Calculated tensile modulus and measured storage modulus of films with
different compositions.
25 oC
Calculated value

450 oC

Measured value
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Calculated value

Measured value

EPI

-

2.5 ± 0.3

-

0.8 ± 0.09

E

-

3.1 ± 0.4

-

1.1 ± 0.09

E

2.64

3.0 ± 0.6

0.85

1.0 ± 0.1

E╬

2.97

2.4 ± 0.2

1.0

1.1 ± 0.08

Besides the enhancement of storage moduli at the elevated temperature, observed
by DMTA, it is found that the loss factor (tan δ) is lower for the composite film than the
pure PI at 430 oC. (Figure 3.10) This suggests a lower relative energy dissipation in
composite films upon temperature increases in comparison with pure PI. Moreover, no
detectable shift of the film glass transition temperature was observed according to the
peak temperature of the tan δ.
0.12

Pure PI film
Para silica NPs lines/PI
Perp silica NPs lines/PI
Silica NPs grids/PI

0.10

3000
0.08
0.06
2000

Tan Delta

Storage Modulus (MPa)
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0.04
0.02

1000
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0

100

200

300
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Temperature (oC)

Figure 3.10 Storage moduli and tan δ of PI (black), para-silica NP lines/PI composite
(green), perp-silica NP lines/PI composite (magenta) and silica NP grid/PI composite
(blue) vs. temperature.
These results indicate that assemblies of discrete silica fillers offer a promising
route to approach mechanically reinforcing polyimide for improved performance at high
temperatures with low filler loading. Furthermore, the estimation of the elastic modulus
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of the silica filler assemblies is useful for guiding future investigations into the use of
assembled discrete fillers in other composite systems.
3.3.4

Post-functionalization of silica NP linear structures
The silica NPs/PI composite films could be useful as substrates for chemical

patterning. Due to the layer-by-layer processing method, the top and bottom surfaces of
the composite have different chemical functionalities. The side that was attached to the
silicon wafer during the thermal curing of PI is defined as the bottom side of the
composite film, and the other side is defined as the top side. The SEM image of a
composite film with integrated silica NP lines shows that the top surface of the composite
film was covered by polyimide, but the bottom surface had exposed silica NPs (Figure
3.11).

Figure 3.11 SEM images of top surface (A) and bottom surface (B) of the silica NP
lines/PI composite film.
XPS data also confirmed the presence of Si on the bottom surface and the absence
of Si on the top side (Figure 3.12). The surface of silica particles can be readily
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modified, [92–96] thus the composite film can be endowed with a wide range of
additional surface functionalities using well-demonstrated chemistry.

c/s

Top surface of silica NPs/PI composite
Bottom surface of silica NPs/PI composite

O
C
N
Si

1000

800

600

400

200

0

Binding Energy (eV)
Figure 3.12 XPS spectra of top and bottom surfaces of silica NPs/PI composite film.
To demonstrate this capability, modification of silica NP micro-structures with a
reactive silane, RFSiMe2Cl, via vapor phase modification was chosen. The bottom side of
a composite film was first treated by O2 plasma to remove organic contaminations on the
integrated silica NP surfaces, which were introduced during the fabrication process, and
to expose hydroxyl groups on the particles’ surfaces. The surface was then exposed to
RFSiMe2Cl vapor at 80 oC for 24 h. After being washed with organic solvents and water,
the composite film was dried under N2 flow and subsequently characterized by X-ray
photoelectron spectroscopy (XPS). The appearance of fluorine was observed in the XPS
spectrum of the bottom side of the composite film after modification, while no trace of
fluorine was found on the bottom side of the pure PI film which was treated with the
same post modification steps (Figure 3.13). This contrast indicates that the exposed silica
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NP surfaces are necessary for the post modification. These results demonstrate the
success of post modification of the silica NPs micro-structures. Furthermore the postmodification of silica NP can be easily extended to numerous other functionalities that
have been shown to be compatible with silica surfaces for biomedical [97], catalytic [98]
and other potential applications [99].

Figure 3.13 Schematic of the bottom side of the composite film post-modification (left)
and XPS spectra for films before and after post modification (right).
3.4

Conclusion
Silica NP micro-structures have been fabricated successfully via flow-coating

with controllable 3D geometry. These assembled silica NP structures were then
incorporated into PI matrices to create structured composite films designed for enhanced
high temperature mechanical properties. As characterized with DMTA, the storage
moduli of the composite films were enhanced at high temperature as compared to pure
PI. This enhancement is significant since it occurred at an extremely low effective filler
content, which is hypothesized to be related to the continuity of the assembled discrete
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fillers. This fabrication process also endows the composite film with modifiable silica NP
micro-structures on the bottom surface to introduce new functionalities into the
composite film. Collectively, the results demonstrate that the method proposed here
offers a promising platform to achieve polymer composites that offer many of the
advantages of both discrete and continuous filler systems. It can also be easily extended
to a broad variety of fillers compositions from polymers to organic and inorganic
nanoparticles, as well as polymer matrices, to provide various desired properties.
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CHAPTER 4
A NACL-BLOCKED DIAMINE IN POLYURETHANE-UREA CURING

4.1

Introduction
Polyurethanes are a class of material with broad applications including

coatings, [100] adhesives, [101–103] sealants, [104] and foams. [105,106] They are
normally synthesized by a step-growth polymerization of polyol and di- or
polyisocyanate to form either hydroxyl- or isocyanate- terminated pre-polymers, followed
by a chain extension process to obtain elastomers. For isocyanate-terminated prepolymers, chain extension by diol or diamine forms polyurethane (PU) or polyurethaneurea (PUU) to achieve high molecular weight. In practice these two products are both
called polyurethanes. [107,108] Polyols are normally considered as soft segments since
they are typically made from flexible chains such as polyether or polyester. Urethane and
urea are considered as hard segments due to the hydrogen bonding among the urethane or
urea groups. It was proposed that PUU have improved mechanical properties over
conventional PUs due to the enhanced hydrogen bonding in the hard segment. [108]
However, the preparation of the urea from isocyanates and amines is difficult to control
due to reaction rates even at room temperature. To control the urea formation, several
methods were developed: 1) diluted mixture and low temperature (0 oC) were used to
slow the reaction rate, [109,110] 2) in-situ generation of -NH2 from -NCO in the
presence of water/moisture was explored to form urea at an extremely slow rate, [111–
114] 3) secondary amines, such as piperazine [109] or hindered amines, such as 4,4’methylene bis (o-chloroaniline) (MOCA), [115] were investigated to extend the pot-life;
4) blocked isocyanates, which contain a weak bond formed from isocyanate and a

52

hydrogen active compound, are used to regenerate active isocyanate at an elevated
temperature [116–118] to approach the control of urea formation.
There is another effective approach to prepare PUU which has existed for more
than forty years [119], but limited literature can be found concerning the details of this
approach. A complex, formed from 4,4’-methylene dianiline (MDA) and/or racemic 2,3di-(4-aminophenyl) butane (racemic DPB) and selected alkali metal salts (normally
sodium chloride, although other alkali salts were also found be able to form a complex),
was used in the curing of amine curable polymers. [119] This method was discovered and
patented by DuPont. It was shown that upon heating, this complex released free MDA or
DPB to cure amine curable polymers. There are several patents that followed the first
which focused on exploring the optimization of the complex particles’ sizes by ball
milling after the formation of the complex, or by varying the reaction medium during the
formation. [120,121] Optimized particle size was described as the “preferred” condition
for the curing of the polymer without providing clear reasons. There are also patents that
claim accelerating and lowering the temperature required for curing by adding polar
compounds into the system. [122,123] Prior to DuPont’s patent, there were several
publications describing this complex. [124] The physical properties, chemical
composition and crystal structure of the complex formed from MDA and sodium chloride
(NaCl) were characterized. [124–127] It was found that the composition of MDA and
alkali salt in the complex is 3:1, thus the complex is also denoted as MDA3-NaCl.
Different from the application of this complex explored by DuPont, which is for aminecurable polymer curing, the usage proposed in literature reports was to remove NaCl
from water. [128]
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The MDA3-NaCl complex is a useful path for polyurethane-urea (PUU) formation
and currently it is a major component of a product, DURACURETM C3-LF, produced by
Chemtura Inc., for polyurethane curing. The knowledge about this complex is mainly
kept within a small industrial community. It is believed that this complex in general is an
effective way for controlling the hard-to-handle, rapid amine-isocyanate reaction. Thus,
disclosing the knowledge of the complex to a broader community can assist further
expanding its use in other potential applications. However, there is no information
concerning the use of MDA3-NaCl complex for PUU formation in the open literature.
The little available literature on the complex itself is conflicting. In the early literature,
this complex was shown to have a melting point of 150 oC, while in DuPont’s patents,
this complex was used in polymer curing at temperatures ranging from 90 oC to 150
o

C. [119,120] It was also mentioned that the dissociation of the complex began at 90 oC

in a urethane system. [119] These suggest a question: if the complex can dissociate at 90
o

C, why is the observed and reported melting temperature 150 oC? Does the dissociation

occur only in the presence of isocyanate or other reactive groups?
The work described in this chapter is part of a project which was a collaboration
with Dr. Shota Fujii. The overall program is to explore the usage of the complex formed
from alkali metal salt and MDA, specifically, MDA3-NaCl, as an amine source to extend
the isocyante-terminated silicone and, polyether and polyester pre-polymers to prepare
silicone-polyurethane-urea (SPUU). The program includes two parts: 1) investigate the
synthesis and thermal/physical properties of MDA3-NaCl complex and 2) study the
behavior of the MDA3-NaCl complex in the presence of pre-polymer upon heating and
the usage in SPUU synthesis. In this chapter, my efforts, which focused on investigating
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the synthesis (section 3.3.1), thermal/physical properties of MDA3-NaCl complex
(section 3.3.2 and 3.3.3), and studying the behavior of the MDA3-NaCl complex in the
presence of MDI terminated polycaprolactone (OCN-PCL-NCO) pre-polymers upon
heating (section 3.3.4), are discussed.
4.2

Experimental

4.2.1

Materials
Sodium chloride (NaCl), sodium bromide (NaBr), sodium iodide (NaI), potassium

chloride (KCl), lithium chloride (LiCl) and methanol were obtained from Fisher
Scientific. 4,4’-methylene dianiline, bis(2-ethylhexyl) adipate (dioctyl adipate) and
dioctyl

phthalate

were

purchased

from

Acros

Organics.

MDI-terminated

polycaprolactone (OCN-PCL-NCO, Adiprene® Duracast®C900, 3.3%-3.7% NCO) was
provided by Chemtura. House purified water (reverse osmosis) was further purified using
a Millipore Milli-Q system (18.2 MΩ).
4.2.2

Synthesis of blocked diamine complexes from alkali metal salts and MDA

 Temperature effects on the synthesis: 1.0 g MDA was dissolved in 4.0 g
methanol and 0.2 g NaCl was dissolved in 1.0 g water. The solutions were mixed
at 50 oC (I), 70 oC (II) or 0 oC (III) with stirring for 1 h. The solution was then
equilibrated to room temperature and filtered. For the reaction at 70 oC, before
the solution was filtered, it was allowed to rest for 1 h at room temperature. The
precipitates were washed with a methanol/water (4.0 g/1.0 g) mixture three times
and dried in air overnight.
 Reaction medium effect on the synthesis: (IV) 1.0 g MDA was dissolved in 3.0
g methanol and 0.2 g NaCl was dissolved in 2.0 g water. The solutions were
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mixed at 50 oC with stirring for 1 h. The solution was then cooled to room
temperature and allowed to rest for 1 h. Then the solution was filtered and the
precipitate was washed with a methanol/water (4.0 g/1.0 g) mixture three times
and dried in air overnight. (V) 1.0 g MDA was dissolved in 4.5 g methanol and
0.2 g NaCl was dissolved in 0.5 g water. They were mixed at 50 oC with stirring
for 1 h. The solution was then cooled to room temperature and allowed to rest for
1 h. Then the solution was filtered and the precipitate was washed with a
methanol/water (4.0 g/1.0 g) mixture three times and dried in air overnight. (VI)
1.0 g MDA was dissolved in 4.0 g methanol/isopropanol (3.0 g/1.0 g) mixture and
0.2 g NaCl was dissolved in 1.0 g water. They were mixed at 50 oC with stirring
for 1 h. The solution was then cooled to room temperature and allowed to rest for
1 h. Then the solution was filtered and the precipitate was washed with a
methanol/water (4.0 g/1.0 g) mixture three times and dried in air overnight. (VII)
0.3 g NaCl was mixed with 0.3 g water and 6.0 g dioctyl phthalate (DOP) with
stirring at room temperature. 3.0 g MDA was added and the solution was heated
at 70 oC with vigorous stirring (1100 rpm) for 15 min. The solution was then
cooled to room temperature and filtered. The precipitate was washed with hexane
(6 ml x 6), methanol/water (4.0 g/1.0 g x2) and methanol (6 ml x 2) and dried
under vacuum for 24 h.


Alkali metal salt effect on the synthesis: (VIII) 1.0 g MDA was dissolved in 4.0
g methanol and 0.2 g NaBr was dissolved in 1.0 g water. The solutions were
mixed at 50 oC with stirring for 1 h. The solution was then cooled to room
temperature and allowed to rest for 1 h. Then the solution was filtered and the
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precipitate was washed with a methanol/water (4.0 g/1.0 g) mixture three times
and dried in air overnight. (IX) 1.0 g MDA was dissolved in 4.0 g methanol and
0.2 g NaI was dissolved in 1.0 g water. They were mixed at 50 oC with strring for
1 h. The solution was then cooled to room temperature and allowed to rest for 1 h
at room temperature. Then the solution was filtered and the precipitate was
washed with a methanol/water (4.0 g/1.0 g) mixture three times and dried in air
overnight. (X) 1.0 g MDA was dissolved in 4.0 g methanol and 0.2 g KCl was
dissolved in 1.0 g water. They were mixed at 50 oC with stirring for 1 h. The
solution was then cooled to room temperature and allowed to rest for 1 h. Then
the solution was filtered and the precipitate was washed with a methanol/water
(4.0 g/1.0 g) mixture three times and dried in air overnight. (XI) 1.0 g MDA was
dissolved in 4.0 g methanol and 0.2 g LiCl was dissolved in 1.0 g water. They
were mixed at 50 oC with stirring for 1 h. The solution was then cooled to room
temperature and allowed to rest for 1 h. Then the solution was filtered and the
precipitate was washed with a methanol/water (4.0 g/1.0 g) mixture three times
and dried in air overnight.
4.2.3

Characterization of MDA3-NaCl complex particles
Scanning electron microscopy (SEM) images were recorded using a JEOL

Neoscope. Attenuated total reflection-infrared spectra (FT ATR-IR) were recorded using
a PerkinElmer Spectrum 100 spectrometer. Melting point was measured using an
OptiMelt melting point system. Single crystal characterization: The data was collected on
a Nonius KappaCCD machine. The structure was solved by Direct methods using SIR92
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program within WinGX suite. The atomic coordinates and thermal ellipsoids were then
refined using a least-squares refinement using the program SHELXL.
4.2.4

Thermal dissociation kinetics of MDA3-NaCl complex by DSC
The typical procedure for DSC is as follows: the temperature is increased to the

testing temperature at a rate of 10 oC/min and held (isothermal) for a certain period of
time. The sample is then cooled to -20 oC at a rate of 10 oC/min and then heated at a rate
of 10 oC/min to the “isothermal” temperature. If MDA is released during the first
“isothermal” heating stage, an endothermal peak is observed around 90 oC, the melting
point of MDA, during the second heating ramp. The integration of that peak represents
how much heat is absorbed per gram complex which is proportional to the amount of
released free MDA. The value of heat absorption during the melting of MDA is 103 J/g
as obtained by DSC. By repeating this, the kinetics of the dissociation of MDA3-NaCl at
the testing temperature can be determined.
4.2.5

Microscopy study of the behavior of MDA3-NaCl upon heating
MDA3-NaCl: A small amount of complex II was placed on a microscope

coverslip with thickness of 0.13 to 0.17 mm, which was held on a microscope heating
stage. Microscope images were taken every 5 s at 170 oC.
MDA3-NaCl in pre-polymers: A layer of MDI-terminated polycaprolactone
(OCN-PCL-NCO, Adiprene® Duracast®C900 provided by Chemtura, 3.3%-3.7% NCO)
was spread on a microscope coverslip which was placed on a hot stage under the
microscope. Complex particle II was carefully spread on top of the layer of OCN-PCLNCO. Microscope images were captured after the temperature of the heating stage
approached 170 oC and recorded at 10 min, 20 min, 30 min, 40 min, 60 min, 90 min and
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120 min. The obtained sample was characterized by IR microscopy (Nicolet™ iN™10
Infrared Microscope). Due to the difficulty in finding the same particle after transferring
the sample from the optical microscope to the IR microscope, a different particle was
characterized. But it is believed that the IR spectrum is representative since all the
particles on the same sample were prepared under the same condition. An area including
complex particles, where one hundred spots with 100 µm distance from each other, was
chosen for IR spectroscopy scanning. After scanning, 100 IR spectra were obtained and
each spectrum is the full IR spectrum for each spot in the selected area.
4.2.6

Thermal cure of OCN-PCL-NCO with MDA3-NaCl
10.0 g OCN-PCL-NCO (containing ~7.9 x 10-3 mol NCO group) and 0.865 g

(containing ~7.9 x 10-3 mol NH2 group) complex particles (II, III or VII) were mixed
using a speed mixer (DAC 150.1 FVZ) at 2000 rpm for 2 min. Then the mixture was
poured into a Teflon dish with diameter of 10 cm and placed in an oven at 140 oC for 2 h.
10.0 g OCN-PCL-NCO (containing ~7.9 x 10-3 mol NCO group), 0.865 g
(containing ~7.9 x 10-3 mol NH2 group) complex particles (I, III or VII) and dioctyl
adipate (DOA, 0.288 g, 0.865 g or 2.595 g) were mixed using a speed mixer at 2000 rpm
for 2 min. Then the mixture was poured into a Teflon dish with diameter of 10 cm and
placed in an oven at 140 oC for 2 h.
4.2.7

Dynamic mechanical thermal analysis (DMTA)
Samples were cut into a ~1.5 cm x 0.6 cm rectangular shape with thickness ~0.13

mm. Thermo-mechanical behavior of the samples were analyzed by DMTA conducted on
a TA Q800 instrument. The measurements were performed from 25 oC to 140 oC at a
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scanning rate of 10 oC/min in tensile mode, with a strain of 0.1% at the frequency of 2
Hz.
4.3

4.3.1

Results and discussion

Synthesis and characterization of complex particles
The complex particles (I) were synthesized in our laboratory by mixing two

solutions of MDA in methanol and NaCl in water at 50 oC based on one of the earliest
literature reports. [128] IR was used to confirm the formation of the complex. The peaks
belonging to N-H antisymmetric stretching of MDA at 3442 and 3413 cm-1 are not
observed in the IR spectrum of the formed complex (Figure 4.1). The peak at 3376 cm-1
belongs to the N-H antisymmetric stretching of the complex. This change is due to the
hydrogen bonding of the chloride ion with one hydrogen from the amino group. [127]
Thus only the un-bonded hydrogen contributes to the single antisymmetric N-H

Transmittance (%)
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Figure 4.1 FT-IR spectra of MDA, complex particles and complex particles upon heating
and after cooling.
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The single crystal structure of the formed complex was characterized as shown in
Figure 4.2. A Na+ ion is in the center with six MDA surrounding it. Each MDA is shared
by two Na+ centers. This indicates the stoichiometry of MDA and NaCl in the complex
is 3 to 1 which is consistent with the previous study. [127]

Na
C
N

Figure 4.2 Single crystal structure of MDA3-NaCl complex.
Microscopically, the formed complex particles appear as irregular shaped crystals
as shown in Figure 4.3I.
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Figure 4.3 SEM images of complex particles prepared from different methods.
According to the literature, the complex can be formed from MDA and alkali
metals at temperatures ranging from 20 to 90 oC within different reaction media (alcohol
and water mixture, water, inert solvent and water mixture). [119,128] It has been shown
that MDA3-NaCl samples prepared under various conditions have different sizes which
influences performance in amine-curable polymer curing. However, there is no
documented comparison among them. Furthermore, there is no morphological
characterization on complex particles in the literature. To obtain a detailed knowledge on
the influence of the synthetic conditions on the microscopic appearance of the complex
particle, various reaction conditions for the formation of the complex particles was
studied and are summarized in Table 4.1.
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Table 4.1Synthetic conditions for the reaction of MDA and alkali metals.
Salt

Temperature
(oC)

I

NaCl

50

Methanol/water weight ratio: 4.0/1.0

Yes

II

NaCl

70

Methanol/water weight ratio: 4.0/1.0

Yes

III

NaCl

0

Methanol/water weight ratio: 4.0/1.0

Yes

IV

NaCl

50

Methanol/water weight ratio: 1.5/1.0

Yes

V

NaCl

50

Methanol/water weight ratio: 9.0/1.0

Yes

VI

NaCl

50

Methanol/Isopropanol/water: 3.0/1.0/1.0

Yes

VII

NaCl

70

Dioctylphthalate/water: 20/1

Yes

VIII

NaBr

50

Methanol/water weight ratio: 4.0/1.0

Yes

IX

NaI

50

Methanol/water weight ratio: 4.0/1.0

Yes

X

KCl

50

Methanol/water weight ratio: 4.0/1.0

No

XI

LiCl

50

Methanol/water weight ratio: 4/1

Yes

Reaction Medium

Product

The method for preparing the complex I by mixing a methanol solution of MDA
and an aqueous solution of NaCl was chosen as a typical reaction protocol. First, the
influence of the reaction temperature on the morphology of the complex particles were
studied. Besides 50 oC which was used for the formation of the complex I, 70 and 0 oC
were selected and the formed samples are denoted as complex II and III, respectively.
The regularity of the shape of the complex particles decreases as the temperature
decreases (Figure 4.3II and 4.3III). From the analysis of the SEM images, it is found
that the formed MDA3-NaCl particles have broad size distributions (as shown in Figure
4.4). The peak of the size distribution shifts slightly to lower value as the reaction
temperature decreases from 70 to 0 oC. However, due to the broad size distribution, this
decrease is only detectable between complex II and III which were prepared from greater
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temperature differences, while between complex I and II or I and III the size distribution
change is not obvious.
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Figure 4.4 Temperature influence on the size distributions of MDA3-NaCl complex
particles.
The influence of the reaction medium was compared (Figure 4.5). When the ratio
between methanol and water increases from 1.5/1.0 (IV) to 4.0/1.0 (I) with maintained
total mixture volume, the sizes of the formed particles were found to be reduced.
However, the size of the complex particles cannot be further reduced when the ratio
further increased to 9/1 (V). When the mixture of isopropanol and methanol was used as
the solvent for MDA, the formed particles (VI) has smaller size than that of complex I
which was prepared by just using methanol as the solvent for MDA. When dioctyl
phthalate (DOP) was used as the reaction medium, the size of the complex is significant
reduced, which is also reported in DuPont’s early patent. [122]
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Figure 4.5 Reaction medium influences on the size distributions of MDA3-NaCl complex
particles.
We propose the change of the size distribution is due to the equilibrium of the
reaction:

It was reported that the complex can be recrystallized from the same solvent
mixture as the formation reaction at elevated temperature. When the recrystallization was
re-conducted in our laboratory, we observed the solid complex “dissolved” in the mixture
of methanol and water with the ratio of 4:1 at 70 oC. And when the clear solution was
cooled, the solutes in the solution “recrystallize”. However, when a drop of this clear
solution was cooled on a microscope cover slip and dried, an IR spectrum showed that
the “recrystallized complex particles” contains free MDA as shown in Figure 4.6.
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Figure 4.6 FT-IR spectra of MDA3-NaCl, re-dissolved MDA3-NaCl after solvent
evaporation and MDA.
This indicates that the “recrystallization” described in the literature actually
involves dissociation and reformation of the complex particles rather than a conventional
recrystallization. Thus the formation of the complex from MDA and NaCl is an
equilibrium reaction in the methanol/water mixture. We calculated the miLog P values of
water, methanol, isopropanol and DOP using the Molinspiration Property Calculation
Service [129], as summarized in Table 4.2.
Table 4.2 miLogP value for different solvents.

miLogP

H2O

Methanol

Isopropanol

DOP

-0.29

-0.32

0.87

7.94

This value permits comparisons in polarity from predictions of the octanol/water
partition coefficient (P). It is found that when isopropanol or DOP, which are less polar
than methanol, were introduced into the reaction medium, the complex particle sizes
decrease. (Figure 4.5) Although this reaction is different from crystallization, the process
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of the formation of the crystal structure is quite similar, where a slow recrystallization
rate can lead the formation of large crystals. Thus the less polar reaction medium inhibits
the dissociation of the complex, which drives the reaction toward the formation of the
complex and smaller particles. When the ratio between methanol and water increased
from 1.5/1.0, 4.0/1.0 to 9.0/1.0, the concentration of MDA decreased while the
concentration of NaCl increased since the total volume of the solvents were maintained,
the size of the obtained complex decreased. (Figure 4.5) In the mixtures with methanol
and water ratio of 4.0/1.0 and 9.0/1.0, the NaCl aqueous solution is almost saturated or
even supersaturated, thus the formation of complex accelerates which is analogous to the
kinetically hindered crystal growth that happens from its supersaturated solution. This
also drives the reaction toward the complex formation side to obtain small size particles.
Furthermore, the formation of complex particle from other alkali metal salts and
MDA was also confirmed. Complexes formed from NaBr and NaI have similar size
distributions as the one formed from NaCl. (Figure 4.7) There was no product formed
from MDA and KCl. LiCl can form complex with MDA at a very slow rate and the size
of the complex crystal is on the order a millimeter. Besides the SEM (Figure 4.3), IR was
also used to confirm the formation of all complexes. All subsequent discussion concerns
MDA3-NaCl.
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Figure 4.7 Size distributions of complex particles formed from different alkali metals.
4.3.2

Thermal dissociation kinetics of MDA3-NaCl by DSC
As reported in the literature, MDA3-NaCl complex has a melting temperature of

150 oC. The melting temperature of the complex particles prepared in our lab was also
determined at a heating rate of 10 oC/min. It was shown that the complex particle powder
became a liquid at around 150 oC which is consistent with the reported data. However,
the MDA3-NaCl complex was also found to release MDA at 90 oC when it was used in a
urethane system. [119] It seems that the MDA3-NaCl complex maintains its physical
integrity up to its melting point, but it is not stable in the presence of urethane prepolymer. Further study showed that the complex also dissociated upon melting. After
measuring the melting point of MDA3-NaCl, the liquid was cooled down and the
obtained solid powder was collected for FT-IR spectroscopy to analyze its chemical
composition. The IR spectrum shows that most of the collected solid is MDA rather than
the complex (Figure 4.1). This indicates that upon heating, the complex doesn’t
experience the physical phase transformation from solid to liquid, it actually chemically
dissociates to its two compositional components. Its appearance as liquid at 150 oC is due
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to the released MDA (Tm ~ 90 oC), which is liquid at that temperature. The phase
transition temperatures of the complex during two heating and cooling cycles determined
by DSC also confirms this, as is shown in Figure 4.8. During the first heating cycle, an
endothermic peak is observed above 150 oC. After cooling and during the second heating
cycle, another endothermic peak at 90 oC appears and the one above 150 oC is absent. All
these data indicate that upon heating, the complex dissociates and releases MDA. This is
its characteristic property for applications in amine-curable polymer curing.
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Figure 4.8 DSC curves for two subsequent heating cycles of MDA3-NaCl.
The temperature influence on the dissociation behavior of the MDA3-NaCl
complex with different sizes was studied. Complex II, III and VII, having
distinguishable size distributions as shown in Figure 4.9, were chosen as three
representative complex particles for the kinetic study. This was inspired by the huge
effort for minimizing the complex particle size in the disclosed patents which was
considered as “preferable condition” in the curing system. Knowledge of how the
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complex particle sizes influences the dissociation behavior will be useful for
understanding their behavior in the curing system.
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Figure 4.9 Size distributions of complex II, III and VII.
DSC was conducted to obtain the kinetics of the dissociation of MDA3-NaCl
complexes at different temperatures. The dissociation of the complex is a first-order
reaction from the analysis of its kinetics during the first 60 min as plotted in Figure 4.10
where:
ln[ Complex] /[Complex]0  kt

(4.1)

where [Complex] / [Complex]0 represent the mole ratio between undissociated complex
particles and the starting complex particles.
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Figure 4.10 Dissociation kinetics of MDA3-NaCl complex particles with different size
distributions at (A) 130 oC, (B) 135 oC and (C) 140 oC.
The slope of the linear fitted line was used to represent the dissociation rate
constant k (Table 4.3). Thermal activation energy was also calculated according to
Arrhenius' equation:

k  Ae  Ea / RT

(4.2)

where R is the universal gas constant and T is temperature (K). It is found that for all
three complex II, III and VII, as the temperature increases, k increases. At each
temperature, k increases as the complex particle size decreases. Thus the smaller the
complex and the higher the temperature, the faster the dissociation rate. It is also realized
that the rate constant increases as the dissociation continues. This is more obvious for
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complex VII than the other two. This can be considered that the dissociation experiences
self-catalysis as free MDA and NaCl are generated.
Table 4.3 Reaction rate (k) and activation energy (Ea) of MDA3-NaCl complex particles
with different size distributions.
Complex
II

III

VII

Temperature (oC)
130
135
140
130
135
140
130
135
140

k (s-1) x 106
0.583
3.97
51.7
6.28
167
5.55
72.3
730

Ea (kJ K-1mole-1)
-

269

293

To understand the influence of free MDA on the dissociation kinetics, the kinetics
of MDA3-NaCl in the presence of free MDA were determined. The kinetics are plotted in
Figure 4.11 and dissociation rate constants are listed in Table 4.4. The influence of free
MDA is not significant when the mole ratio between free MDA and complex varied from
0, 0.5, 1 to 2. For complex III, as the amount of extra MDA increases, this acceleration
of the dissociation appears more obvious as shown in Figure 4.11. For complex VII, a
plateau was reached in the presence of free MDA.
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Figure 4.11 Free MDA influence on the dissociation kinetics of MDA3-NaCl complex II
(A), complex III (B) and complex VII (C).
Table 4.4 Reaction rate (k) of MDA3-NaCl complex particles with different size
distributions in presence of MDA.
Complex : MDA (mole)

k x 102 (s-1)

1.0 : 0.0

1.0 : 0.5

1.0 :1.0

1.0 : 2.0

II

0.31

0.27

0.16

0.28

III

1.04

1.01

1.49

1.05

VII

4.38

3.10

3.65

4.46

To understand the influence of free NaCl on the dissociation kinetics, the kinetics
of MDA3-NaCl complex II in the presence of free NaCl were determined. The
dissociation was found to be inhibited in the presence of NaCl. (Figure 4.12)

73

ln([Complex]/[Complex]0)

0.0

-0.1

-0.2
Complex II (1.0): NaCl (0.0)
Complex II (1.0): NaCl (0.5)
Complex II (1.0): NaCl (1.0)
Complex II (1.0): NaCl (2.0)

-0.3
0

20

40

60

80

100

120

Time (min)

Figure 4.12 NaCl influence on dissociation kinetics of Complex II.
Table 4.5 Reaction rate (k) of MDA3-NaCl complex II particles in presence of NaCl.
Complex : NaCl (mole)
k x 102 (s-1)

II

1.0 : 0.0

1.0 : 0.5

1.0 :1.0

1.0 : 2.0

0.31

0.14

0.12

0.14

Thus it is not conclusive why the dissociation seems to be auto-accelerated as the
dissociation continues, which was observed in the dissociation kinetics of complex III
and VII. But for the variation of the complex dissociation kinetics in the presence of free
MDA and NaCl, we hypothesize that three possible causes might contribute: 1) the
presence of extra MDA and NaCl influence the reformation of MDA3-NaCl at the studied
temperature (140 oC), since the dissociated MDA might also react with NaCl and form
MDA3-NaCl during the cooling step, 2) during the cooling process, the reformation of
MDA3-NaCl competes with the crystallization of MDA, and the crystallization of MDA
can be influenced by the amount of dissociated and melted MDA. If the crystallization of
MDA is much faster than the reformation of MDA3-NaCl, it will drive the reaction
toward the dissociation, 3) in the absence of solvent, the formation and dissociation of the
complex might rely greatly on the homogeneity of the distribution of complex particles,
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released MDA and NaCl in the DSC pans. This dissociation reaction is complicated. The
free or released MDA can play a role both as a reaction medium and also as a component
in the reaction.
Since we studied the influence of dioctyl adipate (DOA), a common plasticizer on
the curing system, its influence on the dissociation kinetics of MDA3-NaCl complex was
also determined (Figure 4.13). The dissociation rate constants are listed in Table 4.6.
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Figure 4.13 DOA influence on the dissociation kinetics of MDA3-NaCl complex particles
with different sizes.
Table 4.6 Reaction rate (k) of MDA3-NaCl complex particles with different size
distributions in presence of DOA.
Complex : DOA (weight)

1.0 : 0.0

1.0 : 0.3
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1.0 :1.0

1.0 : 3.0

k x 102 (s-1)

II

0.31

0.76

0.68

0.63

III

1.04

4.62

2.58

-

VII

4.38

5.99

-

-

The data indicate that in the presence of DOA, the rate constants generally
increase during the initial period of the dissociation. Since DOA is normally considered
an inert reagent, and works as plasticizer, the reaction between DOA and complex or
MDA can be ignored here. Thus the acceleration of the dissociation in the presence of
DOA can be ascribed to the liquid medium. DOA can inhibit the reformation of the
complex during the cooling step due to phase separation when MDA crystalizes. The data
also show that as the amount of DOA increases, the dissociation kinetics slow for all
three kinds of complex particles. For complex III and VII, the kinetics reach plateaus as
time increases. The presence of DOA may also influence the crystallization of MDA.
However, all the kinetics data were calculated based on the area of the endothermic peak
during heating after a heating-isothermal-cooling cycle. Thus the released MDA during
the dissociation might not be accurately detected. Future work will be required to provide
a further understanding of those influences and hypotheses. The knowledge we obtained
is that 1) the temperature influences the dissociation rate of MDA3-NaCl and at 140 oC it
provides a reasonable dissociation rate, 2) as the size of the MDA3-NaCl complex
particles decreases, the dissociation rate increases significantly, and 3) DOA contributes
to an initial acceleration of the dissociation behavior. We decided that this knowledge
was sufficient for our further study of the behavior of MDA3-NaCl in the curing system.
4.3.3

Microscopic behavior of MDA3-NaCl upon heating
We show above that 1) microscopically, MDA3-NaCl complex appears as

irregular shaped particle of variable size, which can be tuned by the varying the synthesis
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path, and 2) the dissociation kinetics is related to the size of the complex and the applied
temperature. In this part, microscopic visualization of the dissociation of the complex and
its behavior in the presence of pre-polymers is further explored. A heating stage was set
up under an optical microscope to perform the study. A small amount of complex II was
spread on a microscope coverslip which was placed on the heating stage. Microscope
images of complex II were taken as the temperature of the heating stage ramped up from
25 to 170 oC at a rate of 10 oC/min (Figure 4.14). It was found that the complex solid
particles started to fuse when the temperature reached 150 oC and finally became a
puddle. If two particles were close to each other, collapsing of the fused particles was
also observed.

Figure 4.14 Microscope images of the complex particles upon heating from 25 to 170 oC,
scale bar is 200 µm.
The following study was conducted to observe whether the viscous pre-polymer
limits the diffusion of the released MDA resulting a heterogeneous curing system. MDI
terminated polycaprolactone (OCN-PCL-NCO), which was obtained from Chemtura Inc.,
was chosen as a model pre-polymer to study the microscopic behavior of the complex
particles upon heating. A layer of OCN-PCL-NCO was firstly spread on a microscope
coverslip which was held on a microscope thermal stage. A small amount of complex II
was carefully placed on the pre-polymer. Images were taken while the temperature was
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ramped from 25 oC to 170 oC at a heating rate of 10 oC/min and was held at 170 oC for 2
h as shown in Figure 4.15.

Figure 4.15 Microscope images of the complex particles surrounded by OCN-PCL-NCO
upon heating, scale bar is 200 µm.
It was found that when the temperature approached 110 oC, there was a visible
contrast change in color near the complex particle. The color of that region became
lighter. As the temperature and time increased, the light color region grew outward
radially from the edge of the complex particle aggregate. IR microscopy was used to
explore the chemical composition in that region. The intensity of the peak at 1640 cm -1,
which belongs to urea linkage, at each spot was plotted (Figure 4.16) as a color map.
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Figure 4.16 Left: microscope image of a complex II particle aggregate surrounded by
OCN-PCL-NCO after heating at 170 oC for 2 h. Right: FT-IR intensity map at 1640 cm-1
corresponding to the urea linkage.
It was shown that the area of light color contained urea (1640 cm-1), but other
regions did not. The complex particles are covered by a layer of cured polymer in this
experiment. To obtain information on the chemical composition of the complex and its
near region, the sample was cut through to expose the complex and infrared microscopy
was performed. The spectra are plotted in Figure 4.17.
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Figure 4.17 (A) Micrograph of the of 13 spots selected for IR microcopy along the
exposed complex II surrounded by OCN-PCL-NCO after heating at 170 oC for 2 h. (B)
13 FT-IR spectra of the 13 spots on and around the complex II aggregates. (C) and (D)
are enlargement of the spectra around 2267 cm-1 and 1640 cm-1 respectively.
The intensity of the peak at 2267 cm-1, which is assigned to the isocyanate group,
decreases as the position approaches the complex particle, and the intensity of the peak at
1640 cm-1 increases. The areas of the peaks at 1640 cm-1, which is close to the complex
particles, are also found to be greater than regions further from the complex (Figure
4.18).
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Figure 4.18 Area of the peak at 1640 cm-1 from the FT-IR spectra vs. distance along the
line cross the complex aggregate.
All these data indicate that at 170 oC, complex particles dissociate and release
MDA which further reacts with the isocyanate group in surrounded OCN-PCL-NCO to
form urea linkages. This curing is heterogeneous and localized near the complex
particles. Rather than fusing into a puddle at 170 oC, the particle maintains its original
shape. Although the shape of the particle was retained, the residual content is primarily
NaCl which is shown by SEM-EDS. (Figure 4.19) Additionally, the formation of PUU
beginning at 120 oC is obvious from the optical microscope in situ study. As described
above, the complex II has an extremely low dissociation rate at 130 oC. Thus the
formation of PUU at 120 oC can be ascribed to the rapid consumption of the released
MDA by OCN-PCL-NCO due to the fast reaction between amines and isocyanates. This
drives the dissociation of complex II to proceed at a greater rate.
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Figure 4.19 SEM image of residual NaCl of complex particles aggregate after curing and
EDS element analysis.
4.3.4

Mechanical properties of the cured elastomers by MDA3-NaCl
Microscopic observations assist the understanding of the behavior of the complex

particles upon heating with and without pre-polymer. However, the behavior of an
individual particle or particle aggregate only provides the local microscopic mechanism
of this curing system. Thermal and mechanical properties of the final product can give
more insight into this curing system. The commercial available OCN-PCL-NCO was
chosen as the pre-polymer for understanding the PUU bulk material property cured by the
MDA3-NaCl complex. Samples were prepared by mixing the OCN-PCL-NCO with
Complex II, III or VII which have different sizes with 1:1 mole ratio between isocyanate
and amine groups, and were cured at 140 oC for 2 h. DMTA was used to determine the
mechanical properties of the resulting PUU samples. It is found that the obtained
elastomers exhibit a drop of the extensional storage modulus around 60 oC while the
temperature was ramped from 25 oC to 140 oC at a rate of 10 oC/min as shown in Figure
4.20A.
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Figure 4.20 Storage modulus of cured sample with complex II, III and VII (A) and
complex II, III and VII with DOA (B).
The absolute value of this reduction of the storage modulus decreases
significantly as the size of the complex particle used for curing decreases. DSC curves
(Figure 4.21) show that the cured PUU samples experience a phase transition represented
by an endothermic peak around 60 oC during the heating step, which can be ascribed to
the melting of the pre-polymer OCN-PCL-NCO. Thus the greater the area under that
peak represents the more uncured pre-polymer in the tested sample. This peak diminished
as the size of the complex particles decreases. Thus PUU cured by complex VII, which
has the smallest particle size, contains least amount of uncured OCN-PCL-NCO among
these three types of complexes. This indicates that the efficiency of this curing system is
influenced by the size of the complex particles used. The smaller the size of the complex
particle, the greater the curing efficiency.
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Figure 4.21 DSC curves of cured sample with complex II, III and VII.
To explain the role of the complex particle size in PUU curing, we propose a
mechanism for the curing process. Curing of OCN-PCL-NCO pre-polymer by MDA3NaCl complex particles involves: dissociation of dispersed MDA3-NaCl complex
particles in pre-polymer and heterogeneous reaction of released MDA and OCN-PCLNCO locally around the complex particles. First, from data presented above, it is realized
that the smaller the size of the MDA3-NaCl complex particles, the faster the dissociation
proceeds. Thus PUU cured by smaller complexes should have better efficiency due to the
faster release of MDA. Second, as soon as the MDA is released, it immediately reacts
with pre-polymer. Microscopic observation of the curing behavior shows that observable
curing of the pre-polymer by complex II begins at 120 oC, although it dissociates
extremely slowly even at 140 oC. This indicates that the consumption of MDA by the
nearby OCN-PCL-NCO promotes dissociation. However, based on microscopic
observations of the complex curing behavior with complex II, the cured region doesn’t
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significantly change after 60 min curing at 140 oC and 170 oC. (Figure 4.22) Thus there
is a limited curable region near the complex particles.
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Figure 4.22 Cured distance from the edge of complex II vs. time at 140 oC and 170 oC.
This indicates that as the formation of urea linkages occur, the local viscosity
around the complex particle increases, thus slowing the further diffusion of MDA. If the
distance between particles in the pre-polymer is smaller than the curable distance, the
overall pre-polymer can be fully cured without leaving residual pre-polymer in the
obtained PUU elastomer. The distance between particles, d, can be calculated by
assuming the complex particles are homogeneously dispersed in the pre-polymer:
d 3

Vt
V 4
V p  3 t a 3  a
Vc
Vc 3

(4.3)

where Vt is the total volume of the pre-polymer, Vc is the total volume of complex
particles Vc, Vp the volume of an individual particle and a is half of the size of complex
particles. For convenience, the shape of the complex particle is considered as sphere and
the density of the pre-polymer and complex particles are assumed to be 1.0 g/cm3. Thus
the theoretical distance between complex particles is 82, 60 and 12.7 µm for complex II,
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III and VII, respectively. From the microscopic observations described above, the
curable distance is normally around 100 to 200 µm. However, in reality, the
homogeneous dispersion of particles cannot be achieved. The aggregation of the complex
particles causes an increase in the effective size of complex particle, which increases the
distance between complex particles. Although some of the microscopic observation
found that with a larger size of the aggregate, the curable distance is longer, it is not
always true. Thus it is believed that due to the large particle size of complexes II and III
and the non-perfect dispersion, there are regions where no MDA can reach and uncured
OCN-PCL-NCO remains after 2 h curing. This explanation is also consistent with the
drop in DMTA curves and an endothermic peak in DSC curves both at 60 oC.
Furthermore, from the above proposed description of the curing process, it can be
expected that if the local viscosity can be reduced during the curing process, the content
of uncured pre-polymer can be decreased. DOA, which has low viscosity and is a
common plasticizer, was mixed with the pre-polymer and complex particles to perform
the curing. It is found that the storage modulus decreased for the sample cured with
complex II, III and VII (Figure 4.20B) at room temperature. But the absolute value of
the drop in the storage modulus at 60 oC is also decreased for those samples cured by
complex II and III and the storage moduli are enhanced at temperatures above 60 oC
compare to the value of those cured without DOA. These indicate that the curing
efficiency can be enhanced by adding DOA which suggests a reduced local viscosity near
the complex particles during the curing process. Dissociation of the complex is also
accelerated in the presence of DOA, which is suggested by the dissociation kinetics
obtained from DSC.
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4.4

Conclusion
In this chapter, a novel complex, MDA3-NaCl, which can dissociate and release

MDA upon heating which can further be used in amine curable polymer curing, are
systematically studied. It is found that the size of the complex particle can be tuned by
varying the synthetic procedure. The size of the complex influences its dissociation
kinetics: the larger the size, the slower the dissociation rate. Temperature and additives
also effect the complex particles dissociation. In-situ microscopy of the dissociation and
curing behavior of MDA3-NaCl provides insight into understanding the macroscopic
properties of the cured PUU. It is realized that this MDA3-NaCl involved PUU curing is a
heterogeneous reaction system. As the dissociation of MDA3-NaCl and release of MDA
proceed, the reaction of MDA and OCN-PCL-NCO occur simultaneously. However,
there is a limited curable distance radially away from the edge of the complex particles.
Thus the distance between complex particles is crucial for the curing efficiency, which
depends on the size of the complex particles if the amount of complex and pre-polymer is
maintained constant. This reflects on the macroscopic properties of the cured PUU. Both
storage modulus measured by DMTA and thermal transitions measured by DSC
demonstrate that with decreasing size of the complex particles, the curing efficiency can
be enhanced. Furthermore, local viscosity is also proposed to affect the curing efficiency,
which was demonstrated by using a low viscosity liquid, DOA, in the pre-polymer. The
knowledge gained from the study in this chapter guided us in the design and synthesis of
silicone-polyurethane-urea with MDA3-NaCl complex which was accomplished by my
colleague, Dr. Shota Fujii.
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CHAPTER 5
FRACTURE PATTERNS IN THERMALLY CURED SILICONE FILMS

5.1

Introduction
Fracture, or cracking always brings to mind events like earthquakes, failure of

bridges, or detached coatings. However, one can also find useful and even gorgeous
examples of fractures or cracks: the notch at the edge of food packaging enables easy
opening without using scissors, cracks serve as channels in micro- and nano-fluidic
devices, [130] the famous columnar basalt Devils Tower in the US, and Giant's
Causeway in Ireland formed from fracture during lava cooling, the spiral or oscillating
fracture path in brittle thin sheets due to tearing. [131] Fracture mechanics is the vehicle
through which one can understand the useful and gorgeous fractures and avoid the
unpleasant ones.
5.1.1

Basic concepts in fracture mechanics
The study of fracture began in the 19th century. Structural engineers believed that

the “critical applied stress”, which is the threshold for materials failure occurring, could
be a criterion for their engineering design. [132] However, this empirical criterion is not
reproducible for the same material in different cases and was found to be influenced by
various test conditions. After this, the theoretical treatment of fracture was stagnant until
the beginning of 20th century. In 1913, Inglis proposed that the stress at a crack tip could
be several times the magnitude of the applied stress and he formulated the stress
distribution near the crack tip. [133] Shortly after that, in 1920, Griffith developed the
concepts for early fracture mechanics from energy theorems of classical mechanics and
thermodynamics. [134] The basic concept originated from the laws of energy
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conservation by considering the strain potential energy stored in the material (UE), work
done to the material (UA), and surface energy (US) involved during the crack propagation:
UT  U E  U A  U S

(5.1)

where UT is the total energy. If the crack propagates a distance da, equilibrium is attained
when:
dU T
0
da

(5.2)

Under constant loading condition, [132]

U E  2U A

(5.3)

U S  2A

(5.4)

where b is the thickness of the sample, γ is the free surface energy of the cracked material
and A is the area created by the crack. According to the study of stress analysis by Inglis,
UE can be written as:
UE  

a 2 2b
E'

(5.5)

where E’ is Young’s modulus E in plane stress condition and E/(1-υ2) for plane strain
condition, and υ is Poisson’s ratio. Combined with Griffith’s energy equilibrium
concept, [133] a critical stress (σc) was defined for when an elliptical shaped crack would
propagate: [132]

c 

2E'
a

(5.6)

For convenience, the energy release rate G was defined:
G

d U E  U A 
dA

89

(5.7)

When G≥2γ, assuming all the available energy is consumed in the creation of the new
surfaces, a crack can extend.
Griffith’s energy-balance concept laid a foundation for fracture mechanics.
However, as more and more knowledge about fracture was gained through experiments,
it was realized that Griffith’s criterion alone cannot explain everything that had been
observed. [135] For example, there is no description of how to include irreversible plastic
flow, which is a common phenomenon in the rupture of structural materials, into the
energy balance. Thus, looking closer into the crack region began to be necessary. Irwin
and his colleagues formulated the stress field near the crack tip in an ideal Hookean
continuum solid (linear elastic body). [136] Upon the consideration of the stress field
near the crack tip, Pairs et. al [137] classified fracture into three modes: namely mode I
(opening mode), mode II (sliding mode) and mode III (tearing mode) as illustrated in
Figure 5.1. The simplified stress formula for the three modes can be written as: [132]

 ij  K (2r ) 1/ 2 f ij ( )

(5.8)

where K is stress intensity factor and fij(θ) depends on the spatial coordinates about the
tip. There is a relationship between K and the energy release rate G for a linear elastic
material:
2
1    / E
G  K I2 / E ' K II2 / E ' K III

(5.9)

The critical value Kc for a crack to extend is defined as fracture toughness, which
is an inherent property used to describe the ability of a material to resist fracture in the
presence of a well-developed crack.
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Figure 5.1 (A) three fracture modes and (B) stress field at crack front.
5.1.2

Dynamics of crack propagation
Griffith’s theory provides the basic criterion for crack propagation from the

perspective of energy balance by considering a stable system. When the load at the crack
front is unbalanced, the crack propagation becomes unstable. In this case the velocity of
crack propagation needs to be considered, and Griffith’s concept can be extended by
adding a kinetic energy term to the total system energy equation. [132] In the slow
unstable regime, expressions were developed to describe the crack propagation velocity
(v) when it is lower than the Rayleigh wave speed (cR). When energy release rate is larger
than the critical value, the propagation velocity (v) is proportional to the difference
between KI and KIc: [138]
v

2cR
K I  K Ic 
K Ic

for KI>KIc

(5.10)

Paris and Erdogan showed that when the energy release rate is lower than the
critical value, the velocity can be described as: [139]

v  C( K I  K Ic )n
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(5.11)

This condition, where the crack velocity follows a power law relationship with KI,
is normally considered as subcritical crack growth, when cracks propagate under varying
load or steady load with aggressive environmental conditions. [140]
5.1.3

Cohesive crack and interface delamination
The development of microelectronics, composites and coatings motivate the study

of fracture both in materials and at interfaces. [141–144] Due to the mismatch in thermal,
mechanical or other properties among different materials, internal stresses may be
induced during processing or application. This mismatch can cause wrinkling, [145]
cracking [146] or delamination [147] in the obtained products when the stresses exceed
the capacities of the compositional materials. One of the common property mismatches
between materials is linear thermal expansion ratio (). Consider a bilayer system with a
substrate and a film with different  deposited on it. Assume the two layers are laminated
at temperature T1 and there is no slip at the interface. When the temperature is decreased
to T2, a strain is induced in the film and the substrate due to the thermal expansion ratio
mismatch across the interface. The mismatch strain m in the film with respect to the
substrate is:

 m   s   f T1  T2 

(5.12)

where f and s are the thermal expansion ratios of the film and the substrate
respectively. If the lateral dimension of the bilayer system is much larger than the film
thickness (hf), the stress can be considered as equi-biaxial through the entire film. The
elastic strain energy in the film is:
G

E
1  2
 m h f  f  m2 h f
Ef
1 
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(5.13)

If G≥Γf, a well-defined crack can extend, where Γf is the fracture energy required
for a crack to advance per unit length.
The residual thermal stress is partially relieved by the process of cracking through
the film. Free edges are created along the crack channel. The free edge is no longer
constrained, but traction stresses are introduced at the film-substrate interface. The
traction, including shear stress and normal stress, at the interface is greatest at the free
edge and decays rapidly as the distance from the edge increases. The film away from the
edge is still constrained and is traction free at the interface. The energy release rate for
delamination front advance per unit length is:

1   E f 2
1 2 2
Gd 
ah f 
 a hf
2E f
21   

(5.14)

where σa and εa are the residual stress and strain in the film after cohesive fracture
respectively. If the interface between the film and substrate has a finite value of fracture
energy Γi and Gd ≥ Γi, delamination of the film from the substrate can occur.
5.1.4

Fracture patterns
Fracture was initially studied to avoid failure in structures, vehicles or other

engineering applications. Criteria for examining the initiation and extension of cracks
have been well developed. [134,136,148] However, predicting the path of cracks has
been shown to be difficult since the stress state at the crack front changes as the crack
propagates and the stress concentrated crack tips can easily be influenced by small
fluctuations. Thus, it is uncommon to have a regularly patterned crack morphology over a
long range. This makes crack patterns with certain regularity or repeatability attractive to
explore.
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A classic example is Columnar basalt which consists of mostly hexagonal shaped
columnar rocks (Figure 5.2A). These formations exist widely in nature and the most
famous ones are Devils Tower in US and Giant's Causeway in Ireland. These structures
were formed from the fracture of rocks during lava cooling many thousands of years ago.
Recently, in the laboratory, several unique crack patterns have been observed. Yuse and
his colleagues observed a highly ordered oscillating crack pattern when a piece of glass
was cooled with a well-controlled cooling rate and suggested it was related to the
instability of the crack tip (Figure 5.2B). [149] Neda and his colleagues observed spiral
crack patterns in a thin layer of dried precipitate from aqueous suspension (Figure
5.2C) [150,151] and suggested that the stress gradient induced fold-up precipitate
fragments was the driving force for the formation of the spiral crack patterns. Numerous
authors also found regular crack patterns in sol-gel films deposited on rigid substrates,
such as spirals, crescents and parallel bands. [152–154] Sendova et al. proposed that the
spiral and crescent shaped crack patterns shared similar fold-up formation mechanisms as
the dried precipitation fragments (Figure 5.2D and 5.2E). [152] Marthelot et al.
systematically studied the propagation mechanism of sol-gel films by focusing on the
collaborative fracture mode between the cohesive fracture in film and delamination at the
film-substrate interface (Figure 5.2F). [154] Besides those self-generated regular crack
patterns, a rod cutting through a strained sheet of plastic film was found to leave an
oscillating fracture wake (Figure 5.2G). [155–157] It was shown that the morphology of
the crack wakes were highly dependent on the geometry of the rod used to cut through
the film. The coupling between out-of-plane bending and in-plane stretching of the film
around the rod was suggested as the cause for the oscillating crack wake formation. [156]
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Figure 5.2 Crack patterns: (A) columnar basalt; [158] (B) oscillating crack pattern in
glass stripe, reprinted by permission from Macmillan Publishers Ltd: Nature, A. Yuse
and M. Sano, 1993, 362, 329–331, copyright (1993); [149] (C) spiral crack patterns
generated in a thin layer of dried precipitate from aqueous suspension, reprinted by
permission from Macmillan Publishers Ltd: Nature, K. -t. Leung, L. Jozsa, M. Ravasz
and Z. Neda, 2001, 410, 166–167, copyright (2001); [150] (D) spirals in sol-gel films,
Appl. Phys. A Mater. Sci. Process., Spiral and curved periodic crack patterns in sol-gel
films, 76, 2003, 957–959, M. Sendova and K. Willis, With permission of Springer; [152]
(E) crescents in sol-gel film, Appl. Phys. A Mater. Sci. Process., Spiral and curved
periodic crack patterns in sol-gel films, 76, 2003, 957–959, M. Sendova and K. Willis,
With permission of Springer; [152] (F) crack patterns in sol-gel films formed by
collaborative fracture mode, reprinted figure with permission from J. Marthelot, B.
Roman, J. Bico, J. Teisseire, D. Dalmas and F. Melo, Phys. Rev. Lett., 113, 22–26, 2014.
Copyright (2014) by the American Physical Society; [154] (G) oscillating fracture wake
left by a rod cut through a thin film, reprinted figure with permission from A. Ghatak and
L. Mahadevan, Phys. Rev. Lett., 91, 1–4, 2003, Copyright (2003) by the American
Physical Society. [155]
From previous studies, formation mechanisms of regular and fascinating fracture
patterns were developed for each system. It has been realized that the crack patterns
might appear similar, but the underlying mechanisms could be quite different from each
other. [149-157] Notably, for many previous studies, the influence of material properties
on the formation of different crack patterns has not been compared. It is also mentioned
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that the in-situ observation of the propagation of the crack is very important for proposing
the mechanism. [159] However, it is not always possible to observe the process due to the
fast formation of pattern-generating cracks. In most of the self-generated systems,
initiation of the crack is highly depended on the flaws or defects in the system.
Controllable initiation is not achievable, although it is always preferred.
5.1.5

Observation of fracture behavior in silicone coatings
Silicones are a class of materials with broad applications due to their high gas

permeability,

low

thermal

conductivities,

good

thermal

stability

and

biocompatibility. [160–165] They are widely used for adhesives and coatings.
Hydrosilylation, an addition reaction between unsaturation and hydridosilanes, often
catalyzed by platinum compounds, (Figure 5.3) is a common and versatile way to cure
silicones with a broad range of moduli from ~1 MPa [166] to ~2 GPa [167]. As coatings
or adhesives, silicones are deposited on or sandwiched between different materials. Due
to the mechanical or thermal property mismatches, failure in the silicone or other
compositional layer and at the interface can occur.

Figure 5.3 Hydrosilylation reaction.
During a study on synthesizing silicones via hydrosilylation, a special fracture
pattern aroused our interest and is shown in Figure 5.4. A silicone precursor mixture
containing hydrido-functionalized siloxane polymers, vinyl-functionalized siloxane
oligomers and a Pt catalyst, which were dispersed in hexane, was deposited on a
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chemically patterned surface. As shown in Figure 5.4, this surface contains a hydrophilic
stripe-shaped feature on a hydrophobic background. The silicone precursor mixture can
only wet the hydrophilic region, thus as more and more mixture was added, it was still
confined within the stripe with a curved surface profile. Upon heating at 80 oC for 24 h,
hydrosilylation occurred between the components to form crosslinked silicone. After
curing it was cooled to room temperature. Surprisingly, an oscillating crack pattern was
formed along the silicone stripe during cooling. It was observed that the crack propagated
alternatively from one side to the other across the width of the stripe. At the same time,
delamination of the silicone from the substrate was also observed. It is believed that the
crack is initiated by defects in the system and the driving force for the fracture comes
from the residual stress existing in the silicone stripe, which is introduced during the
curing and the cooling process. In the system, there are several factors involved which
make the problem complex and difficult to understand:
1) residual stress might come from the thermal expansion ratio mismatch between
silicone and substrate as well as hexane evaporation-induced volume shrinkage during
curing,
2) stress distribution is not uniform due to the curved surface profile along the
width of the silicone stripe as shown in Figure 5.4,
3) simultaneous occurrence of cohesive fracture and delamination can introduce
different modes of loadings to the crack front,
4) the confined boundary (edge) of the silicone stripe is where the change of crack
propagation direction was observed.
To simplify the system, model silicone coatings were fabricated by
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1) using a silicone precursor mixture without hexane to eliminate the volume
shrinkage influence on the residual stress/strain during curing, and
2) depositing the silicone coatings with large lateral dimensions to diminish the
surface curvature influence on the stress distribution and the boundary effect on the
changing of crack propagation direction.

Figure 5.4 Oscillating crack pattern in a silicone strip.
Interestingly, instead of spontaneously forming oscillating fracture patterns,
cracks required initiation by indentation. The resulting cracks propagated in curved,
circular and oscillating crack patterns in the model silicone coatings. During the crack
propagation, delamination was also observed, similar to the processes observed in the
stripe coatings. In general, the phenomenon observed in these systems seem similar to the
fracture behavior in sol-gel films which involves the collaborative cohesive fracture and
delamination. However, the model silicone coating system employed here offers several
advantages for understanding the crack pattern formation mechanisms:
1) the initiation of the crack can be controlled,
2) the propagation velocity is in a good range for observing both cohesive fracture
and delamination,
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3) the mechanical properties, especially modulus, of silicone coatings can be
easily tuned by varying the precursor components.
In this chapter, the structures and properties of different silicone coatings are first
introduced (section 5.3.1). Then, the experimental observations of crack pattern
formations with different silicone coatings are presented (section 5.3.2). The influence of
silicone modulus (E) and coating thickness (hf) on crack propagation velocity (section
5.3.3) and the obtained crack patterns (5.3.4) are further explored. Finally, the effect of
interfacial properties of silicon substrates on the silicone coating cracking behavior are
discussed (section 5.3.5).
5.2

5.2.1

Experimental

Materials
Trimethylsiloxy-terminated methylhydrosiloxane-dimethylsiloxane copolymers

(M-DHm-Dn-M, the subscript m and n indicate the average unit number of
methylhydrosiloxane and dimethylsiloxane respectively), 1,3,5,7-tetravinyl-1,3,5,7tetramethylcyclotetrasiloxane (DV4), vinylmethoxysiloxane homopolymer (TV2~3), 1,3,5(MV-DV-MV),

trivinyl-1,1,3,5,5-pentamethyltrisiloxane

platinum-

divinyltetramethyldisiloxane complex (Karstedt’s catalyst, 3.0-3.5% Pt in vinyl
terminated PDMS), trimethylsiloxy terminated polydimethylsiloxane (thermal molecular
weight of 17,250 g/mol) and tridecafluoro-1,1,2,2-tetrahydrooctyldimethylchlorosilane
(RFSiMe2Cl) were purchased from Gelest Inc. Karstedt’s catalyst was diluted in DV4 to
5x10-4 g/ml (by Pt). Silicon wafers (100 mm diameter, 475-575 um thickness) were
obtained from International Wafer Service (<100> orientation, P/B doped).
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5.2.2

Preparation of silicone coatings on silicon wafers
Silicon wafers were cut into approximately 4.0 x 4.0 cm pieces and exposed to

oxygen plasma using a Harrick Expanded Plasma Cleaner at 18W and 300 mTorr
(flowing oxygen) for 20 minutes in order to produce clean surfaces.


Silicone I: 1.0 g M-DH8-D19-M containing 4 x 10-3 mole H group, 0.05 g TV2~3
containing 4 x 10-4 mole vinyl group and 0.8 g diluted Karstedt’s catalyst (Pt/DV4:
5 x 10-4 g/ml) containing 9.3 x 10-3 mole vinyl groups and 2.2 x 10-6 mole Pt were
mixed in a 20 ml scintillation vial (the mole ratio of vinyl group, hydride group
and Pt is 2.4 : 1 : 5×10-4).



Silicone II: 0.6 g M-DH14-D14-M containing 4 x 10-3 mole H group, 0.05 g TV2~3
containing 4 x 10-4 mole vinyl group and 0.8 g diluted Karstedt’s catalyst (Pt/DV4:
5 x 10-4 g/ml) containing 9.3 x 10-3 mole vinyl groups and 2.2 x 10-6 mole Pt were
mixed in a 20 ml scintillation vial (the mole ratio of vinyl group, hydride group
and Pt is 2.4 : 1 : 5×10-4).



Silicone III: 0.28 g M-DH30-D0-M containing 4 x 10-3 mole H group, 0.05 g TV2~3
containing 4 x 10-4 mole vinyl group and 0.8 g diluted Karstedt’s catalyst (Pt/DV4:
5 x 10-4 g/ml) containing 9.3 x 10-3 mole vinyl groups and 2.2 x 10-6 mole Pt were
mixed in a 20 ml scintillation vial (the mole ratio of vinyl group, hydride group
and Pt is 2.4 : 1 : 5×10-4).



Silicone IV: 2.1 g M-DH4-D21-M containing 4 x 10-3 mole H group, 0.05 g TV2~3
(or MV-DV-MV) containing 4 x 10-4 mole vinyl group and 0.8 g diluted Karstedt’s
catalyst (Pt/DV4: 5 x 10-4 g/ml) containing 9.3 x 10-3 mole vinyl groups and 2.2 x
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10-6 mole Pt were mixed in a 20 ml scintillation vial (the mole ratio of vinyl group,
hydride group and Pt is 2.4 : 1 : 5×10-4).


Silicone V: 1.0 g M-DH8-D19-M containing 4 x 10-3 mole H group, 0.04 g MV-DVMV containing 4 x 10-4 mole vinyl group and 0.8 g diluted Karstedt’s catalyst
(Pt/DV4: 5 x 10-4 g/ml) containing 9.3 x 10-3 mole vinyl groups and 2.2 x 10-6
mole Pt were mixed in a 20 ml scintillation vial (the mole ratio of vinyl group,
hydride group and Pt is 2.4 : 1 : 5×10-4).
A designed amount of the mixture was deposited on cleaned silicon wafer and

cured at 80 oC for 24 h and then allowed to cool to room temperature (~25 oC) for further
fracture study.
5.2.3

Formation of fracture patterns in silicone coatings
A syringe needle (18-gauge needle with a bevel tip) was used to initiate the crack

in the middle of the silicone coatings, where it was assumed to be flat. A Nikon D5300
camera and optical microscope (Olympus BX60) were used to record the crack
propagation. Tracker was used to track the crack front and obtain the average crack
propagation velocity. Image J was used to analyze the morphology of the final crack
patterns.
5.2.4

Surface modification of silicon substrate
RFSiMe2Cl modified silicon wafer: Silicon wafers (4 cm x 4 cm) were cleaned

with oxygen plasma for 20 min. The wafer was then placed in a 5 in. diameter glass
reactor along with a test tube with 0.2 mL RFSiMe2Cl (liquid). The reactor was sealed
and heated in an oven at 80 oC for 72 h. The liquid reagents did not contact the silicon
wafers and chemical reaction occurred at the solid-vapor interface. After removing the
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wafer from the reactor, wafers were then rinsed with copious amounts of toluene,
acetone, and water (in this order) and dried in a stream of nitrogen.
PDMS modified silicon wafer: Silicon wafers (4 cm x 4 cm) were cleaned with
O2

plasma

for

20

min.

A

small

amount

of

trimethylsiloxy

terminated

polydimethylsiloxane was dropped onto a wafer section and the silicone was allowed
spread across the entire surface. Reactions were carried out in a tightly closed glass jar in
an oven at 100 oC for 24 h. Wafers were then rinsed with copious amounts of toluene,
acetone, and water (in this order) and dried in a stream of nitrogen.
5.2.5

Characterization of silicones
Attenuated total reflection−infrared spectra (FT ATR-IR) were recorded using a

PerkinElmer Spectrum 100 spectrometer. Compression tests were performed on an
Instron® mechanical testing apparatus fitted with a 50 N load cell. Silicone cylinders of
12 mm height and 12 mm diameter were placed between metal plates lubricated with
silicone oil to reduce friction. Samples were compressed at a strain rate of 0.003 s−1 until
failure. The Young’s modulus, E, was determined from the linear portion of the stress vs
strain curve. A representative stress-strain curve for the compression test of Silicone I is
shown in Figure 5.5. Due to the difficulties in preparing cylindrical samples with perfect
flat surfaces and the brittleness of the tested silicones, the compression tests normally
began before the metal plate touched the top surface of the silicone cylinder. Thus the
initial part of the stress-strain curve shows non-linearity. However, it is believed that the
moduli of the silicones we obtained from the linear portions of the stress-strain curves
could provide reasonable values.
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Figure 5.5 Compression test stress-strain curve of Silicone I.
5.3

5.3.1

Results and discussion

Structures and properties of silicones
Silicone coatings were cured via hydrosilylation (Figure 5.3). The structures of

silicone precursors, Si-H and Si-CH=CH2 containing siloxanes, are shown in Figure 5.5.

Figure 5.6 Structures of components in silicone precursor mixtures.
FT-IR was used to characterize the chemical composition of the formed silicones.
The peaks at 2160 cm-1 and 3050 cm-1 represent the vibration of Si-H and -CH=CH2. The
spectra were normalized by the peak at 2960 cm-1 which is assigned as the vibration of 103

CH3. By comparing the heights of the peaks due to Si-H and -CH=CH2 in the mixture
before and after curing, the relative amount of these two groups can be estimated and
summarized in Table 5.1. It is found that before curing, the ratio between vinyl and Si-H
is about 3, which is slightly higher than the calculated value, but consistent with each
other. After curing, most of the Si-H groups were consumed and almost half of the vinyl
groups were left. This is consistent with the reaction of a 1:1 of Si-H and vinyl groups in
the hydrosilylation reaction. This demonstrates the successful hydrosilylation.
Table 5.1 IR results of relative amount of vinyl groups and Si-H groups before and after
curing, with different silicone precursor mixtures.
Silicones

Before curing

After curing

Vinyl/Methyl

Si-H/Methyl

Vinyl/Methyl Si-H/Methyl

Silicone I

0.19

0.64

0.11

0.00

Silicone II

0.30

1.01

0.16

0.08

Silicone III

0.46

1.76

0.29

0.09

Silicone IV

0.10

0.45

0.04

0.01

Silicone V

0.19

0.63

0.07

0.00

Compression tests provide the Young’s modulus (E) of cured silicones with
various chemical compositions and the results are summarized in Table 5.2. It is shown
that E decreases as the amount of dimethylsiloxane (D) in the hydrido-containing
siloxane copolymer (M-DHm-Dn-M) increases. The dimethylsiloxane can be considered as
flexible segments between crosslinks. Thus E decreases as expected, as the amount of the
flexible portion increased. There is a small amount of tri-vinyl functionalized oligomeric
siloxane in the system, which was found to have influence on the crack pattern formation.
Here E is confirmed to be the same when two kinds of tri-vinyl functionalized oligomer
siloxanes, TV2~3 and MV-DV-MV, were applied.
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Table 5.2 Young’s Modulus (E) of silicones with different precursor mixtures

5.3.2

Silicones

Components

Modulus (MPa)

Silicone I

M-DH8-D19-M, D4v, TV2~3

4.8

Silicone II

M-DH14-D14-M, D4v, TV2~3

7.5

Silicone III

M-DH30-D0-M, D4v, TV2~3

40.0

Silicone IV

M-DH4-D21-M, D4v, TV2~3

3.0

Silicone V

M-DH8-D19-M, D4v, MV-DV-MV

4.8

Experimental observations
A layer of silicone precursor with catalyst was cast on an O2 plasma-cleaned

silicon wafer and heated in an oven at 80 oC for 24 h. After the sample cooled to room
temperature (~25 oC), a syringe needle was used to indent the silicone coatings and
initiate a crack. For Silicone I, we observed that the fracture pattern changed as the
thickness of the coating increased. The crack patterns follow a curved path until the
coating thickness reached 662 µm at which point the crack path appeared almost straight.
(Figure 5.6) Oscillating crack patterns were observed when the coating thickness
approaches 39 μm. No crack propagation was observed when the coating thickness is ~15
μm.
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Figure 5.7 Crack patterns of Silicone I coatings with different thicknesses.
For the curved crack paths, the average radius of curvature of the curved crack
path was found to decrease as the film thickness decreases. (Figure 5.7A) When the film
thickness reached 39 µm, an oscillating crack pattern was observed. During the crack
propagation, delamination at the silicone/silicon interface and cohesive fracture in the
silicone were observed to occur simultaneously, except for the 662 µm film, where the
delamination was delayed until after the fracture in the coating propagated toward the
edge of the sample. In addition to the curvature changes, the average crack propagation
l
velocity ( v  , where l is the total travel length during time t) was found to increase as
t

the film thickness increased. (Figure 5.7B)
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Figure 5.8 (A) Curvatures of curved crack paths vs. coating thickness, (B) average crack
propagation velocity vs. coating thickness in Silicone I coatings.
To investigate the influence of mechanical properties on the crack propagation
mechanism, silicones with different E were cast on O2 plasma-cleaned silicon substrates
with coating thickness held nearly constant around 120 – 160 µm. Cracks were also
initiated by the indentation of syringe needles. As shown in Figure 5.8, Silicone II and
Silicone III, which have E higher than Silicone I, both propagated along a straight path.
The cracks in Silicone IV, with E lower than Silicone I, did not propagate within a
similar observation time as other silicones.
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Figure 5.9 Crack patterns of silicone coatings with different E.
The velocity of crack propagation here increased as E increased. (Figure 5.9) In
Silicone II and Silicone III coatings, the propagation of cohesive fracture in coatings was
found to be much faster than the delamination.
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Figure 5.10 Crack propagation velocity (v) vs. E of different silicones.
To investigate the influence of the coating-substrate interface properties on the
fracture patterns, silicon substrates, which were cleaned by O2 plasma and modified by
RFSiMe2Cl and linear PDMS, were used for casting Silicone I coatings. Different crack
patterns were found as shown in Figure 5.10: curved crack patterns occurred in the one
cast on the O2 plasma cleaned-silicon substrate (Figure 5.10A); straight crack path
occurred in the coating cast on the RFSiMe2Cl-modified silicon substrate (Figure 5.10C);
and no crack propagation was observed in the coating cast on the linear PDMS-modified
silicon substrate (Figure 5.10D). It is also found that the component TV2~3 in the silicone
precursor mixture contains methoxy group, and it plays an important role in the formation
of curved fracture patterns. When the methoxy groups are replaced by methyl groups,
where MV-DV-MV is used for the formation of silicone coatings, straight crack patterns
are formed. (Figure 5.10B)
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Figure 5.11 Crack patterns of silicone coatings cast on different surfaces: (A) Silicone I
casted on O2 plasma-cleaned silicon substrate, (B) Silicone V casted on O2 plasmacleaned silicon substrate, (C) Silicone I casted on RFSiMe2Cl-modified silicon substrate,
(D) Silicone I casted on PDMS-modified silicon substrate.
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It is also observed that no obvious delamination occurred around the cracked
region during the crack propagation in the coating cast on RFSiMe2Cl-modified silicon
substrate. In the coatings cast on linear PDMS-modified substrate, delamination was
observed around initiated crack defect. (Figure 5.11) The edge of the coating was found
to shrink inward rather than remaining pinned at the edges of the silicon substrate, which
were observed in all other samples.

Figure 5.12 Delamination around the cut in Silicone I coating cast on linear PDMS
modified silicon substrate
5.3.3

Crack propagation velocities
Both the silicone coating and the silicon wafer experienced cooling from 80 oC to

25 oC. Due to the difference between their thermal expansion ratios, the equi-biaxial
mismatch strain is about 0.8 % according to equation (5.12) by assuming αf is 150 x 10-6
K-1 and αs is 3 x 10-6 K-1 for all the samples. [168,169] Here the differences of αf for
silicones with different E are considered negligible. Thus, the elastic strain energy release
rate per unit area along the surface of the silicone coating due to the thermal expansion
ratio mismatch between silicone and the substrate scales as:
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G f  E f hf

(5.15)

according to equation (5.13).
Assuming pure mode I, G f 

K fI
Ef

2

, and thus,

K fI  E f h f

(5.16)

If the crack can propagate after initiation, the energy is partially relieved and free
surfaces/edges are created in the silicone coating. At the free edge, shear traction is
induced at the silicone/silicon interface which can cause surface delamination (Figure
5.12). The energy release rate for surface delamination is:

Gd 

1   E f
21   

 a2 h f

(5.17)

where εa is the residual strain in the coating just before delamination.

Figure 5.13 Schematic of stresses in silicone coating.
The velocity of crack propagation is known to be influenced by material
properties,

loading

conditions

or

environmental

conditions-induced

chemical

reactions. [170–172] For cohesive fracture, there are expressions to describe the crack
propagation within the slow velocity regime, when the velocity is slower than the
Rayleigh wave speed (vR). The Rayleigh wave speed in silicone used here is estimated to
be 950 mm/s by assuming the Poisson’s ratio of silicone is 0.49 according the
approximation expression developed by Pichugin. [173] The crack velocity for the
silicone coatings studied here can be considered within the slow regime. It is found that
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the crack propagation velocity in the silicone coatings with various film thicknesses (hf)
and Young’s modulus(Ef) follow Paris’s Law with n=2.2 according to equation (5.11).
(Figure 5.13)
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Figure 5.14 Crack propagation as a function of Efhf ½.
Here E f h f is used to represent the stress intensity factor (K). We hypothesize
that this similarity to fatigue-like crack growth, which is conventionally described by the
Paris’ Law, is due to the varying loading at the crack front. This might be contributed by
the delamination introduced-mode II loading at the crack tip which can vary the loading
at the crack front.
Besides cohesive fracture, delamination was also observed as the crack
propagated through the film. It has been well established in the study of adhesion at
polymer interfaces, that the velocity of the interface separation follows a power law
dependence on the applied energy release rate for the interfacial failure, G: [174]
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1

n

*

(5.18)

Therefore, we hypothesize that the delamination process, associate with crack
propagation, also contributes to the observed power law dependence of the crack tip
velocity.
5.3.4

Crack patterns
Both straight and curved crack patterns were formed in the silicone coatings with

various E and hf. As discussed above, due to the thermal expansion ratio mismatch
between the silicone coating and the substrate, elastic strain energy developed in the
silicone coating upon cooling. When the crack propagates through the film, part of the
residual elastic strain energy releases. If the remaining residual strain energy is greater
than the critical value, delamination can occur. If the substrate has low fracture toughness
compared to the interface, the crack may also deflect into the substrate. [175] In the
system studied here, only delamination was observed.
In Silicone II and III coatings, the crack propagated along straight paths. A
common characteristic phenomenon they shared was that cohesive fracture propagated
far ahead of the delamination region. In other words, cohesive fracture propagation was
much faster than the initiation and propagation of delamination near the free edge
introduced by the cohesive fracture. Thus, the crack front most likely experienced
primarily mode I loading and propagated along a straight path. When Silicone I was
applied as the coating, a straight crack path was also observed when the coating thickness
~ 662 µm. However, as the thickness decreased, the crack paths curved. Different from
the straight crack path, during the formation of curved crack patterns, cohesive fracture
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and delamination around the crack front were observed to occur simultaneously. As
discussed in the previous section, the velocity of cohesive fracture has a power law
relationship with K. Thus, as E and hf increase, the propagation velocity of cohesive
fracture increases. When it is faster than the propagation of delamination, the crack front
is not influenced by the delamination, thus the propagation occurs along a straight path as
observed in Silicone II, III and thicker Silicone I. For thinner coatings of Silicone I, the
applied elastic energy release rate decreased. Thus, the cohesive crack propagation
velocity approached the delamination propagation velocity, and both fracture mechanism
couple to curve the path of the advancing crack.
Previous research has shown numerically that if this asymmetric delamination
occurs, the front of the crack deviates from its original propagation direction to diminish
KII. [159] After initiation, the delamination regions in these silicone coating samples were
symmetric on both sides of the crack channel. However, as the crack propagates, it
always grew asymmetrically on one side. Meanwhile, delamination could introduce mode
II loading. Thus, to diminish KII, the crack front deviates from the straight path. The
shape of the delamination zone is schematically drawn in Figure 5.14A according to the
observed geometry of the delamination region in the experiments (Figure 5.14B).

Figure 5.15 Delamination zone for curved crack path
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It is found that the delamination front length (a) is proportional to the film
thickness (Figure 5.15A). Furthermore, the delamination length is also found to be
proportional to the radius of curvature of that curved crack. (Figure 5.15B) Thus the
radius of curvature of that curved crack relationship R and be proposed to be proportional
to the film thickness hf. This is the first time to relate the curvature of the crack pattern
with parameters of the cracking system with the help of the in-situ observation of crack
propagation in this silicone coating system. However, the theoretical mechanics
underneath this relationship are not quite clear yet.
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Figure 5.16 (A) Delamination distance vs. coating thickness and (B) radius of curved
crack path vs. delamination distance.
It is also observed that when the thickness approaches a very low value (39 µm),
an oscillating crack pattern was formed. It is found that the delamination region
alternatively grew on different sides of the crack channel. As shown in Figure 5.16, the
delamination initially preferred to grew on one side of the crack channel. After a while,
the delaminated film re-adhered to the substrate suddenly. Then the delamination started
to grew on the other side of the crack channel where the crack front turned around and
propagated along the opposite direction.
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Figure 5.17 In situ observation of formation of oscillating crack patterns. The scale bar is
500 μm.
The observation indicates that the oscillating behavior of the crack front relies
greatly on the growth of the delamination region. We hypothesize that in this case, both
the elastic strain energy release rate and the delamination energy release rate decrease
significantly as the film thickness achieved such a low value. Diminishing delamination
induced-KII becomes dominant in determining the crack propagation direction. Thus the
crack propagation seems to follow the film delamination. This is similar to the suggestion
of Marthelot et al. for the formation of crescent crack patterns in the sol-gel films. [159]
5.3.5

Influences of surface properties on the fracture path
From the above discussion, delamination is suggested to play a crucial role in the

formation of curved and oscillating crack patterns. It is realized that the methoxy
functionalized vinyl siloxane oligomer, TV2~3, in the silicone precursor is crucial for the
formation of different crack patterns. For all the crack patterns discussed above, O2
plasma cleaned silicon substrates, which is normally considered to be rich with hydroxyl
groups, [176] were used. Methoxy silanes have high reactivity with Si-OH on O2 plasma
cleaned silicon substrate. Thus random local attachment of siloxane oligomer or polymers
on the substrate could occur. To further study the contribution of the reactive methoxy
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groups to the delamination, two approaches were performed: 1) applying Silicone V on
O2 plasma cleaned-silicon substrate, where TV2~3 was replaced by MV-DV-MV; 2)
applying Silicone I on RFSiMe2Cl modified-silicon substrate. As shown in Figure 5.11B
and C, both these two approaches generated straight crack patterns. This can be ascribed
to the non-reactivity between MV-DV-MV and O2 plasma cleaned-silicon substrate, or
between TV2~3 and RFSiMe2Cl modified-silicon substrate.

When TV2~3, a methoxy

functionalized vinyl siloxane oligomer, was used, the random local attachment of
siloxane oligomer or polymers on the substrate created a heterogeneous interface between
silicone coatings and the substrate, which can promote the initiation of delamination.
When the non-reactive MV-DV-MV was in contact with O2 plasma cleaned-silicon
substrate or TV2~3 was in contact with the non-reactive RFSiMe2Cl modified-silicon
substrate, delayed or no observation of extensive delamination near the cracked region.
This indicates that the lack of local attachment of methoxy functionalized vinyl siloxane
oligomer inhibits the extensive delamination to occur at the interface.
5.4

Conclusion
In this chapter, fracture behavior of silicone coatings on silicon substrates due to

thermal expansion ratio mismatch is discussed. Straight, curved and oscillating crack
patterns were observed in the experiments. It is found that the velocity of cohesive
fracture increases as the coating modulus and thickness increases. The appropriate
propagation velocity of the silicone coating assists the tracking of the cracking process.
The delaminatio front length is proportional to the film thickness, and we hypothesize
that the delamination front defines the curvature of the fracture path. Furthermore, the
interfacial property of the substrate is also found to influence the cracking behavior in
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silicone coatings. The silicone coating system presented here provides new insight into
the delicate balance of material properties and geometry in controlling fracture
mechanisms, and this insight can lead to new methods for studying and exploiting
controlled fracture in thin films.
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APPENDIX
MODEL FOR CALCULATING TENSILE MODULUS OF SILICA NP/PI
COMPOSITES
In composites, the continuous phase is referred to as the matrix; the dispersed
phase is referred to as fillers or reinforcements. Young’s modulus of composite materials
can be estimated by assuming the matrix and fillers are subjected to either uniform strain
or uniform stress. In the case of uniform strain,

c  m   f

(A.1)

the Young’s modulus of the composite is predicted to be:
Ec   f E f  1   f Em

(A.2)

where subscripts c, m and f of ε and E denote the strain and Young’s modulus for
composite, matrix and fillers respectively. φf is the volume fraction of fillers in the
composite.
In the case of uniform stress:

c  m   f

(A.3)

The Young’s modulus of the composite is predicted to be:
1  f 1 f


Ec E f
Em

(A.4)

The moduli of structured silica NPs/PI composite films with different structure
arrangements are derived below.
1) Para silica NP lines/PI composite film
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Figure A.1 Schematic of composite film with silica NP lines parallel to the tension
direction
The Voigt mode was used to estimate the predicted modulus of composite film
E with silica NP lines parallel to the tension direction.
1
1
E  Em  (1  )  E f  
2
2

(A.5)

where F is the applied force, E is the modulus, A is the cross-section area, ε is the applied
strain, the subscripts

, m and f denote the composite film with silica NP lines parallel to

the tension direction during DMTA test, pure polyimide and fibrous silica filler,
respectively; t is the thickness, a is the width and L is the length of the DMTA specimen;
w is the width, h is the height, b is the spacing and N is the number of the silica NP lines
in the specimen.
2) Perp silica NP lines/PI composite film
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Figure A.2 Schematic of composite film with silica NP lines perpendicular to the tension
direction
The predicted modulus of composite film with silica NP lines perpendicular to the
tension direction during DMTA test was calculated by two steps.
First, the modulus of a silica NP lines/PI composite film with thickness of h was
calculated according to Reuss model (the section highlighted by the red dash line in the
Figure A.2):
E ' 

Em E f
(1   ) E f  2Em

(A.6)

where Δ is the extension of the specimen by applying a force F on it, the subscripts  '
and m' denote and the composite film (thickness of h) with silica NP lines perpendicular
to the tension direction and the PI in the composite film (thickness of h) respectively.
Second, we calculate the modulus, E  , for the composite film by including the
component of composite  ' component with a thickness of h and the component of PI
with thickness of (t-h) by applying the Voigt model:
E  Em

E f (1    )  2 Em (1   )
(1   ) E f  2Em
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(A.7)

where the subscripts  denotes the composite film (thickness of t) with silica NP lines
perpendicular to the tension direction.
3) silica NP grids/PI composite film

Figure A.3 Schematic of composite film with silica grids
The modulus of composite film with silica NP grids microstructures was
calculated by three steps.
First, we calculate the modulus for composite component ( ' ) with thickness of
h and length of b, including silica NP lines parallel to the tension direction and PI (the
part highlighted by the red dash line in Figure A.3):
1
1
E '  Em (1   )  E f 
2
2

(A.8)

Then, we calculate the modulus for the composite ╬’ with thickness of h,
including the component

' and the silica NP lines perpendicular to the tension direction

according to the Reuss model.
E╬’ 

Ef E

'

2E '  (1   ) E f
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(A.9)

Last, we calculate the total composite modulus E╬ with thickness of t, including
silica NP grids and PI, according to the Voigt model:
1
1
E f Em (1   )  E f 
2
2
E╬  Em (1   )  
1
1
2 ( Em (1   )  E f  )  (1   ) E f
2
2
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(A.10)
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