This article presents a general single-index hazards regression model to assess the effects of covariates on a failure time. Based on left-truncated and right-censored survival data, a new partial-rank correlation function is proposed to estimate the index coefficients in the presence of covariate-dependent truncation and censoring. Meanwhile, an efficient computational algorithm is offered to carry out the maximization of the constructed target function. Further, the developed approach can be extended to deal with right-truncation and left-censoring under a reverse time hazards regression model. Following the theoretical development of the maximum rank correlation estimator in the literature, we can also establish the consistency and asymptotic normality of the maximum partial-rank correlation estimator. A series of simulations shows that the proposed estimator has satisfactory finite-sample performance compared with its com-
Introduction
In survival analysis, the incident and prevalent cohort sampling schemes have been widely adopted to collect a survival sample. Due to cost and time constraints, prevalent cohort approach is generally more efficient than the incident cohort one to accumulate enough failure cases, especially for the Keywords: asymptotic normality; consistency; left-censoring; left-truncation; partial-rank correlation estimation; rank correlation estimation; random weighted bootstrap; right-censoring; right-truncation; U-statistic.
preted as the relative effect of Z * k , compared to Z * 1 , on the hazard function, k = 2, . . . , p. In fact, several specific forms of model (1.1) include the proportional hazards regression λ 0 (t) exp(β 0 z) (Cox (1972) ), the additive hazards regression λ 0 (t) + β 0 z (Aalen (1980) ), and the transformation regression model H(T * ) = −β 0 Z * + ε (Cheng, Wei, and Ying (1995) ) with a monotonic hazard function of ε, where λ 0 (t) is an unknown baseline hazard function, H(·) is an unknown increasing function, and ε is a random error. Under the Cox's proportional hazards model and the assumption of covariate-dependent truncation and censoring, Wang, Brookmeyer, and Jewell (1993) proposed the maximum partial likelihood estimator of β 0 based on left-truncated and right-censored survival data. In the spirit of the estimation by Lin and Ying (1994) for the additive hazards model with censored survival data, Huang and Qin (2013) further took into account left-truncation and presented the modified conditional estimating equation estimator. Currently, there is still no estimation approach for the transformation model when the distributions of truncation and censoring times are covariate-dependent.
In the data analysis of the HRS, the violation of covriate-dependent truncation is supported by the proposed Hausman-type test. Therefore, the existing approaches in the literature for lefttruncated and right-censored survival data with stationary or non-stationary disease incidence are not appropriate to describe the effects of body mass index (BMI), level of education, and smoking status on the life expectancy. In addition to this, our another testing procedure confirms the inadequacy of proportional and additive hazards regression models. A more general formulation in model (1.1) and its statistical inferences become necessary in application. Based on a new partialrank correlation function, an approach is developed to estimate β 0 in model (1.1). Meanwhile, an effective computational algorithm is provided to compute the presented maximum partial-rank correlation estimator. As we can observe in the partial-rank correlation estimation of Khan and Tamer (2007) for right-censored survival data, each pair of units should be comparable in the constructed estimation criterion. In our estimation, the compared units are further required to come from the same truncated population. Moreover, the consistency and asymptotic normality of the proposed estimator can be similarly established according to the theoretical frameworks in Han (1987) and Sherman (1993) . Interestingly, the developed approach can also be extended to estimate the regression coefficients in a reverse time hazards regression model λ r (t|z) = λ r (t, β 0 z) (1.2) with right-truncated and left-censored survival data, where λ r (t|z) = f (t|z)/(1−S(t|z)) with f (t|z) and S(t|z) being the conditional density and survival functions of T * = t on Z * = z, and λ r (t, u)
is an unknown non-negative bivariate function and is strictly decreasing in u for each t.
This article is organized as follows. In Section 2, a partial-rank correlation function is proposed as a basis of estimation for model (1.1) with left-truncated and right-censored survival data. The index coefficients β 0 are further shown to be the unique maximizer of the constructed partial-rank correlation function. Moreover, an extension to model (1.2) with right-truncated and left-censored survival data is given in this section. Section 3 outlines the maximum partial-rank correlation estimation and the corresponding computational algorithm. Meanwhile, we establish the consistency and asymptotic normality of the estimator and the bootstrap approximation of the sampling distribution of the estimator. In Section 4, Monte Carlo simulations were conducted to investigate the finite-sample performance of the proposed estimator and its competitors. The HRS data were also analyzed in Section 5 to show the usefulness of our methodology. Section 6 summarizes the findings in this study and makes some remarks for future research. As for the proofs of the main results, they are relegated to the appendix.
Partial-Rank Correlation Function and Its Extension
For survival data with left-truncation and right-censoring, an approach is developed to estimate β 0 based on a new partial-rank correlation function. Under model (1.1) and some suitable conditions, β 0 is further shown to be the unique maximizer of this target function. In fact, the proposed estimation criterion covers some particular cases and can be reasonably extended to deal with righttruncation and left-censoring. To simplify the presentation, let C represent the residual censoring time after the recruitment, Y = min{T, A + C} be the last observed time, and δ = I(T ≤ A + C)
be the non-censoring indicator with I(·) being the indicator function. The notations ∧ and ∨ are also used to stand for minimum and maximum, respectively.
Partial-Rank Correlation Function
Given any two independent units (T * 1 , Z * 1 ) and (T * 2 , Z * 2 ), an essential element of our partial-rank correlation function is given by
which is easily shown to be
The reason of adopting a truncation value a and a censoring value c in Q(z 1 , z 2 ; a, c) is mainly to adjust for the sampling bias caused by left-truncation and make each pair of units comparable in the presence of right-censoring. By the symmetric feature of S(t|z 1 )S(t|z 2 ) with respect to (z 1 , z 2 ) and assumption (A1) inf {z∈Z} S(τ |z) > 0 and sup {z∈Z} S A * (τ |z) < 1, where S A * (a|z) is a survival function of A * given Z * = z, it is further implied by model (1.1) that λ(t|z 2 ) > λ(t|z 1 ) whenever β 0 z 1 > β 0 z 2 . Thus, the following lemma is a direct consequence:
Lemma 1. Suppose that model (1.1) is valid and assumption A1 is satisfied. Then, for any z 1 , z 2 ∈ Z and τ > c > a ≥ 0
Following the proof of a maximizer of the rank correlation function in Han (1987) , it can also be ensured by (2.1), Lemma 1, and the equality
For general forms of censoring, Khan and Tamer (2007) proposed a partial-rank correlation estimation for β 0 . Moreover, the authors showed that β 0 is the unique maximizer of their partial-rank correlation function and indicated that the rank correlation estimation criterion by Han (1987) is infeasible for censored survival data. For right-censored survival data, their partial-rank correlation function was constructed by P(Y 1 > Y 2 , δ 2 = 1, β Z 1 > β Z 2 ). In terms of Q(z 1 , z 2 ; a, c) in (2.1), it can be expressed as
Instead of imposing the assumption of independent censoring, this approach relies on subjects whose failure times are comparable. More precisely, T * 1 and T * 2 are said to be comparable if the indicator status I(T * 1 > T * 2 ) can be fully determined based on (Y , δ ), = 1, 2. In conjunction with the presence of left-truncation, we further address a more general covariate-dependent truncation and censoring assumption (A2) A * ⊥ T * |Z * and C ⊥ (T, A)|Z. By adjusting for the truncation bias, the following partial-rank correlation function is proposed as the basis for the estimation of
Coupled with the expression of Q(z 1 , z 2 ; a, c) in (2.1) and the equality
alternative probability representation can be derived as
With the observable random quantities (Y, δ, A, Z) in left-truncated and right-censored survival data, our approach requires that each pair of units is comparable and comes from the same truncated population. Figure 1 displays the relative positions of calendar times of initiating events, recruitment, failure events, and censoring events of two independent units. Apparently, the resulting truncation, failure, and censoring times satisfy the constraints Y 1 > Y 2 > (A 1 ∨ A 2 ) and δ 2 = 1 in (2.6).
In the course of deriving the main results, an additional assumption is further made:
A3. Z is not contained in any proper linear subset of R p and Z * has everywhere positive Lebesgue density.
As in the context of rank correlation estimation, assumption A3 is drawn for the uniqueness of β 0 .
Under some suitable conditions, β 0 is shown to be the unique maximum of C(β) as follows:
Theorem 2.1. Under model (1.1) and assumptions A1-A3,
Proof. See Appendix.
It is noteworthy that the device Q(z 1 , z 2 ; a, c) in (2.1) can also accommodate the following particular cases:
Case 1. (complete failure time data) For such type of data, the conditions A 1 = A 2 = 0 and C 1 = C 2 = ∞ are naturally set in (2.5) and assumption A2 is automatically satisfied. The rank Han (1987) is easily derived to be
Case 2. (right-censored survival data) In the presence of right-censoring, A 1 and A 2 are set to be zero in (2.5) and assumption A2 can be simplified to C ⊥ (T, A)|Z. The partial-rank Khan and Tamer (2007) is the same with the following form:
Case 3. (left-truncated survival data) For data only subject to left-truncation, it is natural to specify C 1 = C 2 = ∞ and modify assumption A2 as A * ⊥ T * |Z * . In this setup, our partial-rank correlation function can be rewritten as
An Extension to Right-Truncated and Left-Censored Data
In insurance applications and AIDS cohort studies (cf. Kaminsky (1987) and Kalbleisch and Lawless (1991) ), the chronological times of initiating and consequent events, say X * 0 and (X * 0 + T * ), of individuals are available only if (X * 0 + T * ) falls within some chronological time period [0, τ ], i.e. X * 0 +T * ≤ τ . As shown in the Australian AIDS data (cf. Cui (1999) ), (X * 0 +T * ) may not be recorded before the chronological time X 1 , which can be a determined or random time, with X 1 ≤ τ . Thus, the lag T * between events is right-truncated by D * = τ − X * 0 and left-censored by C τ = X 1 − X * 0 , and the triplets (T * , D * , Z * ) are observed only if {D * ≥ T * }. It was indicated by Lagakos, Barraj, and Gruttola (1988) and Cui (1999) that the reverse survival time S * = τ − T * , X * 0 , and τ − X 1
can be regarded as the roles of failure time, truncation time, and residual censoring time in lefttruncated and right-censored survival data. As a result, the reverse time hazard function λ r (t|z) is conveniently approached and explained. For this reason, a formulation in hazards regression model (1.1) is adopted in reverse time hazards regression model (1.2).
Let (T, D = τ − X 0 , Z) represent the observed lag, right-truncated time, and covariates, and the joint distribution of (T, D, Z) is the same with the conditional distribution of (T * , D * , Z * )
on {D * ≥ T * }. It can be transferred to the setup of the triplets (S, X 0 , Z), which have the
, one has the following partial-rank correlation function:
In terms of the definition of (S, X 0 , X 1 ), an alternative probability representation of C τ (β) can be derived as
where Y τ = max{T , C τ } and δ τ = I(T ≥ C τ ), = 1, 2. Under model (1.2) and assumptions A1,
|Z, and A3, β 0 is immediately shown to be the unique maximizer of C τ (β). For data only subject to right-truncation, assumption A2 * can be modified as T * ⊥ D * |Z * and the partial-rank correlation function in (2.11) can be rewritten as
(2.12)
Statistical Inferences
The maximum partial-rank correlation estimator of β 0 is proposed as a maximizer of a sample analogue of C(β). An effective computational algorithm is further provided to implement such an optimization problem. In addition, we establish the consistency and asymptotic normality of the estimator and a weighted bootstrap approximation of the sampling distribution of the estimator.
Estimation and Computational Algorithm
Based on the constructed partial-rank correlation function in (2.6) and left-truncated and right-
, a sample analog of C(β) is naturally given by a U -statistic of the form:
In light of the fact that β 0 is a maximizer of C(β), we estimate β with a maximizer
In application, an easily implemented numerical algorithm becomes necessary to compute the maximum partial-rank correlation estimatorβ. For the constrained optimization of C n (β), a direct maximization is generally impractical and difficult because such a target function is not differentiable with respect to β.
In the setup of complete failure time data, Wang and Chiang (2017) provided an effective procedure to carry out the maximization of rank correlation function with respect to the coefficients of a generalized single-index. Indeed, their algorithm can also be adopted to compute a maximizer β of C n (β). Let a smoothed counterpart of C n (β) be defined as
where s(υ) = 1/(1 + exp(−υ)) is a sigmoid function and σ is a tuning parameter, g nσ (β) denote the gradient function of C nσ (β), ( 1 , 2 , r) be pre-chosen positive values with 0 < r < 1, and · stand for the Euclidean norm of a vector. Provided that σ = o(1/ √ n), Ma and Huang (2005) showed that a maximizer of C nσ (β) andβ have the same asymptotic distribution. The following computational algorithm has been justified by Wang and Chiang (2017) to be theoretically valid and practically feasible in computingβ:
Step 1. Set the initial values of (β, σ) as (β (0) , σ (0) ) and the step length as α.
Step 2.
Step 3.
Step 4. Repeatedly implement Steps 2-3 until
for some integer K, and computeβ asβ (K) /β
is a coefficient estimator of Z 1 .
With an appropriate choice of 1 , the rate of σ (k) can be adjusted to be o(1/ √ n) after some iterations. The R code of the above algorithm can also be found in Chen and Chiang (2018) at the Biometrics website on Wiley Online Library.
Remark 1. In the spirit of our estimation, an estimator can also be proposed for the index coefficients in model (1.2). Based on right-truncated and left-censored survival data of the form
, β 0 is estimated by a maximizer of the following sample analogue of C τ (β) in (2.11):
(3.4)
3.2 Consistency, Asymptotic Normality, and Bootstrap Approximation
Let N θ be a neighborhood of θ in Θ, X stand for the vector (T, C, A, Z ) , X be the support of
Some regularity conditions are further assumed:
A7. V 0 is positive definite.
Following the proofs in Han (1987) and Sherman (1993) , we can also establish the consistency and asymptotic normality ofθ as follows:
Theorem 3.1. Under model (1.1) and assumptions A1-A7,θ
Accompanied with a consistent estimator of Σ 0 , the asymptotic normality ofθ can be applied to develop the related inference procedures. Instead of directly estimating Σ 0 through a smoothing estimation technique (cf. Sherman (1993) ), a weighted bootstrap approximation of the sampling distribution ofθ is generally preferred in practical implementation.
be the collected left-truncated and right-censored survival data.
Independent of D n , the random quantities ξ 1 , . . . , ξ n are independently generated from a common population with P(ξ = 0) < 1. A weighted bootstrap analogue of C n (β) is given by
where
. . , n, and the counterpart, sayβ ω , ofβ is defined as a maximizer of C ω n (β). In the following theorem, we establish the asymptotic equivalence of ρ(θ ω −θ) and (θ − θ 0 ),
is a scale factor modification for the variability in the weights.
Theorem 3.2. Under model (1.1) and assumptions A1-A7,
Let σ ω (θ k ) and q ω ς (θ k ) be the standard deviation and 100ςth, 0 < ς < 1, quantile of ρ(θ ω −θ), k = 1, . . . , (p − 1), and z ς be the 100ςth quantile of the standard normal distribution. It follows from Theorems 3.1-3.2 that approximate 100(1 − α)%, 0 < α < 1, quantile-type and normal-type bootstrap confidence intervals of θ 0k can be constructed by
respectively. According to our empirical experience, the quantile-type bootstrap interval estimator generally outperforms the normal-type one in terms of the length and coverage probability.
Simulations
In this section, we conducted simulation experiments to investigate the finite-sample performance of the proposed estimator and its competitors. To assure numerical stability, the simulation results were based on 1000 replications with the sample sizes (n) of 200 and 400, and the bootstrap inferences were drawn from 500 bootstrap samples with ξ 1 , . . . , ξ n i.i.d.
∼ Gamma(4, 2). Three hazards models with Z * = (Z * 1 , Z * 2 , Z * 3 ) and the same index coefficients β 0 = (1, 1, 1) were further studied under variant setups of left-truncation and right-censoring. Moreover, conditioning on Z * = z, the residual censoring time C = r 0 (U (0, z 2 ) + 0.1) was independently generated with r 0 being specified to produce the censoring rates (c.r.) of 20% and 40%.
Example 4.1. A mixture of discrete and continuous covariate vector Z * was specified with Z * 1 ∼ N (0, 1), Z * 2 ∼ U (0, 1), and Z * 3 ∼ U ({1, 2, . . . , 10}). The following proportional hazards regression model was designed to generate T * :
M1. λ(t, z) = λ 0 (t) exp(β 0 z) with λ 0 (t) = 4t.
Conditioning on Z * = z, A * = r 1 (U (0, 0.5) + |z 1 |I(|z 1 | < 0.5)) was independently generated with the proportions of untruncated data (p.u.), i.e. P(A * > T * ), being 0.1, 0.5, and 0.9 for different values of r 1 .
Under the setup of covariate-dependent truncation time, we compared the proposed maximum partial-rank correlation estimatorβ with the maximum partial likelihood estimatorβ of Wang (1993) for the proportional hazards regression model and the conditional estimating equation estimatorβ of Huang and Qin (2013) for the additive hazards regression model. that the bias magnitudes of bothβ andβ are generally small. However, the standard deviation ofβ is slightly smaller than that ofβ. In addition, the variations of bothβ andβ decrease as n increases, c.r. decreases, and p.u. falls around 0.5. As one shall see in the next two examples, the maximum partial likelihood estimator has very poor performance under model misspecification. To simplify the presentation, a weighted bootstrap estimator of the standard deviation and a weighted bootstrap confidence interval of β 0 are assessed in the setting with p.u. = 0.5. In Table 4 , the averages of 1000 bootstrap standard errors and 95% quantile-type bootstrap confidence intervals are found to toward the standard deviations and 95% quantile intervals of 1000 estimates as n increases or c.r. decreases. The empirical coverage probabilities of β 0 , which are also exhibited in Table 4 , are slightly higher than the nominal level of 0.95 for (n, c.r.) = (200, 40%) and stay around this nominal level for the rest cases.
Example 4.2. In this simulation scenario, a random vector (Z * 01 , 1/Z * 02 , 1/Z * 03 ) was specified to follow a multivariate normal distribution with mean of zero, standard deviation of one, and pairwise correlation of 0.5. Further, the joint distribution of Z * was designed to be the same with that of (10Z * 01 , 10Z * 02 , 10Z * 03 ) on {Z * 01 + Z * 02 + Z * 03 > 0}. Moreover, T * was generated from the following additive hazards regression model:
M2. λ(t, z) = λ 0 (t) + β 0 z with λ 0 (t) = 1.
As for the truncation time, conditioning on Z * = z, A * = 0.4(U (0, 1) + |z 1 |I(|z 1 | < 0.5)) was set with p.u. = 0.9.
Compared withβ andβ,β has substantially large bias and standard deviation in Table 2 . It is further observed that the biases of bothβ andβ are comparable. Even the conditional estimating equation approach is developed for the additive hazards regression model, the standard deviation ofβ is surprisingly found to be smaller than that ofβ. Once again, bootstrap standard error and confidence interval slightly overestimate the asymptotic standard deviation and the quantile interval, respectively, but their accuracies are significantly improved as n increases or c.r. decreases.
Moreover, the constructed weighted bootstrap confidence intervals have fairly accurate coverage probabilities.
Example 4.3. With the triplets (Z * 01 , Z * 02 , Z * 03 ) in Example 4.2, the joint distribution of Z * was specified to be the same with that of (Z * 01 , Z * 02 , Z * 03 ) on {Z * 01 + Z * 02 + Z * 03 > 0}. The hazards regression model of T * on Z * = z was further designed to be M3. λ(t, z) = β 0 z/(β 0 z + t).
Conditioning on Z * = z, a covariate-dependent truncation time A * = U (0, 10) + |z 3 |I(|z 3 | < 10) was also set with p.u. = 0.9. It is noted that the above model is neither the proportional hazards regression model nor the additive hazards regression model.
Our simulation results show that the invalid partial likelihood and conditional estimating equation approaches lead to serious biases and unacceptable variations inβ andβ. In contrast, the means of 1000 maximum partial-rank correlation estimates are very close to β 0 . For the standard deviation ofβ, it decreases as n increases and c.r. decreases. As for the performance of the weighted bootstrap standard error and confidence interval, the conclusions can be drawn as those in Example 4.1.
An Analysis of the HRS Data
Our partial-rank correlation estimation was applied to the RAND version N of the US HRS data, which are available at the website: http://hrsonline.isr.umich.edu. A sample of individuals, who were born between 1931 and 1934, was recruited by a cross-sectional sampling scheme between 1992 and 1993 and was followed up until 2012. By excluding those with missing covariates of interest, a total of 4323 white non-Hispanic men and 4724 white non-Hispanic women were collected in the first interview. For each individual, the birth date, gender, self-reported body mass index (BMI), level of education, and smoking status were investigated in this data analysis. On the first reported information, the smoking status was defined as "never smoked" (nsmok), "stopped smoking" (ssmok), and "currently smoking" (csmok), and the educational attaintment was classified as "less-than-high-school or general educational development" (ledu), "high school graduate and some college" (medu), and "college graduate and above" (hedu). The vital status and the last observed date of studied individuals were further determined by the National Death Index (NDI) and exit interview. Since some individuals have died before recruitment and were lost to follow-up during the study period, their survival times were subject to left-truncation and right-censoring.
Let Z * 1 and Z * 2 be the dummy variables with nsmok being the reference category and 1 representing csmok and ssmok, respectively. For the level of education, hedu was treated as the reference category and 1 represents ledu and medu in the dummy variables Z * 3 and Z * 4 . Since the overweight and underweight, which are evaluated in terms of BMI, might decrease life expectancy, the designed variables Z * 5 =BMI a and Z * 6 =BMI 2 a were used in model fitting, where BMI a = log(BMI /BMI ) with BMI being the sample mean. In this data analysis, the gender (gender) of each person was further considered as a stratification variable. Based on such left-truncated and right-censored survival data, our research aims to identify the effects of these attributes on the death time of males and females through a more general hazards regression model (1.1). By means of the partial-rank correlation estimation, it is shown in Table 5 that the estimated effects of smoking status, level of education, and BMI on the hazard function of transition to death are very similar for men and women. As one can see, the mortality risks of a current smoker and a stopped smoker are significantly higher than those of a stopped smoker and a nonsmoker, respectively. Compared with a high-education person, a low-education one has a significantly higher mortality risk whereas a median-education one is not significantly different in life expectancy. Further, a higher or lower BMI tends to increase the hazard rate of transition to death. In addition to this finding, the mortality risk of a overweight individual is generally higher than that of a underweight one.
When the truncation time is covariate-independent, i.e. f A * (a|z) = f A * (a), where f A * (a|z) and f A * (a) are the conditional density function of A * given Z * = z and the marginal density function of A * , respectively, Chen and Chiang (2018) developed another approach to estimate β 0 based on a prevalent cohort sample without survival times. The proposed estimator, sayβ = (1,θ ) , is defined as a maximizer of the following sample analogue of C A (β) = P (A 1 > A 2 , β Z 1 > β Z 2 ):
The maximizer β A of C A (β) is further shown to be β 0 whenever model (1.1) is correct. For the Although the explanations ofβ andβ in Table 5 are similar to that ofβ, the magnitudes of their coefficient estimates of BMI follows that (λ * 0 (t), β * 0 ) = (λ 0 (t), β 0 ) when λ(t, β 0 z) = λ 0 (t) exp(β 0 z) and (λ * * 0 (t), β * * 0 ) = (λ 0 (t), β 0 ) 
Conclusion and Discussion
A partial-rank correlation estimator is proposed to estimate the index coefficients of a general singleindex hazards regression model with left-truncated and right-censored survival data. Meanwhile, an effective computational algorithm is employed to carry out such a constraint non-differentiable optimization problem. The developed approach can be further extended to a reversed time hazards regression model (1.2) with right-truncation and left-censoring. Moreover, we establish the consistency and asymptotic normality of the proposed maximum partial-rank correlation estimator and introduce a general weighted bootstrap approximations of the sampling quantities of interest related to the proposed estimator. The numerical studies also show that our estimator has very satisfactory performance.
In terms of the constructed partial-rank correlation function, the single-index β 0 Z * is shown to enjoy the existence, optimality, and uniqueness up to scale and location. Unfortunately, the proposed estimation criterion cannot be directly applied to a more general single-index survival model of the form:
where S(t, u) is an unknown non-negative bivariate function and is strictly increasing in u for each t.
This is because the monotonicity of S(t, u) in u for each t cannot imply the monotonicity of λ(t, u)
in u for each t. 
β 0 can be shown to be the unique maximizer of C(β). The proof is completed.
Proof of Theorem 3.2. By the equation (7) in Sherman (1993) and assumptions A1-A7, it follows that
uniformly over o p (1) neighborhoods of θ 0 , where Ψ n = n j=1 u j /n with u 1 , . . . , u n being independent and identically distributed random variables from a population with mean of zero and variancecovariance matrix of ∆ 0 . An application of Theorem 2 in Sherman (1993) further leads to
As for the weighted bootstrap analogue C ω n (β) of C n (β), the argument of Sherman (1993) enables us to derive that
uniformly over op(1) neighborhoods of θ 0 , whereP is the probability measure generated by
Coupled with (A.7), one further has
which implies that
By (A.6) and (A.10), the following property can be obtained:
In the spirit of the proof in Janssen (1994) , the Lindeberg- where Φ Σ 0 (u) is a multivariate normal distribution with mean vector of zero and variance-covariance matrix of Σ 0 . By Theorem 3.1, (A.12), and the probability inequality, Theorem 3.2 is, thus, established. Table 1 The means (standard deviations) of 1000 estimates under model M1 for the sample sizes (n) of 200 and 400, the proportions of untruncated data (p.u.) of 0.1, 0.5, and 0.9, and the censoring rates (c.r.) of 20% and 40%. Table 5 The estimates (standard errors) of index coefficients for HRS data. 
