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Los modelos de lattice-Boltzmann han sido una herramienta muy poderosa para simular
dinámica de fluidos, difusión, ondas mecánicas y electrodinámica. Sin embargo, su apli-
cabilidad ha estado restringida debido a que la mayoŕıa de ellos han sido construidos en
coordenadas cartesianas, lo que les impide aprovechar las simetŕıas del sistema para redu-
cir las dimensiones del dominio computacional o considerar de manera natural geometŕıas
complejas con fronteras curvas, de las cuales la Cóclea, el órgano auditivo principal en los
mamı́feros, es un ejemplo paradigmático. Este trabajo diseña e implementa un modelo de
lattice-Boltzmann novedoso para la simulación de ondas acústicas en coordenadas curviĺıneas
generales. El método mantiene en el computador la estructura estándar de un sistema car-
tesiano con los mismos vectores velocidad en todas las celdas, pero reescala los campos
macroscópicos y añade forzamientos para reproducir en el ĺımite continuo la equación de
ondas en coordenadas generalizadas. El modelo de segundo orden que resulta calcula perfec-
tamente los modos normales de vibración de un cilindro, una trompeta y un toro, mantiene
en el espacio real la isotroṕıa en la propagación de las ondas y puede ser aplicado a cualquier
sistema de coordenadas. Con este método en mano se realizó la simulación de la Cóclea. Ésta
fue parametrizada como un tubo de sección transversal variable en forma de cardioide que
se enrolla en espiral, y fue ajustada para tener las dimensiones reales de una Cóclea humana.
Como resultado, se encontró que la geometŕıa de la Cóclea es suficiente para reproducir el
efecto de separación espacial de las frecuencias. A altas frecuencias, la presión neta sobre
la membrana Basilar oscila con mayor amplitud cerca de las ventanas, y frecuencias más
bajas desplazan la ubicación de la amplitud máxima hacia el ápex. Entre más baja sea la
frecuencia, más cerca del ápex se ubica este máximo de amplitud. Estos resultados ilustran
el alto desempeño, flexibilidad y confiabilidad del método propuesto, que constituye una
valiosa contribución al desarrollo de esquemas de lattice-Boltzmann más poderosos.
Palabras clave: Cóclea, Membrana Basilar, Acústica, Ondas, Simulación, lattice-Boltzmann,
Coordenadas generales.
Abstract
Lattice-Boltzmann models have been very powerful tools to simulate fluid dynamics, diffusion
processes, mechanical waves and electrodynamics. Nevertheless, their applicability has been
viii
restricted due to the fact that most of them are build on Cartesian coordinates, which hinders
them to take advantage of system’s symmetries to reduce the dimensions of the computatio-
nal domain or to naturally addressing complex systems with curved boundaries, from which
the Cochlea, the main auditory organ in mammals, is a paradigmatic example. This work
designs and implements a novel lattice-Boltzmann model for the three-dimensional simula-
tion of acoustic waves in general curvilinear coordinates. The method keeps in the computer
the standard structure of a Cartesian system with the same velocity vectors in all cells, but
it rescales the macroscopic fields and adds forcing terms to reproduce in the continuous limit
the wave equation on general coordinates. The resulting second order method perfectly finds
the vibrational normal modes of a Cylinder, a Trumpet and a Torus, keeps the isotropic wave
propagation in real space and can be applied to any coordinate system. With this method
in hand the simulation of the Cochlea was addressed. The Cochlea was parametrized as a
tampered coiled tube with a cardioid as cross section and, it was scaled to have the real
dimensions of a human Cochlea. As result, we found that the geometry of the Cochlea itself
is enough to reproduce the effect of spatial frequency segregation: At high frequencies the
net pressure on the Basilar membrane oscillates with larger amplitude close to the windows,
and lower frequencies shift the location of maximal amplitude to the apex. The lower the
frequency is the closer to the apex that maximum is located. Those results illustrate the high
performance, flexibility and reliability of the proposed method, which constitutes a valuable
contribution to the development of more powerful lattice-Boltzmann schemes.
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1. Introduction
Cochlea is an important part of the auditory system of the mammals, because it is respon-
sible for the frequency differentiation and the conversion of the sound waves into electric
signals that can be processed in the brain. Degradation of the inner cochlear structures is
related with hearing losses and some important auditory problems. Therefore, a thorough
understanding of the cochlea is of main importance in the design of hearing aid devices
as well as in the prevention and correction of such auditory problems. Due the complex
geometry and the variety of processes that are present inside the cochlea, some processes
like the cochlear amplification [1] remain without a satisfactory explanation and are being
object of research in many science fields like neuroscience and biophysics. This research can
be accomplished through experiments, analytical works or simulations. The geometry of the
cochlea and its main parts are shown in Fig. 1-1
Figure 1-1.: Anatomy of the Cochlea. Source: [13]
One of the first and most important experimental researches in the study of the Cochlea
was made by Georg von Békésy [2], who deeply investigated the cochlea through passive
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measurements and physical models [3]. His results, which deserved him the Noble prize, are
the basis of the current knowledge in hearing research. However, due to the passive nature of
his measures there are some processes in the cochlea that were not observed at that time, like
cochlear amplification and otoacustic emissions, among others [4]. Meanwhile, since the Co-
chlea is embedded into the densest part of the temporal bone, measurements in-vivo are very
difficult. Recent measurements using micro-computed tomography (µTC) have achieved to
give a very detailed three-dimensional model of the Cochlea, which constitutes a very helpful
information for future theoretical and computational research, even though the Reissner’s
membrane couldn’t be observed[5]. One of the complications in experimental studies of the
Cochlea is that the frequency range is too small to be accurately measured with the current
technology; moreover, preparing experimental samples to observe some unstudied characte-
ristics of Cochlea uses to be a great challenge. On the other side, analytical descriptions of
the Cochlea are also not simple, due to presence of a great amount of different processes
inside and, even though some physical principles have been well understood for almost 60
years, most of the mathematical models employed are too simple. Very often, the Cochlea is
modelled as a fluid-filled tube with a uniform Basilar membrane dividing its length. Due to
its intricate geometry and its coupling of processes of different nature, it is almost impossible
to completely solve a realistic model of the cochlea by using analytical models only.
A powerful tool to overcome some of the difficulties in the study of such a complex system
is the computational approach, which has gained considerable relevance in recent years. Ne-
vertheless, a fully detailed model of the Cochlea can be still very expensive in computational
resources and time, due to the intricate geometry. For that reason, it has been necessary
to simplify the model in some ways: considering the cochlea as a bi-dimensional tube, ta-
king the cochlea as unwrapped ignoring the effect of the coiling in the cochlear response
or assuming that the Scala media is merged with the Scala Vestibula, since the separa-
tion membrane (Reissner’s membrane) is very complaint and moves simultaneously with the
fluids.
Lattice-Boltzmann models constitute a relatively recent alternative for the solution of partial
differential equations. As any cellular automata does, a lattice-Boltzmann divides space into
cells and time into discrete steps, but includes a discrete set of velocities at each cell connec-
ting to the neighbouring ones. The cell saves the probabilities of finding a molecule of a (real
or fictitious) fluid in such position and with each discrete velocity. Those probabilities evolve
by following the transport Boltzmann equation, usually in the Bhatnagar-Groos-Krook ap-
proximation [6] i.e. exponentially decaying to equilibrium functions , before travelling to the
neighbouring cells. Since every cell works independently, the model is directly parallelizable
and can be easily implemented on GPUs, with computing times two to three orders of mag-
nitude faster than multiple core CPUs. The lattice-Boltzmann model has been a successful
approach for the simulation of a wide range of systems such as fluid mechanics, capillarity,
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diffusion, and acoustics, too. Thus, it can be a good alternative for the acoustic simulation
of the Cochlea. Nevertheless, its implementation in systems with complex geometries has
been very difficult, since cells until now were restricted to rectangular shapes, limiting their
accuracy to model curved surfaces, like in the Cochlea.
Various procedures has been proposed to extend the lattice-Boltzmann method to perform
simulations in a more general set of coordinates and overcome the restrictions imposed by
Cartesian cubic cells. The first proposal was done by Nannelli and Succi in 1992 [7], where
the cells can be irregular quadrilaterals, and, later in 1997, He and Doolen [8] constructed
a lattice-Boltzmann model in polar coordinates. Nevertheless, additional interpolation steps
were needed in these two approaches. More recently, Li et. al.[9] in 2010 and Reijers, Gelder-
blom and Toschi,[10] in 2015 developed lattice-Boltzmann models for fluids in axisymmetric
coordinate systems. However, these models result to be very demanding in computational
resources and, the simulations shown excesively large dissipative effects. In 2012 Budinsky
developed a more general model for the two-dimensional shallow water and Navier-Stokes
equations[11]. In that scheme, the equations are written in general coordinates, and the
additional geometric terms (written by means of the Jacobian and Jacobian spacial deriva-
tives) are introduced as forcing terms in the collision. As result, this proposal does not need
further discretization or interpolation steps. Simultaneously, M. Mendoza [12] proposed in
his doctoral thesis a procedure to construct lattice-Boltzmann models in curvilinear coor-
dinates that has shown very good results by simulating hydrodynamics in cylindrical and
spherical coordinates, and even when the metric is randomly generated (Campylotic). In this
two last models all information about the curvilinear coordinate system is included in the
equilibrium distribution function and the forcing term, which make them very versatile and
easy to implement.
In this work we extend the model proposed by Mendoza to simulate acoustic waves in general
coordinates. The model is tested in different curved systems like cylinders, trumpets and
torus, and the results are in excellent agreement with the theoretical expectations. Finally, a
very realistic model of the Cochlea is geometrically and physically constructed to simulate its
response to several frequencies and, to look for the frequency segregation there. The work is
organized in eight chapters. Chapter 2 explains the anatomy and physiology of the Cochlea
and its main functional mechanisms. Chapter 3 introduces the LBM for the wave equation
in Cartesian coordinates, and show some examples to illustrate the versatility of the model.
In Chapter 4 we show our first trials to build the proper functional form of the equilibrium
distribution function in order to keep both isotropy and stability. The final model is described
and tested in Chapter 5 by simulating the pressure waves inside a Pipe, a Trumpet and a
Torus. The Cochlea is modelled and its frequency response is tested in Chapter 6. Next, an
additional novel model constructed to couple wave simulations in LBM with rigid movable
objects is presented and tested in Chapter 7 Even though in this work we only study the
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pressure waves on the membrane, the immersed boundary model will allow us to study the
bidirectional interactions between the acoustic waves in the fluid and the membrane in future
research. The main results, implications and outlook are summarized in Chapter 8.
2. What is the Cochlea?
The cochlea is the main part of the inner ear in mammals and play a key role in the audition
since it is responsible for the frequencies differentiation and the conversion of the sound
waves into electric signals that can be processed by the brain, in this process, the cochlea
also amplifies the sound signal to ease the transduction. Fig. 2-1 shows a sample obtained
by injecting a solidifying material into a real human cochlea (Corrosion Casting Technique).
Figure 2-1.: Corrosion casting of a human cochlea top view (left) and side view (right)
Source: [13]
2.1. Anatomy
The human cochlea is a coiled fluid-filled tube that makes 2.5-2.75 turns around the osseous
spiral lamina and surrounded by the temporal bone, its transversal section is similar to
a cardioid, the internal structure is longitudinally divided in three parallel channels: the
Scala tympani, the Scala vestibula and the Scala media whose ratio of cross-section is
8:5:3, respectively (Fig. 2-2). The Scala tympani and the Scala vestibula are filled with a
liquid (called perilymph) and are connected through a hole (called the helicotrema) in the
2.1 Anatomy 7
apex (the end) of the cochlea. The Scala media in turn is filled with another liquid (the
endolymph) richer in ions, and contains the organ of Corti, which is the sensory organ of
hearing, which transforms the acoustic waves into electric signals. The membrane dividing
the scala Vestibuli from the scala media is called Reissner’s membrane, and the one dividing
the scala media from the scala Tympani is called the Basilar membrane, supporting the
organ of Corti. The connection between the middle ear bones (the stapes) and the inner ear
is achieved through the oval window, an aperture covered with a membrane that is located
at the base of the cochlea in the Scala vestibula. Consequently, since the system is filled of
fluid, it is necessary to have a second window to maintain a constant volume. This is called
the round window and is located at the base of the Scala tympani.[14]
Figure 2-2.: Transversal view of the cochlea. Source: [13]
The cross-section area of the cochlea varies from 2.55 mm2 at the base to 1.13 mm2 at the
apex and its length is in the range [32, 34] mm. Contrary, the width of the Basilar Membrane
is 0.1mm at the base and 0.5mm at the apex, while its thickness goes from 7.5 × 10−3 mm
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at the base to 2.5 × 10−3 mm at the apex, the thickness of the Reissner’s membrane is
6.6 × 10−3 mm at the base and 4.4 × 10−3 mm at the apex. Fig. 2-3 is a scheme of an
uncoiled cochlea to exemplify its dimensions.
Figure 2-3.: Scheme of a top view of an uncoiled cochlea at 5:1 scale where the green strip
represents the Basilar Membrane
2.2. Physiology
The sound waves are transmitted by the stapes to the oval window, which starts to vibrate.
Due the fluid displacement, the round window vibrates too, with similar amplitude but in
counter phase. This phase-shifted vibrations generate pressure differences over the Scala
media and particularly over the Basilar membrane that leads to a traveling wave along
the Basilar membrane. The characteristic vibration of the Basilar membrane in response to
pressure differences was widely studied by Bekesy [2], who discovered that the amplitude
of the travelling wave is located below an envelope. The distance from the stapes to the
maximum of this envelope depends on the frequency of the stimulus, i.e. high-frequency
stimuli generate travelling waves whose maxima amplitudes locate near the base of the
cochlea, while low-frequency stimuli localize their maxima at the end of the cochlea, near
the helicotrema. This localization of the maximum of the vibration is the main mechanism
of frequency differentiation as follows: The organ of Corti has a huge amount of hair cells
along the cochlea that responds to the vibration and sends electrical impulses to the brain
via the auditory nerve. The group of hair cells that will be activated corresponds to the
region where the maximum amplitude of the travelling wave is located; therefore, the stimuli
sent to the brain contains information about the frequencies of the original sound wave.
2.3. Past Numerical Studies on the Cochlea
For almost 30 years there have been four main computational approaches and solution met-
hods to model the cochlea: finite differences, finite elements, (Wentzel-Kramers-Brillouin)
WKB approximation, and immersed boundary methods.
In 1992, Beyer [15] developed and implemented an implicit immersed boundary method
for the simulation of a two-dimensional and unwrapped cochlea by immersing the whole
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structure of the cochlea in a rectangular fluid domain and by solving the Navier-Stokes
equations via finite differences. The boundaries, that represents the cochlear structure, are
included in the computational model as another set of discrete points coupled to the grid
of the fluid. The boundaries in the coupling act over the fluid by applying forces, while the
fluid in turn moves the non-rigid boundaries with its local velocity. With this method, Beyer
was able to simulate traveling waves inside the cochlea and study the phase shifts present in
the vibration of the Basilar membrane, finding a good agreement with experimental data.
In 2000, Parthasarathi et. al. [16] proposed an analytical-computational method using the
Galerkin approximation to variational equations in a finite elements framework to simulate
the behavior of the cochlea, and found important differences between 2D and 3D models.
But, in order to decrease computational costs, they consider a very simplified geometry and
let more complicated geometries for future studies. In the same year Givelberg et. al. [17]
took into account a more realistic geometry by simulating a three dimensional coiled cochlea
by running in parallel computers the immersed boundary method. Nevertheless, the micro-
mechanics of the Basilar membrane remains at this point without computational study, since
in the methods described above the organ of Corti, the Basilar membrane and the Tectorial
membrane are merged in a single membrane.
In 2005 Cai and coworkers [18] formulated an analytic-computational method based on the
WKB aproximation to simulate a very detailed cochlea, being one of the most realistic models
by now. Cai et. al. used a curvilinear coordinate system, later approximated to cylindrical
coordinates, to study the effect of coiling in the cochlea at the apex. As a result, they
found that the wrapped geometry of the cochlea has a great effect on the relative movement
between the Tectorial and Basilar membranes. Nevertheless, due to the approximations of
the analytical model they were able to study this behaviour at the apex of the cochlea only.
More recently, in 2013 Edom, et. al. [19] studied a rectangular bidimensional cochlea in the
immerse boundary framework by using Runge-Kutta in time domain and finite differences
in the spacial domain. The aim of the work of Edom et. al. was to study the influence of the
rocking movement of the stapes on the mechanical behaviour of the cochlea, in comparison
with its piston-like movement. They found the interesting result that the rocking movement
could lead to hearing when the piston-like movement is not possible, for example, due to the
round window atresia. Also in 2013, Ren et. al. [20] simulated an unwrapped and tampered
cochlea using finite elements and taking into account both the longitudinal and transversal
coupling of the Basilar membrane. They found that the transmission time of the travelling
wave depends on the input frequency, with lower frequencies having longer transmission
times.
In 2014 Sabo and collaborators[21] have developed a novel model of the cochlea that takes
into account the acoustic pressure waves and pressure difference over the Basilar membrane
instead of the movement of the fluid. In this model, they take the pressure distribution as an
input through the oval window, so they are able to stimulate the cochlea with more realistic
sounds, like a spoken sentence. An important contribution of Sabo et. al. is the consideration
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of the Tectorial and Basilar membranes and the introduction of the population of outer hair
cells as a parameter, because they can study the effect of the outer hair cells on the overall
behaviour of the cochlea and compare the response to a complex sound of a healthy cochlea
and a damaged cochlea with a low population of hair cells. Additionally, Sabo et. al. provide
a detailed set of physical parameters that can be very useful for future simulations.
Despite the variety of points of view, methods, and approximations mentioned above, the
intricate geometry of the cochlea is a remaining problem, since modelling the coiling and a
realistic transversal section can be quite complicated through numerical methods like finite
differences or finite elements. Thus, a lattice-Boltzmann model on curvilinear coordinates can
be a great alternative to solve this geometric problem and improve the realism in simulations
of the cochlea.
3. Lattice-Boltzmann method for
acoustics in Cartesian coordinates
3.1. About lattice-Boltzmann methods
Lattice-Boltzmann models (LBMs) are relatively new computational tools based on Boltz-
mann’s kinetic theory and cellular automata[22, 23] which have been succesfully used to
simulate[24]. Furthermore, LBM have been recently extended to simulate more general sys-
tems, as long as they can be described as a set of conservation laws. In that sense, it has
been possible to construct and implement LBMs to solve diffusion[25], mechanical waves[26]
and electrodynamics[27]. In comparison with other numerical schemes (like finite-differences
or finite-element methods) all variables needed to compute for the next time step are stored
locally in the computational space, making them perfect to run parallel on graphic cards.
Due to its versatility and parallel nature, lattice-Boltzmann methods have gained the interest
of a wide range of research areas and industrial applications.
Standard LBMs, like the one described in this section, divides the two (three) dimensional
computational domain into a regular lattice of square (cubic) cells and assigns a set of λ
discrete velocities ~ξi to each lattice node (Fig. 3.1). Each velocity has an associated weight
wi, whose values are chosen to maintain the spatial isotropy in the computational domain.
Those weights should fulfil the following conditions:∑
i





































Here, ξαi is the α-th velocity component of the velocity ξi (α ∈ {x, y, z}) and c2s is a cons-
tant related with the information propagation speed along the lattice. Typical values of such
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weights are also shown in Fig. 3.1.
Each node locally stores the information of the system at the point ~x in λ probability
distribution functions fi (~x, t), which, in the case of fluids, are proportional to the probability
to find a molecule moving with velocity ~ξi in position ~x at time t. The physical information of
the system, i. e. the fields of macroscopic variables, are obtained by computing the statistical














~ξi ⊗ ~ξi , (3-2)
where P is the pressure, the vector field ~J is proportional to the time derivative of the mean
molecular displacement and Π(0) is proportional to the isotropic stress. The physical meaning
of these quantities and the functional form of f eqi become evident when the macroscopic










































Figure 3-1.: Discrete sets D2Q9, with λ = 9 velocities in two dimensions, (left) and D3Q15,
with λ = 15 velocities in three dimensions (right). In DXQY , X represents
the dimension of the velocity set, whereas Y is the number of velocities in the
discretization.




~x+ ~ξiδt, t+ δt
)
− fi (~x, t) = Ω (f) , (3-3)
the process can be divided in two parts, collision and advection. In the collision part, the
cells locally interact with each other and update their value to a new one fnewi according
to a collision rule described by the operator Ω (f) which, in the macroscopic limit, will lead
the overall behaviour of the system. In 1954, Bhatnagar, Gross and Krook [6] proposed a
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simplify, less detailed form of the collision operator. In their proposal, the collision process
adds to the distribution function the difference between the current value and the value
it would have at the equilibrium f eqi , divided by a relaxation parameter τ . That is, if the
distribution functions were not transported to the next cells, this equation would represent
an exponential decay to equilibrium,
fnewi (~x, t) = fi (~x, t)−
δt
τ
[fi (~x, t)− f eqi (~x, t)] , (3-4)
where δt is the time step. In the advection part, these new values are spread to the neigh-
bouring cells in the λ directions determined by the velocities set,
fi
(
~x+ ~ξiδt, t+ δt
)
= fnewi (~x, t) . (3-5)
After the advection-collision step the macroscopic variables are updated and then used to
find new values of f eqi .
Note that, because the equilibrium state leads the macroscopic behaviour of the system, it
should be defined in such a way that the macroscopic conservation laws can be successfully
retrieved. Sec. 3.2.2 shows how to find f eqi to simulate the wave equation.
3.2. Constructing the lattice-Boltzmann method for the
wave equation
The first approach to simulate the wave equation by LBMs was proposed in 1998 by Chopard,
Luthi and Wagen [28]. The model introduces the equilibrium distribution function and the
macroscopic variables to reproduce the wave equation, and with simple modifications runs on
almost every velocity set, including D2Q5 and D3Q7. Later, in 2000 Guangwu [26] proposed
to redefine the first macroscopic momentum of the LBM as the temporal derivative of the
wave pressure. This also leads to the pressure wave equation, but an additional integration
step is needed. In addition, some approaches use the standard LBM for the Navier-Stokes
equation (NSE) to simulate waves by measuring the pressure waves present in such dynamics,
but with some restrictions and at a very high computational cost, for instance, in 2011
Li and Shan [29] simulated the NSE with a Multiple Relaxation Time lattice-Boltzmann
and studied the decay of pressure signals due to viscous, thermal and acoustic dampings.
Their model requires very high order approximations, which make it very demanding on
computational resources, and applies only for low frequencies. In 2015 Sun et. al. [30] used a
forced lattice-Boltzmann model to solve the NSE for the fluid inside a fully saturated porous
medium, and studied the propagation of a pressure front there. The absorption coefficients
derived from the simulations coincide well with the theoretical expectations, bur not with the
experiments, due perhaps to the need of extra factors like thermal dissipation and flexibility
of the porous medium. In 2016, Salomons, Lohman and Zhou [31], studied various cases
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of outdoor acoustics in 2D with a Multiple Relaxation Time lattice-Boltzmann model for
the NSE, but the restrictions of minimal viscosity in the model avoids them to obtain the
almost non-dissipative behavior found in the real air. These limitations in using NSE-LBMs
to simulate acoustic waves favour the use of simpler schemes specifically designed for the
wave equation, as the one proposed by Chopard et. al. Now, let us describe the way to
construct this lattice-Boltzmann for acoustic simulations.
3.2.1. Chapman-Enskog Expansion
Constructing a given lattice-Boltzmann scheme to solve any particular set of conservation
laws reduces to find the proper form of the equilibrium distribution functions f eqi which leads
to those conservation laws via the Eq. (3-8) in the macroscopic limit. The Chapman-Enskog
expansion allow us to show that, in fact, the wave equation properly written as a set of
conservation laws can be retrieved from the lattice-Boltzmann scheme and, help us to define
f eqi to achieve such conservation laws.
The Chapman-Enskog expansion [32] is a standard scheme to find the set of macroscopic
differential equations the system fulfils in the continuous limit, that is when both the cell
size δx and the time step δt go to zero. It consists of three elements. The first element is

































The second element is a perturbative expansion of both the distribution functions fi and






















The perturbative parameter ε is known as the Knudsen number, the rate between the mean
free path between collisions and the macroscopic scales of the system. In a lattice-Boltzmann,
the collisions occur from cell to cell, so the mean free path is the cell size itself, and ε = δx/x
and, ε→ 0 is the continuous limit. The third element is the assumption that the macroscopic
fields cannot be affected by the cell size, if it is small enough; therefore, they must be function














~ξi ⊗ ~ξi . (3-8)
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Here, in order to avoid viscous effects and additional dissipations, and maintaining the model
linear in the velocities, we can choose τ = 0.5. In [28] Chopard, Luthi and Wagen showed
that, unlike the case for fluid dynamics, this choice is not unstable in the lattice-Boltzmann
model for acoustics; instead, it assures the time reversibility, increases the stability and allows
us to obtain the wave equation exactly.
























where we used the fact that the vectors ~ξ are the same for all cells i.e. they are independent
on the position. Now, by adding on the whole set of discrete velocities and taking the limit
ε→ 0, we find a first conservation law
∂P
∂t
+∇ · ~J = 0 . (3-15)
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Similarly, multiplying Eq. (3-14) by ~ξi and then adding give us a second conservation law
∂ ~J
∂t
+∇ · ~Π(0) = 0 . (3-16)
The same procedure can be followed to construct an infinite set of conservation laws of
higher order, just multiplying by ~ξi more times before adding. Nevertheless, Eqs.(3-15) and
(3-16) are enough to obtain the wave equation via the proper definition of the equilibrium





Eq. (3-16) and the time derivative of Eq. (3-15) become
∂ ~J
∂t








= 0 . (3-19)
Now, by replacing Eq. (3-18) into Eq. (3-19) we obtain
∂2P
∂t2
− c2∇2P = 0 , (3-20)
that is, the wave equation for the pressure P in Cartesian coordinates, with c the wave
velocity. In addition, because the pressure in an acoustic wave is related with the mean
displacement D of the particles in the fluid through the relation P = −B∇ · ~D with B the






3.2.2. Equilibrium distribution function
Our task now is to find a proper functional form of the discrete equilibrium distribution
functions f eqi to satisfy the condition (3-17) and the Eqs. (3-8). This can be done by two
main ways: The first of one is to formulate an Anzatz for f eqi as a weighted series with
increasing orders of ~ξ and to find the proper coefficients that fulfil the given restrictions.
This procedure is called Moment matching. The second alternative is to discretize a proposed
continuous equilibrium function in the velocity space by means of an Hermite series. The first
approach is easier to follow, but hide some important information of the system behaviour.
The Hermite polynomials procedure let us to find additional terms and will be more useful
to increase the system stability, as we show in below.
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Moment Matching
Finding a proper Anzatz for f eqi seems to be very tricky. However, most velocity sets fulfil
















i . This suggests the following functional form for the equilibrium function:
f eqi =
w0A if i = 0wi (B + C~ξi · ~J) if i 6= 0 , (3-22)
where A, B and C are constants to be determined. The term Cwi~ξi · ~J has been added to









































































































































This result indicates that C = c−2s . The value of A can be found from
f eq0 = P −
λ∑
i=1
f eqi . (3-25)
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c2P + ~ξi · ~J
)
if i 6= 0
. (3-26)
This equation builds a diagonal tensor Π(0) (Eq. 3-17) and satisfies the definition of the
macroscopic quantities P and ~J (Eq. (3-8)).
Gauss cuadratures and Hermite polynomials approximation
An alternative approach to find the equilibrium distribution function is a discretization of the
countinuos Boltzmann’s equation in the velocities space, starting from the knowledge of the
continuous distribution function. As a result, the moments of the distribution function, which
are directly related with the macroscopic fields, are no longer complex weighted integrals but
simpler sums over a discrete set of velocities. Furthermore, a discrete form of the distribution
function can be obtained from a truncated Hermite series expansion. This procedure give us
the lattice-Boltzmann equation.
Let us start by considering the conservation laws from the continuous Boltzmann equation.
The statistical moments of the distributions are conserved under the collision process [34].




f eqd3ξ = P ,∫
~ξfd3ξ =
∫
~ξf eqd3ξ = ~J ,∫
~ξ ⊗ ~ξfd3ξ =
∫
~ξ ⊗ ~ξf eqd3ξ = Π(0) .
(3-27)
Our aim is to find a simpler form for these relations, but preserving the values of the ma-
croscopic fields P , ~J and Π(0). In fluids, which are the macroscopic systems the Boltzmann









Where ρ is the fluid density and ~U its velocity, R = kB/m is the ideal gas constant, with kB
the Boltzmann constant and m, the mass of the particles; T , the temperature and D, the
system dimension. The clue is given by regarding that the continuous distribution function
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which are defined by




w (x) , (3-30)
and are orthogonal with the dot product




For the case of the wave equation, nevertheless, there is not a continuous distribution function
that can be taken as a starting point to find its discrete version for LBM. Hence, we have
to propose an appropriate continuous form to successfully retrieve the wave equation in the
macroscopic limit. Because the wave speed c is the macroscopic speed and cs is the speed












Since the Hermite polynomials are orthogonal and form a basis, we can write any function
f(x) as a multidimensional Hermite polynomial series of the form





~a(n) · ~H(n) (x) , (3-33)
where, the coefficients ~a(n) can be obtained as
~a(n) =
∫
f (x) ~H(n)(x)dx . (3-34)

















Note that one of the reasons for choosing Hermite polynomials is that the series coefficients









ξαf eqddξ = Jα =
∫
ξαfddξ . (3-37)
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As we will show below, an expansion up to second order of the equilibrium distribution









a0H0 + a1H1 + a2H2
]
. (3-39)
Another important feature of the Hermite polynomials is called Gauss-Hermite Cuadrature,
which allow us to find exactly the value of an integral of a weighted polynomial of grade n,
P (n), by considering a discrete sum over precise values ξi, which are actually the roots of the
Hermite polynomial H(n),∫ ∞
−∞




(n) (ξi) , (3-40)
where N must satisfy n ≥ (N + 1) /2. We can use the Eq. (3-40) to easily compute the
coefficients ~a(n) (Eq. (3-34)),
~a(n) =
∫
f eq (ξ) ~H(n)(ξ)dξ =
∫
w (ξ)Q (ξ) ~H(n)(ξ)dx=
N∑
i=1
wiQ (ξi) ~H(n) (ξi) . (3-41)
The coefficients are





















The corresponding equilibrium distribution function is
f eqi 6=0 = wi
[
P +
























− P + 5
2














if i 6= 0
(3-44)
This is an alternative form of the equilibrium distribution function which also retrieves the
wave equation. The advantages of obtaining the equilibrium distribution function in this
form, will be deeply discussed in Section 5.1.
3.3. Examples
The method constructed in this Chapter has been successfully implemented to simulate the
wave equation in Cartesian coordinates [32]. Phenomena like diffraction, refraction, interfe-
rence and Doppler effect can be simulated as a first benchmark. The aim of this section is
to show these results.
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In this part of the work we use a three-dimensional scheme with seven velocities (D3Q7, Fig.





if i = 0
1
8
if i 6= 0
. (3-45)
Figure 3-2.: D3Q7 velocities set.
First, we subject the system to a punctual harmonic perturbation for the pressure in the
center of our three-dimensional computational domain whose dimensions Lx, Ly and Lz are
respectively 100 × 100 × 2 cells (this configuration allow us to study the examples as bi-
dimensional without implementing a pure bi-dimensional LB scheme). The perturbation is
achieved by imposing the value of the pressure P in one or more cells. For this example we
define
Psource = A sin(ωt)δ(x− Lx/2)δ(y − Ly/2) , (3-46)
where the amplitude A = 1.0, ω = 2πc/λ with c = 0.32 and λ = 4Ly/33. This values will be
retained for all the examples in this chapter unless another case is specified. Additionally, it is
important to mention that we impose transparent boundary conditions in the borders of the
domain, this can be done by making the cell at the boundary to have the same distribution
functions its nearest neighbour in the normal direction inwards the border has. The evolution
of the perturbation generates a spherical wave as shown in Fig 3-3.
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Figure 3-3.: Pressure wave generated by a point source in the center of the computational
domain after t = 150 time-steps.
Once we have tested the free evolution of the waves in a three-dimensional domain, a second
benchmark could be the inclusion of an obstacle on order to reproduce diffraction effects, to
that aim, we modify the pressure source to be
Psource(x, y, z, t) = A sin(ωt)δ(y) , (3-47)
which generates a plane wave coming from the bottom of the domain. The obstacle is defined
by imposing certain pressure value in the cells it occupies and allow the lattice-Boltzmann
scheme to evolve only outside the obstacle. (A more detailed, formal and accurate way to
include obstacles in a lattice-Boltzmann method for waves was also developed by us and is
described in Chapter 7.
For the next example we put a slit at y = Ly/4 with a 5 cells width hole. The results of the
simulation Fig. 3-4 show that the initially generated plane wave becomes circular due to the
effect of the slit, i.e. the wave is diffracted by the obstacle.
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Figure 3-4.: Plane wave is diffracted while it crosses a hole, its frontwave becomes circular.
t = 150 time-steps
Next, we place two point sources at the bottom through the condition
Psource(x, y, z, t) = A sin(ωt)δ(y)(δ(x− Lx/4) + δ(x− 3Lx/4)) , (3-48)
As shown in Fig. 3-5 the two circular waves interact each other and generate an interference
pattern.
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Figure 3-5.: Two circular waves evolving from the bottom show an interference pattern.
One important feature of the LBM for mechanical waves is that we can set individually the
wave speed c at each cell, this allow us to simulate medium with different refractive index
and refraction processes, in the next simulation, we set c according with the relation
c =
{













becomes an interface between the two different media. Results are shown
in Fig. 3-6, the circular wave is distorted due to the appearance of the second medium,
as expected, the frequency of the wave is greater in the medium with greater propagation
speed.
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Figure 3-6.: A circular wave is refracted when crosses an interface to a medium where the
propagation velocity is lower. t = 200 times-steps
Finally, we define a time dependent pressure source given by the equation
Psource(x, y, z, t) = A sin(ωt)δ(y − Ly/2− vt)δ(x− Lx/2) , (3-50)
where v is the speed of the moving source along the y direction. For the simulation shown
in 3-7, this velocity is lower than the wave propagation speed v < c. Note the frequency
increase in the direction of the source movement and the decrease in the opposite direction
as expected.
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Figure 3-7.: A travelling point source shows the Doppler effect, an increase of the wave
frequency in the direction of movement. t = 200 time-steps
4. LBM for acoustics in curvilinear
Coordinates. Special Case: Symmetric
Systems
4.1. Introduction
Since the theoretical derivation for lattice-Boltzmann assume an homogeneous and isotro-
pic set of velocity vectors to move the information from node to node, the computational
domain has been restricted to a rectangular array of cubic cells, forcing the use of staircase
approximations on curved boundaries and imposing three-dimensional models for systems
that, because of axial or spherical symmetries, were essentially two-dimensional, with an
exorbitant increase in computational costs.
Various approaches have been proposed to overcome this problem. One of the first proposals
was made by Nannelli and Succi in 1992 [7], consisting in a finite volume solution in two
dimensions of the kinetic Boltzmann equation where the cells can be irregular quadrilate-
rals; but this scheme introduces a new coarse-grained distribution function (averaging the
standard lattice-Boltzmann distributions) that should be retrieved through additional inter-
polation steps. Later, in 1997, He and Doolen [8] implemented a lattice-Boltzmann scheme
in polar coordinates based on an algorithm proposed by He, Luo and Dembo [35], where
that additional interpolation step is still required. In 1998 a grid refinement scheme with
boundary-fittings for complicated geometries was proposed by Filippova and Hänel [36]. In
this work, smaller cells are located in regions where a higher resolution is needed. Even
though this strategy reduces some computational costs, the staircase approximation does
not disappear and some interpolations on the curved boundaries of complex systems are
still needed. Up to now, the implementation of lattice-Boltzmann models in curved general
geometries has been a hard task, not only because of the insertion of additional computing
steps, but mainly because each new geometry needs a new cautious discretization scheme to
ensure a correct definition of the boundary conditions.
In 2010 and 2015 Li et. al.[9] and Reijers, Gelderblom and Toschi,[10] respectively develop
a lattice-Boltzmann scheme for fluid mechanics to be implemented in axisymmetric coor-
dinate systems. Reijers constructed a bi-phasic lattice-Boltzmann model capable to achieve
density ratios up to 1000 and used it to study the propagation of pressure waves in such
coordinates, but finding an excessive dissipation due to the lattice-Boltzmann viscosity. In
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2012 a more general approach was developed by Budinsky for the two-dimensional shallow
water and Navier-Stokes equations[11]. In that scheme, the equations are written in general
coordinates, and the additional geometric terms (written in terms of the Jacobian and Jaco-
bian spacial derivatives) are introduced as forcing terms in the collision. The main advantage
of this model is that all information about the curvilinear coordinate system is included in
the equilibrium distribution function and the forcing term, and no further discretization or
interpolation steps are needed.
Simultaneously with the Budinsky proposal, in his doctoral thesis, M. Mendoza [12] introdu-
ced a new strategy to built lattice-Boltzmann models for fluids on any curvilinear coordinate
system. The strategy takes into account how volumes and velocity vectors change from cell
to cell by including the metric tensor and Christoffel symbols for those coordinates both in
the equilibrium functions and as additional forcing terms. This strategy does not require
neither a specific discretization scheme for each problem nor additional interpolation steps.
Furthermore, since the geometry can be modified just by changing the metric tensor and
Christoffel symbols, it would be possible to run simulations even on dynamical geometries.
This model has been successfully used to study the Dean’s instability in ellipsoidal coordina-
tes [37], flows through randomly curved media [38], and, more recently, energy dissipations
due to curvature [39].
In this chapter we extend the model by Chopard et. al [28, 32] to simulate acoustic waves
on generalized coordinates by following the proposal of M. Mendoza [12]. Section 4.2 intro-
duces the wave equation in generalized coordinates and how it can be recovered from two
conservation laws by following a similar procedure to the one in Chapter 3. The procedure
includes now a redefinition of the macroscopic fields and the inclusion of a forcing term. Sec-
tion 4.3 performs a Chapman-Enskog expansion to determine the exact form of the forcing
term to retrieve the desired conservation laws in the macroscopic limit. The only remaining
step is to define the equilibrium distribution functions (Sec. 4.4). That, however, was not an
easy task, and three different approaches were proposed and tested. The first one, described
in Subsection 4.4.1 is analogous to the moment matching procedure described in Chapter
3. This model is the easiest to construct, but it is just first order in accuracy and it was
only stable for systems with axial symmetry. A second form of the equilibrium distribution
function was obtained via Hermite polynomials expansion (Subsection 4.4.2), giving us a
more stable model with second order accuracy that allow us to perform simulations without
axial symmetry. Nevertheless, it can be shown that using a D3Q7 velocity scheme does not
maintain the isotropy of the system. The isotropy will be recovered in a third approach,
by modifying the obtained equilibrium distribution function and defining an additional for-
cing term. The resulting model, which is briefly described in Subsection 5.1, will be used
thereafter in this work and will be studied in more detail in the next chapters.
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4.2. Macroscopic Equations











= 0 , (4-1)
where gkl is the inverse of the metric tensor of the geometry and g its determinant. Here, the
second term is the explicit definition of the Laplace-Beltrami operator applied on the scalar
quantity P . The spatial differential operators of the corresponding conservation laws must
be also defined in general coordinates. The gradient of a scalar function and the divergence
of a vector or tensor field are given by [40]
(∇P )α = ∂αP = gαβ∂βP , (4-2)
























therefore, a proper extension to general coordinates of the conservation laws found in Chapter

























Note that, if we redefine the standard lattice-Boltzmann macroscopic quantities (the first
moments of the distribution functions) such that P → √gP , ~J → √g ~J and Π→ √gΠ, Eqs.
(4-5) and (4-6) has the same functional form of Eqs. (3-15) and (3-16) plus an additional sour-
ce term in Eq. (4-6). This fact suggests that we can use a standard lattice-Boltzmann method
on Cartesian coordinates to simulate systems described in general coordinates without chan-
ging the discretization scheme. The only modification required would be the inclusion of an
additional forcing term.

































= 0 , (4-9)















= 0 . (4-10)
This is exactly the wave equation in general coordinates (Eq. 4-1) we want to reproduce.
Next, because the macroscopic fields P , ~J and Π(0) in Eq. (4-9) and (4-10) appear multiplied
by
√
































The additional term in the macroscopic quantity ~J ′ comes from the forcing term of the
conservation law (Eq. (4-6)), by following the approach of Guo et. al. [41]. We explain the
procedure obtain the forcing term for our particular case in Sec. 4.3.
4.3. Forcing terms
The strategy we chose to discretize the system is to maintain in the computer a standard
cubic lattice with a uniform velocity set to storage the information. Thus, the Chapman-
Enskog expansion for this model can be performed in that cubic space, but keeping in mind
that such cubic lattice transports information between nodes placed on curved lines in the
real world (Fig. 4-1). In consequence, the only modification of the standard Chapmann-
Enskog expansion described in 3.2.1 is related with the inclusion a forcing term to recover
the second term in the right hand side of Eq. (4-12). In this section, we describe the procedure
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to find that forcing term by following both the approach proposed by Kruger et. al. [34] to
discretize the continuous forcing term and the Chapmann-Enskog expansion performed by
Guo et. al. [41] to find its functional form.
Figure 4-1.: Coordinates redefinition and transformation where the subscript C (R) indi-
cates computer (real) coordinates
First, let us consider the continuous Boltzmann equation in Cartesian coordinates, but in-
cluding a forcing term
∂f
∇t
+ ξα∇αf + F∂ξαf = Ω (f) . (4-14)
Again, we want to discretize this continuous equation in the velocity space by using the
properties of the Hermite Polynomials, but focusing in the forcing term. To this aim we


























where we employed the expression w(~ξ)H(n) = (−1)n∇nξw(~ξ). By using the Eq. (4-15) we






















where we have truncated the expansion up to order N . This expression let us to write a
discrete forcing term Fi (in velocity space) by following the same procedure we used to
found the discrete version of the continuous equilibrium distribution function in Sec. 3.2.2.
So,
Fi (~x, t) = −
wi
w(~ξ)
~F · ∇ξf |ξi , (4-17)
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where ·∇ξf |ξi indicates that the term is evaluated at the discrete velocities ~ξi; therefore, we
can write the Boltzmann equation on the discrete velocity set as
∂tfi + ξ
α
i ∂αfi = Ωi + Fi . (4-18)
The next step is to discretize this equation in the space and time.
The left side of the equation can be expanded as usual, obtaining
∂tfi + ξ
α
i ∂αfi = fi
(
~x+ ~ξiδt, t+ δt
)
− fi (~x, t) , (4-19)
while the collision term can be discretized by using a trapezoidal rule, that is
∫ t+δt
t
Ωi + Fidζ =
Ωi (~x, t) + Ωi
(




Fi (~x, t) + Fi
(





Eqs. (4-19) and (4-20) lead to
fi
(
~x+ ~ξiδt, t+ δt
)
− fi (~x, t) =
(
Ωi (~x, t) + Ωi
(




Fi (~x, t) + Fi
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Even though it is a time-implicit scheme, it that can be transformed into an explicit one
through the change of variables







~x+ ~ξiδt, t+ δt
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ξαi Fi , (4-25)








































Note that if we set τ̄ = 0.5 to simulate the wave equation as before, the discrete forcing term














Hereafter, we will skip the bar in the new variables to simplify the notation. Guo et.al. [41]


















The first three moments of Fi can be easily computed using the relations 3-1∑
i










i = 0 . (4-32)
















The remaining part in our construction is to find the functional form of ~F such that we
can retrieve the wave equation in general coordinates Eq. (4-1), which is equivalent to reco-
ver Eqs. (4-5) and (4-6). To this aim, we perform again the Chapman-Enskog expansion of
3.2.1 but including the forcing term as defined above (Eq.(4-29)) and the new definitions of
the macroscopic variables, (Eqs. (4-33), (4-34) and (4-27)). For the first three orders in the
Knudsen number ε we obtain:








































where we have assumed that the discrete forcing term Fi1 = εFi1 is first order in ε [41]. By








gJ ′α) = 0 , (4-38)






























= 0 . (4-41)
Next, by adding Eq. (4-38) plus Eq.(4-40) and Eq. (4-39) plus Eq.(4-41) we recover the









































which is exactly the Eq. (4-12).
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4.4. Equilibrium distribution function
Once we found the conservation laws that lead to the macroscopic equation in general coordi-
nates and the functional form of the forcing term which allow us to retrieve the conservation
laws, the problem reduces now to find equilibrium distribution functions such that Eq. (4-
11),(4-12) and (4-13) hold. As we mentioned at the beginning of this Chapter, we constructed
three different approaches to the equilibrium distribution function. In the following section
we describe and test two of them, leaving the third one to the next Chapter.
4.4.1. By Moment Matching
Our first approach consisted in building an equilibrium distribution function from an Ansatz
and setting the constants to retrieve the macroscopic equations. This is the moment matching
procedure described in Chapter 3. Let us propose the Ansatz










which corresponds again to a power series in ~ξ. We can use the definitions of the macroscopic
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f eqi . (4-51)
To test this model we perform two benchmarks. First, we tested the isotropic propagation





where ix and iy are the integer indexes of the nodes in each direction and ∆x = 0.8∆y.
The geometric properties of this transformation, i.e. the metric tensor and the Christoffel
symbols, can be found in Appendix C. Fig. 4-2 shows the wavefronts generated by a point
source of sinusoidal pressure evolving on a rectangular grid.
Figure 4-2.: Test of isotropic propagation in a rectangular grid for the LBM with f eqi found
from the Moment Matching procedure.
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We observe that the propagation of the wave is not isotropic. Although it tends to propagate
faster in the direction where the cells are smaller, as expected, the effect is larger than
required to maintain the isotropy. The reason why this model fails to recover an isotropic
propagation in real space will be shown in Sec. 5.1.
Despite the lack of isotropy, this model has shown to be successful in modelling systems with
axial symmetry and with approximately the same cell size in all directions. For example,
it correctly simulates a radial wave in polar coordinates, as shown in Fig.4-3. For this
simulation we choose an array of 500× 1× 1 cells (i. e. the problem can be treated as one-
dimensional in r) with periodic boundary conditions in the angular and axial directions (θ
and z) and free boundary conditions in r = 500. This last boundary condition is achieved by
copying to the boundary cell the distribution functions of the neighbouring cell normal to
the boundary. In this case, rmin = 1 was chosen as the minimum value of r that is simulated
due to the indetermination of the cylindrical coordinates at r = 0. Therefore, the functional
form of the source is
Psource(r, θ, z, t) = C sin (ωt) δ(r − rmin) , (4-53)
where δ is the Dirac’s delta.
The analytical solution corresponds to a Bessel function J0,
P (r, θ, z) = AJ0(Rmaxr) ≈
A√
r
cos(r ± vt) . (4-54)
The simulated pressure profile perfectly agrees with the analytical solution (Fig. 4-3). Note
how an originally two-dimensional problem in Cartesian coordinates can be handled as one-
dimensional by choosing a proper coordinate system that takes advantage of the system
symmetries. This is only possible because our model is defined on generalized coordinates.
Figure 4-3.: Evolution of a point pressure source in the middle of a circular domain for 2000
times steps (left), simulated pressure profile compared with the theoretical
expectation (right).
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Next, we used this model to simulate pressure waves inside a pipe with an open end, like
a flute, by using cylindrical coordinates. In this case the dimensions of the pipe are 200 ×
2π×1200 in the continuous space (r, θ, φ) and 20×4×100 cells respectively. The boundary










where D > 1 is a damping factor needed to add dissipation in the simulation, which is
required to reach steady-stable oscillations after a transient. The indexes in and out are for
the incident and reflected directions, respectively.
The source used for this simulation is
Psource(r, θ, z, t) = C sin(ωt)δ(r − rmin)δz (4-56)
with rmin = 2. This is an oscillating ring placed at the left end of the pipe with radius rmin.
This choice allows the waves to have both radial and longitudinal modes but preserving the
axial symmetry.
Figure 4-4.: Boundary conditions for the simulation of a wave inside a pipe
In addition, we identified the characteristic frequencies of the pipe by measuring the pressure
at a sensing point near to the source for a range of frequencies in 0 < ω < 0.3. The theoretical
values of these frequencies are found in Appendix B. Fig. 4-5 shows the pressure waves for a
given frequency at t = 8400 timesteps and the intensities at the sensing point on the chosen
frequency range. The frequency peaks are in good agreement with the expected values. More
details of this simulations are described in Chapter 5.
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Figure 4-5.: Pressure waves inside a closed-open end pipe by using the f eqi found from
the Moment Matching procedure. Pressure values after 8400 time steps (left).
Pressure intensities at a sensing point close to the source on the frequency
range 0 < ω < 0.3, the black vertical lines correspond to the theoretical natural
frequencies (right).
Summarizing, this model can be used to simulate waves in general coordinates, but for
systems with strong symmetries and with similar cell sizes in different directions. If not, the
propagation is not isotropic.
4.4.2. By Hermite Polynomials
As a second approach, we extended the procedure shown in Sec. 3.2.2 to general coordina-
tes. It consists in expanding the continuous equilibrium distribution in a series of Hermite












which is just Eq. (3-32) written in general coordinates. The Hermite polynomials (Eq. (3-42))


















By replacing these coefficients into Eq. (3-39), we obtain
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f eqi . (4-60)
































if i 6= 0
. (4-61)
Note that it includes additional terms not present in the equilibrium function found by
moment matching in the previous section (Eq. (4-50)). It worth to mention that Eq. (4-61)






is the difference between
the real space propagation speed and the information propagation speed on the chosen
lattice discretization. In order to maintain the stability of the model and to avoid negative
distribution functions we should keep these two quantities of the same order of magnitude.









in the equilibrium distribution
function contains the information about the coordinates and is the only that distinguish
among different directions; therefore, it is the key to recover the real space isotropy. To
determine if the model is isotropic or not, we simulated a circular wave in a rectangular
domain, as we did in Sec. 4.4.1. The results are shown in Fig. 4-6
Figure 4-6.: Test of isotropic propagation in a rectangular grid for LBM in general coordi-
nates with f eqi found from the Hermite Polynomials procedure, for low wave
velocity c = 0.1 (left) and higher wave velocity c = 0.34 (right)
Note that the the evolution of the wave is not isotropic. For low c values the information
propagates faster than the wave (cs > c) and, therefore, the wave travels faster in the
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direction where the cells are larger. In other words, the action of the additional term in f eqi
is not strong enough. In addition, by adjusting the value of c we can achieve a more isotropic
propagation. For instance choosing c = 0.34 gives an almost isotropic propagations on the
cells of aspect ratio 0.8 : 1 we use in Fig. 4-6.
Fig. 4-7 shows the pressure waves inside the open pipe with this new approach. The dimen-
sions, the source and the boundary conditions are the same that the ones used in Sec. 4.4.1.
The speed c has been adjusted to c = 0.34. In comparison with the previous result we see
that that the amplitude of the wave decays while the wave propagates in space and that
the nodal surfaces are not flat, as expected from the analytical solution, showing us that
adjusting the velocity does not work properly.
Figure 4-7.: Pressure waves inside a closed-open end pipe by using the f eqi found from the
Hermite polynomials expansion after 8000 time steps. The open end is in the
right.
Although the model is not isotropic, the additional terms in Eq. (4-61) make the model more
stable and give us the possibility to perform simulations on more intricate geometries, even
without axial symmetry. As an example we simulate a torus with rmin = 5.12, rmax = 409.6
and R = 640. The coordinate transformation to model this geometry is
x = (R + r cos(φ)) cos(θ)
y = (R + r cos(φ))) sin(θ)
z = r sin(φ)
. (4-62)
where the coordinates r, θ and φ and the constant R are described in the Appendix C. The
simulation runs in a computational domain of 20 cells in the r direction, 200 cells in the θ
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direction and 30 cells in φ. We set periodic boundary conditions in θ and φ, plus bounce-back
conditions for the radial coordinate as defined in Eq. 4-55. The source is
Psource(r, θ, φ, t) = A sin (ωt) δ (r − rmin) δ(θ) (4-63)
Fig. 4-8 shows the evolution of the a wave generated inside the Torus,
Figure 4-8.: Pressure waves inside a torus by using the f eqi found from the Hermite poly-
nomials expansion after 8400 time steps.
Summarizing, even though this second model allows to run simulations on geometries without
axial symmetry, the solution of adjusting the wave velocity c is not satisfactory. Actually,
the optimal value of c depends on the cell aspect ratio and, nothing guaranties that this
adjustment will work if the aspect ratio changes from place to place. Nevertheless, cons-
tructing the equilibrium distribution function with Hermite polynomials shows that there is









of the equilibrium distribution
function (Eq.(4-61)) and give us a target to solve. The improvement of the model and the
recovering of the isotropy is explained in Chapter 5.
5. LBM for Acoustics in General
Coordinates: General Isotropic Model.
5.1. The final proposal
To improve the approach presented in Sec. 4.4, it is important to prove that, in fact, such
distribution fulfils the relations given in Eqs. (4-11)-(4-13) for this particular discretization
scheme via the Eqs. (3-1). To this aim we compute
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Note that, to correctly retrieve the definition of the stress tensor by means of the equilibrium
distribution function, it is necessary to assure that the discrete velocities set fulfils the
isotropy relations (Eqs. (3-1)) up to fourth order. However, it is possible to show that the
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used D3Q7 in the Cartesian model only satisfies these relations up to third order, for this
reason, implementing the lattice-Boltzmann model in general curvilinear coordinates for the
wave equation requires using a higher order velocities set, for example D3Q15 or D3Q19.
However, the lattice-Boltzmann scheme for the wave equation has shown being more sta-
ble for the D3Q7 scheme than for higher order schemes, therefore, to achieve the isotropy

























if i 6= 0
. (5-5)
The derivatives in Eq. (5-4) can be obtained from the lattice-Boltzmann scheme itself as























































With this modification we perform again our isotropy test, the result is shown in Fig. 5-1.
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Figure 5-1.: Test of isotropic propagation in a rectangular grid for LBM in general coordi-
nates with f eqi found from the improved Hermite Polynomials procedure
As expected, the isostropy of the model was recovered without the need of changing the stable
discretization scheme D3Q7. Implementations of this model for higher order discretization
schemes maintaining the stability is proposed as future work.
That closes the definition of our lattice-Boltzmann method for the simulation of acoustic wa-
ves in curvilinear coordinates. The information about the curvature of the system is included
in the equilibrium distribution function and the macroscopic quantities, but the velocity set
{~ξi} remains the same. So, it is possible to adapt the geometry just by changing the metric
tensor and Christoffel symbols, without altering the discretization scheme in the computer.
This modified version will be used hereafter in our simulations. In this chapter we implement
this model and describe the simulations in detail.
5.2. Simulations
As examples, let us consider three cases cylinders, trumpets and torus. All the geometric
properties of the coordinate systems needed in this model are consigned in the Appendix C.
46 5 LBM for Acoustics in General Coordinates: General Isotropic Model.
5.2.1. Polar Wave
To validate the method, let us start by simulating a radial cylindrical wave expanding from
the z axis, whose theoretical solution is given by
P (r, θ, z) = AJ0(kr) ≈
A√
r
cos(r ± ct) , (5-8)
Where J0 is the zero-th order Bessel function. The simulation is done by imposing the
macroscopic quantity P at the axis as a harmonic perturbation,
Psource(r, θ, z, t) = C sin (ωt) δ(r − rmin) , (5-9)
where δ is the Dirac’s delta, ω = 0.1256 radians per timestep, c = 0.5 cells per timestep and
rmin = 1 is the minimum value of r that can be simulated (since cylindrical coordinates have
an indetermination at r = 0). For this simulation we use a cubic storage array of 200× 4× 4
cells for the coordinates r, θ and z, respectively, with periodic boundary conditions in θ
and z, plus free boundary conditions in r = rmax. Since our field does not depend on θ and
z the simulation could be one-dimensional in r with a mesh Lr × 1 × 1; nevertheless, to
validate a more general three-dimensional model that could be useful for future simulations,
we simulated some few cells in the θ and z directions. The results for this benchmark (Fig.
5-2) are in excellent agreement with the theoretical expression Eq. (5-8). In contrast with
previous schemes in the literature [7, 35, 36], no additional interpolation steps in the evolution
are required. All the values of the quantities shown here and henceforth are in lattice units.
Figure 5-2.: Simulation of a cylindrical wave in cylindrical coordinates. Pressure profile at
a cross section of the cylinder after t = 365 steps (Left). Pressure amplitude as
a function of the radial coordinate r from the same simulation compared with
the theoretical expression Eq.(5-8)(Right).
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5.2.2. Waves inside a open-closed end pipe
Now, let us simulate an acoustic wave inside an open-closed end pipe. The appropriate
coordinate systems for this problem is the cylindrical one, given by the transformation
x = r cos θ
y = r sin θ
z = z
. (5-10)
Fig. 5-3 describes the boundary conditions imposed. Free conditions are imposed at the end
of the pipe at z = zmax. In addition, because the axis r = 0 is now part of the simulation
space (in contrast to the previous case, where the axis was a source boundary condition), we
take care of the coordinates’ singularity at r = 0 by imposing free boundary conditions at
r = rmin = 2, too. Such free conditions are implemented as usual by copying the values of the
neighbouring cell normal to the surface. Bounce-back boundary conditions are considered in
the pipe walls at r = rmax and in the closed end at z = 0. These boundary conditions can be
described as follows: In the advection step each cell on the boundary would miss the incoming
information from outside the simulation domain. Bounce-back boundary conditions copy to
the unknown incoming distribution functions the values of the outgoing ones, reflected in










where the indexes in and out mean the incident and reflected directions, respectively. Here,
some dissipation has been added by inserting a damping factor D = 0.65, which helps to
reach steady-stable oscillations when the system is excited by an incoming oscillation of
constant amplitude at the closed end. The resonant frequencies are identified by measuring






Figure 5-3.: Boundary conditions for the simulation of a wave inside a pipe
As a first functional form for the pressure source, let us consider that the left end oscillates as
a whole like a flat rigid body, Psource(r, θ, z, t) = C sin (ωt) δ(z). This wave propagates along
the z direction only, as in a one-dimensional cord; thus, we would expect that the resonant
48 5 LBM for Acoustics in General Coordinates: General Isotropic Model.





However, the results (the blue dashed line in Fig.5-5) shows that it only works well for the
first normal modes; thereafter, the radial dimensions affect too much and the approximation
is no longer valid.
As a more general perturbation that allows the radial modes to be exited, let us consider
that the left end at z = 0 is a fixed wall plus an oscillating ring in front of it at z = 1. The
radius of the ring is chosen to be rmin = 2, such that the ring fits just around the cylinder
at r = 0 that was excluded from the simulation space. The functional form of this source is
Psource(r, θ, z, t) = C sin(ωt)δ(r − rmin)δz. Fig. 5-4 shows the pressure waves inside the pipe
at the steady-state condition (t = 8000 steps) for a given wavelength (λ = 4zmax/9) with
the ring source at its left end. The computational domain for this simulation was 20 cells in
r from rmin = 2 to rmax = 200, 100 cells in z from zmin = 0 to zmax = 1200 and 4 cells in θ
with periodic boundary conditions.
Figure 5-4.: Pressure profile inside a pipe after t = 8000 time steps, λ = 4zmax/9.
The expected normal modes are now three-dimensional with axial symmetry. The pipe im-







P (rmax, θ, z) = 0 . (5-13)
It is possible to show (see Appendix B) that this condition, together with the previous one
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where ζl are the zeros of
f(ζrmax) = J0(ζrmax)− ζRJ1(ζrmax) . (5-15)






Table 5-1.: First three zeros of the Eq. 5-15
Fig. 5-5 shows measured intensity (the amplitude squared) at the sensing point as a function
of the frequency. The solid vertical lines are the expected values of the resonant frequencies
obtained from Eq.(5-14). Note that in the case of the oscillating ring longitudinal modes
are more defined but shifted due to the appearance of the first radial mode at ω = 0.164.
In addition, we observe that this way of perturbation reduces the resonant amplitude of
some longitudinal modes. The resonant frequencies simulated with the oscillating ring as
source are in great agreement with the expected values, with an mean deviation between the
maxima and the black vertical lines below 1 %.
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Figure 5-5.: Frequency spectrum inside a pipe for waves generated by an uniform plate and
an oscillating ring compared with the theoretical expectations (Solid vertical
lines).
5.2.3. Waves inside a Trumpet
The coordinate system implemented for the cylinder simulations can be modified to include
a flared end resembling a trumpet’s bell. In this work, we consider a particular shape named
Bessel Horn, given by the following coordinate system:
x = r cos(θ)Z−λ
y = r sin(θ)Z−λ
z = z
, (5-16)
with λ a positive real number and Z = zmax − z, wherezmax is the longitude of the pipe.
The surfaces for r = const resembles the shape of a different horn for each value of λ (Fig.
5-6).Note that we can retrieve the cylindrical case just by making λ = 0.
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Figure 5-6.: Shape of the trumpet for different values of λ.
By using the equations (5-16), and with the geometric properties of that transformation
Eqs. (C-20) and (C-17) (Appendix C), it is possible to simulate the acoustical waves inside
a trumpet with the present lattice-Boltzmann method for general coordinates as a two-
dimensional problem. The simulation space and boundary conditions are very similar to
the ones for the pipe with an oscillating ring (Sec. 5.2.2 and Fig. 5-3). Fig. 5-7 shows a
snapshot of the pressure profile for an axisymmetric Bessel horn with λ = 0.2 with rmin = 2,
rmax = 150 and zmax = 750 after 8400 timesteps. As expected, the pressure wave intensity
is reduced at the end of the trumpet due to the bell.
Figure 5-7.: Pressure profile inside a trumpet at t = 8400 time steps and λ = 4zmax/9.
Fig. 5-8 compares the pressure oscillation envelope along the z axis at a fixed value of r (3
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cells) when the ring oscillates at a given frequency ω = 0.005. Results are shown for two
values of λ: λ = 0.1, which corresponds to a trumpet, and λ = 0 which models a pipe. Note
that the oscillation amplitude in the trumpet decreases near the bell, as has been reported
in experiments [42].
Figure 5-8.: Envelope of oscillation for the pipe (λ = 0) and the trumpet (λ = 0.1)
Let us now study how the natural frequencies change by the inclusion of the bell. Fig. 5-9
shows the resonant peaks for a trumpet with λ = 0.1 compared with the previously obtained
results for λ = 0. As expected, for the case of the trumpet the longitudinal normal modes
are less defined. Furthermore, the second radial modes are strongly suppressed by the bell,
something similar to what is observed in real pipes [42].
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Figure 5-9.: Comparison between the vibrational modes of a pipe and a trumpet with
λ = 0.1 and zoom over the red square.
Finally we measured the model convergence. To this aim, we chose a theoretically known
quantity (namely, the third characteristic frequency of a closed-open end pipe) and we com-
pare it with its simulated value. As the resolution increases, we expect that the smaller the
cell size, the smaller the difference between the theoretical value and the simulated one. Such
behaviour is shown in Fig. 5-10. The figure shows a power-law dependence of the error with
the cell size, with exponent 2.1052± 0.08006; so, the model has second order accuracy. This
is the same accuracy order of the standard lattice-Boltzmann scheme.
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Figure 5-10.: Simulation error for the third characteristic frequency of an closed-open end
pipe (ωtheo = 0.00608 for n = 3, zmax = 345.6 and c = 0.5 , see Eq.5-14)
as a function of the cell size. The red line is a power fit ε = A (1/Lx)
B with
A = 0.019± 0.005 and B = 2.105± 0.080.
5.2.4. Waves inside a torus
As a third benchmark, we study the pressure waves inside a torus. A torus can be seen as
a circle of radius rmax whose center travels along a larger circle of radius R (See Appendix
C). It can be described by the coordinate transformation
x = (R + r cos(φ)) cos(θ)
y = (R + r cos(φ)) sin(θ)
z = r sin(φ)
. (5-17)
The chosen torus has R = 640, 5.12 < r < 409.6, 0 < θ < 2π and 0 < φ < 2π. For the
simulations we used 20 cells in r, 200 cells in θ and 30 cells in φ. The boundary conditions
imposed are bounce-back in rmax, free in rmin and periodic both in θ and φ.
The pressure source is located in three ways. The first source is a ring along the major
circle of radius R, and its functional form is Psource(r, θ, φ, t) = A sin(ωt)δ(r − rmin). Fig.
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5-11 shows the evolution of the pressure wave for two values of ω. It can be seen that the
generated wavefronts have the expected radial symmetry.
Figure 5-11.: Pressure waves inside a torus. The waves were generated from the inner torus
with r = rmin and for all the values of θ and φ.
The second source is similar to the small ring employed in pipes and trumpets, with functional
form Psource(r, θ, φ, t) = A sin(ωt)δ(r− rmin)δ(θ). This source allows the excitation of normal
modes in both r and θ directions. The results for different frequencies are shown in Fig.
5-12.
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Figure 5-12.: Pressure waves inside a torus. The waves were generated from a ring with
r = rmin and θ = 0 for all the values of φ, the wavelengths λ are 2πR/n where
n = 2, 4, 9, 19 (left to right and top to bottom). The frequency ω = 2πc/λ
Next, we study the resonant frequencies for this geometry. To this aim we locate the small
oscillating ring at θ = 0 and measure the pressure intensity at the opposite point on the
major circle (i. e. at θ = π) after 8000 time steps, when the wave has reached a steady-stable
condition. Then, we vary the frequency within the range (0, 0.5). The results are shown in
Fig. 5-13.
5.2 Simulations 57
Figure 5-13.: Wave intensity at (rmax, π, 0) after 8000 timesteps for 0 < ω < 0.5
Note that the larger resonant peaks are placed whitin 0.05 and 0.1 radians per click. There
is also a cutoff frequency near to 0.25 radians per click. Although the analytical solution for
the normal modes of the torus was not found in the literature, it is interesting to point out
that the pattern is very similar to the one for a trumpet with an open bell (Fig. 5-14) shows
impedance measurements of a real trumpet, reported by Rossing [42].
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Figure 5-14.: Experimental impedance measurements of reported in [42] for a large
trumpet.
Finally, in order to simulate more general perturbations, the third source we used is an osci-
llating point outside any symmetry axis, i.e. at r = rmax−rmin)
2
, θ = 0, and φ = π/2. The fun-






π/2). The resulting pattern is shown in Fig. 5-15. We can observe that the pattern is no
longer symmetric in φ it shows variations along r.
Figure 5-15.: Pressure waves inside a torus generated from a general source.
For this last case, the evolution inside the torus is general, since it is not restricted to any
type of symmetry; Therefore, this model can be applied to more complicated systems, like
the Cochlea. Its study is the subject of Chapter 6.
6. Acoustic waves inside the Cochlea.
Once the LBM for acoustics in general coordinates has been constructed an tested, we are
able to use it in a very complicated geometry: the Cochlea. Based on its anatomy and
physiology (Chapter 2), we propose a coordinate transformation that allow us to model a
very realistic and detailed Cochlea and set the boundary conditions to simulate the acoustic
processes inside. In fact, we are more interested in the pressure waves than in the fluid
dynamics inside the coiled tube. In this work we will measure the pressure difference on the
surface the basilar membrane located. However, the way the geometric model is build allows
to study also the Reissner’s membrane effortlessly, the study of the Reissner’s membrane is
left for future works.
This Chapter starts by describing how we model such complex system, both geometrically
and physically (Sec. 6.1). Afterwards we study the acoustic response of the cochlea by using
the new LBM and the results and important remarks are summarized Sec. 6.2.
6.1. Modelling the Cochlea
6.1.1. Geometry
As shown in Sec. 2.1 we can model the cross section of the Cochlea as a cardioid. The
parametric equations in two dimensions are
x := r cos(φ) (1 + cos(φ)) , (6-1)
z := r sin(φ) (1 + cos(φ)) , (6-2)
Thus, if we replace the generator circle of the Torus in Subsection 5.2.4 by these equations
we obtain a Torus with a cardioid as cross section,
x := cos (θ) (R + r cos (φ) (1 + cos (φ))) (6-3)
y := sin (θ) (R + r cos (φ) (1 + cos (φ))) (6-4)
z := r sin (φ) (1 + cos (φ)) . (6-5)
We need the tube to whirl 2.5 turns, i. e. 0 < θ < 5π, and the Torus’s radius should decrease
with the advance of θ it is to deform the major circle of the Torus into a spiral. In this work,
we propose a linear decrement R→ R− aθ, where a can be adjusted for realism. As a third
modification, we elongate the spiral in the vertical direction (z). This avoids the cochlea to
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turn into itself. Again we propose this increment on the coiling axis as linear, z → z + Aθ.
Finally, as the coclea is a tampered tube, we reduce the cross section by multiplying the





and F can be varied to
correctly model the tamppering.
Summarizing, the coordinate transformation which better models the cochlea is
x := cos (θ)
(






y := sin (θ)
(











+ Aθ , (6-8)
where the variables 0.09mm < r < 0.9mm, 0 < θ < 5π, and − π < φ < π are described in
Fig. 6-1. The geometry defined in this way allows us to control the tampering of the cochlear
cavity and the reduction of the spiral radius just fitting the values of F and a, respectively,
and the parameter A controls the vertical elongation of the spiral.
Figure 6-1.: Cochlea’s Geometry generated from Eq. (6-6). Side view (top), upper view
(bottom)
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The parameters was tuned to obtain a very realistic cochlea. Its values are:
A = 0.2366 mm ,
a = 0.1648 mm ,
R = 2.8125 mm ,
F = 18.67 .
(6-9)
With this choice of parameters the dimensions of the cochlea are the desired ones (Fig. 6-2).
Figure 6-2.: Longitudinal section of the cochlea (φ < 0) (gray volume) that evidences the
position of the Bassilar Membrane (blue strip) embed in the surface φ = 0
(red). The dimensions are in milimeters [mm]
An important advantage of using this parametrization of the geometry is that the plane on
which the Bassilar membrane lies is just a surface of constant φ, actually φ = 0. Furthermore,
it also would allow us to model the Reissner membrane in the future, just by setting φ = k > 0
at the right place in the Cochlea.
6.1.2. Physics
The next step, after correctly defining the geometry, is to model the physical parameters
and boundary conditions to represent the process as realistic as possible.
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First, let us recall that in this work we do not simulate the fluid mechanics inside the tubular
geometry. Instead, we generate pressure waves at the round and oval windows (see Sec. 2.1)
with a certain phase shift between them. In our model, the Scala Vestibuli and the Scala
Tympani are disconnected, finishing in a wall at θ = 5π, where we impose free boundary
conditions. In addition, since the cochlea is surrounded by bone, we implement damped
bounce-back conditions at the remaining walls.
The pressure sources at the round and oval windows have the following functional form:
Psource (r, θ, φ)) =
{





Ω (φ− π/2) if φ > 0





Ω (φ+ π/2) if φ < 0
,
(6-10)
where A is the amplitude, P is the phase shift between the two windows and ω is the
frequency of the incoming sound. The function δ is the Dirac’s delta and
Ω(x) =
{
1 if |x| < d
0 if |x| > d
. (6-11)
We have chosen d = 3 cells in φ.
The amplitude A for the vibration, taken as the characteristic sound pressure, the audible
frequency range and the corresponding wavelengths λ for a sound speed c = 344000 mm/s
are shown in the Table 6.1.2.






2× 10−11 6× 10−5
ω [Hz] 20 20000
λ [mm] 17,2 17200
Table 6-1.: Audible sound values for pressure, frequency and wavelength
The phase P has been chosen as twice the time taken by the wave to reach the apex.
The reason for this choice is to model that wave starts in the oval window, goes to the
apex through the Scala Vestibula and travels back to the round window through the Scala
Tympany. The oscillation on the round window is almost in counterphase respect to the
one at the oval window. This keeps the fluid volume constant inside the Cochlea. This
counterphase adds the additional π in the second expression of Eq. (6-10).
6.2. Waves simulated by LBM
The simulations are implemented on a computational domain of 20 cells in the r direction,
200 cells in the θ direction and 20 in φ. Fig. 6-3 shows the simulated waves inside the Cochlea
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and the pressure values on the surface with φ = 0, where the Basilar membrane lays. For
this picture we have chosen the E7 tone whose wavelength is λ=130.8mm.
Figure 6-3.: Net pressure on φ = 0, the surface where the Basilar Membrane lays (Left)
and Pressure waves inside the Cochlea(Right)
Let us recall that the main function of the Cochlea is to separate the frequencies of the
incoming sound. As Békésy [2] found, higher frequencies generate wider vibrations of the
Basilar membrane near to the windows and, the location of the maximal amplitude goes
closer to the apex when the frequency gets lower. This effect can be seen in Fig. 6-4, where
we have plotted the difference of the pressure over and under the surface φ = 0 where the
Basilar membrane is placed.
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Figure 6-4.: Pressure waves on the surface with φ = 0, where the Basilar Membrane lays.
For 4 different wavelengths 1046.6 mm, 523.3 mm, 261.7 mm and 130.8 mm
corresponding to the standard tones E4, E5, E6 and E7 respectively.
The tones in Fig.6-4 are separated by one octave each. At high frequencies the vibration has
maximal amplitude close to the windows and, lower frequencies shift this maximal amplitude
to the apex. Furthermore, the regions corresponding to the higher frequencies are also more
defined and delimited, as expected [3, 4].
To perform a thorough study of the frequency response of the cochlea, we proceed in two
ways: First, we choose three points on the Basilar membrane and measure the pressure
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intensity as a function of the frequency, as we did in last Chapter for other geometries.
Results are shown in Fig. 6-5 .
Figure 6-5.: Pressure intensity inside the cochlea measured in three different points for a
range of frequencies 0 < ω < 20kHz. The distance is measured from the oval
and round windows, 0 mm means θ = 0 and 32 mm is at θ = 5π. In this
measurements r = r̄ and φ = 0
Lower frequencies show larger amplitudes for points near to the apex while the higher ones
exert a maximum of pressure at points near to the windows, as before. The point at the
apex (light blue line) experiments larger intensities at low frequencies. In contrast, a point
placed at 8mm from the windows will experiment higher values of pressure for intermediate
frequencies; actually, this is the point that experiments the largest values of pressure when
ω ≈ 7000Hz. At very high frequencies (20kHz), the point located close to the base has the
largest intensity. It can be seen, in addition, that all three points have a relatively high
value of pressure within 2500Hz and 5000Hz. Indeed, at these frequencies the maximum of
intensity is more distributed along the Cochlea, as can be observed in Fig 6-4.
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Second, we measure the pressure intensity along the whole Cochlea for different values of
the input frequency (Fig. 6-6).
Figure 6-6.: Maximum amplitude after 15000 time-steps along the cochlea for different
input wavelengths. 0 mm means θ = 0 and 32 mm is at θ = 5π. In this
measurements r = r̄ and φ = 0
As expected, lower frequencies shown peaks of intensity near to the Cochlea’s windows.
When the frequency increases, the peak becomes less sharp, which again explains that at
low frequencies the pressure is more distributed along the Cochlea. High frequencies show
peaks of intensity near to the apex as expected.
Now we have constructed a lattice-Boltzmann model which allow us to simulate the acoustic
waves inside the cochlea and measure the pressure difference exerted on the surface where
basilar membrane is located. This completes the main aim of this work. It is worth to point
out that the acoustic waves alone show already the effect of frequency segregation along the
Cochlea, something that is usually attributed to the Basilar membrane only. Nevertheless, it
could be interesting to use the simulated pressure profile on the basilar membrane to study
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its displacement, since it has been reported to be the main actor in the frequency segrega-
tion, and find out how the simulated pressure waves act to bolster this process. Due to the
lattice-Boltzmann model can not simulate the elastic behaviour of the basilar membrane,
this should be done, for example, by using the finite element method.
In the next Chapter we describe a finite element model of the basilar membrane and construct
a novel immersed boundary method to couple the finite elements with the pressure data
obtained from lattice-Boltzmann.
7. The Bassilar Membrane
In the previous chapter we have obtained the net pressure profiles on the surface φ = 0,
now, it is interesting to focus on the realistic geometry of the Basilar Membrane (The blue
strip of Fig. 6-2) in order to, in future, study its dynamical behaviour due to the simulated
pressure waves. The geometry can be obtained imposing an additional restriction in r on the



















where r̄ = 0.5(rmax + rmin). This conditions allow us to model the realistic dimensions of the
Basilar membrane in the r direction. That region is shown in Fig. 7-1
Figure 7-1.: Basilar Membrane inside the Cochlea
To simulate the dynamics of the basilar membrane we need two new models: First, the
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basilar membrane modelled as an elastic beam and simulated via Finite Element Method
(FEM), and second, an immersed boundary model to couple the pressure profiles from LBM
with FEM. In the following sections we describe the FEM of the Basilar Membrane and
the construction of a novel immerse boundary method for the interaction between acoustic
waves and solid movable objects.
7.1. Finite Elements Model
With the geometry of the basilar membrane established, Professor Martin Estrada and Pro-
fessor Dorian Linero from the Civil Engineering Department of the Universidad Nacional de
Colombia designed a Finite Element model of the Basilar membrane (Fig. 7-2). Let us recall
that the width of the basilar membrane is 0.1 mm at the base and 0.5 mm at the apex, while
its thickness goes from 7.5× 10−3 mm at the base to 2.5× 10−3 mm at the apex.
Figure 7-2.: Basilar Membrane inside the Cochlea modelled in Finite Elements
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The finite elements are shell type. The membrane is clamped both in rotation and displa-
cement in three of its borders and free in the border at the apex. It Resembles exactly the
boundary conditions of the real Basilar membrane. With the Finite element model, Professor
Estrada and Professor Linero performed an linear dinamic modal analysis to find the normal
vibrational modes of the Basilar membrane in the software Ansys. Some of these modes are
shown in Fig. 7-3.
Figure 7-3.: Some normal modes of the Basilar membrane found from Finite Element si-
mulation. The frequency increases left to right and top to bottom
Note that here, higher frequencies normal modes also reaches points closer to the base of
the cochlea. A coupling between a dynamical Finite Elements simulation and our lattice-
Boltzmann method could show the bidirectional interaction between the acoustics of the
Cochlea and the mechanical behaviour of the Basilar membrane. To be able to perform these
future simulations we constructed a novel lattice-Boltzmann method for solid movable objects
immersed in a compressible medium. This approach is based on the immersed boundary
method proposed by Favier, Revell and Pinelli [43] for the coupling between immersed solid
structures and fluids. We describe our model below.
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7.2. Immerse boundary method for the interaction
between waves and solid movable objects.
7.2.1. Action of the wave on the solid.
In a lattice-Boltzmann method the information is located on the lattice nodes, which remain
fixed in space during the simulation. In contrast, the solid immersed object moves in space
as time goes on. Let us divide the boundary of the solid immersed object into a set of M
discrete surfaces, each one almost flat, with surface vector ∆~sk pointing out of the object





f eqi ; (7-2)
therefore, it is only necessary to determine how this pressure acts on the body surface. For
this end, we interpolate among the nodes to find the value of the pressure at each point ~̄Rk













where the sum extends on all positions yl of the lattice Boltzmann nodes. In the present
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(7-4)









Once the force acting on the object has been found, we can use any integrator to move the
object and update its velocity and position on each timestep.
7.2.2. Action of the solid on the wave
Following the proposal of Favier, Revell and Pinelli, we introduce a forcing term at the
discrete boundary solid points which ensures that the displacement velocity of the wave
in the boundary matches the velocity of the discrete solid. Since the first moment ~J of
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the lattice-Boltzmann model is proportional to the velocity displacement ~D (Eq. 3-21), the









Here ~Rk is the position of the k-th boundary solid point, ~Uk is the velocity of that solid point




(~Rk) is the interpolated value













where ~yl is the position of the l-th lattice node within the influence area (which, for the
kernel Eq.(7-4) is just three cells width, see Fig. 7-4).
Figure 7-4.: Influence area for a given discrete boundary point (within the circle)
Because this forcing term is located at the discrete boundary points, it is necessary to spread
it out to the lattice nodes in order to force the wave simulated by the lattice-Boltzmann.
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where εk is a value that ensures the consistency between the interpolation and posterior
spreading process, as follows. Let us fix a force at a certain solid point ~Rk. Spread the force
forth to the lattice nodes Eq. (7-8) and back to the point ~Rk Eq. (7-7). If the returned value
is the same as the original one, the value of εk is right.
Unlike the model proposed by Favier, Revell and Pinelli, and as shown in Sec. 4.3 the force
Eq. (7-8) will not be included in the collision term, because τ = 0.5, but just in the definition










That completes the wave-solid interaction.
The proposed method is completely general and can implement the interactions between wave
and solid in many different phenomena. Furthermore, if desired, it also allows to propagate
waves inside the solid, with the same or a different propagation speed, as we will illustrate
with some examples.
7.2.3. Simulations and discussion
To test our model, we first study the effect of a mechanical wave on the movement of an
object initially at rest. To this aim, we place a two-dimensional solid disk at the center of
the computational domain and we define a sinusoidal perturbation coming from a corner of
the domain. The boundary conditions at the walls are bounce-back with a damping factor
equal to 0.6 in order to control the amplitude of the perturbation and achieve an stationary
state. The resulting movement and the pressure profile is shown in the Figure 7-5
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Figure 7-5.: Displacement of a solid disc generated by a polar wave
Note how the disc is displaced from the center in the same direction of the wave and the
circular wavefront is disturbed by the change of velocity within the solid (bottom-left image).
In order to track the displacement and make a more detailed study of the interaction, we
trace the trajectory of the disk for simulations of different wave frequency and velocities
ratio n = vs/c where vs is the wave velocity inside the solid and c = 0.1 in the medium,
Figure 7-6 shows the result
Figure 7-6.: Trajectory of the disk after 3000 time steps for frequencies 5.25, 5.25 and 5.75,
and velocity ratios 0.6, 0.5, and 0.6 respectively from left to right
Where the frequency and velocity are measured in units of time steps ∆t = 1 computing
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clock pulse and unitary cells. Note that the trajectory greatly depends on the value of n and
the frequency of the wave. The Figure 7-7 shows the relation between the displacement of
the disk as a function of the frequency, for different values of n of a straight line trajectory.
Figure 7-7.: Displacement of the disk as a function of the wave frequency for different values
of n
As expected, disks whose wave velocity at the interior is lower show a greater displacement
than disks that do not present such a high resistance to the pressure vibrations. Respect to
the frequency the displacement has a decreasing behavior, higher frequencies displaces the
disk a shorter distance. This effect is stronger when the velocity of the wave inside the disk
is 0.8, 0.9 and 1 times c (blue dotted lines), i.e. when the material has a low rigidity, for
values of n equal to 0.5 0.6 and 0.7,(red dashed lines) there is a cutoff frequency from which
the wave crosses the disk displacing it a considerably shorter distance. Note that the lower
the velocities ratio is, the higher the cutoff frequency gets, this means that it is necessary
a higher frequency to overpass a more rigid object. Furthermore, the relation between the
displacement and the frequency for values of n < 0.7 is increasing for frequencies under the
cutoff, even for n equal to 0.2, 0.3 and 0.4, where the skip is not too abrupt and the cutoff
frequency does not appear clearly.
As a second part of our tests we start from a medium at rest and apply a force to the solid
object in order to study the generated wakes. Figure 7-8 shows the wake generated by a
disk with n = 0.6 at different time steps until it crashes with the bottom boundary.
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Figure 7-8.: Accelerated disk moving downwards in a medium. Frames taken at 10, 100,
600, 900, and 1200 time steps
The resulting wake is qualitatively as expected, it expands as the disk advances and a new
wave moving out of the disk is generated when it hits the bottom wall. It is also interesting
to study how the shape of the solid object influences the creation of the wake. Simulations
of the same system for different shapes of the solid are shown here in Figure 7-9.
Figure 7-9.: Wake generated from accelerated objects of different shapes.
The results show that a sharper front of the moving object generates a stronger wake, i.
e. the vertical ellipse generates a higher pressure behind it and the triangle formed by the
intersection of the both sides of the wake tends to disappear when the solid becomes sharper.
The value of the angle formed by the wake respect with the vertical axis is compared with
the theoretical expextations, this angle, known as Kelvin’s angle [44] should be of 19.5◦ .
Our results shown a deviation of 15 % approximately (Fig. 7-10), which can be due to the
low order aproximation on the lattice velocities discretization(D2Q5).
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Figure 7-10.: Comparison between the obtained wake angle and the expected Kelin’s Angle.
In addition, we study the convergence of our model by measuring the displacement of a rigid
object due to the interaction with a pressure pulse as a function of the cell size ε, the result
is shown here
Figure 7-11.: Logarithmic graph of the error in displacement of an object as a function of
the lattice resolution.
where ∆d is the difference between the measured displacement and a theoretically known
value. Fig. 7-11 shows that our model has second order accuracy, since the slope found was
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2.3 approximately.
This proposed method simplifies the Immersed Boundary method for hydrodynamic simula-
tions since it is not interested in the fluid dynamics but in the linear behaviour of the waves.
The model is easy to implement and allows us to control some physical variables like the
pressure of the medium and the velocity of propagation inside and outside the solid object,
in addition, the shape of the object is controlled by the position of the boundary points,
whose dynamics is updated every time step, due to this fact, the shape of the object can
be easily modelled and the simulation of flexible objects can be include naturally just by
changing the dynamics of the rigid body. Therefore, the constructed immersed boundary
model is adequate to couple with the finite elements simulations of the basilar membrane.
This dynamical by-directional coupling is left for future works.
8. Conclusions
This work constructs a lattice-Boltzmann model for the simulation of acoustic waves in ge-
neral coordinates and successfully applies it to the simulation of the Cochlea. The method
is capable to simulate the wave equation in any coordinate system. Although it keeps the
standard structure of the lattice-Boltzmann on Cartesian coordinates in the computer me-
mory, it reproduces the wave equation in general coordinates in the macroscopic limit. This
is achieved by rescaling the macroscopic quantities by the cell volume and by adding as for-
cing terms the additional expressions that appear in the wave equation due to the coordinate
transformation. As consequence, the method allow us to easily change the geometry just by
setting the proper metric tensor and Christoffel symbols. The proposed lattice-Boltzmann
maintains second-order accuracy and keeps the isotropic propagation of waves, even if the
lattice is not isotropic. In addition, it allows to take advantage of axial or radial symme-
tries to handle three-dimensional problems with two-dimensional computational domains.
Compared with previous attempts, our approach does not need any additional interpolation
step and, the boundary conditions can be applied as usual on the Cartesian lattice of the
simulation domain, even though the boundaries are curved. Summarizing, our proposal is
a really valuable contribution to the implementation of acoustic simulations via the lattice-
Boltzmann model.
Achieving the correct construction of the model was not an easy task; as a matter of fact, it
is the culmination of a process with several attempts. Three different functional forms for the
equilibrium distribution were proposed. The first one was obtain by following the moment
matching procedure with an Anzatz satisfying the definition of the macroscopic fields. This
first approach was easy to implement and correctly simulated radial waves and normal mo-
des of a cylinder. Nevertheless, its weak stability restricted the application to systems with
axial symmetry and the evolution in the real space was not isotropic. Our second approach
was based on a Hermite series expansion of the equilibrium distribution function. The result
adds some terms to the one before that increase the stability of the model and, allowed us
to simulate more general systems without axial symmetry. However, the lack of isotropy was
still present in the evolution. This second approach enlightened the cause of the problem and
guided us to design an additional forcing term to recover the isotropy. The third approach
corrects the equilibrium distribution function by moving an element from there to the forcing
terms. The modification allowed us to retrieve correctly the isotropy in real space and to
recover both stability and second order accuracy.
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With this third approach in hand we simulated the pressure waves inside a cylinder, a trum-
pet and a torus. The cylinder had an open end and the pressure waves inside were generated
in two ways: from an uniform plate of equal radius at the closed end or from a small ring
there, which also excited the radial modes. With the oscillating ring as source, the method
successfully reproduces the normal vibrational modes inside the cylinder in both longitudinal
and radial directions. The characteristic frequencies we obtain laid between 1 % respect to
the theoretical expectations. A bell was added at one end of the cylinder by introducing
a suited coordinate system. The bell suppresses the resonances at high frequencies and re-
duces the pressure amplitude at the open end, as expected. For the torus, three different
wave sources were employed: An oscillating ring along major circle of the Torus, a ring along
the minor circle of the torus and a point source placed in a general general place inside the
torus. Each of these sources activates different normal modes. Interestingly, the intensity
shows against frequency a similar pattern to the one of a trumpet.
Once the model was tested,we addressed the simulation of the Cochlea. That was achieved
by designing a coordinate transformation that resembles the its geometry in a very realistic
way. First, the cross section of the torus was modified from a circle to a cardioid. After,
a linear decrease of the radius of the major circle of the torus was added as a function of
the whirl angle and, its maximum was chosen to give 2.5 turns. Next, a linear vertical elon-
gation was imposed to generate the spiral helix. Finally, the cross section was multiplied
by a decreasing factor to model the tube tampering. The geometry constructed in this way
allow us to add the Basilar membrane (and the Reissner membrane in future works, too)
as a surface with a constant value of φ. The whole geometry is defined by 4 parameters
which were adjusted to closely fit the real anatomic shape. The physiological performance
of the Cochlea was modelled by adding two plane sources, one at the entrance to the Scala
Vestibula simulating the oval window and, the other at the entrance of the Scala Tympany
simulating the round window. The two sources oscillate in counter-phase, an additional phase
shift was added to model the wave starting from the oval window, going to the apex through
the Scala Vestibula and travelling back to the round window through the Scala Tympany.
An additional simulation with just one source placed at the oval window generates waves
going to the apex and back to the round window showed similar results but it was less stable.
When the system was excited with high frequencies we found that the net pressure on the
Basilar membrane shows larger amplitudes near to the windows, while the oscillations at
lower frequencies located closer to the apex (the end of the cochlea). Additionally, the sig-
nal for high frequencies is more defined an bounded, whereas for lower frequencies we have
more distributed pressure profiles. These results are in agreement with the reported in the
literature for the Basilar membrane alone, oscillating as a rigid plate. That behaviour of the
basilar membrane was also reproduced with the help of Profesors Martin Estrada and Dorian
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Linero from the Civil Engineering department by running Ansys to find the normal modes
of the Basilar membrane. It is remarkable that the geometrical shape of Cochlea alone can
reproduce the frequencies segregation, strengthening the localization effect of the mechanical
response on the basilar membrane. In addition, an immersed boundary lattice-Boltzmann
method for acoustic waves was constructed and tested. That would allow to couple our
acoustic simulation to the mechanical model of the Basilar membrane. Such coupling is a
very relevant subject for future work.
The constructed method shows to be very efficient and requires very low computational re-
sources. The simulations ran on an Intel core i7 processor whose operation frequency was
3.4GHz. The computational time was less than 3 minutes per simulation (around 10000 ti-
mesteps). Furthermore, since all the information needed to update the values of the distribu-
tion functions are stored in the same cell, lattice-Boltzmann method is highly parallelizable.
As consequence, running the presented method in parallel, written for example in CUDA,
would reduce the computational time by three orders of magnitude. This is something to do
in the near future.
The presented lattice-Boltzmann model can be used to simulate further musical instruments
with complex shapes, the acoustics inside theatres or urban noise, among others. The appli-
cability range is really wide, because the simulations can be made for very complex shapes
just by choosing the appropriate coordinate transformation. Indeed, the model allows for
continuous coordinate transformations in real time, just by varying the transformation para-
meters and, the transformation itself could be modified to reach higher resolutions in some
regions of space. Even though, the coordinate transformation would not be restricted to
analytical expressions, since the metric tensor and the Christoffel symbols could be com-
puted numerically to match a very general set of points. Those features would expand the
applicability and generality of the developed model. In addition, the procedure shown here
can be also used to design lattice-Boltzmann methods on curvilinear coordinates for other
physical phenomena, like diffusion or electrodynamics. All these are interest topics for future
research. It is also worth to mention that our model for the Cochlea is available to perform
further physiological studies, like the effect of the Reissner membrane or the otoacoustic
emissions, among others, and it can be useful to design better hearing aid devices.
This work designs and implements a lattice-Boltzmann model for waves on curvilinear coor-
dinates. The model is completely general and, thus, offers a huge amount of possible appli-
cations and future developments in different research areas. Furthermore, the model draws
a path to overcome the limitations of standard lattice Boltzmann models on Cartesian coor-
dinates. The method constitutes, therefore, a valuable contribution to the field of lattice-
Boltzmann simulations.
A. Appendix:Fields Derivatives using
lattice-Boltzmann Scheme
In some cases, it is necessary to compute the derivative of any scalar or vectorialField during
a lattice-Boltzmann calculation, this can be done by implementing a discretization scheme
likeFinite differences scheme, however, it can either reduce the accuracy order of the overall
scheme or increase the computational time and model complexity. However, there is an useful
alternative to compute the gradients of theFields that are involved in the lattice-Boltzmann
simulation.
The procedure toFind these gradients is described here. Let us startFrom a Taylor expansion
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finally, if we divide by c2s we obtain the required expression to compute the gradient of a






























Note that the order of accuracy is the same of the overall lattice-Boltzmann scheme, even if
the chosen discrete velocities set is only second order as in our case (D3Q7).
B. Appendix:Characteristic Frequencies
of a Rigid Open-Closed end Pipe
In order to define correctly the boundary condition for the rigid walls of the pipe andFind
a theoretical expressionFor the vibrational modes along the radial direction, letsFirst write













Pr = 0 (B-1)
whose solution is
Pr = ArJm (ζr) +BrYm (ζr) (B-2)
where Jm (ζr) and Ym (ζr) are the Bessel functions of first and second kind respectively, the
constants Ar and Br can be obtained from the boundary conditions at r = 0 and r = rmax.For
r = 0, since the pressure have to be finite and the Bessel function of the second kind Ym(ζr)





Jm(ζrmax) + Jm(ζrmax) = 0 (B-3)
which can be numerically solved for ζ to find the characteristic radial frequencies of the pipe.
In order to simplify the above equation and its solution we use the property
ζrJ ′m(ζr) = mJm(ζr)− ζrJm+1(ζr) (B-4)
to find the function
f(ζrmax) = (m+ 1)Jm(ζrmax)− ζRJm+1(ζrmax) (B-5)
whose zeros correspond to ζlrmax, where ζl is the l-th radial characteristic frequency of the
pipe.
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For the simulations done in this work, we assume axial symmetry of the waves and therefore
we choose m = 0, the figure B-1 shows the graphic of the Eq. B-5 as a function of ζrmaxFor
m = 0
Figure B-1.: Graph of the function given by the Eq. B-5





Table B-1.: First three zeros of the Eq. B-5
Finally, the theoretical expression for the vibrational modes inside the pipe with m = 0









C. Appendix:Geometric properties of the
Systems
In this appendix we describe the coordinate transformations used to define the systems we
simulate as well as the geometric properties needed to implement the LBM.
C.1. Rectangular Cells





where ix, iy are the integers running along the lattice nodes in each direction and ∆x 6=
Deltay is a scalingFactor that allow us to have rectangular cells in the real world. The


















In this plane coordinate system all the Christoffel symbols are zero.
C.2. Cylinder
Cylindrical coordinates are given by the transformation
x = r cos θ




These coordinates generates the geometry shown in Fig. C-1
Figure C-1.: Cylinder formed by the transformation defined by the Eq. C-5
In this case, r, θ and z are continuous coordinates, we scale them and transform them to
the integer number of each lattice node, this let us to control the system size and reso-
lution independently as well as the limits of these continuous coordinates. The additional
transformation reads:
r = ir∆r + rmin (C-6)
θ = iθ∆θ (C-7)
z = zmax − iz∆z (C-8)
where ∆r = (rmax − rmin)/Lr, ∆θ = 2π/Lθ and ∆z = zmax/Lz, and Lr, Lθ and Lz are the
number of cells in each direction respectively. The metric tensor reads asFollows:
gµ,ν =





∆−2r 0 00 ∆−2θ 1r2 0
0 0 ∆−2z
 , (C-10)
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For the case of the trumpet, we add a modulation to the radius of the cylindrical coordinates
via the parameter λ, the coordinate transformation reads
x = r cos(θ)Z−λ
y = r sin(θ)Z−λ
z = z
, (C-13)
where Z = zmax − z. Again, we have the second transformation
r = ir∆r + rmin (C-14)
θ = iθ∆θ (C-15)
z = zmax − iz∆z , (C-16)
the transformation give us a flared end of the cylinder as shown in Fig. C-2
Figure C-2.: Trumpet formed from the transformation defined in the Eq. C-13
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the metric tensor can be defined by
g =
 ∆2rZ−2λ 0 ∆r∆zZ−2λ−1λ r0 ∆2θZ−2λr2 0







































































The simulations done inside a torus required the following transformation
x = (R + r cos(φ)) cos(θ)
y = (R + r cos(φ))) sin(θ)
z = r sin(φ)
. (C-21)
In this case, the discrete-continuous transformation is
r = ir∆r (C-22)
θ = iθ∆θ (C-23)
φ = iφ∆φ (C-24)
where ∆r = rmax/Lr, ∆θ = 2π/Lθ and ∆φ = 2π/Lφ. The resulting Torus is shown in Fig.
C-3
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Figure C-3.: Torus formed by the transformation defined by the Eq. C-21
the resulting metric tensor for these coordinates is
g =








































































The coordinates transformation we proposed to model the geometry of the cochlea is given
by the set of equations
x = cos (θ)
(





y = sin (θ)
(












the parameter values are:
A = 0.2366 mm
a = 0.1648 mm
R = 2.8125 mm
F = 18.67
(C-30)
the second transformation in this case is
r = ir∆r + rmin (C-31)
θ = iθ∆θ (C-32)
φ = iφ∆φ − π (C-33)
where ∆r = (rmax − rmin)/Lr, ∆θ = 5π/Lθ, ∆φ = 2π/Lφ, rmin = 0.09 and rmax = 0.9
the obtained geometry is shown in Fig. C-4
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Figure C-4.: Cochlea’s Geometry generated from Eq. C-29








(1 + cos (φ))2 (C-34)
g12 = g21 =
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r2 (1 + cos (φ)) (C-39)
its inverse has the following components
g11 =
1
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(C-45)
the determinant of the metric tensor is


















Finally, the Christoffel symbols are the following
Γrrθ =
∆θ
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, (C-50)
Γθrθ =
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(C-58)
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