Abstract. We investigate an acceleration technique for restarted Krylov subspace methods for computing the action of a function of a large sparse matrix on a vector. Its effect is to ultimately deflate a specific invariant subspace of the matrix which most impedes the convergence of the restarted approximation process. An approximation to the subspace to be deflated is successively refined in the course of the underlying restarted Arnoldi process by extracting Ritz vectors and using those closest to the spectral region of interest as exact shifts. The approximation is constructed with the help of a generalization of Krylov decompositions to linearly dependent vectors. A description of the restarted process as a successive interpolation scheme at Ritz values is given in which the exact shifts are replaced with improved approximations of eigenvalues in each restart cycle. Numerical experiments demonstrate the efficacy of the approach.
1. Introduction. Numerical methods for the evaluation of f ðAÞb, where A ∈ C N ×N , 0 ≠ b ∈ C N , and f is a complex-valued function such that f ðAÞ is defined, have become an active area of research in recent years. This development is driven by certain applications but also by other numerical algorithms such as exponential integrators for ordinary differential equations, where the action of f ðAÞ on a vector b has to be computed (see the survey of Frommer and Simoncini [16] or the monograph of Higham [18, chapter 13] ). If A is large and sparse such that computing f ðAÞ is unfeasible but matrix-vector multiplications with A still practicable, then the so-called Arnoldi approximation to f ðAÞb is a popular approach (see, e.g., Ericsson [14] , Knizhnerman [21] , or Saad [34] ). This is based on an Arnoldi decomposition 1 assuming that f ðH m Þ is also defined, which in turn is implied, e.g., if f is analytic on the field of values of A. Note that the approximation (1.2) requires the evaluation of f only for the m × m matrix H m , where typically m ≪ N .
As m becomes large (as it typically does in realistic problems), a disadvantage of the Arnoldi approximation lies in the need to store V m , which may limit the size of the problems that can be solved due to memory constraints. In [11] we proposed a restarting technique which overcomes this deficiency. It is based on a sequence of Arnoldi decompositions associated with the Krylov subspaces K m ðA; v ðj−1Þ Þ, each of fixed dimension m and each using the last Arnoldi vector of the previous Krylov space as its initial vector, where v ð0Þ ¼ b∕ kbk. The mk columns of the matrices fV ðjÞ g k j¼1 taken together then form a basis of K km ðA; bÞ. In [11] and [3] it is explained how to compute an approximation f k to f ðAÞb from K km ðA; bÞ recursively using only V ðkÞ , i.e., such that updating from f k−1 tof k requires only the storage of V ðkÞ . However, as is the case with restarted Krylov subspace schemes for eigenvalue problems or linear systems of equations, restarting is typically accompanied by slower convergence or even divergence of the approximation.
In this paper we show that the convergence of the restarted Arnoldi approximation can be accelerated significantly by replacing the initial vector v ðjÞ of the (j þ 1)st Krylov space by a judiciously chosen vectorṽ ðjÞ ∈ K mþ1 ðA; v ðj−1Þ Þ \ K m ðA; v ðj−1Þ Þ. Our choice of the modified initial vectors has the effect of ultimately deflating certain spectral components from the problem. If these components are associated with eigenvalues of A close to a singularity of f , this deflation can be shown to accelerate convergence. Which eigencomponents should be deflated in case f is an entire function will be discussed below.
The deflated restarting technique for the evaluation of matrix functions is closely related to similar approaches for eigenvalue problems and the iterative solution of linear systems. The idea of restarting a Krylov subspace method dates back to the first practical Lanczos-and Arnoldi-based procedures for computing a few eigenpairs of large sparse matrices; see, e.g., Saad [32] , [33] . To mitigate the overwhelming storage requirements of the full algorithms, restarting with a linear combination of Ritz vectors or another suitable vector contained in the current Krylov space as the new initial vector was proposed. For a Krylov space K m ðA; bÞ, such a vector has the form pðAÞb for some polynomial p ∈ P m , sometimes called a filter polynomial since it is used to damp out undesired parts of the spectrum ΛðAÞ. A substantial innovation, the implicitly restarted Arnoldi method of Sorensen [37] enables the construction of the Arnoldi decomposition of the restarted space K m−k ðA; p k ðAÞbÞ for a filter polynomial p k ∈ P k , k ≤ m from the original Arnoldi decomposition of K m ðA; bÞ given only the roots of p k without further matrix-vector multiplications. Subsequently, a more stable variant of this procedure based on a Schur decomposition rather than a sequence of QR steps was proposed by Stewart [39] . Restarting with a Krylov space larger than the space spanned by the desired Ritz vectors was introduced by Stathopoulos, Saad, and Wu in [38] as thick restarting and later specialized to the Hermitian Lanczos method by Wu and Simon [41] . The idea of using nearly invariant subspaces generated by a restarted Krylov method to accelerate the iterative solution process for a linear system of equations was proposed as early as 1987 by Nicolaides [27] in the context of conjugate gradient iteration, and later studied systematically for Arnoldi-based methods by Morgan [24] , [25] , [26] . The same basic deflation effect can also be achieved by constructing a preconditioner from the invariant subspace vectors, as proposed in [4] , [13] . An analysis of these approaches can be found in [12] . In the context of approximating f ðAÞb, Niehoff [28, section 3.4 ] first pointed out how such a deflation technique could be incorporated in a restarted Krylov subspace method by applying the method for the evaluation of the exponential function, but he did not provide further analysis.
The analysis presented here of the deflated restarting scheme is based on further generalization of decompositions of Arnoldi type as well as the characterization of Krylov subspace approximations for matrix functions as polynomial Hermite interpolation on a nested sequence of nodes, which we have found instrumental in previous work [11] , [3] , [2] . The former is required due to the manner in which information is transferred between successive restart cycles, in that each cycle reuses a subspace of its predecessor. As a result, this leads to linearly dependent vectors in the global representation of the restarted cycles, which is needed when approximating general matrix functions with restarted Krylov subspaces. The interpolation process of the deflated restarted method differs from that in [11] , [3] , [2] in that, rather than adding a fixed number of interpolation nodes with each restart cycle, we update certain nodes with steadily improving approximations of eigenvalues close to a specified target value. The interpolation view allows us to split the analysis of the convergence of the overall process into two parts: we characterize the deflated restarted Krylov subspace method as a sequence of polynomial interpolations at nodes constructed from Ritz values by the algorithm. Combining this with known results on the convergence of Ritz values associated with restarted Krylov subspaces [5] , we may conclude that the updated nodes converge to the target eigenvalues of A, resulting, asymptotically, in deflation. In addition, our analysis sheds new light on the behavior of the full orthogonalization method (FOM) with deflated restarting for solving linear systems of equations, to which the deflated restarting method specializes if f ðzÞ ¼ 1∕ z. In contrast to our study of the interpolation node sequence, the convergence of FOM is usually analyzed geometrically by measuring the angle between an iteration space and the target eigenvector space (see, e.g., [24, Theorem 2] or [5, Theorem 3.3] ).
The remainder of this paper is organized as follows. In section 2 we introduce Krylov-like decompositions, providing a generalization of the Arnoldi decomposition for manipulating vectors in a Krylov space in terms of any (possibly linearly dependent) set of vectors that span such a space. In particular, we show that the application of polynomials of degree up to m in A applied to b may be evaluated using only the quantities in a Krylov-like decomposition of K m ðA; bÞ, thus generalizing a well-known property of Arnoldi and Arnoldi-type decompositions (cf. [9] , [34] , [29] , [11] ) which is key to the construction of Krylov subspace approximations of f ðAÞb. In section 3 we describe our new algorithm for incorporating deflation into the restarted Krylov subspace approximation of f ðAÞb. Moreover, we characterize the associated approximation as resulting from the interpolation of f at the sequence of Ritz values accumulated in the course of the restart cycles in a manner analogous to the undeflated restarted method of [11] . We show that the effect of deflation on this interpolation process is that those Ritz values approximating target eigenvalues of A selected for deflation in a restart cycle are removed from the set of interpolation nodes in the following cycle and replaced by improved approximations of these eigenvalues. Since the basic mechanism at work in spectral deflation for matrix functions may not be immediately apparent through the intricacies of the algorithm, we give a simple idealized explanation of this process in section 4. Section 5 presents several numerical experiments which serve to illustrate the properties of the deflated restarting method as well as its utility. [9] , [34] ). Let f be a function such that f ðK mþl Þ is defined. We then define the Krylov-like approximation to f ðAÞb associated with (2.1) as f mþl ≔ W mþl f ðK mþl Þb; ð2:2Þ whereb ∈ C mþl is any vector such that W mþlb ¼ b. Note thatb is, in general, not uniquely defined. However, we shall see later that the approximation f mþl is independent of the particular choice ofb (see Remark 2.6).
To motivate the considerations that follow, we quote a well-known result about the Arnoldi approximations mentioned in the introduction. THEOREM 2.1 (cf., e.g., [34] , [19] ). The Arnoldi approximations f m in (1.2) can be expressed as
Here, q m−1 denotes the uniquely determined polynomial of degree m − 1 which interpolates f in the Hermite sense at the eigenvalues of H m . For the contour integral we require that f be analytic in and on the Jordan curve Γ which contains the eigenvalues of A and We now show that analogous characterizations hold for the Krylov-like approximation f mþl of (2.2). To this end, we require several lemmas. LEMMA 2.2. For any polynomial qðzÞ ¼ α m z m þ · · · ∈ P m , there holds
mþlb Þw ð2:3Þ using the notation of (2.1). In particular, for q ∈ P m−1 this simplifies to qðAÞb ¼ W mþl qðK mþl Þb:
Proof. By linearity it is sufficient to verify (2.3) for the monomials qðzÞ ¼ z j , j ¼ 0; : : : ; m, which follows immediately by induction: for j ¼ 0 we have
mþlb for some j ∈ f1; 2; : : : ; mg yields, after multiplication by A,
where we have used (2.1) for the last equality. The leftmost vector in this chain of identities is contained in K jþ1 ðA; bÞ \ K j ðA; bÞ, and this is only possible for the rightmost If z 0 is a zero of p m , then p m ðz 0 Þk T mþl vanishes and z 0 must be an eigenvalue of K mþl . Next, let z 0 be a double zero of p m . Differentiating (2.5) gives z dp ð1Þ ðzÞ dz ; : : : ; dp ðmþlÞ ðzÞ dz þ ½p ð1Þ ðzÞ; : : : ; p ðmþlÞ ðzÞ ¼ dp ð1Þ ðzÞ dz ; : : : ; dp ðmþlÞ ðzÞ dz K mþl þ dp m ðzÞ dz k
Since dp m ðz 0 Þ∕ dz ¼ 0, we see that the eigenvalue z 0 is associated with the eigenvector ½p ð1Þ ðz 0 Þ; : : : ; p ðmþlÞ ðz 0 Þ and the principal vector ½dp ð1Þ ðz 0 Þ∕ dz; : : : ; dp ðmþlÞ ðz 0 Þ∕ dz. Consequently, the eigenvalue z 0 of K mþl has at least algebraic multiplicity 2. For zeros of higher order the result follows from further differentiation. ▯ We are now in position to prove the main theorem of this section. THEOREM 2.5. The Krylov-like approximation to f ðAÞb introduced in (2.2) as f mþl ¼ W mþl f ðK mþl Þb can be characterized as
where q m−1 interpolates f in the Hermite sense at the zeros of p m (see Lemma 2.3), i.e., at some but, in general, not at all eigenvalues of K mþl .
If Γ is a Jordan curve which contains the eigenvalues of A and K mþl in its interior and such that f is analytic in and on Γ, then
where x mþl ðλÞ ¼ W mþl ðλI mþl − K mþl Þ −1b is the Krylov-like approximation to ðλI N − AÞ −1 b associated with (2.1). Proof. To show the first of the above characterizations we note that, by the definition of matrix functions, f ðK mþl Þ ¼ rðK mþl Þ with r ∈ P mþl−1 the Hermite interpolating polynomial of f at the eigenvalues of K mþl . In particular, the Krylov-like approximation can be expressed as f mþl ¼ W mþl rðK mþl Þb, and it suffices to show that
Since, by Lemma 2.4, the zeros of p m are among the eigenvalues of K mþl , the polynomial q m−1 also interpolates r at the zeros of p m , and therefore r − q m−1 must be divisible by p m ; i.e., r ¼ sp m þ q m−1 for some polynomial s. The second characterization is an immediate consequence of the representation of a matrix function as a Cauchy integral. Under the given assumptions, there holds
▯ REMARK 2.6. As a consequence of Theorem 2.5, the approximation f mþl ¼ W mþl f ðK mþl Þb is determined by the zeros of p m but is independent of the specific choice ofb, as long as W mþlb ¼ b.
3. The restarted Krylov approximation with deflation. We briefly describe the Arnoldi method with deflated restarting which underlies our approach. We will allow m matrix-vector multiplications by A per cycle and augment the current Krylov space by l approximate eigenvectors. More precisely, we identify a priori a subspace of dimension l which delays convergence of the restarted Krylov subspace approximation to f ðAÞb. As an example, if f has a finite singularity such as at the origin when solving linear systems of equations, one would choose the A-invariant subspace associated with the l eigenvalues closest to this singularity. The approximation of this subspace is successively refined in the course of our algorithm with the goal of removing its influence on the convergence process. We refer to the eigenvalues associated with this subspace as target eigenvalues.
We note that m and l need not necessarily be the same for all cycles. However, we assume this here to keep the notation as simple as possible.
In 
ðkÞ . We next characterize these interpolation nodes, and for this we require the following result.
LEMMA 3.1 (see [25] ). Let θ If Γ is a Jordan curve that contains the eigenvalues of A and K ðkÞ in its interior such that f is analytic in and on Γ, then
where x ðkÞ ðλÞ ¼ kbkW ðkÞ ðλI − K ðkÞ Þ −1 e 1 is the approximation to the solution of ðλI N − AÞxðλÞ ¼ b after k cycles of restarted FOM [24] , [25] , [26] with restart length m and l deflated eigenvalues, beginning with x 0 ðλÞ ¼ 0. Hermite-interpolates f at all eigenvalues of the compression H m . Similar statements apply to approximations based on Arnoldi-like and Krylov decompositions (such as the restarted Arnoldi approximation as described in [11] ). However, in the case of Krylovlike decompositions, in which the Krylov subspace is represented by possibly linearly dependent vectors, not all eigenvalues of the matrix describing the action of A on the Krylov space in terms of these generating vectors can be active as interpolation nodes.
For where the columns ofỸ ðk−1Þ have lost orthogonality due to rounding errors but are still linearly independent (see (3.5)). We compute a QL decomposition
where Q ∈ C N ×ðlþ1Þ has orthonormal columns, which, in particular, implies that Y
ðk−1Þ
has orthormal columns, and whereL ∈ C l×l is an invertible lower triangular matrix. An easy computation shows that As described above this new (orthonormal) decomposition is expanded by m subsequent Arnoldi steps. REMARK 3.5. If A and b are real, complex arithmetic can be avoided by using real Schur decompositions in (3.4) .
Finally, we describe two ways the approximants f ðkÞ of (3.7) to f ðAÞb can be computed from the decomposition (3.6). They correspond to Algorithms 1 and 2 in [3] (for details, see the description provided there).
Taking into account the block triangular structure of K ðkÞ , there holds , it requires the evaluation of f ðK ðkÞ Þ, i.e., the evaluation of f of a matrix whose dimension grows with the number of restarts.
Algorithm 2 avoids this drawback, but it requires the knowledge of a rational approximation r to f given as a partial fraction expansion
Then 
Spectral deflation for matrix functions.
To motivate our deflation technique, we first consider an idealized situation. Suppose we are given an A-invariant subspace with respect to which A assumes the block triangular form
A partial solution to the evaluation of f ðAÞ is given by a polynomial p which Hermiteinterpolates f at the eigenvalues of A 1 , resulting in f ðA 1 Þ ¼ pðA 1 Þ. The error of this approximation with respect to the original problem is then
with a coupling matrix Z determined by the solution of the Lyapunov equation
We further assume that the spectra of A 1 and A 2 are disjoint, in which case (4.1) has a unique solution Z which depends continuously on the right-hand side, whereby convergence of pðA 2 Þ to f ðA 2 Þ implies Z → O. Therefore, given the eigenvalues of A 1 , the original problem is reduced to the task of approximating f ðA 2 Þ.
Our algorithm constructs successively improved approximations of the invariant subspace associated with the target eigenvalues by steering the restarted Krylov subspaces in this direction. Despite the well-known fact that a Krylov space cannot contain an A-invariant subspace without being A-invariant itself (cf., e.g., [12] ), we observe that an approximate deflation is obtained for approximately invariant subspaces.
Next, consider the situation at the beginning of the kth restart cycle of the deflated restarting method. The update obtained in this cycle results from an interpolation at additional nodes, namely, the eigenvalues of G ðkÞ . Assuming rangeY ðk−1Þ has converged sufficiently close to the target space (see [5] 
but now ρ Ã 1 and ρ Ã 2 are contained in ½λ 2 ; λ N and lie symmetric to ðλ 2 þ λ N Þ∕ 2, where λ 2 denotes the second-smallest eigenvalue of A.
Numerical examples.
In this section we illustrate the behavior and the performance of our restarted Arnoldi method with and without deflation, and we compare it with the unrestarted Arnoldi method. A comprehensive comparison of the deflated restarting method with other polynomial Krylov methods (see, e.g., [9] , [40] , [20] , [8] ) is beyond the scope of this paper and will be the subject of future work. Methods based on rational Krylov spaces (cf. [30] , [31] , [10] , [23] , [15] , [6] , [17] ) may also be an attractive alternative to polynomial methods, provided that shifted linear systems ðA − σI Þx ¼ v can be solved efficiently. However, in practical applications this is often not the case, as, for example, in lattice QCD calculations [7] . Moreover, the linear operator A is often not accessible in explicit matrix form, but only in the form of a subroutine that returns the product Av given v. We emphasize that solving the shifted systems with an inner unpreconditioned polynomial Krylov subspace iteration is not a viable approach, as the overall method is then again a polynomial Krylov subspace method.
The following computations were carried out in MATLAB 2009a on an Intel Xeon 5160 at 3 GHz with 16 GB RAM. The operating system was SuSE Linux Enterprise Server (SLES) Version 10.
A simple example.
We first illustrate several aspects of the deflated restarting Arnoldi approximation by computing f ðAÞb ¼ A 1∕ 2 b with A ¼ diagð1; 2; : : : ; 100Þ ∈ R 100×100 ; b ¼ ½1; 1; : : : ; 1 T ∕ ffiffiffiffiffiffiffi ffi 100 p ∈ R 100 : Figure 5 .1 shows the errors of the unrestarted Arnoldi method and of the restarted Arnoldi method with restart length m ¼ 10. As to be expected, restarting significantly slows down the speed of convergence. But we also see that this can be compensated (at least partially) by deflated restarting (again m ¼ 10) with l ¼ 1, 3, or 5 eigenvalues. On the left, the target eigenvalues were chosen as the l eigenvalues of A which are closest to the singularity of f , i.e., in this case the l smallest eigenvalues. The intimate connection between the Arnoldi approximation and polynomial interpolation motivates this choice. On the right, we also see that targeting the largest eigenvalues results in no improvement of the speed of convergence. Note that we have added in both figures also dotted lines depicting the convergence behavior of the restarted Arnoldi method (m ¼ 10) without deflation applied to the reduced problems where the target eigenvalues have been removed, i.e., applied to A ¼ diagðl þ 1; l þ 2; : : : ; 100Þ on the left and to A ¼ diagð1; 2; : : : ; 100 − lÞ on the right. These dotted lines are parallel to the corresponding solid ones, indicating that the asymptotic convergence rate of the undeflated restarting method applied to the deflated problem is equal to the asymptotic convergence rate of the deflated restarting method applied to the original problem.
The appropriate choice of the target eigenvalues is not so obvious if f has more than one singularity. As an example we consider f 1 ðzÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi z − 0.95 p ∕ ð101 − zÞ, restart length m ¼ 10 and choose the l − smallest (closest to the algebraic branch point z ¼ 0.95) eigenvalues and the l þ largest (closest to the pole z ¼ 101) eigenvalues of A ¼ diagð1; 2; : : : ; 100Þ as targets, where in f 1 . The asymptotic convergence behavior, i.e., the linear convergence factor, of a restarted Arnoldi method depends only on the location of the singularities of f , not on their type. At first glance, the pronounced difference between both sides of Figure 5 .2 seems to contradict this statement. However, the convergence curve for restarts without deflation (l ¼ 0) for f 1 changes its slope after eight restarts and shows, from then on, the same slope as the corresponding curve for f 2 . Similar observations can be made for deflated restarts in the cases l − ¼ 0, l þ ¼ 5 and l − ¼ 1, l þ ¼ 4. In the remaining cases, the point of transition occurs after the relative error has been reduced to 10 −12 .
We next consider an entire function, i.e., a function without finite singularities, such as f ðzÞ ¼ expð−10zÞ. It is clear that the eigenvectors which belong to the smallest eigenvalues of A (the largest of −10A) have the greatest influence on f ðAÞ. Selecting l of them as targets leads to a dramatic acceleration of convergence as shown in Figure 5 .3. On the other hand, targeting the l largest eigenvalues of A would not lead to any improvement.
Finally, we illustrate our results on the interpolation nodes which underlie the deflated restarting technique. In Theorem 3.2, these nodes are characterized as a subset of the spectrum of K ðkÞ which is the union of the eigenvalues of its diagonal blocks G The latter ones converge to the target eigenvalues of A, whereas the first ones show an asymptotically periodic behavior; i.e., they possess (at most) 2l limit points in the spectral interval of A (which is observed for arbitrary restart lengths m but has been proven only for m ¼ 1; see [2] ).
5.2.
A symmetric problem: 3D-Laplacian. We approximate f ðAÞb ¼ A −1∕ 2 b, where A ∈ R n 3 ×n 3 is the matrix obtained by finite-difference discretization of the threedimensional (3D) Laplace operator on the unit-cube with n ¼ 100 interior grid-points in each Cartesian coordinate direction, and b ∈ R n 3 is a random vector of unit length. To this end, we replace f ðzÞ ¼ z −1∕ 2 by its well-known Zolotarev rational approximation r 17 ðzÞ of type (16, 17) on the convex hull of ΛðAÞ [1, Appendix E]. This rational approximation is sufficiently accurate to reach the absolute stopping accuracy ε ¼ 10 −12 , on which our timings of the algorithms are based. More precisely, we stopped iterating once an approximation f ðkÞ satisfied kf ðAÞb − f ðkÞ k ≤ ε. We considered an Arnoldi approximation of high order 1,000 as the "exact" value of f ðAÞb.
In Table 5 .1 we summarize the results of our numerical tests. Since A is symmetric, we have used the Lanczos three-term recurrence in both the restarted and standard (unrestarted) Krylov algorithms. The target eigenvalues are those closest to the origin. Note that the unrestarted Lanczos method requires only 395 matrix-vector products to satisfy our stopping criterion. It is known that this method yields near-optimal approximations (1.2) satisfying [14] , [34] ). This near-optimality is, of course, hard to beat with a restarted Lanczos method, which usually requires more matrix-vector products. However, the number of matrix-vector products of the restarted Lanczos method decreases significantly and comes closer to 395 as the number of approximate eigenvectors l is increased. The number of matrix-vector products also decreases with increasing restart length m, the intuition behind this being that the restarted Lanczos method then "comes closer" to the unrestarted Lanczos method (the Krylov basis vectors become "closer" to orthogonal). For symmetric problems, the main advantage of our restarted method comes into effect when the Krylov basis vectors are sufficiently long that they can no longer be held in the main memory of the computer. If moving these vectors to secondary storage and reloading them when needed is not an attractive option, one could employ a two-pass Lanczos variant, in which the Krylov basis vectors are regenerated when they are required for assembling the approximation to f ðAÞb. This doubles the number of matrixvector products and is clearly not an option when matrix-vector products are expensive, e.g., for matrices A with sufficiently many nonzero entries. In our example, where A has at most 7 nonzeros per row, the restarted method with deflation is already significantly faster than the two-pass Lanczos method, e.g., for m ¼ 50 and l ¼ 5.
A pragmatic recommendation for using a restarted Lanczos method for approximating f ðAÞb is to choose the restart length m as large as possible (this is dictated by the available main memory of the computer and the feasibility of evaluating f ðH ðkÞ Þ efficiently). The choice of a suitable value of l depends on the target eigenvalues and properties of f , but, as a rule of thumb, we found l ∈ ½0.05m; 0.1m often successful. More elaborate heuristics that have been proposed in the context of restarted Krylov subspace methods for eigenvalue calculations [38] , [41] could also be applied for determining l.
5.3.
A nonsymmetric problem: advection-diffusion. We consider the initial value problem (cf. [36] , [3] ) and the boundary Γ ¼ ∂Ω is divided into the inflow boundary Γ in ≔ ½−1; 0 × f0g, the outflow boundary Γ out ≔ ½0; 1 × f0g, and the remaining portion Γ 0 . Pe denotes the Péclet number.
We discretize the advection-diffusion operator for Pe ¼ 10 in space using linear finite elements on a triangulation generated by the adaptive mesh generation facility in the COMSOL MULTIPHYSICS finite element software (version 3.3a). After multiplying from the left by the square root of the (lumped) mass matrix, the semidiscretized problem is a system of ODEs u 0 ðtÞ ¼ AuðtÞ þ g; uð0Þ ¼ u 0 ;
where A ∈ R N ×N with N ¼ 5; 042, N ¼ 12; 269 and N ¼ 30; 341 (after zero, one, and two refinements of the mesh, respectively), and the constant inhomogeneous term g results from the inhomogeneous Dirichlet boundary condition. We then approximate the matrix exponential part of the solution
at time t ¼ 6, at which the flow has reached a steady state, starting from rest u 0 ¼ 0, using the unrestarted Arnoldi approximation as well as the restarted Arnoldi method with and without deflation. We note that an equivalent representation for the function uðtÞ in (5.2) is given by
where φ 1 is known as the first "phi-function" in the exponential integrator literature. The evaluation of (5.3) is slightly less expensive than that of (5.2) due to the absence of linear system solves, where it should be noted that, if solving systems with A is feasible, rational Krylov methods may be the better alternative. Moreover, (5.2) could be affected by ill-conditioning whenever eigenvalues of A approach the origin; this is not an issue in (5.3) as φ 1 is an entire function. However, we use (5.2) in our numerical computations to make the results comparable to the ones reported in [3, section 6.3] .
In [3, section 6 .3] we considered a similar advection-diffusion problem and observed a loss of about 4-6 digits of final accuracy when replacing expðzÞ in (5.2) by its rational Cody-Meinardus-Varga (CMV) approximation r 16 ðzÞ of type (16, 16) , compared to using the MATLAB function expm. The reason for this loss is that the CMV approximation is only optimal on ð−∞; 0 and A's field of values extends far outside this interval. We found experimentally that the restarted Arnoldi method obtains about the same final accuracy as with expm if we use a shifted approximation expðzÞ ≈ expð−σÞr 16 ðz þ σÞ with σ ¼ 15 (similar observations were made in [22] , [35] ). This indicates that the loss of accuracy observed in [3] was not caused by an instability in our implementation of the restarted Arnoldi method, but it can be attributed to the insufficient accuracy of the rational approximation used there.
The results of our numerical tests are given in Table 5 .2, the absolute stopping accuracy being ε ¼ 10 −12 . The target eigenvalues were those closest to the origin. Besides the advantage of the fixed storage requirements of m Krylov basis vectors, the restarted Arnoldi method requires a number of inner products which grows only linearly with the number of matrix-vector products (compared to a quadratic growth in the unrestarted case). This is the reason why the restarted Arnoldi method performs faster than the unrestarted version even for moderate problem sizes (for all three problem sizes the restarted method is about 2-4 times faster than the unrestarted; cf. Table 5 .2). We again observe that deflation significantly reduces the number of matrix-vector products and thereby improves the overall performance of our restarted Arnoldi method.
6. Summary. We have shown how the spectral deflation techniques known for restarted Krylov subspace methods for computing selected eigenpairs and solving linear systems of equations can be extended to the approximation of f ðAÞb. The associated approximation rests on an extension of the representation Lemma 2.2 to Krylov-like decompositions, which in turn represents a generalization of the Krylov decompositions of Stewart [39] to accommodate linearly dependent vectors. The resulting deflated restarting scheme was characterized as an interpolation process, in which a number of interpolation nodes close to the target are replaced by improved eigenvalue approximations in each cycle. Numerical examples indicate that this technique can substantially accelerate restarted Arnoldi approximations to f ðAÞb by deflating eigenvalues close to singularities or dominant values of f . To the best of our knowledge, this deflated restarting technique is the only available Krylov method for approximating f ðAÞb with short recurrences and spectral adaptation, even in the absence of a priori information on the spectrum of A. 
