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Closed, interacting, quantum systems have the potential to transition to a many-body localized
(MBL) phase under the presence of sufficiently strong disorder, hence breaking ergodicity and failing
to thermalize. In this work we study the distribution of correlations throughout the ergodic-MBL
phase diagram. We find the typical correlations in the MBL phase decay as a stretched exponential
with range r eventually crossing over to an exponential decay deep in the MBL phase. At the
transition, the stretched exponential goes as e−A
√
r, a decay that is reminiscent of the random
singlet phase. While the standard deviation of the log(QMI) has a range dependence, the log(QMI)
converges to a range-invariant distribution on all other moments (i.e., the skewness and higher) at
the transition. The universal nature of these distributions provides distinct phenomenology of the
transition different from both the ergodic and MBL phenomenologies. In addition to the typical
correlations, we study the extreme correlations in the system, finding that the probability of strong
long-range correlations is maximal at the transition, suggesting the proliferation of resonances there.
Finally, we analyze the probability that a single bit of information is shared across two halves of a
system, finding that this probability is non-zero deep in the MBL phase but vanishes at moderate
disorder well above the transition.
PACS numbers: 75.10.Pq,03.65.Ud,71.30.+h
I. INTRODUCTION
While most phases of matter are related to the prop-
erties of the ground state or the thermal density ma-
trix of a system, eigenstate phases of matter are char-
acterized by properties of a system’s interior eigen-
states. The two most well-known eigenstate phases
are the many-body localized (MBL) phase, present
in sufficiently disordered interacting systems, and the
standard ergodic phase into which it transitions [1–6].
The eigenstates of the MBL and ergodic phases are
qualitatively different in their properties, which affects
the dynamical properties of their system. MBL eigen-
states show area-law entanglement [7–10], their corre-
lations typically decay quickly with range [11], and lo-
cal observables vary wildly with energy, thus violating
the eigenstate thermalization hypothesis (ETH) [4,
12–16]. On the contrary, ergodic eigenstates show
volume-law entanglement, correlations typically decay
slowly, and the ETH is satisfied as local observables
vary smoothly with energy. While much is known
about eigenstates in the MBL and ergodic phases, the
properties of eigenstates at the critical point between
these phases are less well understood. So far, the plu-
rality of numerical evidence suggests localized eigen-
states with sub-volume law entanglement [6, 10, 17–
19], bimodality in the distribution of the entanglement
entropy [9], and some forms of range-invariance [20–
23]. In addition, there is a body of work on renormal-
ization group (RG) approaches to the phenomenology
of the MBL transition [24–33]. Transitions in Floquet
models have also been considered, with average long-
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Figure 1. Summary of results of this work on the distribu-
tion of log(QMI) and the second Schmidt eigenvalue (λ2)
of the half-cut reduced density matrix. Blue bar shows
the region of stretched exponential decay as a function
of range r (exp
[−Arβ]) of the typical QMI (equivalently
polynomial decay of the mean of log(QMI)) starting at
β = 1/2 at W1/2 = 2.9 and going to β ≈ 1 at W1 ∼ 8.
The standard deviation of log(QMI) (yellow) is linear at
all W in the MBL phase with an L-independent cross-
ing of C as marked on the figure. The range-invariance
of the skewness (and higher moments) of log(QMI) also
happens at W = W1/2 = 2.9. The probability of finding
range-invariant strong values of the QMI ≥ log 2 is largest
at the W shown, suggesting the proliferation of multi-site
resonances. The green bar indicates the region where the
probability of λ2 = log 2 is finite. All values are at finite
L = 18 and we expect that 2.9 < W < 4 all lie within
the critical transition region for this L, and likely trend
towards the same value of W in the thermodynamic limit.
distance correlations peaking at the transition show-
ing system size independence [34].
In this work we focus on the correlations across a
system throughout the MBL-ergodic phase diagram,
providing extensive phenomenology in the MBL phase
and at the transition. Correlations have played key
roles in understanding phases of matter and critical
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Figure 2. Probability distributions of the logarithm of the
two-site QMI for a system of size L = 18 for all ranges
r = |i − j| (between sites i and j) in the ergodic phase
(W = 1), around the transition (W = 3), and deep in
the MBL phase (W = 8). Stars indicate the mean of the
distributions and triangles indicate their median, which
shows similar behavior. While the typical (log-averaged)
QMI is constant with range in the ergodic phase, it decays
exponentially deep in the MBL phase, and as a stretched
exponential of the form e−Ar
β
, with 1/2 < β < 1, at
moderate values the of disorder strength on the MBL side
of the phase diagram. At the transition, the decay follows
a stretched exponential with β = 1/2, i.e., QMItyp =
e−A
√
r. We only consider distributions that are well above
machine precision, i.e., those with at least 99% of their
mass above QMI = 10−14 (Appendix B).
points. In disordered systems, understanding the dis-
tribution of correlations, including their typical val-
ues, has been particularly insightful. One canonical
example of this is the random singlet phase, which
appears as a universal fixed point in the strong disor-
der renormalization group (SDRG) analysis of many
disordered ground state spin systems [35–39]. In
the random singlet phase, typical correlations exhibit
stretched exponential behavior and universal features
are anticipated for the full distribution of correla-
tions [35].
One way to quantify correlations is through the
quantum mutual information (QMI). The primary
tool of this paper is the computation of the QMI in the
spin- 12 nearest-neighbor antiferromagnetic Heisenberg
chain with random onsite magnetic fields:
H(W ) =
1
4
L−2∑
i=0
~σi · ~σi+1 − W
2
L−1∑
i=0
hiσ
z
i . (1)
where the onsite magnetic fields {hi} are sampled uni-
formly at random from [−1, 1] and W is the disorder
strength. The model of Eq. (1) has been studied ex-
tensively in the context of MBL [6, 8, 9, 11, 16, 19,
22, 40–54]. The two-site QMI was introduced in the
context of MBL in Ref. [11], where the authors found
evidence for exponentially decaying QMI with range
in the MBL phase and slower decay in the ergodic
phase. Our goal will be to look at the distributions
of the QMI considering both the typical and extreme
(atypically strong) correlations.
The key results of this work are the discovery of
• Stretched exponential behavior, exp [−Arβ]
(where r is the range between two spins), of
typical correlations both at the transition and
in the MBL phase, spanning from β = 1/2 at
the transition and approaching β = 1 around
W ≈ 8. Interestingly, the random singlet phase
has the same decay of the typical correlations as
the MBL-ergodic transition.
• Range-invariant universal (in the skewness and
higher statistical moments) distributions of the
log(QMI) at the transition. Even excess stan-
dard moments of these distributions are zero.
• Range-invariant strong pairwise QMI at the
transition suggesting the existence of resonating
cat states at all ranges at the critical disorder
strength between the MBL and ergodic phases.
Note the idea of a stretched exponential scaling of
various quantities at moderate disorder has appeared
in the MBL literature. Refs. [27, 29, 55] discuss a
stretched exponential decay of the average (not typi-
cal) correlations in the MBL phase from a simplified
RG analysis, a microscopically motivated RG scheme,
and a toy model, respectively. Refs. [31, 32] consider
instead the size of ergodic inclusions in the system;
through RG arguments they find stretched exponen-
tial scaling of the size of these inclusions in the MBL
phase and power law decay of their size at the transi-
tion. Using a heuristic numerical algorithm, Ref. [53]
finds evidence for the algebraic scaling of the cluster
sizes at the transition, crossing over to a stretched ex-
ponential scaling of the cluster sizes upon entering the
MBL phase and eventually becoming exponential at
strong disorder strengths.
Our results are qualitatively different, finding
strong numerical evidence for stretched exponential
behavior of typical correlations both in the MBL
phase and at the transition. Interestingly, our numer-
ics are cleanest and most compelling at the critical
point. We note the stretched exponential behavior
we find is clearly distinct from a power law. It is an
interesting open question how this compares to the av-
erage correlations found in various RG analyses and
toy models as well as how typical correlations relate
to the size of ergodic grains.
In Section II we analyze the structure of the typical
correlations as well as look at the various moments of
the log(QMI). In Section III we show our results on
the extremal values of the QMI and their relation to
scale invariant resonances. In Section IV we discuss
the statistics of the second singular value of the bipar-
tite entanglement entropy which has been proposed
recently as a robust order parameter in the ergodic-
MBL phase diagram [56]. Finally, in Section V we
summarize our findings and discuss their implications.
3For L = 18, we obtain 100 eigenstates close to en-
ergy density  ≈ 0.5 per disorder realization, over 104
disorder realizations, obtaining a total of 106 eigen-
states. For L = 14, 16, we obtain 5 eigenstates close
to  ≈ 0.5 per disorder realization, over a total of
2× 105 disorder realizations, obtaining also a total of
106 eigenstates per system size. We do this for differ-
ent values of the disorder strength W .
II. TYPICAL CORRELATIONS
In this section we look at the typical values of two-
point correlations in an eigenstate of the Hamiltonian
of Eq. (1) throughout the ergodic-MBL phase dia-
gram. We use the QMI between all pairs of sites
in a one-dimensional spin chain as a measure of the
strength of their correlation that is agnostic to the
choice of any particular correlation function. The
QMI measures all correlations, both classical and
quantum, between subregions in a system. The QMI
between subregions A and B is defined as:
QMIAB ≡ SA + SB − SAB , (2)
where SA is the Von Neumann entanglement entropy
between subsystem A and its surroundings; we always
work with the QMI between pairs of sites, i and j,
which we denote QMIij . The two-site QMI has a
maximum value of 2 log(2), which occurs when two
sites form a singlet. However, in many-body systems
it is very rare for two sites to form a singlet with-
out being entangled to other sites; in the case of a
multi-site singlet (i.e. linear superposition between
two product states which differ on k > 2 spins), the
QMI between two sites is equal to log(2). We define
r as the range between two sites, i.e., r ≡ |i − j|.
Ref. [11] finds that the typical values of the QMI de-
cay exponentially with r in the MBL phase and slower
than exponentially in the ergodic phase. Here we fo-
cus in detail on the question of the behavior of the
typical correlations along a one-dimensional system
in the ergodic-MBL phase diagram.
We work with the distributions of the log(QMI)
(see Fig. 2, where, for readability, the log10(QMI)
is presented), as opposed to the distributions of the
QMI. We consider the log(QMI) for each range r
separately. A first visual inspection shows compact
distributions that are constant across ranges at weak
disorder and decaying and broadening (with r) distri-
butions at moderate and large disorder. Also, the dis-
tributions seem skewed in opposite directions at large
and small disorder strengths.
In Section II A we study the decay of the typical
correlations with r; surprisingly, we find a region in
the MBL side of the phase diagram with a stretched
exponential decay at moderate values of the disor-
der strength W terminating at the transition with
a stretched exponential with exponent 1/2; this has
similarities with the random singlet phase that arises
as a fixed point in renormalization group studies of
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Figure 3. Log-log plot of − log (QMItyp) as a function of r
for a system of size L = 18. We can see that for moderate
and large disorder strength (W = 3.0 and 8.0 in the plots)
the stretched exponential ansatz (QMItyp = e
−Arβ ) fits
well the data at large r. A linear fit to the curves is shown,
as well as the interval of data taken for the fit (red vertical
lines). Deep in the ergodic phase (W = 0.5), QMItyp is
constant. At slightly higher values of the disorder strength
(W = 1.5), it is unclear what the functional form of the
curve is, since the fit to a stretched exponential is not
reliable. See Appendix E for fits over all values of L and
W .
disordered systems [35, 38, 39]. In Section II B we
look at the standard deviation of these distributions,
finding they increase linearly with range r. Next, in
Section II C, we study the skewness and higher sta-
tistical moments of the distributions; our results show
that these moments take a universal value at the tran-
sition for large enough ranges. This implies that the
distribution of log(QMI) is universal at the transition
beyond the first two moments. Finally, in Section II D
we summarize and discuss our findings on the typical
correlations. As we can see in Fig. 2, the QMI reaches
machine precision (≈ 10−15) at large range r and large
disorder strength W ; we only consider those points
(i.e. the triplet (L,W, r)) for which the distribution
of the log(QMI) has at least 99% of its mass above
QMI = 10−14, i.e., one order of magnitude above
the machine precision threshold of double-precision
floating-point numbers (see Appendix B).
A. The decay of QMItyp
The typical values of the QMI are defined as the
log-averaged QMI:
QMItyp ≡ 〈QMI〉log = e〈log(QMI)〉, (3)
i.e., it is computed by exponentiating the mean of the
distributions of Fig. 2. We find that QMItyp fits a
stretched exponential of the form
QMItyp = e
−Arβ , (4)
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Figure 4. Top: Exponent β of the stretched exponential
of the decay of the typical QMI, QMItyp = e
−Arβ . In-
set shows W1/2 (at which β = 1/2) as a function of 1/L
(W1/2 = 2.50, 2.69, 2.88 at L = 14, 16, 18, respectively).
Middle left: Average residual squared per point in the
linear fit QMI
1/β
typ = −Ar + B. Middle right: B as a
function of W . B is zero if the stretched exponential as-
sumption was correct (W > W1/2). Bottom: coefficient
A as a function of W . Inset shows WAmin as a function
of 1/L. Middle and bottom: We show dashed vertical
lines at the values of W1/2 extracted from the curves in
the top panel.
at large range r in the MBL phase and at the tran-
sition. This is demonstrated by the linear behav-
ior on the log-log plot of − log (QMItyp) in Fig. 3.
This linear fit is especially compelling at the transi-
tion (W ≈ 3.0 for L = 18) where essentially all ranges
are well fit by a linear curve. In the ergodic phase, at
intermediate values of the disorder strength (W = 1.5)
the linear fit is of poor quality, and deep in the ergodic
phase (W = 0.5) we find that QMItyp is constant with
r.
We can extract the exponent β from the slope of
the fit to the log-log plot. The values of β are pre-
sented in the top panel of Fig. 4 (confidence inter-
vals are defined by the maximum (minimum) β found
over all linear fits of three or more consecutive points
in the region fitted; see Appendix E). As discussed
above, the values of β are not reliable at low disor-
der strength; despite this, we present all values of β
even when not reliable. By visual inspection, we con-
sistently find, across different system sizes L, that the
fits from which we extract β are of good quality above
W1/2, which we define as the value of W at which
β = 1/2. Interestingly, the data on the log-log plots
from which β is extracted falls below the linear fit at
low ranges for weak disorder, while it lays above the
linear fit at large values of W . All ranges, including
low range data, fall exactly on top of the linear fit pre-
cisely when β = 1/2 (see Appendix E for additional
data).
The stretched exponential behavior therefore seems
to extend from W1/2 up to a value of W for which
β ≈ 1. The inset of Fig. 4 shows W1/2 as a func-
tion of 1/L for the three values of L we measure. A
naive extrapolation to L → ∞ seems consistent with
W1/2 coinciding with the critical value of W in the
thermodynamic limit, i.e., W1/2(L→∞) = Wc ≈ 4.
In order to back our observation that the decay of
QMItyp follows a stretched exponential (Eq. 4) down
to the value of W for which β = 1/2 (W1/2), we
present in the middle-left panel of Fig. 4 the aver-
age residual squared per point in the fits from which
β was extracted, i.e., log-log plots like those of Fig. 3.
We can see that the residuals are consistent with high-
quality fits at and above W1/2, where they are practi-
cally zero. Below W1/2 (shaded our region) the resid-
uals per point rapidly increase.
Finally, the bottom panel of Fig. 4 shows the val-
ues of A in the stretched exponential as a function of
W for different system sizes L. We extract A from
the slope of a linear fit of log(QMItyp)
1/β
= A′r+B,
where β takes the empirically obtained value of the
top panel of Fig. 4, and A′ = A1/β . Note that this
is only correct if B = 0 in the fit, which simultane-
ously corresponds to our stretched exponential ansatz
being correct. Indeed, these fits find B to be practi-
cally zero (within error bars) for W ≥W1/2, as shown
in the middle-right panel of Fig. 4, which is an ex-
cellent a posteriori consistency check for our ansatz,
independent of the residuals of the middle-left panel.
On the contrary, B grows rapidly below W1/2, where
the ansatz breaks. As in the case of β, we show in
the bottom panel all values of A found, regardless
of their reliability. We have highlighted two sets of
points (marked as stars). First, the values of A(W1/2)
show an increasing trend as W1/2 shift towards higher
values of W with system size; we will revisit this in
Section II D. Second, we drive the reader’s attention
to the points at which A is minimal, WAmin . The
QMI decays exponentially deep in the MBL phase,
i.e., QMItyp = e
−Ar; since the system should local-
ize further as W increases, A must increase with W
if the decay is exponential. Note 1/A is a localization
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Figure 5. Top: Standard deviation of log(QMI) as a func-
tion of range r for different values of the disorder strength
W , for systems of size L = 18. We can see at sufficiently
large r that the scaling is linear with r. Linear fits at
1 /W / 2 and W ' 8 are of lower quality than other val-
ues of W . Note that points affected by the finite machine
precision have been removed and that finite size effects are
present at the largest values of r. Bottom: Slope C of
the linear fit of σ [log(QMI)] = C · r+D for different sys-
tem sizes. The transition region from C ≈ 0 to C ≈ 0.5
seems to be consistent with typical estimates of the criti-
cal disorder strength. At large W our data shows C slowly
dropping with W ; it is unclear whether this is affected by
the lack of large r points at large W . At W = 15 we do
not have large enough ranges to reach the linear scaling
regime. Confidence intervals are defined by the maximum
(minimum) value of C found over all linear fits of three
or more consecutive points in the region fitted (see Ap-
pendix F).
length. For this reason, we anticipate that the decay
must be a stretched exponential out to at least WAmin ,
which we regard as a lower bound for the value of W
at which the decay transitions from stretched expo-
nential to exponential: W1. Our data suggests that
that W1/2 < W1 and W1 <∞ in the thermodynamic
limit, a situation where the stretched exponential de-
cay region is stable over a region in the MBL phase
before it becomes an exponential decay. However, we
cannot rule out two other scenarios in which either
W1/2 →W1 in the thermodynamic limit or W1 →∞.
B. The standard deviation
We use the standard deviation of the distributions
of log(QMI) as a measure of their width. It is already
apparent from Fig. 2 that the width of the distribu-
tions deep in the ergodic phase is constant. Around
the transition and in the MBL phase, the width in-
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Figure 6. Third excess moment (skewness; µ3) and fourth
excess moment (µ4) of log(QMI) as a function of W for
all ranges r for a system of size L = 18. Vertical dashed
lines at W = W1/2 (where we independently find β = 1/2
in Section II A) are shown. In both cases, the moments
are range invariant close to W1/2. Distributions are pos-
itively skewed at large W (for large enough r) and neg-
atively skewed at weak W . At the range invariant point
the skewness is close to -0.65. At the range invariant point
µ4 ≈ 0. Higher odd (even )moments show similar behavior
as the skewness (µ4) (see Fig. 7).
creases with r.
We present σ [log(QMI)] as a function of r in the
top panel of Fig. 5. These curves (after eliminating
distributions affected by machine precision, and ig-
noring finite size effects at large range r) follow linear
scaling as a function of r of the form σ [log(QMI)] =
Cr+D. The lower panel of Fig. 5 shows the values of
C as a function of W for different system sizes. Con-
stant σ [log(QMI)] deep in the ergodic phase gives
C = 0. In the MBL phase C / 0.5, dropping slowly
(or staying nearly constant) as W increases. Between
these two extremes at small and large W , there is a
rapid increase in C from C ≈ 0 to C ≈ 0.5, which gets
sharper at larger system sizes L. The curves at differ-
ent L cross at a value of W which is within the range
of typically estimated values of the critical Wc and we
can treat this as a poor man’s scaling collapse (our at-
tempts of carrying out a more formal scaling collapse
were unsuccessful at generating reliable results).
C. The skewness and higher moments
Fig. 2 shows that the distributions of log(QMI) are
skewed negatively deep in the ergodic phase, and pos-
itively deep in the MBL phase (at large enough r),
with perhaps a more symmetric, close to unskewed
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Figure 7. Colormap of the excess standardized moment µn for n = 3, 4, 5, 6, 7 and different system sizes L; µn is linearly
interpolated across W and contour lines are added for clarity; as usual, large W and r distributions that were affected by
the finite machine precision are removed. Vertical, dashed blue lines show the value of W1/2 at which the typical QMI
decays as a stretched exponential with β = 1/2. Contour lines show µn becomes range invariant close to W1/2. This
agreement is very close at smaller values of n; at larger values of n, however, we see the agreement becoming closer as
L grows. In addition, our results suggest even moments being range invariant at a value of zero (dotted contour line).
shape around the transition. In this section we study
the skewness of these distributions, as well as their
higher-order statistical moments.
The excess moment of order n of a distribution over
a random variable x is defined as:
µn ≡ E [(x− 〈x〉)
n]
σn
− µnorm.n = µstand.n − µnorm.n , (5)
where µstand.n is the standardized moment of order n
(normalized by the the n’th power of the standard
deviation) and µnorm.n is the n’th moment of the nor-
mal distribution, which by definition has all excess
moments equal to zero. µnorm.n is zero for odd n and
σn(n−1)!! for even n. The third standardized moment
is called the skewness.
In Fig. 6 we present the skewness (µ3) and µ4 of
log(QMI) as a function of W for each range r for a
system of size L = 18. As expected, the skewness
is negative at small W and positive for large ranges
r at large values of W . Interestingly, as seen more
clearly in the inset of Fig. 6, the curves of different
ranges cross at a point that is close to W1/2 for L = 18
(vertical dashed line), which was estimated indepen-
dently in Section II A as the disorder strength at which
β = 1/2. µ4 also becomes range invariant close to
W1/2. In addition, the scale invariant value of µ4 is
close to zero.
We now proceed to inspect the excess moments in
a more systematic way. Fig. 7 shows colormaps of µn
as a function of W and r. We see that odd (even)
moments look alike. In all cases the moments be-
come range invariant (at large enough ranges) close
to W1/2 (independently computed in Section II A)
with qualitatively different behavior between larger
and smaller W . The difference between the apparent
range-invariant value ofW andW1/2 decreases quickly
with L; for odd moments, even at small L, W1/2 is al-
ready very close to the range-invariant value of W . In-
terestingly, for even moments (but not odd moments),
the µn = 0 contour line is essentially at W1/2 at large
enough r and L = 18. Finally, we note that the ranges
at which µn shows range invariant behavior become
larger with n; in addition, in all cases we observe slight
finite size effects at the largest ranges.
D. Putting it all together
In summary, the typical correlations in a one-
dimensional spin chain of the model in Eq. (1) de-
cay exponentially deep in MBL. Deep in the ergodic
region, correlations are constant with range r. At
moderate disorder strength, and above Wc, (Wc ≤
W ≤ W1), typical correlations decay as a stretched
exponential (QMItyp = e
−Arβ ), which takes the form
QMItyp = e
−A√r at the transition (i.e., W1/2 = Wc)
7and the exponential form (β = 1) at W1. Our results
suggest both this stretched exponential and exponen-
tial decay region of the phase diagram are stable in
the thermodynamic limit [57]
The distributions of log(QMI) have constant
spread (standard deviation) deep in the ergodic phase.
At moderate and strong disorder strengths, they
broaden linearly with range r.
Our results show various similarities between the
ergodic-MBL transition and the random singlet phase,
which emerges as an infinite disorder fixed point in
strong disorder renormalization group studies of the
ground states of disordered spin systems. Typical cor-
relations, which decay as a stretched exponential with
β = 1/2 are found in the random singlet phase. In
addition, it is anticipated [35] that the random singlet
phase has invariance of the distributions of the loga-
rithm of the correlations divided by
√
r. Our results
are consistent with this for all standardized moments
(up to the 7’th); note however the standard devia-
tion (and also the variance, i.e., the second moment),
does not collapse even under the
√
r rescaling. This
might be regarded as the ergodic-MBL transition sat-
isfying a weaker version of universality as conjectured
in Ref. [35] for the random singlet phase. While we
find zero even excess moments, odd moments appear
to converge to non-zero values.
There is a paradox in the fact that at W1/2 the
distribution of log(QMI) takes a universal form with
a mean that decays with
√
r, while its standard de-
viation increases as Cr + D. Such family of distri-
butions would quickly (as r increases) have half of
their weight above QMImax = 2 log(2), which is an
upper bound for the QMI. In order for these scal-
ings (mean and standard deviation) to be compat-
ible with a fixed distribution of log(QMI) at long
range, the area under the distribution that lays above
QMImax has to vanish with r, or at least stay con-
stant. The only way out of this paradox is a coeffi-
cient A(W = W1/2, L) that increases at least as fast
as L1/2 with system size, but not with a smaller ex-
ponent. This way, larger values of r are only encoun-
tered for large values of L, which guarantee a large
enough coefficient A, and thus enough room for the
distribution to broaden while staying mostly below
the 2 log(2) threshold. Our results (see lower panel of
Fig. 4, W1/2 stars) are compatible with this scaling;
however, given the small amount of data (only three
small values of L), we cannot make any reliable claim.
In general, in the stretched exponential decay region,
we require A(W,L) to scale at least as L1−β .
III. EXTREME CORRELATIONS
In this section we study the strong tail of the distri-
butions of the QMI, i.e., the probability that a pair
of sites at range r apart has a very large QMI. In con-
trast to the typical values of the distribution of Fig. 2
that were studied earlier in Section II, we now focus
on the upper end of these distributions. Looking at
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Figure 8. Probability pr(s = 0.4) (see Section III) given
two sites i and j, with r = |i − j|, as a function of r for
different disorder strengths W (left) and L (right). Unre-
ported data points correspond to values for which we had
no samples and so were unable to estimate pr(s). Deep in
the MBL phase (W = 10), pr(s) decays with r, in line with
the localization of correlations. Deep in the ergodic phase
(W = 1), correlations are small and have small spread
in their order of magnitude (see Section II) so finding a
value of the QMI that exceeds s is improbable. Around
the transition (W = 3), the probability of finding strong
two-site QMI bonds becomes range invariant, i.e., is con-
stant as a function of r at sufficiently large r (and away
from finite size effects at very large r). Errors represent
the standard deviations of the distribution of pr(s) over
200 bootstrapping resamples of the disorder realizations.
Dotted lines represent the saturated value of pr(s), psat.
these extreme values of mutual information is probing
rare resonances in the system.
To systematically study the strong tail of the distri-
butions of the QMI, we define pr(s), i.e., the proba-
bility that a pair of sites i and j with range r = |i− j|
has a QMI larger than a threshold s. While we are
mostly interested in s = log(2) (or s = 2 log(2)) it is
impractical to get statistics on these values of s given
the rarity of such resonances. Instead, we consider a
set of systematically increasing s out to s ≈ 0.4.
Fig. 8 shows the decay of pr(s) as a function of r, for
fixed s (s = 0.4 in the figure). We find pr(s) becomes
range invariant around the transition (W = 3) for
large enough r (but away from the largest values of
r, in order to avoid finite size effects). Deep in the
MBL phase, our data shows pr(s) decays with r up to
the ranges that we have access to; at more moderate
values of W , while pr(s) gets smaller, our data is not
sufficient to distinguish between decaying and range-
invariant behavior. In the ergodic phase, pr(s) decays
very rapidly with r leaving us with very few samples
to analyze. That said, the physics of the decay in the
ergodic phase are fundamentally different than in the
MBL phase. In the ergodic phase, pr(s) is small due to
every spin being weakly entangled with all other spins,
which together with the monogamy of the QMI leaves
no room for a strong pairwise mutual information. In
the MBL phase, pr(s) is small because spins at large
r are very rarely entangled with each other. This can
be seen from Fig. 2: while the ergodic distributions
of log(QMI) are compact around a small value of the
QMI the MBL distributions are broad and centered
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Figure 9. Top: psat(s, L,W ) (see Sec. III A) as a function
of W . The position of the maxima Wmax ≡ Wpsat,max(s)
(stars) is obtained from a local high-order polynomial fit;
we find good results fitting to a polynomial of degree seven
for all points available in the interval W ∈ [0, 6.2]. Er-
ror bars, both in psat and Wmax, represent the standard
deviations of 200 bootstrap resamples over disorder real-
izations; the estimation of the Wmax is highly sensitive
across resamples for the largest values of s, hence the
large error bars. Bottom: Values of Wmax for different
L and their linear extrapolations for large s. Typically,
numerical studies find a critical disorder strength of about
Wc ≈ 3.8; as a visual guide, we have shaded in red the
region where Wc is thought to be in the thermodynamic
limit. The extrapolations are compatible withWmax ≈Wc
when s = log(2).
around an exponentially small value of the QMI, with
very rare strong values of the QMI at large range.
A. Proliferation of strong long-range
correlations around the transition
To better quantify the behavior of the strong
QMI pairs, we consider the saturation probability
psat(s, L,W ) as the probability pr(s) at large r for
each tuple (s, L,W ). The value of psat is shown in
Fig. 8(right) as a dashed line; the saturation value de-
cays slightly with L. We extract psat(s, L,W ) from
all values of (W,L) where pr(s) > 0 at all r; the
value is extracted by averaging pr(s) in the interval
r ∈ [10, L − 1]. In practice, this may include some
values of (s, L,W ) which are not truly saturated; this
will not affect the qualitative results we are consid-
ering here as we care about the large values of psat
which indeed look convincingly saturated.
Fig. 9(top) presents the values of psat as a function
of W for different thresholds s for a system of size
L = 18. We find that the maximum value Wmax(s, L)
of psat(s,W,L) (shown by a star) is at a disorder
strength W close to the transition. Notice that the po-
sition of Wmax(s, L) becomes unstable at large thresh-
old s, due to the small number of samples past that
threshold as well as the flatness of the curves around
the maximum.
In the bottom panel of Fig. 9 we plot Wmax(s, L)
as a function of threshold s for different L, finding
Wmax(s, L) rises linearly with s. A particularly in-
teresting value of the threshold is s = log 2, which
corresponds to the value of the pairwise QMI be-
tween all pairs of spins in the canonical multi-site
resonating “cat” state: 1√
2
(|Ψ1〉 + |Ψ2〉) where |Ψ1〉
and |Ψ2〉 are product states which differ in k > 2
spins. Although we cannot get any statistics on val-
ues of s which are this large, a linear extrapolation
finds that Wmax(log 2) ≈ 3.8 at L = 18, surprisingly
close to the best estimates of the transition from scal-
ing collapse [6]. This suggests the existence of long-
range multi-site resonances at the critical point whose
proliferation has been suggested in being responsible
for melting MBL; see Ref. [23] for a complementary
numerical approach for probing these long-range res-
onaces.
IV. EXTREME ENTANGLEMENT
EIGENVALUES
In this section, we study λ2 ≡ − log(ρ2), where ρ2 is
the second singular value of the reduced density ma-
trix of a subsystem over an eigenstate of the Hamilto-
nian in Eq. (1). Ref. [56] argues that the probability
of λ2 = log 2, i.e.,
p∗ ≡ lim
λ2→log(2)+
p(λ2), (6)
is finite throughout the MBL phase and zero in the
ergodic phase, allowing it to be used as an order pa-
rameter for the many-body localized phase of matter.
Moreover, the authors of Ref. [56] find p∗ is robust to
finite size effects, showing negligible variations across
different values of L for small system sizes. Note that
log(2) is the smallest possible value for λ2 and corre-
sponds to a single singlet entangling the subsystem to
its environment. Ref. [56] studies this in the Gaussian-
disordered random Heisenberg model, developing evi-
dence for this conjecture.
In this section, our study differs from Ref. [56] in
three important ways. Instead of the case of random
magnetic fields sampled from a Gaussian distribution,
we study the uniform-field case of Eq. (1). Secondly,
while Ref. [56] considered subsystems of size 5 (see
Appendix D), we consider subsystems of size L/2. Fi-
nally, to determine p∗, Ref. [56] looks at the proba-
bility density function (PDF) of λ2, in order to de-
termine whether p∗ is finite or zero as it approaches
log(2). In our results, we find this limit of the PDF
is very sensitive to the choice of bin size. The finite
size of the bins of our histograms were giving the illu-
sion that p∗ was finite with an estimated value of p∗
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Figure 10. Exponent γ of Eq. (7). Confidence inter-
vals correspond to the standard deviation of γ from 200
bootstrap resamples over the original disorder realizations.
γ = 1 deep in the MBL phase, which is compatible with
a non-zero value of p∗ (see Eq. (6)) and hence a non-zero
probability of finding a single singlet across the half cut
in the chain. At moderate disorder strengths and close to
the transition γ > 1, which implies a vanishing probability
of finding a singlet across the chain. Deep in the ergodic
phase we do not have enough extremal data to fit a power
law close to log(2). See Appendix G for more details on
the extraction of γ and its error bars.
which depended on bin-size. To alleviate this problem,
we instead consider the cumulative distribution func-
tion (CDF), which has no binning and which we find
presents a more robust method to estimate the behav-
ior of the distribution in the limit of λ2 → log(2). We
then look at the behavior of the CDF measuring the
exponent γ of its algebraic approach to log(2), i.e.,
lim
λ2→log(2)+
CDF (λ2) ∝ [(λ2 − log(2))]γ . (7)
For the PDF of λ2 to be non-zero as it approaches
log 2 (i.e., p∗ 6= 0) the CDF has to approach log(2)
with γ = 1. On the contrary, γ > 1 implies that
p∗ = 0.
Fig. 10 shows the empirical values of γ we find.
Deep in the MBL phase (i.e. W > 8), we find γ ≈ 1,
compatible with p∗ > 0 at large W (although we
can not rule out that even there γ is still marginally
above 1); therefore, we potentially expect a single sin-
glet spanning the two halves of the system deep in
the MBL phase. At moderate values of W but still
in the MBL phase as well as at the transition, γ is
significantly above 1, indicating that p∗ = 0. Like
Ref. [56], we do find that γ shows low sensitivity to
small changes in system size. This is presumably due
to the fact that singlets across a cut entangle primar-
ily, at moderate and strong disorder, spins close to
the cut, which are far away from the boundaries of
the system and therefore have low sensitivity to its
size (see Appendix A2).
V. CONCLUSIONS
Most of this work focuses on the sutdy of the cor-
relations throughout the ergodic-MBL phase diagram
of the model of Eq. 1 through the distributions of the
logarithm of the QMI. We have focused on two as-
pects of this distribution: the overall shape of the dis-
tribution (i.e its moments) and the extreme tails of
the distribution. Given the large amount of data (106
eigenstates at energy density  ≈ 0.5 per (W,L)) and
relatively large values of L, we can get precise results
on multiple aspects of these distributions.
The main contribution of our work is identifying
a region at moderate disorder strength that shows a
stretched exponential decay (QMItyp = e
−Arβ ) of the
typical correlations (log-averaged QMI) as a function
of range r. At the transition, this decay takes the form
QMItyp = e
−A√r, which is also found in the random
singlet phase. To further under the universality of the
distribution of log(QMI) at the transition we consider
higher moments. We find the log(QMI) is universal
for all moments except for the second moment, which
scales quadratically with range (σ[log(QMI)] scales
linearly). This has some similarities with the distribu-
tion of the logarithm of the correlations in the random
singlet phase which is conjectured to be universal af-
ter rescaling by
√
r to remove its mean [35] (note that
rescaling by its mean does not affect the scaling of
the standardized moments). The distributions of the
log(QMI) seem therefore to satisfy a weaker version
of the universality conjectured for the random singlet
phase. This aspect of the distributions should be a
key feature in determining the universality class of the
MBL-ergodic transition and can serve as a constraint
for the panoply of RG results which attempt to explain
the phenomenology of the MBL-ergodic transition.
A second key result has involved studying the atyp-
ically strong correlations across the system. Our re-
sults show the existence of large range-invariant pair-
wise QMI at the transition suggesting the existence
of proliferating multi-site resonances.
Finally, we have also studied the extremal values of
the second entanglement eigenvalue, λ2, which signals
the presence of a single bit of entanglement across a
bipartition of the system. Our results show that this
probability is only finite deep in the MBL phase, and
vanishes as a power law at moderate values of the
disorder strength and in the ergodic phase.
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Appendix A: Computation of the QMI
The two-site QMI for a spin-12 total magnetization
preserving model like the one in Eq. 1 is computed
from a few expectation values: 〈ni〉, 〈nj〉, 〈σ+i σ−j 〉,
and 〈ninj〉, where ni ≡ σ
z
i+1
2 . In particular,
QMIij = Si + Sj − Sij , (A1)
where
Si =− 〈ni〉 log(〈ni〉)− (1− 〈ni〉) log(1− 〈ni〉)
(A2)
Sij =− 〈ninj〉 log〈ninj〉
− 〈(1− ni)(1− nj)〉 log [〈(1− ni)(1− nj)〉]
− λ+ log(λ+)
− λ− log(λ−)
(A3)
with
λij,± =
〈(ni − nj)2〉 ±
√
(〈ni〉 − 〈nj〉)2 + 4|〈σ+i σ−j 〉|2
2
(A4)
with
〈(1− ni)(1− nj)〉 = 1− 〈ni〉 − 〈nj〉+ 〈ninj〉 (A5)
〈(ni − nj)2〉 = 〈ni〉+ 〈nj〉 − 2〈ninj〉. (A6)
Appendix B: Numerical precision in the
computation of the QMI
The eigenstates of the model of Eq. 1 are obtained
with double-precision floating-point numbers, which
means that the largest vector entry (assuming it is
O(1)) has a precision of ≈ 10−15. This implies the ex-
pectation values of Appendix A will also have a preci-
sion of about 10−15. When computing the QMI from
these expectation values, there are two points where
the precision might drop. First, all terms in Eqs. A2
and A3 are of the form x log(x), with 0 ≤ x ≤ 1.
A careful inspection shows that the precision of this
quantity (if x has a precision of 10−15) is of order
10−14 (e.g., x log(x) = −3.45× 10−14 for x = 10−15),
and the QMI overall has a precision of about 10−14.
Starting from vectors of precision 10−15 (as we do),
there is nothing we can do about this drop in preci-
sion.
There is another point at which precision can drop,
i.e., the computation of λ±, which involves squaring
expectation values that we have obtained with a pre-
cision of 10−15 followed by a square root. The square
needs of a precision of 10−30 in order to keep an over-
all 10−15 after the square root is taken. The use
of slightly higher-precision floating-point types such
as numpy.longdouble or numpy.float128 in python
does not solve this issue (note these types have typi-
cally a precision of 10−18). We instead make use of the
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Figure A1. Colormap with the high-order polynomial fits
of the top panel, normalized by the maximum value of psat.
Wpsat,max(s) is plotted, which is compatible with the max-
imum probability of finding strong, long-rangeQMI bonds
at the critical disorder strength Wc in the thermodynamic
limit.
decimal module in python in order to work with arbi-
trary precision; in practice we use 60 decimal places.
This gives us confidence that x has precision 10−15
in the x log(x) terms (note we cannot improve this
precision, given that we start our computation from
double-precision vector entries). The QMI ultimately
has a precision of ≈ 10−14. Below this threshold, the
distributions of the QMI of Fig. 2 still look smooth,
but should not be trusted. In practice we consider
only those distributions which have at least 99% of
their mass above 10−14, i.e., an order of magnitude
above the typical double-precision threshold of 10−15.
Finally, we find in practice that 1− 〈ni〉 and 〈(1−
ni)(1 − nj)〉 (see Appendix B) are on rare occasions
negative and of order / 10−15. This is expected from
the precision we work with. Since this is a problem
for the evaluation of their corresponding logarithms,
we substitute these values by 10−20. Note that, given
the magnitude of these terms, this substitution does
not reduce the precision of the QMI further.
Appendix C: Alternative view of psat and its
maxima
Fig. A1 shows a colormap with all fitted curves of
psat(s,W,L) obtained for thresholds between s = 0
and s = 0.4 and for three different system sizes. The
curves shown in the colormap have been normalized
by their maximum value, psat,max, so that they are all
visible in the plot.
Appendix D: Second entanglement eigenvalue for
a susbsystem of size 5
In Section IV we studied the extremal values of the
second bipartite entanglement eigenvalue λ2 over a cut
at the middle of the chain. However, Ref. [56] studied
this quantity over a cut between a subsystem A of
size LA = 5 and the rest of the chain. In Fig. A2 we
present the values of γ (see Section IV) for such a cut.
There is no substantial difference between this cuts
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Figure A2. Same as Fig. 10 of the main text for a cut
between a subsystem A of size LA = 5 and the rest of the
chain. Error bars represent the standard deviation of γ
across 200 bootstrapping resamples over disorder realiza-
tions.
and the half-cut of the entanglement entropy.
Appendix E: Log-log plots QMItyp for the
extraction of β
Figs. A3, A4, and A5 present all linear fits of
〈log(QMI)〉 as a function of range r in a log-log scale
for all (L,W ). As discussed in Section II A, this lets
us extract the exponent β of the stretch exponential
decay of QMItyp = e
−Arβ .
Appendix F: Standard deviations of log(QMI) and
linear fits to extract C
Figs. A6, A7 and A8 show all linear fits used in
Section II B in order to extract the slope C of the
linear scaling of σ [log(QMI)] = Cr+D as a function
of range r.
Appendix G: Linear fits to the CDF of the second
bipartite entanglement eigenvalue
Here we present data related to the extraction of the
exponent γ for the CDF of the second entanglement
eigenvalue, λ2, when it approaches λ2 → log(2)+,
which was discussed in Section IV. In particular,
Figs. A9, A10, and A11 linear regression results of
the fit on a log-log plot to the left-side tails of p(λ2)
as a function of λ2 − log(2). The slope of this fit is
equal to γ. In order to estimate the error bars for γ,
we perform a bootstrapping analysis with 200 resam-
ples over disorder realizations. The inset of the figures
provides the distribution of γ from bootstrapping; its
standard deviation is taken as an estimate of the error
on the estimation of γ.
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Figure A3. Log-log plots of − log10(QMItyp) as a function of range r for L = 14. We extract the exponent β of the
stretched exponential of Section II from the slope of a linear fit in the interval given by the red vertical lines. We can see
that the fit is good at strong disorder and down to the system size dependent value of W for which β = 0.5, corresponding
to the ergodic-MBL transition. W1/2 = 2.50 for L = 14; we can see that the fit is particularly good around W1/2, even
at the lowest ranges r. At W < W1/2 the linear fit overestimates log(QMItyp) at low r, while at W > W1/2 the linear
fit underestimates log(QMItyp) at low r.
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Figure A4. Same as Fig. A3 for systems of size L = 16. W1/2 = 2.69 for L = 16.
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Figure A5. Same as Fig. A3 for systems of size L = 18. W1/2 = 2.88 for L = 18.
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Figure A6. Linear fits to the standard deviation of log(QMI) as a function of r for different values of W and a system
of size L = 14. The linear fits are in general of very good quality, with the exception of 1 / W / 2 and W ' 8, where
we only have a few points in the linear scaling regime; at W = 15 we do not have enough points to even enter the linear
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Figure A7. Same as Fig. A6 for systems of size L = 16.
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Figure A8. Same as Fig. A6 for systems of size L = 18.
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Figure A9. Linear fits of the log-log representation of the left-side tail of the CDF of the second eigenvalue of the
bipartite reduced density matrix of a system of size L = 14. Red vertical lines denote the ends of the interval that
contains the points used in each case to make the fit. The slope of the fit gives us the exponent γ in the expression
CDF (λ2) ≈ (λ2 − log(2))γ , which is equivalent to equivalently PDF (λ2) ≈ (λ2 − log(2))γ−1 up to an additive constant.
Below W = 1.5, the low λ2 data is inexistent and we do not attempt to extract an exponent γ from a linear fit. Inset:
probability distribution of γ extracted from 200 bootstrap resamples over the 200K disorder realizations for this system
size. Bootstrapping was used in order to compute confidence intervals for γ, shown in Fig. 10.
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Figure A10. Same as Fig. A9 for systems of size L = 16. Inset: probability distribution of γ extracted from 200
bootstrap resamples over the 200K disorder realizations for this system size.
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Figure A11. Same as Fig. A9 for systems of size L = 18. Inset: probability distribution of γ extracted from 200
bootstrap resamples over the 10K disorder realizations for this system size.
