Learning from large datasets has been a challenge irrespective of the Machine Learning approach used. Twin Support Vector Machines (TWSVMs) have proved to be an efficient alternative to Support Vector Machine (SVM) for learning from imbalanced datasets. However, the TWSVM is unsuitable for large datasets due to the matrix inversion operations required. In this paper, we discuss a Twin Neural Network for learning from large datasets that are unbalanced, while optimizing the feature map at the same time. Our results clearly demonstrate the generalization ability and scalability obtained by the Twin Neural Network on large unbalanced datasets.
constraints as the number of points in the whole dataset. Thus, in principle, the TWSVM QPPs converge faster to a solution as opposed to the SVM.
x (i) (−1) Figure 1 : Architecture of the Twin Neural Network However, the TWSVM dual formulation which is conventionally used requires matrix operations such as inversion [8, Eqn (28)-(29)], which is not practical for large datasets due to the size of the data matrix. Further, these operations on large matrices may have issues of numerical stability, which tend to make formulations such as the Twin SVM unsuitable for large datasets. This motivates the need for a neural-network based training algorithm based on the principles of the Twin SVM, that enables effective generalization on large datasets. Another advantage obtained by developing such a framework is that as opposed to the conventional formulation which uses the same kernel function for samples of the two classes, the neural network based approach allows the kernel map to be separately optimized for samples of the two classes, which allows for better generalization.
Twin SVM Twin Neural Network
· Requires matrix inversion.
· Fixed kernel function · Unsuitable for large datasets. · Scalable · Implicit kernel optimization · Better generalization Formally, a neural network consists of a set of neurons stacked in an input and output layer, along with single or multiple hidden layers. These neurons are initialized with random weights. As the neural network learns from training samples, the weights are updated using an update rule derived on the basis of error minimization approaches such as gradient descent. Over iterations, these weights converge to their optimal values, allowing efficient prediction on test samples which need to be simply run through the network to obtain class predictions. Intermediate layer neuronal activations are computed using the optimal weights and the final layer arrives at a prediction for the test point. This makes neural networks scalable for large datasets, however it has been found that neural networks often suffer from overfitting and poor generalization ability.
In this paper, we propose a neural network formulation motivated by spirit of the TWSVM, whose architecture is summarized in Fig. 1 . The objective is to be able to harness the generalization ability of the TWSVM formulation for a neural network, thereby making it scalable for large unbalanced datasets. The added advantage is the inherent optimization of the kernel map separately for the two classes by the layers of the Twin NN. We illustrate this claim by computing the classification accuracy and training time for several large unbalanced datasets.
The rest of the paper is organized as follows. Section 2 discusses the formulation for the TWSVM and mentions the dual formulation which is commonly used in practice. Section 3 introduces the Twin Neural Network formulation, followed by Section 4 which shows experimental results to benchmark the performance of the proposed network. Finally, Section 5 presents the conclusions and future work.
The Twin Support Vector Machine
We begin by motivating the TWSVM from the classical SVM formulation, based on the inability of SVMs to classify unbalanced datasets efficiently. Consider a binary classification dataset of N samples in M dimensions X = {x (1) , x (2) , ..., x (N ) |x (i) ∈ R M , ∀i = 1, 2, ..., N }, with corresponding labels Y = {y (1) , y (2) , ..., y (N ) |y (i) ∈ {−1, +1}, ∀i = 1, 2, ..., N }. We can determine the number of points in each class from the this dataset. Let these be denoted as A = {x (i) |y (i) = +1} for samples of class (+1) and B = {x (i) |y (i) = −1} for samples of class (−1). The soft-margin Support Vector Machine (SVM) classifier has the following formulation. min w,b,ξ
where the separating hyperplane is given by the vector [w, b], C is the upper bound, ξ i represents the slack variables for the soft-margin formulation and α i represents the Lagrange multipliers. The SVM finds a maximum margin separating hyperplane for the binary classification dataset. This tends to be biased in cases when the dataset is unbalanced towards the class which has more number of samples. This is undesirable for better generalization on such unbalanced datasets. In order to address this situation, the TWSVM evolved as a viable alternative.
The TWSVM determines two non-parallel separating hyperplanes, each of which is as close as possible to points of one class while being at a distance of at least unity from points of the other class. Let these hyperplanes be denoted by the coefficient vectors w (+1) , w (−1) and bias terms b (+1) , b (−1) corresponding to classes (+1) and (−1) respectively. The TWSVM formulation thus involves solving the set of QPPs given by Eqns. (2)- (7) .
q ≥ 0
Here, data belonging to classes (+1) and (−1) are represented by matrices A [N A ×M ] and B [N B ×M ] respectively, where N A and N B are the number of points in each class such that N A +N B = N . e (+1) and e (−1) are vectors of ones of appropriate dimensions, q represents the error variable associated with the data point and C (+1) , C (−1) (> 0) are hyperparameters. It may be noted here that each of the optimization problems solved for the TWSVM has constraints of only the points belonging to one class, as opposed to the conventional SVM which has points of both classes in the constraints. This makes the TWSVM faster than the conventional SVM.
For a test point x, the prediction y is computed by a distance measure based on these two hyperplanes. Essentially, the closer the test point is to one of these hyperplanes, the corresponding class is assigned to it. This is summarized by Eqn. (8) .
In practice, it is more efficient to solve the dual formulation for the TWSVM, which is given by the Eqns. (9)- (10) .
As in the case of SVMs, the kernel formulation for the TWSVM is also possible, where the input dataset X is mapped to another feature space (often infinite dimensional) to introduce linear separability in the dataset samples in the mapped feature space. This is typically accomplished using a mapping function denoted by φ(·). The separating hyperplanes are then determined in this mapped space, which is often called as the kernel space.
However, it can be seen from the dual formulation of the TWSVM in Eqns. 9-10 that there is a requirement for matrix inversion. This makes it unfeasible for large datasets, where such computations require large memory and are often intractable. Hence, we look for an approach for using the TWSVM within a neural network framework, that would not require such computations thereby making it scalable for large datasets.
The Twin Neural Network Formulation
We consider a three-layer neural network to motivate the formulation of the Twin Neural Network, as shown in Fig. 1 , whose structure is described as follows. The input layer takes the training samples x (i) , i = 1, 2, ..., N and transforms it to a space φ(·) by the neurons of the hidden layer. The final or output layer of this network learns a classifier in the feature space denoted by φ(·), and the classifier hyperplane coefficients (weight vector w and bias b are used to arrive at the prediction for a test sample.
For the case of an unbalanced dataset, we propose the formulation of a Twin Neural Network, where two such networks are trained, whose error functions are denoted by E (+1) and E (−1) . These are defined as shown in Eqns. (11)- (12) .
To minimize the error, we set the corresponding derivatives to zero to obtain update rules for the weight vector w and bias b. The derivatives w.r.t. w (+1) and w (−1) are shown in Eqns. (13)-(14), which correspond to the weight update rules for our Twin Neural Network.
Derivatives w.r.t b (+1) and b (−1) are shown in Eqns. (15)-(16), which are used as the update rule for the bias terms in our Twin Neural Network.
Based on these, the weights and bias of the hyperplane are updated across the iterations until these hyperplane parameters coverge. The prediction on a test point x is obtained as follows. First, the point is mapped to the space φ(·) by the hidden layer. Then for the output layer, the label y is predicted using Eqn. 17.
In terms of machine complexity, it can be shown that the Twin NN formulation minimizes the VC dimension, which results in lower test set errors and hence better generalization. This is in addition to the benefit of scalability obtained as a result of using a neural-network based architecture. Drawing from Burges's tutorial [4] , the VC dimension γ of a classifier with margin d ≥ d min is bounded by [10] γ ≤ 1 + min(
where R denotes the radius of the smallest sphere enclosing all the training samples. The first Twin NN hyperplane w T (+1) φ(x)+b (+1) is similar to Eqn. 19 with the summation taken over samples of class (+1). Similarly, the second hyperplane w T (−1) φ(x) + b (−1) is identical to (19) with the summation taken over samples of class (−1).
Alternatively, the Twin NN objective function is a measure of the mis-classification error over samples that do not lie in the margin, and is summed over all the training samples of the other class. Hence, the Twin NN objective function tries to minimize a sum of a term that is related to the structural risk, and another that depends on the empirical error. Theorem 1. The Twin NN reduces the total risk by enforcing that an upper bound on the VC dimension is minimized. In effect, note that this is an approximation to the total risk. Vapnik and Chervonenkis [11] deduced, that with probability (1 − η),
and f λ is a function having VC-dimension h with the smallest empirical risk on a dataset {x i , i = 1, 2, ..., N } of N data points with corresponding labels {y i , i = 1, 2, ..., N }.
Experiments and Discussion

Results on UCI datasets
The Twin NN was tested on 20 benchmark datasets drawn from the UCI machine learning repository [1] , which included two class and multi-class datasets. Input features were scaled to lie between -1 and 1. Target set values were kept at +1 and -1 for the respective classes. For multiclass problems, a one versus rest approach [3, pp. 182, 338] was used, with as many output layer neurons as the number of classes. A Twin NN with one hidden layer was employed for obtaining these results. The number of neurons in the hidden layer and the hyperparameters were optimized by using a grid search. The K-Nearest Neighbor (KNN) imputation method was used for handling missing attribute values, as it is robust to bias between classes in the dataset. Accuracies were obtained using a standard 5-fold cross validation methodology. This process was repeated 10 times to remove the effect of randomization. The accuracies were compared with the standard SVM [5] , Twin SVM and Regularized Feed-Forward Neural Networks (RFNN) [2] . The results are shown in Table 1 , which clearly indicates the superior performance of the Twin NN compared to the SVM, Twin SVM and and RFNN for 15 of the 20 datasets.
In addition, we also present a comparative analysis of the performance of the Twin NN on UCI benchmark datasets w.r.t. other approaches in terms of p-values determined using Wilcoxon's signed ranks test [12] . The values for the Wilcoxon signed ranks test. The Wilcoxon Signed-Ranks Test is a measure of the extent of statistical deviation in the results obtained by using an approach. A p-value less than 0.05 indicates that the results have a significant statistical difference with the results obtained using the reference approach, whereas p-values greater than 0.05 indicate nonsignificant statistical difference. The p-values for the approaches considered are shown in Table 2 , which clearly indicates that the Twin NN works better than the reference approaches.
To verify that the results on the UCI datasets are independent of the randomization due to the data distribution across folds, we also performed the Friedman's test [7] . The p-value is 3.77×10 −14 (< 0.05), implying that the superior results of the Twin NN are not due to chance, and are clearly a consequence of the approach used rather than the datasets.
Results on highly unbalanced datasets
The key benefit obtained by using the Twin NN is its better generalization for unbalanced datasets. To establish this, we evaluate the Twin NN on several unbalanced datasets [9, 13, 6] Table 3 . It may be noted here that the class imbalance has been introduced in these datasets by considering the multi-class datasets as separate binary datasets using one-v/srest approach. Thus for a dataset having N classes and M samples per class, we can in principle generate N datasets, each of which has a class ratio of M : (N − 1) · M . Each of these possible datasets has been denoted as "GenN " suffixed to the dataset name in Table 3 , where N represents the corresponding class w.r.t. which imbalance has been induced in the dataset. The procedure to compute the accuracies is illustrated in Fig. 3 . For evaluating the performance of the Twin NN on unbalanced datasets, measures other than the classification accuracy are often used in practice. These provide a better understanding of the performance of the learning algorithm taking into consideration the skewness in the dataset. To define these measures, we use four basic quantities, True Positives (T P ), True Negatives (T N ), False Positives (F P ) and the False Negatives (F N ). T P is the number of samples whose class label and predicted label are "true" and T N is the number of samples whose class and predicted labels are "false". Correspondingly, we use F P for the samples whose class label is "false" and prediced label is "true", and vice-versa for F N . These are schematically illustrated in the confusion matrix as shown in Fig. 4 . The performance measure in terms of geometric mean between accuracy of the two classes is called the G-means. This is computed as the square-root of the product of the true positive and true negative rates, or as √ T P R * T N R. The G-means for the unbalanced datasets is shown in Table 4 . One can observe that the Twin NN has higher G-means value for all except one dataset when compared to the competing approaches. The harmonic mean between the positive prediction value and true positive rate is called the F-measure, which is computed as given by Eqn. (27) .
The f-measure for the unbalanced datasets is shown in Table 5 . From the results, it is evident that the Twin NN has higher f-measure values for all except one dataset, which demonstrates its superior performance. In addition, we also compute the Mathew Correlation Coefficient (MCC) for evaluating the performance of the Twin NN on unbalanced datasets. High MCC values imply that the classifier has high classification accuracy for both classes and also less mis-classification on both classes. The MCC is computed as given by Eqn. 28. The MCC values for the unbalanced datasets is given in Table 6 , and the values are higher for the Twin NN for all except two datasets.
MCC :=
T P * T N − F P * F N √ P C * N C * P R * N R
The p-values for the measures computed on the unbalanced datasets is shown in Table 7 . As these values are less that 0.05, they do not indicate significant statistical difference.
We also show the average values of the measures computed on the unbalanced datasets in Table  8 for the various approaches. It can clearly be seen that the average values are highest for the Twin NN, indicating its superior performance across the unbalanced datasets. These are also graphically illustrated in Fig. 5 .
Finally, to illustrate the scalability of the Twin NN on the unbalanced datasets, we present the training time for the Twin NN for these datasets in Table 9 . It can be seen that the Twin NN can be trained in tractable time for the unbalanced datasets. 
Experiments on scalability
We analyze the scalability of the Twin NN on the Forest Covertype dataset described in Table  10 . The dataset with imbalance generated has an imbalance ratio of 1 : 211, with 44 numeric and 10 categorical attributes. The performance parameters for this case have been shown in Table 11 for various number of training samples, and the corresponding training time has been shown in Table 12 . These are also graphically illustrated in Fig. 6 . It can be seen that in comparison to the other methods, the Twin NN scales well and also trains in tractable time with increase in number of training samples. This establishes the scalability of the Twin NN for imbalanced datasets. 
Conclusion and Future Work
This paper presented the Twin Neural Network, which provides a neural network training algorithm which minimizes machine complexity in terms of VC dimension and overcomes the issue of scalability of the Twin SVM. The Twin NN has been shown to have superior performance on several datasets, particularly for the case of unbalanced datasets. 
