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Quantum entanglement is fragile to thermal fluctuations, which raises the question whether finite temperature
phase transitions support long-range entanglement similar to their zero temperature counterparts. Here we use
quantum Monte Carlo simulations to study the third Renyi negativity, a generalization of entanglement negativ-
ity, as a proxy of mixed-state entanglement in the 2D transverse field Ising model across its finite temperature
phase transition. We find that the area-law coefficient of the Renyi negativity is singular across the transition,
while its subleading constant is zero within the statistical error. This indicates that the entanglement is short-
ranged at the critical point despite a divergent correlation length. Renyi negativity in several exactly solvable
models also shows qualitative similarities to that in the 2D transverse field Ising model.
Long-range correlations in a quantum system can lead to
long-range quantum entanglement. For example, the entan-
glement in the ground state of a 1+1-D conformal field theory
(CFT) for a subregion of size ` takes the form S ∼ c log `
[1–3] , and thus is not expressible as sum of local terms close
to the entangling boundary i.e. S(2`) 6= S(`), underlining
the long range nature of entanglement. Similarly, the entan-
glement of a 2+1-D CFT for a circular bipartition of radius
R is given by S ∼ R − F , where F is a universal num-
ber that is not expressible in terms of correlation function
of local operators, and again captures the long-range entan-
glement present in the ground state wavefunction [4–10]. At
the same time, long-range correlations do not necessarily im-
ply long-range entanglement as is evident by considering a
classical Ising model at its finite temperature critical point
- the entanglement is clearly zero in this system for any bi-
parition despite the system being described by a (Euclidean)
2D Ising CFT. A more interesting question is to consider a
quantum Hamiltonian in d space dimensions at a finite tem-
perature critical point. Now the system is described by the
Gibbs state ρ ∝ e−βH , which is not a pure state. The critical
exponents for this system are described by a d dimensional
classical field theory [11] since the imaginary time direction
is finite. What is the nature of quantum entanglement across
such a transition? Does there exist any universal long-distance
component of entanglement at this critical point? For simulat-
ing ground states of quantum states, the presence or absence
of long-range entanglement has crucial implications for the
computational resources required (see e.g.[12, 13]). There-
fore, answering these questions may have implications for the
simultability of finite-temperature quantum systems with di-
vergent correlation length. Although enormous progress has
been made in last two decades in understanding entanglement
of pure quantum states, very little is understood about the
entanglement of interacting many-body quantum systems in
mixed states such as the Gibbs state. In this paper, we will
study a specific quantity called entanglement Renyi negativity
at a finite temperature critical point for a 2+1-D lattice model
using quantum Monte Carlo (QMC) simulations, and make
progress on some of these qualitative questions.
Given a density matrix ρ on a bipartite Hilbert space
HA ⊗ HB , the two parties A and B are separable, i.e. un-
entangled, if and only if ρ can be expressed as a convex
combination of direct product states: ρ =
∑
i Piρ
A
i ⊗ ρBi .
There exist several measures of entanglement that quantify
how much a given state deviates from a separable state.
Most of these measures require optimization over all pos-
sible states in the Hilbert space, making them intractable
for many-body systems [14]. However, there does exist at
least a mixed state entanglement measure called entangle-
ment negativity[15] (henceforth just “negativity ” for brevity),
which does not invoke any optimization. To define this quan-
tity, consider a density matrix acting on the Hilbert space
HA ⊗ HB : ρ =
∑
A,B,A′,B′ ρA,B;A′B′ |A〉 |B〉 〈A′| 〈B′|,
a partial transpose operation over A gives ρTA =∑
A,B,A′,B′ ρA,B;A′B′ |A′〉 |B〉 〈A| 〈B′|. The negativity EN
is then defined as EN = log
(∥∥ρTA∥∥
1
)
. Although negativity
can be zero for a entangled mixed state, a nonzero negativ-
ity necessarily implies the nonzero entanglement between the
two parties.
In spite of being computable without requiring any opti-
mization, negativity is analytically tractable only in simple
models such as free bosonic and fermionic systems [16–19],
one-dimensional conformal field theories and integrable spin-
chains [20–23], and systems that have a tensor network repre-
sentation such as commuting projector Hamiltonians [24–28].
It is thus desirable to devise a QMC scheme for large-scale
simulation. However, the definition of negativity involves a
matrix one norm, which impedes the construction of a QMC
algorithm. Taking cue from a somewhat similar obstacle en-
countered in the evaluation of von Neumann entropy for pure
states [29], one approach to make progress is to instead de-
fine a Renyi version of negativity, dubbed Renyi negativity,
which involves the moment of the partial transposed density
matrix. It was first introduced as an analytical tool to calcu-
late negativity in the conformal field theory [20, 30], and was
later implemented in a QMC simulation by the replica trick
in Ref. [31, 32] for a 1D spin-chain and the Bose-Hubbard
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2FIG. 1: Boundary conditions for different replicas in
space-imaginary time for (a) tr
{(
ρTA
)3}
and (b) tr
(
ρ3
)
.
model.
Here we present an extensive numerical study for Renyi
negativity in the 2D transverse field Ising model (TFIM) us-
ing QMC. In contrast to the 1D models in Refs. [31, 32],
the 2D TFIM hosts a finite temperature transition, which al-
lows us to pose questions related to the universal form of
mixed state entanglement across the transition. Refs. [18]
studied the negativity in an exactly solvable model which
is motivated by the mean-field description of TFIM. It was
found that in this model, negativity takes the following form:
EN = αL − γ + O(1/L). Here α, the area-law coefficient
of negativity, is shown to be a singular function of the tun-
ing parameter, and γ is found to vanish exponentially with
system size γ ∼ e−L/ξQ , where ξQ defines a ‘quantum cor-
relation length’ that remains finite even at the transition, in
strong contrast to the physical correlation length ξ that di-
verges at the critical point. Therefore, in this model, the long-
distance part of negativity vanishes in the thermodynamical
limit, even at the critical point. Taking cue from these results,
we will employ QMC to study Renyi negativity in 2D TFIM,
and study both the area-law coefficient as well as the long-
distance, universal subleading term γ for this model. On the
technical front, we will introduce and implement an expanded
ensemble QMC method to extract the subleading term which
scales much more favorably than a direct implementation of
conventional stochastic series expansion (SSE) approach of
Ref. [31, 32].
Renyi negativity in simple models: The Renyi negativity of
index n is defined as Rn = − log
(
tr{(ρTA)n}
tr ρn
)
. When ρ is
a pure state, Rn is directly related to Renyi entanglement en-
tropy Sn by the relations: Rn ∝ Sn for odd n andRn ∝ Sn/2
for even n. Rn reduces to −EN with an analytic continuation
by sending n→ 1 for even n [20, 30].
For a large class of lattice models and field theories relevant
to our discussion, Renyi negativity shares several key features
with the negativity EN . For example, for the Gibbs state cor-
responding to a 1D conformal field theory, both Rn and EN
exhibit an area law with similar dependence on temperature:
EN , Rn ∼ log(β) [20, 30]. Next, consider higher dimen-
sional solvable models studied in Refs. [18, 27] that exhibit a
finite-temperature phase transition. The key results from these
models were (i) For non-local models (such as the spherical
model), EN is singular across the phase transition. (ii) For lo-
cal models, area-law coefficient of EN is singular across the
finite temperature phase transition (iii) For local models, after
subtracting off the local terms (which includes the area-law
component), negativity decays exponentially even at the crit-
ical point: ∆EN ∼ e−L/ξQ where ξQ was called ‘quantum
correlation length’. The significance of the last result is that
it implies that the long-range component of negativity van-
ishes in the thermodynamic limit, in agreement with the con-
ventional wisdom that these phase transitions are ‘classical’
rather than ‘quantum’.
We find all these features carry over to the Renyi negativity
Rn, the main difference being that the temperature where the
Renyi negativityRn is singular is given by nTc where Tc is the
actual critical temperature, i.e., the temperature where the par-
tition function Z = tr
(
e−βH
)
is singular. This is becauseRn
involves raising the Gibbs state to the power n, and thus the
effective inverse temperature for bulk of the system is given by
nβ, where β is the physical inverse temperature. To illustrate
these points, first consider the quantum spherical model from
Ref. [27], H = 12g
∑N
i=1 p
2
i − 12N
∑N
i,j=1 xixj , where {xi}
is suject to the spherical constraint: δ( 1N
∑N
i=1 x
2
i − 14 ). This
model hosts a finite-T transition at a coupling gc and temper-
ature Tc that satisfy the equation 2
√
gc coth
(
1
2βc
√
gc
)
= 1.
We find that although the Renyi negativities for this model
are continuous functions of temperature, the derivative dRndT
is discontinuous at a temperature nTc, similar to the behavior
of negativity EN [33]. Since this model is non-local, Renyi
negativities do not follow an area-law, and there is no dis-
tinction between local contributions to negativity from non-
local ones. To that end, we next briefly report the results on
Renyi negativity for a local model considered in Ref. [18]:
H = 12
∑
r
(
pi2r +m
2φ2r
)
+ 12
∑
〈r,r′〉K (φr − φr′)2 , where
the physical mass obeys m =
√
T − Tn,c for T > Tn,c, and
m =
√
2(Tn,c − T ) for T < Tn,c. Here Tn,c = nTc gives
the critical temperature of the state ρ ∼ exp{−nβH}. This
model can be considered a mean-field description of the TFIM
while taking into account Gaussian fluctuations. We find that
the area-law coefficient of the Renyi negativity has a cusp sin-
gularity at a temperature T = nTc where Tc is the physical
critical temperature, while the subleading, long-distance part
of Renyi negativity, defined via a subtraction scheme analo-
gous to Kitaev-Preskill/Levin-Wen construction [34, 35], de-
cays exponentially with system size, even at the critical point
[33]
Renyi negativity for 2+1-D transverse field Ising model:
The models discussed above are exactly solvable, and one
might wonder if the qualitative features exhibited by them
may be attributed to this fact. We now turn our focus to the
TFIM on a square lattice, which is known for hosting a finite
temperature phase transition within 2D Ising universality
class, and is not exactly solvable. The Hamiltonian is given
3by:
H = −
∑
〈ij〉
σzi σ
z
j − hx
∑
i
σxi , (1)
where the σzi , σ
x
i are the Pauli-Z, Pauli-X operator at site i,
and 〈ij〉 denotes all the nearest neighbor pairs on a square
lattice. We impose the periodic boundary condition, and set
hx = 2.75. We first locate the corresponding critical inverse
temperature βc = 1.0874(1) from a finite size scaling of the
Binder ratio B2 =
〈
M4z
〉
/
〈
M2z
〉2
calculated by the standard
SSE simulation [33]. This result is consistent with previous
QMC study[36].
Since the Renyi negativity Rn vanishes for n = 1, 2, the
smallest nontrivial integer is n = 3, which will be the focus
of our QMC simulations. R3 can be expressed as:
R3(A) = − log
 tr
{(
ρTA
)3}
tr ρ3
 = − log(Z[A, β, 3]
Z[3β]
)
,
(2)
where Z[A, β, 3] = tr
{[
[exp(−βH)]TA]3} and Z[3β] =
tr [exp(−3βH)] are the partition functions subjected to the
boundary conditions shown in Figs. 1(a) and (b) respectively.
Therefore, the Renyi negativity can be calculated using the
SSE by numerical integrating the difference between the en-
ergy estimators for different boundary conditions:
R3[β] =
∫ β
0
dβ′ 〈E(β′)〉A,β,3 − 〈E(β′)〉3β , (3)
where 〈.〉A,β,3 and 〈.〉3β denote the expectation values eval-
uated with corresponding boundary conditions. Here, we fo-
cus on dR3/dβ as the derivative enhances the singularity in a
finite-size simulation. From Eq. (3), it is clear that dR3/dβ
corresponds simply to the difference between the energy esti-
mators, therefore requiring no thermodynamic integration.
Fig. 2(a) shows the temperature derivative of the area-law
coefficient R3/|∂A| as a function of the temperature for dif-
ferent system sizes. Here |∂A| denotes the length of the
boundary of region A over which partial transpose is taken.
The singularity occurs at T = 3Tc consistent with our ex-
pectations. To understand the precise nature of this singular-
ity, we note that on general symmetry grounds, the leading
singular contribution to the area-law coefficient of negativ-
ity EN/|∂A| as well as its Renyi counterparts such as R3
will be proportional to the energy density [18]. Therefore,
d(EN/|∂A|)/dT as well as d(R3/|∂A|)/dT will receive a
contribution proportional to the specific heat. For instance,
in the exactly solvable model discussed above, both dEN/dT
and dR3/dT are discontinuous across the transition, which is
indeed the singular behavior of the specific heat within mean-
field [33]. Returning to the 2D Ising model, we recall that
the specific heat exponent α = 0 and the correlation length
exponent ν = 1. Denoting linear size of the system by L
and t = (T − Tc)/Tc, the singular part of the specific heat
FIG. 2: (a) Temperature derivative of the area law coefficient
of the Renyi negativity across the finite-T transition.
Geometry of the bipartition is shown in the inset and the
vertical line indicates the location of the transition. (b) Data
collapse for figure 2(a). The inset shows the linear scaling of
temperature derivative at the critical point with log(L).
in the vicinity of critical point takes the form cv,sing(L, t) ∼
cv,sing(L, 0) + f(Lt) where cv,sing(L, 0) ∝ log(L) and f is a
universal function with the form f(|x|  1) ∼ constant, and
f(|x|  1) ∼ − log(|x|) [37]. Note that were α 6= 0 (e.g. in
the 3D Ising model), cv,sing(L, t) would take a different form,
namely, cv,sing(L, t) ∼ cv,sing(L, 0)g(Lt).
Fig.2(b) shows the scaling collapse of d(R3/|∂A|)/dT −
d(R3/|∂A|)/dT
∣∣
3Tc
with respect to Lt, where t =
(T − 3Tc)/3Tc, consistent with our expectation that
d(R3/|∂A|)/dT is proportional to the specific heat of the 2D
Ising model. The inset shows the scaling right at the critical
point, where we find that d(R3/|∂A|)/dT ∝ log(L), again
consistent with 2D Ising universality.
4Universal long-range Renyi negativity: So far we have
demonstrated the Renyi negativity is singular across the fi-
nite temperature transition in 2D TFIM. Now we turn to the
question whether there is a universal subleading term in the
Renyi negativity that reflects long-range quantum entangle-
ment. Writing R3 = aL − γ + b/L + . . ., where L is the
size of the entangling boundary, we are interested in whether
γ is non-zero. To extract γ we use a subtraction scheme intro-
duced by Levin and Wen in Ref. [35] in the context of ground
state topological order, to cancel out the short-distance (lo-
cal) contributions to negativity. In particular, we construct
four sub-regions S1, S2, S3 and S4 using combinations of
four sub-parts marked as Ξ1, Ξ2, Ξ3 and Ξ4 (see inset of
Fig. 3). The sub-regions Si are defined as S1 ≡ Ξ1∪Ξ4, S2 ≡
Ξ1∪Ξ2∪Ξ4, S3 ≡ Ξ1∪Ξ2∪Ξ3∪Ξ4, and S4 ≡ Ξ1∪Ξ3∪Ξ4.
The non-local component γ of R3 is given by
γ = − [R3(S2)−R3(S1)−R3(S3) +R3(S4))] /2
= − [2R3(S2)−R3(S1)−R3(S3)] /2, (4)
where we have used the relation R3 (S2) = R3 (S4) arising
from the symmetry of the model Hamiltonian.
The most straightforward way to compute γ is to calculate
R3(Si) separately and perform the subtraction as in Eq. (4).
However, this requires three independent simulations and, the
errors from eachR3(Si) will cumulate in the final subtraction.
Here we develop an expanded ensemble method that allows us
to calculate γ in a single simulation. We first write γ as the
logarithm of the ratio of partition functions
γ =
1
2
log
Z2S2
ZS1ZS3
, (5)
where ZSi is a shorthand notation for Z[Si, β, 3].
To implement our method, in addition to the conventional
SSE update, we also perform sampling in an expanded en-
semble of the partition functions. In particular, we allow
the system to switch between different partition functions
ZSi by changing the imaginary-time boundary conditions (see
Fig. 1(a)). This can be achieved by sampling the total partition
function Ztot defined as,
Ztot =
3∑
i=1
ZSi , (6)
by proposing a move from ZSi to either ZSi+1 or ZSi−1 with
equal probability. The update is accepted if the spin config-
uration is consistent with the new boundary conditions. It is
clear that these moves correspond to adding or removing only
region Ξ2 or Ξ3, which is much smaller than Si, so a bet-
ter acceptance rate can be achieved. The ratio
Z2S2
ZS1ZS3
then
is simply estimated by
N2S2
NS1NS3
, where NSi is the number of
samples in ZSi .
Since γ is computed in a single simulation with an enlarged
ensemble, we avoid the accumulation of error in the naive
FIG. 3: The subleading contribution γ to the third Renyi
negativity R3 obtained via Levin-Wen’s subtraction scheme
across the critical temperature. The inset shows the four
sub-parts Ξ1, Ξ2, Ξ3 and Ξ4 employed in the subtraction
scheme (see the main text for details). The dashed vertical
line shows the location of the critical point.
post-subtraction. The new method is crucial in obtaining ac-
curate γ, especially for the large system size L = 60.
As the system size increases, the acceptance rates for ex-
changing regions Ξ2 and Ξ3 becomes smaller as more sites
need to be updated. In such a case, we can further divide Ξ
into several smaller subregions to add more intermediate en-
sembles and optimize the performance with the re-weighting
method [33]. The simulation typically runs with 108 Monte
Carlo steps for smaller system sizes, and runs with around
109 Monte Carlo steps for larger system sizes.
Figure 3 shows the results for γ. It is essentially zero at
temperature across the transition for all the system sizes we
consider, despite the fact that each individual termR3(Si) that
enters the Levin-Wen subtraction is singular at the transition
(Fig. 2). This indicates that this finite-temperature transition
is driven purely by classical correlations and there exists no
long-range entanglement at the transition, in line with our ex-
pectations based on the results from Ref. [18] and of the ex-
actly solvable models discussed above.
Conclusion: We presented a first QMC study of the Renyi
negativity, a variant of negativity, across a finite-temperature
phase transition in a non-integrable model, namely the two
dimensional transverse field Ising model. We found a clear
signature of singularity in the area-law coefficient of bipartite
Renyi negativity, and perhaps more interestingly, vanishing of
the subleading, non-local part of Renyi negativity. This indi-
cates that the long-range correlations inherent to the critical
point are completely classical, and the singularity associated
with quantum correlations is localized close to the boundary.
To extract this subleading term, we implemented the Levin-
5Wen subtraction scheme using a novel Monte Carlo algorithm
that automatically cancels out the leading area-law contribu-
tion in a single simulation.
We note that Ref.[38] used a linked-cluster expansion to ar-
gue that the area-law coefficient of negativity is not singular
across the finite-T transition in the 2D transverse field Ising
model. Although we only studied Renyi negativity, our re-
sults along with the results of Ref.[18] strongly suggest that
the lack of any visible singularity in Ref.[38] is due to rather
small system sizes accessible within the linked-cluster expan-
sion (L . 10). Even for the Renyi negativity, singularity at
the critical point would not be visible at such sizes.
We also extended the analytical results on the negativity of
exactly solvable results to the Renyi negativity, and found that
they share essentially all qualitative features close to a finite
temperature transition. In particular, while the area-law coef-
ficient is singular, the subleading component γ vanishes expo-
nentially with the system size: γ ∼ e−L/ξQ where ξQ ∼ β is
the quantum correlation length. We are unable to do similar
scaling analysis for the 2D transverse field Ising model be-
cause the Monte Carlo sampling error in γ increases rapidly
when increasing the system size while the mean value of γ is
close to zero.
The vanishing of the non-local component of Renyi nega-
tivity suggests that the Gibbs state is separable up to short-
distance quantum correlations. Therefore, we expect that
there exists a ‘minimally entangled typical thermal state’
(METTS) decomposition [39] of the Gibbs state both near and
at the finite temperature transition: ρ =
∑
i pi|ψi〉〈ψi| where
each pure state |ψi〉 is short-range entangled. Another promis-
ing future direction would be to study the Renyi negativity in
4D toric code, which is argued to host a finite temperature
transition from a topological ordered phase to a topologically
trivial Gibbs state [40], using a similar QMC scheme. Finally,
it will be interesting to apply the expanded ensemble method
to extract topological entanglement entropy in gapped ground
states.
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SUPPLEMENTAL MATERIAL
RENYI NEGATIVITY IN THE QUANTUM SPHERICAL
MODEL
The quantum spherical model is described by the Hamil-
tonian H = 12g
∑N
i=1 p
2
i − 12N
∑N
i,j=1 xixj , with [xi, pj ] =
iδij , and the spherical constraint δ
(
1
N
∑N
i=1 x
2
i − 14
)
. Em-
ploying a standard path integral representation for the parti-
tion function at the inverse temperature β, the constraint in-
duces a term µ
[∑N
i=1 x
2
i − N4
]
in the action, where the La-
grange multiplier µ needs to be integrated over. As N → ∞,
one can perform a saddle point approximation to neglect the
fluctuation of µ, resulting in a Gaussian theory with the ef-
fective Hamiltonian H = 12g
∑N
i=1 p
2
i − 12N
∑N
i,j=1 xixj +
µ
[∑N
i=1 x
2
i − N4
]
. µ is the saddle point solution, chosen so
that
〈∑N
i=1 x
2
i
〉
β
= N4 , where the expectation value is taken
with respect to the Gibbs state ρ ∼ e−βH at the inverse tem-
perature β.
Here we divide the system into the two subsystems A and
B of equal size, and study the Renyi negativity Rn, defined as
Rn = − log
{
tr
[(
ρTB
)n]
tr ρn
}
= − log
 tr
[(
e−βH
)TB]n
tr e−nβH
 .
(7)
Below we show that while negativity is singular at βc, the
critical inverse temperature corresponding to the state ∼
e−βH [27], Rn exhibits a singularity at the inverse tempera-
ture βc/n. First we note that Rn involves the partition func-
tion at inverse temperature nβ. That implies in the calculation
of Rn, µ is chosen so that
〈∑N
i=1 x
2
i
〉
nβ
= N4 where the ex-
pectation value is taken with respect to the Gibbs state at nβ,
i.e. ∼ e−nβH .
Following the calculation in Ref. [27], we find for
2
√
g coth
(
1
2nβ
√
g
)
> 1, the system is in the disordered
phase, with µ determined from
√
g
2µ coth
(
1
2nβ
√
2gµ
)
= 12
while the condition 2
√
g coth
(
1
2nβ
√
g
)
< 1 gives the ordered
phase, and µ is pinned to 12 . Having determined µ, now we can
calculateRn using the covariance matrix technique since both
ρ and ρTB are Gaussian states. Using the result from Ref. [41],
one finds
Rn = −
N∑
i=1
log
[
(νi + 1)
n − (νi − 1)n
(ν˜i + 1)n − (ν˜i − 1)n
]
, (8)
where {νi} and {ν˜i} are the symplectic spectra of the covari-
ance matrices from ρ and ρTB respectively. A calculation sim-
ilar to Ref. [27] gives the symplectic spectra
νi =
{
coth
(
1
2β
√
2µg
)
for i = 1, · · · , N − 1
coth
(
1
2β
√
(2µ− 1)g
)
for i = N
(9)
ν˜i =
coth
(
1
2β
√
2µg
)
for i = 1, 2, · · ·N − 2[√
2µ
2µ−1 coth
(
1
2β
√
(2µ− 1)g
)
coth
(
1
2β
√
2µg
)] 12
for i = N − 1[√
2µ−1
2µ coth
(
1
2β
√
(2µ− 1)g
)
coth
(
1
2β
√
2µg
)] 12
for i = N
(10)
Plugging {νi} and {ν˜i} in Eq. (8) and choosing n = 3, one
finds
R3 = −
2∑
i=1
log
[
3λi + 1
3λ˜i + 1
]
(11)
where
λ1 = coth
2
(
1
2
β
√
2µg
)
λ2 = coth
2
(
1
2
β
√
(2µ− 1)g
)
λ˜1 =
√
2µ
2µ− 1 coth
(
1
2
β
√
(2µ− 1)g
)
coth
(
1
2
β
√
2µg
)
λ˜2 =
√
2µ− 1
2µ
coth
(
1
2
β
√
(2µ− 1)g
)
coth
(
1
2
β
√
2µg
)
(12)
Since µ is singular at the inverse temperature βc/3, the Renyi
negativity is singular as well (see Fig. 4).
RENYI NEGATIVITY AT THE GAUSSIAN FIXED POINT
To understand the universal quantum correlation across a
finite temperature phase transition, Ref. [18] studied a two di-
mensional model, which can be regarded as the mean-field
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FIG. 4: The upper panel and the lower panel show the
temperature derivative of negativity EN and the third Renyi
negativity R3 respectively across the critical point in the
quantum spherical model. The vertical dashed line in the
upper (lower) panel indicates the temperature Tc (3Tc),
where Tc is critical temperature.
approximation of the two dimensional transverse field Ising
model while taking into account Gaussian fluctuations. Defin-
ing the canonically conjugate pair (φr, pir) at lattice site r, the
model Hamiltonian reads
H =
1
2
∑
r
(
pi2r +m
2φ2r
)
+
1
2
∑
〈r,r′〉
K (φr − φr′)2 , (13)
where the physical mass m obeys
m(T ) =
{√
T − Tn,c for T > Tn,c√
2(Tn,c − T ) for T < Tn,c.
(14)
Tn,c = nTc is the critical temperature corresponding to the
state ρ ∼ e−nβH , where correlation length diverges due to the
vanishing physical mass. Note that Ref. [18] considers m as a
function of another tuning parameter g (can be thought of as
the transverse field in the quantum Ising model), but it leads
to the same qualitative features as turning T .
By choosing a square region of size LA = 45L, we find the
area-law coefficients of negativity EN and Renyi negativity
R3 both exhibit a cusp singularity at the corresponding critical
point temperature:Tc and 3Tc as shown in Fig. 5(a), (b). Next,
to justify the use of R3 for capturing the universal component
of quantum correlations, we employ the Kitaev-Preskill sub-
traction scheme [34], where the subregions A, B, and C con-
sidered in this scheme are squares of size 2/5L, 2/5L, 4/5L
respectively. We find that even right at the critical tempera-
ture where the physical correlation length diverges, the sub-
tracted Renyi negativity ∆R3 decays exponentially with the
system size, similar to the behavior of subtracted negativity
∆EN (Fig. 5(c), (d)).
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FIG. 5: (a) and (b) show the singularity of the area law
coefficients in negativity EN and the third Renyi negativity
R3 at the temperature Tc and 3Tc respectively. |∂A| is the
boundary length of a subregion A. (c) and (d) show the
finite-size scaling of EN and R3 at Tc and 3Tc.
CRITICAL TEMPERATURE OF THE 2D TFIM
Here we provide details of the QMC simulation of the 2D
transverse field Ising model (TFIM). To locate the critical tem-
perature in thermodynamic limit, we measured Binder ratio
B2 defined as
B2 =
〈
M4z
〉
〈M2z 〉2
. (15)
Fig. 6(a) shows the Binder ratio B2 with various system sizes
at transverse field Hx = 2.75. The critical temperature can be
extracted with the finite-size scaling using the crossing analy-
sis discussed below, which yields βc = 1.0874(1)
Crossing analysis: In the following, we describe the pro-
cedure to locate the critical temperature Tc using finite-size
scaling. Here, we consider a dimension less quantity R (such
as Binder ratio B2). The standard finite-size scaling function
with system size L , defines as,
R(b, L) = f(bL
1
ν )(1 + αL−ω) (16)
where b ≡ β − βc is the reduced inverse temperature, ν is
the correlation exponent, and ω is the correction to scaling
exponent.
Near the transition where b  1, one can Taylor-expand
the R(b) as
R(b, L) ≈
[
R∞c + abL
1
ν
]
(1 + αL−ω). (17)
8FIG. 6: (a) The Binder-ratio calculated using the standard
SSE with hx = 2.75. (b) The crossing inverse-temperature
obtained from system sizes L and 2L as a function of inverse
system size. By fitting with a power-law y = a+ bL−c, the
best fit occurs at a = βc = 1.0874(1), b = −14(1) and
c = 2.21(3).
Considering two curves with system size L and nL, one has
R(b, L) =
[
R∞c + abL
1
ν
]
(1 + αL−ω), (18)
R(b, nL) =
[
R∞c + abL
1
ν n
1
ν
]
(1 + αL−ωn−ω). (19)
At the crossing point of the two curves, R(b, L) = R(b, nL),
from which one finds the crossing inverse temperature b as
b =
αR∞c L
−ω(1− n−ω)
aL
1
ν
[
(n
1
ν − 1) + α(n 1ν−ω)L−ω
] ≈ αR∞c L−ω(1− n−ω)
aL
1
ν (n
1
ν − 1) .
(20)
In the last step, we ignore the sub-leading term in the denom-
inator that will eventually go to zero as L → ∞. Finally, the
crossing inverse temperature β∗ with pair L and nL can be
derived as
β∗(L) = βc + c(n)L−ω−
1
ν .. (21)
Inserting Eq. (21) into Eq. (18), one can get the crossing quan-
tity R∗ as
R∗(L) = Rc + d(n)L−ω. (22)
Where the above c(n) and d(n) are n dependent coefficients.
COMPUTATION OF γ WITH EXPANDED ENSEMBLE AND
RE-WEIGHTING METHOD
In the following, we show how to measure the γ in a single
QMC simulation without numerical integration or subtraction
of the estimated data from multiple QMC simulations.
We start with Eq. (2), where the extended partition function
Z[A, β, 3] and Z[3β] are simulated using the replica trick by
SSE. For Z[A, β, 3], the boundary condition in the imaginary-
time direction is modified to represent the partial transpose
as shown in Fig. 1. To estimate γ, we use Levin-Wen sub-
traction scheme (Ref. [35], Eq. 4). Note that after the sub-
traction, all factors of Z[3β] cancel out, leaving only the
ZSi = Z[Si, β, 3] and,
γ =
1
2
log
(
Z2S2
ZS1ZS3
)
, (23)
where Si are the sub-regions defined in the main text.
The measurement of γ can be directly calculated in QMC
by an expanded ensemble method [42]. The idea is to com-
bine partition functions of different subregions Si into a single
simulation, by defining
Ztot =
∑
i
ZSi , (24)
where Ztot is the sum of the partition functions and Si is the
subregion as shown in the inset of Fig. 3.
The simulation starts in a certain partition function ZSi .
In each Monte-Carlo step, we first perform a standard SSE
update to update the spin configuration. We then propose
another update to switch from partition ZSi to ZSi+1 or
ZSi−1 with equal probability. The update essentially modifies
the imaginary-time boundary conditions in the update region
Si⊕Si±1 as shown in Fig.7. The switch can only be accepted
if the current configuration remains consistent with the new
boundary conditions. For example, if one choose to start with
ZS2 , the switch can update from ZS2 to ZS1 by proposing the
change in imaginary-time boundary on region Ξ2; or update
from ZS2 to ZS3 by proposing the change on region Ξ3.
However, one can easily see that problem arises when we
increase the system size. The acceptance rate for the switch-
ing between two regions Si and Sj is proportional to the ratio
of the partition functions ZSj/ZSi . Since the Renyi negativity
9FIG. 7: Illustration of the change of imaginary-time
boundary conditions. The orange parts indicate the
sub-region Sj , and the regions with dash-line indicate the
Si ⊕ Si±1. Starting with ZSi , one can propose the update
with equal probability to either ZSi−1 (left) by changing the
imaginary time boundary on light dash-line region; or to
ZSi+1 (right) by changing the imaginary time boundary on
dark dash-line region.
obeys an area-law scaling, one expects ∆R3 = − ln ZSjZSi =
c∆l, where c is a constant and ∆l is the difference in the
boundary length between sub-regions Si and Sj .
To solve the problem, for a larger system size we perform
two modifications in our simulations. First, we add intermedi-
ate ensembles to help tunneling between two desired ensem-
bles ZSi and ZSj . Instead of attempting an update of the
whole region Ξi at once, we introduce additional ensembles
by further partitioning Ξi into smaller parts. Second, we im-
plement a re-weighting scheme to optimize the sampling ef-
ficiency. The idea is very similar to the spirit of simulated
tempering. At the beginning of the simulation, we first itera-
tively search for the weight g such that the ratio between the
weighted partition functions is roughly one,
gjZSj
giZSi
∼ 1. (25)
We then fix gi and perform the simulation with the modified
partition function
Z
′
tot =
∑
i
giZSi . (26)
The partition function ratio is estimated by counting how
many times the simulation is in the desired set-up Si, and the
physical estimators can be calculated by re-weighting the ratio
in post data processing as
ZSj
ZSi
=
gi 〈Nj〉
gj 〈Ni〉 . (27)
