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In this work, a novel sequential Monte Carlo filter is introduced which aims at an 
efficient sampling of the state space. Particles are pushed forward from the prediction 
to the posterior density using a sequence of mappings that minimizes the Kullback-
Leibler divergence between the posterior and the sequence of intermediate densities. 
The sequence of mappings represents a gradient flow based on the principles of local 
optimal transport. A key ingredient of the mappings is that they are embedded in a 
reproducing kernel Hilbert space, which allows for a practical and efficient Monte Carlo 
algorithm. The kernel embedding provides a direct means to calculate the gradient of the 
Kullback-Leibler divergence leading to quick convergence using well-known gradient-based 
stochastic optimization algorithms. Evaluation of the method is conducted in the chaotic 
Lorenz-63 system, the Lorenz-96 system, which is a coarse prototype of atmospheric 
dynamics, and an epidemic model that describes cholera dynamics. No resampling is 
required in the mapping particle filter even for long recursive sequences. The number of 
effective particles remains close to the total number of particles in all the sequence. Hence, 
the mapping particle filter does not suffer from sample impoverishment.
Crown Copyright © 2019 Published by Elsevier Inc. This is an open access article under 
the CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
Several applications ranging from meteorology, oceanography, and hydrology to biological systems need to estimate the 
state of a system from an imperfect numerical model and partial noisy observations. The combination of a dynamical model 
which represents the nonlinear evolution of the (hidden) state with sparse noisy observations is usually represented through 
a hidden Markov model, also known as a state-space model [9,5]. The aim of this work is to develop a methodology for 
sequential Bayesian inference of state-space models composed of nonlinear chaotic dynamical systems with non-Gaussian 
uncertainty in the state-space variables using a small number of samples.
Particle filters are Monte Carlo techniques that sample the space through so-called particles–state realizations– that 
represent the probability density of the state conditioned on the partial noisy observations, i.e. the posterior density. The 
challenge for particle filters is to represent recursively the high probability regions of the posterior density with a limited 
number of particles. In general, particle filters suffer from filter degeneracy [9]. After a few time iterations, they tend to 
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density conditioned to the current observations can be chosen to improve the sampling [9,2]. Although, a good choice of a 
proposal density may alleviate the filter degeneracy, if the filter is applied recursively a resampling step is still required. The 
application of resampling produces another issue, particle impoverishment, since only a few particles with large weights 
are kept and copied, the particle diversity is decreased in the resampling step. This is an important contention point for 
hidden-Markov models in high-dimensional state spaces.
Chorin et al., [7], proposed an implicit sampling scheme in which the particles from a Gaussian proposal density are 
mapped to the high probability regions of the posterior density through the solution of an algebraic equation for each 
particle. The latter relates the mode of the proposal density with the mode of the posterior density for each particle. To 
find the mode of the posterior density for each particle, a minimization is required. To reduce the variance of the weights, 
Van Leeuwen, [26], proposes a mapping that enforces equal weights by scaling the deterministic movement of particles 
in the optimal proposal step. Since the high probability region of the proposal density is chosen smaller than the model 
transition density, the filter can be overly optimistic about its performance [27]. Recently, a two-step mapping has been 
proposed to alleviate these issues and remove these biases. However, a mathematical understanding of the convergence of 
the filter in the limit for large number of particles is still missing. Reich, [23], applied optimal transport principles to filters. 
A linear ensemble transform is proposed that minimizes the Euclidean distance with optimal coupling in one mapping 
step. The degeneracy problem is still present in this method. It is, however, well suited for localization procedures for 
high-dimensional applications [6], in which an observation only affects the region of the state space that is close to it in 
Euclidean distance.
In this work, we propose a novel particle filter which is also based on a mapping from the prior density to the posterior 
density as the implicit sampling filter [7,3], the implicit equal weight particle filter [26,31] and the nonparametric ensemble 
transform method [23]. The main difference is that the mapping is done iteratively via a gradient flow. A sampling method-
ology based on optimal transport is derived to drive the particles from the prediction density to the posterior density. The 
transport of particles aims to minimize the Kullback-Leibler divergence that measures the differences between the interme-
diate densities and the posterior density. The mapping is embedded in a reproducing kernel Hilbert space which allows for 
an analytical expression for the gradient of the Kullback-Leibler divergence. The proposed sampling method for the particle 
filter is based in the Stein variational gradient descent introduced in [14]. They found a connection between the gradient 
Kullback-Leibler divergence and the Stein discrepancy. In this work, we develop a sequential Monte Carlo filter based on the 
variational mapping, evaluate it in three hidden Markov models and discuss its potential applications.
2. Methodology
2.1. Sequential Bayesian estimation
We assume the estimation problem is encompassed of a dynamical model M, which predicts the state x from a previous 
state, and an observational model H, which transforms the state from the (hidden) state space to the observational space. 
The set of equations that defines the estimation problem is known as a state-space model or a hidden Markov model. These 
are
xk =M(xk−1,ηk), (1)
yk =H(xk,νk), (2)
where xk ∈RNx is the state at time k, yk ∈RNy are the observations, ηk ∼ p(η) is the random model error, and νk ∼ p(ν)
is the observational error. The method developed here is general and does not rely on the additive or Gaussian assumption 
in model nor observational errors.
Observations yk are assumed to be measured at discrete times. Some apriori knowledge of the state at k = 0 is assumed, 
the initial prior state density p(x0). The sequential Bayesian state inference is given in two stages:
1. Firstly, in the evolution stage the prediction density is determined as
p(xk|y1:k−1) =
∫
p(xk|xk−1)p(xk−1|y1:k−1)dxk−1, (3)
where we denote {y1, · · · , yk−1} by y1:k−1. At k = 1, y1:0 =∅ so that the prediction density is p(x1) =
∫
p(x1|x0)p(x0)dx0.
2. Secondly, in the assimilation stage Bayes rule is used to express the inference as a sequential process
p(xk|y1:k) = p(yk|xk)p(xk|y1:k−1)p(yk|y1:k−1) , (4)
where p(yk|xk) is the observation likelihood and p(yk|y1:k−1) =
∫
p(yk|xk)p(xk|y1:k−1)dxk is the marginalized likelihood.
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for the whole trajectory x0:K . This inference of the current state is useful for systems which routinely receive observations 
and therefore the estimation is produced only at the current state without keeping information of the whole path of the 
particles. This approach is followed by ensemble Kalman filters, particle flow filters (e.g. [8]) and the implicit equal-weight 
particle filter [31,28].
2.2. Particle flows and optimal transport
A filter needs to update its prior knowledge, provided in the prediction density, with the observation likelihood, Eq. (4). 
The concept of homotopy can be used to smoothly transform the prior density q(x) towards the posterior density p(x). 
Continuous deformations through a parameter can be used to achieve this, such as T (x, λ) : RNx × [0, 1] →R, T (x, λ) =
p(x)λq(x)1−λ . (To simplify the notation we have left the conditioning to observations implicit in this and the following 
subsection.) The parameter λ is interpreted as a pseudo-time which is varied from 0 to 1 at a fixed real time. This concept 
was used in [8] for particle filters and is directly related to tempering [16]. The densities are represented through particles, 
so that the deformations are interpreted as particles moving in a flow according to a set of ordinary differential equations,
dxλ
dλ
= vλ(xλ), (5)
where vλ is the drift or velocity field. We focus on deterministic flows so that diffusivity processes are not considered. The 
evolution of the density under this flow is then given by the Liouville equation,
∂tqλ + ∇ · (vλqλ). (6)
In some recent works, the particles are pushed smoothly forward in pseudo-times using a Gaussian approximation to rep-
resent the velocity field (e.g. [4,13]). On the other hand, in the current work we avoid the use of that approximation by 
obtaining the gradient flow from optimal local transport.
The optimal transport is another promising approach for the sampling of complex posterior distributions [17]. Given the 
prior probability mass distribution q(x) and the target probability mass distribution p(z), we want to transport the proba-
bility mass from q to p using a mapping T : x → z. The optimal transport problem seeks the transformation T that gives 
the minimal cost to transport the distribution of mass from q to p. This represents the classical Monge optimal transport 
problem. There is a rigorous proof of the existence of such optimal mapping under mild conditions [18]. Furthermore, [1]
have formulated the Monge-Kantorovich problem as a steepest descent gradient optimization.
Our approach combines the ideas of optimal transport and particle flows. We take the local approach to optimal transport 
[29] in which a gradient flow needs to be obtained. Through a sequence of mappings given by the flow we seek to push 
forward the particles from the prior to the target density. The mappings in the sequence are required to be as smooth 
as possible. The particles behave as active Lagrangian tracers in a flow. The velocity field at each pseudo-time step of the 
mapping sequence is chosen following a local optimal transport criterion.
2.3. Variational mappings
At each iteration of the sequence, we propose a local transformation T that follows Eq. (5),
xλ+ = T (xλ) = xλ + v(xλ), (7)
where  = δλ is assumed to be small and v(xλ) is an arbitrary vectorial function “sufficiently” smooth, which represents the 
velocity of the flow defined in Eq. (5).
The Kullback-Leibler divergence is used as a measure of the difference between the intermediate density q(x) and the 
posterior density p(x). The Kullback-Leibler divergence between q and p after the transformation, T , in terms of the inverse 
mapping is
DK L(T ) =
∫
qX (x) log
(
qX (x)
pT−1(x)
)
dx, (8)
where pT−1 (x) = p(T (x)) det∇xT (x) and det∇xT (x) is the determinant Jacobian of the mapping and for brevity x = xλ (time 
index is left implicit).
Our goal is to find the velocity field v(x) of the transformation T that gives the minimum of DK L(T ) for each mapping 
of the sequence. In other words, we need to find the direction v(x), that gives the steepest descent of DK L .
We use the Gateaux derivative of a functional, which is a generalization of the directional derivative. Given the functional 
F , it is defined as
Dh F = lim F (x+ h(x)) − F (x) = d F (x+ h)|=0. (9)
→0 
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DvDK L = −
∫
q(x) d log pT−1(x)
∣∣
=0 dx. (10)
The derivative of the transformed log-posterior density is
d log pT−1(x)
∣∣
=0 = ∇T log p(T (x)) dT + Tr(∇xT−1d∇xT )
∣∣
=0. (11)
Considering that T (x) = x + v(x) in Eq. (11) and replacing in Eq. (10), the directional Gateaux derivative of DK L results 
in
DvDK L = −
∫
q(x)
[
∇x log p(x)v(x) + Tr(∇xv)
]
dx. (12)
Equation (12) gives the DK L derivative along v. However, we require the negative gradient of DK L in terms of the 
samples of q for the optimization of DK L as a function of T . In general, the flow v belongs to an infinite dimensional 
Hilbert space. Hence, the full optimization problem is still intractable in practice since we do not have a way to determine 
the −DvDK L that gives the steepest descent direction.
One way to limit our functional optimization problem so that it becomes tractable is choosing as space of functions the 
unit ball of a reproducing kernel Hilbert space (RKHS), which we denote as F . This was proposed by [14]. In this way, we 
constrain v to F and require that ‖v ‖F≤ 1 to find the gradient of DK L . The optimization problem is then to find the v ∈F
that gives the direction of steepest descent of DK L . The main properties of the RKHS are discussed in [24].
The functions to be represented in the RKHS are vector-valued, i.e. v(x) ∈RNx . The kernel is thus assumed to be diagonal 
and isotropic, K = K INx , where INx is the identity matrix and K is a scalar kernel. The reproducing property states that any 
function from F can be expressed as the dot product by the kernel that defines the RKHS,
v(x) = 〈K(·,x),v(·)〉F . (13)
Equation (13) is known as the reproducing property. The scalar kernel K defines F1.
Replacing the vector field, v(x), in the two terms in Eq. (12) by the expression given in Eq. (13) and then using dot 
product properties, we find that
DvDK L = 〈−
∫
q(x) [K (x, ·)∇x log p(x) + ∇xK (x, ·)] dx, v(·) 〉F1 . (14)
This is valid for any v such that ‖v ‖F≤ 1. Therefore, the first term of the dot product in Eq. (14) is by definition the 
gradient of DK L at T=0 = x, DvDK L = 〈∇DK L, v 〉F1 so that
∇DK L(x) = −Ex′∼q
[
K (x′,x)∇x log p(x′) + ∇xK (x′,x)
]
, (15)
where E represents the expectation operator Ex∼p[ f (x)] 
∫
p(x) f (x)dx. (Note that by DvDK L(x) we denote the differences 
between DK L with a mapping T at x in a direction v from the Kullback-Leibler divergence without the mapping, i.e. the 
Gateaux derivate, while ∇DK L(x) denotes the direction in which DK L increases the most when mappings of the form Eq. 
(7) are conducted at x.)
This expression for the gradient, Eq. (15), is particularly suitable for Monte-Carlo integration when q is only known 
through a set of sample points. Since we seek to minimize the Kullback-Leibler divergence we choose as direction of the 
transformation T the negative of its gradient, the steepest descent direction,
xλ+ = x− ∇DK L(x). (16)
Using the kernel reproducing property and integration by parts in Eq. (15), the resulting gradient flow of the mapping is
vλ(x) = −∇DK L(x) = qλ(x)∇ log p(x) − ∇qλ(x). (17)
As shown in [25], the gradient flow, Eq. (17), has as stationary solution q(x) = p(x) so that the gradient flow converges 
toward the target density.
In [19], the Kullback-Leibler divergence is also used but with an extra regularization term to find a single global optimal 
map. Here, we apply a gradient flow via a sequence of local mappings. Under weak smoothness constrains [29], the mini-
mum of the cost function as a function of the mappings, Eq. (7), is uniquely determined in Eq. (16), i.e. no regularization 
term is required.
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Consider we have a set of equal-weighted particles x
(1:Np )
k−1 which sample the posterior density at time k − 1. The target 
density at time k which we aim to sample using the variational mapping is the posterior density p(xk|y1:k). The mapping 
approach only requires a set of samples of the prior density. It is started by the set of unweighted particles that are evolved 
from the previous estimate to the present assimilation time by the dynamical model, i.e. 
{
x( j)k,0 =M(x( j)k−1,η( j)k )
}Np
j=1, where 
the second subscript represents the mapping iteration. These sample points of the prediction density are then pushed 
towards the sequential posterior density by the mapping iterations.
Given the set of particles x
(1:Np)
k,i−1 that are samples of the intermediate density at mapping iteration i − 1, the gradient of 
the Kullback-Leibler divergence from Eq. (15) at a state space position x by Monte-Carlo integration is
∇DK L(x) = − 1
Np
Np∑
l=1
[
K (x(l)k,i−1,x)∇ log p(x(l)k,i−1) + ∇xK (x(l)k,i−1,x)
]
. (18)
This expression is equivalent to the one obtained in [14] for a time independent inference. The negative of this gradient 
represents the velocity field of the gradient flow.
The first term of the gradient of the Kullback-Leibler divergence, Eq. (18), tends to drive the particles towards the peaks 
of the posterior density. It gives a weighted average of ∇ log p including the current particle and surrounding ones within 
the kernel scale of the current one. This is the typical behavior of a variational importance sampler so that it accumulates 
particles at the high probability regions of the posterior density. On the other hand, the second term of ∇DK L in Eq. (18)
tends to separate the particles. If the current particle x( j)k is in the influence region of another particle say x
(l)
k , i.e. within 
the kernel scale, the term ∇
x(l)k,i−1
K (x(l)k,i−1, x
( j)
k,i−1) will tend to separate them acting as a repulsive force between particles.
At the mapping iteration i, the particle j is transformed, according to the mapping Eq. (16), by
x( j)k,i = x( j)k,i−1 −  ∇DK L(x( j)k,i−1), (19)
where −∇DK L(x( j)k,i−1) is the steepest descent direction at the particle position. Eq. (19) may be interpreted as the movement 
of the particles along the streamlines of the flow assuming small  .
An ingredient needed to evaluate Eq. (18) is an expression for the gradient of the posterior density. A problem in 
sequential Bayesian inference is that there is no exact expression for the posterior density. We do know the likelihood 
function, but we only have a set of particles that represent the prior density, not the density itself. The prior density using 
the particle representation of the posterior density at time k − 1 in Eq. (3) results in
p(xk|y1:k−1) ≈ 1Np
Np∑
j
p(xk|x( j)k−1), (20)
and the expression for the posterior density from Eq. (4) becomes
p(xk|y1:k) ∝ 1Np p(yk|xk)
Np∑
j
p(xk|x( j)k−1). (21)
Because of the finite ensemble size at time k − 1, this expression is an approximation of the posterior density. Equation 
(21) is the target density in the mapping sequence.
At each mapping iteration, all the particles are moved following Eq. (19). Successive applications of the transformation, 
through gradient descent, with the corresponding updates of ∇DK L , will converge towards the minimum of the Kullback-
Leibler divergence. The pseudo-code of the implemented algorithm which combines variational mapping with the sequential 
particle filter is shown in Algorithm 1.
The form in which the variational mapping is obtained, as steepest gradient descent, is suitable for the stochastic opti-
mization algorithms used in the machine learning community. In this case,  , known as the learning rate, can be determined 
adaptively using ∇DK L from previous iterations (e.g. [30]).
An important part of any iterative variational method is a stopping criterion. One possibility in Algorithm 1 is to check 
the value of |∇DK L | for each particle, or averaged over all particles. Another option is to use importance sampling and to 
interpret the final density of the mapping sequence as a proposal density and calculate weights with respect to the posterior 
density, which will then automatically lead to an unbiased estimator. To use this, an expression for the final intermediate 
density q is required, however, we have only its particle representation. To implement this in a practical way, the density 
transformations can be used, that we do have explicitly, and the final density can be related to the prior density. In the 
Appendix, the implementation of importance sampling within the variational mapping particle filter is described.
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Input: Given x
(1:Np )
k−1 , yk , M(·), p(y|x) and p(η)
for j = 1, Np do
x( j)k,0 ← M(x( j)k−1, ηk)  Forecast stage
end for
repeat  Mapping iterations
for j = 1, Np do
x( j)k,i ← x( j)k,i−1 −  ∇DK L(x( j)k,i−1)  ∇DK L from Eq. (18)
end for
i ← i+1
until Stopping criterion met
Output: x
(1:Np )
k,i
To avoid the resampling in the importance sampling step, one can calculate the effective ensemble size as Nef f (see 
Appendix), and decide to continue the iterations in Algorithm 1 until Nef f reaches a certain threshold Nt . In the following 
assimilation cycle, the weights of the particles representing the final intermediate density has to be considered in the 
sequential posterior density, resulting in a weighted posterior density instead of Eq. (21). In this way, the mapping particle 
filter would readily extend to include importance sampling. One should keep in mind, however, that our estimate of the 
posterior density is rather poor in high-dimensional systems with a small number of particles, so the weights would not 
be very accurate. Thus, our standard implementation uses the magnitude of the gradient as the stopping criteria, without 
calculating the weights.
3. Numerical experiments
The sequential implementation of the mapping particle filter is evaluated using three chaotic nonlinear dynamical models 
with state spaces of up to 40 dimensions (see Section 3.1). As usual in these experiments, the observational and model 
errors are assumed Gaussian. A derivation of the hidden Markov model with Gaussian errors is given in Section 3.2. We 
conducted a set of stochastic twin experiments, in which the dynamical model used to produce the synthetic observations 
is the same as the one used in the state-space model, including the statistical parameters. Details of the experiments are 
given in Section 3.3.
3.1. Description of the systems
The Lorenz-63 system is given by
dx
dt
= σ(y − x),
dy
dt
= x(ρ − z) − y, (22)
dz
dt
= xy − βz.
The equations are solved using a fourth-order Runge-Kutta scheme. The parameters are chosen at their standard values 
σ = 10, ρ = 28 and β = 8/3. The integration time step is 0.001 and the assimilation cycles are every 0.01 (10 integration 
time steps). The observation operator H is taken as the identity matrix, for the full-observed state experiments in Section 4. 
The model error covariance Q is chosen diagonal. Its diagonal elements are set to 30% of the climatological variance of the 
variable, e.g. Q 11 = 0.3σ 2x , where σ 2x is the time-series variance of variable x. The observation error covariance is R = 0.5I.
The stochastic dynamical model for cholera is a 5-variable system allowing for susceptible, infected, and three classes of 
recovery individuals in which cholera mortality is the only observed variable. From the inference point of view, it presents 
some challenges [10]. It has partial noisy observations whose variance depends on time. Transmission is assumed stochastic 
and has a multiplicative model error. The compartment dynamical model for cholera used in this work is the one throughly 
described in [10]. A short description is given here. The individuals are classified as susceptible (S), infected individuals 
(I), while recovered individuals belong to three classes (R1:3) to allow for different immune periods. The equations for the 
number of individuals for each category are given by
dSt = dNBSt − dNNIt − dNSDt + dNR
k S
t
dIt = dNSIt − dN IR
1
t − dN ICt + dN IDt
dR1t = dN IR
1
t − dNR
1R2
t − dNR
1D
t (23)
dR2t = dNR
1R2
t − dNR
2 S
t − dNR
2D
t
dR3t = dNR
2R3
t − dNR
3 S
t − dNR
3D
t
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dNSIt = λt Stdt +  It St/PtdWt , (24)
where dWt is a Gaussian white noise. The transitions between categories are given by
dN IR
1
t = γ Itdt, dNR
l−1Rl
t = rkRl−1t dt,
dNR
l S
t = rkRkt dt, dNSDt =mStdt,
dN IDt =mItdt, dNR
lD
t =mRltdt, (25)
dN ICt =mc Itdt, dNBSt = dPt +mPtdt,
where l = 2, 3, B represents birth, C is cholera mortality and D denotes death from other causes. Equations (23) are inte-
grated using an Euler-Maruyama scheme with time step of 1/20 month. The observations are cholera mortality data which 
are given by
yt ∼N
[
NICt − NICt−1, τ 2(NICt − NICt−1)2
]
. (26)
While the mapping particle filter can handle non-additive model errors, we transform the system of equations above to 
allow for an additive model error implementation. We use an augmented state space defining a new state variable T as 
dTt = dWt , so that the augmented system has additive Gaussian model error whose gradient of the log-posterior density is 
represented by Eq. (30). Note that a non-Gaussian density for additive model error would give more realistic features. To 
add diversity to the particles in the filter a small additive noise term is added in all the equations [15]. The variance of this 
additive noise is set to 10% of the dWt variance. This noise is not used to generate the true trajectory, it is only included in 
the particle filter.
For the 40-variable Lorenz-96 system experiments, the set of equations is
dxi
dt
= (xi+1 − xi−2)xi−1 − xi + F , (27)
where i = 1, · · · , 40 and cyclic boundary conditions are imposed, x0 = x40, x−1 = x39 and x41 = x1. The equations were 
integrated using a fourth-order Runge-Kutta scheme, with an integration step of 0.001. The forcing is F = 8 which results in 
chaotic dynamics. The observational time resolution is 0.05. The observational and model error covariances are R = 0.5I and 
Q = 0.3I, respectively. This amplitude of the model error noise is representative for the two-scale Lorenz 96 system which 
was estimated to be 0.3 using information measures by [20] and 0.3-0.5 using an Expectation-Maximization algorithm 
coupled to an ETKF [21]. The initial ensemble particles are states taken randomly from a climatology.
3.2. Hidden Markov models with Gaussian errors
Next, we derive the expression of the posterior density in the sequential framework as a function of the particles at 
k − 1. For the numerical experiments, model and observational errors are assumed Gaussian in the three dynamical systems 
used in this work (Section 3.1). These are taken as an example, but the framework is general. In particular, it is suitable 
for non-additive and non-Gaussian errors. The prediction probability density can be obtained analytically under the additive 
Gaussian model error assumption, ηk ∼N (0, Qk) in Eq. (1). The evolution of the particles from Eq. (3) gives
p(xk|y1:k−1) ∝
Np∑
m=1
exp
[
−1
2
‖xk −M(x(m)k−1)‖2Qk
]
, (28)
where 
∥∥xk −M(x(m)k−1)∥∥2Qk  (xk −M(x(m)k−1))Q−1k (xk −M(x(m)k−1)). We assume equal-weighted particles here; it is straight-
forward to assume weighted particles at time k − 1 if so desired.
The observational error is also assumed additive Gaussian, νk ∼N (0, Rk) in Eq. (2), so that the observational likelihood 
at k is
p(yk|xk) ∝ exp
[
−1
2
∥∥yk −H(xk)∥∥2Rk
]
. (29)
The Bayes rule, Eq. (4), is used to obtain the sequential posterior density combining the prediction density, Eq. (28), 
and the observation likelihood, Eq. (29). The sequential posterior density given the particles at the previous time step is 
proportional to
p(xk|y1:k) ∝
Np∑
exp
[
−1
2
∥∥xk −M(x(m)k−1)∥∥2Qk
]
· exp
[
−1
2
∥∥yk −H(xk)∥∥2Rk
]
. (30)m=1
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The gradient of the logarithm of the sequential posterior density, Eq. (30), at x(l)k,i−1 is given by
∇x log p(x(l)k,i−1) = Cp−1(x(l)k,i−1)
Np∑
m=1
ψ
Q
l,mψ
R
l
{
HR−1k
[
yk −H(x(l)k,i−1)
]
−Q−1k
[
x(l)k,i−1 −M(x(m)k−1)
]}
(31)
with ψ Ql,m = exp
[
− 12
∥∥x(l)k,i−1 −M(x(m)k−1)∥∥2Qk
]
, ψ Rl = exp
[
− 12
∥∥yk −H(xlk)∥∥2Rk
]
and p(x(l)k,i−1) = C
∑Np
m=1 ψ
Q
l,mψ
R
l . Reducing we 
obtain
∇x log p(x(l)k,i−1) = HR−1k
(
yk −H(x(l)k,i−1)
)
−Q−1k
⎡
⎣x(l)k,i−1 −
∑Np
m=1 ψ
Q
l,mM(x
(m)
k−1)∑Np
m=1 ψ
Q
l,m
⎤
⎦ . (32)
This gradient of the log-posterior, Eq. (32), does not depend on the unknown normalization constant of the sequential 
posterior density. Hence, the numerical evaluation of the gradient of the Kullback-Leibler divergence is feasible.
3.3. Experiment details
A Gaussian kernel is chosen for the experiments,
K (x,x′) = exp
[
−1
2
(x− x′)A−1(x− x′)
]
. (33)
The kernel covariance A is taken proportional to the model error covariance matrix, Q, i.e. A = αQ. This appears to be a 
convenient choice since the model uncertainty, Q, already includes the physics so that it is expected to represent the scaling 
between the variables and also the correlations between variables. Under this choice the only parameter of the kernel that 
requires to be defined is α. With growing dimension of the state vector and the number of particles small, the distance 
between the particles grows larger. To account for this, α should be chosen larger to increase the distance between particles. 
In the experiments, we have found that α should be chosen of the order of the dimension of the state vector.
3.4. The stochastic optimization methods and their convergence
An optimization of the Kullback-Leibler divergence is conducted in the mapping particle filter to push the prior particles 
to samples from the posterior density. The particles are driven in a purely deterministic transformation by the variational 
mapping from the prior density to the posterior. The intermediate densities are represented through particles. Each particle 
is then moved along the direction of the steepest descent of the Kullback-Leibler divergence, which considers all the particle 
positions.
Several stochastic gradient-based optimization methods have been recently developed in the machine learning commu-
nity [30,11] which are directly applicable to the mapping particle filter. They are focused on efficient first-order convergence 
in high-dimensional control spaces when the cost function is noisy. The source of this noise is subsampling. These optimiza-
tion methods, and their successful convergence rates, have been instrumental for the success of deep learning applications 
(e.g. [12]). The variational mapping in this work is based on stochastic gradient-based optimization methods.
The gradient descent method has a fixed learning rate for all the iterations and all the control variables. This is well-
known to cause some inconveniences, in particular along extended valleys where zig-zag convergence arises. As the gradient 
decreases in some directions, the convergence along those variables is very slow. The adaptative schemes search for a 
dynamic learning rate for each control variable. Ideally, a Newton method would be the optimal learning rate if the opti-
mization problem is quadratic, but it requires Hessian evaluations which are computationally prohibitive in high-dimensional 
spaces. The learning rate for each control variable in the stochastic optimization method, adadelta [30], is based on a global 
learning rate over a running average of the past absolute directional derivatives along the direction of the control variable. 
Therefore, the learning rate increases for directions with small directional derivatives. The method improves substantially 
but still some stagnation after the first iterations has been reported. To overcome this weakness, the algorithm for stochastic 
optimization adam [11] estimates the first and second moments of the gradients with bias correction. These two stochastic 
optimization algorithms, adadelta and adam, together with a descent gradient method were evaluated in the experiments. 
The chosen initial learning rate of the optimization methods is a tradeoff between convergence speed and conserving the 
smoothness of the flow. In this sense, considering that each particle is following a streamline, the particles should not cross 
the streamlines of other particles. The values recommended in [30] exhibited a good performance, so that no manual tuning 
of the learning rate was required.
These first-order adadelta and adam optimization methods were chosen because the cost function was expected in 
principle to be noisy. These methods only account for the diagonal of the Hessian using an adaptative step in each variable. 
For higher-dimensional optimization problems, the information of off-diagonal elements of the Hessian may be essential for 
relatively smooth cost functions. In that case, quasi-Newton methods may be a feasible option since the required number of 
408 M. Pulido, P.J. van Leeuwen / Journal of Computational Physics 396 (2019) 400–415Fig. 1. The root-mean-square of the DK L gradient as a function of the mapping iteration for the descent gradient (blue line), adadelta (red line) and 
adam (green line) optimization algorithms (upper panel). This corresponds to the first assimilation cycle of the Lorenz-63 experiment in which the three 
optimization algorithms share the same prior density. The number of effective particles as a function of the mapping iteration for Np = 100 (lower panel). 
(For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)
Fig. 2. As Fig. 1 but for the 10-th time iteration, so that the prior density for the optimization algorithms is not the same.
particles in the filter is expected to be small (< 200). In terms of the convergence rate, note that the optimization step in 
the mapping is constrained. It should be relatively small to avoid that particle paths intersect.
The convergence of the variational mapping is shown in Fig. 1 as a function of the mapping iteration at the first as-
similation cycle. At this cycle, the three optimization methods, descent gradient, adadelta and adam, have the same initial 
density. Upper panels of Fig. 1 show the root-mean-square of the Kullback-Leibler gradient, and lower panels the number of 
effective particles. The adadelta converges fastest, close to adam. For a larger number of iterations, the gradient of Kullback-
Leibler divergence is still diminishing for adam but it shows almost no change after 25 iterations for adadelta. However, the 
number of effective samples does not differ between them, 40 iterations are required to achieve the maximum–98% of the 
total number of particles. The descent gradient requires about 200 iterations to achieve this number of effective particles.
Fig. 2 shows the convergence at the 10th assimilation cycle of the optimization methods for evaluating the recursive 
effects. Notably, adadelta has the fastest convergence with the minimum root-mean-square gradient similar to the one 
obtained in the first iteration. On the other hand, adam converges slowly in the first mapping iterations and starts to 
increase the convergence rate after 20 iterations (an effect that is likely caused by the momentum equations in adam which 
require some iterations to “warm up”). Adadelta has reached the maximum number of effective particles in 50 iterations. 
Because of the fast convergence and because the effective particle numbers is the most relevant parameter for the particle 
filter we took adadelta with 50 iterations and an initial learning rate of 0.03 as the default setting for the experiments.
There is a clear correlation between the decrease of the root-mean-square of the Kullback-Leibler gradient and the in-
crease in the number of effective particles in Fig. 2 for the three stochastic optimization methods. This implies as mentioned 
that both measures could be used to determine the convergence in the optimization and the required number of iterations 
for a given threshold. Along this line, we note that the Kullback-Leibler divergence can be directly expressed in terms of the 
weights.
M. Pulido, P.J. van Leeuwen / Journal of Computational Physics 396 (2019) 400–415 409Fig. 3. The Gaussian prior density (blue line) and the bimodal posterior density (red line), blue dots are the samples from the prior density (for visibility 
has been located at p = 0.05) and red dots show the result of applying the mapping particle filter in a single observation cycle (left panel). The path of the 
particles as a function of pseudo time λ (right panel), at λ = 0 they are the samples of the prior density and at λ = 1 is the result of the filter when the 
convergence criteria are satisfied.
Fig. 4. Marginalized prior density for each variable of Lorenz-63 system determined at the 115-th time iteration, k = 115 (blue line), the final density after 
the variational mappings (red line) and the marginalized sequential posterior “target” distribution (black).
Using Monte Carlo integration of the Kullback-Leibler divergence,
DK L(q‖p) = 1
Np
Np∑
j=1
log
[
q(x( j)k )
p(x( j)k |y1:k)
]
, (34)
from Eq. (A.1), we find
DK L(q‖p) = − 1
Np
Np∑
j=1
log
(
w( j)k Np
)
. (35)
As expected if the weigths are equally distributed in the particles, the Kullback-Leibler divergence is zero, then q(xk) ≈
p(xk|y1:k). In other words, as the number of effective particles Nef f tends to Np , the Kullback-Leibler divergence tends to 
zero, its minimum.
4. Results
A first simple experiment illustrates the potential of the method in a non-Gaussian inverse problem. Suppose a one-
dimensional space with Gaussian a priori and Gaussian observational error. The observational operator is the module of the 
state, i.e. H(x) = |x|. In this case, the resulting posterior density is a bimodal distribution. We apply the mapping particle 
filter to assimilate a single observation. The experiment could represent an instrument that measures the speed and the 
state variable is the velocity. Fig. 3a shows the prior and posterior distribution. Blue dots corresponds to the prior density 
samples while red dots represent the dots after application of the mapping particle filter. Fig. 3b shows the paths of the 
particles as a function of pseudo-time λ. The particles following the paths of minimum transport cost flow nicely toward 
the bimodal distribution.
Fig. 4 shows the marginalized prior density in the experiment with the Lorenz-63 system as a function of the three 
state variables at the 115-th time assimilation cycle, k = 115 (each panel exhibits a variable). For plotting, the marginalized 
density is determined with kernel density estimation. The cycle was chosen so that the differences between the mapping 
particle filter (MPF) and the sampling importance resampling (SIR) filter are emphasized (i.e. a cycle for which the a pri-
ori density is not a good representation of the posterior density). The experiment uses 100 particles and the full state is 
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location (upper panels). The particles sampling the final density after the variational mapping with 50 iterations (lower panels).
observed. Because particles are spread in and out the high observation likelihood region, the proposal density is broader, 
asymmetric compared with the marginalized sequential posterior density, Eq. (30). After the variational mapping, the re-
sulting density is a close representation of the sequential posterior density, the target density for the mapping, in the three 
variables (see the three panels in Fig. 4).
The distribution of the particles can be seen in Fig. 5. Upper panels of Fig. 5 show the particles belonging to the prior 
density for each variable, the initial density for the mapping. Contours show the posterior density, marginalized to the 
2-dimensional plane. Lower panels show the final locations of the samples after 50 mapping iterations. The mapping has 
pushed most particles towards the high probability region of the posterior density. Note that the algorithm is not collapsing 
the particles toward the mode of the posterior, but representing the density with the samples as a whole. The diversity of 
the particles produced by the mapping is notable.
The same experiment conducted with the standard SIR, or bootstrap filter using resampling when Nef f < Np/2 is shown 
in Fig. 6. The sampling deficiencies in the SIR filter are visible in Fig. 6 where the particles of the prior density (upper 
panels) and the resampled density (lower panels) are shown with dots. Because the resampling conserves and replicates 
statistically only the particles with high likelihood, there is an evident sample impoverishment even in this low-dimensional 
experiment.
Because of the good sampling, the MPF exhibits a very weak sensitivity to the number of particles in the root-mean-
square error (RMSE) metrics. Fig. 7 shows the RMSE of the analysis mean with respect to the true state, for MPF and SIR 
filters for 100, 20 and 5 particles (Fig. 7a, b and c respectively). Even for a large number of particles (with respect to the 
state dimension), the MPF outperforms the mean estimation with respect to the SIR filter. SIR filter diverges for 5 particles. 
Fig. 7a, b and c shows that the time-mean RMSE for the MPF practically does not change between 100 particles with a 
time-mean RMSE of 0.482 to 5 particles whose time-mean RMSE is 0.489. Thus, the performance of the MPF is quite robust, 
only small changes in the RMSE are found when decreasing the number of particles.
Note the complexity of Algorithm 1 is proportional to N2p while it is proportional to Np for the SIR filter, so that the 
computational cost of the assimilation stage is higher for the MPF with the same number of particles. However, it requires 
a smaller number of particles so that it represents a promising venue for computationally expensive dynamical models. The 
SIR filter could use more particles at the same computational cost. However a generally applicable comparison of the filters 
and conclusion of this kind is not possible because it depends on the computational cost of the dynamical model M that 
integrates the state from time k − 1 to k. In particular, one of the potential applications for which we envisage the MPF, 
geophysical systems, typically use extremely computationally demanding models. Thus, only a small number (< 100) of 
model integrations–particles – are affordable. The overall computational cost of the MPF for such a system would be similar 
to 3D variational assimilation (i.e. MAP estimation) for each particle.
A third set of experiments was conducted using a compartment stochastic dynamical model for cholera dynamics [10]. 
Fig. 8a shows the true mortality time series and the one estimated by the MPF. The experiment started with an initial 
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Fig. 7. RMSE for the MPF and the SIR filters as a function of the number of particles. Panels (a) 100, (b) 20, and (c) 5 particles.
mean state which underestimates the number of true susceptible individuals by 20%. A good performance is found for the 
MPF (total RMSE is 0.0031). The SIR filter follows the cholera outbreaks but the estimate is much noisier when the same 
level of noise is used as for the MPF (total RMSE is 0.0039). By decreasing the level of noise in the SIR filter, the noise 
diminishes but at the expense of a strong underestimation of the peaks (total RMSE is 0.0077). Overall the performance of 
the mapping particle filter is excellent, it can handle very well this partial observation configuration, i.e. 5 state variables 
and one observed variable, and the nonadditive model error.
To evaluate the performance of the MPF for a larger state-space model, an experiment using the 40-variable Lorenz-96 
dynamical system was conducted. An ensemble of 20 particles was used in the MPF experiment. Scalable sampling methods 
are expected to produce useful results for these experiments in which Np < Nx . Fig. 9a compares the resulting RMSE as 
a function of time given by the MPF experiment and two stochastic EnKF experiments one using 20 members (inflation 
factor 1.1) and one with 100 members (inflation factor 1.05). The SIR filter is not shown since it exhibits degeneracy in the 
Lorenz-96 system because of the high dimensional state and observation spaces. The MPF takes a longer time to converge 
(20 cycles), but the EnKF with the same number of members (20) shows a larger RMSE. On the other hand, the EnKF with 
100 members presents rather similar RMSE to the MPF experiment with 20 particles. Furthermore, the mapping particle 
filter estimates are rather stable in time, which is a result of its deterministic mappings. The spread is rather stable and 
comparable to the RMSE in both filters (Fig. 9b).
An experiment to evaluate the performance of MPF for a partially observed Lorenz-96 system (40 variables and 20 
observations) was conducted. The settings are similar to the previous experiment but now the observations are sparse. 
Fig. 10a shows the RMSE given by the MPF and the stochastic EnKF. The MPF outperforms the EnKF in terms of the RMSE 
metrics. Fig. 10b shows the spread of the particles for both filters. No localization is used in the filters. This is not by far an 
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noise (b) and with the SIR filter with low additive noise (c).
Fig. 9. RMSE (a) and spread (b) of the state as a function of the assimilation cycles produced by EnKF and MPF in the 40-variables Lorenz-96 system.
Fig. 10. RMSE (a) and spread (b) of the state as a function of the assimilation cycles produced by EnKF and MPF in the 40-variables Lorenz-96 system with 
20 observations. Both filters use 20 particles.
exhaustive comparison, the only purpose is to show that the MPF can give promising results in relatively large dimensional 
spaces in which the SIR filter does not work. Further experiments and more extensive comparisons are required to evaluate 
the overall performance of MPF in median and higher-dimensional systems (> 100 state space dimensions), these go beyond 
the present work which is focused on the introduction and development of the technique.
The radial basis functions used as kernel require to set the bandwidth, which in this work was chosen as A = αQ. The 
uknown parameter α depends on the number of particles and the dimensions of the problem so that it requires some 
tuning. The optimal parameter will be the one that produces the sample spread equal to the spread of the sequential poste-
rior density. The bandwidth parameter α used in the Lorenz-63 experiment with 20 particles is α = 1. For the experiment 
with 100 particles we use α = 0.5. Fig. 11 shows experiments for the 40 variables Lorenz-96 system in which we vary 
the bandwidth from α = 2 to α = 100. The RMSE shows only slight changes with similar values in the three experiments 
(Fig. 11a). The RMSE measure for the MPF appears rather robust to the kernel bandwidth. Fig. 11b shows the spread of 
the experiments for different α values. A choice of α = 20 appears to give an optimal spread of the particles for this 
experiment.
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posterior density.
5. Discussion and conclusions
The proposed mapping particle filter is based on a deterministic gradient flow. It is able to keep a large effective sample 
size, avoiding the resampling step, even for long recursions subject to the convergence of the mapping sequences. Further-
more, it shows a robust behavior in terms of the RMSE with a consistent ensemble spread in the conducted experiments, 
using only a small number of particles.
In the limit of a single particle, Np = 1, the gradient of the Kullback-Leibler divergence is equal to the negative of the 
gradient of the log-posterior density (see Eq. (18)). In that case, the optimization via gradient descent determines the mode 
of the posterior density. Therefore, the method for Np = 1 is equivalent to three-dimensional variational data assimilation 
(3D-Var) with Q in the role of B.
The MPF requires the adjoint of the observational operator to evaluate the gradient of the posterior density (see Eq. 
(32)). An extension of the MPF was proposed in [22] which represents the observational operator in the RKHS, and in this 
way it avoids the need of the Jacobian of the observational operator. The experiments show that this extension of the MPF 
retains the main non-Gaussian properties of the posterior density.
The mapping of samples in the variational mapping particle filter is produced by moving the particles where they max-
imize the information gain of the proposal density with respect to the sequential posterior density, via the Kullback-Leibler 
divergence. In these terms, the proposed mapping particle filter seeks to maximize the amount of information available 
in a complex high-dimensional posterior density using a stochastic optimization method and given a limited number of 
particles.
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Appendix A. Importance sampling and the mapping particle filter
The variational mapping sampling scheme is suitable to be coupled with importance sampling. The last intermediate 
density obtained with the variational mapping sampling scheme can be used as a proposal density of the posterior density. 
Suppose we denote the particles obtained in the last mapping iteration by x(1:N)k
.= x(1:N)k,I . The values of the proposal and 
posterior densities at the particle positions are used to estimate the weights
w˜( j)k =
p(yk|x( j)k )p(x( j)k |y1:k−1)
q(x( j)k )
, (A.1)
and then they are normalized with w( j)k = w˜( j)k / 
∑Np
j w˜
( j)
k . The effective ensemble size is given by Nef f = 1/ 
∑
j(w
( j)
k )
2.
Since the output of the filter is a set of weighted samples, the sequential posterior density (e.g. Eq. (30)) has to include 
the weights of the previous cycle,
p(x( j)k |y1:k) ∝ p(yk|x( j)k )
∑
l
w(l)k−1p(x
( j)
k |x(l)k−1). (A.2)
To compute the weights between the posterior density and the proposal density –final density of the MPF–, we also 
need to evaluate the proposal density at the particle locations. We require the proposal density to be known (apart from 
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weights of all the particles are plotted, the last particle plotted is the most visible one. (b) The variance of the weights as a function of time. (c) Number 
of effective particles.
the set of samples that we have from that density). There are two ways to obtain it. One way is to use kernel density 
estimation with the set of samples, x(1:N)k , using the same kernels as in the mapping. The second option is to determine at 
each mapping iteration how the density is transformed with the mapping (e.g. [19]).
Before the mapping, we choose as initial intermediate density, for instance, an equally weighted Gaussian mixture cen-
tered at M(x(i)k−1) and with covariances Q,
q(xk,0|y1:k) ∝
Np∑
i=1
exp
[
−1
2
∥∥xk,0 −M(x(i)k−1)∥∥2Q
]
. (A.3)
In the following mapping iterations i > 0, the density changes according to the mapping T ,
qT (x
( j)
k,i ) =
q(x( j)k,i−1)
det∇xT =
q(x( j)k,i−1)
|I− H| , (A.4)
where |I − H| is the determinant Jacobian of the transformation and H is the Hessian of the Kullback-Leibler divergence. 
From Eq. (18), the Hessian is given by
H= 1
Np
Np∑
l=1
{
∇
x( j)k,i−1
K (x(l)k,i−1,x
( j)
k,i−1)
[
∇x log p(x(l)k,i−1)
] + ∇
x( j)k,i−1
∇
x(l)k,i−1
K (x(l)k,i−1,x
( j)
k,i−1)
}
. (A.5)
The calculation of the Hessian of the Kullback-Leibler divergence, Eq. (A.5) is computationally demanding. Although note 
that the second derivatives are known analytically for standard kernel functions and the symmetry of the kernel can be used 
to reduce the calculations. The Hessian calculation is required at each mapping iteration to evolve q( j)k,i from the previous 
intermediate density q( j)k,i−1.
The weights account for the bias introduced in the filter when the set of samples obtained by the sequence of mappings 
is not exactly distributed according to the target density. However, it should be kept in mind that our estimate of the 
posterior density Eq. (A.2) is not exact, so it is unclear what the calculated weights actually mean. It would be interesting 
to determine the accuracy of this estimate, but that is beyond the scope of this work.
The weights are also useful as a diagnostic of the quality of the convergence of the optimization method. In that case, an 
evaluation of the weights for the current intermediate density could be conducted in each mapping iteration. This allows to 
check in the algorithm if the given weights give an effective sample size which is over the threshold no further mapping 
iterations are required. In the conducted experiments of this work, in general, the effective sample size was over 98% after 
50 mapping iterations during the whole recursion. In other words, if the number of mapping iterations is large enough ≥ 50, 
the weights will be almost equal. In high-dimensional systems, a convergence criterion based on the module of the gradient 
of Kulback-Leibler divergence can be used instead of the effective sample size. This avoids the calculations of the Hessian 
or kernel density estimations. The convergence of the technique is evaluated through experiments with both measures in 
Section 3.4.
The performance of the mapping particle filter can be evaluated through the weights of the particles. As a function 
of the mapping iterations of the filter, the sequence of mappings is expected to start with a set of particles with most 
of the particles with almost zero weights and a few particles with very large weights. Note from Eq. (35) that parti-
cles with almost zero weights produce a large Kullback-Leibler divergence. Then, as the particles are pushed toward the 
posterior density, their weights will tend to be equally distributed for most of the particles. If the variational mappings 
work effectively, only a few particles should remain with low weights. In other words, the variance of the weights should 
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be small for all the cycles. Fig. A.12a shows the evolution of the weights of all the particles as a function of time for 
I = 50 and without threshold for the Lorenz-63 system. Most of the particle weights are concentrated around 0.05, in a 
range between 0.04 and 0.07 (Np = 20 particles). There are some cycles in which one particle obtains a low weight but 
in the following cycle the weight of that particle is again within the equally-weighted range. Note that we did not per-
form any resampling. The variance of the weights is around 1.25 10−4 (Fig. A.12b). The number of effective particles is 
in general about 19 (from a total of 20 particles), only in a few cycles it descends down to 16 (Fig. A.12c). A further ex-
periment was conducted in which the maximum number of iterations was increased to 100. In that case, all the particles 
remain with weights larger than 0.04 during the whole time sequence and the peaks of variance of the weights found 
in Fig. A.12b are not present (see Fig. A.13). The number of effective particles is in this case over 18 for all the cycles 
(Fig. A.13c).
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