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ABSTRACT
Analysis of reactive-diffusion simulations representing complex mixing processes requires a large
number of independent model runs. For each high-fidelity model simulation, the model inputs are
varied and the predicted mixing behavior is represented by temporal and spatial changes in species
concentration. It is then required to discern how the model inputs (such as diffusivity, dispersion,
anisotropy, and velocity field properties) impact the mixing process. This task is challenging and
typically involves interpretation of large model outputs representing temporal and spatial changes
of species concentration within the model domain. However, the task can be automated and sub-
stantially simplified by applying Machine Learning (ML) methods. In this paper, we present an
application of an unsupervised ML method (called NTFk) using Non-negative Tensor Factorization
(NTF) coupled with a custom clustering procedure based on k-means to reveal the temporal and
spatial features in product concentrations. An attractive and unique aspect of the proposed ML
method is that it ensures the extracted features are non-negative, which are important to obtain
a meaningful deconstruction of the mixing processes. The ML methodology is applied to a large
set of high-resolution finite-element model simulations representing anisotropic reaction-diffusion
processes in perturbed vortex-based velocity fields. The applied finite-element method ensures
that spatial and temporal species concentration are always non-negative, even in the case of high
anisotropic contrasts. The simulated reaction is a fast irreversible bimolecular reaction A+B → C,
where species A and B react to form species C. The reactive-diffusion model input parameters
that control mixing include properties of velocity field (such as vortex structures), anisotropic dis-
persion, and molecular diffusion. We demonstrate the applicability of the ML feature extraction
method to produce a meaningful deconstruction of model outputs to discriminate between different
physical processes impacting the reactants, their mixing, and the spatial distribution of the product
C. The presented ML analysis allowed us to identify additive temporal and spatial features that
characterize mixing behavior. The application of the proposed NTFk approach is not limited to
reactive-mixing. NTFk can be readily applied to any observed or simulated datasets that can be
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represented as tensors and have separable latent signatures or features.
Keywords: Non-negative tensor factorization; Tucker decompositions; Structure-preserving fea-
ture extraction; Unsupervised machine learning; Reaction-diffusion equations; Anisotropic disper-
sion; Reactive-mixing; Non-negative solutions; Fast irreversible bimolecular reactions
HIGHLIGHTS OF PAPER
• NTFk provide an elegant way to extract hidden features in irreversible fast bimolecular
reaction-diffusion systems.
• Features extracted using NTFk are non-negative and physically meaningful, which are an
important constraint to understand mixing process.
• Another added benefit of our proposed NTFk method is data compression, which is
achieved with minimal loss of information. In our case, the compression ratio is in the
O(10−4)
1. INTRODUCTION
Mixing and reaction of species is an important physical phenomena crucial in many applied re-
search areas related not only to flow in porous/fractured media but also to turbulent flows at various
scales in groundwater, rivers, lakes, oceans, and the atmosphere [1–10]. A problem of predominant
interest is groundwater contaminant remediation. For several decades in the past and for the fore-
seeable future, aquifer contamination has been and is expected to be one of the most important
application in the hydrogeological sciences [11–13]. Research has been driven by substantial scien-
tific and engineering challenges associated with prediction and remediation of contaminant plumes
in natural environments. Many of these challenges are due to geochemical complexities associated
with contaminant fate and transport in the subsurface, which is affected by numerous physical
processes. One of the most important factors is fluid flow. The flow controls how the geochemical
species of interest (e.g., contaminants and remedial agents) move and interact in the subsurface
porous/fractured media. Typically, water in an aquifer is a mixture of different groundwater types
with different origins and geochemical signatures [14]. For example, groundwater might be origi-
nating from different recharge sources with contrasting geochemical properties. Also, groundwater
may have been flowing through different rock types which may have altered the composition by
means of geochemical reactions. Furthermore, some of the groundwater recharge sources might be
associated with contamination sources with different geochemical signatures. In the case of active
contaminant remediation, additional complexity occurs due to injection of water with species which
are expected to alter the groundwater composition and eliminate the contaminant species (for ex-
ample, through reduction and/or precipitation). Understanding how different groundwater types
mix and how some of the species in these mixtures react is a challenging but very important task.
This task is typically performed using complex inverse models representing groundwater mixing
processes in the aquifer [15–23].
Typically, mixing analyses are performed in the laboratory based on microfluidics experiments
[24]. Another option is to perform high-resolution numerical simulations which are capable of
representing the governing processes. These simulations usually involve solving anisotropic reaction-
diffusion equations using numerical methods like the pseudo-spectral and finite element methods
[25–28]. From these simulations, one then infers scaling laws related to quantities of interest
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such as species decay rates, product yield, degree of mixing, extent of spreading, etc [27–29].
Since the reactive-mixing simulations are dependent on a series of model input parameters and
produce large model outputs of state variables, the interpretation of the subsequent modeling results
is challenging. For instance, one can be interested in how the model input parameters impact
the aforementioned quantities of interest over time. This interpretation can be automated and
substantially simplified by applying unsupervised Machine Learning (ML) methods such as Non-
negative Matrix Factorization (NMF) and Non-negative Tensor Factorization (NTF) [30]. For
example, NMF/NTF-based ML methods have been successfully used for analysis of Monte Carlo
simulated fission chamber’s output signals [31], for compression of scientific simulation data [32],
and for a variety of other applications [30]. To avoid confusion, we should emphasize that in
this paper the term tensor is used to define two different types of mathematical objects. We use
tensors to define multi-dimensional arrays as commonly used in the unsupervised machine learning
literature [30]. We also use the term tensor as a geometric object applied to characterize properties
of physical parameters such as dispersivity; the dispersivity tensor is formed as a cross product of
two vectors.
The primary goal of these unsupervised ML methods (such as NMF and NTF) is to separate
the dependence of a quantity of interest into independent physical/chemical processes. Through
such a decomposition, NMF/NTF methods not only provide rapid data analysis and data reduction
but also provide insight into the physics of the underlying system. For instance, physical insight
can be: How does reactive-mixing progress under low and highly anisotropic conditions? Which
processes (e.g., longitudinal dispersion, transverse dispersion, molecular dispersion) contribute to
the formation of product at early and later stages of time? NMF/NTF methods provide an elegant
approach to answer these questions, which are addressed in this paper. It should be noted that the
hidden features extracted with the proposed ML methods can also be used to construct reduced-
order models. In addition, the proposed ML models can also be used for extrapolation of the
concentration beyond the simulation time. However, the development of reduced-order models is
not the main intention of this paper.
Conventional numerical formulations for anisotropic reaction-diffusion equations can produce
negative and unphysical solutions for concentration of chemical species [33–36], and this is ex-
acerbated when anisotropy dominates [6, 25, 26]. However, it is physically nonsensical for the
concentration of a species to be negative. To overcome this first challenge, we employ a novel
non-negative finite element method [25,26,29] to produce high-fidelity non-negative numerical so-
lutions. This non-negative finite element method provides physically meaningful concentrations for
reaction-diffusion equations even under high anisotropy. Then, in order to discover hidden features
in the high-fidelity data, we present a new unsupervised ML methodology by combining NTF and
k-means clustering. The proposed ML method is called NTFk. NTFk ensures that the discovered
features are additive and are in accordance with the non-negativity of underlying numerical solu-
tions. For this reason, NTFk is very attractive for our problem as it is a structure-preserving feature
extraction approach, which other unsupervised ML methods that does not include non-negativity
constraints do not guarantee. Note that the proposed method is robust and can be applied to a
wide variety of reactive-transport applications. For example, the robustness of the proposed method
is studied in a similar context for contaminant source identification [37–39] using NMFk. These
references highlight the fact that the proposed method can be used to study data from a variety
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of simulation sources [37, 38] and from observational field data [39]. While these analyses were
performed using matrix versions of these methods, similar analyses can be performed using NTFk.
The paper is organized as follows. In Section 2, we describe briefly a mathematical model for
reaction-diffusion mixing simulations. Then, we present our NTFk method with the goal of discov-
ering hidden non-negative features present in the high-fidelity model outputs. High-fidelity datasets
for NTFk are generated by performing a series of model runs using a parallel non-negative finite
element solver with different model input parameters representing uncertainties in the underlying
reaction-diffusion processes. The obtained results are presented in Section 3 followed by conclusions
in Section 4.
2. METHODOLOGY
2.1. Reaction-Diffusion Mixing Simulations. Let Ω ⊂ Rn be a domain with n spatial
dimensions and a piecewise smooth boundary ∂Ω. Let Ω be the set closure of Ω and x ∈ Ω be a
spatial point. The divergence and gradient operators with respect to x are denoted by div[•] and
grad[•], respectively. Let n(x) be the unit outward normal to ∂Ω. Let t ∈ (0, I) denote the time,
where I is the length of time of interest. Consider a bimolecular reaction where species A and B
react irreversibly to produce species C:
nAA + nB B → nC C (2.1)
where nA, nB, and nC are (positive) stoichiometric coefficients.
The governing equations for the reaction in Eq. (2.1) without any sources/sinks are given by:
∂cA
∂t
− div[D(x, t) grad[cA]] = −nA kABcAcB in Ω×]0, I[ (2.2a)
∂cB
∂t
− div[D(x, t) grad[cB]] = −nB kABcAcB in Ω×]0, I[ (2.2b)
∂cC
∂t
− div[D(x, t) grad[cC ]] = +nC kABcAcB in Ω×]0, I[ (2.2c)
ci(x, t) = c
p
i (x, t) on Γ
D
i ×]0, I[ (i = A, B, C) (2.2d)
(−D(x, t) grad[ci]) • n(x) = hpi (x, t) on ΓNi ×]0, I[ (i = A, B, C) (2.2e)
ci(x, t = 0) = c
0
i (x) in Ω (i = A, B, C) (2.2f)
where ci is the molar concentration of i-th chemical species, D(x, t) is the anisotropic dispersion
tensor, and kAB is the bilinear reaction rate coefficient. c
p
i (x, t) and h
p
i (x, t) are the prescribed molar
concentration and flux on Dirichlet and Neumann boundaries ΓDi and Γ
N
i , respectively. Additionally,
c0i (x) is the initial concentration of i-th chemical species.
Using the non-negative linear transformations [25,29],
cF := cA +
(
nA
nC
)
cC (2.3a)
cG := cB +
(
nB
nC
)
cC (2.3b)
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Eqs. (2.2a)–(2.2f) can be transformed to
∂cF
∂t
− div[D(x, t) grad[cF ]] = 0 in Ω×]0, I[ (2.4a)
cF (x, t) = c
p
F (x, t) := c
p
A(x, t) +
(
nA
nC
)
cpC(x, t) on Γ
D×]0, I[ (2.4b)
(−D(x, t) grad[cF ]) • n(x) = hpF (x, t) := hpA(x, t) +
(
nA
nC
)
hpC(x, t) on Γ
N×]0, I[ (2.4c)
cF (x, t = 0) = c
0
F (x) := c
0
A(x) +
(
nA
nC
)
c0C(x) in Ω (2.4d)
and
∂cG
∂t
− div[D(x, t) grad[cG]] = 0 in Ω×]0, I[ (2.5a)
cG(x, t) = c
p
G(x, t) := c
p
B(x, t) +
(
nB
nC
)
cpC(x, t) on Γ
D×]0, I[ (2.5b)
(−D(x, t) grad[cG]) • n(x) = hpG(x, t) := hpB(x, t) +
(
nB
nC
)
hpC(x, t) on Γ
N×]0, I[ (2.5c)
cG(x, t = 0) = c
0
G(x) := c
0
B(x) +
(
nB
nC
)
c0C(x) in Ω (2.5d)
Since fast bimolecular reactions are considered, it is assumed that the reactants A and B cannot
co-exist at the same location x at any instant of time. Based on this assumption, quantities cF (x, t)
and cG(x, t) can be used to evaluate cA(x, t), cB(x, t) and, cC(x, t) via:
cA(x, t) = max
[
cF (x, t)−
(
nA
nB
)
cG(x, t), 0
]
(2.6a)
cB(x, t) =
(
nB
nA
)
max
[
−cF (x, t) +
(
nA
nB
)
cG(x, t), 0
]
(2.6b)
cC(x, t) =
(
nC
nA
)
(cF (x, t)− cA(x, t)) (2.6c)
The uncoupled governing equations given by Eqs. (2.4a)–(2.5d) are solved using the lower-order
non-negative finite element methods [25,26,29] to produce non-negative solutions. Once we obtain
the non-negative quantities cF and cG, Eqs. (2.6a)–(2.6c) provide the concentrations of A, B, and
C. It should be noted that a simpler version of this problem related to contaminant transport was
investigated by Vesselinov and co-authors in their previous works using the NMF method [37–39].
NMF can extract features only from two-dimensional datasets [30]. As a result, it cannot extract
hidden features from datasets with a temporal and multiple spatial dimensions such as the ones
considered here. Fast bimolecular reactions and other complex reactions fall under this category [40].
In order to extract hidden features from spatio-temporal data, we need a method which decomposes
tensors. Our proposed NTFk method overcomes the limitation of the NMF-based methods.
Fig. 1 provides a pictorial description of the initial boundary value problem. The computational
domain is a square with L = 1 and zero flux boundary conditions are assumed on all sides of the
domain. For all the chemical species, the non-reactive volumetric source fi(x, t) is equal to zero.
Initially, species A and B are separated; A is placed in the left half of the domain and B is placed
in the right half. The stoichiometric coefficients are taken as nA = 1, nB = 1, and nC = 1. The
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total time of interest is taken as I = 1. The dispersion tensor follows the formulation of [41]:
Dsubsurface(x) = DmI + αT ‖v‖I + αL − αT‖v‖ v ⊗ v (2.7)
where Dm is the molecular diffusivity, αL is the longitudinal dispersivity, αT is the transverse
dispersivity, I is the identity tensor, ⊗ is the tensor product, v is the velocity vector field, and ‖ • ‖
is the Frobenius norm. Note that the governing equations given by Eqs. 2.2a–2.2f have no advection
term. The parameterization of dispersion given in Eq. 2.2 and Eq. 2.7 is for porous media where the
anisotropic mechanical dispersion term is a direct consequence of fluid flow. Since there is not really
any fluid flow, we assume that Eq. 2.7 provides a physics-based formula to compute a spatially and
temporally varying ‘diffusion/dispersion’ tensor. As a result, the velocity field assumed in Eq. 2.7
need not be divergence free. However, we choose v to be divergence free.
Synthetic model velocity field is used to define the anisotropic dispersion tensor through the
following stream function [27–29]:
ψ(x, t) =

1
2piκf
(sin(2piκfx)− sin(2piκfy) + vo cos(2piκfy)) if νT ≤ t <
(
ν + 12
)
T
1
2piκf
(sin(2piκfx)− sin(2piκfy)− vo cos(2piκfx)) if
(
ν + 12
)
T ≤ t < (ν + 1)T (2.8)
where ν = 0, 1, 2, 3, · · · is an integer and v0 is the perturbation parameter. κfL and T are character-
istic spatial and time-scales of the vortex-based velocity field. Units of κf is [m−1]. Using Eq. (2.8),
the divergence free velocity field components are given as follows:
vx(x, t) = −∂ψ
∂y
=
{
cos
(
2pi (κfL)
( y
L
))
+ vo sin
(
2pi (κfL)
( y
L
))
if νT ≤ t < (ν + 12)T
cos
(
2pi (κfL)
( y
L
))
if
(
ν + 12
)
T ≤ t < (ν + 1)T
(2.9)
vy(x, t) = +
∂ψ
∂x
=
{
cos
(
2pi (κfL)
(
x
L
))
if νT ≤ t < (ν + 12)T
cos
(
2pi (κfL)
(
x
L
))
+ vo sin
(
2pi (κfL)
(
x
L
))
if
(
ν + 12
)
T ≤ t < (ν + 1)T
(2.10)
Fig. 2 shows the streamlines of the vortex-based velocity field given by Eqs. (2.9)–(2.10). Small-
scale and large-scale vortices are observed when κfL is high and low, respectively. The number of
vortices increases for larger values of κfL and as a result there are more small-scale features in the
velocity field. Fig. 2 also shows that the perturbation parameter v0 does not substantially impact
the location of the vortices. Figs. 3–5 provide the contours for different components of anisotropic
dispersion. The analyses are performed by varying v0 and κfL for νT ≤ t <
(
ν + 12
)
T . Other model
parameters are kept fixed. These include αL = 1, αT = 10−4, and Dm = 10−8, which correspond to
high anisotropic contrast and low molecular diffusion. In Figs. 3–5, light blue and dark blue colors
represent low and high values of dispersion. For low values of κfL, we can see a clear separation
between the low and high values of dispersion. For example, this can be observed by comparing the
plots for κfL is equal to 1 and 2 related to dispersion components D11, D12, and D22 in Figs. 3,
4, and 5, respectively. As the value of κfL increases, this separation decreases only for diagonal
components (D11 and D22) of dispersion (see Fig. 3 and Fig. 5). However, the off-diagonal terms of
the dispersion tensor still have distinct islands of low and high values (see Fig. 4) for all κfL values.
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2.2. Non-negative Tensor Factorization. In this subsection, we present a novel structure-
preserving feature extraction method to extract hidden features from high-resolution reaction-
diffusion model outputs. These outputs are generated by varying input parameters in Eqs. (2.7)–
(2.10). The proposed methodology is based on NTF, which is an emerging research field in the area
of data analytics and data compression. In addition to extracting hidden features that are buried
in large high-dimensional datasets [30], NTF-based methods are also used in source separation. For
example, Blind Source Separation (BSS) techniques based on matrix factorization methods such
as Principle Component Analysis (PCA) [42], Independent Component Analysis (ICA) [43], and
Non-negative Matrix/Tensor Factorization (NMF/NTF) [44], form a class of unsupervised machine
learning (ML) methods that are instrumental in model-free feature extraction and dimensionality
reduction. When a BSS technique is applied in signal processing, the extracted features are the
unique original signals represented in the mixtures of signals that are recorded by a set of spa-
tially distributed sensors (e.g., the voices of several speakers recorded by multiple microphones
placed at different locations in a ball room [45]). However, the matrix factorization methods are
inherently deficient for examining multidimensional datasets (i.e., tensor datasets), which are the
natural extensions of the matrix datasets. Numerical model outputs are typically multidimensional
and discrete. They often represent one or more state variables at a discrete set of locations in
space and time, and, as a result, are ideal for NTF analyses. There are two main tensor factoriza-
tion methods: Canonical Polyadic (CP) decomposition (CANDECOMP/PARAFAC) [46–48] and
Tucker decomposition [49,50]. Both can be computationally effective for interpreting multidimen-
sional datasets [51].
Herein, we analyze three-dimensional data that present the evolution in time and space of con-
centration of product C(t, x, y). These concentrations are generated by non-negative finite element
numerical simulations of the reaction-diffusion equation described in Section 2.1. Fig. 6 and Algo-
rithm 1 summarizes the proposed tensor-factorization methodology. For a given set of parameters,
the output of our simulations is a data-tensor Xijl in three dimensions: (t, x, y)⇒ (1000×81×81).
X(t, x, y) corresponds to concentrations of non-negative invariants, which are cF and cG. In each
cell of this non-negative tensor, we have the concentration X(ti, xj , yl) at a specific time ti and
at a spatial point whose coordinates are (xj , yl). Due to inherent non-linearity in the problem,
first, hidden features are extracted from each non-negative invariant. Then, using the non-linear
transformations given by Eqs. (2.6a)–(2.6c), we obtain the corresponding hidden features of product
C.
To analyze such a three-dimensional simulation dataset, we utilize a sparse non-negative Tucker-
3 decomposition model [52]. Our choice for non-negative constraints is motivated by (i) the fact
that the considered data-tensors are inherently non-negative and (ii) our goal to relate the extracted
features to easily interpretable quantities without introducing any a priori assumptions. Indeed, a
meaningful interpretation of the obtained results requires the extracted features to be parts of the
original data [53]. The non-negative constraints in the tensor factorization process lead to extraction
of strictly additive components, which are parts of the original data [54]. Thus, the non-negative
tensor factorization has the ability to identify readily understandable structure-preserving features
that enable the discovery of new causal structures and unknown mechanisms hidden in the data [30].
The non-negative Tucker-3 decomposition of the three dimensional data-tensor representing the
temporal evolution of X(t, x, y) on a two-dimensional (x, y) non-negative finite element grid is,
X(t, x, y) = G⊗W (t)⊗H(x)⊗ V (y) + (t, x, y) (2.11)
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where ⊗ denotes the tensor product. The decomposition of the non-negative tensor X(t, x, y)
(X ∈ RK×M×N≥0 ) can be expressed by components:
Xijl =
k∑
p=1
m∑
q=1
n∑
r=1
GpqrWipHjqVlr + ijl ∀i, j, l (2.12)
where all the elements of X, G, W , H, and V are non-negative,
Xijl, Gpqr,Wip, Hjq, Vlr ≥ 0 ∀i, j, l, p, q, r (2.13)
Eq. 2.12 can be also represented as:
Xijl = X˜ijl + ijl (2.14)
where X˜ (X˜ ∈ RK×M×N≥0 ) is the Tucker-3 estimate of X:
X˜ijl =
k∑
p=1
m∑
q=1
n∑
r=1
GpqrWipHjqVlr (2.15)
The Tucker-3 decomposition includes (i) an unknown core-tensor G (G ∈ Rk×m×n≥0 ) that repre-
sents the interactions between the t, x, and y components ofW (t), H(x), and V (y); (ii) an unknown
matrix W (W ∈ RK×k≥0 ) representing the changes of X in time (the time-component); (iii) an un-
known matrix H (H ∈ RM×m≥0 ) representing the changes of X in the x-direction (the x-component),
and (iv) an unknown matrix V (V ∈ RN×n≥0 ) representing the changes of X in the y-direction (the
y-component). Here, R≥0 denotes the set of non-negative real numbers R≥0 = {x ∈ R | x ≥ 0}. Ad-
ditionally,  ( ∈ RK×M×N ) denotes the unknown discrepancy between the original data X(t, x, y)
and estimate X˜(t, x, y); the discrepancy is caused by presence of a noise or errors in the measure-
ments. If the Tucker decomposition is successful,  should represent a white noise. An important
part of our NTFk reconstruction analyses is to make sure that  characterizes a white noise and
there additional signals that are not extracted by our procedure.
Mathematically, the solution of the non-negative Tucker-3 tensor decomposition is a solution of
a complex multi-dimensional optimization with non-negative constraints given by:
min
G,W,H,V≥0
‖X −G⊗W ⊗H ⊗ V ‖2 (2.16)
To extract the unknown core-tensor G, and the factor matrices W , H, and V , we utilize the
block coordinate descent method for regularized multi-convex optimization algorithms introduced
by Xu et.al. [55,56] and programmed in Julia [57]. In the analyses below, we focus on the temporal
featuresW , i.e., we estimate the robustness of the factorization related to the temporal factorW . To
identify the optimal number of features (i.e. the optimal number of columns of W ), we perform ‘N ’
NTF runs with random initial guesses for the unknown parameters, and then cluster the resulting
sets of columns of the factors W k1 ,W k2 , ...,W kN , where k is the number of features used in this set
of simulations. We use a custom clustering algorithm for this purpose, which is based on k-means
clustering and described by [58] and [39]. k-means is one of the simplest unsupervised learning
algorithms that solve the clustering problem. The procedure classifies every single dataset entry to
belong to a certain number of clusters fixed apriori based on minimization of a user-defined objective
function (in our case, the objective functions is based on cosine distances; [58], [39]). The optimal
number of features is evaluated by comparison of the quality of the reconstruction, R, based on the
Frobenius norm (Eq. 2.16): R = ||X − X˜||/||X|| and the quality of the derived clusters for different
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number of features, k, estimated by their average Silhouettes [59]. Silhouette is a measure of how
similar a given single dataset entry is to its own cluster compared to other clusters. The silhouette
ranges from −1 to +1, where values close to +1 indicate that the dataset entry is well matched to
its own cluster and poorly matched to neighboring clusters. High average Silhouette values suggest
that the clustering configuration is appropriate. Low average Silhouette values suggest that the
clustering configuration is not optimal; potentially, there are too many or too few clusters.
3. RESULTS
The NTFk methodology was applied to analyze more than 2000 simulations predicting the con-
centrations of product C using the methodology outlined in Section 2.1. In our case, K = 1000,
M = 81, and N = 81. For  ≈ O(10−9), the size of the obtained core tensor G, which is given
in terms of k, m, and n, vary from 2 to 4, 2 to 14, and 3 to 15, respectively. Each numerical
simulation is obtained for a different set of reaction-diffusion model input parameters. The var-
ied input parameters are: perturbation parameter of the underlying vortex-based velocity field v0,
longitudinal-to-transverse anisotropic dispersion ratio αLαT , molecular diffusivity Dm, and velocity
field characteristic scales κfL and T . αL is taken to be equal to 1 and αT is varied accordingly.
Note that simulations will also depend upon the selected values of αL. The corresponding values for
the varied input parameters are: vo =
[
1, 10−1, 10−2, 10−3, 10−4
]
, αLαT =
[
1, 101, 102, 103, 104
]
, Dm =[
10−8, 10−1, 10−2, 10−3
]
, κfL = [2, 3, 4, 5], and T =
[
1× 10−4, 2× 10−4, 3× 10−4, 4× 10−4, 5× 10−4].
In our simulations, αL = 1 and αT is varied accordingly. There is no existing methodology or closed-
form mathematical solutions that can predict how the variation of these input parameters impacts
the concentration of product C. The goal of the proposed unsupervised ML analyses of the simula-
tion outputs is to provide insights about the influences of the input parameters on species mixing,
decay of reactants, and formation of the reaction product.
The output from each numerical simulation is a tensor with dimensions 1000 × 81 × 81 rep-
resenting the concentration of product C in time and space. That is, there are 1000 time steps
for computational times ranging from 0.001 to 1.0 with a uniform time step equal to 0.001. The
two-dimensional computational domain is discretized by low-order structured triangular finite ele-
ments with 81 nodes on each side. The resulting finite element mesh is of size 81× 81. Mudunuru
and co-authors [7,25,29] have performed numerical h-convergence studies in their previous works.
Through grid refinement studies, they showed that 81×81 is sufficient to get accurate non-negative
FEM solution for fine spatial scale variation in dispersion. Fig. 7 shows the concentration contours
of product C at various times for a case when anisotropic dispersion is very high and molecular
diffusivity is very low. The input parameter that is varied is κfL and other parameters such as αLαT ,
v0, T , and Dm are kept constant. Small values of κfL correspond to large-scale vortex structures
and large values of κfL correspond to small-scale vortex structures in the velocity field. From this
figure, one can infer that the small-scale vortex structures present in the velocity field enhance
mixing even when the value of molecular diffusivity is small and anisotropic dispersivity is large.
Example results obtained from the NTFk methodology are presented in Figs. 8–17. Fig. 8 pro-
vides a comparison of the ground truth concentrations with that estimated by the NTFk method-
ology. Ground truth is a high-fidelity numerical simulation with input parameters as: vo = 10−3,
αL
αT
= 104, Dm = 10−3, κfL = 3, and T = 1× 10−4. It is clear that the solution obtained from the
proposed method compares well with that of the high-fidelity finite element numerical simulation.
The corresponding numerical error (L2-norm) at times t = 0.1, t = 0.5, and t = 1.0 are equal to
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Algorithm 1 Overview of NTFk-based structure-preserving feature extraction framework for reactive-
mixing
1: Input: Time step ∆t; total time of interest I; stoichiometric coefficients; initial and bound-
ary conditions for the chemical species A, B, and C; finite element mesh parameters; model
parameters for anisotropic reaction-diffusion equation.
2: Calculate initial and boundary conditions for the non-negative invariants cF and cG using
Eqs. (2.3a)–(2.3b).
3: Solve for invariant concentrations cF and cG for all times.
4: for n = 0, 1, · · · , (NumTimeSteps− 1) do
5: Call optimization-based diffusion with decay solver to obtain c(n+1)F :
minimize
c
(n+1)
F ∈Rndofs
1
2
〈
c
(n+1)
F ;Kc
(n+1)
F
〉
−
〈
c
(n+1)
F ;f
(n+1)
F
〉
− 1
∆t
〈
c
(n+1)
F ; c
(n)
F
〉
subject to cminF 1  c(n+1)F  cmaxF 1
6: Call optimization-based diffusion with decay solver to obtain c(n+1)G :
minimize
c
(n+1)
G ∈Rndofs
1
2
〈
c
(n+1)
G ;Kc
(n+1)
G
〉
−
〈
c
(n+1)
G ;f
(n+1)
G
〉
− 1
∆t
〈
c
(n+1)
G ; c
(n)
G
〉
subject to cminG 1  c(n+1)G  cmaxG 1
7: whereK is the symmetric positive definite coefficient matrix, ndofs is the number of degrees
of freedoom, 〈·; ·〉 represents the standard inner-product on Euclidean spaces, 1 denotes a
vector of ones of size ndofs× 1, and the symbol  represents the component-wise inequality
for vectors.
8: end for
9: Get non-negative solutions for cA, cB, and cC using Eqs. (2.6a)–(2.6c).
10: Decompose cF and cG using Eq. (2.16).
• cF (x, t) = cF (x, t)|T1 + cF (x, t)|T2 + cF (x, t)|T3 ∀(x, t) ∈ Ω× [0, I]
• cG(x, t) = cG(x, t)|T1 + cG(x, t)|T2 + cG(x, t)|T3 ∀(x, t) ∈ Ω× [0, I]
where T1, T2, and T3 are temporal features identified by NTFk method.
11: Using non-linear transformations given by Eqs. (2.6a)–(2.6c), obtain the hidden features of cC .
Based on Eq. (2.6a), as cA ≤ cF ∀t ∈ [0, I], we have
• cA(x, t) = max
[
cF −
(
nA
nB
)
cG, 0
]
|T1︸ ︷︷ ︸
cA|T1
+ max
[
cF −
(
nA
nB
)
cG, 0
]
|T2︸ ︷︷ ︸
cA|T2
+ max
[
cF −
(
nA
nB
)
cG, 0
]
|T3︸ ︷︷ ︸
cA|T3
• cC(x, t) =
(
nC
nA
)
((cF − cA) |T1 + (cF − cA) |T2 + (cF − cA) |T3) ∀(x, t) ∈ Ω× [0, I]
12: Relate the extracted hidden features to physical processes based on the impact of model input
parameters on the features. That is,
• T1 ⇒ mixing of reactants due to longitudinal dispersion
• T2 ⇒ mixing of reactants due to transverse dispersion
• T3 ⇒ mixing of reactants due to molecular diffusivity
13: Compare the decomposed features with the ground truth (for example, see Fig. 8).
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1.954, 1.285, and 1.587. Fig. 8 also shows a linear decomposition of concentration of product C at
various stages in time. One can see that at earlier stages in time (t = 0.1), streamline mixing and
mixing due to anisotropic dispersion are dominant. Mixing due to molecular diffusion is close to
zero, which is expected. At later stages in time (t = 0.5 and t = 1.0), one can see that concentration
of product C due to streamline mixing and anisotropic dispersion gradually decrease to zero and
mixing due to molecular diffusion dominates. Note that for high anisotropy, longitudinal dispersion
enhances reactant mixing along the streamlines during initial times. At early times, Fig. 8 shows
that that sharp interfaces are formed near the boundary of species. At t = 0.5, one can see that the
spread of the product in the domain due to transverse dispersion. Transverse dispersion and molec-
ular diffusion enhances reactive-mixing across the streamlines resulting in less sharp interfaces. As
a result, at final times (t = 1.0) we can see that sharp interfaces are being smeared even under high
anisotropy because of molecular diffusion. Based on these observations, we conclude that NTFk
features T1, T2 and T3 correspond to the spatial distribution of product C due to longitudinal
dispersion, transverse dispersion.and molecular diffusion, respectively.
Fig. 9 shows another validation of the proposed NTFk. It compares the true mean concentration
of product C obtained from the finite element simulation to that of the estimated mean concen-
tration based on NTFk. From Fig. 9, it is clear that estimated mean agrees well with true mean
concentration. The figure also shows the mean concentrations associated with the NTFk estimated
temporal components in the dataset. The sum of the mean temporal-components concentrations
over time reproduces the total NTFk estimated mean concentrations (the brown curves in Fig. 9).
Fig. 10 shows “blind” prediction of the proposed NTFk. The true mean concentrations for
t > 1 are calculated using the high-resolution finite element simulations. “Blind” predictions of
the transients for t > 1 are obtained through extrapolation of the temporal features identified by
NTFk based on analyses of the simulation results for t ≤ 1. The temporal extrapolation of the
features is done using linear basis splines [60,61]. From Fig. 10, it is clear that for low values of vo
the extrapolated results agree well with true mean concentrations. However, for vo = 1 the NTFk
“blind” predictions are higher than the true mean concentration, which shows the limitations our ML
analyses and the applied linear spline extrapolation. The predictability for the case of vo = 1 can
be improved if either higher order splines with different boundary conditions (e.g. “flat” boundary
condition [60,61] representing the plateauing of the mean concentration) or the ML analyses were
performed using longer training period (e.g. t ≤ 1.5) which also includes the plateauing of the
concentration curve. Fig. 11 presents “blind” NTFk predictions for t > 1 spatially for the case
of vo = 10−3. This figure is an extension of the results already shown Fig. 8. The ground truth
concentrations are obtained by performing high-resolution non-negative finite element simulations
for t > 1. From Fig. 11, it is clear that NTFk extrapolation results compare well with the ground
truth concentrations of product C. The numerical errors (L2-norm) for the “blind” predictions at
times t = 1.1, and t = 1.2 are equal to 2.096, and 2.658. The errors are higher but comparable with
the errors for the training period (t ≤ 1; see Fig. 8).
As discussed in Section 2, the NTFk predicted concentration are obtained based on products of
the core tensor and the matrix factors (Eq.2.12; Fig.6). The temporal matrix components of W are
visualized in Fig. 12. TheW components drive the transients in the NTFk predicted concentrations.
As expected, the overall shapes of the curves in Fig. 12 are similar to those in Fig. 9.
Figs. 13–17 show the maximum concentration of product C predicted by each temporal feature
identified by our methodology for each time snapshot (there are 1000 snapshots for times between
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0.001 to 1.0). It is important to note that the ML-predicted maximum concentration in some cases
exceeds 0.5 (the true maximum concentration of product C in the input data; for example, see
Fig. 13a) due to estimation errors. This estimation error can be reduced by imposing another
constraint that the maximum concentration of product C cannot exceed 0.5. In most cases, the
proposed NTFk methodology identified three temporal features. These are labeled as T1, T2, and
T3 in Figs. 13–17. However, in one case, there are only two features (see Fig. 16a) while in another
there are four features (13d). The first temporal feature T1 is dominated by species mixing due to
longitudinal dispersion. The process of reactive-mixing due to longitudinal dispersion is much faster
than mixing of reactants due to transverse dispersion and molecular diffusion. As a result, we see
a sharp increase in the concentration of product C at early times (for example, see Fig. 13a). The
second temporal feature T2 corresponds to species mixing due to transverse dispersion. Finally,
the third temporal feature T3 represents species mixing due to molecular diffusion. The shape of
the T3 curve is close to linear when plotted as a square root of time which is consistent with pure
isotropic molecular diffusion process. The above inferred observations are valid for most of the
results discussed below.
Fig. 13 demonstrates how the perturbations in vortex structures (as dictated by v0 values) im-
pacts the identified temporal features. Figs. 13a–13d depict changes in the maximum concentration
in product C due to varying v0 by keeping other parameters fixed, which are T = 1×10−4, αLαT = 104,
Dm = 10
−3, and κfL = 3. αLαT = 10
4 corresponds to high anisotropic dispersion, Dm = 10−3 cor-
responds to low molecular diffusivity, and κfL = 3 corresponds to medium-scale vortex structures
present in the velocity field. As evident from Eqs. (2.9) and (2.10), vo = 10−4 corresponds to low
deviation and vo = 1 corresponds to high deviation from the symmetric vortex structure of the
velocity field. For low values of v0 (10−4, 10−3, and 10−2), one can observe that the maximum
concentration of temporal feature T1 rises and decays sharply. However, for high values of v0 (for
example, vo = 1), maximum concentration of temporal feature T1 decays slowly. This is because
temporal feature T1 corresponds to formation of product C along the vortex streamlines (due to
longitudinal anisotropic dispersion coefficient). The non-symmetric vortex structures (caused due to
higher values of v0) enhance mixing of reactants resulting in formation of product C even at longer
times. This is not the case for lower values of v0 because of the symmetric vortex structures present
in the velocity field. For low values of v0 and based on temporal feature T2, one can observe that
mixing across the streamlines starts to decay once the maximum concentration of the first temporal
feature T1 reaches zero. This is due to the fact that the anisotropic contrast is very high, which
hinders reactants A and B from dispersing across the streamlines. As a result, for temporal feature
T2, we see a decrease in the maximum concentration of product C as time progresses. For higher
values of v0, we also observe decay in the maximum concentration of temporal feature T2. But at
larger times (in feature T2), the maximum concentration of product C is still non-zero, which is
not the case for lower values of v0. This is because the non-symmetric nature of the vortex-based
velocity field brings the unused reactants near to each other when compared to the symmetric case.
As a result, for longer times (even under high anisotropy) one can see formation of product C for
higher values of v0. The comparison of Figs. 13a–13c demonstrates that similar temporal features
are identified regardless of the differences in v0. This observation fails only at high values of v0
as shown in Fig. 13d. In this case, the proposed NTFk methodology identifies a fourth temporal
feature T4. This fourth temporal feature (T4) is caused by boundary effects, which are brought on
by high values of v0.
12
Qualitatively, the trends shown in Fig. 13 and Fig. 9 are very similar. Interesting inference
can be drawn from the T1 feature in both the figures. Even though, the estimated maximum
concentration for T1 is high (see Fig. 13), the amount of product formed in the domain is low. For
example, see the spatial spread of product concentration in Fig. 8. As a result, we can see that
mean concentration value corresponding to T1 is low and decreases over time. Similar inference
can be drawn on feature T2. For temporal features T3, one can see that as the time progresses the
maximum and mean concentration have similar trends.
Fig. 14 shows the impact of transverse anisotropic dispersion on the identified temporal features.
On comparison with the results for v0 (see Fig. 13), the identified temporal features obtained for
different values of αLαT are substantially different. With the decrease in anisotropic dispersion ratio,
it is clear that both the first and second temporal feature (T1 & T2) become less important at
later times, and the third temporal feature (T3) becomes more dominant. This observation is in
accordance with the anisotropic reaction-diffusion process as high anisotropic contrast hinders the
transverse dispersion resulting in incomplete mixing of reactants. At later times, molecular diffusion
becomes the major mechanism to enhance mixing between reactants A and B resulting in higher
yield of product C.
Fig. 15 shows the effects of the molecular diffusivity Dm on the identified temporal features.
From this figure, it is clear that the increase in the values of Dm shows an increase in the maximum
concentration of T3 at later times. This is expected because the temporal feature T3 is dominated
by the molecular diffusion.
Fig. 16 presents the importance of the spatial characteristic scale κfL on the identified temporal
features. This parameter provides us information on small-scale and large-scale nature of vortex
structures present in the velocity field. For small values of κfL, we have large-scale vortex structures
and for bigger values of κfL, we have small-scale vortex structures. As κfL increases, the number
of vortices present in the velocity field increases resulting in enhance mixing between reactant A
and B. Moreover, it also affects the number of identified temporal features. In the case for κfL = 2,
the NTFk methodology identifies only two temporal features (see Fig. 16a). The proposed method,
could not separate the reactive-mixing occurring due to vortex structures and anisotropic dispersion.
For this value of κfL, product formation due to mixing by longitudinal dispersion and transverse
dispersion are lumped together as a single feature T1. However, for values of κfL > 2 (Figs. 16b
and 16c), both of these aspects are distinguished. It is important to note that as κfL increases,
the first temporal features T1 remains dominant throughout the entire simulation time. Moreover,
T1 does not diminish as compared to other cases presented here (for example, see Figs. 15, 13, and
14) even when the anisotropic contrast is very high. This is because of the high number of vortex
structures present in the velocity field, which increases the reactive-mixing even at the later times.
Fig. 17 shows the impact of flipping the vortex-based velocity field from clockwise direction
to anti-clockwise direction (see Eq. 2.8) on the trend observed in formation of product C. Low
values of T correspond to fast flipping of the velocity field from clockwise direction to anti-clockwise
direction while high values of T correspond to slow flipping. For low values of T (1 × 10−4 and
2 × 10−4), we observe formation of product C even at later times (see Figs. 17a and 17b). This is
due to reactive-mixing along the streamlines due to longitudinal dispersion, which is not observed
at higher values of T (see Figs. 17c and 17d). The reason is that fast flipping brings more reactants
together resulting in enhanced mixing. The proposed NTFk methodology is able to identify and
delineate the above aspects. For example, the identified temporal features between the scenarios
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when T ≤ 2× 10−4 (see Figs. 17a and 17b) and T > 2× 10−4 (see Figs. 17c and 17d) are distinct.
A comparison of the results in Fig. 17 demonstrates that for T > 2× 10−4 the temporal feature T1
is dominant only at very early times where as temporal features T2 & T3 become more dominant
at intermediate and late times. This is not the case when T ≤ 2 × 10−4 due the fast flipping of
vortex-based velocity field.
All the high-resolution numerical simulations performed using the non-negative finite element
method are about 200 GB of data. The tensor decomposition of these datasets using the proposed
NTFk methodology has produced a compressed dataset of about 70 MB. This corresponds to a
compression ratio close to 4 × 10−4. In addition to identifying hidden temporal features, the data
compression is an added benefit of Tucker-3 NTFk model. To summarize, the proposed NTFk
method substantially reduces the data storage requirements with minimal loss of information and
provides accelerated data processing.
4. CONCLUSIONS
Our results demonstrate the applicability of the NTFk approach to analyze complex large-scale
model outputs of anisotropic reaction-diffusion equations. NTFk is based on a Non-negative Tensor
Factorization (NTF) combined with a custom semi-supervised clustering [39,58]. NTFk allows for
the deconstruction of tensor datasets (multi-dimensional arrays) into additive components. The
separation is based on the temporal and spatial variability of the data. In this paper, we applied
NTFk to identify between 2 and 4 temporal features (components) in model simulation outputs
representing the impact of species mixing in a fast irreversible bimolecular reaction A + B →
C. Five model parameters representing physical processes such as anisotropic dispersion contrast,
molecular diffusivity, perturbations in velocity field as well as characteristic spatial and time-scales
of the velocity field, are varied in our finite element numerical simulations to evaluate the effect of
these parameters on formation of product C in space and time. The features identified by NTFk
have physical meaning and enable the interpretation of the governing process impacting the model
outputs. The identified features appear to be dominated by vortex structure, anisotropic dispersion,
molecular diffusion, and boundary effects. The analyzed species mixing problem is challenging
but important for various real world applications (e.g., contaminant remediation, material design,
etc.). These ML results can play a critical role in improving our conceptual understanding of
these reaction-diffusion processes. Our NTFk work also acts as data compression of the numerical
simulations and could streamline the development of reduced-order models that can be applied to
predict the system behavior in a more computationally efficient manner.
The application of the proposed NTFk approach is not limited to reactive-mixing. NTFk
can readily be applied to any observed or simulated datasets that can be represented as a ten-
sor (multi-dimensional array) and have separable latent signatures or features. Frequently, these
signatures/features are related to underlying physical processes governing the spatial and temporal
variability in the data. Extracting these signatures and structure-preserving features can help the
development of conceptual models, reduced-order models, and simplified closed-form mathematical
expressions, which can then be used to predict the system behavior. Furthermore, NTFk analyses
can be applied to detect anomalies or disruptions in the data, which might be caused by additional
phenomena not detected in past. Lastly, unsupervised machine learning methods such as NTFk can
be coupled with supervised machine learning methods to perform deep learning.
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A + B → C
Figure 1. Schematic representation of the initial boundary value problem with zero flux
boundary conditions along the domain boundaries. Initially species A and B are in the left
and right part of the domain, respectively, and they are separated by a barrier at t = 0;
A and B are allowed to mix for time t > 0 and form C driven by synthetic vortex-based
velocity field defined in Eq. (2.9)–(2.10). The initial concentrations of A and B are equal
to 1.0. The initial concentration of C is 0.0. The maximum plausible concentration of C is
0.5. There are no sources/sinks.
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κfL = 1 κfL = 2 κfL = 3 κfL = 4 κfL = 5
v0 = 1:0
v0 = 10−1
v0 = 10−2
v0 = 10−3
v0 = 10−4
Figure 2. Streamlines and associated velocity vectors for different values of v0 and κfL
representing large-scale and small-scale vortex structures present in the velocity field for
νT ≤ t < (ν + 12)T . The number of vortices increases for larger values of κfL and as
a result there are more small-scale features present in the velocity field. Note that the
parameter v0 does not substantially impact the location of vortices.
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κfL = 1 κfL = 2 κfL = 3 κfL = 4 κfL = 5
v0 = 1:0
v0 = 10−1
v0 = 10−2
v0 = 10−3
v0 = 10−4
Figure 3. Graphic representation of the ij-th components of the anisotropic dispersion
tensor, where i = 1 and j = 1. Analyses are performed for different values of v0 and κfL
for νT ≤ t < (ν + 12)T .
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κfL = 1 κfL = 2 κfL = 3 κfL = 4 κfL = 5
v0 = 1:0
v0 = 10−1
v0 = 10−2
v0 = 10−3
v0 = 10−4
Figure 4. Graphic representation of the ij-th components of the anisotropic dispersion
tensor, where i = 1 and j = 2. Analyses are performed for different values of v0 and κfL
for νT ≤ t < (ν + 12)T .
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κfL = 1 κfL = 2 κfL = 3 κfL = 4 κfL = 5
v0 = 1:0
v0 = 10−1
v0 = 10−2
v0 = 10−3
v0 = 10−4
Figure 5. Graphic representation of the ij-th components of the anisotropic dispersion
tensor, where i = 2 and j = 2. Analyses is performed for different values of v0 and κfL for
νT ≤ t < (ν + 12)T .
22
X ≅
Tucker-1 model
G
(k, M, N)
Tucker-2 model
G
(k, m, N)
Tucker-3 modelW G
(K, k) (k, m, n)
(M, m)
(K, M, N)
H
W
(K, k)
W
(K, k)
(M, m)H
(N, n)
V
X(t,x,y)
81
81
Spatio-temporal concentrations are stacked to form a 
non-negative tensor X(t,x,y) of size = (K,M,N)
Ø K  = Total no. of time-levels
Ø M = Total no. of nodes in x-direction
Ø N  = Total no. of nodes in y-direction
Ø Tucker-3 core tensor dimensions = (k,m,n)
Ø k  = No. of hidden temporal features in X(t,x,y)
Ø m = No. of  factor components in x-direction
Ø n  = No. of  factor components in y-direction
Ø G = Core tensor
Ø W = Changes in concentration in time
Ø H = Changes in concentration in x-direction
Ø V = Changes in concentration in y-direction
Figure 6. Schematic representation of various Tucker-based tensor factorization models.
Herein, we employ Tucker-3 model to decompose the non-negative concentration tensor
X(t, x, y) into a core tensor G and factors W , V , and H.
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(a) κfL = 2 and t = 0.1 (b) κfL = 2 and t = 0.5 (c) κfL = 2 and t = 1.0
(d) κfL = 3 and t = 0.1 (e) κfL = 3 and t = 0.5 (f) κfL = 3 and t = 1.0
(g) κfL = 4 and t = 0.1 (h) κfL = 4 and t = 0.5 (i) κfL = 4 and t = 1.0
(j) κfL = 5 and t = 0.1 (k) κfL = 5 and t = 0.5 (l) κfL = 5 and t = 1.0
Figure 7. Concentration contours of product C at times t = 0.1, 0.5, and 1.0 for different
κfL values. Other input parameters are αLαT = 10
4, vo = 10−1, T = 1 × 10−4, and Dm =
10−3. At early times and for smaller values of κfL, concentration of product C is zero in
the vortex centers. At late times and as κfL increases, the regions with zero concentration
of product C decrease.
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Ground	truth	at	t	=	0.1
Ground	truth	at	t	=	0.5
Ground	truth	at	t	=	1.0
NTFk comparison	at	t	=	0.5
NTFk comparison	at	t	=	1.0
NTFk comparison	at	t	=	0.1 NTFk feature	T1
NTFk feature	T1
NTFk feature	T1
NTFk feature	T2
NTFk feature	T2
NTFk feature	T2
NTFk feature	T3
NTFk feature	T3
NTFk feature	T3
Figure 8. Comparison of ground truth and NTFk results at various times for product C.
This figure also shows the decomposition of NTFk result into features T1, T2, and T3,
which represent reactive-mixing due to longitudinal dispersion, transverse dispersion, and
molecular diffusion, respectively. The input parameters corresponding to this particular
case are: vo = 10−3, αLαT = 10
4, Dm = 10−3, κfL = 3, and T = 1 × 10−4. vo = 10−3
corresponds to small perturbations in underlying vortex-based velocity field. T = 1× 10−4
corresponds to fast flipping of vortex structures from clockwise direction to anti-clockwise
direction. αLαT = 10
4 and Dm = 10−3 corresponds to high anisotropic dispersion and low
molecular diffusivity. κfL = 3 corresponds to medium-scale vortex structures present in the
velocity field. The numerical errors (L2-norm) at times t = 0.1, t = 0.5, and t = 1.0 are
equal to 1.954, 1.285, and 1.587.
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(a) vo = 10−4 (b) vo = 10−3
(c) vo = 10−2 (d) vo = 10−1
Figure 9. Transients in the estimated mean concentrations of product C associated with
the identified temporal features (T1, T2, T3 and T4) for a series of simulations representing
varying v0 and keeping other parameters fixed (T = 1 × 10−4, αLαT = 104, Dm = 10−3,
κfL = 3). The figures also show the estimated and the true mean concentrations of product
C throughout the spatial domain. The estimated mean concentrations are a sum of the
mean concentrations associated with each temporal feature.
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(a) vo = 10−4 (b) vo = 10−3
(c) vo = 10−2 (d) vo = 10−1
Figure 10. Comparison of the true and “blind” NTFk predictions of the transients in the
estimated mean concentrations of product C for times grater than 1. The curves in the
training period for t ≤ 1 are equivalent to the curves presented in Fig. 9. The figures show
results for varying v0 and keeping other parameters fixed (T = 1× 10−4, αLαT = 104, Dm =
10−3, κfL = 3). The figures also show the estimated and the true mean concentrations of
product C throughout the spatial domain. The estimated mean concentrations are a sum
of the mean concentrations associated with each temporal feature.
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Ground truth at t = 1.1 NTFk comparison at t = 1.1
NTFk comparison at t = 1.2Ground truth at t = 1.2
Figure 11. Comparison of ground truth and NTFk “blind” prediction results at times
grater than 1 for product C. The input parameters corresponding to this particular case
are equivalent to the ones used in Fig. 9 (vo = 10−3, αLαT = 10
4, Dm = 10−3, κfL = 3, and
T = 1× 10−4).
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(a) vo = 10−4 (b) vo = 10−3
(c) vo = 10−2 (d) vo = 1
Figure 12. Components of the temporal matrix W in Eq.2.12. For consistency, the hori-
zontal axis is presented in terms of time where row indices ofW are mapped to the respective
simulation times. The number of W columns define the number of temporal features. The
temporal features (T1, T2, T3, and T4) are identified for a series of finite element simula-
tions representing varying v0 and keeping other parameters fixed (T = 1× 10−4, αLαT = 104,
Dm = 10
−3, κfL = 3).
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(a) vo = 10−4 (b) vo = 10−3
(c) vo = 10−2 (d) vo = 1
Figure 13. Transients in the estimated maximum concentrations associated with the iden-
tified temporal features (T1, T2, T3, and T4) for a series of simulations representing varying
v0 and keeping other parameters fixed (T = 1 × 10−4, αLαT = 104, Dm = 10−3, κfL = 3).
T = 1× 10−4 corresponds to fast flipping of vortex structures as given by Eqs. (2.9)–(2.10).
αL
αT
= 104 and Dm = 10−3 corresponds to high anisotropic dispersion and low molecular
diffusivity. κfL = 3 corresponds to medium-scale vortex structures present in the velocity
field.
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(a) αL
αT
= 104 (b) αL
αT
= 103
(c) αL
αT
= 10 (d) αL
αT
= 1
Figure 14. Transients in the estimated maximum concentrations associated with the iden-
tified temporal features (T1, T2, and T3) for a series of simulations representing varying
anisotropic dispersion contrast αLαT and keeping other parameters fixed (T = 1 × 10−4,
vo = 10
−1, Dm = 10−3, κfL = 3). vo = 10−3 corresponds to small perturbations in un-
derlying vortex-based velocity field. αLαT = 10
4 and αLαT = 1 corresponds to high and low
anisotropic dispersion.
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(a) Dm = 10−8 (b) Dm = 10−3
(c) Dm = 10−2
Figure 15. Transients in the estimated maximum concentrations associated with the iden-
tified temporal features (T1, T2, and T3). Analysis is performed for a series of simulations
representing varying molecular diffusivity Dm and keeping other input parameters fixed
(T = 1× 10−4, αLαT = 104, vo = 10−1, κfL = 3).
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(a) κfL = 2 (b) κfL = 3
(c) κfL = 5
Figure 16. Transients in the estimated maximum concentrations associated with the iden-
tified temporal features (T1, T2, and T3). Analysis is performed for a series of simulations
corresponding to varying spatial scales of underlying vortex-structures κfL and keeping
other parameters fixed (T = 1 × 10−4, αLαT = 104, vo = 10−1, Dm = 10−3). κfL = 2,
κfL = 3, and κfL = 4 corresponds to large-scale, medium-scale, and small-scale vortex
structures present in the synthetic velocity field.
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(a) T = 1× 10−4 (b) T = 2× 10−4
(c) T = 3× 10−4 (d) T = 4× 10−4
Figure 17. Transients in the estimated maximum concentrations associated with the iden-
tified temporal features for a series of simulations representing varying T and keeping other
parameters fixed (αLαT = 10
4, vo = 10−1, Dm = 10−3, κfL = 3). T = 1 × 10−4 and
T = 4× 10−4 corresponds to fast flipping and slow flipping of vortex structures from clock-
wise direction to anti-clockwise direction.
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