We investigate various load balancing approaches for hash-based join techniques popular in multicomputer-based shared-nothing database systems. When the tuples are not uniformly distributed among the hash buckets, redistribution of these buckets among the processors is necessary to maintain good system performance. Two recent load balancing techniques rely on sampling and incremental balancing, respectively, have been shown to be more robust than conventional methods. The comparison of these two approaches, however, has not been investigated. In this study, we improve these two schemes, and implement them along with a conventional method and a standard join technique which does not do load balancing on an nCUBE/2 parallel computer to compare their performance. Our experimental results indicate that the sampling technique is the better approach. To further evaluate the performance of these techniques under diverse hardware conditions, we also develop a cost model, and implement a simulator to perform sensitivity analyses with respect to various hardware parameters. The simulation results show that both sampling and incremental techniques provide noticeable savings over conventional methods, with the sampling approach being more scalable in supporting very large database systems.
Introduction
Traditional use of parallel computers is to speed up the complex computation of scienti c and engineering applications. In contrast, database applications use parallelism primarily to increase the disk-I/O bandwidth. The level of I/O concurrency achievable determines the degree of parallelism can be attained. Several parallel computer architectures are suitable for database applications. Among them, the multicomputer architecture 18] has been recognized as having the most scalable structure for handling very large databases 2, 3, 6, 10, 15, 21, 22] . In this architecture, the processing nodes (PNs) are interconnected through a communication network. Each PN has its own private memory and dedicated disk drives. In order to take advantage of such a machine organization, the database management system must be carefully designed to overcome the following barriers 4]:
1. Startup Problem: The time needed to start a parallel operation may dominate the actual computation time.
2. Interference Problem: When accessing the shared resources, each new process can slow down the others.
Skew Problem:
The response time of a set of cooperating parallel processes is the time of the slowest one.
To address the startup problem, a common strategy is to use the server model. In this scheme, \server processes" exist independently of queries; the processing tasks of a query are dynamically bound to the appropriate servers. To minimize the interference problem, a popular technique is to use the shared-nothing (SN) computation model 20] . In this approach, base relations are fragmented and distributed among the PNs. Each primitive database operation can be decomposed into many independent operators, each executed in a distinct PN. Obviously, the e ectiveness of this scheme depends on the physical layout of the data. This leads us to the third issue: the skew problem. To deal with this, we need to employ load balancing techniques. Various such schemes are investigated in this paper. Although we will focus our discussion on the relational join operator, the same techniques can also be used for other relational operators. We will discuss this issue after presenting the join algorithms.
The join operation has been the most intensively studied among the relational operators because it is a commonly used and time-consuming operation 16]. Several parallel join algorithms have been proposed. Among them, hash-based algorithms 12, 19] are particularly suitable for multicomputer systems. These schemes fragment the two operand relations into buckets by hashing on the join attributes. Thus, there are two buckets for each hash value. Buckets corresponding to the same hash value are assigned to the same PN such that each PN will be allocated the same number of bucket pairs. This strategy achieves a high degree of parallelism by allowing each PN to join its local matching bucket pairs independently of the other PNs. The performance, however, su ers if severe uctuation occurs among the bucket sizes. Under this circumstance, the PN with the larger buckets dictates the performance of the overall system 13, 19, 23] .
To handle the skew in the distribution of the workload, several load balancing techniques have been proposed 14, 8, 9, 11, 24, 5, 25] . They evenly distribute the tuples among the PNs using two basic steps:
Step 1: The distribution of the tuples among the hash buckets is determined in order to estimate their sizes.
Step 2: Once the sizes of the hash buckets are known, some bin-packing technique can be used to assign these buckets among the PNs in such a way to balance their workload.
Several bin-packing techniques have been proposed for Step 2 including ABJ + and TIJ by Hua and Lee 9] , another technique by Wolf et al. 24] , and Virtual Processor Range Partition Round Robin Join by DeWitt et al. 5], etc. All of these schemes can evenly assign the tuples among the PNs under practical imbalance conditions. Their performance di erences are generally not signi cant. Due to this reason, we focus on Step 1 of the load balancing process in this paper.
In
Step 1, three approaches can be used to determine the sizes of the hash buckets:
Conventional Approach: This approach monitors the entire hashing process to determine the exact sizes of the hash buckets. This is the approach taken by the algorithms presented in 14, 8, 9, 11, 24] . They handle the skew problem very well. Unfortunately, when the imbalance condition is not severe, the load-balancing overhead due to bucket redistribution outweighs its bene ts causing these techniques to perform even worse than basic methods which do not perform load balancing at all.
Sampling Approach: To address the problem associated with the conventional approach, this technique estimates the sizes of the hash buckets based on a small random sample of the tuple population. This approach is proposed by DeWitt et al. in 5] . If neither of the relations appears skew, a basic join algorithm without the load balancing feature is used; otherwise, a conventional load balancing technique can be used. The performance of this scheme approaches that of basic algorithms (without load balancing) under a mild skew; and it can avoid the undesirable e ect of a more severe skew. A drawback of this technique is that it must rely on page-level sampling to save disk I/O's. If the correlation of the join attribute values within the pages is high, a relatively big sample is needed to accurately estimate the distribution of the tuples among the join buckets 5].
Incremental Approach: To minimize the size of the sample, this approach, proposed by Zhao et al. in 25] , uses an adaptive sampling procedure. It balances the workload incrementally. Hashing of the tuples is done in several steps. At the end of each step, the partially formed hash buckets are redistributed among the PNs if an imbalance condition is detected. Typically, the balance distribution emerges within a few steps; and the subsequent steps will not require further redistribution of the buckets. The major advantage of this scheme is that if the values of the join attribute are uniformly distributed, a balance condition is seen at the end of each step, and therefore no data are ever redistributed among the PNs. Unfortunately, a drawback of this scheme is due to the fact that a data bucket might have to migrate several times before it settles down in a PN. To address this problem, this scheme does not perform load balancing until 70% of the tuples have been hashed into the buckets 25]. By this time, however most of the hashed tuples would have been ushed to disks, and balancing the workload would require the PNs to read them back into the local memory. We note that this technique becomes a conventional load balancing scheme if we do not perform load balancing until the entire relations have been hashed.
From the above discussion, it is not obvious if there is an absolute winner. In order to gain insight on when to use which approach, and to determine the most robust technique for general applications, we implemented, on an nCUBE/2 17] multiprocessor system, the following four parallel join algorithms which represent the various approaches discussed previously:
1. Conventional Load Balancing (CLB) join algorithm: This scheme is the ABJ + algorithm presented in 9]. Any one of the bin-packing techniques would have been a good choice for this study. We decided to use our own ABJ + because it has been implemented on an nCUBE/2 for our parallel DBMS in a previous project. To compare the performance of the above algorithms, we did experiments to evaluate their performance under various workloads. We also developed a simulation model to investigate the e ect of hardware con gurations on the behavior of these algorithms.
The remaining of this paper is organized as follows. In Section 2, we describe the four algorithms in more detail. Our experiment environment and the test data are discussed in Section 3. The experimental results are examined in Section 4. The simulation model and results are presented in Section 5. Finally, we give our concluding remarks in Section 6.
Four Parallel Join Algorithms
In this section, we describe the four parallel join algorithms NLB, CLB, SLB, and ILB in detail. We assume a generic SN system with the tuples of the two operand relations initially distributed across the PNs. The set of tuples residing at each PN is said to form a partition. The partitions exist before the join operation are called the initial partitions. To facilitate the join operation, each of these algorithms redistributes the tuples of the two operand relations into buckets by applying the same randomizing hash function to the join key value of each tuple, e.g., the join key value modulo the desired number of buckets. The primary di erence between these algorithms is in the way these join buckets are allocated to the PNs.
No Load Balancing (NLB) Join Algorithm
NLB is derived from the popular techniques discussed in 12] (i.e., GRACE) and 19] (i.e., Hybrid Hash Join). NLB consists of three phases:
1. Split Phase: Each PN is pre-assigned an equal number of join buckets. Each PN independently declusters its initial partition into buckets by hashing on the join attribute of each tuple. If a tuple belongs to buckets allocated to this PN, it is written back to the local disk. Otherwise, it is transferred to the PN corresponding to the hash value and stored in the disk of that PN. The number of buckets is chosen to be very large to reduce the chance that any bucket will exceed the memory capacity.
2. Bucket Tuning Phase: For each partition, the small buckets of the same relation are logically combined to form more optimal size join buckets which can better take advantage of the memory capacity. The corresponding buckets of the other relation are then combined accordingly to maintain the matching property. That is, a tuple in a combined bucket of one relation should match only with tuples in the corresponding combined bucket of the other relation.
3. Join Phase: Each PN joins the matching buckets in its partition independently. For each pair of matching buckets, the PN reads the smaller bucket to build an in-memory hash table. It then brings tuples of the other bucket into memory to probe the hash table (i.e., looking for the matching tuples.) If there are matches, the results are either saved into the local disk or presented to the user. The whole join operation completes when all the PNs have nished their local joins.
Conventional Load Balancing (CLB) Join Algorithm
The performance of the NLB join algorithm relies on the randomizing hash function to distribute the tuples of the two operand relations evenly among the PNs. If the values of the join attribute follow a uniform distribution, each bucket should have about the same number of tuples. In this case, the workload is balanced since each PN is assigned an equal number of bucket pairs. However, if the values of the join attribute are not uniformly distributed, the buckets will vary in size. This may cause uctuation in the sizes of the partitions (partition skew); and the PN with the largest workload will dictate the overall performance of the system. CLB, described below, is designed to reduce the skew e ect.
1. Split Phase: The two operand relations, say R and S, are repartitioned one at a time. Each PN hashes its initial partition into local subbuckets, and stores them to the local disk. The tuples of each bucket are, therefore, distributed among the local subbuckets in di erent PNs.
2. Partition Tuning Phase: Each PN reports the sizes (in tuples) of its local subbuckets to a designated coordinating PN. For each hash value, the coordinator adds up the sizes of the corresponding local subbuckets to derive the size of the respective join bucket. These distributed join buckets are then assigned to the PNs as follows:
(a) The pairs of matching buckets from the two relations are sorted into descending order according to their sizes.
(b) These bucket pairs are assigned to the PNs in the sorted order. Each bucket pair is given to the PN which has the largest matching local subbucket pair, provided this PN has not been given any more than jRj+jSj N tuples, where jRj and jSj denote the sizes of the two operand relations R and S, respectively, and N is the number of PNs in the system. When a bucket pair cannot be assigned to the PN with the largest matching local subbucket pair, consideration is given to the PN with the second largest matching local subbucket pair, and so forth until the assignment is successful or all the PNs have been considered. This iterative process terminates when all the bucket pairs have been considered. (c) At this time, the unassigned bucket pairs (if any) are assigned to the PNs using a bin-packing strategy as follows. In each iteration, the largest of the unassigned bucket pairs is assigned to the PN currently having the least number of tuples. This process is repeated until all the bucket pairs have been assigned. (d) The coordinator now broadcasts the allocation information to all the PNs. Each PN then physically collects the remote subbuckets to form its join buckets as speci ed by the coordinator.
3. Bucket Tuning Phase: For each partition, the small buckets of the same relation are combined to form more optimal size join buckets that can better take advantage of the memory capacity. The corresponding buckets of the other relation are then combined accordingly to maintain the matching property. 2.3 Sampling-Based Load Balancing (SLB) Join Algorithm CLB can handle the skew problem very well. Unfortunately, when handling near-uniform data, it performs worse than the basic NLB algorithm 9]. This is due to the fact that CLB scans the entire operand relations in order to determine the distribution strategy for the buckets. To reduce this overhead, a sampling-based technique was proposed in 5]. In this scheme, a small pilot sample of the relations is rst inspected. If neither relation appears skew, Hybrid Hash Join which does not do load balancing is used; otherwise, Virtual Processor Range Partition Round Robin Join which is based on a bin-packing technique is used to handle the imbalance workload. In the following, we present an improved version of this algorithm.
1. Sampling Phase: Each PN independently takes a sample of both operand relations from its initial partition. The size of the sample is chosen such that the entire sample can t in the memory. As the sampled tuples are brought into memory, they are declustered into a number of in-memory local subbuckets by hashing on the join attribute.
2. Partition Tuning Phase: A predetermined coordinating PN computes the sizes of the sampling buckets by adding up the sizes of the corresponding local sampling subbuckets. It then determines how the buckets should be assigned among the PNs by applying a bin-packing technique to the sampling buckets as follows. In each iteration, the largest of the unassigned matching sampling bucket pair is assigned to the PN currently having the least number of assigned tuples. This process is repeated until all the matching sampling bucket pairs have been assigned.
3. Split Phase: Once the assignment of the buckets is completed, the coordinator broadcasts the allocation information to all the PNs. The tuples already in the memory are now physically gathered to their respective destinations to form the initial buckets. As these initial buckets are being formed, their pages are written to disks. Once all the sampled tuples have been stored to disks, each PN loads the remaining tuples from the initial partition, and redistributes them among the PNs according to the same bucket allocation scheme.
4. Bucket Tuning Phase: For each partition, the small buckets of the same relation are combined to form more optimal size join buckets that can better take advantage of the memory capacity. The corresponding buckets of the other relation are then combined accordingly to maintain the matching property. We note that a subtle di erence between SLB and the technique proposed in 5] is as follows. Using a pilot sample to determine which join strategy to use adds overhead to the join operation. This fact constrains the technique reported in 5] to using small samples. This is not adequate if there is a high correlation among the tuples within the data pages. This situation occurs frequently due to the data clustering properties in many databases. For instance, one may want to cluster tuples representing o ce equipments of a given department to the same data pages. In this case, a strong correlation is observed if the join operation is performed on the department number between the Department relation and the Equipment relation. To overcome this problem, SLB derives its sample as a by-product of the normal join operation. Since the bene t of sampling is free, we can a ord to use very large samples which are limited only by the size of the aggregate memory of the system. With the capacity of today's memory technology, this scheme should be e ective for most database applications.
Incremental Load Balancing (ILB) Join Algorithm
Before we present the ILB algorithm, we need to de ne the following concepts:
A bucket assignment scheme (BAS) is de ned as a speci c assignment of the matching bucket pairs among the PNs. Thus, a good BAS should ensure a balanced workload among the PNs.
Given two BASs, they are considered similar if they assign at least 80% of the join buckets to the same PNs. That is, the two BASs agree on at least 80% of the assignments.
ILB hashes the initial partitions in several steps. At the end of each step, the set of tuples which have been assigned to a particular PN is referred to as an intermediate partition.
ILB algorithm has three phases. They are presented in the following:
1. Split Phase: Each PN is initially assigned an equal number of matching bucket pairs. This is recorded in the initial BAS, BAS 0 . During this phase, a hash bucket can be reassigned several times to di erent PNs. However, no tuples are physically moved between PNs until the nal BAS has been determined. If BC < 0:1, the tuples are assumed to be uniformly distributed, and the procedure proceeds to the \Split Remaining Tuples" step.
On the other hand, if the partition skew is detected (i.e., BC 0:1), the coordinator balances the workload by reassigning the join buckets as follows.
i. Larger Bucket Retaining (LBR): Each PN keeps as many of its larger partially formed matching bucket pairs as possible provided the total number of tuples retained does not exceed the ideal condition de ned in Equation (1).
ii. Bin-Packing: After retaining the larger bucket pairs, each PN makes the excessive buckets available for reassigned to other PNs using a bin-packing strategy as follows.
In each iteration, the largest of the unassigned matching bucket pairs is assigned to the PN currently having the least number of tuples. This process is repeated until all the matching bucket pairs have been assigned.
Let BAS 1 denote this new BAS.
(b) 2 nd Checkpoint:
Each PN loads the next 10% of the operand relations from its initial partition, hashes on the join attribute of each tuple, and sends it to the corresponding hash bucket. Each PN reports the sizes of its local buckets to a predetermined coordinating PN. The coordinator attempts to rebalance the workload by performing the LBR and binpacking strategies as in the rst checkpoint. The only di erence is that the partially formed buckets have now grown bigger. Let BAS 2 denote the new BAS which re ects the reassignments of some of the bucket pairs.
If BAS 2 and BAS 1 are similar, the procedure proceeds to the \Split Remaining Tuples" step. . . .
(c) 9 th Checkpoint:
Each PN loads the next 10% of the operand relations from its initial partition, hashes on the join attribute of each tuple, and sends it to the corresponding hash bucket. Each PN reports the sizes of its local buckets to a predetermined coordinating PN. The coordinator attempts to rebalance the workload by performing the LBR and binpacking strategies as in the rst checkpoint. The only di erence is that the partially formed buckets have now grown bigger. Let BAS 9 denote the new BAS which re ects the reassignments of some of the bucket pairs.
If BAS 9 and BAS 8 are similar, the procedure proceeds to the \Split Remaining Tuples" step.
(d) 10 th Checkpoint:
Each PN loads the last 10% of the operand relations from its initial partition, hashes on the join attribute of each tuple, and sends it to the corresponding hash subbucket. Each PN reports the sizes of its local buckets to a predetermined coordinating PN. The coordinator attempts to rebalance the workload by performing the LBR and binpacking strategies as in the rst checkpoint. The only di erence is that the buckets have now been completely formed. Let BAS 10 denote this nal BAS.
(e) Split Remaining Tuples: If we arrive at this step from checkpoint i, then each PN performs the following.
The PNs exchange the hash buckets according to BAS i .
If there are remaining tuples in the initial partition (i.e., i < 10), each PN loads these tuples from its own initial partition, performs the hash operations, and sends the tuples to their destination in accordance with BAS i .
2. Bucket Tuning Phase: For each partition, the small buckets of the same relation are combined to form more optimal size join buckets that can better take advantage of the memory capacity. The corresponding buckets of the other relation are then combined accordingly to maintain the matching property. We note that the checkpoints are not the same checkpoints used in transaction processing. Instead, a checkpoint in our algorithm is a monitoring action performed at the end of each hashing step to determine whether redistribution of the join buckets is necessary to ensure a balanced workload. We also note that ILB checks the imbalance condition only once at the rst checkpoint. This check is to detect a near-uniform distribution. Since only a small sample is usually su cient to detect such a distribution, we do not perform this test for the subsequent checkpoints. In any case, if we fail to detect a near-uniform distribution, the solution should converge very quickly to the optimal BAS after only a few checkpoints under such a workload.
ILB is similar to the load balancing technique presented in 25]. We improve their algorithm to avoid the excessive overhead due to the repeated migration of the join buckets. Their scheme involves reassignment of buckets at the end of each hashing step. Their technique, however, actually moves the reassigned buckets to their new location. In ILB, tuples are not actually moved until the nal BAS has been determined. This simple di erence actually has a major impact on performance. The original incremental load balancing technique presented in 25] has to use a very late rst checkpoint to reduce the migration of the data buckets. Using a late rst checkpoint, however, incurs disk-I/O overhead. This is due to the fact that many tuples would have been hashed and stored to disks by the time of this late checkpoint. Many of these tuples would have to be brought back into memory in order to balance the workload. The proposed ILB technique does not have this problem. We can determine the nal BAS much sooner, and therefore, avoid a lot of I/O activities. Another advantage of ILB is that the number of checkpoints is not xed. Instead, it is adaptive to the workload to keep the overhead low.
Load Balancing for Other Relational Operators
Although we focus our discussion on the join operation in this paper, the load balancing techniques, i.e., Larger Bucket Retaining (LBR) and Bin-Packing (BP), can also be used for other relational operators. For instance, a load balancing scheme for the union operation can be implemented as follows. First, each PN hashes its portion of each operand relation (using an attribute with a large number of distinct values) into subbuckets and store them back to the local disks. The coordinating PN then allocates the respectively matching bucket-pairs to the PNs using LBR and BP as in the CLB algorithm. Once the redistribution of the tuples is complete, each PN independently processes its local bucket-pairs as follows. For each bucket-pair, the smaller bucket is rst loaded to build an in-memory hash table. The tuples of the other bucket are then brought into memory to probe the hash table. When a match is found for a given tuple, it is discarded; otherwise, it is inserted into the hash table. At the end of this process, the nal hash tables contain the result of the union operation. Obviously, ILB and SLB can also be adapted for the union and other relational operators. memory. We pair each processor with a directly connected I/O processor and its disk drives to form a PN. With such a con guration, each PN has a 2.2 MBytes/sec I/O bandwidth 17].
Test Data
A synthetic database is used as the workload because we want to have better control over di erent parameters that characterize the data set. In practice, join operations are typically performed between a primary key of one relation and a foreign key in another relation. Since the values of primary keys usually follow a uniform distribution, we assumed in our study that only one of the two operand relations had a skew distribution. In any case, the number of skew relations should have little e ect on the e ectiveness of the parallel algorithms since they balance the workload by redistributing the bucket pairs among the PNs. We describe the details of the uniform and skew relations used in our study in the following.
The uniform relation R has the join attribute value chosen randomly from 0 to jRj ? 1, where jRj denotes the number of tuples in relation R. Each tuple also contains a string attribute to pad the length of each tuple to 208 bytes. This tuple size is also assumed in the Wisconsin Benchmark 1], and is commonly used in the literature. The skew relation S is more complex. It has 11 integer attributes and one string attribute. The 11 integer attributes are used to model 11 di erent imbalance conditions. We will discuss these attributes in more detail shortly. The string attribute is used to pad the length of each tuple to 208 bytes. With these two relations, experiments on various workloads with di erent imbalance conditions can be done by selecting di erent attributes of the skew relation to be the join attribute.
We generated the data for the skew relation S as follows. To distinguish the partitions which are the result of hashing the skew relation into hash buckets from the initial partitions, the former is called a hash partition. We note that an initial partition consists of tuples from both operand relations; a hash partition contains only tuples from the skew relation. In our study, the size of each hash partition, say P i , is determined using the following Zipf-like distribution function 26]:
where N is the number of PNs, jSj denotes the number of tuples in relation S, and Z p is called the skew condition in this paper. Thus, we can have control of the partition skew, and therefore the imbalance condition during and after the hash phase of the execution. In our study, we varied the skew condition from 0.0 to 1.0 incremented by 0.1. Each of these 11 skew conditions was used to determine the data for one of the 11 integer attributes of the skew relation. We note that when the join operation is performed on the attribute corresponding to the zero skew condition, the tuples are uniformly distributed among the hash partitions after the hash phase. This scenario models a perfectly balanced workload for the join operation. On the other hand, if the join operation is performed on the attribute corresponding to the skew condition of 1.0, the uctuation in the sizes of the hash partitions would be very severe. In other words, the 11 skew conditions used in our study cover a wide range of possible applications.
Once the sizes of the hash partitions have been determined using the appropriate skew condition, the data for the respective attribute is generated as follows. Each hash partition consists of a set of After the data for all the attributes had been generated using the above procedure, the created tuples were distributed among the PNs in two ways to form the initial partitions.
1. Random Strategy: The tuples of the skew relation is randomly assigned to the PNs; 2. Key-Range Strategy: The skew relation is rst sorted according to the values of the join attribute.
The sorted le is then evenly divided into disjoint fragments, each assigned to a distinct PN.
We note that Key-Range strategy is commonly used in practice to support range-queries. Typically, each PN is responsible for a mutually disjoint range of values. This mutual exclusion property, however, was not required in our experiments. We only want to model the high correlation among the join values within consecutive pages. By varying the number of distinct values of a join attribute of the skew relation, we can control the repetition of data values in the data pages, and therefore model di erent degrees of correlation. This feature was used in our study to investigate the e ect of data correlation on SLB and ILB. In all of our experiments, the skew relation had 200,000 tuples. The uniform relation contained 100,000 tuples. They are randomly assigned to the initial partitions.
Experimental Results
Execution time is used in our study as the metric to compare the load balancing techniques. It includes the time to write the join results to disks. We discuss the experimental results in the following subsections.
E ect of Sample Sizes
In order to verify our claim that sampling incurs essentially no overhead, we ran the SLB program under three di erent sample sizes: 5%, 10% and 20% (of the skew relation), respectively. In each case, we varied the skew condition between 0 and 1. The skew relation was initially partitioned using Random strategy. The results of this experiment are plotted in Figure 1 . It shows that the sizes of the samples have little e ect on the performance. The curves corresponding to the three di erent sample sizes di er by no more than ve seconds for any skew conditions. This observation indicates that the sample is indeed a byproduct of the join operation and is free. Taking advantage of this fact, we will use 20% sample size in the subsequent experiments. SLB is compared to NLB in Figure 1 (b). It shows that SLB performs worse than NLB under a balanced workload. However, the degradation is negligible, which is due primarily to the random accesses of the sample pages. We were able to keep this overhead low using the following strategy. First, the page numbers of the sample pages are randomly generated. These pages are then retrieved in the ascending order of their page numbers in one sweep over the data le. This scheme incurs essentially the same small overhead regardless of the sizes of the sample as evident in Figures 1(a) and 1(b) .
E ect of Skew Condition
In this study, we varied the skew condition between 0 and 1 to investigate its e ect on NLB, and the ability of the three load balancing techniques (i.e., CLB, ILB, and SLB) in handling the various skew conditions. We partitioned the skew relation using Random strategy. The join attribute of the skew relation has 10,000 distinct values. The results of this experiment are plotted in Figure 2 . We observe that NLB shows the best performance in the absence of skew. However, its performance deteriorates rapidly as we increase the skew condition. On the other hand, although CLB can sustain severe skew, it performs worse than NLB by as much as 22% when the skew condition is zero. (In this paper, the percentages are calculated by dividing the di erence of the two measures by the smaller of the two.) Only ILB and SLB can perform well under all skew conditions. Between these two approaches, SLB is the better technique. Their performance gap increases as we increase the skew condition. When the skew condition is 1, SLB outperforms ILB by almost 20%. This can be explained as follows. During the checkpointing steps, PNs send the tuples to their temporary locations based on the hash values of the join attribute. A more severe skew condition would cause more tuples destined for the busiest PNs. As a consequence, the performance of ILB decreases with the increases in the skew condition. We note that only when the skew condition is 0, ILB performs better than SLB by a small margin. This is due to the fact that ILB can recognize a uniform distribution of the join values in one checkpoint. Its performance, therefore, approaches that of NLB in this case, and leads SLB by four seconds (or 3%). 
E ect of Data Correlation
In this subsection, we investigate the e ect of the data correlation problem. In this experiment, the skew relation was partitioned using Key-Range technique. The skew condition was xed at 0.8. We varied the number of distinct values of the join attribute from 100 to 10,000 to model the di erent degrees of data correlation. The results of this experiment are shown in Figure 3 . We notice that only ILB is a ected by this factor. This can be explained as follows. ILB can be seen as an adaptive sampling technique in the sense that the optimal sample size is dynamically determined at runtime. Since ILB does not take its \sample" randomly, its bucket allocation strategy is determined based on the consecutive pages residing at the beginning of the les. As a result, a larger \sample" is generally needed in ILB in order to accurately estimate the distribution of the join value. This is particularly true when the correlation on the join attribute within consecutive pages is high. The performance of ILB, therefore, decreases with the increases in the correlation factor (i.e., decreasing the number of distinct values). It actually performs worse than CLB when the correlation becomes very strong. The performance of SLB is not a ected by the data correlation factor since the sample size was xed at 20% which is su ciently large to capture the characteristic of the join values. We note that SLB randomly selects its sample pages. It, therefore, is much less susceptible to the data correlation problem. In a sense, ILB uses a large, but lower quality \sample." On the other hand, SLB uses a small sample of higher quality. Although generating this high quality sample is more expensive since it requires random accesses to the le, we minimize this cost by embedding the sampling procedure in the normal join operation, and retrieving the sample pages in a single sweep over the data le.
We note that NLB is not a ected by the data correlation factor because it does not perform any sampling. The same can be said about CLB.
Performance Analysis
Although actual implementation of the algorithms on the nCUBE/2 allowed us to perform sensitivity analyses with respect to various workload parameters (e.g., skew conditions, correlation of tuples in a page, etc.), system parameters (e.g., communication bandwidths, I/O bandwidths, processing power, etc.) di er greatly from machine to machine. In order to assess the e ectiveness of the four parallel join algorithms under various hardware con gurations, we develop in this section a simulation model.
In the following subsections, we rst describe the cost functions which are used in our simulator to compute the execution times for the four join algorithms. To provide more faith in our simulation model, we compare the results computed from the cost functions with those obtained from the experiments presented in the last section. Finally, the validated simulator is used to perform sensitivity analyses with respect to di erent system parameters.
Simulation Model
The performance model used for this study is similar to the one presented in 7] . We generate the tuples for the operand relations as described in the last section. For each relation, its tuples are distributed evenly among a number of les. We use a le to simulate an initial partition belonging to a particular PN. Our simulator actually executes the parallel join algorithm in order to determine the exact size of the local workload, the number of disk accesses, and the amount of data transmitted and received by each PN. These data are then used in the cost functions, discussed shortly, to compute the total execution time in seconds. This simulation approach should provide very accurate results if we actually measure the system parameters, such as CPU processing rate and I/O bandwidth, etc., and use them in the cost functions to compute the execution time.
The following notations are used in our cost functions. We list them here for the convenience of 
Cost Functions
In this subsection, we derive the cost functions for computing the execution times of the four join algorithms studied in this paper. In our model, the join time is computed as the sum of the time spent by the slowest PN in each phase of a join algorithm. That is, a simple barrier synchronization is used between any two phases to guarantee the correct parallel execution. Mathematically, this can be expressed as follows:
T total = T phase 1 + T phase 2 + + T phase m where T phase j = max(T phase j (1); T phase j (2); ; T phase j (N)):
The above equations compute the time cost for executing an algorithm with m phases on N PNs. T phase j (i) denotes the time spent by PN i executing Phase j of the algorithm.
Time Cost for NLB Parallel Hash Join
Since NLB consists of 3 distinct phases: Split Phase, Bucket Tuning Phase, and Join Phase, its time cost is equal to the sum of the time costs of these three phases:
T NLB = T split + T bucket + T join :
The time cost for Split Phase (T split ) is the time spent by the slowest PN during this phase:
T split = max(T split (1); T split (2); ; T split (N)); where T split (i) denotes the time it takes the i-th PN to execute the local split phase. During this phase, each PN i loads into memory its tuples, hashes the tuples, redistributes them to appropriate PNs, and stores some of the tuples to its local disk. These operations incur time spent for disk accesses (T split io (i)), for CPU processing (T split cpu (i)), and for data communication (T split comm (i)). Therefore The derivation of each cost component given in the above equations is explained in the following.
To compute T split io (i), the simulator monitors the number of tuples being loaded from or stored to disk by PN i during the Split Phase (i.e., jP io split (i)j). We convert this number into bytes and divide it by the product of the I/O bandwidth (! io ) and the random access factor (F io ) to obtain the I/O time cost in seconds. The random access factor is introduced to provide a more realistic I/O cost. Although tuples are loaded in the sequential fashion during the Split Phase, they are hashed into buckets located at di erent locations on the same disk. As a result, the read head must move between the input relation and the di erent regions on disk to ll the hash buckets. In our implementation, a small bu er is maintained in the memory for each bucket. Only when the bu er is full, all the tuples currently in that bu er are ushed to the corresponding bucket on disk in a single disk access. We note that the overhead can be reduced further by using a separate disk for the hash buckets. In this case, one of the two read heads still has to move among the buckets on disk to ll them with the hashed tuples. Reading the tuples from the initial partition, however, can be done sequentially. The derivation of the above equations is explained in the following.
During the join phase, m of the jP after (i)j tuples are loaded from one relation to build the inmemory hash tables. (jP after (i)j ? m) tuples are then loaded from the other relation to probe the the corresponding hash tables. In other words, PN i needs to load from disk a total of jP after (i)j tuples. As a result of probing the hash tables, the local join operation results in jP matched (i)j result tuples; each is twice as large as an input tuple. Thus, fjP after (i)j + 2 jP matched (i)jg t bytes are read from or written to the local disk at PN i during the Join Phase. Dividing this byte count by ! io F io gives the I/O cost in seconds. The random access factor must also be considered here because the read head moves back and forth to write the join results to the output le one page at a time, and to bring in the tuples from the probing relation.
T join cpu (i) is computed as follows. Processing jP after (i)j tuples at PN i during the Join Phase requires executing jP after (i)j I cpu machine instructions. This takes jP after (i)j Icpu seconds to complete.
Time Cost for CLB Parallel Hash Join
CLB consists of Split Phase, Partition Tuning Phase, Bucket Tuning Phase, and Join Phase. Its time cost is equal to the sum of the time spent for each phase:
T CLB = T split + T parti + T bucket + T join :
We derive the time cost for each phase in the following.
The time cost for the Split Phase can be computed as follows:
T split = max(T split (1); T split (2); ; T split (N)) T split (i) = T split io (i) + T split cpu (i)
During the Split Phase, each PN loads tuples from its local disk, hashes them into subbuckets, and stores them back to the local disk. Since no tuple is redistributed in this phase, the partition size remains unchanged and the number of tuples read from and written to the local disk is 2 jP init (i)j.
Multiplying this tuple count and t gives the byte count. Dividing this product by w io F io yields the I/O cost in seconds (T split io (i)).
The time cost for the Partition Tuning Phase can be computed as follows:
In the above equations, jP comm parti (i)j is measured by the simulator, which denotes the number of tuples transmitted or received by PN i during the Partition Tuning Phase. jP comm parti (i)j also represents the number of tuples being loaded from or written to disk since tuples being transmitted must be loaded from the disk, and tuples received from the other PNs must be written to the disk. We approximate the processing time for the Partition Tuning Phase to 0 (i.e., T parti cpu (i) 0) since the coordinating PN needs only the size information of the buckets in order to determine the bucket allocation scheme. This process does not involve tuple manipulation, and therefore its cost is negligible compared to the other two cost factors, namely T parti io (i) and T parti comm (i).
The cost functions for T bucket and T join are identical to those of NLB, and we do not repeat them here.
Time Cost for SLB Parallel Hash Join
Since SLB consists of 5 distinct phases: Sampling Phase, Partition Tuning Phase, Split Phase, Bucket Tuning Phase, and Join Phase, its cost is computed as follows:
T SLB = T sample + T parti + T split + T bucket + T join :
We derive the cost function for each phase in the following.
The time cost for the Sampling Phase can be computed as follows:
T sample = max(T sample (1); T sample (2) In the above equations, jP after (i)j represents the size of the partition at PN i after load balancing. The equations for T split are derived as in NLB except for some minor modi cation to account for the fact that the sample tuples had been loaded and hashed, and they do not contribute to the I/O cost and the CPU cost of the Split Phase. These sample tuples, however, must be taken into account when computing the communication cost since they must also be redistributed along with the remaining tuples. The total number of tuples that are transmitted and received by PN i is denoted by jP comm split (i)j. This parameter is captured by the simulator at runtime to ensure accurate simulation results.
Again, the time cost for the Bucket Tuning Phase is approximated to zero since it is negligible in comparison with the time costs of the other phases. The cost function for the Join Phase is identical to that of NLB, and is omitted here. In the above equations, jP io j (i)j denotes the number of tuples loaded or stored by PN i during the j-th checkpointing step. jP comm j (i)j represents the number of tuples transmitted or received by PN i during the same checkpointing step. These two parameters are determined by the simulator at runtime. We note that CPU cost is the time required to process 10% of the initial partition. This is due to the fact that ILB processes 10% of the tuples in each checkpointing step.
Time
The cost function for the Split-Remaining-Tuples step is derived in the following:
T remain = max(T remain (1); T remain (2) 
Cost Model Validation
To assess the validity of the cost model, we compared the simulation results with those measured on the nCUBE/2 under the same workload. To facilitate this study, the simulation results were based on the system parameters measured on the nCUBE/2: w io = 0:6 MBytes/sec/PN and w comm = 1:74 MBytes/sec/PN. These are e ective bandwidths observed on the nCUBE/2 under the same workload. The experimental results and the corresponding simulation results are plotted in Figures 4(a) and 4(b), respectively. They behave very similarly for all skew conditions. In fact, they di er by very small margins. At rst sight the simulation results might seem unusually accurate. We, however, expected such highly accurate results due to the following reasons. Although the parallel activities were simulated,our simulator actually hashed the initial partitions, redistributed the tuples, built and probed the hash tables. The amount of data involved in the I/O and communication activities, therefore, could be determined exactly. Furthermore, the costs of hashing and probing these data were estimated based on the system parameters accurately measured on the nCUBE/2.
Sensitivity Analysis
With the model we have developed and validated, we are able to do sensitivity analyses with respect to various system parameters. We selected disk I/O bandwidth, communication bandwidth, and CPU power for sensitivity analyses since these parameters vary widely for di erent parallel computer systems. The default values for the various parameters used in this study are listed in the following, unless stated otherwise. We note that F io is experimentally determined by diving the time it takes the nCUBE/2 to read a large number of pages sequentially by the time required to read the same pages randomly. The bandwidth of each communication port is set to match the data transfer rate of the disk controller. Although the system has extra communication bandwidth, the I/O bandwidth limits the communication performance to 3 MB/sec/PN. To prevent the processor from becoming a bottleneck, the processing rate of each PN is set at 7.5 MIPS.
Besides studying the e ect of various system parameters, we also investigated the speedup and scaleup characteristics of the four parallel join algorithms. We present the results of these studies in the following subsections.
E ect of I/O Bandwidth
In this subsection, we studied the e ect of I/O bandwidth. We observe in Figure 5 that the decreases in the I/O bandwidth a ect all four join algorithms in the same way. In other words, their relative performance remains constant independent of the I/O bandwidth. We also note that the performance of these algorithms is very sensitive to the I/O capability of the system. The performance degrades signi cantly when the bandwidth is not su cient. 
E ect of Communication Bandwidth
We do not assume any speci c network topology in our simulator. The network is modeled as a black box with a large number of communication ports. Each has an e ective bandwidth of w comm . This parameter is assumed to have taken into account communication con icts and other overhead. Each PN is connected to this network through one of these communication port. In this study, we varied w comm between 0.5 MByte/sec and 5.0 MBytes/sec, and observed its e ect on the various algorithms.
The results are plotted in Figure 6 . We note that the performance curves behave similarly to those shown in Figure 5 . However, the e ect of a limited communication bandwidth on these algorithms is much less serious than the e ect due to an inadequate I/O capability. For instance, if we decrease the I/O bandwidth from 3 MByte/sec to 0.5 MByte/sec, the performance of the four strategies degrades by about 300%. However, the decrease of the communication bandwidth by the same amount degrades the performance of these schemes by only about 40%. This observation suggests that I/O bandwidth is much more critical to the performance of the join operations than the communication capability of the parallel system. 
E ect of CPU Power
The e ect of the CPU power on the join algorithms is plotted in Figure 7 . Again, we observe that SLB displays the best performance. NLB, which does not consider the load balancing issue, performs very poorly independent of the processing capability of the processors. As we increase the computing power for each PN, the response times decrease accordingly. However, when the CPU is su ciently powerful, further increases in the computing rate can no longer improve the join costs noticeably because the other cost factors (communication and particularly I/O) become dominant. With the performance of microprocessors doubles every two years while access latency of disks (and memory) decreases at a much slower rate, it poses a great challenge to the system designers in designing balanced systems for data intensive applications.
Speedup Analysis
In this study, we measure how well the four join algorithms can take advantage of additional PNs to reduce the execution time of the join operation. We xed the skew condition at 0.5. The uniform relation contained 500,000 tuples, and the skew relation had 1,000,000 tuples. We varied the number of PNs from 8 to 128. The results are plotted in Figure 8 . We again observe that SLB displays the best performance. We also notice that load balancing is even more critical for larger systems. For instance, although SLB outperforms NLB by only 40% for a system with 8 PNs, it is 200% better for a large 
Scaleup Analyses
The data plotted in Figure 9 (a) are for scalability analyses of the four join algorithms. In this study, we xed the skew condition at 0.5. The size of the skew relation was varied from 62,500 to 1,000,000 tuples, while the size of the uniform relation was maintained at half the size of the skew relation. For instance, when the size of the skew relation was 1,000,000 tuples, the size of the uniform relation was set at 500,000. To investigate the scalability of the algorithms, we also varied the number of PNs from 8 to 128. At each data point, we doubled both the number of PNs and the relation sizes of the previous data point. That is, we want to know how well each algorithm can scale up to handle larger databases on larger parallel systems.
The results shown in Figure 9 (a) indicate that CLB and SLB scale very well. Their performance remains constant (i.e., linear scaleup) while the performance of NLB degrades seriously. The performance of ILB also drops, and at the point where the number of PNs is 84, its performance curve crosses that of CLB. This phenomenon is explained as follows. Figure 9 (b) displays the sizes of the largest partition for various numbers of PNs. Since the size of the largest partition increases with the increases in the number of PNs, the join time of NLB which is proportional to the size of the largest partition also increases at the same rate. ILB is also a ected since the checkpointing steps are similar to the Split Phase of NLB. However, the e ect on ILB is not as severe as in NLB because ILB balances the workload before it performs the join operation.
Concluding Remarks
In this research, we performed experiments on a parallel computer to compare the performance of three load balancing approaches for shared-nothing database systems. Our study included: a conventional load balancing technique (CLB), in which the optimal bucket allocation strategy is determined based on the operand relations; a sampling-based technique (SLB), in which the optimal bucket allocation strategy is determined based on a small sample of the operand relations; and an incremental technique (ILB), in which the bucket allocation strategy is optimized incrementally.
We also developed a simulation model for these techniques and performed sensitivity analyses to investigate their behavior under various processing power, I/O bandwidths, and communication capabilities of the hardware systems.
Our performance studies indicate that the sampling and incremental approaches do provide noticeable savings over the conventional load balancing method. Between these two schemes, the samplingbased technique can scale better to handle very large databases on large parallel systems. In fact, linear scaleup is achievable using this scheme. Since the conventional load balancing method also has the linear-scaleup property, it also outperforms the incremental method for very large systems with very large databases. In conclusion, since only the sampling technique can perform well across the whole spectrum of system and workload parameters, it is the preferred technique for shared-nothing database systems.
