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Abstract
In this paper we estimate the minimal controllability time for a class of non-linear control systems with a bounded
convex state constraint. An explicit expression is given for the controllability time if the image of the control
matrix is of co-dimension one. A lower bound for the controllability time is given in the general case. The
technique is based on finding a lower dimension system with the similar controllability properties as the original
system. The controls corresponding to the minimal time, or time close to the minimal one, are discussed and
computed analytically. The effectiveness of the proposed approach is illustrated by a few examples.
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1. Introduction
In this paper we consider the question of controllability for systems with non-linear drift, linear control, and
state constraint. The state of the system is required to stay within certain bounded convex set.
The proposed technique consists in considering an auxiliary system of lower dimension which has similar
controllability properties. This allows to derive lower bounds on the controllability time. For the case when
the range of the control matrix has co-dimension one (that is, the image of the control matrix is a linear space
of dimension one less than the entire state space), an explicit expression for the controllability time is given.
Using similar technique, in the complementary case we give a lower bound on the controllability time. The main
idea behind our analysis is that the controllability time for the original system can be expressed in terms of
the controllability time for a lower dimension system. The present work is inspired and partially motivated by
[LTZ18].
As in [LTZ18] we focus on controllability with a state constraint, but without control constraints, that is,
every L∞ control is allowed. Some of the main techniques in [LTZ18] are Brunkovsky normal form for a linear
equation, and Goh transformation. In the present paper we too use equivalent systems to derive properties of
the minimal controllability time, although our approach differs as the alternative system we arrive to is obtained
via orthogonal projection rather than transforming the system into a normal form.
Control systems with state constraints is a challenging topic for mathematical analysis that has seen a gradual
rise in interest over the recent years. Quoting from [LTZ18], “Controllability under state constraints has not been
much investigated in the literature, certainly due to the difficulty of the question, even for linear control systems.”
The main object of [TM17] is to give conditions on a closed set S so that every point sufficiently close to S can
be steered into S within a small time by an admissible control. The authors call this property small-time local
attainability. The control system in [TM17] is non-linear. A similar problem in stochastic settings was studied
in [BQRR04]. The estimators for systems with linear and non-linear state constraints are surveyed in [Sim10],
see also [KB07]. In [Kra08], systems with linear state constraint and with convex cone signal constraint are
considered. A geometric necessary and sufficient small time controllability condition is formulated in terms of
involved constraining sets. Controllability of the fractional systems with constrained delayed controls is treated
in [SK17b, SK17a].
We work in a framework similar to [LTZ18]. The main differences in the models between [LTZ18] and
the present paper are that our system is non-linear, and that we work only with bounded convex constraint
sets. In [LTZ18] the focus is on whether the system is controllable under the state constraint, and whether the
?

























controllability time is positive. Meanwhile in the present work we mostly address the questions of estimating
and explicitely computing the controllability time for non-linear systems in arbitrary dimension. It was noted in
[LTZ18] that obtaining an explicit expression or even an estimate for the controllability time remained an open
problem for linear system in dimensions higher than two. Here we provide such expressions and estimates in a
wide range of cases encompassing bounded convex state constraints for more general non-linear systems. The
main idea behind our analysis is to show a certain equivalence between the original system and a non-linear one
with a lower dimension. This is achieved by decomposing Rn into an orthogonal sum of ‘fast’ directions (those
in the range of the control matrix) and ‘slow’ directions (the orthogonal complement). Under the assumption of
convexity the ‘fast’ directions are usually straightforward to handle, and the focus of our analysis is on the ‘slow’
ones.
The paper is organized as follows. In Section 2 we describe the non-linear control system analyzed in this
paper. In Section 3 we show that the controllability time of the original system is related to the controllability
time of a lower dimension system. The estimates on the controllability time and an exact expression are also
derived in Section 3. In Section 4 we discuss some numerical examples. The concluding remarks are collected in
Section 5.
2. Problem formulation
We consider the system governed by the equation
ẏ(t) = F (y(t)) +Bu(t), (1)
where y ∈ Rn is the state vector, F : Rn → Rn is a continuous vector field, B is n ×m matrix of rank m with
m < n. Henceforth we identify a matrix with the linear operator it induces. System (1) is endowed with the
additional constraint
y(t) ∈ C,
where C ⊂ Rn is a bounded convex set. We always assume the interior Co of C to be not empty.
Let y0, y1 ∈ Co. We define the smallest time to reach one point from another as
TC(y
0, y1) = inf{T > 0 : there exists u ∈ L∞([0, T ],Rm) s.t. y(t) ∈ C for t ∈ [0, T ], and
(1) holds with y(0) = y0, y(T ) = y1}.
(2)
Here and throughout, we assume that y0, y1 ∈ Co and adopt the convention inf ∅ = +∞. If TC(y0, y1) <∞,
we say that y1 is reachable from y0 with the state constraint C. We avoid the initial and final points being on the
boundary (y0 ∈ ∂C or y1 ∈ ∂C), because this case would require additional technical assumptions. Indeed, for
some systems any solution to (1) started from some y0 ∈ ∂C leaves C immediately. Similarly, for some y1 ∈ ∂C
any solution reaching y1 may have to come from the complement of C. On the other hand, if for y0 ∈ ∂C there
exists a signal u such that the solution to (1) belongs to Co for small t > 0, then our results are applicable because
we can take a new starting point in the interior of C after an arbitrary small delay.











, F (y) = Ay, so that the system is
{
ẏ1(t) = −y2(t) + u(t),
ẏ2(t) = y1(t).
(3)
The Kalman condition is satisfied here, so the state (0, 1)> (here and elsewhere, > indicates transposition) can
be reached from (0, 0)> in an arbitrary time if there is no constraint. Assume we also require that for a constant
C > 0,
|y1(t)| < C.
Then if system (3) reaches (0, 1)> from (0, 0)> at time T > 0, we have





and hence T ≥ 1C . This means that the controllability time cannot be made arbitrary small under the state
constraint, even though every state within the constraint set is reachable from any other. More examples can be
found in [LTZ18].
Let H = (ran(B))⊥ be the orthogonal complement to the range of B in Rn. The space H represents the
‘slow’ directions mentioned in the introduction. Note that dimH = n −m. For a subspace G, let PGy be the
orthogonal projection of y on G and for a map M : Rn → Rn, MG(y) := PGM(y). Denote also by CH the
orthogonal projection of C on H. For a map M : X → Y and a set Q ⊂ X, the image of Q under M is defined
as MQ = {Mx : x ∈ Q} ⊂ Y.
We make the following assumptions on F and C.
Condition 2.1. The set C is a bounded convex subset of Rn with a smooth C1 boundary.
Condition 2.2. The function F is continuous and Lipschitz with the Lipschitz constant LF > 0, that is,
|F (x)− F (y)| ≤ LF |x− y| for all x, y ∈ Rn.
We also make the following technical assumptions.
Condition 2.3 (measurable selection). There exists a Borel measurable map f defined on
Df := {(h1, h2) ∈ H ×H : for some h⊥ ∈ H⊥, h1 = FH(h2 + h⊥) and h2 + h⊥ ∈ C}
such that for every (h1, h2) ∈ Df ,
h1 = FH(h2 + f(h1, h2)).
Condition 2.3 is a technical assumption which we expect to hold in all reasonable cases. The measurable
selection property is closely related to the uniformization problem in descriptive set theory [Mos09]. In particular,
if for each (h1, h2) ∈ Df the set
S(h1,h2) = {h
⊥ | h1 = FH(h2 + h⊥) and h2 + h⊥ ∈ C}
is at most countable or is of positive Lebesgue measure, Condition 2.3 is satisfied [Wag77, Hol10].
For vectors v1, v2 of equal dimension denote by [v1, v2] their closed convex hull. For x ∈ Rd, d ∈ N, and r > 0,
let B(x, r) be the closed ball {y ∈ Rd | |y − x| ≤ r}. In particular, B(x, 0) = {x}.
3. Reduction to a lower dimension problem
One of the aims of the present work is to find another representation of TC(y
0, y1) as a certain time related
to a problem in lower dimension. To this end we introduce auxiliary dynamics defined by the inclusion
ż(t) ∈ FH
(
(z(t) +H⊥) ∩ C
)
, (4)
where the state z takes values in Rdim(H). We now define the controllability time for (4) by
T C(y
0, y1) = inf
{
T : there exists z(t) ∈ C([0, T ], H) s.t. (4) holds with
z(0) = PHy





Denote by L0(X,Y ) the set of all measurable maps from X to Y . We also define another auxiliary equation
with constraints
ż(t) = FH(z(t) + h
⊥(t))
z(t) + h⊥(t) ∈ C, h⊥(t) ∈ H⊥,
(6)
and the respective controllability time
T̂C(y
0, y1) = inf
{
T : there exists z(t) ∈ C([0, T ], H), h⊥(t) ∈ L0([0, T ], H⊥) s.t. z(0) = PHy0,
z(T ) = PHy
1, and (6) holds
}
.
The relation between TC(y
0, y1), T C(y
0, y1), and T̂C(y
0, y1) is clarified in this section. It is worth noting that
we are mostly interested in TC(y
0, y1), whereas T C(y
0, y1) and T̂C(y
0, y1) play an auxiliary role (although they
might be of interest in their own right).
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Lemma 3.1. Let y0, y1 ∈ Co. It holds that
T̂C(y
0, y1) = T C(y
0, y1). (7)
Proof. Since the infimum taken over a smaller set is larger, T̂C(y
0, y1) ≥ T C(y0, y1). Let ε > 0 be a small
number. There exists T ≤ T C(y0, y1) + ε and z(t) ∈ C([0, T ], H) such that
z(0) = PHy
0, z(T ) = PHy
1,
and (4) holds. Set
g⊥(t) := f(ż(t), z(t)), (8)
where f is the map from Condition 2.3. Note that ż(t) : [0, T ] → H is Lebesgue measurable, and hence
g : [0, T ]→ H⊥ is Lebesgue measurable as well. Also,
ż(t) = FH(z(t) + f(ż(t), z(t))) = FH(z(t) + g
⊥(t)),
and hence T̂C(y
0, y1) ≤ T ≤ T C(y0, y1) + ε. Since ε > 0 is arbitrary, the proof is complete.
Lemma 3.2. Let y0, y1 ∈ Co. It holds that
T C(y
0, y1) ≤ TC(y0, y1). (9)
Proof. The statement is a consequence of the fact that the infimum taken over a larger set is smaller.
Remark 3.3. Lemma 3.1 and Lemma 3.2 do not require Condition 2.1: their conclusions hold for arbitrary
measurable C.
For h, h0, h1 ∈ H, h0 6= h1, we define
s(h, h0, h1) =




〈FH((h+H⊥) ∩ C), h1 − h0〉 = {〈x, h1 − h0〉 | x ∈ FH((h+H⊥) ∩ C)}. (10)
The next theorem gives a way to compute TC(y
0, y1) in the case m = n − 1, i.e. when the range of B has
co-dimension one.
Theorem 3.4. Let dimH = 1 and h0 6= h1, where hi = PHyi, i = 1, 2.








In particular, the integral in (11) is finite.
(ii) if s(h2, h0, h1) ≤ 0 for some h2 ∈ [h0, h1], then TC(y0, y1) = T C(y0, y1) =∞.








Let s(h, h0, h1) > 0 for all h ∈ [h0, h1]. By definition of s(h, h0, h1) and since F is continuous, we have
in fact inf
h∈[h0,h1]
s(h, h0, h1) > 0. Hence the integral in (11) is well defined and finite. For a small positive
δ < 12 infh∈[h0,h1]
s(h, h0, h1), the system 
z(0) = PHy
0,















s(h, h0, h1)− δ
. (14)
Taking the limit δ ↓ 0, we get by the dominated convergence theorem
T C(y
























, h1 − h0
〉
≤ s(z(t), h0, h1)








(h1 − h0), h0, h1
)
















Thus, (12) is proved. Next we proceed with the proof of TC(y
0, y1) = T C(y
0, y1). Recall that by Lemma 3.1,
T̂ (y0, y1) = T (y0, y1). Take ε > 0. There exist T < T̂ (y0, y1) + ε, z ∈ C([0, T ], H), and h⊥ ∈ L0([0, T ], H⊥) such
that (6) holds, PHy
0 = z(0), and PHy
1 = z(T ). Take now a small δ > 0. Since C is bounded and convex, it
is possible to choose hc ∈ C1([0, T ], H⊥) (the space of continuously differentiable functions) in such a way that
|h⊥ − hc|L1([0,T ],H⊥) < δ and for t ≥ 0, zc(t) + hc(t) ∈ C, where zc(t) is the the solution to
żc(t) = FH(z
c(t) + hc(t)), zc(0) = PHy
0. (17)











|z(t)− zc(t)| ≤ LF
t∫
0
|z(t)− zc(t)|dt+ LFTδ, (18)
where LF is the Lipschitz constant for F . By Grönwall’s inequality from (18) we obtain
|z(t)− zc(t)| ≤ LFTeLFT δ, t ∈ [0, T ]. (19)
In particular,
|h1 − zc(T )| = |z(T )− zc(T )| ≤ LFTeLFT δ (20)
Recall that we took T < T̂ (y0, y1) + ε. Since C is compact and convex, inf
h∈[h0,h1]
s(h, h0, h1) > 0. Let sm > 0 be
such that
s(h, h0, h1) > sm, h ∈ [h0, h1]. (21)
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Without loss of generality we can assume that
〈zc(T )− h0, h1 − h0〉 < 〈h1 − h0, h1 − h0〉, (22)
〈F (zc(T ) + hc(T )), h1 − h0〉 = sm > 0 (23)
and that δ > 0 is so small that there exists r > |h1 − zc(T )| such that for all y with |y − zc(T )− hc(T )| < r,





{y ∈ Rn | |y − zc(T )− hc(T )| ≤ r} ⊂ Co. (25)
Indeed, if the first inequality in (22) does not hold, then we can go back in time. More precisely, we can replace
zc(T ) with zc(T − ∆) for a small ∆ > 0 so that both (20) and (22) hold; then, since s(h, h0, h1) > 0 for
h ∈ [h0, h1], for some h⊥,2 with zc(T ) + h⊥,2 ∈ C we have 〈F (zc(T ) + h⊥,2), h1 − h0〉> 0, and therefore we can
make the inequality in (23) hold true as well by modifying if necessary hc near T −∆ to ensure hc(T −∆) = h⊥,2.







Figure 1: The plane L. The radius of the blue circle is r.
It is possible to reach y1 starting from zc(T )+hc(T )
in a short time interval [T, T1]. Indeed, denote by L the
two-dimensional plane spanning points zc(T ) +hc(T ),
h1 + h
c(T ), and y1 (the case h1 + h
c(T ) = y1 is sim-
pler and discussed below). The plane L is depicted on
Figure 1. Note that zc(T ) ∈ L since zc(T ) = (zc(T ) +
hc(T ))+y1− (h1 +hc(T )), and hence also H ⊂ L. Let
us only consider controls u ensuring that y(t) stays in
L, that is, PL⊥Bu(t) = −PL⊥F (y(t)), t ≥ T . Denote
byK a one-dimensional subspace of L orthogonal toH.
Starting from t = T , we take PKBu(t) = −PKF (y(t))
at the beginning, ensuring that y(t) is moving on the
interval [zc(T ) +hc(T ), h1 +h
c(T )] toward h1 +h
c(T )
at a speed at least sm/2.
At a time τ when y(t) is near h1 + h
c(T ), we stop
requiring PKBu(t) = −PKF (y(t)) and instead take
PKBu(t) = M(y
1−h1−hc(T )) for a large number M .
By an intermediate value theorem, for some τ > T ,
y(t) is going to pass through y1 at a certain time T1.
By taking δ small and M large, we can ensure that
T1 − T is small. Note that here it is important that
y1 is in the interior Co, because otherwise even for large M > 0, a trajectory of y(t) hitting y1 may cross the
boundary of C, violating the constraint condition.
In the case h1 + h
c(T ) = y1 we just require PH⊥Bu(t) = −PH⊥F (y(t)) for t ≥ T , ensuring that y(t) stays on
the interval [zc(T ) + hc(T ), h1 + h
c(T )] = [zc(T ) + hc(T ), y1] and hits y1.
We note here that in particular if 〈PHF (y1), h1−h0〉 < 0, it is important that y1 ∈ Co, because the trajectory
of y(t) has to reach y1 from ‘behind’, that is, from within the half-space {u ∈ Rn : 〈u− h1, h1 − h0〉 > 0}.
Therefore, TC(y
0, y1) = T̂C(y
0, y1) = T C(y
0, y1), and (i) follows from (12).
Having proved (i), we now turn to (ii). Let h2 ∈ [h0, h1] be such that s(h2, h0, h1) ≤ 0. Since the boundary
∂C is assumed to be differentiable and C is convex, the Borel set valued map
[h0, h1] 3 h 7→ Ch ∈ B(H⊥) (26)
defined by Ch = {y ∈ C | PHy = h} is Lipschitz continuous in Hausdorff distance (or Hausdorff metric, see e.g.
[Hen99]) with some constant L1. Since F is also Lipschitz continuous, it holds that
s(h, h0, h1) ≤ (LF + L1)|h− h2|, h ∈ [h0, h2]. (27)
It follows from (27) that any solution to (4) starting from PHy
0 never reaches the location h2: that is, for all
t ≥ 0,
〈z(t)− h0, h1 − h0〉 < 〈h2 − h0, h1 − h0〉.
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Consequently, (13) has no solutions. Hence T C(y
0, y1) =∞, and by Lemma 3.2, TC(y0, y1) =∞.
The purpose of following example is to demonstrate that the assumption dimH = 1 in Theorem 3.4 is
necessary: without it the conclusion of the theorem need not be true.
Example 3.5. Here we provide an example where all conditions of Theorem 3.4, (i) are satisfied except dimH =
1, but the conclusions of (i) are false, in particular,
T C(y
0, y1) = T̂C(y
0, y1) 6= TC(y0, y1).
Let n = 3, m = 1, C = [−2, 2]3, B : R → R3, Bu = (0, 0, u)>. Thus, H = {(α, β, 0)> | α, β ∈ R}, and
H⊥ = {(0, 0, γ)> | γ ∈ R}. Note that dimH = 2. We impose the following conditions on F .
1. For x ∈ C, x /∈
{




(α, 0, 0) | α ∈ [−1, 1]
}
, we have 〈F (x), (0, 1, 0)>〉 > 0. Here and
elsewhere, 〈·, ·〉 is the scalar product in Rn.
2. F (α, 0, 1)> = F (β, 0, 0)> = (1, 0, 0)> for α ∈ [−1, 0], β ∈ [0, 1].
3. F (α, 0, 1)> = F (β, 0, 0)> = (−1, 0, 0)> for α ∈ [ 12 , 1], β ∈ [−1,−
1
2 ].
Of course, many vector fields exist satisfying those conditions. Take now y0 = (−1, 0, 1)> and y1 = (1, 0, 0)>.
It is not difficult to see that TC(y
0, y1) = ∞, since once the trajectory y(t) of the solution to (1) leaves the
segment {(α, 0, 1) | α ∈ [−1, 1]}, the second coordinate of y(t) becomes positive and stays positive forever:
〈y(t), (0, 1, 0)>〉 > 0. On the other hand, T̂C(y0, y1) ≤ 2. Indeed, z(t) = (−1 + t, 0, 0)> ∈ H and
h⊥(t) =
{
(0, 0, 1)>, t < 1,
(0, 0, 0)>, t ≥ 1,
give a solution to (6) with z(0) = PHy
0 and z(2) = PHy
1. Thus, T̂C(y
0, y1) ≤ 2 <∞ = TC(y0, y1). The equality
T̂C(y
0, y1) = T C(y
0, y1) follows from Lemma 3.1. The example can of course be modified so that TC(y
0, y1) <∞
but still TC(y
0, y1) > 2 ≥ T̂C(y0, y1). ♦
Example 3.6. Let us also mention an annulus as an example where all conditions of Theorem 3.4 are satisfied
except the convexity of C, while the conclusions of Theorem 3.4 fail. Take n = 2, F ((x1, x2)>) ≡ (1, 0)>,




>∣∣4 ≤ x21 + x22 ≤ 16} ,
y0 = (−1, 3)>, y1 = (1,−3)> (see Figure 2). Then indeed TC(y0, y1) =∞ since starting from y0 it is not possible
to reach the part of the annulus below the hole. ♦












Figure 2: An illustration to Example 3.6. The boundaries of the annulus are blue. The shaded area are the points reachable under
the state constraint C.
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We now introduce another reachability time. To start off, we define a solution satisfying the property that
a small perturbation at any point does not break the reachability property. In the definition below we use the
terms ‘reachability’ or ‘reachable’ with regard to system (1).
Definition 3.7. Take y0, y1 ∈ Co, and let z(t), h⊥(t) be a solution of (6) with z(0) = PHy0, z(T ) = PHy1. We
call this solution pliable if
(i) for every t1 and t2, 0 ≤ t1 < t2 ≤ T , there exists εt1,t2 > 0 and τ(t1, t2) > 0 with the property that for all
ε ≤ εt1,t2 there is δε,t1,t2 > 0 satisfying the following condition: for every yt1 ∈ B(z(t1)+h⊥(t1), δε,t1,t2)∩Co
there exists yt2 ∈ B(z(t2) + h⊥(t2), ε)∩Co such that yt2 is reachable from yt1 with state constraint C within
the time τ(t1, t2) (that is, in a time not greater than τ(t1, t2)).
(ii) For all t ∈ [0, T ] sufficiently close to T there exists small δt > 0 such that y1 is reachable from every






1) = 0. (28)








While the definition of a pliable solution may seem unwieldy, intuitively it means that a solution to (6) can
be approximate well by solutions to (1) along the entire trajectory without incurring significant loss of time.
Now we define
T̃C(y
0, y1) = inf
{
T : there exists z(t) ∈ C([0, T ], H), h⊥(t) ∈ L0([0, T ], H⊥) s.t. z(0) = PHy0,
z(T ) = PHy
1, (6) holds and the solution is pliable
}
.
The following result gives an upper bound of the reachability time TC(y
0, y1).
Proposition 3.8. It holds that
TC(y
0, y1) ≤ T̃C(y0, y1). (30)
Proof. Let ε > 0 and let z(t) ∈ C([0, T ], H) and h⊥(t) ∈ L0([0, T ], H⊥) constitute a pliable solution to (6)
with z(0) = PHy
0, z(T ) = PHy
1, T ≤ T̃C(y0, y1) + ε. Take a partition 0 = t0 < t1 < ... < tk < T such that
k−1∑
i=0
τ(ti, ti+1) ≤ T + ε, (31)




1) ≤ ε. (32)
We note that (31) and (32) are possible by items (ii) and (iii) of Definition 3.7, respectively. Next we define
the sequence rk, rk−1, ..., r1 consecutively as follows: rk = min(δk, εtk−1,tk), rk−1 = min(δrk,tk−1,tk , εtk−2,tk−1),
rk−2 = min(δrk−1,tk−2,tk−1 , εtk−3,tk−2) and so on, until r1 = min(δr2,t1,t2 , εt0,t1). It follows from Definition 3.7


















τ(ti, ti+1) + ε, that is, by the time T + 2ε if we take (31) into account. Since ε > 0 is arbitrary, this
completes the proof.
Revisiting Example 3.5, we see by continuity of F that the solution to (6) given there satisfies (i) and (iii)
of Definition 3.7, but does not satisfy (ii). Thus, if we modified F near y1 = (1, 0, 0)> in such a way that (ii) of
Definition 3.7 was satisfied, then by Proposition 3.8 we would have TC(y
0, y1) = 2.
In the next theorem we give a lower bound on the reachability time in the case m < n− 1.
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Theorem 3.9. Let m < n − 1. Denote hk = PHyk, k = 0, 1. Denote also by H⊥ the subspace of H of
co-dimension one such that H⊥ ⊥ h1 − h0. Define
s̄(h, h0, h1) =











Proof. Let y(t), t ∈ [0, T ], be the a solution to (1) with constraint y(t) ∈ C. Let x(t) be the orthogonal

















, h1 − h0
〉}




〈ẋ(t), h1 − h0〉
|h1 − h0|
dt = |h1 − h0|,
the statement of the proposition follows from Lemma A1.
Remark 3.10. In the case T C(y
0, y1) < ∞, the signal u(t) resulting in a time close to the infimum can be
computed as follows: let h ∈ [h0, h1] be such that PHy(t) = h = h(t), PH⊥y(t) = h⊥ = h⊥(t) , h 6= h0, h1. Then





, h1 − h0〉} = 〈FH(h+ h⊥), h1 − h0〉
h+ h⊥ ∈ C,
ḣ+ ḣ⊥ = F (h+ h⊥) +Bu.
(34)
Note that the supremum in the first equation in (34) is not always achieved (for example, if C is open, the









, h1 − h0〉} − δ for a small δ > 0.
After finding u(t), we just set y(t) = h(t) + Bu(t). We note that, typically, the infimum in (2) can not be
achieved with an L∞ control, see [LTZ18] for the linear case. Most of the time system (34) would have a solution
only if we allow the impulse control, i.e., we would allow u to take value in some space of distribution. This
is the approach taken in [LTZ20] for a linear system with a control constraint. In this way we could handle an
instantaneous movement along a direction from H⊥. To stay within L∞ controls, we may need to approximate
the solution to (34) with L∞ controls. The approximation should be possible in most cases, however care needs
to be taken to do the approximation properly, and it is impossible to do in certain situations as demonstrated
by Example 3.5. The approximation is discussed in [LTZ20].
4. Examples
In this section we give three examples for which we compute the controllability time. In the next example we
apply Theorem 3.4 to a three-dimensional control system.
Example 4.1. Let n = 3, m = 2, F (y) = Ay,
C =
{









A = (aij)i,j=1,2,3 =
−0.1 7.0 00.0 0.8 7
0.0 −10.0 −4




and the initial and target state y0 = (−1, 0, 0)T , y1 = (1, 0, 0)T . In this example H = {(κ, 0, 0)T , κ ∈ R}, and for
h ∈ [h0, h1], h = (κ, 0, 0)T , κ ∈ [−1, 1],
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s(h, h0, h1) = max
{







































In the next example some of the points are not reachable.
Example 4.2. Let n = 2, m = 1, C be the square
C = {(x1, x2) | |x1| ≤ 1, |x2| ≤ 1},
























Take y0 = (0.7,−0.5)>, y1 = (−0.5, 0.3)>. Then h0 = (0.6,−0.6)>, h1 = (−0.4, 0.4)>. For h = (κ,−κ)T ∈
[h0, h1], κ ∈ [−0.4, 0.6], we compute
s(h, h0, h1) =
max{〈AH((h+H⊥) ∩ C), h1 − h0〉}
|h1 − h0|
=


























∣∣∣|κ+ α| ≤ 1, | − κ+ α| ≤ 1} = 2√2(κ+ 1− |κ|),
where we used that the maximum is achieved for α = −1 + |κ|.
















(0.6 + ln 5).
Now, in this example not every point within C is reachable from any other. Take for example y2 = (−0.6, 0.6)T ,
h2 = y
2. Then following the same steps as above, we find that for h = (κ,−κ)T ∈ [h0, h2], κ ∈ [−0.6, 0.6]
s(h, h0, h2) = 2
√
2(κ+ 1− |κ|).
Thus, s(h, h0, h2) < 0 for example for h = (−0.55, 0.55)T . Hence by Theorem 3.4, TC(y0, y2) =∞, and y2 is not
reachable from y0. This example is illustrated in Figure 3. ♦
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Figure 3: The optimal trajectory from y0 to y1 for (1) in Example 4.2. The boundaries of C are blue. The point y2 is not reachable
from y0.
In the next example we deal with a non-linear system.
Example 4.3. Let n = 2, m = 1,




(10− x1)2 + (4− x2)2
(10− x1, 4− x2)>







, y0 = (−4,−1)>, y1 = (4,−2)>. Here F represents attraction of a body located at x = (x1, x2)>
toward a source located at S = (10, 4)> with the strength of attraction being reversely proportional to the square
of the distance between x and S.
In this case H = {(κ, 0)> | κ ∈ R}, h0 = (−4, 0)>, h1 = (4, 0)>. We compute for h = (κ, 0)>
s(h, h0, h1) =

(10− κ)2(
(10− κ)2 + (4−
√
25− κ2)2
)2 , −4 ≤ κ ≤ 3
1
(10− κ)2
, −3 < κ < 3,
(10− κ)2(
(10− κ)2 + (4−
√
25− κ2)2
)2 , 3 ≤ κ ≤ 4
(38)

























≈ 182.9087 + 618 + 42.9122 = 843.8209.
This example is illustrated in Figure 4. ♦










Figure 4: The optimal trajectory for Example 4.3. The source of attraction S is the big black dot on the right.
5. Conclusions and further comments
For a non-linear system with linear control and bounded convex state constraint we give results about the
controllability time between two points. The results of [LTZ18] are extended in two directions: the system has
a non-linear drift term, and the expression for the controllability time is valid in higher dimension. The main
technique used in this paper consists in considering auxiliary systems obtained via orthogonal projection. Our
results are exact in the case when the range of B is of co-dimension one (Theorem 3.4). As shown in Example
3.5, the conclusions of Theorem 3.4 do not hold without the assumption dimH = 1.
We conclude with the following remarks about desirable extensions.
• In this paper we worked with a convex bounded constraint set. In our analysis we can replace the assumption
that C is convex with the assumption that the projection of C on H is convex. On the other hand, unbounded
constraint sets require further considerations. We also expect the ideas developed here to be applicable to
the case of a nice bounded constraint set with holes, for example an annulus.
• The case when dimH ≥ 2 is intriguing. Lemma 3.2 and Proposition 3.8 do shed some light on relation
between equations (1) and (6), whereas Example 3.5 demonstrates pitfalls of trying to express TC via T C .
Our intuitive guess is that Example 3.5 is rather contrived, and ‘in most cases’ the equality TC = T C should
hold. This ‘in most cases’ could be formulated as certain parameters of the system being generic as in
[LTZ18, Theorem 1] (that is, belonging to a dense open set), or, alternatively, as TC = T C holding with
probability one when the parameters of the system are drawn from some continuous distributions.
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Appendix
Here we formulate and prove a technical result used in Section 3. The next lemma is used to establish a lower
bound for the time T the system needs to travel a certain distance M .
Lemma A1. Let f be a non-negative differentiable function with f(0) = 0, ḟ(t) ≤ g(f(t)), and f(T ) = M for




g(v) , and the equality is achieved if ḟ(t) = g(f(t)).
Proof. Let h be defined as the solution to
ḣ(t) = g(h(t)), h(0) = 0. (39)
By the comparison theorem, f(t) ≤ h(t), t ≥ 0. It follows from (39) that h is strictly increasing and thus
inversible, and hence dtdh =
1








g(v) we get h(TM ) = M . Thus, f(TM ) ≤
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