Abstract-Short text differs from traditional documents in its shortness and sparseness. Feature extension can ease the problem of high sparseness in the vector space model, but it inevitably introduces noise. To resolve this problem, this paper proposes a high-frequency feature expansion method based on a latent Dirichlet allocation (LDA) topic model. High-frequency features are extracted from each category as the feature space, using LDA to derive latent topics from the corpus, and topic words are extended to the short text. Extensive experiments are conducted on Chinese short messages and news titles. The proposed method for classifying Chinese short texts outperforms conventional classification methods.
I.INTRODUCTION
The emergence of e-commerce, online publishing, instant messaging, and social media has made textual data available in more diverse forms, genres, and formats than ever before. Various data are generated daily: Web news titles by online publishing; queries and questions input by Web search users; Web snippets returned by search engines; blog posts and comments by users on a wide spectrum of online forums, e-communities, and social networks; and online advertising messages from a large number of advertisers.
Many studies have proposed different methods for Web mining and information retrieval (IR) research on textual data. However, few of these methods have been applied to the Chinese context, especially with regard to Chinese short text, which has posed new challenges to Web mining and IR research. This study addresses three main challenges:1) short and sparse data, 2) synonyms and homonyms, and 3) irregular and meaningless words. Classical algorithms, such as latent Dirichlet allocation(LDA) [2] , perform well in long text analysis but poorly in short-text classification.
To resolve the sparse feature and noise problems in short-text classification, researchers usually characterize short text by introducing an external corpus or using internal semantics to extract association rules for feature extension. [9] and [15] respectively introduced WordNet and MeSH for short-text feature extension. [1] used Wikipedia as an external corpus with a search engine. Feature extension based on an external corpus is often limited. External corpora are difficult to apply to short texts with highly specialized and specific terminology. The transition point technique (TPT) [12] and self-term extension [13] not only account forward frequency but also extract semantics-associated words based on WordNet ontology to extend features. By contrast, internal semantic association rules unaided by an external corpus establish word association directly from the corpus. [7] extracted association rules from the training corpus and established a high-quality association rule library for feature extension. However, the difficulty was how to choose an appropriate semantic association that improves the performance of short-text classification and reduces the training and learning time overhead. The successful application of the probabilistic topic model in long-text classification has popularized the application of this model in short-text classification. [11] derived a set of hidden topics from a Web corpus through the topic model. [5] used topics on multi-granularity, integrated them, and produced discriminative features for short-text classification.
Motivated by research on the probabilistic topic model, this study proposes a high-frequency feature extension model based on LDA and on principles of word frequency and text classification [4, 12] . Using the LDA topic model to select and expand features can efficiently solve the problem of feature sparseness and noisiness. Extensive experiments were conducted on Chinese short messages and news titles. The proposed method for Chinese short-text classification can significantly improve classification performance compared with traditional algorithms.
The remainder of this paper is organized as follows: Section II reviews related literature, Section III proposesan LDA high-frequency feature (LHF) model, Section IV describes the experimental data, Section V presents the results of applying the proposed model to a real-world data set and evaluates the methods and results, and section VI concludes.
II. RELATED WORK

A. Semantics
Semantic expansion primarily includes thesaurus and Web knowledge. [16] proposed the use of a search engine, such as Google, to provide more context information. However, the content of short text is difficult to enrich. The method not only consumes more time but also largely depends on the quality of the search engine; the results also tend to be unstable. [10] proposed a three-tier architecture for using Wikipedia and WordNet data to enrich the representation of features. [11] derived topics from an external corpus to enhance the characterization of short texts. [14] directly used the topics of the data set to establish the association of different words in the text. However, this method not only directly models the short text but is also only applicable to distance-based classification and clustering algorithms, such as k-nearest neighbors or k-means.
B. Topic Model
Given the effect of the dimension problem, most statistical models encounter difficulties in learning highdimensional data. The results of many dimension reduction methods are often characterized by the sparse interpretability of data. The topic model has a wide range of applications. Three primary topic models are in use: latent semantic indexing (LSI) [6] , probabilistic LSI (PLSI) [8] , and LDA [2] . LSI constructs a text feature vector matrix and then a singular value decomposition of the matrix. PLSI is an LSI model based on the solid statistical theoretical foundation of the probability generation model. LDA is a complete text generation model in which a text is mixed with several implicit or hidden topics mixed with several words. Most researchers directly apply LDA to text classification. Rubin established a statistical topic model to classify multi-label documents and systematically compared the advantages and disadvantages of statistical topic models and discriminative modeling techniques. Feature extension based on topic models has recently received increasing attention. [11] used implicit topics derived from an external corpus to expand text features. [5] proposed a multi-granularity topic model to expand features in shorttext classification. [5] modeled multi-granularity topics to obtain an optimal topic for different labels; the model applied to a search-snippet data set outperformed the LDA model(i.e., an increase of 4 percentage points over that of LDA).
III. PROPOSED SCHEME
A. LDA
LDA has broad applications for general discrete datasets, such as text. Specifically, the process of generating a document with n words by LDA can be described as follows [2] The above description of creating a new document with n words yields the marginal distribution of the word w i :
B. LHF Model
This section presents the LHF model for Chinese short-text classification.
We always use the vector space model to express the text. A text is generally expressed by such feature vectors
, where
is a feature dual group that denotes a feature term i w with a weight of i t . This dual group is determined by term frequency-inverse document frequency (TFIDF). Given that the short-text feature is sparse, several short-text feature vectors S d are null. By contrast, many irrelevant words appear in the short text, contributing nothing to the classification. [4] and [12] studied the effect of word frequency and TPT in short-text classification.
LHF is the high-frequency feature expansion of a topic model. This expansion selects and expands short-text features based on the LDA model. Unlike normal documents, short and sparse documents are usually noisier and less topic-focused. Such documents consist of a dozen words to a few sentences. Thus, whole TFIDF features in documents are noisier; even extracted features selected by CHI can't achieve satisfactory performance due to less topic-focused.
To obtain less noisy and more topic-focused features, this paper proposes feature selection and expansion according to the process of generating a document with n words by LDA for short-text classification. This paper shows such a process with remark labels for each document. The generation scheme is as follows: LHFlib is an LDA high-frequency feature library (Table II) . We then extend the high-frequency feature. The algorithm for feature extension for short text is described as follows: A simple flowchart of the LHF method for Chinese short-text classification considering high-frequency feature expansion is shown in Figure 1 . The whole process of the LHF model comprises the following:
First, we preprocess the training set to obtain the TFIDF feature vector, and derive an LDA topic model for short texts according to the generation process in Table I .
Second, we construct a high-frequency feature extension library according to Table II. Third, we extend features to test data according to the algorithm of the high-frequency feature extension above.
Finally, we use the LHF model and SVM to classify the extended short text.
Step 1 For each document
Step 2 For each word n w in that document ·Draw topic assignment ( )
Step 3 Draw label variable ( )
Step 4 Then the document can be described as
Step 1
Construct the LDA high-frequency feature library.
L H F lib
Step 2 Obtain the LDA feature vector of the document:
Step 3 Extract the high-frequency word vector Step 4 Obtain the topic distribution feature vector of the document:
Step 5 Merge vectors
Step 1 For each label L d :
·Train the LDA model Φ k .
·Obtain the top-M words W d for topic K by posterior Probability.
Step 2 Merge all top-M words for all documents.
·Obtain the LHFlib. 
IV. EXPERIMENTAL DATA
We rely mainly on two data sets. First, we use a short message corpus derived from a large short message collection of ABC Telecom. This collection includes more than 20 million messages within a month. Second, we use a news title corpus derived from the Sogou Laboratory. Both collections consist mostly of brief documents, although they have many differences, as described below.
A. Short Message Data
The experiment short message service (SMS) data are preprocessed from the original SMS data set containing more than 20 million short messages, including many fraudulent advertising spam messages. We filter out the spam messages and extract 21 SMS social networks characterized by a transceiver relationship. We use8232 messages from 2551 individuals as our experiment data set. We annotate the sender roles and message topics. The message senders include students, employees, teachers, civil servants, and white-collar workers. Nine message topics are identified: work, family, feeling, learning, leisure, advertising, blessing, and entrusting. The message topics overlap, that is, a message may have another theme. The topic and role distribution of the short messages are shown in Table IV . 
B. News Title Data
The dataset used in this section is provided by Sogou Laboratory. We extract news titles as our experimental data. A total of 10,953 titles of six categories (culture, society, entertainment, history, military, and reading) are extracted. The length of each short text is 10 to 20 words. We extract the training and testing sets according to the ratio 9: 1. The distribution of the data set is as follows: Figure 3 and Table VI describe the document length distribution of both test data sets. As expected, the documents in the news title corpus are very short (median=6; 9 for SMS), with a compressed distribution of lengths. Most SMS documents are slightly longer than the news titles (median=6), and their lengths vary more significantly than those of the news titles. Most words appear less than 10 times in both data sets (ratio=84.2% in SMS; 93.1% in news title). The corpora analyzed in this study are similar in that the documents are much shorter than documents in standard IR collections. However, the collections also differ from each other. 
C. Data Statistics
V. EXPERIMENTAL RESULTS
A. Evaluation Metrics
We use SVM as the classification model. We use the following measures to evaluate the performance of the classifiers: precision(P), recall(R), and F-measure(F1).We also calculate accuracy, macro-P, macro-R, and macro-F1 for macro-assessment: where TP is true positive, FP is false positive, FN is false negative, TN is true negative, N is the total number of documents, and c i is the total number of documents labeled i.
B. Experimental Results
Table VIII shows the experimental results of the short message data. We use four roles(student, worker, teacher, and civil servants[gov]) as four categories. The two column headings in Table VIII correspond The results show that LHF expansion can obtain less noisy and more topic-focused features. To evaluate the performance of feature selection, we choose the CHI as the base algorithm for the Sogou news title data sets. Figure 4 shows the results. Table X shows the evaluation results of different methods for classifying three short-text corpora. Corpus SMS* has only four roles as in Table VIII and includes 1933 short messages. Corpus Sogou* is extracted from the news titles in Table 5andincludes 3327 news titles. Corpus Yahoo! is obtained from [14] and includes 2400 documents. In the table, M1 refers to LDA; M2,TFIDF+SVM; M3,sLDA [3] ; M4,MaxEnt; M5, the short-text classification method in [17] ; and M6, the LHF proposed by this paper. Figure 5 . Perplexity indicates the optimal number of latent topics. The optimal number of topics and the length of Lib significantly affect classification performance. This paper used perplexity as the evaluation criterion for the optimal number of topics. The optimal number of topics for the SMS, Sogou, and Yahoo! data sets is 80,80, and 160, respectively. Figure 3 shows the perplexity curve of the SMS data set. K = 80 is the optimal number of topics.
Sparseness may induce the optimal length of the LHF library. The optimal library length for SMS, Sogou, and Yahoo! is 15%, 10%, and 6% of the total number of unique terms (Figure 4 ).
VI. CONCLUSIONS
This study aims to resolve the sparse features and noise problem and thus proposes a short-text classification framework using LDA extended high-frequency features. The experimental result confirmed the effectiveness and feasibility of the algorithm. We draw the following conclusions: (1) The high-frequency words of short texts facilitate the recognition of categories; extracting these words as category features can reduce noise. (2 
