In this paper, a class of nonlinear programming problem is modeled with gradient based system of factional order differential equations. The fractional derivatives are presented in terms of Caputo sense. Then we applying an algorithm based on Laplace transform and homotopy analysis method to find numerical solution of the gradient based system to see the overlap between the equilibrium point of the generating system and the optimal solution of the NLP problem. The proposed algorithm is a promising tool for solving many NLP problem. Two examples are provided to confirm the accuracy and the effectiveness of the proposed algorithm.
Introduction
Nonlinear programming (NLP) is optimization problem in which the objective function or at least one of the constraints is a smooth nonlinear function of the decision variables. An example of nonlinear programming is quadratic programming (QP). Nonlinear functions may be convex or nonconvex, where it convex then the interior point methods are effective method to solve the problem. In other hand, if the nonlinear function is nonconvex, then the problem have more challenging and this is due to the problem may have multiple feasible regions and multiple locally optimal points within such regions.
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There are a variety of methods for solving NLP problems as: Generalized Reduced Gradient (GRG) and Sequential Quadratic Programming (SQP) methods, both called active-set methods, and the Interior Point or Barrier methods.
In this paper, we solve NLP problem with equality constrained by constructs fractional gradient based system of the problem. In order to see the coincidence between the steady state solution of the fractional gradient based system and the optimal solution of the NLP problem in a long time t period, we applying an algorithm based on Laplace transform and the homotopy analysis method. To confirm the accuracy and the effectiveness of the proposed algorithm we implement it for two examples.
Preliminaries
Fractional calculus
Now we will give some definitions and properties of the fractional calculus [7] . Firstly, we present the Riemann-Liouville definition of the fractional integral of order > 0.
Definition 1 (Riemann-Liouville Fractional Integral). The Riemann-Liouville fractional integral operator of order > 0, of a function ( ), is given as
where Γ(. ) is the well-known Euler's gamma function. Most commonly encountered fractional derivatives are Riemann-Liouville and Caputo fractional derivative. In the following section we formulate the problem in the Caputo sense, which is given in the following definition.
Definition 2 (Caputo Fractional Derivative). The fractional derivative of ( ) in the Caputo sense with − 1 < ≤ , ∈ , is defined as
where ( ) is the usual integer order derivative of function ( ). Similar to integer-order differentiation, Caputo fractional derivative operator is linear, that is, if 1 and 2 are constant then
Let [ ] be the ceiling function which is the smallest integer greater than or equal , and let 0 = {0,1,2, … }. Then for the Caputo's derivative we have
Optimal solutions to nonlinear programming model
For more details on fractional derivatives definitions and their properties see [8, 9] . The Laplace transform of a function ( ) is the function ( ) defined by
Furthermore, the function ( ) is called the inverse transform of ( ) and will be denoted by ℒ −1 ( ( )) that is we shall write ( ) = ℒ −1 ( ( )). For any function ( ) and ( ) whose Laplace transform exist with ℒ{ ( )} = ( ) and ℒ{ ( )} = ( ) and any constant and , the Laplace transform has the following properties
where ( ) * ( ) = ∫ ( − ) ( ) .
∞ 0
If − 1 < ≤ , ∈ , then the Laplace transform of the fractional derivative is
Nonlinear Programming problem
Consider the NLP problem with equality constraints defined by min ( ) . . ∈ , (2) where the feasible set is assumed to be nonempty and is defined by = { ∈ : ℎ( ) = 0}, and : → , ℎ = (ℎ 1 , ℎ 2 , … , ℎ ) : → ( ≤ ) are twice continuously differentiable and which ∇ℎ( ) has full rank. To obtain a solution of (2), the penalty function method solves a sequence of unconstrained optimization problems. A well-known penalty function for this problem is given by
where > 0 is a constant and > 0 is an auxiliary penalty variable. It can be shown that the solutions of the constrained problem (2) are solutions of the following unconstrained one,
under some conditions and when > 0 is sufficiently large. The following theorem list a main results connecting the solutions of the constrained problem (2) and unconstrained problem (4).
Theorem 1. [1]
Let { } be a sequence generated by the penalty method. Then any limit point of the sequence is a solution to the constrained problem.
We can write the NLP problem in a system of fractional differential equations as follows:
Consider the unconstrained optimization problem (4), an approach based on fractional dynamic system can be described by the following FDEs
with the initial conditions ( 0 ) = , = 1,2, … , . Where ∇ ( , ) is the gradient vector of the quadratic penalty function (3) with respect to the ∈ . Note that, a point is called an equilibrium point of (5) if it satisfies the right hand side of Eq.(5). Also, we can rewrite the fractional dynamic system (5) in more general form as follows ( ) = ( , , 1 , 2 , … , ), = 1,2, … ,
The steady state solution of the non-linear system of FDEs (6) must be coincided with local optimal solution of the NLP problem (2).
The methodology of LHAM
In this section, we present a modification of the HAM. This modification is based on the Laplace transform of the fractional derivative ( ). To illustrate the basic idea, let us consider the following system of fractional differential equations ( ) = ( , 1 , … , ), = 1,2, … , , > 0, 0 < ≤ 1,
subject to the initial conditions (0) = , = 1,2, … , .
Applying Laplace transform to both sides of equations in system (7), using linearity of Laplace transform and simplify we get
Define the nonlinear operator ( ( , ))( ) = ℒ( ( , )) − − 1 ℒ ( ( , 1 ( , ) , … , ( , )), = 1,2, … , .
The zeroth-order deformation equations can be constructed as follows
Where ∈ [0,1] is an embedding parameter, are nonlinear operators, ℒ is the Laplace transform, ( , 0) = 0 are initial guesses satisfy the initial conditions (8) , are auxiliary parameters, ≠ 0 are auxiliary functions and ( , ) are unknown functions. Obviously; when = 0 and = 1, we get
respectively. Thus, as increase from 0 to 1, the solution ( , )varies from the initial guesses 0 ( ) to the solution ( ). Expanding ( , ) in Taylor series with respect to the embedding parameter , one has
where
Assume that the auxiliary parameters , the auxiliary function and the initial approximations 0 ( ) are properly chosen so that the series (13) converges at = 1. Then at = 1 and by (12) the series (13) becomes
Differentiating equations (11) times with respect to the embedding parameter , then setting = 0 and dividing by ! finally using (14), we have the mth-order deformation equations Applying inverse Laplace transform, we have
The convergence of a series is important. As long as the series solution (15) given by the (LHAM) is convergent, it must be the solution of the considered system of fractional differential equations.
Examples
Example 1. Consider the following nonlinear programming problem [1] :
The corresponding nonlinear system of FDEs from (18) is defined as
Where 0 < ≤ 1 and = 800. By implementation the LHAM we obtain the solution of (19) Where 0 < ≤ 1 and = 10 6 . By implementation the LHAM we obtain the solution of (21) 
Conclusions
The main goal of this work is to create a bridge between two attractive research areas, which are optimization and fractional calculus. In this paper the homotopy analysis method (HAM) and Laplace transform are successfully composed to obtain the essential behavior of the system of FDEs, which is generated by nonlinear programming (NLP) problems.
