Abstract. We give a new proof of Braden's theorem ([Br]) about hyperbolic restrictions of constructible sheaves/D-modules. The main geometric ingredient in the proof is a 1-parameter family that degenerates a given scheme Z equipped with a Gm-action to the product of the attractor and repeller loci.
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Let D-mod(Z)
Gm -mon ⊂ D-mod(Z) be the full subcategory consisting of G m -monodromic 1 objects. In the context of D-modules, Braden's theorem [Br] (inspired by a result 2 from [GM] ) says that the composed functors
1 The definition of Gm-monodromic object is recalled in Subsect. 3.1.1.
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In [GM] M. Goresky and R. MacPherson work in a purely topological setting. They work with correspondences rather than torus actions. According to [GM, Prop. 9 .2], under a certain condition (which is satisfied if the correspondence comes from a Gm-action) one has A • 4 ∼ −→ A • 5 , where A • i is defined in [GM, Prop. 4.5] . This is the proptotype of Braden's theorem. are both defined 3 on objects of D-mod(Z) Gm -mon and we have a canonical isomorphism (0.2) (i
0.1.3. In his paper [Br] , T. Braden formulated and proved his theorem assuming that Z is a normal algebraic variety. Although his formulation is enough for practical purposes, we prefer to formulate and prove this theorem for algebraic spaces of finite type over a field (without any normality or separateness conditions).
In this more general context, the representability of the functors defining the attractor Z + (and other related spaces such as Z from Sect. 0.3.2 below) is no longer obvious; it is established in [Dr] .
0.2. Why should we care? Braden's theorem is hugely important in geometric representation theory.
0.2.1. Here is a typical application in the context of Lusztig's theory of induction and restriction of character sheaves.
Take Z = G, a connected reductive group. Let P ⊂ G be a parabolic, and let P − be an opposite parabolic, so that M := P ∩ P − identifies with the Levi quotient of both P and P − . Denote the corresponding closed embeddings by 
Then the claim is that we have a canonical isomorphism of functors D-mod(G)
Ad G -mon → D-mod(M )
between the corresponding categories of Ad-monodromic D-modules:
The proof is immediate from (0.2): the corresponding G m -action is the adjoint action corresponding to a co-character G m → M , which maps to the center of M and is dominant regular with respect to P . 4 0.2.2. For other applications of Braden's theorem see [Ach] , [AC] , [AM] , [Bi-Br] , [GH] , [Ly1] , [Ly2] , [MV] , [Nak] . First, we observe that the functors (i + )
• and (i − ) ! , when restricted to the corresponding monodromic categories, are isomorphic to (q + ) • and (q − ) ! , respectively. Hence, the isomorphism (0.2) can be rewritten as
Next we observe that the functor (q
• is the left adjoint functor of (p − ) • • (q − ) ! . Hence, the isomorphism (0.5) can be restated as the assertion that the functors
form an adjoint pair.
0.3.2.
The geometry behind the adjunction. In turns out that the co-unit for this adjunction, i.e., the map (0.6) (q
is easy to write down (just as in the original form of Braden's theorem, a map in one direction is obvious).
The crux of the new proof consists of writing down the unit for the adjunction, i.e., the corresponding map
The map (0.7) comes from a certain geometric construction described in Sect. 2. Namely, we construct a 1-parameter "family" 5 of schemes (resp., algebraic spaces) Z t mapping to Z × Z (here t ∈ A 1 ) such that for t = 0 the scheme (resp., algebraic space) Z t is the graph of the map t : Z ∼ −→ Z, and Z 0 is isomorphic to Z + × Z 0 Z − .
5 The quotation marks are due to the fact that this "family" is not flat, in general. If Z is affine then each
Zt is a closed subscheme of Z × Z. If Z is separated, then for each t the map Zt → Z × Z is a monomorphism (but not necesaarily a locally closed embedding).
0.4.
Other sheaf-theoretic contexts. This paper is written in the context of D-modules on schemes (or more generally, algebraic spaces of finite type) over a field k of characteristic 0.
However, Braden's theorem can be stated in other sheaf-theoretic contexts, where the role of the DG category D-mod(Z) is played by a certain triangulated category D(Z). The two other contexts that we have in mind are as follows:
(i) k is any field, and D(Z) is the derived category of Q ℓ -sheaves with constructible cohomologies,
(ii) k = C, and D(Z) is the derived category of sheaves of R-modules with constructible cohomologies (where R is any ring).
In these two contexts the new proof of Braden's theorem presented in this article goes through with the following modifications:
First, the functors f
• and f ! are always defined, so one should not worry about procategories.
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Second, the definition of the G-monodromic category D(Z)
G -mon (where G is any algebraic group, e.g., the group G m ) should be slightly different from the definition of D-mod(Z)
given in Sect. 3.1.1.
Namely, D(Z)
G -mon should be defined as the full subcategory of D(Z) strongly generated by the essential image of the pullback functor D(Z/G) → D(Z) (i.e., its objects are those objects of D(Z) that can be obtained from objects lying in the image of the above pullback functor by a finite iteration of the procedure of taking the cone of a morphism). 0.5. Some conventions and notation. 0.5.1. In Sects. 1 and 2 we will work over an arbitrary ground field k, and in Sects. 3-5 we will assume that k has characteristic 0 (because we will be working with D-modules). 0.5.2. In this article all schemes, algebraic spaces, and stacks are assumed to be "classical" (as opposed to derived). 0.5.3. When working with D-modules, our conventions follow those of [DrGa1, Sects. 5 and 6] . The only notational difference is that for a morphism f : Z 1 → Z 2 , we will denote the direct image functor D-mod(Z 1 ) → D-mod(Z 2 ) by f • (instead of f dR, * ), and similarly for the left adjoint, f
• (instead of f 0.5.5. In Appendix A we define the notion of pro-completion Pro(C) of a DG category C.
The reader who prefers to stay in the triangulated world, can replace it by the category of all covariant triangulated functors from the homotopy category Ho(C) to the homotopy category of complexes of k-vector spaces. (Note that the category of such functors is not necessarily triangulated, but this is of no consequence for us.) 0.6. Organization of the paper. 0.6.1. Sects. 1-2 are devoted to the geometry of G m -actions on algebraic spaces.
Let Z be an algebraic space of finite type over the ground field k, equipped with a G m -action. In Sect. 1 we define the attractor Z + and the repeller Z − by (0.8)
Gm stands for the space of G m -equivariant maps and A
− is the affine line equipped with the G m -action opposite to the usual one). The basic facts on Z ± are formulated in Sect. 1; the proofs of the more difficult statements are given in [Dr] .
As was already mentioned in Sect. 0.3.2, in the proof of Braden's theorem we use a certain 1-parameter family of algebraic spaces Z t , t ∈ A 1 . These spaces are defined and studied in Sect. 2. The definition is formally similar to (0.8): namely,
where X t is the hyperbola τ 1 · τ 2 = t and the action of λ ∈ G m on X t is defined bỹ
Note that X 0 is the union of the two coordinate axes, which meet at the origin; accordingly, Z 0 identifies with
0.6.2. In Sect. 3 we first state Braden's theorem in its original formulation, and then reformulate it as a statement that certain two functors are adjoint (with the specified co-unit of the adjunction).
In Sect. 4 we carry out the main step in the proof of Theorem 3.3.4 by constructing the unit morphism for the adjunction.
The geometric input in the construction of the unit is the family t Z t mentioned above. The input from the theory of D-modules is the specialization map
where K is a G m -monodromic object in D-mod(A 1 × Y) (for any algebraic space/stack Y), and where K 1 and K 0 are the !-restrictions of K to {1} × Y and {0} × Y, respectively. The map Sp K is a simplified version of the specialization map that goes from nearby cycles to the !-fiber.
In Sect. 5 we show that the unit and co-unit indeed satisfy the adjunction property.
In Appendix A we define the notion of pro-completion Pro(C) of a DG category C. 0.7. Acknowledgements. We thank A. Beilinson, T. Braden, J. Konarski, and A. J. Sommese for helpful discussions.
The research of V. D. is partially supported by NSF grants DMS-1001660 and DMS-1303100. The research of D. G. is partially supported by NSF grant DMS-1063470.
Geometry of G m -actions: fixed points, attractors, and repellers
In this section we review the theory of action of the multiplicative group G m on a scheme or algebraic space Z. Specifically, we are concerned with the fixed-point locus, denoted by Z 0 , as well as the attractor/repeller spaces, denoted by Z + and Z − , respectively.
The main results of this section are Proposition 1.3.4 (which says that the fixed-point locus is closed), Theorem 1.5.2 (which ensures representability of attractor/repeller sets), and Proposition 1.9.4 (the latter is used in the construction of the unit of the adjunction given in Sect. 3.3.2).
In the case of a scheme equipped with a locally linear G m -action these results are well known (in a slightly different language).
1.1. k-spaces.
1.1.1. We fix a field k (of any characteristic). By a k-space (or simply space) we mean a contravariant functor Z from the category of affine schemes to that of sets which is a sheaf for the fpqc topology. Instead of Z(Spec(R)) we write simply Z(R); in other words, we consider Z as a covariant functor on the category of k-algebras.
Note that for any scheme S we have Z(S) = Maps(S, Z), where Maps stands for the set of morphisms between spaces. Usually we prefer to write Maps(S, Z) rather than Z(S).
We write pt := Spec(k).
1.1.2. General spaces will appear only as "intermediate" objects. For us, the really geometric objects are algebraic spaces over k. We will be using the definition of algebraic space from [LM] (which goes back to M. Artin).
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Any quasi-separated scheme (in particular, any scheme of finite type) is an algebraic space. The reader may prefer to restrict his attention to schemes, and even to separated schemes, as this will cover most of the cases of interest to which the main the result of this paper, i.e., Theorem 3.1.6, is applied.
Note that in the definition of spaces, instead of considering affine schemes as "test schemes", one can consider algebraic spaces (any fpqc sheaf on the category of affine schemes uniquely extends to an fpqc sheaf on the category of algebraic spaces).
1.1.3. A morphism of spaces f : Z 1 → Z 2 is said to be a monomorphism if the corresponding map
is injective for any scheme S. In particular, this applies if Z 1 and Z 2 are algebraic spaces. It is known that a morphism of finite type between schemes (or algebraic spaces) is a monomorphism if and only if each of its geometric fibers is a reduced scheme with at most one point.
A morphism of algebraic spaces is said to be unramified if it has locally finite presentation and its geometric fibers are finite and reduced.
1.2. The space of G m -equivariant maps.
8 In particular, quasi-separatedness is included into the definition of algebraic space. Thus the quotient A 1 /Z (where the discrete group Z acts by translations) is not an algebraic space.
1.2.1. Let Z 1 and Z 2 be spaces. We define the space Maps(Z 1 , Z 2 ) by Maps(S, Maps(Z 1 , Z 2 )) := Maps(S × Z 1 , Z 2 ) (the right-hand side is easily seen to be an fpqc sheaf with respect to S).
1.2.2. Let Z 1 , Z 2 be spaces equipped with an action of G m . Then we define the space Maps Gm (Z 1 , Z 2 ) as follows: for any scheme S,
Gm (the right-hand side is again easily seen to be an fpqc sheaf with respect to S).
The action of G m on Z 2 induces a G m -action on Maps Gm (Z 1 , Z 2 ).
1.2.3. Note that even if Z 1 and Z 2 are schemes, the space Maps Gm (Z 1 , Z 2 ) does not have to be a scheme (or an algebraic space), in general.
1.3. The space of fixed points.
1.3.1. Let Z be a space equipped with an action of G m . Then we set
Gm is a subset of Maps(S, Z).
0 is called the subspace of fixed points of Z.
1.3.3. We have the following result: Proposition 1.3.4. If Z is an algebraic space (resp. scheme) of finite type then so is Z 0 . Moreover, the morphism Z 0 → Z is a closed embedding.
The assertion of the proposition is nearly tautological if Z is separated. This case will suffice for most of the cases of interest to which the main result of this paper applies.
The proof in general is given in [Dr, Prop. 1.2.2] . It is not difficult; the only surprise is that Z 0 ⊂ Z is closed even if Z is not separated. (Explanation in characteristic zero: Z 0 is the subspace of zeros of the vector field on Z corresponding to the G m -action.) Example 1.3.5. Suppose that Z is an affine scheme Spec(A). A G m -action on Z is the same as a Z-grading on A. Namely, the n-th component of
It is easy to see that Z 0 = Spec(A 0 ), where A 0 is the maximal graded quotient algebra of A concentrated in degree 0 (in other words, A 0 is the quotient of A by the ideal generated by homogeneous elements of non-zero degree).
1.4. Attractors.
1.4.1. Let Z be a space equipped with an action of G m . Then we set (1.3)
where G m acts on A 1 by dilations. (ii) Restricting a morphism A 1 × S → Z to {1} × S one gets a morphism S → Z. Thus we get a G m -equivariant morphism p
Note that if Z is separated (i.e., the diagonal morphism Z → Z × Z is a closed embedding), then p + : Z + → Z is a monomorphism. To see this, it suffices to interpret p + as the composition
Thus if Z is separated then p + identifies Z + (S) with the subset of those points f : S → Z for which the map S × G m → Z, defined by (s, t) → t · f (s), extends to a map S × A 1 → Z; informally, the limit
The G m -equivariant maps 0 : pt → A 1 and A 1 → pt induce the maps
, and the composition p + • i + is equal to the canonical embedding Z 0 ֒→ Z.
Note that if Z is separated then for z ∈ Z + (S) ⊂ Z(S) the point q + (S) is the limit (1.4).
1.4.4. The case of a contracting action. Let Z be a separated space. Then it is clear that if a G m -action on Z can be extended to an action of the monoid A 1 then such an extension is unique. In this case we will say that that the G m -action is contracting. Proposition 1.4.5. Let Z be a separated space of finite type equipped with a G m -action. The morphism p + : Z + → Z is an isomorphism if and only if the G m -action on Z is contracting.
Proof. The "only if" assertion follows from Sect. 1.4.3(i). For the "if" assertion, we note that the A 1 -action on Z defines a morphism g : Z → Z + such that the composition of the maps
Since the map p + is a monomorphism (see Sect. 1.4.3(ii)), the assertion follows.
Remark 1.4.6. In [Dr, Prop. 1.4.15] it will be shown that if Z is an algebraic space of finite type, then the assertion of Proposition 1.4.5 remains valid even if Z is not separated: i.e., p + is an isomorphism if and only if the G m -action on Z can be extended to an A 1 -action; moreover, such an extension is unique. 
(ii) Suppose that Y → Z is a closed embedding. Then the subspace
Proof. Let Y → Z be an open embedding. For any test scheme S, we have to show that if
1.5. Representability of attractors.
1.5.1. We have the following assertion:
Theorem 1.5.2. Let Z be an algebraic space of finite type equipped with a G m -action. Then (i) Z + is an algebraic space of finite type;
(ii) The morphism q
The proof of this theorem is given in [Dr, Thm. 1.4 .2]. Here we will prove a particular case (see Sect. 1.5.4), sufficient for most of the cases of interest to which the main result of this paper applies.
Combining Theorem 1.5.2 with Proposition 1.3.4, we obtain:
If Z is a separated algebraic space of finite type then so is Z + .
(ii) If Z is a scheme of finite type then so is Z + .
Proof. Follows from Theorem 1.5.2(ii) because by Proposition 1.3.4, Z 0 is a closed subspace of Z. Remark 1.5.7. If k is algebraically closed and Z red is a normal separated 9 scheme of finite type over k, then by a theorem of H. Sumihiro, any action of G m on Z is locally linear. (The proof of this theorem is contained in [Sum] and also in [KKMS, and [KKLV] .) 1.5.8. Let us prove Theorem 1.5.2 in the locally linear case on a scheme. First, we note that Lemma 1.4.9(i) reduces the assertion to the case when Z is affine. In the latter case, the assertion is manifest from Sect. 1.4.7.
1.6. Further results on attractors. The results of this subsection are included for completeness; they will not be used for the proof of the main theorem of this paper.
We let Z be an algebraic space of finite type equipped with a G m -action.
1.6.1. We have:
(ii) If Z is an affine scheme then p + : Z + → Z is a closed embedding.
(iii) If Z is proper then each geometric fiber of p + : Z + → Z is reduced and has exactly one geometric point.
(iv) The fiber of p + : Z + → Z over any geometric point of Z 0 ⊂ Z is reduced and has exactly one geometric point.
Proof. Point (i) has been proved in Sect. 1.4.3(ii). Point (ii) is manifest from Sect. 1.4.7. Point (iii) follows from point (i) and the fact that any morphism from A 1 − {0} to a proper scheme extends to the whole A 1 .
After base change, point (iv) is equivalent to the following lemma:
Proof of Lemma 1.6.3. The map pt → Z, corresponding to f (1) ∈ Z(k) is a closed embedding (whether or not Z is separated). Hence, the assertion follows from Lemma 1.4.9(ii). Example 1.6.4. Let Z be the projective line P 1 equipped with the usual action of G m . Then
In particular, p + is not a locally closed embedding. Example 1.6.5. Let Z be the curve obtained from P 1 by gluing 0 with ∞. Equip Z with the G m -action induced by the usual action on P 1 . The map P 1 → Z induces a map (P 1 ) + → Z + . It is easy to see that the composed map
Remark 1.6.6. Suppose that the action of G m is locally linear. Then Proposition 1.6.2(ii) and Lemma 1.4.9 imply that the map p + is, Zariski locally on the source, a locally closed embedding.
Note, however, that is is not the case in general, as can be seen from Example 1.6.5.
1.6.7. In the example of P 1 , the restriction of p + : Z + → Z to each connected component of Z + is a locally closed embedding. This turns out to be true in a surprisingly large class of situations (but there are also important examples when this is false): Theorem 1.6.8. Let Z be a separated scheme over an algebraically closed field k equipped with a G m -action. Then each of the following conditions ensures that the restriction of p + : Z + → Z to each connected component 10 of Z + is a locally closed embedding:
(ii) Z is normal and quasi-projective; (iii) Z admits a G m -equivariant locally closed embedding into a projective space P(V ), where G m acts linearly on V .
Case (i) is due to A. Bia lynicki-Birula [Bia] . Case (iii) immediately follows from the easy case Z = P(V ). Case (ii) turns out to be a particular case of (iii) because by Theorem 1 from [Sum] , if Z is normal and quasi-projective then it admits a G m -equivariant locally closed embedding into a projective space. Remark 1.6.9. In case (i) the condition that Z be a scheme (rather than an algebraic space) is essential, as shown by A. J. Sommese [Som] .
In case (ii) the quasi-projectivity condition is essential, as shown by J. Konarski [Kon] using a method developed by J. Jurkiewicz [Ju1, Ju2] . In this example Z is a 3-dimensional toric variety which is proper but not projective; it is constructed by drawing a certain picture on a 2-sphere, see the last page of [Kon] .
In case (ii) normality is clearly essential, see Example 1.6.5.
1.7. Differential properties. The results of this subsection are included for the sake of completeness and will not be needed for the sequel.
We let Z be an algebraic space of finite type, equipped with an action of G m .
1.7.1. First, we have:
Proof. We can assume that the residue field of z equals k (otherwise do base change). Then compute
10 Using the A 1 -action on Z + , it is easy to see that each connected component of Z + is the preimage of a connected component of Z 0 with respect to the map q + : Z + → Z 0 . 11 We define the tangent space by TzZ := (T * z Z) * , where T * z Z is the fiber of Ω 1
T * z Z = mz/m 2 z holds if the residue field of z is finite and separable over k.)
1.7.3. Next we claim: Proposition 1.7.4. Let Z be an algebraic space of finite type equipped with a G m -action. Then the map p
Proof. We can assume that k is algebraically closed. Then we have to check that for any ζ ∈ Z + (k) the map of tangent spaces
, and the map (1.6) assigns to a G m -equivariant morphism ϕ :
This implies that ϕ = 0 because O A 1 has no nonzero sections supported at 0 ∈ A 1 .
1.7.5. Finally, we claim:
Proposition 1.7.6. Suppose that Z is smooth. Then Z 0 and Z + are smooth. Moreover, the morphism q
Proof. We will only prove that q + is smooth. (Smoothness of Z 0 can be proved similarly, and smoothness of Z + follows.)
It suffices to check that q + is formally smooth. Let R be a k-algebra andR = R/I, where I ⊂ R is an ideal with I 2 = 0. Letf : Spec(R) × A 1 → Z be a G m -equivariant morphism and letf 0 : Spec(R) → Z 0 denote the restriction off to
Since Z is smooth, we can find a not-necessarily equivariant morphism f : Spec(R)×A 1 → Z extendingf with f 0 = ϕ. Then standard arguments show that the obstruction to existence of a G m -equivariant f with the required properties belongs to
where Θ Z is the tangent bundle of Z and J ⊂ O Spec(R)×A 1 is the ideal of the zero section. But H 1 of G m with coefficients in any G m -module is zero.
1.8. Repellers.
this is a monoid with respect to multiplication containing G m as a subgroup. One has an isomorphism of monoids
1.8.2. Given a space Z, equipped with a G m -action, we set (1.9) Using the isomorphism (1.8), one can identify Z − with the attractor for the inverse action of G m on Z (this identification is G m -anti-equivariant). Thus the results on attractors from Sects. 1.4.7 and 1.5 imply similar results for repellers.
In particular, if Z is the spectrum of a Z-graded algebra A then Z − canonically identifies with Spec(A − ), where A − is the maximal Z − -graded quotient algebra of A.
1.9. Attractors and repellers. In this subsection we let Z be an algebraic space of finite type, equipped with an action of G m .
1.9.1. First, we claim:
Proof. It suffices to consider i + . By Theorem 1.5.2(ii), the morphism q
1.9.3. Now consider the fiber product
Proposition 1.9.4. The map
is both an open embedding and a closed one (i.e., is the embedding of a union of some connected components).
Remark 1.9.5. If Z is affine then j is an isomorphism (this immediately follows from the explicit description of Z ± in the affine case, see Sects. 1.4.7 and 1.8).
In general, j is not necessarily an isomorphism. To see this, note that by (1.3) and (1.9), we have
(where P 1 is equipped with the usual G m -action), and a G m -equivariant map P 1 → Z does not have to be constant, in general.
Proof of Proposition 1.9.4. We will give a proof in the case when Z is a scheme; the case of an arbitrary algebraic space is treated in [Dr, Prop. 1.6 .2].
Writing j as
and using Lemma 1.9.2, we see that j is a closed embedding.
To prove that j is an open embedding, we note that the following diagram is Cartesian:
Now, the required result follows from the next (easy) lemma: Lemma 1.9.6. For a scheme Z, the map
induced by the projection P 1 → pt is an open embedding.
Corollary 1.9.7.
(i) If the map p + : Z + → Z is an isomorphism then so are the maps
(ii) If the map p − : Z − → Z is an isomorphism then so are the maps Z
Proof. Let us prove (ii). By Proposition 1.9.4, the morphism i
We have to show that 1
Geometry of G m -actions: the key construction
We keep the conventions and notation of Sect. 1. The goal of this section is, given an algebraic space Z equipped with a G m -action, to study a certain canonically defined algebraic space Z, equipped with a morphism Z → A 1 × Z × Z, such that for t ∈ A 1 − {0} the fiber Z t equals the graph of the map t : Z ∼ −→ Z, and the fiber Z 0 , corresponding to t = 0, equals
As was mentioned in Sect. 0.3.2, the space Z is the main geometric ingredient in the proof of Theorem 3.3.4. However, the reader can skip this section now and return to it when the time comes.
The main points of this section are following. In Sect. 2.2 we define the space Z and the main pieces of structure on it (e.g., the morphism p : Z → A 1 × Z × Z and the action of G m × G m on Z). In Sect. 2.4 we address the question of representability of Z. In Sect. 2.6 we prove Proposition 2.6.3, which plays a key role in Sect. 5.
2.1. A family of hyperbolas.
Set
Throughout the paper equip X with the structure of a scheme over A 1 , defined by the map
Let X t denote the fiber of X over t ∈ A 1 ; in other words, X t ⊂ A 2 is the curve defined by the equation τ 1 · τ 2 = t. If t = 0 then X t is a hyperbola, while X 0 is the "coordinate cross"
If S = Spec(R) we usually write X R instead of X S .
2.1.3. We will need the following pieces of structure on X:
(i) The projection X → A 1 admits two canonically defined sections:
(2.3) σ 1 (t) = (1, t) and σ 2 (t) = (t, 1).
(ii) The scheme X carries a tautological action of the monoid
This action covers the action of
and the tautological action of A 1 on itself.
(iii) In particular, we obtain an action of G m × G m on X.
This action covers the action of G m × G m on A 1 , given by the product map G m × G m → G m and the tautological action of G m on A 1 .
2.1.4.
The G m -action on X S . Consider the action of the anti-diagonal copy of G m on the scheme X from Sect. 2.1.3(iii). That is,
This action preserves the morphism X → A 1 , so for any scheme S over A 1 one obtains an action of G m on X S .
Remark 2.1.5. If S is over A 1 − {0}, then X S is G m -equivariantly isomorphic to S × G m by means of either of the maps σ 1 or σ 2 .
Construction of the interpolation.
2.2.1. Given a space Z equipped with a G m -action, define Z to be the following space over A 1 : for any scheme S over A 1 we set
where X S is acted on by G m as in Sect. 2.1.4.
In other words, for any scheme S, an S-point of Z is a pair consisting of a morphism S → A 1 and a G m -equivariant morphism X S → Z.
Note that for any t ∈ A 1 (k) the fiber Z t has the following description:
2.2.2. The sections σ 1 and σ 2 (see Sect. 2.1.3(i)) define morphisms
denote the morphism whose first component is the tautological projection Z → A 1 , and the second and the third components are π 1 and π 2 , respectively. (ii) It is compatible with π 1 : Z → Z via the projection on the first factor G m × G m → G m and the initial action of G m on Z.
(iii) It is compatible with π 2 : Z → Z via the projection on the second factor G m × G m → G m and the inverse of the initial action of G m on Z.
Restricting to the
, we obtain an action of G m on Z. (It is the same action as the one induced by the initial action of G m on Z). This G m -action on Z preserves the projection Z → A 1 .
Both maps π 1 and π 2 are G m -equivariant.
For
denote the morphism induced by (2.6) (as before, Z t stands for the fiber of Z over t).
It is clear that ( Z 1 , p 1 ) identifies with (Z, ∆ Z : Z → Z × Z). More generally, for t ∈ A 1 − {0} the pair ( Z t , p t ) identifies with the graph of the map Z → Z given by the action of t ∈ G m .
More precisely, we have: 2.2.7. We are now going to construct a canonical morphism (2.8)
Recall that Z 0 = Maps Gm (X 0 , Z) and X 0 = X 
They define a morphism
By construction, the following diagram commutes:
2.2.8. We now claim:
Proposition 2.2.9. Let Z be a scheme. Then the map (2.8) is an isomorphism.
Proof. Follows from the fact that for an affine scheme S, the diagram
Remark 2.2.10. In [Dr, Prop. 2.1.11] it is shown that the map (2.8) is an isomorphism more generally when Z is an algebraic space.
Remark 2.2.11. Combining the isomorphism (2.8) with the isomorphism Z 1 ≃ Z, we can interpret Z as an A 1 -family 12 of spaces interpolating between Z and its "degeneration"
Hence, the title of the subsection.
2.3. Basic properties of the interpolation.
2.3.1. We have:
is Cartesian. In particular, the morphism Y → Z is a closed embedding.
(ii) Let Y ⊂ Z be a G m -stable open subspace. Then the above diagram identifies Y with an open subspace of the fiber product
In particular, the morphism Y → Z is an open embedding.
Proof. Set
where 0 ∈ X is the zero in X = A 2 . For S → A 1 , set
(i) Let S be a scheme over A 1 and f : X S → Z a G m -equivariant morphism. Formula (2.3) defines two sections of the map X S → S. We have to show that if f maps these sections to
12 In general, this "family" is not flat, see the example from Remark 2.5.4.
(ii) Just as before, we have a G m -equivariant morphism f :
The problem is now to show that the set
The complement of this set equals pr S (X S − f −1 (Y )), where pr S : X S → S is the projection.
The set pr S (
while the morphism X S −
• X S → S is closed (in fact, it is a closed embedding).
Next we claim:
Proposition 2.3.4. Let Z be separated. Then the map
Proof. As before, set
is completely determined by the composition
Now use the fact that
• X S is schematically dense in X S .
Corollary 2.3.5. If Z is separated then so is Z.
2.3.6. The affine case. We are going to prove:
Proposition 2.3.7. Assume that Z is an affine scheme of finite type. Then the morphism p : Z → A 1 × Z × Z is a closed embedding. In particular, Z is an affine scheme of finite type.
Proof. If Z is a closed subscheme of an affine scheme Z ′ and the proposition holds for Z ′ then it holds for Z by Proposition 2.3.2(i). So we are reduced to the case that Z is a finite-dimensional vector space equipped with a linear G m -action.
If the proposition holds for affine schemes Z 1 and Z 2 then it holds for Z 1 × Z 2 . So we are reduced to the case that Z = A 1 and λ ∈ G m acts on A 1 as multiplication by λ n , n ∈ Z.
In this case it is straightforward to compute Z directly. In particular, one checks that p identifies Z with the closed subscheme of A 1 × Z × Z defined by the equation x 2 = t n · x 1 if n ≥ 0 and by the equation x 1 = t −n · x 2 if n ≤ 0 (here t, x 1 , x 2 are the coordinates on
2.4. Representability of the interpolation. Theorem 2.4.2. Let Z be an algebraic space (resp., scheme) of finite type equipped with a G m -action. Then Z is an algebraic space (resp., scheme) of finite type.
Below we will give a proof in the case when Z is a scheme and the action of G m on Z is locally linear. This case will be sufficient for the applications in this paper. 
Proof
2.4.3. The contracting situation. Let Z be an algebraic space of finite type, and assume that the G m -action on Z is contracting, i.e., the G m -action can be extended to an action of the monoid A 1 (recall that such an extension is unique, see Sect. 1.4.4 including Remark 1.4.6). In this case we claim: Proposition 2.4.4. (i) The morphism p : Z → A 1 × Z × Z identifies Z with the graph of the A 1 -action on Z; in particular, the composition
(ii) The inverse of (2.11) is the morphism
Proof. Let α : Z → A 1 × Z denote the composition (2.11) and β : A 1 × Z → Z the morphism (2.12). It is easy to see that α • β = id.
In order to prove that β • α = id, it is enough to show that α is a monomorphism. By Theorem 2.4.2, we are dealing with a morphism between algebraic spaces of finite type, so being a monomorphism is a fiber-wise condition. Thus, it suffices to show that α induces an isomorphism between fibers over any t ∈ A 1 .
For t = 0 this follows from Proposition 2.2.6. If t = 0 then by Proposition 2.2.9 (resp., Remark 2.2.10 in the case of algebraic spaces), the morphism in question is the composition
By Proposition 1.4.5 (resp., Remark 1.4.6 in the non-separated case), p + is an isomorphism, and the projection q − : Z − → Z 0 is also an isomorphism by Corollary 1.9.7(i).
2.4.5. From Proposition 2.4.4 we formally obtain the following one:
Proposition 2.4.6. Let Z be an algebraic space, and assume that the inverse of the G m -action on Z is contracting. Then:
(i) the morphism p : Z → A 1 × Z × Z is a monomorphism, which identifies Z with
in particular, the composition
(ii) The inverse of (2.13) is the morphism (2.14)
2.5. Further properties of the interpolation. The material in this subsection is included for completeness and will not be used in the sequel.
Throughout this subsection, Z will be be an algebraic space of finite type equipped with a G m -action.
We claim:
Proposition 2.5.2. If Z is smooth then the canonical morphism Z → A 1 is smooth.
Proof. It suffices to check formal smoothness. We proceed just as in the proof of Proposition 1.7.6. Let R be a k-algebra equipped with a morphism Spec(R) → A 1 . LetR = R/I, where I ⊂ R is an ideal with I 2 = 0. Letf ∈ Maps(XR , Z) Gm . We have to show thatf can be lifted to an element of Maps(X R , Z)
Gm . Since X R is affine and Z is smooth there is no obstruction to liftingf to an element of Maps(X R , Z). The standard arguments show that the obstruction to existence of a G m -equivariant lift is in
Θ Z is the tangent bundle of Z. But H 1 of G m with coefficients in any G m -module is zero.
2.5.3. Let Z be affine. In this case, by Proposition 2.3.7, the morphism p identifies Z with the closed subscheme p( Z) ⊂ A 1 × Z × Z. By Proposition 2.2.6, the intersection of p( Z) with the open subscheme
is equal to the graph of the action map G m × Z → Z. Hence, Z contains the closure of the graph in A 1 × Z × Z.
Remark 2.5.4. In general, this containment is not an equality. E.g., this happens if Z is the hypersurface in A 2n defined by the equation x 1 · y 1 + . . . x n · y n = 0 and the G m -action on Z is defined by λ(x 1 , . . . , x n , y 1 , . . . , y n ) = (λ · x 1 , . . . , λ · x n , λ −1 · y 1 , . . . , λ −1 · y n ).
However, one has the following:
Proposition 2.5.5. If Z is affine and smooth then
where Γ ⊂ G m × Z × Z is the graph of of the action map G m × Z → Z and Γ denotes its scheme-theoretical closure in
Indeed, this immediately follows from Proposition 2.5.2.
2.5.6. We claim:
Proposition 2.5.7. The morphism p :
Proof. The morphism p is of finite presentation (because Z and A 1 × Z × Z have finite type over k). It remains to check the condition on the geometric fibers of p. Over A 1 − {0}, it follows from Proposition 2.2.6. Over 0 ∈ A 1 it follows from Proposition 1.7.4 combined with Proposition 2.2.9 (for schemes) and Remark 2.2.10 (for arbitrary algebraic spaces).
2.5.8. Recall that according to Proposition 2.3.7, if Z is affine, the map p is a closed embedding.
Note, however, that if Z is the projective line P 1 equipped with the usual G m -action then the map p : Z → A 1 × Z × Z is not a closed embedding (because, e.g., the scheme
We have the following assertion:
Proposition 2.5.9. Let Z be a projective space P n equipped with an arbitrary G m -action. Then the morphism p : Z → A 1 × Z × Z is a locally closed embedding.
Proof. For a suitable coordinate system in P n , the G m -action is given by
Let U i ⊂ Z = P n denote the open subset defined by the condition z i = 0. It is affine, so by Proposition 2.3.7, the canonical morphism U i → A 1 × U i × U i is a closed embedding. Thus to finish the proof of the proposition, it suffices to show that p
So it remains to prove that the morphism
Z − and using Lemma 1.4.9(i), we see that it remains to prove the following lemma:
Lemma 2.5.10. Let z + , z − ∈ P n . Suppose that
Proof of Lemma 2.5.10. Write z
We have z ± i = 0, and the problem is to show that ζ i = 0. Suppose that ζ i = 0. Choose j so that ζ j = 0 . Then z ± j = 0 and lim
This means that m i > m j and m i < m j at the same time, which is impossible.
2.5.11. As a corollary of Proposition 2.5.9, combined with Proposition 2.3.2, we obtain that if Z admits a G m -equivariant locally closed embedding into a projective space P(V ), where G m acts linearly on V , then the morphism p : Z → A 1 × Z × Z is a locally closed embedding. (Recall, however, that the map p ± : Z ± → Z is typically not a locally closed embedding, see Example 1.6.4.) 2.5.12. More generally, suppose that the G m -action on Z is locally linear. Then the proof of Theorem 2.4.2 shows that in this case the map p is, Zariski locally on the source, a locally closed embedding.
However, even this is not the case for a general Z:
Consider the curve obtained from P 1 by gluing 0 with ∞. Equip Z with the G m -action induced by the usual action on P 1 . Then p : Z → A 1 × Z × Z is not a locally closed embedding, locally on the source. In fact, already p 0 : Z 0 → Z × Z is not a locally closed embedding locally on the source (because the maps p ± : Z ± → Z are not).
2.6. Some fiber products. In this subsection we let Z be an algebraic space of finite type, equipped with an action of G m .
2.6.1. In Sect. 2.2.2 we defined morphisms π 1 , π 2 : Z → Z. In Sect. 5 we will need to consider the fiber product
formed using π 1 : Z → Z, and the fiber product
formed using π 2 : Z → Z.
Consider the composition (2.17)
where the first arrow is the morphism (2.12) for the space Z + and the second arrow is induced by the morphism p + : Z + → Z. Consider also the similar composition (2.18)
where the first arrow is the morphism (2.14) for the space Z − . In Sect. 5 we will need the following result. Note that unlike the situation of Proposition 1.9.4, these embeddings are usually not closed.
Remark 2.6.4. By Propositions 2.4.4 and 2.4.6, the maps A 1 × Z + → Z + and A 1 × Z − → Z − are isomorphisms, so Proposition 2.6.3 means that the morphisms
Remark 2.6.5. In the course of the proof of Proposition 2.6.3 we will see that if Z is affine, then the maps (2.17) and (2.18) are isomorphisms.
2.6.6. We will prove Proposition 2.6.3 assuming that the action of G m on Z is locally linear. The general case is considered in [Dr, Prop. 3.1.3 ].
We will show that (2.17) is an open embedding. The case of (2.18) is similar.
Proof. First, Proposition 2.3.2(ii) and Lemma 1.4.9(i) allow to reduce the assertion to the case when Z is affine. In the affine case we will show that the map (2.17) is an isomorphism.
Next, it follows from Proposition 2.3.2(i) and Lemma 1.4.9(ii) that if Z → Z ′ is a closed embedding and (2.17) is an isomorphism for Z ′ , then it is also an isomorphism for Z. This reduces the assertion to the case when Z is a vector space equipped with a linear action of G m .
Third, it is easy to see that if Z = Z 1 × Z 2 , and (2.17) is an isomorphism for Z 1 and Z 2 , then it is an isomorphism for Z. This reduces the assertion further to the case when either the action of G m on Z or its inverse is contracting.
Suppose that the action is contracting. In this case Z + ≃ Z by Proposition 1.4.5, and under this identification the map
appearing in (2.17), is the identity map.
Suppose that the inverse of the given G m -action on Z is contracting. By Corollary 1.9.7(ii), we can identify Z + ≃ Z 0 , and by Proposition 2.4.6, Z ≃ A 1 × Z. Under these identifications, the map (2.17) is the identity map
Braden's theorem
From now on we will assume that the ground field k has characteristic 0 (because we will be working with D-modules).
The goal of this section is to state Braden's theorem (Theorem 3.1.6) in the context of Dmodules, and reduce it to another statement (Theorem 3.3.4) that says that certain two functors are adjoint.
Braden's theorem applies to any algebraic space Z of finite type over k, equipped with an action of G m . The reader may prefer to restrict his attention to the case of Z being a scheme or even a separated scheme.
Furthermore, because of Remark 1.5.6, for most applications, it is sufficient to consider the case when the G m -action on Z is locally linear, which would make the present paper selfcontained, as the main technical results in Sects. 1-2 were proved only in this case.
3.1. Statement of Braden's theorem: the original formulation.
3.1.1. Let G be an algebraic group. If Z is an algebraic space of finite type equipped with a
stands for the full subcategory generated by the essential image of the pullback functor D-mod(Z/G) → D-mod(Z), where Z/G denotes the quotient stack. Here one can use either the !-or the •-pullback: this makes no difference as the morphism Z → Z/G m is smooth, and hence the two pullback functors differ by the cohomological shift by 2 · dim(G).
Note that if the G-action is trivial then D-mod(Z)
G -mon = D-mod(Z) (because the morphism Z → Z/G admits a section).
3.1.2. From now on let Z be an algebraic space of finite type equipped with a G m -action. Consider the commutative diagram
Consider the functors
The formalism of pro-categories (see Appendix A) also provides the functors
left adjoint in the sense of Sect. A.3 to
3.1.3. Consider the composed functors
They are called the functors of hyperbolic restriction.
3.1.4. We claim that there is a canonical natural transformation
Namely, the natural transformation (3.2) is obtained via the
defined in terms of diagram (3.1) as follows.
Note that since j :
− is an open embedding (see Proposition 1.9.4), the functor j ! is left adjoint to j • . Now define the morphism (3.3) to be the composition
! is the base change isomorphism and the map
3.1.5. We are now ready to state Braden's theorem:
Theorem 3.1.6. The functors
) and the map (3.2) is an isomophism.
Remark 3.1.7. As we will see in Sect. 3.3.1, the fact that the functor (i
• takes values in D-mod(Z 0 ) will follow a posteriori from the isomorphism with (i
3.2. Contraction principle.
3.2.1. Assume for a moment that the G m -action on Z extends 13 to an action of the monoid A 1 . (Informally, this means that the G m -action on Z contracts it onto the fixed point locus Z 0 .) Proposition 3.2.2. In the above situation we have the following:
, and we have a canonical isomorphism
More precisely, for each F ∈ D-mod(Z) Gm -mon the natural map
is an isomorphism.
13 By Remark 1.4.6, such extension is unique if it exists.
For the proof see [DrGa2, Theorem C.5.3] .
3.2.3. Note that we can reformulate point (a) of Proposition 3.2.2 above as the statement that the (iso)morphism
defines the co-unit of an adjunction between
Similarly, point (b) of Proposition 3.2.2 can be reformulated as the statement that the (iso)morphism
3.3. Reformulation of Braden's theorem.
3.3.1. We return to the set-up of Theorem 3.1.6. By Proposition 3.2.2, we obtain canonical isomorphisms
In particular, we obtain that the functor
In addition, we see that the functor
to be the composition
The above natural transformation corresponds to the diagram
The natural transformation (3.4) gives rise to (and is determined by) a natural transformation
It follows by diagram chase that the following diagram of natural transfomations commutes:
• Hence, the assertion of Theorem 3.1.6 follows from the next one:
Theorem 3.3.4. The natural transformation (3.4) is the co-unit of an adjunction for the functors
3.4.1. Consider now the stacks
from Sects. 1.4.3 and 1.8.
3.4.2. The construction of the natural transformation (3.4) can be rendered verbatim to produce a natural transformation
We will prove the following version of Theorem 3.3.4:
Theorem 3.4.3. The natural transformation (3.6) is the co-unit of an adjunction for the functors
Let us prove that Theorem 3.4.3 implies Theorem 3.3.4.
Proof. We need to show that for M ∈ D-mod(Z) Gm -mon and N ∈ D-mod(Z 0 ) Gm -mon , the map
induced by (3.4), is an isomorphism.
By the definition of D-mod(Z)
Gm -mon , we can assume that M is the •-pullback of some
Since all the maps Z → Z, Z 0 → Z 0 and Z ± → Z ± are smooth, we have the following commutative diagram (with the vertical arrows being isomorphisms by adjunction):
Hence, if the bottom horizontal arrow is an isomorphism, then so is the top one.
Construction of the unit
In this section we will perform the main step in the proof of Theorem 3.4.3; namely, we will construct the unit for the adjunction between the functors (q
4.1. The specialization map. In this subsection we describe the general set-up for the specialization map. The concrete situation in which this set-up will be applied is described in Sects. 4.4.1-4.4.3 below.
4.1.1. Let Y be an algebraic stack 14 of finite type. Consider the stack A 1 × Y, and let ι 1 and ι 0 be the maps Y → A 1 × Y corresponding to the points 1 and 0 of A 1 , respectively. Let π denote the projection
is the full subcategory generated by the essential image of the pullback functor
14 We use the conventions from [DrGa1, Sect. 1.1] for algebraic stacks. We refer the reader to [DrGa1, Sect. 6] for a review of the DG category of D-modules on algebraic stacks of finite type.
We are going to construct a canonical map (4.1)
which will depend functorially on K. We will call it the specialization map.
Remark 4.1.2. The map (4.1) is a simplified version of the specialization map that goes from the nearby cycles functor to the !-fiber. 
Gm -mon , and the natural transformation
is an isomorphism. Now, we construct the natural transformation (4.1) as
Note that the functor (ι 1 ) ! is well-defined because ι 1 is a closed embedding.
It is easy to see that if
It is also easy to see from the construction that the natural transformation (4.1) is functorial with respect to maps between algebraic stacks in the following sense.
commutes.
Let now f be representable and quasi-compact. Then for
Gm -mon and
4.2. Digression: functors given by kernels.
15 According to [DrGa1, Sect. 6.1.1] , an object of D-mod(Y) is a "compatible collection" of objects of D-mod(S) for all schemes S of finite type mapping to Y. 4.2.1. According to [DrGa1, Definition 1.1.8] , an algebraic stack of finite type over k is said to be QCA if the automorphism groups of its geometric points are affine.
′ is a morphism between QCA stacks then one has a canonically defined functor
defined in [DrGa1, Sect. 9.3] .
Remark 4.2.2. The functor f is a "renormalized version" of the usual functor f • of de Rham direct image (see [DrGa1, Sect. 7.4] ). The problem with the functor f • is that it is very poorly behaved unless the morphism f is representable
16
. For example, it fails to satisfy the projection formula and is not compatible with compositions, see [DrGa1, Sect. 7 .5] for more details. The functor f cures all these drawbacks, and it equals the usual functor f • if f is representable.
4.2.3. Let Y 1 and Y 2 be QCA algebraic stacks. For an object Q ∈ D-mod(Y 1 × Y 2 ), consider the functor
where pr i : Y 1 × Y 2 → Y i are the two projections, and ! ⊗ is the usual tensor product on the category of D-modules.
We will refer to Q as the kernel of the functor F Q .
In fact, it follows from [DrGa1, Corollary 8.3.4] 
be a diagram of QCA algebraic stacks. Set
Then, by the projection formula, the functor F Q identifies with (f 2 ) • (f 1 ) ! .
16 Or, more generally, safe in the sense of [DrGa1, Definition 10.2.2] . 17 Recall that a functor between cocomplete DG categories is said to be continuous if it commutes with arbitrary direct sums.
4.2.5. The reader who is reluctant to use the (potentially unfamiliar) functor f can proceed along either of the following two routes:
(i) The usual functor of direct image f • is well-behaved when restricted to the subcategory D-mod(Y) + of bounded below (=eventually coconnective) objects. It is easy to see that working with this subcategory would be sufficient for the proof of Theorem 3.4.3.
18
This strategy can be used in order to adapt the proof of Theorem 3.4.3 to the context of ℓ-adic sheaves.
(ii) One can use the following assertion.
Lemma 4.2.6. Suppose that the morphism f 2 : Y 0 → Y 2 is representable. Then
(ii) The functor
is canonically isomorphic to the functor
We have canonical isomorphisms
(the first one holds by projection formula and the second because f 1 × f 2 is representable). So
One also has
Finally, the fact that f 1 × f 2 is representable (see [DrGa1, Proposition 7.5.7] 
19
) implies that
4.3. The unit of adjunction: plan of the construction.
18 Note, however, that if one redefines the assignment Q F Q using (pr 2 )• instead of (pr 2 ) then one obtains a different functor, even when evaluated on D-mod(Y 1 ) + .
19 For any composable morphisms g, g ′ between stacks one has a morphism g
• , which is not necessarily an isomorphism. However, it is an isomorphism if g ′ is representable. In [DrGa1, Proposition 7.5.7] this is proved if g ′ is schematic, but the same proof applies if g ′ is only representable.
4.3.1. In Sect. 3.4.1 we introduced the stacks
Our goal is to construct a canonical morphism from Id D-mod(Z) to the composed functor
The good news is that all morphisms in diagram (4.3) are representable. In particular, p − and
Thus, the problem is to construct a canonical morphism from Id D-mod(Z) to the composed functor
Using base change
20
, we further identify the functor (4.5) with
where ′ q + and ′ q − are as in diagram (4.3).
Set
Then the functor (4.6) (and, hence, (4.4) ) is canonically isomorphic to F Q0 .
The identity functor D-mod(Z) → D-mod(Z) equals F Q1 , where
4.3.3. In Sect. 4.4 we will construct a canonical map
By Sects. 4.3.1-4.3.2 and 4.2.3, the map of kernels (4.7) induces a natural transformation
between the corresponding functors.
In Sect. 5 we will prove that the natural transformations (4.8) and (3.6) satisfy the properties of unit and co-unit of an adjunction between the functors (q
4.4. Constructing the morphism (4.7). We will first define an object
which "interpolates" between Q 1 and Q 0 . We will then define (4.7) to be the specialization morphism Sp Q .
4.4.1. Recall the algebraic space Z from Sect. 2 and set
Consider the morphisms
induced by the maps (2.6) and (2.7), respectively.
We claim that Q belongs to the subcategory D-mod(A
In fact, we claim that Q is the pullback of a canonically defined object of the category D-mod(A 1 /G m × Z × Z). Indeed, this follows from the existence of the Cartesian diagram
where G m × G m acts on Z as in Sect. 2.2.3.
4.4.3. Recall that the pair ( Z 1 , p 1 ) identifies with (Z, ∆ Z ), and the pair ( Z 0 , p 0 ) identifies with
Therefore, the pair ( Z 1 , p 1 ) identifies with (Z, ∆ Z ), and the pair ( Z 0 , p 0 ) identifies with
Hence, by base change, the objects Q 1 and Q 0 from Sect. 4.3.2 identify with the !-restrictions of Q to
respectively. Now, the sought-for map (4.7) is given by the map Sp Q of (4.1).
Verifying the adjunction properties
In Sect. 3.4.1 we introduced the stacks
In Sects. 3.3-3.4 we constructed a natural transformation 
In Sect. 4 we constructed a natural transformation
see formula (4.8).
To prove Theorem 3.4.3, it suffices to show that the compositions
corresponding to (5.1) and (5.2) are isomorphic to 21 the identity morphisms.
We will do so for the composition (5.3). The case of (5.4) is similar and will be left to the reader.
The key point of the proof is Sect. 5.4.1, which relies on the geometric Proposition 2.6.3. More precisely, we use the part of Proposition 2.6.3 about Z − . To treat the composition (5.4), one has to use the part of Proposition 2.6.3 about Z + .
5.1. The diagram describing the composed functor.
5.1.1. The big diagram. We will use the notation
By base change, Φ is given by pull-push along the following diagram:
21 In the future we will skip the words "isomorphic to" in similar situations. (This is a slight abuse of language since we work with the DG categories of D-modules rather than with their homotopy categories.)
5.1.4.
A smaller diagram describing the functor Φ. By Proposition 2.2.9, we have an isomor-
(the morphism r 0 was defined in Sect. 5.1.3).
Hence, the functor Φ is given by pull-push along the diagram
5.2. The natural transformations at the level of kernels. The goal of this subsection is to describe the natural transformations
at the level of kernels.
5.2.1. The kernel corresponding to Φ. Set
where r : Z − → A 1 × Z 0 × Z was defined in Sect. 5.1.3.
As in Sect. 4.4.2, one shows that
Set also Recall that the morphism Φ → (p − ) • (q − ) ! comes from the morphism
constructed in Sects. 3.3-3.4. By construction, the natural transformation
corresponds to the map of kernels (5.9) S 0 → T equal to the composition
where the first arrow comes from
5.2.5. The isomorphism T ≃ S 1 .
The (tautological) identification Z 1 ≃ Z defines an identification Hence, we obtain a tautological identification (5.11) T ≃ S 1 .
5.2.6. The morphism (p − ) • (q − ) ! → Φ at the level of kernels.
The map Sp S of (4.1) defines a canonical map (5.12) S 1 → S 0 .
By Sect. 4.1.5, the natural transformation (p − ) • (q − ) ! → Φ comes from the map (5.13) T → S 1 → S 0 , equal to the composition of (5.11) and (5.12).
5.2.7. Conclusion. Thus, in order to prove that the composition (5.3) is the identity map, it suffices to show that the composed map (5.14) T → S 1 → S 0 → T is the identity map on T. Hence, in order to show that the composed map (5.14) is the identity map, it suffices to show that the composed map (5.17) is the identity map. We will do this in the next subsection.
5.4. The key argument.
Recall now the open embedding
of (2.18).
By definition, it induces an isomorphism
Dividing by the action of G m , we obtain an isomorphism (5.18)
Under this identification, we have:
• The map The fact that the above map is the identity map on T follows from Sect. 4.1.4.
A.1. For a DG category C let Pro(C) denote its pro-completion, thought of as the DG category opposite to that of covariant exact functors C → Vect, where Vect denotes the DG category of complexes of k-vector spaces.
22
Yoneda embedding defines a fully faithful functor C → Pro(C). Any object in Pro(C) can be written as a filtered limit (taken in Pro(C)) of co-representable functors.
A.2. A functor F : C ′ → C ′′ between DG categories induces a functor denoted also by F
by applying the right Kan extension of the functor
along the embedding C ′ → Pro(C ′ ).
The same construction can be phrased as follows: for c ′ ∈ Pro(C ′ ), thought of as a functor C ′ → Vect, the object F( c ′ ), thought of as a functor C ′′ → Vect, is the left Kan extension of c A.3. Let G : C ′ → C ′′ be a functor between DG categories. We can speak of its left adjoint G L as a functor C ′′ → Pro(C ′ ). Namely, for c ′′ ∈ C ′′ the object G L (c ′′ ) ∈ Pro(C ′ ), thought of as a functor C ′ → Vect is given by
A.4. We let the same symbol G L also denote the functor Pro(C ′′ ) → Pro(C ′ ) obtained as the right Kan extension of G L :
The functor G L is the left adjoint of the functor G : Pro(C ′ ) → Pro(C ′′ ).
We can also think of G L as follows: for c ′′ ∈ Pro(C ′′ ), thought of as a functor C ′′ → Vect, the object G L ( c ′′ ), thought of as a functor C ′ → Vect is given by (G L ( c ′′ ))(c ′ ) = c ′′ (G(c ′ )).
22 A way to deal with set-theoretical difficulties is to require that our functors commute with κ-filtered colimits for some cardinal κ, see [Lur, Def. 5.3.1.7] .
