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Abstract We propose a randomized algorithm for enumerating the vertices of
a zonotope, which is a low-dimensional linear projection of a hypercube. The
algorithm produces a pair of the zonotope’s vertices by sampling a random lin-
ear combination of the zonotope generators, where the combination’s weights
are the signs of the product between the zonotope’s generator matrix and ran-
dom vectors with normally distributed entries. We study the probability of
recovering particular vertices and relate it to the vertices’ normal cones. This
study shows that if we terminate the randomized algorithm before all vertices
are recovered, then the convex hull of the resulting vertex set approximates
the zonotope. In high dimensions, we expect the enumeration algorithm to be
most appropriate as an approximation algorithm—particularly for cases when
existing methods are not practical.
Keywords zonotope · randomized algorithm · vertex enumeration
1 Introduction
A zonotope is a convex, centrally symmetric polytope that is the n-dimensional
linear projection of an m-dimensional hypercube. More precisely, let A ∈
Rn×m with n < m, and define the zonotope Z ⊂ Rn as
Z = Z(A) = {Ax | x ∈ [−1, 1]m } . (1)
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Fig. 1: A three-dimensional cube [−1, 1]3 rotated and photographed. The dot-
ted lines show the cube’s edges in the background. The thick lines show the
boundary of the two-dimensional zonotope.
Figure 1 shows a zonotope with m = 3 and n = 2. The zonotope has an
equivalent representation as a Minkowski sum of m line segments in Rn. Let
ai ∈ Rn be the ith column of A. Recall that the Minkowski sum P +Q of sets
P and Q is P +Q = {p + q | p ∈ P, q ∈ Q }. Then
Z = A1 + · · ·+Am, (2)
where Ai ⊂ Rn is defined as
Ai = { γ ai | γ ∈ [−1, 1] }, i = 1, . . . ,m. (3)
The vectors {ai} are called the generators of Z.
1.1 Applications of zonotopes
Zonotopes serve as bounding volumes in collision detection [8] and aid fault
diagnosis in control systems [11]. They are also helpful for understanding solu-
tions to underdetermined linear systems found in compressed sensing [5]. Other
applications require explicit enumeration of the zonotope vertices, including
the fixed rank integer quadratic program [6], L1-subspace signal processing [9],
and linear regression models with interval data [13].
Our particular interest in zonotope construction arises in the context of ap-
proximating functions of several variables with generalized ridge functions [10].
Define the function f : [−1, 1]m → R, and consider an approximation of the
form
f(x) ≈ g(Ax), x ∈ [−1, 1]m, (4)
where A has orthogonal rows, and g(·) is a function from Rn to R. The rows
of A are the first n eigenvectors of a symmetric positive semidefinite matrix
derived from f ’s gradient; they define f ’s active subspace [3]. To exploit the
approximation (4), one must explicitly represent g’s domain, which is a zono-
tope.
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1.2 Algorithms for vertex enumeration
The zonotope’s vertices are a subset of the corners of the hypercube—i.e.,
m-vectors with elements in {−1, 1}—projected with the matrix A. A straight-
forward algorithm for zonotope vertex enumeration is to use convex hull algo-
rithm such as Quickhull [2] to compute the convex hull of the set {Av | v ∈ {−1, 1}m}.
However, the complexity of this approach scales exponentially in m, since there
are 2m vertices of the hypercube, so this is not practical for large m.
An alternative approach developed by Ferrez, et al. [6] based on reverse
search [1] has time complexity O(mnLP(m,n) |V |), where (i) LP(m,n) is
the complexity of solving a linear program with m inequalities in n variables,
(ii) V is the set of zonotope vertices, and (iii) |V | is the number of zonotope
vertices. This algorithm admits an efficient parallel implementation [14], and
open source software is available [15]. An alternative to explicit construction
is to approximate the zonotope with an ellipse via Goffin’s algorithm [12].
However, numerical implementation of this approach appears problematic, and
we know of no existing implementations.
1.3 A randomized algorithm for enumeration
We propose and analyze a randomized algorithm for constructing a zonotope Z
via vertex enumeration given its generators in the form of an n×m matrix A.
Algorithm 1 contains the simplest form of the algorithm, which is appropriate
under some mild conditions on A. The algorithm relies on characterizing a
zonotope vertex as A sign
(
ATx
)
for x ∈ Rn, where sign (v) returns a vector
of elements in {−1, 1} that correspond to signs of v’s components1; we derive
this characterization in Section 2.
Algorithm 1 A randomized algorithm to enumerate vertices of the zonotope
Z = Z(A) given generators A.
Let k be the number of Z’s vertices.
Initialize the empty set of vertices V = ∅.
while |V | < k do
Draw x independently from a standard Gaussian distribution on Rn.
Compute v+ = A sign
(
ATx
)
and v− = −v+.
if V does not contain v+ then
Add v+ and v− to V .
end if
end while
If Algorithm 1 is terminated before |V | = k, the convex hull of the vertices
in V is contained within Z. In Section 3, we derive a lower bound on the
number of random samples needed such that the Hausdorff distance between
1 We assume that A is such that entries in v are zero with probability zero.
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Z and the convex hull of V is below a user-specified with high probability.
Section 4 presents several illustrative numerical experiments.
1.4 Notation
We use the following notation conventions throughout the paper. Uppercase
letters (e.g., A) are sets; uppercase boldface letters (e.g., A) are matrices; and
lowercase boldface letters (e.g., a) are vectors. For A ⊂ Rn, int(A), conv(A),
and diam(A) are the interior, convex hull, and diameter of A, respectively.
For a polytope P , vert(P ) returns the set of P ’s vertices. Two vertices of a
polytope are adjacent if there is an edge connecting them. The inner product
between vectors p and q is 〈p,q〉.
2 Characterizing a zonotope vertex
The statements in this section and the next section utilize the following set of
assumptions.
Assumption 1 The n×m matrix A = [a1 · · · am] generates the zonotope Z
as in (1) and (2) with m ≥ n. We assume that (i) A has no columns of all
zeros and (ii) no two columns of A are scalar multiples of each other.
Together, these assumptions imply that the zonotope is in general position.
Before introducing the main result of this section, we recall a theorem from
Ferrez, et al. [6] that counts the number of vertices for a zonotope in general
position.
Theorem 1 (Theorem 3.1 [6]) The number | vert(Z(A))| of vertices of the
zonotope Z(A) satisfies
| vert(Z(A))| ≤ 2
n−1∑
i=0
(
m− 1
i
)
, (5)
where equality is attained if Z(A) is in general position.
The calculation in (5) produces k in Algorithm 1.
The following theorem and two corollaries are the main results of this
section. All proofs are found in Appendix B; the proof of Theorem 2 leverages
a result from Fukuda [7, Corollary 2.2].
Theorem 2 Under Assumption 1, for x ∈ Rn such that ATx has all nonzero
components, the point v defined as
v = m(x) := A sign
(
ATx
)
(6)
is a vertex of the zonotope Z(A).
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Corollary 1 If v is a vertex of the zonotope Z(A), then so is −v.
Corollary 2 Under Assumption 1 and for m(x) as in (6), define H ⊂ Rn as
H =
m⋃
i=1
{x ∈ Rn | 〈ai,x〉 = 0 }. (7)
The mapping m : Rn \H → vert(Z(A)) is well defined and onto.
3 A randomized algorithm for approximating a zonotope
The zonotope vertex characterization in Theorem 2 underpins the randomized
algorithm in Algorithm 1. Next we study the algorithm’s approximation prop-
erties. Namely, if Algorithm 1 is terminated before |V | = k, then the convex
hull of the set V approximates the zonotope. We seek a lower bound on the
number of random samples (x in Algorithm 1) needed such that the Hausdorff
distance between Z and the convex hull of V is below a user-specified tolerance
with high probability.
3.1 A probability measure on the zonotope vertices
Let Px be a probability measure on Rn. Recall the definition of the set H in
(7), which is the set of vectors in Rn that are orthogonal to at least one of the
generators {ai}. Note that Px [H ] = 0 because the null-space of a column of
A is a subspace of dimension n− 1. Therefore, by Corollary 2,
Px
[ {x ∈ Rn | A sign (ATx) ∈ vert(Z(A)) } ] = 1. (8)
In other words, the probability that x ∈ Rn maps to some zonotope vertex is
one. We now ask what the probability is that x maps to a specific vertex. We
show that this probability is characterized by a geometric feature of the ver-
tex, namely its associated normal cone. Loosely speaking, for an appropriate
Px such as a standard Gaussian measure, a vertex gets mapped to more fre-
quently if the zonotope is sharper at that vertex—and such vertices influence
the convex hull more. If the zonotope is nearly flat around a vertex, then this
vertex does not contribute much to the zonotope’s definition; we show that the
probability of mapping to these non-influential vertices is relatively low. Such
insight offers hope for Algorithm 1’s viability as an approximation algorithm
for high-dimensional cases when alternatives are impractical.
A similar idea arises in recent work on a randomized algorithm for archety-
pal analysis of large data sets [4], where the goal is to identify archetypes—
which are elements of the data set—such that the remaining points can be
represented as convex combinations of the archetypes. We borrow heavily from
their geometric analysis.
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Fig. 2: The red shaded region shows an example of a normal cone NZ(v) for
a vertex v of the blue shaded polytope Z.
In what follows, let v be a vertex of the zonotope Z = Z(A). Recall the
normal cone of v, denoted NZ(v), is
NZ(v) = {x ∈ Rn | 〈x, z− v〉 ≤ 0 for all z ∈ Z }. (9)
Figure 2 shows an example of a normal cone for a two-dimensional polytope’s
vertex.
Theorem 3 Under Assumption 1, for v ∈ vert(Z) and the mapping m(x)
from (6),
m−1(v) = int(NZ(v)). (10)
The proof of Theorem 3 is in Appendix C. This theorem enables us to construct
a probability measure Pv on the vertices of the zonotope Z. For vi ∈ vert(Z),
define
Pv [ vi ] := Px [NZ(vi) ]
= Px [ int(NZ(vi)) ]
= Px
[ {x ∈ Rn | A sign (ATx) = vi } ] . (11)
The first equality follows since NZ(vi)\int(NZ(vi)) is a subset of finitely many
hyperplanes.
3.2 Number of samples for zonotope approximation
Algorithm 1 uses a standard Gaussian measure for Px. In fact, any centrally
symmetric distribution should suffice. However, with a Gaussian measure, we
can apply work by Damle and Sun [4] to derive a lower bound on the number
of samples needed to all vertices with sufficiently large simplicial constants. A
vertex’s simplicial constant quantifies how far the vertex is from the convex
hull of the remaining vertices. More precisely, the simplicial constant αZ for a
vertex v of Z is
αZ(v) = inf
x
{ ‖v − x‖2 | x ∈ conv(vert(Z) \ {v}) }. (12)
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Note that αZ(v) is precisely the Hausdorff distance between Z and conv(vert(Z)\
{v}). Thus, if the simplicial constant of v is small, then Z is well approximated
by conv(vert(Z) \ {v}). Also note that αZ(v) = αZ(−v) by the central sym-
metry of the zonotope.
Damle and Sun [4] derive an inequality that relates a vertex’s simplicial
constant to the Gaussian measure of its normal cone. To apply this result, we
define the base of a vertex v ∈ vert(Z) as
baseZ(v) = conv({x ∈ vert(Z) \ {v} | x is adjacent to v in Z }) (13)
For example, if Z ⊂ R2, then baseZ(v) is the edge nearest v in conv(vert(Z) \
{v}).
Theorem 4 Given ε > 0 and δ > 0, let K be the convex hull of a centrally
symmetric set of points, and let x1, . . . ,xp be independent standard Gaussian
vectors in Rn. Define the subset UK ⊆ vert(K) dependent on δ as
UK = {v ∈ vert(K) | αK(v) ≥ δ }, (14)
and define the event AK dependent on {xi} as
{xi} ∩ (NK(v) ∪NK(−v)) 6= ∅ for all v ∈ UK . (15)
If p is such that
p >
log(| vert(K)|/ε)
log(1/(1− k)) , (16)
where
k =
(
1
2
(1− sin(arctan(b/δ)))
)n−1
2
, (17)
and
b ≥ max
v∈vert(K)
diam(baseK(v)), (18)
then P[AK ] ≥ 1− ε.
The proof of Theorem 4 is in Appendix D. The random variable T equals 1
when the Gaussian samples {xi} fall in the normal cones of all vertices (or
their negatives) with simplicial constant greater than δ. Theorem 4 may be
applied with K = Z; then by Theorem 3, T = 1 means Algorithm 1 returns
all vertices with simplicial constant greater than δ.
In the application to active subspaces (see (4)), the rows of A are orthog-
onal. In this case, we obtain a bound that is independent of any unknown
property of the zonotope, which we state as a corollary without proof.
Corollary 3 Suppose the rows of A are orthogonal. Then
max
v∈vert(Z)
diam(baseZ(v)) ≤ max
x∈[−1,1]m
2‖Ax‖2 ≤ 2
√
m (19)
and Theorem 4 holds with K = Z(A) and b = 2
√
m.
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We conclude this section with a bound on the Hausdorff distance between
Z and the convex hull of the set V produced by Algorithm 1. We denote the
Hausdorff distance by h(Z, conv(V )).
Theorem 5 Let Z = Z(A) be a zonotope with generator A ∈ Rn×m satisfying
Assumption 1. Given ε > 0 and δ > 0, choose p as in Theorem 4 for b ≥
diam(Z), and let V be the subset of Z’s vertices produced by Algorithm 1 after
p iterations. Then
h(Z, conv(V )) ≤ | vert(Z) \ V |
2
δ (20)
with probability at least 1− 2a , where a = | vert(Z) \ UZ |/2 and
UZ = {v ∈ vert(Z) | αZ(v) ≥ δ }. (21)
The proof of Theorem 5 is in Appendix E. The result quantifies the approxi-
mation of conv(V ) to Z.
4 Numerical experiments
The following experiments illustrate and complement the theory developed in
previous sections. The Python scripts for running the experiments and gener-
ating the figures (excluding Figure 3, which was generated in Matlab) are avail-
able at https://bitbucket.org/paulcon/a-randomized-algorithm-for-
enumerating-zonotope-vertices.
Figure 3 shows a zonotope with m = 5, n = 2, where the generating
matrix A ∈ R2×5 is randomly generated with orthogonal rows. The black
circles in Figure 3a are the projections of all 25 corners of the 5-dimensional
hypercube. The red x’s identify the subset of projected vertices that define the
zonotope—computed with Quickhull—which is outlined in black and shaded in
gray. Figure 3b visualizes the map m(x) from (6). The zonotope is outlined in
black, and the vertices are black circles with particular face colors. The colors
in the plane indicate to which vertex the corresponding points in R2 map to.
This illustrates the probability measure on the vertices and its relationship
to the simplicial constant from (12). For example, the relatively large yellow
regions map to the yellow vertices, which have a large simplicial constant—
as indicated by the zonotope’s sharpness around the vertex. In contrast, the
relatively small dark blue regions map to the dark blue vertices with very small
simplicial constants. The convex hull of all vertices excluding the dark blue
vertices is a good approximation of the zonotope. This illustrates the theory
behind Theorem 4.
Figure 4 shows the results of an approximation experiment. For m = 10
and n = 2, . . . , 5, we generate a random orthogonal generating matrix. We
then run 10 independent trials of Algorithm 1 and check the approximation
error after a fixed number p of random samples, which we compute as
errorp = h(Z, conv(Vp)), (22)
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Fig. 3: Visualizing a zonotope with m = 5 and n = 2. Figure 3a shows all 25
vertices of the 5-dimensional hypercube projected with the generator matrix.
The red x’s identify the subset of projected vertices that define the zonotope.
Figure 3b illustrates the probability map on the zonotope vertices and confirms
the theory behind Theorem 4.
where Vp is the resulting vertex set after p samples. The subfigures in Figure 4
show the decrease in error for each trial as a function of p for the different values
of n; a missing value indicates that the error is zero. The convergence rate
degrades slightly as n increases. Figure 5 shows results of an identical study
with m = 20. We observe similarly degrading convergence rate as n increases.
Surprisingly, the results are similar between m = 10 and m = 20. However,
we note that for m = 20 and n = 4, Algorithm 1 found only 2310 of the 2320
zonotope vertices after 1010 independent samples, which we used as the true
Z for the experiment. Similarly, for m = 20 and n = 5, Algorithm 1 found
9760 of the 10072 vertices after 1010 independent samples. We repeated these
studies with different realizations of the generating matrix with comparable
results.
Figure 6 shows histograms of the number of samples needed in Algorithm 1
for complete vertex enumeration for 104 independent trials using the same gen-
erator matrices. Note the general increase in the number of samples needed
for complete enumeration as m and n increase. This is most likely a result
of the random method for generating the generator matrices. As m and n in-
crease, the number of vertices defining the zonotope increases, and the chances
are good of getting a vertex with a very small simplicial constant. This fac-
tor controls the randomized method’s ability to enumerate all the zonotope’s
vertices.
Finally, we compare wall clock times between a Python/numpy imple-
mentation of Algorithm 1 with complete enumeration (i.e., terminate when
|V | = k) to the Python-wrapped libzonotope implementation of the reverse
10 Kerrek Stinson et al.
101 102 103 104 105
Number of samples
10-4
10-3
10-2
10-1
100
101
E
rr
o
r
(a) n = 2
101 102 103 104 105
Number of samples
10-4
10-3
10-2
10-1
100
101
E
rr
o
r
(b) n = 3
101 102 103 104 105
Number of samples
10-4
10-3
10-2
10-1
100
101
E
rr
o
r
(c) n = 4
101 102 103 104 105
Number of samples
10-4
10-3
10-2
10-1
100
101
E
rr
o
r
(d) n = 5
Fig. 4: Errors in the approximate zonotope from Algorithm 1 after p samples
for m = 10 and n increasing from 2 to 5. The convergence rate degrades as n
increases.
search algorithm [15] for various values of m and n using randomly generated
generator matrices. Table 1 shows the averages and standard deviations of the
timings in seconds over 1000 trials. The times for the randomized algorithm
are labeled random, and the times for the reverse search algorithm are labeled
reverse. For n = 2, the randomized algorithm appears to be faster, with the
advantage increasing as m increases. However, for n = 3 the reverse search
implementation is much faster—especially for larger m. It’s worth noting the
large standard deviation for the randomized algorithm when n = 3 and m is
large.
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Fig. 5: Errors in the approximate zonotope from Algorithm 1 after p samples
for m = 20 and n increasing from 2 to 5. Similar to the m = 10 case in Figure
4, the convergence rate degrades as n increases. However, the convergence rate
for m = 20 appears similar to the convergence rate for m = 10.
5 Conclusion
We present a randomized algorithm for enumerating the vertices of a zonotope,
which is a low-dimensional linear projection of a hypercube. The algorithm
relies on a characterization of a zonotope vertex as a linear combination of
the zonotope generators, where the weights of the combination are the signs
of the matrix-vector product between the zonotope’s generator matrix and a
vector in Rn. We study the probability of recovering particular vertices and
relate it to the vertices’ normal cones. This study shows that if we terminate
the randomized algorithm before all vertices are recovered, then the convex
hull of the resulting vertex set approximates the zonotope.
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Fig. 6: Histograms of number of samples needed for complete zonotope vertex
enumeration for varying values of m and n over 104 independent trials of
Algorithm 1.
The numerical examples suggest that the time needed to recover all vertices
increases rapidly with the dimension n—since incrementing n exponentially
increases the size of the search space for the randomized algorithm. Therefore,
for large n, we expect the enumeration algorithm to be most appropriate as an
approximation algorithm—particularly for cases when existing methods (e.g.,
a reverse search-based method) are not practical. The algorithm may also be
useful for generating a set of starting vertices for independent, parallel reverse
searches.
We hypothesize that one can develop a condition number for the vertex
enumeration problem based on how close two generating line segments are to
parallel. If two line segments are close to parallel, then there will be a pair
of vertices whose normal cones have small probability. One may be able to
measure this condition number from the zonotope’s generators, thus gaining
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Table 1: Timings in seconds for a Python/numpy implementation of Algo-
rithm 1 (random) and the Python-wrapped libzonotope implementation of
a reverse search enumeration (reverse). The faster average time is bolded.
n = 2 n = 3
m = 5 10 15 20 5 10 15 20
avg. random 0.067 0.095 0.13 0.145 0.072 1.524 38.64 39.38
reverse 0.046 0.211 0.388 0.589 0.201 0.95 1.814 3.700
std. random 0.021 0.024 0.043 0.035 0.025 1.598 28.47 33.81
reverse 0.016 0.063 0.152 0.287 0.056 0.367 0.376 0.384
insight into how well the randomized algorithm will perform before applying
it. We leave this question to future work.
A Preliminary definitions
For a polytope P ⊂ Rn and c ∈ Rn, S(P, c) denotes the set of maximizers for the linear
function 〈x, c〉, i.e.,
S(P, c) = {p ∈ P | 〈p, c〉 ≥ 〈q, c〉 for all q ∈ P }. (23)
Given polytopes P1, . . . , Pk, P1+· · ·+Pk denotes their Minkowski sum. For P = P1+· · ·+Pk,
we call P1 + · · ·+Pk the Minkowski decomposition of P . For example, (2) is the Minkowski
decomposition of the zonotope Z(A).
B Proofs of Theorem 2, Corollary 1, and Corollary 2
The key to establishing Theorem 2 is a necessary and sufficient characterization of an extreme
point of a polytope given the polytope’s Minkowski decomposition from Fukuda [7]. We
restate Fukuda’s result for completeness.
Theorem 6 (Corollary 2.2 [7]) Let P1, . . . , Pk be polytopes in Rn and let P = P1+ · · ·+
Pk. A vector v ∈ P is an extreme point of P if and only if
(i) v = v1 + · · ·+ vk, where vi is an extreme point of Pi, and
(ii) there exists c ∈ Rn with {vi} = S(Pi, c) for all i.
For the reader’s convenience, we restate Theorem 2 and Corollaries 1 and 2.
Theorem 2 Under Assumption 1, for x ∈ Rn such that ATx has all nonzero components,
the point v defined as
v = m(x) := A sign
(
ATx
)
(24)
is a vertex of the zonotope Z(A).
Proof Let x ∈ Rn satisfy the hypothesis of the theorem, and set k = sign (ATx). Let ki
denote the ith component of k, then ki = sign (〈ai,x〉). If ki = 1, then 〈ai,x〉 > 0. Recall
the definition of Ai from (3), and note that 〈ai,x〉 > 0 implies S(Ai,x) = {ai}. Similarly, if
ki = −1, then S(Ai,x) = {−ai}. By assumption, ki 6= 0 for all i. Thus, S(Ai,x) = {kiai}
for all i. By Theorem 6,
k1a1 + · · ·+ kmam = Ak = m(x) = v (25)
is a vertex of the zonotope A1 + · · ·+Am = Z(A).
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Corollary 1 If v is a vertex of the zonotope Z(A), then so is −v.
Proof This follows immediately from Fukuda’s result, Theorem 6.
Corollary 2 Under Assumption 1 and for m(x) as in (6), define H ⊂ Rn as
H =
m⋃
i=1
{x ∈ Rn | 〈ai,x〉 = 0 }. (26)
The mapping m : Rn \H → vert(Z(A)) is well defined and onto.
Proof By Theorem 2, the mapping is well defined. It remains to show m is onto vert(Z).
By Theorem 6 and Z(A)’s Minkowski decomposition (2), for any v ∈ vert(Z),
v = v1 + · · ·+ vm, (27)
where {vi} = S(Ai, c) for i = 1, . . . ,m and some c ∈ Rn. For each i, we can write vi =
kiai, where ki = −1 or ki = 1. Since {vi} = S(Ai, c), 〈kiai, c〉 > 0, which implies ki =
sign (〈ai, c〉) and 〈ai, c〉 6= 0 for all i. Thus, c ∈ Rn \H and m(c) = v.
C Proof of Theorem 3
To prove Theorem 3, we need the following lemma, which characterizes the interior of the
normal cone.
Lemma 1 The interior of the normal cone NZ(v) can be written
int(NZ(v)) = S(v) := {x ∈ Rn | 〈x, z− v〉 < 0 for all z ∈ Z \ {v} }. (28)
Proof Note that
NZ(v) =
⋂
x∈Z\{v}
{p ∈ Rn | 〈p,x− v〉 ≤ 0 }. (29)
This intersection ranges over uncountably many sets, and thus it is unclear if the interior
commutes with intersection. However, we may show that
NZ(v) =
⋂
x∈vert(Z)\{v}
{p ∈ Rn | 〈p,x− v〉 ≤ 0 }. (30)
Since the interior is commutative under finite intersection,
int(NZ(v)) =
⋂
x∈vert(Z)\{v}
int({p ∈ Rn | 〈p,x− v〉 ≤ 0 })
=
⋂
x∈vert(Z)\{v}
{p ∈ Rn | 〈p,x− v〉 < 0 }
= S(v),
(31)
where (i) the second equality follows from continuity of the inner product and (ii) the last
equality follows from (28) and an equation analogous to (30). Thus, it suffices to show (30).
By (29),
NZ(v) ⊂
⋂
x∈vert(Z)\{v}
{p ∈ Rn | 〈p,x− v〉 ≤ 0 }. (32)
Choose t and x such that
t ∈
⋂
x∈vert(Z)\{v}
{p ∈ Rn | 〈p,x− v〉 ≤ 0 }, x ∈ Z \ {v}. (33)
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Since Z is the convex hull of its vertices,
x =
∑
vi∈vert(Z)
γivi, (34)
where γi ≥ 0 and
∑
i γi = 1. Thus,
〈t,x− v〉 =
〈
t,
∑
vi∈vert(Z)
γi(vi − v)
〉
=
∑
vi∈vert(Z)
γi〈t,vi − v〉 ≤ 0, (35)
which implies
NZ(v) ⊃
⋂
x∈vert(Z)\{v}
{p ∈ Rn | 〈p,x− v〉 ≤ 0 }. (36)
Equation (30) follows from (32) and (36).
For the reader’s convenience, we restate Theorem 3.
Theorem 3 Under Assumption 1, for v ∈ vert(Z) and the mapping m(x) from (6),
m−1(v) = int(NZ(v)). (37)
Proof By Lemma 1, it is enough to show that S(v) = m−1(v), where S(v) is from (28). By
Theorem 6, we can write
v =
m∑
i=1
kiai, (38)
where ki = 1 or −1. Let p ∈ S(v), fix i, and define
x =
m∑
j=1
j 6=i
kjaj . (39)
Then 〈p,−kiai〉 = 〈p,x− v〉 < 0, by assumption. Thus, ki〈p,ai〉 > 0, and sign (〈ai,p〉) =
ki. Therefore, m(p) = v.
Suppose p ∈ m−1(v), and let ki = sign (〈ai,p〉). Then ki 〈p,ai〉 > 0, and for γ < 0,
γ ki 〈p,ai〉 < 0. Define γi such that γi ≤ 0 for all i and γi < 0 for some i. By linearity of
the inner product, 〈
p,
m∑
i=1
γi ki ai
〉
< 0. (40)
Let x ∈ Z \ {v}. Then
x− v =
m∑
i=1
tiai −
m∑
i=1
kiai =
m∑
i=1
(ti − ki)ai, (41)
where ti ∈ [−1, 1] for all i. If ki = 1, then ti − ki ≤ 0 and ti − ki = γiki for some γi ≤ 0. If
ki = −1, then ti − ki ≥ 0 and ti − ki = γiki, for some γi ≤ 0. As x 6= v, γi 6= 0 for all i.
Thus,
x− v =
m∑
i=1
γi ki ai, (42)
where γi ≤ 0 for all i and γi < 0 for some i. By (40), 〈p,x− v〉 < 0. As x was arbitrary,
p ∈ S(v).
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D Proof of Theorem 4
For the reader’s convenience, we restate Theorem 4.
Theorem 4 Given ε > 0 and δ > 0, let K be the convex hull of a centrally symmetric set
of points, and let x1, . . . ,xp be independent standard Gaussian vectors in Rn. Define the
subset UK ⊆ vert(K) dependent on δ as
UK = {v ∈ vert(K) | αK(v) ≥ δ }, (43)
and define the event AK dependent on {xi} as
{xi} ∩ (NK(v) ∪NK(−v)) 6= ∅ for all v ∈ UK . (44)
If p is such that
p >
log(| vert(K)|/ε)
log(1/(1− k)) , (45)
where
k =
(
1
2
(1− sin(arctan(b/δ)))
)n−1
2
, (46)
and
b ≥ max
v∈vert(K)
diam(baseK(v)), (47)
then P[AK ] ≥ 1− ε.
Proof Let v ∈ vert(K). By Lemma 2.5 of Damle and Sun [4],
αK(v) ≤ diam(baseK(v))
tan(arcsin(1− 1
2
r(ωv)2))
, (48)
where ωv = Px [NK(v) ] and r(ωv) = 2(2ωv)
1
n−1 . This inequality holds for an upper bound
b of the set of diameters {diam(baseK(v))} with v ∈ vert(K). Then, for v ∈ vert(K) such
that
ωv ≤
(
2[1− sin(arctan(b/δ))])n−12 /2n = k, (49)
we have that αK(v) ≤ δ.
For v ∈ vert(K), consider the event that {xi} ∩ (NK(v) ∪NK(v)) = ∅; call this event
{miss v}. Note that P[{miss v with ωv ≥ k}] ≤ (1− 2k)p. Thus,
P[ACK ] ≤ P
 ⋃
v∈vert(K)
ωv≥k
{miss v}
 ≤ ∑
v∈vert(K)
ωv≥k
P[{miss v}] ≤ | vert(K)| (1− 2k)p. (50)
Choosing p such that | vert(K)|(1− 2k)p ≤ ε or equivalently p > log( | vert(K)|
ε
)/ log( 1
1−2k ),
we have P[AK ] ≥ 1− ε.
E Proof of Theorem 5
For the reader’s convenience, we restate Theorem 5.
Theorem 5 Let Z = Z(A) be a zonotope with generator A ∈ Rn×m satisfying Assumption
1. Given ε > 0 and δ > 0, choose p as in Theorem 4 for b ≥ diam(Z), and let V be the
subset of Z’s vertices produced by Algorithm 1 after p iterations. Then
h(Z, conv(V )) ≤ | vert(Z) \ V |
2
δ (51)
with probability at least 1− 2a , where a = | vert(Z) \ UZ |/2 and
UZ = {v ∈ vert(Z) | αZ(v) ≥ δ }. (52)
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Proof Let K1 and K2 be convex hulls of two centrally symmetric subsets of vert(Z), and
define AK1 and AK2 as in (15). By the law of total probability,
P
[
AK2
]
= P
[
AK2 |AK1
]
P
[
AK1
]
+ P
[
AK2 |ACK1
]
P
[
ACK1
]
. (53)
Therefore, applying Theorem 4,
P
[
AK2 |AK1
]
=
P
[
AK2
]− P [AK2 |ACK1]P [ACK1]
P
[
AK1
] ≥ 1− 2ε
P
[
AK1
] . (54)
Thus,
P
[
AK1 ∩AK2
]
= P
[
AK2 |AK1
]
P
[
AK1
]
(55)
≥ 1− 2ε
P
[
AK1
] P [AK1] (56)
= 1− 2ε (57)
We can repeat this argument for a set K1, . . . ,Kk of convex hulls of symmetric subsets of
vert(Z) to get
P
[
k⋂
i=1
AKi
]
≥ 1− kε. (58)
For notational convenience, we define ±NK(v) = NK(v)∪NK(−v). Let {Ki} be the set of
all convex hulls of symmetric subsets of vert(Z) containing UZ . In particular, UK ⊂ vert(Ki)
for i = 1, . . . , |{Ki}|, and
|{Ki}| = 2
| vert(Z)\UK |
2 . (59)
Consider a realization of x1, . . . ,xp such that the event AKi holds for each Ki. Let V ⊂
vert(Z) be the vertices such that {xj} ∩ ±NZ(v) 6= ∅ (i.e., the returned vertices), and
define nV = | vert(Z) \ V |. Order the set vert(Z) \ V as {vj | j = 1, . . . , nV } such that
vj+1 = −vj for odd j. Define
Ci = conv(vert(Z) \ {vj | j = 1, . . . , 2i }), i = 0, . . . , nV /2. (60)
Note that
C0 = Z, CnV /2 = conv(V ). (61)
It is clear that {Ci} ⊂ {Ki}. Thus, {xi} satisfies ACi for each Ci. Next we show that, for
all i,
αCi (v) < δ for all v ∈ {vert(Z) \ V } ∩ Ci. (62)
We show this first for i = 1. Suppose by contradiction that for some v ∈ {vert(Z)\V }∩C1,
αC1 (v) ≥ δ. Then {xj} ∩ ±NC1 (v) 6= ∅. But
±NC1 (v) ⊂
(±NC0 (v) ∪ ±NC0 (v1)). (63)
This follows since the normal cone is a subset of the dual space for which a vertex is the
maximizing element of the convex set. Thus,
{xj} ∩
(±NC0 (v) ∪ ±NC0 (v1)) 6= ∅, (64)
which is a contradiction as C0 = Z. By a similar argument, we can show (62) holds for any
Ci as
±NCi (v) ⊂ ±NCi−1 (v) ∪ ±NCi−1 (vi)
⊂ ±NC0 (v) ∪
i⋃
j=1
±NC0 (vj).
(65)
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By the definition (12), (62) shows that h(Ci, Ci+1) ≤ δ for all i. Thus,
h(Z, conv(V )) = h(C0, CnV /2)
≤
nV −1∑
i=0
h(Ci, Ci+1)
≤ nV δ.
(66)
Noting that
P
|{Kj}|⋂
i=1
AKi
 ≥ 1− 2 | vert(Z)\UZ |2  (67)
completes the proof.
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