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1 Introduction
Let X1;:::;Xn be i.i.d. random variables, and let P be a parametric model consisting
of probability density functions p that are indexed by some set   Rm. Assume, for
the moment, that P is correctly speci￿ed, meaning that there is a unique parameter
0 2  such that p0 characterizes the distribution of X1;:::;Xn. Suppose the likeli-
hood function is not explicitly available, but it is possible to simulate from any p (for
a typical situation see (1) below). We then may resort to the method of indirect in-
ference as an alternative to maximum likelihood estimation. The idea underlying this
simulation-based method can be outlined as follows (see also the survey paper of Jiang
& Turnbull (2004) who give a general overview including applications in biostatistics and
epidemiology): For each  2 , simulate data X1();:::;Xk(n)() according to the den-
sity p, and observe that the vectors (X1;:::;Xn) and (X1(0);:::;Xk(n)(0)) are ‘close’
with large probability. This suggests to estimate 0 through minimizing some distance
between (X1;:::;Xn) and (X1(0);:::;Xk(n)(0)), or statistics thereof. One possibility
is to match sample moments of (X1;:::;Xn) and (X1(0);:::;Xk(n)(0)); see McFadden
(1989). Another possibility is to match auxiliary maximum likelihood estimators (i.e.,
maximum likelihood estimators based on auxiliary parametric models that allow doing
maximum likelihood estimation) from the original and the synthetic data. This is the
method of indirect inference as introduced in the literature (in the context of time se-
ries) by A. Smith in his Ph.D. dissertation (Smith, 1990) and later published in Smith
(1993). A slightly more general setup than the one in Smith (1993), allowing for more
general objective functions than auxiliary log-likelihood functions (and including exoge-
neous variables), is given in GouriØroux, Monfort & Renault (1993). [It is this paper’s
title, ‘Indirect Inference,’ that gave the method its name.] There the observations are
explained by
Xi = g(Xi 1;Zi;Ui;0) with initial condition X0; (1)
where the Zi are observed exogenous variables, the Ui are unobserved disturbances, 0 is
the unknown true parameter, and g is some known function. Typically, neither an explicit
nor computable form of the densities p is available for data as in (1), but simulated
data are easily obtained by ￿rst simulating disturbances Ui and then computing Xi()
iteratively via Xi() = g(Xi 1();Zi;Ui;) with starting condition X0() = X0.
To explain in detail how parametric auxiliary models are used, suppose for simplicity
that the data X1;:::;Xn are i.i.d. and PB is a parametric auxiliary model consisting of
probability density functions p that are indexed by some set B  Rq. The auxiliary
model may or may not be correctly speci￿ed. The auxiliary maximum likelihood estima-
tor given X1;:::;Xn is de￿ned as the maximizer of the (scaled) auxiliary log-likelihood
function
Ln() =
1
n
n X
i=1
logp(Xi)
over B, and is denoted by ^ n. Similarly, the auxiliary maximum likelihood estimator
given the simulated data X1();:::;Xk(n)() is de￿ned as the maximizer of
Lk(n)(;) =
1
k(n)
k(n) X
i=1
logp(Xi())
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over B, and is denoted by ~ k(n)(). By an indirect inference estimator ^ n;k(n) we mean
any minimizer of the weighted distance
(^ n   ~ k(n)())0 Wn(^ n   ~ k(n)())
over  with appropriate weighting matrix Wn. The following asymptotic properties of
^ n;k(n) are well-known in the literature (see, e.g., GouriØroux & Monfort, 1996): First,
^ n;k(n) is consistent if the binding function is injective in a neighbourhood of the true
parameter 0. The binding function is de￿ned by () = argmin2B dKL(p;p), where
dKL denotes the Kullback-Leibler distance, and relates  to B. [In applications it is
typically hard to verify the injectivity of the binding function; see Lombardi & Calzo-
lari (2008) who address this issue in their paper.] Second, if ^ n;k(n) is consistent and
k(n)=n converges to some  with 0 <   1, then (under certain regularity conditions) p
n(^ n;k(n)  0) converges weakly to the law N(0;(1+ 1)(0)), where (0) is a pos-
itive de￿nite matrix. Furthermore, (0) coincides with the CramØr-Rao bound under
the assumption that the parametric auxiliary model is correctly speci￿ed. This central
result can be found as Proposition 3 in Smith (1993) and Proposition 3 in GouriØroux,
Monfort & Renault (1993). The proof for the case  = 1 is included, although not made
explicit, in both papers. We see that ^ n;k(n) is asymptotically e￿cient if the number of
simulations satis￿es limn!1 k(n)=n = 1 and the parametric auxiliary model is correctly
speci￿ed. Since k(n) can be chosen freely, the former condition can easily be satis￿ed.
The latter one, though, is restrictive and led Gallant & Long (1997) to consider a sieve of
parametric auxiliary models whose union is assumed to be correctly speci￿ed, an assump-
tion that seems to be more plausible. They claim that their simulation-based estimator
is asymptotically e￿cient, but they leave aside the simulation step in the formulation as
well as in the proof of their main result (cf. Theorem 2 there). This is an unjusti￿ed
simpli￿cation since choosing the number of simulations to depend on the sample size in
the right way is essential to obtain asymptotic normality results as stated above.
In this thesis, we will develop the theory of indirect inference using non-parametric
auxiliary models. The underlying idea is to consider a non-parametric auxiliary model
that is large enough insofar that it is plausible to assume it contains P. This has two im-
portant consequences: First, the binding function will coincide with the parametrization
 7! p, and its injectivity around 0 then follows from the usual identi￿ability condition
for parametric models. Second, and more importantly, the auxiliary model will be cor-
rectly speci￿ed (since the given model is so by hypothesis), allowing us to show that the
resulting indirect inference estimator is asymptotically e￿cient. For related results that
have been obtained in a parallel development to this thesis, and that make use of spline
density estimators instead of non-parametric maximum likelihood estimators as auxiliary
statistics, we refer the reader to Nickl & P￿tscher (2009). Related results using empir-
ical characteristic functions are given in Carrasco, Chernov, Florens & Ghysels (2007),
whereas Altissimo & Mele (2009) use kernel density estimators. We note, however, that
the proofs of the main results in Carrasco, Chernov, Florens & Ghysels (2007) are highly
incomplete and those in Altissimo & Mele (2009) are fundamentally incorrect.
The thesis is organized as follows. Section 2 introduces notation that is used through-
out the text and de￿nes Sobolev spaces upon which the non-parametric auxiliary models
are based. Section 3 provides the general setup for all subsequent investigations. Section
4 lists a catalogue of assumptions on the parametric model P, on the way of simulating
data, and on the auxiliary model P. In Section 5 we follow the basic idea of indirect
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inference outlined above. We de￿ne the auxiliary maximum likelihood estimator given
X1;:::;Xn as the maximizer of the (scaled) auxiliary log-likelihood function
Ln(p) =
1
n
n X
i=1
logp(Xi)
over P, and denote it by ^ pn. Similarly, we de￿ne the auxiliary maximum likelihood
estimator given the simulated data X1();:::;Xk(n)() as the maximizer of
Lk(n)(;p) =
1
k(n)
k(n) X
i=1
logp(Xi())
over P, and denote it by ~ pk(n)(). Theorem 6 shows that these maximizers exist and are
unique. They converge at rates slower than k(n) 1=2 in certain Sobolev norms (Theo-
rem 16) and at rate k(n) 1=2 in the weak sense (Theorem 17).
By an indirect inference estimator ^ n;k(n) we mean any minimizer of the weighted
L2-distance 
(^ pn   ~ pk(n)())2 1
^ pn
d (2)
over the set , where  denotes the Lebegue measure. The main result in Section 6 can
be found in Theorem 31, which states that ^ n;k(n) is asymptotically e￿cient (in the sense
that it is asymptotically normal with variance-covariance matrix equal to the CramØr-Rao
bound) if the number of simulations k(n) is of order n2+ for some  > 0. The classical
way to prove such a result would be to apply the mean-value theorem to the derivative
of the indirect inference objective function given in (2). Since we do not know whether
~ pk(n)() is di￿erentiable in , we split the proof into two steps instead. In the ￿rst step,
the problem of ￿nding the asymptotic distribution of ^ n;k(n) is reduced to ￿nding the
one of a related (though infeasible) estimator ^ n, which is de￿ned as minimizer of the
weighted L2-distance 
(^ pn   p)2 1
^ pn
d (3)
over . This is possible due to Lemma 30, which allows to take advantage of the closeness
of the objective functions in (2) and (3) to conclude that
p
n(^ n;k(n)   ^ n) converges to
0 in outer probability. We point out that establishing closeness of the above objective
functions requires knowledge about the asymptotic behaviour of the stochastic process p
k(n)


(~ pk(n)() p)fd, (;f) 2 F, for speci￿c classes F of functions, and is by no
means trivial. In the second step, we proceed along the lines of the classical proof. This
time we can just require the parametrization  7! p to be su￿ciently often di￿erentiable
in . We note that ^ n is related to the minimum Hellinger distance estimator introduced
in Beran (1977), which has been shown to be asymptotically e￿cient and at the same
time robust against small perturbations of P.
The aim of Section 7 is to underline the statistical signi￿cance of the asymptotic
e￿ciency result for indirect inference estimators: In point of fact, Theorem 39 states
that ^ n;k(n) is asymptotically e￿cient under convergent sequences of parameters.
Section 8 suggests how ^ pn can be computed in principle: Theorem 40 states that ^ pn
(asymptotically) is the solution of a ￿nite-dimensional system of equations in n variables.
In the appendix we gather properties of the relevant objective functions, high-level
theorems, and auxiliary results that are used throughout the text.
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Note that misspeci￿cation of P is treated from the beginning. Misspeci￿cation in
the context of indirect inference is the main issue in Dridi, Guay & Renault (2007).
There the (misspeci￿ed) model is meant to capture some parametric aspect of the true
data generating process, which can be estimated consistently if the auxiliary model is
encompassed by the given model.
The main ￿ndings of this thesis are collected in the following theorems: Theorem 6
states the uniqueness of the non-parametric density estimator ^ pn, and Theorem 40 cap-
tures its computability; Theorem 31 establishes that any indirect inference estimator
is asymptotically normal and, under correct speci￿cation of the underlying parametric
model, asymptotically e￿cient; Theorem 39 does so under convergent sequences of pa-
rameters.
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2 Preliminaries and notation
We will use the set of natural numbers N = f1;2;:::g and will denote by k  k the 2-
norm on Euclidean space. For two real-valued functions f;g on (0;1), we will write
f(") . g(") if there is a constant C, 0 < C < 1, such that f(")  Cg(") holds true for
all " > 0.
For X a non-empty set and f a real-valued function on X, de￿ne the sup-norm of f
by
kfkX = sup
x2X
jf(x)j
and `1(X) as the Banach space of all bounded functions on X, equipped with kkX. For
(S;A) some measurable space, let L0(S;A) denote the vector space of all A-measurable
real-valued functions on S. Let L1(S;A) denote the space of those f 2 L0(S;A) that
satisfy kfkS < 1. Note that any subset F of L1(S;A) is a metric space with respect
to the metric given by (f;g) 7! kf  gkS, and as such will be denoted by (F;kkS). For
f 2 L0(S;A) and  a non-negative measure on (S;A), de￿ne
kfk2; =

S
f2 d
1=2
and L2(S;A;) as the space of those f 2 L0(S;A) that satisfy kfk2; < 1. For any
metric space (T;d), we denote by B(T;d) its Borel -algebra and by C(T;d) the Banach
space of all bounded, d-continuous real-valued functions on T, equipped with the sup-
norm.
For 
 some non-empty Borel set in R, let B(
) be the trace of the Borel -algebra
of R on 
, and let  be the Lebesgue measure on (
;B(
)). We will suppress B(
) as
well as  in the notation introduced above, so that L0(
;B(
)) is replaced by L0(
),
L2(
;B(
);) by L2(
), L1(
;B(
)) by L1(
), and k  k2; by k  k2. Further, we will
write a.e. instead of -a.e. For any non-empty subset 
 of R, we denote by C(
) the
Banach space of all bounded, continuous real-valued functions on 
, equipped with the
sup-norm.
2.1 H￿lder spaces
For 
 a non-empty open subset of R, f : 
 ! R, and s  0, de￿ne
kfks;
 =
8
<
:
P
0bsc kDfk
 + sup

jDbscf(x) Dbscf(y)j
jx yjs bsc : x 6= y

if s is non-integer,
P
0s kDfk
 otherwise:
Here, Df denotes the classical derivative of f of order , and bsc denotes the integer
part of s. For any non-integer s > 0, let Cs(
) be the space of all f : 
 ! R such that
kfks;
 < 1; for any integer s  0, let Cs(
) be the space of all f : 
 ! R such that
kfks;
 < 1 and Dsf is uniformly continuous.
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2.2 Sobolev spaces
For 
 a non-empty open subset of R, s  0, and f;g : 
 ! R, let
hfjgis;2 =
8
> > > > > > > <
> > > > > > > :
P
0bschD
wfjD
wgi2
+






(D
bsc
w f(x) D
bsc
w f(y))(D
bsc
w g(x) D
bsc
w g(y))
jx yj1+2(s bsc) d(x)d(y)
if s is non-integer,
P
0shD
wfjD
wgi2
otherwise,
and kfks;2 =
p
hfjfis;2. Here, D
wf denotes the weak derivative of f of order , bsc
denotes the integer part of s, and hji2 is the usual (non-negative de￿nite) inner product
on L2(
). We de￿ne Ws
2(
) as the space of all f : 
 ! R such that kfks;2 is ￿nite. For
s > 1=2 and 
 a non-empty bounded, open interval in R, each f 2 Ws
2(
) is a.e. equal to
exactly one bounded, continuous function on 
. For s > 1=2, we consequently de￿ne the
Sobolev space Ws
2(
) = Ws
2(
) \ C(
) and note that it is a Hilbert space. The Sobolev
balls ff 2 Ws
2(
) : kfks;2  Bg of radius B, 0 < B < 1, will be denoted by Us;B. The
next proposition collects some properties of Sobolev spaces.
Proposition 1. Let 
 be a non-empty bounded, open interval in R.
1. For s > 1=2, the Sobolev space Ws
2(
) is a multiplication algebra, meaning that
there is a constant Ms > 0 such that
kfgk2;s  Mskfk2;skgk2;s
holds true for all f;g 2 Ws
2(
).
2. For s > 1=2, the Sobolev space Ws
2(
) is embedded in Cs 1=2(
). Consequently,
Ws
2(
) is embedded in C(
) with embedding constant Cs > 0, that is,
kfk
  Cskfks;2
holds true for all f 2 Ws
2(
).
3. If 0  r < s, then Ws
2(
) is compactly embedded in Wr
2(
); if 1=2 < r < s, then
Ws
2(
) is compactly embedded in Wr
2(
).
4. Let F be a set of real-valued functions on 
 that are uniformly bounded away from
0. If F is bounded in some Sobolev space Ws
2(
) of order s > 1=2, then so is
f1=f : f 2 Fg.
Proof. Part 1: See, e.g., Part 6 of Proposition 2 in Nickl (2007).
Part 2: See Section 2.7.1, Formula (12), in Triebel (1983) and additionally note that
(by Proposition 3.4.2 in Triebel, 1983) Ws
2(
) is equal to the space Bs
2;2(
) (as de￿ned
there) up to equivalent semi-norms.
Part 3: See Theorem 1.16.1 in Lions & Magenes (1972).
Part 4: By Part 2, F is a bounded subset of Cs 1=2. If s 1=2 is integer, then every
f 2 F has classical derivatives up to order s   1=2. If s   1=2 is non-integer, then every
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f 2 F has classical derivatives up to order bs   1=2c. Furthermore, Dbs 1=2cf is H￿lder
of order s 1=2 bs 1=2c, and therefore is di￿erentiable a.e. It follows that, for every 
satisfying 0    bsc, the weak derivatives D
wf of order  coincide with the ordinary
derivatives a.e. With help of the chain rule, this allows to compute D
w(1=f) a.e. for
, 0    bsc. Now, use the de￿nition of the Sobolev norm k  ks;2 together with the
hypotheses on F to see that f1=f : f 2 Fg is a bounded subset of Ws
2(
).
2.3 Extension of the logarithm
We extend the logarithm to the left in the usual way by setting log0 =  1, and denote
by B([ 1;1)) the -algebra on [ 1;1) that is generated by B(R) [ ff 1gg. The
resulting mapping is B([0;1))-B([ 1;1))-measurable and continuous. We also de￿ne
log1 = 1, but will not make explicit use of this right-sided extension.
2.4 Covering numbers and metric entropy
Let (E;k  k) be a normed space. Let " > 0 and X be a totally bounded subset of E.
Then we denote by N(";X;E;kk) the minimal number of closed balls of radius " needed
to cover X. We call N(";X;E;k  k) the covering number of X and de￿ne the metric
entropy of X as
H(";X;E;k  k) = logN(";X;E;k  k):
Let (S;A;) be a measure space. For any two elements l;u 2 L0(S;A), the set
[l;u] = ff 2 L0(S;A) : l  f  ug
is called a bracket and ku lk2; its L2()-bracketing size. For " > 0 and F some subset
of L0(S;A), we de￿ne N[ ](";F;k  k2;) to be the minimal number of brackets of L2()-
bracketing size " needed to cover F; if there is no ￿nite number of such brackets, we
set N[ ](";F;k  k2;) = 1 for convenience. The L2()-bracketing metric entropy of F is
de￿ned as
H[ ](";F;k  k2;) = logN[ ](";F;k  k2;):
Further, I[ ](;F;k  k2;) denotes the L2()-bracketing metric integral of F given by
I[ ](;F;k  k2;) =

(0;]
q
1 + H[ ](";F;k  k2;)d":
2.5 Weak convergence
Let (
n;An;Pn) be probability spaces, Yn : 
n ! S (not necessary measurable) map-
pings with values in some metric space (S;d), and s 2 S. We say that Yn converges to s
in outer Pn-probability if P
n(d(Yn;s) > ") converges to 0 for all " > 0.
Let (
;A;P) be a probability space and Y : 
 ! S an A-B(S;d)-measurable map-
ping. We say that Yn converges weakly to Y in (S;d), formally Yn   Y , if the outer
integrals
 

n g(Yn)dPn converge to


 g(Y )dP for every g 2 C(S;d); Yn converges weakly
to a Borel probability measure L on (S;B(S;d)), formally Yn   L, if
 

n g(Yn)dPn
converges to

T gdL for every g 2 C(S;d).
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Let Yn be real-valued and rn a sequence of positive real numbers. We write Yn =
o
Pn(rn) if r 1
n Yn converges to 0 in outer Pn-probability, and Yn = O
Pn(rn) if
lim
M!1
limsup
n!1
P
n
 
r 1
n Yn > M

= 0:
In case the probability spaces (
n;An;Pn) are the n-fold products of a single probability
space (
;A;P), that is, (
n;An;Pn) = (
n;An;Pn), we write Yn = o
P(rn) instead of
Yn = o
Pn(rn) and Yn = O
P(rn) for Yn = O
Pn(rn).
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3 The basic setup
Let 
 be a non-empty bounded, open interval in R. We observe i.i.d. random vari-
ables X1;:::;Xn that take their values in (
;B(
)) and each have law P. Let P =
fp :  2 g be a parametric model of probability density functions p on 
, where  is
a compact subset of Rm. Further, let (V;V;) be a probability space and  : V  ! 

a mapping that is V-B(
)-measurable in the ￿rst argument. We assume that, for every
 2 , the law of (;) has density p, so that  provides a way of simulating data
according to the densities in the parametric model. More precisely, let V1;:::;Vk be
independent random variables with values in (V;V) and law , and assume that these
variables are independent from the data. We then obtain simulated data X1();:::;Xk()
via Xi() = (Vi;), simultaneously so for all  2 .
Since the ￿nal statistical results in this thesis will only depend on the probability
measures P and , we are free to choose the representation of the random variables
X1;:::;Xn and V1;:::;Vk, and will take them to be the respective coordinate projections
of the measurable space (
NV N;B(
)N
VN). Furthermore, we consider the probability
measure PN 
 N on (
N  V N;B(
)N 
 VN) and will always write Pr for PN 
 N in
the sequel. The empirical measures associated with X1;:::;Xn and V1;:::;Vk will be
denoted by Pn and k, respectively.
Finally, we de￿ne a class of non-parametric auxiliary models by
P(t;;D) =

p 2 Wt
2(
) :



pd = 1; inf
x2

p(x)  ; kpkt;2  D

;
where t > 1=2,   0, and 0 < D < 1. To ensure that P(t;;D) is not empty, we require
that   (
) 1  D2 (which is a necessary and su￿cient condition for P(t;;D) to be
non-empty). Throughout the thesis, we will always assume t > 1=2 and   0.
Proposition 2. Every auxiliary model P(t;;D) is a non-empty, convex set, which is
compact in C(
) as well as in Ws
2(
) for every s satisfying 1=2 < s < t.
Proof. The constant density (
) 1 belongs to P(t;;D), and so the auxiliary model
is non-empty. Since the de￿ning conditions are convex, it is convex. That P(t;;D)
is compact as claimed follows from Lemma 3 in Nickl (2007). [Note that the proof of
this lemma does not use that  > 0, as is implicit there, and therefore is also valid for
 = 0.]
For later use we stress that any p 2 P(t;;D) is continuous on 
 and satis￿es kpk
 
CtD in view of Part 2 of Proposition 1. We further note the fact that in any auxiliary
model P(t;;D) pointwise convergence is equivalent to convergence in all Sobolev norms
of smaller order as well as in the sup-norm. This is shown in the next proposition.
Proposition 3. Let pn;p 2 P(t;;D). Then the following statements are equivalent: (i)
kpn   pk
 converges to 0; (ii) pn converges pointwise to p; (iii) pn converges to p a.e.;
(iv) pn converges to p on a dense subset of 
; (v) kpn   pkr;2 converges to 0 for some r
satisfying 0  r < t; (vi) kpn   pkr;2 converges to 0 for all r satisfying 0  r < t.
Proof. Clearly, (vi) implies (v). To show that (v) implies (vi), it su￿ces, in light of Part 3
of Proposition 1, to show that kpn   pks;2 converges to 0 for arbitrary s  r satisfying
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1=2 < s < t. Since P(t;;D) is a compact subset of Ws
2(
) in view of Proposition 2,
for any subsequence pn0 of pn there exists a further subsequence pn00 of pn0 and a p 2
P(t;;D) such that kpn00 pks;2 converges to 0. By Part 3 of Proposition 1, we then have
that also kpn00  pkr;2 converges to 0 since s  r. Because also kpn00  pkr;2 converges to
0 as a consequence of (v), it follows that p = p. This shows that kpn   pks;2 converges
to 0.
Furthermore, (i) implies (ii), (ii) implies (iii), and (iii) implies (iv). That (vi) implies
(i) is a direct consequence of Part 2 of Proposition 1. It remains to show that (iv) implies
(v). Choose r such that 1=2 < r < t. The same compactness argument as above shows
that for any subsequence pn0 of pn there exists a further subsequence pn00 of pn0 and a
p 2 P(t;;D) such that kpn00   pkr;2 converges to 0. By Part 2 of Proposition 1, we
have that kpn00  pk
 converges to 0. Consequently, p and p coincide on a dense subset
of 
. Since p and p are continuous, they are identical. This shows that kpn00   pkr;2
converges to 0, and hence the same is true for the entire sequence pn.
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4 A catalogue of assumptions
Apart from the maintained assumptions layed out in the previous section, we will make
use of the assumptions listed below. We will often write p(x;) for p(x), and stress that
p(x;) is a function from 
   to R.
The following assumption will be crucial in proving the asymptotic e￿ciency result
for the indirect inference estimators considered in this thesis.
Assumption P.1 The parametric model is a subset of the auxiliary model:
P  P(t;;D):
Remark 4. If Assumption P.1 is satis￿ed, then the following statements are equivalent
in view of Proposition 3: (i) Assumption P.4; (ii)  7! p is continuous as a mapping
into the metric space (P(t;;D);k  ks;2) for every s satisfying 1=2  s < t; (iii)  7! p
is continuous as a mapping into the metric space (P(t;;D);k  k
).
Assumption P.2 The strict inequality
inf


p(x;) > 0
holds true.
Assumption P.3 The parametric model is a subset of the auxiliary model, and the strict
inequalities
inf


p(x;) > 
as well as
sup
2
kpkt;2 < D
hold true.
Assumption P.4 For every x 2 
,  7! p(x;) is a continuous function on .
Assumption P.4 is typically used in maximum likelihood estimation to prove consis-
tency of maximum likelihood estimators.
Assumption P.5 The interior  of  is non-empty. Further, for every x 2 
,  7!
p(x;) is twice continuously partially di￿erentiable on , and the following domination
conditions hold for all i;j = 1;:::;m:



sup
2
 
 
@p
@i
(x;)
@p
@j
(x;)

 
d(x) < 1;



sup
2
 
 
@2p
@i@j
(x;)
 
 d(x) < 1:
In case of correct speci￿cation of the underlying model, Assumption P.5 is typically
used to prove equality of the CramØr-Rao bound and the asymptotic variance-covariance
matrix of maximum likelihood estimators.
Apart from the assumed measurability of the simulation mechanism (v;) in the ￿rst
argument, we will need assumptions to control its behaviour in the second argument.
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Assumption R.1 For every v 2 V , the simulation mechanism (v;) is continuous in
.
Assumption R.2 For some constant , 0 <   1, and some measurable function
R : V ! (0;1) such that

V R2d < 1, the simulation mechanism  : V   ! 

satis￿es
j(v;0)   (v;)j  R(v)k0   k
for all v 2 V and all ;0 2 .
Assumption Z In the de￿nition of P(t;;D),  is required to be greater than 0.
Assumption D The probability measure P has a density p0.
In the following we treat the probability density p0 as a function from 
 to R, that
is, we let p0 denote a ￿xed representative of the Radon-Nikodym derivative of P with
respect to .
Assumption D.1 The density function p0 belongs to P(t;;D).
Assumption D.2 The density function p0 satis￿es the strict inequality
inf
x2

p0(x) > 0:
Assumption D.3 The density function p0 is an internal point of P(t;;D) in the sense
of Nickl (2007), meaning that it belongs to P(t;;D) and satis￿es the strict inequalities
inf
x2

p0(x) > 
as well as
kp0kt;2 < D:
For later use we note the following: (i) If Assumption Z is satis￿ed, then Assump-
tion P.1 implies Assumption P.2; (ii) If Assumptions Z and D are satis￿ed, then Assump-
tion D.1 implies Assumption D.2.
4.1 On the interrelation of the simulation mechanism and the density
functions in the parametric model
Assumptions on the density functions in the parametric model P and on the simulation
mechanism  are of course related to each other, but the interrelationship is somewhat
intricate. The following proposition collects two important observations.
Proposition 5.
1. If Assumption P.1 is satis￿ed, then Assumption R.1 implies Assumption P.4.
2. In general, Assumption R.1 does not imply Assumption P.4.
Proof. Part 1: For every z 2 
 and every  2 , let F(z;) =

fx2
:xzg pd; and
note that, for every  2 , F(;) is the distribution function on 
 that is associated with
p. Let n; 2  be such that n converges to . We show that kpn   pk
 converges
184 A CATALOGUE OF ASSUMPTIONS
to 0, which we know to be equivalent to Assumption P.4 by Remark 4. Suppose, on
the contrary, that kpn   pk
 does not converge to 0. Then there is an " > 0 and a
subsequence pn0 of pn such that kpn0   pk
  ". We make two observations: First,
by sup-norm compactness of P(t;;D), there is a subsequence pn00 of pn0 and a p 2
P(t;;D) such that kpn00  pk
 converges to 0. Consequently, for every z 2 
, F(z;n00)
converges to

fx2
:xzg pd, which can be seen using the inequality k  k1  (
)k  k
.
Second, Assumption R.1 implies that (;n) converges in distribution to (;). Hence,
upon noting that the distribution of (;n) is F(;n) and the one of (;) is F(;),
F(z;n) converges to F(z;) for every z 2 
 by continuity of F(z; ).
It follows that F(z;) =

fx2
:xzg pd for all z 2 
, and so p must coincide with
p a.e., hence everywhere on 
 by continuity of p and p. We arrive at a contradiction,
upon recalling that kpn00   pk
 converges to 0 and kpn00   pk
  " at the same time.
Part 2: We provide an example of a simulation mechanism that satis￿es Assump-
tion R.1, but where the family of density functions in the underlying parametric model
does not satisfy Assumption P.4. To this end, let 
 = (0;1),  = [0;1=4], and (V;V;)
be the unit interval (0;1) together with its Borel -algebra and Lebesgue measure . Let
the simulation mechanism (v;) be given by
(v;) =
8
> <
> :
1 
1 2v if 0 < v < 1
2   ;
1
2v + 1
4 if 1
2     v  1
2 + ;
1 
1 2v   
1 2 if 1
2 +  < v < 1;
and observe that it satis￿es Assumption R.1. For each  2 [0;1=4]; the inverse mapping
 1(x;) can easily be obtained and looks as follows:
 1(x;) =
8
> <
> :
1 2
1  x if 0 < x < 1 
2 ;
2x   1
2 if 1 
2  x  1+
2 ;
1 2
1  x + 
1  if 1+
2 < x < 1:
Apply the change of variables theorem for densities to conclude that, for every  2 ,
p(;) equals
@ 1
@x (;) a.e. on 
 = (0;1), where
@ 1
@x
(x;) =
(
2 if 1 
2 < x < 1+
2 ;
1 2
1  if 0 < x < 1 
2 or 1+
2 < x < 1;
and does not exist for x = (1   )=2 and x = (1 + )=2. We extend
@ 1
@x (x;) by setting
it equal to 0 for all (x;) such that x = (1   )=2 or x = (1 + )=2, and note that
this extension is measurable on 
  . For any ￿xed x 2 (0;1), we may then look at
@ 1
@x (x;) as a function in , leading to
@ 1
@x
(x;) =
8
> <
> :
2 if  > j2x   1j;
0 if  = j2x   1j;
1 2
1  if  < j2x   1j:
Observe that, for every x 2 (3=8;1=2) [ (1=2;5=8), the left- and right-sided limits
@ 1
@x (x; ) and
@ 1
@x (x;+) at  = j2x   1j exist but are di￿erent. It follows that
@ 1
@x (x;), as a function in both variables, is discontinuous along the line segments
f(x;j2x   1j) : 3=8 < x < 1=2g
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and
f(x;j2x   1j) : 1=2 < x < 5=8g
in 
  .
Suppose now that Assumption P.4 is satis￿ed. Then, by separability of , p(x;) is
jointly measurable, and hence the set
A :=

(x;) 2 
   : 1=2 < x < 5=8; p(x;) 6=
@ 1
@x
(x;)

is a measurable subset of 
  . We claim that there is some  2  such that
fx 2 
 : (x;) 2 Ag has positive Lebesgue measure. This will contradict the fact that
p(;) is equal to
@ 1
@x (;) a.e., and consequently also contradict Assumption P.4. To
prove the claim, ￿rst observe the following: For every ￿xed x satisfying 1=2 < x < 5=8,
there is some (non-empty) open interval Ux   such that p(x;) is di￿erent from
@ 1
@x (x;) for all  2 Ux: Otherwise there are  
n ;+
n 2  with the following properties:
 
n < 2x   1, +
n > 2x   1;  
n and +
n converge to 2x   1; p(x; 
n ) =
@ 1
@x (x; 
n ) and
p(x;+
n ) =
@ 1
@x (x;+
n ). Using Assumption P.4, we infer that
lim
n!1
@ 1
@x
(x; 
n ) = lim
n!1
@ 1
@x
(x;+
n );
which is in contradiction to what we have observed above.
Now, 

1A(x;)d() 


1Ux()d() > 0
for all x 2 (1=2;5=8), which implies that

(1=2;5=8)


1A(x;)d()d(x) > 0:
By Tonelli’s theorem, the l.h.s. of the last display is equal to



(1=2;5=8)
1A(x;)d(x)d();
so that

(1=2;5=8) 1A(x;)d(x) must be positive for some  2 . This veri￿es that
fx 2 
 : (x;) 2 Ag has positive Lebesgue measure.
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5 Auxiliary maximum likelihood estimators
We now introduce auxiliary maximum likelihood estimators. De￿ne the auxiliary log-
likelihood function on P(t;;D) by
Ln(p) =
1
n
n X
i=1
logp(Xi)
for the given data, and on   P(t;;D) by
Lk(;p) =
1
k
k X
i=1
logp(Xi())
for the simulated data. Note that both functions Ln(p) and Lk(;p) are well-de￿ned in
view of Section 2.3 and take their values in [ 1;1). In fact, Ln(f) and Lk(;f) are
well-de￿ned and take their values in [ 1;1) for any non-negative real-valued function
f on 
.
An auxiliary maximum likelihood (AML-) estimator given X1;:::;Xn is de￿ned as
an element ^ pn 2 P(t;;D) such that
Ln(^ pn) = sup
p2P(t;;D)
Ln(p)
holds true. An AML-estimator given X1();:::;Xk() is an element ~ pk() 2 P(t;;D)
satisfying
Lk(; ~ pk()) = sup
p2P(t;;D)
Lk(;p):
In this section we investigate existence, uniqueness, consistency, rates of convergence,
and uniform central limit theorems of AML-estimators. The results obtained here go
beyond Nickl (2007) in three respects: First, we allow for auxiliary models P(t;;D)
where the lower bound for the densities, ; can be equal to 0. Second, we show that the
corresponding AML-estimators are uniquely de￿ned, thus leading to unique measurable
selections ^ pn and ~ pk(),  2 . Third, we prove that the results in Nickl (2007) on the
consistency of ^ pn and its rates of convergence in di￿erent Sobolev norms hold uniformly
over the parameter space for the AML-estimators ~ pk(),  2 . We further prove a
uniform Donsker-type theorem, which extends Theorem 3 in Nickl (2007) in so far that
the stochastic process f 7!


(~ pk()   p)fd, when indexed by   F for appropriate
classes F of functions, converges weakly in `1(  F) to a -Brownian bridge.
5.1 Existence of AML-estimators
In the following theorem we show that the AML-estimators de￿ned above exist and are
unique.
Theorem 6.
1. There exists a unique ^ pn 2 P(t;;D) such that
Ln(^ pn) = sup
p2P(t;;D)
Ln(p)
holds true. The resulting mapping ^ pn : 
n ! P(t;;D) is measurable with respect
to the -algebras B(
)n and B(P(t;;D);k  k
).
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2. For each  2 , there exists a unique ~ pk() 2 P(t;;D) such that
Lk(; ~ pk()) = sup
p2P(t;;D)
Lk(;p)
holds true. The resulting mapping ~ pk() : V k ! P(t;;D) is measurable with
respect to the -algebras Vk and B(P(t;;D);k  k
). Furthermore, if Assump-
tion R.1 is satis￿ed, then, for any ￿xed values of the underlying simulated variables,
 7! ~ pk() is continuous when viewed as a mapping from  into the metric space
(P(t;;D);k  k
).
Proof. Part 1: Let x1;:::;xn be ￿xed data points. The existence of a maximizer of Ln
follows from the facts that Ln is a continuous mapping on the compact space (P(t;;D);k
k
): see Proposition 2 and use Part 2(a) of Proposition 43 with F = P(t;;D). Denote
by S the consequently non-empty set of all p 2 P(t;;D) that maximize Ln. We have
to show that S has only one element. Since Ln is a concave function on the convex set
P(t;;D), we conclude from Lemma 59 that S is convex. If S is a subset of the Sobolev
sphere of radius D, then S is a singleton since the Sobolev norm k  kt;2, being a Hilbert
norm, is strictly convex. It remains to deal with the case when S is not contained in the
Sobolev sphere of radius D. We claim that S = fg then, and prove this claim in two
steps.
Step 1: We show that any p 2 S with Sobolev norm less than D equals . [In
particular, it will follow that  belongs to S and has Sobolev norm less than D.] To this
end, let p 2 S with kpkt;2 < D. Assume p 6= , so that there is some z 2 
 with p(z) > .
By continuity of p we may assume that z is di￿erent from any of the ￿nitely many
data points x1;:::;xn. We claim that there is a q 2 P(t;;D) such that q(x1) > p(x1)
and q coincides with p on the remaining (if any) observations, which will contradict the
maximizing property of p. The existence of q can be seen as follows: Choose " > 0
such that I := [z   2";z + 2"], U := (x1   2";x1 + 2"), and fx1;:::;xng n fx1g are
pairwise disjoint subsets of 
 and infx2I p(x) > . As A := [x1  ";x1 +"] is a closed set
contained in the open set U, there is a C1-function f : 
 ! R with values in [0;1] such
that fjA = 1 and fj
nU = 0. For every y 2 
, let
 f(y) =
(
f(y + x1   z) if y + x1   z 2 
,
0 otherwise;
so that  f is the translation of f by z   x1; and de￿ne g : 
 ! R by g = f    f.
Then g has values in [ 1;1], is contained in Wt
2(
) since it is C1, and integrates to
0. Since D   kpkt;2 > 0 and infx2I p(x)    > 0, we can ￿nd a scalar  > 0 such
that kgkt;2  D   kpkt;2 and   infx2I p(x)   . Let q = p + g and observe that
kqkt;2  kpkt;2 + kgkt;2  D. Further, q(x)   for every x 2 
, which can be seen by
distinguishing the two cases x 2 I and x 2 
 n I. For x 2 
 n I, we have that g(x)  0,
and so q(x)  p(x)  . If x 2 I, then q(x)  p(x)     p(x)   infx2I p(x) +   ,
where the lower inequality holds true because g(x)   1 for every x 2 
, the middle
inequality holds true by the choice of , and the upper one does so since x 2 I and
therefore p(x)   infx2I p(x)  0. It follows that q 2 P(t;;D). Since  > 0 and
g(x1) = 1, q(x1) > p(x1). Further, q coincides with p on the remaining (if any) data
points because g is 0 there. The existence of q contradicts the maximizing property of p,
and consequently p must be equal to .
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Step 2: We show that S cannot contain any element other than . For any q 2 S and
any , 0 <  < 1, take the convex combination s =  + (1   )q, which belongs to S
by the convexity of S. Observe that kskt;2 < D since kkt;2 < D by Step 1; hence s = 
by Step 1, implying that q = .
To see that ^ pn : 
n ! P(t;;D) is measurable, we want to apply Lemma A3 in
P￿tscher & Prucha (1997). Because Ln can possibly attain the value  1, we cannot
directly apply this lemma to Ln and so apply it to the real-valued function h(Ln) instead.
Here, h is de￿ned by
h(y) =
8
> <
> :
arctan(y) if y 2 R;
 
2 if y =  1;

2 if y = 1;
is a monotonous real-valued function, and hence respects maxima.
Part 2: For any ￿xed  2 , the same arguments as in Part 1 give unique maxi-
mizers ~ pk() of Lk(; ), resulting in a Vk-B(P(t;;D);k  k
)-measurable mapping. To
see that the mapping  7! ~ pk() is continuous as claimed, apply Lemma 60 with X = ,
Y = (P(t;;D);kk
), u(x;y) = Lk(;p), and v(x) = ~ pk(). Note that (P(t;;D);kk
)
is a compact metric space by Proposition 2 and that, under Assumption R.1, Lk(;p) is
continuous on   (P(t;;D);k  k
), as can be seen by applying Part 2(b) of Proposi-
tion 43 with F = P(t;;D).
Remark 7. (i) The previous proof in particular shows that if  < (
) 1, then ^ pn
must lie on the Sobolev sphere of radius D. If also (
) 1 < D2, then ^ pn cannot be
constant: Suppose indirectly that ^ pn is constant. It can only be equal to (
) 1 then,
and so k^ pnkt;2 = (
) 1=2. Since (
) 1 < D2 by hypothesis, it follows that ^ pn does not
belong to the Sobolev sphere of radius D, which is contradictory.
Similarly, if  < (
) 1, then, for every  2 , ~ pk() lies on the Sobolev sphere of
radius D. If also (
) 1 < D2, then ~ pk() cannot be constant.
(ii) The mapping ^ pn : 
n  
 ! R is B(
)n-measurable in the ￿rst and continuous
in the second argument. Since 
 is separable, ^ pn is consequently jointly measurable.
Similarly, the mappings ~ pk() : V k  
 ! R are jointly measurable for all  2 .
(iii) For any ￿xed data points x1;:::;xn, we have that ^ pn(xi) > 0 for i = 1;:::;n.
This follows from the observation that for the constant density (
) 1, which belongs
to P(t;;D), Ln((
) 1) = log(
) 1 >  1, whereas Ln(^ pn) =  1 if ^ pn(xi) = 0
for some i, 1  i  n, which would contradict the maximizing property of ^ pn. By an
analogous argument we have that, for every  2 , ~ pk()(xi) > 0 for i = 1;:::;n.
5.2 Consistency of AML-estimators
By the law of large numbers, Ln(f) and Lk(;f) converge a.s. to the respective expec-
tations of logf and logf((;)). These expectations will be important in studying the
limiting behaviour of ^ pn and ~ pk(). So let
L(f) =



logfdP
for any non-negative, measurable function f on 
, provided the integral is de￿ned; and
let
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L(;f) =

V
logf((;))d
for any  2  and any non-negative, measurable function f on 
, provided the integral
is de￿ned. If f 2 L1(
), then both functions are well-de￿ned and take their values in
[ 1;1). The restrictions of L(f) to P(t;;D) and of L(;f) to   P(t;;D) are
real-valued in case  > 0. We will make use of the following facts.
Proposition 8. L(p0) is well-de￿ned and satis￿es L(p0) >  1, provided Assumption D
holds. Similarly, for every  2 , L(;p) is well-de￿ned and satis￿es L(;p) >  1.
Proof. Observe that
L(p0) =

fx2
:p0(x)>0g
logp0 p0d
and that
L(;p) =

fx2
:p(x;)>0g
logp pd
by the change of variable theorem. It is thus su￿cient to show that

fx2
:p0(x)>0g
max( p0 logp0;0)d < 1
and 
fx2
:p(x;)>0g
max( p logp;0)d < 1:
For every x 2 
, we have the identities
max( p0(x)logp0(x);0) =
(
h(p0(x)) if 0 < p0(x)  1;
0 if p0(x) > 1;
and
max( p(x;)logp(x;);0) =
(
h(p(x;)) if 0 < p(x;)  1;
0 if p(x;) > 1;
where h(y) is de￿ned by h(y) =  y logy for every y 2 (0;1). The function h : (0;1) !
R can be continuously extended to [0;1) by setting h(0) = 0, and consequently is
bounded on the compact interval [0;1]: It follows that max( p0 logp0;0) is bounded
on fx 2 
 : p0(x) > 0g and that max( p logp;0) is bounded on fx 2 
 : p(x;) > 0g.
This completes the proof.
Lemma 9.
1. If Assumptions D and D.1 are satis￿ed, then p0 is the unique maximizer of the
function L(p) over P(t;;D).
2. If Assumption P.1 is satis￿ed, then p is the unique element of P(t;;D) satisfying
L(;p) = sup
p2P(t;;D)
L(;p):
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Proof. Part 1: For any p 2 P(t;;D) that is distinct from p0, use that p and p0 are
continuous functions on 
 to verify that the set
fx 2 
 : p0(x) > 0g \ fx 2 
 : p(x) 6= p0(x)g
has positive P-probability. We may therefore apply the strict version of Jensen’s inequal-
ity to see that
L(p)   L(p0) =



logpdP  



logp0 dP
=

fx2
:p0(x)>0g
log
p
p0
dP
< log

fx2
:p0(x)>0g
p
p0
dP
 0:
Note that in view of Proposition 8, the expression L(p)   L(p0) is well-de￿ned.
Part 2: Fix  2 . Note that
L(;p) =

fx2
:p(x;)>0g
logppd
by the change of variable theorem. Part 2 now follows by the same arguments as in
Part 1, with p0 replaced by p.
Remark 10. We note that maximizing L() over P(t;;D) is equivalent to minimizing
the Kullback-Leibler distance
dKL(p0;p) =

fx2
:p0(x)>0g
log
p0
p
p0d
in p 2 P(t;;D). Similarly, maximizing L(; ) over P(t;;D) is equivalent to minimizing
dKL(p;p) =

fx2
:p(x;)>0g
log
p
p
pd
in p 2 P(t;;D).
Theorem 11.
1. Let Assumptions D and D.1 be satis￿ed. Then we have that
lim
n!1k^ pn   p0ks;2 = 0 a.s.
for every s such that 0  s < t. In particular,
lim
n!1k^ pn   p0k
 = 0 a.s.
2. Let Assumption P.1 be satis￿ed. Then, for every  2 :
lim
k!1
k~ pk()   pks;2 = 0 a.s.
for every s such that 0  s < t; in particular,
lim
k!1
k~ pk()   pk
 = 0 a.s.
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3. Let Assumptions P.1, P.2, and R.1 be satis￿ed. Then we have that
lim
k!1
sup
2
k~ pk()   pks;2 = 0 a.s.
for every s such that 0  s < t. In particular,
lim
k!1
sup
2
k~ pk()   pk
 = 0 a.s.
Proof. Part 1: In view of Part 3 of Proposition 1, we may restrict ourselves to the case
1=2 < s < t. By Kolomogorov’s strong law of large numbers we have that
lim
n!1jLn(p0)   L(p0)j = 0 a.s. (4)
[Note that jL(p0)j < 1 by Proposition 8 and Assumption D.1. Furthermore, this shows
that the random variables logp0(Xi) are a.s. real-valued.] Let "l be positive real numbers
that converge monotonously to 0. Apply the uniform law of large numbers in Part 5(a)
of Proposition 43 with F = fp + "l : p 2 P(t;;D)g to see that
lim
n!1 sup
p2P(t;;D)
jLn(p + "l)   L(p + "l)j = 0 a.s. (5)
for every l 2 N. The event where the statements in (4) and (5) hold true has probability
1. In the following arguments we ￿x an arbitrary element of this event.
We prove that k^ pn  p0ks;2 converges to 0 by showing that any subsequence of ^ pn has
some subsequence converging to p0 in the Sobolev norm kks;2. To this end, let ^ pn0 be a
subsequence of ^ pn. Because P(t;;D) is compact in Ws
2(
) by Proposition 2, there is a
subsequence ^ pn00 of ^ pn0 and some p 2 P(t;;D) such that k^ pn00   pks;2 converges to 0.
We claim that p = p0, which will complete the proof of Part 1:
Use Assumption D.1, the de￿nition of ^ pn00 as maximizer, and the monotonicity of the
logarithm to obtain
Ln00(p0)  Ln00(^ pn00)  Ln00(^ pn00 + "l)
 L(^ pn00 + "l) + sup
p2P(t;;D)
jLn00(p + "l)   L(p + "l)j: (6)
The ￿rst term on the r.h.s. of (6) converges to L(p + "l) since k^ pn00   pks;2, hence also
k^ pn   pk
, converges to 0 and L( + "l) is sup-norm continuous on P(t;;D) by Part
4(a) of Proposition 43. Recall that the sup on the r.h.s. of (6) goes to 0, and that Ln00(p0)
converges to L(p0). It follows that
L(p0)  L(p + "l): (7)
Since "l converges monotonously to 0, the sequence of functions log(p + "l) is monoto￿-
nously non-increasing with pointwise limit log p, and is bounded above by the integrable
function log(p + "1). Using the theorem of monotone convergence and (7), we conclude
that L(p0)  L(p). Hence, p = p0 by Part 1 of Lemma 9.
Part 2: For ￿xed  2 , Part 2 follows by the same arguments as in Part 1, with p0
replaced by p.
Part 3: In view of Part 3 of Proposition 1, we may restrict ourselves to the case
1=2 < s < t. Let  = inf
 p(x;). By hypothesis,  > 0, and so we may apply the
uniform law of large numbers in Part 5(b) of Proposition 43 with F = P(t;;D) to get
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lim
k!1
sup
P(t;;D)
jLk(;p)   L(;p)j = 0 a.s.
Let "l be positive real numbers that converge monotonously to 0. For each l 2 N,
the uniform law of large numbers stated in Part 5(b) of Proposition 43, with F =
fp + "l : p 2 P(t;;D)g, implies that
lim
k!1
sup
2
sup
p2P(t;;D)
jLk(;p + "l)   L(;p + "l)j = 0 a.s.
The event where all statements in the last two displays hold true has probability 1. In
the following arguments we ￿x an arbitrary element of this event.
To simplify notation, set ck = sup2 k~ pk()   pks;2. We claim that ck converges to
0. Assume this is not true. Then there is some  > 0 such that for every k 2 N there are
k0 2 N, k0  k, and k0 2  that satisfy
k~ pk0(k0)   pk0ks;2 > : (8)
By compactness of  and compactness of P(t;;D) as a subset of Ws
2(
), we ￿nd a
subsequence ~ pk00(k00) of ~ pk0(k0) such that k00 converges to  for some  2 , and
k~ pk00(k00) pks;2 converges to 0 for some p 2 P(t;;D). So, if p equals p (which we
verify below), then k~ pk00(k00) pks;2 converges to 0. Consequently, k~ pk00(k00) pk00ks;2
converges to 0 because pk00 converges to p in (P(t;;D);k  ks;2) in view of Part 1 of
Proposition 5 and Remark 4. This is in contradiction to (8) and therefore in contradiction
to the assumption that ck does not converge to 0.
It remains to show that p equals p. Use Assumption P.1, the de￿nition of ~ pk00(k00)
as maximizer, and the monotonicity of the logarithm to obtain
Lk00(k00;pk00)  Lk00(k00; ~ pk00(k00))
 Lk00(k00; ~ pk00(k00) + "l)
 L(k00; ~ pk00(k00) + "l) (9)
+sup
2
sup
p2P(t;;D)
jLk00(;p + "l)   L(;p + "l)j:
The ￿rst term on the r.h.s. of (9) converges to L(;p + "l) since k00 converges to ,
k~ pk00(k00)   pks;2, hence also k~ pk00(k00)   pk
, converges to 0, and L(;  + "l) is a
continuous function on (P(t;;D);kk
) by Part 4(b) of Proposition 43. Recall that
the sup on the r.h.s. of (9) goes to 0. Further, the sup on the r.h.s. of the inequality
jLk00(k00;pk00)   L(;p)j
 sup
P(t;;D)
jLk00(;p)   L(;p)j + jL(k00;pk00)   L(;p)j
converges to 0. The second term on the r.h.s. goes to 0 as k00 converges to , kpk00  
pks;2, hence also kpk00   pk
, converges to 0, and L(;p) is a continuous function on
  (P(t;;D);k  k
) by Part 4(b) of Proposition 43. Hence, the l.h.s. of (9) goes to
L(;p). It follows that
L(;p)  L(;p + "l): (10)
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Since "l converges monotonously to 0, the sequence of functions log(p + "l)((;))
is monotonously non-increasing with pointwise limit log p((;)), and is bounded
above by the integrable function log(p + "1)((;)). Using the theorem of monotone
convergence and (10), we conclude that L(;p)  L(;p). Hence, p = p by Part
2 of Lemma 9.
Remark 12. (i) Under the additional assumption Z, Part 1 of Theorem 11 is a direct
consequence of Proposition 6 in Nickl (2007).
For later use we note the following:
(ii) Let Assumptions D and D.1 be satis￿ed, and infx2
 p0(x) >  for some   0. It
follows from Part 1 of Theorem 11 that there are events An 2 B(
)n that have probability
tending to 1 as n ! 1 on which infx2
 ^ pn(x) >  holds true.
(iii) Let Assumptions P.1 and R.1 be satis￿ed, and inf
 p(x;) >  for some   0.
It follows from Part 3 of Theorem 11 that there are events Bk 2 Vk that have probability
tending to 1 as k ! 1 on which inf2 infx2
 ~ pk()(x) >  holds true.
5.3 Rates of convergence for AML-estimators
The main result (Theorem 17) in this section is a uniform Donsker-type theorem for
AML-estimators. It states that the stochastic process f 7!
p
k


(~ pk()   p)fd, when
indexed by F for appropriate classes F of functions, converges weakly in `1(F)
to a -Brownian bridge. An important step in proving this result is to establish rates of
convergence for ~ pk() in di￿erent Sobolev norms that hold uniformly over .
5.3.1 Rates of convergence in Sobolev norms
Rates of convergence (in certain norms) for non-parametric M-estimators, such as AML-
estimators, can be obtained in several distance measures by controlling the di￿erence
between the de￿ning random objective function and its limiting counterpart. Following
the idea of van de Geer (1993), this di￿erence can be viewed as an empirical process over
a certain class of functions, thus allowing to control its size by applying results from the
theory of empirical processes. Along these lines, it was shown in Nickl (2007) that
k^ pn   p0ks;2 = O
P(n (t s)=(2t+1))
for every 0  s  t, provided Assumptions Z, D, and D.1 hold. Clearly, for each  2 ,
an analogous result can immediately be obtained for k~ pk()   pks;2 from the result of
Nickl (2007), but we will need the same rates to hold uniformly over the parameter space
. This leads to the problem of bounding an expression of the form
E sup
F

 
p
k(Lk(;f)   L(;f))

 ; (11)
where F is some speci￿c class of functions on 
 and E is the outer expectation. Letting
F = ff((;)) :  2 ; f 2 Fg;
(11) can be rewritten as
E

 
p
k(k   )

 
F
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and then can be bounded by the bracketing metric integral of F (cf. Theorem 58). Thus,
we are led to investigate the L2()-bracketing metric entropy of F. We start with a
lemma.
Lemma 13. Let  be a bounded, open interval in R. Let F be a bounded subset of the
Sobolev space Ws
2() of order s > 1=2. Then the sup-norm metric entropy of F satis￿es
the inequality
H(";F;Ws
2();k  k) . " 1=s
for all " > 0. Furthermore, F is uniformly Donsker.
Proof. [See Nickl & P￿tscher (2007) for a de￿nition of the following spaces: Bs
2;2(R),
Bs
2;2(R)j, and Bs
2;2(R;hxi).] Since Bs
2;2(R)j coincides with Ws
2() up to equiva-
lent norms (cf. Proposition 3.4.2 in Triebel, 1983), and since the restriction mapping
Bs
2;2(R) ! Bs
2;2(R)j is a retraction by Theorem 4.2.2 in Triebel (1995), we obtain a
section  : Ws
2() ! Bs
2;2(R). Consequently, (F) is bounded in Bs
2;2(R). Now, let h
be a C1-function on R with compact support such that h(x) = 1 for x 2 , and de￿ne
F0 = fh(f) : f 2 Fg. [Note that such a function exists since  is bounded.] Making
use of the fact that Bs
2;2(R) is a multiplication algebra, we conclude that F0 is bounded
in Bs
2;2(R;hxi) for any  2 R, hence in particular for  > s   1=2. By the choice of h,
F = F0j, and so
H(";F;Ws
2();k  k) = H(";F0j;Ws
2();k  k)
 H(";F0;Bs
2;2(R);k  kR) . " 1=s;
where the last inequality follows from Part 1 of Theorem 1 in Nickl & P￿tscher (2007).
To prove the uniform Donsker property of F, we verify the premises of Theorem 2.8.4
in van der Vaart & Wellner (1996): The envelope condition is trivially satis￿ed since F
has a constant measurable envelope, whereas the condition on the convergence of the
bracketing integral is a direct consequence of the ￿rst part of the lemma, upon noting
that, by boundedness of F in Ws
2(
), H(";F;Ws
2(
);k  k) is 0 for " large enough.
Proposition 14. Let F be a bounded subset of some Sobolev space Ws
2(
) of order
s > 1=2.
1. De￿ne the class of functions
F = ff((;)) :  2 ; f 2 Fg:
If Assumption R.2 holds, then the L2()-bracketing metric entropy of F satis￿es
the inequality
H[ ](";F;k  k2;) . " 1=s (12)
for all " > 0. Furthermore, F is -Donsker.
2. Let the elements of F be bounded below by some  > 0. De￿ne the class of functions
logF = flogf((;)) :  2 ; f 2 Fg:
If Assumption R.2 holds, then the L2()-bracketing metric entropy of logF satis-
￿es the inequality
H[ ](";logF;k  k2;) . " 1=s
for all " > 0.
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Proof. Part 1: We have that
sup
f2F
jf((v;0))   f((v;))j  Lsj(v;0)   (v;)jmin(s 1=2;1)
(for some Ls > 0)
 LsR(v)k0   k min(s 1=2;1)
for all v 2 V and all ;0 2 , where we made use of Assumption R.2 and the fact
that F is a bounded subset of Cmin(s 1=2;1)(
) (see Part 2 of Proposition 1). A cover
of F is obtained from suitable covers of  and F in the following way: Fix " > 0 and
set (") = ("=Ls)1=, where  :=  min(s   1=2;1). To cover the space , note that
it is contained in an m-cube of edge length l and thus in the union of dl
p
m=(")em-
many closed balls B(i;(")) with centers i 2  and Euclidean radius ("). [Here,
dl
p
m=(")e denotes the smallest integer not less than l
p
m=(").] To cover F, we take
N(";F;Ws
2(
);k  k
)-many sup-norm closed balls [fj   2";fj + 2"] of radius 2" whose
centers fj already belong to F. [Note that this can always be achieved.] We claim that
the family of brackets

[fj((;i))   R()"   2";fj((;i)) + R()" + 2"] : (13)
i = 1;:::;dl
p
m=(")em; j = 1;:::;N(";F;Ws
2(
);k  k
)

is a cover of F. To prove this claim, let h 2 F, that is, h = f((;)) for some
 2  and f 2 F, implying that there are indices i;j such that  2 B(i;(")) and
f 2 [fj   2";fj + 2"]. Consequently,
h 2 [fj((;))   2";fj((;)) + 2"]:
Now,
h(v)  fj((v;)) + 2"  fj((v;i)) + jfj((v;))   fj((v;i))j + 2"
 fj((v;i)) + R(v)" + 2"
for all v 2 V , where the last inequality follows from the ￿rst display in the proof and the
choice of ("). Similarly,
fj((v;i))   R(v)"   2"  h(v):
Making use of Assumption R.2 and the norm inequality

V jfjd  kfk2;, the L2()-
bracketing size of any of the brackets in (13) can be bounded by " times a constant that
only depends on R() and . This leads to the relationship
N[ ](";F;k  k2;)  max(1;2mlmp
m
mLm=
s " m=)N(";F;Ws
2(
);k  k
)
between the L2()-bracketing number of F and the sup-norm covering number of F.
Apply Lemma 13 with  = 
 to get
H[ ](";F;k  k2;) . 1 + max(0;log" 1) + " 1=s:
It remains to show that H[ ](";F;kk2;) can be bounded by " 1=s up to some constant
not depending on ". To this end, we piece together the following observations: First,
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since F is bounded with respect to k  k2;, it can be covered by a single bracket for
" > "2 for some suitable "2 > 0; hence H[ ](";F;kk2;) = 0 for " > "2. Second, there is
an "1 > 0 such that " 1=s dominates 1 and max(0;log" 1) on (0;"1). Note ￿nally that 1
and max(0;log" 1) can be dominated by some multiple of " 1=s on the compact interval
["1;"2] by monotonicity of the involved functions.
Since F  L2(V;V;), it follows from Ossiander’s central limit theorem (see Theo-
rem 7.2.1 in Dudley, 1999) that F is -Donsker.
Part 2: For any ￿xed " > 0, we take for F the cover given in (13). Since the
elements of F are bounded below by , the set of modi￿ed brackets

[max(;fj((;i))   R()"   2");fj((;i)) + R()" + 2"] :
i = 1;:::;dl
p
m=(")em; j = 1;:::;N(";F;Ws
2(
);k  k
)

still covers F. [Note that infx2
 fj(x)   together with R(v) > 0 and " > 0 implies
that
fj((v;i)) + R(v)" + 2" > max(;fj((v;i))   R(v)"   2")
for all v 2 V .] Hence, by monotonicity of the logarithm and since  > 0, the brackets
[logmax(;fj((;i))   R()"   2");log(fj((;i)) + R()" + 2")];
i = 1;:::;bl
p
m=(")cm, j = 1;:::;N(";F;Ws
2(
);k  k
), cover logF. Making use
of the fact that the logarithm is Lipschitz on [;1) with Lipschitz constant  1, the
L2()-bracketing size of any bracket of the form
[logmax(;fj((;i))   R()"   2");log(fj((;i)) + R()" + 2")]
can be bounded by  1 times the L2()-bracketing size of the corresponding bracket
[fj((;i))   R()"   2";fj((;i)) + R()" + 2"]:
Since these brackets are used to establish that
H[ ](";F;k  k2;) . " 1=s
in Part 1, the proof is complete.
Part 1 of Proposition 14 provides a general condition under which the L2()-bracketing
metric entropy of F can be bounded by some negative power of its L2()-bracketing
size. In special situations, though, F itself can be identi￿ed as a bounded subset of
some Sobolev space of order greater than 1=2. Lemma 13 can then be directly applied to
F and (up to some constant not depending on the L2()-bracketing size) leads to the
same bound for the L2()-bracketing metric entropy. This is exempli￿ed in the following
proposition.
Proposition 15. Assume that inf
 p(x;) > 0 and sup
 p(x;) < 1: Let (V;V;)
be the unit interval (0;1) together with its Borel -algebra and Lebesgue measure . Take
(v;) to be the quantile function F 1(v;), where F(v;) :=

fx2
:xvg p(x;)d(x).
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Then, for any bounded subset F of some Sobolev space Ws
2(
) of order s such that 1=2 <
s < 1, the class of functions
F := ff(F 1(;)) :  2 ; f 2 Fg
satis￿es the inequality
H[ ](";F;k  k2;) . " 1=s
for all " > 0. Furthermore, F is -Donsker.
Proof. Let  = inf
 p(x;) and B = sup
 p(x;). We ￿rst show that
jF 1(u;)   F 1(v;)j   1ju   vj (14)
for all u;v 2 (0;1) and  2 . To this end, observe that the densities p are everywhere
positive, and so the c.d.f.s F(;) are invertible mappings from 
 to (0;1). For u;v 2
(0;1) such that u 6= v we then have
jF 1(u;)   F 1(v;)j
ju   vj
=

jF(x;)   F(y;)j
jx   yj
 1
for unique x;y 2 
. By the mean-value theorem, the r.h.s. of the previous display is equal
to 1=p(z;) for some z on the line segment joining x and y, and can thus be bounded by
 1.
Since 1=2 < s < 1, the squared Sobolev norm of any f(F 1(;)) in F can be
bounded as follows:

(0;1)
f(F 1(v;))2dv +

(0;1)

(0;1)
jf(F 1(u;))   f(F 1(v;))j2
ju   vj1+2s dudv


(0;1)
f(F 1(v;))2dv +  1 2s


(0;1)

(0;1)
jf(F 1(u;))   f(F 1(v;))j2
jF 1(u;)   F 1(v;)j1+2s dudv
(by (14))
=



f(x)2p(x;)dx
+ 1 2s






jf(x)   f(y)j2
jx   yj1+2s p(x;)p(y;)dxdy
(by Tonelli’s and the change of variables theorem)
 B



f(x)2dx +  1 2sB2






jf(x)   f(y)j2
jx   yj1+2s dxdy
Since F is a bounded subset of Ws
2(
) by hypothesis, it follows that F is bounded in
Ws
2(0;1). Apply Lemma 13 with  = (0;1) to F to complete the proof.
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Theorem 16.
1. Let Assumptions P.1, R.2, and Z be satis￿ed. Then
sup
2
k~ pk()   pks;2 = O
(k (t s)=(2t+1)) as k ! 1
for every 0  s  t.
2. Consider the auxiliary model P(t;;D) with  = 0. Let Assumptions P.1, P.2, and
R.2 be satis￿ed. Then
sup
2
k~ pk()   pks;2 = O
(k (t s)=(2t+1)) as k ! 1
for every 0  s  t.
Proof. Part 1: We ￿rst prove the case when s = 0. To this end, we verify the conditions
of Theorem 54 with (;A;P) = (V N;VN;N), S = , T = P(t;;D), d(p;q) = kp qk2,
Hk(s;t) = Lk(;p), H(s;t) = L(;p), ^ tk(s) = ~ pk(), and t(s) = p. Condition (54) is
clear by de￿nition of the AML-estimators ~ pk(). Condition (52) follows from the second-
order Taylor expansion of L(; ) around the density p:
L(;p)   L(;p) = DL(;p)(p   p) +
1
2
D2L(;  p)(p   p;p   p)
=



p   p
p
pd  
1
2



(p   p)2
 p2 pd
(by Proposition 45)
  
1
2
C 2
t D 2 kp   pk2
2;
where  p is some density on the line segment joining p and p; note that  p 2 P(t;;D)
by convexity of this set, and hence satis￿es k pk
  CtD. This proves Condition (52) in
Theorem 54 with C = 2 1C 2
t D 2 and  = 2, both constants being independent of 
and p.
Next is the veri￿cation of Condition (53). Letting
G = flogp((;))   logp((;)) :  2 ; p 2 P(t;;D); kp   pk2  g
for  > 0, the expression
E sup
2
sup
p2P(t;;D);
kp pk2
 

p
k(Lk   L)(;p)  
p
k(Lk   L)(;p)
 

can be viewed as
E

 
p
k(k   )

 
G
:
So we are led to deriving an upper bound for the expected variation of the stochastic
process
p
k(k   ) over the class of functions G. For this, we verify the premises of
Theorem 58: the boundedness of G with respect to the sup-norm as well as the L2()-
norm. By Assumption Z, the logarithm is Lipschitz on [;1) with Lipschitz constant
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 1. Use this to see that G is bounded by B := 2 1CtD in the sup-norm and by
() :=  1C
1=2
t D1=2 in the L2()-norm, so that
E
 

p
k(k   )
 

G
 (1696 + 64
p
2)I[ ](();G;k  k2;)

1 +
B
()2p
k
I[ ](();G;k  k2;)

in view of Theorem 58. Since
G  flogp((;))   logp((;)) :  2 ; p 2 P(t;;D)g
 flogp((;)) :  2 ; p 2 P(t;;D)g
 flogp((;)) :  2 ; p 2 P(t;;D)g;
we have that
N[ ](";G;k  k2;)  N[ ](";flogp((;)) :  2 ; p 2 P(t;;D)g;k  k2;)2:
Use this inequality and apply Part 2 of Proposition 14 with s = t and F = P(t;;D) to
get
I[ ](();G;k  k2;) . I[ ](();logF;k  k2;)
.

(0;()]
p
1 + " 1=t d"
. max(();

(0;()]
" 1=2t d")
. max(;1 1=2t):
Hence there is some constant L, 0 < L < 1, such that
E

 
p
k(k   )

 
G
 Lmax(;1 1=2t)
"
1 +
max(;1 1=2t)
2p
k
#
holds for all  > 0. Write 'k() for the r.h.s. of the last display and note that  7!
 'k() is non-increasing for  = 1. This establishes Condition (53) in Theorem 54.
Condition (55), with  = 2, is satis￿ed for rk = kt=(2t+1). This gives the desired rate
and completes the proof in case s = 0.
In case 0 < s  t, we make use of the fact that sup2 k~ pk()   pkt;2  2D, and of
the interpolation inequality
kfks;2  Cs;t kfk
s=t
t;2 kfk
(t s)=t
2
for f 2 Wt
2(
), where Cs;t > 0; see Theorem 1.9.6 and Remark 1.9.1 in Lions & Magenes
(1972).
Part 2: The case s = t is clear in view of Assumption P.1 and the de￿nition of ~ pk(),
so assume 0  s < t. Choose  > 0 such that inf
 p(x;) > . Then, by Remark 12(ii),
there are events that have probability tending to 1 on which inf2 infx2
 ~ pk()(x) > 
holds true. Since P(t;;D)  P(t;;D), we have that on these events ~ pk() coincides
with the AML-estimators over the auxiliary model P(t;;D). Part 2 now follows from
Part 1.
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5.3.2 A uniform Donsker-type theorem for AML-estimators
It was shown in Nickl (2007) that, under Assumptions Z, D, and D.3, the stochastic
process f 7!
p
n


(^ pn   p0)fd, when indexed by a bounded subset F of some Sobolev
space of order s > 1=2, converges weakly in `1(F) to a centered Gaussian process. Of
course, this result immediately gives that, for every ￿xed  2 , f 7!
p
k


(~ pk()  
p)fd converges weakly in `1(F). It is therefore natural to ask whether there can even
be obtained a weak limit theorem for the stochastic process (;f) 7!
p
k


(~ pk() p)fd
in the space `1(  F). This question will be answered in the positive by the following
theorem.
Theorem 17. Let Assumptions P.3, R.2, and Z be satis￿ed. Let F be a non-empty
bounded subset of some Sobolev space Ws
2(
) of order s > 1=2. Then the following
statements hold true:
1. For all j > 1=2,
sup
2
sup
f2F

 

p
k



(~ pk()   p)fd  
p
k(k   )f((;))

 

= o
(k (min(s;t) j)=(2t+1)) as k ! 1;
in particular,
sup
2
sup
f2F

 

p
k



(~ pk()   p)fd  
p
k(k   )f((;))

 
 = o
(1) as k ! 1:
2. Let
F = ff((;)) :  2 ; f 2 Fg:
Then there exists a -Brownian bridge G indexed by F, that is, G is a centered
Gaussian process indexed by F, which is measurable as a mapping with values in
`1(F), and has covariance function
Cov[G(f((;)));G(g((;0)))]
=

V

f((;))  

V
f((;))d

g((;0))  

V
g((;0))d

d
and bounded sample paths that are uniformly continuous with respect to the pseudo-
metric
d(f((;));g((;0)))
=
"
V

f((;))   g((;0))  

V
(f((;))   g((;0)))d
2
d
#1=2
;
such that the stochastic process (;f) 7!
p
k

V (~ pk() p)fd converges weakly to
G(;f) in `1(  F), where G(;f) := G(f((;))) for every  2  and every
f 2 F, and G(; ) is measurable as a mapping with values in `1(  F).
3. We have that
sup
2
sup
f2F

 

p
k



(~ pk()   p)fd


  = O
(1) as k ! 1:
355 AUXILIARY MAXIMUM LIKELIHOOD ESTIMATORS
Proof. Part 1: The proof strategy for Part 1 is taken from Nickl (2007).
Step 1: We ￿rst consider the case s  t. By Part 3 of Proposition 1, F is then
a bounded subset of Wt
2(
) and therefore contained in Ut;B for some B, 0 < B < 1.
W.l.o.g. we may therefore assume that F equals Ut;B.
We de￿ne (f) = (f  


 fpd)p for any function f 2 Wt
2(
). Then, for every
 2  and f 2 F,
k(f)kt;2  Mt
 
 f  



fp d
 
 
t;2
kpkt;2
(by Part1 of Proposition 1)
 MtD
"
kfkt;2 +

 




fp d

 

t;2
#
(since p 2 P(t;;D))
 MtDB(1 + Ctk1kt;2)
(since F = Ut;B)
 MtDB(1 + Ct(
)1=2) < 1:
Hence,
sup
2
sup
f2F
k(f)kt;2  MtDB(1 + Ct(
)1=2) < 1: (15)
From Proposition 45 we obtain the relations



(~ pk()   p)fd =  D2L(;p)(~ pk()   p;(f))
(k   )f((;)) = DLk(;p)((f));
so that

(~ pk()   p)fd   (k   )f((;))
=  D2L(;p)(~ pk()   p;(f))   DLk(;p)((f)): (16)
Applying the pathwise mean-value theorem to the function DLk(; )((f)) gives
DLk(; ~ pk())((f)) = DLk(;p)((f)) + D2Lk(;  pk())(~ pk()   p;(f));
where  pk() = (;f)~ pk() + (1   (;f))p for some (;f) 2 (0;1). Hence
D2L(;p)(~ pk()   p;(f))
= (D2L(;p)   D2Lk(;  pk()))(~ pk()   p;(f))
+D2Lk(;  pk())(~ pk()   p;(f))
= (D2L(;p)   D2Lk(;  pk()))(~ pk()   p;(f))
+DLk(; ~ pk())((f))   DLk(;p)((f))
= (D2L(;p)   D2L(;  pk()))(~ pk()   p;(f))
+(D2L(;  pk())   D2Lk(;  pk()))(~ pk()   p;(f))
+DLk(; ~ pk())((f))   DLk(;p)((f));
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which together with (16) leads to the following inequality:
sup
2
sup
f2F

 




(~ pk()   p)fd   (k   )f((;))

 

 sup
2
sup
f2F

(D2L(;p)   D2L(;  pk()))(~ pk()   p;(f))


+sup
2
sup
f2F
 (D2L(;  pk())   D2Lk(;  pk()))(~ pk()   p;(f))
 
+sup
2
sup
f2F
jDLk(; ~ pk())((f))j
= I + II + III:
To complete the proof of Part 1 when s  t, we ￿rst consider only j such that 1=2 < j < t,
and derive bounds for each of the above expressions.
Bound for I: Use Proposition 45 to compute Expression I and then bound it by
2 3CtDsup
2
sup
f2F
[k(f)k2 k( pk()   p)(~ pk()   p)k2]
(by the Cauchy-Schwarz inequality)
= 2 3CtDsup
2
sup
f2F

k(f)k2 (;f)k~ pk()   pk2
2

(since  pk() = (;f)(~ pk()   p))
 2 3CtMtD2B(1 + Ct(
)1=2) sup
2
k~ pk()   pk2
2
(by (15)):
Part 1 of Theorem 16 implies that the r.h.s. of the last display, and hence Expression I,
is O
(k 2t=(2t+1)).
Bound for II: Clearly,
II  sup
2
k~ pk()   pkj;2 sup
P(t;;D)
 D2L(;p)   D2Lk(;p)


Uj;1f(f):2;f2Fg :
The ￿rst supremum in the last display is O
(k (t j)=(2t+1)) by Part 1 of Theorem 16.
Since the set f(f) :  2 ; f 2 Fg is bounded in W
j
2(
) by (15) and Part 3 of
Proposition 1, and Uj;1 is so too, the second supremum in the last display is O(k 1=2) by
Proposition 46, when applied with  = 2, H1 = Uj;1, and H2 = f(f) :  2 ; f 2 Fg.
Hence, Expression II is O
(k (t j)=(2t+1) 1=2).
Bound for III: Let
 = D   sup
2
kpkt;2;
which is positive by Assumption P.3,
Ut;;0 =

w 2 Wt
2(
) : kwkt;2  ;



wd = 0

;
and
~ hk(w;;") = "(p + w) + (1   ")~ pk() for w 2 Wt
2(
) and 0 < "  1.
We show that, on events that have probability tending to 1, the inclusion
f~ hk(w;;") :  2 ; w 2 Ut;;0g  P(t;;D)
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holds for every ", 0 < "  ", where " is non-random and does not depend on k. First,

 ~ hk(w;;")

 
t;2
 D
by the triangle inequality. Second, by Assumption P.3, there is a  > 0 such that
inf
 p(x;) >  +  holds. By Remark 12(iii), inf
 ~ pk(x;) >  +  on events
that have probability going to 1. On these events, ~ hk(w;;")   +    "Ct (use that
w   kwk
   Ctkwkt;2   Ct), and therefore ~ hk(w;;")   if only " > 0 satis￿es
"  " := =Ct. Note that ~ hk(w;;") integrates to 1 since


 wd = 0.
Next, de￿ne s : Wt
2(
) ! Wt
2(
) by
s(f) =
(
fkfk 1
t;2 if f 6= 0;
0 otherwise.
Note that fs((f)) :  2 ; f 2 Fg  Ut;;0. Since ~ pk() maximizes Lk(; ) over the
auxiliary model P(t;;D) and, for all " such that 0 < "  ", ~ hk(s((f));;") belongs
to P(t;;D) on events that have probability tending to 1, we conclude that on these
events
DLk(; ~ pk())(p   ~ pk() + s((f)))  0
holds for all  2  and f 2 F (see the erratum to Nickl, 2007). This implies
DLk(; ~ pk())(s((f)))  DLk(; ~ pk())(~ pk()   p)
= (DLk(; ~ pk())   DL(;p))(~ pk()   p)
for all  2  and f 2 F, where the equality is true since DL(;p)(~ pk()   p) = 0, as
can be seen using Proposition 45. Since Ut;;0 also contains  s((f)), we can replace
the l.h.s. in the last display by its absolute value. Hence
sup
2
sup
f2F
jDLk(; ~ pk())(s((f)))j
 sup
2
j(DLk(; ~ pk())   DL(; ~ pk()))(~ pk()   p)j
+sup
2
j(DL(; ~ pk())   DL(;p))(~ pk()   p)j
 sup
2
k~ pk()   pkj;2 sup
P(t;;D)
kDLk(;p)   DL(;p)kUj;1
+ 1 sup
2
k~ pk()   pk
2
2 ;
where we used Proposition 45. Use Part 1 of Theorem 16 and Proposition 46 with  = 1
and H1 = Uj;1 to conclude that the r.h.s. of the last display is
O
(k (t j)=(2t+1) 1=2) + O
(k 2t=(2t+1));
hence O
(k (t j)=(2t+1) 1=2) as j > 1=2. Together with (15) and the de￿nition of s()
this results in
III = O
(k (t j)=(2t+1) 1=2):
The above bounds imply that
sup
2
sup
f2F

 

p
k



(~ pk()   p)fd  
p
k(k   )f((;))
 
  = O
(k (t j)=(2t+1))
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for every j, 1=2 < j < t, and hence a fortiori for all j > 1=2. Consequently, the expression
on the l.h.s. in the last display is o
(k (t j)=(2t+1)) for all j > 1=2, hence in particular
o
(1) as k ! 1. This completes the proof of Part 1 when s  t.
Step 2: We now consider the case when 1=2 < s < t, and assume w.lo.g. that F = Us;B
for some B, 0 < B < 1. In the proof of Proposition 1 in Nickl (2007) there are de￿ned
approximating sequences uk(f) 2 Wt
2(
) for all f 2 F, with the following properties:
sup
f2F
kuk(f)kt;2 = O(k(t s)=(2t+1)) as k ! 1; (17)
where supf2F kuk(f)kt;2 is real for every k 2 N; and, for every r, 0  r < s,
sup
f2F
kf   uk(f)kr;2 = O(k (s r)=(2t+1)) as k ! 1: (18)
We have that
sup
2
sup
f2F
 
 
p
k



(~ pk()   p)fd  
p
k(k   )f((;))
 
 
 sup
2
sup
f2F
 
 
p
k



(~ pk()   p)(f   uk(f))d
 
 
+sup
2
sup
f2F
 

p
k(k   )(f((;))   uk(f)((;)))
 

+sup
2
sup
f2F

 

p
k



(~ pk()   p)uk(f)d  
p
k(k   )uk(f)((;))

 

= IV + V + VI:
To complete the proof of Part 1 when 1=2 < s < t, we choose an arbitrary j0 such that
1=2 < j0 < min(j;s), where j is as in the theorem, and derive bounds for each of the
above expressions.
Bound for IV: By using (18), with r = 0, and Part 1 of Theorem 16,
IV 
p
k sup
f2F
kf   uk(f)k2 sup
2
k~ pk()   pk2
(by the Cauchy-Schwarz inequality)
= O
(k (s 1=2)=(2t+1)):
Bound for V: Observe that
V = sup
2
sup
f2F

 
p
k(k   )(f   uk(f))((;))

 
 sup
2
sup
h2Uj0;1
 

p
k(k   )h((;))
 
  sup
f2F
kf   uk(f)kj0;2
= k
p
k(k   )kU
j0;1 sup
f2F
kf   uk(f)kj0;2; (19)
where
U
j0;1 =

h((;)) :  2 ; h 2 Uj0;1
	
:
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Since j0 > 1=2, the class of functions U
j0;1 is -Donsker by Part 1 of Proposition 14, hence
 

p
k(k   )

 
U
j0;1
= O(1)
in view of Prohorov’s theorem. Making use of (18), it follows that the r.h.s. of (19), and
hence Expression V, is O(k (s j0)=(2t+1)).
Bound for VI: Note that Expression VI is bounded by
sup
2
sup
f2F;
kuk(f)kt;26=0


 
p
k



(~ pk()   p)
uk(f)
kuk(f)kt;2
d  
p
k(k   )
uk(f)
kuk(f)kt;2
((;))

 

kuk(f)kt;2

 sup
2
sup
h2Ut;1
 
 
p
k



(~ pk()   p)hd  
p
k(k   )h((;))
 
   sup
f2F
kuk(f)kt;2:
Applying Step 1 to the ￿rst term on the r.h.s. of the last display, and using (17), we
conclude that
VI = O
(k (s j)=(2t+1))
for all j > 1=2.
The above bounds imply that
sup
2
sup
f2F

 

p
k



(~ pk()   p)fd  
p
k(k   )f((;))

 
 = O
(k (s j)=(2t+1))
for all j > 1=2. Consequently, the expression on the l.h.s. in the last display is
o
(k (s j)=(2t+1))
for all j > 1=2, hence in particular o
(1) as k ! 1.
Part 2: In view of Part 1 it is su￿cient to show that (;f) 7!
p
k(k   )f((;))
converges weakly in `1(  F) to G(;f). To this end, let H(')(;f) = '(f((;)))
for every ' 2 `1(F),  2 , and f 2 F; and note that the resulting mapping H :
`1(F) ! `1(  F) is continuous since H is linear and
kH(')kF = sup
2
sup
f2F
jH(')(;f)j
= sup
2
sup
f2F
j'(f((;)))j
= k'kF
for all ' 2 `1(F). Since the class of functions F is -Donsker by Part 1 of Proposi-
tion 14,
p
k(k   ) converges weakly in `1(F) to G, and therefore, by the continuous
mapping theorem, in `1(F) to G(;f), noting that G(;f) = H(G). Since G is mea-
surable mapping with values in `1(F), this also shows that G(; ) is a measurable
mapping with values in `1(  F).
Part 3: In view of Prohorov’s theorem, Part 3 follows directly from Part 2.
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We will show next that


(~ pk()   p)()d converges in `1(F) to G() uniformly
over , where G()(f) := G(f((;))) for all f 2 F, and G is the Gaussian process
in Part 2 of Theorem 17. For this we need the following de￿nitions: (i) For (S;d) some
metric space and h a real-valued function on S, let
khkBL(S;d) = khkS + sup

jh(x)   h(y)j
d(x;y)
: x 6= y

;
(ii) Let (
1;A1;P1) and (
2;A2;P2) be probability spaces, and Y1 : 
1 ! S and Y2 :

2 ! S be mappings such that Y2 is A2-B(S;d)-measurable and has separable range.
Then, an analogue of the dual bounded Lipschitz metric is de￿ned by
(S;d)(Y1;Y2) = sup

 

 

1
h(Y1)dP1  


2
h(Y2)dP2

 
 : h : S ! R; khkBL(S;d)  1

;
where
 

1()dP1 is the outer integral with respect to P1; cf. the de￿nition on p.115 in
Dudley (1999). We note that, by Theorem 3.6.4 in Dudley (1999), Yn   Y if and only if
lim
n!1(S;d)(Yn;Y ) = 0:
Corollary 18. Let the hypotheses of Theorem 17 be satis￿ed. Then, for every  2 ,
G(; ) is a measurable mapping with values in `1(F), where G is the stochastic process
from Part 2 of Theorem 17. Furthermore,
lim
k!1
sup
2
`1(F)(
p
k



(~ pk()   p)()d;G(; )) = 0:
Proof. Let  2  be ￿xed, and de￿ne H(')(f) = '(;f) for every ' 2 `1(  F)
and f 2 F. Note that this gives a Lipschitz mapping H : `1(  F) ! `1(F) whose
Lipschitz constant is 1 and hence is independent of . Since G(; ) is a measurable
mapping with values in `1(  F) by Part 2 of Theorem 17, this shows that, for every
 2 , G(; ) is measurable in `1(F). Further, since the composition of Lipschitz
mappings with Lipschitz constant at most 1 is again Lipschitz with Lipschitz constant
at most 1, it follows that
sup
2
`1(F)(
p
k



(~ pk()   p)()d;G(; ))
= sup
2
`1(F)(H(
p
k



(~ pk()   p)()d);H(G(; )))
 `1(F)(
p
k



(~ pk()   p)()d;G(; )):
The r.h.s., and therefore the l.h.s., of the previous display converges to 0 by Part 2 of
Theorem 17.
The statement in Corollary 18 is in fact independent of any distance describing the
concept of weak convergence in `1(F). More precisely, we will show below that, under
the same assumptions as in Corollary 18, the following statements are equivalent: ( i)
lim
k!1
sup
2
`1(F)(
p
k



(~ pk()   p)()d;G(; )) = 0;
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(ii) For any k; 2  such that k converges to ,
p
k



(~ pk(k)   pk)()d   G(; ) as k ! 1:
We ￿rst prove an abstract result:
Lemma 19. Let T be a non-empty compact metric space, and (S;d) a metric space.
For every t 2 T, let Yn(t) be a sequence of (not necessary measurable) mappings with
values in S; furthermore, let Y be a measurable mapping with separable range in S. If
Y (tn)   Y (t) whenever tn;t 2 T are such that tn converges to t, then the following
statements are equivalent: (i)
lim
n!1 sup
t2T
(S;d)(Yn(t);Y (t)) = 0;
(ii) For any tn;t 2 T such that tn converges to t, Yn(tn)   Y (t).
Proof. We ￿rst prove that (i) implies (ii). Let tn;t 2 T such that tn converges to t.
Observe that
(S;d)(Yn(tn);Y (t))  (S;d)(Yn(tn);Y (tn)) + (S;d)(Y (tn);Y (t))
 sup
t2T
(S;d)(Yn(t);Y (t)) + (S;d)(Y (tn);Y (t)):
The ￿rst term on the r.h.s. of the last display converges to 0 by (i), whereas the second
term converges to 0 because Y (tn)   Y (t). Hence, the l.h.s. converges to 0, which just
means that Yn(tn)   Y (t).
That (ii) implies (i) can be seen as follows: Assume that supt2T (S;d)(Yn(t);Y (t))
does not converge to 0. Then there is some  > 0 such that for every n there are n0,
n0  n, and tn0 2 T such that
(S;d)(Yn0(tn0);Y (tn0)) > : (20)
Since T is compact, there is a subsequence tn00 of tn0 and some t 2 T such that tn00
converges to t. It follows that the l.h.s. of the inequality
(S;d)(Yn00(tn00);Y (tn00))  (S;d)(Yn00(tn00);Y (t)) + (S;d)(Y (tn00);Y (t))
converges to 0 because the r.h.s. does so in view of (ii) and since Y (tn)   Y (t) by
hypothesis. This is then in contradiction to (20).
We are now able to prove the equivalence of the statements preceding Lemma 19. In
order to do so, we apply this lemma to T = , (S;d) = `1(F), Yk() =
p
k


(~ pk()  
p)()d, Y () = G(; ), and therefore have to verify that G(; ) is measurable in
`1(F) and G(k; )   G(; ) for any k; 2  such that k converges to . Since
G(; ) is measurable in `1(F) by Corollary 18, it is su￿cient to show that G(k; )
converges a.s. to G(; ) in `1(F), that is,
lim
k!1
sup
f2F
jG(f((;k)))   G(f((;)))j = 0: (21)
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So ￿x an arbitrary " > 0. Because the sample paths of G are uniformly continuous
with respect to the pseudo-metric d, there is a (") > 0 such that jG(f((;)))  
G(g((;0)))j < " whenever d(f((;));g((;0))) < ("). Now, observe that
d(f((;k));f((;))) 

V
jf((;k))   f((;))j2d
1=2
 Ls

V
j(;k)   (;)j2min(s 1=2;1)d
1=2
for some constant Ls > 0 not depending on f 2 F. Here, we made use of the fact that,
by Part 2 of Proposition 1, F is a bounded subset of Cmin(s 1=2;1).
The r.h.s. of the last display converges to 0 in view of the theorem of dominated
convergence (use Assumption R.1 together with the fact that  takes its values in the
bounded set 
). Consequently, there is an index n((")) such that it is less ("), which
in turn implies that
sup
f2F
jG(f((;k)))   G(f((;)))j  "
for all n  n((")). This establishes (21).
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6 Indirect inference estimators
Based on a given auxiliary model P(t;;D) and resulting AML-estimators ^ pn and ~ pk(),
we de￿ne
Qn;k() =
(

(^ pn   ~ pk())2 1
^ pnd if ^ pn(x) > 0 for all x 2 
;
0 otherwise.
(22)
Then Qn;k takes its values in [0;1]: By separability of 
 and continuity of ^ pn, the event
f^ pn(x) > 0 for all x 2 
g can actually be de￿ned by countably many measurable condi-
tions, and therefore belongs to the -algebra B(
)N
VN. Since ^ pn and ~ pk(), respectively,
are jointly measurable by Remark 7(ii), it follows from Tonelli’s theorem that Qn;k() is
measurable. That we assign the value 0 on the complement of f^ pn(x) > 0 for all x 2 
g
is arbitrary and irrelevant for the asymptotic considerations to follow.
Replacing the AML-estimators ~ pk() in (22) by the densities p, we de￿ne
Qn() =
(

(^ pn   p)2 1
^ pn d if ^ pn(x) > 0 for all x 2 
;
0 otherwise.
The objective function Qn corresponds to the hypothetical case in which no simula-
tions are necessary, and serves as an auxiliary device in proving asymptotic e￿ciency of
simulation-based indirect inference estimators. Note that Qn takes its values in [0;1]: By
separability of 
 and continuity of ^ pn, we have that the event f^ pn(x) > 0 for all x 2 
g
belongs to the -algebra B(
)N. Since ^ pn is jointly measurable by Remark 7(ii), it follows
from Tonelli’s theorem that Qn() is measurable.
A simulation-based indirect inference (II-) estimator ^ n;k is de￿ned as any mapping
from 
n  V k to  that satis￿es the condition
Qn;k(^ n;k) = inf
2
Qn;k()
whenever Qn;k() attains a minimum on . By an II-estimator ^ n we mean any mapping
from 
n to  that satis￿es the condition
Qn(^ n) = inf
2
Qn()
whenever Qn() attains a minimum on .
Finally, let Assumptions D and D.2 be satis￿ed. De￿ne
Q() =



(p0   p)2 1
p0
d
and note that Q takes its values in [0;1]. Since, under the additional assumptions P.1
and D.1, ^ pn converges in probability to p0 and ~ pk() to p, Q can be considered as the
limiting counterpart of both Qn;k as well as Qn.
6.1 Consistency of II-estimators
It is clear from the de￿nition above that there always exist (simulation-based) II-estima-
tors, but note that they do not necessarily minimize the respective objective function for
all realizations of the data. The existence of (simulation-based) II-estimators that do so,
or at least do so on events that have probability tending to 1, is secured in Propositions 20
and 25.
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Proposition 20. Suppose P  L2(
) and  7! p is a continuous map from  into
(L2(
);k  k2).
1. Let Assumption Z be satis￿ed. Then any II-estimator ^ n minimizes Qn for every
(x1;:::;xn) 2 
n. Furthermore, there exists an II-estimator ^ n that is B(
)n-
B()-measurable.
2. Consider the auxiliary model P(t;;D) with  = 0. Let Assumptions D, D.1, and
D.2 be satis￿ed. Then there are events An 2 B(
)n that have probability tending to
1 as n ! 1 such that any II-estimator ^ n minimizes Qn on these events. [In fact,
more is true: If  > 0 satis￿es infx2
 p0(x) > , then, on An, any II-estimator
^ n coincides with an II-estimator that is obtained by using P(t;;D) instead of
P(t;;D) as the underlying auxiliary model.]
Proof. Part 1: By Part 1(b) of Proposition 48, Qn is continuous and real-valued on
 for each (x1;:::;xn) 2 
n. Since  is compact, any ^ n is a minimizer for each
(x1;:::;xn) 2 
n. Since Qn is also a measurable function in (x1;:::;xn) for each ￿xed
 2 , as shown earlier, the existence of a measurable selection follows from Lemma A3
in P￿tscher & Prucha (1997).
Part 2: Let  be as in the proposition. By Remark 12(ii) there are events An 2 B(
)n
that have probability tending to 1 as n ! 1 on which infx2
 ^ pn(x) >  holds. Since
P(t;;D)  P(t;;D), it follows that on these events ^ pn coincides with the corresponding
AML-estimator derived from P(t;;D). Therefore, on these events, Qn coincides with the
corresponding objective function, and thus the claim follows from the already established
Part 1 applied to the II-estimator based on the auxiliary model P(t;;D).
Since  is compact, the following lemma is an immediate consequence of Lemma 47.
Lemma 21. Suppose P  L2(
) and  7! p is a continuous mapping from  into
(L2(
);kk2). Let Assumptions D and D.2 be satis￿ed. Then Q attains its minimum on
.
Remark 22. Assumption P.4 together with a uniform integrability condition on 
p2
 :  2 
	
clearly implies that P  L2(
) and  7! p is a continuous mapping from
 into (L2(
);k  k2). In particular, Assumptions P.1 and P.4 together are su￿cient.
Proposition 23. Suppose P  L2(
) and  7! p is a continuous map from  into
(L2(
);kk2). Let Assumptions D, D.1, and D.2 be satis￿ed. If Q has a unique minimizer

0 over , then any II-estimator ^ n converges to 
0 in outer probability as n ! 1.
Proof. For " > 0, let
c(") = inf
k 
0k"
[Q()   Q(
0)]:
Since Q is a continuous function by Part 3 of Proposition 48, since the set
f 2  : k   
0k  "g is compact, and since Q() > Q(
0) for any  6= 
0, we see that
c(") > 0. It follows from Part 1 of Proposition 49 that, for any  > 0,
sup
2
jQn()   Q()j  
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on events having inner probability tending to 1. Choose  > 0 such that c(")   2 > 0.
With help of the inequality
inf
k 
0k"
[Qn()   Qn(
0)]  inf
k 
0k"
[Q()   Q(
0)]   2sup
2
jQn()   Q()j
it then follows that
inf
k 
0k"
[Qn()   Qn(
0)]  c(")   2 > 0
on events having inner probability going to 1. Together with Proposition 20 this implies
that ^ n does not belong to the set f 2  : k   
0k  "g; at least on events having inner
probability tending to 1.
Remark 24. (i) We do not strive for utmost generality here: Possible relaxations lie in
weakening the assumptions that P  L2(
) and that 
0 is unique.
(ii) If, in addition to the assumptions in the preceding proposition, Assumption Z
is satis￿ed and ^ n is B(
)n-B()-measurable, then ^ n converges in probability to 
0
by Lemma 3.1 in P￿tscher & Prucha (1997). More precisely, we apply this lemma to
Rn = Qn,  Rn = Q, ^ n = ^ n, and  n = 
0, and thus check its premises: Condition (3.2)
holds by Part 1 of Proposition 49; 
0 is identi￿ably unique since it is the unique minimizer
of Q, and Q is a continuous function on the compact set ; ￿nally, Condition (3.3) holds
by Part 1 of Proposition 20.
Note that in the following proposition the statement of Part 3 is stronger than the
one of Part 2, but also requires additional assumptions.
Proposition 25. Let Assumption R.1 be satis￿ed.
1. If Assumption Z is satis￿ed, then any simulation-based II-estimator ^ n;k minimizes
Qn;k for every (x1;:::;xn;v1;:::;vk) 2 
n  V k. Furthermore, there exists a
simulation-based II-estimator that is B(
)n 
 Vk-B()-measurable.
2. Consider the auxiliary model P(t;;D) with  = 0. Let Assumptions D, D.1, and
D.2 be satis￿ed. Then there are events An 2 B(
)n having probability converging
to 1 as n ! 1 such that, for every k 2 N, any simulation-based II-estimator ^ n;k
minimizes Qn;k on An  V k.
3. Consider the auxiliary model P(t;;D) with  = 0. Let Assumptions P.1, P.2, D,
D.1, and D.2 be satis￿ed. Then, for every constant  > 0 satisfying infx2
 p0(x) >
 and inf
 p(x;) > , there are events Cn;k 2 B(
)n  Vk that have proba-
bility tending to 1 as min(n;k) ! 1 such that on Cn;k any simulation-based II-
estimator ^ n;k coincides with a simulation-based II-estimator that is obtained from
using P(t;;D) instead of P(t;;D) as the underlying auxiliary model.
Proof. Part 1: By Part 2(b) of Proposition 48, Qn;k is continuous and real-valued
on  for each (x1;:::;xn;v1;:::;vk) 2 
n  V k. Since  is compact, any ^ n;k is a
minimizer for each (x1;:::;xn;v1;:::;vk) 2 
n  V k. Since Qn;k is also a measurable
function in (x1;:::;xn;v1;:::;vk) for each ￿xed  2 , as shown earlier, the existence of
a measurable selection follows from Lemma A3 in P￿tscher & Prucha (1997).
Part 2: By Remark 12(ii) there are events An 2 B(
)n that have probability tend-
ing to 1 as n ! 1 on which infx2
 ^ pn(x) > 2 1 infx2
 p0(x) > 0. From Part 2(a)
476 INDIRECT INFERENCE ESTIMATORS
of Proposition 48 it follows that Qn;k is continuous and real-valued on  for each
(x1;:::;xn;v1;:::;vk) 2 An  V k. Compactness of  completes the proof.
Part 3: Let  be as in the proposition. Set Cn;k = An \ Bk, where An and
Bk are as in Remarks 12(ii) and (iii), and observe that Cn;k has probability tending
to 1 as min(n;k) ! 1. By Remark 12, we have on Cn;k that infx2
 ^ pn(x) > 
and inf
 ~ pk()(x) > . Since P(t;;D)  P(t;;D), it follows that on Cn;k the
AML-estimators ^ pn and ~ pk() coincide with the corresponding AML-estimators based
on P(t;;D) instead of P(t;;D) as auxiliary model. Therefore, on Cn;k, the objective
function Qn;k coincides with the corresponding objective function, and thus ^ n;k coin-
cides with the corresponding simulation-based II-estimator based on the auxiliary model
P(t;;D).
Proposition 26. Let Assumptions P.1, P.2, R.1, D, D.1, and D.2 be satis￿ed. If Q has
a unique minimizer 
0 over , then any simulation-based II-estimator ^ n;k converges to

0 in outer probability as min(n;k) ! 1.
Proof. The proof is completely analogous to the proof of Proposition 23: For " > 0, let
c(") = inf
k 
0k"
[Q()   Q(
0)]:
Since Q is a continuous function by Part 3 of Proposition 48, since the set
f 2  : k   
0k  "g is compact, and since Q() > Q(
0) for any  6= 
0, we conclude
that c(") > 0. It follows from Part 2 of Proposition 49 that, for any  > 0,
sup
2
jQn;k()   Q()j  
on events having inner probability tending to 1 as min(n;k) ! 1. Choose  > 0 such
that c(")   2 > 0. With help of the inequality
inf
k 
0k"
[Qn;k()   Qn;k(
0)]  inf
k 
0k"
[Q()   Q(
0)]   2sup
2
jQn;k()   Q()j
it then follows that
inf
k 
0k"
[Qn;k()   Qn;k(
0)]  c(")   2 > 0
on events having inner probability going to 1 as min(n;k) ! 1. Together with Proposi-
tion 25 this implies that ^ n;k does not belong to the set f 2  : k   
0k  "g; at least
on events having inner probability tending to 1 as min(n;k) ! 1.
Remark 27. It follows from Part 1 of Proposition 5 together with Remark 22 that the
assumptions of Lemma 21 for Q are satis￿ed. Hence, Q has a minimizer over , and
the assumption in Proposition 26 that Q has a unique minimizer is in fact a uniqueness
assumption.
6.2 Asymptotic e￿ciency of II-estimators
Note that under the assumptions of the subsequent theorem, as well as under the as-
sumptions of Theorem 31, the function Q possesses a minimizer (cf. Lemma 21) and
the matrix
@2Q
@@0() exists for every  in the (non-empty) interior of  (see Part 2 of
Lemma 51).
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Theorem 28. Let Assumptions P.1, P.4, P.5, D, D.3, and the following conditions be
satis￿ed:
1. The minimizer 
0 of Q over  is unique and lies in the interior of .
2. The m  m matrix with (i;j)-th entry
@2Q
@i@j
(
0)
is positive de￿nite.
3. For i = 1;:::;m, the ￿rst-order partial derivatives
@p
@i(;
0) belong to some Sobolev
space Ws
2(
) of order s > 1=2.
Then p
n(^ n   
0)   N(0;(
0)) as n ! 1;
where (
0) is positive de￿nite and is given by
(
0)
=



@p
@
(;
0)
@p
@0(;
0)
1
p0
d  



(p0   p
0)
@2p
@@0(;
0)
1
p0
d
 1

"


@p
@
(;
0)
@p
@0(;
0)
p2

0
p3
0
d  



@p
@
(;
0)
p
0
p0
d



@p
@0(;
0)
p
0
p0
d
#




@p
@
(;
0)
@p
@0(;
0)
1
p0
d  



(p0   p
0)
@2p
@@0(;
0)
1
p0
d
 1
:
If P is correctly speci￿ed in the sense that there is a parameter 0 2  such that the
density p0 is a.e. equal to p0, then 
0 = 0 and
p
n(^ n   0)   N(0;I 1(0)) as n ! 1,
where I 1(0) denotes the inverse of the Fisher information matrix.
Proof. Step 1: We ￿rst establish the theorem under the additional assumption Z. By
Proposition 23, ^ n comes to lie in  on events whose inner probability goes to 1. We
have that
@Qn
@
(^ n) = 0
on these events. Applying the mean-value theorem to each component of @Qn
@ then yields
@Qn
@
(
0) + Hn(^ n   
0) = 0
on these events, where Hn is the Hessian matrix of Qn with i-th row evaluated at some
mean value  n;i lying on the line segment that joins 
0 and ^ n. Since ^ n converges to 
0
in outer probability by Proposition 23,  n;i does so too. Hence, Hn converges to
@2Q
@@0(
0)
in outer probability by Proposition 52 and continuity of
@2Q
@@0 on  (see Lemma 51).
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Since the latter matrix is invertible by Condition 2, it follows that Hn is invertible on
events that have inner probability tending to 1, which leads to the relation
p
n(^ n   
0) =  H 1
n
p
n
@Qn
@
(
0) (23)
on events that have inner probability tending to 1. Since inverting matrices is continuous,
we infer from the continuous mapping theorem that H 1
n converges in outer probability
to the inverse of
@2Q
@@0(
0), hence to

2



@p
@
(;
0)
@p
@0(;
0)
1
p0
d   2



(p0   p
0)
@2p
@@0(;
0)
1
p0
d
 1
(24)
by Part 2 of Lemma 51. To see that
p
n@Qn
@ (
0) satis￿es a central limit theorem, we
proceed as follows: Let v 2 Rm be arbitrary, and use Part 1 of Lemma 51 to obtain
v0p
n
@Qn
@
(
0) = 2
p
n



(^ pn   p0)2v0@p
@
(;
0)
p
0
^ pnp2
0
d
 2
p
n



(^ pn   p0)v0@p
@
(;
0)
p
0
p2
0
d
 2
p
n



(p0   p
0)v0@p
@
(;
0)
1
p0
d
= I + II + III:
Convergence of I: By Condition 3, the expression v0 @p
@(;
0) belongs to some Sobolev
space Ws
2(
) of order s > 1=2 and is thus bounded by Cskv0 @p
@(;
0)ks;2 in the sup-norm.
Together with the inequality  
 
p
0
^ pnp2
0
 
 


  3CtD
we get that
I  2Cs

 
v0@p
@
(;
0)

 

s;2
 3CtD
p
nk^ pn   p0k2
2;
Now, Expression I converges to 0 in outer probability since
p
nk^ pn   p0k2
2 does so by
Proposition 6 in Nickl (2007).
Convergence of II: Let r = min(s;t). We show that the function
f :=  2v0@p
@
(;
0)
p
0
p2
0
belongs to Wr
2(
): Since Wr
2(
) is a multiplication algebra by Part 1 of Proposition 1, it
is su￿cient to show that each factor of f belongs to Wr
2(
):  2v0 @p
@(;
0) 2 Ws
2(
) by
Condition 3, and p
0 2 Wt
2(
) by Assumption P.1; hence these factors belong to Wr
2(
)
by Part 3 of Proposition 1. By Assumption D.1 and Part 3 of Proposition 1, p0 2 Wr
2(
);
hence 1=p0 lies in Wr
2(
) by Part 4 of Proposition 1, where we have used Assumption D.2.
We can now apply Theorem 3 in Nickl (2007) to F = ffg and obtain that
p
n



(^ pn   p0)fd   N(0;P(f   Pf)2):
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Convergence of III: Note that, up to the factor
p
n, Expression III is equal to v0 @Q
@ (
0)
by Part 2 of Lemma 51. Since 
0 minimizes Q and lies in the interior of  by Condition 1,
we have that
@Q
@ (
0) = 0. Consequently, Expression III is 0.
By the CramØr-Wold device,
p
n@Qn
@ (
0) asymptotically follows a central normal dis-
tribution with variance-covariance matrix given by
4



@p
@
(;
0)
@p
@0(;
0)
p2

0
p3
0
d   4



@p
@
(;
0)
p
0
p0
d



@p
@0(;
0)
p
0
p0
d: (25)
Combine that  H 1
n converges in outer probability to (24) with (25) to obtain
p
n(^ n   
0)   N(0;(
0));
where
(
0)
=



@p
@
(;
0)
@p
@0(;
0)
1
p0
d  



(p0   p
0)
@2p
@@0(;
0)
1
p0
d
 1

"


@p
@
(;
0)
@p
@0(;
0)
p2

0
p3
0
d  



@p
@
(;
0)
p
0
p0
d



@p
@0(;
0)
p
0
p0
d
#




@p
@
(;
0)
@p
@0(;
0)
1
p0
d  



(p0   p
0)
@2p
@@0(;
0)
1
p0
d
 1
:
If the given model is correctly speci￿ed, then 
0 coincides with 0 in view of Condi-
tion 1, and (
0) simpli￿es to
(0) =



@p
@
(;0)
@p
@0(;0)
1
p0
d
 1
:
[Here, we have used that



@p
@(;0)d = 0, which follows from Assumption P.5 and the
inequality


 jfjd  (
)1=2kfk2.] We conclude that in this case
p
n(^ n   0)   N(0;I 1()) as n ! 1.
Step 2: We now turn to the case where  = 0. Note that infx2
 p0(x) > 0 because of
Assumption D.3. Let  > 0 be such that infx2
 p0(x) > . Then it follows from Part 2
of Proposition 20 that there are events that have probability tending to 1 such that on
these events ^ n coincides with an II-estimator  n that is based on P(t;;D) instead of
P(t;;D). Applying what has already been established in Step 1 to  n completes the
proof.
Remark 29. (i) Beran (1977) de￿nes a minimum Hellinger distance estimator ^ ^ n as
minimizer of the function
Hn() =
1
2



p
^ pn  
p
p
2
d
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and shows that ^ ^ n is both asymptotically e￿cient and minimax robust in a Hellinger
neighbourhood of the given model. This is of interest here as ^ n can be viewed as a
minimum distance estimator and as such is related to ^ ^ n. To see this, rewrite Hn as
Hn() =
1
2



(^ pn   p)2 1
^ pn
^ pn
 p
^ pn +
p
p
2 d
and suppose the given model is correctly speci￿ed. Then ^ pn=(
p
^ pn +
p
p)2 approaches
1=4 as n ! 1 and k   0k converges to 0, and so Hn gets close to Qn=8.
(ii) A crucial point in obtaining the rate n 1=2 for II-estimators is that the density
estimator ^ pn has precisely this rate in the weak topology; see Theorem 3 in Nickl (2007).
We now turn to the asymptotic theory for simulation-based II-estimators. Before
stating the main result of this thesis, we prove an important lemma, which will allow
us to reduce the problem of deriving the asymptotic distribution of
p
n(^ n;k(n)   
0) to
deriving the one of
p
n(^ n   
0).
Lemma 30. Let U  Rm be a non-empty open, convex set. Let f;g : U ! R, where g
has partial derivatives up to order 2 and satis￿es the following property: There is some
K > 0 such that
inf
x2U

y0 @2g
@x@x0(x)y

 Kkyk2 (26)
for all y 2 Rm. If u is a minimizer of f and v is a minimizer of g, then
ku   vk  2K 1=2p
kf   gkU:
Proof. Let u be a minimizer of f and v be a minimizer of g. As v is an inner point of
U, we have that
@g
@x
(v) = 0:
A Taylor expansion of g around v yields
g(x) = g(v) +
1
2
(x   v)0 @2g
@x@x0( v)(x   v); (27)
where  v lies on the line segment joining x and v; hence  v 2 U by convexity of U. Using
(26), (27) gives
kx   vk 
p
2K 1=2p
jg(x)   g(v)j: (28)
Next, note that the inequalities
f(u)   g(v)  f(v)   g(v)  kf   gkU
and
f(u)   g(v)  f(u)   g(u)   kf   gkU
imply that
jf(u)   g(v)j  kf   gkU;
which in turn yields
jg(u)   g(v)j  jg(u)   f(u)j + jf(u)   g(v)j
 2kf   gkU:
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By (28) this results in
ku   vk  2K 1=2p
kf   gkU:
We are now ready to state the main result of this thesis. It provides the asymptotic
distribution of simulation-based II-estimators for a proper choice of k = k(n). Further-
more, it shows that under correct speci￿cation of the underlying model simulation-based
II-estimators are e￿cient in the sense that they asymptotically attain the CramØr-Rao
bound.
Theorem 31. Let Assumptions P.1, P.5, R.2, D, D.3, and the following conditions be
satis￿ed:
1. The minimizer 
0 of Q over  is unique and lies in the interior of .
2. The m  m matrix with (i;j)-th entry
@2Q
@i@j
(
0)
is positive de￿nite.
3. For i = 1;:::;m, the ￿rst-order partial derivatives
@p
@i(;
0) belong to some Sobolev
space Ws
2(
) of order s > 1=2.
Let, in addition, either (i) Assumption P.2 be satis￿ed, and choose k(n) such that
liminfn!1 k(n)=n2+1=t > 0; or (ii) Assumption P.3 be satis￿ed, and choose k(n) such
that liminfn!1 k(n)=n2+ > 0 for some (arbitrarily small)  > 0. Then
p
n(^ n;k(n)   
0)   N(0;(
0)) as n ! 1;
where (
0) is positive de￿nite and is given by
(
0)
=



@p
@
(;
0)
@p
@0(;
0)
1
p0
d  



(p0   p
0)
@2p
@@0(;
0)
1
p0
d
 1

"


@p
@
(;
0)
@p
@0(;
0)
p2

0
p3
0
d  



@p
@
(;
0)
p
0
p0
d



@p
@0(;
0)
p
0
p0
d
#




@p
@
(;
0)
@p
@0(;
0)
1
p0
d  



(p0   p
0)
@2p
@@0(;
0)
1
p0
d
 1
:
If P is correctly speci￿ed in the sense that there is a parameter 0 2  such that the
density p0 is a.e. equal to p0, then 
0 = 0 and
p
n(^ n;k(n)   0)   N(0;I 1(0)) as n ! 1,
where I 1(0) denotes the inverse of the Fisher information matrix.
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Proof. Step 1: We ￿rst establish the theorem under the additional assumption Z. The
key step lies in proving that
p
n(^ n;k(n)   ^ n) = o
Pr(1) as n ! 1.
With help of Lemma 30 this can be achieved by exploiting the closeness of the objective
functions Qn;k and Qn: The matrix
@2Q
@@0(
0) exists by Part 2 of Lemma 51 and is positive
de￿nite by Condition 2. Use this together with the continuity of
@2Q
@@0 on the interior 
of  (see Part 2 of Lemma 51) and the fact that, for all i;j = 1;:::;m,
sup
2
 
 
@2Qn
@i@j
()  
@2Q
@i@j
()
 

 = oP(1) as n ! 1
(see Proposition 52) to conclude that there are events En having probability tending to
1 as n ! 1 such that
inf
2U

y0 @2Qn
@@0()y

 Kkyk2 for all y 2 Rm
holds true for some open, convex neighbourhood U of 
0 and some constant K > 0, where
neither U nor K depends on n or the data. By Propositions 23 and 26, ^ n and ^ n;k(n) both
come to lie in U on events E0
n whose inner probability goes to 1 as n ! 1. For the rest
of the proof of Step 1 we restrict our reasoning to the events En\E0
n, and note that they
have inner probability tending to 1 as n ! 1. Since, by Part 1 of Proposition 20 and
Part 1 of Proposition 25, ^ n and ^ n;k(n), respectively, minimize the objective functions
Qn and Qn;k(n), we may apply Lemma 30 with f = Qn;k(n)jU, g = QnjU, u = ^ n;k(n),
and v = ^ n to get
k^ n;k(n)   ^ nk  2K 1=2
q
kQn;k(n)   QnkU:
It follows from Part 3 of Proposition 49 and the choice of k(n) that
p
n(^ n;k(n)   ^ n) = o
Pr(1) as n ! 1
holds under (i) as well as under (ii). The proof of Step 1 now follows from Theorem 28,
noting that Assumption P.4 follows from Assumption R.2; cf. Part 1 of Proposition 5.
Step 2: We now prove the theorem in case  = 0. Note that infx2
 p0(x) > 0 and
inf
 p(x;) > 0 by Assumptions D.2 and P.2. Let  > 0 be such that infx2
 p0(x) > 
and inf
 p(x;) > . Then it follows from Part 2 of Proposition 20 and Part 3 of
Proposition 25 that there are events Cn;k(n) having probability tending to 1 as n ! 1
such that on these events ^ n;k(n) coincides with a simulation-based II-estimator  n;k(n)
based on P(t;;D) instead of P(t;;D). Applying what has already been established in
Step 1 to  n;k(n) gives the result.
Remark 32. (i) The classical way to derive the asymptotic distribution of
p
n(^ n;k(n) 

0) would be to apply the mean-value theorem directly to the ‘score’
@Qn;k(n)
@ , but this
requires knowledge about the di￿erentiability of the mapping  7! ~ pk(n)() that we do
not have. The usual way to show that  7! ~ pk(n)() is di￿erentiable (or higher-order
di￿erentiable) is to make use of the fact that ~ pk(n)() is implicitly de￿ned as the maximizer
of Lk(n)(; ) over the auxiliary model P(t;;D), and to apply the implicit function
theorem based on the equation
DLk(n)(; ~ pk(n)()) = 0: (29)
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This approach is not feasible here since ~ pk(n)() lies on the ‘boundary’ of P(t;;D) by
Remark 7(i), so that we only know that
DLk(n)(; ~ pk(n)())  0
is satis￿ed. To circumvent this problem, we make use of Lemma 30 to conclude that p
n(^ n;k(n)   ^ n) = o
Pr(1), and only then apply the mean-value theorem to @Qn
@ to get
an explicit expression for
p
n(^ n   
0). Now, we need to di￿erentiate  7! p instead of
 7! ~ pk(n)(), which is possible simply by assumption.
(ii) The use of Lemma 30 in the proof of the preceding theorem entails that k(n)
has to be chosen such that at least liminfn!1 k(n)=n2+ > 0 for some  > 0. Whether
this can be weakened to requiring that liminfn!1 k(n)=n1+ > 0 for some  > 0 by
another method of proof is unclear for the reasons outlined above. For indirect inference
estimators based on other non-parametric auxiliary estimators this can be established;
see Nickl & P￿tscher (2009).
(iii) When using parametric auxiliary models, the resulting simulation-based II-
estimators are only asymptotically e￿cient under the somewhat restrictive assumption
that the auxiliary model is correctly speci￿ed. This is in stark contrast to the situa-
tion here: The requirement that p0 and all p belong to the non-parametric auxiliary
model P(t;;D) amounts to imposing a certain common degree of smoothness (slightly
more than continuity) on these density functions and is already su￿cient to establish
asymptotic e￿ciency.
557 MOVING-PARAMETER ASYMPTOTICS FOR INDIRECT INFERENCE ESTIMATORS
7 Moving-parameter asymptotics for indirect inference es-
timators
In this section we investigate the asymptotic behaviour of ^ n;k(n) under convergent se-
quences of parameters. More precisely, we will prove that ^ n;k(n) is asymptotically normal
with variance-covariance matrix equal to the CramØr-Rao bound whenever the parame-
ters 0;n converge to 0;1 and 0;1 belongs to the interior of the parameter space . This
implies that the estimator is regular and asymptotically e￿cient. While so far the data
X1;:::;Xn have been assumed to be i.i.d. with ￿xed law P, we now let P vary in certain
subsets of the class of all probability measures on (
;B(
)). For any probability density
function q on 
 we will write P(q) for the associated probability measure on (
;B(
)),
and Pr(q) for the probability measure P(q)N 
 N on (
N  V N;B(
)N 
 VN). We only
consider auxiliary models that satisfy Assumption Z in this section.
7.1 AML-estimators: uniformity in the underlying probability mea-
sure
Recall from Section 5 that
Ln(f) =
1
n
n X
i=1
logf(Xi)
for any non-negative real-valued function f on 
. If X1;:::;Xn are i.i.d. with law P and
f 2 L1(
), then Ln(f) converges a.s. to


 logfdP by the strong law of large numbers.
We thus de￿ne
LP(f) =



logfdP
for any non-negative f 2 L1(
) and any probability measure P on (
;B(
)). The
functions LP take their values in [ 1;1).
Theorem 33. Under Assumption Z,
lim
M!1
limsup
n!1
sup
q2P(t;;D)
Pr(q)

n(t r)=(2t+1)k^ pn   qkr;2 > M

= 0
for every r, 0  r  t. In particular,
lim
n!1 sup
q2P(t;;D)
Pr(q) (k^ pn   qk
 > ) = 0
for every  > 0.
Proof. Throughout the proof we denote by E
P(q) the outer expectation with respect to
the probability measure P(q)N on (
N;B(
)N).
We ￿rst prove the case when r = 0. To this end, we verify the conditions of The-
orem 55 with (;A) = (
N;B(
)N), P = fP(q)N : q 2 P(t;;D)g, T = P(t;;D),
d(p;q) = kp   qk2, Hn = Ln, HP = LP(q), ^ tn = ^ pn, and tP = q. Condition (58) is clear
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by de￿nition of ^ pn. Condition (56) follows from a second-order Taylor expansion of LP(q)
around the density q:
LP(q)(p)   LP(q)(q) = DLP(q)(q)(p   q) +
1
2
D2LP(q)( p)(p   q;p   q)
=



p   q
q
qd  
1
2



(p   q)2
 p2 qd
(by Proposition 61)
  
1
2
C 2
t D 2 kp   qk2
2;
where  p is some density on the line segment joining p and q; note that  p 2 P(t;;D)
by convexity of this set, and hence satis￿es k pk
  CtD. This proves Condition (56) in
Theorem 55 with constants C = 2 1C 2
t D 2 and  = 2, which are both independent
of p0.
Next is the veri￿cation of Condition (57). Letting
Fq; = flogp   logq : p 2 P(t;;D); kp   qk2  g
for  > 0, the expression
sup
q2P(t;;D)
E
P(q) sup
p2P(t;;D);
kp qk2

p
n(Ln   LP(q))(p)  
p
n(Ln   LP(q))(q)


can be viewed as
sup
q2P(t;;D)
E
P(q)

p
n(Pn   P(q))


Fq;
and can be bounded above by
sup
q2P(t;;D)
E
P(q)
 p
n(Pn   P(q))
 
F;
where
F = flogp   logq : p;q 2 P(t;;D); kp   qk2  g:
So we are led to deriving an upper bound for the expected variation of the empirical
process
p
n(Pn P(q)) over the class of functions F. To this end, we verify the premises
of Theorem 58: the boundedness of F with respect to the sup-norm as well as the
L2(P(q))-norm. By Assumption Z, the logarithm is Lipschitz on [;1) with Lipschitz
constant  1. Use this to see that F is bounded by B := 2 1CtD in the sup-norm and
by () :=  1C
1=2
t D1=2 in the L2(P(q))-norm. We conclude from Theorem 58 that
sup
q2P(t;;D)
E
P(q)

p
n(Pn   P(q))
 
F
 (1696 + 64
p
2) sup
q2P(t;;D)
I[ ](();F;k  k2;P(q)) (30)


1 +
B
()2p
n
sup
q2P(t;;D)
I[ ](();F;k  k2;P(q))

for all  > 0. Letting F = flogp   logq : p;q 2 P(t;;D)g;
sup
q2P(t;;D)
N[ ](";F;k  k2;P(q))  sup
q2P(t;;D)
N[ ](";F;k  k2;P(q))
 N(";F;L1(
);k  k
): (31)
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In order to bound N(";F;L1(
);k  k
) above, observe that F = logP(t;;D)  
logP(t;;D), so that it is su￿cient to control the covering number
N(";logP(t;;D);L1(
);k  k
):
To cover logP(t;;D), ￿rst take N(";P(t;;D);Wt
2(
);k  k
)-many sup-norm closed
balls [pi   2";pi + 2"] of radius 2" whose centers pi already belong to P(t;;D). [This
can always be achieved.] Since the elements of P(t;;D) are bounded below by ,

[max(;pi   2");pi + 2"] : i = 1;:::;N(";P(t;;D);Wt
2(
);k  k
)

forms a cover of P(t;;D). Hence, by monotonicity of the logarithm and since  > 0,
the brackets
[logmax(;pi   2");log(pi + 2")];
i = 1;:::;N(";P(t;;D);Wt
2(
);k  k
), cover logP(t;;D). Making use of the fact
that the logarithm is Lipschitz on [;1) with Lipschitz constant  1, these brackets are
bounded by 4 1" in the sup-norm. It follows that
N(";F;L1(
);k  k
) . N(";P(t;;D);Wt
2(
);k  k
)2:
Use this inequality and apply Lemma 13 with  = 
 to P(t;;D) to see that

(0;()]
p
1 + H(";F;L1(
);k  k
)d" .

(0;()]
p
1 + " 1=t d"
. max(();

(0;()]
" 1=2td")
. max(;1 1=2t):
By (31) this bound is also valid for
sup
q2P(t;;D)
I[ ](();F;k  k2;P(q))
and can be used to bound the r.h.s. of (30), so that there is some constant L, 0 < L < 1,
such that
sup
q2P(t;;D)
E
P(q)
 p
n(Pn   P(q))


Fq;  Lmax(;1 1=2t)
"
1 +
max(;1 1=2t)
2p
n
#
holds for all  > 0. Write 'n() for the r.h.s. in the last display and note that  7!
 'n() is non-increasing for  = 1. This shows Condition (57) in Theorem 55.
Condition (59), with  = 2, is satis￿ed for rn = nt=(2t+1). This gives the desired rate
and completes the proof in case r = 0.
In case 0 < r  t, we make use of the fact that supq2P(t;;D) k^ pn   qkt;2  2D and of
the interpolation inequality
kfkr;2  Cr;t kfk
r=t
t;2 kfk
(t r)=t
2
for f 2 Wt
2(
), where Cr;t > 0; see Theorem 1.9.6 and Remark 1.9.1 in Lions & Magenes
(1972).
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Part 2 of the next theorem is a modi￿cation of Theorem 3 in Nickl (2007) allowing
for moving true densities p0;n. It states that the stochastic process
f !
p
n



(^ pn   p0;n)fd
converges weakly to a Gaussian process that is determined by the pointwise limit of the
densities p0;n. The proof of this fact needs a non-trivial result from GinØ & Zinn (1991);
see Corollary 2.7 there.
Theorem 34. Let Assumption Z be satis￿ed. Let p0;n;p0;1 2 P(t;;D), p0;n converge
pointwise to p0;1, and suppose that the strict inequalities
inf
x2

p0;1(x) >  and kp0;1kt;2 < D
as well as
inf
n2N
inf
x2

p0;n(x) >  and sup
n2N
kp0;nkt;2 < D
hold true. For each n 2 N, consider the stochastic processes
f 7!
p
n



(^ pn   p0;n)fd and f 7!
p
n(Pn   P(p0;n))f
on (
n;B(
)n;P(p0;n)n). Then, for any non-empty bounded subset F of some Sobolev
space Ws
2(
) of order s > 1=2, the following statements hold true:
1. For all j > 1=2,
sup
f2F
 
 
p
n



(^ pn   p0;n)fd  
p
n(Pn   P(p0;n))f
 
 
= o
P(p0;n)n(n (min(s;t) j)=(2t+1)) as n ! 1;
in particular,
sup
f2F
 
 
p
n



(^ pn   p0;n)fd  
p
n(Pn   P(p0;n))f
 
  = o
P(p0;n)n(1) as n ! 1:
2. There exists a P(p0;1)-Brownian bridge G indexed by F, that is, G is a centered
Gaussian process indexed by F, which is measurable as a mapping with values in
`1(F) and has covariance function
Cov[G(f);G(g)] =




f  



fp0;1d

g  



gp0;1d

p0;1d
and bounded sample paths that are uniformly continuous with respect to the pseudo-
metric
d(f;g) =
"



f   g  



(f   g)p0;1d
2
p0;1d
#1=2
;
such that
p
n


(^ pn p0;n)()d converges weakly to G in `1(F). Up to the probabil-
ity space on which G is de￿ned, weak convergence refers to the underlying probability
spaces (
n;B(
)n;P(p0;n)n).
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3. Let G be the Gaussian process from Part 2. Then
p
n



(^ pn   p0;n)fnd   G(f0)
whenever fn;f0 belong to F and fn converges pointwise to f0. Up to the probability
space on which G is de￿ned, weak convergence refers to the underlying probability
spaces (
n;B(
)n;P(p0;n)n).
Proof. Throughout the proof, convergence in probability (as n tends to in￿nity) always
refers to the underlying probability spaces (
n;B(
)n;P(p0;n)n).
Part 1: The proof strategy for Part 1 is as in Nickl (2007).
Step 1: We ￿rst consider the case s  t. By Part 3 of Proposition 1, F is then
bounded in Wt
2(
) and hence is contained in Ut;B for some B, 0 < B < 1. W.l.o.g. we
may therefore assume that F equals Ut;B. We de￿ne
n(f) =

f  



fp0;nd

p0;n
for any function f 2 Wt
2(
). Then, for every f 2 F,
kn(f)kt;2  Mt

 
f  



fp0;nd

 

t;2
kp0;nkt;2
(by Part 1 of Proposition 1)
 MtD
"
kfkt;2 +
 
 



fp0;n d
 
 
t;2
#
(since p0;n 2 P(t;;D))
 MtDB(1 + Ctk1kt;2)
(since F = Ut;B)
 MtDB(1 + Ct(
)1=2):
Hence,
sup
n2N
sup
f2F
kn(f)kt;2  MtDB(1 + Ct(
)1=2) < 1: (32)
Use Proposition 61 with P = P(p0;n) and the ￿rst part of Proposition 44 to infer the
relations



(^ pn   p0;n)fd =  D2LP(p0;n)(p0;n)(^ pn   p0;n;n(f))
(Pn   P(p0;n))f = DLn(p0;n)(n(f)):
Therefore,



(^ pn   p0;n)fd   (Pn   P(p0;n))f
=  D2LP(p0;n)(p0;n)(^ pn   p0;n;n(f))   DLn(p0;n)(n(f)): (33)
Applying the pathwise mean-value theorem to the function DLn()(n(f)) gives
DLn(^ pn)(n(f)) = DLn(p0;n)(n(f)) + D2Ln( pn)(^ pn   p0;n;n(f));
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where  pn = (n;f)^ pn + (1   (n;f))p0;n for some (n;f) 2 (0;1). Hence
D2LP(p0;n)(p0;n)(^ pn   p0;n;n(f))
= (D2LP(p0;n)(p0;n)   D2Ln( pn))(^ pn   p0;n;n(f)) + D2Ln( pn)(^ pn   p0;n;n(f))
= (D2LP(p0;n)(p0;n)   D2Ln( pn))(^ pn   p0;n;n(f))
+DLn(^ pn)(n(f))   DLn(p0;n)(n(f))
= (D2LP(p0;n)(p0;n)   D2LP(p0;n)( pn))(^ pn   p0;n;n(f))
+(D2LP(p0;n)( pn)   D2Ln( pn))(^ pn   p0;n;n(f))
+DLn(^ pn)(n(f))   DLn(p0;n)(n(f));
which together with (33) leads to the following inequality:
sup
f2F
 
 



(^ pn   p0;n)fd   (Pn   P(p0;n))f
 
 
 sup
f2F

(D2LP(p0;n)(p0;n)   D2LP(p0;n)( pn))(^ pn   p0;n;n(f))


+ sup
f2F
 (D2LP(p0;n)( pn)   D2Ln( pn))(^ pn   p0;n;n(f))
 
+ sup
f2F
jDLn(^ pn)(n(f))j
= I + II + III:
To complete the proof of Part 1 when s  t, we ￿rst consider only j such that 1=2 < j < t,
and derive bounds for each of the above expressions.
Bound for I: Compute Expression I by making use of Proposition 61 with P = P(p0;n)
and then bound it by
2 3CtD sup
f2F
[kn(f)k2 k( pn   p0;n)(^ pn   p0;n)k2]
(by the Cauchy-Schwarz inequality)
= 2 3CtD sup
f2F

kn(f)k2(n;f)k^ pn   p0;nk2
2

(since  pn = (n;f)(^ pn   p0;n))
 2 3CtMtD2B(1 + Ct(
)1=2)k^ pn   p0;nk2
2
(by (32)).
We conclude from Theorem 33 that
lim
M!1
limsup
n!1
P(p0;n)n

n2t=(2t+1)k^ pn   p0;nk2
2 > M

= 0;
hence I = O
P(p0;n)n(n 2t=(2t+1)).
Bound for II: We have
II  k^ pn   p0;nkj;2 sup
p2P(t;;D)

D2LP(p0;n)(p)   D2Ln(p)


Uj;1fn(f):n2N;f2Fg :
Now, k^ pn p0;nkj;2 is O
P(p0;n)n(n (t j)=(2t+1)) by Theorem 33. Since fn(f) : n 2 N; f 2
Fg is bounded in W
j
2(
) by (32) and Part 3 of Proposition 1, and Uj;1 is so too, it follows
from Proposition 62, with  = 2, H1 = Uj;1, and H2 = fn(f) : n 2 N; f 2 Fg, that
sup
p2P(t;;D)

D2Ln(p)   D2LP(p0;n)(p)


Uj;1fn(f):n2N;f2Fg = O
P(p0;n)n(n 1=2):
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Hence, II = O
P(p0;n)n(n (t j)=(2t+1) 1=2).
Bound for III: Let
 = D   sup
n2N
kp0;nkt;2;
which is positive by hypothesis,
Ut;;0 =

w 2 Wt
2(
) : kwkt;2  ;



wd = 0

;
and
^ hn(w;") = "(p0;n + w) + (1   ")^ pn for w 2 Wt
2(
) and 0 < "  1.
We show that, on events that have probability tending to 1, the inclusion
n
^ hn(w;") : w 2 Ut;;0
o
 P(t;;D)
holds for every ", 0 < "  ", where " is non-random and does not depend on n. First,
k^ hn(w;")kt;2  D by the triangle inequality. Second, by the hypothesis on the lower
bound for the densities p0;n, there is a  > 0 such that infn2N infx2
 p0;n(x) >  + 
holds. Using the second statement in Theorem 33, we see that infx2
 ^ pn(x) >  +  on
events with inner probability going to 1. On these events, ^ hn(w;")   +    "Ct (use
that w   kwk
   Ctkwkt;2   Ct), and therefore ^ hn(w;")   if only " > 0 satis￿es
"  " := =Ct. Note that ^ hn(w;") integrates to 1 since


 wd = 0.
Next, de￿ne s : Wt
2(
) ! Wt
2(
) by
s(f) =
(
fkfk 1
t;2 if f 6= 0;
0 otherwise.
Note that
fs(n(f)) : n 2 N; f 2 Fg  Ut;;0:
Since ^ pn maximizes Ln over P(t;;D) and, for all " such that 0 < "  ",
^ hn(s(n(f));")
belongs to P(t;;D) on events with inner probability tending to 1, we conclude that on
these events
DLn(^ pn)(p0;n   ^ pn + s(n(f)))  0
holds for all f 2 F (see the erratum to Nickl, 2007). This implies
DLn(^ pn)(s(n(f)))  DLn(^ pn)(^ pn   p0;n)
= (DLn(^ pn)   DLP(p0;n)(p0;n))(^ pn   p0;n)
for all f 2 F, where the equality in the last display is true since DLP(p0;n)(p0;n)(^ pn  
p0;n) = 0, as can be seen using Proposition 61 with P = P(p0;n). Since Ut;;0 also contains
 s(n(f)), we can replace the l.h.s. in the last display by its absolute value. Hence
sup
f2F
jDLn(^ pn)(s(n(f)))j 
 (DLn(^ pn)   DLP(p0;n)(^ pn))(^ pn   p0;n)
 
+
 (DLP(p0;n)(^ pn)   DLP(p0;n)(p0;n))(^ pn   p0;n)
 
 k^ pn   p0;nkj;2 sup
p2P(t;;D)
 DLn(p)   DLP(p0;n)(p)
 
Uj;1
+  1k^ pn   p0;nk2
2;
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where we used Proposition 61 with P = P(p0;n). Use Theorem 33 and Proposition 62
with  = 1 and H1 = Uj;1 to conclude that the r.h.s. of the last display is
O
P(p0;n)n(n (t j)=(2t+1) 1=2) + O
P(p0;n)n(n 2t=(2t+1));
hence O
P(p0;n)n(n (t j)=(2t+1) 1=2) because j > 1=2. Together with (32) and the de￿nition
of s() this results in
III = O
P(p0;n)n(n (t j)=(2t+1)):
The above bounds imply that
sup
f2F
 
 
p
n



(^ pn   p0;n)fd  
p
n(Pn   P(p0;n))f
 
  = O
P(p0;n)n(n (t j)=(2t+1))
for every j satisfying 1=2 < j < t, and hence a fortiori for all j > 1=2. Consequently,
the l.h.s. of the last display is o
P(p0;n)n(n (t j)=(2t+1)) for all j > 1=2, hence in particular
o
P(p0;n)n(1) as n ! 1. This completes the proof of Part 1 when s  t.
Step 2: We now consider the case when 1=2 < s < t, and assume w.l.o.g. that
F = Ut;B for some B, 0 < B < 1. In the proof of Proposition 1 in Nickl (2007) there
are de￿ned approximating sequences un(f) 2 Wt
2(
) for all f 2 F, with the following
properties:
sup
f2F
kun(f)kt;2 = O(n(t s)=(2t+1)) as n ! 1; (34)
where supf2F kun(f)kt;2 is real for every n 2 N; and, for every r, 0  r < s,
sup
f2F
kf   un(f)kr;2 = O(n (s r)=(2t+1)) as n ! 1: (35)
We have that
sup
f2F
 
 
p
n



(^ pn   p0;n)fd  
p
n(Pn   P(p0;n))f
 
 
 sup
f2F
 
 
p
n



(^ pn   p0;n)(f   un(f))d
 
 
+ sup
f2F
 p
n(Pn   P(p0;n))(f   un(f))
 
+ sup
f2F
 
 
p
n



(^ pn   p0;n)un(f)d  
p
n(Pn   P(p0;n))un(f)
 
 
= IV + V + VI:
To complete the proof of Part 1 when 1=2 < s < t, we choose an arbitrary j0 such that
1=2 < j0 < min(j;s), where j is as in the theorem, and derive bounds for each of the
above expressions.
Bound for IV: By (34), with r = 0, and by Theorem 33,
IV 
p
nk^ pn   p0;nk2 sup
f2F
kf   un(f)k2
(by the Cauchy-Schwarz inequality)
= O
P(p0;n)n(n (s 1=2)=(2t+1)):
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Bound for V: Expression V can be bounded by
k
p
n(Pn   P(p0;n))kUj0;1 sup
f2F
kf   un(f)kj0;2;
so that, by Proposition 62, with  = 1 and H1 = Uj0;1, and by (35), with r = j0,
V = O
P(p0;n)n(n (s j0)=(2t+1)):
Bound for VI: Note that
VI = sup
f2F;
kun(f)kt;26=0
 
 
p
n



(^ pn   p0;n)
un(f)
kun(f)kt;2
d  
p
n(Pn   P(p0;n))
un(f)
kun(f)kt;2
 
 
kun(f)kt;2

 sup
h2Ut;1
 
 
p
n



(^ pn   p0;n)hd  
p
n(Pn   P(p0;n))h
 
   sup
f2F
kun(f)kt;2:
Applying Step 1 to the ￿rst term on the r.h.s. of the last display, and using (34), we
conclude that
VI = O
P(p0;n)n(n (s j)=(2t+1))
for all j > 1=2.
The above bounds imply that
sup
f2F

 

p
n



(^ pn   p0;n)fd  
p
n(Pn   P(p0;n))f

 
 = O
P(p0;n)n(n (s j)=(2t+1))
for all j > 1=2. Consequently, the l.h.s. of the last display is o
P(p0;n)n(n (s j)=(2t+1)) for
all j > 1=2, hence in particular o
P(p0;n)n(1) as n ! 1.
Part 2: Note ￿rst that the empirical process
p
n(Pn  P(p0;n))() converges to G in
`1(F), where G is a centered Gaussian process indexed by F with covariance function
Cov[G(f);G(g)] =




f  



fp0;1d

g  



gp0;1d

p0;1d
and bounded sample paths that are uniformly continuous with respect to d. This follows
from Corollary 2.7 in GinØ & Zinn (1991) since F is uniformly Donsker by Lemma 13
and (in view of Proposition 3)
lim
n!1kP(p0;n)   P(p0;1)kG = lim
n!1 sup
g2G
 
 



g(p0;n   p0;1)d
 
 
 (
) sup
g2G
kgk
 lim
n!1kp0;n   p0;1k

= 0:
for any class G of functions that is bounded in the sup-norm. Since the di￿erence
p
n



(^ pn   p0;n)()d  
p
n(Pn   P(p0;n))()
657 MOVING-PARAMETER ASYMPTOTICS FOR INDIRECT INFERENCE ESTIMATORS
converges in outer probability to 0 in the space `1(F), as shown in Part 1, we have
veri￿ed Part 2.
Part 3: For any f 2 F, de￿ne f : `1(F) ! R by f(') = '(f). We apply
Theorem 1.11.1 in van der Vaart & Wellner (1996) with Dn = D = `1(F), D0 = C(F;d),
E = R, gn = fn, g = f0, Xn =
p
n


(^ pn   p0;n)()d, and X = G. To verify
its premises, note that G takes its values in C(F;d) and is measurable. Further, for
'n 2 `1(F) and ' 2 C(F;) such that k'n   'kF converges to 0, we conclude from
j'n(fn)   '(f0)j  sup
f2F
j'n(f)   '(f)j + j'(fn)   '(f0)j
that fn('n) converges to f0('). [Clearly, '(fn) converges to '(f0) since pointwise
convergence of fn to f0 implies that d(fn;f0) goes to 0 by the theorem of dominated
convergence.] Since Xn   X by Part 2, we conclude that fn(Xn)   f0(X), which just
means that
p
n



(^ pn   p0;n)fnd   G(f0):
7.2 II-estimators: regularity and asymptotic e￿ciency
Maintaining Assumption Z, we de￿ne
Qq() =



(q   p)21
q
d
for every q 2 P(t;;D).
Proposition 35. Suppose P  L2(
) and  7! p is a continuous map from  into
(L2(
);k  k2). Let Assumption Z be satis￿ed. Let p0;n;p0;1 2 P(t;;D) be such that
p0;n converges pointwise to p0;1, and let 
0;1 2  be the unique minimizer of Qp0;1.
Then any II-estimator ^ n converges to 
0;1 in outer probability as n ! 1, where the
underlying probability spaces are (
n;B(
)n;P(p0;n)n).
Proof. For any ￿xed " > 0, let
c(") = inf
k 
0;1k"
[Qp0;1()   Qp0;1(
0;1)]:
Since Qp0;1 is a continuous function by Part 1 of Proposition 64, since the set 
 2  : k   
0;1k  "
	
is compact, and since Qp0;1() > Qp0;1() for any  6= 
0;1,
we see that c(") > 0.
Observe that
sup
2
jQp0;n()   Qp0;1()j = sup
2
 
 



(p0;n   p0;1)
 p2

p0;np0;1
d
 
 
  2kp0;n   p0;1k
 sup
2
kpk2
2:
Since, by hypothesis,  is compact and  7! p is a continuous mapping from  to
(L2(
);k  k2), we have that sup2 kpk2 < 1. Since kp0;n   p0;1k
 converges to 0
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in view of Proposition 3, we see that the r.h.s. of the previous display, and therefore
sup2 jQp0;n()   Qp0;1()j, converges to 0 as n ! 1. This together with Part 2 of
Proposition 64 shows that, for any  > 0,
sup
2
jQn()   Qp0;n()j  
on events whose inner P(p0;n)n-probability tends to 1 as n ! 1. Choose  > 0 such that
c(")   2 > 0. With the help of the inequality
inf
k 
0;1k"
[Qn()   Qn(
0;1)]
 inf
k 
0;1k"
[Qp0;1()   Qp0;1(
0;1)]   2sup
2
jQn()   Qp0;1()j
it then follows that
inf
k 
0;1k"
[Qn()   Qn(
0;1)]  c(")   2 > 0
on events having inner P(p0;n)n-probability going to 1. This implies that, on these events,
^ n does not belong to the set

 2  : k   
0;1k  "
	
since ^ n minimizes Qn by Part 1
of Proposition 20.
Proposition 36. Let Assumptions P.1, P.2, R.1, and Z be satis￿ed. Let p0;n;p0;1 2
P(t;;D) be such that p0;n converges pointwise to p0;1, and let 
0;1 be the unique
minimizer of Qp0;1. Then any simulation-based II-estimator ^ n;k converges to 
0;1 in
outer probability as min(n;k) ! 1, where the underlying probability spaces are (
n 
V k;B(
)n 
 Vk;P(p0;n)n 
 k).
Proof. The proof is completely analogous to the proof of Proposition 35: For any ￿xed
" > 0, let
c(") = inf
k 
0;1k"
[Qp0;1()   Qp0;1(
0;1)]:
Since Qp0;1 is a continuous function by Part 1 of Proposition 64, since the set 
 2  : k   
0;1k  "
	
is compact, and since Qp0;1() > Qp0;1() for any  6= 
0;1,
we see that c(") > 0.
Observe that
sup
2
jQp0;n()   Qp0;1()j = sup
2
 
 



(p0;n   p0;1)
 p2

p0;np0;1
d
 
 
  2kp0;n   p0;1k
 sup
2
kpk2
2:
Since, by hypothesis,  is compact and  7! p is a continuous mapping from  to
(L2(
);k  k2), we have that sup2 kpk2 < 1. Since kp0;n   p0;1k
 converges to 0
in view of Proposition 3, we see that the r.h.s. of the previous display, and therefore
sup2 jQp0;n()   Qp0;1()j, converges to 0 as n ! 1. This together with Part 3 of
Proposition 64 shows that, for any  > 0,
sup
2
jQn;k()   Qp0;1()j  
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on events whose inner P(p0;n)n 
k(n)-probability tends to 1 as min(n;k) ! 1. Choose
 > 0 such that c(")   2 > 0. With help of the inequality
inf
k 
0;1k"
[Qn;k()   Qn;k(
0;1)]
 inf
k 
0;1k"
[Qp0;1()   Qp0;1(
0;1)]   2sup
2
jQn;k()   Qp0;1()j
it then follows that
inf
k 
0;1k"
[Qn;k()   Qn;k(
0;1)]  c(")   2 > 0
on events having inner P(p0;n)n 
 k(n)-probability going to 1 as min(n;k) ! 1. This
implies that, on these events, ^ n;k does not belong to the set

 2  : k   
0;1k  "
	
since ^ n;k minimizes Qn;k by Part 1 of Proposition 25.
Note that under the assumptions of the following theorem, as well as Theorem 39, the
functions Qp0;n and Qp0;1 have minimizers (cf. Lemma 47) and the matrix
@2Qp0;1
@@0 ()
exists for every  in the (non-empty) interior of  (see Lemma 66).
Theorem 37. Let Assumptions P.1, P.4, P.5, and Z be satis￿ed. Let p0;n;p0;1 2
P(t;;D) and p0;n converge pointwise to p0;1. For each n 2 N, let 
0;n 2  be a mini-
mizer of Qp0;n; let 
0;1 2  be the unique minimizer of Qp0;1, and suppose it belongs to
the interior  of . Furthermore, let the following conditions be satis￿ed:
1. The density function p0;1 satis￿es the strict inequalities
inf
x2

p0;1(x) >  and kp0;1kt;2 < D:
2. The m  m matrix with (i;j)-th entry
@2Qp0;1
@i@j
(
0;1)
is positive de￿nite.
3. The set

@p
@i
(;
0;1) : i = 1;:::;m

[

@p
@i
(;
0;n) : 
0;n 2 ; i = 1;:::;m

is bounded in some Sobolev space Ws
2(
) of order s > 1=2.
Then
p
n(^ n   
0;n)   N(0;(
0;1)) as n ! 1,
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where (
0;1) is positive de￿nite and is given by
(
0;1)
=



@p
@
(;
0;1)
@p
@0(;
0;1)
1
p0;1
d  



(p0;1   p
0;1)
@2p
@@0(;
0;1)
1
p0;1
d
 1




@p
@
(;
0;1)
@p
@0(;
0;1)
p2

0;1
p3
0;1
d
 



@p
@
(;
0;1)
p
0;1
p0;1
d



@p
@0(;
0;1)
p
0;1
p0;1
d





@p
@
(;
0;1)
@p
@0(;
0;1)
1
p0;1
d
 



(p0;1   p
0;1)
@2p
@@0(;
0;1)
1
p0;1
d
 1
:
Here, weak convergence refers to the underlying probability spaces (
n;B(
)n;P(p0;n)n).
If there is a parameter 0;1 2  such that p0;1 equals p0;1 a.e., then 
0;1 = 0;1 and
p
n(^ n   
0;n)   N(0;I 1(0;1)) as n ! 1;
where I 1(0;1) denotes the inverse of the Fisher information matrix.
Proof. By Proposition 35, ^ n comes to lie in  on events that have inner P(p0;n)n-
probability going to 1. We have that
@Qn
@
(^ n) = 0
on these events. Applying the mean-value theorem to each component of @Qn
@ gives
@Qn
@
(
0;n) + Hn(^ n   
0;n) = 0
on these events, where Hn is the Hessian matrix of Qn with i-th row evaluated at some
mean value  n;i lying on the line segment that joins 
0;n and ^ n. Since 
0;n converges
to 
0;1 by Lemma 65 and ^ n converges to 
0;1 in outer P(p0;n)n-probability by Propo-
sition 35, we see that  n;i converges to 
0;1 in outer P(p0;n)n-probability. Hence, Hn
converges to
@2Qp0;1
@@0 (
0;1) in outer P(p0;n)n-probability by Proposition 67 and continu-
ity of
@2Qp0;1
@@0 on . Since the latter matrix is invertible by Condition 2, it follows that
Hn is invertible on events that have inner P(p0;n)n-probability tending to 1, which leads
to the relation
p
n(^ n   
0;n) =  H 1
n
p
n
@Qn
@
(
0;n) (36)
on these events. Since inverting matrices is continuous, we infer from the continuous
mapping theorem that H 1
n converges in outer probability to the inverse of
@2Qp0;1
@@0 (
0;1),
hence to

2



@p
@
(;
0;1)
@p
@0(;
0;1)
1
p0;1
d   2



(p0;1   p
0;1)
@2p
@@0(;
0;1)
1
p0;1
d
 1
(37)
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by Lemma 66. To see that
p
n@Qn
@ (
0;n) satis￿es a central limit theorem, we proceed as
follows: Let v 2 Rm be arbitrary, and use Part 1 of Lemma 51 to obtain
v0p
n
@Qn
@
(
0;n) = 2
p
n



(^ pn   p0;n)2v0@p
@
(;
0;n)
p
0;n
^ pnp2
0;n
d
 2
p
n



(^ pn   p0;n)v0@p
@
(;
0;n)
p
0;n
p2
0;n
d
 2
p
n



(p0;n   p
0;n)v0@p
@
(;
0;n)
1
p0;n
d
= I + II + III:
Note that since 
0;n converges to 
0;1, there is an index n such that 
0;n lies in  for
every n  n.
Convergence of I: By Condition 3, the set

v0@p
@
(;
0;n) : n  n

is bounded in Ws
2(
) and thus bounded by
Cs sup
(
 
v0@p
@
(;
0;n)

 

s;2
: n  n
)
in the sup-norm. Together with
 
 

p
0;n
^ pnp2
0;n
 
 



  3CtD
we see that Expression I is bounded by
2Cs sup
( 
 v0@p
@
(;
0;n)
 
 
s;2
: n  n
)
 3CtD
p
nk^ pn   p0;nk2
2
and thus converges to 0 in outer P(p0;n)n-probability by applying Theorem 33 with r = 0.
Convergence of II: We will use Part 3 of Theorem 34 with F = ffn : n  ng[ff1g,
where
fn :=  2v0@p
@
(;
0;n)
p
0;n
p2
0;n
and
f1 :=  2v0@p
@
(;
0;1)
p
0;1
p2
0;1
:
For this, we ￿rst show that fn belongs to Wr
2(
), where r = min(s;t): Since Wr
2(
) is
a multiplication algebra by Part 1 of Proposition 1, it su￿es to show that each factor
of fn belongs to Wr
2(
):  2v0 @p
@(;
0;n) 2 Ws
2(
) by Condition 3, and p
0;n 2 Wt
2(
)
by Assumption P.1; hence these factors lie in Wr
2(
) by Part 3 of Proposition 1; 1=p0;n
lies in Wr
2(
) by Parts 3 and 4 of Proposition 1. The same arguments also apply to the
function f1 and show that f1 2 Wr
2(
). Using Assumption P.1 and Condition 3, we
thus see that F is a bounded subset of Wr
2(
).
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To see that fn converges pointwise to f1, use that 
0;n converges to 
0;1 together
with Part 1 of Proposition 5, the continuity of
@p
@(x;) in the second argument, and the
hypothesis that p0;n converges pointwise to p0;1.
Finally, we conclude from Part 3 of Theorem 34 that
II =
p
n



(^ pn   p0;n)fnd   N(0;P(p0;1)(f   P(p0;1)f)2):
Convergence of III: Since 
0;n minimizes Qp0;n and, for n  n, lies in the interior
of , we have that
@Qp0;n
@ (
0;n) = 0 for every n  n. Since, up to the factor
p
n,
Expression III is equal to v0 @Qp0;n
@ (
0;n) by Lemma 66, it is 0 for n  n.
By the CramØr-Wold device,
p
n@Qn
@ (
0;1) asymptotically follows a central normal
distribution with variance-covariance matrix given by
4



@p
@
(;
0;1)
@p
@0(;
0;1)
p2

0;1
p3
0;1
d   4



@p
@
(;
0;1)
p
0;1
p0;1
d



@p
@0(;
0;1)
p
0;1
p0;1
d:
(38)
Combine that  H 1
n converges in outer probability to (37) with (38) to obtain
p
n(^ n   
0;n)   N(0;(
0;1));
where
(
0;1)
=



@p
@
(;
0;1)
@p
@0(;
0;1)
1
p0;1
d  



(p0;1   p
0;1)
@2p
@@0(;
0;1)
1
p0;1
d
 1




@p
@
(;
0;1)
@p
@0(;
0;1)
p2

0;1
p3
0;1
d
 



@p
@
(;
0;1)
p
0;1
p0;1
d



@p
@0(;
0;1)
p
0;1
p0;1
d





@p
@
(;
0;1)
@p
@0(;
0;1)
1
p0;1
d
 



(p0;1   p
0;1)
@2p
@@0(;
0;1)
1
p0;1
d
 1
:
If there is a parameter 0;1 2  such that p0;1 equals p0;1 a.e.￿ then 
0;1 coincides
with 0;1 in view of Condition 1, and (
0;1) simpli￿es to
(0;1) =



@p
@
(;0;1)
@p
@0(;0;1)
1
p0;1
d
 1
:
[Here, we have used that



@p
@(;0;1)d = 0, which follows from Assumption P.5 and
the inequality


 jfjd  (
)1=2kfk2.] We conclude that in this case
p
n(^ n   
0;n)   N(0;I 1(0;1)) as n ! 1.
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Theorem 38. Let Assumptions P.1, P.5, R.2, and Z be satis￿ed. Let p0;n;p0;1 2
P(t;;D) and p0;n converge pointwise to p0;1. For each n 2 N, let 
0;n 2  be a
minimizer of Qp0;n; let 
0;1 2  be the unique minimizer of Qp0;1, and suppose it
belongs to the interior  of . Further, let the following conditions be satis￿ed:
1. The density function p0;1 satis￿es the strict inequalities
inf
x2

p0;1(x) >  and kp0;1kt;2 < D:
2. The m  m matrix with (i;j)-th entry
@2Qp0;1
@i@j
(
0;1)
is positive de￿nite.
3. The set

@p
@i
(;
0;1) : i = 1;:::;m

[

@p
@i
(;
0;n) : 
0;n 2 ; i = 1;:::;m

is bounded in some Sobolev space Ws
2(
) of order s > 1=2.
In addition, either (i) let Assumption P.2 be satis￿ed, and choose k(n) such that
liminfn!1 k(n)=n2+1=t > 0; or (ii) let Assumption P.3 be satis￿ed, and choose k(n)
such that liminfn!1 k(n)=n2+ for some (arbitrarily small)  > 0. Then
p
n(^ n;k(n)   
0;n)   N(0;(
0;1)) as n ! 1,
where (
0;1) is positive de￿nite and is given by
(
0;1)
=



@p
@
(;
0;1)
@p
@0(;
0;1)
1
p0;1
d  



(p0;1   p
0;1)
@2p
@@0(;
0;1)
1
p0;1
d
 1




@p
@
(;
0;1)
@p
@0(;
0;1)
p2

0;1
p3
0;1
d
 



@p
@
(;
0;1)
p
0;1
p0;1
d



@p
@0(;
0;1)
p
0;1
p0;1
d





@p
@
(;
0;1)
@p
@0(;
0;1)
1
p0;1
d
 



(p0;1   p
0;1)
@2p
@@0(;
0;1)
1
p0;1
d
 1
:
Here, weak convergence refers to the underlying probability spaces (
n  V k(n);B(
)n 

Vk(n);P(p0;n)n
k(n)). If there is a parameter 0;1 2  such that p0;1 equals p0;1 a.e.,
then 
0;1 = 0;1 and
p
n(^ n;k(n)   
0;n)   N(0;I 1(0;1)) as n ! 1;
where I 1(0;1) denotes the inverse of the Fisher information matrix.
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Proof. The key step lies in exploiting the closeness of the random objective functions
Qn;k(n) and Qn to prove that
p
n(^ n;k(n)   ^ n) = o
P(p0;n)n
k(n)(1) as n ! 1.
This will be achieved through Lemma 30: By Condition 2, the matrix
@2Qp0;1
@@0 (
0;1) is
positive de￿nite. Use this together with the continuity of
@2Qp0;1
@@0 on  (see Lemma 66)
and the fact that, for all i;j = 1;:::;m,
sup
2
 
 
@2Qn
@i@j
()  
@2Qp0;1
@i@j
()
 
  = o
P(p0;n)n(1) as n ! 1
(see Proposition 67) to conclude that there are events En that have inner P(p0;n)n-
probability tending to 1 as n ! 1 such that
inf
2U

y0 @2Qn
@@0()y

 Kkyk2 for all y 2 Rm
holds true for some open, convex neighbourhood U of 
0;1, U  , and some constant
K > 0, where neither U nor K depends on n or the data. By Propositions 35 and
36, ^ n and ^ n;k(n) both come to lie in U on events E0
n that have inner P(p0;n)n 
 k(n)-
probability going to 1 as n ! 1. For the rest of the proof we restrict our reasoning to
the events En \ E0
n, and note that they have inner P(p0;n)n 
 k(n)-probability tending
to 1 as n ! 1. Since, by Part 1 of Proposition 20 and Part 1 of Proposition 25, ^ n and
^ n;k(n), respectively, are minimizers of the objective functions Qn and Qn;k(n), we may
apply Lemma 30 with f = Qn;k(n)jU, g = QnjU, u = ^ n;k(n), and v = ^ n to infer the
inequality
k^ n;k(n)   ^ nk  2K 1=2
q
kQn;k(n)   QnkU:
It follows from Part 3 of Proposition 49 and the choice of k(n) that
p
n(^ n;k(n)   ^ n) = o
P(p0;n)n
k(n)(1) as n ! 1
holds under (i) as well as under (ii). The proof now follows from Theorem 31, upon
noting that Assumption R.2 implies Assumption P.4 (cf. Part 1 of Proposition 5).
We are now ready to state the following asymptotic e￿ciency result for simulation-
based II-estimators.
Theorem 39. Let Assumptions P.3, P.5, R.2, and Z be satis￿ed. Let 0;n 2  and
0;n converge to 0;1, where 0;1 is assumed to lie in the interior of . Further, let the
following conditions be satis￿ed:
1. The m  m matrix with (i;j)-th entry
@2Qp0;1
@i@j
(0;1)
is positive de￿nite.
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2. The set

@p
@i
(;0;1) : i = 1;:::;m

[

@p
@i
(;0;n) : 0;n 2 ; i = 1;:::;m

is bounded in some Sobolev space Ws
2(
) of order s > 1=2.
If k(n) is of asymptotic order n2+ for some (arbitrarily small)  > 0, then
p
n(^ n;k(n)   0;n)   N(0;I 1(0;1)) as n ! 1;
where I 1(0;1) denotes the inverse of the Fisher information matrix and weak conver-
gence refers to the underlying probability spaces (
n  V k(n);B(
)n 
 Vk(n);P(p0;n)n 

k(n)).
Proof. Note that 0;n and 0;1, respectively, are the unique minimizers of the functions
Qp0;n and Qp0;1. Since p0;n converges pointwise to p0;1 in view of Part 1 of Propo-
sition 5, we can apply Theorem 38 with p0;n = p0;n and p0;1 = p0;1 to complete the
proof.
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8 On the computation of auxiliary maximum likelihood es-
timators
This section provides a numerically feasible computation of ^ pn, at least on events whose
probability tends to 1. Recall from Section 5.1 that ^ pn is the unique solution of maxi-
mizing
Ln(p) =
1
n
n X
i=1
logp(Xi)
over Wt
2(
) under the constraints



pd = 1;
kpkt;2  D;
inf
x2

p(x)  ;
where 0    (
) 1  D2. We know from Remark 7(iii) that ^ pn(Xi) > 0 for all
i = 1;:::;n, so that dividing by these terms in the subsequent theorem does not make
any di￿culties on any event. As is discussed below, the following theorem provides the
key for computing ^ pn.
Theorem 40. Let Assumptions D, D.1, and the strict inequalities  < (
) 1 < D2
and infx2
 p0(x) >  be satis￿ed. Then there are events that have probability tending to
1 such that ^ pn satis￿es
1
n
n X
i=1
X
i
^ pn(Xi)
 
(
)   1
n
Pn
i=1
1
^ pn(Xi)
(
)D2   1
(^ pn()   D2)   1 = 0; (39)
where X
i denotes the Riesz representer of the point evaluation Xi : Wt
2(
) ! R, given
by Xi(f) = f(Xi).
Proof. Throughout the proof derivatives are always FrØchet derivatives taken with re-
spect to the Sobolev norm.
Step 1: By Remark 12(ii), the inequality infx2
 ^ pn(x) >  holds on events that have
probability tending to 1. Therefore, ^ pn necessarily maximizes Ln over

p 2 Wt
2(
) :



pd = 1; kpkt;2 = D; inf
x2

p(x) > 

;
upon noting that the constraint kpkt;2  D is active by Remark 7(i). Put di￿erently, ^ pn
maximizes Ln : U ! R under the side conditions



pd   1 = 0;
kpk2
t;2   D2 = 0;
where U := fp 2 Wt
2(
) : infx2
 p(x) > g is easily seen to be open with respect to the
sup-norm topology on Wt
2(
). It follows from Part 2 of Proposition 1 that U is open
with respect to the topology that is induced by the Sobolev norm.
758 ON THE COMPUTATION OF AUXILIARY MAXIMUM LIKELIHOOD ESTIMATORS
Step 2: To solve the optimization problem in Step 1 with help of Lagrange multipliers,
we ￿rst de￿ne G1(p) =


 pd   1, G2(p) = kpk2
t;2   D2, and G(p) = (G1(p);G2(p))0.
We then have that
DG1(p)(f) =



fd (40)
since


()d is a continuous linear functional on Wt
2(
) in view of



jfjd  (
)1=2kfk2  (
)1=2kfkt;2:
Since hjit;2 is bilinear and continuous with respect to the Sobolev norm, G2 is di￿er-
entiable with respect to the Sobolev norm with derivative given by
DG2(p)(f) = 2hpjfit;2: (41)
Step 3: We claim that there is some h 2 Wt
2(
) such that DG2(^ pn)(h) = 0 and
DG1(^ pn)(h) 6= 0. Suppose, on the contrary, that DG2(^ pn)(h) = 0 implies DG1(^ pn)(h) =
0 for all h 2 Wt
2(
), meaning that kerDG2(^ pn)  kerDG1(^ pn). Then DG1(^ pn) factors
over DG2(^ pn). That is,
DG1(^ pn) = DG2(^ pn) (42)
for some  2 R, and  6= 0 since DG1(^ pn) is clearly surjective. In view of (40) and (41),
(42) can be rewritten as
h1jfit;2 = 2h^ pnjfit;2 for all f 2 Wt
2(
):
Consequently, 2^ pn = 1, so that ^ pn is constant. But we know from Remark 7(i) that this
is impossible.
Step 4: Next, we show that DG(^ pn) : Wt
2(
) ! R2 is surjective. To this end, let
(v;w)0 2 R2. Since ^ pn is not constantly equal to 0, DG2(^ pn) is surjective, and hence there
is some g 2 Wt
2(
) such that DG2(^ pn)(g) = w. Let h 2 Wt
2(
) such that DG2(^ pn)(h) = 0
and DG1(^ pn)(h) 6= 0. We know from Step 2 that such a function exists. Clearly, there is
some c 2 R with DG1(^ pn)(ch) = v. But then f = g + ch satis￿es DG(^ pn)(f) = (v;w)0.
Step 5: It follows from Theorem 43.D in Zeidler (1985) that there are Lagrange
multipliers ; 2 R such that
DLn(^ pn)(f)   DG1(^ pn)(f)   DG2(^ pn)(f) = 0 (43)
holds true for all f 2 Wt
2(
). Computing the derivatives in (43) leads to
1
n
n X
i=1
f(Xi)
^ pn(Xi)
  



fd   2h^ pnjfit;2 = 0 (44)
for all f 2 Wt
2(
). Since Wt
2(
) is a reproducing kernel Hilbert space, we may reformulate
(44) in terms of Riesz representers and get
1
n
n X
i=1
X
i
^ pn(Xi)
     2^ pn = 0; (45)
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upon noting that the Riesz representer of DG1(^ pn) is the constant function 1, whereas
that of DG2(^ pn) is 2^ pn. By taking the Sobolev inner product both with 1 and ^ pn, we
can solve for  and :
2 =
(
)   1
n
Pn
i=1
1
^ pn(Xi)
(
)D2   1
;
 = 1   2D2:
Plugging this into (45) proves the theorem.
Remark 41. (i) Evaluation of (39) at X1;:::;Xn leads to the following ￿nite-dimensional
system of equations in the variables Z1 = p(X1);:::;Zn = p(Xn):
1
n
n X
i=1
X
i (Xj)
Zi
 
(
)   1
n
Pn
i=1
1
Zi
(
)D2   1
(Zj   D2)   1 = 0; j = 1;:::;n;
where the Zi are positive. Once Z1;:::;Zn are known, we may compute ^ pn directly from
(39), which leads to the formula
^ pn(x) =
 
1
n
n X
i=1
X
i (x)
Zi
  1
!
(
)D2   1
(
)   1
n
Pn
i=1
1
Zi
+ D2
for all x 2 
.
(ii) In case t = 1 and t = 2, explicit formulas for the Riesz representers X
i are pro-
vided in Thomas-Agnan (1996); see Proposition 2 in combination with Corollary 2 and 3
there.
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9 Appendix
Appendix A: Properties of AML-objective functions
Lemma 42.
1. (a) x 7! logf(x) is B(
)-B([ 1;1))-measurable for any non-negative, B(
)-
measurable real-valued function f.
(b) v 7! logf((v;)) is V-B([ 1;1))-measurable for every  2  and every
non-negative, B(
)-measurable real-valued function f:
2. Let F be a set of non-negative, bounded real-valued functions on 
.
(a) Then for every x 2 
, f 7! logf(x) is a continuous mapping from (F;k  k
)
to [ 1;1).
(b) If the elements f 2 F are also continuous and Assumption R.1 is satis￿ed,
then for every v 2 V , (;f) 7! logf((v;)) is a continuous mapping from
  (F;k  k
) to [ 1;1).
Proof. Part 1: Part 1(a) is clear as f is B(
)-B([0;1))-measurable by hypothesis and
the extended logarithm is B([0;1))-B([ 1;1))-measurable.
For Part 1(b), additionally use that  : V  ! 
 is V-B(
)-measurable in the ￿rst
argument for every  2 .
Part 2: Fix x 2 
. Let fl;f 2 F be such that kfl   fk
 converges to 0. Then fl(x)
converges to f(x). Since setting log0 =  1 continuously extends the logarithm to the
interval [0;1), logfl(x) converges to logf(x). This shows Part 2(a).
To prove Part 2(b), let l; 2  and fl;f 2 F be such that jl   j and kfl   fk

converge to 0. Use the triangle inequality to obtain
jfl((v;l))   f((v;))j
 jfl((v;l))   f((v;l))j + jf((v;l))   f((v;))j
 kfl   fk
 + jf((v;l))   f((v;))j: (46)
The ￿rst expression on the r.h.s. of (46) converges to 0 by hypothesis. Making use of
Assumption R.1 and the continuity of f, the second one converges to 0 as well. Now use
the continuity of the extended logarithm on [0;1).
Proposition 43.
1. (a) Ln(f) is B(
)n-B([ 1;1))-measurable for any non-negative, B(
)-measurable
real-valued function f.
(b) Lk(;f) is Vk-B([ 1;1))-measurable for every  2  and every non-negative,
B(
)-measurable real-valued function f.
2. Let F be a set of non-negative, bounded real-valued functions on 
.
(a) Then, Ln(f) is a continuous mapping from (F;k  k
) into [ 1;1).
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(b) If the elements f 2 F are also continuous and Assumption R.1 is satis￿ed,
then Lk(;f) is a continuous mapping from   (F;k  k
) into [ 1;1).
3. Let F be a set of non-negative, bounded, B(
)-measurable real-valued functions on

.
(a) Then, L(f) is an upper semi-continuous mapping from (F;kk
) into [ 1;1).
(b) If the elements f 2 F are also continuous and Assumption R.1 is satis￿ed,
then L(;f) is an upper semi-continuous mapping from   (F;k  k
) into
[ 1;1).
4. Let F be a set of non-negative, bounded, B(
)-measurable real-valued functions on

 that are uniformly bounded away from 0.
(a) Then, L(f) is a continuous real-valued function on (F;k  k
).
(b) If the elements f 2 F are also continuous and Assumption R.1 is satis￿ed,
then L(;f) is a continuous real-valued function on   (F;k  k
).
5. Let F be a sup-norm compact set of non-negative, B(
)-measurable real-valued
functions on 
 that are uniformly bounded away from 0. Then we have the following
uniform laws of large numbers:
(a) limn!1 supf2F jLn(f)   L(f)j = 0 a.s.
(b) If the elements f 2 F are also continuous and Assumption R.1 is satis￿ed,
then
lim
k!1
sup
F
jLk(;f)   L(;f)j = 0 a.s.
Proof. Part 1: Parts 1(a) and 1(b) follow from Parts 1(a) and 1(b) of Lemma 42,
respectively.
Part 2: Parts 2(a) and 2(b) follow directly from Parts 2(a) and 2(b) of Lemma 42,
respectively.
Part 3: Since the elements f 2 F are bounded,



max(logf;0)dP < 1
and 
V
max(logf((;));0)d < 1;
and therefore both L(f) and L(;f) are well-de￿ned mappings with values in [ 1;1).
To see that L(f) is upper semi-continuous, let fl;f 2 F be such that kfl fk
 converges
to 0. By Part 2(a) of Lemma 42 and continuity of taking the maximum,
jmax(logfl(x);0)   max(logf(x);0)j
and
jmax( logfl(x);0)   max( logf(x);0)j
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converge to 0 for every x 2 
. This has two consequences: First,



liminf
l!1
max( logfl;0)dP  liminf
l!1



max( logfl;0)dP
by Fatou’s lemma, and thus



max( logf;0)dP  liminf
l!1



max( logfl;0)dP: (47)
Second, 


max(logf;0)dP = lim
l!1



max(logfl;0)dP (48)
by the theorem of dominated convergence. Recall that


 max(logf;0)dP < 1 and that
fmax(logfl;0) : l 2 Ng is bounded in L1(
) since f is bounded, kfl   fk
 converges to
0, and thus ffl : l 2 Ng is bounded in L1(
). From (47) and (48) we conclude that
L(f) =



max(logf;0)dP  



max( logf;0)dP
 lim
l!1



max(logfl;0)dP   liminf
l!1



max( logfl;0)dP
= limsup
l!1
L(fl):
To see that L(;f) is upper semi-continuous, let l; 2  and fl;f 2 F be such that
kl k and kfl fk
 converge to 0. By Part 2(b) of Lemma 42 and continuity of taking
the maximum,
jmax(logfl((v;l));0)   max(logf((v;));0)j
and
jmax( logfl((v;l));0)   max( logf((v;));0)j
converge to 0 for every v 2 V . This has two consequences: First,

V
liminf
l!1
max( logfl((;l));0)d  liminf
l!1

V
max( logfl((;l));0)d
by Fatou’s lemma, and thus

V
max( logf((;));0)d  liminf
l!1

V
max( logfl((;l));0)d: (49)
Second, 
V
max(logf((;));0)d = lim
l!1

V
max(logfl((;l));0)d (50)
by the theorem of dominated convergence. Recall that

V max(logf((;));0)d < 1
and that fmax(logfl((;l));0) : l 2 Ng is a bounded subset of L1(V;V) since f is
bounded, kfl   fk
 converges to 0, and thus ffl : l 2 Ng is bounded in L1(
). From
(49) and (50) we conclude that
L(;f) =

V
max(logf((;));0)d  

V
max( logf((;));0)d
 lim
l!1

V
max(logfl((;l));0)d   liminf
l!1

V
max( logfl((;l));0)d
= limsup
l!1
L(l;fl):
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Part 4: Denote by  the lower uniform bound of all elements in F. By hypothesis,
 > 0. To prove Part 4(a), let fl;f 2 F be such that kfl   fk
 converges to 0. Then
ffl : l 2 Ng is bounded by some B, 0 < B < 1. Since the logarithm is bounded on
[;B], the domination condition



sup
l2N
jlogfl(x)jdP(x) < 1
is satis￿ed. By Part 2(a) of Lemma 42, logfl(x) converges to logf(x) for every x 2 
.
Part 4(a) then follows from the theorem of dominated convergence.
To prove Part 4(b), let l; 2  and fl;f 2 F be such that kl   k and kfl   fk

converge to 0. Then ffl : l 2 Ng is bounded by some B, 0 < B < 1. Since the logarithm
is bounded on [;B], the domination condition

V
sup
2
sup
l2N
jlogfl((v;))jd(v) < 1
is satis￿ed. By Part 2(b) of Lemma 42, logfl((v;l)) converges to logf((v;)) for
every v 2 V . Part 4(b) now follows from the theorem of dominated convergence.
Part 5: The uniform law of large numbers stated in Part 5(a) follows from Mourier’s
strong law of large numbers: Apply Corollary 7.10 in Ledoux & Talagrand (1991) with
B = C(F;k  k
), X(f) = logf(X1)  


 fdP, and k  k = k  kF. Note that X has
values in C(F;k  k
) as can be seen by using Part 2(a) of Lemma 42, Part 4(a), and
the sup-norm compactness of F. Since X1 is a random variable with values in (
;B(
))
and x 7! logf(x) is B(
)-B(R)-measurable by Part 1(a) of Lemma 42, we see that X is
measurable with respect to the cylindrical -algebra on C(F;k  k
). It follows from the
equivalence of the cylindrical with the Borel -algebra on C(F;kk
) (see, e.g., Section 2.1
in Ledoux & Talagrand (1991), and observe that C(F;kk
) is a separable Banach space)
that X is a random variable with respect to the latter one. The integrability condition
EkXk < 1 translates into the domination condition



sup
f2F
jlogf(x)jdP(x) < 1
and holds true since the elements of F are uniformly bounded and uniformly bounded
away from 0 by hypothesis.
The uniform law of large numbers stated in Part 5(b) also follows from Mourier’s
strong law of large numbers: Apply Corollary 7.10 in Ledoux & Talagrand (1991) with
B the separable Banach space of all bounded, continuous functions on   (F;k  k
),
X(;f) = logf((V1;))  

V logf((;))d, and k  k = k  kF. Note that by Part
2(b), Part 4(b), and compactness of   (F;k  k
), X takes its values in the space of
(bounded) continuous functions on   (F;k  k
). Since V1 is a random variable with
values in (V;V) and logf((;)) is V-B(R)-measurable by Part 1(b) of Lemma 42, X is
Borel measurable by the equivalence of the the cylindrical with the Borel -algebra on
the space of bounded, continuous functions on   (F;k  k
) (see, e.g., Section 2.1 in
Ledoux & Talagrand, 1991). The integrability condition EkXk < 1 reads as

V
sup
2
sup
f2F
jlogf((v;))jd(v) < 1
and holds true since the elements of F are uniformly bounded and uniformly bounded
away from 0 by hypothesis.
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The following proposition provides explicit formulas for the derivatives of Ln(f) and
L(f) with respect to f. It can be found as Proposition 3 in Nickl (2007) and is stated
here (without proof) for easy reference.
Proposition 44. Let  > 0 and de￿ne U = ff 2 L1(
) : infx2
 f(x) > g. Let 
be a non-negative integer, f 2 U, and f1;:::;f 2 L1(
). The -linear functionals
representing the -th FrØchet derivative of Ln : U ! R and L : U ! R are given by
DLn(f)(f1;:::;f) = ( 1) 1(   1)! Pn(f f1 f)
= ( 1) 1(   1)!
1
n
n X
i=1
f (Xi)f1(Xi)f(Xi);
DL(f)(f1;:::;f) = ( 1) 1(   1)! P(f f1 f)
= ( 1) 1(   1)!



f f1 fdP:
The following proposition gives explicit formulas for the derivatives of Lk(;f) and
L(;f) with respect to f.
Proposition 45. Let  > 0 and U as in Proposition 44. For  2 , f 2 U,  some
non-negative integer, and f1;:::;f 2 L1(
), the -linear functionals representing the
-th partial FrØchet derivative of Lk : U ! R and L : U ! R, with respect to the
second variable, are given by
D
2Lk(;f)(f1;:::;f) = ( 1) 1(   1)!
k(f ((;))f1((;))f((;)))
= ( 1) 1(   1)!

1
k
k X
i=1
f (Xi())f1(Xi())f(Xi());
D
2L(;f)(f1;:::;f) = ( 1) 1(   1)!
(f ((;))f1((;))f((;)))
= ( 1) 1(   1)!



f f1 f pd:
Proof. Adapt the proof of Proposition 3 in Nickl (2007) by replacing n by k, Xi by
(Ui;), Ln by Lk(; ), L(i) by L(; ), Pk by k, and P by . The last equality in the
display above follows from the change of variable theorem.
The next result is a uniform version of Lemma 2 in Nickl (2007). It provides rates
of convergence for all derivatives of the auxiliary log-likelihood function, which hold
uniformly over the parameter space.
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Proposition 46. Let  be a non-negative integer, and let H1;:::;H be bounded subsets
of some Sobolev space Ws
2(
) of order s > 1=2. If Assumptions R.2 and Z are satis￿ed,
then
sup
P(t;;D)
kD
2Lk(;p)   D
2L(;p)kH1H = O
(k 1=2) as k ! 1:
Proof. Note that
sup
P(t;;D)
kD
2Lk(;p)   D
2L(;p)kH1H
= (   1)! sup
2
sup
p2P(t;;D)
sup
h12H1
 sup
h2H
(k   )(p ((;))h1((;))h((;)))
(by Proposition 45)
= (   1)!kk   kG;
where
G =

p ((;))h1((;))h((;)) :
 2 ; p 2 P(t;;D); h1 2 H1;:::;h 2 H

:
The classes of functions P(t;;D) = fp((;)) :  2 ; p 2 P(t;;D)g and H
i =
fhi((;)) :  2 ; h 2 Hig, i = 1;:::;, are -Donsker by Part 1 of Proposition 14.
Since  > 0 by Assumption Z, it follows from Example 2.10.9 in van der Vaart and
Wellner (1996) that f1=p((;)) : p 2 P(t;;D)g is -Donsker. Now, since G is the
product of -Donsker classes, it is -Donsker by Example 2.10.8 in van der Vaart and
Wellner (1996), and hence kk   kG is bounded in outer probability at rate k 1=2 by
Prohorov’s theorem.
Appendix B: Properties of II-objective functions
Lemma 47. Suppose P  L2(
) and  7! p is a continuous mapping from  into
(L2(
);k k2). Let f : 
 ! R be an integrable function satisfying infx2
 f(x) > 0. Then
H() :=



(f   p)2 1
f
d
is a continuous real-valued function on .
Proof. Rewrite the integrand as f   2p + p2
=f, and note that each term is integrable
by the hypotheses. Hence, H is real-valued. For continuity, let l; 2  be such that
kl   k converges to 0. Letting c = infx2
 f(x),
jH(l)   H()j =
 
 




p2
l
f
d  



p2

f
d
 
 

 c 1




p2
l   p2


d
 c 1kpl   pk2(kpl   pk2 + 2kpk2):
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Note that the r.h.s., and therefore also the l.h.s., of the previous display goes to 0 as
l ! 1.
Proposition 48.
1. Suppose P  L2(
) and  7! p is a continuous map from  into (L2(
);k  k2).
(a) On the event where infx2
 ^ pn(x) > 0,
Qn() =



(^ pn   p)2 1
^ pn
d
holds and Qn is a continuous real-valued function on .
(b) If Assumption Z is satis￿ed, then, for each (x1;:::;xn) 2 
n,
Qn() =



(^ pn   p)2 1
^ pn
d
holds and Qn is a continuous real-valued function on .
2. Let Assumption R.1 be satis￿ed.
(a) On the event where infx2
 ^ pn(x) > 0,
Qn;k() =



(^ pn   ~ pk())2 1
^ pn
d
holds and Qn;k is a continuous real-valued function on .
(b) If Assumption Z is satis￿ed, then, for each (x1;:::;xn;v1;:::;vk) 2 
n V k,
Qn;k() =



(^ pn   ~ pk())2 1
^ pn
d
holds and Qn;k is a continuous real-valued function on .
3. Suppose P  L2(
) and  7! p is a continuous map from  into (L2(
);k  k2).
If Assumptions D and D.2 hold, then Q is a continuous real-valued function on .
Proof. Parts 1 and 3 are immediate consequences of Lemma 47.
We next prove Part 2(a). Since ^ pn and ~ pk() belong to P(t;;D) by construction,
these densities are sup-norm bounded by CtD. Hence, Qn;k is real-valued whenever
infx2
 ^ pn(x) > 0. Since the map  7! ~ pk() is continuous by Part 2 of Theorem 6,
continuity of Qn;k then follows from the theorem of dominated convergence.
Part 2(b) immediately follows from Part 2(a).
Proposition 49. We have the following uniform convergence properties of II-objective
functions:
1. Suppose P  L2(
) and  7! p is a continuous map from  into (L2(
);k  k2).
Let further Assumptions D, D.1, and D.2 be satis￿ed. Then
sup
2
jQn()   Q()j = o
P(1) as n ! 1:
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2. Let Assumptions P.1, P.2, R.1, D, D.1, and D.2 be satis￿ed. Then
sup
2
jQn;k()   Q()j = o
Pr(1) as min(n;k) ! 1:
3. Let Assumptions P.1, R.2, and Z be satis￿ed. Then
sup
n2N
sup

n
sup
2
jQn;k()   Qn()j = O
(k t=(2t+1)) as k ! 1.
If Assumption P.1 is strengthened to P.3, then
sup
n2N
sup

n
sup
2
jQn;k()   Qn()j = O
Pr(k 1=2) as k ! 1.
Proof. Part 1: Set  = 2 1 infx2
 p0(x) and observe that  > 0 by Assumption D.2. In
view of Remark 12(ii) there is a sequence of events An that have probability converging
to 1 as n ! 1 such that infx2
 ^ pn(x) > . On these events we then have
sup
2
jQn()   Q()j = sup
2

 




p2

^ pn
d  



p2

p0
d

 

  2 sup
2
kpk2
2 k^ pn   p0k
:
Since  is compact, the assumptions on P imply that sup2 kpk2 < 1. Part 1 of
Theorem 11 now completes the proof.
Part 2: Let  = 2 1 infx2
 p0(x), and observe that  > 0 by Assumption D.2. By
Remark 12(ii) there is a sequence of events An that have probability tending to 1 as
n ! 1 on which infx2
 ^ pn(x) > . On An we have, substracting and adding



p2

^ pnd,
sup
2
jQn;k()   Q()j  sup
2

 




~ pk()2
^ pn
d  



p2

p0
d

 

 sup
2
 
 



(~ pk()   p)
~ pk() + p
^ pn
d +



p2


1
^ pn
 
1
p0

d
 
 
 2 1CtD(
) sup
2
k~ pk()   pk

+ 2D2 sup
2
kpk2
2 k^ pn   p0k
:
The result then follows from Parts 1 and 3 of Theorem 11.
Part 3: Note that ~ pk() 2 P(t;;D) by construction and p 2 P(t;;D) by Assump-
tion P.1. Hence, these densities are sup-norm bounded uniformly in  (and v1;:::;vk 2 V
in case of ~ pk()). Observe now that
Qn;k()   Qn() =



(~ pk()   p)
~ pk() + p
^ pn
d:
Using Assumption Z, Part 4 of Proposition 1 applied to f^ pn : x1;:::;xn 2 
; n 2 Ng
shows that f1=^ pn : x1;:::;xn 2 
; n 2 Ng is bounded in Wt
2(
). By Assumption P.1
and the construction of ~ pk(), it follows from Part 1 of Proposition 1 that

~ pk() + p
^ pn
:  2 ; x1;:::;xn 2 
; v1;:::;vk 2 V; n;k 2 N

(51)
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is contained in a Sobolev ball Ut;B for some B satisfying 0 < B < 1. The ￿rst claim then
follows from Part 1 of Theorem 16 with s = 0, where we have made use of the inequality 

 jfjd  (
)1=2kfk2 and the fact that the set in (51) is bounded in the sup-norm.
If Assumption P.1 is strengthened to P.3, we may apply Part 3 of Theorem 17 with F
equal to the set given in (51) to obtain the second claim.
Remark 50. If Assumption Z holds, then the events An in Parts 1 and 2 of the above
proof are the entire sample space and Qn   Q, respectively Qn;k   Q, is continuous on
. By separability of , the measurability of the respective suprema then follows.
Lemma 51.
1. Let Assumptions P.1 and P.5 be satis￿ed. Then, on the event infx2
 ^ pn(x) > 0, the
following is true: For every  in the interior  of , the objective function Qn is
twice continuously partially di￿erentiable on  and
@Qn
@i
() =  2



(^ pn   p)
@p
@i
(;)
1
^ pn
d
@2Qn
@i@j
() = 2



@p
@i
(;)
@p
@j
(;)
1
^ pn
d
 2



(^ pn   p)
@2p
@i@j
(;)
1
^ pn
d;
where i = 1;:::;m and j = 1;:::;m.
2. Let Assumptions P.1, P.5, D, and D.2 be satis￿ed. Then, for every  in the interior
 of , Q is twice continuously partially di￿erentiable on  and
@Q
@i
() =  2



(p0   p)
@p
@i
(;)
1
p0
d
@2Q
@i@j
() = 2



@p
@i
(;)
@p
@j
(;)
1
p0
d
 2



(p0   p)
@2p
@i@j
(;)
1
p0
d;
where i = 1;:::;m and j = 1;:::;m.
Proof. Part 1: Use the domination conditions listed in Assumption P.5 in combination
with Assumption P.1 and the hypothesis that infx2
 ^ pn(x) > 0 to interchange di￿er-
entiation and integration. For continuity of the partial derivatives, use the theorem of
dominated convergence.
Part 2: Use the domination conditions listed in Assumption P.5 in combination with
Assumptions P.1 and D.2 to interchange di￿erentiation and integration. For continuity
of the partial derivatives, use the theorem of dominated convergence.
Proposition 52. Let Assumptions P.1, P.5, Z, D, and D.1 be satis￿ed. Then, for all
i;j = 1;:::;m,
sup
2

 

@2Qn
@i@j
()  
@2Q
@i@j
()

 
 = oP(1) as n ! 1;
where  is the interior of .
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Proof. Make use of Lemma 51 to see that
sup
2

 

@2Qn
@i@j
()  
@2Q
@i@j
()

 

= 2 sup
2
 
 



(^ pn   p0)
@p
@i
(;)
@p
@j
(;)
1
^ pnp0
d
+



(^ pn   p0)
@2p
@i@j
(;)
p
^ pnp0
d

 

 2 2



sup
2
 
 
@p
@i
(x;)
@p
@j
(x;)
 
 d(x)
+CtD



sup
2

 

@2p
@i@j
(x;)

 
d(x)

k^ pn   p0k
:
By Assumption P.5 and the fact that k^ pn  p0k
 converges to 0 in probability by Part 1
of Theorem 11, the l.h.s. in the last display does so too.
Remark 53. Consider the auxiliary model P(t;;D) with  = 0. The assertion of the
preceding proposition still holds true in outer probability when Assumptions P.1, P.5, D,
D.1, and D.2 are satis￿ed and @2Qn
@@0() is replaced by the matrix
Hn() =
(
@2Qn
@@0() on the event infx2
 ^ pn(x) > 0;
0mm otherwise.
Appendix C: High-level theorems on uniform rates of convergence
The next two theorems give conditions under which random maximizers are uniformly
rk-consistent for the respective limiting maximizers when k tends to in￿nity. In The-
orem 54 the uniformity is with respect to some parameter set, whereas in Theorem 55
the uniformity is with respect to some set of probability measures. Both theorems are
modi￿cations of Theorem 3.2.5 in van der Vaart & Wellner (1996).
Theorem 54. Let (;A;P) be a probability space, S a non-empty set, and let T be a
non-empty set together with a non-negative function d : T  T ! R. We consider a
sequence of real-valued stochastic processes (Hk(s;t) : s 2 S; t 2 T) de￿ned on (;A)
and a function H : S  T ! R with the property that for every s 2 S there exists a
t(s) 2 T such that, for all t 2 T,
H(s;t)   H(s;t(s))   Cd(t;t(s)); (52)
where C; > 0 are constants neither depending on s nor t. Suppose, for all  > 0,
E
P sup
s2S
sup
t2T;
d(t;t(s))

 
p
k(Hk   H)(s;t)  
p
k(Hk   H)(s;t(s))

   'k() (53)
is satis￿ed for real-valued functions 'k such that  7!  'k() is non-increasing in  for
some  < . Assume further that, for every s 2 S, ^ tk(s) :  ! T satis￿es
Hk(s;^ tk(s))  Hk(s;t) for all t 2 T; (54)
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and let rk be a sequence of positive reals such that
sup
k2N
r
k'k(r 1
k )
p
k
< 1: (55)
Then, for every s 2 S, t(s) is a maximizer of H(s; ), and we have that
sup
s2S
d(^ tk(s);t(s)) = O
P(r 1
k ) as k ! 1.
Proof. We have to prove that
lim
N!1
limsup
k!1
P

rk sup
s2S
d(^ tk(s);t(s)) > 2N

= 0:
For k;j 2 N, set Vk;j = f(s;t) : 2j 1 < rkd(t;t(s))  2jg. Then
rk sup
s2S
d(^ tk(s);t(s)) > 2N
implies that there is some s0 2 S such that rkd(^ tk(s0);t(s0)) > 2N, which in turn gives
(s0;^ tk(s0)) 2 Vk;j0 for some j0 > N. Combine this with (52) and (54) to get
(Hk   H)(s0;^ tk(s0))   (Hk   H)(s0;t(s0))
= Hk(s0;^ tk(s0))   Hk(s0;t(s0)) + H(s0;t(s0))   H(s0;^ tk(s0))
 Cd(^ tk(s0);t(s0))
> Cr 
k 2j0 
This implies
P

rk sup
s2S
d(^ tk(s);t(s)) > 2N


X
j>N
P
 
sup
(s;t)2Vk;j
 

p
k(Hk   H)(s;t)  
p
k(Hk   H)(s;t(s))
 
  C
p
kr 
k 2j 
!
:
Via Markov’s inequality (for outer probability) and (53), the r.h.s. in the previous display
can be bounded by
X
j>N
'k(2jr 1
k )r
k
C
p
k2j  
X
j>N
2j'k(r 1
k )r
k
C
p
k2j  
2
C
sup
k2N
r
k'k(r 1
k )
p
k
X
j>N
2( )j;
where the last expression does not depend on k. Here, the lower inequality follows from
'k(c)  c'k() for c  1. Since  < ,
P
j>N 2( )j converges to 0 as N ! 1, and,
by (55), this completes the proof.
Theorem 55. For (;A) some measurable space and T some non-empty set, let (Hn(t) :
t 2 T) be a sequence of stochastic processes de￿ned on (;A). Let P be a set of probability
measures on (;A) and d : T  T ! R a non-negative function. Suppose that for every
P 2 P there exists a function HP : T ! R and tP 2 T such that
HP(t)   HP(tP)   Cd(t;tP) (56)
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holds true for all t 2 T with constants C; > 0 that neither depend on t nor P. For all
 > 0,
sup
P2P
E
P sup
t2T;
d(t;tP)
 p
n(Hn   HP)(t)  
p
n(Hn   HP)(tP)
   'n() (57)
shall be satis￿ed for real-valued functions 'n such that  7!  'n() is non-increasing
in  for some  < . Assume further that there are ^ tn :  ! T satisfying
Hn(^ tn)  Hn(t) for all t 2 T; (58)
and let rn be a sequence of positive reals such that
sup
n2N
r
n'n(r 1
n )
p
n
< 1: (59)
Then, for every P 2 P, tP is a maximizer of HP, and we have that
lim
M!1
limsup
n!1
sup
P2P
P(rnd(^ tn;tP) > M) = 0:
Proof. That tP is a maximizer of HP follows immediately from (56), so it remains to
prove that
lim
N!1
limsup
n!1
sup
P2P
P  
rnd(^ tn;tP) > 2N
= 0:
For n;j 2 N and P 2 P, set Vn;j;P = ft 2 T : 2j 1 < rnd(t;tP)  2jg. Then rnd(^ tn;tP) >
2N implies that ^ tn belongs to Vn;j0;P for some j0 > N. Hence
(Hn   HP)(^ tn)   (Hn   HP)(tP)
= Hn(^ tn)   Hn(tP) + HP(tP)   HP(^ tn)
 Cd(^ tn;tP)
> Cr 
n 2j0 
by (56), (58), and the de￿nition of Vn;j0;P. This implies
P  
rnd(^ tn;tP) > 2N

X
j>N
P
 
sup
t2Vn;j;P
 p
n(Hn   HP)(t)  
p
n(Hn   HP)(tP)
   C
p
nr 
n 2j 
!
:
By Markov’s inequality (for outer probability) and (57), the r.h.s. of this inequality can
be bounded by
X
j>N
'n(2jr 1
n )r
n
C
p
n2j  
X
j>N
2j'n(r 1
n )r
n
C
p
n2j  
2
C
sup
n2N
r
n'n(r 1
n )
p
n
X
j>N
2( )j
where the last expression does neither depend on n 2 N nor P 2 P. Note that the lower
inequality follows from 'n(c)  c'n() for c  1. Since  < , the sum
P
j>N 2( )j
converges to 0 as N ! 1. Using (59) completes the proof.
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Appendix D: An entropy bound for empirical processes
Let (S;A;P) be a probability space, Y1;:::;Yn be the coordinate projections of the
product space (Sn;An;Pn), and denote by Pn the empirical measure associated with
Y1;:::;Yn. In the theory of empirical processes there exist well-known upper bounds for
expressions of the form E k
p
n(Pn   P)kF over classes of functions F that are bounded
in the sup-norm. We will now derive such bounds separately for ￿nite and in￿nite F.
Furthermore, we will provide explicit universal constants in each case.
The following lemma originated from a convexity argument of Pisier (1983). In the
form presented it is a re￿nement of (2.5.5) in van der Vaart & Wellner (1996).
Lemma 56. Let f1;:::;fN be bounded, A-measurable real-valued functions on S. Then
the maximal inequality
E max
1jN
 p
n(Pn   P)fj
 
 8

max
1jN
q
Pjfj   Pfjj2
p
1 + logN +
max1jN kfjkS p
n
(1 + logN)

holds true.
Proof. Let  = max1jN
p
Pjfj   Pfjj2 and B = max1jN kfjkS. Since the asser-
tion of the lemma is satis￿ed when  = 0, as is easily seen, assume that  > 0. We ￿rst
derive a tail bound for
p
n(Pn   P)fj, which will be independent of j. To this end, let
j;i = fj(Yi)   Pfj for any ￿xed j, 1  j  N, and note that
p
n(Pn   P)fj =
1
p
n
n X
i=1
j;i:
The random variables j;1;:::;j;n are i.i.d. with expectation 0 and variance Pjfj  
Pfjj2  2; and they are bounded in the sup-norm by 2kfjkS  2B. Consequently, for
every y > 0,
Pr
  
 

1
p
n
n X
i=1
j;i

 
 
 y
!
 2exp
"
 
1
2
y2
2 + 2B
3
p
ny
#
by Bernstein’s inequality; see, e.g., 1.3.2 in Dudley (1999). Note that the above inequality
trivially holds for y = 0. Letting j = 1 p
n
Pn
i=1 j;i, it follows that, for every y  0,
Pr(jjj  y) 
8
<
:
2exp

 y2=42
if 0  y 
2
2B=3
p
n;
2exp
h
 
y
8B=3
p
n
i
if y 
2
2B=3
p
n:
(60)
Note that the r.h.s. in the previous display is well-de￿ned and does not depend on j.
Next, we split jjj into
jjj = jjj1n
jjj
2
2B=3
p
n
o + jjj1n
jjj>
2
2B=3
p
n
o
=: I;j + II;j;
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and prove a moment bound for each of the two summands. First, for every 1 > 2, we
have
Eexp
"
2
I;j
22
1
#
= 1 + E

[0;2
I;j]
1
22
1
exp

y
22
1

dy
= 1 +

[0;1)
1
22
1
exp

y
22
1

Pr(I;j 
p
y)dy
(by Tonelli’s theorem)
 1 +

[0;1)
2
22
1
exp

 
y
2

1
4
 
1
2
1

dy
(by (60) and the de￿nition of I;j)
= 1 +
8
2
1   4
(61)
(because 1 > 2).
Second, for every 2 > 4, we have that
Eexp

II;j
2B=3
p
n  2

= 1 + E

[0;II;j]
1
2B=3
p
n  2
exp

y
2B=3
p
n  2

dy
= 1 +

[0;1)
1
2B=3
p
n  2
exp

y
2B=3
p
n  2

Pr(II;j  y)dy
(by Tonelli’s theorem)
 1 +

[0;1)
1
B=3
p
n  2
exp

 
y
2B=3
p
n

1
4
 
1
2

dy
(by (63) below)
= 1 +
8
2   4
(62)
(because 2 > 4):
The inequality
Pr(II;j  y)  2exp

 
y
8B=3
p
n

(63)
is satis￿ed for every y  0: It is trivial for y = 0. If 0 < y 
2
2B=3
p
n, then the event
fII;j  yg is contained in the event
n
jjj >
2
2B=3
p
n
o
by de￿nition of II;j, and therefore
Pr(II;j  y)  Pr

jjj >
2
2B=3
p
n

 2exp
2
4 
2
2B=3
p
n
8B=3
p
n
3
5
(in view of (60))
 2exp

 
y
8B=3
p
n

:
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Finally, if y >
2
2B=3
p
n, then (63) holds true in view of (60) and the inequality II;j  jjj.
Now,
exp
"
E
max1jN I;j
1
2#
 Eexp
"
max
1jN
I;j
1
2#
(by Jensen’s inequality)
 E max
1jN
exp
"
2
I;j
22
1
#

N X
j=1
Eexp
"
2
I;j
22
1
#
 N

1 +
8
2
1   4

(by (61));
hence,
E max
1jN
I;j  1
s
logN

1 +
8
2
1   4

: (64)
Further,
exp

E
max1jN II;j
2B=3
p
n  2

 Eexp

max1jN II;j
2B=3
p
n  2

(by Jensen’s inequality)
 E max
1jN
exp

II;j
2B=3
p
n  2


N X
j=1
Eexp

II;j
2B=3
p
n  2

 N

1 +
8
2   4

(by (62));
hence,
E max
1jN
II;j 
2B
3
p
n
2 logN

1 +
8
2   4

: (65)
Combine (64) with (65) to get
E max
1jN
jjj  1
s
logN

1 +
8
2
1   4

+
2B
3
p
n
2 logN

1 +
8
2   4

:
Choosing 1 = 2
p
3 and 2 = 12 then leads to the inequality
E max
1jN
jjj  8


p
1 + logN +
B
p
n
(1 + logN)

;
upon noting that log2N  1 + logN.
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Remark 57. The proof of Lemma 56 actually shows that
E max
1jN
j
p
n(Pn   P)fjj
 max
1jN
q
Pjfj   Pfjj2 inf
1>2
"
1
s
logN

1 +
8
2
1   4
#
+
2max1jN kfjkS
3
p
n
inf
2>4

2 logN

1 +
8
2   4

:
The following theorem can be found as Lemma 3.4.2 in van der Vaart & Wellner
(1996). We give a complete proof and thereby ensure that the constant in the inequality
appearing there does not depend on the underlying probability measure.
Theorem 58. Let F be a non-empty class of A-measurable functions on S, which are
bounded by B, 0 < B < 1, in the sup-norm and by , 0 <  < 1, with respect to kk2;P.
Then
E k
p
n(Pn   P)kF  (1696 + 64
p
2)I[ ](;F;k  k2;P)

1 +
B
2p
n
I[ ](;F;k  k2;P)

:
Proof. The notation and way of reasoning draw on the proof of Theorem 6.7 in GinØ
(2007).
If N[ ](";F;kk2;P) = 1 for some " > 0, then it is also in￿nite for all smaller values of
". Hence, I[ ](;F;k  k2;P) = 1, and the inequality in the theorem is trivially satis￿ed.
So assume that N[ ](";F;k  k2;P) < 1 for all " > 0. Denote by j the unique integer
satisfying 2 (j+1) <   2 j. We can ￿nd a sequence of partitions fAk;i : i = 1;:::;Nkg
of F with the following properties:
1.
P
kj+1 2 kp
1 + logNk  4I[ ](;F;k  k2;P)
2.

 sup
g;h2Ak;i jg()   h()j

 
2;P
 2 k for all i = 1;:::;Nk and k  j + 1. [Here,
sup
g;h2Ak;i jg() h()j denotes any measurable envelope function of supg;h2Ak;i jg() 
h()j:]
3. The fAk;ig are nested, meaning that fAt;ig is a re￿nement of fAs;ig whenever t  s.
This is achieved as follows: For each integer k  j + 1, choose N[ ](2 k;F;k  k2;P)-
many brackets that cover F and disjointify them. This gives a sequence fTk;i : i =
1;:::;N[ ](2 k;F;k  k2;P)g of partitions of F satisfying
X
kj+1
2 k
q
1 + H[ ](2 k;F;k  k2;P)  2I[ ](;F;k  k2;P) (66)
(by the integral test)
and Property 2 above. For k  j + 1 and
sj+1 2
n
1;:::;N[ ](2 (j+1);F;k  k2;P)
o
;:::;sk 2
n
1;:::;N[ ](2 k;F;k  k2;P)
o
;
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set Ak;sj+1;:::;sk =
Tk
l=j+1 Tl;sl. Enumerate (sj+1;:::;sk) by natural numbers and call Nk
the cardinality of fAk;ig. Since
Nk  N[ ](2 (j+1);F;k  k2;P)N[ ](2 k;F;k  k2;P);
Property 1 follows from
X
kj+1
2 kp
1 + logNk 
X
kj+1
2 k
k X
m=j+1
q
1 + H[ ](2 m;F;k  k2;P)
=
X
mj+1
2
4
q
1 + H[ ](2 m;F;k  k2;P)
X
km
2 k
3
5
= 2
X
mj+1
2 m
q
1 + H[ ](2 m;F;k  k2;P)
 4I[ ](;F;k  k2;P)
(by (66));
Properties 2 and 3 are clear by construction.
For k  j + 1 and i = 1;:::;Nk, choose fk;i 2 Ak;i and de￿ne kf = fk;i as well
as kf(x) = sup
g;h2Ak;i jg(x)   h(x)j for f 2 Ak;i and x 2 S. Note that as f varies in
F, kf varies in a set of cardinality at most Nk. By Property 3, all f 2 Ak;i have the
same j+1f;:::;kf;j+1f;:::;kf, and kf  :::  j+1f holds true. For f 2 F
and x 2 S, de￿ne
(f)(x) = minfk  j + 1 : kf(x) >
p
nakg
(with the convention that min; := 1);
where ak := 1=(2k+1p
1 + logNk+1). By de￿nition we have the relations
ff = j + 1g = fj+1f >
p
naj+1g
and, for k > j + 1,
ff = kg = fj+1f 
p
naj+1;:::;k 1f 
p
nak 1;kf >
p
nakg;
ff  kg = fj+1f 
p
naj+1;:::;k 1f 
p
nak 1g:
For every r  j + 2, we have that
f = j+1f + f   j+1f
= j+1f + f   rf +
r X
k=j+2
(kf   k 1f)
= j+1f + f   rf +
r X
k=j+2
(kf   k 1f)1ff<kg +
r X
k=j+2
(kf   k 1f)1ffkg:
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Combine this with
r X
k=j+2
(kf   k 1f)1ff<kg
=
r X
k=j+2
kf1ff<kg  
r X
k=j+3
k 1f1ff<k 1g  
r X
k=j+2
k 1f1ff=k 1g
= rf1ff<rg  
r X
k=j+2
k 1f1ff=k 1g
and rf = rf1ff<rg + rf1ffrg to arrive at the following decomposition of f:
f = j+1f + f   rf1ffrg  
r X
k=j+2
k 1f1ff=k 1g +
r X
k=j+2
(kf   k 1f)1ffkg
= j+1f + (f   j+1f)1ff=j+1g + (f   rf)1ffrg +
r 1 X
k=j+2
(f   kf)1ff=kg
+
r X
k=j+2
(kf   k 1f)1ffkg:
Hence
E k
p
n(Pn   P)kF
 Ek
p
n(Pn   P)j+1fkF
+E k
p
n(Pn   P)(f   j+1f)1ff=j+1gkF
+E k
p
n(Pn   P)(f   rf)1ffrgkF
+E

 
 

p
n(Pn   P)
r 1 X
k=j+2
(f   kf)1ff=kg

 
 

F
+E

 
 

p
n(Pn   P)
r X
k=j+2
(kf   k 1f)1ffkg

 
 

F
= I + II + III + IV + V:
In order to prove the theorem, we now derive bounds for each of these expressions. In
doing so, we will make use of the observation that jfj  g implies that
j(Pn   P)fj  Png + Pg = (Pn   P)g + 2Pg: (67)
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Bound for I: By Lemma 56 and the assumptions about F,
I  8


p
1 + logNj+1 +
B
p
n
(1 + logNj+1)

 8
"
2  2 (j+1)p
1 + logNj+1 +
22(j+1)B
p
n
2 2(j+1)(1 + logNj+1)
#
 8

8I[ ](;F;k  k2;P) +
64B
2p
n
I2
[ ](;F;k  k2;P)

(by Property 1)
 512I[ ](;F;k  k2;P)

1 +
B
2p
n
I[ ](;F;k  k2;P)

:
Bound for II: By (67),
II  Ek
p
n(Pn   P)j+1fkF + 2
p
nkPj+1f1ff=j+1gkF:
Using Properties 1￿2 and Lemma 56, the ￿rst term can be bounded by
8

2 (j+1)p
1 + logNj+1 +
2B
p
n
(1 + logNj+1)

 8

2 (j+1)p
1 + logNj+1 +
22j+3B
p
n
2 2(j+1)(1 + logNj+1)

 8

4I[ ](;F;k  k2;P) +
128B
2p
n
I2
[ ](;F;k  k2;P)

:
For the second term observe that
Pj+1f1ff=j+1g = Pj+1f1fj+1f>
p
naj+1g

P(j+1f)2
p
naj+1

4
p
n
2 (j+2)p
1 + logNj+2
(by Property 2 and the de￿nition of aj+1)

16
p
n
I[ ](;F;k  k2;P)
(by Property 1)
Hence
II  1024I[ ](;F;k  k2;P)

1 +
B
2p
n
I[ ](;F;k  k2;P)

:
Bound for III: It follows from Property 3 that
ff  rg  fr 1f 
p
nar 1g  frf 
p
nar 1g:
This together with (67) yields
III  Ek
p
n(Pn   P)rf1frf
p
nar 1gkF + 2
p
nkPrf1frf
p
nar 1gkF:
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By Lemma 56 and Property 2, the ￿rst term can be bounded by
8

2 rp
1 + logNr +
p
n
2rp
1 + logNr
1
p
n
(1 + logNr)

= 16  2 rp
1 + logNr;
whereas the second term is less or equal than 2
p
nsupf2F krfk2;P  2
p
n2 r. Conse-
quently, Expression III is bounded by
C(r) := 16  2 rp
1 + logNr + 2 r+1p
n;
which converges to 0 as r ! 1.
Bound for IV: Using (67),
IV 
r 1 X
k=j+2

Ek
p
n(Pn   P)kf1ff=kgkF + 2
p
nkPkf1ff=kgkF

:
On ff = kg, kf  k 1f 
p
nak 1 =
p
n=(2kp
1 + logNk). Further, using Prop-
erty 2,
VarP[kf1ff=kg]  P(kf)21ff=kg

p
nak 1Pkf1fkf>
p
nakg

ak 1
ak
P(kf)2 
2
p
1 + logNk+1 p
1 + logNk
2 2k 
1 + logNk+1
1 + logNk
2 2k+1:
So, by Lemma 56,
Ek
p
n(Pn   P)kf1ff=kgkF
 8
2
4
s
2 2k+1(1 + logNk+1)
1 + logNk
p
1 + logNk +
p
n
2kp
1 + logNk
1
p
n
(1 + logNk)
3
5
= 8
p
8  2 (k+1)p
1 + logNk+1 + 2 kp
1 + logNk

(68)
Next,
2
p
nkPkf1ff=kgkF  8  2 (k+1)p
1 + logNk+1 (69)
since, using Property 2,
Pkf1ff=kg  Pkf1fkf>
p
nakg 
P(kf)2
p
nak
 2 k+1
p
1 + logNk+1 p
n
:
Combine (68) with (69) to obtain
IV  (8
p
8 + 8)
r 1 X
k=j+2
2 (k+1)p
1 + logNk+1 + 8
r 1 X
k=j+2
2 kp
1 + logNk
 64(1 +
p
2)I[ ](;F;k  k2;P)
(by Property1):
Bound for V: Property 3 implies that as f varies in F, (kf   k 1f)1ffkg varies
in a set of cardinality at most Nk. Each of these functions is bounded in absolute value
by
k 1f1fk 1f
p
nak 1g 
p
n
2kp
1 + logNk
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and satis￿es
VarP[(kf   k 1f)1ffkg]  P(kf   k 1f)2  P(k 1f)2  2 2(k 1)
by Property 2. Apply Lemma 56 to conclude that
V  8
r X
k=j+2

2 (k 1)p
1 + logNk +
p
n
2kp
1 + logNk
1
p
n
(1 + logNk)

= 24
r X
k=j+2
2 kp
1 + logNk
 96I[ ](;F;k  k2;P)
(by Property1).
All in all,
E
P k
p
n(Pn   P)kF
 (1696 + 64
p
2)I[ ](;F;k  k2;P)

1 +
B
2p
n
I[ ](;F;k  k2;P)

+ C(r):
Letting r ! 1 completes the proof.
Appendix E: Convexity of level sets
The following lemma states that the maximum set of a concave mapping that is de￿ned on
a convex set is convex. The result is standard in optimization theory (see, e.g., p.263f. in
Rockafellar, 1970).
Lemma 59. Let E be a real vector space, C a convex subset of E, and f : C ! [ 1;1)
a concave mapping. Denote by S the set of all c 2 C that satisfy
f(c) = sup
x2C
f(x):
Then S is convex.
Proof. If S is empty, it is convex, and we are done. So let S be non-empty. Pick c;d 2 S
and set  = supx2C f(x). For  2 (0;1), we conclude from the concavity of f that
  f(c + (1   )d)  f(c) + (1   )f(d) = :
Hence, c + (1   )d 2 S. This shows the convexity of S.
Appendix F: Continuous selections
The following lemma is a special case of Berge’s maximum theorem.
Lemma 60. Let X be a metric and Y a compact metric space. Let u : XY ! [ 1;1)
be a continuous function that for every x 2 X, has a unique maximizer, say v(x), on the
￿ber f(x;y) : y 2 Y g. Then the mapping v : X ! Y is continuous.
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Proof. Suppose, on the contrary, that v is not continuous at some point x 2 X. Then
there is a sequence xn converging to x such that yn := v(xn) does not converge to v(x).
Hence there is an " > 0 and a subsequence yn0 of yn such that yn0 does not belong to
the open ball of radius " around v(x). Since Y is compact, there is a subsequence yn00
of yn0 converging to some y 2 Y . Since the yn00 are at least "-far away from v(x), y has
to be di￿erent from v(x). Making use of the continuity of u, we see that u(xn00;yn00)
converges to u(x;y) and u(xn00;v(x)) converges to u(x;v(x)). Combine this with the
strict inequality u(x;y) < u(x;v(x)) to conclude that u(xn00
0;yn00
0) < u(xn00
0;v(x)) for
some index n00
0. This is a contradiction to yn00
0 being the unique maximizer of u over the
￿ber f(xn00
0;y) : y 2 Y g.
Appendix G: Auxiliary results for Section 7
Proposition 61. Let  > 0 and de￿ne U = ff 2 L1(
) : infx2
 f(x) > g: Let  be a
non-negative integer, f 2 U, and f1;:::;f 2 L1(
). For any probability measure P on
(
;B(
)), the -linear functionals representing the -th FrØchet derivative of LP : U ! R
are given by
DLP(f)(f1;:::;f) = ( 1) 1(   1)! P(f f1 f)
= ( 1) 1(   1)!



f f1 fdP:
Proof. The proof is the same as that of the corresponding part of Proposition 3 in Nickl
(2007).
Proposition 62. Let p0;n;p0;1 2 P(t;;D) be such that p0;n converges pointwise to p0;1.
Let  be a non-negative integer and H1;:::;H be non-empty bounded subsets of some
Sobolev space Ws
2(
) of order s > 1=2. If Assumption Z is satis￿ed, then the following
statements hold true:
1.
p
n(DLn(p) DLP(p0;n)(p))(h1;:::;h) converges weakly in `1(F) to a P(p0;1)-
Brownian bridge indexed by F, where
F :=

(   1)!p h1 h : p 2 P(t;;D); h1 2 H1;:::;h 2 H
	
;
2.
lim
M!1
(70)
limsup
n!1
P(p0;n)n

p
n sup
p2P(t;;D)

DLn(p)   DLP(p0;n)(p)


H1H > M

= 0:
Proof. Part 1: For any probability measure P on (
;B(
)), we have
sup
p2P(t;;D)
kDLn(p)   DLP(p)kH1H
= (   1)! sup
p2P(t;;D)
sup
h12H1
 sup
h2H
(Pn   P)(p h1 h)
(by the ￿rst part of Proposition 44 and by Proposition 61)
= kPn   PkF :
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The class of functions F is uniformly Donsker by the following arguments: Let r =
min(s;t). Assumption Z ensures that the densities p 2 P(t;;D) are bounded below
by  > 0, and so f1=p : p 2 P(t;;D)g is a bounded subset of Wt
2(
) by Part 4 of
Proposition 1. Consequently, f1=p : p 2 P(t;;D)g is bounded in Wr
2(
) by Part 3 of
Proposition 1. Since H1;:::;H are also bounded in Wr
2(
) by Part 3 of Proposition 1,
we conclude that F is a bounded subset of Wr
2(
), and hence is uniformly Donsker by
Lemma 13.
Since, in view of Proposition 3,
lim
n!1kP(p0;n)   P(p0;1)kG = lim
n!1 sup
g2G

 




g(p0;n   p0;1)d

 

 (
) sup
g2G
kgk
 lim
n!1kp0;n   p0;1k

= 0
for any class G of functions that is bounded in the sup-norm, it follows from Corollary 2.7
in GinØ & Zinn (1991) that
p
n(Pn   P(p0;n)) converges weakly in `1(F) to a P(p0;1)-
Brownian bridge indexed by F.
Part 2: In view of Lemma 1.3.8 in van der Vaart & Wellner (1996) and by continuity
of the sup-norm kkF on `1(F), k
p
n(Pn   P(p0;n))kF is asymptotically tight in R, which
in turn is equivalent to (70).
Remark 63. Inspection of the proof of Proposition 62 shows that (70) still holds true
when H1;:::;H are bounded subsets of L1(
) that are uniformly Donsker. The only
important property we need is a permanence result: Any ￿nite product of classes of
functions that are uniformly Donsker is itself uniformly Donsker.
Proposition 64.
1. Suppose P  L2(
) and  7! p is a continuous mapping from  into (L2(
);k 
k2). Let Assumption Z be satis￿ed. Then, for every q 2 P(t;;D), Qq is a contin-
uous real-valued function on .
2. Suppose P  L2(
) and  7! p is a continuous map from  into (L2(
);k  k2).
Let Assumption Z be satis￿ed. Then
lim
n!1
sup
q2P(t;;D)
Pr(q)

sup
2
jQn()   Qq()j > 

= 0
for every  > 0.
3. Let Assumptions P.1, P.2, R.1, and Z be satis￿ed. Then
lim
min(n;k)!1
sup
q2P(t;;D)
Pr(q)

sup
2
jQn;k()   Qq()j > 

= 0
for every  > 0.
Proof. Part 1: Part 1 is an immediate consequence of Lemma 47.
Part 2: A straightforward calculation shows that
Qn()   Qq() =



(^ pn   q)
 p2

^ pnq
d:
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Consequently,
sup
2
jQn()   Qq()j   2 sup
2
kpk2
2 k^ pn   qk
: (71)
We have that sup2 kpk2 < 1 by compactness of  and the assumptions on P. By
Theorem 33,
lim
n!1
sup
q2P(t;;D)
Pr(q) (k^ pn   qk
 > ) = 0
for every  > 0, and so Part 2 is true in view of (71).
Part 3: A straightforward calculation shows that
Qn;k()   Qq() =



(^ pn   q)
 p2

^ pnq
d +



(~ pk()   p)
~ pk() + p
^ pn
d:
Hence,
sup
2
jQn;k()   Qq()j   2D2 k^ pn   qk

+2 1CtDsup
2
k~ pk()   pk
 ;
where we have used Part 2 of Proposition 1. Theorem 33 states that
lim
n!1
sup
q2P(t;;D)
Pr(q) (k^ pn   qk
 > ) = 0
for every  > 0, whereas Part 3 of Theorem 11 implies that sup2 k~ pk() pk
 converges
to 0 in probability as k ! 1. This proves Part 3.
Lemma 65. Suppose P  L2(
) and  7! p is a continuous mapping from  into
(L2(
);k  k2). Let Assumption Z be satis￿ed. For p0;n;p0;1 2 P(t;;D), let 
0;n 2 
be a minimizer of Qp0;n, and let 
0;1 2  be the unique minimizer of Qp0;1. If p0;n
converges pointwise to p0;1, then 
0;n converges to 
0;1.
Proof. By Part 1 of Proposition 64, the functions Qp0;n and Qp0;1 are continuous on
the compact set  and consequently attain their respective in￿ma. We claim that the
assertion follows from Lemma 3.1 in P￿tscher & Prucha (1997), and apply this lemma
to Rn = Qp0;n,  Rn = Qp0;1, ^ n = 
0;n, and  n = 
0;1. We have to check its premises:
Condition (3.2) in P￿tscher & Prucha (1997) reads as
lim
n!1
sup
2
jQp0;n()   Qp0;1()j = 0: (72)
We have that
sup
2
jQp0;n()   Qp0;1()j = sup
2
 





(p0;n   p0;1)
 p2

p0;np0;1
d

 

  2 sup
2
kpk2
2 kp0;n   p0;1k
;
Since  is compact, the assumptions on P imply that sup2 kpk2 < 1. Now, (72)
holds in view of Proposition 3.
Next, observe that 
0;1 is identi￿ably unique in the sense used in P￿tscher & Prucha
(1997) because it uniquely minimizes Qp0;1, and Qp0;1 is a continuous function on the
compact set .
Finally, Condition (3.3) in P￿tscher & Prucha (1997) holds by choice of 
0;n.
1029 APPENDIX
Lemma 66. Suppose P  L2(
) and  7! p is a continuous mapping from  into
(L2(
);k  k2). Let Assumptions P.1, P.5, and Z be satis￿ed. Let q 2 P(t;;D). Then
Qq is twice continuously partially di￿erentiable on  and
@Qq
@i
() =  2



(q   p)
@p
@i
(;)
1
q
d
@2Qq
@i@j
() = 2



@p
@i
(;)
@p
@j
(;)
1
q
d
 2



(q   p)
@2p
@i@j
(;)
1
q
d;
where i = 1;:::;m and j = 1;:::;m.
Proof. Use Assumptions P.1, P.5, and Z to interchange di￿erentiation and integration.
For continuity, use the theorem of dominated convergence.
Proposition 67. Let Assumptions P.1, P.5, and Z be satis￿ed. Let p0;n;p0;1 2 P(t;;D)
be such that p0;n converges pointwise to p0;1. Then
sup
2
 
 
@2Qn
@i@j
()  
@2Qp0;1
@i@j
()
 
  = o
P(p0;n)n(1) as n ! 1
for all i;j = 1;:::;m, where the underlying probability spaces are (
n;B(
)n;P(p0;n)n).
Proof. Combine Part 1 of Lemma 51 and Lemma 66 to obtain
@2Qn
@i@j
()  
@2Qp0;1
@i@j
()
=  2



(^ pn   p0;1)
@p
@i
(;)
@p
@j
(;)
1
p0;np0;1
d
 2



(^ pn   p0;1)
@2p
@i@j
(;)
p
^ pnp0;1
d
for every  2 . Hence,
sup
2
 
 
@2Qn
@i@j
()  
@2Qp0;1
@i@j
()
 
 
 2 2



sup
2

 

@p
@i
(x;)
@p
@j
(x;)

 
d(x)
+CtD



sup
2
 
 
@2p
@i@j
(x;)
 
 d(x)

k^ pn   p0;1k
:
Using Assumptions P.1 and P.5, it remains to show that k^ pn   p0;1k
 converges to 0 in
probability. Clearly,
k^ pn   p0;1k
  k^ pn   p0;nk
 + kp0;n   p0;1k
:
Now, it follows from Theorem 33 that k^ pn   p0;nk
 converges to 0 in outer P(p0;n)n-
probability. Further, kp0;n  p0;1k
 converges to 0 by Proposition 3. This completes the
proof.
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106Abstract
We extend the method of indirect inference by using non-parametric auxiliary models
of densities. Suppose we observe i.i.d. random variables X1;:::;Xn and are given a
(possibly misspeci￿ed) parametric model with parameter set   Rm. The auxiliary
maximum likelihood estimator given X1;:::;Xn is de￿ned as the maximizer of the aux-
iliary likelihood function and is denoted by ^ pn. Similarly, for data X1();:::;Xk(n)()
that are simulated according to the parametric model, de￿ne ~ pk(n)() as the maximizer
of the corresponding auxiliary likelihood function. We show that ^ pn and ~ pk(n)() are
unique, thereby allowing to de￿ne an indirect inference estimator ^ n;k(n) as minimizer of
an appropriately weighted L2-distance between ^ pn and ~ pk(n)(). We prove that ^ n;k(n)
is asymptotically normal if k(n) is chosen of order n2+ for some  > 0; and that it
is asymptotically e￿cient under correct speci￿cation of the parametric model. We also
investigate the asymptotic behaviour of ^ n;k(n) under convergent sequences of parameters
and again obtain asymptotic e￿ciency. Finally, we show that the auxiliary maximum
likelihood estimators are solutions of ￿nite-dimensional systems of equations, thereby
suggesting how to compute them.
107Zusammenfassung
Es seien X1;:::;Xn unabh￿ngige, identisch verteilte Zufallsvariablen, und es liege ein
(m￿glicherweise misspezi￿ziertes) parametrisches Modell mit Parameterraum   Rm
vor. In dieser Arbeit erweitern wir die ‘Indirect Inference’-Methode durch Verwen-
dung nicht-parametrischer Auxiliarmodelle. Dazu de￿nieren wir den sogenannten auxil-
iaren Maximum-Likelihood-Sch￿tzer ^ pn als Maximierer der Likelihood-Funktion ￿ber das
gew￿hlte Auxiliarmodell. F￿r Daten X1();:::;Xk(n)(), die nach dem gegebenen Mod-
ell simuliert werden, de￿nieren wir analog ~ pk(n)() als Maximierer der entsprechenden
Likelihood-Funktion. Wir zeigen zun￿chst, dass ^ pn und ~ pk(n)() existieren und eindeutig
sind, und de￿nieren dann ^ n;k(n) als Minimierer einer geeignet gewichteten L2-Distanz
zwischen ^ pn und ~ pk(). Wir beweisen, dass ^ n;k(n) asymptotisch normalverteilt ist, so k(n)
von der Ordnung n2+ mit  > 0 gew￿hlt wird. Weiters zeigen wir, dass ^ n;k(n) asymp-
totisch e￿zient ist, wenn das gegebene Modell korrekt spezi￿ert ist. Dar￿ber hinaus
untersuchen wir das asymptotische Verhalten von ^ n;k(n) unter beliebigen konvergenten
Parameterfolgen und erhalten wiederum asymptotische E￿zienz. Schlie￿lich zeigen wir,
dass die auxiliaren Maximum-Likelihood-Sch￿tzer L￿sungen von endlich-dimensionalen
Gleichungssystemen sind, was deren Berechnung erm￿glicht.
108LEBENSLAUF   
  
PERSÖNLICHE DATEN   
Name  GACH, Florian 
Adresse Windmühlgasse  20/7/75 
A-1060 Wien 
Telefon  (43) 699 10 42 62 62 
Email  florian.gach@univie.ac.at 
Homepage  http://homepage.univie.ac.at/florian.gach 
Staatsangehörigkeit Österreich 
Geburtsdatum  16. August 1980 
  
BERUFLICHE TÄTIGKEITEN   
Seit Februar 2007  Universitätsassistent in Ausbildung an der Universität Wien 
Februar 2006 - Februar 2007  Wissenschaftlicher Mitarbeiter im Projekt Mathematik und Evolution – 
Mathematische und statistische Analyse von ökologischer und 
genetischer Vielfalt 
2005 - 2007  Externer Lehrender an der Universität Wien 
2004 - 2005  Tutor am Institut für Mathematik der Universität Wien 
  
AUSBILDUNG   
Juni 2008  Förderpreis der Österreichischen Statistischen Gesellschaft 
April 2007   Mag. rer. soc. oec.  
2006-2007   Magisterstudium Statistik 
Magisterarbeit: The coalescent: A stochastic approach to evolution 
März 2006  Bakk. rer. soc. oec. 
2004-2006   Bakkalaureatsstudium Statistik 
Februar 2004   Mag. rer. nat. 
1998-2004   Magisterstudium Mathematik 
Diplomarbeit: Topological versus Bornological Concepts in Infinite 
Dimensions 
Juli-August 1998   Sommersprachschule am Centre International d'Etudes Françaises, 
Universität von Burgund, Frankreich 
Juni 1998  Matura 
Fachbereichsarbeit in Physik: Auflösungsvermögen optischer 
Instrumente 
1990-1998   Bundesgymnasium Fichtnergasse 
Fichtnergasse 15 
A-1130 Wien 
   
KENNTNISSE UND FÄHIGKEITEN   
Sprachen  Fließende Sprachfertigkeit in Deutsch (Muttersprache), Englisch und 
Französisch 
Programmieren  Objekt-orientierte Programmierung: C++, C#   
WISSENSCHAFTLICHE 
PUBLIKATIONEN 
 Futschik, A. and Gach, F. (2008). On the Inadmissibility of 
Watterson's Estimate. Theor. Popul. Biol. 73 212-221. 
 
 Gach, F. (2006). A note on closed graph theorems. Acta Math. 
Univ. Comenianae 75 209-218. 
  
WEITERE INTERESSEN   Schlagzeug spielen 
 
 Fotografieren 
 