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Abstract
Let X and Y be d-dimensional random vectors having elliptically symmetric distributions.
Call X and Y afﬁnely equivalent if Y has the same distribution as AX þ b for some
nonsingular d  d-matrix A and some bARd : This paper studies a class of afﬁne invariant tests
for afﬁne equivalence under certain moment restrictions. The test statistics are measures of
discrepancy between the empirical distributions of the norm of suitably standardized data.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Let X1;y; Xm;y be independent copies of a random (column) vector X and,
independently of the Xj; let Y1;y; Yn;y be independent copies of a random vector
Y : The distributions of X and Y are assumed to be continuous and elliptically
symmetric, i.e., X and Y are some full rank afﬁne transformations of spherically
symmetric distributions (see, e.g. [4, p. 31]). Moreover, we assume EjjX jj4oN and
EjjY jj4oN; where jj  jj denotes the Euclidean norm. Writing ‘B’ for equality in
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distribution and Gld for the group of nonsingular matrices of order d; this paper
deals with the testing of the hypothesis
H0 : YBAX þ b for some AAGld and some bARd ; ð1Þ
against general alternatives. Put in other words, H0 means that X and Y have a
density of the form
jSj1=2gððx  mÞ0S1ðx  mÞÞ
with the same (unspeciﬁed) density generator g (see [4, p. 35]), but with possibly
different values of the location vector m and the positive deﬁnite matrix S: Here, jSj
denotes the determinant of S; and the prime stands for transpose of vectors and
matrices.
Notice that H0 includes the special case that both X and Y have nondegenerate
normal distributions. The idea of testing H0 is to test the equivalent hypothesis that
the standardized distributions coincide. Since these distributions are spherically
symmetric and thus uniquely determined by the distribution of their radial parts, the
test statistic is a suitable measure of discrepancy between the empirical distributions
of the radial part of the standardized samples. The paper is organized as follows.
Section 2 introduces the new test statistics, and Section 3 is devoted to asymptotic
distribution theory.
Since, under H0; the ﬁnite sample and the asymptotic distributions of the test
statistic depends on the unknown distribution of X ; resampling is necessary to carry
out the test. To this end, Section 4 introduces a resampling procedure that renders
the test asymptotically of a prespeciﬁed level. The ﬁnal section presents the results of
a Monte Carlo study.
2. The test statistic
We ﬁrst transform (1) into an equivalent testing problem. If YBAX þ b for
AAGld and bARd ; then n ¼ Amþ b and T ¼ ASA0; where m ¼ EX ; n ¼ EY ; S ¼
EðX  mÞðX  mÞ0 and T ¼ EðY  nÞðY  nÞ0: Let S1=2 denote the symmetric
positive deﬁnite square root of S1; and likewise deﬁne T1=2: Furthermore, put
X˜ ¼ S1=2ðX  mÞ; Y˜ ¼ T1=2ðY  nÞ: The distributional equality YBAX þ b then
implies
Y˜BT1=2AS1=2X˜:
Since X˜ and Y˜ have spherically symmetric distributions and the matrix T1=2AS1=2
is orthogonal, we have Y˜BX˜ and thus
jjY˜jj2BjjX˜jj2: ð2Þ
To show that (2) entails (1), notice that Y˜BU  jjY˜jj and X˜BV  jjX˜jj; where
U ; V ; jjX˜jj and jjY˜jj are independent, and the distributions of U and V are uniform
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over the surface of the unit d-sphere (see [4, p. 30]). Therefore, (2) implies Y˜BX˜;
from which (1) readily follows.
To test (2), let %Xm ¼ m1
Pm
j¼1 Xj; %Yn ¼ n1
Pn
k¼1 Yk denote the sample means,
and write Sm ¼ m1
Pm
j¼1ðXj  %XmÞðXj  X˜mÞ0; Tn ¼ n1
Pn
k¼1ðYk  %YnÞðYk  %YnÞ0
for the sample covariance matrices. We assume that m4d and n4d; thus ensuring
the almost sure invertibility of Sm and Tn (see [2]). Deﬁne the standardized data
X˜j ¼ S1=2m ðXj  %XmÞ; Y˜k ¼ T1=2n ðYk  %YnÞ
ð1pjpm; 1pkpnÞ: For short, put
Dj ¼ jjX˜jjj2 ð1pjpmÞ; Dk ¼ jjY˜kjj2 ð1pkpnÞ:
Our measure of discrepancy between the empirical distributions of D1;y; Dm and
D1;y;Dn is based on the empirical characteristic functions
jmðtÞ ¼
1
m
Xm
j¼1
expðitDjÞ;
cnðtÞ ¼
1
n
Xn
k¼1
expðitDkÞ
of these samples. In the spirit of a class of tests for univariate and multivariate
normality [3,5], the test statistic is
Um;n;a ¼
Z N
N
jjmðtÞ  cnðtÞj2 expðat2Þ dt; ð3Þ
where a40 is a constant the role of which will be discussed later. It is readily seen
that, as m; n-N;
Um;n;a-
Z N
N
jjðtÞ  cðtÞj2 expðat2Þ dt
almost surely, where jðtÞ ¼ E expðitjjX˜jj2Þ and cðtÞ ¼ E expðitjjY˜jj2Þ: Thus, rejecting
H0 for large values of Um;n;a should give a reasonable test of H0:
UsingZ N
N
cosðtcÞ expðat2Þ dt ¼ p
a
 1=2
exp  c
2
4a
 
;
some algebra yields the alternative representation
Um;n;a ¼
ﬃﬃﬃ
p
a
r
1
m2
Xm
j;k¼1
exp  1
4a
ðDj  DkÞ2
 "
þ 1
n2
Xn
j;k¼1
exp  1
4a
ðDj  DkÞ2
 
 2
mn
Xm
j¼1
Xn
k¼1
exp  1
4a
ðDj  DkÞ2
 #
: ð4Þ
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This shows that a computer routine implementing Um;n;a is readily available.
Moreover, since Dj ¼ ðXj  %XmÞ0S1m ðXj  %XmÞ and Dk ¼ ðYk  %YnÞ0T1n ðYk  %YnÞ;
not even the computation of the square roots of S1m and T
1
n is needed.
For later purposes, we note that, by analogy with (3), Um;n;a may be written in the
form
Um;n;a ¼
Z N
N
ðjmðtÞ  cnðtÞÞ2 expðat2Þ dt; ð5Þ
where
jmðtÞ ¼
1
m
Xm
j¼1
½cosðtDjÞ þ sinðtDjÞ; ð6Þ
cnðtÞ ¼
1
n
Xn
k¼1
½cosðtDkÞ þ sinðtDkÞ ð7Þ
are the empirical cosine–sine transforms of D1;y; Dm and D1;y;Dn; respectively.
Representation (5) follows readily from symmetry arguments and the trigonometric
formula cosðu  vÞ ¼ cos u cos v þ sin u sin v:
An important property of Um;n;a is its invariance with respect to afﬁne
transformations Xj/BXj þ b; Yk/CYk þ g ðB; CAGlg; b; gARdÞ of the data.
Restriction to afﬁne invariant test statistics is crucial since the testing problem (1)
is afﬁne invariant in the sense that H0 holds for X and Y if, and only if, it holds for
BX þ b and CY þ g for any choice of B; CAGld and b; gARd : Consequently, a
decision in favor or against H0 should be the same for Xj; Yk ð1pjpm; 1pkpnÞ
and the transformed data BXj þ b; CYk þ g ð1pjpm; 1pkpnÞ; a goal that is
achieved by afﬁne invariant test statistics. Since Um;n;a is afﬁne invariant, its null
distribution does not depend on the matrix A and the vector b ﬁguring in (1). Under
H0 we thus may assume without loss of generality that X and Y have the same
(unknown) distribution.
In what follows, we discuss the role of the weight function expðat2Þ ﬁguring in
(3). Our ﬁrst result shows that Um;n;a has an alternative representation in terms of an
L2-distance between two nonparametric density estimators.
Proposition 2.1. We have
Um;n;a ¼ 2p
Z N
N
ð fˆmðxÞ  gˆnðxÞÞ2 dx;
where
fˆmðxÞ ¼ 1
m
Xm
j¼1
1ﬃﬃﬃﬃﬃﬃﬃﬃ
2pa
p exp  ðx  DjÞ
2
2a
 !
;
gˆnðxÞ ¼ 1
n
Xn
k¼1
1ﬃﬃﬃﬃﬃﬃﬃﬃ
2pa
p exp  ðx  DjÞ
2
2a
 !
:
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Proof. Let
u˜ðxÞ ¼
Z N
N
expðitxÞuðtÞ dt
be the Fourier transform of a square integrable complex-valued function u deﬁned
on R: By Plancherel’s theorem, we have
Z N
N
ju˜ðxÞj2 dx ¼ 2p
Z N
N
juðtÞj2 dt: ð8Þ
Notice that Um;n;a ¼
RN
N ju˜ðxÞj2 dx; where
u˜ðxÞ ¼ 1
m
Xm
j¼1
exp itDj  a
2
t2
 
 1
n
Xn
k¼1
exp itDk  a
2
t2
 
:
Write Pm for the empirical distribution of D1;y; Dm; and let Qn be the empirical
distribution of D1;y;Dn: The function m1
Pm
j¼1 expðitDj  at2=2Þ is the Fourier
transform of the convolution Pm%Nð0; aÞ; and n1
Pn
k¼1 expðitDj  at2=2Þ is the
Fourier transform of the convolution Qn%Nð0; aÞ: Since Pm%Nð0; aÞ and
Qn%Nð0; aÞ have densities fˆmðxÞ and gˆnðxÞ; respectively, the assertion follows from
(8). &
Since fˆmðxÞ and gˆnðxÞ are nonparametric kernel density estimators with Gaussian
kernel ð2pÞ1=2 expðt2=2Þ and bandwidth ﬃﬃﬃap ; applied to D1;y; Dm and D1;y;Dn;
respectively, the role of a in the deﬁnition of Um;n;a is that of a smoothing parameter.
From the viewpoint of density estimation, the bandwidth must tend to zero as the
sample size increases in order to obtain consistent estimates. However, we keep a
ﬁxed in what follows in order to be able to discriminate between alternatives that
approach each other at the rate 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m þ np ; where m and n are assumed to be of the
same order of magnitude (as for this point, see [1]).
Our next result shows that, in the limit as a-N (according to the above
discussion, this case corresponds to ‘inﬁnite smoothing’), a rescaled version of Um;n;a
approaches a limit statistic that may be of independent interest.
Proposition 2.2. We have
lim
a-N
16a5=2
3
ﬃﬃﬃ
p
p Um;n;a ¼ 1
m
Xm
j¼1
D2j 
1
n
Xn
k¼1
D2k
 !2
: ð9Þ
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Proof. Expanding the exponential terms in (4) yieldsﬃﬃﬃ
a
p
r
Um;n;a ¼ 1
m2
Xm
j;k¼1
1 1
4a
ðDj  DkÞ2 þ 1
32a2
ðDj  DkÞ4
 
þ 1
n2
Xn
j;k¼1
1 1
4a
ðDj  DkÞ2 þ 1
32a2
ðDj  DkÞ4
 
 2
mn
Xm
j¼1
Xn
k¼1
1 1
4a
ðDj  DkÞ2 þ 1
32a2
ðDj  DkÞ4
 
þ O 1
a3
 
as a-N: Writing trðAÞ for the trace of a square matrix A and using trðABÞ ¼
trðBAÞ; we further have
Xm
j¼1
Dj ¼
Xm
j¼1
jjX˜jjj2 ¼
Xm
j¼1
ðXj  %XmÞ0S1m ðXj  %XmÞ
¼
Xm
j¼1
tr ðXj  %XmÞ0S1m ðXj  %XmÞ
 
¼
Xm
j¼1
tr S1m ðXj  %XmÞðXj  %XmÞ0
 
¼ tr S1m
Xm
j¼1
ðXj  %XmÞðXj  %XmÞ0
 !
¼ trðmIdÞ
¼md;
where Id is the identity matrix of order d: Likewise, we have
Pn
k¼1 Dk ¼ nd: The
result then follows by tedious but straightforward algebra. &
Notice that the right-hand side of (9) is an estimator of ðEjjX˜jj4  EjjY˜jj4Þ2: Thus,
for large a; Um;n;a is essentially a measure of discrepancy between the fourth moments
of the norm of the radial part of the underlying standardized distributions.
3. Asymptotic distribution theory
In this section, we study the limit distribution of Um;n;a under H0: Since Um;n;a is
afﬁne invariant, we assume without loss of generality that XBY ; and that X has a
spherically symmetric distribution satisfying EX ¼ 0 and EXX 0 ¼ Id :
A convenient setting for asymptotics is the separable Hilbert space L2 of
measurable real-valued functions on R that are square-integrable with respect to the
measure expðat2Þ dt: The norm in L2 will be denoted by
jjujjL2 ¼
Z N
N
u2ðtÞ expðat2Þ dt
 1=2
:
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The notation !D means weak convergence of random elements of L2 and random
variables, and OPð1Þ stands for a sequence of random variables that is bounded in
probability. Likewise, oPð1Þ denotes a sequence of random variables that converges
to 0 in probability. The ﬁrst result of this section is as follows.
Theorem 3.1. Let X have a spherically symmetric distribution satisfying EXX 0 ¼ Id
and EjjX jj4oN; and put
jðtÞ ¼ E½cosðtjjX jj2Þ þ sinðtjjX jj2Þ; ð10Þ
rðtÞ ¼ E½jjX jj2ðsinðtjjX jj2Þ  cosðtjjX jj2ÞÞ;
gðt; xÞ ¼ cosðtjjxjj2Þ þ sinðtjjxjj2Þ  jðtÞ þ trðtÞ 1
d
jjxjj2  1
 
; ð11Þ
tAR: If YBX ; there exists a centered Gaussian process WðÞ on L2 having covariance
kernel
Kðs; tÞ ¼ E½gðs; X Þgðt; X Þ ð12Þ
such that, as m; n-N;
mn
m þ n Um;n;a !
D
Z N
N
W2ðtÞ expðat2Þ dt: ð13Þ
Proof. Put
UmðtÞ ¼
ﬃﬃﬃﬃ
m
p ðjmðtÞ  jðtÞÞ;
VnðtÞ ¼
ﬃﬃﬃ
n
p ðcnðtÞ  jðtÞÞ;
where jm; c

n and j
 are deﬁned in (6), (7) and (10), respectively. From (5), we then
have
mn
m þ n Um;n;a ¼
Z N
N
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
m þ n
r
UmðtÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m
m þ n
r
VnðtÞ
 2
expðat2Þ dt:
We will prove
UmðÞ!D UðÞ as m-N ð14Þ
and
VnðÞ!D VðÞ as n-N ð15Þ
in L2; where UðÞ and VðÞ are independent centered Gaussian processes on L2
having covariance kernel Kðs; tÞ: Since, for any choice of k; lAR satisfying k2 þ l2 ¼
1; the process kUðÞ þ lVðÞ is centered Gaussian with covariance kernel Kðs; tÞ; it
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follows from (14) and (15) thatﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
m þ n
r
UmðÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m
m þ n
r
VnðÞ!D WðÞ;
where WðÞ has the properties stated in Theorem 3.1. Assertion (13) is then a
consequence of the continuous mapping theorem.
Clearly, given their existence, the processesUðÞ andVðÞ are independent because
the two samples X1;y; Xm and Y1;y; Yn have this property. Moreover, since (14)
and (15) are equivalent, only (14) needs to be proved.
To show (14), notice that UmðtÞ is a sum of functions of the random variables
Dj ¼ jjX˜jjj2 ¼ ðXj  %XmÞ0S1m ðXj  %XmÞ ð1pjpmÞ;
which are not independent. We will decompose UmðtÞ according to
UmðtÞ ¼ UmðtÞ þRmðtÞ; ð16Þ
where
UmðtÞ ¼
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
gðt; XjÞ;
jjRmjjL2 ¼ oPð1Þ as m-N; and gðt; xÞ is deﬁned in (11). Since
ﬃﬃﬃﬃ
m
p
UmðÞ is a sum of
i.i.d. centered L2-valued random elements, a standard Hilbert space central limit
theorem yields UmðÞ!
D
UðÞ; where UðÞ has the properties stated above. Since
jjRmjjL2 ¼ oPð1Þ; (14) then follows from (16) and Slutzky’s lemma.
To prove (16), start with
Dj ¼ jjXjjj2 þ ej;
where
ej ¼ Xj 0ðS1m  IdÞXj  2Xj 0S1m %Xm þ %Xm0S1m %Xm: ð17Þ
A Taylor expansion gives
cosðtDjÞ ¼ cosðtjjXjjj2Þ  tej sinðtjjXj jj2Þ þ 1
2
t2e2j xj; ð18Þ
sinðtDjÞ ¼ sinðtjjXjjj2Þ þ tej cosðtjjXjjj2Þ þ 1
2
t2e2j Zj ; ð19Þ
where jxjjp1 and jZjjp1: We ﬁrst assert
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
e2j ðxj þ ZjÞ

 ¼ oPð1Þ; ð20Þ
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thus showing that the contribution of the rightmost terms in (18) and (19) is
asymptotically negligible. To this end, notice that
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
e2j ðxj þ ZjÞ

p 2ﬃﬃﬃﬃmp
Xm
j¼1
e2j
p 24ﬃﬃﬃﬃ
m
p
Xm
j¼1
ðXj 0S1m %XmÞ2 þ
6ﬃﬃﬃﬃ
m
p
Xm
j¼1
ðXj 0ðS1m  IdÞXjÞ2
þ 6 ﬃﬃﬃﬃmp ð %Xm0 S1m %XmÞ2:
Now, the last term is oPð1Þ since S1m ¼ OPð1Þ and
ﬃﬃﬃﬃ
m
p
%Xm ¼ OPð1Þ: Using trðABÞ ¼
trðBAÞ; we obtain
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
ðXj 0S1m %XmÞ2 ¼
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
trðXj 0S1m %Xm %Xm0S1m XjÞ
¼ 1ﬃﬃﬃﬃ
m
p tr S1m
ﬃﬃﬃﬃ
m
p
%Xm
ﬃﬃﬃﬃ
m
p
%Xm
0S1m
1
m
Xm
j¼1
XjXj
0
 !
;
which is oPð1Þ since m1
Pm
j¼1 XjXj
0 ¼ OPð1Þ: Finally,
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
ðXj 0ðS1m  IdÞXjÞ2p
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
jjXj jj2jjðS1m  IdÞXjjj2
¼ 1ﬃﬃﬃﬃ
m
p tr ð ﬃﬃﬃﬃmp ðS1m  IdÞÞ2  1m
Xm
j¼1
XjXj
0jjXj jj2
" #
:
Since, in view of EjjX jj4oN; both factors within squared brackets are OPð1Þ; (20) is
proved.
We next approximate m1=2
Pm
j¼1 ej sinðtjjXjjj2Þ; up to terms that are asympto-
tically negligible, by a sum of i.i.d. random variables. To this end, notice that
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
ej sinðtjjXjjj2Þ ¼ 1ﬃﬃﬃﬃ
m
p
Xm
j¼1
½Xj 0ðS1m  IdÞXjsinðtjjXj jj2Þ
 2ﬃﬃﬃﬃ
m
p
Xm
j¼1
Xj
0S1m %Xm sinðtjjXjjj2Þ
þ 1ﬃﬃﬃﬃ
m
p
Xm
j¼1
%Xm
0 S1m %Xm sinðtjjXjjj2Þ
¼Zm;1ðtÞ  2Zm;2ðtÞ þ Zm;3ðtÞ ðsayÞ:
Putting Bm ¼
ﬃﬃﬃﬃ
m
p ðS1m  IdÞ; AðtÞ ¼ E½XX 0 sinðtjjX jj2Þ and
DmðtÞ ¼ 1
m
Xm
j¼1
XjXj
0 sinðtjjXj jj2Þ  AðtÞ;
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we have
Zm;1ðtÞ ¼ trðBmAðtÞÞ þ trðBmDmðtÞÞ: ð21Þ
Letting Bm ¼ ðBm;k;lÞ1pk;lpd and DmðtÞ ¼ ðDm;k;lðtÞÞ1pk;lpd ; and using the Cauchy–
Schwarz inequality, it follows that
jtrðBmDmðtÞÞjp
Xd
k;l¼1
B2m;k;l
 !1=2

Xd
k;l¼1
D2m;k;lðtÞ
 !1=2
ð22Þ
and thusZ N
N
ðtrðBmDmðtÞÞÞ2 expðat2Þ dtpOPð1Þ
Z N
N
Xd
k;l¼1
D2m;k;lðtÞ expðat2Þ dt;
since the ﬁrst factor on the right-hand side of (22) is OPð1Þ: Use Fubini’s theorem to
conclude that the expectation of the last integral converges to zero as m-N:
Consequently, jjtrðBmDmðÞÞjjL2 ¼ oð1Þ which shows that the second term on the
right-hand side of (21) is asymptotically negligible. In view of
ﬃﬃﬃﬃ
m
p ðS1m  IdÞ ¼ 
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
ðXjXj 0  IdÞ þ OPðm1=2Þ;
it follows readily that
Zm;1ðtÞ ¼  1ﬃﬃﬃﬃ
m
p
Xm
j¼1
trððXjXj 0  IdÞAðtÞÞ þ Rm;1ðtÞ
for some L2-valued random element Rm;1ðÞ satisfying jjRm;1ðÞjjL2 ¼ oð1Þ: Using
Theorem 3.3 of [4] together with the decomposition XBU  jjX jj; where U and jjX jj
are independent, and the distributions of U is uniform over the surface of the unit d-
sphere, we obtain AðtÞ ¼ d1E½jjX jj2 sinðtjjX jj2ÞId and thus
Zm;1ðtÞ ¼  1ﬃﬃﬃﬃ
m
p
Xm
j¼1
E½jjX jj2 sinðtjjX jj2Þðd1jjXjjj2  1Þ þ oPð1Þ:
As for Zm;2ðtÞ; we have
Zm;2ðtÞ ¼ 1
m
Xm
j¼1
Xj sinðtjjXjjj2Þ
 !
0 ﬃﬃﬃﬃmp ðS1m  IdÞ %Xm
þ ð ﬃﬃﬃﬃmp %XmÞ0 1
m
Xm
j¼1
Xj sinðtjjXjjj2Þ:
Use the fact that E½X sinðtjjX jj2Þ ¼ 0 by spherical symmetry and thus
m1
Pm
j¼1 Xj sinðtjjXjjj2Þ ¼ oPð1Þ to conclude jjZm;2ðÞjjL2 ¼ oð1Þ: Since also
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jjZm;3ðÞjjL2 ¼ oð1Þ; it follows that
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
ej sinðtjjXjjj2Þ ¼  1ﬃﬃﬃﬃ
m
p
Xm
j¼1
E½jjX jj2 sinðtjjX jj2Þ jjXj jj
2
d
 1
 !
þ oPð1Þ:
Likewise, we have
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
ej cosðtjjXj jj2Þ ¼  1ﬃﬃﬃﬃ
m
p
Xm
j¼1
E½jjX jj2 cosðtjjX jj2Þ jjXj jj
2
d
 1
 !
þ oPð1Þ;
and (16) follows by straightforward algebra. &
4. A resampling procedure
Obviously, the limit null distribution of the test statistic depends on the unknown
distribution of X : For example, the (simulated) 95%-quantile of the former
distribution is approximately 2.1 if X is normally distributed. On the other hand,
the corresponding values are 2.6 and 1.6 under a multivariate t distribution with ﬁve
degrees of freedom and a multivariate Pearson II distribution with shape parameter
1=2; respectively. Hence, some kind of resampling procedure is necessary to obtain
a test that is, at least asymptotically, of a prespeciﬁed size.
To perform the test based on Um;n;a; we suggest the use of the following resampling
procedure. Pool the values D1;y; Dm;D1;y;Dn into a sample of size N ¼ m þ n
and draw a random sample D ¼ fD1;y; Dm;D1;y;Dng with replacement from the
combined sample.
Independently of D; generate independent random vectors V1;y; VN ; uniformly
distributed over the surface of the unit d-sphere, and put
ZN; j ¼ Vj 
ﬃﬃﬃﬃﬃﬃ
Dj
q
; j ¼ 1;y; m;
ZN;mþk ¼ Vmþk 
ﬃﬃﬃﬃﬃ
Dk
q
; k ¼ 1;y; n:
Note that, conditionally on D1;y; Dm;D1;y;Dn; the random vectors ZN;1;y; ZN;N
have the same spherically symmetric distribution PN and distribution function FN
(say). The (conditional) distribution function of jjZN;1jj2 is the empirical distribution
function of D1;y; Dm;D1;y;Dn: Writing again Z˜N; j for the standardization of
ZN; j; let DN; j ¼ jjZ˜N; jjj2; DN;k ¼ jjZ˜N;mþkjj2 ð1pjpm; 1pkpnÞ:
Putting URm;n;a ¼ Um;n;aðDN;1;y; DN;m; DN;1;y;DN;nÞ; we have
mn
m þ n U
R
m;n;a ¼
Z N
N
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
m þ n
r
UN;mðtÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m
m þ n
r
VN;nðtÞ
 2
expðat2Þ dt;
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where
UN;mðtÞ ¼
ﬃﬃﬃﬃ
m
p ðjN;mðtÞ  jNðtÞÞ; jN;mðtÞ ¼
1
m
Xm
j¼1
½cosðtDN; jÞ þ sinðtDN; jÞ;
VN;nðtÞ ¼
ﬃﬃﬃ
n
p ðcN;nðtÞ  jNðtÞÞ; cN;nðtÞ ¼
1
n
Xn
k¼1
½cosðtDN;kÞ þ sinðtDN;kÞ;
and
jNðtÞ ¼
Z
Rd
ðcosðtjjzjj2Þ þ sinðtjjzjj2ÞÞ dFNðzÞ: ð23Þ
To prove the conditional convergence in distribution of the resampling process UN;m
to the Gaussian process W ﬁguring in Theorem 3.1, we use the following Hilbert
space Central Limit Theorem of Kundu et al. [6, Theorem 1.1]. Therein,H denotes a
real separable inﬁnite-dimensional Hilbert space.
Lemma 4.1. Let fek: kX0g be an orthonormal basis of H: For each NX1; let
WN1; WN2;y; WNN be a finite sequence of independent H-valued random elements
with zero means and finite second moments, and put WN ¼
PN
j¼1 WNj: Let CN be the
covariance operator of WN : Assume that the following conditions hold:
(a) limN-N/CNek; elS ¼ akl (say) exists for all kX0 and lX0:
(b) limN-N
PN
k¼0/CNek; ekS ¼
PN
k¼0 akkoN:
(c) limN-NLNðe; ekÞ ¼ 0 for every e40 and every kX0; where, for bAH; LNðe; bÞ ¼PN
j¼1 Eð/WNj; bS2 1fj/WNj; bSj4egÞ:
Then WN !D Nð0; CÞ in H; where Nð0; CÞ is a centered Gaussian random element of
H with covariance operator C characterized by /Ch; elS ¼
PN
j¼0 /h; ejSajl ; for every
lX0:
The main result of this section is as follows.
Theorem 4.1. For almost all sample sequences X1ðoÞ; X2ðoÞ;y; Y1ðoÞ; Y2ðoÞ;y; we
have under H0
mn
m þ n U
R
m;n;a !
D
Z N
N
W2ðtÞ expðat2Þ dt ðm; n-NÞ
in L2; where we use the notation and assume the conditions of Theorem 3.1.
Proof. Deﬁne
rNðtÞ ¼ E½jjZN;1jj2ðsinðtjjZN;1jj2Þ  cosðtjjZN;1jj2ÞÞ;
gNðt; xÞ ¼ cosðtjjxjj2Þ þ sinðtjjxjj2Þ  jNðtÞ þ trNðtÞ
1
d
jjxjj2  1
 
:
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and
UN;mðtÞ ¼
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
gNðt; ZN; jÞ:
We show
UN;mðtÞ ¼ UN;mðtÞ þRN;mðtÞ; ð24Þ
where jjRN;mjjL2 ¼ oPN ð1Þ as N-N and UN;mðÞ!
D
UðÞ: Then, a reasoning similar
as in the proof of Theorem 3.1 yields
UN;mðÞ!D UðÞ ðm-NÞ; VN;nðÞ!D VðÞ ðn-NÞ;
and the assertion of the theorem.
To show (24), let D1 be a countable dense subset of R; and let O1 be the
set of all oAO for which %Xm-0; Sm-Id ; m1
Pm
j¼1 jjXjjj4-EjjX jj4; m
1
2
max1pjpm jjZN; jjj2-0; m1
Pm
j¼1 cosðtjjXj jj2Þ-E½cosðtjjX jj2Þ and m1
Pm
j¼1
sinðtjjXjjj2Þ-E½sinðtjjX jj2Þ as m-N for each tAD1: Clearly, O1 has measure
one, and it is readily seen that, for each ﬁxed oAO1;
1
m
Xm
j¼1
cosðtjjXjjj2Þ-E½cosðtjjX jj2Þ; 1
m
Xm
j¼1
sinðtjjXjjj2Þ-E½sinðtjjX jj2Þ
for each tAR: Likewise, let O2 be the set (of measure one) of all oAO for which
%Yn-0; Tn-Id ; n
1Pn
k¼1 jjYkjj4-EjjY jj4; n
1
2 max1pkpn jjZN;kjj2-0; n1
Pn
k¼1
cosðtjjYkjj2Þ-E½cosðtjjY jj2Þ and n1
Pn
k¼1 sinðtjjYkjj2Þ-E½sinðtjjY jj2Þ for each
tAR: Putting O0 ¼ O1-O2; the following reasoning will be done for a ﬁxed oAO0:
As a ﬁrst step, we prove that limN-N KNðs; tÞ ¼ Kðs; tÞ pointwise on R2 for
oAO0; where KNðs; tÞ ¼ E½gNðs; ZN;1ÞgNðt; ZN;1Þ: Using the Taylor expansion
cosðtDjÞ ¼ cosðtjjXjjj2Þ  tejxj; sinðtDjÞ ¼ sinðtjjXjjj2Þ þ tejZj;
where jxjjp1; jZjjp1 and ej is deﬁned in (17), we obtain
jNðtÞ ¼E½cosðtjjZN;1jj2Þ þ sinðtjjZN;1jj2Þ
¼E½cosðtD1Þ þ sinðtD1Þ
¼N1
Xm
j¼1
ðcosðtDjÞ þ sinðtDjÞÞ þ
Xn
k¼1
ðcosðtDkÞ þ sinðtDkÞÞ
 !
-E½cosðtjjX jj2Þ þ sinðtjjX jj2Þ ¼ jðtÞ
as N-N for oAO0; where jN and j
 are deﬁned in (10) and (23), respectively.
Using similar arguments, we obtain limN-N rNðtÞ ¼ rðtÞ and, ﬁnally,
limN-N KNðs; tÞ ¼ Kðs; tÞ for oAO0:
Next, we verify conditions (a)–(c) of Lemma 4.1 for WN1;y; WNN ; where
WNjðtÞ ¼ gNðt; ZN; jÞ=
ﬃﬃﬃﬃ
m
p
; 1pjpm and WNjðtÞ ¼ 0; m þ 1pjpN: To this end, let
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CN be the covariance operator of WN ¼
PN
j¼1 WNj ð¼ UN;mÞ with kernel
E½WNðsÞWNðtÞ ¼ KNðs; tÞ:
As complete orthonormal set fekg in L2; one can choose products of univariate
Hermite polynomials (see, e.g., [7, p. 100]). Since, for oAO0 and sufﬁciently large
N; jKNðs; tÞjpc1jstj for some constant c1; dominated convergence yields
lim
N-N
/CNek; elS ¼ lim
N-N
Z Z
KNðs; tÞekðsÞelðtÞPaðdsÞPaðdtÞ
¼
Z Z
Kðs; tÞekðsÞelðtÞPaðdsÞPaðdtÞ
¼/Cek; elS;
where PaðdtÞ is shorthand for expðajjtjj2Þdt; and C is the covariance operator ofW:
Here and in what follows, an unspeciﬁed integral denotes integration over the whole
space R: Setting akl ¼ /Cek; elS; this proves condition (a) of Lemma 4.1.
To verify condition (b) of Lemma 4.1, use monotone convergence, Parseval’s
equality and dominated convergence to show
lim
N-N
XN
k¼0
/CNek; ekS ¼ lim
N-N
XN
k¼0
E/ek; WNS2
¼ lim
N-N
EjjWN jj2L2
¼
Z
lim
N-N
KNðt; tÞPaðdtÞ
¼
Z
Kðt; tÞPaðdtÞ
¼EjjWjj2L2
¼
XN
k¼0
akkoN:
To prove condition (c) of Lemma 4.1, notice that
j/WNj; ekSj ¼m12
Z
gNðt; ZN; jÞekðtÞPaðdtÞ


pm12
Z
jgNðt; ZN; jÞekðtÞjPaðdtÞ
pm12
Z
jgNðt; ZN; jÞj2PaðdtÞ
 1=2
jjekjjL2 :
Using jrNðtÞjp2EjjZN; jjj2 ¼ 2ð
Pm
j¼1 Dj þ
Pn
k¼1 DkÞ=N-2EjjX jj2 as m; n-N for
oAO0; and jgNðt; ZN; jÞjp4þ jtj jrNðtÞjmax1pjpm jjZN; jjj2; we obtain
j/WNj; ekSjpm12 c2 þ c3EjjZN; jjj2 max
1pjpm
jjZN; jjj2
 
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for some positive constants c2; c3; which converges to zero for oAO0: Hence
Eð/WNj ; ekS2 1fj/WNj ; ekSj4egÞ ¼ 0
for sufﬁciently large N; and thus limN-N LNðe; ekÞ ¼ 0: By Lemma 4.1, WN )
Nð0; CÞ in L2:
Finally, jjRmjjL2 ¼ oPN ð1Þ as N-N can be proved as in Theorem 3.1. &
5. Simulation results
To assess the actual level of the tests for afﬁne equivalence based on Um;n;a; a
simulation study was performed for sample sizes N ¼ 50 ðm ¼ n ¼ 25Þ and N ¼
100 ðm ¼ n ¼ 50Þ and dimensions d ¼ 2 and d ¼ 5: Besides Um;n;0:5; Um;n;1; Um;n;2
and Um;n;5; we included the limit statistic of Proposition 2.2. We used the following
distributions:
* MN1: the d-variate standard normal distribution Nð0; IdÞ;
* MN2: the d-variate normal distributionNð0;S1dÞ; where S12 ¼ diagð2; 4Þ and S15 ¼
diagð2; 2; 2; 4; 4Þ;
* MN3: a d-variate normal distribution with mean zero, unit variances and equal
correlation r ¼ 0:5 between components; the covariance matrix is denoted by S2d ;
* MT1: the multivariate t distribution with 10 degrees of freedom tdð10; 0; IdÞ;
generated as U=
ﬃﬃﬃﬃ
V
p
; where U and V are independent, and
UBNð0; IdÞ; VBw210=10;
* MT2; MT3: multivariate t distribution tdð10; 0;S1dÞ and tdð5; 0;S2dÞ;
* MT4: the multivariate t distribution with ﬁve degrees of freedom tdð5; 0; IdÞ;
* MP1: the multivariate Pearson Type II distribution with shape parameter 1=2;
* MP2: the multivariate Pearson Type II distribution with shape parameter 0;
* MP3: the multivariate Pearson Type II distribution with shape parameter 1.
Using these distributions, we simulated data from the following H0 cases:
* XBMN1 and YBMNk ðk ¼ 1; 2; 3Þ;
* XBMT1 and YBMTk ðk ¼ 1; 2; 3Þ;
* XBMT4 and YBMT4;
* XBMPk and YBMPk ðk ¼ 1; 2; 3Þ:
For each ﬁxed combination of N; d and underlying distributions as given above,
the following procedure was replicated 5000 times:
(1) generate random samples x1;y; xm and y1;y; yn;
(2) compute Dj ð1pjpmÞ; Dk ð1pkpnÞ and Um;n;aðD1;y; Dm;D1;y;DnÞ;
(3) draw 500 samples D1;y; D

m;D

1;y;D

n with replacement from the pooled
sample D1;y; Dm;D1;y;Dn; for each sample, generate random vectors
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Table 1
Estimated level for the bootstrap test (nominal level: 5%)
a ¼ 0:5 a ¼ 1:0 a ¼ 2:0 a ¼ 5:0 a ¼N
XBMN1; n ¼ m ¼ 25 d ¼ 2 4.4 5.2 5.8 6.1 5.9
YBMN1 d ¼ 5 5.4 5.8 6.3 7.5 9.5
n ¼ m ¼ 50 d ¼ 2 4.4 4.7 5.3 5.4 5.0
d ¼ 5 5.4 5.0 6.0 6.1 7.8
XBMN1; n ¼ m ¼ 25 d ¼ 2 4.9 5.3 5.3 6.5 6.7
YBMN2 d ¼ 5 5.6 5.4 6.4 7.4 9.1
n ¼ m ¼ 50 d ¼ 2 4.0 5.3 4.9 5.7 5.5
d ¼ 5 4.5 5.2 6.3 6.6 8.3
XBMN1; n ¼ m ¼ 25 d ¼ 2 5.2 5.4 5.6 6.3 6.5
YBMN3 d ¼ 5 5.7 6.1 6.3 7.2 8.5
n ¼ m ¼ 50 d ¼ 2 4.6 5.1 5.2 5.1 5.1
d ¼ 5 5.4 5.6 5.8 6.7 7.9
XBMT1; n ¼ m ¼ 25 d ¼ 2 5.9 6.1 6.9 8.1 12.2
YBMT1 d ¼ 5 5.6 6.0 7.3 8.8 16.8
n ¼ m ¼ 50 d ¼ 2 5.2 5.6 5.8 7.1 11.2
d ¼ 5 5.8 5.7 6.0 6.9 18.1
XBMT1; n ¼ m ¼ 25 d ¼ 2 5.5 5.7 6.7 8.0 12.4
YBMT2 d ¼ 5 5.1 6.9 7.6 9.4 17.0
n ¼ m ¼ 50 d ¼ 2 4.6 5.8 6.0 7.1 11.4
d ¼ 5 5.4 5.3 6.5 7.6 18.7
XBMT1; n ¼ m ¼ 25 d ¼ 2 5.8 6.2 6.9 7.9 12.0
YBMT3 d ¼ 5 5.9 6.3 6.6 9.8 17.3
n ¼ m ¼ 50 d ¼ 2 5.2 5.7 6.0 7.2 11.6
d ¼ 5 5.3 5.6 5.6 7.2 19.1
XBMT4; n ¼ m ¼ 25 d ¼ 2 6.4 7.4 8.1 10.2 21.3
YBMT4 d ¼ 5 5.8 7.0 8.0 11.1 25.3
n ¼ m ¼ 50 d ¼ 2 6.4 6.9 7.4 9.0 22.5
d ¼ 5 6.3 7.0 7.1 8.4 31.2
XBMP1; n ¼ m ¼ 25 d ¼ 2 7.6 6.3 4.4 3.1 1.4
YBMP1 d ¼ 5 5.2 4.7 3.3 2.9 1.5
n ¼ m ¼ 50 d ¼ 2 9.2 7.1 5.9 4.4 2.5
d ¼ 5 7.0 5.4 4.6 3.5 1.7
XBMP2; n ¼ m ¼ 25 d ¼ 2 5.4 5.6 4.5 2.9 1.3
YBMP2 d ¼ 5 5.8 4.9 4.3 3.3 2.3
n ¼ m ¼ 50 d ¼ 2 6.5 5.4 4.6 4.2 2.8
d ¼ 5 5.8 5.4 5.2 3.9 2.5
XBMP3; n ¼ m ¼ 25 d ¼ 2 4.7 4.5 4.4 3.9 1.9
YBMP3 d ¼ 5 5.0 5.2 4.5 4.1 3.2
n ¼ m ¼ 50 d ¼ 2 5.0 5.6 5.4 4.3 2.9
d ¼ 5 5.4 5.3 5.5 4.8 3.0
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V1;y; VN ; uniformly distributed over the surface of the unit d-sphere,
and put
ZN; j ¼ Vj 
ﬃﬃﬃﬃﬃﬃ
Dj
q
; j ¼ 1;y; m;
ZN;mþk ¼ Vmþk 
ﬃﬃﬃﬃﬃ
Dk
q
; k ¼ 1;y; n;
(4) calculate the corresponding 500 realizations URm;n;aðlÞ; 1plp500; (say) of the
resampling statistic URm;n;a;
(5) reject H0 if Um;n;a; computed on D1;y; Dm;D1;y;Dn; exceeds the empirical
95%-quantile of URm;n;aðlÞ; 1plp500:
Table 1 shows the percentage of the number of rejections of H0 for sample sizes
n ¼ m ¼ 25 and n ¼ m ¼ 50 and dimensions 2 and 5. Table 2 shows the percentage
of the number of rejections of some H0 cases for large sample size ðn ¼ m ¼ 100 and
n ¼ m ¼ 200) and dimension 2.
Notice that, for a ¼ 1 and a ¼ 2; the observed level is fairly close to the nominal
level 5% even for samples of size n ¼ m ¼ 25; for the cases a ¼ 5:0 and a ¼N;
however, the actual level is sometimes far below or above the nominal level.
Particularly for very long-tailed distributions, the observed level of signiﬁcance for
a ¼N seem to approach its nominal value 5% only very slowly with increasing
sample size, as the simulation results in Table 2 indicate.
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Table 2
Estimated level for d ¼ 2 and large sample size (nominal level: 5%)
a ¼ 0:5 a ¼ 1:0 a ¼ 2:0 a ¼ 5:0 a ¼N
XBMN1; n ¼ m ¼ 100 4.7 5.2 4.8 5.3 5.1
YBMN1 n ¼ m ¼ 200 4.9 4.9 4.9 4.8 4.9
XBMT1; n ¼ m ¼ 100 4.8 5.3 5.9 6.6 9.3
YBMT1 n ¼ m ¼ 200 5.0 5.0 5.5 6.0 7.3
XBMT4; n ¼ m ¼ 100 6.5 6.5 7.5 7.6 19.8
YBMT4 n ¼ m ¼ 200 6.2 6.4 6.2 7.1 15.3
XBMP1; n ¼ m ¼ 100 8.6 6.3 6.0 4.8 3.9
YBMP1 n ¼ m ¼ 200 6.6 6.4 5.1 4.7 4.9
XBMP2; n ¼ m ¼ 100 6.7 6.0 5.7 4.6 4.2
YBMP2 n ¼ m ¼ 200 5.6 5.9 5.4 4.7 3.9
XBMP3; n ¼ m ¼ 100 5.6 5.1 4.9 5.0 4.1
YBMP3 n ¼ m ¼ 200 5.4 5.4 5.2 4.5 4.6
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To assess the power of the different tests, we simulated data from the following
distributions:
* MN1 against MTk ðk ¼ 1; 4Þ;
* MN1 against MPk ðk ¼ 1; 2; 3Þ;
* MT1 against MT2;
* MTk against MPl ðk ¼ 1; 4; l ¼ 1; 2; 3Þ;
* MPk against MPl ðk; l ¼ 1; 2; 3; kolÞ;
Tables 3 and 4 show the percentages of rejection of H0: The main conclusions that
can be drawn from the power study are the following:
(1) In all cases, power increases with the sample size.
(2) For the alternatives MN1 against MT1; MN1 against MT4 and MT1 against
MT4; power is higher for d ¼ 5 than for d ¼ 2: In all other cases, power
decreases with increasing dimension.
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Table 3
Estimated power for the resampling test
a ¼ 0:5 a ¼ 1:0 a ¼ 2:0 a ¼ 5:0 a ¼N
XBMN1; n ¼ m ¼ 25 d ¼ 2 6.2 7.0 8.0 9.4 12.9
YBMT1 d ¼ 5 9.2 9.9 12.2 14.7 26.4
n ¼ m ¼ 50 d ¼ 2 8.7 9.7 10.5 11.8 17.1
d ¼ 5 14.4 17.7 21.1 26.5 44.8
XBMN1; n ¼ m ¼ 25 d ¼ 2 11.5 14.1 15.1 18.6 27.3
YBMT4 d ¼ 5 17.3 21.9 27.2 34.7 54.6
n ¼ m ¼ 50 d ¼ 2 22.3 24.2 27.8 29.9 42.4
d ¼ 5 43.4 49.5 55.3 64.5 85.3
XBMN1; n ¼ m ¼ 25 d ¼ 2 34.0 25.6 18.0 9.9 4.4
YBMP1 d ¼ 5 2.4 1.9 1.6 0.9 0.1
n ¼ m ¼ 50 d ¼ 2 91.3 88.7 86.0 81.2 75.6
d ¼ 5 36.6 35.8 32.9 27.0 11.8
XBMN1; n ¼ m ¼ 25 d ¼ 2 70.2 65.3 60.0 48.5 32.1
YBMP2 d ¼ 5 14.1 13.6 11.7 8.7 3.0
n ¼ m ¼ 50 d ¼ 2 99.4 99.2 98.9 99.4 99.0
d ¼ 5 83.2 85.6 86.0 84.0 70.1
XBMN1; n ¼ m ¼ 25 d ¼ 2 86.8 84.4 81.8 78.2 69.9
YBMP3 d ¼ 5 36.0 38.9 38.4 35.3 22.3
n ¼ m ¼ 50 d ¼ 2 100.0 99.9 99.8 99.8 99.9
d ¼ 5 97.3 98.6 98.8 99.2 98.0
XBMT1; n ¼ m ¼ 25 d ¼ 2 7.8 8.8 9.8 12.4 20.3
YBMT4 d ¼ 5 8.3 9.3 12.4 15.2 31.2
n ¼ m ¼ 50 d ¼ 2 10.0 10.2 12.4 13.1 24.3
d ¼ 5 13.4 16.0 17.8 20.1 45.2
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Table 4
Estimated power for the resampling test
a ¼ 0:5 a ¼ 1:0 a ¼ 2:0 a ¼ 5:0 a ¼N
XBMT1; n ¼ m ¼ 25 d ¼ 2 33.4 26.4 18.4 10.2 3.8
YBMP1 d ¼ 5 2.4 1.8 1.5 0.7 0.1
n ¼ m ¼ 50 d ¼ 2 91.1 89.0 85.6 81.8 74.9
d ¼ 5 36.0 36.7 36.0 27.4 12.6
XBMT1; n ¼ m ¼ 25 d ¼ 2 71.6 66.4 59.5 48.4 32.6
YBMP2 d ¼ 5 14.3 13.5 12.4 8.9 3.6
n ¼ m ¼ 50 d ¼ 2 99.2 99.1 99.0 99.1 99.0
d ¼ 5 82.7 86.2 85.3 84.5 71.2
XBMT1; n ¼ m ¼ 25 d ¼ 2 86.6 84.7 83.0 79.0 69.3
YBMP3 d ¼ 5 35.3 38.9 37.9 36.5 22.3
n ¼ m ¼ 50 d ¼ 2 99.9 99.8 99.9 99.9 99.9
d ¼ 5 97.5 98.5 98.8 99.0 97.8
XBMT4; n ¼ m ¼ 25 d ¼ 2 34.1 26.6 16.4 9.4 4.3
YBMP1 d ¼ 5 2.6 2.1 1.2 0.7 0.1
n ¼ m ¼ 50 d ¼ 2 91.2 88.6 86.1 80.6 75.4
d ¼ 5 37.1 36.3 33.8 27.3 11.6
XBMT4; n ¼ m ¼ 25 d ¼ 2 70.7 65.2 59.4 48.7 33.5
YBMP2 d ¼ 5 14.7 13.5 12.2 8.8 2.9
n ¼ m ¼ 50 d ¼ 2 99.3 99.3 99.1 98.9 98.9
d ¼ 5 82.2 85.3 85.9 82.6 71.0
XBMT4; n ¼ m ¼ 25 d ¼ 2 85.3 85.1 82.9 79.5 69.7
YBMP3 d ¼ 5 35.7 37.7 39.5 34.7 21.6
n ¼ m ¼ 50 d ¼ 2 99.9 99.9 99.9 99.9 99.9
d ¼ 5 97.6 98.5 98.6 99.1 97.5
XBMP1; n ¼ m ¼ 25 d ¼ 2 70.2 65.9 59.2 49.0 33.0
YBMP2 d ¼ 5 14.1 14.9 11.4 8.4 2.8
n ¼ m ¼ 50 d ¼ 2 99.2 99.3 99.2 98.9 99.0
d ¼ 5 82.6 85.5 86.6 84.4 70.8
XBMP1; n ¼ m ¼ 25 d ¼ 2 86.6 85.5 83.3 79.5 68.4
YBMP3 d ¼ 5 36.3 37.8 39.7 35.5 19.9
n ¼ m ¼ 50 d ¼ 2 99.8 99.9 99.9 99.9 99.9
d ¼ 5 97.4 98.6 98.9 99.3 98.0
XBMP2; n ¼ m ¼ 25 d ¼ 2 87.4 84.4 83.6 78.3 68.1
YBMP3 d ¼ 5 35.1 37.4 39.4 36.2 21.7
n ¼ m ¼ 50 d ¼ 2 99.9 99.9 99.9 100.0 99.9
d ¼ 5 97.6 98.0 98.7 99.2 97.7
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(3) Power of MN1 against MT4 is higher than for MN1 against MT1: Power of
MN1; MT1 and MT4 against MPk increases with k:
(4) In most cases, power depends heavily on the weight parameter a: Partly, power
increases with increasing values a; in other cases power decreases with a:
Therefore, no test is superior to the other tests in all cases.
(5) If nothing is known about the alternative, the tests based on Um;n;1 or Um;n;2 can
be recommended since they maintain their level quite closely; furthermore, they
distribute their power more evenly over the range of alternatives.
Finally, we stress that the formal tests for afﬁne equivalence studied in this paper
may be supplemented by a visual comparison of the two samples regarding afﬁne
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Fig. 1. Q–Q plot for afﬁne equivalence, n ¼ m ¼ 50; d ¼ 5: Left:MN1 versusMN1: Right:MN1 versus
MT4:
Fig. 2. Q–Q plot for afﬁne equivalence, n ¼ m ¼ 200; d ¼ 5: Left:MN1 versusMN1: Right:MN1 versus
MT4:
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equivalence. In fact, since jjY˜jjBjjX˜jj under H0 (cf. (2)), the points of a quantile–
quantile (Q–Q) plot of the empirical counterparts ð ﬃﬃﬃﬃﬃDjp Þ1pjpm and ð ﬃﬃﬃﬃﬃDkp Þ1pkpn
should lie around the straight line y ¼ x if H0 holds and the sample sizes are
sufﬁciently high.
Fig. 1 shows a Q–Q plot for afﬁne equivalence for n ¼ m ¼ 50 and d ¼ 5: In the
plot on the left, both samples come from a standard normal distribution. The plot on
the right is based on a normally distributed sample and a sample from the
multivariate t distribution with ﬁve degrees of freedom. Fig. 2 exhibits the same plots
for sample sizes m ¼ n ¼ 200: The deviation from H0 underlying the plots on the
right-hand side is clearly evident.
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