Proceedings of the Seventeenth Annual Biochemical Engineering Symposium by Reilly, Peter J.
Biochemical Engineering Symposium Proceedings Chemical and Biological Engineering
4-25-1987
Proceedings of the Seventeenth Annual
Biochemical Engineering Symposium
Peter J. Reilly
Iowa State University, reilly@iastate.edu
Follow this and additional works at: http://lib.dr.iastate.edu/bce_proceedings
Part of the Biochemical and Biomolecular Engineering Commons
This Book is brought to you for free and open access by the Chemical and Biological Engineering at Iowa State University Digital Repository. It has
been accepted for inclusion in Biochemical Engineering Symposium Proceedings by an authorized administrator of Iowa State University Digital
Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Reilly, Peter J., "Proceedings of the Seventeenth Annual Biochemical Engineering Symposium" (1987). Biochemical Engineering
Symposium Proceedings. 19.
http://lib.dr.iastate.edu/bce_proceedings/19
I (. l 
Proceedings of the 
Annual Biochemical 
Engineering Symposium 
April 25, 1987 
I:L 
Peter J. Reilly 
Editor . 
ISU-ERI-Ames-88069 
Department of Chemical Engineering 
College of Engineering 
Iowa State University, Ames, Iowa 
Proceedings of the 
Seventeenth Annual Biochemical 
Engineering Symposium: 
April 25, 1987 
Peter J. Reilly 
Editor 
Department of Chemical Engineering 
College of Engineering 
Iowa State University, Ames, Iowa 
ISU-ERI-Ames-88069 

iii 
PROCEEDINGS OF THE SEVENTEENTH ANNUAL BIOCHEMICAL ENGINEERING SYMPOSIUM 
This is the seventeenth of a series of symposia devoted to talks by stu-
dents about their biochemical engineering research. The first, third, fifth, 
ninth, twelfth, and sixteenth were at Kansas State University, the second and 
fourth were at the University of Nebraska-Lincoln, the sixth was in Kansas City 
and was hosted by Iowa State University, the seventh, tenth, thirteenth, and 
seventeenth were at Iowa State University, the eighth and fourteenth were at the 
University of Missouri-Columbia, and the eleventh and fifteenth were at Colorado 
State University. Next year's symposium will be at the University of Colorado. 
Symposium proceedings are edited by faculty of the host institution. Because 
final publication usually takes place elsewhere, papers here are brief, and 
often cover work in progress. 
Attending this meeting at Iowa State University were the following: 
University of Colorado: Brian Batt, Yilliam Bentley, Max Bynum, Dhinakar Kom-
pala, Charles Parnham, and Harold van Deinse. 
Colorado State University: Sanggono Adisasmito, Teresa Barreto, Linda Barstow, 
Thomas Blute, Zsolt Buday, John Haigh, John Kramer, and Vincent Murphy. 
University of Iowa: Allan Bream, In-Chul Kong, and Randall Yoshisato. 
Iowa State University: Kathleen Clark, Charles Glatz, Diane Holm, Merri Johnson, 
Leah Patterson, Sabine Pestlin, Peter Reilly, and Michael Sierks. 
Kansas State University: Larry Erickson, Rodney Fox, Ayush Gupta, Purboyo Gurit-
no, Travis Jones, K. H. Lee, Pat McDonald, Rizwan Mithani, Greg Sinton, Lourdes 
Taladriz, Brad Yright, and K. C. Zen. 
University of Missouri-Columbia: Rakesh Bajpai, Kim Joong, and Peter Sohn. 
Washington University: Ales Prokop. 
Inquiries about the research described in these papers should be directed 
to the biochemical engineering faculty at the various institutions: Robert Davis 
and Dhinakar Kompala at the University of Colorado, Bruce Dale, Naz Karim, James 
Linden, and Vincent Murphy at Colorado State University, Gregory Carmichael and 
Randall Yoshisato at the University of Iowa, Charles Glatz and Peter Reilly at 
Iowa State University, Larry Erickson and L. T. Fan at Kansas State University, 
and Rakesh Bajpai at the University of Missouri-Columbia. 
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The Effect of Polymer Dosage Conditions on the Properties of 
Protein-Polyelectrolyte Precipitates 
K. M. Clark and C. E. Glatz 
Dept. of Chemical Engineering, Iowa State University, Ames, IA 
Abstract 
The properties of aggregates formed by the precipitation of egg white 
proteins by carboxymethyl cellulose (CMC) were examined. Both the final level 
and the number of incremental additions of the polyelectrolyte were varied. 
The protein and lysozyme recoveries, particle zeta potential and protein 
composition of the precipitate were found to vary with only the final CMC 
level. Particle size and size distributions were dependent on both the 
polymer dosage and manner of addition. Overdosed systems, or systems in which 
the CMC dosage exceeded that required for optimal total protein removal, 
produced the smallest particles with size increasing as the number of 
incremental polymer additions increased. Optimally dosed systems produced the 
largest particles. 
Introduction 
The recovery of a single protein fraction from a fermentation broth is a 
primary focus of many downstream processing operations. This task is 
complicated by the low concentration of the protein in the broth, and the 
difficulty in separating it from other biomolecules in solution. Furthermore, 
severe recovery conditions must be avoided since it is often necessary to 
retain the activity of the protein. 
Precipitation is an attractive scheme for the recovery of proteins from 
dilute solution since it serves as both purification and concentration steps, 
reducing the volume of material that must be processed. lsoelectric 
precipitation [1], salting-out [2], and precipitation by the addition of non-
ionic polymers [1] have been successfully employed in protein recovery 
processes, but the fractionation potential is limited. 
Protein precipitation by polyelectrolytes offers several advantages. 
Low polyelectrolyte dosages are effective, and several authors [3-10] have 
reported high protein removal levels. Although the cost of the 
polyelectrolyte may be high, the feasibility of polyelectrolyte reclamation 
and recycling has been demonstrated [4, 8]. Fractional precipitation may be 
accomplished through careful selection of precipitant and precipitation 
conditions [3, 8, 11, 12]. Sternberg and Hershberger [8] noted that up to 
92.3% of enzyme activity may be retained following precipitation. However 
Gekko and Noguchi [13] have indicated that protein may be more susceptible to 
thermal denaturation following the addition of ionic polysaccharides. 
Many factors affect protein removal and fractionation efficiencies by 
polyelectrolyte precipitation. Increased ionic strength leads to lower 
protein removal efficiencies [6, 7, 9]. The success of fractionation is 
highly dependent on the process pH [3, 4, 5, 8, 9]. The charge density and 
the molecular weight of the polyelectrolyte will affect protein recovery 
levels [5-8]. Several investigators [5-9] have indicated the importance of 
careful control of the polyelectrolyte dosage. Typically, protein removal 
increases with dosage to an optimum, then decreases with further polymer 
addition. In non-protein systems, the importance of the manner of polymer 
addition has also been noted. Walles [14) found that flocculation of clay 
suspensions by poly (sodium styrene sulfonate) improved when the number of 
polymer additions was increased. 
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The formation of a protein-polymer aggregate is the result of a two-
stage process: formation of a solid phase or complex and aggregation of this 
complex into floes. The solubility of the protein-polymer complex is 
expected to depend on three factors: excluded volume, salting out and 
protein/polymer interactions resulting from electrostatic, hydrophobic or 
hydrogen bonding [13]. Electrostatic forces are expected to be dominant in 
the present work. Floc formation may proceed through a number of mechanisms, 
including patching [15-18], bridging [19-21], or charge neutralization [22, 
23]. 
In this work we have investigated the effect of polyelectrolyte dosage 
and addition on the formation of protein-polymer precipitates using egg white 
protein and carboxymethyl cellulose. Protein solubility and lysozyme activity 
were determined and several properties of the protein-polyelectrolyte 
aggregates were evaluated: zeta potential, protein composition and 
fractionation, particle size and size distribution. Through the particle size 
and particle size distribution behavior with polymer dosage and addition, the 
role of the polyelectrolyte in floc formation was studied. Characterization 
of the particles resulting from staged addition of CMC to egg white proteins 
allowed insight into the mechanism of aggregate formation. 
Materials and Methods 
Materials 
The carboxymethyl cellulose used was a commercial sample from Hercules 
Inc. (Wilmington, DE) of average molecular weight 250 000 daltons and degree 
of substitution of 1. 2. The dried egg white solids, type P-110, were obtained 
from Henningsen Foods, Inc. (White Plains, NY). Micrococcus lysodeikticus 
(ATCC 4698) was from Sigma Chemicals (St. Louis, MO). All other chemicals 
were reagent grade. 
Egg White Preparation 
Fifteen grams of egg white solids were suspended in 100 ml deionized 
water. The pH was adjusted to 4.5 with 5 M acetic acid. Upon solubilization 
the mixture was diluted 1:1 with pH 4.5, I= 0.02 M acetate buffer. The 
solution was centrifuged at 20 000 g for 45 minutes to remove insolubles. 
Immediately prior to precipitation, the egg white was filtered through a 0.45 
~m capsule filter. Final solution conditions were pH 4.5, I = 0.07 M and 55 
mg/ml protein. Earlier work had indicated that at pH 4.5 lysozyme removal 
levels are high, little ovalbumin, which comprises 54% of egg white protein is 
precipitated, and sufficient particles are produced for particle size 
distribution analysis. The selective precipitation of lysozyme (pi 10. 7) [24] 
by CMC is expected since the primary basis for fractionation appears to be the 
pi or the net charge of the protein species. 
Precipitation 
The precipitation was carried out at room temper8ture using a 400 ml 
baffled batch reactor. Agitation was provided by a 45 pitched, 6-bladed 
turbine a~ 1200 rpm. Total mixing time was 30 minutes, with a mean shear rate of 45 sec • CMC was prepared as a 0.35% solution in pH 4.5, I = 0.07 M 
acetate buffer and injected into the reactor from a syringe over a period of 
5-15 seconds. On the basis of earlier small-scale solubility studies, three 
dosage levels were investigated: optimum, corresponding to maximum total 
protein removal, underdosed, and overdosed. The CMC/total protein mass ratios 
were 0.04, 0.02 and 0.10, respectively, for these conditions. To examine the 
effect of polymer addition, CMC was added in increments to reach the final 
3 
dosage level. One, two and three-stage polymer additions were investigated. 
For one-stage additions, the entire polymer aliquot required to reach each of 
the three dosage levels was added at the start of the precipitation. Mixing 
time was 30 minutes. Two, 2-stage additions were investigated. For the first 
stage, sufficient CMC was added to reach the underdosed level, followed by 15 
minutes of mixing. The second polymer aliquot was then added, to attain 
either optimum or overdosed levels, again followed by 15 minutes of mixing. 
The three-stage polymer addition was performed by adding three polymer 
aliquots, to reach the underdosed, optimum and overdosed levels, successively. 
Each polymer addition was followed by 10 minutes of mixing. 
Protein and Lysozyme Assays 
Total protein determinations were accomplished using a modified biuret 
assay [25]. Initial protein concentration was that of the egg white solution. 
Final protein concentrations were determined on the supernatant of a slurry 
aliquot centrifuged at 50 000 g for 45 minutes. Lysozyme concentrations were 
found by following the rate of lysis of a suspension of M. lysodeikticus cells 
[26]. 
Small-Scale Solubility Studies 
Initial, small-scale, solubility studies were conducted in order to 
select dosage conditions for the 400 ml polymer addition and dosage studies. 
Egg white solution, prepared as described earlier, and pH 4.5, I = 0.07 M 
acetate buffer were pipetted into a centrifuge tube. CMC was added as a 0.35% 
solution to dosage levels (CMC/total protein mass ratios) of 0 to 0.2. Mixing 
was by inversion. Total solution volume was 25 ml. The slurries were 
centrifuged at 50 000 g for 45 minutes. Supernatant protein and lysozyme 
concentrations were determined by methods described earlier. 
Particle Size Distributions 
Particle size distributions were obtained using a Model TA II Coulter 
Counter (Coulter Electronic, Hialeah, FL), equipped with a 70 ~m aperture 
tube and calibrated with 3.14 ~m latex particles. A 500-fold dilution of the 
precipitated slurry into pH 4.5, I = 0.07 M acetate buffer was performed to 
prevent further aggregation and to insure that the concentration index was 
under 5%. Three counts were determined for each diluted sample. 
Zeta Potential Measurements 
Zeta potentials were determined using a Zeta-Meter System 3.0 (Zeta-
Meter Inc., Long Island City, NY). A 5 ml slurry aliquot was diluted to 50 ml 
with pH 4.5, I = 0.07 M acetate buffer. The zeta potential reported is the 
average of 20-25 measurements. The applied voltage was 75 V DC for all 
determinations except the underdosed trial for which 100 V DC was used. 
Measurements were performed as rapidly as possible to minimize errors due to 
thermal convection. 
SDS-PAGE 
SDS-PAGE was performed on a 10% gel following the procedure of Laemmli 
[27]. Gels were stained and fixed overnight in a 5:2:12 isopropanol-acetic 
acid-water 0.06% Coomassie blue solution. The gel was destained in a 10% 
acetic acid solution and photographed. 
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Complex Composition 
The protein content of the precipitate was determined after collecting 
the precipitate by centrifuging at 5000 g for 20 minutes. The precipitate was 
washed in a pH 4.5, I = 0.07 M acetate buffer, recentrifuged and freeze-dried. 
A portion of the precipitate was then weighed and dissolved in 40 ml of 
deionized water adjusted to pH 12 with 2 M NaOH. The protein concentration 
was determined by biuret assay. 
Results and Discussion 
Solubility 
The results of the small-scale batch solubility studies are shown in 
Figure 1. Although the maximum total protein removal is only 36%, lysozyme is 
nearly quantitatively precipitated, with an optimum removal level of 96%. The 
maximum precipitation level occurs at a CMC/total protein mass ratio near 0.04 
for both lysozyme and total protein removal, and addition of polyelectrolyte 
beyond this level results in lower removals of both. This resolubilization 
appears to be characteristic of protein precipitation by highly ionized 
polyelectrolytes [5-9]. Hidalgo and Hansen [5] have explained this as the 
result of the redistribution of protein on available CMC and the subsequent 
breakdown, but not dissociation of the complex. 
This figure also shows that the better mixing condition in the 
incremental addition studies improves the selectivity for lysozyme removal. 
The effect of dosage remains the same and the number of polymer additions had 
no effect on recovery. The method of contacting has been observed to be 
important for other protein [1, 28] and polyelectrolyte [29] precipitations. 
After redissolving these precipitates, no loss of lysozyme activity was 
observed. 
Zeta Potential 
The zeta potentials of the aggregates are shown in Figure 2. As polymer 
dosage is increased, the zeta potential of the aggregate becomes more 
negative, indicating a higher proportion of anionic groups or CMC in the 
complex. At a constant final dosage level, incremental polymer addition had 
no effect on the zeta potential. 
Complex Composition 
The protein content of the precipitate is shown in Figure 2. CMC and 
salt are the other components. Protein content decreases with increasing CMC 
dosage and is unaffected by number of CMC additions. This is consistent with 
both the solubility and the zeta potential behavior with dosage. Although 
total protein removal levels were the same (23%) for both under- and overdosed 
trials, the protein content of the precipitate decreases from 95% for the 
underdosed to 71% for the overdosed conditions. This, along with the change 
in zeta potential from +10.4 mV to -22.6 mV indicates the incorporation of 
more polyelectrolyte in the complex as polymer dosage is increased. 
It is likely that additional polymer is distributed throughout the solid, 
rather than merely on the surfaces of the primary particles. On the basis of 
a 400 ml suspension of 10 ~m particles composed of a loose random packing 
[30] of primary part!~les 0.6 ~min diameter, and a~pecific polyelectrolyte 
adsorptio~ of 1 x 10 g polyelectrolyte adsorbed/m surface area [31], only 
1.4 x 10- g of polyelectrolyte is required to saturate the available surface 
area in the floc. This is far less than the 0.09 to 0.35 g of CMC added. 
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SDS-PAGE 
SDS-PAGE analysis of the egg white solution, supernatants and 
resolubilized precipitates is shown in Figure 3. Fractionation of egg white 
by CMC precipitation is evident and confirms the electrostatic basis for 
selectivity. Proteins with high pi's such as lysozyme and conalbumin, with 
pi's of 10.7 and 6.6 [24], respectively, are precipitated. The only major 
protein fraction not largely precipitated is ovalbumin with a pi of 4.6 [24], 
only slightly above the precipitation pH of 4.5. 
Particle Size 
The number concentration (# particles/volume solution) data obtained 
from the Coulter Counter analyses were converted to number density (# 
particles/volume • channel width). In order to characterize the particle 
size distribution, a characteristic diameter, the 050 was chosen. The o50 is the particle diameter at which 50% of the total parE1cle volume is in larger 
particles. 
A plot of o50 as a function of polymer dosage and addition is shown in Figure 4. Several points should be noted. First, Duncan's multiple-range 
test indicates that all six treatments produced statistically different 
D50 's, indicating a significant effect of both polymer dosage and manner of 
addition on particle size. The largest particles are obtained at an optimum 
dosage level, regardless of manner of polymer addition. This corresponds to 
the aggregates with the lowest zeta potential. The smallest particles result 
from overdosed conditions, again, regardless of number of polymer additions. 
At overdosed conditions, particle size clearly increases with incremental 
addition of polyelectrolyte. 
A schematic of the proposed aggregation process is shown in Figure 5. 
Three levels of aggregation may occur in floc formation. Fractionation occurs 
during electrostatic association of protein and polyelectrolyte. These 
insoluble complexes aggregate to form primary particles. Finally, the 
aggregation of the primary particles into floes may result from a charge 
neutralization, patching or bridging mechanism. 
The increase in particle size of overdosed aggregates with incremental 
addition of polymer at a constant final dosage level (Fig. 6), may be 
interpreted in terms of the bridging theory. Incremental addition results in 
the presence of preexisting particles on which polyelectrolyte increments 
after the first may adsorb. The surface adsorption would provide a chance for 
bridging to improve the otherwise small extent of floc formation 
at these conditions. 
Conclusions 
The effects of CMC dosage level and addition on the precipitation of egg 
white proteins at pH 4.5 and I = 0.07 M are summarized below: 
l. At a CMC/protein dosage level of 0.04, removal levels of 28% and 96% 
for total protein and lysozyme, respectively, were obtained. 
2. No lysozyme activity was lost as a result of the precipitation 
process. 
3. At a given final dosage level, incremental polymer addition had no 
effect on lysozyme or total protein solubility, fractionation, 
aggregate zeta potential or the protein content of the precipitated 
complex. 
4. Both the zeta potential and the protein content of the precipitate 
decreased with increased polyelectrolyte dosage. 
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5. Particle size was affected by both the polymer addition and dosage 
level: 
a. 
b. 
c. 
Largest particles, with a D50 of 11.4 lJm, were obtained by one-
stage polyelectrolyte addition to an optimal dosage level, 
while one-stage polymer addition to an overdosed condition 
produced the smallest particles, with a D50 of 3.34 lJm. For overdosed treatments, the increase in particle size with 
incremental polyelectrolyte addition is attributed to the 
enhanced bridging opportunities available to newly added 
polyelf;!ctrolyte. 
One-stage addition to an optimum dosage level produced larger 
particles than two-stage addition to the same final dosage 
level. 
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Fiaure kegends 
Figure 1. Total protein and lysozyme removals from egg white by 
CMC precipitation. 
Closed symbols indicate total protein removals; open 
symbols indicate lysozyme removal. •,0 indicate 
results of small scale solubility studies. •~o 
indicate one stage polymer addition. A1 A indicate two 
stage polymer addition. T,V indicate three stage 
polymer addition. 
Standard errors of treatment means: 0.74% and 0.48% 
for small scale total protein and lysozyme removals, 
respectively; 1.2~ and 4.1 ~ for total protein and 
lysozyme removals for staged polymer addition. 
Figure 2. Zeta potential and protein content of protein-CMC 
precipitates as a function of polymer dosage. 
0 One-stage polymer addition; A Two-stage polymer 
addition; 0 Three-stage polymer addition 
Standard errors of treatment means: 0.18 mV for zeta 
potential, 5.1% for protein content. 
Figure 3. SDS-PAGE analysis of egg white, supernatants and 
resolubilized precipitates of CMC-protein complexes 
formed at pH 4.5 and 1=0.07 M. EWS: Egg white 
solution; SUP: Supernatant; PPT: Precipitate. 0. 
and + indicate underdoaed, optimally dosed and 
overdosed treatments respectively. 1, 2 and 3 indicate 
the number of incremental additions of polymer. 
Figure 4. Zeta potential and diameter of protein-CMC aggregates 
as a function of polymer dosage. 
0 One-stage polymer addition; A Two-stage polymer 
addition; 0 Three-stage polymer addition 
Standard errors of treatment means: 0.18 mV for zeta 
potential and 0.16 ~m for o50 • 
Figure 5. Schematic of a proposed aggregation process for 
oppositely charged protein and polyelectrolyte, 
resulting in the formation of floes. 
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AN IMMOBILIZED ENZYME REACTOR/SEPARATOR 
FOR THE HYDROLYSIS OF CASEIN 
BY SUBTILISIN CARLSBERG 
A.j. BREAM. R.A. YOSHISATO, AND G.R. CARMICHAEL 
DEPARTMENT OF CHEMICAL AND MATERIALS ENGINEERING, 
THE UNIVERSITY OF lOW A 
lOW A CITY, lOW A 52242 
Subtilisin Carlsberg was immobilized by glutaraldehyde crosslinking within the 
spongy layer of a hollow fiber ultrafiltration membrane cartridge for continuous casein 
hydrolysis. The free enzyme kinetic constants, Km. V max . ki (second order enzyme 
deactivation constant>, and KpJ (competitive product inhibition constant) were measured 
at pH 8.5 and 60°C. A model based on an integrated form of the Michaelis-Men ten equation 
with second order enzyme deactivation and competitive product inhibition terms agreed 
well with experimental data obtained from the free enzyme, batch hydrolysis of casein. 
The stability and hydrolysis rate of the free enzyme is compared to that of the immobilized 
enzyme. 
INTRODUCTION 
Enzymatically hydrolyzed proteins can be used for nutritional enrichment of soups, 
fruit juices. and soft drinks (1.2). Also. protein hydrolysates can be used as a protein 
source for those that have problems digesting whole protein (3). Enzyme hydrolysis, 
unlike alkaline or acid hydrolysis. retains the full nutritional value of the hydrolysates 
( 1 ). The products of hydrolysis, peptides, are soluble at low pH and temperature whereas 
whole protein is not. 
Batch, free enzyme hydrolysis of proteins suffers from several drawbacks. Most 
notable is the inability to reuse the often expensive proteolytic enzyme. The hydrolysis of 
many proteins is slowed by product inhibition (1, 4-7). Enzymes, particularly proteases, 
are subject to deactivation especiaJJy at the higher temperatures favorable for hydrolysis. 
Proteolytic enzymes can be deactivated by heat denaturation or auto-degradation. Enzyme 
immobilization enables the reuse of enzymes and stabilizes the enzymes against auto and 
thermal degradation (8). Operation of an immobilized enzyme reactor in a plug flow 
reactor mode can lessen the effects of product inhibition (9). 
Boudrant and Cheftel have observed that Subtilisin Carlsberg is very active towards 
casein and is inhibited by casein hydrolysates ( l). In another study. enzyme deactivation 
was reported to be significantfor free SubtHisin Carlsberg in solution at 60°C ( 4). This 
study used a hollow fiber ultrafiltration membrane cartridge for the immobilization of a 
proteolytic enzyme, Subtilisin Carlsberg. The enzyme was immobilized within the spongy 
layer of a hollow fiber by crosslinking the enzyme with glutaraldehyde. Glutaraldehyde 
crosslinking has been used successfully with Subtilisin Carlsberg 00-13). The substrate, 
casein, enters the shell side of a hollow fiber cartridge under pressure. Casein (monomer 
molecular weight of 25.000 daltons, but tetramers and larger aggregates can form 04)) is 
retained by the membrane <MWCO = 10,000) while it is hydrolyzed within the spongy layer. 
As casein is hydrolyzed, the inhibiting, smaU peptides pass through the membrane into the 
hollow fiber lumen (Figure J ). 
The objectives of this study were: ( 1) Determine the optimum pH and temperature of 
the free enzyme hydrolysis. (2) Determine the enzyme deactivation rate, Km, Vmax, and 
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product inhibition con5tants at the optimal conditions. (3) Determine the feasibiHty of the 
proposed immobilized enzyme reactor/separator. (4) Compare the stability and hydrolysis 
rate of the free enzyme, batch reactor to the continuous, immobiHzed enzyme system. 
PROPOSED FREE ENZYME HYDROLVSIS KINETICS MODEL 
Mechanism for Protein IJydrglysis 
Enzymatic protein hydrolysis is a complex process, producing peptides of various 
sizes and amino acid composition. Smaller peptides can compete with larger peptides and 
unhydrolyzed protein for the enzyme active site resulting in competitive product 
inhibition. Using the initial rate constants obtained from the Eadie-Hofstee plot and 
integrating the Michaelis-Men ten equation (Equation (1)) with lSl = lS0 ](1 -X), one can 
predict the theoretical time course of the hydrolysis with Equation (2). 
V • dlfl • ~ • VmulSJ 
dt dt 
Km + lSJ 
lS0 JX-Km1n( 1-X) 
Vmax 
The substrate and product concentration are in terms of equivalents of peptide 
bonds and cleaved bonds per liter, respectively. Reaction velocities are expressed as 
equivalents of cleaved peptide bonds per liter per minute. 
(1) 
(2) 
Assuming second order enzyme deactivation and competitive product inhibition, the 
Michaelis-Menten equation. Equation (1), can be modified. 
v = dill • .::di.S.l • kjiEtJlSJ 
dt dt 
KmC 1 + lPJ/Kpi > + ISJ 
lEtJ • 1 
kit+ 1/IEoJ 
Km. V max. and ki. the second order deactivation constant. are determined 
experimentally .Integrating Equation (3). with V max • kj1Et1. IPJ ·(50 ]- IS). and Kp1, the 
competitive product inhibition constant., yields the intermediate equation: 
(3) 
(4) 
(Cl- Km/Kpf)C-IS0 JX) + KmCl + ISoJ/Kpf)ln(l- X)J • -kjlkiln(kitlEoJ + 0 (~) 
Equation f:;) can be manipulated to obtain relationships for Kp( and t, reaction time: 
Km lSoJ CX • 1n0-X)) (6) 
KpJ = 
ISoJX- Kmln(l-X)- kj/k}ln(kitlEol + 1) 
t = 
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expkJI.kjl<J- Km/.KpJ)([S0 JX)- KmO + lS0 ] /.KpJ)ln(J-X)J _ 1 
kiiEol 
Using 4 hour batch hydrolysis data and Equation (6), KpJ can be calculated. 
(7) 
Equation (7) can be used to predict the time required to achieve a given conversion, X, for 
free enzyme batch hydrolysis. 
EXPERIMENTAL MATERIALS AND METHODS 
Materials 
Crystallized and lyophilized Subtilisin Carlsberg. purified casein powder. 2:>~ 
glutaraldehyde solution. NaBH4. N-trans-cinnamoylimidazole.leucine. and 
trinitrobenzenesulfonic acid were obtained from Sigma Chemical Co .. (St. Louis. Mo.). The 
-water used to prepare solutions was obtained from a Barnstead NANOpure II water 
deionization system. All other materials used were of reagent or HPLC-grade. 
Apparatus 
A schematic of the immobilized enzyme experimental apparatus is shown in figure 
2. The reactor was a polysulfone hoJJow fiber ultrafiltration cartridge. Model HlPl0-20 
from Ami con Corporation. A DH2 hoJJow fiber cartridge holder was also purchased from 
Ami con. The substrate solution was deHvered to the reactor via a Lapp Microflo Metering 
pump, Model LS-10. The temperature of the reactor was maintained to!. OJOC by aLauda 
RC20 circulating water bath. Polypropylene tubing and fittings were purchased from 
Cole-Parmer. Stainless steel pressure gauges. 0- 30 psi., were obtained from Omega 
Engineering. Inc. Rotameters were supplied by Brooks Rotameter. tube size R-2-15-D. with 
glass floats. 
Analytical Methods 
The trinitrobenzenesulfonic acid (TNBS) assay (2) is a spectrophotometric method 
used to determine the concentration of "free" amino groups formed upon peptide bond 
cleavage during hydrolysis. One "free" amino group is produced per peptide bond cleaved. 
The TNBS forms a chromo ph ore with the "free" amino group, with the absorbance at 340 
nm linear with respect to the "free" amino group concentration. Concentration of the 
"free" amino groups is proportional to the degree of hydrolysis. 
An activity assay, using a low molecular weight substrate, N-trans-
cinnamoylimidazole (lj), was performed to determine the enzyme activity with time. The 
absorbance of N-trans-cinnamoyHmidazole is significant at 305 nm whereas the products 
of hydrolysis are not, thus. the linear decrease of absorbance with time was monitored by a 
Perkin-Elmer Lambda 3A UV-VIS spectrophotometer connected to a Perkin-Elmer RlOO 
chart recorder. The slope of the absorbance decrease was proportional to the amount of 
active enzyme present. The deactivation rate of the free enzyme at pH 8.5 and 600C was 
determined by comparing the activity of the initial enzyme solution to the activity of the 
enzyme solution at a given time. 
High performance size exclusion chromatography was used to analyze the amount 
of enzyme immobilized within the spongy layer. The initial enzyme solution. the water 
wash, and the enzyme solution after immobilization were analyzed. The HPLC was 
performed with a Beckman Model J lOA pump connected to an injector with a 20 Ul loop, a 
Beckman Spherogel-TSK 2000SW (7.5 mm x 300 mm) column, and a Beckman Modell64 
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varia~ I~ wavelength detector. The mobile phase, 0.1 M Na2HP04/NaH2P04 buffer .._g.J! ~ .... ~. 
contammg 0.05 M NaCl and 0.02% NaN3 ( 16), flowed through the column at 1.0 ml/min. The 
detector wavelength was set at 280 nm. The data from the UV detector was collected and 
analyzed with an IBM XT personal computer using Chromatochart-PC chromatography 
software from Interactive Microware, Inc (State College, Pa.). 
Experimental Procedures 
Kinetics Experiments 
Preliminary experiments were carried out in order to determine the optimum 
conditions over the temperature range .o(()OC to 700C and pH range 7.0 to 10.0. The optimal 
conditions were pH 8.5 at 600C. To measure the various kinetic constants, experiments were 
conducted at the optimal conditions. The experiments were performed in a 25 ml glass, 
stirred, thermostated batch .reactor. The samples were analyzed for the extent of hydrolysis 
using the TNBS assay. Kinetic constants could be estimated from the .rate of hydrolysis data. 
Enzyme Deactivation Experiment 
The enzyme deactivation experiment was performed at pH 8.j and 60°C. A l.<i6 1 lo-<f 
M Subtilisin Carlsberg solution was prepared by dissolving 0.1 gm enzyme in 25 ml of a 
buffered 10 gm/1 casein solution, (0.5 M tris-HCI. pH 8.5). Aliquots were withdrawn from 
the stirred batch reactor at various times, quenched in an ice bath, and then analyzed by 
the activity assay. 
Immobilized Enzyme Experiments 
The apparatus used for the immobilized enzyme experiments is shown in Figure 2. 
The substrate solution was placed on a magnetic stirrer and pumped to the hollow fiber 
cartridge. The hollow fiber reactor operates in the "backflush" mode, meaning that the 
substrate enters on the cartridge shell side, reacts within the spongy .region of the hollow 
fiber with the hydrolyzed products leaving through the tube outlet. The tube inlet and 
shell side outlet ports were closed. 
Subtilisin Carlsberg was immobilized by crosslinking the enzyme with 
glutaraldehyde within the spongy layer of the hollow fibers. The enzyme solution in 0.1 M 
NazHP04/NaH2PO.. buffer, pH 7.0, was circulated through the membrane in the "backflush" 
mode for 60 minutes. To flush the loosely bound enzyme from the membrane, deionized 
water was circulated through the membrane. To crosslink the enzyme within the spongy 
layer a 0.1 % glutaraldehyde solution in 0.1 M NazHP0.4 /NaHzP04 buffer, pH 7.0, was 
circulated for 30 minutes. A 0.05 M NaBH4 solution was circulated for 15 minutes to reduce 
the excess glutaraldehyde 06 ). The original enzyme solution, the enzyme solution 
.remaining after immobilization, and the water wash were analyzed for enzyme by HPLC. 
Elpe.riments at flowrates of 1.6, 3.3. and 6.4 mls/min., pH 8.5 and60C, with a casein 
concentration of 10 gm/1 were conducted. During reactor operation, 2.0 ml samples were 
taken pe.riodicaUy and diluted in 2.0 m1s of 1.0, SDS. The diluted samples were analyzed by 
the TNBS assay for degree of hydrolysis. 
RESULTS AND DISCUSSION 
The results of the free enzyme kinetics experiments are shown in Table l. The 
constants Km and V max were obtained by plotting the initial rate data on an Eadie-Hofstee 
plot, V versus V /[SJ. There are 8.2 milliequivalents of peptide bonds per gram of casein. 
Figure 3 compares a first order deactivation and a second order deactivation mechanism 
with the experimental data. The second order mechanism fits the data very well which 
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would suggest an enzyme- enzyme interaction. The free enzyme at 60°C deactivates very 
rapidly, with a half life of 25 minutes and only 17.2' residual activity after 2 hours. The 
second order deactivation constant is found in Table 1. In contrast. O'Meara a.nd Munro (<f) 
showed that the deactivation of Alcalase (Subtilisin Carlsberg) is first order in the 
presence of meat protein. The theoretical conversion based on initial rate constants. 
Equation ( 1 ), is compared to the results from the 4 hour batch experiment, (S0) • SO gm/1. in 
Figure 4. The combined effects of product inhibition and enzyme deactivation can be seen 
as the gap widens with time between the theoretical and experimental conversion. To 
determine KpJ, the competitive product inhibition constant. Equation (6). the initial rate 
constants, and the results of the 4 hour batch experiment were used. The 4 hour batch data 
was fit to Equation (7) using one adjustable parameter. KpJ. Each experimental point 
generated a value forK PI. These values of KpJ were averaged and substituted into Equation 
(7). Figure 5 shows the excellent agreement between the 4 hour batch experiment and the 
model prediction. 
Three immobilized enzyme runs were performed at pH 8.5. 60°C. (50 ) =10 gm/1. and 
flow rates of 1.6. 3.3. and 6.4 ml/min. Run 1 at a flow rate of 6.4 ml/min ended after 330 
minutes due to a high pressure drop from shell side to lumen side of the hollow fibers. The 
maximum allowable transmembrane pressure drop is 10 psi. After 240 minutes. substrate 
was pumped rapidly through the sheU side to sweep the surface of the hollow fibers. After 
255 minutes. pressure decreased from 6.8 psi to 2.2 psi and the hydrolysis rate increased. 
This suggested that part of the decrease of hydrolysis rate was due to membrane clogging 
and blocking off of the active enzyme. Runs 2 and 3 continued for12 hours at flowrates of 
1.6 and 3.3 mls/ min and final transmembrane pressure drops of 2.8 and 9.3 psi. 
respectively. Figures 6 and 7 show that the initial apparent hydrolysis rate of the 3 runs 
was proportional to flowrate. The hydrolysis rate of the free enzyme is compared to the 
immobilized enzyme apparent hydrolysis rate in Figure 6. For the free enzyme. values 
beyond 4 hours are based on the model prediction. The initial hydrolysis rate of the free 
enzyme is much higher than the immobilized rate. At the end of runs 2 and 3 the 
discrepancy between the free and immobilized rate narrows considerably. The residual 
activities of the free and immobilized enzyme are compared in Figure 7. The residual 
activity of the free enzyme declines rapidly and is only 1.7~ after 12 hours. The residual 
activities of the immobilized enzyme trials at the end of each run are 58.1 ~ (6.4 mllmin), 
6).6~ (3.3 ml/min), and 45.5~ (1.6 ml/min). 
CONCLUSIONS 
For the free enzyme, competitive product inhibition and enzyme deactivation is 
significant at pH 8.5 and 600C. 
At 60oc. the free enzyme deactivation is a second order process. consistent with an 
enzyme-enzyme deactivation mechanism. 
- The integrated Michaelis-Men ten equation with enzyme deactivation and product 
inhibition terms predicts the 60°C batch reactor performance weU. 
- The proposed enzyme membrane reactor/separator has potential as a protein hydrolysis 
reactor but membrane clogging must be overcome. This might be done by recycling 
the substrate solution through the shell side of the reactor to produce enough shear to 
prevent protein build-up. 
- The initial hydrolysis rate of the free enzyme is much greater than the immobilized 
enzyme but is comparable at time greater than 10 hours. 
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- The immobilized enzyme is more stable than the free enzyme based on residual activity. 
NOMENCLATURE 
Eo Total active enzyme concentration at time 0 (m/J) 
Et Total active enzyme concentration at timet (m/1) 
.k:j Turnover number (min-1) 
ki Second order enzyme deactivation constant U/m min) 
KpJ Inhibition constant. (meqv/1) 
Km Michaelis-Menten con~tant, (meqv/1) 
P Inhibitor (cleaved peptide bond) concentration (meqv/1) 
S Substrate concentration at timet, in terms of peptide bonds (meqv/1.> 
S0 Substrate concentration at time 0 (meqv/1) 
t Reaction time (min), (hr) 
V Reaction velocity (meqv /1 min) 
Vmax Maximal reaction velocity, Vmu • kjiEol (meqv/1 min) 
X Conversion, X= (S0 - S)/So 
REfERENCES 
1. Boudcant, j. and Cheftel. C., "Continuous Proteolysis with a Stabilized Protease. II. 
Continuous Experiments", Biatech. Biaene .. 18:1735-1749 0976). 
2. Adler-Nissen, j., "Determination of the Desree of Food Protein Hydrolysates by 
Trinitrobenzenesulfonic Acid", I. Aer. Faad Chem, 27:1256- 1262 (1979). 
3. Cless. Y..M. and McMillan A.D .. "Dietary Enzymic Hydrolysates of Protein with Reduced 
Bitterness", I. Food Tech .. 9:21 - 29 (1974). 
of. O'Meara, G.M. and Munro, P.A .• "Kinetics of the Hydrolysis of Lean Meat Protein by 
Alcalase: Derivation of Two Alternative Rate Equations and Their Fit to Experimental 
Data", Biotech. Bioene .. 27:861- 869 0985). 
5. Cheftel, C., Ahern, M .. Wang, D.I.C., and Tannenbaum, SR., "Enzymatic Solubilization of 
Fish Protein Concentrate: Batch Studies Applicable to Continuous Enzyme Recyclins 
Processes", J. Aer. Food Chem .. 19:155- 161 (1971). 
---------------------------------------·------ -
17 
6. DeesHe, D.W. and Che.ryan, M.,"A CSTR-Ho11ow Fiber System for Continuous Hydrolysis of 
Proteins. Factors Affecting Long-Term Stability of the Reactor", Biotech. Bioene .. 
24:69-82 (1982). 
7. Constantinides. A .. and Adu-Amankwa, B., "Enzymatic Modification of Vegetable Protein: 
Mechanism, Kinetics, and Production of Soluble and Partially Soluble Protein in a Batch 
Reactor", Biotech. Bioeng., 23:1543- 1565 (1980). 
8. Vieth, W.R. and Venkatasubramanian, K., "Enzyme Engineering Pad I. The Utility of 
Supported Enzyme Systems", Chemtech. 3:677-684 0973). 
9. F1asche1, E., Wandrey, C., and Kula, M., "Ultrafiltration for the Separation of 
Biocatafysts", in Adv. in Biochem. Eng .. Vol. 26, by A. Fiechter, Ed., pp. 73- 142, 
Springer-Verlag, Berlin-Heildelberg-New York. 1983. 
10. Boudrant. j., Cuq, j.L., and Cheftel, C .. "Continuous Proteolysis with a Stabilized Protease. 
I. Chemical Stabilization of an Alkaline Protease", Biotech. Bioeng., 18:1719-
1734 (1976). 
11. Nishio. T. and Hayashi. R., "Digestion of Protein Substrates by Subtilisin: 
Immobilization Changes the Pattern of Products", Arch. Biochem. Bioohys .. 
229:304- 311 (1984). 
12. Ogato. K., Ottesen. M., and Svendsen, 1., "Preparation of Water- Insoluble, Enzymatically 
Active Derivatives of Subtilisin Type Novo by Cross-Linking with Glutaraldehyde", 
Arch. Biophys. Acta .. 159:403-405 (1968). 
13. Tuchsen.E. and Ottesen, M., "Kinetic Properties of Subtilisin Type Carlsberg in the 
Crystalline State", Carlsberg Res. Commun .. 42:407- 420 0977). 
H. McKenzie, H.A., Milk Proteins. Chemistry and Molecular Biology, Vol. 2, Academic 
Press. New York, 1971. 
15. Bender. M.L.. Begue-Canton. M.L.. Blakeley. R.L.. Brubacher, L.j., Feder, j. Gunter. C.R.. 
Kezdy, F.j., Killheffer, j.V., Marshall, T.H., Miller, C.G., Roeske, R.W., and Stoops, j.K., 
"The Determination of the Concentration of Hydrolytic Enzyme Solutions: 
a- Chymotrypsin. Trypsin, Papain, Elastase, Subtilisin, and Acetylcholinesterase", 
I. Amer. Chem. Soc .. 88:5890-5913 (1966). 
16. Gupta, B.B., "Determination of Native and Denatured Milk Proteins by High-
Performance Size Exclusion Chromatography", I. Chromatoe .. 282:463- 475 (1983). 
17. Velicangil, 0. and Howell, ].A., "Self-Cleaning Membranes for Ultrafiltration", Biotech. 
Bioeng., 23:843- 854 ( 1981 ). 
18 
TABLE 1 Kinetic Constants of Subtilisin Carlsberg Catalyzed 
Hydrolysis of Casein at pH 8.5, 600C 
Constant Value 
Michaelis Constant, Km 
Maiimal Velocity, V mai 
Turnover Number, kj 
Second Order Deactivation 
Constant, k I 
Competitive Product 
Inhibition Constant, KPI 
s 
s 
t 
72.2 meqv/1 
2.26 meqv/1 min 
2260 min-I 
269.0 1/m min 
1.20 .±,0.12Il0-4 meqv/1 
s 
s . t' s 
s 
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CELL DENSITY MEASUREMENTS IN HOLLOW FIBER BIOREACTORS 
By: Thomas Blute 
Colo. State Univ. 
Fort Collins, CO 
Hollow-fiber devices have always drawn attention to the 
high mass transfer rates acheived in blood dialysis and gas 
separations.(l) As the fibers have become smaller and smaller, the 
tremendous surface area available per unit volume has generated 
speculation as to the utility of hollow fiber units as a novel 
means of immobilizing mammalian cells, microorganisms, and 
enzymes. Indeed, these systems have been successfully used to 
produce monoclonal antibodies from mammalian cells with much 
greater efficiency than previous methods.(2) 
At Colorado State University, the Departments of 
Biochemistry and Chemical Engineering have been engaged in 
developing hollow-fiber perfusion systems for maintaining very 
high density mammalian cell cultures. These cultures, by virtue 
of their unprecedented density, enable the real-time study of 
cellular processes using Nuclear Magnetic Resonance 
spectroscopy.(3) 
However, to obtain cell cultures with densities approaching that 
of animate tissue requires that the environment within the 
bioreactor be optimized. The final goal of this optimization is 
to acheive maximum cell density. This is a common goal with 
researchers who are interested in exploiting hollow fiber units 
for mammalian cell protein synthesis. 
In order to optimize a given system variable, it is a 
prerequisite that the variable be a measureable quantity. Until 
this time, cell density in an HFBR has been unmeasureable. If 
the cells are grown in a suspension, a sample may of course be 
withdrawn and the cell population counted microscopically or with 
lengthy protein or DNA determinations.(l) However, when the cells 
are immobilized within the fiber bundle, direct access is 
impossible. The system geometry and operational restrictions 
(such as maintaining the integrity of the fiber bundle) present 
difficulties in cell density determination. 
The bioreactor developed by CSU has many features common 
to most hollow-fiber units (Figure 1). The growth medium which 
flows through the fiber lumena diffuses into the cell matrix in 
the extracapillary space. Waste products diffuse into the fibers 
from the cell matrix and are swept away. One new development is 
the use of an interfiber gel, either agar or collagen, to provide 
anchorage for the cells. Thus the cells are not limited to the 
fiber surface for attachment and growth. 
These units are constructed in the following manner: 
First, the hollow fibers are laid down on two strips of 
double-stick tape. When a sufficient length of tape is covered, 
(about two feet of tape) the bundle is formed by rolling up the 
tape upon a plastic spindle. The interfiber spacing is therefore 
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determined by the fiber-guide slot spacing and the tape 
thickness. The bundle is inserted into an acrylic shell, secured 
at both ends, and potted centrifugally with polyurethane. In 
this manner, the fiber spacing is both uniform and easily 
established.(4) 
Immobilization of the cells within the fiber bundle, as 
mentioned previously, causes the greatest difficulty in cell 
density measurement. Currently, two techniques have been used in 
the laboratory to determine the cell density. The first requires 
the bioreactor to be taken off-line, and destroyed.(5) The fibers 
are manually separated from the cells, which are then enumerated 
with a hemocytometer. This method is costly, inefficient and not 
amenable to continuous operation. The second method uses the 
(measured ) oxygen uptake rate(6), or the glucose consumption 
rate(4) to infer the cell density, by means of a constant 
specific cellular uptake rate. It has been shown, for swine 
testicular cells, that the oxygen demand of a cell can drop as 
much as 93 percent due to a change in extracellular glucose 
concentration.(7) Since the metabolite concentrations are different 
at every point in the reactor ( due to axial and radial 
gradients), the uptake rates of these metabolites can thus vary 
considerably from point to point. Inferential measurements, 
therefore, are useful as a first approximation, but are not 
acceptable for a rigorous optimization. 
The cell-density measurement which has been developed in 
this work is based on a relationship between the electrical 
conductivity of a suspension of membrane-bound vesicles and the 
volume fraction enclosed by those membranes. The theoretical 
development, described by Hugo Fricke in 1925, leads to the 
following relationship: (8) 
where 
K 
Kt 
Ka 
X 
K/Kt - 1 L/Kt- 1 
= 
K/Kt + X L/Kt +X 
-
-
= 
= electrical conductivity of the suspension 
electrical conductivity of the suspending medium 
electrical conductivity of the suspended phase 
= shape factor (equals 2 for spheres) 
Since the vitality of a mammalian cell relies on the existence of 
an ion-impermeable membrane, the cells can be treated as 
non-conducting spheroids (although other shapes can be 
accomodated, the effect is slight). An early work by Stewart 
found good agreement between Equation 1 and measured values for 
suspensions of blood cells up to 90 percent volume fraction.(9) 
More recently, Lovitt et al. has shown the relation to hold for 
suspensions of yeast cells (S. cerevesiae).(lO) 
The main challenge to using this principle in the 
measurement of HFBR cell densities is to incorporate a 
conductivity probe of suitable sensitivity into the hollow fiber 
bundle. This has been accomplished as seen in Figure 2. Before 
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the fiber bundle is rolled up, two parallel wires are stretched 
down the length of the fiber platte and fastened to thin plastic 
strips which are placed among the fibers at regular intervals. 
When the bundle is rolled up, the wires form themselves into two 
parallel coils, facing each other in the space between the 
successive wraps of fiber. This allows the conductivity meter to 
sample the volume between the fibers, precisely where the cells 
proliferate. 
Preliminary results indicate that this configuration of 
probe and bioreactor can be used to determine cell density 
in-situ and non-invasively. An HFBR with a conductivity probe 
has been constructed and cell slurries of different cell 
densities were injected into the extracapillary space. The 
resulting plot of the ratio of cell slurry conductivity to media 
conductivity shows a 20 percent decrease from 1.0 to 0.8 for cell 
densities ranging from 0 to 1()8 cells/mi. This indicates that 
monitoring cell density in a hollow-fiber bioreactor is possible 
using electrical conductivity measurements. 
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The Hydrodynamics of an Airlift Fermenter 
Introduction 
Peter u. Sohn, George w. Preckshot, 
and Rakesh K. Bajpai 
Department of Chemical Engineering 
The University of Missouri-Columbia 
Columbia, MO 65211 
An airlift reactor is a very prom1s1ng gas-liquid contactor 
which has received much attention in the past few years. The 
disadvantages of.using a conventional stirred tank reactor, such 
as high energy input, complexity in construction, and its 
difficulties in scaleup can be avoided by reactor concepts 
without moving parts, in which incoming gas for gas-liquid 
absorption drives the liquid for the mixing purposes (6). 
Several investigators (1,2,5) have tried to develop 
hydrodynamic relationships among parameters such as superficial 
gas velocity (J2 ), superficial liquid circulation velocity (J1 ), 
and holdup of gas in the riser column (Q) in case of an airlift 
reactor with external loop. However, the correlations developed 
thus far do not seem to agree with data obtained by others, and 
also there are no correlations which distinguish different 
hydrodynamic characteristics of flow regimes. 
In this work, an attempt was made to relate J 1 , J 2 and a in an airlift reactor with external loop with the help of 
momentum balance proposed by Hsu and Dudukovic (2) and drift flux 
model (9). 
Theoretical Development 
1. Momentum balance 
Hsu and Dudukovic (2) proposed the following momentum 
balance equation around an airlift reactor: 
Hydrostatic head of 
downcomer column 
Friction loss 
[ a p2 + [ I - a l PI l U HU 
Hydrostatic head of 
riser column 
Losses due to exit 
and bends 
Acceleration loss across 
the gas injection 
___________________________ ,,_ , __ , 
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+ [ 4 fyp L [ "tinJ ] + [ k + k ] Pm ~ ] 
0 2 9c 2 J 2 gc 
. D 
Friction loss Entry loss, and loss 
by valves and bends 
(Eq. 1) 
where k 1 accounts for head losses due to bends or other fittings in the riser column, k 2 is for the entry loss of the downcomer, 
and k 3 is for the sum of losses due to valves and fittings in the downcomer. 
In the case where ( Du/Do) > 1, Hu=Ho, and an=:: o, the 
frictional losses in the riser section will be ~egligible 
compared to those in the downcomer, and the above momentum 
balance equation may be simplified as: 
( Eq. 2) 
where K accounts for reactor geometry and fluid properties. It 
is essentially a measure of resistance to fluid flow per unit 
height of reactor, and can be theoretically predicted based upon 
column configuration using established relations for fluid flow 
in pipes (7). 
2. Velocity-holdup relationship 
Drift flux velocity, v2 ., in a two phase flow system has been defined by Zuber and Findl~y (9) as follows: 
v2J = v2 - J ( Eq. 3) 
where J=J1+J2 is the net velocity of the two phase flow system in 
the riser section, and v2 is the instantaneous gas velocity. In 
the presence of velocity and holdup profiles at a given cross 
section, an average gas velocity may be defined as: 
( Eq. 4) 
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which upon introduction of drift flux from equation 3 results in 
+ ( Eq. 5) 
J2 a J 
-= 
a a 
Zuber and Findlay wrote this equation as: 
( Eq. 6) 
where J is the average net flow rate of the two phase system and 
GJ 
a (Eq. 7) 
The second term on the right hand side of equation 6 is 
correlated to the terminal rise velocity of gas and to the 
volume fraction of gas in the column as follows (8): 
n 
_ vr» [ 1 - a ] ( Eq. 8) 
Substitution of equation 8 into equation 6 gives drift flux model 
as in equation 9. 
(Eq. 9) 
In equation 9, C0 is a parameter to account for the nonuniformity 
of velocity and gas holdup profile in the riser column. 
Wallis(8) suggested that n=O for large bubbles and n=2 for small 
bubbles. 
Experimental 
A schematic diagram of the experimental apparatus is shown 
in figure 1. The material of construction for the apparatus was 
Plexiglas. Dimensions of apparatus are given in table 1. 
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Spherical and flat-disk sintered spargers were used as the gas 
distribution system. In order to obtain different liquid 
circulation rates for the same gas velocity, different sizes of 
orifices were introduced in the middle of the downcomer section 
with the help of which frictional losses could be independently 
manipulated without changing column height. Sizes of the 
restriction orifices are given in table 2. Experiments were 
carried out in semi-continuous fashion, where liquid stays in 
the reactor, and the gas is continuously sparged. Properties of 
the different liquids used for the experiment are shown in table 
3. Air in all the experiments was filtered to remove any 
entrained oil-droplets before sparging. Gas velocity was measured 
with the help of either an area flowmeter or a mass flowmeter. 
The liquid circulation velocity was measured by pressure drop in 
a venturi flowmeter which was located in the gas-free downcomer. 
A pressure transducer and digital voltmeter were used to monitor 
pressure drop across the venturi meter. A calibration curve was 
used to determine liquid circulation rates from the measured 
pressure drops. The gas holdup was measured by using manometers 
which were connected to different sections of the riser column. 
Results 
1. Momentum balance 
The validity of momentum balance equation was checked with 
the experimental data obtained in this investigation. And it was 
found that the relation between the holdup and the superficial 
liquid velocity is well represented by equation 2. In figures 2 
and 3 the typical data are shown for 17.1 %wt glycerine + 
distilled water solution and tap water solution respectively. The 
resistance factor K in equation 2 is dependent on physical 
properties and reactor geometry. In the pres~nt work, these were 
obtained as slopes of lines in figures 2 and 3. 
2. Velocity-holdup relationships 
· The data obtained from this investigation were plotted 
according to drift flux model. Figure 4 represents a typical 
plot. And it was found that there exists an inevitable need to 
analyze the velocity-holdup relationship by considering different 
flow regimes, namely, homogeneous, transition, and churn 
turbulent. 
In homogeneous flow regime, bubbles generated at the 
sparger move through the column undisturbed. The extents of 
coalescence and redispersion are minimal. Bubbles are almost of 
uniform size except small variations occurring due to the 
hydrostatic head of the liquid. As can be seen in figure 5, the 
velocity-holdup relationship can be described satisfactorily by 
the drift flux model for homogeneous flow regime, where the 
intercept is the terminal rise velocity and the slope is the 
value of c0 • Here n=2 (equation 9) was used in homogeneous flow 
since bubbles tend to be small and do not coalesce. The terminal 
------------------ ----·--- --
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rise velocity can also be obtained as the reciprocal of the slope 
of the plot of holdup vs. J 2 curve {figure 6) in a bubble column 
experiment involving the same geometry as the riser section of an 
airlift reactor. 
In churn turbulent flow regime, a characteristic bubble size 
is determined by bulk flow characteristics in which bubbles 
continuously undergo coalescence and redispersion. The bubble 
size distribution is relatively wide. The turbulence 
characteristics are isotropic and are influenced by the column 
diameter (3). The turbulence intensity is much higher than that 
in the homogeneous flow regime. The drift flux model can also 
represent the velocity-holdup relationship for this flow regime 
with n=O {figure 7) since the bubble size tends to be large. Here 
the intercept is, of course, higher than that in the homogeneous 
flow regime since the terminal rise velocity is higher. 
In between homogeneous and churn turbulent flow regimes, 
there exists a phase during which bubble coalesce but have not 
yet reached the maximum size. The data obtained for transition 
flow regime still seem to follow the drift flux model for the 
same gas flow rate. However, the terminal rise velocity changes 
as the representative bubble size changes and it is no · more a 
constant. Moreover, as can be seen in figure 8, J 2;a is linearly dependent on J with the origin as the intercept, which 
implies that terminal rise velocity increases linearly with the 
total gas and liquid velocity, ~. Then, this part of data can be 
represented as: 
{Eq. 10) 
Experimental data show that each line in figure 8 represents a 
group of constant resistance factor, K, and, therefore, K was 
included to correlate M in equation 10. The other variable used 
to correlate M was the coalescence characteristic of fluids in a 
reactor. This was characterized by the plateau holdup {~) values 
of gas phase in a bubble column having the same geometry as the 
riser section of an airlift reactor (figure 6). These have been 
suggested (4) to be established by coalescence resulting in 
larger bubbles with higher terminal rise velocity. On the other 
hand of this· spectrum, column diameter governs the size of 
bubbles and gas holdup increases sharply again. Multiple 
regressions were performed with the data obtained from this 
investigation, and the resulting equation is as follows. 
1/ap- M 
M - C0 
( Eq. 11) 
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The goodness of fit for equation 11 can be seen from figure 9 
where abscissa is an experimentally obtained M and ordinate is 
predicted M. The equation is accurate within 7%. 
Conclusion 
Momentum balance eqUation, equation 2, is valid for any 
type of flow regime, especially for a large ratio of riser to 
downcomer diameter. 
Velocity-holdup relationship 
The drift flux model with n=2 for homogeneous and with n=O 
for heterogeneous flow regimes satisfactorily describes the 
velocity-holdup behavior. The terminal rise velocity for 
homogeneous flow regime can be obtained from holdup and gas 
velocity experiment for bubble column. For transit.ion flow 
regime also, the drift flux model appears to be valid. But it 
cannot be used for correlation purposes because of the difficulty 
of determining the specific terminal rise velocity. However, 
equations 10 and 11 were found to describe the flow behavior 
fairly accurately. 
Further work needed 
The parameter C0 in the drift flux model needs investigation. 
The transition flow regime holdup for bubble column has to 
be investigated against liquid properties (viscosity, density, 
and surface tension) and geometrical factors (column diameter, 
height of the column, sparger type, ratio of sparger to column 
diameter). 
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Nomenclature 
D 
D ; 
f 
g 
H 
J 
J1 
J . 
kis; 
K 
L 
M 
n 
u 
v 
v2j: 
v2 : 
~ 
0 
a 
ap 
Parameter in Drift Flux Model to Account Nonuniformity 
of Holdup and Total Velocity, dimensionless. 
Diameter of a Column , em. 
Represents Downcomer Column as a Subscript, dimensionless. 
Friction Factor , dimensionles~. 
Gravitational Constant, cmjsec 
Height of the Airlift Column, em. 
J 1 + J 2 , cmjsec. Superf1cial Liquid circulation Velocity, cmjsec. 
Superficial Gas Velocity, cmjsec. 
Resistance Factor in a Column, dimensionle~s. 
Resistance Factor in Equation 2, (cmjsec)- • 
Length of the Column, em. 
Parameter in Equation 4, dimensionless. 
Parameter in Drift Flux Model, dimensionless. 
Represents Riser Column as a Subscript, dimensionless. 
Terminal Rise Velocity of a Bubble, cmjsec. 
Drift velocity of gas, cmjsec. 
Gas velocity, cmjsecj 
Density of Gas, gjcm 
Density of Liquid, gjcm3 
Density of a Mixture, gjcm3 
Surface Tension, dynejcm. 
Holdup of Gas in a Column, dimensionless. 
Holdup of Gas in Transition Flow Regime for Bubble 
Column Experiment, dimensionless. 
Table 1 : Airlift reactor dimension 
Du Do 
H 
outside diameter 
of separator 
3 inches 
1.5 inches 
67 inches 
12· inches 
Baffle diameter 
inside of separator 
9 inches 
Table 2 
Diameter 
. 
. 
Orifice 
Size of Restriction Orifice Compared to Downcomer 
No Orifice 
Diameter 
(inch) 
3/2 
#1 Orifice 
#2 Orifice 
#3 Orifice 
#4 Orifice 
Bubble Column 
Table 3 Properties 
Media 
Tap Water 
2.6 %wt glycer. 
5.4 %wt glycer. 
12.0 %wt glycer. 
17.1 %wt glycer. 
47.9 %wt glycer. 
56.5 %wt glycer. 
77.6 %wt glycer. 
of 
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35/32 
15/16 
3/4 
1/2 
o.o 
Liquids used 
p (gjcm3 ) 
0.998 
1.007 
1.013 
1.028 
1. 042 
1.121 
1.158 
1.200 
at 
0.729 
0.625 
0.500 
0.333 
0.000 
25 oc 
JJ cp 
0.886 
0.959 
0.994 
1.220 
1. 586 
4.671 
9.189 
27.541 
* Surface tensions of Liquids are 68 - 73 dynejcm. 
* All glycerine mixture solutions were made of glycerine and 
distilled water 
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LOCAL LIQUID VELOCITY MEASUREMENTS IN A 
SPLIT CYLINDER AIRLIFT COLUMN 
G. Travis .Jones 
Department of Chemical Engineering 
Durland Hall 
Kansas State University 
Manhattan, Kansas 66506 
Introduction 
Airlift reactors are frequently used for animal cell 
cultivation. For example, Katinger and Scheirer cultivated cell 
lines BHK and NAMALWA and Birch et. al. cultivated twenty two 
different cell lines of mouse, rat and human orgin using airlift 
fermenters [1,2]. However, hydrodynamic conditions in the fermenter 
may adversely affect the growth of such cells. In fact, large shear 
rates can disrupt membrane integrity of both animal and plant cells, 
cause physio-chemical changes or cause the loss of cell viability 
[3]. Nevertheless, an airlift fermenter provides gentler mixing and 
thus a lower average fluid shear rate when compared to the more 
traditional stirred tank reactor. 
The airlift reactor has a number of other advantages when 
compared to the stirred tank reactor. Liquid circulation in a 
airlift reactor is promoted by sparging air into the column and 
providing a pathway for the degassed liquid at the top of column to 
return to the bottom; this avoids the moving seal that is present in 
the stirred tank reactor through which contamination can enter. The 
use of expanding gas by the airlift to promote liquid circulation 
results in a lower power consumption than a stirred tank and at the 
same time provides good oxygen transfer. However, one of the more 
important considerations for animal and plant cell culturing is that 
the airlift fermenter provides a low shear environment for mixing 
and circulation of the broth. 
Many considerations exist for the study of the liquid phase 
hydrodynamics within an airlift reactor. Interaction of bubbles 
with liquid-phase turbulence partially determines the frequencies of 
bubble breakage and coalescence occurring within the column, which 
are required for population modeling. Coalescence-dispersion models 
can also contribute to a better understanding of mass transfer 
occurring between the liquid and gas phases. More importantly, 
operating conditions for which shear sensitive animal and plant 
cells are susceptible to damage by liquid-phase turbulence must be 
defined. The purpose of this research is the characterization of 
the hydrodynamics of the airlift with reference to the cultivation 
of animal and plant cells. 
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Theory 
The classical study of turbulence based upon the Navier-Stokes 
equations has utilized the Reynolds decomposition [4] in which the 
local instantaneous velocity, ui' is decomposed into a mean flow 
component, Ui, and a velocity ~luctuation ui about the mean such 
that 
( 1 ) 
where the subscript, i, refers to an Eulerian coordinate axis. The 
mean flow component is considered to be a time-averaged quantity and 
is defined by 
t +T 
T
l J 0 lim 
T-+m to 
( 2 ) 
The fluctuating component, u1, becomes zero for the statistically 
stationary process if it is tiae averaged. A more useful quantity_ 
is the standard deviation or root-mean-square velocity, uj which is 
li'= i 
t +T 
1 J 0 T t uiu!dt 
0 
(3) 
These parameters along with the turbulent energy dissipation rate, 
€, and the physical properties of the liquid phase (i.e. viscosity, 
density, surface tension, etc.) are important when defining liquid-
phase hydrodynamics in relation to superficial gas velocities. 
€ is one of the more important parameters to be measured 
examining cell damage due to fluid shear within stirred 
reactors [5]. Specifically the turbulent dissipation rate 
defined 
when 
tank 
is 
(5) 
where v is the kinematic viscosity of the fluid, sij is the 
fluctuating rate of strain and the overbar denotes a time-averaged 
quantity. The dissipation rate can be estimated using Taylor's [6] 
large-scale inviscid estimate 
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( 4) 
where A is a constant to be determined and J is the integral length 
scale that is characteristic of the system being studied. 
Reported loss of cell viability due to fluid shear is related 
to the shear rate that is experienced by the cell under controlled 
conditions. The dissipation rate can be used to estimate the shear 
rate that would be experienced by the cell in turbulent flow; 
however, it is necessary to assume that the turbulence is isotropic. 
Therefore, the small scale structure of the flow is assumed to be 
independent of any orientation and € is related to the time average 
shear rate in the following manner [7]: 
€ = 15v 
This allows order of magnitude estimates to be made concerning the 
time averaged shear rate that is encountered by a cell or a 
microcarrier in the reactor if the stipulated conditions are met. 
Thus, a possible estimate for the shear rate would be 
= ( 6) 
The relative size of the turbulent eddy with respect to the entity 
is an important aspect of the determination of fluid-particle 
phenomena. A. N. Kolmogorov has shown by dimensional reasoning that 
the size of dissipative eddies, Jl, is determined by the dissipation 
rate, €, and the fluid's kinematic viscosity, v, as 
Tl = (~3)1/4 (7) 
For example, for water with € = 1000 cm2Js3 , the microscale eddies 
would be Tl ~ 56 ~m and the time averaged shear rate 80 s-1 For 
comparison, mammalian cells are typically 20 ± 10 ~m in diameter and 
microcarrier diameters are on the order of 180 ~m. Reported shear 
rates that cause loss of cell viability are: Pupal ovaries of the 
fall army-worm Spodoptera fruaiperda = 1500 s-1 [8]; Human 
embryonic kidney cells = 600 s-1 [9]; Red blood cells= 10 to 100 
s-
1 [10]. Endothelial cells exposed to an average shear rate of 330 
-1 
s (pulsatile flow) lose viability [11], however at a steady shear 
-1 
rate of 500 s this cell line remained stable [3]. 
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Experimental Procedure 
The airlift column used in these studies was an 151 em tall and 
15 em diameter acrylic plastic cylinder with a vertical baffle along 
its axial length; it is shown in Pigure 1. Four optically flat 
viewing ports along its length allow the use of back-scatter laser-
Doppler velocimetry (LDV) to determine local liquid velocities. Air 
was sparged into the colUmn through a sieve plate with 38 holes 1.6 
~m in diameter. The measuring apparatus consisted of a TSI laser-
Doppler velocimeter and a Nicolet 4094A digital recording 
oscilloscope. The light scattered by a particle passing through the 
measurement volume was reflected back along the axis of the laser 
and the detected signal is amplified by a photomultiplier mounted on 
top of the receiving optics assembly. Twenty data sets of 15,872 
points were recorded to each diskette and the sample interval was 
either 1, 2 or 5 msec, depending upon the superficial gas velocity 
and the column region. Each data set was transferred to a Zenith 
158 computer via RS-232 and analyzed using a program written to 
determine the Doppler burst frequencies present with in the data 
sets. Four systems were studied; Air-water; Air-1' NaCl by weight 
solution; Air-0.3% Carboxymethyl Cellulose (CMC) solution; Air-0.5% 
CMC solution. 
Results and Discussion 
Figure 2 displays a cumulative probability distribution for 
velocity in an air-water system at 25 C and 31 em below the top of 
the dividing baffle. The results for three volumetric gas flow 
rates are shown for the downflow side of the column, 30, 60 and 90 
standard cubic feet per hour (SCFH), and 30 SCFH for the upflow 
side. From this figure it is easily seen that increased volumetric 
gas flow rate causes the liquid velocity to increase. Further, it 
can be seen that there is a significant difference of liquid 
velocities on the upflow and downflow sides of the column for the 
air-water system at 30 SCFH. 
Figure 3 shows the mean liquid velocities based on the 
ensemble average for the air-water system in relation to the 
relative height above the sparger. Four different superficial gas 
velocities were studied; 2.59 cm/s, 5.18 cm/s, 1.11 cm/s and 10.36 
cm/s. The mean liquid velocities on the upflow side of the column 
agree with those reported by Lee et. al. [12]. Several trends can 
be observed for this system; as the superficial gas velocity 
increases the observed mean liquid velocity at the same relative 
height increases. The liquid velocity on the upflow side of the 
column appears to increase slightly as one approaches the top of the 
column. On the downflow side of the column the mean liquid velocity 
is seen to decrease as the bottom of the column is approached with 
all of the superficial gas velocities resulting in the approximately 
same velocity at the bottom. These results agree with general 
expectations. As bubbles rise from the sparger rapid changes in the 
bubble size distribution occur as bubble breakage and coalescence 
compete. 
------------------------ --
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In Figure 3 the indicated values for the mean flows at the 
lower windows for the downflow region are believed to be in error 
based on measured circulation times. The LDV measurements were not 
made far enough into the column to be in the "core" of the flow as 
it came down to go under the baffle. This was due to the presence 
of back plates used in earlier experiments. Recent experiments have 
indicated that the mean velocity is significantly higher toward the 
center of the column. However, the flow in this region of the 
column is unlikely to adversely effect shear sensitive organisms. 
Figures 4 and 5 display the mean liquid velocities in relation 
to the superficial gas velocities for various relative column 
heights for the upflow and downflow regions respectively for the 
air-0.3% CMC system. Figure 4 shows that as the superficial gas 
velocity increases mean liquid velocity on the upflow side increases 
gradually and approaches a plateau. Figure 5 shows the variation of 
mean liquid velocity with superficial gas velocity on the downflow 
side. In.Figure 5 the mean liquid velocities are clearly segregated 
in relation to column height; the higher the relative column height 
the greater the mean liquid velocity for a given superficial gas 
velocity. 
Tables 1 and 2 give estimated dissipation rates using Taylor's 
inviscid estimate [6) with the constant, A, assumed to be equal to 1 
and the integral length scale assumed to be the Sauter mean bubble 
diameter. From Table 1 a general trend in the local dissipation 
rates for the upflow side of the air-water system is seen; as the 
superficial gas velocity increases the local dissipation rate 
increases at the same column height. Table 2 gives the estimated 
average dissipation rates for the upflow region of the column for 
the four systems investigated. The same general trend observed for 
Table 1 is reinforced by this data; the average dissipation rate 
increases as superficial gas velocity increases. The estimated 
average dissipation rates for the upflow side of the column for air-
water and air-1% NaCl systems are in agreement with the results of 
Patel and Lee [13). However, there are noteable discrepancies for € 
based on the CMC solution studies. 
Conclusions 
The mean liquid velocities on the upflow upside are in good 
agreement_ with values reported by Lee st. al. [12). However, 
insufficient data were recorded to obtain accurate ensemble averages 
of the local mean velocities in all cases, but, more importantly 
many of the measured root mean squared velocity fluctuations can be 
considered only order of magnitude estimates. This resulted in poor 
estimates of the local dissipation rates. Additional work is 
needed to define the integral length scales on the downflow side of 
the column so that estimates of the dissipation rate can be made 
with reliability. Finally, additional work is needed to understand 
how hydrodynamic forces promote the loss of cell viability. 
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TABLE 1 
Estimated local dissipation rates for the 
upflow section of the Air-Water system(€ • v 3 /J). 
Relative Column 
Height 
0.073 
0.238 
0.629 
0.808 
J = Sauter mean 
bubble dia. 
(em) 
Superficial 
Gas 
Velocity ( Clll/S) 
2.59 
5.18 
7.77 
10.36 
€(cm2ts3 ) 
Superficial Gas Velocity (cm/s) 
2.59 5.18 7.77 
2920 3790 19900 
2740 6470 6110 
1320 4320 12200 
4600 3610 5560 
0.5 0.38 0.36 
TABLE 2. 
Estimated average dissipation rates for the 
upflow side of the airlift reactor. 
2 3 
€(em /s ) 
System· 
Water Ui NaCl 0.3% CMC 
2900 2120 2980 
4550 3770 5520 
11000 5250 8090 
9260 12000 12800 
10.36 
12700 
9380 
4220 
10800 
0.36 
0.5% CMC 
3790 
3770 
5210 
5460 
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R.P. Tengerdy 
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INTRODUCTION 
Solid substrate fermentation (SSF) processes are slower than liquid 
fermentation because of the limitations of heat and mass transfer (Moo-
Young et al., 1983)'. Fluidized bed reactor is expected to reduce these 
limitations and to enhance the fungal growth. The substrate covered with 
fungal biomass, then will be used as a starter culture (Corder et al., 
1984). 
OBJECTIVES 
Both·Liquid Fluidized Bed Reactor (LFBR) and Gas Fluidized Bed 
Reactor (GFBR) were investigated for the growth of Trichoderma reesei 
(Rut C-30). Fluidization characteristics such as bed expansions and 
pressure drops were observed. Liquid fluidized bed operation followed by 
stationary SSF seems to be more suitable for the fungal growth. Spore 
concentration of the inoculum was varied to know if it affects the 
fungal biomass production. Duration for fluidization in LFBR is an 
important parameter to obtain enough fungal biomass for the SSF following 
the fluidization. Fluidized beds were run with germinated spore inoculum 
to prepare a more rapid fermentation. 
LITERATURE REVIEW 
The technology of solid substrate fermentation (SSF) has been 
developed from the ancient times to obtain fermented foods. Solid 
substrate fermentations are often simpler and require less processing 
energy than the corresponding submerged fermentations. The low volume of 
water present in the media per mass of substrate can substantially reduce 
the space occupied by the fermenter. On the negative side, SSF processes 
slower than liquid fermentations due to the limitations of heat and mass 
transfer. 
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Fluidized bed reactor may become an alternative solution to serve 
better mass and heat transfer. Particles of substrate will provide 
a large surface area for biofilm formation and fungal growth. As the 
fungi cover the particles, t~e overall density of the biofilm coated 
particles decreases, which eventually will cause the carried over of the 
particles from the reactor. This can be prevented by controlling the 
bed height via intentional separation of the biomass coated particles 
(Shieh et al.). 
Solid substrate fermentation following the fluidized bed reactor 
will maintain the growth of the fungal biomass in the exponential phase. 
Substrate particles covered with fungal biomass can be harvested from 
fluidized bed after a certain period, then the fermentation is continued 
in the stationary SSF. The risk of biomass detachment from the substrate 
can be eliminated in the SSF. After the maximum biomass level has been 
reached, spore formation can be induced by application of certain 
conditions appropriate for sporulation (Larroche et al., 1986). 
The substrate, biomass, and spores may be preserved to provide a good 
starter culture for further use (Tengerdy, 1985). 
EXPERIMENTAL PROCEDURES 
Microorganisms 
The cellulolytic fungi of Trichoderma reesei (Rut C-30) from 
Rutgers University, New Jersey were grown on the solidified potato 
dextrose agar. The addition of furfural bran (5 g/1 agar medium) was 
proved to enhance the sporulation. The spore suspension was obtained by 
washing the 10 day old cultures of agar in the roux bottle with the 
diluted Tween 80 (g.01 %) in sterilized water. The spore suspension was 
concentrated to 10 spores/ml by means of centrifuging. and stored at 
4 °C before the use. Either germinated spores and ungerminated spores 
were used as an inoculum for the Liquid Fluidized Bed Reactor. 
Substrates 
Ground corn cob.# 4060 from The Andersons (Maumee, OH) with particle 
size 0.25-0.42 mm (40-60 mesh) and density 500 kg/m3 was used in the Gas 
Fluidized Bed Reactor. The chemical composition of corn cob is : 
lignin 7 %, cellulose 47 %, hemicellulose 37 %, and other materials. 
The ammonia (AFEX) treated corn cob was used in the Liquid Fluidized Bed 
Reactor. In the AFEX (Ammonia Freeze Explosion) pretreatment (Dale and 
Moreira, 1982), two grams of ammonia per gram of corn cob (30% moisture) 
was mixed in the high pressure reactor at 250 psig, 27 °C for 30 minutes. 
The pressure was released suddenly into atmospheric pressure at the end 
of the pretreatment. Then the pretreated corn cob was exposed to the air 
for 24 h to release the ammonia from the particles. Furfural bran, the 
residue from corn cob after acid hydrolysis and extraction of furfural 
was obtained from Nitrochem. Works, Pet, Hungary in a granular form. 
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Furfural bran particles with 0.4-0.6 mm diameter and 442 kg/m3 bulk 
density were used for Gas Fluidized Bed Reactor. 
Medium 
The nutrient medium (Mandels and Weber, 1969) was prepared from : 
11.5 g (NH4) 2so4 , 0.3 g MgS04 , 0~79 g Cac12.2H20, 0.57 g Urea, 2.9 g peptone, 0.1 g lactose, 1.6 mg Mnso4.H2o , 1.4 mg Znso4.7H2o 5.0 mg Feso4 .7H2o, and 2 mg CaC12 diluted in 1 liter of water. The pH 
was adjusted to 5.0 at 28 oc for the growth of Trichoderma reesei 
(Ghose et al., 1979). 
Analytical Procedures 
The protein content of the solid samples was estimated from the 
trichloroacetic acid (TCA) precipitable Kjeldahl nitrogen. Crude protein 
was determined by a micro-Kjeldahl apparatus and calculated as N x 6.25. 
The cellulase enzyme used for substrate hydrolysis test were 
Celluclast (200-L) and Novozym obtained from Novo Enzyme Corporation. 
The enzymes were prepared in a 0.05 M Na-acetate buffer to provide 
65 IU/g substrate. Ground corn cob and AFEX treated corn cob were 
hydrolyzed up to 24 h. Reducing sugar produced from the hydrolysis was 
measured using 3,5-dinitrosalicylic acid (DNSA) solution. 
Gas Fluidized Bed Reactor (GFBR) 
The glass reactor has the dimensions of 4 em inside diameter and 
150 mm length. A glass fiber filter with 1 micron average pore size was 
used as a distributor at the bottom of th~ reactor. The gas was bubbled 
through a water column to obtain a 100 % relative humidity and 
recirculated using an air compressor. The fluidization velocity was 
0.2 m/s and the moisture content of the substrate was 30 %. The entrained 
light materials will be collected in a gas-solid separator (cyclon). 
To avoid vapor condensation, the whole apparatus, except the air 
compressor, was placed in a temperature controlled chamber at 28 °C. 
A typical arrangement of GFBR is shown in Figure 1. 
Liquid Fluidized Bed Reactor (LFBR) 
A jacketed glass column with the dimensions of 3.5 em inside 
.diameter and 1m length was used to operate the liquid fluidization. 
A bed of 3 mm diameter glass balls were used as a distributor at the 
bottom of the reactor. The reactor was equipped with a constant 
temperature water bath at 28 °C. The nutrient medium was recirculated by 
a recirculation pump. The entrained materials will be collected in the 
liquid-solid separator and can be recycled back to the fluidized bed. 
Sterile air stream was bubbled through a sparger to provide oxygen for 
the fungal growth. The fluidization velocity was 0.2 cm/s and the 
aeration rate was 30 1/h. A typical arrangement of LFBR is shown in 
so 
Figure 2. The results from the LFBR will be compared to the ones 
obtained from a shaked culture run at 200 rpm with the temperature. 
of 28 °C. 
Stationary Solid Substrate Fermentation 
Either GFBR or LFBR will only be operated for a short time and the 
fermentation will be continued in a stationary SSF. Dessicator equipped 
with trays inside was used to carry on the fermentation in SSF mode. 
For GFBR, the particles were unloaded from the reactor in a sterile 
condition and placed in petri dishes on the trays. For LFBR, the nutrient 
medium was drained and the solid particles were collected aseptically 
before transferring to petri dishes. The thickness of the substrate in 
the petri dishes was 1-2 em. Sterile air was bubbled through the water at 
the bottom of the dessicator to provide the aeration rate of 0.048 1/h/g 
substrate (Abdullah et al., 1985). The dessicator was kept in a 28 °C 
constant temperature incubator. 
RESULTS AND DISCUSSION 
The main goal of the fluidization tests is to obtain fluidization 
characteristics with respect to the fluidizability and growth. In a low 
moisture content the bed can be fluidized well, but the moisture might 
not be sufficient for the growth. In a higher moisture content, although 
the growth may be better, the bed becomes unfluidizable. Bed expansion 
and pressure drop of GFBR for corn cob particles are shown in Figure 3 
and Figure 4, while for furfural bran particles are shown in Figure 5 and 
Figure 6. Generally it can be formulated that the bed expansions increase 
with the decrease in moisture content. This parameter is significant 
because when the fungi start to grow, bed expansion will be much higher. 
The results of enzyme hydrolysis tests are shown in Figure 7. Two 
particle sizes of corn cob (4Q-60 mesh and 14-20 mesh) and one particle 
size of furfural bran were tested. Results indicated that AFEX treatment 
increased the susceptibility of the substrate more than twice in 24 h. 
The reducing sugar produced still increased even after 24 h for AFEX 
treated corn cob. It indicates that more surface area is still available 
for the enzymatic attack of cellulose. 
The duration for the liquid fluidization in LFBR and the spore 
concentration of the inoculum affected the fungal biomass produced as 
shown in Figure 8 and Figure 9. Fungal biomass will increase as the spore 
concentration is increased and the duration is increased. The bed became 
unfluidizable after 24 h duration because slugging dominated the operation. 
After 24 h fluidization, the fermentation is continued in the stationary 
SSF. 
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Fungal biomass produced from some different mode of fermentations 
are shown in Figure 10. Fermentations in GFBR, LFBR, shaked culture and 
stationary SSF were compared, Highest fungal biomass was obtained from 
24 h liquid fluidization followed by 4 day SSF. 
CONCLUSIONS 
Both GFBR and LFBR have been investigated to produce fungal biomass. 
LFBR gave the highest biomass production because of the better condition 
for the growth was achieved. Mass and heat transfer limitations can be 
eliminated in the very beginning of the growth phase that is a critical 
point for the fermentation. The growth in the GFBR was very limited 
because of the low water content in the substrate. Higher moisture can 
not be provided for the growth because the bed becomes unfluidizable at 
the higher moisture content. 
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Abstract 
Plant cell suspension culture is of potential use in the production of chemicals from 
plant based sources. The effect of plant hormones and culture conditions on the 
development of plant cells in culture is not well understood. The objective of this study 
was to determine the effect of 2,4-dichlorophenoxyacetic acid (2,4-D), a plant hormone, 
on the cell srowth rate and assresate size in shake flask and airlift fermentor culture. 
2,4-D increases cellarowth in moderate concentrations. but seems to inhibit arowth at 
hisher concentrations in both shake Clast and airlift fermentor culture. Results 
indicate that the optimum 2,4-D level is about 0.4 ppm and is not dependent on the 
bioreactor confisuration used. Cellsrowth rate was sisnificantly increased in the 
airlift fermentor at a112,4-D levels used, presumably due to the constant supply of 2,4-D. 
Mean cell aaareaate size was smaller in the airlift fermentor than in the shake Clast 
experiments. 2.4-D tended to decrease mean cellq1re1ate size. 
I. Introduction 
Plants are major sources of pharmaceuticals, flavorinas. foods, and other fine 
chemicals (Staba, 1980: Fowler, 1983). The suspension culture of plant cells is receivina 
increasina attention as a way to minimize some of the problems associated with the 
production of chemicals from whole plants. Before the commercial potential of plant 
cell culture for the production of chemicals can be fully realized, it is necessary to 
develop methods for consistently produdn11ar1e quantities of plant cells under 
controlled conditions. Small quantities of plant cells can be 1rown successfully under 
batch conditions on shaker flask tables: however, this method is unsuitable for 
srowinalarse quantities and other bloreactor c:onfiaurations are under lnvestl1ation 
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(Wqner and Voaelman, 1976; Karai and Rosenbera. 1987). Unlite microbial cultures, 
plant cell aro• in multi-cell aaareaates and have comple,; nutritional requirements 
for sro•th and differentiation. The role of plant hormones and important nutrients in 
the sro•th and development of plant c:ells in culture is poorly understood, yet c:ritic:al 
for the industrial use of plant cell culture technoloay . 
The purpose of this study,., to investiaate the effect of 2,-4-dichlorophen-
oxyac:etic acid (2,-4-D) on the specific: sro•th rate and cell qgregation size of 
Streptaothus tortuosj.s cells in culture. 2,-4-D is a synthetic: audn •hich affects plant 
growth. The e~:periments ftre carried out under batch conditions in 250 m1 shate 
flub and in a 1-4 liter air-lift fermenter with 2,-4-D concentration controlled. 
II. Materials and Methods 
2.1 CellUne 
Strept&othus tortuosis is a small plant in the Brassic:ac:ae family found in the 
Sierra Nevada mountains of California. A suspension culture of S. tortuosis yu=. 
orbiculatus cells,., oriainally isolated in the early 1970's by Sjolund (1971). A stock 
suspension culture of S. tortuosis (cell line 880-3 ) was obtained from Professor R.D. 
Sjolund of the University of Ia..a, Department of Botany. 
2.2 Media Preparation 
The suspension culture medium (referred to as Z-medium) used for this study was 
developed by Sjolund C197U. Z-medium is based on the Murashiae and Stooa (1962) 
basal medium with yeast e1trac:l Z-medium components and stock solutions are listed 
in Tables I - III. 2.-t-D wu added to the desired e1perimenlallevel. Shate Clast 
e1periments were c:a.rried out at concentrations of 0. 0.-4. 2.0. 5.0 and 10.0 ppm. Airlift 
fermentor e1periments were performed at 0.-t, 2.0 and 10.0 ppm. 
~---------------------- --~~--~~ 
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2.3 Culture Condition and Analysis Method 
The suspension culture e1periments were carried out in 250 .m1 shake flast and a 
Chemap 1-f liter airlift fermenter. The culture conditions for the e1periments are 
listed in Table IV. Shake flast runs were 20 days Jona and airlift fermentor runs were 
1-f days. A 25 ml sample of cells was collected at two day intervals. Cells were filtered 
from the liquid medium and weiahed to obtain the cell fresh weiaht. The recovered 
liquid fraction was analyzed for 2.+-D level. Durina airlift fermentor e1periments. 2.+-
D was added in order to maintain the 2.+-D level within 101 of the initial level. 
The 2,-f-D concentration was analyzed usina the HPLC method of Connick and 
Simonau1 ( 1982). A Beckman Model 330 Isocratic HPLC system with a Beckman 
Ultrasphere ODS (Cas) reversed phase column was used. The mobile phase was a 50 I 
CH3CN- 49 I H20- 1 I HOAc solution. Peak detection was performed at 280 nm with a 
Beckman 16-f variable UV detector. 
The mean aaareaation size was determined from scannina electron microaraphs 
of known maanification. For S.E.M samples. the tissue was dehydrated throuah an 
ethanol series, critical point dried in ~. aff.i~ed to aluminum stubs and coated 'W'ith 50 
nm of &old-palladium. The samples 'W'ere then e1amined in a JEOL JSM-35C scannina 
electron microscope at an acceleratina voltaae of 15 IV. 
III. RESULTS AND DISCUSSIONS 
3.1 Growth in Culture 
The plant cell density based on fresh •eiaht as a function of time for each run is 
shoYn in Fisure 1. The initial level of 2,+-D in the shake flask had a marked effect on 
the sroYth of plant cells. The 8roYth of cells increased quite dramatically •hen the 
2,4-D level was increased from zero to 0.-f ppm. Generally, the presence of 2,+-D 
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increased the arowth of plant cells; however. at some level neu 10 ppm, 2.4-D became 
inhibitory to c:ellarowth. In addition. at 10 ppm. the lac phase increased from less 
than one day to areater than two days. Similiar trends Yere obse"ed in the airlift 
fermentor e1periments. The airlift fermentor seemed capable of produc:ina sliahtly 
hiaher cell densities than the shate Clast culture: althouah. it should be mentioned 
that the airlift fermentor had a sliahtly hiaher innoc:ulum density. The arowth of 
plant cells in the airlift fermentor at 10 ppm was areaUy inhibited and the lac phase 
neuly four days. In addition. at this level. the airlift fermentor had a lower cell 
density than the shake Clast. Due to the luaer innoc:ulum volume required for the 
airlift fermentor. it was not possible to do investiaate as many 2.4-D levels as in the 
batch shate Clast e1periments. 
The specific: arowth rate and the total cell mass produced are aiven as a function 
of 2.4-D level in Table V. The hi1hest specific arowth rate for the shake flas.t culture 
was obtained at 0.4 ppm: althouah. the specific annvth rate fell slowly as 2.4-D level 
increased to 2.0 ppm. The specific 1rowth rate dropped only 7.4, indicatin1 that cell 
arowth is relatively insensitive to 2.4-D level between 0.4 and 2.0 ppm. Total cell mass 
produced was similiarly related to 2.4-D level. The airlift fermentor data indicates that 
the specific arowth rate is increased dramatically when the 2.4-D level is controlled 
over the course of the e1periment. The specific arowth was 28' hiaher in the airlift 
fermentor than the sha.te flas.t at the 0.4 ppm level. At 10 ppm, the airlift fermentor 
had a specific 1rowth rate only 8' 1reater than the shake flas.t culture. The 
relationship between 2,4-D level and specific: arowth is shown 1raphic:ally in fi1ure 2. 
Growth rate increases dramatically at 0.4 ppm and falls proportionally as 2,4-D level as 
is increased further. This may be e1plained based on studies conducted by Bayliss 
U9n). Bayliss' results showed that the slow arowth rate at a hilh 2,4-D concentration 
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was due to the lona mitotic duration time. The hiaher levels of 2.-t-D in our e1periments 
may be suppressina cell mitosis. 
3.2 Comparision of Aggre1ation Size 
Cell aggregate morphology was eumined using scanning electron microscopy. 
Generally, suspension plant cultures sro, as qsre1ates as shown in Fi1ure 3a. These 
qsregates are composed of discrete cells as shown in Fi1ure 3b. As shown in Table V 
and Figure .of, the mean &&1re1ation size is affected by 2,-f-D concentration and culture 
system. In Fi1ure .of the darkly shaded bars represent the fermentor culture data. A 
hi1h 2.-f-D concentration and greater milinslevel tend to loYOr cell ac1re1ate size. 
In addition, plant cells grown in the airlift fermentor were of more uniform ac1re1ate 
size even when 1roYn under different2,.of-D levels. Possible reasons are that hish 2,-f-
D concentration reduces 1rowth and thus, leads to smaller cells and that increased 
shear from improved milin1 causes lar1e &&1re1ates to break into smaller a&lrelates. 
In all cases, plant cells were 1eneraUy healthy and 1rowin1 despite variations in cell 
&11re1ate size. 
IV. CONCLUSIONS 
Based on our results we can conclude that the 2,4-D level and culture conditions 
affect the 1rowth rate, .mass production and cell aggregate sjze of plant cells arown in 
culture. The specific arowth rate is affected by chan1es in low levels of 2,4-D. A level 
around 0.4 ppm appears to be optimum reaardless of culture condition. Growth rate 
decreases proportionally with 2.4-D levels hiaher than 0.-f ppm. Mass production was 
also greatest at 2.4-levels of O ..f ppm and dropped as 2.4-D level was increased. In alJDost 
all cases. the airlift fermentor culture was capable of operatina at higher cell densities. 
Aaareaation sjze appears to be a function of2,4-D level and culture condition. Hiah 
2.+-D levels tend to reduce cell qsregate sjze, possibly by suppresslns cell .mitosis. 
64 
Plant cells 1rown under the hilher m.ilina conditions of the airlift fermentor were 
smaller than cells 1rown in shate flask culture. In the airlift fermentor. 111re1ate 
s.ize was more uniform and seemed less sensitivie to 2,.j-D level than in the shate flask 
culture. The increased shear in the airlift fermentor may serve to limit the muimum 
size of plant cellaaareaates. 
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Table I. Z- medium Component (based on I liter) 
Component Quantity 
sucrose 20 I 
&rlinine 60 m1 
yeast e1t.ract 10 me 
FeS04.7H20 2.~ m1 
vitamin stock 
' 
m1 
white stock 100 ml 
Table II. White Stock Components (based on 11iter) 
Component quantity Component quantity 
M1SO-t · H20 1.~ I Ca(N~>2 · <tHzO 2.0 I 
NazS04 2.0 I IN03 800 ml 
ICl 6~0 ml Na82PO-t . H20 160 ml 
II 7.~ ms MnS04. 7Hz0 .(5 ms 
H3~ 15 ml ZnSO.f. 7HzO 1' ml 
66 
Table III. Vitamin Stock components (volume 1 L) 
Component quantity 
Pyridolin : HCl 4.0m 
d- Biotin 0.2 Jill 
Thiamin.Ba 0.6 Jill 
Nicotinic Acid ( Niacin ) 2.Sm1 
RiboflaTin 
-c.o Jill 
Table IV. CUlture Conditions for Fementer aad Shake Clast 
System Fermenter Shateflast 
capacity 1-« L 2'0ml 
Yortinavol llL llOml 
innoculum density o.,-0.6 a/ell 0.4-0., amldl 
milina a1r sparae from rotatina 
bottom - 3 holes 
.mWaarate l Lair/min 1'0 rpm 
temperature 270C 26°C 
liahtin1 dart dart 
run time l4day 20day 
------------·-- -- ·-
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Table V. Comparison Between Different Culture Systems 
2:4-D 
Cone. (ppm) 
0.4 
2.0. 
,,0 
10.0 
Specific 
Growth Rate 
Cday-1) 
SF AF 
0.21' 0.276 
0.199 0238 
0.130 
0.099 0.107 
SF - Shake Clast culture 
Mass 
Production 
Cal 
SF AF 
4.20(20)+ ,,08(14) 
3.90(20) .f.40Cl4) 
2."(20) 
l.'.f(20) 122(1-f} 
SF 
Aaareaation 
Size 
Cum) 
AF 
703.8!.190.70 434.6!-103.,8 
662.8!211.88 387.~107.91 
.f48.~169.89 2-t7.3i140.66 
AF - Airlift fermentor culture + ( ) - Run time (days) 
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Figure 3. Scanning Electron Micrographs of Streotanthus tortuous 
Suspension Culture. 
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Figure 1. Comparision of Aggregation Size. 
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PROTEIN ENGINEERING OF ASPERGILLUS GLUCOAHYLASE 
Michael R. Sierks 
Department of Chemical Engineering 
Iowa State University 
Ames, Iowa 50011 
Glucoamylase is an exo-hydrolase that releases D-glucose from the 
nonreducing end of starch. Its primary activity is to hydrolyze «-(1,4)-D-
glucosidic bonds in maltooligosaccharides, although all other «-linked bonds 
can be hydrolyzed at much lower rates. Glucoamylase is used industrially in 
conjunction with «-amylase and glucose isomerase to produce high-fructose and 
high-glucose corn syrups. The «-amylase is used to hydrolyze starch to 
fragments that are more readily attacked by glucoamylase. The released 
D-glucose is then converted to D-fructose by glucose isomerase. 
Yhile glucoamylase is already used commercially, it has a number of 
drawbacks. It is currently used at 60°C and pH 4.5, while «-amylase and 
glucose isomerase are used at much higher temperatures and pH's. If the 
thermostability and pH tolerance of glucoamylase could be increased, it could 
be used in the same reactor with either of the other two enzymes, which would 
decrease overall costs. Glucoamylase can hydrolyze both «-(1,4) and «-(1,6) 
bonds found in starch, which is advantageous, but it also catalyzes the 
reformation of these «-linkages from D-glucosyl units, which reduces the 
overall yield of D-glucose to 95%. If the specificity of glucoamylase could 
be limited to «-(1,4) linkages, the reformation of other «-linkages could be 
eliminated and the overall yield would be increased. 
Since glucoamylase is a commercial enzyme, it has been extensively 
characterized. Kinetic studies of a number of different glucoamylases from 
various fungal sources have all provided the same description of the active 
site as consisting of six to seven subsites for the binding of D-glucosyl 
residues (1-8), with the catalytic site located between subsites 1 and 2. 
The affinities of each particular subsite are also consistent, with subsite 2 
having the largest affinity, and subsites 4-6 or 4-7 having very small 
affinities. 
Chemical modifications of the various glucoamylase isozymes to determine 
essential chemical groups in the active center have also led to similar 
results. A tryptophan residue believed to be essential for activity and 
located in subsite 1 has been detected in a number of the glucoamylases 
(1,9-14). A second tryptophan in subsite 4 has also been identified as 
essential for activity (15,16). Chemical modification of carboxyl groups has 
shown that there are one or more carbonyl groups essential for activity 
located in subsites 2 or 3 (15,17-21). Therefore, there appears to be a very 
high degree of homology in the composition of the active site of 
glucoamylases from different sources. 
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The entire amino acid sequences of glucoamylase from both ~ niger and 
A. awamorii have been determined and are identical (22,23). Glucoamylase is 
a-glycoprotein that has a large number of short carbohydrate chains linked to 
serine and threonine residues located primarily in a 70-amino-acid sequence 
of the protein (24-28). The presence of the carbohydrates has been shown to 
increase the stability of the enzyme (29). There are two forms of glucoamy-
lase from Aspergillus, designated GA I and GA II (26,30-31), having molecular 
weights of 82,500 (22) and approximately 70,000, respectively. GA II is 
missing the last 104 amino acids from the carboxyl terminal and does not 
maintain the ability to bind insoluble starch (32). Therefore, GA I can be 
hypothesized to consist of three main parts, the functional or catalytic area 
from residues 1-440, the glycosylated region, which adds to stability, from 
residues 441-514, and the carboxyl tail region, which is involved in adsorp-
tion to raw starch, from residues 514-616. 
The amino acid sequences of glucoamylase from Saccharomyces diastaticus 
and Rhizopus oryzae have also been determined (33,34). Sequence homology 
studies between the three glucoamylase isozymes shows that there is a 40% 
homology overall, and a very high degree of homology in parts of the 
catalytic region (35) (see Figure 1). There are five conserved tryptophan 
residues among all three enzymes, corresponding to Trp 6, 52, 120, 170, and 
178 in the A. awamorii enzyme. There are also 11 conserved carboxylic acid 
residues, corresponding to Glu 106, 179, 180, and 308 and Asp 47, 55, 112, 
126, 162, 176, and 309. Of these conserved residues, all four Trp residues, 
all four Glu residues, and Asp 47, 55, 126, 176, and 309 are in highly 
conserved areas. These residues are the ones most likely to correspond to 
the residues located in the active site by chemical modification studies. 
The Trp 120 residue has been identified as being essential for activity and 
located in subsite 4 (16). Identification of the other tryptophan residue 
and the carboxylic acid residues has not been accomplished, although 
preliminary results from chemical modification studies indicate Asp 126 and 
176 and Glu 179 and 180, as well as Trp 212, 417, and 437, are in the active 
site (36). The carboxylic acid residues are all in highly conserved areas, 
which would support their being in the active site; however, none of the 
three tryptophans is in a conserved sequence, so the tryptophan residue in 
subsite 1 may well be found in the conserved areas. 
To further understand the effect of specific amino acid residues on 
catalytic properties of an enzyme, individual residues can be studied by 
utilizing the technique of site-directed mutagenesis (36). This allows a 
particular amino acid to be replaced with any other amino acid without 
disturbing the rest of the protein. It is such work that is reported here. 
MATERIALS AND METHODS 
The glucoamylase gene of~ niger is encoded on a 2.1-kb Hindiii frag-
ment that had been inserted into the yeast expression vector pAC1 (23). The 
Hindiii fragment contains the structural and signal sequences for gluco-
amylase. The pAC1 vector contains the promotor and terminator for the ENO-l 
gene of Saccharomyces cerevisiae, and also separate replication origins and 
selectable markers for Saccharomyces and~ coli. The expression vector 
containing the glucoamylase gene is designated as pGAC9 and was a generous 
gift from Cetus Corp. The Hindiii fragment was subcloned into the M13mp19 
--------------------------- ---
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vector in preparation for oligonucleotide-directed mutagenesis using the 
method of Norris et al. (37). Mutagenic oligonucleotides were constructed at 
the Iowa State University Nucleic Acid Center. Mutations were verified by 
DNA sequencing using the Sanger dideoxy method (38). Following sequencing, 
the mutated genes were inserted into the expression vector and transformed 
into yeast, which secreted the enzyme during growth for subsequent biochemi-
cal characterization. -
RESULTS AND DISCUSSION 
Two sets of mutations have been constructed that create unique restric-
tion endonuclease sites around two of the four areas of high sequence homol-
ogy. By utilizing the redundancy of the genetic code, it is often possible 
to change the DNA sequence of a gene to create a restriction endonuclease 
site without altering the amino acid sequence. If this is the only occur-
rence of this specific sequence in the plasmid, then unique restriction sites 
can be created without altering the amino acid sequence. Such unique sites 
were constructed around the two homologous areas Asp 112-Arg 122 and Tyr 
156-Arg 194. The latter region was constructed with a third unique site at 
Asn 181. Any of the homologous areas can be excised with the appropriate 
restriction endonucleases. After excision, the released wild-type fragment 
is removed and synthetic oligonucleotides containing the desired mutations 
can then be ligated into the gene. 
Preliminary mutations in the Asp 112-Arg 122 cassette have focused only 
on the essential Trp 120 residue in subsite 4. The tryptophan has been 
replaced by leucine, tyrosine, histidine, and phenylalanine to study the 
function of the various side groups in activity. Mutations in the Tyr 165-
Arg 194 cassette have been made to locate the carboxylic acid residues 
involved in catalysis and also to locate the tryptophan in subsite 1. The 
three conserved carboxylic acid residues, Asp 176, Glu 179 and Glu 180, have 
been individually changed to their amide equivalents. A fourth mutation 
changing both Glu 179 and Glu 180 to glutamines has also been constructed. 
The two tryptophans at 170 and 178 will also be changed individually to 
histidine to locate the tryptophan in subsite 1. 
None of the mutated enzymes has yet been purified for biochemical 
characterization. However, preliminary results indicate that the first two 
substitutions at Trp 120, leucine and tyrosine, both substantially decrease 
but do not eliminate attivity of glucoamylase on starch and maltose. 
Purification of the mutated enzymes is currently underway. Following 
purification, the effect of the mutated amino acid on the affinities of the 
subsite model and on other kinetic parameters will be determined. 
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Monoclonal Antibody Production in Suspension Cultures 
INTRODUCTION 
Brian C. Batt and Dhinakar S. Kompala 
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Boulder, Colorado 80309-0424 
June 23, 1987 
Monoclonal antibodies ( MAbs) are an important biological product that are gaining widespread 
usage in many technical and medical fields. Because of their binding specificity, MAbs are 
being applied as research tools in biology and chemistry, in chemical assays, biological 
separation processes, and in the diagnosis and treatment of some diseases [1]. 
Currently, MAbs are produced by the culturing of hybridomas. A hybridoma is a cell 
resulting from the fusion of two mammalian lymphoid cells. One is an antibody-producing 
cell with a finite lifetime. The other is an "immortal", cancerous lymphocyte (a myeloma) 
incapable of producing antibody. The resulting hybridoma combines the principal charac-
teristics of the two parent cells: it produces a single, specific type of antibody and can live 
indefinitely in culture. 
The increasing demand for MAbs requires the scale-up of existing production methods 
and, possibly, the development of new ones. This also requires a better understanding of how 
physiological and environmental conditions affect hybridoma growth. Mathematical models 
are useful in predicting the behavior of such cultures, based on environmental conditions, 
and in optimizing their performance. 
This paper describes a structured, kinetic model we have devised to predict hybridoma 
cell growth and the production of MAb and other extracellular products in a batch culture. 
The model is in a preliminary stage, but its promise is shown by a comparison of simulations 
with experimental batch results reported in the literature. 
MAMMALIAN CELL METABOLISM 
The model equations are based on the metabolic processes in a mammalian cell. There-
fore, to understand the rationale for the model formulation, it is important to discuss cell 
metabolism. A schematic representation is shown in Figure 1. 
Unlike bacteria and yeast, mammalian cells require two substrates. Glucose and glu-
tamine are the primary carbon and energy sources in the culture medium. Glutamine also 
serves as the nitrogen source. Both substrates can enter the TCA cycle and form the major 
intracellular building blocks: amino acids, nucleotides, protein, and lipids. The amount of 
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each nutrient consumed in each pathway depends on the metabolic state of the cells, that 
is, glucose and glutamine are used in different proportions in each synthetic pathway [2]. 
Glutamine can provide between 30% and 65% of the energy required for cell growth [2) [3). 
In addition to the intracellular products, hybridomas also secrete compounds. The 
principal ones considered in the model a.re antibody (or immunoglobulin) and the metabolic 
waste products, lactate and ammonia, which are toxins and can kill the cells when in 
a sufficiently high concentration [4] [5]. Lactate is derived from both substrates while 
ammonia is produced only from glutamine metabolism. 
EXISTING MODELS 
Mathematical models proposed by Bree and Dhurjati [6) and Miller, et al. [7), determine 
the specific growth rate of cultured hybridomas using a Monod relationship. The equation 
of Bree and Dhurjati has the form: 
[ Glu ] [ K AI ] [ K LI J f..L = Jtma:r Kozu + Glu f(AJ +A KLI + L ( 1) 
where Jtma:r is the maximum specific growth rate, Glu .is the glutan1ine concentration,and 
A and L are anm1onia and lactate concentrations, respectively. The equation presented by 
Miller, et al., is similar except that it contains an additional term, [ c,~K .. }• to account for 
the contribution of glucose to cell growth ( C c is the glucose concentration). These represent 
simple, lumped models which take little account of hybridoma metabolism other than to 
acknowledge that glucose and glutamine are the primary cell nutrients and ammonia and 
lactate inhibit cell growth. 
The model of Bree and Dhurjati [6) simulates hybridoma growth in a bat.ch culture 
and, in addition to cell concentration, calculates only concentration changes in the two 
substrates, ammonia, lactate, and antibody. Concentration changes are determined using 
constant yield coefficients which precludes the simulation of culture dynamics. Indeed, the 
observed lag in cell concentration of an experimental culture was not predicted [7}. By 
structuring the cell mass in our kinetic model, we intend to enable it to predict dynamic 
changes in a hybridoma culture. 
MODEL DEVELOPMENT 
Based on the cell metabolism described previously (Figure 1), the model is structured by 
dividing the total cell mass into four constituent pools: amino acids (including their TCA 
cycle precursors), A; nucleotides (including DNA and RNA), N; protein, P; and lipids, F. 
The pools are treated as fractions of the total cell mass so that the sum of the fractions is 
unity. 
The model consists of differential equations for each of the cell constituents as well as 
for the production of extracellular products: antibody, I g; armnonia, M; and lactate, L 
(Table 1 ). Note that the extracellular products are assumed to be entirely secreted and, 
thus, not part of the cell mass. Therefore, their concentrations are expressed in g/L rather 
than as mass fractions. Each differential equation is composed of a synthesis rate term 
and depletion or turnover terms, where necessary. The ki parameters are maximum rate 
constants; J(ij paran1eters are similar to Monod saturation constants; and aij parameters are 
stoichiometric coefficients needed to maintain the material balance between constituients. 
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In order to keep the model tractable, the metabolic complexity is simplified by lumping 
so that a minimal number of constants can be used to describe the metabolic processes. 
Consequently, the synthesis rate of a component varies with the concentrations of its primary 
precursors. 
A unique feature of the model is that the synthesis terms for amino acids, lipids, and 
lactate are the sum of two rates. This accounts for the fact that these components are 
derived from both glucose and glutamine through essentially the same metabolic pathways, 
but that each substrate contributes a different amount to their formation. 
The complete model also includes equations for the utilization of the substrates glucose, 
G, and glutamine, Q (Table 2). The subscript 'sG' refers to the contribution of glucose 
to the synthesis of a constituent, whereas the subscript 'sQ' accounts for the contribution 
of glutamine. Again, to maintain simplicity, only extracellular substrate is considered; 
substrate transport into the cells is not included. 
Total cell mass is divided into two portions: viable, Xv, and nonviable or dead, Xd 
(Table 2). The death rate, kd, is assumed to be a function of the concentrations of the 
cell toxins lactate and ammonia. These two portions are used to calculate the viable cell 
fraction in a culture. 
The principal feature of the model formulation is that the instantaneous specific growth 
rate, IL, of the hybridoma cells can be calculated directly from the equations for the intra-
cellular components. By definition, the sum of the intracellular mass fractions is always 
unity. Therefore, the time derivative of this sum is always zero. Using these results in the 
summation of equations 1-4 in Table 1 gives an independent expression for J.L (Table 2). 
This derivation for the instantaneous specific growth rate was first presented in general by 
Fredrickson [8]. 
The model framework presented her is similar to that devised by Bentley and Kompala 
[9] for recombinant. E. coli. The differences reflect differences in manunalian and bacterial 
cell metabolism as well as the necessity of a second substrate and accounting for the secretion 
of cellular products. 
A fourth-order Runge-Kutta algorithm was used to solve the model equations. 
RESULTS AND DISCUSSION 
Model simulations were performed and compared with experimental results for batch growth 
of hybridomas reported by Bree and Dhurjati [6]. These were selected because they were 
the most comprehensive results found in the literature. 
Figure 2 is a plot of substrate utilization versus time. The model simulation agrees 
quite well with the experimental glutamine data. The agreement is not as good for glucose 
where the measured glucose concentration falls more rapidly than predicted. However, the 
model does predict a decrease in glucose utilization and approximately the same glucose 
concentration when glutamine is · essentially exhausted. 
The change in viable cell fraction with time is shown in Figure 3. The model simulation 
and experimental data are in close agreement until the glutamine concentration is negligble. 
With one of the nutrients absent, a rapid increase in cell death is expected. The model 
predicts this to occur sooner than the data show and the decrease in viability is not as 
rapid. Yet, the model demonstrates the same trend exhibited by the data. 
The changes in lactate and ammonia concentrations in the culture medium as a function 
of time are shown in Figure 4. There is very little discrepency between the model simulation 
and the measured data for ammonia. This is not the case for lactate. The experimental 
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lactate concentration increased rapidly shortly after the culture was started while the model 
predicts a much slower increase. Differences in the rate of glucose metabolism could 'E!Xplain 
the disparity. Figure 1 shows the model predicting a lower utilization rate than found 
experimentally. Since lactate is derived primarily from glucose, the observed and predicted 
changes in lactate concentration are consistent with the results for glucose. 
The experimental lactate concentration reaches a plateau and begins to decrease at the 
time when glutamine is exhausted. The simulation, on the other hand, shows a continued 
increase in lactate concentration at this point, though at a reduced rate. Bree and Dhurjati 
[6] explain the decrease by asserting that lactate was being utilized by the cells. It is not. clear 
that hybridomas can utilize lactate. Lactate is known to inhibit mammalian cell growth 
without being metabolized [5] alt.hough it has been observed that lactate concent.ratjons 
up to 2.5 g/L can stimulate hybridoma growth [4]. The metabolism incorporated into 
our model does not include a mechanism for lactate utilization, which would explain the 
observed differences. 
Figure 5 is a plot of Ig production in a batch culture. The model simulation agrees 
favorably with the experimental data, but predicts a more rapid initial increase in concen-
tration and a more drastic decrease in production rate once the cells reach stationary phase. 
The initial increase could be reduc~ by lowering the value of the maximum synthesis rate 
constant for Ig production in equation i. 
CONCLUSIONS AND FUTURE STUDIES 
Even though in a preliminary stage, the utility of our structured, kinetic model for predicting 
hybridoma growth and MAb production has been demonstrated by the generally favorable 
agreement between model simulations and experimental results from a batch culture. 
By employing the same structural and metabolic framework, we intend to develop model 
equations for a continuous culture of hybridomas, including pulse and step chang~ in sub-
strate concentrations. In addition, we want to develop a model for other culture schemes, 
such as fed batch. The purpose is to demonstrate the utility in using a lumped, metabolic 
model to predict dynanlic changes in a cell culture. 
References 
[1] Seiler,F., Gronski,P., Kurrle,R., Luben,G., Harthus,H., Ax,W., Bosslet,K. and H. 
Schwick. (1985) Monoclonal Antibodies: Their Chemistry, Functions, and Possible 
Uses. Ange. Chemie Intnl. Ed. 24(3):139-236. 
[2] Zielke,H., Zielke,C. and P. Ozand. (1984) Glutanline: A Major Energy Source for 
Cultured Mammalian Cells. Fed. Proc. (FASEB). 43:121-5. 
[3] Reitzer,L., Wice,B. and D. Kennell. (1979) Evidence That Glutamine, Not Sugar, is 
the Major Energy Source for Cultured HeLa Cells. J. Bioi. Chern. 254(8):2669-76. 
[4] Reuveny,S., Velez,D., Macmillan,J. and L. Miller. (1986) Factors Affecting Cell Growth 
and Monoclonal Antibody Production in Stirred Reactors. J. Immunol. Meth. 86:53-9. 
[5] Gla.dcen,M., Fleischaker,R. and A. Sinskey. (1986) Reduction ofWa.~te Product. Excre-
tion Via Nutrient Control: Possible Strategies for Maximizing Product and Celt Yields 
on Serum in Cultures of Mammalian Cells. Biotechnol. Bioeng. 28:1376-89. 
REFERENCES 81 
[6] Bree,M. an.d P. Dhurjati. Kinetic Modelling of Hybridoma Cell Growth and Im-
munoglobulin Production in a Large Scale Suspension Culture. A CS Natl. Meet., (Sept. 
11. 1986). 
[i] Miller,W., Blanch,H. and C. Wilke. Kinetic Analysis ofHybridoma Growth in Contin-
uous Suspension Culture. ACS Na.tl. Meet. (Sept. 11, 1986). 
[8] Fredrickson, A.G. (19i6) Formulation of Structured Growth Models. Biotechnol. Bio-
eng. 18:1481-6. 
[9] Bentley, W.E. and D.S. Kompala. (198i) A Novel Structured Kinetic Modeling Ap-
proach For the Analysis of Plasmid Instability in Recombinant Bacteria. submitted to 
Biotechnol. Bioeng. 
GUJCOSE 
antibody lactate 
ucleotides 
r----e.gyruvate -~•~lipids 
protein 
glutamate 
~+--------- GLUTAMINE 
Fioure 1. Schematic drawinq of matm~alfan cell metabolism. 
82 
Table 1. Dynamic Equations for Pool Constituents 
and Extracellular Products 
Pool Constituents 
[ d A] _ k [ G ] [ Q l [ K AA ] k [ Q l [ K AA ] dt - rAG KMAG + G KAGQ + Q KAA +A + rAQ KMAQ + Q KAA +A 
[dP] [dN] [dF] [dl g] -6AP - -«AN - -«AF - -aAI - -p.A dt. dt. dt. dt. (1) 
[~~] =kN[KN:+G] [KN:+Ql [xN:+A] [KN:+N] [K:,N:N] 
-p,N (2) 
[ ~~] = kp [Kp: +A] N- kvpP- pP (3) 
[d F] _ le [ G ] [ A ] [ KFI ] d t - rFG KM FG + G K FA + A K F1 + F 
le I Q l [ A ] [ KFI ] F + rFQ K M FQ + Q KFA + A K Fl + F - p. (4) 
Extracellular Products 
(5) 
- ::::: le,.LG + le,. . Xv [d L] [ [ G ] [ Q ]] dt KMLG +G LQ KMLQ + Q (6) 
[dig] = [1e [ A ] N] X dt I KAI +A tl (7) 
where 
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Table 2. Dynamic Equations for Substrate Utilization, 
Cell Mass, and Specific Growth Rate Determination 
Substrate Utilization 
Cell Mass 
[ d~"] = [JL - k D] X v 
[dXd] = k X dt D " 
kv = krD [ M ][ L ] KnM+M KnL+L 
Specific Growth Rate Determination 
(2) 
(3) 
(4) 
(5) 
[dA] [dN] [dP] [dF] [dig] IL= dt ~+[l-aAN] dt .+[1-aAP] dt .+[l-aAF] dt .-aAI dt /6) 
c 
0 
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INTRODUCTION 
A continuous culture of Zymomonas mobilis was controlled at predetermined optimal 
pH and temperature for specific ethanol productivity. The dynamic response of the 
reactor to step changes in dilution rate and input glucose concentration was studied. 
Structured and unstructured theoretical models are developed to predict the dynamic 
responses. A single input single output internal model control system was designed, 
simulated and implemented to control % C02 in the exit gas with dilution rate as the 
input. This control design uses an empirical transfer function as the system model. 
METHODS AND MATERIALS 
Zymomonas mobilis strain ATCC 10988 was used through out the study. The complex 
media composition was 1 g/1 (NH4)2 S04, 1 g/1 KH2P04, 0.5 g/1 MgS04*7H20, 3 g/1 yeast 
extract, and 10 weight percent glucose. 
The Chemap fermentation system is shown in Figure 1. The working volume was 3 I. 
Measurements of pH, Redox potential, turbidity, and C02 percent in the exit gas. Also 
measured and controlled were agitation speed, temperature, and reactor weight. Nitrogen 
was was bubbled through the reactor at 0.2 vvm to maintain anaerobic conditions and to 
facilitate the C02 measurement. 
Off-line samples were taken to determine ethanol and glucose concentrations by 
HPLC. A 25 ml sample was also taken for dry biomass weight to be determined. 
The fermenter, pumps and instruments were all connected to a data acquisition unit 
and micro-computer with measurements displayed in real time on the CRT screen. A menu 
driven data acquisition and control program was designed and used through out the study. 
THEORETICAL MODELS 
A deterministic bioreactor model can be classified as either structured or 
unstructured. A structured model considers all cells to have average properties but 
considers the cells to have some variable internal structure. An unstructured model 
consider all cells to be the same at all times i.e. a chemical species. 
The unstructured model used was an endogenous maintenance model because Z. mobilis 
is known to have a very high value for it's cell maintenance coefficient. The microbial 
growth kinetics used were simple Monod kinetics. The model response was improved by the 
inclusion of a variable yield coefficient of biomass from substrate. The cell and 
substrate kinetics are given below: 
1) Rx = Urn S X - Ue X 
(Ks + S) 
2) Rs = - (1/Ysx) Rx 
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3) Ysx =aD+ b 
Where, 
Rx = Cell growth rate (g/1 hr) 
Rs = Substrate consumption rate (g/1 hr) 
Urn = Maximum specific growth rate (hr) 
Ks = Monod constant (g/1) 
Ysx = Yield of biomass from substrate 
Ue = Endogenous cell degradation rate 
S,X = Concentrations (g/1) 
a, b = constants 
The mass balance equations for a CSTR were derived using the above kinetics. The 
non-linear ordinary differential equations are: 
4) d X = Um S X - Ue X - D X 
dt (Ks + S) 
5) Q....S = -1 UrnS X + Ue X+ (Si - S) D 
dt (aD +b) (Ks + S) 
The structured model used was a modified two-compartment model of Roels and 
Harder. The biomass is assumed to be either in a K or a G compartment. The physical 
interpretation of these compartments Roels explains as K compartment containing RNA, 
carbohydrates, and monomers of macromolecules. The G compartment is interpreted to 
contain DNA, protein, and lipids synthesized from K. Also included in the model are 
yield terms for the first order reactions between compartments. The rate equations are 
given below: 
6) Rs = UrnS X 
(Ks + S) 
7) Rx = Ysk Rs 
8) Rk = kk G K X 
9) Rg =kg G X 
where; 
Ysk = Yield of K from S 
Ri = rate of production of i 
K = fraction of biomass in K 
G = fraction of biomass in G 
kk & kg = first order rate constants (hr-1) 
Using the above kinetics to derive the CSTR mass balances gives the following: 
10) K + G = 1.0 
11) Q..X = UrnS X + K (1-K) (Ykg-1) kk X - D X 
12) 
dt (Ks + S) 
...d...S = (Si - S) D -
d t 
1 Um SX 
Ysk (Ks + S) 
~----------~- - ----
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CONTROL SCHEME 
The control scheme used was internal model control using dilution rate to control 
% C02 in the exit stream. This control design is based on a transfer function model for 
the plant. The components in the closed-loop are shown in Figure 1, where; 
Gm is the plant model 
Gp is the actual plant 
Gm is the controller 
F is a first order filter 
Ysp is the setpoint 
Y is the measurement 
u is the input. 
The controller is designed as the invertible part of the model and the system is 
tuned with a single constant of the filter. This filter moderates the control input, u, 
such that even with mismatch between the model and plant the system is stable. The 
advantage over common PID controllers which are designed assuming no plant/model 
mismatch. 
RESULTS 
The experimental response of the system to step changes in dilution rate, input 
variable, were studied. The responses due to a step decrease from .205 hr-1 to .155 hr-
1 are shown in Figures 2 thru 4. The responses of each state are as expected from the 
steady-state data. The glucose concentration is expected to decrease at the lower 
dilution rate, the ethanol is expected to increase slightly, and the biomass is expected 
to decrease due to the large maintenance requirements. The interesting aspect of the 
response is the damped oscillations as the new steady-state is approached. Another 
interesting result is the inverse response of the C02 measurement. This seems to 
correlate with the turbidity or biomass measurement. The solubility of C02 in the 
changing reactor composition was studied and no change was observed. To estimate the 
ethanol concentration the steady-state relation , Eq. 13, was valid even under reactor 
dynamics shown in Figure 5. 
13) P est = Yps (Si - S) 
The model which predicted the correct movement in the states and a single 
overshoot was the maintenance model with variable yield. These results are shown in 
Figures 6 thru 8. The model parameters were not adjusted to fit the experimental 
response. They represent an S! priori estimation of the system. 
To design the control system a second order linear differential equation was 
empirically fit to match the C02 response. The inverse response of the system was 
approximated with a deadtime of 2 hours. The controller is designed as the invertible 
part of the model. The system was simulated to tune the first order filter to give a 
stable and reasonably fast response with plant/model mismatches in gain and deadtime. 
Figure 9 shows the closed-loop performance of the C02 measurement with a step change up 
to 38.5%. Even though the response is oscillatory the match to the model response, 
Figure 10, shows only a time shift difference between the model and actual plant. To 
correct this a longer model dead time was used and the system responded better with the 
step change, Figure 11, and a disturbance in initial glucose concentration, Figure 12. 
The reason for the deadtime mismatch is that the deadtime or inverse response is a 
strong function of the input , D. Thus the controller inputs the maximum D to increase 
the C02 causing a longer inverse response than the smaller open-loop step change in D. 
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CONCLUSIONS 
The dynamic response of the continuous fermentation showed damped oscillations 
between steady-states disturbed by step changes in dilution rate. To theoretically 
predict this behavior a unstructured maintenance model with variable yield was used as 
well as a two-compartment structured model. It was thought internal structure must be 
considered to predict the oscillations. However the model which to date describes the 
system was the maintenance model with variable yield. The ethanol could also be 
estimated given a substrate measurement during transients by using a steady-state 
relation. 
Internal model control was designed with a input output model to control %C02 with 
dilution rate. Implementation of the control scheme showed good agreement under closed-
loop between the model and plant. The only discrepency seemed to be a lag time which 
was corrected. The closed-loop responded reasonably well to setpoint changes and 
disturbances. The physical reason for the plant/model mismatch is that the system 
deadtime or inverse response is a strong funtion of the input dilution rate. 
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Abstract 
The sequential utilization of glucose and cellobiose during anaerobic fermenta-
tions of Brettanomyces clausenii was investigated to develop a mathematical model 
for a simultaneous saccharification and fermentation process. Fermentation of cel-
lobiose was found to be mediated by the presence of extracellular ,8-glucosidase, 
which is repressed and inhibited by glucose. A kinetic model containing a number 
of parameters, which can be determined experimentally, was developed for simulat-
ing the dynamics of yeast fermentation of mixtures of glucose and cellobiose. An 
alternative cybernetic model, which is based on the viewpoint that microbial be-
havior is the outcome of an instantaneous optimization strategy to maximize their 
growth rate, is also developed using a much smaller number of parameters. Both 
models were shown to be similarly capable of simulating the yeast growth dynam-
ics in batch cultures, as well as perturbed cultures with intermittent additions of 
glucose. 
Introduction 
Simultaneous cellulose hydrolysis and carbohydrate fermentation to ethanol is an area 
of active research for the conversion of renewable resources, such as wood from short 
rotation forests, into liquid fuels such as ethanol. Simultaneous saccharification and 
fermentation(SSF) is considered advantageous relative to a two step process of saccha-
rification and fermentation since the fermentation of glucose and cellobiose prevents 
the accumulation of these sugars, thereby reducing the end-product inhibition of the 
cellulolytic enzymes. Operation, evaluation and improvement of this combined process 
require a clear understanding of the kinetics of both of the two process steps. 
The kinetics of cellulose hydrolysis has been investigated by several researchers. [1] 
Cellulose hydrolysis by the commonly used cellulase is found to be a two-step pro-
cess with the exo- and endo-glucanases catalyzing the production of cellobiose and 
•To whom correspondence should be addressed 
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,8-glucosidase catalyzing the hydrolysis of cellobiose to glucose. The enzymatic reac-
tion rates are variously modeled as modified Michaelis- Men ten expressions, with the 
modifications representing competitive or non-competitive inhibitions by cellobiose and 
glucose. For any given cellulase system, the type of rate expressions to be used can be 
determined through initial rate experiments. 
The kinetics of yeast fermentation on a mixture of glucose, cellobiose and higher 
cellodextrins are not as easily determined. To alleviate the end-product inhibition of 
the glucanases by cellobiose, an organism capable of growing on both glucose and cel-
lobiose, e.g., Brettanomyces clausenii, is preferred for the SSF process [2]. Simulation of 
microbial growth and fermentation dynamics on multiple substrates using unstructured 
models, such as modified Monod terms or additive Monod terms etc., fails to predict the 
growth dynamics. This is mainly a result of the complexity of the microbial regulatory 
processes such as the repression/induction and inhibition/activation of some catabolic 
enzymes by the catabolites of faster growth supporting substrates. 
In this paper, we develop structured models for growth dynamics of the yeast 
Brettanomyces clausenii on mixtures of glucose and cellobiose by incorporating the rE'-
pression and inhibition of catabolic enzymes into the model equations. Two different 
approaches are followed for the development of these models: one is the more common 
kinetic modeling approach which requires the use of a large number of parameters, and 
the. other is a new development in growth modeling known as the cybernetic modeling 
approach [3,4]. The cybernetic approach assumes the microorganism to be an optimal 
strategist, i.e., through the regulatory mechanisms of repression/induction and inhibi-
tion/activation, the microbial cell maintains some optimal condition which is discussed 
later. For more background on the cybernetic perspective, the reader is referred to the 
original literature [3,5]. Both kinetic and cybernetic model simulations are compared 
with the experimental results. 
Materials and Methods 
Organism 
Parent yeast Brettanomyces clausenii (ATCC 10562), which was obtained from NRRL, 
gave rise to a faster growing, morphologically altered yeast after extended serial SSFs. 
This faster growing strain was the fermenter in all experiments. 
Medium 
Yeast Nitrogen Base(YNB) w /o amino adds, a completely defined carbon free medium 
containing vitamins and a nitrogen source, was obtained from Difco Laboratories and 
is described elsewhere [6]. Glucose and cellobiose were added to produce concentrated 
media which were then filter sterilized with disposable Nalgene 0.2~tm filters. 
Inoculum Preparation 
The organism was stored in Nunc cryo tubes at -70° C in a 12% glycerol solution. 
Inocula were grown in 250-mL shake flasks at 30° C. Inocula media consisted of YNB 
w / o amino acids with glucose or cellobiose added according to the carbon source used 
in the fermentor to be inoculated. 
------------- ----~~ -
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Fermentor Description 
Experiments were carried out in 5-L Braun Biostat V fermentors with initial culture 
volumes of 4 L. Temperature was controlled at 30° C and pH was controlled at 5.0. The 
medium was sparged with nitrogen for 30 minutes immediately following inoculation to 
remove oxygen. 
Sample Analysis 
Cell Concentration 
Cell dry weight was estimated from absorbance measured at 590 nm. Absorbance varied 
linearly with cell dry weight up to approximately 0.17. Denser samples were diluted 
with measured quantitites of sterile media to obtain absorbances below 0.17. 
Glucose and Cellobiose Concentrations 
Glucose concentrations were determined with a Yellow Springs Instrument Co. glucose 
analyzer. Cellobiose concentrations were determined by first hydrolyzing the cellobiose 
through addition of ,8-glucosidase(Sigma). Samples were incubated for ~ 3 hrs at 30°C. 
A second glucose assay was done for each sample. The result from the first glucose assay 
was subtracted from the second and the difference was multiplied by the stoichiometric 
coefficient to give the cellobiose concentration. 
,B-glucosidase Activity 
,B-glucosidase activity was determined via a colorimetric method. Sample aliquots were 
diluted in a citrate buffer of pH 5.2 and were incubated at 50°C with p-Nitrophenyl 
,8-D-Glucopyranoside(Sigma) for 30 minutes. Incubation was quenched with 2.0 molar 
sodium carbonate and absorbance at 410 nm was determined. 
Results 
Figure 1 shows the sugar concentrations and the logarithm of optical density. The 
growth curve shows an initial lag phase, an exponential growth phase, during which 
only glucose is consumed, and an immediate second exponential growth phase with a 
slower growth rate, during which most of the cellobiose is consumed. The slower growth 
rate during the second growth phase is as expected and in complete agreement with the 
recently tabulated general characteristics of microbial growth on multiple substrates [7]. 
A surprising feature of the growth data is in the glucose concentration profile. 
After the sugar gets completely utilized during the first growth phase, the glucose con-
centration in the extracellular medium rises sharply during the initial growth on the 
remaining cellobiose and remains non-zero until cellobiose is almost completely utilized. 
Also, ,B-glucosidase assays showed a rapid increase in extracellular activity coincident 
with the beginning of cellobiose hydrolysis. These results form the basis for an as-
sumption, in our subsequent modeling efforts, that cellobiose utilization by B. clausenii 
is solely through its extracellular hydrolysis to glucose and subsequent utilization of 
glucose thus formed. 
Significant ,B-glucosidase activity was not found in the cell-free medium during 
the first growth phase when only glucose was consumed. This observation suggests 
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a repression of this enzyme synthesis by glucose when glucose is present in sufficient 
quantities. Near completion of the first growth phase, {j-glucosidase synthesis appears 
to be derepressed due to the lower glucose concentration and induced by cellobiose, 
resulting in an immediate second growth phase without any intermediate diauxic lag. {j-
glucosidase activity was not detected after glucose depletion in the absence of cellobiose. 
During growth on cellobiose only, i.e., when no glucose is added to the fermentor, 
the extracellular glucose concentration increases to a significant level during cellobiose 
hydrolysis: see figure 2. The glucose concentration is significant because it is of the 
order of the Monod constant for glucose growth and therefore can greatly effect the 
growth rate. This result further suggests extracellular cellobiose hydrolysis. 
Kinetic Modeling 
The growth of yeast is assumed to depend on the extracellular glucose concentration 
in a typical Monod form. As all cellobiose is hydrolyzed extracellularly, the Monad-
type dependence on glucose alone will suffice for modeling of growth on cellobiose, 
provided the enzymatic hydrolysis kinetics are also included in the model equations. The 
original Monod term is unsatisfactory for simulating the growth dynamics in batch and 
continuous cultures; such as the initial lag phase or response to perturbations. A simple 
modification has been used [8] to improve this aspect of batch dynamic simulation by 
incorporating the intracellular level of a hypothetical key( or rate-determining) enzyme 
for the catabolism of glucose. Thus, 
dC C [ St ] dt = p.e1 K 1 + St (1) 
where C is the cell concentration (g dw /L ), St is glucose concentration (g/L ), Et is the 
intracellular key enzyme mass fraction (g enzyme/g cell mass), K 1 is the saturation 
constant and the product, p.et, replaces the maximum specific growth rate, P.t,ma:r' 
which is in the unmodified Monod equation. The rate equation of the intracellular key 
enzyme fraction can be written as: 
(2) 
where the first term on the right hand side corresponds to its synthesis. Induction 
occurs through the presence of the sugar s 1 • The second term corresponds to a dilution 
of the intracellular mass due to cell growth [9], and the third term represents first order 
degradation of the enzyme. From this equation, the maximum value for e1 during 
balanced growth phase on s1 , i.e., when de1 jdt = 0, in batch cultures can be obtained 
as: 
Ot 
el mcu: = ----::--
' P.l,ma:r + !J1 
(3) 
The maximum specific growth rate, P.t,ma:r' which is an experimentally determinable 
parameter, is the same as p.e 1 ,ma:~: in this structured model. Thus, 
P.l,maz(P.I,ma:~: + !J1) p.= 
Ot 
(4) 
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If, at the beginning of a batch culture, the intracellular key enzyme fraction is smaller 
than its maximum balanced growth phase level (possibly due to its degradation during 
post-exponential or stationary phases of the inoculum culture), then the instantaneous 
specific growth rate will be proportionally smaller than Jll,ma:r· This situation represents 
an initial lag phase. The synthesis of e1 begins immediately provided 5 1 is present and 
the instantaneous specific growth rate reaches its maximum. 
The rate equation for 5 1 can be written as 
(5) 
where the first term corresponds to the consumption of 5 1 for cell growth, related to 
the cell growth rate in Eq. 1 by the yield coefficient Y1. The second term corresponds 
to the production of v g glucose from lg cellobiose. Cellobiose hydrolysis kinetics can 
be written as: 
d82 [ k2e282 ] [ K3 ] 
di = - K2 + 82 K3 + 8} (6) 
where 82 is the cellobiose concentration, e2 is the extracellular enzyme concentration, 
K 2 is the Michaelis- Menten constant, k2 is the maximum enzymatic reaction rate and 
K 3 is the dissociation constant for the non-competitive inhibition of this enzyme by 
glucose. The synthesis rate of ,8-glucosidase is assumed to be the rate-determining step 
relative to the secretion rate of this enzyme into the extracellular medium. Hence, the 
rate equation for e2 can be represented simply as: 
(7) 
where the first term in brackets accounts for the induction of enzyme synthesis by 
cellobiose and the second term in brackets represents the repression of enzyme synthesis 
by glucose. The last term accounts for any degradation by extracellular proteases or 
thermal denaturation. 
Equations 1,2,5,6 and 7 comprise the kinetic model for the dynamic growth be-
havior of the yeast B. Clausenii on mixtures of glucose and cellobiose. The constants Jlb 
K 1 and Y1 are directly from the standard Monod model for microbial growth and can 
be estimated readily through initial growth rate experiments. Similarly, the constants 
1.~ 2 and K 2 relate to the Michaelis-Men ten kinetics of cellobiose hydrolysis and are also 
estimated rt'adily through initial reaction rate experiments. The constants Ot and ,81 
correspond to the intracellular key enzyme synthesis and degradation rates. As this key 
enzymt' is hypothetical and not assayed, the estimation of these two constants is based 
on tht' synthesis and degradation rates of an average enzyme in the yeast cells. These 
two constants are also related to the maximum intracellular mass fraction of an average 
t'nzymt' in yt'ast cells, which is estimated from the literature. The constants a2 and 
,82 relate to the synthesis and degradation rates of the extracellular ,8-glucosidase. As 
this enzyme is assayed, its maximum synthesis rate a 2 and its degradation rate ,82 are 
readily determined. The enzyme synthesis saturation constants Ke 1 and Ke2 are more 
difficult to determine but can be estimated through curve fitting the initial lag during 
the growth on single substrates at several different initial concentrations. The constants 
K 3 and K 4 are the most difficult to determine and they are estimated through curve 
fitting the sugar concentration profile in the perturbed batch cultures(for K 3 ) and in 
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the simple batch cultures(for K4) using various combinations of glucose and cellobiose 
concentrations. 
The kinetic model explicitly includes terms for the repression/induction and ac-
tivation/inhibition of key enzymes for substrate catabolism. Even this simple repre-
sentation of complex internal regulatory mechanisms introduces parameters which are 
difficult to measure. 
The complexity of the biochemical pathways constituting the regulatory mecha-
nisms in the microbial cell present obvious difficulties when utilizing the kinetic modeling 
approach with any degree of thoroughness. The inclusion of terms representing phe-
nomena such as catabolite repression is necessary if the kinetic model is to exhibit even 
a qualitative accuracy. However, the quantity and quality of the kinetic parameters 
rapidly increase in number and obscurity when additional pathways are represented in 
a kinetic model. 
While striving for quantitative accuracy, an important goal of useful modeling 
techniques, kinetic modeling of biological systems quickly strays from the oversimplified 
Monod and Michaelis-Menten expressions. The major difficulty arising from including 
all known pathways associated with a biochemical event is that numerous chemical 
species must be included along with appropriate kinetic parameters. The concentrations 
of these species and parameters associated with their reactions are difficult to measure. 
Modeling assumptions which limit the number of experimentally determined parameters 
while not sacrificing qualitative or quantitative accuracy are valuable tools to be used, 
if possible, when model simplicity is desirable. The cybernetic approach to modeling 
biological systems utilizes such a tool. 
Cybernetic Modeling 
The cybernetic modeling approach views the microbial cell as an optimal strategist allo-
cating a limited resource in order to maintain some optimal condition. The form of the 
resource need not be specified explicitly since the instantaneous strategy of optimiza-
tion requires that the fractional allocation of this hypothetical resource must equal the 
fractional return from that allocation [3]. Therefore, only the form of the return, i.e., 
the quantity the cell is assumed to be maximizing needs to be specified. The resource 
has been hypothesized to be amino acids required for translation of key catabolic en-
zymes [5] and total transcription time allocated for transcribing genes coding for these 
enzymes [3]. Explanations of what this hypothetical resource physically represents are 
interesting, but the simplicity inherent in the cybernetic approach and the matching law 
result preclude the practical value of such explanations since the cybernetic model does 
not represent the mechanisms of resource allocation. The actual specification made for 
what the return will be in the model must be chosen based on experimental observations, 
and is not an unalterable feature of the cybernetic framework. The specific growth rate 
is the simplest choice for the return since researchers have repeatedly observed that the 
substrate supporting the faster growth is utilized preferentially to substrates supporting 
slower growth rates [7]. In addition, specific growth rate is easy to estimate through 
optical density measurements and can be accurately represented by a typical Monod 
form as was shown for the kinetic model; 
ddC = p.el Vt C [ -=x-=--s_l -] 
t 1 + St 
(8) 
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where the cybernetic variable, Vt, represents inhibition/activation of the key enzyme 
for glucose catabolism, eh such that 0 ~ v1 ~ 1. For example, if v1 = 0, e 1 is totally 
inhibited and if v1 = 1, e1 is at maximum activity. The rate equation for e1 is written 
as: 
del ( 1 dC) 
- = OJ U1 - €J -- - etf3I dt . c dt (9) 
where Ut controls the induction/repression of e1 synthesis such that 0 :S u1 :S 1. More 
specifiral1y, u 1 represents the fractional allocation of some limited resource needed for 
the synthesis of e1 and is defined in terms of a fractional return. The Monod type 
induction term containing K e1 in equation 2 has been replaced by u 1 in the cybernetic 
model. The rate equation for glucose is analogous to the kinetic version with the cy-
bernetic variables v1 and v2 incorporated for implicit activation/inhibition of e1 and e2 
respectively. 
(10) 
The non-competitive inhibition term of equation 5 containing K 3 has been replaced by 
v2. As expected, the induction and repression terms containing the constants Ke2 and 
K 4 are replaced by the cybernetic variable, u 2 , for the rate equation of e2 • 
de2 dt = a2u2C- e2/32 (11) 
Previously, the return has been specified as a rate of growth [3]. In the present 
system, the return is specified as the rate of substrate utilization. The rate of substrate 
utilization and growth rate are simply related by the cel1ular yield. Therefore, the rate 
of growth and rate of substrate utilization are essentially the same when choosing the 
quantity the cell is assumed to be maximizing. However, if growth rate is chosen, each 
substrate must have a corresponding maximum specific growth rate. For the glucose-
cellobiose system where cellobiose is hydrolyzed extracellularly, the specific growth rate 
depends only on the glucose concentration. Hence, the rate of substrate utilization was 
chosen as the form of the return in order to differentiate glucose growth from cellobiose 
growth. The rate of glucose utilization is defined as: 
- IL€tVIC [ St ] Tt- '----
y Kl + St 
and the rate of cellobiose utilization is defined as: 
r2 = k2e2v2 [ s2 ] 
K2 + s2 
Thus, the fractional returns can be written as: 
TJ 
U] = 
rt + r2 
r2 
u2 = ---
rl + r2 
(12) 
(13) 
(14) 
(15) 
The cybernetic variables, Vi, which control enzyme activation/inhibition are written 
as: [8] 
rl 
Vt = ---:-'----:-
mazi(ri,r2) (16) 
r2 
v2 = ----:-----:-
mazi(ri, r2) (17) 
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Simulation Results 
Figure 3 shows simulation results from both the kinetic and cybernetic models. Sev-
eral characteristics of the experimental data art> represented. The first is the sequential 
utilization of first glucose then cellobiose. This results from the explicit glucose inhibi-
tion of ,8-glucosidase in the kinetic model and the implicit inhibition in the cybernetic 
model. The second feature is the change in the rate of exponential growth at the point 
of glucose depletion. Since the growth rate depends on only the glucose concentration in 
both models, eqns 1 and 8, the lower glucose concentration during cellobiose hydrolysis 
accounts for the lower growth rate. Thirdly, the glucose concentration increases after its 
initial depletion. Although the modeling assumption of extracellular cellobiose hydroly-
sis assumes all hydrolysis occurs outside of the cell, the magnitude of the increase for the 
simulations is lower than from the experimental data. The reason for this discrepancy 
in the magnitude of glucose accumulation is not clear. Incomplete parameter evaluation 
could he the major reason. Although it is possible that due to model simplifications, 
neither the kinetic nor the cybernetic model can accurately represent this aspect of the 
system in their present form. 
Figure 4 shows simulation results from both models for perturbed batch simula-
tions where glucose is suddenly added during exponential growth in the presence of only 
cellobiose. The experimental features represented are an immediate increase in the rate 
of exponential growth upon glucose addition, and a decrease in the ratt> of cellobiose 
hydrolysis due to inhibition of ,8-glucosidase by the increased glucose concentration. 
The final set of simulations in figure 5 is for growth on cellobiose only. Both 
the cybernetic and kinetic simulations show the increase in the glucose concentration 
presumably due to extracellular cellobiose hydrolysis. ThesE.> simulations agree fairly 
well with the experimental data shown in figure 2. 
Conclusions 
Both the kinetic and cybernetic models contain gross oversimplifications of microbial 
regulatory mechanisms. Such simplifications are necessary for practical modeling pur-
poses due to the immense complexity of the actual biochemical pathways constituting 
the regulatory mechanisms. 
The distinguishing feature between the kinetic and cybernetic models is that 
the cybernetic model assigns an invariant strategy to the cell which is assumed to he 
sought by the cell's regulatory mechanisms at all times. This teleological approach is 
the basis of all modeling techniques categorized as cybernetic modeling and results in 
fewer parameters which must he determined experimentally. 
In view of the oversimplifications made in both models presented here, there is 
a danger of creating parameters which become vague in their physical meaning or may 
not correspond to any phenomenon occurring within the microbial cell. Even in view 
of such cautions, simulations from both models have indicated a good agreement with 
the experimental data. Although this agreement is still at a qualitative level, there is 
little reason to suspect that further parameter evaluations can not render both models 
qualitatively and quantitatively more accurate. 
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MASTER EQUATION MODELING AND MONTE CARLO SIMULATION OF 
PREDATOR-PREY INTERACTIONS 
INTRODUCTION 
R. 0. Fox, Y. W. Huang, and L. T. Fan 
Department of Chemical Engineering 
Durland Hall 
Kansas State University 
Manhattan, Kansas 66506 
July 1, 1987 
The stochastic behavior of predator-prey interactions in a well-mixed 
chemostat has been studied using nu•erical (Monte-Carlo) simulations of the 
controlling birth-death master equation at two different values for a 
control parameter (holding time). Numerical solutions of the corresponding 
deterministic equations indicate that certain parameter values will result 
in trajectories through regions of low prey and/or predator populations. In 
such regions the stochastic nature of the process should be of great 
importance since fluctuations in population sizes can lead to extinction of 
one or both species. By studying the simulation results under two such 
parameter values, it has been concluded that fluctuations do indeed greatly 
affect the dynamic behavior of the process, leading to extinction in cases 
where the deterministic equations indicate stable populations. Generation 
of a fairly large number {50) of sample paths led to an estimate of the 
probability of extinction and to observations concerning the relative width 
of the probability distribution as the populations evolved. 
Stochastic Model of Predation 
A deterministic model for predation has been reviewed elsewhere by 
Stephanopoulos and Frederickson (1981). In this section a stochastic model 
which reduces to the deterministic model for the mean values of prey and 
predator population will be developed. The stochastic model will be based 
on the master equation as presented in the monographs of van Kampen (1981) 
and Gardiner (1983). The master equation is a general stochastic population 
balance applicable to Markovian systems undergoing linear or nonlinear 
interactions. In the case of nonlinear interactions, the master equation 
formulation leads to a straightforward Monte Carlo simulation procedure that 
can be successfully implemented on a digital computer. 
Let B(t) be the random variable denoting the number of prey cells at 
timet in the chemostat, and N(t), the number of predator cells at timet in 
the chemostat. Changes in the values of B(t) and N(t) will be modeled as a 
birth-death master equation governing the following joint conditional 
probability 
Pr{B(t)=j,N(t)=miB(O)=i,N(O)=n} 
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Let this conditional probability be denoted by P. (t). If we assume that 
J,• 
in the prey-predator proble• a change in either B(t) or N(t) will occur 
independently of a change in the other, i.e., B(t) can change from j to j+l 
without a change in N(t). The 11aster equation for this birth-death process 
can be written as (Gardiner, 1983): 
(1) 
with 
Pj (O)= 6j i6 
,11 , m,n 
Following Stephanopoulos and Fredrickson (1981), the specific growth 
rate of prey cells, A., will be assu•ed to be dependent upon the amount of 
J 
nutrient or feed, s, present in the chemostat. This relationship is non-
linear; Aj attains its aaxi•u• value , A j, as s increases. The Monod 
•ax 
•odel is often eaployed to represent the nonlinearity (Drake et al., 1968, 
and Bungays, 1968); it is expressed as 
(
A s 
A = •ax 
j K +s (2) 
The two aechanisms by which prey cells are lost fro• the syste11 are: 
(1), exiting with the outlet strea•, and (2), consuaption by predator cells. 
The first of these is analogous to e•igration and is •odeled as 
Dj 
where D is the dilution rate. The second depends on the nu•ber of prey 
cells consu•ed per predator cell produced aultiplied by the rate at which 
predator cells •ultiply. If the specific growth rate of predator cells, ~ , 
m 
is again •odeled by the Monod •odel, this can be written as 
( ~.axj ) ~m = VL + j • (3) 
the specific death rate of prey cells becoaes 
_ ( ~.axj ) ~j - a VL + j a + Dj (4) 
Finally, the specific death rate of predator cells, r , corresponding 
• to the rate at which predator cells leave the system, is assumed to be 
y = Dm 
m 
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(5) 
Substitution of A,, ~ , ~ .• y into Eq. (1) yields the following master J 11 J m 
equation; 
d 
dt P. (t) J ,m 
[ Amaxs] f a( 'l•ax(j+1) ] l K + s (j-l)Pj-l,m(t) + t VL + j +1 • + D(j+l) JPj+l,m(t) 
[ ~maxj J + VL . (m-1)P. 1 (t) + + J J, II- D(m+1)P. 1 (t) J ,m+ 
The deterministic variable s is also a function of time and obeys the 
ordinary differential equation 
d s(t) = Dsf - Ds - __ 1 __ [ Aaaxs J_lv 
dt Y K + s (7) 
The deterministic equations governing the mean values of the number of prey 
and predator cells are 
d 
dt b 
d 
-g.,.., dt 
[ >,.maxs )b - Db - a[ J'lmaxb Jg 
K + s L + b 
[ 7lmaxb J 
-- g-Dg L + b 
(8) 
(9) 
These are the equations used in a previous deterministic study of this 
system (Stephanopoulos and Fredrickson, 1981). 
The numerical integration of the equations for b, g, and s reveal that 
three possible steady-states exist (Stephanopoulos and Frederickson, 1981): 
I) extinction of both predator and prey cells 
II) extinction of predator cells only 
III) coexistence of predator and prey cells 
Region III is further subdivided into two regions, one where the populations 
reach constant values, and the other where oscillations are sustained (limit 
cycle). In the limit-cycle region the population of prey cells varies from 
10
7 
celJs to a minimum near zero. If the parameters are chosen correctly, 
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the minimum can be pushed closer and closer to zero, but will always cycle 
back to 107 cells. Since the population growth is stochastic and the number 
of cells is an integer value, when the prey population is near zet·o there is 
a probability that the population will become extinct, thus ending the limit 
cycle. The predator population will also become extinct and the new steady-
state will be extinction of both prey and predator. Therefore. to df~tPrmine 
the frequency of extinction, the random variables B(t) and N(t) can be 
studied for operating parameters where the limit cycle approaches low prey 
population values. The coaplexity of the master equation for this process 
prohibits its solution for an analytical expression. Consequently, we shall 
resort to numerical simulation using a random number generator to construct 
sample paths. The desired extinction probabilities can be estimated from 
the resultant sample paths. 
Results of Simulation 
The parameters used in the simulation are as follows: 
~ 
max 
K 
)')max 
VL 
y 
a 
sf 
-1 
= 1.3043 hr 
0.002 ag/al 
0.20261 hr -1 
106 cells 
108 cells/mg 
104 cells of prey/predator cell 
0.10 11g/ml 
These parameters roughly correspond to those used by Stephanopoulos and 
Fredrickson (1981) in their Figure 2. There it is noted that similar values 
can be used to model the feeding of Tetrahymena pyriformis on Azotobacter 
vihelandii as done by Jost (1972). 
The paraaeter D is a free paraaeter whose value determines the steady-
state region (I,II,III) in which the system operates. In this study the two 
-1 -1 
values chosen for D are 0.0435 hr and 0.926 hr . The former corresponds 
to the liait cycle region, region III, while the latter corresponds to 
region II (Stephanopoulos and Fredrickson, 1981). 
Region II: D= 0.926 hr-1 
Fifty sample paths have been generated beginning with N(O) and B(O) 
equal to 100 cells; the results are shown Figure 1, where several sample 
111 
paths are illustrated. All other paths lie among these sample paths; 
concentrated near the center of the region. Each sample path is constructed 
by connecting the maximum and minimum numbers of prey cells at a given 
number of predator cells. The solid line represents the solution to Eqs. 
(7), (8), and (9) for the deterministic representation of this system. The 
number of predator cells converges rapidly to zero while the number of prey 
cells continues to grow until the growth is constrained by lack of feed. 
The simulation indicates that the lowest value of the prey population when 
the predator population first becomes extinct is 124, while the highest is 
513; the difference between thea is 389. To obtain an estimate of the 
spread of the probability distribution, we can examine the distance of the 
dashed lines from the solid line along lines normal to the solid line. At 
the maximum (prey = 108, predator 33) the distance above and below 
averages to approximately 45. However, to find a more accurate estimate of 
the width of the distribution, it would be necessary to plot all sample 
paths (and to generate many more) in order to determine the relative 
probability of finding sample paths with a distance from the mean. It would 
also be necessary to find the mean value since it does not necessarily 
correspond to the deterministic value. 
Despite the limited number of sample paths generated, it is interesting 
to note that within a short distance from the starting point the number of 
prey cells varies widely from the starting value of 100 even though the 
deterministic solution drops quickly to low predator values before the prey 
cells begin to increase. This results from the fact that although the net 
change in the number of prey cells in this region is approximately zero, the 
birth and death rates are rather large and equal in magnitude; this results 
in large variances in the population sizes. Note that in the simulation, 
the intial variance is equal to zero since all paths begin at the same 
point. It would also be interesting to begin the simulation with a larger 
populations, size to allow the variance to reach its steady-state value 
before the predator cells become extinct. Such simulations would most 
likely lead to larger variances, perhaps resulting in prey populations near 
extinction even though the deter•inistic value is near 100. 
Region III: D= 0.0435 hr-1 
In this si•ulation, fifty sa•ple paths have again been generated 
beginning with N(O) and B(O) equal to 1000. From this starting point, the 
deterministic solution indicates that the prey population will drop very 
rapidly, with the predator population following slowly, passing a low point 
of about 16 prey cells and 610 predator cells before it increases rapidly 
again. By beginning the simulation at 1000 in each population, the initial 
conditions will have little effect on the variances in the region of low 
prey populations; this requires that more than 25,000 random numbers be 
generated for each sample path. Figure 2 shows a few representative sample 
paths plus extrema for the region between 800 and 400 predator cells. After 
this region the number of prey cells increases rapidly, and no extinction of 
the prey population is found even though one sample path crosses the 400 
axis at a value of six prey cells before growing beyond the range of 
extinction. 
. -----·------------------------------------------------
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In Figure 2, the solid line indicates the deterministic value of the 
controlling equations found by nuaerical integration using the same initial 
values. The dashed lines indicate the approximate width of the probability 
distribution as deterained fro• the fifty saaple paths generated. The axis 
where the prey population is equal to zero acts as an absorbing boundary. 
When a sample path touches this axis, the prey population becomes extinct, 
and the sample path will then continue, without increase, down the axis 
until the predator population is also extinct. 
For siaulations of long duration, the populations would pass along the 
solid line, from the left to the right, in Figure 2, arbitrarily many times. 
Nevertheless, each ti•e a probability exists that both populations may 
become extinct. In this simulation fifty such simulated passes. For large 
values of the prey population (107 ) the random process will show very little 
relative variance and thus pass near the starting point of the simulation on 
each cycle. By determining the nu•ber of passes resulting in extinction out 
of the total fifty passes, we can estiaate the probability of extinction for 
these operating paraMeters. Here, 21 sample paths have resulted in 
extinction. Thus, we can estimate the probability of extinction during any 
given cycle to be 0.42. To obtain a more accurate estimate, additional 
saaple paths would be necessary. Of interest is the fact that the extrema 
in the predator population at which extinction has occurred are 695 for the 
high and 524 for the low. At these points the deterainistic value for the 
prey population is approxiaately 21. Fro• this result we can roughly 
conclude that the probability of extinction will be of increasing importance 
for operating para•eters yielding liait cycles whereby the prey population 
falls soaewhere below 25. This, however, is a rough estimate since the 
length of the interval will also be iaportant (here 175). The longer the 
interval, the more likely the process will become extinct. This estimate 
will also be dependent on the paraaeter values chosen since the variance may 
be larger or saaller with different choices. 
To find the probability of extinction after a given number of cycles, 
M, it suffices to note that each cycle will be essentially independent; the 
M desired probability for the present siaulation is thus equal to 1-0.42 . As 
M increases the probability of extinction goes to one; this is true as long 
as the probability of extinction on given cycle is greater than zero. Note, 
however, that if the latter is nonzero but saall, the nuaber of cycles which 
the system may exhibit before extinction can be very large. Experimental 
observation of extinction in such cases would require long operating periods 
which may not be realizable. This fact aay be the reason why extinction has 
not been reported in the literature (Stephanopoulos and Fredrickson, 1981). 
Using the dashed lines in Figure 2, we can make some observations about 
the variance of the probability distribution as the process travels around 
the limit cycle. First, it seeas apparent that the distribution is spread 
out farther above the deterainistic value than below. This would indicate a 
non-Gaussian distribution, with a higher probability of finding a sample 
path a given distance inside the limit cycle than at the same distance 
outside. Since aost linear processes exhibit a Gaussian distribution, the 
skewness of this distribution aay be a result of the nonlinearities in the 
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birth and death rates; however, these observations must be seen as 
approximate since a relatively small number of paths was generated. 
It may be safer to make some conclusions about the variance at 
different points along the predator axis; the most obvious such observation 
is that the variance is minimum at approximately the same point as where the 
deterministic value for the prey reaches a minimum (predator= 610). Before 
this point, the variance decreases slowly, after this point, the variance 
increases rapidly as the prey population quickly increases. For the sample 
paths generated, the maximum size of the prey population for a predator 
population of 800 is 107, and the •aximu• size for a predator cell of 400 is 
833 (not the same path). The deter•inistic values at these points are 44 
and 142, respectively. The difference in the maximum and the deter•inistic 
value at the lower end point is thus almost 700. A more accurate assessment 
of the width can be made by measuring the normal distance of the dashed line 
from the solid line. At its maximum, this distance reaches approximately 
120, representing a wide variation in the sample paths. This again may be a 
result of the nonlinear dependence of the growth rates of the populations. 
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NOTATION 
b 
B(t) 
D 
g 
j 
K 
L 
m 
N(t) 
p. ( t) 
J ,Ill 
mean number of prey cells per unit volu•e 
number of prey cells at time t 
dilution rate 
mean number of predator cells per unit volume 
value of random variable B(t) 
saturation constant 
growth parameter 
value of random variable N(t) 
number of predator cells at ti•e t 
joint probability for B(t) and N(t) as discrete variables 
feed concentration 
inlet feed concentration 
volume of chemostat 
number of prey cells produced per unit mass of feed consumed 
Greek Letters 
a number of prey cells consu•ed per predator cell produced 
¥m specific death rate of predator cells 
Tlm specific birth rate of predator cells 
>... specific birth rate of prey cells 
J 
pj specific death rate of prey cells 
>.. specific maximum growth rate of an individual prey cell max 
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~•ax specific aaxi•u• growth rate of an individual predator cell 
REFERENCES 
Bungay, H. R. and M. L. Bungay, 1968, "Microbial interactions in continuous 
culture," Adv. Appl. Microbiol., 10, 269-290. 
Drake, J. F., J. L. Jost, A. G. Fredrickson, and H. M. Tsuchiya; 1968, In 
Bioregenerative Syste•s, Ed. J. F. Saunders, NASA Special Publication 
165, Washington. 
Fredrickson, A. G., 19'17, "Behavior of llixed cultures of •icroorganislls," A. 
Rev. Microbiol., 31, 63-8'1. 
Gardiner, C. W., 1983, Handbook of Stochastic Processes, Springer, New York. 
Jost, J. L., 1972, "A dyna•ics of a syabiotic. systell. Interactions in a 
aicrobial food web," Ph.D. Thesis, U. of Minnesota, Minneapolis. 
Rajaaani, K., W. T. Pate, and D. J. Kinneberg, 1986, "Ti•e-driven and event-
driven Monte Carlo si•ulations of liquid-liquid dispersions: a 
co•parison," Ind. Eng. Chell. Funda• .• 25, 746-752. 
Stephanopoulos, G. and A. G. Fredrickson, 1981, "Extinction probability in 
aicrobial predation: A birth and death approach," Bull. Math. Biol., 
43, 165-181. 
van Kaapen, N. G., 1981, Stochastic Processes in Physics and Chemistr~. 
North-Holland, Allsterda•. 
Figure 1. 
115 
270 I 
250 I 
I 
250 I 
I 
240 l 
I 
I 230 I 
220 
210 
zoo 
>. \ 
cu 190 \ L. 
0... 
leo 
...._ 
0 
L. 170 
cu 
..0 
E 160 
::J 
z 
150 
' 
' 
' 140 ........ 
' 
130 
'-...., 
,. 
120 
110 
100 
90 
eo 
70 
0 
40 7o eo 
Number of Predator 
-1 Simulation results for D=0.926 hr • 
' 
' 
' 
' '\ 
•o 100 110 
no 
uo 
240 
uo 
zoo 
110 
>-
CD 
~ 
a..••o 
-0! 40 
•' 4 
'· 
', ' ,, / 
' . ~ ,, ~ 
'""'!..;. . --
-----------
I 
I 
/'· 
7 
/ 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
h 
/,, 
I 
uo 110 740 120 100 no uo 140 no 100 5eo uo a..o 5to llbtl 410 410 440 420 40o 
Number .of Predator 
Figure 2. Simulation results for D=0.0435 hr-1• 
..... 
..... 
0'\ 
117 
KINETICS AND EQUILIBRIA OF CONDENSATION REACTIONS BETVEEN TVO 
DIFFERENT MONOSACCHARIDES CATALYZED BY Aspergillus niger GLUCOAMYLASE 
Introduction 
Sabine Pestlin 
Department of Chemical Engineering 
Iowa State University 
Ames, Iowa 50011 
Glucoamylase is one of the most useful of industrial enzymes, catalyzing 
the production of D-glucose from maltooligosaccharides formed from starch by 
a-amylase-catalyzed hydrolysis. However, at the high solids contents used in 
industrial processes the yield of D-glucose is not complete, as a mixture of 
oligosaccharides is formed. There has been a longstanding controversy over 
the cause of the reactions that produce these products. One possibility is 
that they are catalyzed by transglycosylases that contaminate the Aspergillus 
niger glucoamylase preparations used industrially. Another possibility is 
that the glucoamylase itself can catalyze condensation reactions starting 
from D-glucose. A further controversy has been over the identity of the 
oligosaccharides that are formed. Vhile virtually all previous research has 
suggested that the main products are isomaltose, isomaltotriose, and maltose, 
there has been wide disagreement over other products, caused partly by the 
different analytical methods employed to identify them. 
To answer these questions, a long investigation has been conducted in 
our laboratory, using extremely sensitive gas chhromatographic (GC) methods 
that we developed to analyze disaccharides (1) and trisaccharides (2). This 
work, the subject of most of two doctoral dissertations (3,4), has led to the 
following conclusions: 1) Glucoamylase, when purified free of tranglycosy-
lases and other amylases, is capable of catalyzing condensation reactions 
using D-glucose as a starting material; 2) The chief products of these 
condensation reactions, in descending order, are isomaltose, isomaltotriose, 
kojibiose, nigerose, maltose, «,a-trehalose, and panose. In support of these 
conclusions the glucoamylase active center was subsite-mapped with malto- and 
isomaltooligosaccharides (4), kinetic data were gathered for both hydrolysis 
(4) and condensation (3) reactions, and equilibrium data were obtained for 
all products obtained from D-glucose (3). A model incorporating all 
reactions was formulated, and subsite affinities and hydrolysis and 
equilibrium data were fed into it to generate predicted condensation data 
(3). These predicted data closely matched experimental condensation data 
(3). 
The work to be reported in this paper is a direct continuation of that 
just described. It is an investigation of the ability of Aspergillus niger 
glucoamylase freed of transglycosylases and other amylases to catalyze the 
formation of condensation products from aqueous mixtures of D-glucose and a 
second monosaccharide. Six other monosaccharides, D-arabinose, D-fructose, 
D-galactose, myo-inositol, D-mannose, and D-xylose, were used. First, 
inhibition constants were obtained forD-arabinose and myo-inositol in the 
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presence of maltose to supplement already available data for D-galactose, 
D-mannose, and D-xylose (5). Then kinetic and equilibrium data were obtained 
for the main products of each of the six reacting systems, and a start was 
made toward the identification of the products from each. Vhen all major 
products are identified, the specificity of the first two glucoamylase 
subsites for the seven different monsaccharides tested in this work should be 
clear, as should the ability of glucoamylase to form different bonds between 
D-glucose and each of the other six monosaccharides. 
MATERIALS AND METHODS 
Glucoamylase Source and Purification 
Purified glucoamylase was obtained from a Diazyme preparation donated by 
Dr. J. Shetty (Hiles Laboratories, Elkhart, IN). The raw material was dis-
solved in 0.025H sodium citrate-sodium phosphate buffer, pH 7.9, filtered, 
and passed through a 850-mm x 26-mm i.d. DEAE-Sephadex column, using 1 mL/min 
of a decreasing linear pH gradient made of equal amounts of the same buffer, 
except at 0.05H, at pH 7.9 and pH 3.2 as eluent. Four major protein peaks, 
measured at 280 nm, were eluted from the column, with the middle two being 
glucoamylase II and glucoamylase I (6,7). The latter, by far the largest 
peak, was collected, desalted, and concentrated with an Amicon 10 PH10 mem-
brane. It was tested for homogeneity by ultrathin-layer isoelectric focusing 
(8,9) with a pH 3-10 ampholyte and by ultrathin-layer sodium dodecyl sulfate 
polyacrylamide gel electrophoresis (10). Visualization of the protein in 
both cases was by silver staining (11). The first procedure yielded one band 
with a pi of 3.5, while the second gave one major band and three lighter 
bands, evidently caused by sample preparation (2), at higher molecular 
weights. No band corresponding to transglycosylase or to any amylase other 
than glucoamylase was observed. 
Other Materials 
D-arabinose was obtained from Pfanstiehl (Vaukegan, IL), D-fructose from 
Fisher (Fair Lawn, NJ), D-galactose, D-glucose, myo-inositol, D-mannose, and 
D-xylose from Sigma (St. Louis, HO), and maltose from Baker (Phillipsburg, 
NJ). 
Reaction Studies 
Reactions were conducted in agitated 5-mL Pierce (Rockford, IL) Reacti-
Vials at 35°C (inhibition studies) or 45°C (condensation studies). 
For determination of inhibition constants, glucoamylase I was added to 
varying concentrations of maltose and 0.2H of D-arabinose or myo-inositol 
dissolved in 0.05H acetate buffer, pH 4.5, to obtain total volumes of 4 mL. 
Seven 0.4-mL samples were taken from each vial in 4-min intervals and the 
reaction was stopped by pipetting them into 0.1-mL aliquots of 5H TRIS, pH 
7.1 (12). Glucose was determined by the addition of 1 mL glucose oxidase 
solution to each sample, followed by incubation at 37°C for 1 h, addition of 
2 mL of 7H HCl, and measurement of absorbance at 525 nm (13). Kinetic 
parameters were calculated by a nonlinear regression routine, SAS NLIN (SAS 
Institute, Cary, NC). 
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For determination of condensation kinetics and equilibria, glucoamylase 
I was added to 4 mL of a solution of 15% (w/v) glucose and 45% (w/v) of the 
other monsaccharide (20% for myo-inositol) dissolved in the same buffer. 
Samples of 0.03 mL were taken at various time intervals, pipetted into 0.006 
mL of a 0.2M NaOH solution to stop the reaction, freeze-dried, and trimethyl-
silylated in pyridine (1). Sucrose was added as an internal standard. Deri-
vatized samples were analyzed with a Hewlett-Packard (Palo Alto, CA) 5890A 
gas chromatograph coupled to a Hewlett-Packard 3492A integrator, using a 30-m 
x 0.26-mm i.d. fused silica capillary column (J & V Scientific, Rancho Cor-
dova, CA) coated with a 0.1-~m film of DB-5 liquid phase. Helium at 0.24 m/s 
was used as the carrier gas. Nitrogen, the makeup gas, flowed at 30 mL/min, 
while air and hydrogen flowed to the flame ionization detector at 300 mL/min 
and 30 mL/min, respectively. Column temperature was 217°C for 31 min, then 
increased at 10°C/min to 250°C, where it remained for 10 min. Flame ioniza-
tion detector and injector temperatures were 280°C and 270°C, respectively. 
Initial disaccharide formation rates were calculated by fitting the experi-
mental data to the equation c = at/(1 + bt), where c is disaccharide concen-
tration and t is elapsed time, and evaluating the first derivative at t = 0. 
Product Separation 
The remaining product solution from the condensation reactions between 
D-glucose and D-arabinose and between D-glucose and D-mannose was subjected 
to descending paper chromatography (14) by applying 0.1-mL samples to 550-mm 
long, 300-mm wide Vhatman 3MH paper sheets and eluting with 80% (v/v) n-pro-
panol:20% (v/v) water for 18 h at 70°C. Fractions containing disaccharides 
were cut out, eluted with 10 mL water, freeze-dried, dissolved in 1 mL water, 
and filtered. The disaccharides were separated from each other by high-per-
formance liquf~ chromatograhy (HPLC) with a Dionex (Sunnyvale, CA) special-
order Ion Pac preparative column (ref. 264-86-941), using Johnson's method 
(15). The HPLC system consisted of a Erma (Tokyo, Japan) ERC-3510 solvent 
degasser, an ISCO (Instrumentation Specialties, Lincoln, NE) Model 2360 
gradient programmer, and an Erma ERC-7510 refractive index detector. The 
eluent, a 60mH Ba(OH) 2 solution, was degassed by aspiration and submersion in 
an ultrasonic bath ana filtered before use to remove Baco3 that formed upon 
exposure to air. Eluent flow rate was 2 mL/min, while sample size was 0.02 
mL. Fractions were collected, neutralized with 0.1H H2so4 , and centrifuged, 
with the supernatant being freeze-dried. 
In an attempt to identify the components of the fractions, which were 
not necessarily pure, the latter were subjected to. GC in four states: as is, 
after hydrolysis, after reduction, and after reduction and hydrolysis. 
Hydrolysis was carried out by dissolving the disaccharides in 1% (v/v) 
aqueous trifluoroacetic acid and holding them under nitrogen for 90 min at 
130°C. Reduction occurred by dissolving each fraction in 1 mL water, adding 
a 15% molar excess of a 1% (w/v) aqueous NaBH4 solution, and holding the 
mixture in boiling water for 10 min. After cooling the reduced fraction, 
1 mL of a 10:1 (v/v) CH30H:1M HCl solution was added to it to form a volatile borate-methanol complex (16) and the solution was evaporated to dryness at 
40°C. Addition of CH30H and evaporation was repeated six times, and was followed by freeze-drying. GC of the hydrolyzed and reduced samples was 
conducted as previously described, except that the initial temperature was 
160°C instead of 217°C so that monosaccharides and alditols could be 
----------------------- ----------
120 
determined. 
In a further attempt to identify condensation products, samples after 
HPLC separation were sent to Dr. Morey Slodki of the USDA Northern Regional 
Research Center, Peoria, IL, for permethylation analysis. 
The freeze-dried samples were dissolved in water and reduced with sodium 
borodeuteride (17). The latter was decomposed with cation exchange resin, 
and residual boric aicd was removed by dissolution in methanol and 
evaporation in vacuo. The dried product was dissolved in dimethyl sulfoxide 
under N2, and Hakamori's reagent (18) and iodomethane were added. The 
reaction mixture was partitioned between chloroform and water, with the 
chloroform layer dried by molecular sieve and then vacuum evaporation. The 
residue was hydrolyzed with trifluoroacetic acid, and the excess of the 
latter was removed by evaporation and passage through a column packed with 
anion exchange resin. Combined water and methanol column washes were 
evaporated to dryness, and the residue was derivatized with acetic anhydride 
in hydroxylamine/pyridine (19) to give, for each dihexosyl disaccharide 
initially in the sample, a tetra-0-methyl-per-0-acetylaldononitrile and a 
1-d1-penta-0-methylalditol monoacetate. Derivatized samples were subjected 
to GC on methyl silicone fused-silica capillary columns. Peaks were 
identified by comparison with the retention times of authentic samples and by 
mass spectroscopy. 
RESULTS AND DISCUSSION 
Inhibition of Hydrolysis Reactions by D-Arabinose and myo-Inositol 
Vhen varying concentrations of maltose between 0.25mM and 4mM were 
incubated with glucoamylase I at 35°C and pH 4.5, a Michaelis constant (KM) 
of 1.14mM ± 0.08mH, the second value being the standard deviation, was ob-
tained. Vhen maltose at these concentrations was individually incubated 
under the same conditions with glucoamylase I and 0.2M of D-arabinose or 
myo-inositol, inhibition by the latter two was competitive. Values of KM for 
maltose were l.llmM ± 0.07mH with D-arabinose inhibition and 1.17mM ± O.U7mM 
with myo-inositol inhibition, not significantly different from the value 
determined without inhibition or from the value of 1.23mM ± 0.19mM determined 
earlier by Meagher (4). Inhibition by D-arabinose and myo-inositol gave K. 
values of O.ll2H ± 0.007M and 0.428M ± 0.050H, respectively. These may be 1 
compared with the K values of 0.22M, 0.16M, and 0.23M found for 0-galactose, 
D-mannose, and D-xyiose inhibition, respectively, by Hiromi et al. (5), using 
p-nitrophenyl-«-0-glucoside as substrate. 
Kinetics and Equilibra of Condensation Reactions 
Vhen each of the other six monsaccharides was incubated alone with 
glucoamylase I, no condensation products were formed. However, each of the 
other six formed condensation products when incubated with D-glucose and 
glucoamylase I. The only diglucosyl disaccharide detected was isomaltose. 
Vhen D-glucose at concentrations of 25% and above was incubated alone with 
glucoamylase, maltose was the fastest formed product (3), but it was not 
detected in this work when only 15% D-glucose was initially present. This 
was expected, as equilibrium concentrations of maltose are much lower than 
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those of isomaltose at all initial D-glucose concentrations, and as the 
latter decreased, maltose would become undetectable. 
In all, incubations of D-glucose with D-arabinose yielded six quanti-
fiable GC peaks. Yith D-fructose five were formed, with D-galactose twelve, 
with myo-inositol nine, with D-mannose ten, and with D-xylose seven. Since 
in nearly all cases two peaks represent the anomeric forms of a single 
disaccharide, the total number of condensation products is half (or slightly 
above half) of the total number of peaks. In all six monosaccharides the 
fastest forming two peaks by far were those of «- and a-isomaltose, signi-
fying that glucoamylase is highly specific for D-glucosyl residues in the two 
subsites about the catalytic site. The ratio of the initial rates of 
formation of «- and a-isomaltose in all cases was in agreement with their 
equilibrium concentrations, which indicated that the two anomers reached 
mutarotation equilibrium as they were being formed. In addition, the 
variation of initial rates of isomaltose formation among the six incubations 
could be roughly correlated with the inhibition constant of the second 
monosaccharide. 
Yhile isomaltose is produced much faster than any other condensation 
product, it is not always overwhelmingly favored at equilibrium. Yith 
incubations containing D-arabinose, three other peaks reached at least 25% 
the equilibrium concentration of a-isomaltose, the predominant anomer. Yith 
D-fructose, all three other peaks reached this threshold, with D-galactose 
five, with myo-inositol only one, with D-mannose seven (including two that 
were much larger than the isomaltose peaks), and with D-xylose two. It is to 
be expected that some of these large peaks represent disaccharide anomers 
that are linked through a hydroxyl group attached to a primary carbon atom, 
as this is thermodynamically favored. 
Identification of Products 
Paper chromatography of the mixtures that resulted from reactions be-
tween D-glucose and D-arabinose and between D-glucose and D-mannose yielded 
three carbohydrate bands for the first system and four for the second. In 
both cases the fastest moving band contained monosaccharides, the second 
contained condensation products, and the others had materials that were not 
identified as condensation products by GC. 
Separation by preparative anion exchange HPLC of the collected paper 
chromatographic bands yielded five peaks for the D-glucose/D-arabinose sys-
tem, of which the last four had condensation products. One of the HPLC peaks 
(A2) had a single peak by GC, two (A3 and AS) had two peaks, and the fourth 
(A4) had four, of which two were the isomaltose anomers. Six peaks, four 
that could be collected, were observed upon HPLC of the D-glucose/D-mannose 
system. The middle two of the four collected had condensation products. One 
of these peaks (M2) had two peaks by GC, while the other (H3) had four, two 
being the isomaltose anomers. 
Portions of each of the six collected peaks were separately or sequen-
tially reduced and hydrolyzed. Peak A2 could not be reduced; when hydrolyzed 
----------------------- -
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it gave approximately equal amounts of D-arabinose and D-glucose by GC. Re-
duction followed by hydrolysis yielded D-glucose and D-arabinose in a 1.4:1 
ratio, but neither D-arabitol nor D-sorbitol, suggesting that the major prod-
uct in A2 was a nonreducing D-glucosyl-D-arabinoside. 
Peak A3 yielded one GC peak after reduction, while hydrolysis gave 
D-glucose and D-arabinose in a 0.7:1 ratio. Reduction and hydrolysis pro-
duced D-glucose and D-arabitol in a 4:1 ratio. Despite the product distri-
bution favoring the aldose over the alditol, a common occurrence, the 
predominant disaccharide in A3 appears to be a D-glucosyl-D-arabinose. 
Peak A4 upon reduction gave two GC peaks. Reduction yielded D-glucose 
and D-arabinose at a 20:1 ratio, caused by the high amount of isomaltose 
initially present. Reduction and hydrolysis led to D-arabitol, D-glucose, 
and D-sorbitol, but no D-arabinose, with the middle two being the largest and 
having a ratio of approximately 1:1 as expected. Therefore the material 
present in A4 in higher quantity was isomaltose, with the other being a 
D-glucosyl-D-arabinose. 
The reduction of Peak AS resulted in one peak, while hydrolysis yielded 
very low concentrations of D-glucose and possibly D-arabinose. Reduction 
followed by hydrolysis led to D-glucose and D-arabitol, but neither 
D-sorbitol nor D-arabinose, suggesting that the disaccharide in AS was a 
D-glucosyl-D-arabinose. 
Peak H2 gave one GC peak when reduced. Vhen it was hydrolyzed, D-glu-
cose and D-mannose in a 1.2:1 ratio appeared. Reduction and hydrolysis 
yielded D-glucose and D-mannitol at an 8:1 ratio, but neither D-sorbitol nor 
D-mannose. This indicates that the predominant product is a D-glucosyl-D-
mannose. 
Reduction of Peak H3 gave three GC peaks, one for isomaltitol, one for a 
nonreducible material whose equilibrium concentration was 60% that of isomal-
tose, and one derived from a peak representing a single anomer with an equil-
ibrium concentration 1.4 times that of isomaltose. H3 after hydrolysis 
yielded D-glucose and D-mannose in a 0.9:1 ratio. Reduction and hydrolysis 
led to a large amount of D-glucose and smaller amounts of D-mannos.e, D-manni-
tol, and D-sorbitol, leaving the composition of the four main components of 
H3 unclear. 
Peaks A2, A3, A4, H2, and H3 were subjected to permethylation analysis 
at the Northern Regional Research Center by the procedure already described. 
Peak A2 appeared to contain· S-0-D-glucopyranosyl-D-arabinofuranose, which 
should be reducing, contrary to the evidence provided by reduction and 
hydrolysis experiments. Peak A3 was composed largely of 2-0-D-glucopyrano-
syl-D-arabinose. No good results came from the permethylation of Peak A4. 
Peak H2 contained a mixture of products requiring further interpretation. 
Peak H3 was composed largely of 4-0-D glucopyranosyl-D-mannose, with a 
smaller amount of 4-0-mannopyranosyl-D-glucose. It appears that either a 
glucopyranosyl or a mannopyranosyl residue was linked through its anomeric 
hydroxyl group to the 3-hydroxyl of a pentosyl residue. Surprisingly, there 
is no evidence of isomaltose, which GC showed to be present. It is obvious 
that the composition of this peak is yet unclear, and that more work is 
necessary on it. 
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FUTURE VORK 
Not only must Peaks A2, A4, M2, and M3 be completely identified, but so 
must the various peaks from the condensation of D-glucose with D-fructose, 
0-galactose, myo-inositol, and 0-xylose. The mixtures produced by these 
reactions are at present being separated. Further work not covered in this 
paper dealt with the condensation of D-glucose with D-lyxose and D-ribose 
(20), and the products of these reactions are also in the process of 
separation. 
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BIODEGRADATION OF METALWORKING FLUIDS 
s. M. Lee, Ayush Gupta, L. E. Erickson, and L. T. Fan. 
INTRODUCTION 
Department of Chemical Engineering 
Kansas State University 
Manhattan, Kansas 66506 
April 25, 1987 
Metalworking fluids are used extensively in the metalworking 
industries to primarily perform two functions viz. the removal of 
heat from the metal surface and to minimize the friction at the 
metal site. Semi-synthetic metalworking fluids are chemical 
emulsions containing some oils, whereas the synthetic 
metalworking fluids contain no oil and are true solutions of 
complex organics in water. These metalworking fluids have 
successfully replaced the conventional oil in water emulsions. 
The addition of various chemical agents to the semi-synthetic and 
synthetic metalworking fluids renders them superior in terms of 
rust protection, stabilization, increased tool life, reduction of 
surface tension, and extreme pressure lubrication. 
From the perspective of high initial costs of these fluids, 
they are required to serve for extended periods in the industry. 
It has been observed that bacterial growth is responsible for the 
deterioration of fluid quality over a period of time. An effort, 
therefore has been made to use glycols, blending agents, 
humectants and germicides for the control of bacterial growth. 
Nevertheless, increased bio-resistance presents a considerable 
hardship in terms of disposal of the waste emulsions. The 
existing wastewater treatment processes are incompatible to the 
synthetic metalworking fluids because they contain little or no 
oil, but only water soluble organic compounds. Thus, their 
removal from the wastewater stream cannot be accomplished by the 
processes for removing oils. This leads to increased BOD and COD 
levels in the effluent. It therefore becomes imperative to 
either remove the non-biodegradable component of the used 
emulsion prior to disposal or to explore the feasibility of 
successfully performing biodegradation of the waste emulsion. 
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PURPOSE 
An experimental study was undertaken on the laboratory scale 
to study the biodegradation of thirteen different metalworking 
fluids obtained from five different sources(Table 1). The 
primary aim of the study was to determine the biodegradability of 
these fluids, in general, and the most favorable conditions for 
biodegradation. The present biodegradation studies also included 
the adaptation of mixed cultures. 
BATCH EXPERIMENTS 
Experiments were carried out in 500 ml Erlenmeyer flasks with 
heterogeneous microbial populations of sewage origin and with 
metalworking fluids, each containing a synthetic mediUm as the 
inorganic nutrient source. The system parameters measured 
include bioaass concentration in terms of the dry weight, 
chemical oxygen demand (COD), biological oxygen demand (BOD), pH, 
dissolved oxygen and temperature. The experiment was continued 
for a period of over 40 days with the shake flasks maintained at 
175 rpm(Table 2). 
The dilution effect was studied by selecting Sample no. 4 as 
the growth limiting substrate. This sample was fed to the shake 
flasks at concentrations of 1 '· 0.8 %, 0.5 %, and 0.2 %. 
Biodegradation was carried out for 55 days(Table 3). 
The effect of adaptation was investigated by harvesting a 
portion of the mixed culture at the end of the 55th day from the 
flask used in the study of the dilution effect. This portion of 
mixed culture was employed for the degradation study, of Sample 
no. 4. 
Sample no. 2 was selected to study the effect of pH on bio-
degradation. The experiment was carried out in four, one liter 
fermentors(LH 500 series). The pH was maintained with 0.1 N 
sulfuric acid and 0.1 N sodium hydroxide to the culture vessel 
using peristaltic pumps. The stirrer speed was maintained at 700 
rpm, the air flow rate at 1.0 vvm and the temperature at 24°C. 
The pH was controlled at 6.0, 7.5, 8.0 and 9.0 in the four 
fermentors. 
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CONCLUSIONS 
From the above mentioned experiments on biodegradation of 
metalworking fluids the following conclusions were arrived at. 
1. The results of the biodegradation studies show that more 
than half of the samples of metalworking fluids selected (8 of 
13) are readily biodegradable with mixed populations of sewage 
origin. COD removal efficiencies of these metalworking 
fluids ranged from 59 % to 90 % in the experiments conducted. 
2. In the experiments conducted samples 8, 9, 10, 12 and 13 are 
not easily biodegradable. COD reduction of these samples 
ranged from 15 % to 40 %. 
3. Occurance of multiple lag phases is fairly common in the 
biodegradation of metalworking fluids containing multiple 
carbon source - with mixed microbial populations. 
4. The studies involving adaptation have revealed that the 
extent of initial lag for adapted microorganisms of sewage 
origin in batch culture is smaller than for unadapted mixed 
populations of sewage origin. However, it has been observed that 
the adapted microorganisms have the same ability to degrade 
the synthetic metalworking fluid as the unadapted 
microorganisms. This suggests that microbial strains with 
degradative capabilities would be generated in the laboratory 
with continuous culture techniques(Pig. 1). This conclusion is 
further strengthened by observing similar kind of behavior in 
the preliminary studies conducted, involving the biodegradation 
of samples 3 and 11. 
5. The study of dilution effect suggests that the concentration 
of substrate should be kept below 1% {v/v), i.e. between 3000 
and 6000 mg/lit. of COD(Pig. 2). 
6. The studies of the effect of pH indicates that it should be 
adjusted between 7.5 and 8.0 with any inorganic acid or base 
for optimum biodegradation operation(Pig. 3). 
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Table 1. Initial substrate concentration ot samples. 
5~mple Monufocturer's Product Color• COD 
No. Nome Name <mg/L) 
1 Cincinnoti Milocon**a CM A colorless e.940 
~- CM B colorless 5990 
3 CM c white 29360 
4 2V Industries••b Mach-3 Synthetic colorless 8900 
5 E.F. Houghton••c Product A blue 13450 
E, Product B green 11580 
7 Product c yellow 7130 
e. Product D yellow 15150 
9 Int.Re£ining&M£g. .... d IRMCO 141 colorless 9150 
10 IRMCO 156 colorless 8670 
ll Von Straaten Chern. ••e 826 green 9920 
1::: 902 blue 8210 
13 930 blue 9150 
Note: 
After 1 % (v/v) dilution and pH adJustroent 
•• Address o£ the manufacturers 
a. 4701 Marburg Ave .• Cincinnati. OH 45209 
b. 48553 West Road. Wixon. MI 48096 
c. Unknown 
d. 2117 Greenleaf St .• Evanston. IL 60202 
e. 630 W. Woshington Blvd .• Chicago. IL 60606 
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Table 2. BOD and COD values of the samples. 
Sample BOD5 BOD20 Initi~l · Final Sampling Recuction 
No. <mg/L) <mg/L) COD<mg/L) COD<m~/L) Time<ctavs) ( ··;,; ' 
1 660 3180 8940 2770 40 69 
2 1020 2030 5990 1770 40 /(J 
3 6840 12300 29360 3030 40 '3(: 
4 590 2160 8900 3170 55 EA 
5 660 3480 13450 3030 40 7'7 
6 1200 3450 11580 4790 55 5•3 
7 420 1920 7130 1770 55 75 
8 840 2820 15150 11600 40 2"=' 
-· 
9 660 2030 9150 5450 50 4(J 
10 120 840 8670 6270 40 ~.~~ 
11 1500 33::.0 9920 2130 40 79 
12 720 1080 8210 6600 40 2(1 
13 1140 1620 9150 7790 40 15 
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Table 3. Experimental data for dilutjon effect. 
B·iomass Concentration <O.D.> 
Sampling Time 8900" 7120" 4450" 1780" 
<hour) <~~tg/L> 
- <mg/L) <mg/L) <mg/L) 
0 0.0 0.0 0.0 0.0 
18 0.005 0.000 0.000 1..~.030 
2~ 0.015 0.014 0.050 0.230 
27 0.020 0.025 0.072 0.300 
2•J 0.040 0.050 0.105 0.320 
3(-, 0.150 0.155 0.360 0.450 
33 0.200 0.215 0.495 0.465 
<;2 0.260 0.290 0.450 0.455 
'15 0.310 0.390 0.410 0.440 
48 0.3G5 0.480 0.400 0.440 
51 0.460 0.520 0.410 0.425 
60 0.480 0.485 0.420 0.430 
GJ 0.500 0.470 0.4<10 0.435 
(,'_'! 0.500 0.440 0.460 0.430 
7-:> 0.430 0.430 0.510 0.430 
Note: 
* Initial substrate concentration. 
132 
g.so.-----~----~------------------------------------~640 
Fig. 1. 
560 
Growth and substrate removal for mixed population 
in raw sewage (solid lines) and developed culture 
(dotted lines) growing on sample no. 4. 
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Redox Potential, Toxicity and Oscillations 
in Solvent Fermentations 
by 
Joong Kim, Rakesh Bajpai, and Eugene L. Iannotti* 
Chemical Engineering Department 
and 
* Agricultural Engineering Department 
University of Missouri-Columbia 
In batch and continuous cultivations of Clostridium 
acetobutylicum ATCC 824 on glucose and lactose, a strong 
relationship was observed between redox potential of broth and 
the cellular metabolism. The specific productivity of butanol as 
well as of butyric acid were maximum at the redox potential of 
-250 mv. For butyric acid, it decreased rapidly as the redox 
potential decreased further. For butanol, it achieved a lower 
but stable value. This was true for steady as well as dynamic 
operation. The continuous cultivations involving lactose as a 
carbon source, exhibited sustained oscillations at lower 
dilution rate, which appeared to be related to butanol toxicity. 
No oscillations were observed at higher dilution rates (low 
butanol concentrations) and when glucose was used as carbon 
source, suggesting a butanol mediated inhibition of lactose 
transport/hydrolysis. 
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Introduction 
Distinct acid and solvent production phases are observed in 
acetone-butanol fermentation with Clostridium strains which have 
been recently studied [1-4]. Different proportions of acids and 
solvents can be obtained depending upon the dilution rate in 
continuous culture. During the first acidogenic phase in typical 
batch fermentations, cellular growth is predominant and still 
occurs during the initial phase of solvent excretion. However it 
is strongly inhibited at high butanol concentrations, often 
associated with significient lysis of cells. This shift in 
cellular metabolism has been a subject of intensive study 
[3,5,6]. 
With several strains of C. acetobutylicum, an acidic pH 
which is essential regulatory parameter below 5.0 was found 
optimal for acetone-butanol production. At higher pH values, 
only acids are generally excreted. Optimum butanol yield has 
been found at a controlled pH of 5.0 [7]. 
Pyruvate metabolism, specifically the reactions associated 
with the formation of acetyl-CoA, appears to be a key to the 
diversion of carbon skeletons to acids or to solvents [8-10] 
(Figure 1). These reactions are predominantly concerned with 
the transfer of electrons between the reduced and oxidized forms 
of nucleotides and ferredoxin, and their ultimate release as 
hydrogen. These reduced compounds as well as hydrogen influence 
the oxidation-reduction potential of the broth[11,12]. 
The optimum growth of strictly anaerobic bacteria often 
requires a low redox potential in the medium. Exclusion of 
oxygen from the culture medium and gas phase is normally 
necessary since oxygen helps determine redox potential and it 
also results in formation of toxic free radicals. To provide a 
better understanding of bacterial culture behavior, redox 
potential has been used as an important measurement. 
This study deals with the relationships between redox 
pontential of culture broth and growth and product formation 
phenomena observed in continuous acetone-butanol fermentations. 
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MATERIALS AND METHODS 
Microorganism 
Clostridium acetobutylicum ATCC 824 was 
study. Spores were maintained on a corn meal 
anaerobic conditions at 4°C [13]. 
Medium 
used in this 
medium under 
A soluble complex medium was used for inoculum preparation 
and for experiments. The medium contained following components 
per liter of distilled water: lactose, 60.0 g ; KH2Po4 , 0.75 g 
: K2HP04 , 0.75 g ; MgS04 , 0.02 g ; MnS04H2o, 0.01 g ; Feso4 7H2o , 0.01 g ; NaCl, 1.0 g ; Cystein, 0.5 g ; Yeast Extract, 5.0 g ; Asparagine, 2.0 g ; (NH4) 2so4 , 2.0 g • The pH of the 
soluble medium was adjusted to 6.5 with cystein HCl and 
carbonate prior to autoclaving (15 Min. at 121°c & 20 psig) 
[14]. The corn meal medium contained following components per 
liter of distilled water: corn meal, 100 g ; agar, 1.5 g ; 
resazurin, 0.1 ml. 
Fermentor Assembly 
The experiments were conducted a 2L-Virtis omni-Culture 
fermentor with a 1L working volume equipped with an overflow 
tubefor chemostat operation. The agitation speed and the 
temperature were maintained at 200 rpm and at 37°c, 
respectively. pH was controlled at 5.0 by automatic addition of 
5N-NaOH. The pH and redox potential of the culture medium were 
measured with the help of autoclavable pH (Ingold, Model 5003-
k9) and redox (Ingold, Model Pt 4865-35-k9) probes. The redox 
electrode was calibrated using Ingold's standard redox buffer 
(Cat. No. 18503) at 25°C and pH 7.0 • Foaming was controlled 
manually by adding a few drops of 1:10 diluted SAG 5693 silicone 
antifoam agent when foaming became particularly severe. Head 
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space of the fermentor was continuously flushed with oxigen-free 
carbon dioxide gas in order to ensure anaerobic environment. 
Continuous fermentations were initiated from actively 
growing batch cultures by starting continuous flow of feed 
solution maintained anaerobically. Oxygen-free co2 gas was 
sterilized by passing it through a sterile cotton-wool filter, 
and then introduced into the fermentor. The dilution rate was 
first ar a low value and then increased stepwise from 0.02 to 
0.05 hr- . At each dilution rate, a steady state was considered 
to be reached when the concentrations of biomass, substrate, and 
products remained approximately constant after about 4-5 
residence times. Feed medium was changed every five days with 
freshly prepared solutions. Working volume of the fermentor 
was kept equal to 1 liter by an overflow device. Samples were 
taken from the effluent twice a day. Absence of contamination 
was regularly controlled by microscopic observation and by strip 
and pour plating. 
Sample Analysis 
Sample were analyzed for the concentrations of cells, 
sugar, and products in the culture broth. Cell concentration 
was estimated by measuring the absorbance at 630 nm using a 
spectrophotometer (Bausch & lomb Spectronic 2000) as well as by 
measuring dry cell weight after centrifugation at 10,000 rpm for 
10 minutes and several washes. The supernatant was stored 
frozen for subsequent analyses. 
Concentrations of solvents (ethanol, acetone, and butanol) 
and acids (acetic acid and butyric acid) were determined by 
injecting supernatant liquid into a Varian Model 1520 gas 
chromatograph equipped with a flame ionization detector. 
Separation took place in a glass column, 6ft long by 2 mm in 
diameter, and packed with coated Chromosorb W-AW, 80/100 mesh. 
The flow rates of helium, hydrogen and air were 30 mljmin, 40 
mljmin and 200 ml/min, respective!~. The column temperature was 
programmed to increased from 70 c to 140°C at a rate of 
30°cjmin. The temperature of the injector and detector were 
250°C and 220°c, respectively. The analysis of chromatographic 
data were carried out by a Perkin-Elmer LCI-100 Laboratory 
Computing Integrator. 
Residual lactose concentration was measured by Nelson-
Somogi reducing sugar test (15]. Glucose and galactose 
concentrations were assayed by YSI Model 23A Glucose Analyzer 
and HPLC (Perkin-Elmer Series 4 Liquid Chromatograph), 
respectively. 
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RESULT 
The steady state conditions in continuous culture with ~ 
acetobutylicum were investi~ated at different dilution rates 
ranging from 0.02 to 0.05 hr- • The concentrations of solvents 
and redox potential showed cvclic bebavi'or in all1the. measured culture parameters ~n F~gure 2. s~m~ ar os~c~ lat~ons were 
ob~a~ned w~tn tne concentrations of biomass and acids (data not 
shown). Higher concentrations of the solvents were obtained at 
the lower dilutions rate. However, redox potential varied 
inversely with cell and solvent concentrations. High dilution 
rates resulted into greatly reduced cyclic behavior. Several 
repeated runs at low dilution rates gave the same cyclicity. 
In Figure J,the redox potentials at different dilution 
rates are shown. Under steady state conditions, the lower the 
dilution rate, the lower were the redox potentisl in broth. The 
bars represent the range of redox potentials at each dilution 
rate. The operation at 0=0.03 hr-1 was unsteady state which 
came from a malfunction in pH control. The results are included 
in this analysis as this state corresponded to unusually high 
redox potential in broth. 
The concentrations of various fermentation products as well 
as the amount of lactose consumed as a function of broth redox 
potentials for the different dilution rates are shown in Figures 
4 and 5. Production of cell mass, solvents, and lactose 
consumption increased at lower redox potential while that of 
butyric acid decreased. The concentration of acetic acid was 
not dependent upon broth redox potential. The metabolism 
appears to be strongly inhibited above -200 mV. 
To obtain the optimal redox potential range in order to 
improve the productivity of butanol, the specific rates and 
redox potential values were plotted in Figure 7. The maximum 
specific productivity of butanol and butyric acid were obtained 
at about -250 mv. However,at the Eh less than -250 mv the 
specific productivity of the butyric acid was found to decrease 
quite rapidly, whereas the specific productiuity of the butanol 
did not decrease as much as that of butyric acid. 
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DISCUSSION 
The possibility of oscillations in steady states of 
continuous operations is expected when toxic products exist in 
the system. The toxicity of acids and solvents to cellular 
metabolic phenomena is well documented (16]. Yet, no oscillatory 
steady states have been reported using a glucose medium in the 
considerable amount of published data. We also found no such 
oscillations with few our experiments (data not shown). However, 
an oscillating steady state was observed with lactose as a 
carbon source (Figure 2). The level of solvents obtained in 
these two systems (glucose and lactose) were similar. A 
careful analysis revealed that a butanol level of 7 gjliter was 
associated with a minimum in redox potential. At this point, 
microscopic observation also showed changes in cell morphology 
and cell density started to decrease. The solvent peak at 12 
gjliter and reduced to 6.5 gjliter before an increase in 
cellular activity associated with decrease in redox potential is 
seen. Only negligible amounts of monosaccharides, primarily 
glucose were detected at the peak. 
Butanol has been reported to be the most toxic product in 
this fermentation system [17]; 7-13 gjliter of butanol reduces 
growth rates of ~ acetobutylicum cells by 50%. Since no 
similar oscillations have been found in continuous . cultivations 
on glucose, one may postulate that butanol is more inhibitory 
to parts of lactose metabolism that are different from that of 
glucose. Solvent inhibition of sugar transport system has been 
reported in Saccharomyces cerevisiae cells [18] and the 
inhibitory effect of butanol is dependent upon the nature of a 
carbon source [19]. 
Interactions between oxidized/reduced forms of ferredoxin 
and nicotinamide-adenine dinucleotide, and those between reduced 
ferredoxins and an iron containing hydrogenase play an important 
role in determining the flow of carbon skeletons to the acids or 
to the solvents (20-22]. Ferredoxin can both accept and donate 
electrons at a very low potential. Under suitable conditions, 
reduced ferredoxin can donate electrons with the help of 
hydrogenase to form hydrogen. Maximum hydrogen productivity 
would be expected to occur during the acid phase of the 
fermentation. During the solvent phase of fermentation, 
reducing equivalents can be disposed of by forming butanol and 
ethanol as well as hydrogen. Butyric acid produced during the 
acid phase is readsorbed and reduced to butanol (Figure 1). 
Reduction of hydrogenase activity [9,23,24] or increase of 
hydrogen pressure [4,25-27] have been reported to improve 
solvent production. This effect be related to H+jhydrogen redox 
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potential in the cell (28]. the experimental data presented 
here show correlation between the redox potential of broth and 
the metabolic state of the cells (Figures 4-6). This 
relationship can be seen in the light of the primary oxidation 
reduction reaction. Thus this study support the postulation 
that changes in intracellular redox potential should be linked 
with the changes in electron flow in the cell. 
From the observation of decreasing specifie butanol 
productivity (Figure 7), it would appear that too high 
reduction-oxidation levels in the system reduce the overall flux 
of carbon through the glycolytic cycle. This is supported by 
the observations of a maximum in the specific lactose uptake 
rate from Figure 5. 
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Abstract 
The instantaneous specific growth rate of a recombinant bacterial culture is directly cal-
culated using a simple structured kinetic modeling approach. Foreign plasmid replication and 
foreign protein expression represent metabolic burdens to the host cell. The individual efFects 
of these plasmid-mediated activities on the growth rate of plasmid-bearing cells are estimated 
separately. Instability in continuous cultures of recombinant bacteria results from the emer-
gence of plasmid-free host cells due to unequal partitioning of plasmids upon cell division and a 
growth rate difFerential between the plasmid-free and plasmid-bearing populations in the result-
ing mixed culture. Plasmid segregation kinetics are included to enhance quantitative accuracy 
of continuous culture simulations. The dynamic model predictions of culture stability show 
remarkable agreement with.experimental trends in extended batch and continuous cultures. 
INTRODUCTION 
Structural and segregational instabilities have been identified which can result in the dramatic loss 
of a recombinant strain from continuous cultures [1] [2]. In addition, the recombinant strain can 
be eliminated from continuous cultures due to a growth rate differential between the recombinant 
(plasmid-bearing) strain and the plasmid-free host. Several experimental studies have established 
•To whom correspondence should be addressed 
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that as plasmid copy number and foreign protein overexpression increase, the growth rate of the re-
combinant cell decreases [3]- [7]. It is generally recognized that the replication of high copy number 
plasmids and the overproduction of plasmid~encoded proteins represent an additional "metabolic 
burden" on· the normal chromosome-directed metabolism of the bacterial cell, thereby reducing the 
cell's growth rate. 
Segregational instability is described as the generation of a small fraction of plasmid-free cells 
upon cell division of the recombinant strain, due to unequal plasmid partitioning between the 
daughter cells. Coupling these two effects (plasmid segregation and growth rate differential) results 
in the loss of plasmid-containing cells and their replacement by plasmid-free cells in continuous 
fermentations. 
In the present work, we have extended the simple structured kinetic model, capable of predicting 
the growth rate of the bacterial cell mass as a dynamic function of the additional metabolic burdens 
[8], to include the kinetics of segregational instability. We associate "segregational" and "structural" 
instabilities with "plasmid" instability since they refer to actions directly involving the plasmid. 
Incorporating the growth rate differential in our mathematical characterization necessitates the use 
of "culture" instability when referring to the presence or absence of the desired recombinant strain 
in continuous or extended batch cultures. We demonstrate the model by predicting experimentally 
observed "culture instability" phenomena. 
MODEL OVERVIEW 
The structured kinetic model which directly calculates the instantaneous specific growth rate was 
previously discussed in detail [8], and is briefly reviewed here. A key feature of the modeling 
framework is the uncommon representation of the state of a microorganism in terms of the fractional 
mass levels of its intracellular constituents. 
Our lumped metabolic model of recombinant cells includes eight major intracellular constituent 
pools. These pools provide our model with sufficient metabolic detail without becoming numerically 
burdensome. Included are: protein, P; foreign protein, PJ; chromosomal DNA, G; plasmid DNA, 
G1; ribosomes, R; lipids, L; nucleotides, N; and amino acids, A. The level of each of the internal 
constituent pools is expressed in our model equations as mass fraction or gram constituent per 
gram dry cell mass. Table I lists the specific net s}'itthesis rates for each constituent pool, .whereas 
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Table II contains equations describing the overall dynamic response for each constituent pool. 
The summation of all eight equations in Table II yields: 
8 dC· 8 8 [ 8 l L -' = LLri;- J.t Lei 
. dt . . . 
a= I a=l J=l a= I 
(1) 
where Ci denotes each constituent pool: A, N, P, P,, G, G" L, and R, and ri; corresponds to the 
synthesis and depletion terms shown in Table II. Since the entire cell mass is divided into lumped 
constituent pools, the sum of all their fraction mass levels adds to unity at all times. Furthermore, 
the time derivative of this sum is zero at all times. By noting these results it can be readily shown 
that: 
(2) 
i=I j=l 
This simple equation for calculating the instantaneous specific growth rate was first derived in 
general form by Fredrickson [9]. The instantaneous specific growth rate for a recombinant bacterial 
culture as represented by the equations listed in Tables I and II is then: 
p.= [~~].+(1-e 1 )[d:J.+(l-e2)[~~].+(1-11)[[~L + [d~'].]+(l-12 )[[~~], + [d~J]. + [~~].] 
. (3) 
The concept of fractional mass units was employed for a corrected form of Williams' two com-
partment model [10] by Bailey and Ollis[ll]. To our knowledge, this was the only attempt at using 
this powerful approach for the structured modeling of biological systems. 
PLASMID SEGREGATION 
One major contributing factor to culture instability in continuous systems is the growth rate differ-
ential between the competing populations. The existing model successfully calculates this dynamic 
growth rate differential in both batch and continuous cultures. 
A second contributing factor is the unequal partitioning of plasmids from the mother to daughter 
cells. A comprehensive description of culture instability must include these plasmid segregation 
kinetics. The magnitude of this instability depends upon the plasmid copy number at the time 
of cell division and presence or absence of a partitioning function. Most plasmids control their 
own replication genetically through negative control. Inhibitors include proteins, RNA, or series 
of direct repeats [12]. When the inhibitor (e.g. RNA I in ColE! [13]) reaches an appropriate 
concentration, replication terminates, leaving the cell with a defined copy number. 
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If no mechanism exists for active segregation of plasmid molecules to the daughter cells during 
division then the probability 6 that either daughter cell will fail to inherit a plasmid is given by the 
binomial distribution 
(4) 
where n is the copy number per cell at division. If the mechanism which controls plasmid replication 
is able to correct anomalies in plasmid copy number produced by this random segregation, then 
all cells will contain equivalent numbers of plasmids at the next division, irrespective of the precise 
number of plasmids that each daughter cell inherited. Therefore the probability of producing a 
plasmid-free cell at the next division will remain unchanged, and plasmid-free cells will be produced 
at a constant frequency [14). 
Since the intracellular constituents are expressed in units of mass fraction in our model, the 
plasmid copy number is expressed as copies per chromosome equivalent which provides the relative 
significance of plasmid activity to the cell. Furthermore, this quantity is readily determined exper-
imentally. In order to incorporate plasmid segregation using the above probabilistic approach, we 
must evaluate plasmid content on a per cell basis. This can be accomplished using the Cooper-
Helmstetter model which provides an estimate for the number of genome equivalents per cell in 
steadily dividing cell cultures [15). 
- T [ Q±R. D] G = Cln2 2 .,. - 2-;- (5) 
This equation is based on the cell-number-derived growth rate, w = ln2/T, and the C and D periods 
(min.) of the E. coli growth cycle. 
By combining the Cooper-Helmstetter result with our modeling framework, the average cell 
size, m, is calculated as 
m=GMW9 
GN"v 
(6) 
where MW9 is the molecular weight of the genome, G is the genome content per cell mass, and 
N 4 v is Avogadro's Number. The plasmid copy number per average cell then becomes 
(7) 
where G 1 is the plasmid content as gram plasmid per gram dry cell mass, and MWP is the plasmid 
molecular weight. 
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In order to calculate the number of plasmids in a single cell that is about to divide, we make 
the approximation that the plasmid copy number increases linearly over the age of a single cell. In 
this way, the copy number at cell division, Np(a.=I)' is 
- [ ]dNP N p( a.= 1) - 1- < a > da + < N P > (8) 
where < a > is the average cell age and dJo~ is the rate of plasmid replication as calculated in the 
model after the transfonnation d:a_, = d~, ~! where ~! = 1 is made. The average age in a steadily 
growing culture can be found by integrating 
<a>= 11 aW(a)da 
where W(a) is the cell age distribution as shown by Seo and Bailey [16] as 
REACTOR DYNAMICS 
2-6 W(a) = (-)we-""0 1-6 
(9) 
(10) 
The equations listed in Table II describe the kinetics of all intracellular constituents of the re-
combinant bacteria and consequently determine the instantaneous specific growth rate. This set 
of kinetic equations was incorporated into continuous flow stirred ta.nk reactor ( CFSTR) material 
balances. CFSTR dynamics are described by adding the following equations to those in Table IT: 
dS 1 + + 1 _ _ ( ) 
-=--p.X --p.X +DS,-S dt Y, Y, 
dX+ 
-- = p.+ x+ - ;p.+ x+- nx+ 
dt 
dx- = p.- x- + ;p.+ x+- nx-
dt 
(11) 
(12) 
(13) 
The cell mass, X, is in units of grams dry weight/liter and the yield coefficient, Y,, is in units of 
gram cell mass/gram substrate. The calculated growth rate, p., is of dimension hr- 1 • The plasmid-
bearing and plasmid-free populations are represented by a superscript plus and minus respectively. 
In these equations, the dilution rate, D, and substrate feed concentration, Sf, are in units hr- 1 
and gm/liter respectively. Koizumi and Aiba [17] have shown that the segregation coefficient, ; , 
can be calculated as a function of 6, the probability of producing a plasmid free cell upon division: 
ln(2 - 6) i = 1 - _.;..__...;.. 
ln2 (14) 
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In order to maintain simplicity, we have assumed that the cell growth rates based on mass 
and cell number were identical (!-' = w ). Alternatively, the mean cell size changes as slowly as 
the growth rate so that in continuous cultures, the process can be described as a series of steady· 
state increments. This is reasonable for the description of plasmid instability in slowly evolving 
chemostat cultures. 
RESULTS AND DISCUSSION 
Steady State Determination of Replication Constants 
Before predicting behavior in chemostat cultures, the plasmid associated replication constants were 
determined. The model simulations of the variation in steady state plasmid· copy number as a 
function of growth rate are shown in figure 1. We have taken the data from Seo and Bailey [18] 
and Siegel and Ryu [19] and expressed their results as number of plasmids per genome equivalent. 
Like Seo and Bailey, we assumed that chromosomal content varied with growth rate according to 
the Cooper-Helmstetter model [15]. The values of /-'5 and K c1N which best represent the data are 
1.8x10-3 9 !er/::.;:;!~h,. and 10-6 gc:Zt~a .. for Seo and Bailey's pDM247 (5.85 MD) and 1.07x10-3 
_L_h and 7.5x10-4 ll for Siegel and Ryu's pPLc23trpAl (6.5 kb). It is apparent that the model g, ,. g 
accurately describes the plasmid content in these systems. 
Mixed Populations: Stability of Chemostat Cultures 
We have predicted the culture stability of chemostats containing mixed cultures of two competing 
populations: the plasmid-free host and the plasmid-bearing recombinant strain (figures 2 & 3). 
In these simulations, we assumed that each population could be represented by an "average" cell. 
Simulations were performed by coupling two chemostat models, one simulating the plasmid-free host 
population (p4 = p 5 = 0) and the other simulating the plasmid-bearing recombinant population. 
The initial population mixture was 99% recombinant cells and 1% plasmid-free cells. 
When describing the results from Siegel and Ryu (figure 2 [19]), the plasmid replication con-
stants were selected as described above, the additional constants which describe foreign protein 
dynamics were selected so that the growth rate differential gave the appropriate response for a 
single dilution rate. Comprehensive foreign protein data were not given, precluding independent 
constant determination. The dilution rates were then varied while plasmid and foreign protein con-
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stants remained fixed. 0-Iodel simulations show remarkably close agreement with the experimentally 
deterrn.ined results. 
In both cases (Siegel and Rvu (figure 2 :19!) and Bran and Luxen (figure 3 [20])). the plasmid 
copy number at cell division was sufficiently high to preclude plasrn.id segregation as a mechanism 
for the washout of the recombinant strain ('y = 0). Hence, the population composition was strictly 
dependent upon the growth rate differential between the plasmid-free and recombinant strains. 
Also, In figure 2, it is apparent that our simulations predict higher chemostat stability at higher 
dilution rates which is in good quantitative agreement with these experimental results and in good 
qualitative agreement with other experimental studies which found similar phenomena [21] [4] [22]. 
Segregational instability is significant, as described here, when average nwnber of plasmids per 
cell is less than approximately ten (figure 4). The calculated plasmid copy number at cell division 
can be nearly twice the average, which tends to stabilize the recombinant population. In figure 
4, we have illustrated the expected increasing instability as the plasmid copy nwnber approached 
four. In general, low copy number plasmids ( < 4) contain a par locus sufficient for stabilizing 
partitioning disfunction [12]. 
A third mechanism for cultural instability, which has not been considered here, results from a 
continual selective pressure for subpopulations with decreasing plasmid copy numbers. In plasm.ids 
with negative, autonomously controlled replication however, there will always be a defined plasmid 
copy number at cell divisi,.,,., •'1-tus obviating this mechanism from consideration. 
The authors wish to acknowledge the National Science Foundation (grant No. 
ECE-8611305) and the Amoco Foundation Engineering Faculty Grant for the support 
of this work. 
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