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Introduction
Let X = (X t : t ≥ 0) be an isotropic unimodal Lévy process on R d with the Lévy-Khintchine exponent ψ. In the recent paper [6] , the estimates of the transition densities p(t, x) were studied under the assumption that ψ has lower and upper Matuszewska indices strictly between 0 and 2. In fact, more detailed information can be obtained whenever stronger assumption about the behaviour of ψ is imposed. Namely, in [15] , it is proved that if ψ varies regularly at infinity with index α ∈ (0, 2) then 
Moreover, the asymptotics (1.1) implies that ψ varies regularly at infinity with index α ∈ (0, 2). A similar result was proved also for ψ regularly varying at the origin. The natural question arises: what are the asymptotic behaviour and estimates of the semigroup for the endpoints α ∈ {0, 2}. Regarding estimates, the case α = 2 was investigated for subordinate Brownian motions in the recent paper [23] . However, the case α = 0 seems to be hardly studied. In [9, Theorem 5.52] there are estimates of p(t, x) for small values of time variable for a geometric stable process, that is when ψ(x) = log(1 + |x| β )
for some β ∈ (0, 2). To the authors best knowledge the asymptotics were never studied before. This article is an attempt to fill that gap in the theory. We provide a solution for a large class of slowly varying symbols including geometric stable and iterated geometric stable cases. Namely, we study processes with symbols belonging to de Haan class Π ∞ ℓ associated with a function ℓ slowly varying at infinity, for definition see (2.6) .
For an isotropic unimodal Lévy process X = (X t : t ≥ 0) on R d with the Lévy-Khintchine exponent ψ ∈ Π ∞ ℓ , which is equivalent to regular variation with index −d at the origin of the density of Lévy's measure of the process (see Theorem 3.5), we derive several asymptotic results describing the behaviour of the transition density p(t, x) and the Green function G(x). To be more precise, in Section 3, we prove that (1.3) lim
We also study ν the density of the Lévy measure of the process X. In particular, (1. In particular, (1.4) extends the result of [27] where the geometric stable and iterated geometric stable cases were studied. We also investigate the asymptotics of p(t, x) when tψ(|x| −1 ) gets large provided ℓ is a slowly varying bounded function. In Corollary 3.11 we show that We want to emphasize that if t is sufficiently small then p(t, 0) may be infinite. This new phenomena requires an additional factor not present in the case when ψ is regularly varying at infinity with index strictly larger than zero.
We also obtain the corresponding results when the Lévy-Khintchine exponent ψ belongs to Π 0 ℓ for some function ℓ slowly varying at zero. Namely, . Moreover, we prove several estimates of the transition density and the Green function under various assumptions for unimodal and isotropic processes which improve the existing results for subordinate Brownian motions.
If the Lévy-Khintchine exponent ψ belongs to de Haan class associated with a bounded function ℓ slowly varying at infinity we show very precise two-sided estimates which complement the results obtained in [6] . Namely, we show that there are positive r 0 and t 0 such that for all |x| ≤ r 0 and t ∈ (0, t 0 ) To our best knowledge this is the first result of this type when the Lévy-Khintchine exponent is slowly varying at infinity There are many articles exhibiting the local behaviour of the transition density of Lévy processes for small time and space variables which are valid under certain assumptions on the density of the Lévy measure, see e.g. [1, 10, 13, 14, 19, 21] . Namely, if ν(x)|x| d is comparable at the origin with a decreasing V (|x|) having the Matuszewska index at the origin strictly between 0 and 2 then there are positive r 0 and t 0 such that for all |x| ≤ r 0 and t ∈ (0, t 0 ) p(t, x) ≍ min t|x| −d V (|x|), p(t, 0) .
One of our contributions is to discover that for processes with the Lévy-Khintchine exponent belonging to de Haan class associated with a bounded function slowly varying at infinity the rôle of p(t, 0) is taken by t|x| −d ℓ(|x| −1 )e −tψ(|x| −1 ) . To illustrate the results we provide examples with slowly varying symbols to which our method applies. These examples suggest that a unified form of estimates may be difficult to discover within the class of processes with slowly varying symbols since the estimates exhibit quite a lot of irregularity.
In the case of subordinate Brownian motions we prove some extensions of the results of [6] where estimates of p(t, x) were obtained in terms of the symbol ψ of the process under weak scaling assumptions. Namely, ψ satisfies lower and upper scaling conditions at infinity with indices strictly between 0 and 2 if and only if there is r 0 such that for all t > 0 and |x| ≤ r 0 , if tψ(|x| −1 ) ≤ 1 then (1.6) p(t, x) ≍ tψ(|x| −1 ) |x| d .
Let us recall that for a subordinate Brownian motion we have ψ(x) = ϕ(|x| 2 ) where ϕ is a Bernstein function which determines the distribution of the underlying subordinator via Laplace transform. It turns out that suitable weak scaling properties imposed on the derivative ϕ ′ lead to the following extension of (1.6), there is r 0 > 0 such that for all t > 0 and |x| < r 0 , if tϕ(|x| −2 ) ≤ 1 then
The last result is particularly interesting when ψ is slowly varying at infinity since (1.6) can not hold in this case. Moreover, under some additional assumptions on the subordinator we can also show the converse. That is, if (1.7) is satisfied then ϕ ′ has some scaling properties. For subordinate Brownian motion, the case when ψ is regularly varying at ∞ with index 2, a function H(r) = ϕ(r) − rϕ ′ (r) plays a similar rôle as ϕ ′ in this article. For details we refer to the recent paper [23] where the estimates were obtained under suitable scaling assumptions of H.
We can conclude that our present paper together with [23] shed some light on the situation when the Lévy-Khintchine exponent ψ is slowly varying or 2-regularly varying at infinity. These cases seem to be more complicated and still far from being completely understood.
The paper is organized as follows. In Section 2, we recall some basic facts regarding unimodal isotropic Lévy processes. In Section 3, we present an extension of uniform Tauberian theorems we apply to derive asymptotics of p(t, x) under the assumption that the Lévy-Khintchine exponent is slowly varying and belongs to de Haan class. We also study the asymptotics of the Green function at the origin and at infinity. In Section 5, we derive general upper and lower bounds for p(t, x) and the Green function under various assumptions, usually involving scaling properties of some functions determined by ψ. Next, for subordinate Brownian motion we show two-sided estimates of the resolvent kernel G λ under assumptions on scaling properties of the derivative of the Laplace exponent of the subordinator. Then we use the obtained estimates to derive estimates of p(t, x). Finally, in Section 6 we give examples illustrating the behaviour of p(t, x) for processes with slowly varying Lévy-Khintchine exponents.
Preliminaries
Let X = (X t : t ≥ 0) be an isotropic pure jump Lévy process in R d , i.e. X is a cádlág stochastic process with a distribution denoted by P such that X 0 = 0 almost surely, the increments of X are independent with a radial distribution p(t, · ) on R d \ {0}. This is equivalent with radiality of the Lévy measure ν and the Lévy-Khintchine exponent ψ. In particular, the characteristic function of X t has a form
We are going to abuse the notation by setting ψ(r) for r ≥ 0 to be equal to ψ(ξ) for any ξ ∈ R d with |ξ| = r. The same rule applies to any radial function appearing in this paper. Since the function ψ is not necessarily radially monotonic, it is conveniently to work with ψ * defined for u ≥ 0 by
Let us recall that for r, u ≥ 0 (see [18, Theorem 2.7 
A Borel measure µ is isotropic unimodal if it is absolutely continuous on R d \ {0} with a radial and radially non-increasing density. A Lévy process X is isotropic unimodal if p(t, · ) is isotropic unimodal for each t > 0. We consider a subclass of isotropic processes consisting of isotropic unimodal Lévy processes. They were characterized by Watanabe in [29] as those having the isotropic unimodal Lévy measure. Hence, the Lévy measure is absolutely continuous with respect to the Lebesgue measure. Its density, denoted by ν(x) = ν(|x|), is radially non-increasing. A remarkable property of these processes is (see [6, Proposition 2 
for all u ≥ 0.
In this article, we mainly consider isotropic unimodal Lévy processes with the Lévy-Khintchine exponent ψ slowly varying at infinity or zero. Let us recall that a function ℓ : [a, ∞) → [0, ∞), for some a > 0, is called slowly varying at infinity if for each λ > 0
The set of functions slowly varying at infinity is denoted by R ∞ 0 . A positive function ℓ defined in a right neighbourhood of zero is slowly varying at zero if ℓ(x −1 ) is in R ∞ 0 . The set of functions slowly varying at zero is denoted by R 0 0 . The following property of a function slowly varying at infinity appears to be very useful (see [24] , see also [2, Theorem 1.5.6]). For every C > 1 and ǫ > 0 there is x 0 ≥ a such that for all x, y ≥ x 0
Given a function ℓ slowly varying at infinity, by Π ∞ ℓ we denote a class of functions f :
The collection Π ∞ ℓ is called de Haan class at infinity determined by ℓ. Similarly we define de Haan class at the origin for ℓ ∈ R 0 0 . A positive function f defined in a right neighbourhood of zero belongs to Π 0 ℓ if
In Sections 4 and 5, we consider a class of functions larger than R ∞ 0 . Namely, we say that f : [0, ∞) → [0, ∞) satisfies weak lower scaling condition at infinity if there are α ∈ R, x 0 ≥ 0 and c ∈ (0, 1] such that for all λ > 1 and
Then we write f ∈ WLSC(α, x 0 , c). Similarly, f satisfies the weak upper scaling condition at infinity if there are β ∈ R, x 0 ≥ 0 and C ∈ [1, ∞) such that for all λ ≥ 1 and
Then f ∈ WUSC(β, x 0 , C).
Finally, for a function f : [0, ∞) → R its Laplace transform is defined by
whereas the Laplace-Stieltjes transform
We have λLf (λ) = L{df }(λ).
Asymptotics for heat kernels and Green functions
In this section we consider an isotropic unimodal Lévy process X = X t : t ≥ 0 on R d having the Lévy-Khintchine exponent ψ in Π ∞ ℓ for some function ℓ slowly varying at infinity. We describe an asymptotic behaviour of the transition density p(t, x) close to the origin when tψ |x| −1 is small (see Theorem 3.4). In the case when ℓ is bounded we also give the asymptotics at the origin as tψ |x|
gets large (see Theorem 3.9).
3.1. Tauberian theorem. We start by proving a slightly more general Tauberian theorem. 
We assume that (i) there are C, a > 0 such that for all x > 0 and t ≥ 0
(ii) there are C, a > 0 and η ∈ (0, 1) such that for all x, λ > 0 and t ≥ 0 if x ≥ a and λx ≥ a then
.
Proof. For any pair (t, r) ∈ [0, ∞) × (0, a −1 ) we define a tempered distribution Λ t,r by setting for f ∈ S [0, ∞)
Let us recall that the space S [0, ∞) consists of Schwartz functions on R restricted to [0, ∞) and S ′ [0, ∞) consists of tempered distributions which are supported by [0, ∞) (see [28] for details).
The upper bounds on Q t imply
By (ii) we have
and
Hence, we may estimate
i.e. the family Λ t,r : (t, r) ∈ [0, ∞) × (0, a −1 ) is equicontinuous.
Next, for τ > 0, we consider a function f τ (x) = e −τ x . We have
Therefore, by (3.1) and (iii), we obtain
Let B be the linear span of the set {f τ : τ > 0}. Since B is dense in S [0, ∞) and the family Λ t,r : (t, r)
To conclude the proof of theorem we consider a specific function f . For a given ǫ > 0, let φ + ∈ S [0, ∞) be such that 0 ≤ φ + ≤ 1 and
Similarly, taking φ − ∈ S [0, ∞) such that 0 ≤ φ − ≤ 1 and
we can show that lim inf
which ends the proof.
Essentially the same proof gives the following theorem. 
We assume that (i) there are C, a, ǫ > 0 such that for all x > 0 and t ∈ (0, ǫ)
(ii) there are C, a, ǫ > 0 and δ ∈ (0, 1) such that for all x, λ > 0 if x ≥ a, λx ≥ a and t ∈ (0, ǫ) then
3.2.
Small tψ |x| −1 . To get the asymptotics of p(t, x) as tψ |x| −1 approaches zero we are going to apply Theorem 3.1 to
with q t (r) = tℓ √ r and w t (r) = tψ √ r .
Moreover,
Proof. Let a ≥ 1. First, we prove the following claim.
Indeed, by (2.5) and (2.6), there are C > 0 and x 0 ≥ 0 such that for all r, λ > 0, if
Otherwise, r √ λ ≤ x 0 and we can estimate
Since, by (2.5), we have
the estimate (3.7) follows. Next, let us consider
We observe that by the Fubini-Tonelli's theorem
by the second application of the Fubini-Tonelli's theorem we get
where in the last step we used polar coordinates.
We now claim that
For the proof of the claim, by (3.10), we write
By (3.7), the integrand in (3.12) is uniformly bounded by an integrable function. Since for a fixed r > 0,
we obtain
hence, by the dominated convergence theorem we obtain (3.11).
Notice, that by (3.7) we also get
provided that √ λ ≥ x 0 and t ≥ 0. We now turn to the proof of (3.6). Observe that L{dQ t } = L{dU t } ′ . Hence,
By monotonicity of the Laplace-Stieltjes transform of U t we infer that for any a > 1 (3.14)
thus, by taking a tending to 1 we get (3.6). Finally, since Q t is non-decreasing, by (3.14),
Hence, by (3.12) and (3.15) we get
which finishes the proof.
Theorem 3.4. Let X be an isotropic unimodal Lévy process on R d with the Lévy-Khintchine exponent
Proof. In the proof we use an argument from [2, Theorem 1.7.2]. For any 0 < a < b, we have
Since the function u → p(t, u) is non-increasing, we get (3.16)
Thanks to Proposition 3.3, we may use Theorem 3.1 to get
Hence, by the first inequality in (3.16) lim sup
By taking b = 1, a = 1 − ǫ and letting ǫ to zero we obtain
Similarly, using the second inequality in (3.16), we show that lim inf
Theorem 3.5. Let X be an isotropic unimodal Lévy process on R d with the Lévy-Khintchine exponent ψ and the Lévy density ν. Let ℓ ∈ R ∞ 0 . The following statements are equivalent:
is a consequence of the fact that lim
To prove that (iii) implies (i), first we consider the case d = 1. By (2.2), we can write
We observe that, by (2.5) and the dominated convergence,
Hence,
Applying the second mean value theorem we obtain
To deal with the second integral in (3.17), we use monotonicity of ν. Namely, we have ν(s) = ∞ s µ(du) for some non-negative measure µ. Hence, by the Fubini theorem,
Finally, we get
Since A was arbitrary, we conclude that
which finishes the proof for d = 1. For d ≥ 2, we consider the Lévy measure ν 1 corresponding to the one-dimensional projection of X. We claim that Claim 3.
Indeed, using spherical coordinates we can write
where ω d−1 is the surface measure of the unite sphere in R d−1 . Since
it is enough to show that
By the change of variables, we have
Since
for a fixed r > 0 we obtain
Therefore, by (2.5) we can use the dominated convergence theorem to conclude that
By the same line of reasoning as in the proofs of Proposition 3.3 and Theorems 3.1, 3.4 and 3.5 one can show the corresponding results if the Lévy-Khintchine exponent belongs to de Haan class at the origin. Only one modification is needed to prove that (iii) implies (i). Namely, one should consider an asymptotically equal (at the origin) Lévy-Khintchine exponent corresponding to the Lévy densitỹ ν = ν| B c 1 (compare with the proof of [15, Theorem 7] ). 
3.3. Large tψ(|x| −1 ). In the case of large tψ(|x| −1 ), we again use Q t given by (3.4) , but this time with q t (r) = tℓ( √ r)e −tψ( √ r) and w t (r) = tψ( √ r). In this section we assume that ℓ is a bounded function slowly varying at infinity. We start by the following observation.
Then for each a ≥ 1 there are C, δ > 0 such that for all r, t > 0, if x, rx > x 0 then
Proof. Let A = sup
Next, we observe that for all x, rx > x 0
Therefore, by (3.18) , there is C > 0 such that for all t > 0
Proposition 3.8. Suppose ψ ∈ Π ∞ ℓ for some bounded ℓ ∈ R ∞ 0 . Then there are C, λ 0 , ǫ > 0 such that for all x > 0 and t ∈ (0, ǫ)
In particular,
Proof. The proof follows the same line as of Proposition 3.3. Let a ≥ 1. First, we show that for every η ∈ (0, 1) there are C, x 0 , ǫ > 0 such that for all r, λ > 0 and t
Observe that there are C, x 0 > 0 such that for all r, λ > 0 if
) is a consequence of (2.6) and (2.5). If
, and since by (2.5)
we get (3.22).
Next, for ψ ∈ Π ∞ ℓ we apply [2, Theorem 3.8.6(b)] to show that
Therefore, by Lemma 3.7, there are C, δ > 0 such that for all r, t, λ > 0,
thus by (3.22) , whenever √ λ > x 0 we obtain
By taking t ∈ (0, ǫ) for ǫ sufficiently small to satisfy 2δǫ < 2 − η, we conclude (3.21). Now, let η = 1/2. By applying (3.21) to the formula (3.12) we get
for all t ∈ (0, ǫ) and √ λ ≥ x 0 . Again, with the help of (3.21) we can see that the integrand in (3.12) is uniformly bounded by an integrable function. Since for a fixed r > 0,
by the dominated convergence theorem we obtain the following claim.
Now, the formulas (3.14) together with (3.24) imply (3.20) . Finally, let us recall the estimate (3.15)
0 , we may use (3.23) to get
Hence, by (3.12) we obtain
Theorem 3.9. Let X be an isotropic unimodal Lévy process on R d with the Lévy-Khintchine exponent ψ ∈ Π ∞ ℓ for some bounded ℓ ∈ R ∞ 0 . Then
Proof. The argument is analogous to the proof of Theorem 3.4. One needs to use Proposition 3.8 and Theorem 3.2 instead of Proposition 3.3 and Theorem 3.1.
3.4. Green function asymptotics. In this section we study the potential measure G associated to a transient isotropic unimodal Lévy process X, that is
where P x is the standard measure P(·|X 0 = x) and A ⊂ R d is a Borel set. We set G(A) = G(0, A). We also use the same notation G for the density of the part of the potential measure which is absolutely continuous with respect to the Lebesgue measure. We have G(x, y) = G(0, y − x) and we write G(x) = G(0, x). In the following theorem we provide the asymptotic behaviour of the potential measure G.
Theorem 3.10. Let X be an isotropic unimodal Lévy process on R d with the Lévy-Khintchine exponent ψ ∈ Π ∞ ℓ for some ℓ ∈ R ∞ 0 . Then for all λ > 1
Proof. Let
Hence, by the Fubini-Tonelli's theorem
By (3.9), the Fubini-Tonelli's theorem and integration in polar coordinates give
Next, by (2.5) and (2.6), for any δ ∈ (0, 1/3) there are
For r ≤ x 0 / √ s, we have (3.30)
Since the process is transient the right-hand side is finite. Because ψ 2 /ℓ ∈ R ∞ 0 , by (3.30) we get
If r √ s ≥ x 0 , by (3.28) and (3.29), we can estimate
In particular, the integrand in (3.27) 
Since ψ ∈ R ∞ 0 , by (2.6)
thus by the dominated convergence theorem and (3.31) we obtain
Now, by applying de Haan Tauberian theorem [2, Theorem 3.9.1] we conclude that
Corollary 3.11. Assume that ψ ∈ Π ∞ ℓ for some ℓ ∈ R ∞ 0 . Then
Proof. We use Theorem 3.10 and the line of reasons from Theorem 3.4.
Similarly one can prove the following proposition.
Proposition 3.12. Assume that ψ ∈ Π 0 ℓ for some ℓ ∈ R 0 0 . Then
In the rest of this section we study the asymptotic behaviour of the Green function. The proofs below rely on Theorem 5.10, but for future reference, it is convenient to include them in this section.
Let us recall that for any integrable radial function g :
where J α is the Bessel function of the first kind defined for α > −1/2 and x > 0 by the complex integral
For each λ > 0, let us denote by G λ a λ-resolvent kernel, that is 
we also have
Moreover, G 1 is integrable and its Fourier transform equals to (ψ(ξ) + 1) −1 . Thus, by (3.33), we can write
If we set
then for r > 0
where for two functions f, g :
Now, in view of (3.35), we have
Since G 1 is integrable and non-increasing the function s → s d G 1 (s) is bounded, thus
whenever the integral converges. By the well-known asymptotics for the Bessel functions of the first kind, there is C > 0 such that for all r > 0
Hence, the integral (3.36) is absolutely convergent on the strip {z ∈ C : −1/2 < ℜz < d/2 − 1}. Moreover, by [30, 13.24 , (1)], we can calculatě
Finally, in view of Theorem 5.10 and (2.3), the function f has bounded decrease. For detailed study of functions with bounded decrease we refer to [2, Section 2.1]. Next, we calculate 
Proof. If ψ ∈ R 0 α for some α > 0, then in view of [15, Corollary 3] we get (3.38). Therefore, it is enough to prove the converse. Again, we are going to use a version of Drasin-Shea-Jordan theorem proved in [5, Theorem 2] . Since for each λ > 0, the λ-resolvent kernel is integrable and its Fourier transform equals (ψ(ξ) + λ) −1 , by (3.33), for r > 0 we have
By (3.37) and (3.38), there are s 0 > 0 and C > 0 such that for all s > s 0 , we can estimate
which in view of (2.3) is integrable on [s 0 , ∞). Next, for 0 < s ≤ s 0 we have
which is integrable on [0, s 0 ] since G is integrable on R d . Hence, the integrand in (3.39) has integrable majorant independent of λ. Therefore, by the dominated convergence theorem, as λ approaches zero we obtain
From this point on, the proof follows the same line as in Theorem 3.13 and is omitted.
The concentration function
In this section we study concentration functions h 1 , . . . , h d defined r > 0 by the formula
where
For j ∈ {1, . . . , d} and r > 0 we set
There is a connection between K j , the concentration function h j and the Lévy-Khintchine exponent ψ, namely in [8] , it was shown that for all r > 0
Moreover, for all r > 0 and λ ≥ 1 we have
Indeed,
Next, we observe that for all r > 0 and λ ≥ 1,
From the other side, for all r > 0 and λ ≥ 1, we have
because ν is radially monotonic we can estimate
The function K 1 controls the increments of the Lévy-Khintchine exponent ψ. Indeed, we have the following lemma.
Proof. We start by observing that for all t ≥ 0 (4.6)
Let µ be a measure supported on (0, ∞) defined by
Hence, by (2.2) and the integration by parts we obtain Therefore, by (4.6),
From the other side, by the change of variables and the Fubini-Tonelli's theorem
The function K d naturally appears in estimates of the Lévy measure. Indeed, there is C > 0, depending only on d, such that for all
However, for all r > 0 (4.8)
in general K d is not comparable to K 1 . Instead, we have the following lemma. 
Proof. We have 
Since there is C > 0 such that for v ≥ r
by the Fubini-Tonelli's theorem r −2 |y|≥r |y 1 |<r 
Now, applying Lemma 4.2 we can easily deduce that K 1 must be bounded. Then
Proof. For the proof, let us observe that, by (4.9), for s ≥ r
which, by (4.7), is bounded by a constant multiply of K d (r).
Remark 1. Corollary 4.4 can be applied for self-decomposable processes. Indeed, by [26, Theorem 15:10] there is a non-increasing function g :
. Therefore, for λ ≥ 1 and r > 0
Proposition 4.5. If
Proof. Let us notice that by (4.2) and Lemma 4.1, for λ ∈ [1, 2] we have Given ǫ > 0, let δ > 0 be such that for r ≤ δ
By (4.7) and the monotonicity of h we have
Again, by monotonicity of h we have lim 
In particular, (4.10) implies that ψ / ∈ R ∞ 0 . Proof. If (4.10) is satisfied, then there are C, θ > 0 such that for r ∈ (0, θ)
which implies that the function (θ −1 , ∞) ∋ r → r −2C h(r −1 ) is non-decreasing. Hence, h(r −1 ) belongs to WLSC(2C, θ −1 , 1). Finally, by (4.2), ψ belongs to WLSC(2C, θ −1 , c) for some c ∈ (0, 1]. Conversely, if ψ ∈ WLSC(α, θ, c) then h(r −1 ) belongs to WLSC(α, θ, c ′ ) for some c ′ ∈ (0, 1]. In particular, there is λ ∈ (0, 1) such that for all r ∈ (0, θ −1 )
Since r 2 K d (r) is non-decreasing, by (4.1) we have
Estimates for heat kernels and Green functions
In this section we prove estimates of the transition density p(t, x) and the Green potentials G λ (x) under the assumption that the process X is isotropic and unimodal. The main result is Theorem 5.7. The special case, subordinate Brownian motion, is considered in Section 5.4. For r > 0, by B r we denote the ball in R d of radius r centred at the origin.
5.1.
Estimates from below. The key tool in proving lower bounds is the following lemma proved in [7] . 
where for a Borel set A we have set
The second result essential for our argument is an improvement of [16, Theoreme 2.1] where onedimensional symmetric Lévy processes were considered. For a related estimates in the case of onedimensional Feller processes see [22, Lemma 7] . for all t, r > 0.
and M t = M 0,t . By [25, (3.2) ], there exists a constant C > 0 depending only on the dimension d such that for any r, t > 0
In particular, by taking t 0 = 8C h(r) , in view of (4.3) we obtain
Therefore, by the Markov property, for n ∈ N,
Hence, for all n ∈ N P(τ Br > nt 0 ) ≤ 2 −n .
Given t > 0, let n = ⌊t/t 0 ⌋. Then
To prove the lower bound we consider, for T > 0 (to be specified later),
Hence for |x|, |y| ≤ r if 2 x, y ≤ −|x||y| we have |x+y| ≤ r as well. This implies, for any n = 0, 1, 2, . . .,
and |X nT | ≤ r. Next, by the Markov property we have, for n = 0, 1, . . .,
Again, by isotropicity of X T we have P 0 (2 X T , z 0 ≥ −|X T |r) = C 1 (d) < 1 for any T > 0 and by (5.1)
. This ends the proof of the lower bound by (4.3).
An immediate corollary to Lemma 5.1 and Proposition 5.2 is the following proposition.
Proposition 5.3. There exist constants C, c > 0 such that for any isotropic unimodal Lévy process X and for all t > 0, λ ≥ 0 and x ∈ R d we have
The constants C, c depends only on the dimension d.
Proof. Since the constant in (4.2) depends only on d, the first estimate follows from Lemma 5.1 and Proposition 5.2. Now, using (5.2) we can estimate
5.2.
Estimates from above. Our method for obtaining upper bounds is based on the following elementary observation: there is a positive constant C depending only on the dimension d, such that for all t, r > 0
As the first consequence, we obtain the following theorem.
Theorem 5.4. Let X be an isotropic unimodal Lévy process on R d . Then there is C > 0 such that for all t > 0 and
The constant C depends only on the dimension d.
Proof. Let A be an infinitesimal generator of X, that is
Now we consider a function f ∈ C 2 c (R d ) such that 0 ≤ f ≤ 1 and f (x) = 1, for 1/2 ≤ |x| ≤ 1 and f (x) = 0 for |x| ≤ 1/4 or |x| > 5/4. Then for f r (x) = f (x/r) one can show using Taylor expansion for f r , the representation of generator (see [26, Theorem 31.5] ) and monotonicity of ν (compare with [17, the proof of Lemma 3] 
for a positive constant C depending only on the dimension d. Therefore, by the Dynkin's formula we get
Hence, in view of (5.3) we conclude the proof.
for all r > 0. Then there is C > 0 such that for all t > 0 and
Proof. Monotonicity of p(t, · ) together with (5.3) imply
Taking λ = 1/r in (3.10), we obtain
Hence, there is C > 0 depending on d such that for any t, r > 0
Since for any a, b ≥ 0, e −a − e −b ≤ |b − a|, we obtain
which completes the proof.
Remark 2.
To obtain a more precise upper bound we impose on the function ω a condition that there are c > 0, α < d and β > 0 such that for all λ, x > 0
Then there is C > 0 such that for all t > 0 and x ∈ R d \ {0},
Indeed, by Lemma 5.5,
The constant in (5.6) depends on c, α, β and the dimension d.
Assume that there is ω : (0, ∞) → (0, +∞) satisfying
for all r > 0 such that there are C > 0, α < d and β > 0 with
for all λ, x > 0. Then there are C > 0 and t 0 > 0 such that for all t ∈ (0, t 0 ) and
The constant C depends on c, α, β and the dimension d.
Proof. Thanks to (5.7), we can apply Lemma 3.7, thus, there are C 1 > 0 and δ > 0 such that for all x, y ∈ R d \ {0}, 
2 /4 dy.
Taking t 0 = (d + α)/δ, the last integral is finite for t ∈ (0, t 0 ).
In view of Lemma 4.1 the natural candidate for ω is the function K 1 .
Remark 3. Suppose that d ≥ 2. If K d is a bounded function then there are C > 0 and t 0 > 0 such that for all t ∈ (0, t 0 ) and
The constant C depends on the dimension d. Indeed, by (4.4) and (4.5), the function K 1 belongs to WLSC(−1, 0, 1) ∩ WUSC(2, 0, 1). Hence, by Lemma 4.1 and Corollary 4.3 the claim follows from Proposition 5.6. For d = 1, we need to impose better scaling properties of K 1 to be able to apply Proposition 5.6.
Sharp two-sided estimates.
The main theorem of this section is Theorem 5.7.
Theorem 5.7. Let X be an isotropic unimodal Lévy process on R d with the Lévy-Khintchine exponent ψ ∈ Π ∞ ℓ for some bounded ℓ ∈ R ∞ 0 . Then there are r 0 , t 0 > 0 such that, for all t ∈ (0, t 0 ) and 0 < |x| ≤ r 0 ,
The implicit constants, r 0 and t 0 depend on the dimension d and the process X.
Proof. Since ψ ∈ Π ∞ ℓ , by Theorem 3.5 there is r 0 > 0 such that
for all |x| ≤ r 0 . Hence, by Corollary 5.3, the lower estimate for p(t, x) holds whenever tψ(1/|x|) ≤ 1. If tψ(1/|x|) ≥ 1 and t is sufficiently small, we apply Theorem 3.9. The upper estimate follows from Proposition 5.6 because by (2.6) we have
Proof. Integrating both sides in (5.4) with respect to t ∈ (0, ∞) we get
Hence, by Lemma 4.1 and (4.2),
Now, let us observe that by (4.4) and monotonicity of h, the function
is non-decreasing, whereas by (4.5) and monotonicity of r 2 h(r), the function
is non-increasing. Therefore,
which concludes the proof of the theorem.
Corollary 5.9. Suppose d ≥ 6. Assume there are −2 < β ≤ α < 1 and C 1 , C 2 > 0 such that for all λ ≥ 1 and r > 0 (5.10)
Proof. By the first inequality in (5.10) and Lemma 4.2, there is a constant C > 0 such that Proof. If ψ satisfies WLSC(α, R, c), for some R, α, c > 0, then the estimate for the Green function G follows by [17, Theorem 3] . Conversely, if we assume (5.11) then by Theorem 5.8 there is c > 0 such that for all |x| ≤ R h(|x|)
Then, by (4.2), there is c > 0 such that for all |x| ≤ R
Hence, by Proposition 4.6 applied to the one-dimensional projection of X we obtain the claim.
Similarly one can prove the following result. The measure µ is the Lévy measure of the subordinator. If µ is absolutely continuous then we will denote its density by µ as well.
Lemma 5.12. For all r > 0
The comparability constant depends only on the dimension d.
Proof. We observe that by taking derivative of (5.13) and Fubini-Tonelli's theorem
Since (5.14)
we get
From the other side, for all r > 0
thus by Fubini-Tonelli's theorem
Finally, by (5.14)
Corollary 5.13. There is a constant C > 0 such that for all t > 0 and x ∈ R d \ {0}
Proof. This is a consequence of Theorem 5.4 and Lemma 5.12.
Proposition 5.14. Suppose that there exists β ∈ [0, d/2 + 1) such that ϕ ′ ∈ WLSC(−β, θ, c), then there is C > 0, dependent on θ, β and d, such that for all t > 0 and
Proof. By the scaling property, for all θ ≤ u ≤ r −2 ,
Remark 4. If the Lévy measure of the subordinator has a non-increasing density and d ≥ 3 then there is C > 0 such that for all t > 0 and
Indeed, let us observe that 
Proof. Observe that
The lower bound follows from the monotonicity of ϕ ′ , while the upper bound was already proved in Lemma 5.14. Now, the conclusion follows from Lemma 5.12.
If the process X is transient, the estimate (5.17) is also valid for λ = 0.
Proof. Since φ is non-decreasing, by the mean value theorem, for all r, s, t > 0
Multiplying both sides of (5.4) by e −λt , integrating with respect to t ∈ (0, ∞) and finally applying the estimate (5.18), we obtain
Since the function
Since uφ ′ (u) ≤ φ(u), and the process X is transient, the same argument proves (5.17) for λ = 0.
Suppose that ϕ is a special Bernstein function, that is a Bernstein function such that u → uϕ(u) −1 is again a Bernstein function. Then there is C > 0 such that for all
For the proof, we notice that u → u 2 ϕ ′ (u)ϕ(u) −2 is increasing because ϕ is a special Bernstein function (see [20, Lemma 4.1] ). Therefore the claim follows by Proposition 5.16. Let us comment, that the estimate (5.20) has already been proved in [20] , however the method used was different. 
If the process is transient and there exists
Proof. For θ ≥ 0 we set
If θ = 0, the proof of the upper estimate follows by Proposition 5.16. Suppose θ > 0. Since uϕ ′ (u) ≤ ϕ(u), we have
Now, applying (5.23), we obtain
From the other side, by (5.22) and (5.23), we arrive at
Combining both estimates of I(θ) we obtain
Hence, by Proposition 5.16, for
In the transient case J(θ) is finite, thus the estimate (5.21) is also valid in the case λ = 0. Next, we additionally assume that (λ + ϕ) −2 ϕ ′ belongs to WUSC(−α, θ, C), for some α > 0. Let a ∈ (0, 1). Then
Let us observe that if f (s) = G λ (B √ s ) then analogous calculation to (3.26) shows that
for any γ > 0. Since G λ is non-increasing we have
By the mean value theorem and monotonicity of ϕ and ϕ ′ ,
Since (λ + ϕ) −2 ϕ ′ belongs to WUSC(−α, θ, C), by (5.21), for r ≤ θ −1 we get
Hence, we obtain
Finally, for |x| ≤ aθ −1/2 , by monotonicity of ϕ and ϕ ′ we have
To get the lower estimate for |x| ∈ aθ −1/2 , θ −1/2 we may use Proposition 5.3 and the fact that the density of the Lévy measure is everywhere positive.
A version of Theorem 5.17 for λ = 0 was proved in [20, Proposition 4.5] where in addition to scaling properties of ϕ ′ (slightly different than ours) it was also assumed that the potential density a of the subordinator was decreasing on (0, ∞). Proof. In view of Proposition 5.14, it is enough to show the lower estimate. First, we find a lower bound of the Lévy measure. Let a < 1 and r < θ −1/2 , then by monotonicity of the density of the Lévy measure
Next, we find a, small enough, such that Proof. First, we observe that for t > 0 Hence, λ → λ C/c ϕ ′ (λ) is non-increasing for λ ≥ √ θ, thus ϕ ′ ∈ WUSC(−C/c, √ θ, 1) and the proof is completed. Thus ψ ∈ Π ∞ ℓ for ℓ(λ) = α β β log(1 + |λ| α ) β−1 .
Examples
By Theorem 5.7, there are t 0 > 0 and r 0 > 0 such that for all t ∈ (0, t 0 ) and |x| ≤ r 0 p(t, x) ≍ t|x| −d log(1 + |x| −1 ) β−1 exp − t log(1 + |x| −α ) β .
To present the complicated nature of the estimates of the heat kernels from Example 2, we provide global estimates in the cases: α ∈ (0, 2) and β = 1 or β = 1/2. For t ∈ (0, t 1 ), we have Γ(t) ≍ t, and γ(t + 1, |x| α ) ≍ min 1, |x| α(t+1) .
Moreover, for |x| ≥ 1
Whereas, for |x| ≤ 1 we have 
