This article claims that the basic relationships between, on the one side, the small firms' hazard of exit, and, on the other side, the GDP growth rate and the industry growth rate are Ushaped. This means that there are more births and deaths for this segment of manufacturing enterprises during both cyclical downturns and booms in the economy. Higher competition in the economy in the first case comes from necessity entrepreneurs and in the second case from opportunity ones. The article also claims that the quadratic specification would rarely be the most adequate, since other combinations of different pairs of exponents would certainly better capture nuances of the relationships being regressed, in view of the fact that the actual Ushaped relationship is rarely symmetric. This is exactly why the artificial exclusive monotonic fitting normally produces parameter estimates that signalize the existence of a decreasing relationship. So, what may wonder many people, the invariably detected inverse relationship is not caused by the second half segment (where the economic upturns occur) of the continuous of the GDP growth rate, but rather by the first (where the economic downturns occur), whose impact on the hazard of exit is normally stronger. Also, even a direct relationship may occur because of this asymmetry and findings of lack of statistical significance result from a misguided attempt to fit a linear specification to a perfect, or almost perfect, symmetrical actual U-shaped relationship. The article conclusively claims that these realizations, and the fact that authors overfit by specifying contemporaneously the GDP growth rate, the industry growth rate and the industry entry rate, explain findings in the extant literature that are awkward, unexpected and embarrassing and interpretations that are many times completely inapplicable.
INTRODUCTION
First of all, a word has to be said about the work schedule set out in Barbosa (2016b) 's previous working paper. At that moment, inspired by Low and MacMillan (1988) 's thinking, it was said there was the intention to carry out a revisionary work of the small business survival empirical investigations, but that, as the field was very vast, the task would be tackled step by step, initiating with only size, age and growth. As it is natural to think that from that start the sequence would proceed to deal with other factors playing a role at the level of the enterprises, and then, others at the level of industry, and last of all, the ones at the level of the economy, it might come surprisingly that the second theme, to be tackled in this second paper, is GDP growth. The answer to this is that the other factors were dealt with to some extent in Barbosa (2009) . On the other hand, the GDP growth rate and other external factors have been less explored and have implications too much influential to delay reporting, if the Low and MacMillan (1988) 's main preoccupation, namely, to derive the maximum benefit from future research, deserves due consideration.
Geroski and Others (2010) present a summary review of works dealing with factors at the level of the macro environment of the firm and others at the level of the firms' industry. A question about these studies concerns the generalizability of their conclusions, since it remains to be demonstrated whether they worked with genuinely new small enterprises. For example, Bertin and Others (1996) , the first quotation by Geroski and Others (2010) in their the macroeconomic environment subsection, dealt with the blast furnaces business, which is by no means a manufacturing sector where small firms are prevalent. Then, there is Boeri and Bellmann (1995) , another work quoted by Geroski and Others (2010) , who, by way of informing that there is little, if any, under-sampling of small and young establishments in their study, state that this is important because the neglect of very small establishments prevents the observation of an important component of the selection process following the entry of plants in an industry. However, these very same authors report results individually for many manufacturing sectors, but not for the ones where the small firms are prevalent the most.
In the case of some of these studies, weaknesses in their generalizability may be told from their results too. For example, the understanding associated to Caballero and Hammour (1994) 's work that, by reducing the rate of new firms creation, recessions alleviate the pressure exerted upon established units, may only possibly come out from a sample of large enterprises in developed countries. It is in times of recessions that people hear of many unemployed individuals starting formal and informal new businesses. Consistent with this, Fotopoulos (2014) reported in a graph a pattern over time of net entry consistent with Caballero and Hammour (1994)'s results only for the larger enterprises in his Greek sample of manufacturing enterprises. For the smaller enterprises results are surprisingly quite different.
Some authors describe their sample composition and/or strategy and this helps to understand strange results. This is the case of Carreira and Teixeira (2011) , who declared that their sample included all enterprises with more than a hundred employees, considered only a sample of the ones with more than twenty but less than a hundred employees and did not select any with less than 20 employees. This is a strange sample composition and results from it were consistently with the sampling strategy different from those of the majority of the other authors.
The other way round of the under-representation of the small firms is the mixing together of all sizes of enterprises. This is the commonest happening in the empirical literature. In this case, as the small firms are much more numerous than the medium-and large-sized ones, results, that should be restricted to them, by breaking down the analyses by size bands, end up being generalized to all enterprises alike. Oh and Others (2009) show that this mistaken generalization can occur, since they present the results discriminated by size ranges and for the entire sample. There is not much difference between the parameter estimates of the small firms' subsample and those of the whole sample. In view of these realizations and the scope of this work, only studies dealing exclusively with large, quoted corporations will not be reviewed in this article.
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Thus, this study is restricted to small firms not only because these enterprises have been receiving particular attention by virtue of their differential nature and social and economic importance, but also because large enterprises' survival probabilities do not seem to depend so much on variations on the GDP growth rate, industry growth rate and recessions. There are some works that confirm this. Oh and Others (2009) reported finding that both sectorial and GDP growth had an impact on the hazard rate only in the classes of the SSEs, with 50 employees or less, and of the MSEs, with more than 50 and less than 300 employees. For the class of the LSEs, with more than 300 employees, these variables were not statistically significant. Mata and Others (1995) reported a table of Cox regressions in which the industry growth rate and the industry entry rate, both time varying, impacted only the hazard of exit of small firms, that is, independent new establishments, than their larger counterparts, multi-establishment enterprises. Holmes and Others (2010) reported finding the initial sectorial growth rate and the initial unemployment rate associated with the survival probability in their subset of microenterprises but not in the SMEs subset, which includes enterprises with up to 500 employees. Calá (2015) reported a table of Poisson model panel analyses for the determinants of firm exits in Argentina, in which the level of informality in the economy, taking here as a proxy for GDP growth, is associated with the exit rate of enterprises only in the group of low-tech industries, which are the traditional manufacturing sectors where the small enterprises are prevalent.
Thus, after qualifying results from previous empirical studies, not much is left in terms of detailed knowledge on the impact of the state of the economy on the small manufacturing enterprises' failure likelihood. One thing has been taken as fact by people overall. This is that the overall state of the economy has long been well known as an important force driving firms either out of business or into business, depending whether times are of recession or boom. When times are tough, established firms face difficulties and the competitive pressure from other incumbent enterprises combined with lower demand may lead them to exit. On the other hand, when times are of boom, the idea is that there is room for everybody, that all enterprises can live in harmony together, and that none has to leave the market and can live longer. These ideas apply also to the specific conditions in the industry where the enterprise operates.
When the econometric findings differ from this, explanations are found as if they were dictated by common sense. Audretsch and Others (2004) , for example, concluded that the impacts of the industry R&D and the industry growth rate on the likelihood of survival were negative and that such a finding supported the hypothesis that survival is more difficult for firms entering an industry in the earlier stages of the life cycle where the knowledge conditions tend to be characterized by high uncertainty, asymmetries and high transactions costs. However, the industry R&D is totally statistically insignificant in all five studied time spans and the industry growth rate in the two longest ones. In fact, it is clear from the reverse time sequence of both the industry growth rate and the industry entry rate that the explanation is an econometric issue. Shiferaw (2009)'s words with respect to the findings of reversed signs from expected ones were that the unexpected behavior of the industry growth rate suggested that markets are strongly competitive and less efficient establishments do not survive longer even during periods of industry expansion and, concerning the unexpected behavior of the industry entry rate, that entrants do not pose a significant threat to incumbents and so entry is generally a poor substitute for active competition among incumbents in a given market. Again, the real explanation lies in the fact that the two variables are non-linearly correlated. Harris and Li (2010) 's position concerning their unexpected result was that rather than provide a cushion to firms, output growth at the industry level increases the hazard rate of closure, but at a much higher rate for the oldest firms, who are more vulnerable to an expansion of the market. In this case, the explanation has to do with underfitting of the model.
The above common sense explanations might be seen as disparaging the studies that gave rise to them. This is not the view here. They are normal steps in the evolution of any science. Probably any scholar would be tempted to resort to such dictates of the common sense in carrying out investigations while the research field were yet in its infancy. It is to their accumulation and to the fact that in some cases they contradict each other that is due the realization of the U-shaped relationship that is the main insight of this work.
There is exception, though. Farinha (2005) 's words concerning the finding of an unexpected positive sign of the GDP growth rate were that, at first sight, the result is surprising, but it may be due to the effect of stronger competitive pressure during booms which could also intensify exit. She is right! It is a pity that apparently this perception has not driven her to try to fit a quadratic specification for the GDP growth rate.
It is puzzling that some authors formally acknowledge both the existence of two different views about the influence of the general economic climate on entry, namely the "pull" hypothesis and the "push" hypothesis, and the existence of a high positive correlation between entry and exit (Ilmakunnas and Topi 1999; Andraz and Others 2015) , and, even so, no one has ever tried to specify the GDP growth rate and the industry growth rate quadratically, the dependent variable being either the entry rate or the exit rate.
By using data and insights from a study that investigated the common determinants of the firm's capital structure and of business survival, it is possible to investigate in-depth the relationships between, on the one side, the small manufacturing enterprises' hazard of exit and, on the other side, the GDP growth rate and the industry growth rate. This particular research work is uniquely suitable to such an end in view of the facts that it has dealt with a complete array of variables measured at the firm's operations level, besides including in the analyzes both industry and economy level covariates, made use of many non-linear specifications, and achieved a very high degree of explanation of the total variation in survival probability.
However, for many reasons, this reference study does not claim to have the robustness necessary to back strongly its main theses. A major reason concerns its small sample size. To overcome this weakness, the extant literature will be used whatever the way it is possible to bring about evidence in support of these theses. As empirical studies on the impact of the macroeconomic environment upon the small firms' survival prospects have been accumulating for a long time now, a considerable amount of insights, contradictions and flaws are available for reviewing. This is the second major source from where support for the main theses of this study will be eagerly sought. With the insights made possible by the analysis in the reference study, the unexpected, "contradictory" and "awkward" results reported in the literature on the external determinants of business survival can be clarified, the better the more relevant additional information is provided by the research reports. It is understood that the better the reference study clarify these "strange" results the stronger the empirical support lent by the corresponding works to the reference study theses. A third source, though minor in view of the fact it is not sizeable, consists in results from studies in related fields that indirectly lend support to the findings of the reference study.
The achievements of the present study are surprisingly numberless and diversified. First statistical significance is generally very high. The GDP growth rate and the industry growth rate are confirmed as major determinants of the small manufacturing enterprises' hazard of exit. This is robust in specifications that these factors enter either by themselves or together with other sectorial and macroeconomic variables. Only that the relationships are U-shaped. When fitted contemporaneously with the variables investigated in the original, reference study, The GDP growth rate behaves in a way consistent with the interpretation that the state of the macroeconomic environment strongly determines that small enterprises will exit, but what determines which ones will exit is the strategies set at the level of the small enterprises and the risks they individually face. Also, consistent with the common sense, the enterprises that have more debt, that are facing higher risks, and, against theory, that should be shielded because are operating in niche markets, are the most affected by macroeconomic conditions. Moreover, confrontation of the GDP growth rate with size and age of the firm produces results that are consistent with the interpretation that the smaller and the younger are the most impacted by macroeconomic conditions. The robust findings allowed the postulation of a new framework that best represents the relationship between the GDP growth rate and small business survival, which is proposed for investigating, analyzing and interpreting such a relationship, being it either central to the study or included only as a control. Also, many predictions from the findings or from interpretations of the findings were also generated. Finally, this framework and its predictions were used to confront results in the extant literature in search for extra support for the findings and theses of the present study. This effort was successful in view of the fact that the greatest portion of the literature adjusted to the new proposed framework.
The remainder of the working paper unfolds as follows. In Section 2, a quick word is dedicated to the original reference study. Section 3 reports detailed results for the GDP growth rate and the industry growth rate. Section 4 presents an in-depth review of the related literature in search for additional evidence that supports the findings of the analysis on the macroeconomic and sectorial determinants of the small manufacturing enterprises' hazard of exit. Section 5 concludes by summarizing the overall results of the research effort and by addressing main implications for theory, policy making and small business support, and for the management of the very small manufacturing enterprises. Of course, the traditional issues of limitations of the present and suggestions for future enquiries are addressed also in this last section.
THE REFERENCE STUDY
The reference study is described in far more details, comparisons, explanations e justifications in Barbosa (2009) . However, interested readers may find that, for the purposes of this article, the version presented in Barbosa (2016) , which abbreviates the conventional analyses on the determinants of small business survival, may be sufficient as a reference. Barbosa (2016b)'s working paper on the relationships between, on the one hand, size, growth and age of the firm and, on the other hand, small business survival may be of some help, but it is not essential for the understanding of any part of this study.
It only suffices here to define the variables that are introduced in the present analyses. These are the measures concerning the macroeconomic and sectorial environments of the studied small manufacturing enterprises. Then, first, data for the GDP growth rate and for the 3-yearlagged GDP growth rate were taken from IBGE, under the heading "Produto Interno Bruto (PIB) -variação em volume (%)", available from the website http://www.ibge.gov.br/series_estatisticas. Data on the unemployment rate were taken from the website https://brasilfatosedados.wordpress.com/, which acknowledges credit to IBGE. The scale of the manufacturing sector performance was constructed by taking the algebraic difference between the percentage variation in employment and the percentage variation in payroll for each year of the survivorship follow-up and each one of the three manufacturing sectors studied in this work. Data were taken from FIEMG, Federação das Indústrias de Minas Gerais, so that they are not national, but state level. Data for the last variable, that is, the manufacturing sector sales growth rate were taken from the same source, that is, the state trade association.
Binary variables were also used to estimate the effects of economic conditions in each of the years of the follow-up on survivorship. Results will be reported in the next part of the work on only the one that is statistically significant in the hazard rate regression analyses. It is set equal to one for failures taking place in the year 1998 and zero otherwise.
Unfortunately, the reference study does not have data on the industry entry rate. This would be invaluable in the reviews of Subsection 4.
RESULTS WITH THE MACROECONOMIC AND SECTORIAL AGGREGATES AND POSTULATION OF A REFERENCE FRAMEWORK FOR INVESTIGATING, ANALYZING AND INTERPRETING THE RELATIONSHIPS BETWEEN THESE COVARIATES AND SMALL BUSINESS SURVIVAL
In Panels 1 and 2 of the Table I , auxiliary equations (1) and (4) report results for the fitting of the GDP growth rate and the manufacturing sales growth rate in the monotonic specification employed by all researchers in the whole of the empirical literature that either investigates the impact of these macroeconomic aggregates on the small enterprises' survival prospects or control for their effects. The signs of the estimated coefficients are negative, as expected, but marginally statistically significant for the GDP growth rate and totally statistically insignificant for the manufacturing sector sales growth rate. The fitting of the quadratic specification, which is the choice of all researchers when allowing for non-linear effects of other investigated determinants, such the size of the firm, produces a result strikingly different, that is, highly statistically significant parameter estimates of the adjustment of the specification to a U-shaped relationship between both aggregates, on the one hand, and the small firms' failure likelihood, on the other. This is shown in auxiliary equations (2) and (5). Auxiliary equations (3) and (6) show that the fitting can be further improved by the use of other power combinations.
The auxiliary equations in Panel 3 are exhibited only to demonstrate the superior power of the GDP growth rate over the manufacturing sector sales growth rate to explain variations in the small manufacturing enterprises' hazard of exit. The other external determinants of exit studied in the research of reference are added to the analyses. In all different specifications the z-statistics for the GDP growth rate are higher than those for the manufacturing sector sales growth rate. At final, in auxiliary equation (10), the manufacturing sector sales growth rate loses all statistical significance when all variables enter together the same specification. As the manufacturing sector sales growth rate is not bivariately correlated with any of the other variables, as can be seen in Appendix II, only a multivariate analysis like the one in Panel 3 can reveal that in fact it is actually correlated with the GDP growth rate and at least with one of the other variables.
In special, auxiliary equation (7) in Panel 3 shows that the artificially fitting of a monotonic specification of the GDP growth rate generates a highly statistically significant coefficient estimate that takes up the traditional negative sign. It is understood here that this means that the actual U-shaped relationship is asymmetric, being that the downward trend is either more numerous in terms of residuals, or more clearly defined as a tendency, with the residuals clustered more closely around a virtual fitting curve, or more inclined, or even all these together. This seems to be in some cases clued by the difference in the z-statistic values between the two terms of the quadratic specification. In the case of the manufacturing sector sales growth rate, in auxiliary equation (5), they are much nearer one another, as compared to the difference in z-statistic values for the GDP growth rate, in auxiliary equation (2). Accordingly, the fitting of the monotonic linear specification produces a coefficient estimate that lacks all statistical significance in the case of the manufacturing sector sales growth rate, in equation (4), and not so much so in the case of the GDP growth rate, in auxiliary equation (1). Obs: 1) First values in the main body of the table are coefficient estimates; 2) numbers in parentheses are absolute value z-statistics; 3) *, **, and *** denote statistical significance at the 5%, 1%, and 0.1% levels, respectively 4) + and ++ Adding 1 and 30 respectively was necessary in order to make it possible to extract the square root for the originally negative values; 5) Number events/cases (firms): 46/61.
Some conclusions can already be drawn from the analyses so far. The GDP growth rate has the strongest effect out of all external covariates, even though people tend to think that this macroeconomic aggregate measured at the national level reflects phenomena taking place away from the ordinary citizens' day-to-day and the manufacturing sector sales growth rate being measured at the level of the state where the studied enterprises are located. Thus, it is not surprising, provided it is a genuine sample of small firms, that practically no author has come across with the result of lack of statistical significance concerning the GDP growth rate as a determinant of business survival. As it will be seen in the next section, this is a common result with respect to the industry growth rate. For the remaining part of this section the analyses will consider only the GDP growth rate, in view of its higher importance and because the manufacturing sector sales growth rate does produce the same results. So, beforehand it may be stated that for the small manufacturing enterprises it is the macroeconomic conditions that matter the most, even though the GDP growth 9 rate is measured at the national level and the manufacturing sector sales growth rate is measured at the state and industry levels.
In Table II , main equation (1) is taken from the reference study (Barbosa 2009; Barbosa 2016) , with the addition of the manufacturing sector performance, since now the requirement of being statistically significant at least at the 0.1% level to make part of the final model has been relaxed. Chart 01 exhibits the plotting of the martingale residuals from main equation (1) against the values of the GDP growth rate (and Chart 02 for the manufacturing sector sales growth rate). Auxiliary equation (2) reports results for the fitting of the GDP growth rate in the monotonic specification employed by all researchers in the whole of the empirical literature that either investigates the impact of this macroeconomic aggregate on the small enterprises' survival prospects or control for it. The sign of the estimated coefficient is negative, as expected, but marginally statistically significant. The fitting of the quadratic specification, which is the choice of all researchers when allowing for non-linear effects of the investigated determinant, such the size of the firm, produces a different result, that is, statistically significant parameter estimates of the adjustment of the specification to a U-shaped relationship between the aggregate and the small firms' failure likelihood. This is shown in auxiliary equation (3). Auxiliary equation (4) shows that the fitting can be further improved, in terms of equilibrium between the z-statistics, by the use of other power combinations.
Comparing results in main equation (1) with results in auxiliary equation (4) makes it possible to see that the introduction of the GDP growth rate into the main equation (1) does not have a large impact on the strategy and risk related variables. Reduction in their coefficients and zstatistics are only mild. On the other hand, coefficients and z-statistics belonging to the GDP growth variable are low compared to their size in Table I , Panels 1 and 3. This is consistent with the interpretation that the state of the macroeconomic environment strongly determines that small enterprises will exit, but what determines which ones will exit is the strategies set at the level of the small enterprises and the risks they individually face. However, whether the successful choices are conscious or the corresponding enterprises are selected in the way predicted by the organizational ecology approach remains unsettled. Table III reports results from an experiment to see which firms are the most impacted during swings in the macroeconomic environment, assuming that the magnitude of loss in the absolute value of the z-statistic of a variable as a result of the additional introduction of another covariate into the equation means how much they are capturing the same effects. So, Column % of loss shows the percentage fall in z-statistic for every variable when the GDP growth rate specification is introduced into the analysis, that is, from the second column to third one in Table  III . It is easy to see that the great losses are at the magnitude of 48, market concentration, 43, medium-and long-term financial leverage, 42, sales unpredictability, 39, market concentration again, 37, total financial leverage, 33, one of the interactions, and 31, entrepreneur's risk tolerance. That is, consistent with the common sense, the enterprises that are most impacted are the ones that have more debt, medium-and long-term debt and total debt as well, and that are facing higher risks, unpredictability of sales and how bold their owner-managers are. Against marketing theory, the most impacted variable has much to do with the allegation that the small firm would be shielded by operating in niche markets, that is, geographic market concentration. Sales concentration in big clients X Machinery/fixed assets ratio (4.88)*** (4.51)*** 8 15
Obs: 1) *, **, and *** denote statistical significance at the 5%, 1%, and 0.1% levels, respectively; 2) Number events/cases (firms): 46/61.
The last column was built to ease visualization of the greater losers. To see whether or not the above finding comes from the fact that high percentage figures are associated with low figures for the base from which the percentage figures are calculated, it was calculated the bivariate correlation coefficient between the second column and the fourth. As it was only 13 . 0   r , that possibility was discarded.
The odd auxiliary equations in Table IV are brought from Barbosa (2016b)'s working paper, only that the variable manufacturing sector performance is added and 19 regressors/independent variables are omitted, because they are not of interest in the following analyses and for the sake of space. In all these equations, the measures of size, growth and age of the firm are statistically significant. When the GDP growth rate is introduced into the equations, as can be seen in the even equations, practically all measures of size, growth and age of the firm lose all their statistical significance. The only exception is the growth interaction in auxiliary equations (9) and (10). These results and the findings of many of the reviewed studies that the larger enterprises do not suffer so much from the macroeconomic conditions are consistent with the idea of the smaller enterprises being the great "victims" of downturns of the economy and, from the results of this study, of the upturns as well. The foregoing allows the postulation of a new framework that best represents the relationship between the GDP growth rate and small business survival, which is proposed for investigating, analyzing and interpreting such a relationship, being it either central to the study or included only as a control. Such framework is built upon two realizations. The first is that the relationship between the GDP growth rate and small business survival is binomial, U-shaped. A linear fitting is artificial, although, as a rule, produces a negative relationship. The second realization is that a quadratic specification is not always the best fit for the relationship. The U-shaped relationship is not symmetrical. It is so much so that this is the reason why the linear fitting produces, as a rule, a negative relationship. A binomial specification with a combination of powers either smaller than the unit or greater than the square may fit better the regression. 2) numbers in parentheses are absolute value z-statistics; 3) *, **, and *** denote statistical significance at the 5%, 1%, and 0.1% levels, respectively; 4) # without case 29, which is an influential outlier; 5) + and +++ Adding 1 and 100 respectively was necessary in order to make it possible to extract the square root for the originally negative values; 6) Number events/cases (firms): 46/61.
The same above postulates apply to the industry growth rate, being that its U-shaped relationship with the small businesses' hazard of exit derives to a great extent from that between the GDP growth rate with the small firms' hazard of exit. Thus, the fitting of both binomial specifications in the same equation will probably result in that between the industry growth rate and the small enterprises' failure probability being statistically insignificant, as the one between the GDP growth rate and the small firms' hazard of exit is stronger.
The simultaneous fitting of the linear specifications of the GDP growth rate and the industry growth rate will probably result in both being statistically significant, being that the GDP growth rate will be negatively signed, that is, capturing the downtrend of the real U-shaped relationship with the small businesses' hazard of exit, and the industry growth rate will be positively signed, that is, capturing the uptrend of the real U-shaped relationship between either the GDP growth rate or the industry growth rate with the small enterprises' hazard rate.
The above mentioned U-shaped relationships are consistent with the interpretation that they are produced by high entry of new small firms during both downturns and upturns of the economy, being in the former case by necessity entrepreneurs and the latter by opportunity entrepreneurs. Of course the downs in the economy by themselves promote the failure of both incumbent and new firms. But even so there should be a high correlation, between both the national entry rates and the industry entry rates and the GDP growth rate, the industry growth rate, (non-linear in these cases) and the hazard of exit (linear in this case). Their linear fitting together with that of either the GDP growth rate or the industry growth rate will probably capture either its own real relationship with the small firms' hazard of exit or the uptrend of the actual U-shaped relationship between either the GDP growth rate or the industry growth rate with the small concerns' hazard of exit. Fitting the linear specification of the entry rate together with the quadratic specification of either the GDP growth rate or the industry growth rate will probably result in the entry rate being statistically insignificant.
The entry rate can be viewed as an absolute value version of either the GDP growth rate or the industry growth rate. Thus, a high bivariate correlation coefficient should be found between the entry rate and the absolute values of either the GDP growth or the industry growth rate.
There should be also a U-shaped relationship between either the initial GDP growth rate or the initial industry growth rate and the small firms' hazard of exit. Such prediction is built upon the understanding that it is during both the downward swings and the booms of the economy that bad start-ups concentrate. So, these bad start-ups will inflate the small businesses' future failure rate.
Such a theoretical framework and its predictions are important in that compliance with them in studies that involve the relationship between the GDP growth rate and small business survival, promises the obtaining of more realistic overall results. The obtaining of better overall results can be attributable to 1) a more correct econometric representation of the relationships between the GDP growth rate and the survival of small businesses and also 2) to the fact that such more correct specification can greatly increase the quality of the results pertaining to all other studied effects.
CORROBORATIVE EVIDENCE FROM THE EXTANT LITERATURE
Amazingly, empirical studies do not report attempts to fit non-linear specifications for either the GDP growth rate or the industry growth rate. Thus, direct evidence strictly speaking is not found in the empirical literature on small business survival. A way found to use the previous empirical studies as a source of corroborative evidence is to look at their results, mainly the disparate, awkward, embarrassing, unexpected and unacceptable ones, to see whether they are in accordance with the predictions of the frame of reference postulated in Section 3. An implication of this is that weird results signalize that correction is needed in accordance with the postulated frame of reference.
THE GDP GROWTH RATE
One prediction of the new postulated framework is that the negative association between the GDP growth rate and the hazard of exit is the most common outcome to be obtained by studies fitting a monotonic specification. Table V exhibits the previous results from the small businesses' empirical literature according to the nature of the finding. The counting is 11 for the decreasing relationship, one for the increasing and one for no relationship. The first prediction holds, but it is evidence also in favor of the prevalent conventional frame of reference. So, the analysis will proceed to check for extra evidence in the studies that have found a negative relationship of the GDP growth rate with the hazard of exit.
Strictly adhering to the predictions of the new proposed framework, all studies that have found a negative association between the GDP growth rate and the hazard of exit at the same time that have found a positive association between either the industry growth rate or the industry entry rate and the hazard of exit carry with them extra evidence of the alleged actual U-shaped relationship between the GDP growth rate and the hazard of exit. Obs.: 1) *These authors report results for the unemployment growth rate, but inform that they tried also with the growth of GDP, but it did not alter the results as the two variables were negatively and almost perfectly correlated; 2) **These authors worked with the initial regional unemployment rate.
Out of the studies that found a negative association between the GDP growth rate and the hazard of exit, only the ones by Gimeno and Others (1997) and Falk (2012) are without extra evidence, since they did not fit either the industry growth rate or the industry entry rate besides the GDP growth rate. Ilmakunnas and Topi (1999) reported a table of regressions for number of exits, instead of the exit rate, but apparently they did not come across with different results. They fitted the GDP growth rate and the number entering firms contemporaneously and found both monotonically associated to the number of exiting firms. As these variables are negatively and positively signed, they may be capturing, as predicted by the new proposed frame of reference, the downward and the upward trends of the actual U-shaped relationship between the GDP growth rate and the enterprises' exit rate. Also, within the predictions, the number of exits is probably troubling the GDP growth rate, which is as a result statistically significant only at the 10% level. If the specification included only the GDP growth rate, quadratically, without the number of entering firms, in accordance with the new proposed framework, most probably the GDP growth rate would come from the analyses highly significant, in both terms. Obs: 1) Dependent variable: number of exiting firms; 2) First values in the main body of the table are coefficient estimates; 3) numbers in parentheses are absolute value t-statistics; 4) *, **, and *** denote statistical significance at the 5%, 1%, and 0.1% levels, respectively; 5) Number of observations: 6. Ilmakunnas and Topi (1999) present extra evidence in the form of a bar graph showing entries and exits for 6 years from 1988 to 1993. Taking values from this graph and gdp growth rates for Finland from The World Bank, it was possible to build Table VI, which shows the fitting of three different specifications to capture in the linear regression model the influence of the GDP growth rate on the number of exits. So, equation (1) confirms the result obtained by the authors with the full sample. It is the monotonic negative relationship predicted by the reference study because the actual binomial U-shaped relationship is asymmetric, being that the relationship is stronger with respect the downtrend, as it is clued by the considerably higher z-statistics of the first term of the binomial specification of equation (2). Equation (3) shows that, according the new proposed framework predictions, the monotonic fitting of the GDP growth rate and the rate of entry in the same equation, may result in both variables being statistically insignificant, because the are highly correlated to each other. Bunn and Redwood (2003) present extra evidence in the form of a graph plotting, on the one hand, the failure rate for their sample and the corporate liquidations rate against, on the other hand, the GDP growth for a sequence of 11 years. Taking the values from this graph, it was possible to build Table VII, which shows in Panel 1 the fitting of three different specifications to capture in the linear regression model the influence of the GDP growth rate on the enterprises' probability of exit. So, equation (1) confirms the result obtained by the authors with the full sample. It is the monotonic negative relationship predicted by the reference study because the actual binomial U-shaped relationship is asymmetric, being that the relationship is stronger with respect the downtrend, as it is clued by the considerably higher z-statistics of the first term of the binomial specifications of the equations (2) and (3). These same two equations show that the binomial specifications are better fittings, taking as base of comparison the R2 adjusted and the statistic F (in the case F, for the quadratic specification only). Obs: 1) First values in the main body of the table are coefficient estimates; 2) numbers in parentheses are absolute value t-statistics; 3) *, **, and *** denote statistical significance at the 5%, 1%, and 0.1% levels, respectively; 4) Number of observations: 11.
Panel 2 exhibits results of the same experiment for the corporate liquidations rate. They are very different from the previous ones. Practically no fitting is statistically significant. This confirms results reported by other authors that large enterprises are much less subject to the impact of environmental macroeconomic conditions than their small counterparts are. Jensen and Others (2008) worked also with the entry rate and reported a table of duration analysis in which this variable is highly statistically positively related to the hazard of exit in all specifications for new firms. However, for incumbent firms it is statistically insignificant in two specifications. This is evidence against the conclusions of the reference study, once it predicts that the entry rate is associated with the GDP growth rate in a U-shaped fashion and, as a consequence, its fitting together with the monotonic fitting of the GDP growth rate will result in statistically significant parameter estimates also because it will capture most probably the upward trend of the real U-shaped relationship between the GDP growth rate with the small firms' hazard of exit. However, with the introduction in a third specification of a new variable measured at the level of the industry, the entry rate becomes statistically significant at the 5% level in a positive association with the hazard of exit also for incumbents. This restores support to the proposed new framework.
Oh and Others (2009)'s results are a striking proof that the proposed new framework is "correct". These authors specified the sectorial growth in addition to the GDP growth rate, and the sectorial growth came out of the analysis with a positive sign. It is highly probable that the sectorial growth is substituting for the other absent term of the "correct" binomial specification for the GDP growth rate. The fact that the z-statistic for the GDP growth rate is much higher than that for the sectorial growth might also be signaling this.
It is important to inform that it was not possible with data from the reference study to produce a specification that resulted in similar results as those of Oh and Others (2009)'s study. This is most probably due to the fact that in the reference study the manufacturing sector sales growth rate is associated with the hazard of exit in a perfect symmetric U-shaped fashion, what always result in lack of statistical significance in all attempts to fit it linearly.
In Geroski and Others (2010)'s work the industry entry rate might be playing the role of the second term of the actual U-shaped relationship between the GDP growth rate and the hazard of exit, once it is viewed, according to interpretations of the reference study, as an absolute value version of the GDP growth rate. Also, even more extra evidence is available in this case, as the authors reported a table of bivariate correlation. First, there is a coefficient of positive correlation between the GDP growth rate and the industry entry rate, but it is not very sizeable. It should be near zero, to best conforms itself to the prediction of the new proposed framework that the corresponding relationship is U-shaped, but, as it is not very sizeable, it even so corroborates the prediction that the industry entry rate is playing the role of the upward trend of the U-shaped relationship between the GDP growth rate and the hazard of exit. Necessity entrepreneurs' businesses are more informal than those of opportunity entrepreneurs, and this might be driving the small positive correlation coefficient. Second, the bivariate coefficient of correlation between the GDP growth rate and the exit rate is nil, what further proves that the actual relationship is Ushaped, and that the fitting of a linear specification might result in lack of statistical significance if the U-shaped relationship is perfectly or almost perfectly symmetric and neither the industry growth rate nor the industry entry rate is fitted contemporaneously. Holmes and Others (2010) in truth dealt with the unemployment rate, instead of the GDP growth rate. However, their study is included in the analyses in the hope that these variables are highly correlated, as is the case in Boeri and Bellmann (1995)'s work. Holmes and Others (2010) dealt also with the initial sectorial growth rate. For the micro-enterprise subset, the regional unemployment rate was found to be monotonically, negatively associated to the survival probability at the conventional level of statistical significance, whereas the sectorial growth rate positively only at the 15% level. If the signs were the same, then the result would be strong evidence in favor of the new proposed framework, because in such a case one variable would be capturing the downtrend of the real U-shaped relationship between the GDP growth rate and the hazard of exit and the other one the uptrend. However, the choice of groupings might be driving the results, since, against common practice, the small firms were grouped together with mediumsized and large enterprises instead of together with the micro-enterprises. In the SMEs subset, which includes enterprises with up to 500 employees, both variables were found to be highly statistically insignificant. This might mean either that it is the result of trying a linear fitting when the relationships are almost or perfectly symmetrically non-linear, what would be evidence in favor of new proposed framework, or that the larger enterprises are not so much subject to sectorial and macroeconomic conditions. Klapper and Richmond (2011) , like Bunn and Redwood (2003) , report a graph, only that in their case the sequence is for 19 years, covering the GDP growth rate, the exit rate and the entry rate. However, results with the use of data extracted from the graph are frustrating, since no parameter estimate is statistically significant. There seems to be a problem with their data, in view of the fact that the coefficient of bivariate correlation between their entry rate and the exit rate is negative and very high, that is, 66 . 0   r , and this does not change much by lagging. This blatantly contradicts Geroski (1995)'s famous statement that "the most palpable consequence of entry is exit". The impression is that the number of entrants is added to the number of incumbents to calculate the exit rate, so artificially lowering it and causing the high negative correlation. Moreover, the authors do not use the exit rate in the Cox regression analyses, a procedure that runs against common practice and hints that there should be a problem with the variable.
Carreira and Teixeira (2011) produce a much more complicated case that does not adjust itself to the predictions of the new proposed framework, as they reported finding the expected negative relationships between, on the one side, the GDP growth rate and the industry growth rate, respectively current and time-varying defined, and on the other side, the hazard of exit at satisfactory levels of statistical significance, but also that the industry entry rate, also time-varying defined, had no statistical significance. The reference study predicts the findings of the statistically significant linear relationships of the hazard rate with the GDP growth rate and the industry growth rate in case of real asymmetric U-shaped relationships. The problem is with the industry entry rate that should have captured according those predictions the effects of the positive uptrend of the U-shaped relationships with the GDP growth rate and the industry growth rate. The only satisfactory explanation concerns the study's sampling strategy, which included all enterprises with more than a hundred employees, considered only a sample of the ones with less than a hundred and more than twenty employees and none of the ones with less than 20 employees. Mata and Others (1995) and Oh and Others (2009) showed that the relationships between, on the one hand, the hazard of exit and, on the other hand, the GDP growth rate, the industry growth rate and the industry entry rate hold only for the classes of small-and medium-sized enterprises and for the totality of the enterprises because it includes those two classes. But, in the work under revision, the far higher representativeness of the two smaller classes of enterprises seems not to have been preserved in view of its sampling strategy, which might be driving the unexpected result.
Christie and Sjoquist (2012)'s study falls also into the case of studies that have found a negative association between the GDP growth rate and the hazard of exit at the same time that have found a positive association between the industry entry rate and the hazard of exit. Thus, the industry entry rate might be playing the role of the second term of the actual U-shaped relationship between the GDP growth rate and the hazard of exit. This is evidence in favor of the new proposed framework.
Going over to the third column of Table V , Farinha (2005) 's is the only study that diverges from the predicted most probable result of a negative monotonic relationship between the GDP growth rate and the small manufacturing enterprises' hazard of exit. But even so it lends strong support to the present work in view of the fact that she reports mostly counterintuitive, unexpected results for the variable GDP growth rate. Her tables of Cox regression equations show that both current and initial GDP growth rates are associated at high levels of statistical significance with the new firms' hazard of exit. Moreover, the author informs that when the variable GDP growth is included with a 3 year lag, the sign of the estimated coefficient is the opposite and significant. First, the informed, but not reported, result coincides with findings reported in Section 3, that is, that the three-year-lagged GDP growth rate is a robust determinant of the firms' probability of survival, exerting a positive influence. Second, the result that the current GDP growth rate is monotonically, positively related with the hazard of exit is in accordance with predictions of the reference study. Such a result might come out from an attempt to fit a linear specification when the actual relationship is in fact a U-shaped one. Such interpretation is consistent with the possibility that in the work under review the U-shaped relationship is asymmetric, being that the uptrend is either more numerous in terms of residuals, or more clearly defined as a tendency, with the residuals clustered more closely around a virtual fitting curve, or more inclined, or even all together. The source of such asymmetry might be because either Farinha (2005) worked with only new firms, as opposed to incumbent, or, dealt with a time span that includes only one economic cycle, as stated by the author, or both. Last, there is the finding that the initial GDP growth rate is monotonically, positively associated to the new firms' failure probability. This too can be taken as evidence in favor of the reference study in view of the fact that it seems reasonable to think that the initial GDP growth rate should be related in a U-shaped fashion too with the small firms' hazard of exit. The number of bad new firms with short life prospects should be higher in both recessions and booms than in times of economic stability and this would generate the U-shaped relationship between the initial GDP growth rate and the hazard of exit. Last, only in one specification the current and the initial GDP growth rates enter together the Cox regression equation in Farinha (2005) 's study, and none plays the role of the downtrend in the U-shaped relationship, most probably because there is not a correlation coefficient of the right size between them to produce such a result. 2) numbers in parentheses are absolute value z-statistics; 3) *, **, and *** denote statistical significance at the 5%, 1%, and 0.1% levels, respectively; 4) ++ Adding 30 was necessary in order to make it possible to extract the square root for the originally negative values; 5) Number of events/observations (firms): 46/61.
Going over to the fourth column of Table V , Boeri and Bellmann (1995) 's is the only piece of research to come across with lack of statistical significance for the GDP growth rate. The first problem with Boeri and Bellmann (1995) 's duration analyses is that they are either underfitted or overfitted. The proposed new framework predicts that the macroeconomic, the industry and the entry variables are all related to one another, so that, if they are specified together in the same equation, they will most probably trouble each other. For each manufacturing sector of Boeri and Bellmann (1995) 's work, there are the fitting of two equations. In the first equation there is only one variable, the unemployment growth rate, to represent the real U-shaped relationship, when two are needed. In the second equation there are three, the unemployment growth rate, the industry growth rate and the industry entry rate, when only two are needed. So, in the seven manufacturing sectors, none of the estimated parameters for the unemployment growth rate in the first equations is statistically significant, with only two marginally approaching statistical significance. This is what exactly happens in the reference study when the GDP growth rate and the industry growth rate are specified monotonically, as reported in Table I , equations (1) and (4). On the other hand, in the seven manufacturing sectors none of the estimated parameters for either the unemployment growth rate or the industry entry rate in the second equations is statistically significant, with only some marginally approaching statistical significance. They are probably troubling one another because they are competing for capturing the second trend of the U-shaped relationship, once the first is already being captured by the industry growth rate that is statistically significant in three of the second equations. Boeri and Bellmann (1995) , from their results in their Table 1, concluded that there was no relationship between the unemployment grow rate and the firms' hazard of exit, in view of lack of statistical significance. This result is already enough proof in favor of the new proposed frame of reference, since it can well be one of the three possible outcomes predicted by the reference study when trying to fit a linear specification to an actual U-shaped relationship. Besides, it is the result for large firms, obtained in some studies that broke down the analysis by size, and the sectors for which the authors presented results are not the ones where small firms are most prevalent. Moreover, if the conventional statistical significance benchmarks are relaxed, four specifications might be seen as marginally significant. Out of them, one is positively signed (z-statistic being 1.47), which is in line with expectations and intuition. The three others are negatively signed (zstatistics being -1.48, -1.52 and -1.62), which is totally against expectations and intuition, meaning that higher unemployment growth rates lower the enterprises' failure probability. As Table VIII , auxiliary equation (1) shows, this is the very same result for the reference study. However, nothing of this is true, since the linear fitting is artificial and the real relationship is U-shaped, as demonstrated by the results of auxiliary equation (2). In two of these four cases of Boeri and Bellmann (1995) ' work, the specification includes the measure of the industry growth rate, whose signs are consistent with the possibility that the unemployment rate and the industry growth rate are capturing the downtrend and the uptrend of the GDP growth rate U-shaped relationship with the hazard of exit. Also, these two "successful" cases are in the mechanical engineering and tools manufacturing sectors where the small firms are more or less prevalent. Auxiliary equation (3) in Table VIII shows this last mentioned result does not happen in the reference study, probably because, the U-shaped relationship of the manufacturing sector sales growth rate with the hazard of exit is perfectly symmetric, resulting in lack of statistical significance always that a linear fitting is tried.
Harris and Li (2010) did not deal with the GDP growth rate, but even so present extra evidence on it, since they reported a graph plotting in sequence of seven years the exit rate for their total sample and for groups of enterprises broken down by size. This allowed the building of table IX. The annual UK GDP growth rate was taken from the World Bank. Conventional benchmarks should be relaxed, since the sample size is very small. Notwithstanding, the pattern for the full sample is in accordance with the new proposed framework, whereas that for the larger enterprises is much more poorly defined, in line with those of other studies. Obs: 1) First values in the main body of the table are coefficient estimates; 2) numbers in parentheses are absolute value t-statistics; 3) *, **, and *** denote statistical significance at the 5%, 1%, and 0.1% levels, respectively; 4) Number of observations: 7.
THE INDUSTRY GROWTH RATE
One prediction of the new postulated framework is that the negative association between the industry growth rate and the hazard of exit is the most common outcome to be obtained by studies fitting a monotonic specification. Table X exhibits previous results from the small businesses' empirical literature according to the nature of the finding. The counting is nine for the decreasing relationship, six for the increasing and seven for no relationship. The first prediction holds, but it is evidence in favor of the prevalent conventional frame of reference too. So, the analysis will proceed to check for extra evidence in the studies that have found a negative relationship of the industry growth rate with the hazard of exit. Holmes and Others (2010) , Carreira and Teixeira (2011), Feizpour and Others (2014) , Varum and Others (2014) and Resende and Others (2016) Boeri and Bellmann (1995), Everett and Watson (1998) , Oh and Others (2009), Shiferaw (2009) , Harris and Li (2010) and Helmers and Rogers (2010) Mahmood (1992), Boeri and Bellmann (1995) , Fotopoulos and Louri (2000a) , Disney and Others (2003) (at first), Audretsch and Others (2004) (at final), Christie and Sjoquist (2012) , and Fernandes and Paunov (2015) COUNT 9 6 7
Out of these studies only the one by Audretsch (1995) is without extra evidence, since it did not fit the industry entry rate besides the industry growth rate.
To adhere strictly to the predictions of the new proposed framework, all studies that have found a negative association between the industry growth rate and the hazard of exit at the same that have found a positive association between the industry entry rate and the hazard rate carry with them extra evidence of the alleged actual U-shaped relationship between the industry entry rate and the hazard of exit. This is the case of Strotmann (2007), Feizpour and Others (2014) , Varum and Others (2014) and Resende and Others (2016) . The reference study predicts that the industry entry rate is associated in a U-shaped relationship with the industry growth rate. As the industry growth rate is associated in a U-shaped fashion with the hazard of exit, the monotonic direct association between the industry entry rate and the hazard rate is equivalent to a direct association between the absolute values of the industry growth rates and the hazard of exit. In other words, the direct association between the industry entry rate and the hazard of exit is econometrically the same thing and is substituting for the upward trend of the U-shaped relationship between the industry growth rate and the hazard of exit.
In Boeri and Bellmann (1995) 's Table 1 , under the heading Tools, their industry growth measure reaches high statistical significance in a negative relationship with the hazard of exit. Additionally to this finding, there is extra evidence in support of the predictions of the new proposed framework, once the authors fitted also the industry entry rate and the unemployment rate. Both are signed in line with the prediction that they are competing for capturing the uptrend of the actual U-shaped relationship between, on the one hand, either the GDP growth rate or the industry growth rate and, on the other hand, the manufacturing enterprises' hazard of exit. As their z-statistics are not extremely low, taking one of the two variables out of the equation will most probably make the other one statistically significant. Mata and Others (1995) would be another example of the cases of Strotmann (2007) , Feizpour and Others (2014) , Varum and Others (2014) and Resende and Others (2016) mentioned above. However, the authors fitted a third variable, that is, the multiplicative interaction between the industry growth rate and the industry entry rate, which reached high statistical significance in a monotonic positive association with the small firms' probability of exit.
The best explanation, according to the new proposed framework is that, as the relationships are stochastic and the quadratic is rarely the best binomial fitting, residuals are left along all the way and around the U-shaped relationship, being that these residuals are then capturable by the fitting of another close version of either the industry growth rate or the industry entry rate. The sizes of the absolute values of the z-statistics for the three variables, that is, 4.00 for the entry rate, 3.60 for the industry growth rate and 3.47 for the interaction are consistent with this interpretation. The interaction has the lowest, being this consistent with the argument that it is capturing residuals from a poorly fitted specification. Table XI exhibits results from an experiment with data from the reference study that show that this might really be the case for the study under review. Auxiliary equation (1) is a better fitting by comparison with auxiliary equation (3), since it has higher LR chi2 and 2 p R and since a GDP growth rate of size 3.64% is a better fitting than 4.59% for the point in the scale of the GDP growth rate where the minimum of the function of the hazard rate takes place, as an inspection of Graph 01 makes that possible of being seen. Now, as auxiliary equation (1) is a better fitting, it does not leave many residuals or, at least, not sizeable ones, so that the fitting of an extra version of the GDP growth rate does not reach statistical significance. This is shown in auxiliary equation (2). On the other hand, auxiliary equation (4) shows that auxiliary equation (3), which is a poor fitting, left residuals, captured by the interaction, which this time reaches statistical significance.
The above interpretation becomes even more plausible, when it is reminded that the GDP growth rate is absent from Mata and Others (1995) 's equation, has a much more powerful explaining power and is associated with the hazard of exit in a U-shaped fashion too. Thus, such absence leaves much variance in the small firms' failure probability unexplained. Holmes and Others (2010) dealt with the initial sectorial growth rate and with the initial unemployment rate. As seen in Subsection 4.1, these variables did not work in a way so as to produce extra evidence in favor of the new proposed framework.
The extra evidence in Carreira and Teixeira (2011)'s research, additional to the finding that the industry growth rate is negatively related to the enterprises' failure likelihood, is against the new proposed framework. As this case has been addressed in Subsection 4.1, suffice note here that flaws in the sampling design of this work might be driving its contradictory results.
Proceeding to the studies that have found a positive impact of the industry growth rate on the hazard of exit, it must be said that for them to be considered evidence in favor of the new frame of reference there should be elements of proof that the happening of their finding might be due to the reasons upon which the predictions are built. In the reviews coming next, this is what will be searched for. Boeri and Bellmann (1995) 's industry growth duration analysis equations are overfitted as seen in the Subsection 4.1. In these authors' Table 1 , under the mechanical engineering heading, the finding of a positive and statistically significant relationship between their industry growth rate measure, that is, the manufacturing sector sales growth rate, and the hazard of exit might be attributable to the possibility that the industry growth rate is capturing the upward trend of its real U-shaped relationship or of that of the GDP growth rate. The unemployment growth rate, which the authors inform, is inversely and almost perfectly correlated with the GDP growth rate, most probably, would, if the industry entry rate were taken out of the equation, reach statistical significance in a positive association with the hazard, so capturing the downward trend. Under the heading of manufacturing total, the positive association is consistent with the prediction that the industry growth rate measure is capturing the upward trend. However, the sign of the industry entry rate should be negative, since the unemployment rate is totally statistically insignificant. As the proposed new framework cannot explain this, there must be a problem with the sampling procedure or with the data. One thing is sure, Boeri and Bellmann (1995) presented results for manufacturing sectors in which the small manufacturing firms are not the most prevalent, and research that has broken down results by size of the enterprises has reached the conclusion that the larger enterprises' hazard of exit is not so much subject to macroeconomic and sectorial conditions. Everett and Watson (1998) 's finding of a positive relationship leaves no doubt that it is the result of a misguided attempt to fit a linear specification when in fact the actual relationship is asymmetrically U-shaped. The authors reported in their Table VI , column discontinuance of business, also the fitting of a six-month-lagged version of their proxy for the industry growth rate, namely, retail sales, which proved to be associated negatively with the hazard of exit. As it seems reasonable to assume that the lagged and the current measures are highly correlated to each other, that there is a higher correlation between the current version and the hazard rate and that the author's Table VI shows a much tight adjustment by the current retail sales, as indicated by its much higher statistical significance level as compared to that of the lagged retail sales, it may be concluded that what the authors in fact did was to fit a version of the two terms of a binomial specification, let us say, a quadratic one, being that current retail sales adjusted itself to the upward trend and the lagged to the downward trend. The real U-shaped relationship is asymmetric, being that the uptrend is either more numerous in terms of residuals, or more clearly defined as a tendency, with the residuals clustered more closely around a virtual fitting curve, or more inclined, or even all these together. The authors' added information that individually current retail sales and lagged retail sales are both positively related to failure reinforces conclusions.
Oh and Others (2009)'s table of Cox regressions shows not only that their measure of industry growth rate is monotonically directly associated with the hazard of exit but also that the GDP growth rate is negatively monotonically related to the hazard of exit. This is evidence in favor of the reference study theses. The reference study predictions that both are associated with the hazard of exit according to a U-shaped fashion mean then that, in Oh and Others (2009)'s SSEs equation, either sectorial growth is substituting for the other absent term of GDP growth or is the other way round. Apparently, it is the former case, since the t-statistic for the GDP growth is much higher than that for the monotonic relationship between sectorial growth and the hazard of exit.
It is important to inform that it was not possible with data from the reference study to produce a specification that resulted in similar findings to those of Oh and Others (2009) . This is most probably due to the fact that in the reference study the manufacturing sector sales growth rate is associated with the hazard of exit in a perfect symmetric U-shaped fashion, what always results in lack of statistical significance in all attempts to fit it linearly.
Shiferaw (2009)'s unexpected results are strong support to the new proposed framework. This author reported finding highly statistically significant monotonic relationships between, on the one hand, the industry growth rate and the industry entry rate, both time varying, and, on the other hand, the hazard of exit. However, signs are exactly the reverse of expected, positive with the industry growth rate and negative with the industry entry rate. In face of interpretations and predictions of the reference study, the conclusion for Shiferaw (2009)'s results is that each variable is capturing in the Cox regressions one of the two different effects of the actual U-shaped relationship between either, on the one hand, the GDP growth rate, which is missing in his study, or the industry growth rate and, on the other hand, the hazard of exit. Most probably it is the real U-shaped relationship with the GDP growth rate, because, according with the reference study, it is by far much stronger than that of the industry growth rate. In this case, the industry entry rate, which is according to interpretations of the reference study, an absolute value version of either the GDP growth rate or the industry growth rate, is capturing the effects of the GDP growth rate in the downtrend and the industry growth rate is capturing the effects of the GDP growth rate in the uptrend of the real U-shaped relationship between the GDP growth rate and the hazard of exit. As the reference study states that the GDP growth rate is correlated with the industry growth rate, this piece of evidence lends support also to the relationship between the industry growth rate and the hazard of exit, which is the object of this subsection.
Harris and Li (2010)'s findings, reported in a table of Cox regressions, in which the variables industry growth rate and a version of industry entry rate are marginally statistically significant in monotonic specifications, and, against expectations and intuition, the directions of the fitted relationships are positive and negative respectively, provide the same evidence as Shiferaw (2009)'s. The only difference is that Harris and Li (2010) specified an interaction of the industry growth rate with age, which resulted in a statistically marginally significant association with the hazard of exit, at the expense of turning the industry growth rate statistically insignificant, although keeping the same positive sign. Thus, conclusions do not change and are the same as in Shiferaw (2009) Turning now to the studies that have come across with statistical insignificance of the industry growth rate, Mahmood (1992) 's work provides a strong piece of evidence since this author reported Cox regression results that showed that the industry growth rate coefficient, being statistically insignificant, varied in between positive and negative in an array of manufacturing sectors. This is the very outcome predicted from a misguided attempt to fit a linear specification when the actual U-shaped relationship is perfectly or almost perfectly symmetrical. Boeri and Bellmann (1995) 's Table 1 shows that for the car industry, chemicals, plastics and electrical engineering the measure of industry growth rate is statistically insignificant. As the unemployment growth rate is also statistically insignificant, then the reason for the industry growth rate being statistically insignificant is probably that the real U-shaped relationship is perfectly asymmetric. So, according to the predictions of the reference study, the attempt to fit a linear specification will result in a statistically insignificant coefficient estimate. If both variables were statistically significant, they would, according to the predictions of the reference study, take equal signs, meaning they would be capturing the downward and upward trend of the U-shaped relationship with the hazard of exit.
Fotopoulos and Louri (2000a)'s finding is the same as Mahmood (1992)'s, that is lack of statistical significance of the industry growth rate. However, the former authors fitted also the industry entry rate, which proved to be statistically significantly positively associated to the hazard rate. However, the authors report in the text that the industry entry rate is not current or time varying, but only the initial one, that is, the one of the year of the birth of the new firm. Thus, failure to find a statistical significant association between the industry growth rate and the likelihood of exit is most probably due to the fact that the authors did not try the fitting of a binomial specification. The real U-shaped relationship is most probably symmetric and trying to fit a monotonic linear specification in this case will result in total lack adjustment, which explains lack of statistical significant of the estimated coefficient. The initial industry entry rate could not play the role of the one of the terms of a quadratic specification in this case because it is not correlated with the industry growth rate, a postulation of the study of reference. The final conclusion is that there is no reason to doubt that the Fotopoulos and Louri (2000a)'s finding is strong evidence that lends support to the reference study theses. (2003)'s study is perhaps the one piece of evidence that lends the strongest support to the findings of the reference study. It brings in its Table 7 estimates of a Cox proportional hazard regression for new small manufacturing enterprises, during the period from 1974 to 1991. To deal with the possible influence of the cycle these authors specified real manufacturing output growth. They found at first that demand (real manufacturing output growth) had a poorly defined positive effect, but suggested that increases in demand raised the hazard rate. These authors then fitted an interaction with age and found that both the linear specification and the interaction were then highly statistically significant, associated with the hazard of exit positively and negatively respectively. The authors then stated that interaction with age showed that the perhaps counter-intuitive positive effect of real manufacturing output growth on the hazard was due to the failure to interact with age. So, an increase in demand appeared to raise hazard rates, but this was true however only for young firms, since after two years an increase in demand lowered hazard rates. 2) numbers in parentheses are absolute value z-statistics; 3) *, **, and *** denote statistical significance at the 5%, 1%, and 0.1% levels, respectively; 4) ++ Adding 30 was necessary in order to make it possible to extract the square root for the originally negative values; 5) Number of events/observations (firms): 46/61.
Disney and Others
First of all, it should be noted that Harris and Li (2010) experimented with the same trick as Disney and Others (2003) and end up with quite different results. Second, in fact the relationship Disney and Others (2003) should have found was a U-shaped one between the real manufacturing output growth and the hazard of exit, if they had fitted a binomial specification, let's say, a quadratic one. As they may have fitted in econometric terms almost the same variable twice, one fitted the downtrend and the other the uptrend of the quadratic specification. The multiplying of the real manufacturing output growth by age may have not significantly modified the former variable. Table XI exhibits results from an experiment with the reference study data that demonstrate the conjecture is well founded. Auxiliary equation (1) clearly shows that there is a binomial relationship between the manufacturing sector growth rate and the hazard of exit. Auxiliary equation (2) shows results from the misguided attempt to fit a monotonic specification, that is, exactly what Disney and Others (2003) obtained before adding the interaction for their industry growth rate. Auxiliary equation (3) shows that substituting the interaction between the manufacturing sector sales growth rate and year of exit or of censoring, ranging from 1 to 13, for one of the terms of the binomial specification in the auxiliary equation (1) results in a significant monotonic relationship between the interaction and the hazard rate, only with the sign reversed in relation to the other term of the auxiliary equation (1) that was not dropped out from it. The Pearson correlation coefficient shown in the table is high enough to mean that the interaction kept much of the manufacturing sector sales growth rate content. Age in Disney and Others (2003) 's study is the same thing as year of exit or of censoring, because theirs is a sample of genuine new firms, followed from birth up to time of exit or of right censoring. The section on Disney and Others (2003) 's analysis of entry and exit rates reach conclusions that after a deep review may be consistent with the reference study theses. Again, the explanation of the reference study is that, in recessions, that is, GDP and industry growth rates falling, incumbent small firms exit because of both low sales levels and competition by new formal and informal small firms, most of which are being created by unemployed people, being pushed into market after losing their jobs because of the recession. In booms, with GDP and industry growth rates rising, incumbent small firms exit because of both some of them belong to pushed small business owners that now want to go back to salaried jobs and new entrepreneurs pulled into the market by high success prospects. Obs: 1) First values in the main body of the table are coefficient estimates; 2) numbers in parentheses are absolute value z-statistics; 3) *, **, and *** denote statistical significance at the 5%, 1%, and 0.1% levels, respectively; 4) + Adding 1 was necessary in order to make it possible to extract the square root for the originally negative values. Audretsch and Others (2004) came across with lack of statistical significance for the relationship between the industry growth rate and the hazard rate in the full follow-up span. This would be evidence in favor of the frame of reference, since it predicts this result from a misguided attempt to fit a linear specification when the actual U-shaped relationship is perfectly or almost perfectly symmetrical. However, the authors also found the expected relationship between the industry entry rate and the hazard of exit in the same equation. In this case, there is the new proposed framework prediction that one variable should capture the downtrend whereas the other should capture the uptrend of the actual U-shaped relationship. In this case, Audretsch and Others (2004) 's results are against the predictions of the new proposed framework. On the other hand, the new proposed framework predicts that the industry entry rate is correlated to both the GDP growth rate and the industry growth rate in a U-shaped relationship. In such a case, the industry entry rate is an absolute value version of both the GDP growth rate and the industry growth rate. Thus, Audretsch and Others (2004) are fitting two related variables, with the result that one measure can trouble the other, even though the industry entry rate is computed at the start-up year. As the authors presented results for the same sample for six points in time, it is clearly visible that as time goes forward the fitting for the industry entry rate gets better and better and that for the industry growth rate gets worse and worse, until the industry entry rate becomes highly statistically significant and the industry growth rate loses all its initial statistical significance. Probably the industry entry rate is playing the role of the GDP growth rate. Equations (9) to (11) of Panel 3 in Table I shows that in the reference study the impact of the GDP growth is much stronger and that its fitting together with the industry growth rate results in this latter variable losing all its previously high statistical significance. Table XII, in which the GDP growth rate substitutes for the industry entry rate, shows results from the reference study very similar to those reported by Audretsch and Others (2004) , except for the sign. The econometric interpretation is that, as time goes by, with the accumulation of events, the fitting for either the industry entry rate, in Audretsch and Others (2004) 's study or the GDP growth rate, in the present one, gets more and more "tuned" to the actual U-shaped relationship so that not many residuals are left to be captured by the additional fitting of the industry growth rate.
Christie and Sjoquist (2012)'s study provides a most interesting case for reviewing, which lends strong support for the findings and predictions of the reference study. Lack of statistical significance of the industry growth rate in Christie and Sjoquist (2012) 's study might be either the predicted result from a misguided attempt to fit a linear specification when the actual U-shaped relationship is perfectly or almost perfectly symmetrical or due to the GDP growth rate taking way the explanatory power from the industry growth rate once these two variables are normally correlated to each other, as it is the case of the reference study. Such an interpretation becomes even more convincing when it is observed that the industry entry rate might be playing in Christie and Sjoquist (2012) 's study the role of the second term of the actual U-shaped relationship between the GDP growth rate and the hazard of exit, once it is, according to interpretations of the reference study, an absolute value version of either the GDP growth rate or the industry growth rate. A last possibility, with the same implication, would be that it is possible that in Christie and Sjoquist (2012)'s equations the GDP growth rate and the unemployment rate, that normally are highly correlated and trouble one another when entering contemporaneously the same regression equation, are playing the roles of the two terms of the "correct" binomial specification that should have been instead fitted for capturing the effects of the GDP growth rate.
Last, there is the Fernandes and Paunov (2015) 's empirical work that specified industry sales growth monotonically and found no association with the hazard of exit in view of total lack of statistical significance. In this case, there are no more subsidies, reported or informed, to take the evidence further than the allegation that it lends support to the findings of the reference study since it is one of its prediction that lack of statistical significance is the result of failure of fitting a binomial specification and of the misguided attempt to fit a linear specification to an actual symmetric U-shaped relationship.
INDIRECT EVIDENCE
Wennekers and Others (2005) and Wennekers and Others (2010) are two works that lend support to the reference study main finding, namely, the U-shaped relationship between the small manufacturing enterprises' hazard of exit and the GDP growth rate. However, their support is not direct, as they presented results from analyses of an investigated U-shaped relationship between stage of economic development, instead of the GDP growth rate, and level of independent entrepreneurship. The interpretation advanced in the reference study for its finding is that the small firms' high likelihood of exit at low GDP growth rates is due to a significant extent to increased competition from new businesses created by necessity entrepreneurs and that the small firms' high likelihood of exit at high GDP growth rates is due to increased competition from new businesses created by opportunity entrepreneurs. Wennekers and Others (2005) and Wennekers and Others (2010)'s conclusions that there exists a U-shaped relationship between the proportion of new-firm start-ups, both necessity and opportunity entrepreneurs, in the economy and the level of income per capita of different countries at varying levels of economic development is not exactly the same as the finding from the reference study. Besides, Wennekers and Others (2005) themselves report a table of cross-correlations in which bivariate correlation coefficients between economic growth and per capita income are negative and statistically insignificant. However, there must be consistency between the findings of the reference study and those of these authors, in view of the fact that there does not appear to be another way through which the U-shaped relationship between economic development and the existence of new startups among different countries would build up other than through a U-shaped relationship between GDP growth and entry rate over time and inside each studied country. After all, countries normally do not achieve economic development without achieving GDP growth. Calá (2014) reported tables of Poisson model panel analyses for the determinants of entry and exits of enterprises in Argentina. The level of informality in the economy measured for the provinces and years of the study correlates with the exit rate of enterprises in a U-shaped relationship at moderate and high levels of statistical significance. The level of poverty measured for the provinces and years of the study correlates with the entry rate of new enterprises in a Ushaped relationship at high levels of statistical significance. The author informed that did not work with the GDP growth official figures since they are misleading for the studied period, both in local currency and in US dollars, because of inflation and severe devaluation of the Argentinean peso. This is the only one piece of direct empirical evidence at the enterprise level in support of the thesis of the reference study. In the vast empirical literature reviewed no other study presented results for the fitting of a binomial specification and not a single author informed whether had tried the fitting. Calá (2014) did not work with the GDP growth rate, which is central in the reference study, but hopefully the levels of poverty and informality, on the one hand, and the GDP growth rate, on the other hand, are associated to each other. Thus, low GDP growth rates, or even negative rates, would be associated with high informality and poverty levels, which on their turn are associated with high exit rates of incumbent firms and high entry rates of new small businesses, probably initiated by "push" entrepreneurs. Also, high GDP growth rates would be associated with low informality and low poverty levels, which on their turn are associated with high exit rates of incumbent firms and high entry rates of new small businesses, probably initiated by "pull" entrepreneurs. Of course, the exit by incumbent firms, in the case of low GDP growth rates, is not the effect of new competition by "push" entrepreneurs only, but also by the downturn of economic activity itself and by new competition also on the part of free-lance business men. Perhaps, that is why the level of statistical significance of the negative term of the fitted quadratic specification for informality is inferior to that of the second term. Fotopoulos (2014) , in his Ph.D. thesis, presents Figure 3 .1, in which the mean net entry rates for 10 years are plotted against the respective GDP growth rates for a sequence of 10 years. Taking the values from this graph, it was possible to build Table XIII, which shows the fitting of three different specifications to capture in the linear regression model the influence of the GDP growth rate on the enterprises' probability of exit. So, equation (1) of Panel 1 confirms the negative monotonic relationship obtained by the authors with the full sample, all covariates and the net entry rates individualized by the enterprises. Equations (2) and (3) show that in fact the actual relationship is U-shaped, confirming the new proposed framework prediction. In Panel 2 of Table XIII the same exercise is carried out for the sub-sample of large firms, whose values were taken from Fotopoulos (2014)'s Figure 5.1. As there is no statistical significant association in this sub-sample, the conclusion is that the results for the whole sample are driven by the small firms' subset, and confirm findings of other studies the larger enterprises are not much affected by macroeconomic and sectorial conditions. However, it should be noted that in the regressions with the full sample, all covariates and the net entry rates individualized by the enterprises Fotopoulos (2014) reports a contradictory statistically significant positive relationship. Obs: 1) First values in the main body of the table are coefficient estimates; 2) numbers in parentheses are absolute value t-statistics; 3) *, **, and *** denote statistical significance at the 5%, 1%, and 0.1% levels, respectively; 4) + Adding 1 was necessary in order to make it possible to extract the square root for the originally negative values; 5) Number of observations: 10/9.
CONCLUSIONS, STRENGHTS AND LIMITATIONS OF THE STUDY AND SUGGESTIONS FOR FUTURE RESEARCH AND SMALL BUSINESS DEVELOPMENT SUPPORT POLICIES
The present study has successfully demonstrated that its posited framework of reference for research dealing with the relationships between, on the one side, the GDP growth rate and the industry growth rate and, on the other side, small business survival is highly invaluable in face of strong support lent by three robust sources. Firstly, by an in-depth piece of research that investigated a very wide range of postulated determinants of small business survival. Secondly, by the power of the postulated framework of reference to explain a set of unexpected, embarrassing and unacceptable findings in the extant literature on small business survival. Out of numerous reviewed studies, some unexpected results from only two works were not explained by the new proposed framework, but, on the other hand, flaws and contradictions were found in their sampling strategy and variable building. Thirdly, by studies in related fields that indirectly lend support to the findings of the reference study.
The achievements of the present study are surprisingly numberless and diversified. First statistical significance is generally very high. The GDP growth rate and the industry growth rate are confirmed as major determinants of the small manufacturing enterprises' hazard of exit. This is robust in specifications either by themselves or together with other sectorial and macroeconomic variables. Only that the relationships are U-shaped, being this piece of finding by far the greatest breakthrough brought about by the study. When fitted contemporaneously with the variables investigated in the original, reference study, the GDP growth rate behaves in a way consistent with the interpretation that the state of the macroeconomic environment strongly determines that small enterprises will exit, but what determines which ones is the strategies set at the level of the small enterprises and the risks they individually face. Also, consistent with the common sense, the enterprises that have more debt and that are facing higher risks, and, against theory, that should be shielded, because are operating in niche markets, are the most affected by macroeconomic conditions. Moreover, confrontation of the GDP growth rate with size and age of the firm produces results that are consistent with the interpretation that the smaller and the younger small manufacturing enterprises are the most impacted by macroeconomic conditions. The robust findings allowed the postulation of a new framework that best represents the relationship between the GDP growth rate and small business survival, which is proposed for investigating, analyzing and interpreting such a relationship, being it either central to the study or included only as a control. Also, many predictions from the findings or from interpretations of the findings were also developed. Finally, this framework and its predictions were used to confront results in the extant literature in search for extra support for the findings and theses of the present study. This effort was successful in view of the fact that the greatest portion of the literature adjusted itself to the new proposed framework.
Of course, it has to be acknowledged that the main limitation of this work is that it is partly based upon a piece of research that dealt with a very small sample. This, in fact, has been duly done to the extent that recourse was taken to the extant related literature to search for external support to its findings and postulations. In general, other research efforts are characterized by the use of samples of huge sizes. On the other hand, it has strengths, represented by the use of large number of covariates defined at the enterprise level, non-linear specifications and combinations of exponents for the binomial specifications other than the quadratic combination. However, the greatest strength of the research is that its methodology resulted in numerous important findings.
So, it is imperative to state that empirical research interested in understanding the same or phenomena related to the ones investigated in this study should pursue more vigorously the use of an ampler array of covariates, mainly the ones defined at the level of the enterprise, the fitting of non-linear specifications, and the choice of binomial power combinations other than the quadratic one. Other suggestions for future research in the area have to do with the predictions made and tested in this study. Thus, one is that researchers should take care concerning overfitting. Before specifying independent variables to enter regressions, a lot of work should be done to check whether or not they are associated to each other, not least because they may be related nonlinearly. If their relationships with the dependent variable are strong equally, both variables may come out from the analyses as statistically insignificant.
Some suggestions for future research come from the revision work mainly because of technical difficulties faced in carrying out such a task. A first suggestion is that all studies dealing with either new small firms or incumbent ones, or even a mix of them, should present separate results for micro-, small-, medium-and large-sized enterprises. It is becoming clear that each of these categories of size have its own set of survivorship determinants, which in turn have individually a particular way of working, there existing cases that the determinants behave differently depending on which category of size is under consideration. Treating all categories of size alike hinders the development of meaningful theories of small business survivorship. A second suggestion is that authors should report more fully summary statistics and correlations between the variables of their studies. This eases understanding and evaluation of their results.
The value of this orientation is highlighted when it is recalled that science is an endless process of accumulation of knowledge carried out bit by bit through the contribution of new researchers that add on the achievements of previous ones.
As to theory building, it will be no surprise if insights from this piece of research bring in new and promising lines of investigation in the field of industry dynamics and the workings of the economy. For, many issues spontaneously sprout from the realization that the basic relationships between, on the one hand, the small firms' hazard of exit, and, on the other hand, the GDP growth rate and the industry growth rate are U-shaped. Also, from the realization that there are more births and deaths for this segment of enterprises during both cyclical downturns and upturns in the economy, coming higher competition in the economy in the first case from necessity entrepreneurs and in the second case from opportunity ones. And, also yet, from the realization that the larger enterprises are not so much affected in terms of survival probability from such swings in the economy. Thus, a pertinent question is whether such "facts" mean that what happens is in most cases a global readjustment of internal production in response to either an imported recession or boom to a new equilibrium in the whole economy. Another one is whether there are distinct roles to played in this global adjustment for the small and the large companies, such as the small firms are the buffer and the large firms the shielded ones. If all this is so, another pertinent issue concerns the so much propagated cleasing effects of recessions, whether much room is left for them. Another pertinent and interesting question is whether these conclusions are the ones that Birch (1977) should have reached back their when he was writing his Ph.D. thesis, 40 years ago, when was in the brink of causing all the world renowed interest in small firms. That is, the small firms were not only creating new jobs while their larger counterparts were pouring jobs, but were also readjusting, or at least, helping to readjust the economy as a whole.
These points may not seem to be so strange conjectures when associated with the conclusions reached by Wennekers and Others (2005) , who gathered much evidence of the existence of a U-shaped relationship between stage of economic development and level of independent entrepreneurship. They say that their results suggest that a "natural rate" of entrepreneurship is to some extent governed by "laws" related to the level of economic development and that related studies finds that the impact of entrepreneurial dynamics on economic growth is considerably smaller (or even negative) for developing countries than for more highly developed economies. If the role of entrepreneurship in developing countries is not promote economic growth, it might be preserving it by adjusting, or at least, helping to adjust it to a new equilibrium in the event of macroeconomic swings. Wennekers and Others (2005) concluded that low-income nations, given their stage of development, should not consider the promotion of new business start-ups as a top priority on their policy agenda, but that, instead, they should invest in the management qualities of their population and foster the exploitation of scale economies through the growth of young businesses. This orientation is espoused here, if only because suggestion given in the study that served as a reference to this one, which investigated the determinants of small business survival at the company level, was that governmental support to the development of small businesses should focus on the provision of financial and managerial assistance. Now, more so, because it became clear in the present study that management competency most probably is accountable for the higher resilience of large enterprises to recessions. Last, but not least, care should be taken that technological and administrative modernization do not cause so a radical change in the nature of the assisted small enterprises that they end up suffering from the shortcomings of bigness without getting rid of those of smallness. 
