 0.811, 0.872 and 0.841, respectively. 
Introduction
Heart sound can reflect most of the heart valve disorders which can be detected by phonocardiogram signal (PCG) analysis. Sonic vibrations of heart and blood flow are recorded in PCG which can be useful for discriminating pathological heart sounds from normal ones. Extensive research has been conducted concerning the profiteering of the heart sound signals for automated detection of various heart diseases and pathological conditions. Detecting the precise location of main components of heart sounds in the presence of heart murmurs and high level measurement noises, has been a major issue. Recently, detection and boundary identification of main heart sounds in cardiac sounds using an expert frequency-energy based metric has been proposed by [2] . The introduction of probabilistic models for heart sound segmentation led to improved precision. Using these models, the springer's and Schmidt's method gave an excellent performance on a noisy dataset and can be demonstrated to be the current state-of-the-art [3] [4] . The automatic detection of heart sound abnormalities strongly depends on the proper features, which mostly are related to timing, morphology, and time-frequency properties of heart sounds. In order to better detect heart murmurs a detailed analysis was carried out using spectral and energy features together (Mel Frequency Cepstral Coefficient (MFCC), Short-Time Fourier Transform (STFT), and instantaneous energy) by [5] . The classification is an important step for detection and identification of cardiac pathological conditions using cardiac sound signals. Different approaches have been done due to this end. Neural networks classifiers, SVM classifier and k-mean clustering have been commonly used.
The PhysioNet/CinC Challenge 2016 [1] presents an opportunity for researchers to develop the classification of normal and abnormal heart sound recordings.
The paper will describe first the data in section 2. 
2.
Materials and methods
Data sets
The PhysioNet/CinC Challenge 2016 provides train and test sets with a total of 3153 and 1277 PCG recordings, respectively. More about data can be found in [1] .
Methodology

Preprocessing
For more accurate segmentation and feature extraction, preprocessing is performed to obtain de-noised signal using following procedure:
First, the signal is down sampled to 1 kHz. Given that the possible frequency range for cardiac sounds is between 25 and 400 Hz, a fourth order Butterworth band pass filter with cut-off frequencies at 25 Hz and 400 Hz is applied to the raw signal. In order to remove spikes which are higher in amplitude than the heart sounds a four-stage algorithm proposed by Schmidt is used to identify and remove them [4] . Then, the normalization stage is applied to map the amplitudes to a reference line. Finally, a soft threshold denoising technique suggested by [6] is applied.
Segmentation
Prior to any other event, the exact location of the main components amongst the heart sound events which are S1 and S2 should be detected. In order to do the accurate segmentation of these sounds in noisy real-world datasets from normal and abnormal heart sound recordings, the automatic segmentation algorithm proposed by Springer is used [3] . This algorithm is based on HSMM with the use of logistic regression for emission probability estimation.
Cycle selection
For a better reliability of features, a novel method is proposed. As a result of consulting with cardiologists, in most cardiac diseases cardiac abnormalities show themselves in all heart beats in PCG signals. Based on this fact, a new method is presented to classify high quality cycles from cycles that are contaminated with noises whose frequency domain is the same as the main components of PCG. Also some cycles may be not be properly segmented. Thereby, instead of considering all cycles, only cycles that are segmented correctly with less amount of noise are qualified for feature extraction. This procedure is done based on the energy of each intra beat segment.
In Figure 1 the original signal (a) and the springer's segment (b) according to an open-source algorithm which is available in PhysioNet are shown. As it is obvious in (b) there is a mistake in detecting S2 because the end of the systole is detected as S2. Also in the last cycle part of S2 is segmented as systole. This will mostly affect the extracted features related to energy, entropy and also duration-dependent features. These cycles are ignored for next steps and the final signal composing of high quality cycles is demonstrated in (c). 
Feature extraction
In this section a group of features which best highlight the discrimination between normal and abnormal signals are extracted. Therefore, 5 groups of features from different domains are used. Unlike other studies, to deal with the conditions of systolic and diastolic murmurs the features within the entire signal as well as separately in systolic and diastolic segments are obtained and used for classification. A summary of these features are enlisted in Table 1 . 
Feature reduction
In this study, the number of the features which are extracted for classification is 89 which were explained in the previous section. The high number of features will result in computational complexity of the classifiers and some features are mutually correlated. In some cases, these redundant features cause the adverse effects on the classifier performance. Thereby, for improving the accuracy of the classifier and reducing the computational fallacy of the algorithm, the feature vector is reduced. To meet this end, (Fisher Discriminant Analysis) FDA is employed. With the use of FDA, we are able to map features into a new space where by only one or two dimensions the discrimination between normal and abnormal signals are apparent.
Classification
The classification procedure can be summarized into 3 steps:
1. Using FDA: A matrix that represents mapping of features is obtained. This matrix is valuable since it can detect most of normal signals alone. This happens when the features obtained in the previous section map to a two dimensional space and for normal signals these new dimensions lie between a threshold which is obtained by try and error.
2. Using neural networks: In this section neural networks with supervised training algorithms are used. The layer size and the epoch number of each classifier, is obtained based on an optimization algorithm. Details about each of the three classifiers can be seen in Table 2. 3. Voting between different networks: Three classifiers are trained based on the description in previous sections. Each network has a different performance between normal and abnormal signals. In order to better classification, we assigned a computed weight to each network. These weights are calculated based on the performance of each network in different training subsets. 
Results
In order to evaluate the performance of the presented method, the algorithm is submitted to PhysioNet/CinC Challenge 2016 web server as Close Source entries. Details about the characteristics of test set and the scoring can be found in [1] . Table 3 displays the performance of algorithm on the training set when it uses each of the classifiers separately, and the final result when using the voting systems for all three classifiers. Also, the optimal entry results in phase II of Challenge assessed on the hidden test set are shown. 
Discussion
The main focus of this research is on modifying the algorithms used for segmentation, feature extraction and finally classification of heat sound recordings.
It is important to note that the results obtained using mentioned features depend strongly on segmentation. Since springer's algorithm does not segment correctly in some cycles of signal, a robust method is proposed to detect only cycles that are qualified enough for feature extraction. These mistakes are obvious where parts of s1 and s2 are mistaken as systole or diastole or vice versa (Figure 1) . Moreover, the cycle selection method can recognize cycles that have noises mostly in systole and diastole components of a cycle which could not be filtered in the preprocessing stage and ignore them. A huge number of features are extracted. Perceptual features could better discriminate normal and abnormal recordings. But using all features as an input for a dimension reduction algorithm (FDA) a matrix is obtained to map all features into a new 2D space. The most common neural network type is multilayer-perceptron (MLP) associated with back propagation training algorithms. The use of this kind of neural networks did not result in a good classification in this project. The classifiers used are pattern recognition neural networks. This kind of classifier can adopt to the extracted features in a better way. But the performance of each is not good enough. Using voting system a better results both in the training and test sets are achieved. This makes our method suitable and efficient in the classification of heart sound recordings, as confirmed by the obtained results. It is suggested to employ better optimization algorithms in order to find the parameters of neural networks which will result in better classification performance.
