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Abstract
A cavity optomechanical system is formed when the resonance frequency of an optical cavity is
dependent upon the position of a mechanical oscillator. This is achieved in a plethora of physical
systems, spanning the range from cold atom clouds trapped in miniaturised optical cavities through to
the kilogram-scale test masses of the four kilometre long advanced Laser Interferometer Gravitational-
wave Observatory. The dynamical coupling between light and vibration thus engendered modifies
both the optical and mechanical behaviours, and is responsible for a number of intriguing phenomena.
Indeed, with optomechanical tools it becomes possible to observe the fact that macroscopic mechanical
oscillators are governed by the laws of quantum mechanics, rather than familiar classical equations of
motion. The preparation of mechanical oscillators in truly quantum states, such as squeezed states and
two-mode entangled states, has already been experimentally demonstrated. It is predicted that further
advances along these lines will permit sensitive tests of fundamental physics, in addition to delivering
significant improvements to sensor and information processing technologies.
The majority of optomechanical protocols developed to date operate in the so-called resolved
sideband limit, where the cavity bandwidth is small compared to the mechanical resonance frequency.
This ensures that the optical cavity may be employed as a frequency-selective element for performing
coherent control, but it also limits the quantity of circulating optical power and prevents one from
reaching the standard quantum limit for position and force detection.
In this thesis we report research that has expanded the optomechanical toolbox in the unresolved
sideband regime, where the linewidth of the cavity is larger than the mechanical resonance frequency.
This is a natural operating regime for large-mass and/or low-frequency mechanical oscillators; micro-
cavity devices with small mode volumes and large optomechanical coupling rates; high-bandwidth,
high-quantum-efficiency position and force detection; optical pulse manipulation; and hybrid devices
couple to low-frequency quantum ancillae, such as the motional degrees of freedom of cold atoms.
We begin this thesis by providing introductory material which covers advances in optomechanics
and related fields; useful theoretical tools and their physical meanings; and some insights into technical
details. These materials are included in the hope that they might be useful to other researchers in the
field.
Our first contribution to optomechanics in the unresolved sideband regime is a theoretical study
of a remotely-coupled hybrid atom–optomechanical system. This uses a cloud of cold atoms as a
‘quantum handle’ with which to control the state of a mechanical oscillator. The two systems are
coupled via light, which significantly relaxes experimental requirements on integration of vacuum
and cryogenic apparatus. We derive the conditions under which laser cooling of the atomic ensemble
permits one to sympathetically cool the mechanical oscillator to its ground state and show that they are
experimentally feasible. In addition, we combine this with feedback cooling of the mechanical device
and show that there is a significant improvement in cooling capacity in the majority of parameter
regimes.
We then detail a novel pulsed optomechanical interface that permits one to perform optical–
mechanical state swaps in the unresolved sideband limit. This can rapidly transfer quantum information
between the light and mechanics for storage or for the preparation of nonclassical states. Our protocol
involves a single deep-sub-mechanical-period optical pulse which interacts with a mechanical oscillator
three times over half a mechanical period. This procedure can be used to perform near-ground state
cooling, prepare squeezed mechanical states, and engineer nonclassical vibrational states which
exhibit Wigner negativity. These are important building block for probing quantum decoherence and
macroscopicity.
The final theoretical proposal contained in this thesis involves a squeezing-driven thermodynamic
machine that operates in a regime where the common rotating wave approximation (RWA) does not
provide an accurate description of the resonator’s dynamics. We show that this device can act as a heat
engine, a refrigerator, or a heat pump, depending upon the parameters chosen. Remarkably, this rich
behaviour vanishes in the RWA limit, leaving only the heat pump phase. This points to the emergence
of rich thermodynamical behaviours beyond the RWA regime. Furthermore, we provide an outline
of how a sequence of pulsed optomechanical interactions may be used to squeeze an arbitrary initial
mechanical state over a timescale much shorter than the mechanical period.
Finally, we present a summary of experimental work aimed at fabricating low-frequency ( f ), high-
quality-factor (Q) mechanical oscillators from epitaxial silicon carbide films. Optical characterisation
of our doubly-clamped beam resonators reveals Q× f products of ∼ 1012 Hz, making them state-of-
the-art for room temperature string resonators at the time of publication. This indicates that they are
well-isolated from their thermal environment, although not yet in the quantum coherent oscillation
regime at room temperature. The insights gained during the fabrication and testing of these devices
will inform the design of next-generation, high-Q SiC mechanical oscillators for optomechanical and
electromechanical applications.
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Chapter 1
Introduction
1.1 Quantum optomechanics
Optomechanics is fundamentally concerned with the transfer of momentum between light and mechan-
ical degrees of freedom. Though the first experimental confirmation that light does carry momentum
was performed as far back as 1901 [7, 8], the modern field of optomechanics did not arise until circa
1960. At that time a key goal was the detection of gravitational waves using resonant bars [9] or large
interferometers with mechanically-compliant mirrors. Quantum mechanics entered the picture when it
was shown that vacuum fluctuations of the optical field set a limit to how sensitively the necessary
position measurements can be made [10–13], and that the mechanical vibrations themselves could be
on the quantum scale [9, 14].
Nowadays, quantum optomechanics is most readily understood in the context of an optical cavity
with a mechanically compliant mirror. Motions of the mirror change the resonance frequency of the
cavity, which in turn modulates the force applied to the mirror via radiation pressure. This archetypical
system is depicted in Fig. 1.1.
Optomechanical systems have now undeniably entered the quantum regime. In 2011, two landmark
studies [15, 16] successfully applied the technique of optomechanical sideband cooling (introduced
in § 2.2.3) to prepare mechanical oscillators in their quantum ground states1. Later studies have
demonstrated progress even further into the quantum world, such as observing the zero-point motion
of a mechanical oscillator [18], generating ponderomotive squeezing [19–21], measuring mechanical
squeezing below the ground state variance [22], and directly detecting the radiation pressure noise that
arises from quantisation of the electromagnetic field [23–25], to name only a few.
It is likely that quantum optomechanics will play an important role in investigating the quantum-to-
classical transition [26], and also diversify into practical applications that leverage quantum techniques
to achieve performance beyond that available classically, e.g. quantum-enhanced magnetometry [27],
mass sensing [28], accelerometry [29], and the landmark detection of gravitational waves [30].
1O’Connell et al. were the first to cool a solid-state mechanical oscillator to its motional ground state [17], but this was
achieved without using optomechanical methods. Ground state cooling will be discussed further in § 2.2.3
1
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Figure 1.1: Archetypical optomechanical system formed by an optical cavity with one compliant
mirror. The cavity is pumped by the field ain to maintain a large mean photon occupancy in the mode
a. Radiation pressure couples the mirror to the optical field at a rate g. Phonons can leak from the
oscillator at a rate Γ, and thermal phonons enter at Γn¯H, where n¯H is the bath occupancy. Optical
excitations can leave via the input–output coupler at rate κ , or be damped by absorption or scattering
into other modes at rate κint. Further discussion of these parameters can be found in Chapter 2.
To date, the majority of quantum optomechanics has resided in the so-called resolved sideband limit.
This is the regime in which the optical cavity’s linewidth is smaller than the mechanical resonance
frequency (κ  ωM). The cavity therefore acts like a frequency-selective filter which can be used
to control photon-phonon scattering processes (cf. § 2.2). A well-developed toolbox of ‘canonical’
optomechanical manipulation techniques exists in this limit.
There are many compelling reasons to consider the converse situation, where the linewidth is much
larger than the mechanical frequency (κ  ωM). This is variously known as the unresolved sideband
limit, the high-bandwidth limit, or the ‘bad-cavity’ limit. For instance, one may be interested in using
low-frequency oscillators (e.g. [31]) so that they can be coupled to other systems with low-frequency
resonances (as in a hybrid atom–optomechanical system, Chapter 4), to ensure that the mirror has
a large mass for studies of gravitation [30] or collapse mechanisms [26], or because one can obtain
higher mechanical Q factors at low frequencies if the resonator is material-damping limited (due to
the Akhiezer effect [32, 33]). Alternatively, one may wish to obtain a large optomechanical coupling
rate—a large force per photon, characterised by the rate g0—by employing an optical cavity with a
small mode volume [34, 35]. This typically increases the optical linewidth. Finally, the regime of large
linewidth lends itself to large circulating cavity power and efficient position detection, making it an
appropriate limit for measurements of position at the standard quantum limit (SQL) [36].
The toolbox for quantum control of oscillators in the unresolved sideband regime is notably
more sparse than its resolved counterpart. However, this situation is beginning to change. The work
presented in this thesis represents further progress towards quantum optomechanics in the unresolved
sideband limit.
It is worth noting that many systems display physics that are entirely analogous to that of the
archetypical cavity system shown in Fig. 1.1. Key examples include electromechanical devices,
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where the mechanical degree of freedom modulates the capacitance [37] or inductance [38] of an
LC (inductor–capacitor) circuit; dielectrics (including superfluids) suspended or trapped inside rigid
cavities, which alter their effective path length [39–43]; polarised spin ensembles [44–46] interacting
with an optical cavity; and atomic clouds in rigid cavities, where the self-organised atom clouds act as
a mirror [47–49]. Thus, much of the theory content of this thesis can equally well be translated for use
in these alternative physical settings.
1.2 Outline of thesis
This thesis is designed such that it can be read as a stand-alone introduction to quantum optomechanics
in addition to detailing the key goals and outcomes of our work in the field. As such, the remainder of
Chapter 1 will be spent introducing the basic language and notation of quantum optics, which forms
the basis of our work.
Part I of the thesis will cover important theoretical and experimental tools, progress in the field of
optomechanics, and recent advances in optomechanics beyond the resolved sideband regime. Chapter 2
will introduce the unitary and dissipative dynamics of optomechanical devices and show how they may
be utilised in the resolved sideband limit. It will then go on to introduce schemes for optomechanical
systems that operate outside of the resolved sideband limit. Chapter 3 will provide further clarification
of some technical points, and will introduce important theoretical and experimental tools which are to
be used in later portions of this thesis.
Part II will detail our novel theoretical proposals. Chapter 4 details our proposal for a cavity-
enhanced hybrid atom–optomechanical system. In Chapter 5 we discuss a quantum light–matter
interface based on pulsed optomechanics. Finally, in Chapter 6 we will consider a thermodynamic
engine which demonstrates that the rotating wave approximation—which is commonly used in
optomechanics—can lead to incorrect predictions in quantum thermodynamics.
Part III covers our experimental characterisation of silicon carbide (SiC) micromechanical res-
onators that are suitable for optomechanics in the unresolved sideband regime. This is detailed in
Chapter 7.
Chapter 8 summarises the key research outcomes presented in this thesis, and details some
directions which further research could take.
Finally, the Appendices will include summaries of important mathematical relations and derivations
that would otherwise interrupt the main text. The reader will be pointed towards the Appendices where
appropriate.
1.3 Primer on quantum optics
Quantum optomechanics is couched in the language of quantum optics. In this section we will briefly
introduce some of the basic theory needed to continue.
4 CHAPTER 1. INTRODUCTION
In many ways quantum optics is the physics of the simple harmonic oscillator. Harmonic oscilla-
tors are ubiquitous physical systems, encompassing fundamental particles, trapped ions and neutral
atoms, optically– and magnetically–tweezed particles, low-amplitude elastic modes and pendula,
electromagnetic field modes, LC circuits, and many other situations.
A harmonic oscillator of mass M and resonance (angular) frequency Ω is classically described by
the Hamiltonian function
H (x, p) =
1
2
(
p2
M
+MΩ2x2
)
,
in which x is the position and p is the conjugate momentum.
The quantum mechanical description of a harmonic oscillator is very similar, except that x and p
become non-commuting Hermitian operators (xˆ and pˆ) that obey the canonical commutation relation
[xˆ, pˆ] = xˆ pˆ− pˆxˆ = ih¯1.
1 is the identity operator, and h¯≈ 1.0546×10−34 Js is the reduced Planck constant.
Although xˆ and pˆ correspond to observables, in many situations it is extremely useful to consider
the non-Hermitian operator
a =
√
MΩ
2h¯
(
xˆ+ i
pˆ
MΩ
)
.
By construction, we have
[
a,a†
]
= 1, where the ‘dagger’ (†) represents the Hermitian conjugate 2.
We can then write the Hamiltonian operator as
Hˆ = h¯Ω
(
a†a+
1
2
1
)
. (1.1)
1.3.1 Fock states
The Hamiltonian commutes with the Hermitian operator a†a. This means that they share a complete
set of simultaneous eigenstates [50]. Let us then consider the action of a upon an eigenstate of nˆ,
which we represent as |n〉 satisfying the eigenvalue equation nˆ |n〉= n |n〉. We find that
nˆ(a |n〉) = (nˆa) |n〉
= (nˆa+anˆ−anˆ) |n〉
= (anˆ− [a, nˆ]) |n〉
= (na−a) |n〉
= (n−1)(a |n〉) .
An analogous calculation yields
nˆ
(
a† |n〉
)
= (n+1)
(
a† |n〉
)
.
2We will not place a ‘hat’ on operators unless there is potential for confusion between them and their eigenvalues (e.g.
for the number operator). Eigenvalues and/or expectation values of annihilation operators will be written in Greek letters
throughout this thesis.
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From these relations we can see that a converts an eigenstate of the Hamiltonian into another eigenstate
with h¯Ω less energy, whereas a† raises the energy by h¯Ω. For this reason a† and a are known as the
creation and annihilation operators, or simply the raising and lowering operators.
In the absence of external forces the annihilation operator has extremely simple time-dependence
(in the Heisenberg picture), viz.
a(t) = a(0)e−iΩt . (1.2)
A full calculation of the Hamiltonian’s spectrum shows that the energy eigenvalues are in fact
quantised in units of h¯Ω, so that n ∈W corresponds to the number of excitations in a given eigen-
state. nˆ is therefore known as the number operator. Each excitation can be thought of as a bosonic
(quasi)particle; the quanta of an electromagnetic field are known as photons, whilst the quanta of a
vibrational mode are called phonons.
The number eigenstates are known as Fock states, and they obey
Hˆ |n〉 = h¯Ω
(
n+
1
2
)
|n〉 ∀ n ∈ {0,1,2, . . .} (1.3a)
a |n〉 = √n |n−1〉 (1.3b)
a† |n〉 = √n+1 |n+1〉 (1.3c)
〈n|m〉 = δn,m (1.3d)
∞
∑
n=0
|n〉〈n| = 1 (1.3e)
〈n| xˆ |n〉 = 0 (1.3f)
〈n| pˆ |n〉 = 0, (1.3g)
in which δn,m is the Kronecker delta.
The eigenket with the lowest energy is called the vacuum or ground state, |0〉. Unlike the other
Fock states, the vacuum maps onto itself when acted upon by the annihilation operator; it satisfies
a |0〉= 0 |0〉. All of the Fock states may be generated by repeatedly applying the creation operator to
|0〉, viz.
|n〉=
(
a†
)n
√
n!
|0〉 .
Unlike the classical case, where the minimum energy configuration has zero energy, the quantum
ground state has a finite energy of h¯Ω/2 i.e. ‘half a quantum’ worth of energy. This zero-point energy
can be thought of as a manifestation of the non-commutativity of xˆ and pˆ, and it gives rise to the
so-called vacuum noise that enforces the Heisenberg uncertainty relation (cf. § 1.3.4, Eqn (1.8)).
1.3.2 Coherent states
The ground state is also the simplest example of another important class of states of the harmonic
oscillator: the coherent states. Physically, the coherent states have two key properties;
• the mean values of xˆ and pˆ in a coherent state map out a classical trajectory, and
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Phonon/photon
h¯Ω
2
h¯Ω
(
1+ 12
)
h¯Ω
(
2+ 12
)
|0〉
|1〉
|2〉
|3〉
a†
a
Figure 1.2: Energy levels of a simple harmonic oscillator. Each excitation corresponds to the creation
of a bosonic (quasi)particle with energy h¯Ω. The excitations of an optical field are called photons;
those of an acoustic field or vibration are phonons. The annihilation operator moves one ‘rung’ down
the ‘ladder’ of energy levels by destroying an excitation, whilst a† creates an excitation.
• the noise statistics are identical to those of the vacuum state.
Clearly the only Fock state that satisfies these is |0〉. It was shown by Glauber [51] that we must
instead look to the eigenstates of the annihilation operator; that is, a coherent state |α〉 satisfies
a |α〉= α |α〉 .
The annihilation operator is not Hermitian, and therefore α may be a complex number.
We saw already that Fock states can be generated from the vacuum by applying the operator(
a†
)n
(n!)−1/2 to them. Similarly, coherent states may be built from the vacuum by applying
Dˆ(α) = exp
{
αa†−α∗a
}
.
Dˆ is unitary, obeys Dˆ† (α) = Dˆ(−α), and is called the displacement operator because it shifts the
expectation value of a according to
Dˆ(α)† aDˆ(α) = a+α.
As we shall see in § 3.1.2, this has the effect of displacing the oscillator’s Wigner function in phase
space.
It will occasionally be useful to connect the coherent states to the Fock states through the relation
|α〉= e− 12 |α|2
∞
∑
n=0
αn√
n!
|n〉 .
However, it is often the case that we can perform calculations without leaving the coherent state
representation. This is especially useful when considering quantum analogues of classical phase space
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distributions (§ 3.2). In this setting it is useful to know that the coherent states are non-orthogonal and
overcomplete, meaning that
〈β |α〉 = exp
{
−1
2
|α|2− 1
2
|β |2+β ∗α
}
1 =
1
pi
∫
d2α |α〉〈α| .
A summary of these properties and further technical details can be found in App. A.1.
1.3.3 Correspondence between the harmonic oscillator and optical fields
Having introduced the harmonic oscillator in the context of the mechanical oscillator, we are now
ready to examine the correspondence between an optical field mode and a harmonic oscillator. We will
provide a heavily abbreviated outline of the derivation; for a thorough treatment see [52].
In free space the Hamiltonian of the classical electromagnetic field is
H =
ε0
2
∫
d3r
(
E ·E+ c20B ·B
)
,
in which the electric field is E (r, t), the magnetic field isB (r, t), ε0 is the permittivity of free space,
and c0 is the speed of light. The dynamics induced by this Hamiltonian are conveniently summarised
by the equation of motion for the vector potentialA(r, t), which—in the Coulomb gauge—satisfies
∇2A =
1
c20
∂ 2A
∂ t2
(1.4a)
∇ ·A = 0 (Coulomb gauge), (1.4b)
and encodes the physical fields according to
B = ∇×A (1.5a)
E = −∂A
∂ t
. (1.5b)
∇ is the usual vector differential operator.
Eqn (1.4a) can be solved by separation of variables. For a monochromatic field
A(r, t) = α (t)u(r)+α∗ (t)u∗ (r)
in which we have introduced the complex amplitude α (t) and the complex mode shape u(r). We
then find that u(r) satisfies the Helmholtz equation, whilst α (t) = α (0)e−iΩt . This is precisely the
behaviour we saw for the annihilation operator in Eqn (1.2).
To complete the analogy we rescale α by a factor of i
√
h¯
2Ωε0 , employ Eqn (1.5) to rewrite the
Hamiltonian in terms of the new complex amplitude, and then integrate over the spatial degrees of
freedom r to obtain the Hamiltonian
H = h¯Ω
α∗α+αα∗
2
.
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Thus, when this is quantised by identifying α with the annihilation operator we obtain the usual
quantum harmonic oscillator Hamiltonian, Eqn (1.1).
In the case that the mode function is real the quantised fields are then [52]
Eˆ (r, t) = −
√
h¯Ω
2ε0
[
a† (t)+a(t)
]
u(r) (1.6a)
Bˆ (r, t) = −
√
h¯
2Ωε0
[
i
(
a† (t)−a(t)
)]
∇×u(r) . (1.6b)
1.3.4 Quadrature operators and squeezing
By inspecting Eqn (1.6) we can see that the electric and magnetic fields are essentially determined by
the operators a† (t)+a(t) and i
(
a† (t)−a(t)). In the quantum optics community these are collectively
known as the quadrature operators. We will use the symbols X and P to denote them, viz.
X = a†+a (1.7a)
P = i
(
a†−a
)
. (1.7b)
This choice of notation is no coincidence; for a mechanical harmonic oscillator X and P are
precisely the operators obtained by rescaling xˆ and pˆ such that their ground state variances become
unity. Given that [X ,P] = 2i this rescaling procedure is sometimes referred to as ‘setting h¯ = 2’.
In the context of optics X is known as the amplitude quadrature, whilst P is the phase quadrature.
To understand these names we will introduce the ‘ball-and-stick’ graphical representation of a coherent
state. This is a simple precursor to the more general Wigner function which will be discussed in § 3.1.2.
The ‘stick’ is given by the expectation value of a, and the ‘ball’ represents the quantum noise around
the expectation value, as shown in Fig. 1.3. Thus, if we consider a coherent state |α〉 where α is large
and real then noise on X alters the length of the stick, whilst noise on P alters its phase angle.
The Heisenberg uncertainty relation becomes〈
δX2
〉〈
δP2
〉≥ 1, (1.8)
in which δX = X−〈X〉 is a fluctuation operator (deviation from the mean value). Thus, any coherent
state saturates Eqn (1.8).
There is no physical reason why one quadrature cannot have a variance less than that of the
ground state; the variance of the orthogonal (that is, canonically conjugate) quadrature simply needs
to be increased such that Eqn (1.8) is satisfied. States with these features are called squeezed states.
Physically, they are produced by nonlinear processes such as the Kerr nonlinearity. Mathematically,
they are generated through the action of the squeezing operator
S (ξs) = exp
{
1
2
(
ξ ∗s a
2−ξs a† 2
)}
,
which modifies the annihilation operator according to
S†aS = acoshrs−a†ei2θs sinhrs,
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∆θ
Amplitude noise
P
X
∆θ
i)
ii)
iii)
P
X
∆θ
Amplitude noise
Phase noise
Decreased phase noise
Increased phase noise
Figure 1.3: ‘Ball-and-stick’ representation of quantum states. The ‘stick’ (dashed) is the phasor
representing the mean amplitude i.e. 〈α〉. The ‘ball’ shows the quantum noise variance.
i) A coherent state |α = 2〉. Note that 〈X〉= 4. The ball represents the vacuum noise, which is equal
on all quadratures.
ii) A phase-squeezed state. The fluctuations of P have been reduced at the expense of increasing
fluctuations in X .
iii) An amplitude-squeezed state. The reduction of the amplitude noise increases the uncertainty of the
phase (∆θ ).
with ξs = rsei2θs .
When applied to the ground state, the squeezing angle θs determines which quadrature operator is
reduced to below the ground state variance; if θs = 0 it is X , if θs = pi/2 it is P, and for an arbitrary θs
it is the ‘rotated’ quadrature operator
X (θs) = eiθsa†+ e−iθsa.
This ‘squeezed’ quadrature has a variance of e−2rs . The orthogonal quadrature
P(θs) = X (θs+pi/2) = i
[
eiθsa†− e−iθsa
]
becomes amplified or ‘antisqueezed’ to a variance of e+2rs .
It is also possible to apply the squeezing operator to other states, such as the Fock states. The effect
is to create or destroy correlated pairs of photons.
Examples of bright amplitude- and phase-squeezed states are shown in the ball-and-stick rep-
resentation in Fig. 1.3. Mathematically, these are given by displacing a squeezed vacuum, viz.
|ψ〉= Dˆ(α)S (ξs) |0〉.
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Chapter 2
Cavity optomechanics
In this chapter we will introduce the physics of cavity quantum optomechanics and provide a brief
overview of the relevant literature. Important concepts will be introduced along the way, but the
majority of the mathematical ‘heavy lifting’ and other technicalities will be relegated to Chapter 3.
2.1 Open-system dynamics in optomechanics
A cavity optomechanical device is fundamentally an open quantum system; its behaviour can be
understood in terms of unitary dynamics induced by an interaction Hamiltonian, plus non-unitary
dynamics that describe the photonic and phononic channels that link the system with its environment.
These will be introduced in turn in § 2.1.1 and § 2.1.3, and then we will discuss the different operating
regimes which can be accessed (§ 2.1.4).
A selection of optomechanical devices that have been used experimentally is shown in Fig. 2.1.
Remarkably, these are all described very well by the few key concepts that we introduce in the
following sections.
2.1.1 Unitary dynamics
In quantum mechanics the dynamics of a closed system—one that has no interactions with the outside
world—are described by unitary transformations generated by a Hermitian Hamiltonian operator
Hˆ = Hˆ†. As we show in this section, the optomechanical interaction permits such a description. This
is promising because unitary dynamics are coherent, and thus can be used to generate nonclassical
effects such as two-body entanglement.
To explain the optomechanical coupling we first recall that the resonance frequencies of a Fabry-
Pe´rot [53] cavity are determined by the condition that an integer number of half-wavelengths must fit
between the mirrors; thus the cavity’s spectrum is dynamically modulated as the length of the cavity
fluctuates because of the compliant end mirror. In return, the oscillator is subject to an optical force
that depends on the number of photons in the cavity. Each subsystem back-acts on the other.
13
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Figure 2.1: A selection of (opto)mechanical systems spanning eighteen orders of magnitude in mass
and over seven orders of magnitude in resonance frequency. The optical forces acting in each can be
loosely classed into radiation pressure (suspended mirrors, pillars, whispering gallery resonators), the
optical gradient force (evanescently-coupled resonators, hybrid optomechanics, double-disk resonators,
cold atoms), and electrostrictive forces (photonic–phononic crystals, zipper cavity, free-standing
waveguides). Figure reproduced from [5], c© APS; reused with permission.
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This suggests that the optomechanical coupling can be modelled by the Hamiltonian
Hˆ = h¯ωL (xˆM)a†a+ h¯ωMb†b, (2.1)
where the optical and mechanical annihilation operators are a and b respectively. The mechanical
resonance frequency is fixed at ωM, but the optical resonance frequency is a function of the mechanical
position operator xˆM. We have neglected the zero-point energy h¯ω/2 of each oscillator without loss of
generality1.
For the majority of experiments performed to date the xˆM dependence of ωL is well-approximated
by the first order Taylor expansion ωL = ωL,0+gxˆM, where
g =
∂ωL
∂xM
∣∣∣∣
xM=0
is the optomechanical coupling coefficient (with dimensions of frequency per length). With this
substitution Eqn (2.1) becomes
HˆOM = h¯gxˆMa†a. (2.2)
We have omitted the terms h¯ωL,0a†a and h¯ωMb†b, which correspond to the free evolution of the cavity
and mechanics, leaving only the interaction term.
Using the dimensionless position operator XM we may rewrite Eqn (2.2) as
HˆOM = h¯g0XMa†a. (2.3)
The single-photon optomechanical coupling rate
g0 = gxZP = g
√
h¯
2MωM
describes the frequency shift of the cavity per zero-point displacement of the oscillator; it also controls
the force exerted per intracavity photon.
From here one arrives at the ‘canonical’ optomechanical Hamiltonian by noting that g0 is usually
extremely small, in a sense we shall make more precise below. Physically, this means that the coherent
optomechanical coupling is totally overwhelmed by incoherent loss processes whenever the photon
number a†a is low; in order to do anything interesting we had better put lots of photons into the cavity.
Pumping the cavity with a bright field suffices for this task. Mathematically, the pump displaces the
annihilation operator so that 〈a〉 = α with |α|  1. The amplitude α can be complex in general,
but in many cases we can choose to use the cavity field as a phase reference and set α ∈ R. We
therefore make the replacement a→ α+δa, where δa = a−α is a fluctuation operator that describes
excursions away from the mean field. The key approximation that can then be made is dropping
products of fluctuation operators, viz.
a†a = α2+α
(
δa†+δa
)
+δa†δa
≈ α2+α
(
δa†+δa
)
.
1If we include the zero-point energy we find that there is a dynamical Casimir force exerted upon the oscillator, but
this term is entirely negligible in almost all relevant circumstances (for cases where it is not, see [54, 55]). Similarly, this
Hamiltonian neglects any Doppler shifts induced by the mirror’s motion, which are typically small. See [56] and [57] for
discussion of these points.
16 CHAPTER 2. CAVITY OPTOMECHANICS
This procedure is known as linearisation, and is justifiable when
〈
δa†δa
〉{α2,α2〈(δa†+δa)2〉}.
With this approximation Eqn (2.3) becomes
HˆOM = h¯g0α2XM+ h¯g0αXM
(
δa†+δa
)
.
Finally, it is usual to shift the origin of the position coordinate such that the mean optical force does
not appear in the Hamiltonian. We will detail this procedure in Chapter 4. However, in the majority of
the optomechanics literature there is no notational distinction made between shifted and un-shifted
coordinates. Following this convention, we arrive at
HˆOM = h¯g0 |α|XMδXL. (2.4)
In this form we can explicitly see that the radiation pressure force is proportional to the amplitude
quadrature δXL = δa†+δa, and that the interaction rate has been boosted from g0 to g0 |α|. It is even
possible, as we shall see below, to reach the strong coupling regime, where this boosted coupling
exceeds all of the rates associated with loss processes.
For further discussion of the optomechanical Hamiltonian, see [31].
2.1.2 Physical basis of optical force
In all of the optomechanical devices depicted in Fig. 2.1 the mechanical degree of freedom is subject
to an optical force
Fˆopt =
1
ih¯
[
pˆM, HˆOM
]
=−h¯gαδXL,
yet there are many mechanisms underlying the generation of this force.
In the canonical cavity system the force is simply radiation pressure exerted by the photons
reflecting from the mirror. This holds for macro- and microscopic mirrors, membranes, etc. It also
gives rise to the forces experienced by mechanical modes in whispering gallery mode resonators,
where light is confined to the periphery of the resonator by ‘continuous total internal refection’ at the
air–material interface [58].
The gradient force is a second variety of optical force. When a dielectric material is polarised
in an inhomogeneous field it develops a dipole moment that interacts with the field to produce a net
force. This is the phenomenon which enables evanescently-coupled near-field optomechanics [59] and
optically-trapped mechanical resonators [60]. Cold atoms also experience a gradient force due to the
dynamical Stark shift [61].
When the field is tightly confined inside a microstructure electrostriction can play a significant
role [35,62]. This force arises because of a coupling between the strain in the material and its refractive
index; modulating the strain thereby modulates the optical path length and vice versa. This is a key
effect in photonic–phononic crystal resonators and free-standing waveguide resonators, where it is
responsible for Brillouin scattering [35, 62–64].
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2.1.3 Dissipative dynamics
Unitary dynamics do not suffice to describe the behaviour of a real optomechanical device. The optical
cavity will be coupled to an input field mode, and will have internal scattering and absorption that
remove photons from the system. Furthermore, the mechanical mode is unavoidably coupled to a hot
thermal bath composed of other elastic and acoustic modes. All of these processes introduce noise and
can degrade the ‘quantumness’ of the optomechanical device.
Throughout this thesis we will use the input–output formalism (e.g. [50, 65]) to describe the
dissipative behaviour of the optical field. This is based around two key equations;
da
dt
=
1
ih¯
[
a, Hˆ
]− κ+κint
2
a+
√
κ ain+
√
κint avac (2.5a)
aout =
√
κ a−ain. (2.5b)
Eqn (2.5a) describes the dynamics of the cavity field; the first term corresponds to the Hamiltonian
evolution, the second to the net loss, the third to the bright drive field, and the last to vacuum noise
introduced by unwanted scattering or absorption inside the cavity. An associated quantity is the
so-called escape efficiency
ηesc =
κ
κ+κint
, (2.6)
which is equal to the probability that a cavity photon successfully couples into the desired output
mode. A cavity with 0< ηesc < 1/2 is said to be undercoupled because a cavity photon is more likely
to be lost than coupled into the target mode. Conversely, the 1/2 < ηesc ≤ 1 situation is known as
overcoupling. At critical coupling, ηesc = 1/2, the promptly-reflected field and that leaking from the
cavity mode destructively interfere on resonance, giving 〈aout〉∆=0 = 0. As we will see in § 2.2.5, in
this thesis it is generally justifiable for us to operate in the ηesc→ 1 limit and neglect κint.
Eqn (2.5b) provides the boundary condition linking a with the input and output fields, ain and
aout. The input and output field operators have units of Hz-1/2, so that a
†
inain can be interpreted as
the incoming photon flux operator [31]. For a coherent drive ain = αin+δain, where the fluctuation
operator has the properties
〈δain〉 = 0, (2.7a)〈
δa†in (t)δain
(
t ′
)〉
= 0, (2.7b)〈
δain (t)δa†in
(
t ′
)〉
= δ
(
t− t ′) , (2.7c)
which are the statistics of a continuum of modes in the vacuum state. Thermal fluctuations of the cavity
drive are negligible in optomechanics because the photon energy is much larger than the typical thermal
energy kBT , where T is the temperature. Even at relatively long telecommunications wavelengths
(1550 nm) the occupancy at T = 300 K is only
n¯ =
(
eh¯ω/kBT −1
)−1 ∼ 10−14.
This is not generally true in the very closely related fields of electromechanics and cold atom optome-
chanics, that operate at much lower frequencies where thermal occupation can be significant; there
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have even proposals for extracting work from the cosmic microwave background using cold atom
optomechanics [66, 67].
Of course, in a typical optomechanical system the solid-state mechanical resonator is of vastly
lower frequency again, so that even under cryogenic conditions n¯ is usually much larger than one2.
This means that optomechanical devices can be strongly perturbed by thermal excitations which couple
into the mechanical resonance at a rate of approximately Γn¯, where Γ is the mechanical decay rate.
In the optomechanics literature it is extremely common to use Eqn (2.5a) to model the mechanical
oscillator; one simply substitutes κ → Γ, κint = 0, and ain→ bTH, where bTH is a thermal noise drive
with
〈bTH〉 = 0, (2.8a)〈
b†TH (t)bTH
(
t ′
)〉
= n¯δ
(
t− t ′) , (2.8b)〈
bTH (t)b
†
TH
(
t ′
)〉
= (n¯+1)δ
(
t− t ′) . (2.8c)
However, this model is not always sufficient; in particular, it is not valid if the damping rate Γ is
comparable to or larger than ωM, or if one cares about dynamics that occur on timescales shorter than
the resonant period [68]. We will present an alternative—arguably more realistic—model in § 3.4 (and
App. A.3), and discuss some of the technicalities surrounding Markovian Langevin equations (and
their related master equations, etc.) in App. A.10.
2.1.4 Operating regimes
From the above sections we can see that there are a number of parameters which describe the
processes which occur in optomechanical systems. The full set for most situations is the single-photon
optomechanical coupling rate, the boosted optomechanical coupling rate, the mechanical resonance
frequency, the optical detuning, the optical and mechanical linewidths, and the mechanical bath
occupancy, viz.
{g0,g0 |α| ,ωM,∆,κ,Γ, n¯} .
Reviews of typical parameters are available in the literature (e.g. [5, 69]).
A number of different operating regimes can be identified by the relationships between these
parameters. The terminology for each regime is very closely related to similar situations encountered
in ion trapping, atom trapping, and cavity quantum electrodynamics (QED).
• Underdamped regime Γ< 2ωM. An excitation of the mechanical mode will ‘ring’ for many
mechanical periods. We will restrict our attention to the high-Q limit, where Q = ωM/Γ 1.
The Q factor, or ‘quality’, determines how rapidly energy leaks from the oscillator. Loosely, it
can be thought of as the number of oscillations that a coherent excitation will persist for [70].
The opposite regime—overdamping—is not of interest in this thesis.
2There are notable exceptions to this rule of thumb, such as the demonstration of ground state cooling of a 6 GHz
oscillator in a dilution refrigerator by O’Connell et al. [17]. They used piezoelectric resonator with an extremely high
frequency.
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• Quantum coherent oscillation regime Q> n¯. Less than one phonon enters the oscillator (on
average) per mechanical cycle. The majority of optomechanical protocols require that this be
satisfied, although it has been suggested that pulsed schemes can circumvent this restriction [71].
Employing the high-temperature approximation n¯≈ kBT/h¯ωM yields
Q× f > 2pikBT
h¯
,
where f = ωM/2pi is the mechanical resonance frequency (not angular frequency). This mo-
tivates the use of the Q× f product as a metric for how well isolated the oscillator is from its
thermal environment (e.g. [72, 73], § 7.4). It thus plays a crucial role in the vast majority of
quantum optomechanics, in addition to more ‘applied’ settings such as mass or chemo-sensing
(see Chapter 7).
• Weak-coupling regime g0 |α|  {Γ,κ}. In this case the unitary dynamics are slower than
the loss processes. This is a typical operating regime. Some quantum behaviours can still be
accessed in this limit.
• Strong-coupling regime g0 |α|  {Γ,κ}. A key feature of the strong-coupling regime is
hybridisation of the mechanical mode and the optical fluctuations [74] that manifests as a
frequency gap (splitting) between the normal modes. The magnitude of the splitting is 2g0 |α|.
This has been achieved experimentally e.g. [75–78].
• Quantum coherent coupling regime g0 > {κ,Γn¯}. An optomechanical device in the quantum
coherent coupling regime can exchange excitations between the mechanical and optical degrees
of freedom faster than a noise photon or phonon enters [70]. This occurs in a phase-coherent
manner. This regime—intermediate between the strong- and ultrastrong-coupling cases—was
first experimentally realised in spoked microtoroid resonators [78].
• Ultrastrong-coupling regime g0 |α|> ωM. No experiment in optomechanics has yet reached
this regime, though related cavity QED experiments have [79]. An experimental signature of
ultrastrong-coupling is a photon blockade effect, where photons exiting the cavity are nonclassi-
cally anti-bunched [80].
• Single-photon strong-coupling regime g0 > {Γ,κ}. The optomechanical coupling rate is
sufficient to detune the cavity by more than one linewidth when one photon is added. It is
characterised by strong photon blockade effects, hybridisation of the optical and mechanical
fields, and non-classical interferences between quanta [70]. In this limit one cannot linearise
the optomechanical Hamiltonian. No solid-state optomechanical device has been created that
operates in the single-photon strong-coupling regime; however, it has been observed in cold
atom optomechanics [81]. This could provide a route to nonclassical state formation using single
photons [82].
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• High-cooperativity regime C > n¯. The radiation pressure shot noise—the noise arising from
quantisation of the cavity mode—dominates over the stochastic thermal noise [23]. The cooper-
ativity C is a dimensionless parameter that is analogous to the Purcell factor of cavity QED [83].
It compares the coherent coupling rate to the incoherent loss rates, viz.
C =
4g20 |α|2
Γκ
. (2.9)
As we will see in § 4.2.6, the cooperativity is equal to the effective number of noise phonons
introduced by radiation pressure shot noise. It also plays an important role in sideband cooling,
linear position measurement, and feedback cooling [83], as shown in § 2.3.1. Note that C > n¯
does not necessarily imply that the system is strongly-coupled.
Of course, there are also the resolved and unresolved sideband regimes. These are so integral to
this thesis that we will introduce them in their own sections: § 2.2 will detail the resolved sideband
regime and the unresolved sideband regime will be examined in § 2.3.
2.2 Resolved sideband limit
In the resolved sideband limit it is possible to use the cavity as a filter to suppress or enhance particular
scattering processes. We will introduce the mathematical tools that let us take advantage of this, and
then employ them in two special cases to see the main processes underlying optomechanical protocols
that operate in the resolved sideband regime (κ < ωM).
2.2.1 Rotating frame transformation
The transformation to a ‘rotating frame’3 is an extremely useful procedure. It amounts to introducing
envelope operators that are stationary under free dynamics, and vary slowly when interactions are
present. We have actually already sneaked this transformation into the preceding discussion: specif-
ically, when linearising the optomechanical Hamiltonian (§ 2.1.1). Note that this procedure can be
applied outside of the resolved sideband regime, but we are introducing it here because the rotating
frame transformation motivates the approximations that we will use later in this section.
The simplest possible example of a rotating frame transformation is for a lone classical oscillator
with complex amplitude α and frequency Ω. We know that the solution to the equation of motion is
α (t) = α0e−iΩt ; thus we can introduce an envelope α¯ (t) = α (t)e+iΩt = α0, which has no dynamics.
To see why this process is described as ‘moving to a rotating frame,’ note that the original phasor
α—that rotates at Ω—has been converted into a stationary phasor α¯; it is as if our new real and
imaginary axes are co-rotating with the original phasor.
3The procedure is closely related to moving to the interaction (Dirac) picture [50], and should not be confused with the
use of rotating spatial coordinates (‘references frames’) in classical mechanics.
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We will continue to use the overbar notation through this section, for pedagogical reasons, but note
that beyond that we will not make a notational distinction between the lab and rotating frames. This is
in line with the literature.
For the optomechanical Hamiltonian we perform the rotating frame transformation by introducing
an operator a¯ = a(t)e+iωDt which rotates at the drive frequency, and b¯ = b(t)e+iωMt . Then the
equations of motion in the ‘lab’ (original) frame
da
dt
= −iωLa+ 1ih¯
[
a, HˆOM
]
+
√
κ ain− κ2 a
db
dt
= −iωMb+ 1ih¯
[
b, HˆOM
]
+
√
Γ bTH− Γ2 b
can be converted to the rotating frame by using the product rule, viz.
da
dt
=
d
dt
(
a¯(t)e−iωDt
)
=
da¯
dt
e−iωDt− iωDa¯(t)e−iωDt .
The result is
da¯
dt
= i∆a¯+
1
ih¯
[
a¯, HˆOM
]
+
√
κ a¯in− κ2 a¯
db¯
dt
=
1
ih¯
[
b¯, HˆOM
]
+
√
Γ b¯TH− Γ2 b¯.
Note that the noise operators have the same statistics as before because they are all Markovian. The
quantity ∆= ωD−ωL is the detuning; when the cavity is driven below resonance ∆< 0.
Expressing the interaction part of the Hamiltonian in terms of the rotating operators gives
H¯OM = h¯αg0
(
a¯†b¯e−i(ωM+∆)t + b¯†a¯e+i(ωM+∆)t + a¯b¯e−i(ωM−∆)t + a¯†b¯†e+i(ωM−∆)t
)
. (2.10)
On the face of it, we have only made things more difficult by moving into a rotating frame; the
Hamiltonian now has explicit time dependence! Fortunately, from this point it is simple to apply a
common approximation which will dramatically simplify the Hamiltonian.
2.2.2 Resonant drive
To introduce some of the terminology which will be used in the following sections, let us briefly
consider the ∆= 0 (resonant) case. The optical mode thus evolves according to
δ ˙¯a =−ig0 |α|
(
b¯e−iωMt + b¯†e+iωMt
)
+
√
κ δ a¯in− κ2 δ a¯.
It is evident from the first terms that the mechanical mode is scattering photons by ±ωM; the b¯ term
annihilates a phonon to create a photon of higher energy, whilst the b¯† term absorbs energy from a
photon to create a phonon. The scattered photons effectively form two new fields that are known as
sidebands because they sit symmetrically around the pump frequency. It is common practice to refer to
the higher-frequency sideband as the ‘blue’ sideband, and the lower-frequency as the ‘red’. In § 3.5.3
we will see how sidebands can be used to describe a modulation of the drive field; it turns out that
in the resonant case the optical field acquires a phase modulation that depends on XM. This allows
measurement-based feedback cooling (§ 2.3.1).
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Figure 2.2: Depiction of sideband cooling and parametric heating.
i) Optomechanical sideband cooling. The pump (tall purple peak) is detuned by one resonance
frequency to the red of the cavity resonance (dashed cyan line). The anti-Stokes (AS) scattering
process is resonantly enhanced, leading to annihilation of phonons from the mechanical mode. This is
approximately a beamsplitter interaction.
ii) Optomechanical parametric heating. Detuning the pump to the blue of the cavity resonance
suppresses the anti-Stokes peak and enhances Stokes (S) scattering, leading to the creation of correlated
pair of excitations in the optical and mechanical modes. In the quantum limit this performs a two-mode
squeezing operation which can generate bipartite entanglement.
Insets show the anti-Stokes and Stokes scattering terms. Photons at the pump frequency are shown as
purple lines; photons inside the cavity are cyan. Phonons are shown as dotted black lines.
2.2.3 Sideband cooling
Consider driving the cavity at ∆ = −ωM. In the literature this is referred to as driving ‘on the red
sideband’. Eqn (2.10) becomes
H¯OM,red = h¯αg0
(
a¯†b¯+ b¯†a¯+ a¯b¯e−2iωMt + a¯†b¯†e+2iωMt
)
.
We will now introduce the rotating wave approximation (RWA), which is used extensively through-
out quantum optics, quantum electrodynamics, nuclear magnetic resonance, and other fields of physics.
Physically, the RWA amounts to neglecting interactions that are far off-resonant, because they ‘average’
to zero over the timescales on which resonant processes evolve [70]. Mathematically, the essential
idea is to drop terms that oscillate quickly compared to the evolution of the envelope operators. Thus,
if ωM is sufficiently large compared to g0, κ , and Γ, we may assume that 2ωM is ‘fast’ and drop the
last two terms of H¯OM,red. This leaves
H¯OM,red = h¯αg0
(
a¯†b¯+ b¯†a¯
)
. (2.11)
In fact, this is the Hamiltonian that generates a beamsplitter transformation [5, 50]. The first term
annihilates a phonon and creates a photon, whilst the second term represents the complementary
process of annihilating a photon to produce a phonon.
In the presence of the strong, detuned pump we see anti-Stokes scattering; a phonon provides the
energy needed to allow a drive photon into the cavity mode. A graphical depiction is given in Fig. 2.2,
panel i). This effect underlies sideband cooling, an active cooling technique that can be thought of as
a continuous beamsplitter interaction that swaps vacuum noise onto the mechanical state. Sideband
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cooling to the quantum ground state was a key experimental goal in the community, until it was
achieved in both optomechanical [15] and electromechanical [16] devices in 2011. In optomechanics,
an oscillator is said to be ‘ground state cooled’ or ‘near ground state cooled’ if 〈nˆM〉< 1.
Unlike the classical case, where the oscillator may be made arbitrarily cold, the quantum treatment
of sideband cooling reveals that there is a fundamental minimum achievable temperature [84]. Its
origin is radiation pressure noise caused by the photon statistics of the drive field. For a coherent
drive [85] the minimum occupancy when driven on the red sideband is
〈nˆ〉min =
Γn¯H+Γoptn¯opt
Γ+Γopt
, (2.12)
with
Γopt
∣∣
∆=−ωM = Γ
CM
1+(κ/4ωM)2
and
n¯opt
∣∣
∆=−ωM =
(
κ
4ωM
)2
.
Thus in the large-cooperativity (CM > n¯H 1) limit
〈nˆ〉min ≈
(
κ
4ωM
)2
,
which may be made arbitrarily small as the sideband resolution parameter ωM/κ is increased. Impor-
tantly, this implies that outside of the resolved sideband regime it is not possible to reach the ground
state [85]. Physically, this is because the neglected a¯b¯+ a¯†b¯† terms contribute to the overall interaction
and act to heat the oscillator.
This physics is startlingly similar to Raman cooling of trapped ions in the Lamb-Dicke or ‘tight-
binding’ regime [74], and, as we shall see in § 2.3, many of the schemes proposed for replacing
sideband cooling in the unresolved sideband regime are inspired by the ion trapping community.
The beamsplitter interaction also makes it possible to swap non-trivial quantum states from an
optical field onto the mechanical oscillator, and vice versa. This has been experimentally achieved at
the classical level in an optomechanical crystal [86], and at the quantum level in an electromechanical
device [87], where microwave fields travelling in a transmission line were successfully stored in the
vibrational mode of a compliant capacitor and read-out again.
A variety of other schemes exploiting the beamsplitter interaction have also been proposed,
e.g. [88–90].
2.2.4 Parametric heating and entanglement
The opposite case is, of course, driving on the blue sideband of the cavity. In this case ∆=+ωM, and
dropping the fast terms from Eqn (2.10) leaves
H¯OM,blue = h¯αg0
(
b¯a¯+ a¯†b¯†
)
. (2.13)
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This Hamiltonian is recognisable as a two-mode squeezing operation, which generates entanglement
between the mechanical and cavity modes [5, 50]. The first term can be interpreted as annihilating a
photon-phonon pair, whereas the second term creates a pair. In optomechanics the strong optical drive
biases the interaction towards creating a cavity photon and allowing the excess energy to become a
phonon.
If one does not have access to the optical mode then the extra phonons added to the oscillator
appear to simply be thermal noise, hence the term ‘parametric heating’ [70]. This is identical to
two-mode squeezing achieved in light, where each mode alone has thermal statistics, but when they
are allowed to interfere on a beamsplitter the output modes exhibit quantum squeezing.
In general, driving on the blue sideband leads to instability, because the light amplifies the
mechanical vibration. This places a limit on how much entanglement can be generated in any
experiment before nonlinearities become significant and saturate the process [91, 92]. Nevertheless,
two-mode entanglement has been generated and verified experimentally [93] in an electromechanical
system.
It has also been proposed that coupling two macroscopic oscillators to a single optical cavity
that is driven on the blue sideband can generate entanglement between the mechanical degrees of
freedom [94].
2.2.5 Limitations of the resolved sideband regime
Though there are powerful tools available to us in the resolved sideband regime, there are also potential
drawbacks. Firstly, it may not be possible or practical to achieve the necessary linewidths, as might be
the case for extremely low-frequency oscillators, or minuscule optical cavities (which tend to have
larger g0 and κ). If the requirement κ  ωM is met, the red and blue sidebands are so far-detuned
from the cavity resonance frequency that relatively large optical powers are required to populate the
cavity and boost the optomechanical coupling rate. This may be an issue in cases where the total
incident power is limited, such as when optical nonlinearities are significant in the input–output mode.
Conversely, when driven on-resonance the optomechanical interaction is effectively suppressed by
the fact that the Stokes and anti-Stokes sidebands lay far beyond the cavity resonance [70]. Finally,
a sideband-resolved optical cavity will severely distort sub-mechanical-period pulses because they
contain significant power outside of the cavity’s bandwidth.
2.3 Unresolved sideband limit
In the unresolved sideband regime κ is much greater than ωM, so the mechanical sidebands are also
cavity-enhanced. In essence, the cavity acts as an optical amplifier. This is a desirable property in
a number of situations, most notably in quantum-limited position and force sensing [95], where the
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standard quantum limit4 can be approached in the ‘bad-cavity’ regime [36,70]. A strongly-overcoupled
cavity also assists in permitting broadband sensor operation with high quantum efficiency (high escape
efficiency ηesc, Eqn (2.6)), both of which are crucial for many applications. For example, the advanced
LIGO detectors include a signal recycling mirror to increases their arms’ linewidths for precisely these
reasons [95].
As covered in § 2.2.5, the unresolved sideband limit is also the natural operating regime for low-
frequency and/or high-mass mechanical resonators, especially those coupled to miniaturised optical
cavities with small mode volumes, or ancillae with low resonance frequencies.
Many researchers have been pushing into the unresolved sideband limit and bringing it fully into
the fold of quantum mechanics. We will examine some of the techniques for quantum control that
have been developed in this regime.
Ground state cooling of macroscopic oscillators in the unresolved sideband regime was an un-
realised goal of the community until recently. The first experimental demonstration was performed
only this year [96] by Clark et al., who used an electromechanical device (further discussion below).
Nevertheless, there are dozens of unrealised and interesting proposals for other methods of cooling
and manipulating mechanical oscillators in the unresolved sideband regime. We will examine some of
these now.
Yong-Chun et al. [97] categorise cooling proposals into three categories.
• Parameter modulations. This class of proposal relies on controlling one or more of the system
parameters, typically the optomechanical coupling rate or the mechanical frequency. One key
example is the work of Machnes et al. [98,99], which predicts rapid cooling in both the resolved
and unresolved sideband regimes. They show that interference between multiple sub-period
pulses can cancel off the ‘heating terms’ (a¯b¯+ a¯†b¯†) in the optomechanical interaction, leaving
only the cooling terms (a¯†b¯+ b¯†a¯). The concept of suppressing undesirable interactions by
coherent cancellation is borrowed from related schemes in ion trapping [98]. Other parameter
modulation schemes involve varying the detuning [88], the optomechanical coupling rate [89],
the mechanical frequency [100–102], and the input optical power [101]. Measurement-based
feedback (§ 2.3.1) may be considered to be a special case of a parameter modulation.
• Hybrid systems. Another route to achieving quantum control beyond the resolved sideband limit
is to interface the optomechanical device with an auxiliary quantum system. Superconducting
circuits [103], cold atoms (to be discussed in § 2.3.3), ions, nitrogen–vacancy centres in diamonds
[104], and various other ancillae have been proposed in the literature [105, 106]. In this thesis
we will concentrate on cold atoms. Note that hybrid systems are predicted to allow much more
than simply cooling.
• Novel coupling mechanisms. Finally, we may turn to more general optomechanical couplings
than those discussed thus far. Some examples are provided in § 2.4.
4The standard quantum limit to continuous position measurement arises because the phase and amplitude noise of
light are noncommuting variables. Pumping more strongly decreases the phase noise of the measurement, but increases the
back-action due to radiation pressure shot-noise. The SQL is the point at which these are balanced [70].
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We argue that there are two further categories that are not covered by the above.
• Multimode optomechanics. One can easily imagine generalising the treatments thus far
to including multiple optical and/or mechanical modes. This can allow exploitation of me-
chanical scattering between different optical modes, or vice versa, leading to effects such as
optomechanically-induced transparency (OMIT) [107–110] and optomechanically-induced ab-
sorption (OMIA) [111]. For example, Ojanen and Børkje [112] have proposed that interference
between different scattering paths can suppress optical heating and allow ground state cooling
in the unresolved sideband limit. In one of their schemes an auxiliary cavity must be sideband-
resolved, but a second scheme removes this limitation by introducing a fourth mode 5. Related
work by Liu et al. also predicts ground state cooling using OMIT [113].
• Nonclassical optical resources. A beautiful theoretical study and experimental demonstration
by Clark et al. [96], published quite recently, shows the power of using nonclassical states of
light in the unresolved sideband regime. Injecting nonclassical squeezed light into the cavity
permitted them to reduce the radiation pressure back-action below that generated by a typical
coherent state drive. Remarkably, they found that above a finite critical squeezing parameter it
is possible to arrange for the effective optical bath temperature to be precisely zero, unlike the
resolved sideband case where this is only achieved asymptotically [96]. Using this method they
cooled an electromechanical oscillator to 〈nˆmin〉= 0.19±0.01 with a sideband resolution factor
of only ωM/κ = 0.3.
2.3.1 Measurement and feedback
In a classical setting it is quite natural to consider measuring the state of the system and then performing
some form of feedback to alter its dynamics. In the language of control theory, one obtains an error
signal from the ‘plant’ (system), and the ‘controller’ processes this signal in order to actuate the
plant. It is not immediately clear that such a scheme will work in the quantum regime because the
uncertainty principle enforces a measurement–disturbance relation, but calculations and experimental
demonstrations have demonstrated its utility.
In the context of optomechanics, ground state cooling via feedback was proposed by Mancini
et al. in 1998. They considered measuring the phase fluctuations exiting an optomechanical cavity
using homodyne (§ 3.5) detection. The resulting signal is ideally composed of two components: one
corresponding to the mechanical position, and the other to the vacuum phase noise. By differentiating
this one obtains a signal proportional to momentum, which can be used to exert a force on the oscillator
such that FˆFB ∝−pˆM. This damps the resonator without introducing extra thermal noise.
Classically, such a set-up can make the oscillator arbitrarily cold, because the measurement noise
can be zero. In the quantum case one finds that a minimum temperature emerges because of the
5In this second proposed scheme, Ojanen and Børkje also allow one oscillator to modulate the rate of photon exchange
between two optical cavities, rather than the cavity resonance frequency directly [112].
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vacuum phase noise. In the unresolved sideband regime with high cooperativity C n¯ this is given by
〈nˆ〉min ≈
n¯
2C
.
Genes et al. [114] have proven that feedback cooling is best implemented in the unresolved sideband
regime.
Optomechanical feedback cooling has been demonstrated in a number of experiments [115,
116], and the existence of an optimum feedback gain—a feature that arises from the optical phase
noise—confirmed [117]. Actuation has been performed electrostatically [117–120], and by amplitude
modulating a bright auxiliary optical field [116, 121, 122].
A modified form of ‘stochastic feedback’ is predicted to even allow quantum squeezing of the
mechanical motion [123].
2.3.2 Coherent control
Given the successes of feedback control we are compelled to ask if we might do better by eliminating
the measurement step i.e. allowing the controller and actuator to also be quantum systems that process
and feedback quantum information, not a classical measurement record [124]. This avoids introducing
projection noise associated with continuous measurement. Schemes based on this idea are examples of
coherent control, proposed by Lloyd in 2000 [124].
The hybrid and pulsed optomechanical systems that we will discuss below (§ 2.3.4 and § 2.3.3)
may be considered to be forms of coherent control.
2.3.3 Hybrid atom–optomechanics
A hybrid atom–optomechanical device couples atomic degrees of freedom to the motion of a mechanical
oscillator. The atoms can be considered to be a quantum ‘handle’ with which to manipulate the
mechanical oscillator; they thus constitute the controller portion of a coherent control system.
Atom–optomechanical devices can be broadly categorised into four varieties; internal or external,
and integrated or remotely-coupled. External systems couple to the motional degrees of freedom of the
atoms, instead of internal degrees of freedom such as electronic energy levels (or coherences between
them). Integrated systems require the atoms and the mechanical oscillator to be close together in space,
whilst remotely-coupled systems relax this requirement.
• Internal & integrated. These are by far the most theoretically-researched hybrid atom–
optomechanical systems to date, being essentially cavity QED systems. A plethora of pro-
posals exist for two-level atoms [125–128], three-level atoms [129–132], and even four-level
atoms [133] inside optomechanical cavities.
Several studies predict mechanical cooling via the atom (e.g. [125, 132–134]) by either allowing
the atom to accept excitations from the mechanical oscillator and then spontaneously decay
into radiative modes, or by using coherences between the atomic energy levels to suppress the
heating terms in the optomechanical Hamiltonian [132–134].
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Additional effects such as mechanical bistability (also encountered in bare optomechanics [135]),
perfect photon absorption [136], photon blockade and anti-bunching [126], bi- and tri-partite
entanglement [129, 134, 137], and steady-state mechanical squeezing [127] have also been
predicted, usually in the atomic strong-coupling regime (where the atom–cavity coupling rate is
larger than the spontaneous decay rate). This is one hurdle to their realisation in experiments.
A second notable hurdle is integrating ultra-high vacuum apparatus—required for atomic
systems—with the cryogenic systems required for the mechanical oscillator to be pre-cooled
sufficiently to reach the quantum regime. This is a significant challenge, but one that has
been overcome by some groups (e.g. [138]). Alternative proposals call for atoms, or atom-like
emitters, to be embedded into the mechanical device itself (e.g. [139]).
• Internal & remotely-coupled. There are comparatively few proposals or experiments in this
case, where an oscillator is coupled to the internal degrees of freedom of a distant atom (or
ensemble thereof). Notable examples have come from the Treutlein, Hammerer, Zoller, and
Polzik groups [140–142]. All rely on the fact that a well-polarised spin ensemble can be
described in terms of its mean values and fluctuation operators which are analogous to the
position and momentum of a harmonic oscillator. In this setting the ‘spin’ ensemble is the
electronic energy levels of the atoms, and the coupling to light is provided by the Faraday
interaction [143].
The first proposal employs two sequential interactions to generate atom–mechanical entangle-
ment. A travelling wave optical mode is allowed to transmit through an optomechanical cavity,
and the resulting phase fluctuations are converted into Faraday-active polarisation rotations by a
filter. These are then allowed to interact with a cold atomic cloud. Measuring the output field
with homodyne (§ 3.5.1) detection projects the atoms and oscillator into an Einstein–Podolsky–
Rosen (EPR) [144] entangled state, which can be used as a resource to e.g. teleport a state
from the atomic ensemble to the mechanical resonator [140]. This is in principle essentially
independent of the mechanical thermal environment.
A second proposal uses the same effect, but allows the interaction to occur continuously in time
and does away with the measurement step [141]. This has the potential to ground-state cool
oscillators in the mega- to -gigahertz frequency range, and could permit the precise level of
control available for atomic internal states to be brought to bear on mechanical devices.
Recent work by the Polzik group (still in pre-print at the time of writing [142]) has used a
remotely-coupled hybrid system to experimentally realise the ‘quantum-mechanics-free sub-
system’ (QMFSS) concept introduced by Tsang and Caves in 2012 [145]. The essential obser-
vation is that the relative position of two oscillators can be made to commute with itself at all
times if one oscillator has a ‘negative mass’, i.e. the Hamiltonian is of the form
Hˆ =
pˆ21
2M1
+
M1Ω2xˆ21
2
− pˆ
2
2
2 |M2| −
|M2|Ω2xˆ22
2
.
Note that the second oscillator is not simply experiencing an inverted potential: it is stably
trapped, but adding an excitation to the negative-mass oscillator reduces its energy [145]. Such
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a ‘negative mass’ oscillator can be realised by preparing a spin ensemble in a highly-polarised
spin inversion state [142]. They used this to demonstrate a back-action evading measurement of
the relative position operator xˆ1− xˆ2. Such systems can evade the SQL to force and position
detection, making them attractive for sensor applications.
A final proposal [146] by Sanz-Mora et al. only deals with coupling via classical electromagnetic
fields.
• External & integrated. In this category the mirror is coupled to the motion of an atomic cloud
trapped in the intracavity field. One proposal by Singh et al. calls for a Bose-Einstein condensate
formed within the optical cavity [147], whilst Hammerer et al. [148] have predicted that a
single atom in a membrane-in-the-middle cavity can reach the strong coupling limit and permit
quantum state transfer.
Although multi-atom systems are rather complicated, Mesier et al. [149] showed that in many
situations the optical scattering from the atoms forms them into an effective Bragg ‘mirror’.
This permits one to understand the system dynamics in terms of a reduced description involving
only a single atomic position coordinate. This is widely-employed in the field of cold atom
optomechanics in rigid cavities (e.g. review in [72]).
Experimentally, the chief difficulty in realising these systems is integrating cryogenics into the
set-up to pre-cool the mechanical oscillator without compromising optical access for pumping,
or raising the pressure inside the chamber [138].
• External & remotely-coupled. This category is the most relevant to this thesis (see Chapter 4).
The atomic motion is coupled to a remote mechanical oscillator. This has the dramatic advantage
of allowing the two subsystems to be prepared separately i.e. there is no need to integrate
cryogenic apparatus with ultra-high vacuum systems. It is also eminently suitable for applications
involving low-frequency mechanical oscillators, as trapped atoms typically have mechanical
frequencies of only ωat ∼ 103–106 Hz.
Remotely-couple hybrid atom–optomechanical devices of this variety were first proposed by
Hammerer et al. [150], and experimentally realised by Camerer et al. [6]. They observed
incoherent coupling and sympathetic cooling in a system with no optical cavity, as seen in
Fig. 2.3. This was followed by a proposal to enhance the coupling using optical cavities [151],
which was then experimentally achieved in 2015 by Jo¨ckel et al. [152]. The system has been
used to cool a membrane to 650 mK from room temperature, and has recently been shown to
allow mechanical amplification via collectively-enhanced atomic motion [153].
Our contributions to this field will be examined in Chapter 4.
2.3.4 Pulsed optomechanics
In nearly all of the preceding discussion the cavity has been driven by a monochromatic or weakly-
modulated field. It is natural to ask what happens in the limit of a broadband drive field i.e. a pulsed
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Figure 2.3: Remotely-coupled hybrid atom–optomechanical device (realised by Camerer et al. [6]).
Light is incident from the right and reflects from the micromechanical membrane, forming a standing
wave into which atoms are loaded. The atoms scatter light out of the incident field as a function of
their position (xat), modulating the forward-scattered power P−∆P. This alters the radiation pressure
force ∆Frad exerted on the mirror (transmissivity t, reflectivity r, position xm). An effective X–X
coupling emerges when the optical field is adiabatically eliminated. Laser cooling of the atomic
centre-of-mass motion sympathetically cools the oscillator. Figure reproduced from [6], c© APS;
reused with permission.
optical input. This situation was first explored by Vanner et al. in 2011 [154], and has since enjoyed a
wealth of theoretical progress.
Deep sub-mechanical-period pulsed optomechanics generates a quantum non-demolition (QND)
interaction between the mechanical oscillator and pulse. QND interactions are accessible in the
resolved-sideband limit, but these interactions probe the envelope of the XM operator (the XM quadra-
ture), rather than the position itself [90, 155]. Both are forms of back-action evading measurements, in
that the measurement process does not disturb the measured operator [14].
The original proposal [154] was phrased in terms of measurement operators, which we will not
make use of in this thesis. Instead, we will provide the theory in a language that is relevant to our
discussion of pulsed optomechanical interfaces in Chapter 5.
Suppose that we have access to a broadband cavity with a small optomechanical coupling, such that
κωM g0. If a bright, pulsed pump beam is applied to the cavity the replacement a→α (t)+δa(t)
may be made, where the displaced annihilation operator δa(t) is zero mean and α (t) is the mean
intracavity amplitude induced by the pump. Then
Hˆ = h¯g0XM
(
|α (t)|2+α∗δa(t)+α (t)δa† (t)+δa† (t)δa(t)
)
.
These quantities are written with explicit time dependence to show that they depend on the pulse used
to illuminate the cavity.
As is common, we neglect the ‘small’ term δa† (t)δa(t) (cf. § 2.1.1). Thus we arrive at the
effective linearised Hamiltonian [154]
Hˆ = h¯ |α (t)|g0XMXˇL (t)+ h¯g0XM |α (t)|2 (2.14)
Throughout this section, and Chapter 5 we will write the time-dependent fluctuation operators with
a ‘check’ accent (·ˇ) to distinguish them from the collective pulse quadratures that we introduce below.
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The drive field is described by a mean amplitude αin (t), normalised such that the average number
of photons in the input pulse envelope is
N =
∫ ∞
−∞
dt |αin (t)|2 1,
and the instantaneous amplitude and phase noise operators, XˇL,in (t) and PˇL,in (t). The latter are defined
by analogy with the intracavity field. The optical field exiting the cavity is connected to the intracavity
mode and input field through the input–output relation, Eqn (2.5b). This takes the form
XˇL,out (t) =
√
κ XˇL (t)− XˇL,in (t) , (2.15)
with a similar expression holding for the phase fluctuations [50].
If the bandwidth of the pulse is large compared to both the mechanical frequency and the thermal
heating rate Γ× (n¯H+1/2) we may neglect the damped dynamics of the oscillator over the duration
of the interaction; furthermore, the large cavity linewidth (compared to the pulse bandwidth) allows
the optical fields to be adiabatically eliminated (as will be described in § 3.3.1). Together, these
approximations yield effective Langevin equations of the form
X˙M = 0 (2.16a)
P˙M = −8g0 |αin (t)|κ
(
XˇL,in (t)+ |αin (t)|
)
(2.16b)
XˇL,out (t) = XˇL,in (t) , (2.16c)
PˇL,out (t) = PˇL,in (t)− 8g0 |αin (t)|κ XM, (2.16d)
in which we have used (2.5b) to obtain (2.16c) & (2.16d).
Integrating (2.16a) and (2.16b) over the duration of the pulse and employing the fact that the pulse
envelope changes rapidly compared to ω−1M allows us to obtain the following transformation between
the initial and final mechanical operators (final operators are primed).
X ′M = XM,
P′M = PM+χ
√
N +χ
∫ ∞
−∞
dt
|αin (t)|√
N
XˇL,in (t) , (2.17)
where the interaction strength is χ =−8g0
√
N /κ . We see that the weighted optical amplitude fluctua-
tions have been transferred onto the mechanical momentum P′M, along with a classical momentum kick
χ
√
N . It is possible to subtract off the classical kick by performing a displacement on the mechanical
oscillator immediately after the interaction; this can be done using open-loop control with very little
added noise (e.g. [156]).
Motivated by the form of (2.17), we factorise the pulse envelope into the form αin (t) =
√
N f (t);
thus the integral of | f (t)|2 over the whole pulse is unity. Multiplying (2.16c) & (2.16d) by | f (t)| and
integrating, we find
X ′L = XL, P
′
L = PL+χXM, (2.18)
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in which the collective pulse quadratures XL and PL ([XL,PL] = [XM,PM] = 2i) have been defined by
XL =
∫ ∞
−∞
dt | f (t)| XˇL,in (t) ,
PL =
∫ ∞
−∞
dt | f (t)| PˇL,in (t) .
Note that these quadratures are zero-mean by construction. Similar relations hold for X ′L and P
′
L,
with the input fields replaced by XˇL,out (t) and PˇL,out (t) respectively.
The evolution described by (2.17) (including a mechanical displacement) and (2.18) is thus a
standard QND interaction between the mechanical oscillator and the collective quadratures of the
optical pulse;
X ′M = XM, P
′
M = PM+χXL, (2.19a)
X ′L = XL, P
′
L = PL+χXM. (2.19b)
Each oscillator acquires information about one quadrature of the other during this interaction. This is a
back-action evading in the sense that the light records the position of the mechanical oscillator without
affecting XM; all of the back-action goes onto the momentum operator 6.
Applications of pulsed optomechanics
The original proposal for pulsed optomechanics put forward that it may be used to create and verify
quantum states via measurement. In principle, the QND interaction allows one to project the position
into a sub-vacuum-variance state at the beginning of the preparation scheme, and a subsequent pulse
one quarter of a mechanical cycle later projects the orthogonal quadrature. One thus conditionally
achieves a very low entropy state. The Wigner function can then be reconstructed by performing
further QND measurements on identically-prepared states at different delay times a` la quantum state
tomography [157]. These predictions were experimentally tested by Vanner et al. [158] in a 2013
study that successfully cooled a mode of a cantilever ‘lollipop’ resonator from 1100 K7 to 16 K. To
our knowledge, this is the only pulsed optomechanics experiment realised to date.
A 2012 study by Pikovski et al. [159] suggested that pulsed optomechanics may be used to probe
putative Planck scale physics, on the grounds that the canonical commutation relation [xˆM, pˆM] = ih¯1
must require modification if there is a minimum possible length scale. Their scheme requires four
pulsed QND interactions that map the commutator onto the optical field for sensitive read-out.
Khosla et al. [160] showed that pulsed optomechanics can be used to generate an optomechanical
geometric phase—an additional phase that depends upon, in this case, the area enclosed by a loop
traversed through phase space. This can permit the generation of states with Wigner negativity [160].
Recently, the same authors have proposed a means of performing quantum state preparation and
tomography outside of the quantum coherent oscillation (Q> n¯) regime by employing recycled pulses
6Of course, the free evolution of the oscillator will rotate the back-action on PM into XM at later times.
7The bulk material was at room temperature, but an incoherent drive was applied prior to the first pulse to raise the
mode temperature to 1100 K.
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with short delays between them [71]. In § 6.8 we will see one scenario where this could potentially be
applied.
As a final example, Vostrosablin et al. have shown that two oscillators that interact in serial
with a common optical mode via QND interactions can become entangled [161]. This scheme
requires classical measurement and feedforward to complete the entangling process between the distant
mechanical oscillators. A related procedure proposed by the same authors could allow entanglement
to be generated between multiple optical modes using a pulsed optomechanical transducer [162].
2.4 Other optomechanical couplings and techniques
The literature review provided above has not come close to doing full justice to the breadth of
optomechanics and related topics. In the interests of completeness, in this section we will list some
exciting sub-fields which we are not going to touch upon in the remainder of this thesis.
• Optomechanics with nonlinear mechanical devices can be used to investigate the quantum-to-
classical transition and a means of creating nonclassical states [163].
• Alternatively, nonlinear optomechanical measurement and control can be used to create nonclas-
sical states of linear oscillators [164, 165].
• There are systems in which the optomechanical coupling is quadratic in XM [47,166,167], which
can enable phonon number measurements.
• If the oscillator modulates the cavity linewidth instead of its frequency the system is said to
be dissipatively coupled [168–173], as opposed to the dispersive (frequency-shifting) coupling
which we consider in this thesis. This has been realised experimentally [174].
• Photothermal or bolometric forces—forces induced by optical absorption within the material
of the resonator—can be used for quantum optomechanics. Ironically, it is possible to cool a
mechanical mode by heating the bulk material [175]. This may be encouraged by choosing the
material carefully [176]. One intriguing application is to the photothermal control of third-sound
(thin film) waves in He-3 superfluids coated on whispering gallery-mode resonators [177, 178].
• Hybrid optoelectromechanical systems can be used to interface optical and microwave phonons
at the single-quantum level. It is hoped that this will provide a means of connecting fibre
networks to processing nodes in a ‘quantum internet’ [103, 179–183].
Comprehensive reviews can be found in the literature (e.g. [5, 31, 37, 105]), and in the textbooks that
are beginning to emerge in the field [70, 72].
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Chapter 3
Tools of the trade
In this chapter we will introduce and describe several theoretical and experimental tools which will be
used throughout what follows. The intent is to provide useful background for those reading this thesis,
and to assist those who might benefit from applying these tools in their own research setting. We have
assumed familiarity with elementary quantum mechanics throughout. A ‘primer’ on quantum optics
notation and terminology has been provided in § 1.3.
3.1 Describing quantum states
In classical physics we are usually able to specify the behaviour of a system with a finite number of
quantities: position, momentum, orientation, and so forth. Quantum mechanics generally requires a
more complicated method of specifying the state of a system. In this thesis we will make heavy use of
the covariance matrix formalism and the Wigner function, which we introduce in this section.
3.1.1 Covariance matrices
Recall that any pure state |ψ〉 has an associated density operator ρˆψ = |ψ〉〈ψ| such that the expectation
value of an arbitrary operator Oˆ is given by
〈
Oˆ
〉
= Tr
{
ρˆOˆ
}
. This property holds for incoherent
mixtures of states, where the density operator becomes
ρˆ =∑
j
P j
∣∣ψ j〉〈ψ j∣∣
for any partitioning of ρˆ into pure states
∣∣ψ j〉 (that are not necessarily orthogonal). The positive, real
weighting factors are interpreted as classical probabilities, and soP j must sum to unity.
If we know the density operator ρˆ then it is in principle straightforward to apply the Born rule
to calculate the full statistics of any observable Oˆ = Oˆ†, where the dagger indicates the Hermitian
conjugate. Conversely, if the full statistics of all observable operators (including their higher moments)
are known then we can reconstruct ρˆ . This is in general an extremely difficult problem to tackle for
arbitrary continuous variable states [157], potentially requiring an infinite set of moments. However, it
35
36 CHAPTER 3. TOOLS OF THE TRADE
often happens that the statistics of all operators are Gaussian i.e. all higher-order moments of their
probability distributions are determined solely by the first and second moments. When this is the case
a quite compact description can be employed: the covariance matrix.
The simplest case of interest is a single mode harmonic oscillator with dimensionless position and
momentum X and P satisfying [X ,P] = 2i. All observable operators for this system can be built entirely
from X and P (e.g. the Hamiltonian is ∝ X2 +P2), so if we know their statistics we can calculate
everything else. Let us arrange the operators into a vector-like object X = (X P)T. The covariance
matrix V is then given by
V =
1
2
[〈
δX δX T
〉
+
〈
δX δX T
〉T]
, (3.1)
where δX =X−〈X〉 describes the fluctuations away from the mean value 〈X〉. To understand the
meaning of each element of V we will expand the definition in terms of the individual fluctuation
operators δX and δP to obtain
V =
( 〈
δX2
〉 1
2 〈δXδP+δPδX〉
1
2 〈δXδP+δPδX〉
〈
δP2
〉 ) .
In this form it is clear that the diagonal elements are the variances of X and P respectively, whilst the
off-diagonal element (there being only one unique element because V =V T) measures the strength of
correlations between X and P. With this definition the covariance matrix of any coherent state is equal
to the identity matrix.
It is worth noting that the elements of V are always real, and that the Heisenberg uncertainty
principle requires det{V} ≥ 1. This is because the eigenvalues of V can be identified as the variances
of the squeezed and antisqueezed quadratures.
Multimode covariance matrices
It is possible to extend the definition of the covariance to include n modes; one simply uses Eqn (3.1)
with δX = (δX1 δP1 δX2 δP2 · · · δXn δPn)T. The nth 2×2 diagonal block can be interpreted as the
covariance matrix for the nth mode once all other modes have been traced out. Off-diagonal blocks
encode the correlations between the modes.
Note that in the multimode case the eigenvalues of V do not correspond to the squeezed and
antisqueezed quadrature variances; instead, the symplectic eigenvalues correspond to the maximum
and minimum variances in a common mode basis. We will not make use of this feature in this thesis.
Common covariance matrices
Some common covariance matrices are given in Tab. 3.1. It is worth noting that any Gaussian state
can be generated by applying squeezers, rotations, and displacement operators to a thermal state, so
that an arbitrary (single-mode) Gaussian state is characterised entirely by the finite set of numbers
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State Covariance matrix
|0〉 1
Thermal (2n¯+1)1
Squeezed
(
cosh(2rs)− sinh(2rs)cos(2θs) −sinh(2rs)sin(2θs)
−sinh(2rs)sin(2θs) cosh(2rs)+ sinh(2rs)cos(2θs)
)
Generic S(rs,θs)Vthermal ST(rs,θs) = (2n¯+1) S(rs,θs)ST(rs,θs)
Table 3.1: Some common single-mode covariance matrices which will be encountered in this thesis.
The thermal state is characterised by a single parameter, n¯, which is the thermal occupancy of the
mode. The squeezed (vacuum) state requires two parameters: the squeezing magnitude rs and the
squeezing angle θs. A generic covariance matrix may be obtained by squeezing a thermal state; the
squeezing operation is represented by the matrix S (rs,θs). Note that displacement operations alter the
mean values 〈X〉; they do not alter the covariance matrix.
{n¯,rs,θs,〈X〉}. For this reason, squeezers, displacements, and rotations are known as Gaussian
operations1.
3.1.2 Wigner functions
A well-known method of specifying the state of a classical particle is to give its location in phase space:
that is, its position and momentum at a given time t. If this and the Hamiltonian are known then it is
possible to determine the trajectory that the particle will follow in the future. In the quantum setting
this is not possible because the uncertainty principle forbids us from specifying a single point in phase
space; there are no simultaneous eigenstates of position and momentum. we must instead settle for
some sort of distribution. Although many different proscriptions for associating a density operator ρˆ
with a phase space distribution exist—including the Glauber–Sudarshan P-function [51, 185], and the
Husimi Q-function [186]—in this thesis we will only make use of the Wigner function, W [187], and
the characteristic function, χ .
We have selected the Wigner function because it does not suffer from any singularities—unlike
the P-function—and it furnishes us with a relatively simple metric for nonclassicality—unlike the
Q-function. W (r) is therefore well-suited to use in numerical calculations. We discuss these features
further in § 3.2.
Formally, the Wigner function W is a real-valued function of the phase space point r = (x p)T,
where the position coordinate x and its conjugate momentum p can be interpreted as eigenvalues of
the dimensionless position and momentum operators2. It behaves very similarly to a classical joint
1Any Hamiltonian that can be expressed as a quadratic form generates a Gaussian operation [184].
2This sets our normalisation convention for the Wigner function.
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probability distribution, in that ∫ ∞
−∞
d2rW (r) = 1 (3.2a)∫ ∞
−∞
dx W (r) = 〈P| ρˆ |P〉 (3.2b)∫ ∞
−∞
dp W (r) = 〈X | ρˆ |X〉 ; (3.2c)
i.e. it is normalised and it reproduces the correct marginal distributions when the orthogonal axis
is integrated out. Note that the right-hand sides of Eqn (3.2b) and Eqn (3.2c) are precisely the
probability densities obtained from the Born rule. We have used the convention X |X〉= x |X〉 with
〈X |X ′〉= δ (x− x′). The second property holds for any orthogonal pair of quadratures, not just X and
P. However, as we shall see, W does have peculiarities that are not permitted in proper probability
distributions, such as taking on negative values. For this reason the Wigner function is usually referred
to as a quasiprobability distribution.
Formal definition: single mode
We will first introduce the characteristic function, defined by
χ (β ) = Tr
{
ρˆDˆ(β )
}
, (3.3)
where β is a complex number and Dˆ(β ) is the displacement operator defined in the usual way, i.e.
Dˆ(β ) = exp
{
βa†−β ∗a
}
, (3.4)
with a = (X + iP)/2.
As the name implies, χ is the quantum analogue of the characteristic function encountered in
classical probability theory. For our purposes, it is sufficient to note that χ is one-to-one with the
density matrix ρˆ , such that one may be uniquely recovered from the other; χ therefore suffices to
totally characterise the state [50].
Unfortunately, χ is also rather difficult to visualise, as it is generally complex-valued. However,
we can recover the real-valued Wigner function from it via the transformation
W (r) =
1
(2pi)2
∫
d2β χ (β )exp{−ir ·ϖβ} , (3.5)
in which
ϖ =
(
0 1
−1 0
)
and β = (ℜ{β} ℑ{β})T. Note the useful properties ϖ T = −ϖ and ϖ ϖ T = ϖ Tϖ = −1). The
inverse transformation is
χ (β ) =
∫
d2rW (r)exp{+ir ·ϖβ} . (3.6)
These transformations are sometimes called symplectic Fourier transforms, and are closely related to
the Fourier transform that we will introduce in § 3.3.1. This allows us to see that β can be interpreted
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as a vector in the space that is reciprocal to phase space, much as time and frequency are reciprocal
variables.
From Eqn (3.5) we can see several useful properties of the Wigner function.
• W (r)< 0 is possible for some finite subset of the phase space (it cannot be everywhere negative
because of the normalisation property Eqn 3.2a). The meaning of Wigner negativity is discussed
in § 3.2. It can be proven that all non-Gaussian Wigner functions that correspond to pure states
must violate non-negativity [188].
• W (r) is bounded above and below: |W | ≤ 1/2pi .
• W (r) for a mixed state is the normalised sum of W (r) for each component pure state (for any
partitioning of the mixed state into pure states). That is, for any set of Wigner functions Wj
corresponding to pure states
∣∣ψ j〉 (that are not necessarily orthogonal) we may write
ρˆ =∑
j
P j
∣∣ψ j〉〈ψ j∣∣⇔W (r) =∑
j
P jWj (r)
where the weightsP j sum to one. Note that this property does not hold for pure state superposi-
tions.
• For any operator f one may calculate the corresponding function on phase space f˘ using the
Weyl transform.
f˘ (r) =
1
pi
∫
d2β Tr
{
f Dˆ(β)
}
exp{−ir ·ϖβ} .
Note the close relationship between this and the definition of the characteristic function. It is
also important to note that in general the Weyl transform of a product of operators is not equal
to the product of their Weyl transforms. Functions of only one quadrature (e.g. f (X) or f (P))
are useful exceptions.
• The expectation value of an operator f is determined using
〈 f 〉=
∫
d2rW (r) f˘ (r) .
• As a corollary of the above, the purity of the state is given by
Tr
{
ρˆ2
}
= 4pi
∫ ∞
−∞
d2rW 2 (r)
• Similarly, the Schumacher fidelity [189]F = 〈ψ| ρˆ |ψ〉 between W and a target pure state with
Wigner function W|ψ〉 is
F = 4pi
∫
d2rW (r)W|ψ〉 (r) . (3.7)
Formal definition: multimode
It is possible to extend the definition of the Wigner function to include multiple modes in a higher-
dimensional phase space. Details are given in App. A.4. We will make some use of this in Chapter 5.
Gallery of Wigner functions
Some examples of important Wigner functions are given in Tab. 3.2. Related plots are shown in
Fig. 3.1.
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Figure 3.1: Examples of Wigner functions. Panels i)–iii) show Gaussian states; panels iv)–vi) show
non-Gaussian states. Wigner negativity appears as blue–white areas.
i) Ground state (|0〉). Its rotational symmetry demonstrates that the variance is equal in all directions
through phase space. All coherent states have the same Wigner function up to translations in phase
space.
ii) Thermal state with n¯ = 1. The Wigner function is still everywhere positive and rotationally
symmetric.
iii) Squeezed state with rs = 1 and θs = pi/3. The rotational symmetry is broken; the quadrature at
pi/3 is reduced to a variance below the ground state variance, whilst the variance in the orthogonal
direction is amplified.
iv) Wigner function of the Fock state |1〉. Unlike the Gaussian states, this Wigner function exhibits
extremely strong negativity near the origin.
v) A low-amplitude odd (−) cat state with α =√2 . The ‘interference’ pattern along the p axis and
the presence of strong negativity indicate coherence between the two ‘lobes’ at x =±2√2 .
vi) An incoherent mixture of the coherent states |α〉 with α =√2 . This is considered a ‘classical’
state because the Wigner function is everywhere positive, unlike the cat state in panel v). Note the
absence of the ‘interference’ fringes and their accompanying negativity.
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State χ (β ) W (x, p)
|0〉 exp
{
−12 |β |2
}
(2pi)−1 exp
{−12r ·r}
Thermal exp
{
−12 (2n¯+1) |β |2
}
(2pi (2n¯+1))−1 exp
{
− 12(2n¯+1)r ·r
}
Gaussian exp
{−12 βT ϖ TVϖβ}×
exp{i〈X〉 ·ϖβ}
(
2pi |V |1/2
)−1
exp
{
−12 δrTV−1δr
}
|1〉 exp
{
−12 |β |2
}(
1−|β |2
)
(2pi)−1 exp
{−12r ·r}(r ·r−1)
|2〉 12 exp
{
−12 |β |2
}(
2−4 |β |2+ |β |4
)
(4pi)−1 exp
{−12r ·r}×(
2+ p4+ x4−4x2−4p2+2p2x2)
|n〉 e− 12 |β |2Ln
(
|β |2
)
(2pi)−1 (−1)n exp{−12r ·r}Ln (r ·r)
Cat (α)
(
1± e−2|α|2
)−1
e−
1
2 |β |2×[
cosh [α∗β −β ∗α]±
e−2|α|
2
cosh [α∗β +β ∗α]
] e− 12r·r
(
2pi
(
1± e−2|α|2
))−1×[
e−2|α|
2
cosh(2r ·α)±
cos(2r ·ϖα)
]
Table 3.2: A selection of Wigner functions and their characteristic functions. In the Gaussian
expression δr = r−〈X〉. The nth Fock state is |n〉, andLn is the nth Laguerre polynomial defined by
Ln (x) = ex (n!) d
n
dxn [x
ne−x]. The odd and even (± respectively) ‘cat’ states are pure superpositions of
coherent states, parametrised by the coherent amplitude α such that |ψ±〉 ∝ |α〉± |−α〉.
3.2 Classifications of nonclassicality
Deciding what is and is not ‘truly quantum mechanical’ has been a vexing problem since the earliest
days of quantum theory. There have been numerous attempts to categorise quantum states according
to how nonclassical they are—in the sense that classical mechanics or classical statistical mechanics
fail to account for their experimental properties—but there is still no single widely-accepted metric
for nonclassicality [190]. In this section we will provide a brief discussion of Wigner negativity, one
of the most widely-used nonclassicality metrics in the optomechanics community. We do not intend
to be thorough—whole theses have been written on such topics [191]!—but only to provide some
justification for using the Wigner function (§ 3.1.2) over other possible phase space distributions.
There are many possible ways of associating a quantum state with a phase space distribution
[192], but for practical reasons the three most common are the P-function, Wigner function, and
Q-function. These correspond to the extreme choices of calculating the characteristic function using
normally-ordered expectation values, symmetrically-ordered expectation values, or anti-normally-
ordered expectation values, respectively [50].
The definitions of the P-function PGS (α) [51, 185] and Q-function QH (α) [186] are as follows;
ρˆ =
∫ ∞
−∞
d2α PGS (α) |α〉〈α| (3.8a)
QH (α) =
1
pi
〈α| ρˆ |α〉 . (3.8b)
Many nonclassicality metrics rely on the fact that these distributions—much like the Wigner function—
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do not always fulfil the requirements of a classical probability density, especially normalisability and
non-negativity.
Firstly let us note that the Q-function is always well-behaved, in the sense that it is non-negative
and normalisable by definition. The former property holds because of the positivity of the density
matrix, and the latter because of the resolution of the identity in terms of coherent states, viz.∫
d2α QH (α) =
∫ d2α
pi
〈α| ρˆ |α〉= Tr{ρˆ}= 1.
However, it does not reproduce the correct marginal distributions, and so cannot be interpreted as a joint
probability density under any circumstances. For these reasons we will not consider the Q-function as
a useful indicator of nonclassicality, nor employ it in calculations in this thesis.
As noted by many authors (e.g. [50]), the non-orthogonality of the coherent states means that PGS is
not a genuine probability distribution either. However, unlike the Q-function, for some quantum states
the P-function fails to be non-negative and normalisable. In this interpretation, a ‘nonclassical’ state is
one that has a pathological P-function. Physically this means that the state cannot be represented by a
statistical mixture of coherent states. The merits of this definition of non-classicality are discussed at
length in [191].
Squeezed states are an excellent and experimentally-relevant example of states with pathological
P-functions. To see this, note that the variance of the squeezed quadrature is lower than that of the
vacuum fluctuations of a coherent state. We would therefore expect the squeezed state’s P-function to
be narrower than that of a coherent state. This causes a problem; the P-function of a coherent state |β 〉,
PGS,β = δ 2 (α−β ), cannot be made narrower in any direction. Something has to give, and the full
calculation reveals that in this case it is the non-negativity; the P-function of a squeezed state in fact
depends on the derivative of the Dirac δ , which necessarily has negativity (see App. A.5). On this basis
it can be argued that squeezed states are non-classical. This might manifest in experimentally significant
ways, such as some amplitude-squeezed states showing nonclassical photon anti-bunching [193].
The above assertion—nonclassicality of the squeezed state on the grounds of pathological PGS (α)—
is sometimes rebutted by noting that the Wigner function of the squeezed state (as stated in Tab. 3.2)
fulfils nearly all of the requirements of a classical probability density; it is normalised, non-negative,
and reproduces the correct marginal distributions 3. This implies that squeezed states are ‘classical’, in
the sense that one can construct a local hidden variable theory that explains the statistics of quadrature
measurements [194]. We are thus led to consider that there may be different ‘degrees’ of nonclassicality,
beginning with ill-behaved PGS and increasing towards the violation of Bell and Bell-type inequalities4.
Throughout this thesis we will consider negativity of the Wigner function to be a sign of nonclas-
sicality stronger than that of the squeezed state. This is a qualitatively useful approach that is often
employed in the optomechanics literature. We should note that the use of Wigner negativity as a quanti-
tative nonclassicality metric is justified in many cases [194] but is still poorly understood. Furthermore,
divining an operational interpretation of Wigner negativity is notoriously difficult [194–196].
3In fact, the Wigner function is a Gaussian convolution of the P function with the vacuum noise [50].
4Obviously this requires a multi-mode description.
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3.3 Solving equations of motion
As discussed in § 2.1.1, the optomechanical interaction is intrinsically nonlinear. However, in many
cases we may readily linearise it. This process of linearisation is ubiquitous in quantum optics, so we
will only provide discussion on linear equations of motion in what follows.
3.3.1 Linearised Langevin equations
Consider a Langevin equation of the form
dq
dt
= Aq (t)+f (t) (3.9)
where q is an n-element vector containing the n-many system operators, A is an n×n time-independent
matrix, and f (t) is a vector of noise operators. Equations of this form—systems of linear first-order
ordinary differential equations with additive noise—appear extremely frequently in the optomechanics
and quantum optics literature.
There are two typical methods of solving systems in the form of Eqn (3.9); one may diagonalise
and solve the time domain problem, or one may use a Fourier transform to find the steady-state
properties of the system in the frequency domain. The former is most useful when transient dynamics
are important, whilst the latter is more easily connected to experimental measurements made using a
spectrum analyser.
Time domain approach
Calculations made in the time domain can be useful when we are interested in transient behaviours,
such as how a particular initial state evolves towards the steady-state, or when the system is unstable
and frequency domain methods do not converge.
Let us suppose that Eqn (3.9) is non-trivial (A is not proportional to the identity 1) and that A is
diagonalisable, which is always true for linear, Hamiltonian equations of motion. Then A = PDP−1,
where D is the diagonal matrix containing the eigenvalues of A, and P is formed from the eigenvectors
of A. From this we define a new set of operators b= P−1q, such that
db
dt
= Db+P−1f (t) .
Employing an integrating factor allows us to write
b(t) = eDtb(0)+
∫ t
0
dt ′ eD(t−t
′)P−1f
(
t ′
)
.
Thus if we multiply through from the left by P we obtain
q (t) = PeDtP−1q (0)+
∫ t
0
dt ′ PeD(t−t
′)P−1f
(
t ′
)
,
which can be written as
q (t) = M (t)q (0)+F (t) (3.10)
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in which the homogeneous component is described by
M (t) = PeDtP−1,
and the aggregated noise is
F (t) =
∫ t
0
dt ′ M
(
t− t ′)f (t ′) . (3.11)
Note that, by definition, M (0) = 1.
This is an extremely useful result, because it shows that the influence of the noise on the dynamics
is described by the exact same matrix, M, as the homogeneous part of the evolution. If we know the
solution to the homogeneous equations—essentially the classical physics—we may immediately write
down the solution to the nonhomogeneous equations. Another important property of Eqn (3.10) is that
the initial conditions q (0) explicitly appear. As we will see below, in the frequency domain the initial
conditions do not play any role.
If the incoming noise is uncorrelated with the system—the typical case encountered in this thesis—
then Eqn (3.10) can be used to calculate the evolution of the covariance matrix according to
V (t) = M (t)V (0) M T (t)+VFF (t) , (3.12)
where we have introduced the covariance matrix of F (Eqn (3.11)), VFF. This is easily found by
substituting Eqn (3.10) into Eqn (3.1).
A convenient corollary of Eqn (3.12) is that the system’s steady-state—if it exists—may be
determined in a relatively straightforward manner. For Gaussian noise and det{M (t)}< 1 we obtain
the steady-state covariance matrix
VSS = limt→∞
∫ t
0
dt ′
∫ t
0
dt ′′ M
(
t− t ′)(〈f (t ′) f T (t ′′)〉+ 〈f (t ′′) f T (t ′)〉T
2
)
M T
(
t− t ′′) . (3.13)
The condition det{M (t)} implies that the homogeneous dynamics are stable.
If the noise is also Markovian we can write(〈
f (t ′) f T (t ′′)
〉
+
〈
f (t ′′) f T (t ′)
〉T
2
)
=N δ
(
t ′− t ′′) ,
so
VSS = limt→∞
∫ t
0
dt ′ M
(
t− t ′)N M T (t− t ′) . (3.14)
Frequency-domain approach
In many situations it is beneficial to convert Eqn (3.9) to the frequency domain and consider its
behaviour there. This is particularly useful when the time-dependent dynamics are extremely fast,
such that any realisable experiment inevitably averages measurement results over several cycles of the
system’s behaviour. A key example of this is quantum optical experiments, where the optical period is
on the order of 10−15 s and cannot be resolved by typical measurement devices.
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Mathematically, moving to the frequency domain (also called the ‘Fourier domain’) is achieved by
performing a Fourier transform on the equations of motion. For any well-behaved function of time,
f (t), there exists a function f˜ (ω) of (angular) frequency ω that is given by
f˜ (ω) =
∫ ∞
−∞
dt eiωt f (t) . (3.15)
The physical meaning of this is best intuited by considering the inverse transformation, viz.
f (t) =
1
2pi
∫ ∞
−∞
dω e−iωt f˜ (ω) . (3.16)
Eqn (3.16) makes it clear that f˜ (ω) contains the phase and amplitude information required to recon-
struct the function f (t) from the basis of harmonic waves e−iωt .
A number of useful relationships between the time and frequency domain can be drawn; a full list
is given in App. A.6. For the purposes of addressing the generic linear Langevin equation (Eqn (3.9))
the most important time–frequency domain relationship is Eqn (A.9c),
d f
dt
⇔−iω f˜ (ω) ,
because we may use it to write
−(iω1+A) q˜ (ω) = f˜ (ω)
q˜ (ω) = −(iω1+A)−1 f˜ (ω) , (3.17)
for all frequencies such that iω1+A is non-singular. Non-invertibility is generally only an issue when
the system has no loss or is strongly amplified i.e. has no steady-state.
As can be seen from Eqn (3.17), in the frequency domain we lose track of the initial condition
q (0), and thus this description is poor for understanding transient behaviours. However, it does have
several important uses, such as calculating variances in the steady-state without having to take explicit
long-time limits.
The connection between Eqn (3.17) and measurable quantities, such as variances, is the power
spectrum. The power spectrum S f f [ω] of a fluctuation operator f (t) with stationary statistics may be
calculated via the Wiener-Khinchin theorem [5], giving
S f f [ω] =
1
2pi
∫ ∞
−∞
dω ′
〈
f˜ † (−ω) f˜ (ω ′)〉 .
If f is a Hermitian operator then f (t) ∈ R ∀ t ⇔ f˜ (ω) = f˜ † (−ω) (cf.App. A.6), so5
S f f [ω] =
1
2pi
∫ ∞
−∞
dω ′
〈
f˜ (ω) f˜
(
ω ′
)〉
. (3.18)
This is the form that we will employ throughout this thesis, except as noted. Note that the power
spectra of most quantum operators are not symmetric in frequency like their classical counterparts [70].
5In general, the Fourier transform of the Hermitian conjugate of an operator is not equal to the Hermitian conjugate of
the Fourier transform of that operator. We will use f˜ † to refer to the conjugate of the transform.
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The steady-state variance of f (because 〈 f 〉= 0) is then determined by
〈
f 2
〉
=
1
2pi
∫ ∞
−∞
dω S f f [ω] . (3.19)
We note that the Fourier transform can also be used to solve nonlinear equations of motion, but
this situation is more complicated and only succeeds under specific conditions. This is because the
Fourier transform of a product of functions is related to the convolution of their individual transforms.
The time domain solutions are also extremely difficult—if not impossible—to analytically determine
in this situation.
Approximation: adiabatic elimination
In quantum optomechanics we may encounter coupling between systems with vastly different char-
acteristic timescales. This is especially true in the unresolved sideband regime, where the cavity
decay rate κ is much larger than the mechanical resonance frequency ωM. Under these circumstances
it is often expeditious to find an approximate solution to the equations of motion by exploiting the
separation of timescales in a procedure known as adiabatic elimination. One ‘fast’ dynamical variable
is ‘eliminated’ from the equations of motion, leaving the remaining ‘slow’ variables with new effective
equations of motion [197].
To motivate this approximation, let us consider a single cavity mode a1 that is pumped by an
external field ain,1. The linewidth of the cavity is κ1, so excitations decay from the cavity over a
timescale of κ−11 . Suppose we begin in the steady-state with respect to the drive, and then suddenly
change the pump intensity. The cavity mode will evolve towards a new steady-state over a timescale of
several κ−11 . This process can be repeated ad nauseam. Importantly, the cavity will retain no memory
of its previous configurations so long as the time between each sudden change is much longer than the
relaxation time κ−11 . One can then imagine taking the limit in which the abrupt changes tend towards
zero but occur arbitrarily frequently, and κ1 is made sufficiently large that the cavity still reaches
steady-state between each change. In this limit the abrupt jumps can be replaced by a slowly-varying
smooth function, and the cavity mode can be seen to be approximately in equilibrium with the drive
on any timescale relevant to the slow function. This is the essential observation behind adiabatic
elimination; the ‘fast’ degrees of freedom are always approximately in the steady-state with respect to
the configuration of the ‘slow’ degrees of freedom.
To see how to implement the approximation in practice, let us consider the simple case of linearly-
coupled optical cavity modes with different linewidths. We will assume that both are pumped on
resonance, and move into a frame rotating at the cavity frequency. Thus the equations of motion are
a˙1 = −κ1a1+
√
κ1 ain,1+ iga2
a˙2 = −κ2a2+
√
κ2 ain,2+ iga1,
where g is the coupling rate. Suppose now that κ2 κ1, so that mode two responds very rapidly to
any change in mode one. This means that we may eliminate mode two. To do this we set a˙2 = 0 and
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solve the resulting algebraic equation to obtain
a2 ≈ 1κ2
(√
κ2 ain,2+ iga1
)
.
This can be back-substituted into our dynamical equation for a1 to obtain
a˙1 ≈ −κ1a1+
√
κ1 ain,1+
ig
κ2
(√
κ2 ain,2+ iga1
)
≈ −
(
κ1+
g2
κ2
)
a1+
√
κ1 ain,1+
ig√
κ2
ain,2.
Mode two has been ‘eliminated’ from this description of mode one’s dynamics. In this simple model it
can be seen that the effect of the coupling to mode two is to increase the effective linewidth6 of a1
from κ1 to κ1+g2/κ2. Physically we can interpret this as meaning that quanta that couple from a1
into a2 are lost from a2 much more rapidly than they can be returned to a1 via the coupling. This is, in
effect, a simplified model of optomechanical cooling.
More complicated outcomes are possible than this toy model, as will be seen in § 4.
3.4 Example: damped harmonic motion
Damped harmonic oscillators are extremely common in nature; key examples include optical and
microwave field modes, low-amplitude acoustic oscillations, collective vibrational modes in crystals,
and motional degrees of freedom of trapped ions or neutral atoms. With this in mind, let us explore the
time domain (§ 3.3.1) and frequency domain (§ 3.3.1) treatments of the damped harmonic oscillator.
The equations of motion of a harmonic oscillator of (angular) frequency ωM subject to momentum-
dependent damping at rate Γ are
X˙ = +ωMP, (3.20a)
P˙ = −ωMX−ΓP+
√
2Γ ξ (t) , (3.20b)
Note that the loss appears only in Eqn. (3.20b), as does the noise operator ξ (t). These equations
are typically employed to describe classical systems, but may be readily—if not straightforwardly—
quantised (e.g. [198]). Note that in general ξ (t) does not commute with the system operators (cf.
App. A.2).
We can easily identify that in this situation
q = (X P)T
f =
√
2Γ (0 ξ (t))T
A =
(
0 ωM
−ωM −Γ
)
.
6As well as renormalising the amplitude and phase of the effective cavity drive field.
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In order to find closed-form solutions we will also require some knowledge of the correlation
function of the noise operator ξ (t). In the high-temperature, high-Q limit the noise operator becomes
Markovian and Gaussian, viz.〈
ξ (t)ξ
(
t ′
)
+ξ
(
t ′
)
ξ (t)
〉
= 2(2n¯H+1)δ
(
t− t ′) , (3.21)
where n¯H is the occupancy of the bath, given by the Bose–Einstein distribution. We shall henceforth
restrict our attention to this case, leaving discussion of the more general case to App. A.2.
3.4.1 Damped harmonic motion in the time domain
Following the procedure specified in § 3.3.1 yields
M = e−
Γt
2
(
cos(σωMt)+ Γ2σωM sin(σωMt)
1
σ sin(σωMt)
− 1σ sin(σωMt) cos(σωMt)− Γ2σωM sin(σωMt) ,
)
in which the damping-modified oscillation frequency is σωM with σ =
(
1−Γ2/4ω2M
)1/2, and
F (t) =
√
2Γ
∫ t
0
dt ′ M
(
t− t ′)( 0
ξ (t ′)
)
= e−Γt/2
(
∆X
∆P
)
. (3.22)
Note that we have assumed that the oscillator is underdamped (Γ<ωM/2) i.e. on average an excitation
will persist for many mechanical cycles before decaying away. This is the only relevant parameter
regime in this thesis.
The properties of the noise operator are listed in App. A.2.
In § 5 and § 6 it will prove useful to have an explicit expression for VFF under this evolution. Using
Eqn (3.21),
VFF =
∫ t
0
dt ′
∫ t
0
dt ′′ 2Γ(2n¯H+1)δ
(
t− t ′)M (t− t ′)( 0 0
0 1
)
M T
(
t− t ′′)
=
(
V 1,1FF V
1,1
FF
V 1,2FF V
2,2
FF
)
(3.23)
with
V 1,1FF = (2n¯H+1)
[
1+
e−Γt
σ2
(
Γ2 cos(2σωMt)−2ΓσωM sin(2σωMt)
4ω2M
−1
)]
(3.24a)
V 2,2FF = (2n¯H+1)
[
1+
e−Γt
σ2
(
Γ2 cos(2σωMt)+2ΓσωM sin(2σωMt)
4ω2M
−1
)]
(3.24b)
V 1,2FF = (2n¯H+1)
[
Γe−Γt
σ2ωM
sin2 (σωMt)
]
. (3.24c)
The long-time evolution (Eqn (3.14)) yields the steady-state covariance matrix
VSS = limt→∞V (t) = (2n¯H+1)1, (3.25)
which is easily recognisable as a thermal state with occupancy equal to that of the bath.
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3.4.2 Damped harmonic motion in the frequency domain
If we instead go to the frequency domain we clearly wish to calculate −(iω+A)−1, which for the
momentum-damped oscillator gives
q˜ (ω) =
√
2Γ
ω2M−ω2− iωΓ
(
Γ− iω ωM
−ωM −iω
)(
0
ξ˜ (ω)
)
.
Thus the steady-state properties of q˜ are dependent upon filtered versions of the noise operators. The
bare properties of the frequency domain noise operator ξ˜ (ω) are described by the correlator〈
ξ˜ (ω) ξ˜
(
ω ′
)
+ ξ˜
(
ω ′
)
ξ˜ (ω)
〉
= 4pi (2n¯H+1)δ
(
ω+ω ′
)
.
Thus we have the power spectra7
SXX [ω] = 2Γω2MM
2 (2n¯H+1) |χM|2 (3.26a)
SPP [ω] = 2Γω2M2 (2n¯H+1) |χM|2 , (3.26b)
in which we have introduced the mechanical susceptibility
χM =
[
M
(
ω2M−ω2− iωΓ
)]−1
,
where M is the effective mass of the mode. Note that although they appear very similar SXX [ω] 6=
SPP [ω] except at ω = ωM.
The power spectrum of the position operator is experimentally measurable and contains a significant
quantity of information about the oscillator. If the noise is approximately white—that is, has a flat
spectrum across all relevant frequencies—the power spectrum is proportional to |χM|2. Typically, the
susceptibility is Lorentzian; strongly-peaked at ω = ωM with a linewidth of Γ. These characteristics
are displayed in Fig. 3.2. Finally, the area under the power spectrum is proportional to the temperature.
To see this we make use of the relationships
pi
Γω2M
=
∫ ∞
−∞
dω
1(
ω2−ω2M
)2
+Γ2ω2
(3.27a)
pi
Γ
=
∫ ∞
−∞
dω
ω2(
ω2−ω2M
)2
+Γ2ω2
(3.27b)
to calculate that
〈
X2
〉
=
〈
P2
〉
= (2n¯H+1), exactly as expected.
3.5 Experimental tools
Although the majority of the work presented in this thesis is theoretical, we will also detail the experi-
mental characterisation of SiC string properties in § 7. This requires knowledge of heterodyne detection,
7Strictly speaking, we have been somewhat cheeky in this calculation, in that we have substituted
〈
ξ˜ (ω) ξ˜ (ω ′)
〉
=〈
ξ˜ (ω) ξ˜ (ω ′)+ ξ˜ (ω ′) ξ˜ (ω)
〉
/2, which is not entirely true. However, the correction term is an odd function of frequency
that integrates to zero, so we have ignored it from the beginning.
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Figure 3.2: Some Lorentzian lineshapes of high-Q mechanical oscillators with ωM = 106 Hz and
M = 1 ng. To an excellent approximation, the position of the central peak is ωM and its full width
at half-maximum is Γ. If the Q is low then the central peak is located at ωM
√
1−Γ2/2ω2M and the
FWHM is σΓ.
which we will introduce alongside the closely-related homodyne detection scheme. Homodyne and
heterodyne measurements of optical fields are widely used in the quantum optics and optomechanics
community— they have been described as ‘extremely useful and somewhat magic’ [199]—which
warrants a detailed discussion of their operation.
Both homo- and hetero-dyne are derived from traditional radio frequency (RF) detection technolo-
gies and rely on interfering a signal field with a powerful coherent field. The powerful field is called
the Local Oscillator (LO), just as in the RF technology. Nonlinear mixing of the signal and LO allows
information to be transferred between different spectral domains as required, based on the Fourier
duality (cf. Eqn (A.9e))
f (t)eiΩt ⇔ f˜ (ω+Ω) .
This mixing property can be used to shift signals away from undesirable noise sources. In the context of
quantum optics the LO and signal field are combined on a beamsplitter—a linear mixing process—and
the nonlinearity is introduced when both output modes are detected with photodiodes, which are
sensitive to the photon flux (squares of the quadratures). The difference between the photocurrents
arising from each diode encodes information about the statistics of the signal field. Importantly, this
information is at a frequency that can be processed with conventional RF electronics. A schematic is
shown in Fig. 3.3.
Mathematically, let us represent the signal field by its annihilation operator a = α+δa, and the
LO as bLO = (βLO+δbLO)e−i∆ωt+iϕ , where ∆ω is the frequency offset of the LO from the signal,
and ϕ is their initial phase difference. With this convention in place we may assume {α,βLO} ∈ R
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∆ω
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To SA
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Figure 3.3: Schematics of homodyne and heterodyne detection. A bright coherent field is generated
by a laser (L) and split on an asymmetric beamsplitter. The weaker beam a becomes the signal field
that interacts with the experimental apparatus (Exp.); the bright field becomes the local oscillator bLO.
The probe and bLO are combined on a 50:50 beamsplitter and the output modes a± are detected with
photodiodes (grey semicircles). Fluctuations of the signal field are encoded on the difference of the
photocurrents.
i) For practical homodyne measurements (∆ω = 0) the relative path lengths often require stabilisation
(e.g. by a PZT-controlled mirror).
ii) The frequency shift of the local oscillator in heterodyne can be generated by an acousto-optic
modulator (AOM). The photocurrent (∆ω 6= 0) is typically ‘mixed down’ by multiplying with a
sinusoid at frequency ∆ω and then low-pass filtering (LPF) prior to the spectrum analyser (SA).
with no loss of generality. Letting the beamsplitter be 50:50, the output modes are
a± =
1√
2
(bLO±a)
=
1√
2
(
βLOe−i∆ωt+iϕ ±α
)
± 1√
2
(
δbLOe−i∆ωt+iϕ ±δa
)
.
Upon detection, these fields generate photocurrents iˆ± that are proportional to the number of incident
photons. In the regime where the linearisation approximation is valid, the difference of these is
∆iˆ ∝ βLOα
(
e+i∆ωt−iϕ + e−i∆ωt+iϕ
)
+βLO
(
δae+i∆ωt−iϕ +δa†e−i∆ωt+iϕ
)
+α
(
δbLOe−i∆ωt+iϕ +δb†LOe
+i∆ωt−iϕ
)
.
It is important to note that the signal field’s fluctuations are amplified by βLO, whilst the LO noise is
amplified by α . This has two important consequences;
• the desired signal, dependent upon δa, is optically amplified in a phase-sensitive manner; and
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• the effect of noise entering from the LO field may be suppressed by choosing βLO α .
For these reasons, in typical experiments one aims for βLO/α ∼ 100 or greater. The final term of ∆iˆ
may then safely be dropped, yielding
∆iˆ ∝ 2βLOα cos(ϕ−∆ωt)+βLOδXa (ϕ−∆ωt) . (3.28)
We have introduced the fluctuation quadrature at angle ϕ , δXa (ϕ) = e−iϕδa+ e+iϕδa†.
3.5.1 Homodyne
‘Homodyne’ is the name given to the case when the fields have equal carrier frequencies (∆ω = 0).
In this case the power spectrum of ∆iˆ is (except for a DC term) proportional to the power spectrum
of δXa (ϕ). Thus the choice of the LO angle ϕ sets the quadrature that is being measured, and the
measurement is completely insensitive to the orthogonal quadrature.
Shomo∆iˆ∆iˆ [ω] ∝ SδXa(ϕ)δXa(ϕ) [ω] . (3.29)
In an experiment it is necessary to stabilise the relative phase, otherwise the measurement randomly
drifts across phase space and measures different quadratures at different times. This is typically done
by deriving the local oscillator and the signal field from the same laser, so that the majority of classical
noise—especially laser phase noise—is common-mode. This converts the homodyne apparatus into a
form of Mach-Zehnder interferometer, as depicted in Fig. 3.3. It is no surprise then that homodyne
also requires active stabilisation of the difference between the path lengths of the LO and signal mode.
For these technical reasons it is sometimes more practical to employ heterodyne measurements and
forego the quadrature selectivity of homodyne measurements.
3.5.2 Heterodyne
A heterodyne measurement is one with ∆ω 6= 0. If we rewrite Eqn (3.28) in terms of the quadratures
Xa (ϕ) and Pa (ϕ) = Xa (ϕ+pi/2) we obtain
∆iˆ = 2βLOα cos(ϕ−∆ωt)+βLO [δXa (ϕ)cos∆ωt−δPa (ϕ)sin∆ωt] (3.30)
To extract the quadrature variances from this signal we may mix-down at a frequency of ∆ω . In an
experimental setting this is achieved by mixing the photocurrent with a sinusoidal function, and then
filtering out the high-frequency (∼ 2∆ω) components. Mathematically, we have
∆icos ∼ αβLO cosϕ+ 12βLOδXa (ϕ)
∆isin ∼ αβLO sinϕ− 12βLOδPa (ϕ) .
Although at first glance this would seem to permit simultaneous determination of both the phase and
amplitude quadratures of a light field, this is not the case because the mixing process is done with a
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classical photocurrent. It can be shown (e.g. Appendix A.3 of [70]) that, prior to amplification, the
quantised photocurrent contains sufficient noise to ensure that the Heisenberg uncertainty relation is
satisfied. Physically, this can be considered to be a consequence of the vacuum noise at ±∆ω beating
with the LO and the coherent amplitude of the probe.
If one does not care about distinguishing between phase and amplitude quadrature fluctuations,
one can consider the spectrum without mixing. This is the route we will employ in § 7. This has the
advantage of requiring no control over the relative path length travelled by the LO and signal.
3.5.3 Example: detecting amplitude and phase modulations
We will investigate the specific case of detecting coherent fields with phase or amplitude modulations.
These might be deliberately generated by an experimentalist to calibrate a detection system [199] or
perform a locking operation [200], or they might be generated by the optomechanical interaction, etc.
Let us first calculate the form of the fields involved. For simplicity, throughout this section we will
only consider classical fields; this is, of course, an approximation.
An amplitude-modulated (AM) field can be written
αAM = α0 (1+∆AcosΩt)
where α0 is the coherent part of the original field, Ω is the modulation frequency, and ∆A is the
modulation depth, which we take to be ∆A 1. We will take α0 to be real without loss of generality.
Then we way write
αAM = α0
[
1+
∆A
2
(
eiΩt + e−iΩt
)]
. (3.31)
It is useful to consider the field as being the sum of three fields at different frequencies. One is at the
carrier frequency (ω = 0, because α0 is here represented in a rotating frame), and the other two are the
upper (+Ω) and lower (−Ω) sidebands. For a pure AM field the sidebands begin in phase with each
other and the carrier8.
A phase-modulated (PM) field has the form
αPM = α0ei∆φ cosΩt
where ∆φ is the modulation depth of the phase. It is not obvious that this can be represented in a
similar way to the AM field; however, if we take ∆φ to be small we can make a first-order Maclaurin
expansion to find
αPM ≈ α0
[
1+
i∆φ
2
(
eiΩt + e−iΩt
)]
. (3.32)
This is extremely similar to Eqn (3.31), in that it may be interpreted as the sum of three fields at
frequencies −Ω, 0, and +Ω, but note that the sidebands are now initially pi/2 out of phase with the
carrier. Let’s write these in a unified form,
αM = α0 (1+mcosΩt) ,
8This is strictly true only for cosine modulations.
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Figure 3.4: Amplitude- and phase-modulated fields represented as sidebands. Each section through
the ℜ{α} ,ℑ{α} plane corresponds to a phasor diagram for the component of the field at frequency
ω (long axis).
i) An amplitude-modulated field. The sidebands and carrier begin in phase, such that the resultant is
larger than the carrier. After a quarter cycle (t = pi/2Ω) the sidebands, that have rotated in opposite
directions, cancel one another. This leads to the ball-and-stick diagram shown in panel ii).
ii) Interference of the sidebands in panel i) gives a ball-and-stick diagram where the ball of coherent
noise is displaced up and down (along the amplitude axis) every Ω.
iii) A phase-modulated field. Just like the AM field, interference between the sidebands encodes
the modulation. However, the sidebands now begin a quarter cycle out of phase with the carrier, so
that they rotate the resultant away from the ℜ{〈α〉} axis. A quarter cycle later the sidebands cancel,
leading to no change in the field’s amplitude to first order in ∆φ .
iv) The PM field in the ball-and-stick representation. The coherent amplitude does not change length
(to first order), but its complex phase is varied periodically.
where m = ∆A for the AM field and m = ∆φ for the PM case. A graphical representation of these
fields is given in Fig. 3.4.
Let us now calculate the power spectrum of the quadrature operators. Since we are dealing
with classical fields that are not wide-sense stationary we cannot use the Wiener-Khinchin theorem
(Eqn (3.18)) given earlier; in this case9 we instead have S f f [ω] =
∣∣ f˜ (ω)∣∣2. The ϕ quadrature of the
modulated field is given by
XM,ϕ = α0
[
2cosϕ+
(
me−iϕ +m∗e+iϕ
)
cosΩt
]
and by using Eqn (A.9e) we obtain
X˜M,ϕ (ω) = 4piα0 cosϕδ (ω)+2piα0
me−iϕ +m∗e+iϕ
2
[δ (ω+Ω)+δ (ω−Ω)] .
Calculating the power spectrum requires us to find multiples of Dirac δ distributions, which do not
exist. We are saved by the fact that in any real experiment we necessarily measure for only a finite
9The use of power spectra in classical versus quantum systems does carry some subtleties, which are touched on in
Chapters 1 and 3 of [70].
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time τ , so the δ terms are broadened into well-behaved functions that can be multiplied. If we use δˇτ
to represent a broadened δ function (in this case it is in fact a sinc function) we obtain
ShomoM,ϕ [ω] = (4piα0)
2 cos2ϕδˇ 2τ (ω)+
(2piα0)2 |m|2 cos2 (ϕ−ϕm)
[
δˇ 2τ (ω+Ω)+ δˇ
2
τ (ω−Ω)
]
by using the fact that δˇτ (ω) δˇτ (ω ′)≈ 0 for ω 6= ω ′. We have introduced the complex phase of m, ϕm.
In the AM case we obtain the maximum signal for a local oscillator phase ϕ = 0, and become
completely insensitive to the modulation (to second order in m) when ϕ = pi/2. The situation is
reversed for the PM case (ϕm = pi/2). This demonstrates that homodyne measurements are phase
sensitive.
For a heterodyne measurement we find
X˜M,ϕ (ω) = 2piα0
[
eiϕδ (ω−∆ω)+ e−iϕδ (ω+∆ω)
]
+
piα0
[
m∗eiϕδ (ω+Ω−∆ω)+m∗eiϕδ (ω−Ω−∆ω)+
me−iϕδ (ω+Ω+∆ω)+me−iϕδ (ω−Ω+∆ω)
]
which yields the power spectrum
ShetM,ϕ [ω] = (2piα0)
2
[
δˇ 2τ (ω+∆ω)+ δˇ
2
τ (ω−∆ω)
]
+
(piα0)2 |m|2
[
δˇ 2τ (ω+Ω−∆ω)+ δˇ 2τ (ω−Ω−∆ω)+
δˇ 2τ (ω+Ω+∆ω)+ δˇ 2τ (ω−Ω+∆ω)
]
.
Two key features are immediately evident. Firstly, the information carried by the modulated sidebands
now appears as peaks around the large beats at ω±∆ω . Secondly, the heterodyne power spectrum is
independent of the local oscillator angle, and so one cannot distinguish between AM and PM fields.
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Part II
Progress: Theory
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Chapter 4
Coherent control and feedback cooling in a
remotely-coupled hybrid
atom–optomechanical system
The work presented in this chapter has been published by IOP Publishing;
J. S. Bennett, L. S. Madsen, M. Baker, H. Rubinsztein-Dunlop, and W. P. Bowen, Coherent control
and feedback cooling in a remotely coupled hybrid atom–optomechanical system, New Journal of
Physics 16, 083036, 2014.
Cooling to the motional ground state is an important first step in the preparation of nonclassical
states of mesoscopic mechanical oscillators. Light-mediated coupling to a remote atomic ensemble has
been proposed as a method to reach the ground state for low frequency oscillators. The ground state
can also be reached using optical measurement followed by feedback control. Here we investigate
the possibility of enhanced cooling by combining these two approaches. The combination, in general,
outperforms either individual technique, though atomic ensemble-based cooling and feedback cooling
each individually dominate over large regions of parameter space.
Our results are consistent with those of Mahajan et al., who studied a closely-related hybrid
optomechanical system in which the atoms and mechanical oscillator are integrated into a single
optical cavity [201]. These results were not brought to our attention until recently.
4.1 Introduction
Preparation of mesoscopic mechanical devices in high-purity nonclassical states is a long-standing goal
of the opto- and electromechanical communities. In addition to promising applications in fundamental
physics research—such as gravitational effects in quantum mechanics and the quantum-to-classical
transition [26,202]—mechanical devices provide outstanding opportunities for metrology [31,203,204]
and emerging quantum technologies [205–207].
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The majority of mechanical quantum state preparation and verification schemes require that the
oscillator be initialised very near to the motional ground state [82, 208]. Though this has been
achieved in the gigahertz and megahertz regimes [15–17], progress toward cooling low-frequency
(ωM) oscillators has been inhibited by the lack of both cryogenic systems capable of freezing out
their thermal motion and sufficiently high quality optical cavities to achieve the good cavity (cavity
linewidth κ  ωM) regime required for resolved sideband cooling.
Both remote coupling to the motional state of a cooled atomic ensemble [6, 150, 151] and optical
measurement followed by feedback control [114,118,123,209–211] have been suggested as alternative
approaches to cooling that, in principle, overcome these limitations and allow ground state cooling in
the bad cavity limit (κ  ωM).
In remote atomic ensemble-based cooling, or sympathetic cooling, light mediates a swap between
the centre of mass motional state of the ensemble and a mode of the mechanical oscillator, which may
be separated from the former by a macroscopic distance (∼ 1 m) [6, 150, 151]. Proposed remotely-
coupled atom–optomechanical systems are theoretically capable of sympathetically cooling their
mechanical elements to near the ground state. The directional flow of quantum information from the
mechanical element—the ‘plant’, in control parlance—to the atoms and back allows us to identify
the atoms as an irreversible coherent controller (cf. [212], pg. 3, and [124, 213]). The controller is
necessarily imperfect, as the phase of the output optical field retains knowledge of the mechanical
position. The resulting back-action on the momentum hinders the cooling process.
In this article we investigate combining sympathetic cooling with feedback damping based on a
phase measurement of the output field (cf. Fig. 4.1). The latter retrieves information from the optical
field and allows suppression of decoherence. We derive an analytical mechanical power spectrum
for such a system, from which the steady-state temperature is found. This reveals a set of criteria
specifying when near-ground-state temperatures may be achieved. In general the combined scheme
outperforms both individual methods; however, when the optomechanical cooperativity is sufficiently
large the cooling is dominated by feedback. Conversely, one may still approach the mechanical
ground state with weak optomechanical cooperativity provided that its ensemble–light counterpart (cf.
Eqn (4.20)) is appropriately large. These statements are made quantitative in § 4.3.2. We also clarify
the role of atom–light and optomechanical interactions in performing the atom↔ mechanical state
swap that underpins sympathetic cooling. In particular, and somewhat counter-intuitively, this swap is
possible even when the optomechanical cooperativity is insufficient to permit a complete state transfer
between the oscillator and the optical field.
4.2 Model
Consider the device depicted in Fig. 4.1, in which a ring resonator, containing an atomic cloud (e.g. as
realised by [214]) and a one-sided optomechanical cavity are coupled by a lossless optical transmission
line. An optical lattice, formed by interference of the counter-propagating cavity modes, traps the atoms
in approximately harmonic wells (cf. § 4.2.1). The atomic centre of mass and the optically-coupled
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Figure 4.1: A generic remotely-coupled hybrid atom–optomechanical system incorporating continuous
measurement and feedback. The counter-propagating optical modes of a ring cavity (AC) are coupled
to the motion of an atomic ensemble; similarly, the modes a single-sided cavity (MC) interact with a
micromechanical oscillator. The transfer of light between these two subsystems couples the collective
motion of the atoms to that of the mechanical element. Light exiting the system may be mixed with a
bright local oscillator (LO) in order to measure the (optical phase quadrature) mechanical position,
allowing the application of a classical feedback force.
oscillator therefore comprise two harmonic mechanical degrees of freedom.
This class of hybrid atom–optomechanical system (e.g. [6, 150, 151] and [140]) is desirable from
an immediate experimental perspective, where their key advantage is circumventing the need for close
integration of cryogenic and ultra-high vacuum apparatus, and within the context of future quantum
networks, where atomic and solid-state processing and memory nodes are anticipated to be interfaced
via optical photons [179].
Displacement of the atoms relative to the lattice results in an exchange of photons between the
left- and right-going optical modes, which modulates the optical power incident upon the mechanical
device. Conversely, changing the position of the latter alters the phase of the reflected field (cf. § 4.2.2),
causing axial translation of the optical lattice. In this way each oscillator is subject to a force that
depends on the position of its counterpart [150].
Our model of the atom–mechanical coupling is closely related to that realised by [151, 152]. The
primary difference, besides the inclusion of the external measurement-based feedback loop, is the
addition of a second optical cavity into which the atoms are loaded. The cavity allows us to employ an
intuitive two-mode description of the atom–light interaction and may be experimentally desirable in
certain circumstances (cf. § 4.2.3).
4.2.1 Atom–light interaction
The heart of the atom trapping apparatus is an optical dipole trap [215] that uses the AC Stark effect to
confine N identical two-level atoms of mass m. This trap is incorporated into a ring resonator of quality
QAC which is driven by an input field aD, with a large coherent amplitude αD = 〈aD〉 at (angular)
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frequency ωD. Neglecting internal losses, the linewidth of this cavity is κAC ≈ ωD/QAC (i.e. the
resonator is strongly overcoupled to the transmission line). We take the majority of the cavity’s modes
to be far off resonance with the drive beam, leaving two relevant counter-propagating modes that are
lowered by the operators aL and aR, with the subscripts referring to the handedness of circulation
depicted in Fig. 4.1.
In practice additional field modes or semiclassical potentials may be required to stably confine the
atoms in the plane transverse to the counter-propagating modes introduced above. We will neglect all
noise introduced by these fields/potentials in the analysis that follows on the grounds that, to harmonic
order, motion in the transverse directions is decoupled from the axial motion.
The Hamiltonian governing the internal (axial) dynamics of the cavity—in a frame rotating at the
drive beam frequency ωD—is then
HˆAC =−h¯∆AC
(
a†RaR+a
†
LaL
)
+ HˆSS+
N
∑
j=1
pˆ2j
2m
,
where ∆AC is the detuning of the drive from the bare cavity resonance, pˆ j is the momentum of the jth
atom and HˆSS, the Stark shift operator, models the light–atom interactions.
Following [150] (cf. [216]), we will treat all atom–light interactions in the dispersive limit, sup-
pressing any internal structure of the ground and first excited electronic states of the atom. This
is a valid approximation for alkali gases provided that the detuning ∆t between the drive and the
electronic transition frequency is large compared to the laser linewidth and all other relevant frequency
scales [215]. The one-dimensional Hamiltonian describing the atom–light interaction is therefore
(neglecting off-resonant terms)
HˆSS =
N
∑
j=1
µ2
h¯∆t
Eˆ(−)
(
xˆ j
)
Eˆ(+)
(
xˆ j
)
, (4.1)
where E(+) is the positive frequency component of the electric field and each atom has a transition
dipole moment of µ [151].
The positive-frequency part of the cavity electric field may be written
Eˆ(+) = i
√
h¯ωAC
2ε0V
(
aRe−ikx+aLeikx
)
,
where ωAC is the bare resonance frequency of the atom cavity, k is the optical wavenumber, ε0 is the
permittivity of free space and V is the cavity mode volume [50]. From this we find via Eqn (4.1) that
the strength of the single-atom–light interaction is characterised by the coupling rate
gA =
µ2ωD
2h¯∆tε0V
. (4.2)
We have used ωAC ≈ωD. Note that for red detuned light (∆t < 0), as we will assume from here onward,
gA is negative.
Expanding the annihilation operators aL,R→ αL,R + δaL,R about the coherent field amplitudes〈
aL,R
〉
= αL,R, which we assume are real and satisfy αR ≈ αL 1, and truncating the oscillatory
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terms at second order in the Lamb-Dicke parameter [150], we acquire a static shift of the cavity
resonance frequency, an effective harmonic trapping potential with frequency
ωA = 2k
√
−2h¯gAαLαR
m
and a linearised interaction between the atoms’ positions and the optical phase quadrature fluctuations.
Finally, setting the bare detuning to ∆AC =−2NgA brings the cavity onto resonance in the presence of
the mean interaction, yielding the Hamiltonian
HˆAC =
N
∑
j=1
[
pˆ2j
2m
+
mω2Axˆ
2
j
2
+2h¯kgAxˆ j
(
αLδ PˆR−αRδ PˆL
)]
(4.3)
where we have introduced the amplitude and phase quadrature fluctuation operators, δ Xˆ = δa†+δa
and δ Pˆ = i
(
δa†−δa) and neglected contributions of order xˆ2jδ Xˆ (δ Pˆ).
Inspection of Eqn (4.3) reveals that the phase difference of the optical fields couples to the collective
motion of the atomic cloud, specifically the centre of mass mode. This degree of freedom may be
described by a simple harmonic oscillator with coordinate xˆA = 1N ∑
N
j=1 xˆ j, momentum pˆA = ∑
N
j=1 pˆ j
and zero-point extension xZP,A =
√
h¯/2NmωA (cf. § 4.2.3).
4.2.2 Optomechanical interaction
The canonical cavity optomechanical interaction is most easily understood in the context of a single-
sided Fabry-Pe´rot cavity wherein the input mirror is fixed and the other is harmonically bound (e.g. as
depicted in Fig. 4.1). Motion of the end mirror changes the cavity length, thereby altering the optical
resonance frequency, which in turn modulates the number of photons in the cavity field. Finally, the
photon number controls the radiation force experienced by the mirror. This interplay leads to the
emergence of a rich variety of well-studied physics [217, 218] even at first-order in xˆM.
A linearly-coupled optomechanical system, whether actuated by radiation pressure or the gradient
force [59], may be described by the parametric coupling Hamiltonian [56]
HˆMC = h¯
(
gMxˆ′M−∆MC
)
b†b+
pˆ2M
2M
+
1
2
Mω2Mxˆ
′ 2
M
in a frame rotating at ωD. The bare detuning of the laser drive to the cavity resonance is ∆MC, xˆ′M is a
suitable position coordinate of a vibrational mode with effective mass M and frequency ωM, photons
are removed from the cavity field by b and gM is the optomechanical coupling rate (with dimensions
of s-1m-1).
As above, we assume that the internal optical mode is coupled to the drive beam at a rate κMC ≈
ωD/QMC, where QMC is the Q-factor of the optical resonator, leading to the build-up of a steady-state
intracavity amplitude β = 2αD/
√
κMC . Linearising about this amplitude, introducing a zero-mean
position coordinate xˆM and selecting ∆MC so as to bring the cavity onto resonance in the presence of
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the mean interaction1 yields the effective Hamiltonian
HˆMC = h¯gMxˆMβδ XˆC+
pˆ2M
2M
+
1
2
Mω2Mxˆ
2
M, (4.4)
with the optical quadrature fluctuation operators within the optomechanical cavity being δ XˆC and δ PˆC.
The ground state position variance of the mechanical resonator is x2ZP,M = h¯/2MωM.
4.2.3 Effective dynamics
Given Eqn (4.3) and Eqn (4.4) we may determine the dynamics of the system in the Heisenberg picture.
Under free evolution, neglecting coupling to reservoirs for the moment,
Nm
d2xˆA
dt2
= −Nmω2AxˆA+2h¯NkgA
(
αRδ PˆL−αLδ PˆR
)
, (4.5a)
M
d2xˆM
dt2
= −Mω2MxˆM− h¯gMβδ XˆC. (4.5b)
These equations show, as expected, that the atom–light interaction depends on the optical phase
fluctuations, whereas the optomechanical system responds to amplitude noise (cf. [6, 151]).
Adiabatic elimination of optical fields
Dramatic simplifications may be made in the optical adiabatic limit, wherein the optical quadrature
fluctuations are slaved to the positions of the mechanical and atomic elements. Conveniently, this is
also the regime in which the most sensitive measurements of mechanical displacement are achieved
[114]. In this limit both optical cavities are strongly overcoupled (κAC
{
ΓAC,−2NkgAxZP,A,ωA
}
and κMC
{
ΓMC,gMxZP,M,ωM
}
) such that perturbations of the steady-state field amplitudes away
from their interaction-free values are negligibly small. Thus we have αL = αR = 2αD/
√
κAC and
β = 2αD/
√
κMC .
The Langevin equation describing an optical fluctuation operator δa is [50]
dδa
dt
=
1
ih¯
[
δa, Hˆ
]
+
√
κ δain− 12κδa, (4.6)
in which the coupling rate2 between the resonator and drive mode δain is κ , and Hˆ is either Eqn (4.3)
or Eqn (4.4) as appropriate. δain represents the fluctuations of the multi-mode input field.
The fluctuations of the drive mode are given by Eqn (2.7),
1For a linear oscillator we may arrive at Eqn (4.4) by introducing xˆM = xˆ′M−〈xˆ′M〉, with 〈xˆ′M〉= h¯gMMω2M β
2, and detuning
from the bare cavity resonance by ∆MC = gM 〈xˆ′M〉. Alternatively, an external control force may be used to cancel the mean
optical force, leaving ∆MC = 0.
2It may be shown that including extraneous losses (e.g. scattering into unguided modes and absorption loss) at a rate Γ
leads to an amount of additional noise that scales as Γ/κ; we therefore neglect these contributions in the regime κ  Γ.
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Transfer of information between the two optical cavities is treated using the input-output formalism
(Eqn (2.5b)). For the geometry presented in Fig. 4.1 the appropriate input-output relations are
δain,R = δaD,
δbin =
√
κAC δaR−δaD,
δain,L =
√
κMC δb−δbin.
These expressions are valid in the case that the time taken for light to propagate between the two
cavities is small compared to the mechanical period(s).
Application of Eqn (4.6) in the adiabatic limit yields
δ XˆR =
2√
κAC
(
δ Xˆ+D +
4NkgAαL√
κAC
xˆA
)
,
δ PˆR =
2√
κAC
(
δ PˆD
)
,
δ XˆC =
2√
κMC
(
δ XˆD+
8NkgAαL√
κAC
xˆA
)
,
δ PˆC =
2√
κMC
(
δ PˆD− 2gMβ√κMC xˆM
)
,
δ XˆL =
2√
κAC
(
δ Xˆ+D +
4NkgAαL√
κAC
xˆA
)
,
δ PˆL =
2√
κAC
(
δ PˆD− 4gMβ√κMC xˆM
)
.
By inspecting these equations we may see that the optomechanical interaction creates phase fluctu-
ations that then perturb the atoms, whilst motion of the atoms modulates the amplitude fluctuations
experienced by the micromechanical element.
In this same limit the optical field that exits the system carries the fluctuations
δ Xˆout = δ XˆD
δ Pˆout = δ PˆD− 4gMβ√κMC xˆM. (4.7)
Simplified dynamics and back-action
Substituting the above into the equations of motion (Eqn (4.5a) and Eqn (4.5b)) gives the time evolution
of the mechanical elements, Eqn (4.8a) and Eqn (4.8b), under the effect of the coupling (Eqn (4.11))
and the back-action noise
FˆBA,A = 0,
FˆBA,M =
−4h¯gMαD
κMC
δ XˆD.
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Thus,
Nm
d2xˆA
dt2
= −Nmω2AxˆA+KxˆM, (4.8a)
M
d2xˆM
dt2
= −Mω2MxˆM+ FˆBA,M+KxˆA. (4.8b)
The spring constant K quantifies—for the moment—the coupling strength, and is given by
K =−82h¯NkgAgM QACQMCω2D
α2D. (4.9)
We briefly discuss the result F˜BA,A = 0. Complete cancellation of the optical back-action onto
the atomic motion is an artefact of our model, arising due to neglect of optical loss and near-field
atom–atom interactions. In reality, there will be some amount of heating caused by optical loss,
near-field interactions between atoms and spontaneous scattering of photons out of the trap beams.
As noted in § 4.2.3, any optical loss will render the effective oscillator–oscillator interaction
asymmetric, and hence non-Hamiltonian. Such losses also introduce vacuum noise on the left-
going field that is uncorrelated with that on the right-going, leading to imperfect cancellation of
the phase fluctuations appearing in the atomic equation of motion. In the limit that the noise is
completely uncorrelated the back-action heating rate is 2ΓACA (where CA is the atom–optomechanical
cooperativity defined in Eqn (4.20)).
Even in the absence of uncorrelated noise, diffusion of the atomic centre of mass occurs due to
near-field optically-mediated interactions between atoms: for instance, a sideband photon may be
emitted by one atom and absorbed by another. To a first approximation these processes do not alter
the optical far-field, which our (one-dimensional) model describes, but do lead to back-action heating
of the atomic motion. This effect will be small in the far-detuned limit, and scales weakly with the
atom number (∝ N1/3) [219], and we therefore neglect it. Experiments with large atom numbers have
observed collective scattering effect [153].
The heating rate associated with Gordon-Ashkin (GA) diffusion [220] is also negligible in the
regime discussed. To illustrate this, consider the momentum diffusion coefficient Dp given by [221].
Since the atoms are trapped near to an antinode of the cavity field there is (to first order) no spatial
variation of the electric field amplitude or of the degree of coherence between the atoms’ ground and
excited states (given by 〈σ〉, where σ is the atomic lowering operator), so the diffusion should be
dominated by spontaneous scattering terms. The axial motion of each atom is thus heated at a rate (in
the harmonic approximation)
ΓGAn¯GA =
Dp
6mh¯ωA
≈ ωAγe
8 |∆t| ,
where the excited state lifetime is 1/2γe (on the order of 10 ns for 87Rb [222]), ΓGA is the coupling
rate to the effective bath and n¯GA is the phonon number characterising this bath. We may easily
satisfy ΓGAn¯GA ΓA/2 because we operate in the far-detuned and bad-cavity limits. Furthermore,
independent scattering from each atom results in suppression of the centre of mass diffusion coefficient
by a factor of 1/
√
N . Heating due to Gordon-Ashkin processes may therefore be safely omitted from
our model.
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Effective Hamiltonian dynamics
It is natural to divide the optically-mediated interactions into coherent and ‘incoherent’ processes. The
latter is simply the back-action noise. Taken together, Eqn (4.8a) and Eqn (4.8b) imply that the former
may be described by an effective direct Hamiltonian interaction between the two oscillators,
Hˆeff = −h¯g xˆMxZP,M
xˆA
xZP,A
= −h¯g
(
a†AaM+a
†
MaA+a
†
Ma
†
A+aMaA
)
, (4.10)
where the motional annihilation operators are aA (atomic) and aM (mechanical), and g is the atom–
mechanical coupling rate [150, 151]. The latter is
g =
√
N
gM
k
ωA
κMC
√
mωA
MωM
(4.11)
in accordance with the relationship g = Kh¯ xZP,AxZP,M.
The combined system is stable if
g<
1
2
1
1/ωA+1/ωM
; (4.12)
at higher coupling rates the harmonic potential experienced by the symmetric mode xˆA+ xˆM becomes
inverted, anti-trapping this degree of freedom.
Note that if optical losses between (and/or within) the cavities are non-negligible the effective
interaction of the oscillators becomes non-Hamiltonian, as discussed in detail by [150].
Our Eqn (4.11) agrees with that derived in [151], which sports a free-space atom trap.
One may be tempted to increase g by choosing ωA > ωM; however, for our purposes this is
counterproductive. Consider Eqn (4.10) in the interaction picture with respect to the free mechanical
Hamiltonian (h¯ωAa†AaA+ h¯ωMa
†
MaM);
Heff = −h¯g
{
a†AaMe
+i(ωM−ωA)t +a†MaAe
−i(ωM−ωA)t
+a†Ma
†
Ae
−i(ωM+ωA)t +aMaAe+i(ωM+ωA)t
}
,
where the operators are understood to be in the interaction picture. If the mechanical systems are
not resonant (ωA 6= ωM) all four terms have explicit time dependence that, when averaged over many
mechanical cycles, degrades the effective interaction strength. Conversely, on resonance (ωA =ωM) the
interaction reduces to an atomic↔ mechanical state swap operation (since the ‘two-mode squeezing’
terms of the lower line are far off-resonant)3. Sympathetic cooling leverages this fact by continually
swapping the cold motional state of the atoms onto the mechanical device [150]. We will therefore
restrict ourselves to the special case of ωM = ωA =Ω in § 4.3.
Note that the atomic↔ mechanical state swap that these dynamics perform is not composed of
consecutive swaps between the mechanical degrees of freedom and the light. A curious corollary is
3Physically, the state swap terms correspond to in-phase operations that tend to correlate pˆA (t) and pˆM (t) with
time-delayed versions of themselves ( pˆA (t−pi/Ω) and pˆM (t−pi/Ω)), whereas the two-mode squeezing terms correspond
to in-quadrature operations that lead to correlations between the two oscillators.
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that the state transfer may be performed even in a regime where the optomechanical cooperativity is
too low to allow an optical↔ mechanical swap. The requirements on experimental parameters (for
the optomechanical device) are therefore significantly more relaxed than those of resolved sideband
cooling (cf. § 4.3.2).
Finally, we note that there are experimental advantages to incorporating a ring resonator into an
experiment—despite the moderate increase in technical complexity—even though g depends only
on αL,R (i.e. on αD/
√
κAC ). This is especially true if the drive strength αD is limited (e.g. by
photodetector saturation or absorptive heating). For instance, keeping all other optical parameters
constant (i.e. fixed detuning, input power and transverse profile), our additional ring cavity yields
a g ∝
√
FAC improvement of the coupling rate over that given by a free space trap [151] (FAC
is the finesse of the ring cavity, and we have imagined scaling ωM ∝
√
FAC so as to maintain the
ωA = ωM resonance condition). Including a ring cavity may also permit one to use a larger transverse
beam distribution (e.g. in a bow-tie resonator), allowing g to be boosted by trapping more atoms
simultaneously. Alternatively, the cavity may be used to assist in suppressing heating of the atomic
motion due to spontaneous photon scattering [220], which occurs at a rate Γsc. To see this, note that
Γsc ∝ αRαL/∆2t ∝FAC/∆2t (for fixed αD) [215] whilst g ∝ (FAC/∆t)
3/4; we may therefore leave g
unchanged but suppress Γsc by a factor of 1/ε by scaling bothFAC and ∆t by ε (see 4.2.3 for further
discussion).
4.2.4 Coupling to reservoirs
Ultimately, the performance of our cooling scheme is limited by noise sources modelled by forming
the Langevin equations [198]
Nm
d2xˆA
dt2
= −Nmω2AxˆA+KxˆM+ FˆCB−ΓANm
dxˆA
dt
, (4.13a)
M
d2xˆM
dt2
= −Mω2MxˆM+ FˆBA,M+KxˆA+ FˆTH−ΓMM
dxˆM
dt
+ FˆFB. (4.13b)
The atomic motion is damped into a cold bath (e.g. by application of laser cooling [61]) at a rate ΓA,
which introduces fluctuations FˆCB. We will assume this reservoir to be at zero temperature. Mechanical
losses are due to coupling to a hot bath at a rate ΓM, with an associated forcing term FˆTH consistent
with a thermal occupancy n¯M ≈ kBTB,M/h¯ωM 1 (cf. 4.2.6). Optical back-action on the mechanical
oscillator is given by FˆBA,M, with the equivalent force on the atomic system vanishing within the realm
of validity of our model (cf. 4.2.3). Finally, the effects of feedback are encapsulated by FˆFB.
It will be convenient to adopt a frequency domain description of the system for the purposes of
treating the feedback circuit; for each time domain operator fˆ (t) there is a corresponding frequency
domain operator f˜ (ω) given by the Fourier transform
f˜ (ω) =
∫ ∞
−∞
dt eiωt fˆ (t)⇔ fˆ (t) = 1
2pi
∫ ∞
−∞
dω e−iωt f˜ (ω) .
Taking the transforms of Eqn (4.13a) and Eqn (4.13b) and eliminating x˜A yields
x˜M (ω) =
1
χ−1M (ω)−K2χA (ω)
[
F˜TH+ F˜BA,M+ F˜FB+KχA (ω) F˜CB
]
, (4.14)
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in which the mechanical susceptibility is χM (ω) =
[
M
(
ω2M−ω2− iωΓM
)]−1 and the atomic motion
has the transfer function χA (ω) =
[
Nm
(
ω2A−ω2− iωΓA
)]−1.
4.2.5 Modelling cold damping
The fluctuation-dissipation theorem enforces our inability to cool an oscillator by increasing the rate at
which it is damped into its thermal bath [116]; however, no such restrictions apply when coupled to
a non-thermal environment. One method of engineering such an effective non-equilibrium reservoir
is to use an external feedback circuit to apply a force FˆFB ∝−pˆM to the oscillator, which increases
its linewidth and introduces a (coloured) fluctuating force determined by noise on measurements
of pˆM [119]. The resulting mechanical steady-state is approximately thermal, with an effective
temperature that may be less than that of the environment (cf. § 4.3.1).
In optomechanical experiments pˆM is typically not directly accessible; instead, one detects the
phase quadrature of the output optical field (Eqn (4.7)), which carries information concerning xˆM, and
feeds this signal through an electrical filter. Balanced homodyne is an appropriate detection method
(see § 3.5 for an introduction to homodyne measurement).
The optical field at the output may be found by calculating δaout =
√
κAC δaL−δain,L. Imperfect
homodyne detection (efficiency η) is modelled by applying a standard beamsplitter transformation
to this field (Eqn (4.7))—that introduces an amount of uncorrelated noise associated with quantum
vacuum fluctuations δ XˆV
(
δ PˆV
)
—and treating the photodetectors as perfectly efficient. The resulting
effective detected field is
δ Xˆdet =
√
η δ Xˆ+D +
√
1−η δ XˆV,
δ Pˆdet =
√
η
(
δ PˆD− 4gMβ√κMC xˆM
)
+
√
1−η δ PˆV.
The most intuitive filter yielding a force proportional to −pˆM is a low-pass differentiator circuit4
with bandwidth ∆ωFB ωM [209]; such a filter is near-optimal5 in the limit that the optomechanical
coupling is sufficiently high 6, in that the controlled state asymptotically approaches the ground state
for appropriate choice of gain, cf. § 4.3.1. The feedback force is
F˜FB =
iωGΓMM
1− iω/∆ωFB x˜M+ F˜SN (4.15)
where the contribution due to optical shot noise is
F˜SN =
−iωG
1− iω/∆ωFB
MΓMκMC
8gMαD
(
δ P˜D+
√
1
η
−1 δ P˜V
)
.
The detection efficiency is η ∈ [0,1] and δ P˜V is the uncorrelated vacuum noise coupled in by imperfect
detection. We have normalised the filter function such that the overall feedback gain G has a transparent
physical interpretation (cf. Eqn (4.17)).
4In practice one would also include a band-pass filter centred at ωM so as to isolate the mechanical mode of interest.
5For an in-depth discussion of the optimum measurement angle see [223], published after this work was completed.
The central claims of this work are unaffected.
6Precisely, CM n¯M and η = 1.
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Inserting the feedback force into Eqn (4.14) yields
x˜M (ω) = χ ′M (ω)
[
F˜TH+ F˜BA,M+ F˜SN+KχA (ω) F˜CB
]
. (4.16)
The effective mechanical susceptibility has been modified to
χ ′M (ω) =
[
χ−1M (ω)−
iω
1− iω/∆ωFB GMΓM−K
2χA (ω)
]−1
. (4.17)
In the limit ωM ∆ωFB the second term describes a feedback-induced increase in the linewidth of
the oscillator, with G being the amount of broadening (so G = 1 corresponds to a doubling of the
linewidth), whilst the third term is a modification due to the atomic centre of mass motion.
Feedback of the form described here may be implemented in a number of ways. For example,
‘electrostatic’ actuation may be used to apply a force directly to the mechanical oscillator [117–120],
or the feedback force may be generated by imprinting an amplitude modulation onto a bright auxiliary
optical field (that does not interact with the atomic system) [116,121,122]. Importantly, we note that it
is generally possible to arrange the feedback apparatus such that the quantum noise originating from
the actuator (e.g. the RF or optical field, respectively, for the examples given above) is negligible
(cf. Eqn (4.16)); this approximation has been extensively employed in the optomechanical feedback
literature (e.g. [114, 210, 211, 224]).
4.2.6 Position power spectrum
The power spectrum of the position, SxMxM , is found via the Wiener-Khinchin theorem [5] in the limit
∆ωFB→ ∞.
SxMxM [ω] =
1
2pi
∫ ∞
−∞
dω ′
〈
x˜M (ω) x˜M
(
ω ′
)〉
= 2h¯
∣∣χ ′M∣∣2[ΓMMωM(12 + n¯M+CM+ ωωM G4 + ω
2
ω2M
G2
42ηCM
)
+K2 |χA|2ΓANmωA
(
1
2
)]
. (4.18)
The first two terms correspond to vacuum noise (1/2) and phonons entering the mechanics via the
thermal bath (with occupancy n¯M), whilst the third is the optomechanical cooperativity,
CM =
4(gMxZP,Mβ )2
ΓMκMC
=
2h¯
MωMΓM
(
2gMαD
κMC
)2
, (4.19)
corresponding to the effective number of additional bath phonons introduced by optical back-action.
As will be seen, CM controls the efficacy of feedback cooling [114] and strongly contributes to the
sympathetic cooling performance.
The fourth term of Eqn (4.18) arises from correlations between FˆBA,M and FˆSN, and the fifth is
solely due to the latter (cf. 4.2.6).
Finally, noise entering from the zero-temperature bath is filtered by the atomic susceptibility and
appears as the sixth term in the power spectrum. It is convenient to define an associated cooperativity
4.3. COOLING PERFORMANCE 71
by analogy with CM:
CA =
2h¯N
mωAΓA
(
4kgAαD
κAC
)2
=
Nmω3A
2h¯ΓA
(
1
4kαD
)2
. (4.20)
Although it does not appear directly in SxMxM (in the above form), CA is important in determining
whether sympathetic cooling is capable of reaching the mechanical ground state.
Integrating over the power spectrum yields the steady-state variance of xˆM, viz.〈
xˆ2M
〉
=
1
2pi
∫ ∞
−∞
dω SxMxM [ω] , (4.21)
which is the result of interest.
It is generally necessary to evaluate
〈
xˆ2M
〉
numerically; however, in § 4.3 we also explore several
limits in which it is possible to give approximate analytical solutions of Eqn (4.21).
Noise correlation functions
If the typical thermal timescale h¯/kBTB,M is small compared to the mechanical period it is possible to
form the correlator [114]〈
F˜TH (ω) F˜TH
(
ω ′
)〉
= 4pi h¯ΓMωMM
(
n¯M+
1
2
)
δ
(
ω+ω ′
)
.
n¯M is understood to be the mean number of excitations in the oscillator when in thermal equilibrium
with its bath.
When forming the product 〈x˜M (ω) x˜M (ω ′)〉 the following correlators also arise;〈
F˜CB (ω) F˜CB
(
ω ′
)〉
= 4pi h¯ΓANmωA
1
2
δ
(
ω+ω ′
)
,〈
F˜BA,M (ω) F˜BA,M
(
ω ′
)〉
= 4pi h¯ΓMMωMCM δ
(
ω+ω ′
)
,〈
F˜SN (ω) F˜BA,M
(
ω ′
)〉
= 4pi h¯ΓMMωM
G
4
ω/ωM
1− iω/∆ωFBδ
(
ω+ω ′
)
,
〈
F˜SN (ω) F˜SN
(
ω ′
)〉
= −4pi h¯ΓMωMM
(
G2
42ηCM
)
×
ωω ′
ω2M
δ (ω+ω ′)
(1− iω/∆ωFB)(1− iω ′/∆ωFB) .
It is important to recall that, for any observables Aˆ and Bˆ,
〈
A˜(ω) B˜(ω ′)
〉
=
〈
B˜(−ω ′) A˜(−ω)〉∗. We
note also that the commutation relations ensure that for any vacuum field
〈
δ X˜V (ω)δ P˜V (ω ′)
〉
=
+2piiδ (ω+ω ′).
All correlators not obtained from those above vanish.
4.3 Cooling performance
We are now in a position to calculate the mechanical oscillator’s position variance as a function of
the system parameters and the applied feedback gain. In the cases examined below the mechanical
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steady state is well approximated by a thermal distribution, as confirmed by numerical calculations of
its covariance matrix. For this reason
〈
xˆ2M
〉
serves as an excellent proxy for temperature.
With this in mind, we will refer to the oscillator as ‘ground state cooled’ if
〈
xˆ2M
〉≤ 3x2ZP,M. (4.22)
This corresponds to the requirement that the oscillator contain at most one phonon on average
(
〈
a†MaM
〉
≤ 1) 7.
4.3.1 Feedback cooling
Let us first consider the case in which there are no atoms in the trap. We include a brief summary of
results (cf. sources presented in § 5.1) here for the purposes of comparison with sympathetic cooling.
It is straightforward to extremise Eqn (4.21) with CA = 0 using Eqn (3.27).
This confirms the presence of a global minimum variance of〈
xˆ2M
〉
opt
x2ZP,M
=
G(0)opt
4ηCM
(4.23)
which is achieved with the feedback gain G(0)opt =
√
1+SNR −1, where the signal-to-noise ratio [117]
is given by SNR = 16ηCM (n¯M+CM+1/2).
In the experimentally-relevant regime of {SNR, n¯M} 1 it is straightforward to show that ground
state cooling may be realised if
n¯M . (9η−1)CM ≤ 8CM. (4.24)
Thus we see that feedback cooling to the ground state is possible when the mechanical noise spectrum
is dominated by radiation pressure fluctuations.
4.3.2 Sympathetic cooling
We now consider the capacity of sympathetic cooling alone: our analysis complements and extends
those performed by [150] and [151] by explicitly determining the temperature achievable in the regime
of hybridised mechanical modes.
Analytical treatments are tractable in both the atomic adiabatic (weak coupling) regime, wherein
the atoms are damped heavily compared to the rate of phonon transfer between the oscillators, and the
strong coupling (hybridised) regime, in that the coherent interaction (Eqn (4.10)) is dominant. The
primary challenge in either case is evaluating
∫ ∞
−∞ dω |χ ′M|2 and
∫ ∞
−∞ dω |χ ′M|2 |χA|2. These control,
respectively, the response to noise acting directly on the mechanics and indirectly via the atoms.
7We note that this is the same cut-off as implicitly employed in previous works e.g. [150, 151]
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Weak coupling
In the weak coupling regime (ΓA g & ΓA > ΓM) the atomic centre of mass adiabatically follows the
motion of the mechanical oscillator, allowing us to expand the atomic susceptibility near the resonance
frequency as
χA (ω ≈Ω)≈ iNmωΓA ≈
i
NmΓAΩ
(
2− ω
Ω
)
.
Neglecting the small frequency-independent imaginary term that arises leaves us with the approximate
modified mechanical susceptibility
χ ′M (ω)≈
1
M [Ω2−ω2− iΓMω (1+ c)] (4.25)
which describes a simple harmonic oscillator with an enhanced linewidth of ΓM (1+ c). Fittingly, the
broadening is characterised by the atom–mechanical cooperativity
C =
4g2
ΓAΓM
= 42CACM, (4.26)
With these approximations |χ ′M|2 may be readily integrated (cf. Eqn (3.27a) & Eqn (3.27b)).
The remaining term, proportional to
∫ ∞
−∞ dω |χ ′M|2 |χA|2, is not evaluated directly. Instead, it
may be evaluated by using the fact that the majority of the spectral variance is concentrated near the
resonance frequency Ω. We therefore replace |χ ′M|2 |χA|2, a product of two approximately Lorentzian
functions, with a single (approximate) Lorentzian, the linewidth of which is chosen to give an accurate
fit in the region ω ≈Ω. We find that
∣∣χ ′M∣∣2 |χA|2 ≈ [ 1NmMΩΓser
]2 1
(Ω2−ω2)2+ω2Γ2par
is a suitable replacement (depicted in Fig. 4.2 panel ii)). The linewidth of this function is the ‘parallel
sum’
Γpar =
(
1
ΓA
+
1
ΓM (1+C)
)−1
of the atomic and (enhanced) mechanical motion decay rates, rather than the ‘serial sum’ Γser =
[ΓA+ΓM (1+ c)]; this is necessary to obtain the correct behaviour when ΓM (1+C)∼ ΓA. Numerical
integration confirms that this replacement faithfully reproduces the true value of
∫ ∞
−∞ dω |χ ′M|2 |χA|2,
despite decaying more slowly than the true integrand as ω → ∞.
Using these two approximations we find〈
xˆ2M
〉
x2ZP,M
=
2
1+ c
[
n¯M+CM+
1
2
+ n¯a,eff
]
, (4.27)
where coupling to the atoms has introduced an effective number of phonons
n¯a,eff =
C/2
1+ ΓMΓA (1+C)
.
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Strong coupling
In the opposite limit, strong coupling (gmax{ΓA,ΓM}), excitations are hybridised across the two
local modes (xˆA and xˆM), giving rise to a symmetric and an antisymmetric normal mode. In this case
|χ ′M|2 and |χ ′M|2 |χA|2 share a similar twin-peaked structure. Splitting of the susceptibility into two
peaks, evident in Fig. 4.2 panel iii), is a clear signature of hybridisation.
Since the two peaks of the susceptibility account for the majority of the spectral variance we set∣∣χ ′M∣∣2 ≈ |χ+|2+ |χ−|2 (4.28)
where the symmetric (+) and antisymmetric (−) modes have susceptibilities
χ−1± = M±
[
Ω2
(
1± −2g
Ω
)
−ω2− iωΓN
]
. (4.29)
Note that when g Ω/2 the splitting between the symmetric and antisymmetric peaks is 2g. The
linewidth ΓN is the mean of ΓM and ΓA, and the effective masses M± = 2M
(
1−g2/Ω2) may be
obtained by considering the zero-frequency behaviour of |χ ′M|2. It is usually possible to ignore the
strong suppression of the susceptibility at ω ≈ Ω (cf. Fig. 4.2 panel iii), due to interference of the
normal modes, without significantly altering the value of the integral.
Noise acting on the atomic local mode appears in SxMxM [ω] as a sharp peak at ω ≈Ω; fortunately,
the aforementioned interference of the normal modes ensures that the product |χA|2 |χ ′M|2 remains
dominated by the twin-peaked susceptibility, as in Fig. 4.2 panel iv). Thus we again note that the
majority of the spectral variance lies close to the maxima, motivating the substitution
|χA|2
∣∣χ ′M∣∣2 ≈ |χ+|2+ |χ−|2
(2NmΩg)2
. (4.30)
The scaling factor (2NmΩg)−2 accounts for the different masses of the normal and local modes. This
approximate integrand yields quite accurate results, as confirmed by numerical integration.
Combining Eqn (4.28) and Eqn (4.30), we find that the variance is given〈
xˆ2M
〉
x2ZP,M
=
1
2
[
ΓM
ΓN
(n¯M+CM)+1
](
1− g
2
Ω2
)−2(
1− 4g
2
Ω2
)−1
. (4.31)
Here ΓN = 12 (ΓA+ΓM) is the linewidth of the normal modes of the system.
Comparison with numerics
Our analytical expressions (Eqn (4.27) and Eqn (4.31)) are compared to numerical results in Fig. 4.3.
The parameters Ω and ΓM have been chosen to be representative of a SiN nanostring [225, 226]
(Ω/2pi = 220 kHz, ΓM = 195 mHz) held in a dilution refrigerator such that n¯M = 2.8× 104 (tem-
perature TB,M = 300 mK, cf. [39]). Optical dipole traps are readily capable of achieving vibrational
frequencies on the order of Ω [6,227]. The remaining independent8 parameters appearing in the power
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Figure 4.2: Integrands that arise in the calculation of
〈
xˆ2M
〉
in the strong coupling regime. Exact
expressions are given in black (dashed) and approximations in red (solid). The coupling rate satisfies
g/Ω∼ 10−3 and the frequency scale is normalised and translated such that Ω→ 0. Panels i) and ii)
are calculated with the same parameters as Fig. 4.3 i), whilst panels iii) and iv) draw values from
Fig. 4.3 iii).
i) In the adiabatic regime the mechanical susceptibility is broadened by the interaction with the atom
cloud.
ii) Excitations arriving at the mechanical oscillator through the atomic motion have an approximately
Lorentzian spectrum (|χA|2 |χ ′M|2) in the weak coupling limit.
iii) Coherent exchange of excitations between the atoms and mechanics results in the formation of
hybrid modes. Their interference suppresses the mechanical response at Ω.
iv) The noise entering the mechanical mode via coupling to the atoms is sharply peaked near Ω, but
suppression of the mechanical susceptibility in this region (due to interference of the normal modes)
ensures that |χA|2 |χ ′M|2 has only two peaks. Our approximation to this integrand is most accurate in
the regions with the largest spectral variance.
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spectrum are CA, CM and ΓA (with G and η being important when measurement feedback is included).
These parameters are discussed further in Table 4.2 and § 4.3.3.
We may now ask whether sympathetic cooling is capable of producing near-ground-state-cooled
mechanical oscillators.
Substituting Eqn (4.27) into the ground state criterion (Eqn (4.22)) and using the fact that n¯M 1
yields
n¯M <
(
2+3
ΓM
ΓA
)
n¯a,eff−CM (4.32)
as a sufficient condition for ground state cooling in the adiabatic limit (we have used cΓM/ΓA 1,
which holds in this case). Much as the condition n¯M < 8CM indicates that the mechanical spectrum
must be dominated by radiation pressure fluctuations in order to ground state cool using feedback,
Eqn (4.32) shows that atomic contributions must dominate in order to sympathetically cool to the
ground state.
It is straightforward to show that the region in which Eqn (4.32) is satisfied is a portion of the
parameter space where C > n¯M and CA > 1/24. The condition C > n¯M is of great importance, as it
also dictates whether near-ground-state cooling may be achieved in the strong coupling regime.
Inserting the variance in the hybridised regime (Eqn (4.31)) into the ground state criterion gives
an inequality that may only be satisfied if C = n¯M is reached in the weak coupling limit; that is, if
near-ground-state cooling is possible in the adiabatic limit then it is also possible in the case of strong
coupling9. The converse statement is also true; if near-ground-state cooling is not possible in the
weakly-coupled limit then it is also not possible in the hybridised limit (i.e. no near-ground cooling if
C = n¯M requires strong coupling).
The physical interpretation of these statements is that the atomic motion must be damped into the
zero-temperature bath faster than phonons enter from the hot reservoir, which is entirely consistent
with our naı¨ve expectations. Effective steady-state cooling is therefore more difficult to realise in
the strongly-coupled case simply because ΓA is bounded above by Ω/2 (required for stability, cf.
Eqn (4.12)).
In summary, we have shown that there exist two (slightly overlapping) parameter regimes, sum-
marised in Table 4.1, in which the oscillator is prepared near the quantum ground state.
8Of course, the cooperativities do depend on the resonance frequency and decay rates: however, it is possible to vary
them independently by suitable adjustment of gA, N, gM, etc.
9We imagine tuning between the two regimes by varying CA and CM, keeping ΓA,ΓM and Ω fixed.
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Near-ground cooling Condition
Sympathetic n¯M <C & 1/24<CA & ΓMn¯M ΓA
Feedback n¯M < (9η−1)CM
Neither max{(9η−1)CM,C}< n¯M or CA < 1/24
or ΓA . ΓMn¯M
Table 4.1: A summary of the relevant parameter regimes for sympathetic and feedback cooling
to near the ground state. In the case that both sympathetic cooling and cold damping are capable
of approaching the ground state there exists an overlap region if the feedback efficiency satisfies
1≥ η > 19
(
1+ 23ΓAΓMn¯MΩ
−2).
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Figure 4.3: The temperature of a micromechanical device sympathetically cooled by coupling to a
cold, trapped atomic gas. Purple indicates cooling to near the motional ground state. Contours of equal
g/Ω are indicated by dashed lines, and the unstable g>Ω/2 region is coloured teal (cf. Eqn (4.12)).
The horizontal axis has been normalised (cf. Eqn (4.24)). Numerical results are presented in the upper
row and the corresponding analytical predictions in the lower. See the text for discussion of the input
parameters used. The squares and diamonds indicate feasible experimental parameters (cf. Table 4.2).
i) ΓA =Ω. Sympathetic cooling alone is capable of reaching near-ground-state temperatures in the
weak coupling regime. Note that the cold ‘tongue’ protrudes well into the 8CM > n¯M region in which
feedback cooling is also capable of approaching the ground state.
ii) ΓA = Ω. Eqn (4.27) accurately predicts the true steady-state variance in the intended parameter
space. In the checked region the system is hybridised i.e. strongly coupled.
iii) ΓA = 1.4×10−5 Ω= 102 ΓM. As discussed in the text, near-ground-state cooling is not possible if
the atoms are incapable of dissipating energy faster than it enters from the mechanical system.
iv) ΓA = 1.4×10−5 Ω= 102 ΓM. A second analytical expression (Eqn (4.31)) is accurate in the strong
coupling regime. The equation is invalid in the checked region, which is in fact weakly coupled
(g< ΓA).
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4.3.3 Combined cooling
We now turn our attention to the performance of combined sympathetic and feedback cooling. Both
mechanisms act to suppress the leakage of information into the environment; cold damping achieves
this explicitly by measurement and feedback, whilst atomic cooling achieves the same effect by
diverting a portion of the leakage into the atoms, and thence back to the mechanical system. Our
main computational task is therefore to determine the optimum feedback gain to apply for a fixed
sympathetic cooling capacity, and to then calculate the new—hopefully reduced—position variance.
The former is typically pushed away from its CA = 0 value, G
(0)
opt, to a new optimum, Gopt. To
calculate this gain we analytically differentiate SxMxM with respect to G, numerically integrate over ω
to find ∂
〈
x2M
〉
/∂G, and apply a numerical root-finding algorithm to determine Gopt.
The results shown in Fig. 4.4 and Fig. 4.5 are calculated in the case of perfect feedback i.e. η = 1:
we note that the results with imperfect feedback efficiency are qualitatively the same for η & 50% (one
essentially need only renormalise the lower axis appropriately), but differ substantially for η . 15%.
These data make it quite clear that, generally speaking, including measurement-based feedback
alongside sympathetic cooling significantly decreases the oscillator’s temperature. The notable
exception to this behaviour is in the parameter space where atoms alone are capable of achieving
near-ground-state temperatures (8CM < n¯M <C & ΓMn¯M ΓA), in which the addition of feedback
yields little improvement (∼ 0.01 dB improvement). Furthermore, the addition of atoms to the system
has negligible impact if feedback cooling to the ground state is possible.
Exemplary experimental parameters are given in Table 4.2; these yield the points denoted by 
and  in Figures 4.3, 4.4 and 4.5.
Ideally, our example mechanical system that operates in the mechanical back-action–dominated
regime (8CM > n¯M, left panel of Table 4.2) will reach a final variance of 1.41x2ZP,M with feedback
alone: its thermal variance is ∼ 5×104 x2ZP,M.
Our suggested hybrid system (right panel of Table 4.2: note that gM has been adjusted such that
8CM < n¯M i.e. cold damping to the ground state is not possible) achieves variances of 1.35x2ZP,M
and 1.33x2ZP,M in the weakly-coupled regime—with and without feedback, respectively—whilst in
the case of strong coupling the (sympathetically-cooled) variance of 603x2ZP,M may be reduced to a
mere 4.79x2ZP,M by switching on feedback. This is essentially equal to the feedback-only steady-state
variance in this regime.
It is encouraging that all of these parameters are within reach of state-of-the-art optomechanical
and atomic systems; sympathetic cooling (and/or cold damping) to the mechanical ground state is
technically feasible. The experimental challenges lay in combining these heretofore disparate elements
and eliminating technical noise (and system-specific noise sources, such as absorptive heating) that we
have not considered here.
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Figure 4.4: The steady-state behaviour of a mechanical device subject to combined sympathetic and
feedback cooling (η = 1). The left column shows numerical calculations of the optimum position
variance, and the right displays the corresponding optimised feedback gain (Gopt) relative to its
CA = 0 value (G
(0)
opt). Note that the colour scale on panels i) and ii) matches that of Fig. 4.3, as do
the annotations. These results have been truncated near to the instability region because numerical
calculations of ∂
〈
xˆ2M
〉
/∂G become unreliable in this limit. Squares and diamonds indicate achievable
experimental parameters, as in Table 4.2.
i) ΓA = Ω. Feedback does not significantly alter the optimum temperature in the region where the
atoms alone are capable of ground state cooling; however, it is of significant use outside of this area.
ii) ΓA = 1.4×10−5 Ω = 102 ΓM. If feedback is introduced in the regime ΓM ∼ ΓA it is possible to
reach much smaller variances than with atoms alone.
iii) ΓA =Ω. The optimum gain Gopt is not appreciably altered from its atom-free value G
(0)
opt across a
wide range of parameters. The dark region in the upper left of the plot indicates that the atoms are
dominating cooling in this regime.
iv) ΓA = 1.4×10−5 Ω= 102 ΓM. Deviations from G(0)opt occur for low CM because the feedback circuit
becomes unable to track the mechanical position with sufficient accuracy. In this regime sympathetic
cooling plays an increasingly significant role.
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Figure 4.5: A comparison of combined feedback and sympathetic cooling with each mechanism
employed individually. The left column shows results in the weakly-coupled regime, with strong
on the right. The upper row compares the variance with combined cooling to that with optimised
feedback in the absence of atoms (i.e.
〈
xˆ2M
(
c,Gopt
)〉
/
〈
xˆ2M
(
0,G(0)opt
)〉
, in dB), whilst the lower
column shows the performance of combined cooling with respect to sympathetic cooling only (i.e.〈
xˆ2M
(
c,Gopt
)〉
/
〈
xˆ2M (c,0)
〉
, in dB). Feasible experimental parameters (cf.Table 4.2) are plotted as
squares and diamonds.
i) ΓA = Ω. Addition of atoms in the weakly-coupled regime does allow one to reach temperatures
below that achieved by feedback alone, with the greatest impact being for parameter combinations
where feedback cooling is incapable of approaching the ground state.
ii) ΓA =Ω. Introducing feedback cooling dramatically reduces the variance everywhere outside of the
near-ground-state-cooled area.
iii) ΓA = 1.4×10−5 Ω= 102 ΓM. The cooling is almost completely dominated by the measurement-
based feedback in the strong coupling regime.
iv) ΓA = 1.4×10−5 Ω= 102 ΓM. The sympathetic damping mechanism contributes most strongly to
the combined cooling power of the hybrid system in the low-CM regime.
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Mechanical alone  cf. [226] Mechanical and atomic 
ωM/2pi 220 kHz
ΓM/2pi 31 mHz
M 1.4 ng
κMC 20ωM
αD 6.58×106
√
Hz
gm 9.85 MHz/nm
TB,M 300 mK [37]
8CM/n¯M 9.03 dB
ωM/2pi 220 kHz ωA ωM
ΓM/2pi 31 mHz ΓA ωM
(
102ΓM
)
M 1.4 ng m 1.44×10−25 kg
κMC 20ωM κAC 20ωM
αD 6.58×106
√
Hz N 3.1×108 [228]
gm 3.19 MHz/nm ∆t/2pi −1 GHz [151]
TB,M 300 mK [37] V 2.8×10−8 m3
8CM/n¯M −4.38 dB CA 9.54 (58.1) dB
Table 4.2: Feasible experimental parameters that permit preparation of a mechanical oscillator near its
ground state by using sympathetic or feedback cooling.
The mechanical () specifications are drawn from the literature concerning evanescently-coupled,
high-tension silicon nitride nanostrings (as discussed in § 4.3.2); we have assumed that the damping
rate is independent of temperature.
The atomic cavity () parameters have been chosen to be comparable to those used to construct optical
parametric oscillators (e.g. cavity length ∼ 30 cm, linewidth κAC/2pi = 4.4 MHz). The transverse
beam area is drawn from [6] and the detuning estimated according to [151]. We have used the transition
wavelength and dipole moment of the 87Rb D2 line cf. [151]. Values in parentheses are valid in the
small ΓA limit. It is possible to prepare large numbers of atoms in their motional ground state (e.g.
using Raman cooling in a three-dimensional optical lattice) [228].
See § 4.3.3 for discussion of the final temperatures achieved using these specifications.
4.4 Conclusion
We have modelled steady-state cooling of a low-frequency mechanical oscillator using the combined
effects of optical coupling to a remote atomic ensemble and measurement-based feedback. Combining
these two methods is beneficial in all circumstances, although there exist distinct regions of parameter
space (cf. Table 4.1) in which one technique or the other dominates the cooling. We have also
demonstrated that an optically-mediated state swap between the two mechanical degrees of freedom
(i.e. sympathetic cooling to the ground state) may be performed even in the case that n¯M <CM, in
which a complete mechanical↔ optical swap is forbidden. Both sympathetic and feedback cooling to
the ground state are feasible with current experimental parameters.
Chapter 5
A quantum optomechanical interface beyond
the resolved sideband limit
The work presented in this chapter has been published by IOP Publishing;
J. S. Bennett, K. Khosla, L. S. Madsen, M. R. Vanner, H. Rubinsztein-Dunlop, and W. P. Bowen, A
quantum optomechanical interface beyond the resolved sideband limit, New Journal of Physics 18,
053030, 2016
Mechanical oscillators that respond to radiation pressure are a promising means of transferring
quantum information between light and matter. Optical–mechanical state swaps are a key operation in
this setting. Existing proposals for optomechanical arbitrary state swap interfaces are only effective in
the resolved sideband limit. Here, we show that it is possible to fully and deterministically exchange
mechanical and optical states outside of this limit, in the common case that the cavity linewidth is
larger than the mechanical resonance frequency. This high-bandwidth interface opens up a significantly
larger region of optomechanical parameter space, allowing generation of non-classical motional states
of high-quality, low-frequency mechanical oscillators.
5.1 Introduction
Quantum interfaces are anticipated to form a crucial component of future quantum information
networks due to their ability to transfer quantum information between ‘flying’ carriers—photons—
and ‘stationary’ quantum media [105, 179]. Numerous physical settings lend themselves to creating
such interfaces, including both warm and cold neutral atoms [143, 229], quantum dots [230, 231],
nitrogen–vacancy (and other) colour centres [232, 233] and trapped ions [234, 235].
Cavity optomechanical systems are a promising platform for novel quantum interfaces because they
may be used to couple light to the ‘stationary’ media listed above, and because existing mechanical
oscillators have extremely long decay times (∼ 30 s, e.g. [226]). In these systems a mechanical degree
of freedom with (angular) frequency ωM is parametrically coupled to an optical cavity with linewidth
κ . These devices have entered the quantum regime for the first time in recent years (e.g. [15–17, 26])
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and they are set to find technological and research applications in a variety of capacities. For instance,
a mechanical oscillator that is subject to radiation pressure arising from microwave and optical modes
simultaneously may be used to couple superconducting circuits to optics [182,236–240]; the capability
to do this at the quantum level would permit construction of quantum information networks that
utilise the advantages of both low-loss optical transmission and the exquisite quantum control of
superconducting circuits. There are also a wealth of proposals for employing cavity optomechanical
coupling to prepare massive mechanical oscillators in non-classical states, which could allow sensitive
probing of the quantum-to-classical transition [26] or quantum-enhanced metrology (e.g. mass
sensing [28], accelerometry [29]).
In many of these applications it is expedient to employ a low-frequency mechanical oscillator
(e.g. [31]); for instance, devices with material-limited damping rates Γ obey the scaling Γ ∝ ω2M
(due to the Akhiezer effect [32]). Furthermore, large optomechanical coupling rates require small
cavity volumes, and the optical linewidth typically scales inversely with its length, so that κ is
often unavoidably larger than ωM in micro- and nano-optomechanical devices. This high-bandwidth
operating regime, κ  ωM, is known as the unresolved sideband limit or bad-cavity limit, despite the
fact that the cavities involved often have large Q factors.
Current technologies make it possible to cool a mechanical oscillator to near its ground state in the
unresolved sideband limit using optical measurement-based feedback cooling (e.g. [119]), or to perform
steady-state cooling using hybrid quantum systems [1, 152, 241], dissipative optomechanics [168],
optomechanically-induced transparency [112], and related schemes (e.g. [242,243]). Very rapid ground
state cooling of the mechanical oscillator is also enabled by varying the optical drive’s amplitude and
phase dynamically [89, 99, 154, 158, 160]. Alternatively, one may exploit the large cavity bandwidth in
the bad-cavity limit to engineer quantum non-demolition (QND) interactions between short optical
pulses and a mechanical oscillator (cf. (2.19)) [154]. QND interactions are the basis of proposed
quantum ‘upload’ interfaces, which write the state of one input mode onto one output mode [244–246].
Further applications of QND interactions include generation of mechanical geometric phases [160],
and cooling by measurement and state tomography [158].
Despite this—and the success of optomechanical interfaces in the ‘resolved sideband’ (κ  ωM),
regime (e.g. [15,16,73,84,87,247])—there are currently no quantum optical–to–mechanical interfaces
that permit a state swap in the unresolved sideband limit. Teleportation schemes [248] and the
aforementioned quantum ‘upload’ interfaces [244, 245], which transfer an input state from one degree
of freedom to another, are incapable of directly exchanging two input states.
Here we present a bidirectional optomechanical interface that can perform a quantum state swap
and other operations in the unresolved sideband limit. Our interface is completely deterministic and
does not rely on measurement or any form of conditioning or post-selection. Furthermore, the proposed
protocol only requires classical open-loop control, which may be performed with very low added noise
(i.e. below the back-action noise) [156].
We predict that the interface is capable of performing a number of important operations, including
mechanical ground state cooling, squeezing, and exploiting non-Gaussian optical inputs to create
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Wigner-negative mechanical states, including low-amplitude Schro¨dinger cat (‘kitten’) states.
5.2 Pulsed QND interaction
Deep sub-mechanical-period optical pulses can interact with an optomechanical system to generate a
quantum non-demolition (QND) interaction between the optical and mechanical components [154].
The theory underpinning this was outlined in § 2.3.4.
For the purposes of this chapter we will require some slight generalisations. We will redefine the
amplitude fluctuations operator as
XˇL (t) =
α (t)δa† (t)+α∗ (t)a(t)
|α (t)| ,
and the conjugate (phase) fluctuations as
PˇL (t) = i
α (t)δa† (t)−α∗ (t)a(t)
|α (t)| .
These zero-mean operators reduce to the definitions given in § 2.3.4 when α (t) ∈ R. When α (t)
is not real these new definitions ensure that XˇL (t) and PˇL (t) retain their physical interpretations
as the amplitude and phase fluctuations parallel and perpendicular to the ‘stick’ in a ball-and-stick
diagram. This ensures that the fluctuations transform correctly when the optical state is displaced—as
in Fig. 5.1 panel ii)—which will be important in our model.
Following the same procedure as outlined in § 2.3.4, we arrive at the standard QND interaction
between the mechanical oscillator and the collective quadratures of the optical pulse, reproduced here
for convenience;
X ′M = XM, P
′
M = PM+χXL, (5.1a)
X ′L = XL, P
′
L = PL+χXM. (5.1b)
The coupling strength is
χ =
−8g0
√
N
κ
where N is the mean number of photons in the pulse envelope. As before, the collective pulse
quadratures are the amplitude-weighted averages of the instantaneous cavity quadratures over the
duration of the pulse. We have also implicitly included an open-loop displacement operation that
cancels the mean impulse on the mechanical oscillator.
5.3 Basic protocol
A QND interaction correlates each oscillator with the other, but only one quadrature at a time; evidently
some extra ingredients will be required to perform a complete state swap. We will first show how to
use a sequence of QND interactions and local operations to realize a state swap under ideal conditions.
Secondly, we will generalise our protocol to allow both state transfer and squeezing.
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In our approach the pulse enters and leaves the optomechanical cavity multiple times, with local
operations on the pulse and mechanical resonator occurring between the optomechanical interactions.
Figure 5.1 summarises the necessary steps, as presented below, graphically. This approach is in the
spirit of the proposal of [244, 245]; however, our protocol replaces measurement and feedback with a
third QND interaction to achieve a two-way interface.
Firstly, consider the case in which χ = −1 and there are no optical or mechanical decoherence
mechanisms. From (2.19) it is clear that a single QND pulse correlates P′M (P
′
L) with XL (XM). In order
to build the necessary correlations between the other pair of quadratures we must exchange X ′M (X
′
L)
and P′M (P
′
L). This may be achieved by local pi/2 rotations on each mode.
For definiteness, we can consider the local rotations to be generated in the following manner.
Delay the pulse for a quarter of a mechanical period before re-injecting it into the cavity to achieve
a mechanical rotation of pi/2. The optical amplitude and phase noise rotations may be generated by
displacing the optical state in phase space, as demonstrated in Fig. 5.1 (panel ii), e.g. by interfering the
pulse with a very bright, temporally matched pulse on a highly asymmetric beamsplitter (cf. Fig. 5.1,
panel iii). For instance, consider the special case of a displacement sending the mean amplitude α to
iα; this yields the transformation
XL → PL,
PL → −XL,
which is precisely a pi/2 rotation of the noise (by contrast, a rotation of the optical field leaves the
noise unchanged, because the fluctuations are also rotated). Given that the noise associated with this
operation may be made arbitrarily small in principle (by selecting an extreme asymmetry and applying
a more powerful displacement pulse) we will neglect it, or else absorb it into the total efficiency ηL
defined in § 5.4.1.
If we apply these rotations and then allow the pulse and oscillator to interact for a second time the
quadratures have been transformed according to
X ′M = PM−XL, P′M =−PL, (5.2a)
X ′L = PL−XM, P′L =−PM. (5.2b)
The momentum quadratures have been entirely swapped, as desired, because the contribution of the
initial mechanical position to P′M due to free evolution has been coherently cancelled by the contribution
of X ′L (which depends on the initial position) from the QND interaction. However, it is clear that
X ′M (X
′
L) still retains some ‘memory’ of the initial momentum PM (PL) of the mechanical (optical)
oscillator; this needs to be erased for the swap to be completed. Fortunately, this can be achieved by a
second pair of pi/2 rotations and a third QND interaction, viz.
X ′M =−PL, P′M = XL, (5.3a)
X ′L =−PM, P′L = XM. (5.3b)
This is a perfect state swap, up to local rotations (which we shall not consider), because the mechanical
system now carries only fluctuations from the initial optical state, and vice versa.
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Figure 5.1: Schematic of our pulsed optomechanical interface.
i) Quantum circuit representation (operations proceeding from left to right). The input density
operator is separable, ρˆ = ρˆM⊗ ρˆL. An open-loop mechanical displacement (DM) negates the classical
momentum kick imparted by the mean amplitude of the pulse during the quantum non-demolition
(QND) interaction. RM denotes a pi/2 mechanical rotation (under free evolution) and DL is the
matching optical displacement (noise rotation). Immediately before the second QND interaction the
state of each oscillator is correlated with both inputs (ρˆM & ρˆL). In the ideal case the final QND
interaction separates the output into the form ρˆ = ρˆL⊗ ρˆM, but in general the output state need not be
separable.
ii) Illustration of the effect of RM and DL on Gaussian states. Each ‘ball & stick’ represents a noise
ellipse of the state’s Wigner function. RM rotates the entire state (shown with non-zero mean amplitude
for clarity). DL is a displacement of the optical state; note, however, that it effectively rotates the noise
quadratures relative to the mean amplitude. The initial amplitude quadrature is marked by a cross, and
the initial phase quadrature by a circle.
iii) A potential physical architecture for the interface. The pulse carrying the initial optical quadratures
is injected at the switch (upper right, S) and circulates counter-clockwise. After a QND interaction
with the optomechanical cavity (centre) it is coupled into a delay arm via the switch and held for a
quarter of a mechanical period. The pulse then encounters a bright, temporally-matched coherent pulse
at the asymmetric beamsplitter (ABS, lower left), which perform a displacement of the pulse (rotation
of the optical noise). This process repeats. After the final QND interaction the switch is opened and
the output pulse leaves the interface.
5.4 Decoherence mechanisms
The fundamental limits on the interface’s performance are imposed by optical loss and thermomechan-
ical noise.
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5.4.1 Optical loss
Optical losses due to inefficiencies within the recirculating loop may be partially compensated by
altering the magnitude and phase angle of the displacement pulse, but contamination of the fluctuation
quadratures by vacuum noise cannot be reversed. Losses may be modelled by coupling the circulating
pulse to a vacuum bath on a beamsplitter with efficiency ηL (unity for perfect operation). The resulting
nonhomogeneous evolution is
XL→√ηL XL+
√
1−ηL XV,
where XV is vacuum noise. An analogous relation holds for PL. The properties of the vacuum mode
are
〈
X2V
〉
=
〈
P2V
〉
= 1 and 〈XVPV〉S = 0. Here we have introduced the symmetrised expectation value,
〈XVPV〉S = 12 〈XVPV+PVXV〉=ℜ{〈XVPV〉}.
5.4.2 Damped mechanical evolution (rotation)
Mechanical decoherence is induced by two intimately related mechanisms: loss of energy from the
oscillator into a heat bath, and random excitation of the oscillator by the bath. These processes may be
described by the Langevin equations for the damped evolution (cf. [249]),
X˙M = +ωMPM (5.4a)
P˙M = −ωMXM+
√
2Γ ξˆ −ΓPM. (5.4b)
Momentum-dependent damping occurs at a rate Γ whilst excitations enter via the random force ξˆ at
a rate of Γ× (n¯H+1/2), where n¯H is the equilibrium occupancy of the oscillator, related to the bath
temperature T through the Bose-Einstein distribution (hence n¯H ≈ kBT/h¯ωM for large temperatures).
A full treatment of these equations is given in § 3.4.1.
Position and momentum after a quarter cycle
When evaluated after a quarter of a mechanical cycle (XM and PM in the following expressions are
implicitly evaluated at time zero; X ′M, P
′
M, ∆XM and ∆PM are evaluated at time t = pi/2ωMσ ) we obtain
X ′M =
√
ηM
[
εXM+
1
σ
PM+∆XM
]
,
P′M =
√
ηM
[
−εPM− 1σ XM+∆PM
]
.
The noise increments ∆XM and ∆PM are defined by Eqn (3.22). Non-zero mechanical damping has
reduced the mechanical resonance frequency to ωMσ , where
σ =
√
1− (Γ/2ωM)2
=
(
1+ ε2
)−1/2 ≤ 1,
with ε = Γ/2ωMσ (we assume that the oscillator is underdamped throughout) being a small parameter
in the high-QM limit (QM ≈ ωM/Γ 1 in typical optomechanics experiments).
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The following commutators apply;
[∆XM,∆PM] = 2i
(
η−1M −1
)
,
[XM,∆XM] = [XM,∆PM] = 0,
[PM,∆XM] = +2iε,
[PM,∆PM] = −2iσε2.
The efficiency ηM = exp{−piε} is approximately the amount by which a coherent excitation of
the oscillator decays over the course of one quarter mechanical period: for an initial coherent excita-
tion amplitude β we have |β |2→ ηM
(
1/σ2+ ε2
) |β |2 = ηM (1+2ε2) |β |2, which is approximately
ηM |β |2 for high-QM oscillators.
5.4.3 Pulse absorption
We close this section with some remarks about achieving χ = −1 in the face of experimental im-
perfections and decoherence. Firstly, we wish to emphasise that many recent pulsed optomechanics
experiments have entered a closely-related regime where the optomechanical cooperativity (see
Eqn (5.13)) exceeds n¯H (e.g. [93, 183]). The essential difference is that our scheme simultaneously
requires κ ∼ g0
√
N to be satisfied, implying that g0
√
N  ωM. This necessitates the use of a very
large number of pulse photons, because we are by assumption operating with g0 ωM and ωM κ .
Such high-N pulses could be readily generated by acousto-optic or electro-optic (e.g. [158]) modulation
of a pump beam over the timescales relevant to our scheme. For example, a pulse lasting 1% of a
mechanical period at ωM/2pi = 100.2 kHz requires an average power of ∼ 10 mW to reach N ∼ 109
(cf. example experimental parameters given in Table 5.1). The chief technical issue expected to be
encountered in this large N limit is heating due to optical absorption, which is often a problem in
continuous-wave optomechanics experiments.
Here we show that our scheme does not suffer from significant heating due to absorption (see
§ 5.4) by considering an explicit potential realisation. We model a microstring mechanical resonator
of thickness tR = 54 nm, width wR = 10 µm and length `R = 1 mm; such devices may be fabricated
from silicon nitride (cf. Table 5.1) [165]. Note that all of the parameters below have been realised in
existing experiments.
Using the formula for the absorption of a dielectric plate given by [250] (Eqn (3.7) thereof) and
the measured imaginary refractive index of SiN [251] we estimate that the fraction of incident power
absorbed by the oscillator is f ∼ 10−5. The energy deposited into the resonator by a single pulse is
therefore E ≈ h¯ωp f N2F/pi , where F is the cavity finesse (cf. [151]) and ωp is the pulse’s central
frequency. We have taken the energy of a pulse photon to be h¯ωp, ignoring its spectral width.
It takes a characteristic time for thermal energy deposited at the centre of the string to leave,
given by ω−1th = ρRcR`
2
R/κth, where ρR is the device’s mass density, cR is its specific heat capacity
and κth is its thermal conductivity. We take ρR = 3.18× 103 kg m−3, cR = 711 J kg−1 K−1 and
κth = 150 W m−1 K−1 (values for Si3N4 taken from [252], tables 40, 88 and 104). Given the geometry
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Table 5.1: Exemplary parameters for use with the three-pulse protocol, taken from existing experiments.
The mechanical frequency ωM, zero-point coupling rate g0 and optical linewidth κ are taken from
silicon nitride microstring resonators evanescently coupled to silica microsphere whispering gallery
modes [165]; the decay rate Γ of comparable oscillators has previously been observed to be as low
2pi×31 mHz [160, 226]. With these specifications and a bath temperature of 4 K the oscillator may
be ground state cooled (〈nˆ′M〉= 0.606). Reducing the bath temperature to 50 mK (e.g. [253]) would
permit 〈nˆ′M〉= 0.008 and preparation of the |1〉 motional state with infidelity 1−F = 2.3%.
Mechanical frequency ωM/2pi 100.2 kHz Mechanical decay Γ/2pi 31 mHz
Cavity linewidth κ/2pi 25.6 MHz Optomechanical coupling g0/2pi 75 Hz
Photon number N 7.28×109 Cooperativity C 7.72×105
Bath temperature T
{
4 K
50 mK Bath occupancy n¯H
{
8.32×105
1.04×104
described here, ωMωth≈ 260 Hz. This means that we may treat the dynamics of the heat distribution
as very slow compared to the mechanical motion of interest.
During the full protocol time of half a mechanical period, thermal energy deposited at the centre of
the string has propagated a distance (root-mean-squared) of L =
√
2piκth/ρRcRωM . Thus the volume
of heated material may be approximated as VR ≈ tRwRL. The resulting change in temperature of the
material over this volume is δT = E/piρRcRVR. As a consequence, the occupancy of the bath seen by
the mechanical mode changes by (at worst)
δ n¯H = 3kBδT/h¯ωM
= 3
2 f kBωpF
pi2ωMρRcRVR
N.
The overall factor of three accounts for the fact that there are three pulses.
If we employ a pulse with photons at a central wavelength of 1559 nm [165] we obtain δ n¯H ≈
10−9×FN. Thus for a finesse of 100 and photon number as in Table 5.1 the change in the effective
bath occupancy is approximately 10% at 50 mK.
This result is in many ways a worst-case scenario. Firstly, the change in temperature seen by the
mode of interest is likely to be lower than calculated here because the mode extends over a larger
region of the string. Secondly, alternative resonator geometries (which are not long and thin) can
permit much lower δ n¯H because of their larger volume and faster thermal diffusion times. We are
therefore confident that heating will not (in principle) prevent one from achieving χ =−1.
5.5 Extended model
The three-pulse protocol introduced above may easily be generalised to the case in which the pulses
have unequal interaction strengths, which we shall denote by χ( j) where j = 1,2,3 labels each pulse.
This could be arranged by using the control (displacement) pulses to alter the mean number of envelope
photons N( j) between QND interactions.
A single QND interaction (including open loop displacement of the mechanics) may be written as
X →M( j)QNDX
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with
M( j)QND =

1 0 0 0
0 1 χ( j) 0
0 0 1 0
χ( j) 0 0 1
 ,
andX = (XM,PM,XL,PL)
T.
The evolution induced by a single pulse–displace–delay cycle may then be expressed as a nonho-
mogeneous linear equation
X →M( j)X+F ( j)
where M( j) is a square matrix characterised by the interaction strength χ( j) = −8g0
√
N( j)
κ and the
efficiencies ηL and ηM;
M( j) =

ε
√
ηM
√
ηM /σ
√
ηM χ( j)/σ 0
−√ηM /σ −ε√ηM −εχ( j)√ηM 0√
ηL χ( j) 0 0
√
ηL
0 0 −√ηL 0
 .
The inhomogeneous term corresponds to thermal and vacuum noises; F ( j) = f ( j)+(1−ηL)v( j)
where
f ( j) =
√
ηM
(
∆X ( j)M , ∆P
( j)
M , 0, 0
)T
and
v( j) =
(
0, 0, X ( j)V , P
( j)
V
)T
in which X ( j)V (P
( j)
V ) are vacuum noise operators and ∆X
( j)
M and ∆P
( j)
M are evaluated at t = pi/2ωMσ
(i.e. at one-quarter mechanical period).
The noise has the following covariance, with other terms vanishing;
〈
∆X ( j)M ∆X
(k)
M
〉
=
〈
∆P( j)M ∆P
(k)
M
〉
= δj,k (2n¯H+1)
(
1
ηM
−1−2ε2
)
,〈
∆X ( j)M ∆P
(k)
M
〉
S
= 4δj,k (2n¯H+1)
ε
σ
,〈
X ( j)V X
(k)
V
〉
=
〈
P( j)V P
(k)
V
〉
= δj,k,〈
X ( j)V P
(k)
V
〉
S
= 0.
δj,k is the Kronecker delta.
The complete transformation between initial and final quadratures is found by chaining the above
operations together (remembering that the final pulsed interaction is not followed by a rotation &
optical displacement). The resulting nonhomogeneous linear map is
X ′ = MX+F , (5.5)
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where the explicit matrix form of M = M(3)QND M
(2) M(1) is
µ(1)−ηM 0 0 −µ(2)
εσ
[
µ(3)−µ(1)
]
µ(3)−ηM 1µ(2)
[
ηLµ(3)+µ(1)
(
ηM−µ(3)
)]
µ(2)εσ
−µ(2)εσ −µ(2) µ(1)−ηL 0
1
µ(2)
[
ηMµ(3)+µ(1)
(
ηL−µ(3)
)]
0 0 µ(3)−ηL
 ,
(5.6)
and
F = M(3)QND
[
M(2) F (1) + F (2)
]
.
Here we have introduced the ‘pulse strengths’ µ( j) , which take into account the level of decoher-
ence present; they are given by
µ(1) = − χ(1) µ(2) ,
µ(2) = −√ηLηM χ(2) /σ ,
µ(3) = − χ(3) µ(2) .
Note that in the absence of decoherence the perfect state swap is achieved when µ( j) = 1 ∀ j. This
makes the anti-diagonal elements of M equal to ±1, whilst simultaneously setting the diagonal
blocks—which determine how incomplete the swap is—to zero.
In what follows we will restrict ourselves to the case in which the optical and mechanical modes
are initially separable and zero-mean (〈X〉= 0). Note that the latter may always be arranged by local
operations on the input states, and that the mean amplitudes are unchanged by the interface.
Before continuing, it is instructive to consider the form of M in some ideal cases.
State swap
Setting µ( j) = 1 with no decoherence (ε = 0, ηM = ηL = 1) yields
M =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
 . (5.7)
Squeezed state swap
Setting µ(1,3) = 1 with no decoherence gives
M =

0 0 0 − µ(2)
0 0 1/ µ(2) 0
0 − µ(2) 0 0
1/ µ(2) 0 0 0
 .
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This may be factorised into a state swap (as given above) followed by the application of the two local
squeezing operations
S = exp
{
1
2
ξ ∗ a2− 1
2
ξ a† 2
}
exp
{
1
2
ξ ∗ b2− 1
2
ξ b† 2
}
→

µ(2) 0 0 0
0 1/ µ(2) 0 0
0 0 µ(2) 0
0 0 0 1/ µ(2)
 ,
which have equal squeezing parameters ξ =− ln µ(2) . This possibility will be examined in § 5.8.
5.6 Ground state cooling
Ground state cooling is a convenient starting point for several schemes that aim to generate non-classical
states of motion [26, 82], fundamental tests of quantum mechanics and many quantum information
processing protocols (e.g. see [254]). We shall refer to systems with average occupancies less than one
(〈nˆ′M〉< 1) as ‘ground state cooled’ or ‘near ground state cooled’. Examples include [15–17].
Clearly the three-pulse state swap protocol introduced here can achieve optomechanical cooling
in the bad-cavity limit; a coherent optical pulse carries only vacuum (zero temperature) noise, which
can be swapped onto the mechanical system. In order to formulate a ground state cooling criterion we
calculate the evolution of the mechanics–light covariance matrix.
With the assumption that the noise operator F is uncorrelated with the initial state, it is straightfor-
ward to show that the output covariance matrix V ′ is related to the input by (cf. Eqn (5.5))
V ′ = MV M T+VFF.
The first diagonal block of V ′ corresponds to the output mechanical covariance matrix, the second
represents the output optical state, and the antidiagonal blocks describe correlations between the two
subsystems.
In the high-QM limit we may expand this result about ε = 0 and determine the final mechanical
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variances. 〈
X ′M
2
〉
=
〈
X2M
〉(
µ(1) −1
)(
µ(1) +2piε−1
)
+
〈
P2L
〉
µ(2)
2
+2piε (2n¯H+1)
+
(
1
ηL
−1
)
µ(2)
2
, (5.8a)〈
P′M
2
〉
=
〈
P2M
〉(
µ(3) −1
)(
µ(3) +2piε−1
)
+ 〈XMPM〉S 2ε
(
µ(3) −1
)(
µ(3) − µ(1)
)
+ 〈XLPL〉S 2ε
(
µ(1) + µ(3) ηL− µ(1) µ(3)
)
+
〈
X2L
〉
µ(2)
−2{
µ(1)
(
µ(3) −1
)
−ηL µ(3)
}
×
{
µ(1)
(
µ(3) +2piε−1
)
−ηL µ(3)
}
+piε (2n¯H+1)
{
2− µ(3)
(
2− µ(3)
)}
+
(
µ(3)
µ(2)
)2 (
1−η2L
)
. (5.8b)
It is safe to assume that the initial mechanical state is thermal, viz.〈
X2M
〉
=
〈
P2M
〉
= 2n¯H+1, 〈XMPM〉S = 0,
and because a coherent pulse carries only vacuum noise we have〈
X2L
〉
=
〈
P2L
〉
= 1, 〈XLPL〉S = 0.
The final occupancy of the mechanical oscillator is then readily calculated using〈
nˆ′M
〉
=
1
4
[〈
X ′M
2
〉
+
〈
P′M
2
〉
−2
]
. (5.9)
This yields
4
〈
nˆ′M
〉
= (2n¯H+1)
[(
µ(1) −1
)(
µ(1) +2piε−1
)
(5.10)
+
(
µ(3) −1
)(
µ(3) +2piε−1
)
+piε
(
4− µ(3)
(
2− µ(3)
))]
+
1
µ(2) 2
[
µ(3)
2−2ηL µ(1) µ(3)
(
µ(3) +piε−1
)
+ µ(1)
2(
µ(3) −1
)(
µ(3) +2piε−1
)]
+
µ(2) 2
ηL
−2.
To minimise this, note that 〈nˆ′M〉 may be divided into a term proportional to (2n¯H+1) and a term
independent of the thermal bath. The former is dependent only upon µ(1) and µ(3) , whilst the latter
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depends on all three strengths. We therefore choose to approximately minimise the occupancy by
minimising the two terms separately.
Minimising the bath-dependent term yields, to first order in ε ,
µ(1,3) ≈ 1−piε ≈ ηM.
We then substitute these into the remaining noise contribution and select µ(2) accordingly. Thus for
optimum cooling we require
µ(1) ≈ ηM
µ(2) ≈ 1+ηM
2
η1/4L
µ(3) ≈ ηM.
As ηM & ηL approach 1 we obtain µ( j) = 1 to a very good approximation, as stated previously.
Evaluated at µ( j) = 1, the final occupancy is〈
nˆ′M
〉
min ≈
piε
4
{3(2n¯H+1)−2ηL}+ 14
{
1
ηL
−1
}
. (5.11)
If the decoherence is dominated by thermomechanical noise, which is the case in the regime of
interest (assuming n¯H 1), we may insert Eqn (5.11) into the ground state criterion 〈nˆ′M〉< 1 to show
that ground state cooling is possible only when the additional criteria
n¯H <
4ωM
3piΓ
(5.12a)
ηL > 1/5 (5.12b)
are satisfied. As discussed in § 5.4 (cf. Table 5.1), meeting the requirement µ( j) ≈ 1 is experimentally
tractable. The further condition Eqn (5.12a) is essentially a requirement of quantum coherent oscil-
lation (i.e. less than one phonon entering the oscillator per mechanical period). Many experimental
systems boast QM large enough to satisfy this at temperatures achievable with conventional refriger-
ation technologies (e.g. [226]). Recent devices may permit this regime to even be reached at room
temperature (QM ∼ 108 at ωM/2pi ∼ 150 kHz) [255].
Other strategies for optomechanical cooling, such as resolved sideband cooling or cold damping,
typically express their criteria for ground state cooling in terms of the optomechanical cooperativity C.
We will therefore recast Eqn (5.12a) into a requirement on the cooperativity.
C is a dimensionless parameter describes how strongly the quantum back-action of the optome-
chanical coupling (due to amplitude noise) perturbs the dynamics of the mechanical oscillator: in the
steady state
C =
4g20 |α|2
Γκ
(steady state).
A natural quantity to use in the pulsed setting is the instantaneous cooperativity time-averaged over the
entire three-pulse sequence; thus
C =
4g20
Γκ
× σωM
pi
∫ pi/σωM
0
dt |α (t)|2 (5.13)
=
1
8piε
(
µ(1) 2+ µ(3) 2
µ(2) 2
+
σ2 µ(2) 2
ηLηM
)
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Figure 5.2: Final occupancy of the mechanical oscillator after a complete three-pulse cooling
sequence as a function of damping rate Γ and bath occupancy n¯H. White contours show lines of equal
(normalised) heating rates (Γ(n¯H+1/2)/ωM); the shoulder at low nH is where vacuum fluctuations
begin to dominate over thermal noise. The cyan dashed line demarcates the zone where ground state
cooling (〈nˆ′M〉 ≤ 1) is possible, as given by Eqn (5.14). We have assumed µ( j) = 1.
where in the first line α (t) includes contributions from all three pulses.
Substituting this definition into Eqn (5.12a) and noting that µ( j) ≈ 1 ∀ j for optimum cooling
yields
n¯H <
16
3
(
2+η−1L
)C ≤ (4
3
)2
C. (5.14)
Thus, although operating in a pulsed manner and in a fundamentally different regime, our interface’s
ground state cooling criterion is remarkably similar to that of resolved sideband cooling (n¯H <C),
the current ‘gold standard’ for optomechanical cooling [84]. We note also that it also resembles the
criterion for feedback cooling to near the ground state in the bad-cavity regime, namely n¯H < 8C [1].
However, it must be remembered that in Eqn (5.14) the cooperativity must be evaluated with µ( j) ≈ 1
because a near-perfect state swap is only possible in this regime: merely having a large cooperativity
does not guarantee near ground state cooling using the three-pulse protocol.
In the case that the pulse strengths are not equal to unity we find that significant cooling is still
possible so long as the deviation in µ is less than a threshold value that scales inversely with
√
QM (cf.
Fig. 5.3, § 5.6.1).
The validity of Eqn (5.14) is confirmed by numerical calculations of the final phonon occupancy
for a variety of µ( j) , Γ and n¯H, as shown in Fig. 5.2 (and Fig. 5.3). In all figures we have set ηL = 1.
Fig. 5.2 shows the expected trend of decreasing final occupancy as the oscillator QM is increased
and the initial temperature is decreased. The analytical threshold for near-ground-state cooling
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(Eqn (5.14)) is in excellent agreement with the calculations. Note that the lines of equal heating rate
are curved because there is a non-zero incoming noise contribution from the mechanical bath even
when the ambient temperature is zero.
Near ground state cooling can be realised using the three–pulse protocol with achievable experi-
mental parameters, as shown in Table 5.1. This cooling will persist for a time proportional to (Γn¯H)−1
after the conclusion of the protocol. We note that these same parameters also permit non-classical state
transfer, as discussed below (§ 5.7).
5.6.1 Tolerance to pulse strength variations
QM = 4.46×
105
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Figure 5.3: Final mechanical occupancy 〈nˆ′M〉 as a function of pulse strength µ( j) = µ for different
mechanical quality factors. The bath occupancy is fixed at 5000, corresponding to a temperature of
approximately 24 mK for ωM/2pi = 100.2 kHz (cf. Table 5.1).
It is clear from Fig. 5.3 that the system becomes less tolerant to variations in µ( j) for very high-QM
oscillators, which means that the mean number of photons in the coherent envelope of each pulse must
be controlled to a very high degree when attempting to reach the mechanical ground state.
To quantify this we consider the case where all pulse strengths are equal (denoted by µ with no
superscript). We first find the two values of µ for which〈
nˆ′M
〉
= 2
〈
nˆ′M
〉
min .
The difference of these values is used as a proxy for the width of the cooling dip (cf. Fig. 5.3). If
n¯H 1 and ηL & 0.1 this reduces to
width≈
√
6piε .
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Thus the tolerance of the protocol to imperfections in the pulse strengths scales as ε1/2. This is a very
strong dependence in the high-QM limit; for instance, a mechanical QM of 106 would require the value
of µ to be stabilised to approximately one part in a thousand.
To translate this into terms of photon number, note that width≈ ∆µ ≈−∆χ , where ∆µ (∆χ) is the
tolerance of the protocol to µ (χ). Then we may expand the definition of χ to see that
∆χ ≈ −8g0
κ
√
N
(
∆N
2N
)
,
which becomes ∆χ ≈ −∆N/2N in the case that χ ≈ −1. Thus ∆N/N ≈ 2√6piε is the tolerable
fractional variation of the pulse photon number amplitude. For QM of 106 the fractional variation
needs to be less than approximately 0.6%.
This
√
ε scaling may be explained by considering the two ways in which the thermal bath
contributes to the final mechanical temperature. Firstly, there is noise entering the system during
the protocol; this component is reasonably weakly dependent on µ , and tends to set the minimum
attainable final temperature. The second contribution is from the initial thermal state of the oscillator.
The amount of this noise that is swapped out of the mechanical system depends strongly on µ , and
tends to set the shape of the 〈nˆ′M (µ)〉 curve (cf. Fig. 5.3). If the former dominates then the strong µ
dependence of the second term is washed out.
5.7 Fock state preparation
For more complicated quantum states the covariance matrix ceases to be a full description, so we
now move to considering the evolution of the system’s Wigner function. The Wigner function is a
quasiprobability distribution that is permitted to be negative over parts of phase space; negativity is
considered to be a ‘smoking gun’ for non-classical states (see § 3.2 for discussion). The definition of
the Wigner function, the associated characteristic function, and some of their properties, are given in
§ 3.1.2. Generalisation to multi-mode systems is provided in App. A.4; the reader is encouraged to
peruse this before continuing.
5.7.1 Lossy evolution
It will prove useful to work in the reciprocal domain (β) for the calculations that follow. The output
characteristic function may be written (according to its definition in the Heisenberg picture, for a linear
system) as
χ ′ (β) = Tr
{
ρˆ exp
[
iX ′ ·Ωβ]}
= Tr{ρˆ exp [i(MX+F ) ·Ωβ]}
= Tr
{
ρˆ exp
[
i βT ΩT MX
]
exp [iF ·Ωβ]}
= Tr
{
ρˆ exp
[
i βT ΩT MX
]}
Tr{ρˆ exp [iF ·Ωβ]} .
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In going from line two to line three we used the Baker–Campbell–Haussdorff lemma, and to arrive
at line four we noted that expectation values of system and noise operators factorise under the
approximations used here.
If we define a vector γ = ΩM TΩβ then it is clear that the exponent of the first trace above
becomes
βT ΩT MX = − βT ΩT MΩΩTX
= βT
(−ΩT MΩ)ΩTX
= βT (ΩMΩ)ΩTX
= γ T ΩTX,
whence
χ ′ (β) = Tr{ρˆ exp [iX ·Ωγ]}Tr{ρˆ exp [iF ·Ωβ]} .
We now recognise the term on the left as being simply the input characteristic function with its
arguments rescaled to γ, viz.
χ (β)→ χ (ΩM TΩβ)Tr{ρˆ exp [iF ·Ωβ]} .
Since we are already aware of the general form of a Gaussian characteristic function (cf. Tab. 3.2)
we may simply use this formula to find the kernel induced by Gaussian noise, viz.
χF (β) = Tr{ρˆ exp [iF ·Ωβ]}
= exp
{
−1
2
βT ΩTVFFΩβ
}
,
where VFF =ℜ
{〈
F F T
〉}
.
Let us now consider a two mode system. If the density matrix is separable (i.e. ρˆ = ρˆM⊗ ρˆL), as
we have assumed, the input characteristic function factorises into the form
χ (β) = χM (βM)χL (βL)
where
β =
(
βM
βL
)
Let us define the matrices
EM =
(
1 0 0 0
0 1 0 0
)
,
EL =
(
0 0 1 0
0 0 0 1
)
.
With these we may write βM,L = EM,Lβ. Thus, from the evolution above we can find that
χ
(
ΩM TΩβ
)
= χM
(
EMΩM TΩβ
)
χL
(
ELΩM TΩβ
)
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This allows us to write the transformation between input and output characteristic functions as
χM (β)χL (β)→ χM
(
EMΩM TΩβ
)
χL
(
ELΩM TΩβ
)
χF (β)
The final Wigner function of the mechanical oscillator is obtained by evaluating this at βT =
(ℜ{βM} ,ℑ{βM} ,0,0) and applying the appropriate transformation (Eqn (3.5)).
Note that this calculation is equivalent to determining the Wigner function by propagating the
reduced density matrix of the mechanical mode in the Schro¨dinger picture.
5.7.2 Fock state transfer
Our interface uses only linear interactions and therefore cannot generate Wigner negativity. It can,
however, transfer negativity from one system to another. We demonstrate this numerically by consider-
ing the preparation of a single phonon Fock state (Appendix 5.7). Fock states have definite energy
but completely undefined phase, and as such are highly nonclassical. As may be seen in Fig. 5.4
(panels i–iii), transfer of a single-photon state onto the mechanical oscillator is possible with realistic
mechanical parameters (cf. Table 5.1). Note that the state becomes rotationally asymmetric when
the noise entering from the thermal bath is significant, and that increasing the heating rate leads to
degradation of the Wigner negativity. This is consistent with thermalisation of the system during the
protocol.
Higher-number mechanical Fock states may also be prepared. We show the infidelity (1-F ,
whereF is the Schumacher fidelity (cf. Eqn (3.7)) of this operation in Fig. 5.5 (panel i). Note that
higher-n Fock states are more difficult to prepare because of their intrinsically larger susceptibility to
environmental noise.
5.8 Squeezed transfer
The interface may be made to perform additional non-trivial operations on the states involved. Here
we consider fixing µ(1,3) = 1 and allowing µ(2) to take on non-unit values. In this case Eqn (5.6)
becomes (setting ηL = ηM = 1)
M
(
µ(2)
)
=

0 0 0 −µ(2)
0 0 1/ µ(2) 0
0 −µ(2) 0 0
1/ µ(2) 0 0 0
 , (5.15)
which may be decomposed into a state transfer, a` la Eqn (5.3), followed by local squeezing operations
(one on each output) with equal squeezing parameters ξ =− ln µ(2) . Thus µ(2) < 1 yields position-
squeezed output states, and momentum-squeezed outputs may be prepared with µ(2) > 1.
In principle, it is then straightforward to generate unconditionally squeezed motion by transferring
the noise of a coherent pulse onto the oscillator with µ(2) 6= 1.
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Figure 5.4: i), ii) & iii): calculated output mechanical Wigner functions after transfer of an optical
Fock state |1〉 in the presence of decoherence (QM = ωM/Γ) with µ( j) = 1 for all pulses. These
parameters are experimentally feasible. The mechanical state is initially thermal with 10 phonons
on average, simulating the result of a cooling pulse sequence, and the bath occupancy is fixed at
n¯H = 5×104. Blue tones denote negative regions of the Wigner function and positive regions are red,
passing through black at zero. The unit circle in white is the uncertainty contour of a vacuum state,
shown for reference. Note that as the decoherence increases the output state becomes rotationally
asymmetric and the Wigner negativity washes out. Due to the large optical bandwidth used in this
scheme, it may be possible to transfer single photons generated using heralded spontaneous parametric
down-conversion, which are naturally broad-band.
iv) A ‘Schro¨dinger kitten’ state generated by squeezed transfer of a |1〉 state onto the mechanical
oscillator. The bath conditions are the same as above, and µ(1) = µ(3) = 1. The target odd cat state
amplitude is α .
A more intriguing application of this squeezed transfer is generation of small-amplitude mechanical
Schro¨dinger cat states (coherent state superpositions), termed ‘kitten’ states. As has been demonstrated
in optical systems, these may be ‘bred’ into large-amplitude cat states by a number of schemes
[256–258]; this could result in a macroscopic superposition of a massive object. Creating such a
state is a research goal of foundational interest [26], and is also sufficient to allow universal quantum
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computation [259, 260] with phonons.
Any state of the form ∣∣∣Ψ(−)〉= |α〉− |−α〉√
2
(
1− e−2|α|2
) ,
is an odd cat state. Taking α to be small and real, we have∣∣∣Ψ(−)〉 = |α〉− |−α〉√
2
(
1− e−2|α|2
)
=
√
2
e+|α|2− e−|α|2
∞
∑
j∈odd
α j√
j!
| j〉
≈ α|α|
(
|1〉+ α
2
√
6
|3〉+O (α4)) .
Note that this contains only odd Fock state contributions.
A squeezer generates correlated pairs of photons; it follows that weakly squeezing |1〉 could give
an approximation to an odd kitten state (cf. [261]). For small squeezing parameters ξ ,
S (ξ ) |1〉 = exp
{
1
2
(
ξ ∗a2−ξ a† 2
)}
|1〉
=
∞
∑
j=0
(
1
2
) j (ξ ∗a2−ξ a† 2) j
j!
|1〉
→ |1〉−ξ
√
3
2
|3〉+O (ξ 2) .
By comparing these we see that the approximate kitten state has an amplitude given by ξ =−α23 . Thus
we obtain µ(2) = exp
{
α2/3
}
.
The Wigner function of such a state is given in Table 3.2 and shown with mild decoherence in
Fig. 5.4 (panel iv). It is important to note that the Wigner function contains two positive lobes along
the X ′M axis (‘alive’ and ‘dead’) separated by a region of quantum interference exhibiting Wigner
negativity, proving that coherence between the lobes persists [82]. Again, note that these parameters
are experimentally realisable (although requiring very large N to achieve the squeezing shown in
Fig. 5.4, panel iv).
The degree to which the decohering squeezed single phonon state approximates a true cat state
is shown in Fig. 5.5 (panel ii). It is evident that large cat states cannot be produced directly in this
manner, as the minimum infidelity rises monotonically with |α|; this is not due to imperfections in our
interface, but from the approximate equality of an odd cat state and a squeezed single phonon state.
Environmental noise clearly degrades the preparation process, both through decreasing the purity of
the initial mechanical state and through destroying the phonon pair correlations required for squeezing.
Even so, it is possible to push the infidelity to low values with realistic parameters (cf. Table 5.1). We
also note that other non-Gaussian quantum states of light can be transferred to the mechanics by our
interface thus providing several routes for motional state engineering.
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Figure 5.5: i) The infidelity of mechanical Fock state preparation via pulsed optomechanical state
transfer. The target states are |n〉 as indicated. All pulse strengths are fixed at unity and parameters are
experimentally realisable. The initial mechanical state in all cases is thermal, containing 10 phonons
(with a bath of n¯H = 5×104). ii) Calculation of the infidelity of mechanical kitten state preparation
using pulsed optomechanical state transfer with squeezing. Each colour corresponds to a given mean
number of phonons in the target kitten, as indicated, with dashes corresponding to target states with
imaginary α and solid lines indicating α ∈R. Thick lines show the decoherence-free case (Γ/ωM = 0,
initial mechanical state |0〉), and results with the small but achievable ratio Γ/ωM = 2.24×10−7 are
shown as thin lines (initially thermal with 10 phonons, n¯H = 5×103). ξ =− ln µ(2) is the magnitude
of the squeezing induced by the transfer (with µ(1) = µ(3) = 1). Circles indicate the naı¨ve analytical
estimates for optimum overlap with each target kitten state, ξ = −α2/3. The asymmetry is due to
thermal noise being mixed into the output state differently for different values of µ(2) .
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5.9 Conclusion
We have shown how open–loop rotations and displacements plus repeated QND interactions may be
used to construct an optomechanical interface that operates in the high-bandwidth (κ  ωM) limit of
optomechanics, a natural operating regime for many devices. Our calculations predict that such an
interface is within reach of current experimental parameters (cf. Table 5.1). Furthermore, we have
shown how our three-pulse protocol may be extended to performing more complicated operations,
including optical–mechanical state transfer with squeezing of the final modes; we note that it is also
possible to perform a partial state swap that entangles the final modes, though we have not modelled
that process here.
These results show that optomechanical systems in the unresolved sideband limit are capable of
performing an optomechanical state-swap, and may prove important in the construction of quantum
networks and studies of macroscopic quantum mechanics. Finally, we note that this three-pulse
protocol could directly be applied in other circumstances where QND interactions with light are
available, such as in spin ensembles.
Chapter 6
Quantum thermodynamics beyond the
rotating wave approximation
The work presented in this chapter has been submitted for publication and is available on the arXiv;
J. S. Bennett, L S. Madsen, H. Rubinsztein-Dunlop, and W. P. Bowen. Quantum thermodynamics
beyond the rotating wave approximation, arXiv quant-ph 1705.09174, 2017.
* * *
We consider a thermodynamic system in which the working fluid is a quantised harmonic oscillator
subjected to periodic squeezing operations at a rate much larger than its resonance frequency. When
the oscillator–bath coupling is treated with the conventional rotating wave approximation (RWA) we
find that the system can behave as a heat pump. Without the RWA a much richer picture emerges,
including refrigeration and heat engine behaviours, and a new method of parametric cooling of the
oscillator. This shows the emergence of quantum thermodynamical phenomena beyond those permitted
in the RWA.
This work is an important contribution to the physics of optomechanics in the unresolved sideband
regime for three reasons. Firstly, in this work we consider the short-time dynamics of the oscillator
(times t ω−1M ), which may be experimentally accessible in low-frequency oscillators probed using
optomechanical techniques. Secondly, we highlight key differences between two Markovian Langevin
equations that are often employed in the optomechanics literature (for a condensed discussion, see
App. A.10). Finally, as part of this study we outline how to produce an extremely rapid mechanical
squeezing operation using pulsed optomechanics in the unresolved sideband regime (§ 6.8).
6.1 Introduction
The union of thermodynamics and quantum mechanics has proved extremely fruitful since its earliest
days. Recent years have seen a rapid acceleration of this progress [262, 263], including important
developments such as the generalisation of the second law of thermodynamics to the quantum realm
105
106 CHAPTER 6. QUANTUM THERMODYNAMICS BEYOND THE RWA
[264], as well as the first general proof of the third law of thermodynamics [265]. Tools from quantum
information theory [266] have also clarified the role of information in thermodynamical processes, as
demonstrated by, for example, the quantum Szilard thermodynamic engine [267].
Quantum systems with engineered Hamiltonians and system–bath interactions—such as atoms in
optical cavities, superconducting circuits, and opto- or electro-mechanical devices [70]—are promising
tools with which to experimentally study quantum thermodynamics [66, 268–273]. These systems are
frequently modelled using the Born–Markov master equation (BMME), or its equivalent Langevin
equations. The BMME provides a convenient description of the system’s behaviour as it interacts
with its environment over timescales comparable to or greater than a characteristic internal time (τS);
however, it fails to capture shorter timescales correctly [70]. This inadequacy may be traced to the
treatment of the heat bath in the BMME. If one begins with an independent oscillator model of the
environment—the most general microscopic model of a linear, passive heat bath [274, 275]—one
obtains the BMME by making the rotating-wave approximation (RWA) 1 (see § 2.2.3). Essentially,
this consists of neglecting non-energy-conserving terms in the Hamiltonian, the absence of which
‘washes out’ dynamics faster than τ−1S . It is well-known in many branches of quantum mechanics that
the RWA can mask interesting physical phenomena [276–279], or introduce non-physical artefacts
into the theoretical description of a system [280–284].
In this chapter we study the influence of the RWA on predictions in quantum thermodynamics.
Specifically, we consider an oscillator subjected to a periodic train of impulsive squeezing operations
at a rate much larger than its natural oscillation frequency. The oscillator couples to a hot bath between
squeezers, whilst imperfect squeezing operations provide a cold bath. We prove that within the
approximation of the BMME the oscillator can only operate as a heat pump. However, without the
RWA we find consistently richer behaviours, including additional refrigerator and heat engine regimes.
Thus we predict the existence of thermodynamic cycles not permitted by the RWA. Our scheme
also provides an alternative to standards techniques of cooling the oscillator such as optomechanical
sideband cooling [285], distinguished by its ability to cool below the cold bath temperature. Together,
these phenomena indicate the emergence of non-trivial thermodynamical behaviour beyond the RWA.
6.2 Damped harmonic motion with and without the RWA
For concreteness we will consider a mechanical oscillator, such as a micro- or nano-mechanical
resonator. Such devices have been reported to have Q factors up to (9.8±0.2)× 107 [255], with
Q > 105 being readily achieved in many materials and resonator geometries [5]. As such, they are
weakly coupled to their thermal environment and generally amenable to treatment using the Markovian
limit of the independent oscillator model. Similar conclusions may be drawn for analogous systems
e.g. electronic circuits [286] or optical cavities.
The equations of motion derived from the independent oscillator model (cf. Eqn (3.20) & App. A.3)
1The bare resonance frequency must also be renormalised.
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are reproduced here for convenience.
X˙ = +ωMP, (6.1a)
P˙ = −ωMX−ΓP+
√
2Γ ξ (t) , (6.1b)
where X and P are the dimensionless position and momentum operators obeying [X ,P] = 2i, ωM is the
resonance frequency, and Γ= ωM/Q is the decay rate. Note that these equations are asymmetric under
rotations in phase space because the loss (−ΓP) and thermal noise (ξ (t)) terms couple only to P. This
is in contradistinction to the BMME (here written as the equivalent Langevin equations)
X˙ = +ωMP− Γ2 X +
√
Γ Xin (t) , (6.2a)
P˙ = −ωMX− Γ2 P+
√
Γ Pin (t) , (6.2b)
where loss and noise affect X and P equally.
Full solutions to Eqn (6.1) are given in § 3.4.
The asymmetry of Eqn (6.1) is strongly manifest in the short-time behaviour of the system. This is
most plainly seen from the covariance matrix, which we introduced in § 3.1.1. For all times t ≥ 0, V is
related to its initial value V0 by a linear transformation V = M (t)V0MT (t)+VFF (t), where M (t) is a
square matrix encoding the homogeneous part of the dynamics (cf. § 3.4). The aggregated effect of
thermal noise is described by the added noise covariance matrix VFF (t), which is given by Eqn (3.24).
For short evolution times (t ω−1M ) this added noise varies as
VFF = (2n¯H+1)
(
2
3Γω
2
Mt
3 ΓωMt2
ΓωMt2 2Γt
)
(6.3)
to leading non-trivial order in each matrix element. The first (second) diagonal element describes
the noise added to X (P). Thus, over short timescales the noise introduced by the environment
is ‘squeezed’, in the sense that the diagonal elements of VFF are markedly unequal (see Fig. 6.1
ii)). Strikingly, this phenomenon is absent in the BMME prediction, where, again taking t  ω−1M ,
V (RWA)FF = (2n¯H+1)Γt1, with 1 being the identity matrix.
6.2.1 Born–Markov master equation
It is instructive to consider the oscillator’s dynamics under the BMME. The reader is encouraged to
compare this section with § 3.3.1.
Solving Eqn (6.2) requires knowledge of the noise correlation functions. Since Eqn (6.2) is in fact
equivalent to Eqn (2.5a) we may use our knowledge of the correlation functions Eqn (2.8)〈
Xin (t)
2
〉
= (2n¯H+1)δ
(
t− t ′) ,〈
Pin (t)
2
〉
= (2n¯H+1)δ
(
t− t ′) ,
ℜ{〈XinPin〉} = 0.
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Figure 6.1: A thermodynamic system utilising quantum squeezing.
i) System schematic. A harmonic oscillator (grey circle) in state ρˆ is coupled to a hot bath (n¯H, orange).
A work reservoir (µ) performs perfect squeezing operations on the oscillator. Imperfections in the
squeezers couple the oscillator to a cold bath (n¯C, blue).
ii) Wigner representation of the noise added during interaction with the hot bath (VFF).
iii) Model of imperfect squeezing operation S′j.
iv) Diagram of a single step of the squeeze–rotate–squeeze protocol. Time flows to the right.
Using these yields the evolution of the covariance matrix, which is entirely analogous to Supp. Eqn (3.12)
except that
M(RWA) = e−Γt/2R(ωMt)
and
V (RWA)FF = (2n¯H+1)
(
1− e−Γt)1,
where R(ωMt) is a rotation through an angle of ωMt, and 1 is the identity matrix. Note that V
(RWA)
FF is
proportional to the identity matrix, and at short times both diagonal elements of V (RWA)FF grow at first
order in t; this is very different behaviour from the independent oscillator model, where V (1,1)FF initially
only increases at third order in t.
Despite this, the long-time behaviour in the RWA is identical to the independent oscillator model,
viz.
V (RWA)SS = limt→∞V (t) = (2n¯H+1)1=V
(IO)
SS .
6.3 A squeezing-driven thermodynamic device
In § 6.2 we made observations that indicate that there is a link between the short-time behaviour of
Eqn (6.1) and squeezing. We will therefore consider the possibility of manipulating the dissipative
dynamics using squeezing operations that are applied much more frequently than ωM.
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6.3.1 Squeeze–rotate–squeeze engine
Our proposed protocol is divided into three broad steps (see Fig. 6.1 i) & iv)): an initial imperfect
squeezing operation S′1, a short time of evolution whilst in contact with the hot bath, and a second
imperfect squeezer S′2. This sequence is repeated at a rate of ωap = 2pi/t.
As seen in Fig. 6.1 iii), each imperfect squeezer S′j ( j = 1,2) is modelled by subdividing it into
two further steps. The first is a unitary squeezing operation S j, distinguished by the lack of prime.
The second is a beamsplitter interaction between the system and a thermal state of covariance VC =
(2n¯C+1)1, with transmissivity 1− ε and effective thermal occupancy n¯C < n¯H. We did investigate a
more advanced squeezing model, as discussed in App. A.7, but in most regimes it predicts behaviour
similar to that obtained with this simple model.
We select the first squeezer (S1) such that it performs the operation X → µ−1X & P→ µP, where
µ is the squeezing strength. The momentum becomes antisqueezed for µ > 1 and squeezed for
µ < 1. S2 is then chosen to be S2 = RS−11 R
T where R is a rotation matrix with angle ωMt. This
choice ensures that if the oscillator is decoupled from both hot and cold baths (Γ= 0, ε = 0, under
which conditions M = R) the evolution induced by the protocol is completely passive, with the state
effectively experiencing only free evolution.
6.3.2 History of quantum thermodynamic engines
Let us briefly acknowledge the history of quantum thermodynamic engines modelled using open
quantum systems approaches (e.g. [287, 288]). The first detailed studies of quantum heat engines
operating in finite time were carried out by [289–295], followed by investigations of quantum heat
pumps [289, 292], and later studies of quantum refrigerators [294, 296, 297]. Some of these de-
vices operate in a cyclical fashion, like most classical thermodynamic devices, whilst others operate
continuously.
6.4 The periodic ‘steady-state’
A typical thermodynamic device (engine, pump, or refrigerator) operates by performing a cyclical
process in which the working fluid is returned to the same state at the end of each cycle. We will
refer to this as the ‘steady-state’. Repeated application of our squeezing protocol will gradually force
any initial state towards a zero-mean Gaussian ‘steady-state’ with covariance VSS 2 defined by the
self-consistency condition
VSS = MhomVSS M Thom+Vadd. (6.4)
The matrix Mhom = (1− ε)S2M (t)S1 is the homogeneous component of the evolution, and
Vadd = (1− ε)S2VFFST2
+ ε
[
1+(1− ε)S2MMTST2
]
VC
2This approach to steady-state is guaranteed because det{Mhom}< 1.
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Figure 6.2: Comparison of steady-state Wigner function contours calculated using momentum-
dependent damping (solid lines) and in the RWA (dashed). The axes in each panel have been
normalised such that the maximum eigenvalue of VSS (without the RWA) is equal to unity. The system
parameters are ωM = 106 Hz, Q= 106, n¯H = 4×104, n¯C = 102, and ε = pi×10−9, with the squeezing
parameters indicated in each panel. Small squeezing strengths have been chosen because the relative
size of V (RWA)SS grows rapidly with µ .
is the aggregate effect of the noise entering from the baths. It is critical to note that VFF and εVC are
strongly modified by S2. This allows us to manipulate the squeezing of Vadd by adjusting the evolution
time t and squeezing strength µ .
Eqn (6.4) can be recognised as a Sylvester equation, which is readily solved using standard
numerical techniques. Solutions show that the steady-state is very well approximated by the thermal
state VSS = (2n¯SS+1)1, where n¯SS is the effective occupancy. Two examples are given in Fig. 6.2.
Representative calculations of n¯SS as a function of the squeezing strength µ and the squeezing
application rate ωap = 2pi/t are given in Fig. 6.3 i) & ii). We use ωM = 1 MHz & Q = 106—as might
be expected for SiN or SiC microstrings [4]—and n¯H = 4×104 (TH ≈ 300 mK, achievable in a 3-He
cryostat), and will continue to use these parameters throughout this chapter unless otherwise stated.
Fig. 6.3 clearly shows that the squeeze–rotate–squeeze protocol can reduce the temperature of
the oscillator to well below n¯H, opening up a new method of cooling mechanical oscillators to study
their quantum behaviour, and as a preparatory step for quantum sensing and information processing
protocols [70].
6.4.1 Analytical approximation for steady-state occupancy
To understand the cooling effect of our protocol we cast Eqn (6.4) in the typical form of a Sylvester
equation by noting that M−1hom does exist for any non-negative, finite time t. Thus
M−1homVSS−VSS M Thom = M−1homVadd. (6.5)
This can be solved analytically, in principle. The general solution to Supp. Eqn (6.5) is [298]
vec{VSS}=
(
1⊗ (M−1hom)−Mhom⊗1)−1 vec{M−1homVadd} ,
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Figure 6.3: Steady-state temperature of the oscillator.
i) Effective steady-state occupancy n¯SS of the oscillator subject to perfect squeezing (ε = 0; no cold
bath) of magnitude µ at a rate of ωap. White indicates n¯SS = n¯H. Arrows indicate the directions of
increasing n¯SS. Other parameters given in text.
ii) n¯SS with imperfect squeezing. The cold bath occupancy is n¯C = 102, and ε has been adjusted at
each ωap such that the effective Q is held constant (i.e. piωM/εωap = ωM/γ = 106).
iii) Cross sections through parts a (A, orange) and b (B, blue) at ωap/ωM = 103. The RWA result
is given in black. Numerical results are indistinguishable from the analytical approximation on this
scale. The optimum values of µ are shown as pink vertical lines. Solid grey lines show the expected
n¯SS ∝ µ−2 scaling for µ < µopt, and the n¯SS ∝ µ2 scaling for µ > µopt; the dashed grey line indicates
the hot bath occupancy n¯H.
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where ⊗ is the Kronecker product and vec{· · ·} is the vectorisation operation (defined in App. A.8).
As seen in Fig. 6.2, the steady-state Wigner function is essentially symmetrical between position
and momentum. Therefore, the state is thermal and characterised by an effective occupancy
n¯SS =
√
det{VSS} −1
2
.
n¯SS can in principle be calculated entirely analytically, but the resulting expression is immensely
unwieldy. Instead, we will find an approximate expression that is accurate in the region of interest
({Q, n¯H} 1, {ε,ε n¯C,ωMt} 1).
For simplicity, let us first consider the perfect squeezing (ε = 0) case. Each matrix may be
calculated analytically. We then expand vec{VSS} to second order in t, calculate the determinant, and
truncate the result at O
(
t2
)
and O (Γ). Discarding small terms (which are not boosted by µ) then
gives
n¯SS|ε=0 ≈ n¯H
(
1
µ2
+
4pi2ω2M
3ω2ap
µ2
)
. (6.6)
Consider the coefficient of µ2 in Eqn (6.6). This can in fact be related directly to properties of the
added noise. To see this, let us ask which value of µ minimises the energy contained by the added
noise Vadd. In this case (ε = 0) we have Vadd = S2VFFST2 ; thus we wish to select the value of µ that
minimises Tr
{
ST2 S2VFF
}
. Calculating this yields
µ4opt
∣∣
ε=0 =
3ω2ap
4pi2ω2M
,
which is the inverse of the coefficient of µ2 in Eqn (6.6).
Similarly, consider the µ = 1 value of n¯SS|ε=0, which is approximately n¯H.
If we rewrite n¯SS as
n¯SS|ε=0 =
(
n¯SS|µ=1
)( 1
µ2
+
µ2
µ4opt|ε=0
)
then—guided by our numerical calculations—we can make the educated guess that the same form
holds when the squeezers become imperfect.
The first factor n¯SS|µ=1 needs to be generalised to there being two baths. The most likely estimate
is the typical equilibrium occupancy expected from detailed balance3, viz.
n¯SS|µ=1→ Γn¯H+ γ n¯CΓ+ γ .
The effective coupling rate to the cold bath is γ , which is taken to be γ = 2ε/t = εωap/pi because the
loss of 2ε occurs over every timestep t.
3Note the similarity between this and Eqn (2.12).
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Secondly, we replace µopt|ε=0 with the value of µ that minimises the trace of Vadd including noise
from the cold bath. This may be analytically found to be
µopt =

[
(2n¯H+1− ε (2n¯C+1))
(
4ωM−4ωM
(
1−σ2)cos2ωMσt
−2Γsin2ωMσt+Γ(1−σ)sin4ωMσt)−4ωMeΓt (2n¯H+1)σ2
]
[
(2n¯H+1− ε (2n¯C+1))
(
4ωM−4ωM
(
1−σ2)cos2ωMσt
+2Γsin2ωMσt−Γ(1−σ)sin4ωMσt)−4ωMeΓt (2n¯H+1)σ2
]

1/4
,
which simplifies (for small t and ε) to
µopt ≈
1− e−Γt
(
1− ε 2n¯C+12n¯H+1
)(
1− Γ2ωM sin2ωMt
)
1− e−Γt
(
1− ε 2n¯C+12n¯H+1
)(
1+ Γ2ωM sin2ωMt
)
1/4 . (6.7)
Thus
n¯SS ≈ Γn¯H+ γ n¯CΓ+ γ
(
1
µ2
+
µ2
µ4opt
)
. (6.8)
This is an excellent approximation, as seen in Fig. 6.3 panel iii).
The functional form of Eqn (6.8) is reminiscent of that of the standard quantum limit for position
measurement on a free mass, where an optimal interaction strength exists that balances measurement
noise with quantum back-action noise [70]. In this case the balance is between attenuating the noise
added to P and amplifying the noise added to X during each timestep. These processes can be linked
to the µ−2 and µ2/µ4opt terms of Eqn 6.8 respectively. When the squeezing strength reaches µopt the
noises added to X and P are equal, and the total noise energy is minimised. Increasing the squeezing
beyond this point begins to increase the noise energy, as S2 amplifies the noise entering on X to the
point that it dominates.
It should be noted that in the limiting case of n¯C 1 and n¯H n¯C, µopt reduces to a simple ratio
of heating rates, viz. µopt ≈
√
2 (ΓTH/γTC)1/4, so that
n¯SS|µ=µopt ≈
√
Γγ n¯Cn¯H
Γ+ γ
.
This shows that the oscillator may be made arbitrarily cold—even colder than n¯C—as γ → 0 or Γ→ 0.
The full numerical calculations support this conclusion, as seen in Fig. 6.4. As we shall see, the
mechanism underlying this behaviour is essentially ‘heat pumping’ into the bath with the largest decay
rate. Of course, this is an asymptotic limit, as the cooling rate also falls under these conditions in
accordance with the Third Law of Thermodynamics.
Steady-state occupancy in the RWA
Repeating the same exercise in the RWA yields
n¯RWASS ≈
1
2
Γn¯H+ γ n¯C
Γ+ γ
(
1
µ2
+µ2
)
. (6.9)
which is never less than the simple detailed-balance equilibrium value of
n¯SS|µ=1 ≈ n¯RWASS |µ=1 = (Γn¯H+ γ n¯C)(Γ+ γ)−1 .
Thus in the RWA it is never possible to achieve n¯SS < nC.
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Figure 6.4: Numerical calculations showing that the oscillator can be colder than the cold bath
occupancy n¯C (lower grey dashed line). Parameters: n¯H = 4× 102, n¯C = 102, ωap/ωM = 5× 103,
Q = 106, ωM = 106 Hz, & ε = pi×10−11.
6.5 Thermodynamic cycles
As clearly shown in Fig. 6.3 i), n¯SS can be reduced well below n¯H even when ε = 0. The second law
of thermodynamics implies that this must be accompanied by a net heat flux into the hot bath, because
otherwise the system would extract work from a single thermal bath and reduce the entropy of the
universe. The system is acting as a heat pump, taking work from the squeezers and pushing it into the
hot bath.
In order to determine if this behaviour persists with imperfect squeezers we calculate the work
(W ), heat from the cold bath (QC), and heat from the hot bath (QH) during a cycle of evolution in the
steady-state. A positive number indicates an influx of energy to the oscillator, normalised to units of
mechanical quanta. It is clear that because the perfect squeezers S j are unitary (isentropic) they are
associated with W , with the other operations corresponding to heat exchange. Thus
W =
1
4
Tr
{
SVSSST−VSS+S2V (3)ST2 −V (3)
}
(6.10a)
QH =
1
4
Tr
{
V (3) − V (2)
}
, (6.10b)
where V (2) and V (3) are the covariance matrices immediately after S′1 and immediately before S
′
2
respectively (cf. Fig. 6.1 iv)). Given that the process is cyclical, the heat transferred to the cold bath is
QC =−(W +QH).
The system can indeed act as a heat pump when the cold bath is present, fulfilling QH < 0 & W > 0.
It can also act as a heat engine (QH > 0 & W < 0); or as a refrigerator (QC > 0 & W > 0). These
regimes are shown in Fig. 6.5. There is also a fourth region in which the work performed on the system
is positive but insufficient to reverse the flow of heat from the hot bath to the oscillator. Together, these
form a ‘phase diagram’ that is vastly richer than the RWA predicts.
The heat pump behaviour is straightforward to understand by considering the limit as the time
between squeezers (t) tends to zero. The damping rate of the system into the hot bath then becomes
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Figure 6.5: Approximate operating regimes of the squeeze–rotate–squeeze protocol for different cold
bath occupancies n¯C and coupling constants ε . In the black region energy flows from hot to cold even
with the application of work. Panels i) and ii) correspond to ωM/γ = 106, whilst iii) and iv) have
ωM/γ = 107. Note that if ε = 0 (no cold bath) the system never exhibits refrigeration or heat engine
behaviour. Other parameters given in text. The white dashed line in iv) indicates the cross-section
plotted in Fig. 6.6, and the yellow lines show µopt.
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2Γ
〈
P2
〉
, where
〈
P2
〉
is boosted above its ‘steady-state’ value by a factor of (1− ε)µ2 during the first
squeezing interaction. Thus heat pumping occurs whenever this boosted loss rate overwhelms the
noise coming in from the bath. This phenomenon is also behind the remarkable fact that the oscillator
may be cooled to temperatures lower than that of the cold bath, unlike with other cooling techniques
such as sideband cooling (see Fig. 6.4 and [102]).
In the heat engine region the system is extracting work from the hot bath and dumping entropy into
the cold bath. This occurs when the state V (3) is more squeezed than V (2). The momentum-damped
Langevin equations (Eqn (3.20)) permit this if
2n¯H+1> (1− ε)(2n¯SS+1)µ2+ ε (2n¯C+1) . (6.11)
When {ε,ε n¯C} 1 n¯H this becomes nH > n¯SSµ2 i.e. the ‘apparent occupancy’ of the momentum
must be less than the hot bath occupancy, such that more heat flows from the bath to the oscillator than
in the reverse direction. A derivation of this criterion is given in § 6.6.1.
Refrigeration—removing heat from the cold bath—only occurs when n¯C is sufficiently large. The
sign of QC may be determined by considering the two loss steps involving the cold bath, as shown in
§ 6.6.2. For small ε we find the condition for refrigeration is
n¯C >
n¯SS
2
(
1+
µ2+µ−2
2
)
. (6.12)
By explicitly calculating the steady-state covariance matrix in the RWA we were able to derive
no-go theorems (§ 6.7) that show that the heat engine and refrigerator phases of operation are forbidden
in the RWA. The former proof is valid in all parameter regimes satisfying basic requirements of
physicality, whilst the latter is valid in the ε  1 and Γ ωM ωap regime considered throughout
this chapter.
Finally, we can consider the performance of the available thermodynamic cycles. The relevant
coefficients of performance (COP) are defined by
COPpump = |QH/W | ≤ η−1 (6.13a)
COPengine = |W/QH| ≤ η (6.13b)
COPfridge = |QC/W | ≤ (1−η)/η , (6.13c)
where the thermodynamic limits (inequalities) are expressed in terms of the Carnot efficiency η =
1−TC/TH. These describe how much of the desired result (numerator) is obtained per input energy
(denominator); for example, the heat pump is desired to use input work to force heat into the hot bath,
so we take the ratio of QH (desired result) to W (input energy). Conversely, a refrigerator is desired to
remove heat from the cold bath as a result of input work, requiring that the numerator be QC.
A representative calculation is provided for a cross-section through Fig. 6.5 iv), as shown in Fig. 6.6
i). This demonstrates that (for these parameters) the peak engine efficiency is approximately one third
of the Carnot limit. It also confirms that the heat pumping efficiency is maximised when the squeezing
strength µ is below the value µopt that minimises the steady-state occupancy. Conversely, in the RWA
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Figure 6.6: Coefficients of performance when operating as a heat pump (pink, P), heat engine (blue,
E), or refrigerator (orange, R). The black line shows the RWA prediction for the heat pump phase; note
that it does not exceed one for any µ . Thermodynamic bounds are shown as dashed lines (E, P, and R
in order of increasing dash length). Panel i) shows a cross-section through Fig. 6.5 iv). Other system
parameters: ωap = 500ωM, ε = pi×10−10, and as given in text.
case the heat pump efficiency improves monotonically with µ . This difference arises because the
RWA has only a heat pump phase, as we prove in § 6.7. Calculations for different bath temperatures
(e.g. Fig. 6.6 ii)) show the expected trends: namely that the heat engine becomes less efficient as n¯C
increases, whereas COPfridge improves with n¯C.
6.6 Bounds on the existence of thermodynamic cycles
Consider a complete cycle of the squeeze–rotate–squeeze protocol with lossy squeezing as described
in the main text. For clarity, let us divide up the protocol into the following steps (cf. Fig. 6.1 and
Eqn (6.10)):
V (1) = S1VSS S1 T
V (2) = (1− ε)V (1)+ ε (2n¯C+1)1
V (3) = MV (2) M T
V (4) = S2V (2) S2 T
VSS = (1− ε)V (4)+ ε (2n¯C+1)1.
The squeezing steps perform work, allowing us to identify the total work (in units of quanta) as
W =
1
4
Tr
{
V (4)−V (3)+V (1)−VSS
}
.
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Similarly,
QH =
1
4
Tr
{
V (3)−V (2)
}
,
QC =
1
4
Tr
{
VSS−V (4)+V (2)−V (1)
}
.
We will use these and the approximation VSS = (2n¯SS+1)1 to derive bounds on that parameter
regimes permit particular thermodynamic cycles. Note that none of these results depend on the specific
form of n¯SS i.e. they do not rely on Eqn (6.8) being accurate.
6.6.1 Criterion for heat engine phase
The system behaves as a heat engine if it receives heat from the hot bath (QH > 0) and produces output
work (W < 0). Any excess entropy is dumped into the cold bath.
Our numerical calculations show that the engine phase overlaps very well with the parameter
regime where V (3) is more squeezed than V (2) i.e. where the asymmetry of the lossy evolution step is
strong enough to actually increase the asymmetry of the Wigner function over a short timestep.
Firstly, let us establish that the degree of squeezing present in an arbitrary (single mode, 2×2)
covariance matrix can be expressed as the ratio of its eigenvalues, κ . For a vacuum state operated on
by S j (µ) we have κ =
〈
P2
〉
/
〈
X2
〉
= µ4. It is easily seen that κ is in fact a function of
K =
Tr{V}√|V | ,
which is directly proportional to the product of the energy (∝ Tr{V}) and purity |V |−1/2 of the state.
Thus we can use K as a proxy for the level of squeezing.
To simplify the calculation of K(2) and K(3) we will consider the high-Q limit and set σ =√
1−Γ2/4ω2M → 1. We expand the resulting inequality around small t to first order, yielding
(2n¯H+1)
(
V (2)XP
2
+ V (2)XX
2−|V |
)
<
(
V (2)XX − V (2)PP
)
|V | ,
where the diagonal elements of V are VXX and VPP, and the off-diagonal elements are both VXP. Since
V (2) is position squeezed the right hand side of this inequality is a negative number. Thus we get
(2n¯H+1)>
V (2)PP − V (2)XX
1− V (2)XX
2
/ |V |
,
where we used the fact that V (2)XP = 0. Now we can write V
(2) =
√|V | diag{η−2,η2}, where η is the
squeezing parameter after being degraded by the cold bath. Then we obtain
(2n¯H+1)>
√
|V | η2 =
√
V (2)XX V
(2)
PP
V (2)PP 2
V (2)XX
2
1/4 = V (2)PP .
Substituting the explicit form of the variance yields (as given in Eqn (6.11))
(2n¯H+1)> (1− ε)(2n¯SS+1)µ2+ ε (2n¯C+1) ,
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which in most cases of interest ({ε,ε n¯C}< 1 n¯H) can be replaced by the simplified condition
n¯H > µ2n¯SS.
6.6.2 Criterion for refrigeration phase
In the refrigeration regime, the resonator uses input work (W > 0) to extract heat from the cold reservoir
(QC > 0) and push it into the hot reservoir (QH < 0).
Consider QC > 0. Thus
Tr
{
VSS−V (4)+V (2)−V (1)
}
> 0.
By rearranging VSS = (1− ε)V (4)+ ε (2n¯C+1)1 this can be written entirely in terms of S1 and VSS,
viz. (
1− 1
1− ε
)
Tr{VSS}− εTr
{
S21VSS
}
+2ε
(
1
1− ε +1
)
(2n¯C+1)> 0.
Using the fact that VSS = (2n¯SS+1)1, we obtain
2− ε
1− ε (2n¯C+1)>
(
1
1− ε +
µ2+µ−2
2
)
(2n¯SS+1) .
In the limit that ε  1 this becomes equal to Eqn (6.12).
6.7 No-go theorems in the RWA
The following no-go theorems are based on the complete analytical result for the steady-state covariance
matrix in the RWA, not on the approximate expression Eqn 6.9.
6.7.1 No-go theorem for heat engines
We calculated the exact criterion for heat engine function in the RWA using Wolfram Mathematica.
The expression W (RWA) < 0 factorises into a form involving three factors, two of which are always
positive. The final factor is only negative when
µ4+Bµ2+1< 0, (6.14)
where
B =
a(2n¯H+1)+b(2n¯C+1)
c(2n¯H+1)+d (2n¯C+1)
,
with a, b, c, and d being functions of ε , t, Γ, and ωM, viz.
a =
(
eΓt−1)(eΓt− (1− ε)2)(eΓt +(1− ε)3− (1− ε)(1+ eΓt− ε)cos2ωMt)csc2ωMt
b = ε
 e3Γt−2(1− ε)5+ e2Γtε+ eΓt (1− ε)2 (1− ε (3− ε))−
(1− ε)
(
e2Γt (3−2ε)− (1− ε)3+ eΓt (ε (5−3ε)−2))cos2ωMt
) csc2ωMt
c =
(
eΓt−1)(1− ε)(eΓt +(1− ε)2)(eΓt + ε−1)
d = ε (1− ε)
(
eΓt +(1− ε)2
)(
eΓt + ε−1) .
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Clearly c and d are non-negative. Let us now consider the signs of a and b.
The factor a is positive if
eΓt +(1− ε)3 > (1− ε)(1+ eΓt− ε)cos2ωMt. (6.15)
The right hand side of this inequality is never larger than (1− ε)(1+ eΓt− ε) (i.e. set cos2ωMt =
1); thus if we can satisfy eΓt +(1− ε)3 > (1− ε)(1+ eΓt− ε) we can always satisfy Eqn (6.15).
Rearranging eΓt +(1− ε)3 > (1− ε)(1+ eΓt− ε) yields
eΓt > (1− ε)2 ,
which is always true. This means that Eqn (6.15) is always satisfied, and a is always positive.
The remaining coefficient b is positive when the term in square brackets is positive, viz. e3Γt−2(1− ε)5+ εe2Γt + eΓt (1− ε)2 (1− ε (3− ε))−
(1− ε)
{
e2Γt (3−2ε)− (1− ε)3+ eΓt (ε (5−3ε)−2)
}
cos2ωMt
> 0. (6.16)
We begin by noting that the term in braces (in Eqn (6.16)) is always positive. This may be proven as
follows:
• Convert the term (e2Γt (3−2ε)− (1− ε)3+ eΓt (ε (5−3ε)−2)) into a quadratic in λ = eΓt .
• Solve for the roots of the quadratic. The largest root is
λR =
1− ε
6−4ε
[
2−3ε−
√
16−32ε+17ε2
]
.
• Consider the inequality λR > 1. It simplifies to ε2−6ε+6< 0.
• Calculate the roots of this quadratic, which are ε = 3±√3 , both of which are larger than 1.
• Conclude that the quadratic condition on ε is never satisfied for physical values of ε ; thereby see
that λR < 1 ∀ ε ∈ (0,1).
• Use the definition of λ to see that λ > 1 for all Γt of interest, and thus this λR is not physical.
• Conclude that the term in Supp. Eqn (6.16) is always positive.
With this we can see that
(1− ε)
{
e2Γt (3−2ε)− (1− ε)3+ eΓt (ε (5−3ε)−2)
}
>
(1− ε)
{
e2Γt (3−2ε)− (1− ε)3+ eΓt (ε (5−3ε)−2)
}
cos2ωMt
.
which prompts us to consider the simpler inequality
e3Γt−2(1− ε)5+ εe2Γt + eΓt (1− ε)2 (1− ε (3− ε))>
(1− ε)
{
e2Γt (3−2ε)− (1− ε)3+ eΓt (ε (5−3ε)−2)
} , (6.17)
equivalent to considering the right hand side with cos2ωMt = 1. This new condition factorises rather
straightforwardly, yielding (
eΓt− (1− ε)2
)2 (
eΓt +2ε−1)> 0,
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which is obviously satisfied. Thus we conclude that b> 0 always.
Since we have established that a, b, c, and d are all positive we know B is positive. Consider then
Eqn (6.14), which is quadratic in µ2. There are only solutions to Eqn (6.14) when the determinant of
the left hand side, B2−4, is non-negative. This gives B≥ 2. Rearranging this yields the condition
e2Γt +(1− ε)4−2eΓt (1− ε)2 cos2ωMt > 0
which is seen to be quadratic in λ = eΓt . The determinant of the left hand side is negative, thus there
are no real roots. This means that this conditions is always satisfied, and B is always at least 2.
We may thus calculate that µ4+Bµ2+1< 0 is satisfied when
−1
2
(√
B2−4 +B
)
< µ2 <
1
2
(√
B2−4 −B
)
. (6.18)
This clearly has no solution for real µ because both the upper and lower limits of Eqn (6.18) are
negative. This implies W (RWA) < 0 cannot be satisfied, and hence that there is no heat engine phase in
the RWA.
Note that we have not taken any limits during this derivation, nor have we approximated VSS as
diagonal, so our no-go theorem holds for arbitrary ε ∈ (0,1) and any positive Γ< ωM/2.
6.7.2 No-go theorem for refrigeration
Consider the criterion for refrigeration, namely Tr{VSS−V4+V2−V1}> 0. Substituting the appropri-
ate covariance matrices and using the cyclical property of the trace gives
2
2− ε
1− ε (2n¯C+1)> Tr
{(
µ−2+ 11−ε 0
0 µ2+ 11−ε
)
VSS
}
.
This can be re-written
2n¯C+1
2n¯H+1
α < β . (6.19)
The coefficients α and β are relatively high-order polynomials in ε and λ , so we will consider the
limit of small ωMt and ε . Then
α = 4ε5µ4 (2− ε)4
[
2ε
(
µ2−1)2+Γt(5−14µ2+5µ4+ ε (1+µ2)2)]
β = 2ε5µ4 (2− ε)4Γt
[
ε
(
1+6µ2+µ4
)−2(1+µ2)2] .
The sign of each coefficient is controlled by the terms in square brackets.
α does have real zeros, but these only occur for negative values of µ2, which are unphysical. Thus
α > 0 for all µ > 1.
The (square) bracketed term in β is quadratic in µ2. Calculating its determinant makes it clear that
β < 0 for all physical µ .
This means that the left hand side of Supp. Eqn (6.19) is always positive, whilst the right is always
negative, thereby ensuring that the condition cannot be met. We conclude that there is no refrigeration
in the RWA (at least in the small ε , high-Q regime). Our numerical calculations support this conclusion.
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6.8 Potential scheme for a fast squeezer using pulsed optome-
chanics
We have approximated all squeezing interactions as occurring instantaneously, rather than the con-
ventional case of parametric amplification over many mechanical periods (e.g. [299]). The extremely
rapid mechanical squeezing operations needed by this protocol could potentially be realised by com-
bining the pulsed optomechanics interface of [2] with the arbitrary-quadrature pulsed optomechanical
interaction of [71], using a squeezed optical state as an ancilla. In this section we will provide a brief
outline of how this can be achieved. We stress that this particular realisation of a fast squeezer has not
been used to generate any of the results in other sections of this chapter.
6.8.1 Generating an approximate squeezer with QND interactions
Let us begin by considering two types of QND interactions between mechanical (M) and optical (L)
modes: X–X couplings and P–P couplings, so named because of the form of their Hamiltonians. The
former yields the transformation
X ′M = XM, P
′
M = PM+χXL, (6.20a)
X ′L = XL, P
′
L = PL+χXM, (6.20b)
where primed quadratures are the outputs. This is easily recognised as the QND interaction generated
by pulsed optomechanics encountered in Chapter 5. The P–P coupling yields
X ′M = XM+χPL, P
′
M = PM, (6.21a)
X ′L = XL+χPM, P
′
L = PL. (6.21b)
Note that now PM,L are the QND variables, with all of the back-action appearing on the position and
amplitude operators. As before, χ are the interaction strengths. In matrix form we have
MXX =

1 0 0 0
0 1 χ 0
0 0 1 0
χ 0 0 1
 , (6.22a)
MPP =

1 0 0 χ
0 1 0 0
0 χ 1 0
0 0 0 1
 . (6.22b)
The column vector on which these act isX = (XM PM XL PL)
T.
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Imagine chaining three QND interactions together; X–X, then P–P, then a second X–X. Let these
have interaction strengths χ( j) where j ∈ {1,2,3}. The total evolution is then
M = M
(3)
XX M
(2)
PP M
(1)
XX ,
=
(
D A
A D
)
,
where the diagonal blocks are
D =
(
1+ χ(1) χ(2) 0
0 1+ χ(2) χ(3)
)
and the antidiagonals are
A =
 0 χ(2)
χ(1) + χ(3)
(
1+ χ(1) χ(2)
)
0
 .
State swap
As an interesting aside, if we select χ(1) = χ(3) =− χ(2) =−1 then
M =

0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0
 ,
This is a unitary state swap, plus a pair of local rotations. Note that this is precisely the operation used
in our pulsed optomechanical state swap interface (Eqn (5.7)), since a P–P QND interaction can be
constructed from pi/2 rotations on both modes before and after an X–X interaction.
Effectively unitary squeezer
Now consider the case that χ(1) + χ(3)
(
1+ χ(1) χ(2)
)
= 0. This can be achieved by setting
χ(2) =−
(
χ(1)
−1
+ χ(3)
−1)
.
In this situation
M =

−χ(1)/χ(3) 0 0 −
(
χ(1) −1+ χ(3) −1
)
0 −χ(3)/χ(1) 0 0
0 −
(
χ(1) −1+ χ(3) −1
)
−χ(1)/χ(3) 0
0 0 0 −χ(3)/χ(1)
 .
Note that the diagonal blocks are local squeezing operations. To perform an effective squeezer on
mode M it is possible to select an initial optical state that is highly phase-squeezed; the non-zero upper
right element ofM does not contribute significantly in this case, and not at all in the limit that the
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squeezing becomes infinite. Mathematically, this is very similar to feedforward squeezing in optical
systems [300]. The input–output relations for a broadband squeezed state are given in App. A.9.
To position squeeze the mechanical oscillator we require
∣∣∣χ(3) ∣∣∣> ∣∣∣χ(1) ∣∣∣. In this case the ancillary
mode is also position squeezed; thus a fresh ancilla mode is required for each application of the
‘squeezer’.
Thus we have established that it is possible to construct an effectively unitary local squeezing
operation on mode M by using a strongly squeezed ancilla and three QND interactions. However, it
is not obvious how to implement this sequence because pulsed optomechanics gives rise to an X–X
coupling only. We will need to settle for an approximate sequence instead.
6.8.2 Constructing a P–P QND interaction with the optomechanical toolbox
We will permit the following operations;
• X–X QND interactions;
• arbitrary local rotations on the optical mode; and
• small local rotations on the mechanical mode (because we wish the squeezer to be fast).
The aim is to approximate the sequenceMXXMPPMXX.
Approximate P–X interaction
In [71] it is shown that an effective P–X coupling (i.e. Hamiltonian of the form PMXL) can be generated
by chaining together an X–X QND, a local mechanical rotation and a second X–X interaction.
Mathematically,
MPX = MXX
(
λ (2)
)
RM (ϕ)MXX
(
λ (1)
)
=

cosϕ sinϕ λ (1) sinϕ 0
−sinϕ cosϕ λ (2) + λ (1) cosϕ 0
0 0 1 0
λ (1) + λ (2) cosϕ λ (2) sinϕ λ (1) λ (2) sinϕ 1

where we have used an over-line on the subscript to denote an approximate interaction.
If we factorise out a mechanical rotation by ϕ we are left with
R(−ϕ)MPX =

1 0 − λ (2) sinϕ 0
0 1 λ (1) + λ (2) cosϕ 0
0 0 1 0
λ (1) + λ (2) cosϕ λ (2) sinϕ λ (1) λ (2) sinϕ 1
 .
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Comparing this with a true P–X interaction,
MPX =

1 0 χ 0
0 1 0 0
0 0 1 0
0 −χ 0 1
 ,
we see that (up to a rotation)MPX looks similar toMPX
(
χ =− λ (3) sinϕ
)
.
To create a closer approximation, we set λ (1) =− λ (2) cosϕ , yielding
R(−ϕ)MPX =

1 0 − λ (2) sinϕ 0
0 1 0 0
0 0 1 0
0 λ (2) sinϕ −12 λ (2)
2
sin2ϕ 1
 .
This has the form of a P–X QND interaction followed by a Kerr interaction with a Hamiltonian of the
form X2L (or indeed preceded by, because the operators commute).
Approximate P–P QND
Note that a P–X QND may easily be turned into a P–P interaction by local optical rotations, viz.
MPP (χ) = RL (−pi/2)MPX (χ)RL (+pi/2) .
We might therefore be tempted to construct an approximate P–P QND by rotatingMPX in the same
way. However, this leads to the Kerr term becoming mixed into the amplitude quadrature, and thereby
onto the mechanical oscillator after a further QND interaction.
This unwanted interaction can be mitigated by perform unequal rotations on the optical mode
before and afterMPX. Suppose
MPP = RL (−pi/2)RL (ψ)MPXRL (+pi/2) .
The angle ψ may then be selected such that it rotates the Kerr term from PL onto XL. From there
RL (−pi/2) will rotate it back onto PL, leaving XL (which participates in a later X–X QND interaction)
free of any influence of the Kerr term.
By inspecting this expression, we see that ψ obeys
tanψ =−1
2
λ (2)
2
sin2φ .
6.8.3 Complete transformation
The final transformation is
M =MXX
(
χ(3)
)
MPP
(
λ (2)
)
MXX
(
χ(1)
)
.
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It is again instructive to factorise out a mechanical rotation. If we do so and then extract the upper
left 2×2 block we obtain 1− λ
(2) χ(1) sinϕ 2λ
(2) χ(3) sin2ϕ√
4+λ (2) 3 sin2 2ϕ
0 1− λ (2) χ(3) cosϕ sinϕ√
1+λ (2) 4 cos2ϕ sin2ϕ

This can be brought into the form of an approximate mechanical squeezer by selecting the diagonal
elements to be inverses of one another. This may be enforced by fixing
χ(3) =
χ(1) secϕ
√
1+ λ (2) 4 cos2ϕ sin2ϕ
λ (2) χ(1) sinϕ−1 .
This yields  1− λ (2) χ(1) sinϕ λ (2) χ(1) sinϕ tanϕλ (2) χ(1) sinϕ−1
0 1
1−λ (2) χ(1) sinϕ
 .
It also brings the upper right block into the form(
χ(1) tanϕ − λ (2) sinϕ
0 0
)
.
Note that only one quadrature of the initial optical noise is being mapped onto the mechanical
output state; it is XL (θS) = XL cosθS+PL sinθS where tanθS =− λ (2) cosϕ/ χ(1) . The gain of the
coupled quadrature is
G = sinϕ
√
λ (2) 2+
χ(1) 2
cos2ϕ
.
We may suppress the optical contributions to the final output state by strongly squeezing the input
optical fluctuations along the direction θS (i.e. choosing rS such that e2rS  G ).
The full sequence is displayed in Fig. 6.7.
Linearised interaction
ExpandingM about ϕ = 0 gives the total transformation (including the mechanical rotation previously
factorised out)
1− λ (2) χ(1) ϕ ϕ χ(1) ϕ − λ (2) ϕ
−
(
1− λ (2) χ(1) ϕ
)
ϕ 1
1−λ (2) χ(1) ϕ 0 0
0 − λ (2) ϕ 1− λ (2) χ(1) ϕ 0
0 − ϕ χ(1)
1−λ (2) χ(1) ϕ ϕ
λ (2) 2−χ(1) 2
1−λ (2) χ(1) ϕ
1
1−λ (2) χ(1) ϕ
 .
Implementing this transformation would be extremely technically challenging, but these calcu-
lations nevertheless show that an arbitrarily fast squeezing operation can be constructed from the
‘standard’ pulsed optomechanical toolbox.
A full consideration of the noise introduced by imperfect squeezing has not been performed.
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ϕ
ψ
λ (1)
XMXL
λ (2)
XMXL
∆t ω−1M
χ(2)
PMXL
ρˆoutχ(1)
XMXLξ = rSe
2iθs
χ(2)
PMPL
χ(3)
XMXL
pi
2
pi
2
ρˆin
Figure 6.7: Pulse sequence to implement a fast squeezer. The purple box shows how the PMPL
interaction can be expressed in terms of a PMXL QND interaction, and the yellow box shows how the
latter can be approximated using optomechanical pulsed interactions. Parameters are discussed in the
main text.
6.9 Conclusion
It is worthwhile to briefly identify the limitations of the theories employed in this study. Eqns (3.20)
are not of Lindblad form, and so are not guaranteed to be completely positive for all initial states
and (hot) bath temperatures [287, 301]; however, they are valid in the high-Q and n¯H 1 regime
considered throughout this chapter (n¯H ≥ 102). No such restriction exists for the cold bath temperature
in our model. For further discussion, see App. A.10.
We have proposed and modelled a thermodynamic system based on a momentum-damped mechan-
ical oscillator subjected to rapid squeezing operations. Our calculations indicate that such a system
can operate as a heat pump, a refrigerator, or a heat engine. Importantly, if lossy evolution is modelled
by the BMME the latter two effects vanish. This indicates the emergence of rich—and potentially
useful—quantum thermodynamical phenomena beyond the RWA.
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Part III
Progress: Device design
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Chapter 7
Epitaxial silicon carbide resonators for
quantum optomechanics
Portions of the work presented in this chapter have been published by Wiley Online Library;
A. R. Kermany, J. S. Bennett, V. M. Valenzuela, W. P. Bowen, and F. Iacopi. Potential of epitaxial
silicon carbide microbeam resonators for chemical sensing, Physica Status Solidi A 214 (4), 1600437,
2016;
and also by the American Institute of Physics Publishing;
A. R. Kermany, J. S. Bennett, G. A. Brawley, W. P. Bowen, and F. Iacopi, Factors affecting the f ×Q
product of 3C-SiC microstrings: What is the upper limit for sensitivity?, Journal of Applied Physics
119, 055304, 2016.
* * *
Epitaxial silicon carbide (SiC) is a promising material for optomechanical device fabrication
because of its excellent mechanical and thermal properties. In this chapter we will introduce the
properties of SiC, provide a brief literature survey of SiC resonators, and detail our experimental
efforts towards creating the next generation of high-Q micromechanical SiC devices. Our SiC string
resonators have extremely large (room temperature) Q× f products (§ 2.1.4), which means that they
are well-isolated from their thermal environments, and their typical resonant frequencies place them
in the unresolved cavity regime for most optical cavities to which they could practically be coupled.
Furthermore, their electrical, chemical, and biochemical properties make them suitable for practical
optomechanical sensor applications in biological systems or other harsh environments.
7.1 Introduction
Currently, microelectromechanical systems (MEMS) technology plays an important role in sensing,
energy harvesting, signal processing, atomic force microscopy, and precision measurements [302].
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Microresonators fabricated from wide-bandgap semiconductors are excellent candidates for the con-
struction of sensors, actuators, and optomechanical devices [303–305] that are capable of higher
performance than those of silicon alone.
In the classical regime semiconductor microresonators have been used to detect volatile organ-
ics [306], explosives [307, 308], glucose [309, 310], DNA hybridisation [311], and bacteria and
viruses [312] with unparalleled sensitivities. From a quantum standpoint, they promise large Q× f
products at room temperature, which makes them desirable candidates for testing macroscopic quantum
optomechanics (as explained in Chapter 2), or for quantum-enhanced sensing applications.
7.2 Material properties of SiC
Many wide bandgap materials—including silicon carbide (SiC), silicon oxide (SiO2), silicon nitride
(αSiN), gallium nitride (GaN), gallium arsenide (GaAs), and diamond—have been investigated for
MEMS resonator fabrication, due to their excellent mechanical properties and chemical stability. Their
properties—including structure, bandgap (Eg), lattice constants (lattice a and c), Young modulus (E),
density (ρ), Poisson’s ratio (ν), thermal expansion coefficient (α), thermal conductivity (κ), melting
sublimation temperature (Tm), specific heat capacity at constant volume (cV), and hardness (Mohs
hardness)—are summarised in Table 7.1 [302–304, 313–319].
SiC has many crystal structures with different stacking sequences. The most common polytypes
are hexagonal (2H, 4H, and 6H-SiC), rhombohedral (15R and 21R-SiC), and cubic (3C-SiC). Among
them, 3C-SiC is the only thermodynamically stable polytype that can be heteroepitaxially grown on a
Si substrate, and thus it is widely used for MEMS applications, where it is easy to micromachine, and
can be produced with a larger surface area and lower cost than bulk SiC substrates [321–323].
Epitaxial SiC has great potential for MEMS applications in harsh environments because of its
high Young-modulus-to-density ratio, high hardness, and large thermal conductivity. It also has high
electrical stability, high resistance to radiation, and is biocompatible [303,323–326]. Although diamond
nominally has superior material properties to epitaxial SiC, these are not accessible in single-crystalline
epitaxial films. Additionally, fabrication of diamond is expensive and complicated [327].
Table 7.1: Material properties of wide bandgap semiconductors applied in MEMS [302–304,313–320].
material SiC(100) SiC(100) SiC(111) SiO2 αSiN GaN GaAs diamond
structure cubic cubic cubic amorphous amorphous wurtzite cubic cubic
Eg eV 1.12 2.4 2.4 9 5 3.4 1.43 5.5
lattice constant a (A˚) 5.43 4.36 4.36 – – 3.2 5.65 3.57
lattice constant c (A˚) – – – – – 5.2 – –
E (GPa) 130 330 400 70 250 330 85 1220
ρ (kg·m-3) 2300 3200 3200 2200 3200 6100 5300 3500
ν 0.28 0.267 0.235 0.17 0.27 0.2 0.31 0.2
α (10−6 K-1) 2.6 3 3 0.5 3 5.5 5.73 1
κ (W/mK) 130–150 70–360 70–360 1 8 130 55 2000
Tm (K) 1690 3103 3103 1970 2170 2400 1510 4270
cV (MJ·m-3·K-1 1.6 3 3 1.5 3 3 3.5 1.8
Mohs hardness 6–7 9–9.5 9–9.5 6–7 8.5 – 4–5 10
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One significant downside of epitaxial SiC for some applications—but not necessarily for optomechanics—
is that at high temperatures the SiC–Si interface can electrically short the two layers. This can happen
either upon film growth or during subsequent high temperature processing [328].
7.2.1 Epitaxial growth and residual stress
Epitaxial growth of SiC is performed through techniques including chemical vapour deposition
(CVD) [329, 330], liquid phase epitaxy [331], and molecular beam epitaxy [332]. CVD is the most
commonly used growth method and involves three general steps: (i) hydrogen surface etching to
remove any native oxide; (ii) a carbonisation process to form a buffer (sealing) layer; and (iii) the
supply of gases to grow the 3C-SiC layer [333]. Optimisation of the CVD growth parameters—
such as temperature, deposition rate, and pressure—can lead to the production of very high quality
monocrystalline films [334].
Despite that, the formation of defects such as misfit dislocation and stacking faults within the SiC
crystal is inevitable due to the differing thermal expansion coefficients (∼ 8% during the cool down)
and lattice constants (∼ 20%) of Si and 3C-SiC [322, 335–337].
The large mismatch between the lattice constants of Si and SiC generates significant residual
stress within the SiC film. The stress profile σ (z) varies across the thickness of the SiC film; z is the
coordinate perpendicular to the plane of the film. It is often useful to decompose the stress into its
mean value—
σ =
1
t
∫ t
0
dz σ (z) ,
where t is the film’s thickness—and the gradient stress,
∆σ = σ |z=t− σ |z=0 .
Many studies have focused on understanding the residual stress behaviour, as the impact of the
mean stress could be beneficial or disadvantageous depending on the application [338–341]. As we
will see, in string resonators it leads to a beneficial increase in the mechanical Q× f product (§ 7.3.2)
due to ‘dissipation dilution’. The gradient stress is of less interest in this scenario. It does, however,
control the static morphology of cantilevers and free-free beams, as shown in § 7.8.
It is known that the orientation of the silicon substrate has a marked effect on the σ that can be
achieved in a heteroepitaxial SiC film. From Table 7.2, we can observe that tensile stress values
as high as 1500 MPa can be achieved using the (111) orientation, with Q× f1 products exceeding
state-of-the-art αSiN microstrings (5.3×1011 Hz [225]).
7.3 Mechanical properties of string resonators
Each resonator structure has multiple vibrational modes, where each mode has its specific displacement
pattern (mode function), frequency, and Q factor. Each vibrational mode is named and numbered
according to its vibration pattern and number of antinodes, respectively [342]. The lowest frequency
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Table 7.2: Literature study on the mechanical behaviour of MEMS bridges in vacuum. The length,
width, thickness and mean stress are listed (L, w, t, σ ), along with the operating pressure P, fundamental
mode frequency f1, and quality Q. The Q× f1 product is a key figure of merit for sensors and
optomechanical devices (cf. § 7.4). The Q×R (R = surface area to volume ratio) is important for mass
and chemo-sensing applications. In both cases, larger is better, for reasons that will be expanded on in
§ 7.4.
ref. material L (µm) w (µm) t (nm) σ (MPa) P (mbar) f1 (kHz) Q Q× f1 (Hz) Q×R (nm-1)
[321] SiC(111) 1000 4 255 750 2×10−7 220 8×105 1.8×1011 6.7×103
[321] SiC(111) 930 4 255 1500 10−6 280.5 3×106 8.4×1011 2.5×104
[225] αSiN 1553 4 177 190 10−5 78.7 2×106 1.6×1011 2.4×104
[225] αSiN 1553 4 157 890 10−5 176 3×106 5.3×1011 4.0×104
[344] GaAs 37 10 200 0 – 1230 1800 2.2×109 18.4
[344] GaAs 53 10 200 ** – 2900 2×103 5.5×1010 20.4
[345] Al 5 3 10 0 < 10−3 1320 720 9.5×108 144
[345] Al 5 3 10 13.5 < 10−3 1370 1.4×103 1.9×109 281
mode is called the fundamental mode. We will identify the fundamental with a subscripted ‘1’. Modes
with higher frequencies are called overtones; examples are shown in Fig. 7.1 [343] (experimental
measurements of mode shapes are displayed in Fig. 7.10).
Microresonator structures can be broadly divided into beams, diaphragms, and combinations
thereof. Beam resonators appear in two shapes; single-clamped (s-c) or ‘cantilever’ resonators; and
double-clamped (d-c) or ‘bridge’ devices [342]. These are shown in Fig. 7.1. Long and narrow bridges
are known as string resonators in the literature.
In this section we will focus on string resonators, and many of the equations given will be peculiar
to this geometry; however, the physical mechanisms underpinning them are common to the other
resonator geometries that we will encounter. A literature survey of typical mechanical parameters is
given in Table 7.2.
7.3.1 Frequency
The out-of-plane flexural resonant frequencies of a rectangular microbeam consisting of a uniform
material with thickness t, width w, and length L are described by Euler–Bernoulli beam theory [346],
yielding
fn =
κ2n
2pi
√
k
m
=
κ2n
4pi
√
3
t
L2
√
E
ρ
, (7.1)
where m and k are the beam’s mass and spring constant. The term κ2n/4pi
√
3 is known as the clamping
coefficient, and κn is the nth eigenvalue of the bending equation. For bridges κn = (n+1/2)pi , and
for cantilever resonators κn = (n−1/2)pi . Thus, the clamping coefficient of the fundamental mode is
1.03 for the bridge and 0.162 for the cantilever. For extremely thin beams, where the width w satisfies
w ≥ 5t, it is necessary to replace the Young modulus E with E (1−ν2)−1, where ν is the Poisson
ratio that characterises the material’s tendency to couple strains along different axes. Overall, we see
that the mechanical frequency of a flexural beam is influenced by the geometry, mode number, and
material properties.
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i)
Diaphragm
ii)
iii)
Flexural Torsional Longitudinal
Fundamental 1
st overtone
s-c beamd-c beam
2nd overtone
a) b)
Figure 7.1: Examples of SiC double-clamped ‘string’ resonator arrays fabricated photolithographically
from 3C-SiC grown on Si. The scale bars in images a) and b) both show 100 µm lengths. Micrographs
supplied by Atieh R. Kermany.
Schematic of mechanical modes.
i) resonator types; anchors and resonators are shown in dark and light blue colours, respectively.
ii) vibration displacement patterns (mode types); and
iii) the first three higher-order modes of out-of-plane flexural vibrations of a cantilever. A new
vibrational node is added at each order.
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A strain-dependent correction of the Euler–Bernoulli theory becomes important in the presence of
residual mean (tensile) stress within the resonator material, as we have seen exists for 3C-SiC films
(§ 7.2.1). The out-of-plane flexural mode of a string microresonator is modified from Eqn (7.1) to [326]
fn =
κ2n t
4pi
√
3 L2
√
E
ρ
(
1+ γn
σL2
Et2
)1/2
. (7.2)
Here γn is a mode-dependent coefficient obeying
γn =
12(κn−2)
κ3n
and σ is the film’s mean tensile stress.
By inspecting Eqn (7.2) and Table 7.1 we can see that for 3C-SiC films γnσL2/Et2 1, so that
the frequency is mainly a function of tensile stress and length, viz.
fhetero ∝
1
L
√
σ
ρ
. (7.3)
The frequency is not a function of thickness, and so thinner and lighter resonators may be fabricated.
This is the opposite of bulk or homoepitaxial resonators, which typically have (cf. Eqn (7.1))
fhomo ∝
t
L2
√
E
ρ
,
i.e. lower frequencies for thinner resonators. As we will see, this allows high-tensile strings to display
higher mass sensitivities and lower clamping loss than stress-free resonators.
Torsional Modes
The torsional frequencies of a beam resonator are obtained from (7.4) [347].
f torsionn =
2n−1
4L
√
E
1+ν
ξtor
ρ
6
tw3+wt3
, (7.4)
where
ξtor =
t4
3
(
w
t
− 192
pi5
∞
∑
j=1
1
j5
tanh
(
jpiw
2t
))
.
Torsional modes are difficult to detect using the method described in § 7.6, but they do have a
measurable effect on the spectrum of the out-of-plane flexural modes. Finite element method (FEM)
modelling performed by Atieh R. Kermany indicates that the torsional modes hybridise with the
flexural modes, which can be measured as a frequency splitting in the mechanical spectrum. This is
evident in Fig. 7.10.
7.3.2 Quality factor
The Q factor is defined as the ratio of the energy stored in an oscillator to the energy lost during a
single cycle of vibration. For high-Q devices this is given by Q = ωM/Γ (cf. § 2.1.4).
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A resonator’s Q can be obtained obtained by measuring the centre (ωM) and width (Γ) of its
thermomechanical power spectrum, as shown in Fig. 3.2). Alternatively, in the free decay method, Q
is quantified from the time constant (τd) of the resonator’s exponentially-decaying amplitude during a
ring-down process [348], viz.
Q = piτd f . (7.5)
It is desirable for a resonator to have a high quality factor. This reduces the mechanical coupling to
the surrounding environment, which further results in high accuracy, high resolution and spectral purity,
and long-term stability [349, 350]. Also, less drive energy is required to maintain a given amplitude of
vibration in high-Q oscillators [351, 352]. Furthermore, thermal isolation is a key ingredient for the
majority of quantum optomechanical protocols (as in § 2.1.4).
7.3.3 Damping mechanisms
The following sections describe the influence of damping mechanisms on a microbeam resonator’s
frequency and quality factor. It also includes an overview of the methods that can be used to improve
the sensitivity/thermal isolation parameter (Q× f ) of epitaxial SiC microbeam resonators.
It should be noted that all the models shown in this section are for the flexural out-of-plane
movements of a bridge microresonator.
The magnitude of damping is influence by many parameters including the resonator type, geometry,
clamping, mode of vibration, and material (chemistry, defects, residual stress, crystallinity, surface
quality, and the presence of material interfaces). The damping of a resonator is also influenced by
temperature, pressure, and even transduction technique [302]. In general, damping is classified into
medium damping (Qmedium), which is related to the environment of the resonator structure; clamping
loss (Qclamp), which is related to the energy dissipation through the resonator’s anchors; material
damping (Qmat), which is related to the resonator material; and other losses (Qother) [304, 342]. These
add ‘in parallel’, thus
Q =
[(
∑ 1Qmedium
)
+
(
∑ 1Qclamp
)
+
(
∑ 1Qmat
)
+
(
∑ 1Qother
)]−1
, (7.6)
where the major losses control the overall Q. In typical MEMS the material damping becomes
important only after eliminating or minimising the extrinsic losses [304], particularly clamping and
medium losses.
Gas damping
Gas damping is the only form of medium damping relevant to this thesis.
Newell was the first to analyse the effect of air damping on the Q [353]. He divided the pressure
range from ambient pressure to vacuum into three regions: the viscous, molecular (fine vacuum), and
intrinsic (high vacuum) regions. In the viscous regime gas damping is the dominant loss mechanisms,
whilst in the intrinsic region the pressure is sufficiently low that the Q is approximately independent of
the pressure.
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Figure 7.2: Environmental pressure effect on the Q for a 3C-SiC(111) string with 2600 µm length,
4 µm width, and 50 nm thickness. Experimental points are shown as magenta diamonds; the black line
is a fit according to Eqn 7.7.
To find the upper boundary of the intrinsic region experimentally the resonator needs to be operated
at different pressures. The function
Q =
(
1
Q0
+αP
)−1
(7.7)
can then be used for analysis; Q0 is the intrinsic Q factor and α is a fitting factor. The device is
operating in the intrinsic region when the αP factor is smaller than Q0 [4].
At higher pressure, the air molecules are still too far apart to interact but they do significantly damp
the oscillator by colliding with it. In this molecular case it is predicted that Q ∝ 1/P [354].
Fig.7.2 shows results from an experiment where we measured the Q factor of a string resonator as
a function of pressure. It clearly shows the intrinsic and molecular regimes. The measurements were
made as detailed in § 7.6.
Clamping loss
When operating in a high vacuum, the viscous damping from the environment can be eliminated. This
can make the clamping loss (Qclamp) one of the dominant dissipation factors. Clamping loss results
from energy radiating from the beam resonator anchors into the substrate [355]. As such, it is strongly
geometry dependent.
There are multiple models of clamping loss available in the literature, but they do not all agree with
one another or with experiments [356]. For our purposes it will be sufficient to know that they do concur
that t/L is a crucial parameter. For instance, the two-dimensional model of Cross and Lifshitz [357]
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and the three-dimensional model of Photiadis and Judge [358] both find that perfect-clamped beam
resonators obey
Q−1clamp ∝ t/L (7.8)
for their out-of-plane flexural modes.
Note that Eqn (7.8) and Eqn (7.2) together indicate that we can achieve larger Q× f products by
employing thin, highly-stressed strings.
More generally, Q−1clamp can be reduced through the minimisation of chip and substrate contact,
vibration isolators [359], and acoustic reflectors [360]; alternatively more complicated structures
such as free-free beams (where anchors are connected to the beam nodal points) [361] or phononic
crystals [362, 363] can assist in reducing Q−1clamp.
Thermoelastic dissipation
One of the ultimate limits to microresonator performance is thermoelastic dissipation (TED) 1. It is
the result of coupling between the resonator’s strain field and the local temperature [352, 364]. As the
resonator vibrates, regions under compression will become warmer, while regions under expansion
will be cooled. This results in the formation of a temperature gradient across the thickness of the
resonator. Spontaneous heat flow down the gradient results in irreversible energy loss [365], which
sets a fundamental limit on the Q of MEMS devices. Following Liftshitz and Roukes [366],
QTED =
cV
ETα2
(
6
ξ 2TED
− 6
ξ 3TED
sinhξTED+ sinξTED
coshξTED+ cosξTED
)−1
(7.9)
ξTED = t
√
2pi fncV
2κ
,
where T is the temperature (typically 300 K). Note that QTED reduces with thickness (much like
Qclamp). Eqn (7.9) makes it possible to determine how closely a given string is operating to the
thermoelastic limit. Values of the appropriate material properties for most of the semiconductor
materials used in MEMS, including epitaxial SiC films, are shown in Table 7.1.
7.4 Figures of merit for optomechanics and sensing
We will focus on two figures of merit; the Q× f product, and the product of the Q and the surface-
area-to-volume ratio, Q×R. The first of these arises naturally in optomechanics when one considers
mechanical displacement sensing, mass sensing, and quantum protocols such as entanglement genera-
tion, whilst the latter is important for mass detection and chemo-sensing. As such, we will consider
mass sensing as an exemplary scenario.
For a d-c beam sensor we wish to detect a change in its resonance frequency that occurs when its
mass and/or stiffness are altered by the adsorption of a material [313]. The resonant frequency shift
1If phonons scatter more rapidly than the vibrational period of a lattice distortion induced by a local strain then the
Akhiezer effect becomes important in addition to TED [33]. For bending-mode MEMS devices TED is dominant.
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is dominated by the added mass when the molecules are adsorbed at the high vibrational amplitude
points, while adsorption at nodal or clamping points predominately alters the stiffness [367]. Thus, it
can be important to control the position of the molecular adsorption through a surface functionalisation
process.
Generally, the resonator natural frequency reduces as the resonator mass increases [368, 369].
An explicit relationship that shows this can be simply established under the approximation that the
stiffness of the resonator is unchanged by the added mass. This approximation is appropriate when the
molecules adsorb at or near the points of high vibrational amplitude on the resonator. The resonance
frequency shift (∆ fn) can then be straightforwardly determined using the relationship kn = meff f 2n
between the spring constant, effective mass (meff), and frequency of the resonator mode ( fn). In the
case where the fractional change in the effective mass (∆mn/meff) is small, it is straightforward to
show that
∆ fn
fn
=− ∆mn
2meff
, (7.10)
where it is natural to define the mass sensitivity Sm = ∆ fn/∆mn = fn/2meff [304].
It is important to note that the effective mass meff of a resonator mode is not equal to the total mass
mtot of the resonator; rather, the effective mass is a fraction of mtot determined by the mode shape. For
instance, for a bridge resonator
meff = 0.735×mtot = 0.735×Ltwρ, (7.11)
where the constant value of 0.735 represents the decreased contribution of mass near the clamping
points [370]. Similarly, the change in effective mass ∆mn is a fraction of the total particle mass,
depending on where the mass is added to the resonator. The change in effective mass only equals the
total added mass if the mass is added at the position of peak amplitude of vibration.
7.4.1 Minimum resolvable mass
As discussed above, mass sensing is a common use of beam microresonators (Fig. 7.3), where the
sensing is performed by measuring the frequency shift following adsorption [371,372]. The uncertainty
in this frequency shift measurement determines the resolution of the sensor. Two common strategies
are used to perform precise measurements of the resonance frequency of micromechanical resonators.
In the first technique, the motion of the resonator is detected, delayed, amplified, and fed-back onto
the resonator via an applied force [373]. With correct choice of the delay, the applied force reinforces
the velocity of the resonator providing a gain process that competes with its intrinsic damping. With
sufficient amplification, this results in regenerative oscillation of the motion of the resonator, closely
analogous to laser oscillation. The oscillation occurs at the mechanical resonance frequency, thereby
allowing its precise determination.
In the second technique, the motion of the resonator is driven by a set oscillatory force. The
response to the force is maximised at the mechanical resonance frequency, or more generally, at each
mechanical resonance frequency of the device. The phase of the response to the force varies linearly
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Figure 7.3: Schematic of a mass detection mechanism using a microresonator. The adsorption of an
added mass causes a frequency shift ∆ fn which can be detected using a phase-locked loop or parametric
amplification. Indicative mechanical power spectra are shown before and after the adsorption event
(marked).
across the mechanical resonance. Tracking this phase within a phase-locked loop provides an accurate
method to characterise the mechanical resonance frequency [373].
To date, these detection mechanisms have made possible the detection of a single cell [312], single
virus [374], single deoxyribonucleic acid (DNA) molecule [375], single protein [368], and masses
down to the small zeptogram scale [376–378].
Both techniques have the same fundamental noise floor, which is determined by the thermally
driven motion of the resonator. This noise floor results in a minimum detectable mass, or mass
resolution, well approximated by [376]
∆mn
2meff
≈
√
Eth
Eosc
√
1
τ
√
1
Q× fn , (7.12)
where Eth = kBT is the thermal energy of the resonator (with kB being Boltzmann’s constant and T the
temperature), Eosc is the energy of the coherent oscillation of the resonator mode, and τ is the total
measurement time. It is clear from (7.12) that the mass resolution can be improved both by reducing
the effective mass of the resonator and by increasing its Q× fn product. However, reducing the size of
a resonator both reduces the total adsorption area, and usually results in a decreased Q. Therefore, it
is useful to consider two figures of merit to evaluate the sensor performance; Q× fn (Hz) and Q×R
(nm-1), where R is the resonator’s surface-to-volume ratio [382].
Fig. 7.4 shows a survey of values of these figures of merit drawn from the literature on double-
clamped beams. Every device represented was operated in vacuum conditions, such that medium
damping is negligible. It is clear that the upper right corner, being the region of high Q×R and Q× f1,
is dominated by large (∼mm length scale) SiC and SiN bridges. Cryogenic devices, such as the AlN
bridge [381], can enjoy higher absolute mass resolution due to their much smaller mass, but with the
added complication of integrating vacuum and cryogenic conditions.
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Figure 7.4: Literature survey of doubly-clamped beam resonators. Each point in the Q×R–Q× f1
plane is experimental data. The table includes resonators of 3C-SiC(111) [304, 321, 347], 3C-SiC(100)
[347], 3C-SiC (cryo) [368, 376, 377, 379], 6H–SiC [305], αSiN [225, 349], Si [380], Al (aluminium)
[345], AlN (aluminium nitride) [381], GaN [304], and GaAs [344]. Points are coloured (right-hand
colour bar) according to the (theoretical) minimum resolvable mass (within a measurement time
of one second), assuming that the device is operated under conditions of regenerative oscillation
(Eqn (7.12)) with Eosc/Eth = 103. The upper colour bar corresponds to the background greyscale
gradient; the minimum detectable mass as a fraction of the mode mass. The lines TED, A1, A2,
B1, and B2 are theoretical calculations of the properties of 3C-SiC resonators for different lengths,
widths, and substrate thicknesses. We have included thermoelastic dissipation and clamping loss.
Each line corresponds to sweeping the beam length from 200 µm (left end) to 1000 µm (right end).
TED=thermoelastic dissipation limit, which is approximately independent of width; A=substrate
thickness 25 µm, B=substrate thickness 2.5 µm; 1=4 µm width, 2=40 µm width. The beam thickness
is fixed at 250 nm.
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We also show theoretical limits on the figures of merit in Fig. 7.4; they are indicated by lines.
These are calculated assuming SiC resonators with a fixed thickness of 250 nm. In the upper right is the
thermoelastic limit for devices (with intrinsic stress 1.5 GPa) of lengths ranging from 200 µm (left end)
to 1000 µm (right end). Note that this confirms that the resonators reported in [321] are operating close
to their material limit. Note also that the extensive presence of crystalline defects needs to be factored
in for such heteroepitaxial SiC films. The remaining lines correspond to calculations incorporating
clamping losses according to [356] for four combinations of resonator width and substrate thickness.
These indicate, yet again, that the beam should be thin and the substrate thick to maximise Q×R and
Q× f1.
Influence of mean stress on mass sensitivity
From the preceding discussion we can see that out-of-plane flexural string modes (in their intrinsic
limit) obey Q× f ∝ σ . This makes the mean stress an extremely important parameter for device
fabrication. Physically, this corresponds to the dissipation being ‘diluted’ by the mechanical energy
stored in the mean tensile stress [382].
7.5 3C-SiC beam resonator fabrication process
SiC on Si beam resonators can be fabricated using Si surface micromachining through four stages of:
• photolithography;
• SiC anisotropic etching;
• Si isotropic etching; and
• photoresist removal.
Resonators fabricated in this manner have suspended and floating anchors as the result of isotropic
etching (Fig. 7.5 panel a)). To overcome this and create perfect-clamped resonators, two photolithogra-
phy steps can be used [321]. The first lithography step is used to pattern the microresonator structures
on the surface of the SiC film and the second step (Fig. 7.5, panel i)) is used to cover the anchors
prior to the isotropic Si etching in order to prevent them from being overetched. This is a much
faster and easier approach than the backside bulk micromachining method previously reported in the
literature [225]. The scanning electron microscopy (SEM) images in Fig. 7.5 show a comparison
between beam resonators with suspended anchors (panel i) and perfect-clamped beams (panel ii).
Fabrication of the SiC resonators used in our experiment (§ 7.6) was performed by Atieh R.
Kermany. She fabricated a range of epitaxial 3C-SiC microstrings deposited on on-axis Si(100) and
Si(111) with lengths of up to 2600 µm, thicknesses of 50 nm and 255 nm, and widths of 4-12 µm
through the four stages of; photolithography, SiC anisotropic etching using hydrogen chloride (HCl),
Si isotropic etching using xenon difluoride (XeF2), and photoresist removal through oxygen plasma
(Tegal 915). As described above, an intermediate photolithography step was used to cover the anchors
and ensure that the strings are perfectly-clamped.
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Figure 7.5: Schematic of additional photolithography step required for perfect clamping, and SEM
images of resulting bridge resonators. Figured reused and modified with permission of Atieh R.
Kermany.
i) Top-down view of second mask patterning (rectangle shapes covering the anchors) prior to the Si
isotropic etching to protect the anchors; and
ii) perfect-clamped resonators after the Si etching and photoresist removal.
a) Bridge resonators with suspended anchors. Arrows indicate where the bridge resonators are all
connected as the result of the SiC being overetched.
b) Perfect-clamped bridge resonators. The red arrows show where the anchors have been protected as
the result of the second lithography step.
An equivalent set of perfect-clamped strings were also fabricated, but with photoresist residues
deliberately left behind on the clamping points. This allowed us to determine how sensitive the strings’
properties are to this common fabrication imperfection.
7.6 Experimental characterisation of SiC resonators
Measurement of the fundamental out-of-plane mode fn and Q of the strings was made using all-fibre
Mach-Zehnder optical interferometry. The Q factors were obtained using the free ring-down method
(Eqn (7.5)) with piezoelectric actuation. All measurements were performed at room temperature, and
most were under uniform high vacuum of 7.7×10−7 mbar.
7.6. EXPERIMENTAL CHARACTERISATION OF SIC RESONATORS 145
7.6.1 Measurement apparatus
A measurement is performed as follows. A resonator is placed inside the vacuum chamber and excited
piezoelectrically. Light is directed onto the oscillator and a portion of the reflected beam is collected
and measured using balanced heterodyne detection (see § 3.5.2). Vibrations of the oscillator induce a
phase modulation that is visible as a peak in the power spectrum of the photocurrent. As the amplitude
of vibration decays the height of this peak decreases until it reaches its thermal value (which may be
lower than the noise floor of the measurement). The oscillator’s decay rate is given by the decay time
according to Eqn (7.5).
Further details of the apparatus are given below.
Vacuum chamber
Our vacuum chamber was designed by George Brawley and built in-house. It achieves a base
pressure of approximately 7.7×10−7 mbar with no bakeout (measured with an Edwards wide range
gauge WRG-S). Imaging access is provided by two quartz windows, electronic feedthroughs for the
micropositioning stages are standard LEMO connectors, and the optical fibre is fed into the chamber
through a Teflon plug as reported by [383]. The chamber is evacuated using a conventional roughing
pump plus molecular turbopump arrangement (we have used an Edwards EST-75DX turbopump and
XDD1 diaphragm roughing pump).
Due to the unusual specifications of the chamber several flanges have been fitted with Teflon o-rings,
rather than the usual Klein flange (elastomeric o-ring sealed against flat surfaces) or copper flange
(knife-edge seal in soft metal) arrangements. There were initially worries that viscous deformation of
the o-rings—a known property of Teflon—would lead to a loss of sealing capability over time, but
there has been no observable degradation over approximately two years. Our o-rings were fabricated
by the UQ Physics Workshop.
A schematic of the chamber and the micropositioning stages (SLC-24 by SmarAct GmbH) that
are mounted inside it is given in Fig. 7.6. Stage fittings were fabricated by the UQ Physics Workshop,
based on designs by George Brawley and James Bennett.
Optics
As briefly discussed above, a house-built heterodyne detection scheme was employed to measure the
resonance frequencies and Q factors of SiC strings. For a refresher on heterodyne measurements see
§ 3.5.2.
The key components of the apparatus are shown in Fig. 7.7.
The probe and local oscillator (LO) beams are derived from a single beam (SOLSTIS TiS laser
by M Squared, λ ≈ 780 nm) passed through an AOM that is driven at 68.8 MHz. The first diffracted
order is employed as the LO, and the undiffracted light becomes the probe. A half-silvered mirror is
used to separate the beams, which do not have parallel propagation vectors after the AOM because of
the momentum transferred to the diffracted beam by the absorption of an acoustic phonon. Both beams
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Figure 7.6: Schematic of vacuum chamber and micropositioning stages. The yellow arrows show
relative orientation when the base plate is inserted into the chamber.
i) Vacuum chamber sans fittings and lid. The unused port could be fitted with an ion pump for future
experiments.
ii) Plate holding micropositioning stages for insertion into vacuum chamber. This gives three-axis
control for both the resonator position and fibre position. In this configuration—used for the isolated
trampoline resonators and drums—the fibre points downwards towards the device. For the microstrings
it was more convenient to mount the chip in the vertical plane and hold the fibre horizontally instead
(not shown).
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Figure 7.7: Simplified diagram of experimental apparatus (not to scale). A signal generator (SG)
drives an AOM at Ω = 68.8 MHz; the 0th and 1st diffracted orders form the probe and LO beams.
Probe light is passed into the vacuum chamber and focussed onto the mechanical resonator (MR) by a
lensed fibre (LF). Retroreflected light is collected by the fibre and mixed on a beamsplitter with the
LO to allow balanced homodyne detection of the mechanical motion. The extra photodiode (PD) was
used to monitor the amount of light entering the vacuum chamber.
are then coupled into single-mode fibre (SMF); this has several advantages, including full polarisation
control, ease of mode-matching, and eliminating the need for free-space optical elements within the
vacuum chamber.
The probe beam is split on a balanced beamsplitter, allowing the incident power to be monitored.
The remaining probe light is then passed into the vacuum chamber via a Teflon fibre feedthrough [383].
It is there coupled into free space by a tapered lensed fibre. We have employed a Nanonics lensed fibre
with a hemispherical lens, a nominal beam spot of 1.5 µm, and a working distance of approximately
5 µm. This was fixed to the aluminium arm indicated in Fig. 7.6.
A fraction of the light retroreflected from the microstring is collected by the same lensed fibre and
mixed with the LO on a second balanced beamsplitter. Both optical outputs are then sent to a balanced
photodetector (New Focus 1807 Balanced Photoreceiver), and the resulting photocurrent viewed using
a spectrum analyser (N9010a Agilent). During experiments we did not mix down the photocurrent; it
is sufficient to observe the sidebands of the probe–carrier beat note at ±68.8 MHz.
We have used up to approximately 50 µW of light in the probe beam during detection. The LO
power was chosen to allow approximately 8 dB of clearance between the electronic noise and the
quantum noise. These settings satisfy the |α|  |βLO| requirement to be insensitive to the LO noise
(§ 3.5), and also avoided saturating the balanced photodetector.
7.6.2 Ringdown measurements
The mechanical modes of SiC string resonators are generally narrow enough that they cannot be
resolved by a spectrum analyser; it overestimates their linewidth. Thus, it is not possible to determine
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Figure 7.8: A typical power spectrum of showing the modes of a SiC string resonator. The peaks
corresponding to each flexural mode (out-of-plane) are labelled. A resolution bandwidth of 100 Hz
was used to record these data, which correspond to a cross-section through Fig. 7.10 (at approximately
1 mm from the end of the string). The phase modulation (PM) is generated within the TiS laser and
used to lock the wavelength to an internal cavity: it is not due to a mechanical vibration. The vertical
axis is scaled such that the beat between the LO and carrier of the probe has magnitude 0 dB.
Γ by directly measuring the apparent linewidth of a mechanical peak. Instead, we have opted to use
the free ringdown method.
We begin by locating a mechanical mode. For high-Q strings the thermally-excited modes can be
seen above the classical laser noise, as shown in the power spectrum (PSD) Fig. 7.8. One then sets the
spectrum analyser to operate in zero-span mode. In this mode the output trace is given by the integral
of the power spectrum over a window centred at the resonance frequency, with a width equal to the
resolution bandwidth of the analyser. By considering Eqn (3.19) and Fig. 3.2 we can see that this is
essentially a measurement of the energy contained by that mode of oscillation.
To create a highly-excited state we rapidly2 displace the oscillator’s centre of mass over 1–2 µm.
This is usually sufficient to excite an oscillation that achieves a signal-to-noise ratio (SNR) in excess
of 10 dB: we routinely see SNRs of 40 dB. An example of this sudden increase in signal is seen in
Fig. 7.9. We then track the decay of the oscillator until the signal vanishes into the noise floor once
more. Note that it is common for the noise floors before and after the ringdown to be different, as
is evident in Fig. 7.9. This effect can be understood by noting that the mode-matching between the
lensed fibre and the reflected light depends on the mean position of the resonator.
To calculate the Q factor we perform a linear fit to the logarithm of the measured integrated power
2The exact timescale is determined by the stepping rate of the micropositioning stages, which is sub-millisecond.
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Figure 7.9: Typical ringdown trace of SiC string resonator. The mechanical signal rapidly climbs
above the noise floor at the time of excitation (marked with red arrow) and then slowly rings back into
a new noise floor (far right). The fitted region is shown in purple and the linear fit is cyan. This trace
was obtained from the fundamental mode of a 2 mm long string of 4 µm width and 250 nm thickness.
A resolution bandwidth of 20 Hz was used. Note that longer strings typically have larger Q.
over the region where the decaying signal exceeds the noise. The slope of this fit, s, then gives the Q
according to
Q =
10ωM
−s ln10 .
It is worth noting that this gives a conservative estimate of the Q, because the logarithmic scaling
effectively weights low-power points more strongly than the high-power ones.
7.7 Experimental results
A summary of results is given in Table 7.3. The measured fundamental modes were within 10% of
numerical predictions supplied by Atieh R. Kermany (discussed in detail in [321]).
7.7.1 Material properties and string geometry
We can observe from Table 7.3 that the string fn is directly proportional to σ1/2, so that for similar
L–w geometries we have
f (1)n
f (2)n
≈
√
σ (1)
σ (2)
.
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Table 7.3: Measured mechanical behaviour values for 4 µm wide microstrings.
L (µm) Material σ (MPa) t (nm) fn (kHz) Q Q× fn (Hz) Q×R (nm-1) QTED
2600 SiC(111) 650 255 77 2.4×106 1.8×1011 20025 2.1×107
SiC(111) 230 50 42.1 2.6×105 1.1×1010 10530 9.8×108
SiC(100) 250 255 45 1.6×106 7.2×1010 13350 4.3×107
1000 SiC(111) 650 255 202 5.5×105 1.1×1011 4590 7.8×106
SiC(100) 250 255 118 6×105 7.1×1010 5007 1.6×107
As explained in § 7.3.1, this is because the mean stress dominates over the Young’s modulus and
thickness (cf. Eqn (7.3)). This is manifest in our experimental results, with resonators fabricated
from SiC(111) (50 nm thickness) and SiC(100) (255 nm thickness) having comparable resonance
frequencies despite a five-fold difference in thickness.
At the same time, from Table 7.3 we observe that—for similar geometries and film thicknesses—
SiC(111) and SiC(100) strings have comparable Q values. This is remarkable because the SiC(100)
strings have considerably lower mean stress (250 MPa) than SiC(111) strings (650 MPa). This outcome
can be attributed to the difference in defect densities between the two films; SiC(100) films have an
overall better crystal quality than SiC(111) films, thanks to a faster stress relaxation rate [317, 384]. It
is therefore expected that SiC(100) films would have less defect-driven internal friction. The reduced
mean stress is thus compensated for by the superior film quality, resulting in comparable Q factors.
It is remarkable that as the thickness of SiC(111) resonators reduces from 255 nm to 50 nm (with
fixed L and w) the Q drops by almost an order of magnitude: from 2.4×106 to 2.6×105. The reason
for this reduction is two-fold. Firstly, the mean stress drops from 650 MPa to 230 MPa. Secondly,
the 50 nm thick devices are comprised of the defect-heavy portion of the 3C-SiC film nearest to the
SiC–Si interface [336]. This results in high internal friction that substantially lowers the Q. Further
measurements are required to confirm these hypotheses.
Note that in terms of Q factors alone, the SiC(100) strings could potentially perform as well as the
SiC(111) bridges, thanks to their higher crystal quality; however, their substantially lower residual
stress drastically limits their Q× fn performance. Finally, we can observe that both Q× fn and Q×R
increase as the strings’ lengths increase, due to a substantial increase of Q, able to compensate for the
reduction in natural resonant frequencies.
Nearing the thermoelastic dissipation limit
We can conclude from Tables 7.3 and 7.4 that SiC(111) with 1500 MPa mean stress has the closest Q
factor (3×106) to the thermoelastic limit QTED = 5.6×106, calculated from Eqn (7.9). We calculated
the Q× fn of this string to be 8.4×1011 Hz, approximately only a factor of two away from its upper
limit (Q× fn = 1.6×1012 Hz). Reaching the TED limit will require a reduction in the defect density
of the SiC thin film and an increase in the residual tensile stress. This would allow the fabrication of
longer strings with large Q× fn and Q×R products.
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Figure 7.10: Experimental demonstration of the mode structure of a SiC string. Modes appear as peaks
in the power spectrum (PSD). The out-of-plane flexural modes are labelled by their mode numbers,
corresponding to the number of antinodes displayed along the string. Note that each mode is split
into two; numerics indicate that this is due to hybridisation of the flexural and torsional modes. The
uniform peak along the bottom of the plot (at 20.3 kHz) corresponds to a phase modulation used to
lock the laser’s wavelength; each trace has been normalised such that this peak has constant height.
These data were collected as detailed in § 7.6. The resonator was a 2.6 mm long string with Q∼ 106.
7.7.2 Mode functions
We experimentally determined the mode structure of a SiC string and showed that it matches the
theoretical expectation (cf. Fig. 7.1). The data shown in Fig. 7.10 were collected by collecting multiple
power spectra of the mechanical motion as the lensed fibre was stepped along the length of the fibre.
The spectrum shown in Fig. 7.8 is a cross-section through Fig. 7.10.
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Figure 7.11: SEM of a microstring with residual photoresist on its anchors (a), and a completely clean
microstring (b), used for the comparison in Table 7.4. The photoresist residues in (a) are highlighted
by arrows. Figure supplied by Atieh R. Kermany.
Table 7.4: Measured Q factors for microstrings without residues (Q1) and with photoresist residues on
their anchors (Q2). The values are an average out of five measurements. Strings have w = 4 µm and
t = 255 nm.
L (µm) Q1 (clean) Q2 (resist)
2600 2.4×106 9×104
1000 5.5×105 2.7×104
7.7.3 String clamping condition
To analyse the effect of the clamping conditions on Q, we have fabricated and compared the resonant
frequencies and corresponding Q factors of two equivalent sets of resonators made of SiC(111) with
the dimensions mentioned in Table 7.4. One set had clean anchors, and one set were left imperfect
(see § 7.5).
Our comparison indicates similar fn values for both clamping conditions (with and without
residues); however, the Q decreases by more than one order of magnitude when photoresist residue is
present, as shown in Table 7.4. The extra oxygen plasma cleaning step is clearly worth the effort.
7.7.4 Influence of environmental pressure
In addition to the above, we also took a single data set studying the effects of pressure on the mechanical
Q. The results, plotted in Fig. 7.2, lead us to conclude that a pressure of about 10−4 mbar represents
the boundary between the intrinsic and molecular regimes for these devices. This also means that
below 104 mbar variations in pressure will have only a small effects on the Q factor.
7.8 Other resonator geometries
Our optically-detected ringdown apparatus has been—and will continue to be—used for measurements
of other SiC resonator designs. Key examples include large drum resonators, up to 3 mm across;
free-free beams, which are suspended by tethers at their nodal points; and nested trampoline resonators.
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Figure 7.12: Intrinsic bending of free-free beam resonators. Figure reused and modified with
permission of Atieh R. Kermany.
i) Stress gradients within the epitaxial film (red line) and ii) intrinsic bending behaviours of released
cantilevers as the result of gradient stresses. For simplicity a linear gradient is assumed.
a) A 250 nm thickness SiC(111) free-free beam showing the effect of tensile gradient stress.
b) An equivalent device fabricated in SiC(100), showing compressive gradient stress.
The drum studies were intended to determine the effects of depositing a graphene layer onto the
SiC layer. This conductive, but extremely light, material can in principle allow electrostatic actuation
and readout without metallisation of the drum, which generally reduces its Q by at least an order
of magnitude. Unfortunately, the results were inconclusive because of a large variance in the drum
etching outcomes. This meant that no systemic degradation of the Q could be detected. Typical devices
tested as part of this study had f1 ∼ 105 Hz and Q∼ 103. An example is shown in Fig. 7.13 panel i).
Free-free beams can in principle provide high-Q by isolating the resonator from its environment.
This is achieved by suspending the beam from tethers that attach at the nodal points of the fundamental
free-free vibration (which has two nodes along the beam), as seen in Fig. 7.12. Unfortunately, the
design of free-free beams in epitaxial SiC films is greatly complicated by the gradient stress, which
causes the beams to curl. Furthermore, the mean stress makes it difficult to predict where the true
nodal points of the fundamental mode will lie, such that naı¨vely-placed tethers are often not in the
correct location. A selection of free-free beams were fabricated by Atieh R. Kermany and tested by
us, but the combination of the above factors limited their Q factors to only 103–104. This could be
improved with further numerical modelling to improve the tether placement design.
The final variety of resonator that has been examined with our apparatus is the isolated trampoline
resonator designed by Warwick P. Bowen, Victor M. Valenzuela, Atieh R. Kermany, and Eric Romero-
Sa´nchez. This aims to increase the Q of a trampoline resonator [385] fabricated from SiC by isolating
its substrate from the rest of the Si chip [386]. To achieve this, a portion of the silicon chip, on which
the trampoline resides, is etched out of the surrounding chip and suspended by only eight SiC tethers.
This can be seen in Fig. 7.13 panel ii). Design and testing of these devices is ongoing, but preliminary
measurements indicate that the Q is of the order of 106, with isolated results hinting at Q factors up to
108.
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i)
ii)
Figure 7.13: SiC drum and trampoline resonators characterised by our optically-detected ringdown
apparatus. The scale bars are 500 µm across in both panels.
i) Drum resonators fabricated by Zulfiqar Khan (Griffith University). Graphene was deposited on
several of these drums to examine its effects on the Q factor, but results were inconclusive. Micrographs
were provided by Christopher Baker. The inset shows the fibre taper in position to measure a drum’s
Q.
ii) Isolated trampoline resonators designed and fabricated by Warwick P. Bowen, Victor M. Valenzuela,
Atieh R. Kermany, and Eric Romero-Sa´nchez (The University of Queensland). These aim to increase
the mechanical Q of the central trampoline resonator by isolating it from the substrate. This is achieved
by suspending a block of the substrate. SEM images supplied.
7.9 Conclusion
We reviewed the factors that control the frequency, damping parameters, and material properties of
epitaxial SiC, and showed how these affect the use of SiC strings in optomechanics and/or mass
sensing applications. Our experimental measurements found that SiC strings can exhibit an Q× f1
product of 1012 Hz, establishing a new state-of-the-art for micromechanical strings 3 and opening new
frontiers for mass sensing applications. Theoretical models indicate that our result is approximately
a factor two lower than the thermoelastic dissipation limit. Additional improvement is potentially
achievable through the use of;
• a high vacuum environment;
• perfect-clamped anchors, clean from any residues;
• using films with high residual tensile stress;
• improved SiC crystalline quality; and
• strings with tailored geometry, i.e. high length-to-width ratios.
We have also begun characterising alternative resonator geometries using our apparatus, including
isolated trampoline resonators that have the potential to reach extremely high Q factors (> 108).
3Tsaturyan et al. have reported a record Q× f product of > 1014 Hz at room temperature in a phononic band-gap
isolated resonator [363]. The bandgap allows soft clamping conditions which suppress mode curvature, thereby dramatically
reduces the loss induced by bending in the vicinity of the clamping points.
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Further work will be required to determine the optomechanical coupling rates which may be
achieved with heteroepitaxial SiC resonators. This could be performed by evanescently coupling them
to a whispering-gallery mode resonator.
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Chapter 8
Conclusion
In this thesis we have presented our research work—theoretical and experimental—that will advance
the field of optomechanics in the unresolved sideband regime. This has the potential to couple
optomechanical devices to cold atoms for enhanced quantum control; to permit rapid state-swaps
between vibrational and electromagnetic degrees of freedom; and to allow optomechanical studies with
nonclassical states in material-damping-limited mechanical devices with extremely high Q factors, or
with large masses, for tests of fundamental physics.
8.1 Summary
In Chapter 1 we introduced an archetypical optomechanical device and described a selection of the
quantum physics that can be accessed by it (§ 1.1). This chapter also provided a formal introduction to
the language of quantum optics (§ 1.3), including defining the Fock, coherent, and squeezed states.
Part 1—The State of the Art
Chapter 2 provided a brief overview of the dynamics of quantum optomechanics (§ 2.1.1 & § 2.1.3),
including the cooling and entangling operations that can be accessed in the resolved sideband limit
(§ 2.2). With this context in mind we turned to the unresolved sideband regime and surveyed some
of the proposals for advancing the capabilities of quantum optomechanics in this area (§ 2.3). In
particular, we examined the existing literature for hybrid atom–optomechanics (§ 2.3.3) and pulsed
optomechanics (§ 2.3.4) which are highly-relevant to the novel research presented in this thesis.
More advanced theory was introduced in Chapter 3. Covariance matrices (§ 3.1.1), Wigner
functions (§ 3.1.2), and explicit solutions to linear Langevin equations (§ 3.3.1) were discussed, and
compilations of useful results provided. We hope that the reader might also find these tools beneficial
in their research efforts. Finally, homo- and heterodyne measurements were introduced and discussed
(§ 3.5). We hope this will assist those looking to ‘bridge the gap’ between theory and experiment.
Part 2—Progress: Theory
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Our research that combined a hybrid atom–optomechanical device with measurement-based feedback
cooling was presented in Chapter 4. Our calculations revealed that combining the two approaches does
improve the device’s cooling power significantly in many parameter regimes, and never degrades it.
However, the quantum ground state was only reached when either the feedback cooling or the atoms
dominated the cooling, depending upon their respective cooperativities. This scheme could be realised
with existing experimental parameters.
In Chapter 5 we returned to pulsed optomechanics and presented an interface that can perform a
rapid optical–mechanical state swap with arbitrary initial states. Our protocol was shown to be capable
of ground state cooling (§ 5.6), and producing nonclassical motional states from nonclassical optical
pulses (§ 5.7.2). We saw that it is also possible to implement squeezing of both modes during the
operation (§ 5.8). The results presented in this chapter can also be extended to analogous systems in
which pulsed light–matter QND interactions are achieved, such as cold atom spin ensembles.
The final theoretical offering in this thesis is Chapter 6, in which we presented our calculations
regarding a squeezer-powered thermodynamic device that operates in a regime beyond the validity of
the RWA. This device can act as a heat engine, a heat pump, or a refrigerator (§ 2.1.4). Remarkably,
if one makes the RWA on the equations of motion this rich behaviour vanishes, leaving only a heat
pump regime. We provided no-go theorems to this effect (§ 6.7), and argued that this indicates that
interesting and potentially useful thermodynamical behaviours may be accessible beyond the RWA.
We also provided an outline of how the rapid squeezing operations (deep-sub-period) required in our
protocol could be generated using pulsed optomechanics (§ 6.8).
Part 3—Progress: Device Design
Our experimental characterisation of SiC string resonators is presented in Chapter 7. SiC micromechan-
ical oscillators are promising for achieving high Q× f products, indicating that they are well-isolated
from their thermal environment (§ 7.4). They are also relatively low frequency, so appropriate for
use in the unresolved sideband regime. We measured strings and other SiC resonators (§ 7.8) using
optically-detected ringdown (§ 7.6.2). A peak room temperature Q× f product of 1012 Hz was
recorded, exceeding the previous state-of-the-art αSiN microstring resonators (§ 7.7).
8.2 Future research directions
Of course, one never has enough time to follow every interesting question that arises during research.
In this final section we will list some interesting unanswered questions that we encountered and were
unable to address.
On the theoretical side of Chapter 4, it would be interesting to investigate whether there is a formal
link between the cold atomic system and a dissipative optomechanical device (one which modulates
the linewidth of its cavity, rather than the frequency, as a function of position). This line of thought
was inspired by the observation that the forward-scattered power in Fig. 4.1 is controlled by the atomic
centre-of-mass position. It is also interesting to consider whether squeezed light can improve the
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system’s performance, whether synchronisation of the atomic motion in the ring cavity could play a
role in the atom–optomechanical interaction [153, 387], or whether their diabolical points [388] can be
harnessed for quantum operations. We are also curious to see if it is possible—or useful—to establish
a coupling between a mechanical oscillator and the phase coherence of two degenerate atomic clouds
(Bose–Einstein condensates), as this has not yet been considered in the literature. If, for example, the
tunnelling rate of a bosonic Josephson junction [389] could be modulated by a mechanical device it
may give access to new nonlinearities.
Experimental implementation of a remotely-coupled hybrid atom–optomechanical interface with a
tapered nanofibre trap [227] was hindered by the emergence of a mechanical instability in the motion
of the fibre taper. Lars Madsen is developing an understanding of this phenomenon and how it might
be mitigated or exploited. Estimates of the required tolerances on the feedback loop (e.g. allowable
delay, excess noise, uncertainty in gain, etc.) would also be useful to know in this context.
It would be interesting to revisit our interface scheme (Chapter 5) in light of the results of Khosla
et al. [71], which promise to allow our pulsed state-swap interface to operate much more rapidly than
even half a mechanical period. If we do so, it may be appropriate to use the Wigner negativity as a
metric for how successful the state swap is, as this is in principle extremely sensitive to perturbation
(more so than the infidelity for the states we have considered). It would be very interesting to examine
the possibility of entanglement creation through our interface.
Our outline of how to achieve a fast squeezer in Chapter 6 is just that: an outline. A full analysis of
the added noise and other performance metrics would be interesting and potentially useful. The first
step towards realising this proposal would be demonstrating thermal squeezing of a classical oscillator
using our scheme.
Finally, although we have demonstrated excellent Q× f products in SiC strings, their optomechan-
ical coupling rates are still unknown. Closely-related αSiN strings achieve g0 ∼ 100 Hz [165] when
coupled to a microsphere whispering-gallery mode resonator. Our homodyne measurement apparatus
could be converted to measure this property relatively straightforwardly.
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Appendix A
Appendices
A.1 Coherent state and displacement operator properties
The displacement operator is defined by
Dˆ(α) = exp
{
αa†−α∗a
}
where a is the bosonic lowering operator (
[
a,a†
]
= 1).
The following useful properties are often employed.
Dˆ(α)† Dˆ(α) = Dˆ(α) Dˆ(α)† = 1
Dˆ(α)† = Dˆ(−α)
Dˆ(α)† aDˆ(α) = a+α
Dˆ(α)† a†Dˆ(α) = a†+α∗
Dˆ(α) Dˆ(β ) = Dˆ(α+β )exp
{
1
2
(β ∗α−α∗β )
}
.
The coherent states |α〉 may be generated by application of the displacement operator on the
vacuum, viz.
|α〉= Dˆ(α) |0〉 .
The coherent states obey the following properties.
|α〉 = e− 12 |α|2
∞
∑
n=0
αn√
n!
|n〉
a |α〉 = α |α〉
〈β |α〉 = exp
{
−1
2
|α|2− 1
2
|β |2+β ∗α
}
〈α|α+β 〉 = exp
{
−1
2
|β |2+ 1
2
(α∗β −β ∗α)
}
|〈β |α〉|2 = exp
{
−|α−β |2
}
1 =
1
pi
∫
d2α |α〉〈α| .
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A.2 Thermal noise operator
The noise operator ξ has the properties [198, 249]〈
ξ (t)ξ
(
t ′
)〉
=
∫ ∞
0
dω
{
ω
piωM
coth
(
h¯ω
2kBTB
)
cosω
(
t− t ′)}
+
i
2ωM
(
∂
∂ t
− ∂
∂ t ′
)
δ
(
t− t ′) ,
[ξ (t) ,XM (t)] = i
√
2Γ ,[
Y (t) ,ξ
(
t ′
)]
=
1
ωM
√
Γ
2
d
dt ′
{
u
(
t− t ′)[Y (t) ,XM (t ′)]} ,
where u is the piecewise step function equal to 1/2 at the origin, 1 for positive arguments and 0
otherwise. Y (t) is an arbitrary system operator. These properties are necessary for preservation of the
canonical commutator of XM and PM [249]. In the high-temperature limit (where h¯ω  2kBTB for all
relevant frequencies ω) we may approximate the former by〈
ξ (t)ξ
(
t ′
)〉
= (2n¯H+1)δ
(
t− t ′)+ i
2ωM
(
∂
∂ t
− ∂
∂ t ′
)
δ
(
t− t ′)
where n¯H is the average occupancy of the mechanical mode when in thermal equilibrium with its bath.
A.3 Independent oscillator model
The independent oscillator model is the most general microscopic model for a linear, passive heat
bath [274, 275]. It is also the starting point for deriving the Born–Markov master equation. In the
following we will provide a general outline of the derivation of Eqn (3.20) from the independent
oscillator model.
A.3.1 Independent oscillator Hamiltonian
The full Hamiltonian of the system and bath is
Hˆtot = Hˆsys+
N
∑
j=1
(
p2j
2m j
+
m jω2j
(
x j− x
)2
2
)
,
where the bath oscillators j = {1,2, . . . ,N} have frequencies ω j and masses m j. The system Hamilto-
nian Hˆsys includes the free system Hamiltonian Hˆ0 plus any control Hamiltonians Hˆcon.
If we introduce the nondimensionalised position and momentum operators then the Hamiltonian
reads
Hˆtot = Hˆsys+
N
∑
j=1
{
Hˆ j +
h¯
4
(
ω jη j
(
η jX2−2X jX
))}
. (A.1)
in which the free Hamiltonian of a bath oscillator is Hˆ j = h¯ω j
(
X2j +P
2
j
)
/4. We have introduced the
symbol
η j =
√
m jω j
MωM
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which characterises the mismatch between the system oscillator’s mass m and frequency ωM and those
of the jth bath oscillator.
A.3.2 Formal solution of bath equations of motion
It is straightforward to calculate the equation of motion for the bath oscillators from (A.1), yielding
da j
dt
=−iω ja j + i2ω jη jX .
This is then integrated using the method of integrating factors, viz.
a j (t) = a j (t0)e−iω j(t−t0)+ i
ω jη j
2
∫ t
t0
dt ′ X
(
t ′
)
eiω j(t
′−t). (A.2)
A.3.3 Equation of motion for system
The Heisenberg equations of motion for the system operators are
X˙ =
i
h¯
[
Hˆsys,X
]
(A.3)
P˙ =
i
h¯
[
Hˆsys,P
]
+∑
j
ω jη j
(
X j−η jX
)
. (A.4)
Substituting (A.2) into (A.4) gives us
P˙ =
i
h¯
[
Hˆsys,P
]
+∑
j
ω jη j
{
X j (t0)cosω j (t− t0)+Pj (t0)sinω j (t− t0)
}
+∑
j
ω jη2j
{
−X +ω j
∫ t
t0
dt ′ X
(
t ′
)
sinω j
(
t− t ′)} .
Let us gather these terms as follows;
P˙ =
i
h¯
[
Hˆsys,P
]
+N (t)+L(t) ,
N (t) = ∑
j
ω jη j
{
X j (t0)cosω j (t− t0)+Pj (t0)sinω j (t− t0)
}
,
L(t) = ∑
j
ω jη2j
{
−X +ω j
∫ t
t0
dt ′ X
(
t ′
)
sinω j
(
t− t ′)} .
N (t) is the precursor to the noise operator, whilst the loss is encapsulated by L.
A.3.4 Loss term
First we may integrate by parts to find that
ω j
∫ t
t0
dt ′ X
(
t ′
)
sinω j
(
t− t ′) = X (t)−X (t0)cosω j (t− t0)
−
∫ t
t0
dt ′
i
h¯
[
Hˆ ′sys,X
′]cosω j (t− t ′) ,
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in which we made use of (A.3). Upon substitution into L we obtain
L =−∑
j
ω jη2j
{
X (t0)cosω j (t− t0)+
∫ t
t0
dt ′
i
h¯
[
Hˆsys
(
t ′
)
,X
(
t ′
)]
cosω j
(
t− t ′)} .
In order to obtain an irreversible Langevin equation we require a smooth coupling between the
system and bath across a range of frequencies [70]. Let us begin by assuming the bath spectrum is
bounded between 0 and Ω, and that the density of bath oscillators per frequency increment is dndω . We
then take the continuum limit;
L = −
∫ Ω
0
dω ωη2 (ω)
dn
dω
(
X (t0)cosω (t− t0)+
∫ t
t0
dt ′
i
h¯
[
Hˆsys
(
t ′
)
,X
(
t ′
)]
cosω
(
t− t ′)) .
Assuming that the coupling to the bath is equal across frequencies is tantamount to settingωη2 (ω) dndω =
A, with A being a constant.
Now we follow [390] and introduce
δˇ (τ) =
1
pi
∫ Ω
0
dω cosωτ
such that
lim
Ω→∞
δˇ (τ) = δ (τ) .
and hence write
L = −Api
(
X (t0) δˇ (t− t0)+
∫ t
t0
dt ′
i
h¯
[
Hˆsys
(
t ′
)
,X
(
t ′
)]
δˇ
(
t− t ′)) .
Now we may separate out the contributions of Hˆ0 and Hˆcon.
L = −Api
(
X (t0) δˇ (t− t0)+
∫ t
t0
dt ′ ωMP
(
t ′
)
δˇ
(
t− t ′))
−Api
(∫ t
t0
dt ′
i
h¯
[
Hˆcon
(
t ′
)
,X
(
t ′
)]
δˇ
(
t− t ′)) .
To fix the value of A, note that in the infinite-bath-bandwidth limit the second term becomes
lim
Ω→∞
{∫ t
t0
dt ′ ωMP
(
t ′
)
δˇ
(
t− t ′)}= ωM
2
P(t) ,
where the factor of two arises because only half of the δ enters the integral. Thus by identifying the
coefficient of this term as the decay rate Γ we see
−ApiωM
2
=−Γ→ Api = 2Γ
ωM
.
It follows that
L = − 2Γ
ωM
X (t0) δˇ (t− t0)−2Γ
∫ t
t0
dt ′ P
(
t ′
)
δˇ
(
t− t ′)
− 2Γ
ωM
∫ t
t0
dt ′
i
h¯
[
Hˆcon
(
t ′
)
,X
(
t ′
)]
δˇ
(
t− t ′) . (A.5)
The first line of (A.5) is precisely that expected, giving a momentum-dependent loss at rate Γ (in
the Ω→ ∞ limit) and an ‘initial slip’ term that is negligibly small in the case that Q 1. Note that
there is an unexpected third contribution which is not typically included in the Langevin equation,
arising from the ‘control’ Hamiltonian. This could be expected to contribute in the case that Hˆcon fails
to commute with X , as is the case for a squeezing operation. However, unless the control Hamiltonian
is extremely strongly coupled the 1/Q dependence of the extra term will render it unimportant.
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A.4 Multimode Wigner functions
Consider n modes with quadrature operators X j = a
†
j +a j and Pj = i
(
a†j −a j
)
. For any valid density
operator ρˆ over these modes one may calculate the characteristic function
χ (β ) = Tr
{
ρˆDˆ(β)
}
,
where the multimode displacement operator is simply the product of single mode displacements, a` la
Dˆ(β) = Dˆ(β1)⊗ Dˆ(β2)⊗·· ·⊗ Dˆ(βn) .
In general, χ (β) is a complex-valued function of β ∈ C. It will be convenient to consider β as having
the form of a 2n-long vector with real elements.
β =

ℜ{β1}
ℑ{β1}
ℜ{β2}
ℑ{β2}
...

.
The corresponding Wigner function lives on the phase space composed of 2n real variables, which
we shall write as a 2n vector
r =

r1
r2
...

where each r j =
(
x j, p j
)T represents a point in the plane formed by the eigenspectra of X j and Pj.
The Wigner function is given by
W (r) =
1
(2pi)2n
∫
d2nβ Tr
{
ρˆDˆ(β)
}
exp{−ir ·Ωβ} , (A.6)
in which the 2n×2n matrix Ω is the n-fold block diagonal matrix with diagonal blocks
ϖ =
(
0 1
−1 0
)
and all other entries equal to zero (note that ΩT = −Ω and ΩΩT = ΩTΩ = −1). The inverse
transformation is
χ (β) =
∫
d2nrW (r)exp{+ir ·Ωβ} .
All properties of the multimode Wigner function are essentially identical to those of the single-
mode, with appropriate generalisation of the phase space representations of operators. However, it is
worth noting that the reduced density operator for mode j is represented by
Wj
(
r j
)
=
{
n
∏
k=1, k6=j
∫
d2rk
}
W (r) .
The corresponding characteristic function is simply χ (β) evaluated with all βk 6= j = 0.
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A.5 Dirac Delta properties
The Dirac delta distribution is represented as δ , and has the properties∫ ∞
−∞
dt δ (t) = 1 (A.7a)∫ ∞
−∞
dt δ (t− τ) f (t) = f (τ) (A.7b)∫ τ+ε
τ−ε
dt δ (t− τ) f (t) = f (τ) ∀ ε > 0 (A.7c)∫ ∞
−∞
dt
dδ (t)
dt
f (t) = −d f
dt
∣∣∣∣
t=0
. (A.7d)
.
We also have the key relationships (for c ∈ R)
δ (ω) =
1
2pi
∫ ∞
−∞
dt eiωt∫ ∞
−∞
dt eicωt =
δ (ω)
c
,
which underpin Eqn (A.9f) and Eqn (A.9g).
A.6 Time–frequency domain relations
A number of useful relationships between the time and frequency domain can be established;
f (t) ⇔ f˜ (ω) (A.9a)
d f
dt
⇔ −iω f˜ (ω) (A.9b)
d2 f
dt2
⇔ −ω2 f˜ (ω) (A.9c)
f (t+ τ) ⇔ f˜ (ω)e−iωτ (A.9d)
f (t)eiΩt ⇔ f˜ (ω+Ω) (A.9e)
c ⇔ 2pic δ (ω) (A.9f)
c δ (t) ⇔ c. (A.9g)
In these relations τ is an arbitrary time delay, Ω is an arbitrary frequency, and c is a constant. Note
that there is an important phase relationship between positive and negative frequencies when the time
domain function (operator) is everywhere real (Hermitian), namely
f (t) ∈ R ∀ t ⇔ f˜ (ω) = f˜ † (−ω) .
In general, the Fourier transform of the Hermitian conjugate of an operator is not equal to the Hermitian
conjugate of the Fourier transform of that operator. We will use f˜ † to refer to the conjugate of the
transform.
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A.7 Alternative lossy mechanical squeezing model
As discussed in Chapter 6, a conceptually clean model of a lossy squeezer is to subdivide each
squeezer S′j into a perfect squeezing step S j followed by a beamsplitter operation with a cold thermal
mode. However, one might suspect that in a physical implementation of the squeezer S′j the cold bath
temperature would potentially be a function of µ due to effects such as pump depletion. We will
therefore consider a slightly more complicated model, and show that it reproduces essentially the same
predictions for low to moderate µ .
Instead of subdividing S′ into one perfect squeezer and one beamsplitter we will consider subdivid-
ing it into 2N substeps of perfect squeezing followed by loss on a beamsplitter. Each sub-squeezer
squeezes by an amount µk = µ1/N , such that the net squeezing parameter (in the absence of loss) is
µ = ΠNk=1µk. Similarly, each attenuation step is characterised by εk = 1− (1− ε)1/N , such that the
total attenuation is 1− ε .
After one substep (k) of squeezing and loss we have
V (1) = (1− εk)Sk V (0) STk + εk (2n¯C+1)1,
then
V (2) = (1− εk)2 S2k V (0) STk
2
+(1− εk)εk (2n¯C+1)Sk STk + εk (2n¯C+1)1
V (3) = (1− εk)3 S3k V (0) STk
3
+(1− εk)2 εk (2n¯C+1)S2k STk
2
+
(1− εk)εk (2n¯C+1)Sk STk + εk (2n¯C+1)1
. . .
V (N) = (1− εk)N SNk V (0) STk
N
+ εk (2n¯C+1)
N−1
∑
k=0
(1− εk)k Skk STk
k
.
Taking the N→ ∞ limit then yields the full model of the squeezer
V = lim
N→∞
V (N) (A.10)
= (1− ε)S V (0) ST+ ln(1− ε)(2n¯C+1)diag
{
1− (1− ε)µ−2
ln(1− ε)−2lnµ ,
1− (1− ε)µ+2
ln(1− ε)+2lnµ
}
.
The homogeneous component of the evolution is the same as the simple model, but the added noise is
now a function of µ in addition to ε and n¯C.
We have not employed this model in Chapter 6 because it yields results that are qualitatively very
similar to the simpler two-step squeezer model in the regime of interest. An example of this is shown
in Fig. A.1.
A.8 Sylvester equations
The general Sylvester equation reads
AV +V B =C
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Figure A.1: Comparison of the steady-state occupancy n¯SS as a function of squeezing parameter µ
for three noise models. Line A shows the result for perfect squeezing operations; line B incorporates
the simple lossy squeezing model employed in the main text; and line C is calculated using the
more complicated loss model described above. Note that B and C agree well at low-to-moderate µ .
Parameters are given in the main text (lines A and B are identical to Fig. 6.3 panel iii)).
where A, V and C are n×n matrices. The solution is [298]
vec{V}= (1⊗A+ BT⊗1)−1 vec{C} ,
given in terms of the vectorisation operation (vec{· · ·}) and the Kronecker product (⊗).
The Kronecker product of two n×n matrices is defined by
A⊗B =

A11B A12B · · · A1nB
A21B A22B · · · A2nB
...
...
A11B A12B · · · AnnB
 .
The vectorisation operation ‘stacks’ the columns of a matrix on top of one another to produce a
larger vector. For a 2×2 matrix V ,
vec{V}=

V11
V21
V21
V22
 .
This has the useful property that vec{AV B}= (BT⊗A)vec{V}.
A.9 Squeezed optical pulses
An input field with fluctuations δad (t) that are squeezed across a wide frequency band satisfies
〈δad (t)〉 = 0,
〈δa(t+ τ)δa(t)〉 = Mδ (τ) ,〈
δa† (t+ τ)δa(t)
〉
= Nδ (τ) ,
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where N ∈R and M ∈C are constrained by the Heisenberg uncertainty induced by [a(t) ,a† (t+ τ)]=
δ (τ) (as in Chapter 10 of [198]). It is straightforward to confirm that the resulting collective pulse
quadratures XL and PL are also squeezed, with a complex squeezing parameter ξ = rsei2θs , viz.
N =
1
2
(cosh(2rs)−1) ,
M = −1
2
sinh(2rs)e+i2θs,
A.10 Notes on Markovian master equations
Markovian master/Langevin equations are an incredibly useful tool in quantum optomechanics
(amongst many, many other disciplines within quantum mechanics). It therefore came as a great
surprise to never encounter the following theorem in the optomechanics literature;
“No Markovian theory can satisfy all three criteria of positivity, translational invariance, and asymptotic
approach to the canonical equilibrium state [...] except in special cases.” [301].
Consequently, any Markovian theory must violate at least one of these criteria.
1. An equation of motion that preserves positivity guarantees that an arbitrary (physical) initial
state evolves into a physical state for any time t. In other words, it preserves the trace of the
density operator. If an equation of evolution violates positivity then there exists physical states
that are mapped onto non-physical (e.g. non-normalised, Heisenberg-uncertainty-violating)
states at later times.
2. ‘Translational invariance’ means that there is no position-dependent loss in the equations of
motion. We might reasonably expect this property to hold for many systems, such as mechanical
oscillators.
3. Finally, a system that asymptotically approaches the canonical equilibrium state satisfies
lim
t→∞ ρˆ =
e−β Hˆsys
Tr
{
e−β Hˆsys
} (A.11)
where β = 1/kBT is the inverse temperature and Hˆsys is the free Hamiltonian of the system.
The right-hand side of Eqn (A.11) is recognisable as the quantum generalisation of the Gibbs
ensemble. This can be violated by either approaching a steady-state that is not the Gibbs
ensemble of Hˆsys, or by never reaching a steady-state at all.
The momentum-damped Langevin equations (Eqn (3.20)) that we have used throughout this work
clearly satisfy properties 2 and 3 (consider Eqn (3.25)), hence must violate property 1. This is indeed
the case. To see this, set the bath temperature to zero and then propagate a momentum-squeezed state
through a short time of evolution; the result violates the Heisenberg uncertainty principle. However,
we stress that this equation of motion can be positive for arbitrary initial states provided that the bath
temperature is sufficiently high.
It is worth noting that any equation of Lindblad form maintains positivity [287].
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Approach to canonical equilibrium
q¨+ ε
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2
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Unruh & Zurek [391]
P˙ = 1ih¯
[
P, Hˆ
]
+
√
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[
a, Hˆ
]
+
√
Γ ain (t)− Γ2 P
BMME
High-T
High-Q
Figure A.2: Graphical summary of properties of Markovian loss theories. A Markovian theory can
exactly satisfy at most two of these properties. The descriptions approximately coincide in the high-Q
and high-temperature limit.
The standard Born–Markov master equation satisfies properties 1 and 3 by sacrificing property 2.
This is plainly seen when the equations of motion are written in terms of quadratures (Eqn (6.2)). Of
course, this is not detrimental if the oscillator is of sufficiently high-Q and one is not interested in the
short-time (t ω1−M ) behaviour [70].
An example of the third minimal-violation case—violating property 3 in order to satisfy properties
1 and 2—is the theory of wave packet reduction developed by Unruh and Zurek [391]. This does relax
towards an equilibrium state, but not the canonical (Gibbs) state.
In short, we need to be careful to select an appropriate Langevin equation based on the situation
at hand. It is worth noting, however, that the majority of descriptions coincide in the high-Q, high-T
limit.
A graphical representation of these is given in Fig. A.2.
“I hope no one who reads this book has been quite as miserable as Susan and Lucy were that night:
but if you have been—if you’ve been up all night and cried till you have no more tears left in you—you
will know that there comes in the end a sort of quietness.”
C. S. Lewis,
‘The Lion, the Witch and the Wardrobe’
