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ABSTRACT
We study three types of communication data--emails, phone calls, and meetings-in a modem
IT firm. Using network descriptive statistics, we show how communication networks in an
organization differ from random networks and other social networks. We also compare and
contrast the three types of communication networks. Using Quadratic Assignment Procedure
(QAP), Multiple Regression Quadratic Assignment Procedure (MRQAP) and Exponential
Random Graph Models (ERGM), we identify significant factors affecting the size and shape of
communication networks. These parameters include organizational structure, homophily, job
position, and physical proximity. We record the evolution of the networks and discuss how the
factors affecting initial network growth differ from the steady state of the network.
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I. Introduction
The creation and use of information are becoming increasing essential to the modem day
economy. In the United States, 70% of the labor force can be categorized as information workers
and they contribute to over 60% of the economic output (Apte & Nath, 2004). Information
workers are at the center of the economic transformation. In order to be productive, these
workers need access to the most relevant and important information. Thus, patterns and methods
of communication and workers' positions in social networks can greatly affect their productivity
(Aral, Brynjolfsson & Van Alstyne 2006, 2007, Aral & Van Alstyne 2007). We are interested in
studying the communication patterns of information workers and how these networks evolve
over time.
Methods of communication have been transformed drastically since the beginning of the
information age. Information workers are among the ones who have been greatly impacted by
this change. In a modem day company, two employees can transfer knowledge by a variety of
methods. We will be studying three of the most important methods of information transfer:
emails, phone calls, and meetings. These different communications media have advantages and
disadvantages. For example, email can be used to transfer electronic documents, but it is much
easier to have a conversation over the phone than email. In a meeting, people can easily share
their ideas and listen to everyone else, but they have to be physically present. Different
employees, through their personalities or job functions, may have different preferences on the
method and volume of communication. Because they are information workers, their approaches
to obtaining knowledge can impact their productivity. We will analyze in detail the similarities
and differences among the patterns of these communication networks.
As a network matures over time, many of its properties can change. For example, a fully
developed network might have more ties so information can easily and quickly flow through it.
We will study whether these communication patterns are transient or stable over the period of
several months. Also, when a new employee joins the firm, he or she can develop new ties for
personal or job related matters. We are interested in the factors that determine who the new
employee initiates contact with and how these factors differ from ties that employees make in
steady state. In this paper, we will gain a better understanding of how communication networks
develop and evolve over different media in an organization.
II. Related Works
There have been many previous works on studying properties of social networks. Chains of
Affection, a paper studying a sexual network of high school students, describes in detail the
properties of the network of relationships and how these properties relate to STD transmission
(Bearman, Moody, & Stovel, 2004). We are studying many of the similar network characteristics
but relating them to information transfer instead.
There are many factors in determining tie creation in a network. For example, the property of
homophily, the tendency of people to bond with similar individuals, is widely observed in social
networks (McPherson, Smith-Lovin, & J.M., 2001). We will analyze the effects of homophily
and other factors on communication networks in an organization.
Relationships among similar social networks are often analyzed with the quadratic
assignment procedure (QAP). Researchers can use QAP to see how well correlated two different
social networks are and to analyze the effect of one network on another (Hubert & Schultz,
1976). In addition, multiple regression QAP (MRQAP) can be used to analyze the effect of
dyadic properties on the likelihood of tie creation.
Statistical models for representing social networks, such as the exponential random graph
models (p*), have emerged in the recent years (Robins & Morris, 2007). These random graph
models attempt to simulate and predict the probability of the formation of edges in social
networks. They are used to characterize and explain different properties of networks like triadic
closure, which is the tendency to form communication triangles. Recent advances in exponential
random graph models have allowed researchers to accurately describe a variety of social network
formations (Robins, Snijders, Wang, Handcock, & Pattison, 2007).
Scholars have also studied the evolution of social networks, such as email networks at a
university (Kossinets & Watts, 2006). Many hypotheses related to changing networks have been
made. For example, researchers generally assume that the closer any two nodes are in a network,
the more likely a new connection will be formed between them at a later time.
In this study, we will use the results of previous work to continue examining the evolution of
communication networks, creating accurate statistical models for them and analyzing the
relationships among them.
III.Background
We have collected detailed communication data from a global media firm of
approximately 200 employees in California. The data include: internal phone calls, company
emails, and meeting times. The phone data consists of all calls made to and from a company
landline from June 2006 to December 2007. The email data includes all emails to and from a
company email address from January 2007 to December 2007. The meeting data information
comes from Outlook calendar schedules of all employees from August 2007 to December 2007.
We also have a list of current employees in the firm. The list includes important attributes such
as hire date, age, gender, job title, and supervisor. We will use this list to create a detailed picture
of what the organizational structure looks like.
The firm is divided into several divisions and the employees that we're studying are
located in a single building in its California headquarters. There is a division for each major
language in which the firm performs work and also divisions such as IT and media services.
Each division can share a phone and people within the same division are located physically close
to each other. Directors and managers generally work in offices, though they may share them
with other people. Editors sit in rows of seats in an open area of the building and they usually do
not have individual phones.
With these data, we can get a thorough picture of the communication networks of
information workers in the company. We will analyze various properties of the phone, email, and
meeting networks and explain them in the context of their environment using descriptive
statistics and exponential random graph models. Using these networks, we will show the
similarities and differences between these modes of communication with the quadratic
assignment procedure. We will also track the evolution of the communication networks over
time.
IV. Data Collection
Currently, we have two database servers collecting data. One of the servers is located at the
firm and the other one at MIT (see Figure 1). Both servers are running copies of MySQL and the
server at MIT is replicating the server at the firm. Email data is being constantly dumped into the
database as they are collected in the company. Phone data are collected and dumped on a weekly
basis. Calendaring data (meetings) are collected monthly and processed but not put into the
database. Some other information related to individual employees, such as age and experience
are also collected in the database.
Phone "'
Weekly dumps
^ , "i--
Email MySQ. in CA
-/
Other data Calendar
Figure 1: Data collection
a. Email Data
Email data are collected under three MySQL tables: email_data, email_users, and
email_attachment. Table email_data has a row for each distinct email sent or received. Each row
contains a per-email messageid, a hashed subject, a hashed body, time, and size. The subject
and body are hashed with the emailNet software to protect the privacy of the employees while
maintaining the ability to extract keyword information (Van Alstyne & Zhang, 2003). Table
email_users has a row per user in an email. For example, if an email was sent to two people and
cced to one, email_users would contain four rows (1 from, 2 to, 1 cc) for that email. Each row of
the table contains a corresponding message_id, a name, an email address, and a type (to, from, cc,
or bcc). Table email_attachment has a row per attachment of an email. Each row simply contains
a corresponding message_id and the name of the attached file. Table 1 summarizes the above.
Table 1: The MySQL tables for email collection
Table Fields
emaildata messageid, hashed subject, hashed body, time, size
emailusers message_id, name, email address, type
-Re~pication
email_attachment message_id, file name
b. Phone Data
Phone data are collected on a weekly basis in comma separated value (csv) files. Once we
receive the data, we have a Java program that parses the csv file into SQL format to insert it into
the database. Phone data just use one table, ecas_phone. The table uses one row per phone call.
Each row contains the time, the duration of the call, the number the call was made from, and the
number the call was made to. We also have collected phone assignment information to connect
each phone number to the employee who was assigned to it at that time.
c. Calendaring Data
Calendaring data is collected by monthly dumps from Outlook meeting schedules over the
whole firm. The Outlook dumps are in pst format, which are converted to a plain text format and
parsed with a Perl program. Each meeting scheduled has a list of required attendees, a list of
optional attendees, a time, and a subject.
d. Other Data
We have also collected personal attributes such as date of birth, gender, job title, and
seniority for each employee. All employees are identified only by their employee IDs to protect
their privacy. All these data are the attributes of each node in the communication networks that
we create. They are used to establish relationships between employees and test for homophily in
the social network.
V. Descriptive Statistics
As the first step of data analysis, we will describe a set of descriptive statistics related to the
social networks that are generated. The data we are using for this section consists of one month
(September 2007) of emails, phone calls, and meetings (for other months, see Appendix G:
Results for October and November). The set of employees we are studying are those who are
hired before 2007, so they have all been in the firm for at least 9 months and have established
some communication patterns. For phone data, the set of employees is further limited to those
with phones. To analyze the significance of each statistic, we have generated 1000 random
networks for each original communication network (phone, email, and meetings). The random
networks are identical to the real networks in size and degree distribution (for directed networks,
both in-degree distribution and out-degree distribution are kept identical). Then, we examine
where the real network statistics fall relative to those of simulated networks. Because we have
fixed the degree distributions for the random networks, we will analyze them separately and
discuss their significance. Also, the communication edges are not weighted in generating random
graphs. Instead, we have created cutoffs for the amount of communication (number of emails,
phone calls, or meetings) required for tie formation. See Appendix B: Data for Descriptive
Statistics for the details of network creation. Since we are also interested in the distribution of
edge weights, and we will discuss that at the end of this section.
a. Simulated Networks
We study the following network statistics relevant to communication patterns: clustering
coefficient, mean geodesic length in the largest connected component, Gini coefficient of
Bonacich's power measure distribution, and Gini coefficient of betweenness distribution (See
Figure 2). We use the Gini coefficient to measure inequality of nodal attributes between the
nodes of a network. It is a commonly used as a measure to indicate inequality in income
distribution. The box plots indicate the distribution of statistics of the 1000 simulated networks,
with possibly hollow circles at the ends for outliers. The actual values of all the statistics are
normalized and the values on the y-axis indicate the number of standard deviations away from
the mean. The rounded triangles are where the actual network statistics are located with respect
to the simulated distributions. Since graphs are cut off at 5 standard deviations away from the
mean, if the actual statistic is more than 5 SD from the mean, it is displayed at the +5 or -5 mark.
The actual normalized values of the real statistics are displayed at right of the triangle. The p-
values represent the proportion of simulated networks that have more extreme values than the
actual. For example, a p-value of 0.1 would indicate that 10% of the generated networks have
higher values than the actual if the actual value is greater than the mean, or 10% have lower than
actual if it is smaller than the mean. We will discuss the significance of each network statistic in
the following paragraphs.
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Figure 2: Simulated and actual network statistics
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Clustering coefficient, indicated by "cc" on the figures, is positive and significant for all
three networks. High clustering coefficient is indicative of a network with high transitive closure.
In the three networks we are studying, if person A communicates with person B and person B
communicates with person C, then person A is likely to also communicate with person C.
Calendaring data has the highest relative clustering coefficient, followed by email and then
phone. In a meeting, everyone in the room gets to talk and listen to everyone else. Thus,
meetings create cliques in the communication graph, which leads to very high clustering
coefficients. An email creates an edge from one person to potentially many people. If the
recipients of an email use reply-all, more edges would be drawn among the cluster of people who
are receiving the email. This type of communication is also likely to lead to high levels of triadic
closure. Phone, on the other hand, is mostly a one-to-one method of communication. It is
relatively more difficult to create clusters of people who all call each other. While it is easy to
add someone to an email list, it is not as common to use the phone to communicate with multiple
people in the same office. Thus, to effectively communicate with multiple people at the same
time, phone use could be substituted by meetings or emails. Despite the relative difficulty of
a
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creating clusters, phone call data display a significantly higher clustering coefficient than that of
random graphs, indicating normal social network behavior at work. This result will be confirmed
by multiple regression QAP and exponential random graph models in the subsequent sections.
The mean geodesic distance of the largest strongly connected component ("compMean") is
positive and significant for emails and meetings, but not significant for phone calls. Having long
geodesic lengths means that information generally takes longer to reach everyone. Typically, this
would imply a spanning tree like communication structure and thus be inefficient in transmitting
information. Because we are working with an organization, the spanning tree structure could be
that of the organizational tree. In the firm, if bosses communicate heavily with subordinates and
vice versa, and not much horizontal communication occurs in the tree, then the overall
communication structure would indeed resemble a spanning tree and information flow within the
firm would be inefficient. Spanning tree like structures are also sensitive to node removal. If a
high degree node temporarily disappears, it is possible that nodes in the network may get
disconnected. Compared to emails and meetings, phone calls appear to display less of a spanning
tree structure. Its mean geodesic distance matches those of the randomly generated networks
quite well. In terms of geodesic distance, phone calls are a relatively more efficient method for
information flow.
The Gini coefficients for the distribution of Bonacich's power measure ("bpGini") are
slightly positive but not significant in all three networks. High values of Gini coefficient in
Bonacich's power imply a more uneven distribution of power. In this simulation, we are using a
small positive value for the beta parameter in Bonacich's power calculations (beta-0.5). Positive
value for the beta parameter gives extra power to nodes that are connected to others with power,
which is reasonable because corporate power comes from knowing others that are powerful and
having a large network of friends. In a corporation, we would expect to have an uneven
distribution of power. Executives in the firm are likely to communicate with many managers and
with each other. Managers are likely to communicate with all of his or her subordinates.
Employees at the lowest level of the organizational hierarchy probably also communicate the
least, and mostly with other people of little power. High values for Gini coefficient in Bonacich's
measure provide some evidence for uneven distribution of communication power in all three
networks.
The Gini coefficients for the distribution of betweenness measure ("betGini") are positive
and significant for email and calendaring data, but not significant for phone data. Betweenness
for a node measures how much it lies in between the shortest path of all other pairs of nodes. The
higher the betweenness, the more the node can influence communication between other pairs of
people. The Gini coefficient measures the inequality of communication influence among the
employees. The higher values of Gini coefficients for emails and meetings indicate that
betweenness power is unequally distributed. As with Bonacich's power measure, we do expect
an uneven distribution of betweenness power in an organization. Phone communication differs
from emails and meetings in this aspect and has a more even distribution of betweenness power.
Spanning trees tend to have many nodes in powerful betweenness position because there is only
one path between any two nodes. As discussed earlier regarding mean geodesic distance, phone
communication resembles a spanning tree less than emails and meetings do. Thus, it also has a
more even distribution of betweenness.
b. Degree Distribution
Next we study the properties of the degree distribution of the three communication networks
and how they differ from random networks. We are using monthly data for all three
communication methods and we are aggregating many networks over several months. For phone
data, we are summing up the monthly degree distributions from July 2006 to December 2007; for
email data, it ranges from January 2007 to December 2007; for calendaring data, it ranges from
September 2007 to December 2007. For directed networks, the degree for a node is the sum of
the in-degree and the out-degree. The resulting distributions are shown as the histograms in
Figure 3.
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For both degree distributions for emails and meetings, there is a high peak at a very low
degree, followed by a sharp drop in density and a long tail that extents well into the high degree
region. This type of distribution indicates that while most employees do not communicate with
many people every month, many others contact a much greater number of people. In an
organizational setting, the long tail probably consists of managers and executives, who need to
talk with many people in the company. Most employees who are at the bottom of the
organizational tree need to communicate with fewer people, but they constitute a large fraction
of total employees. The degree distribution for phone data is quite different. While the peak is
still at very low degrees, there is no sharp drop in density. In fact, the density decreases almost
linearly until it disappears. The lack of a sharp drop shows that the difference in the number of
phone contacts between the few high communicators and the majority of low communicators is
relatively small. The smaller difference is most likely to due to the fact that phone calls are
mainly a one-to-one type communication tool. A person can only make so many phone calls, but
the same person can send emails to multiple coworkers or have meetings with more people.
C3
In a random Bernoulli graph, where any pair of dyads is equally likely to form a tie, the
degree distribution would follow a binomial distribution. We have calculated the average density
of each type of network and using that number as the probability of forming a tie, we have
created a sample binomial degree distribution for each network. The sample binomial
distributions are shown as a line on top of each histogram in Figure 3. By comparing the line
with the histogram, we can discover the characteristics of the real communication networks. In
all three graphs, the binomial distribution has a much higher peak, but the real network is greater
on both ends, especially the long tail on the right. This means that the degree distribution is more
spread out for the real network, which means a more uneven distribution. There are many nodes
in the long tail but the binomial graph falls very quickly to zero. As mentioned before, the people
in the long tail are probably managers and executives, and they communicate much more than
we would expect in a randomly generated graph. The peak of the binomial distribution is also
right of the peak in the real distribution. This is because in simulating the binomial distribution,
we fixed the density to approximate the actual density of the graph. Since there are more high
degree nodes in the long tail, there must also be many low degree nodes to keep the density the
same. Thus, people in the peak of the real distribution communicate less than they would have if
the communication graph were random.
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the distribution exhibit long tails, we test to see if they follow an approximate
power law distribution. Power law distributions follow the form freq(x) x - a , where a is a
positive constant. If the degree distributions follow a power law, it implies that while most
people have low number of degrees, there are many employees who have much higher degrees
than average. In such a corporation, the high degree participants could be the managers and
directors, while the low degree participants could be editors. We then test to see how well they
approximate power law functions by plotting the distributions on log-log graphs (Figure 4). On a
Log-Log Plot of Email Degree Distribution
log-log graph, power law distributions should appear as a downward sloping line with -a as the
slope. We see that while email and calendar data fit a power law distribution fairly well, phone
data shows more of a concave curve than a line. The concavity of the curve implies that there are
fewer high degree nodes and low degree nodes than expected from a power law distribution. This
again shows that the phone degree distribution is more even than email and calendar data.
To further confirm what we have studied, we also generated 1000 random networks of the
same network density (similar to what we have done before, but keeping the number of ties the
same instead of the degree distribution). With these random networks, we can analyze the Gini
coefficient of the degree distribution, which is a measure of how equitably the available ties are
distributed. Because the size of the largest connected component is a consequence of the degree
distribution, we can also study it here. While most nodes are in the connected component, the
nodes that are not are usually not connected to anyone (degree of 0). Those unconnected nodes in
the communication network simply do not use the particular method of communication during
our period of observation.
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Figure 5: Simulated and actual network statistics, density is kept constant
From Figure 5, we can see that the Gini coefficient for the degree distribution ("degGini") is
higher than random and significant for all three networks. A high Gini coefficient implies the
existence of several high degree nodes with many nodes of low degree, which confirms what we
have seen earlier. In a purely Bernoulli network, the degree distribution should be binomial and
have lower variance. The coefficient is especially high for calendaring data, which implies that
the inequality between amounts of communication is higher for meetings than for phone or email.
This confirms the common conception that managers spend much more time in meetings than
employees do. Relatively, the lowest Gini coefficient is for phone calls, which implies that
communication volume for phone is the most evenly distributed. This supports what we have
discovered earlier with the graph of the degree distribution for phone networks.
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For simulated networks, almost everyone is in the largest connected component and in a
significant portion of the networks, everyone is in it. Real networks produce significantly more
unconnected components than random networks. Those unconnected components tend to be
isolates. These are the people in the network who rarely use one or more of these types of
communication modes and thus appear unconnected in that type of communication graph.
Calendaring data have the smallest relative size of largest component ("compSize") and phone
data have the highest. This information implies that proportionally, more people are not
connected by meetings than emails. Because phone call data is limited to people with phones, we
would expect most people with phones to be using them. That is indeed the case and relatively
few people appear to be isolates in the phone data, though the number is still significantly more
than expected from a random graph.
c. Distribution of Edge Weights
So far in our discussion, we have used a cutoff for the volume of communication required for
tie creation. The ties are not weighted and so all ties are equivalent to each other. Nevertheless, it
is of interest to see how communication volume is distributed. We will look at properties such as
whether there are many or few strong ties and where the most common tie strengths are.
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For the three types of communication data, we plot the distribution of each dyad's
communication volume (number of emails, phone calls, and meetings). We are using one month
of data (September 2007) and we ignore all the dyads that do not communicate with each other.
The distributions are shown in Figure 6. We can see that for all three networks, the density is the
highest at the lowest tie strength. It then falls rapidly until the density is very low. However, the
density does not go to zero immediately but instead drags out a very long tail. The long tail
implies that there are many dyads that have large communication volumes. The appearances of
the distributions are similar to those that follow a power law. We again test to see how well these
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distributions follow a power law by plotting them on log-log graphs (Figure 7). Power law
distributions should be straight lines on log-log plots, and we do indeed see this behavior.
Though there might be other functions that approximate these distributions, power law describes
them well enough for our purposes. We can conclude from this analysis that while most ties
consist of low communication volume, the dyads in the long tail contact each other substantially
more than average.
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VI. Quadratic Assignment Procedure
Quadratic assignment procedure (QAP) is commonly used to find the correlation between
two matrices or to regress a matrix on one or more matrices (Hubert & Schultz, 1976). An
ordinary least squares (OLS) regression generally does not work well because observations on
the same row or column tend to be correlated, leading to standard errors that are too low. The
QAP solution to that is to permute a matrix by rows and columns, using the same permutation for
rows and columns. This method removes all the dependency of the whole matrix on the other
matrices while keeping the correlation of observations within the same row or column. A
correlation or a regression is performed after each random permutation and the resulting values
are compared to the values of the original matrices. By repeatedly permuting the matrix, we can
find the true distribution of the null hypothesis and calculate the real standard error.
For the purposes of this study, we will use QAP to look at the correlation between
communication networks created by phone calls, emails, and meetings. For email and
calendaring data, we are using recorded communication among 236 employees; for phone data,
we have communication among the 79 employees with phones. All data used are taken from the
month of September 2007 (for other months, see Appendix G: Results for October and
November). The employees are selected to include as many people as possible, but everyone
included in this section has been in the firm for at least one month and did not leave the firm in
September. We created communication matrices for each media where the row and the column
indicate the direction of communication and the value indicates the volume of communication
(number of emails, number of phone call, and number of meetings in common). For each
independent parameter that we tested, we also created matching matrices of the appropriate size
(either 79x79 or 236x236, depending on whether the matrix is for emails and meetings, or for
phone calls). Details of data extraction and processing are included in Appendix C: Data for QAP
Analysis. The number of trials for each QAP regression is between 100 and 2000. We will look
at the correlation between these methods of communication and their dependencies. Specifically,
we analyze whether phone, emails, and meetings are complements or substitutes, and what
factors affect how much communication occurs between two people.
a. Organizational Structure
The firm that we're studying has a clear hierarchical organizational structure, ranging from
executives to managers to editors. We would expect distinct communication behavior among
pairs of people with different relationships in the organizational hierarchy. In this study, we have
collected all manager-subordinate relationships in the firm, allowing us to create a full
organizational tree (rooted at the CEO).
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Figure 8: Communication (gray) overlaid on top of organizational structure (black)
To visualize the organizational structure, we overlay contact on top of the organizational tree
for each method of communication (see Figure 8). Email and calendaring data both have 236
I
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employees and phone data has 79 employees. The tree structures for email and calendaring data
appear to be different only because the plotting function is randomized so the same tree can be
visualized in multiple ways. First of all, we see that the heaviest communication in all three
graphs happen between nodes that are close to each other in the organizational graph. The gray
communication lines are the most dense along the central "spine" of the network. We do expect
this behavior because in an organization, people whose job functions are closely related should
communicate more often. We also notice that for calendaring data, the clusters of nodes in the
bottom side of the graph result in very few meetings ties. However, for email data, the clusters of
nodes in the top right corner are heavily communicating with others via email. This difference
can be explained because while managers tend to have many meetings, subordinates barely have
any at all. However, everyone in the company uses email as a communication tool.
A basic topic of interest is how the organizational tree affects communication between pairs
of people. We have studied the following four relationship parameters: parent, child, co-
subordinate, and common parent. Parent is set to one if the direction of the relationship is from a
subordinate to a boss, and set to zero otherwise. Child is set to one if the direction of the
relationship is from a boss to a subordinate, and set to zero otherwise. Co-subordinate is set to
one if the relationship is between two subordinates of the same boss. Common parent is set to the
number of steps to the closest common parent between two people in the organizational tree,
taking the longer of the two paths. A list of all parameters that we use in this section is shown in
Table 11. We created one matrix per relationship parameter and performed multiple regression
QAP (MRQAP) of communication data on them. The results are summarized in Table 2.
Table 2: Organizational Structure's Effect on Communication
Email Phone Calendar
Coefficient Significance Coefficient Significance Coefficient Significance
Intercept 2.719958 0.742784 0.348044
co-subordinate 2.768367 *** 0.000 0.109963 0.287 0.280383 *** 0.001
child 41.547211 *** 0.000 3.176781 *** 0.000 3.950540 *** 0.000
commonParent -0.357703 *** 0.000 -0.096779 ** 0.005 -0.052421 *** 0.000
parent 44.059811 *** 0.000 1.965968 *** 0.000 3.949145 *** 0.000
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
The results from the three multiple regressions are reasonable and interesting. In all three
cases, the parent and child parameters have the highest absolute values, and they are all positive
and significant. This means that pairs of employees with a boss-subordinate relationship tend to
communicate more than those without. This result makes intuitive sense because in any well-
functioning organization with a hierarchy, we would expect intense communication to occur
between boss-subordinate pairs. The actual values of the coefficient estimates indicate how many
more emails, phone calls, or meetings there are for dyads with the relationship than those without.
We also note that while a boss writes slightly fewer emails to a subordinate than vice versa, a
boss tend to call a subordinate more than 50% compared to the other way around (such a
comparison is meaningless for calendaring data because the communication in meetings are
symmetric). This suggests that, relatively, a boss prefers to call his/her subordinate and a
subordinate would rather email his/her boss. This may be due to the fact that responding to a
question in an email can take hours but talking over the phone can provide immediate answers.
Subordinates may tolerate a longer delay in a response than a boss.
The co-subordinate parameter is positive in all three cases, but only significant for email and
calendaring data. Naturally, we would expect people who work for the same boss to
communicate with each other more often and we find that to be the case. However, the values for
the co-subordinate parameter are all more than an order of magnitude smaller than the values for
parent and child parameters. This suggests that while people talk to others with the same boss
more often than average, they do not talk to them nearly as much as they would talk to their boss.
Thus, information in this IT firm tends to flow vertically through the organization rather than
horizontally. Because we would expect normal social network to have transitive closure and
QAP does not take structural dependencies of the network into account, the positive co-
subordinate parameter could simply be due to closure because both co-subordinates are
communicating with their boss. An interesting fact is that the co-subordinate parameter is not
significant for phone communication, suggesting that co-subordinates do not tend to call each
other more. However, we will see that such an interpretation is misleading once we add other
parameters such as physical proximity or job titles into the regression.
The common parent parameter is negative and significant for all three types of
communication. The negative sign means that the farther apart two people are on the
organizational tree, the less likely they are to talk to each other. Because co-subordinate, parent,
and child accounted for the case where distance to the common parent is 1, organizational
distance is still a significant factor in communication even when pairs of people are farther apart.
This further supports the idea that organizational structure has a strong effect on communication.
The magnitude of common parent is even smaller than that of co-subordinate, suggesting that
compared to parent and child, it has a tiny effect on communication.
b. Job Titles
In addition to the organizational tree, we suspect that the absolute level (job title) in the
organization also has a strong effect on the amount of communication. Managerial positions are
commonly thought to be more communication intensive than lower level positions. To
investigate this possibility, we divided most of the jobs in the firm into seven categories: VP
(includes CEO), director, manager, supervisor, accountant, technician, and editors. Very few job
titles do not fit into any of the seven categories and we use them as the baseline for our
regressions. We created two parameters for each job title to measure the effect of the job title on
communication. One of which is set to one for a pair of employees if at least one of the
employees is of that job type (such as VP); the other is set to one only if both employees are of
that job type (such as VP2). For example, the parameter VP would measure if being a VP
increases the likelihood of communication from or to anyone else, and VP2 would measure if
communication among VPs is higher than average. Because there are not enough technicians and
subtitle editors with phone data, those two job titles are ignored for the phone case. The results of
multiple regression QAP is summarized in Table 3.
Table 3: Job titles' effect on communication
Email Phone Calendar
Coefficient Significance Coefficient Significance Coefficient Significance
Intercept 3.831475 0.532541 0.531559
VP2 7.156052 ** 0.010 -0.513859 * 0.025 4.379774 ** 0.010
VP 0.220117 0.396 -0.205982 t 0.070 0.413249 ** 0.010
director2 11.590862 ** 0.010 0.818464 * 0.045 5.202236 ** 0.010
director 2.017688 ** 0.010 0.282059 * 0.035 0.754503 ** 0.010
manager2 2.757118 * 0.040 0.105038 0.328 1.291902 ** 0.010
manager 2.353871 ** 0.010 0.387384 ** 0.005 0.363408 ** 0.010
supervisor2 6.603563 ** 0.010 -0.157349 0.378 1.726671 * 0.020
supervisor 1.360379 * 0.020 0.356661 * 0.01 -0.032097 0.376
accountant2 2.906527 * 0.050 -1.210057 ** 0.005 -0.021050 0.515
accountant 0.512406 0.109 -0.090617 0.249 -0.126993 * 0.030
technician2 -1.393614** 0.010 -0.133033 ** 0.050
technician -1.162373 ** 0.010 -0.184627 ** 0.010
sub editor2 -1.511951 ** 0.010 -0.193982** 0.010
sub editor -1.194468 ** 0.010 -0.218044** 0.010
co-subordinate 3.211477 ** 0.010 0.799543 * 0.015 0.340989 ** 0.010
child 39.005066 ** 0.010 3.169651 ** 0.005 3.394489 ** 0.010
commonParent -0.505909 ** 0.010 -0.092657 ** 0.010 -0.082264 ** 0.010
parent 41.513767** 0.010 1.959419 ** 0.005 3.392306** 0.010
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
Most of the parameter estimates for job titles are quite significant. Though there are some
variations, VP, directors, managers, and supervisors tend to communicate more often than
technicians or subtitle editors. This is strong evidence for the theory that people in managerial
positions communicate more than others. One notable exception is for VPs and phone calls. The
parameter estimates suggests that VPs tend to have fewer phone calls among themselves
compared to the baseline even though they send much more email and have more meetings.
However, this may be due to a few factors. First, the set of employees that make up the baseline
is different for phone data and it is conceivable that the baseline is higher for phone calls. Also,
there are very few VPs and they tend to sit close together, eliminating the need to make phone
calls but not emails. Also note that VPs, directors, managers, and supervisors tend to have much
more emails and meetings among themselves than with others (parameter estimates for VP2,
director2, manager2, and supervisor2 are positive and significant). Technicians and subtitle
editors reveal just the opposite: they tend to communicate less with others and even less among
themselves. This again matches our intuition that managerial jobs are more communication
intensive. Accountants lie somewhere in the middle. They tend to communicate more with
emails compared to the baseline but have fewer meetings and phone calls. Relative to managerial
jobs, accountants still communicate less in general. The four parameters related to the
organizational tree did not change much from the addition of job titles except that co-subordinate
parameter for phone calls is more positive and significant now (it used to be slightly positive and
not significant). This can be explained because many people with the same job title have the
same boss (positive correlation between same job titles and co-subordinate). Without accounting
for the effect of having the same job title, the parameter estimate for having the same boss (being
co-subordinates) is misleading. The confounding effect of having the same job title on having the
same boss explains why the co-subordinate parameter became more positive and significant once
job titles are added.
c. Homophily
Previous research has suggested that homophily, especially in race, are some of the most
important factors in determining ties in social networks (McPherson, Smith-Lovin, & J.M.,
2001). People, in general, prefer to communicate with others similar to themselves. In this part of
the study, we investigate whether homophily is important in determining communication patterns.
We collected four of the most important homophily attributes: ethnicity, gender, age, and time
worked in the company. We created four parameters to use in the regressions: raceSame,
sexSame, absDiffAge, and absDiffHireDate. RaceSame is set to one if the pair of employees is
of the same ethnicity. SexSame is set to one if the pair is of the same gender. AbsDiffAge is the
absolute difference of age in years between all pairs of employees. AbsDiffHireDate is the
absolute difference of hiring date in months between all pairs of employees. We performed
multiple regression QAP on the above with and without the organizational structure. The results
are presented in Table 4 and Table 5.
Table 4: Homophily's Effect on Communication
Email Phone Calendar
Coefficient Significance Coefficient Significance Coefficient Significance
Intercept 1.549422 0.562214 0.076670
sexSame 0.183045 t 0.089 t -0.002505 0.507 0.043477 * 0.021 *
absDiffAge -0.016284 0.262 -0.013494 * 0.048 * 0.005374 t 0.088 t
absDiffHireDate 0.003372 0.312 -0.001526 0.250 0.001016 0.163
raceSame 0.949323 ** 0.007 ** 0.115128 0.181 0.094932 t 0.051 t
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
Table 5: Homophily's Effect on Communication (Accounting for Org Structure)
Email Phone Calendar
Coefficient Significance Coefficient Significance Coefficient Significance
Intercept 2.654598 1.003395 0.259402
sexSame -0.152201 0.132 -0.093069 0.108 0.004892 0.325
absDiffAge 0.001642 0.477 -0.015112 * 0.021 * 0.007356 * 0.024 *
absDiffHireDate 0.000474 0.442 -0.001981 0.166 0.000745 0.226
raceSame 0.746446 * 0.021 * 0.108714 0.219 0.074318 t 0.084 ?
co-subordinate 2.756165 *** 0.000 *** 0.066112 0.345 0.284118 *** 0.000 ***
child 41.526001 *** 0.000 *** 3.173166 *** 0.000 *** 3.946608 *** 0.000 ***
commonParent -0.361869 *** 0.000 *** -0.108578 ** 0.002 ** -0.053282 *** 0.000 ***
parent 44.039677 *** 0.000 *** 1.960697 *** 0.000 *** 3.945302 *** 0.000 **
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
From these results, we can see that homophily is not nearly as an important factor as
organizational structure. Most parameters are insignificant and only a few are marginally
significant. By adding in organizational structure, the only major change that occurs is that
sexSame loses its significance for calendaring data. This implies that some of gender's
homophily effect can be explained away by the organizational structure. It is possible that people
of the same gender tend to be located closer in the organizational structure and thus have more
meetings together. The small influence of homophily here is in contrast with other social
networks such as in friendship networks in schools, where homophily plays a dominating role
(McPherson, Smith-Lovin, & J.M., 2001). In an organization, people in general have very little
choice in who to contact for business reasons. Employees tend to be assigned to a group based on
their skills and not on their physical attributes such as ethnicity or gender. Unlike in schools
where people pick their friends, they do not have much of a choice in picking their boss or their
coworkers. When people do become friends with some of their coworkers, they may
communicate more outside the company, which is unobserved in this study. In a business
environment, most of the communication would be business related. So it is logical that most of
the communication would be between people closely related on the organizational structure.
One notable significance among the results is for ethnicity. RaceSame is marginally positive
and significant for both email and calendar data, but not in phone data. This significance can be
explained by looking at the nature of the firm. This IT firm makes subtitles in other languages
and subtitle editors are divided into groups specializing in each language. Groups may be
changed for projects that have different requirements. Each language group tends to be consisted
of employees who speak that language, which means their ethnicities are positively correlated.
Language groups are only partially explained by the co-subordinate parameter because of
variability in groups and the reporting structure. People who are within the same group for a
project are more likely to talk to each other and this explains why having the same ethnicity tend
to increase the likelihood of communication. However, we do not have any subtitle editors in
phone communication data because they do not have individual phones. Because there are no
subtitle editors, the effect of language groups do not show up in phone data and ethnicity is not a
significant parameter.
AbsDiffAge is positive and marginally significant in calendaring data, but negative and
marginally significant in phone data. In usual social networks, homophily imply that people
communicate more with others of similar ages, making that parameter negative. This is only the
case in phone data, not calendaring data, though the absolute magnitude of the coefficient
estimates for both are small compared to other parameters. The difference in sign is most likely
due to the fact that subtitle editors and technicians, who tend to be younger than managers, are in
the calendaring dataset but not in the phone dataset. Including many younger employees
increases the difference in age between ties in calendaring data (when they have meetings with
their older bosses), and thus can make absDiffAge positive. When the calendaring data is
reduced to the same set of employees as that of phone data, the difference in age is no longer a
significant parameter.
d. Physical Proximity
Previous research has show that physical proximity in an organization is an important factor
influencing communication (Allen & Henn, 2007). People who physically work close together
tend to communicate much more than those who do not. The likelihood of communication falls
very rapidly as a function of distance. In this study, we investigate the relationship between
physical proximity of employees in the IT firm and the amount of communication they generate
via phone calls, emails, and meetings. Being physically close together in general means a closer
work relationship, and thus more communication. However, we would expect that once two
people are sufficiently close together, their contact through phone would drop drastically,
because they would be able to talk face to face. The same would not be expected for emails or
meetings because there's extra value in them such as being able to send attachments and
exchanging ideas among many people.
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Figure 9: Floor plans of the firm. Second floor is on the top and first floor is on the bottom. Note the rows of seats for subtitle
editors on the lower right corner of the first floor. Offices on both floors may seat one or more employees.
The office of the IT firm is divided into two floors, in which the second floor is much smaller
and it is where most executives are located (see Figure 9). On the lower right corner of the first
floor, there are many consecutive rows of seats. Editors are generally seated in that area, grouped
roughly by their language specialization. The offices on both the first and second floor can seat
multiple employees. We create four dyadic attributes for indicating proximity: floorl, floor2,
closeSeat, and sameRoom. The floorl and floor2 are set to one if both employees are from the
first floor or second floor, respectively. CloseSeat is set to one if both employees are seated in
those rows of seats on the first floor and they are in the same or consecutive rows. Because
subtitle editors do not have phones, we do not use the closeSeat attribute on phone data.
SameRoom is set to one if the two employees are located in the same office. We then test these
attributes along with organizational structure and job titles with multiple regression QAP to see
how they affect emails, phone calls, and meetings.
Table 6: Proximity's effect on communication
Email Phone Calendar
Coefficient Significance Coefficient Significance Coefficient Significance
Intercept 3.013577 0.644972 0.483188
sameRoom 4.660206 ** 0.010 -0.762958** 0.010 0.345000 * 0.020
closeSeat 9.379751 ** 0.010 -0.086571 0.218
floorl 0.708739 t 0.079 0.180659 t 0.07 0.077265 * 0.050
floor2 3.453303 ** 0.010 -0.425765 ** 0.005 1.376535 ** 0.010
co-subordinate 2.359462 ** 0.010 0.941595 ** 0.010 0.328449 ** 0.010
child 38.834747 ** 0.010 3.213135 ** 0.005 3.462297 ** 0.010
commonParent -0.422377 ** 0.010 -0.116777 ** 0.005 -0.079137 ** 0.010
parent 41.345673 ** 0.010 1.999503 ** 0.005 3.460195 ** 0.010
(job titles) Similar to previous results, not shown here
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
The MRQAP results show some very interesting effect of physical proximity on
communication (see Table 6). First of all, being in the same room significantly increases the
chance of email exchanges and having meetings, but it decreases the likelihood of phone calls.
Intuitively, this result is very sensible. Being in the same room indicates a close working
relationship between the two individuals. Having a close working relationship tends to increase
communication via all media. However, it does not make any sense for someone to call a
coworker who is working in the same office when they can simply turn around and talk directly.
In the case of people working inside the same office, having fewer phone conversations does not
imply a weaker relationship, rather phone calls are being substituted by unobserved face to face
communication. When working with networks of phone communication, researchers could be
mislead by apparent weak ties if physical proximity is not properly taken into account. Though
this result does not contradict previous studies (Allen & Henn, 2007) that suggest various
methods of communication are highly positively correlated (indeed, we find that to be the case in
the next section), it implies that for people who are physically close together, phone calls can be
negatively correlated with other methods of communication. If physical proximity is relevant to
the study, researchers cannot simply rely on the positive correlation between phone calls with
other means of communication to justify using only phone data to represent overall contact. Also
note that the co-subordinate parameter is again positive and significant for phone calls (without
job titles and proximity, it was slightly positive and not significant). Its magnitude has also
increased from what it was with only job title attributes. In fact, even without including job titles,
sameRoom alone will make the co-subordinate parameter estimate higher and significant. This is
because being in the same room is positively correlated with having the same boss (being co-
subordinates), but sameRoom is negatively correlated with phone calls while co-subordinate is
positively correlated. Thus, without taking proximity into account, it is a confounding factor that
reduces the significance of having the same boss on communication.
Another important proximity factor for subtitle editors in communication is how closely they
are seated to each other. The MRQAP results show that being seated at most one row away from
each other greatly increases the likelihood of email communication, even accounting for
organizational structure effects. This implies that there is, to some degree, normal social
networking behavior. Because we are controlling for the same team affect with the co-
subordinate parameter, the results show that people who are seated closer together are more
likely to become friends, and thus communicate via email more. We can see more evidence of
this behavior when we looked at the coefficient estimate for calendaring data. In general,
meetings in the firm are when employees get together to discuss business related issues. We
would not expect to see friendship trends to show up in calendaring data, as they did in email
data. Indeed, closeSeat parameter is estimated to be slightly negative and not significant. So
there is no evidence that employees seated close would have increased likelihood of having
meetings together. Also, note that the estimate for co-subordinate for email data went down with
the addition of sameRoom and closeSeat, though it remained positive and significant. This is
because part of the co-subordinate effect is explained away by the following: employees with the
same boss tend to work physically close together, and people who work close together
communicate more. Unfortunately, since subtitle editors do not have individual phones and this
parameter only affect them, we do not have this parameter estimate for phone networks.
A more loose way of measuring proximity is whether or not two employees work on the
same floor. We would expect that having to walk a staircase decreases the likelihood of
communication. Because the first floor is much bigger than the second, we would expect the
results to be more pronounced for the second floor than the first. MRQAP results show that for
both email data and calendaring data, being on the same floor increases the likelihood of
communication, though the results for the first floor are smaller in magnitude and only
marginally significant. This evidence supports our expectation that vertical separation reduces
communication volume. However, results from phone data show that being on the second floor
together significantly reduces the volume of phone calls, but being on the first floor slightly
increases it, though only marginally significant. The result of communication on the second floor
can be explained similarly as sameRoom. The second floor is quite small and employees can
quickly and easily walk to each other's offices. Thus, face to face communication is a substitute
for phone calls and the total volume of phone communication among employees on the second
floor drops. The first floor result is slightly more complicated and is caused by two opposing
forces. On one hand, being on the same floor increase the likelihood of overall communication.
On the other hand, being too close would make face to face communication a substitute for
phone calls. However, because the first floor is quite large, many employees work far enough
apart to make phone calls more attractive than walking around the floor. These two factors
eventually make the parameter estimate for being on the first floor together slightly positive, but
only marginally significant.
e. Summary ofAll Parameters
To more clearly study the effect of each additional set of parameters, we show the results by
incrementally adding on parameters to the regression. We start off with the organizational
structure and the job titles. We add on to that homophily and then physical proximity. These
incremental parameter effects are show in Table 7, Table 8, and Table 9.
Table 7: Summary of Email Parameters for MRQAP
Org Struct and Titles Homo hily Proximity
Coefficient Significance Coefficient Significance Coefficient Significance
Intercept 3.831475 4.143479 2.930269
co-subordinate 3.211477 ** 0.010 3.170868 ** 0.005 2.134754 ** 0.005
child 39.005066 ** 0.010 38.937939 ** 0.005 38.561321 ** 0.005
commonParent -0.505909 ** 0.010 -0.513888 ** 0.005 -0.387406 ** 0.005
parent 41.513767 ** 0.010 41.444660 ** 0.005 41.072304** 0.005
VP2 7.156052 ** 0.010 7.228771 ** 0.005 7.609944 ** 0.010
VP 0.220117 0.396 0.371717 0.169 0.451529 0.139
director2 11.590862 ** 0.010 11.563756** 0.010 11.641547** 0.010
director 2.017688** 0.010 2.028077 ** 0.005 2.108868** 0.005
manager2 2.757118 * 0.040 2.829588 * 0.020 2.813143 * 0.020
manager 2.353871 ** 0.010 2.462083 ** 0.005 2.571262 ** 0.005
supervisor2 6.603563** 0.010 6.553674 ** 0.005 6.653949 * 0.015
supervisor 1.360379 * 0.020 1.518475** 0.010 1.605039 ** 0.005
accountant2 2.906527 * 0.050 2.874073 * 0.025 1.901234 * 0.040
accountant 0.512406 0.109 0.477928 0.114 0.460649 0.159
technician2 -1.393614 ** 0.010 -1.385295 * 0.020 -2.536371 ** 0.005
technician -1.162373 ** 0.010 -1.183545 ** 0.005 -1.183579 ** 0.005
sub editor2 -1.511951 ** 0.010 -1.494920 ** 0.005 -1.407724 ** 0.005
sub editor -1.194468 ** 0.010 -1.177713** 0.005 -1.243768** 0.005
sexSame -0.210433 t 0.065 -0.217491 * 0.050
absDiffAge -0.009159 0.348 -0.009642 0.254
absDiffHireDate -0.009049 * 0.050 -0.008874 * 0.020
raceSame 0.503596 t 0.070 0.484693 t 0.060
sameRoom 5.281565 ** 0.005
closeSeat 9.415960** 0.005
floorl 0.804269 * 0.015
floor2 3.240952 ** 0.010
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
Table 8: Summary of Phone Parameters for MRQAP
Org Struct and Titles Homo hily Proximity
Coefficient Significance Coefficient Significance Coefficient Significance
Intercept 0.532541 0.706797 0.785834
co-subordinate 0.799543 * 0.015 0.791455 ** 0.005 0.936481 ** 0.005
child 3.169651 ** 0.005 3.158722 ** 0.005 3.202906 ** 0.005
commonParent -0.092657 ** 0.010 -0.100647 ** 0.005 -0.122597 ** 0.005
parent 1.959419** 0.005 1.947338** 0.005 1.988472 ** 0.005
VP2 -0.513859 * 0.025 -0.498706 * 0.020 -0.551441 * 0.015
VP -0.205982 t 0.070 -0.119029 0.244 -0.101900 0.234
director2 0.818464 * 0.045 0.804691 t 0.055 0.795009 * 0.030
director 0.282059 * 0.035 0.282711 * 0.015 0.294895 * 0.035
manager2 0.105038 0.328 0.159992 0.239 0.169971 0.194
manager 0.387384 ** 0.005 0.437826 ** 0.005 0.454927 ** 0.005
supervisor2 -0.157349 0.378 -0.204146 0.224 -0.325412 t 0.100
supervisor 0.356661 * 0.015 0.431551 ** 0.005 0.357830 * 0.015
accountant2 -1.210057 ** 0.005 -1.235440 ** 0.005 -1.048672 ** 0.010
accountant -0.090617 0.249 -0.103453 0.234 -0.232041 * 0.035
sexSame -0.082241 0.169 -0.057421 0.204
absDiffAge -0.009373 t 0.085 -0.008535 ? 0.085
absDiffHireDate -0.003766 * 0.025 -0.003661 * 0.030
raceSame 0.189582 0.129 0.198372 t 0.070
sameRoom 
-0.772070 * 0.015
floorl 0.175869 t 0.085
floor2 
-0.410547 ** 0.005
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
Table 9: Summary of Calendar Parameters for MRQAP
Org Struct and Titles Homo hily Proximity
Coefficient Significance Coefficient Significance Coefficient Significance
Intercept 0.531559 0.550125 0.282471
co-subordinate 0.340989 ** 0.010 0.337915 ** 0.005 0.299988 ** 0.005
child 3.394489** 0.010 3.389173 ** 0.005 3.316637** 0.005
commonParent -0.082264 ** 0.010 -0.083209 ** 0.005 -0.055446 ** 0.005
parent 3.392306 ** 0.010 3.386785 ** 0.005 3.315090** 0.005
VP2 4.379774 ** 0.010 4.397742 ** 0.005 4.364769** 0.005
VP 0.413249 ** 0.010 0.415260 ** 0.005 0.414483 ** 0.005
director2 5.202236 ** 0.010 5.206421 ** 0.005 5.151128 ** 0.005
director 0.754503 ** 0.010 0.760030 ** 0.005 0.757133 ** 0.005
manager2 1.291902 ** 0.010 1.296785 ** 0.005 1.237449** 0.005
manager 0.363408 ** 0.010 0.368349 ** 0.005 0.374292 ** 0.005
supervisor2 1.726671 * 0.020 1.723159 ** 0.005 1.751301 ** 0.005
supervisor -0.032097 0.376 -0.010814 0.443 0.027438 0.368
accountant2 -0.021050 0.515 -0.026465 0.448 -0.127493 t 0.065
accountant -0.126993 * 0.030 -0.131253 ** 0.010 -0.102685 * 0.040
technician2 -0.133033 ** 0.050 -0.132524 * 0.045 -0.234790 ** 0.010
technician -0.184627 ** 0.010 -0.187619 ** 0.005 -0.154804 ** 0.005
sub editor2 -0.193982 ** 0.010 -0.193044 ** 0.005 -0.123966 ** 0.005
sub editor -0.218044 ** 0.010 -0.216736 ** 0.005 -0.195967 ** 0.005
sexSame -0.017068 0.134 -0.022348 * 0.025
absDiffAge 0.002348 0.129 0.002149 0.139
absDiffHireDate -0.001094 * 0.045 -0.001121 * 0.040
raceSame 0.012429 0.294 0.012806 0.333
sameRoom 0.546585 ** 0.005
closeSeat -0.061000 0.284
floorl 0.130102 ** 0.005
floor2 1.263319 ** 0.005
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
First, we look at the co-subordinate parameter. With the addition of proximity, the parameter
estimate for email and calendaring data decreased but the parameter estimate for phone data
increased. This difference can be explained because employees who work for the same boss tend
to sit close together and this increased proximity increases email and meeting communication but
decreases phone calls. Thus, adding proximity explains away part of the co-subordinate effect for
email and calendaring data, but increases the same effect for phone. The same effect applies to
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communication among accountants (accountant2). For emails and meetings, we can see that the
parameter estimate of accountant2 decreases with the addition of proximity, but the opposite
happens for phone. This implies that accountants tend to sit close to each other and their
communication pattern can be partly explained by their proximity. We also suspect that a similar
effect is also present for technicians because the estimate for technician2 decreased for both
email and calendaring data, suggesting that technicians all sit close together. Unfortunately,
technicians do not have individual telephones so we cannot confirm the same behavior for phone
communication. These major changes in estimates for organizational structure and positions
suggest that proximity has a strong role in shaping communication. Because of its correlation
with other parameters, its effects can easily be mistaken for the consequences of organizational
structure and job positions.
Compared to proximity, homophily has very weak effect on other parameter estimates. Most
parameters remain relatively unchanged with the addition.of homophily parameters. One notable
difference for homophily from previous analysis is that with the addition of job positions,
absDiffHireDate is negative and significant for all three data sets. The sign of the parameter
estimate suggests that employees are more likely to contact others that joined the company on
similar dates. This is a reasonable result because people who join the company together are likely
to know each other better and communicate more.
f Correlation between Methods of Communication
A common topic of interest is whether two different types of communication are
compliments or substitutes. We have collected data from phone calls, emails, and meetings, and
we are interested in finding out whether an increase of communication in one medium would
correspond with increases in other media. We have already found that phone calls are negatively
correlated with other methods of communication for actors who are physically close. This
section will look at how the number of phone calls, emails, and meetings correlate with each
other over the whole firm.
Table 10: Correlation Among Methods of Communication
Email Phone Calendar
Email 1.000 0.319 0.434
Phone 0.319 1.000 0.233
Calendar 0.434 0.233 1.000
Because the phone dataset only contain 79 actors and the others contain 236 actors, we
reduce the email and calendaring datasets to 79 actors each by removing everyone who does not
have phone records. With 79 actors left, there are still more than 6000 dyads to test correlations.
We use QAP to find Pearson's correlation coefficients among all three modes of communication
(Table 10). From the results, we can see that all types of communication are positively and
significantly (with p<0.001) correlated with each other. A direct implication of this is that one
method of communication is a good indicator of another. The most significant correlation is
between emails and meetings. Part of the difference between emails and meetings can be
attributed to the fact that meetings are generally used only for business purpose only, but email
communication include social interactions too. Phone calls are positively correlated with the
others but at a smaller magnitude. This may be due to the negative correlation between phone
calls and others when the physical distance is close. However, in general, phone calls are
positively correlated with emails and-meetings enough to make the overall correlation coefficient
positive.
To visualize the relationship between two methods of communication, we created a scatter-
plot of dyadic email communication versus dyadic phone communication (Figure 10). For each
dyad, we create a single point on the graph whose x-axis is the volume of emails and y-axis is the
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volume of phone calls. From the previous section, we know that the volume of each dyad
roughly follows a power law distribution. Thus, we also simulate two independent power law
distributions and created a scatter-plot for comparison (Figure 11). The simulated graph is
modeling what the first graph would look like if emails are independent of phone calls. Looking
at both graphs, while it is not obvious to see the positive correlation between emails and phone
calls, we can spot major differences between the two graphs. In the simulated plot, there are
many more points along both axis compared to the actual graph. This indicates that if emails and
phone calls were independent, many more people would be heavily using one method of
communication while almost ignoring the other. In real life, however, a heavy use of one type of
communication generally leads to a non-negligible use of the other. While both graphs have a
concentrated number of points in the lower left comer, the simulated graph is much scarcer in the
middle region of the graph. The concentrated groups of points in both graphs represent how most
pairs of people only communicate with each other very little or none at all. Because of the power
law distribution (likelihood falls quickly for larger values), if phone calls and emails were
independent, it is very unlikely to have more than a small amount of communication with both
methods. But reality shows that it is much more likely to have a medium amount of
communication with both methods, which implies that a medium amount of communication in
one method raises the probability of also having a medium amount of communication in another
method. From these graphs, we can see visualize the positive correlation between different
methods of communication.
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Figure 11: Scatter-plot of generated power law distributions
Table 11: List of Parameters:
Parameter Explanation
parent 1 if subordinate to boss, 0 otherwise
child 1 if boss to subordinate, 0 otherwise
co-subordinate 1 if have same boss, 0 otherwise
commonParent Number of steps to the closest common parent, longer of the two paths
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VP
VP2
director
director2
jobtitle
job_title2
sexSame
raceSame
absDiffAge
absDiffHlireDate
sameRoom
closeSeat
floorl
floor2
1 if either actor is a VP (including CEO), 0 otherwise
I if both actors are VPs, 0 otherwise
1 if either actor is a director, 0 otherwise
I if both actors are directors, 0 otherwise
1 if either actor is a job_title, 0 otherwise
1 if both actors are job_titles, 0 otherwise
1 if same gender, 0 otherwise
I if same race, 0 otherwise
Absolute difference in age, in years
Absolute difference in hire date, in months
1 if actors share an office, 0 otherwise
1 if actors are seated within 1 row from each other, 0 otherwise
I if both actors are on the first floor, 0 otherwise
1 if both actors are on the second floor, 0 otherwise
VII. Exponential Random Graph Models (p*)
Exponential random graph modeling is a recent but successful class of statistical model for
social networks. Initially, statistical modeling of social networks started with Erd6s and Renyi
using Bernoulli random graph distributions, where an edge, also known as a tie, is independently
and equally likely to be created between any two nodes on the graph (Erdis & Renyi, 1959). Of
course, the Bernoulli random graph is not a good model for social networks because it does not
take into account the interaction between people, making edge independence unlikely. For
example, triadic closure (transitivity) is an important factor in most social networks. It is the case
that if A is connected to B and B is connected to C, then A is more likely to be connected to C.
Frank and Strauss created a breakthrough with Markov random graphs that took into account,
among other factors, triadic closure (Frank & Strauss, 1986). As more research is done on social
networks, more dependencies among ties are added to the model (Robins, Snijders, Wang,
Handcock, & Pattison, 2007).
Eventually, these models are generalized into the p* model which can be expressed as the
following:
exp { AAgA (y)
Pr(Y = y) = ()
Y represents a random matrix of a social network and y is the observed matrix. This equation
describes a probability distribution of Y. The summation is over A, all types of configurations
represented in the models, such as triadic closure or the likelihood of a tie. qA is the coefficient
of configuration type A and g,A (y) is the network statistic corresponding to configuration A,
such as the number of triangles in the network for a model using triadic closure. Different
network statistics can be added to the model simply by adding a new term in the summation. The
term on the bottom, K(QT) is the normalizing factor to ensure that all the probabilities add up to
one. K(r7) is defined to be the sum of exp{ 1A 1g A (y)} over all possible networks.
Exponential random graph models can be estimated with Markov Chain Monte Carlo
(MCMC) methods, which find the maximum likelihood estimator of a sample distribution by a
random walk on a Markov Chain of networks. The chain is continued for a large number of steps
until it converges. For this section, we are using statnet (Handcock, Hunter, Butts, Goodreau, &
Morris, 2003), a package produced for the statistical software R, to perform ERGM estimation
with MCMC. Statnet implements the Metropolis-Hastings algorithm to perform the random walk
on the Markov Chain. The advantage of Metropolis-Hastings is that it only requires the
calculation of values proportional to the probability density at each stage, not the density itself.
Thus, we do not need to calculate the normalizing constant, K(r7) which is usually impossible to
calculate within a reasonable amount of time. At each step of the Markov Chain, the algorithm
proposes a change to the current network depending on a predetermined proposal density
function. Then, the probability that the change is accepted is based on the relative probabilities of
the new network compared to the old network, and the proposal densities. Changes can also be
rejected, in which case the old network remains the same for one more step. After a large number
of proposals, the network statistics may converge, and those become the ERGM parameter
estimates. The parameter estimates are presented as a logit function of the probability of the
specified event happening (log-odds). For example, because eo = 1, a parameter estimate of 0
indicates that the probability of the event happening is equal to it not happening. In general, n
estimate of x means that the probability of the event happening is ex times as likely as not
happening. So if x>0, the event is more likely to happen and if x<0, the event is less likely to
happen.
A common problem with ERGM estimation is degeneracy. Many networks, especially dense
ones, have parameters that are unlikely to converge. Sometimes, the parameter estimates are
volatile and even a small change in a parameter can cause large changes in network
characteristics. Recent research suggests some methods of avoiding degeneracy, such as the
addition of higher order parameters (Robins, Snijders, Wang, Handcock, & Pattison, 2007). In
particular, the addition of a class of network statistics known as the curved exponential-family
models is shown to help with convergence in real social networks. For this section we are using
the following parameters from that class: alternating k-stars, alternating k-triangles, and
alternating k-two-paths (see examples in Figure 12). K-stars represent a node with degree k.
"Alternating k-stars" is a single statistics that is used to account for k-stars parameters for all k. It
is called alternating because the parameter for each higher order k has a different sign from the
previous one. Also, the magnitude of the parameter for each higher order k decays geometrically.
K-triangles are k triangles that share the same base edge. K-two-paths are similar to K-triangles
but it is counted regardless whether the base edge exists or not. Alternating k-triangles and
alternating k-two-paths are interpreted similarly to alternating k-stars. For all of our modeling in
this section, we include all three of these parameters not only to avoid degeneracy, but also to
test parameters that have been found to be significant in previous p* models of social networks.
-
Figure 12: a) 5-star; b) 3-triangle; c) 3-two-path
b
In ERGM, unlike QAP, edges in the network are not weighted. Thus, we create volume
cutoffs for each type communication to determine whether an edge is drawn. For email data, we
create an edge for all dyads that have sent over 25 emails. For phone data, we create an edge for
all dyads that have made 2 or more phone calls. The cutoffs are picked so that the ERGM does
not become degenerate and the networks have similar densities for comparison purposes (about
0.07). The significance of our results is not sensitive to the actual cutoff and we include our
sensitivity analysis in Appendix D: ERGM Cutoff Sensitivity Analysis. Because meeting networks
tend to be degenerate for many models, we do not including them in our analyses (see Appendix
E: ERGM Results for Calendaring Data for more details). We always include organizational
structure parameters in our models because they generally become degenerate without those
parameters. The data we are using are the same as for QAP. All communication comes from the
month of September 2007 and we are using the same 79 employees for analysis (for other
months, see Appendix G: Results for October and November). We do not use 236 employees
because the model is degenerate with that many nodes (see Appendix H: MCMC Diagnostics of
ERGM on a Large Network). Most of the tested parameters are the same as in the previous
section, with the exception of those that are not binary. Distance to common parent is divided
into two parameters, one for a distance of 2 and the other for a distance of 3. Absolute difference
in age becomes whether two employees are more than 10 years in age apart or not. Absolute
difference in hire date becomes whether two employees are hired more than 30 months apart or
not. All other parameters are kept the same for comparison purposes.
We will analyze all the communication networks collected with the p* model. We are
interested in looking at possible differences between phone and email networks, and explaining
these differences. Similar to the analysis we performed with multiple regression QAP in the
previous section, we will study at how parameters such as organizational structure and
homophily affect communication. A major useful difference between ERGM and MRQAP is
that ERGM has the ability to model parameters while accounting for structural dependencies. For
example, many edges in the communication network may be due to triadic closure, a structural
characteristic that MRQAP ignores but can affect parameter estimates. However, ERGM can
account for the structural dependencies described above, without letting it influence estimates.
Also, we will interpret and explain the estimates of structural dependencies and describe how
they influence these networks. Then, we will test several hypotheses similar to those of MRQAP
on these networks with p* and explain the social process behind any significant network statistic.
a. Network Structural Dependencies
The first results we study are the structural dependencies for each network (see Table 12).
We have also included organizational structure parameters in the model so that it would
converge. As discussed previously, we will be looking at the parameter estimates for alternating
k-star, alternating k-triangle, and alternating k-two-paths and analyzing their significances. As
we will see throughout this section, the estimates for those three structural parameters vary little
with other parameters that are added.
Table 12: ERGM Model with Structural Parameters and Organizational Structure
Email Phone
Coefficient Significance Coefficient Significance
-4.44578 *** -3.86503 ***
edges (0.21610)< le-04 (0.16346)< le-04(0.21610) (0.16346)
-0.54740 -1.25002 ***
alt k-star 0.17725 0.000967(0.40566) (0.37861)
1.95699 *** 1.50266 ***
alt k-triangle (0.14043) < le-04 (0.09609) < le-04
-0.10787 *** -0.07183 ***
alt k-two-paths (0.01711) < le-04 (0.01681) < le-04
child 3.12298 *** < le-04 1.81338 *** < 1e-04
(0.37512) (0.27941)
3.58961 *** 1.08566 ***
(0.38520) (0.31377) 0.000544
0.54536 ** 0.30207 t
co-subordinate 0.00238 0.096136(0.17942) (0.18152)
0.55659 *** 0.38662 **
comPar2 < le-04 0.001736(0.13274) (0.12339)
0.26381 * 0.02184
comPar3 0.03752 0.857105(0.12680) (0.12128)
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
Alternating k-star parameter indicates the likelihood of a network to have nodes of high
degree. If the parameter is positive, then it is highly probable that the network will have hubs of
high degree nodes. Having nodes of high degree means that the degree distribution is uneven. It
is likely that such a distribution would have a long tail, possibly similar to that of a power law
distribution. If the parameter is negative, then all nodes will have a similar number of degrees
and hubs are unlikely. In this case, the distribution would be fairly even. For phone data, the
alternating k-star parameter is negative and significant. This suggests that most people make a
similar number of phone calls and it is unlikely for someone to make much more calls than
everyone else. For email data, this parameter is slightly negative but not significant from zero.
This is evidence that compared to phone data, email networks tend to have more high degree
nodes. These parameter estimates agree with previous analysis on network degree distribution
(see Degree Distribution). We have found that the difference between the number of phone
contacts of high and low communicators is smaller than the difference between email contacts.
This result is reasonable because email communication can be in the form of one to many, but
phone conversations are one to one. Thus, it is more likely to form hubs in email networks.
Alternating k-triangle and alternating k-two-path indicate the likelihood of forming multiple
triangles with the same base and those without a base. The estimates for alternating k-triangle are
positive and significant for both email and phone data, indicating an increased likelihood of
forming triangles. The parameter estimate is positive and its magnitude decays geometrically for
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higher values of k (a property of the alternating k-triangle parameter, as explained previously).
This result shows that the log-odds of two employees communicating increases sub-linearly with
respect to the number of people they both communicate with. More simply, the likelihood of two
employees communicating increases with the number of communicators they have in common,
but each additional communicator increases the likelihood less than the previous communicator.
This result is consistent with the property of triadic closure, which is common in social networks.
The estimates for alternating k-two-path are slightly negative and significant for both phone and
email. This indicates a reduced likelihood of forming multiple two-paths between any two
employees without a direct connection between the two employees. This result is again
reasonable because in social networks, a high level of indirect communication between two
people makes it very likely for the two people to create a direct tie between them.
For all of our ERGM analyses, we pick a decay of 0.2 for the structural parameters. A decay
parameter of 0 indicates no additional effect of higher ordered structures (k>1) on the likelihood
of the network. In general, it is more difficult for the model to converge with higher decay values.
We pick 0.2 because it is the largest decay value that makes these models converge within a
reasonable amount of time. The significances of the parameter estimates are not affected by the
choice of the decay (within realistic limits) and our interpretation of the results do not depend on
the precise value of the decay, only that it needs to be small and positive.
b. Organizational Structure
Similar to the analysis done in multiple regression QAP, we also study the effect of
organizational structure on phone and email communication with ERGM. In addition to the three
structural parameters (alternating k-star, alternating k-triangle, and alternating k-two-paths), we
have parent, child, co-subordinate, comPar2, and comPar3 as dyadic attributes in our model.
Parent, child, and co-subordinate are interpreted identically to those in MRQAP analysis, and
comPar2 and comPar3 are the same as commonParent, except they're set to one for distances of
2 or 3 and to zero otherwise. Because of the similarity between the MRQAP and ERGM analyses,
we expect to see similar results from both.
Looking at both the phone and email results (Table 12), we see that the parent and child
relationships are both very significant and are the most important relationships in organizational
structure. For emails, being in a parent or child relationship makes a tie over 22 times
(e3. 5 > e3 1 > 22) as likely as not being in the relationship, everything else being equal (the
parameter estimates are log-odds of tie creation). For phone calls, boss to subordinate tie is about
6 times (e"8' = 6) as likely and subordinate to boss tie is about 3 times (e1"09 = 3) as likely as
without these relationships. This discrepancy in phone calls between parent to child and child to
parent is identical to the result from MRQAP analysis. We found that the boss makes about twice
as many phone calls to call a subordinate than vice versa. This supporting evidence from ERGM
again suggests that compared to subordinates, bosses initiate communication via the phone more
than subordinates.
For the co-subordinate relationship, we find that people working for the same boss are 73%
(e0 .55 = 1.73) more likely to email each other than those that do not. However, without
accounting for other factors, the co-subordinate relationship is only slightly positive and
marginally significant for phone calls, suggesting that employees working for the same boss call
each other only 35% (e0 S30 = 1.35) more. As we saw for the MRQAP analysis, this interpretation
is again misleading because of confounding factors such as proximity that have a strong negative
effect on phone calls but weaker effect on emails. For both phone and email, the magnitude of
the parameter estimate of co-subordinate is much smaller than those of parent and child. This
result supports the suggestion that information tends to flow vertically through an organization
rather than horizontally. For email, a vertical relationship is 22/1.73=12.7 times more likely to
have a tie than a horizontal relationship. For phone, boss to subordinate and subordinate to boss
communication are respectively 6/1.35=4.4 and 3/1.35=2.2 times more likely than horizontal
communication.
The common parent parameters reveal that being closer on together on the organizational tree
tends to increase the likelihood of tie formation. Not surprising, being a maximum of two steps
apart from a common parent (strongly significant for both email and phone) has a stronger effect
than being three steps away (marginally significant for email only). The magnitudes of these two
parameters are also much smaller than those for parent and child relationships. Even with the
three structural parameters, we see that ERGM results are very similar to those of multiple
regression QAP.
In summary, information in the firm is much more likely to flow vertically than horizontally,
especially for email. Direct boss-subordinate relationships are very likely to be connected by at
least an email tie. Employees with the same boss are also more likely to be connected than
average, but the effect boss-subordinate relationship is several times stronger than the same boss
effect. While employees under the same boss can contact each other directly, information is also
commonly passed indirectly from employee to employee through their common boss. The
further away employees are from each other, the less likely they are to contact each other directly.
For phone, being three horizontal steps away decreases the communication level to average. For
email, employees three horizontal steps away are only slightly more likely to contact each other
than average.
c. Job Titles
As with multiple regression QAP analysis in the previous section, we add some common job
titles to account for communication patterns of certain job functions. We are interested in
whether having a certain job title would increase or decrease communication and whether
employees with the same job title communicate more or less. For this analysis, we are including
5 types of jobs for analysis: VP (including the CEO), director, manager, supervisor, and
accountant. For each job title, we have two parameters. One of them is set to 1 for a pair of
employees if at least one of the pair is of that job title (such as VP). The other is set to 1 only if
both are of that job title (such as VP2). Phone data does not have account2 because there are not
enough accountants using phones to make this estimate accurate.
Email Phone
Coefficient Significance Coefficient Significance
0.23207 0.126945
(0.34925) (0.475241)
-0.11718 0.167715 t
VP 0.14279) 0.411869 0.097701) 0.08610(0.14279) (0.097701)
0.55254 0.336479director2 0.55254 0.208520 0.336479 0.50894(0.43930) (0.509407)
0.44548 ** 0.117272
director (0.14612) 0.002308 (0.149437)
-0.20408 0.460888
manager2 0.35697) 0.567551 0.46080.18375(0.35697) (0.346673)
0.50562 *** 0.136525
manager(0.13152) 0.000122 0.150.38151(0.13152) (0.155996)
0.18367 0.242721
supervisor2 0.35307) 0.602930 0.242721 0.62824(0.35307) (0.501256)
0.59692 *** 0.246684
supervisor0.15124) < le-04 0.246684 0.10739(0.15124) (0.153196)
-0.34016
accountant2 0.366507(0.37666)
0.06125 0.138632
accountant 0.605232 0.20002(0.11849) (0.108168)
-4.74266 *** -3.956817 ***
edges < le-04 < le-04(0.24651) (0.218566)
alt k-star -0.31088 0.478330 -1.356193 ** 0.00233
Table 13: ERGM Model with Job Titles
(0.43845) (0.445268)
1.79942 *** 1.446802 ***
alt k-triangle (014417) < le-04 (0.130555)< le-04(0.14417) (0.130555)
-0.12386 *** -0.059923 **
alt k-two-paths (0.01902) < le-04 (0.022735) 0.00842(0.01902) (0.022735)
3.50897 *** 1.833508 ***
child < le-04 < le-04(0.34011) (0.447697)
3.94155 *** 1.185799 *
(0.42170) (0.577219)
0.81654 ** 0.536405
co-subordinate 0.002876 0.12709(0.27384) (0.351536)
0.60649 *** 0.338159 *
comPar2 < le-04 0.02211(0.13245) (0.147731)
0.33693 * 0.006634
comPar3 0.018410 0.97124(0.14289) (0.183996)
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
The results from ERGM are displayed in Table 13. We immediately see that there are much
fewer significant job title parameter compared to MRQAP analysis. For email data, only director,
manager, and supervisor are significant and for phone data, only VP is marginally significant,
though all four of them agree in sign with MRQAP analysis. We believe that the reason there is
much less significance for ERGM is because communication edges are not weighted. We simply
have a cutoff for edge creation and we do not differentiate the amount of communication once
this threshold is reached. MRQAP analysis, however, is just a multiple regression on the number
of emails or phone calls between any two employees. Since each job title represents only a small
portion of total employees, we do not have much data on each job title to begin with. Thus,
changing from edge weights to simple binary reduces the power of the test.
d. Homophily
Next, we will look at how homophily affects communication under the exponential random
graph model. We have included raceSame, sexSame, diffAgel0, and diffHireDate30 in our
model. Those four parameters are almost identical to those for MRQAP, except that we changed
absolute difference in age and absolute difference in hire date to binary attributes diffAgel0 and
diffHireDate30. DiffAgelO and diffHireDate30 are set to 1 if and only if the difference in age
between the two employees is greater than 10 years or the difference in hire date is greater than
30 months, respectively.
Table 14: ERGM Model with Homophily
Email Phone
Coefficient Significance Coefficient Significance
-0.07968 -0.05134
sexSame 0.46013 0.618500(0.10787) (0.10309)
raceSame -0.24312t 0.09446 -0.10361 0.416975(0.14536) (0.12764)
-0.20471 t -0.30755 ***
(0.11885) (0.08546)
-0.13728 -0.03118diffHire30 0.20136 0.720334(0.10744) (0.08709)
-4.22364 *** -3.79242 ***
edges (022747)< le-04 (0.19139)< le-04(0.22747) (0.19139)
-0.67150 -1.24112 ***
alt k-star 0.14788 0.000875(0.46398) (0.37274)
1.96153 *** 1.49408 ***
alt k-triangle (0.< le-04 (0.11346)< le-04(0.13510) (0.11346)
-0.11122 *** -0.06375 **
alt k-two-paths (0.01736)< le-04 (0.02031) 0.001699(0.01736) (0.02031)
3.27047 *** 1.91107 ***
child < le-04 < le-04(0.39106) (0.29221)
3.70822 *** 1.10175 ***parent (0.43374)< le-04 (0.33253) 0.000927(0.43374) (0.33253)
0.49367 ** 0.39221 *
co-subordinate 0.00547 0.027982(0.17763) (0.17843)
0.62061 *** 0.47683 ***
comPar2 < le-04 0.000178(0.11430) (0.12716)
0.26428 * 0.07419
comPar3 0.03803 0.580049(0.12737) (0.13408)
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
The results from ERGM with homophily suggest that these four factors do not play as strong
of a role in communication within the firm as the organizational structure does (see Table 14).
The only important significant parameter is that employees that differ more than 10 years in age
are less likely to communicate with each other by phone. This agrees with previous MRQAP
analysis and other social network studies that difference in age negatively affects communication.
However, in contrast with other social networks where homophily is one of the most important
factors in contact, we find that it barely affects the communication patterns in a company at all.
Other factors, such as the organizational tree, are much more important.
e. Physical Proximity
To study the effect of physical proximity on communication with ERGM, we add the same
parameters as we did for MRQAP. SameRoom is set to 1 if two employees share an office and
the floor parameters are set to 1 if the two employees are from the same corresponding floor.
CloseSeat parameter is not used because of the communication networks for ERGM does not
contain subtitle editors, whom that parameter is designed for. The results are shown in Table 15.
Table 15: ERGM Model with Proximity
Email Phone
Coefficient Significance Coefficient Significance
0.22065 * 0.04523floori 0.0303 0.606895(0.10182) (0.08791)
0.05901 -0.05344floor2 0.05901 0.7239 0.05344 0.771382(0.16704) (0.18392)
0.61697 * -0.86424 *
sameRoom 0.0499 0.036552(0.31465) (0.41327)
-4.59347 *** -3.89914 ***
(0.25722) (0.17652)
-0.57733 -1.27554 ***
alt k-star -0.57733 0.2084 -1.27554 0.000655(0.45889) (0.37413)
1.91886 *** 1.48313 ***
alt k-triangle <1e-04 < le-04(0.17188) (0.10805)
-0.09805 *** -0.06365 ***
alt k-two-paths (0.02028) <e-04 (0.01887) 0.000748(0.02028) (0.01887)
3.10195 *** 1.92465 ***
child <1e-04 < le-04(0.39575) (0.30776)
3.73732 *** 1.04695 **
(0.40188) (0.33438)
0.23515 0.52492 *
co-subordinate 0.3224 0.015607(0.23761) (0.21703)
comPar2 0.50098 *** <le-04 0.36885 ** 0.001888
For phone data, we find that being in the same room is negatively correlated with calling
each other. This supports the MRQAP finding that being physically close together reduces the
probability of using a phone as a communication tool. For email data, we find exactly the
opposite. Being in the same room or being on floor 1 increases the likelihood of email
communication. This also supports our MRQAP findings that proximity increases overall
communication, but reduced phone calls because they are substituted by talking face to face.
Also, note that co-subordinate for phone calls again became significant and higher in magnitude
now that we are accounting for the confounding factor of distance. However, we find less
significance in co-subordinate for email data now. This is because part of the significance for co-
subordinate can be explained by being physically close together. Also, because ERGM accounts
for triadic closure and the parent-child relationship is very strong (especially for emails),
communicating with a co-subordinate could partly be interpreted as triadic closure of two parent-
child relationships. We will see that for some data from other months, the co-subordinate effect
remains significant (Appendix G: Results for October and November). This suggests that though
the co-subordinate effect is weakened by including proximity and triadic closure, working for the
same boss still increases the likeliness of communication between two individuals.
f Summary ofAll Parameters
Similar to the analysis in the QAP section, we now provide a summary of all parameters. We
start with the model with organizational structure and job positions. We add on to it homophily
and then proximity, showing the effects of each additional parameter. We report all the results in
Table 16 and Table 17. All the job_title2 parameters are ignored because the software we use to
model ERGM does not support this many parameters and they were found to be insignificant in
previous sections already.
Table 16: Summary of Email Parameters for ERGM
Org Struct and Titles Homophily Proximity
Coefficient Significance Coefficient Significance Coefficient Significance
-4.74266 *** -4.50003 *** -4.653342 ***
edges < le-04 < le-04 < le-04(0.24651) (0.26771) (0.255051)
-0.31088 -0.48031 -0.545550
alt k-star 0.478330 0.301400 0.305775(0.43845) (0.46473) (0.532653)
1.79942 *** 1.78005 *** 1.781910 ***
alt k-triangle < le-04 < le-04 < le-04(0.14417) (0.14207) (0.156831)
alt k-two- -0.12386 *** -0.11783 *** -0.106869 ***
< le-04 < le-04 < le-04paths (0.01902) (0.02267) (0.019714)
3.50897 *** 3.54870 *** 3.387813 ***
child < le-04 < le-04 < le-04(0.34011) (0.32435) (0.407826)
3.94155 *** 4.11555 *** 3.779217 ***
parent < le-04 < le-04 < le-04(0.42170) (0.40990) (0.521571)
co- 0.81654 ** 0.81823 *** 0.4733200.002876 0.000270 0.112177
subordinate (0.27384) (0.22451) (0.297927)
0.60649 *** 0.71565 *** 0.714952 ***
comPar2 < le-04 < le-04 < le-04(0.13245) (0.15132) (0.155219)
comPar3 0.33693 * 0.41095 ** 0.346355 t 0.060845comPar3 0.018410 0.005649 0.060845(0.14289) (0.14844) (0.184726)
-0.11718 -0.03296 0.007602VP 0.411869 0.792624 0.956960(0.14279) (0.12537) (0.140849)
0.44548 ** 0.48515 *** 0.532811 **director 0.002308 0.000447 0.001469(0.14612) (0.13811) (0.167431)
0.50562 *** 0.49068 *** 0.485122 *** 0.000479
(0.13152) (0.11759) (0.138841)
0.59692 *** 0.66907 *** 0.644292 *** 0.000874
supervisor (0.15124) < le-04 (0.13< le-04 (0.193492) 0.000874(0.15124) (0.13158) (0.193492)
0.06125 -0.02201 -0.086545
accountant 0.605232 0.825719 0.541676(0.11849) (0.09997) (0.141804)
-0.17120 -0.111758
sexSame 0.17120 0.150400 0.111758 0.393718(0.11903) (0.131025)
-0.24109 -0.259008 t 0.083721
raceSame (0.15876) 0.128914 (0.149735) 0.083721
-0.14544 -0.141656diffAgel0 0.253605 -0.141656 0.398279(0.12738) (0.167689)
-0.31645 * -0.315264 *diffHire30 0.014351 0.021829(0.12921) (0.137434)
0.128112floorl (0.141484) 0.365243(0.141484)
0.152565floor2 0.249485) 0.540879(0.249485)
sameRoom 0.698223 f 0.050374(0.356753)
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
Table 17: Summary of Phone Parameters for ERGM
Org Struct and Titles Homophily Proximity
Coefficient Significance Coefficient Significance Coefficient Significance
-3.956817 *** -3.84944 *** -3.71260 ***
(0.218566) (0.21279) (0.20036)
-1.356193 ** -1.33707 ** -1.19340 **
alt k-star 0.00233 0.002806 0.001209(0.445268) (0.44727) (0.36852)
1.446802 *** 1.43970 *** 1.40827 ***
alt k-triangle < le-04 < le-04 < le-04(0.130555) (0.12347) (0.11035)
alt k-two- -0.059923 ** -0.06518 ** -0.06934 ***0.00842 0.002369 0.000583paths (0.022735) (0.02144) (0.02015)
1.833508 *** 2.06605 *** 2.26913 ***
child < le-04 < le-04 < le-04(0.447697) (0.36555) (0.34351)
1.185799 * 1.29599 ** 1.46359 ***parent 1.5799 0.03999 .29599 0.002561 1.6359 0.000118(0.577219) (0.42952) (0.37995)
co- 0.536405 0.68180 ** 0.88875 ***0.12709 0.002191 0.000475
subordinate (0.351536) (0.22250) (0.25418)
0.338159 * 0.45304 ** 0.47699 **
comPar2 0.02211 0.004654 0.001349(0.147731) (0.16002) (0.14874)
0.006634 0.10873 0.11968
comPar3 0.97124 0.471353 0.436937(0.183996) (0.15095) (0.15394)
0.167715 t -0.12929 -0.21849 *VP 0.08610 0.222276 0.030325(0.097701) (0.10592) (0.10086)
director 0.117272 0.43263 0.17100 0.143032 0.17712 0.057713(0.149437) (0.11674) (0.09331)
0.136525 0.30765 *** 0.29835 ***
manager 0.38151 0.000294 0.000491(0.155996) (0.08492) (0.08554)
supervisor 0.10739 0.063823 0.15807t 0.069123(0.153196) (0.12365) (0.08695)
0.138632 -0.17347 8 -0.12042
accountant 0.0.20002 -0.17347 t 0.060305 -0.12040.200108(0.108168) (0.09233) (0.09398)
-0.04509 -0.07571
sexSame 0.13440) 0.737263 0.077) 0.530726(0.13440) (0.12077)
-0.08809 -0.12222
raceSame 08809 0.573249 0.12222 0.463660(0.15638) (0.16677)
diffAge -0.25775 * -0.27813 *
(0.12058) (0.10832)
-0.16731 
-0.18042 tdiffire30 (010300) 0.104339 0.078490(0.10300) (0.10252)
-0.01685floor-0.01685 0.872798l (0.10523)
-0.15749
floor2 0.378940
-1.18327 *
sameRoom (0.48146) 0.014012
Significance codes: '*** 0.001;'**' 0.01; '*' 0.05; 't' 0.1
From these tables, we can see that most parameter do not change significance by adding
homophily and then proximity. The notable exception is the co-subordinate parameter. As noted
before, because of the confounding factor of distance, this parameter increases when proximity is
added for phone data and decreases for email data. For phone data, the manager parameter
becomes significant when homophily is added and stays significant with proximity. Because
homophily parameters tend to be negative, this implies that the diversity of managers and
employees in the company is a confounding factor that reduced the amount of communication
that would otherwise occur. When homophily parameters are added to account for this diversity,
the manager parameter becomes significant. Also, because the same factor is present for other
job positions, those parameters tend to be more significant with homophily and proximity than
without. Lastly, note that the diffHire30 parameter is somewhat significant in both data sets. Its
significance is similar to absDiffHireDate's significance in MRQAP. This strongly suggests that
employees who join the company on similar dates communicate more often.
g. Goodness of Fit
Specifically, we generate 100 random graphs from the estimated parameters and analyze the
distribution of k-stars, k-triangles, k-two-paths, and minimum geodesic distance of simulated
networks. Then we can compare the simulated networks with the actual communication
networks and see if they differ. If the models accurately represent the real communication
networks, we should see very similar distributions of network statistics.
We have performed the goodness of fit test on all the models discussed previously. Because
the results show that within each type of communication network, the simulated distributions do
not differ by much (within statistical variation), we will only report one goodness of fit result for
email data and one for phone data. In Figure 13, we show the goodness of fit for the following
distributions in email data: minimum geodesic distance, edge-wise shared partners (k-triangles),
dyad-wise shared partners (k-two-paths), in-degree, and out-degree. The dark lines and dots
indicate the statistics of the actual communication network and the bar graphs indicate the
distribution of simulated graphs. Except for k-triangles, all others appear to have a fairly good fit.
There are large variations in in-degree and out-degree, but that is probably due to a small sample
set of 79 nodes. All other distributions are statistics of pairs of nodes, so there are many more
samples than single nodes. For k-triangles, though the overall shapes of the graphs are the same,
the simulated networks show more k-triangles with k=2 or 3 than actual, but fewer for large
values of k. Because there are more k-triangles with large values of k in actually communication,
our model still does not capture the full effect of clustering. Nevertheless, the model still reveals
most properties of the network.
In Figure 14, we have the same graphs for phone data. The general shapes between simulated
and actual networks are similar for all graphs. We also see that similar to the model for email
data, we overestimate the number of k-triangles for small values of k and underestimate for large
values of k. The model also results in larger than actual values for the minimum geodesic
distances, which also implies that the model underestimates clustering and redundant ties. We
conclude that while there are small discrepancies between the models and actual networks, they
capture most of the statistics of the networks well.
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Figure 13: Goodness of fit graphs for email parameter
estimates
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Figure 14: Goodness offit graphs for phone parameter
estimates
h. Comparison Between MRQAP and ERGM Results
In this section, we compare side-by-side the results from MRQAP and ERGM analyses (see
Table 18 and Table 19). In general, we find that both analyses agree fairly well on all the
parameters, though there are some exceptions. After accounting for triadic closure with the
alternating k-star parameter, co-subordinate is no longer significant in ERGM as it is in MRQAP
for email data. This suggests triadic closure of the boss-subordinate relationship accounts for the
increased likeliness of employees with the same boss to email each other. However, the same is
not true for phone calls, where the co-subordinate parameter remain significant in ERGM. This
difference could be due to either a relatively reduced communication of the boss-subordinate
relationship in phone or a relatively increased communication among employees under the same
boss. This implies that relative to email communication, the difference in phone calls between
boss-subordinate relationship and subordinate-subordinate relationship is small. Also, notice that
for homophily and proximity, ERGM generally shows less significance for both datasets. The
lower significance is probably due to the fact that the ties are unweighted in ERGM, thereby
reducing the total amount of information available for analysis. We note that even though the
parameters for common parameter differ in sign for ERGM and MRQAP, they actually mean
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significance in the same direction. For MRQAP, the common parent parameter indicates the
number of steps to the closest common parent. The negative sign on the coefficient estimate
indicates that the farther two people are in the organizational structure, the less likely they are to
communicate. For ERGM, the two binary common parent parameters indicate whether the
employees are two steps away or three steps away from a common parent. Their positive signs
indicate that when two employees are close in the organizational structure, they communicate
more often.
Table 18: MRQAP Versus ERGM for Email
MRQAP ERGM
Coefficient Significance Coefficient Significance
-4.653342 ***Intercept/edge 2.930269 (0.255051) < Ie-04(0.255051)
-0.545550
alt k-star 0.545550 0.305775
(0.532653)
1.781910 ***
alt k-triangle < le-04(0.156831)
-0.106869 ***
alt k-two-paths 0.106869< le-04(0.019714)
0.473320
co-subordinate 2.134754 ** 0.005 0.112177(0.297927)
3.387813 ***
child 38.561321 ** 0.005 < le-04(0.407826)
commonParent 0.714952 ***
-0.387406 ** 0.005 < le-04/comPar2 (0.155219)
comPar3 0.346355 f 0.060845(0.184726)
3.779217 ***parent 41.072304 ** 0.005 (021571) < le-04(0.521571)
VP2 7.609944 ** 0.010
0.007602VP 0.451529 0.139 0.956960(0.140849)
director2 11.641547 ** 0.010
0.532811 **director 2.108868 ** 0.005 0.001469(0.167431)
manager2 2.813143 * 0.020
0.485122 ***
manager 2.571262 ** 0.005 0.000479(0.138841)
supervisor2 6.653949 * 0.015
0.644292 ***
supervisor 1.605039 ** 0.005 0.193492 0.000874(0.193492)
accountant2 1.901234 * 0.040
-0.086545
accountant 0.460649 0.159 0.541676(0.141804)
technician2 -2.536371 ** 0.005
technician -1.183579 ** 0.005
sub editor2 -1.407724 ** 0.005
sub editor -1.243768 ** 0.005
-0.111758
sexSame -0.217491 * 0.050 0.393718(0.131025)
-0.141656
absDiffAge -0.009642 0.254 -0.141656 0.398279
(0.167689)
-0.315264 *
absDiffHireDate -0.008874 * 0.020 0.021829(0.137434)
raceSame 0.484693 t 0.060 -0.259008 t 0.083721(0.149735)
sameRoom 5.281565 ** 0.005 0.698223 t 0.050374(0.356753)
closeSeat 9.415960 ** 0.005
0.128112
floorl 0.804269 * 0.015 0.365243(0.141484)
0.152565floor2 3.240952 ** 0.010 0.540879(0.249485)
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
Table 19: MRQAP Versus ERGM for Phone
MRQAP ERGM
Coefficient Significance Coefficient Significance
-3.71260 ***
Intercept/edge 0.785834 (0.20036) < le-04(0.20036)
alt k-star -10.19340 **001209(0.36852)
alt k-triangle 1.40827 ***
alt k-triang(0.11035) < le-04
-0.06934 ***
alt k-two-paths (0.02015) 0.000583
0.88875 ***
co-subordinate 0.936481 ** 0.005 0.88875 0.000475(0.25418)
child 3.202906 ** 0.005 2.26913 *** < 1le-04
(0.34351)
comrmonParent 0.47699 **-0.122597 ** 0.005 0.001349
/comPar2 (0.14874)
0.11968
comPar3 0.15394) 0.436937(0.15394)
1.46359 ***
parent 1.988472 ** 0.005 (037995) 0.000118(0.37995)
VP2 -0.551441 * 0.015
-0.21849 *VP -0.101900 0.234 0.030325(0.10086)
director2 0.795009 * 0.030
director 0.294895 * 0.035 0.17712 0.057713(0.09331)
manager2 0.169971 0.194
0.29835 ***
manager 0.454927 ** 0.005 0.29835 0.000491(0.08554)
supervisor2 -0.325412 t 0.100
0.15807 06
supervisor 0.357830 * 0.015 0.807t 0.069123(0.08695)
accountant2 -1.048672 ** 0.010
-0.12042
accountant -0.232041 * 0.035 0.200108(0.09398)
-0.07571
sexSarne -0.057421 0.204 0.530726(0.12077)
-0.27813 *
absDiffAge -0.008535 t 0.085 (0.10832) 0.010261(0.10832)
absDiffHireDate -0.003661 * 0.030 -0.18042 t 0.078490(0.10252)
-0.12222
raceSame 0.198372 t 0.070 0.463660(0.16677)
-1.18327 *
sameRoom -0.772070 * 0.015 0.014012(0.48146)
-0.01685floorl 0.175869 t 0.085 0.872798(0.10523)
-0.15749floor2 -0.410547 ** 0.005 0.378940(0.17899)
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
VIII. Network Dynamics
So far, we have studied cross-sectional data on communication networks. However, since all
social networks change over time, we are also interested in how communication networks for
phone calls and emails evolve (we do not have enough data to analyze meetings networks). To
analyze network evolution, we can track how certain statistics, such as density or the clustering
coefficient, of the network change over time. Also, we will look at the difference between an
employee's communication network right after he or she joins the firm and the employee's
communication network in steady state. We can do so by looking at the people new employees
tend to contact first and test for significance of the same parameters as those tested in multiple
regression QAP.
a. Network Evolution over Time
In this section, we have monthly data of phone communication from July 2006 to December
2007 and email communication from January 2007 to December 2007. In this set of data, no
node is added or removed from the network. We have plotted the values of seven important
network statistics over all available time periods (Figure 15): network density, clustering
coefficient, size of the largest connected component, mean geodesic distance within the largest
component, Gini coefficient of Bonacich's power measure, Gini coefficient of degree
distribution, and Gini coefficient of betweenness distribution. Email and phone data are plotted
on the same graph for comparison purposes. Since network clustering coefficient and mean
geodesic distance are average values of individual nodal properties, we include standard
deviations of these properties within each month on the graphs. The dotted lines are one standard
deviation above and below the mean lines.
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Figure 15: Network statistics over time
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Overall, most network statistics tend to stay relatively constant overtime. Each period of
observation is long enough to average out most irregular spikes and zeros in communication
patterns. Many statistics do not vary more than 20%, especially for email data. Network density
remains fairly constant for over a year, implying that new edges are formed at the same rate as
old edges are removed. Since nodes are not added or removed from the networks, this implies
that employees do not tend to form more contacts over time if they keep on interacting with the
same group of people. Similarly, mean geodesic distance of the largest connected component
does not decrease either. People in the firm either do not need to contact others farther away in
the network much or are satisfied with going through an intermediary.
Email Phone
Network Density 0.0040 0.0128
Clustering Coefficient 0.0140 0.0338
Component Size 1.0471 2.3072
Component Distance 0.0971 0.1525
Bonacich's Power Gini 0.0319 0.0458
Degree Gini 0.0075 0.0202
Betweenness Gini 0.110 0.0329
In Table 20, we calculated the standard deviations of each network property among all
months. This measures how much each network property can change over time. By comparing
Table 20: Standard Deviations of Monthly Network Properties
Phone Call
Email
, , ,L~-
phone and email statistics, we can see that the properties of phone communication vary more
from month to month than those of email data. The higher standard deviation is apparent for all
network properties. In general, there are much fewer phone calls than emails, making individual
phone calls more significant than emails in changing network properties. Because individual
phone calls are more important to phone networks than emails are to email networks, network
statistics for phone tends to be more volatile.
From the changing network statistics, we can find how well correlated the properties of email
and phone networks are. We have 12 overlapping data points for each network statistics, so we
can calculate the Pearson correlation coefficients and test their significances. The results are
displayed in Table 21. Significances are from one-sided tests, and those with p-values less than 5%
are bolded.
Table 21: Correlation between email and phone network statistics over time
Network statistic Correlation coefficient Sigificance
Network Density 0.6648 ** 0.0092
Clustering Coefficient 0.4875 t 0.0540
Component Size 0.3078 0.1652
Component Distance 0.0385 0.4527
Bonacich's Power Gini 0.4930 t 0.0517
Degree Gini 0.7540 ** 0.0023
Betweenness Gini 0.2625 0.2049
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
Positive correlation between density of phone calls and emails means that when there are
more phone calls, there also tend to be more emails. This supports the previous correlation
analysis with the quadratic assignment procedure (QAP) of phone calls and emails. QAP analysis
reveals a strong positive correlation between phone calls and emails in cross-sectional data, and
this shows that the same conclusion can be reached with longitudinal data.
Another significance we find is that the Gini coefficient of degree distribution is positively
correlated between email and phone data. This implies that when there is uneven distribution of
degrees in for phone data, there will be an uneven distribution in email data. We attribute this to
the fact that Gini coefficient of degree distribution is highly correlated with density (>0.9 for
both phone and email). This positive correlation shows that when the density is high, degree
distribution becomes more uneven. So the newly added ties are more likely to come from high
degree nodes than low degree ones. Since density of phone calls and emails are highly correlated
with each other, Gini coefficient of degree distribution is also expected to correlate well.
Clustering coefficient and Gini coefficient of Bonacich's power also show weak significances.
However, these can also be explained by their correlation with density. Both of them are
positively correlated with density, though not as strongly as Gini coefficient of degree
distribution. These correlations show that when the density is high, more clusters form and
Bonacich's power distribution becomes uneven. So, the newly added ties are likely to form direct
connections between indirectly connected nodes (closure) and to connect nodes with high power.
b. Growth of Networks
When a new employee joins the company, he or she starts off having very few contacts in the
firm. As time progresses, due to work or social needs, the employee initiates new contacts in the
company through various communication media. After several months, the communication
networks of the new employees stabilize. As shown earlier, in steady state, employees gain new
contacts at the same rate as old contacts are lost and the network density stays fairly constant.
We suspect that different forces are at work in determining initial contacts and contacts in steady
state.
To study the importance of each factor in establishing new communication ties through
different media, we look at the time it takes for each dyad to start communicating in either
direction using email or phone. We use the proportional hazards rate model to model the time to
tie formation, where failure is the first communication event of the dyad through that mode. We
analyze how factors such as organizational structure, homophily, and physical proximity affect
the time it takes to initiate communication. We do not include job positions because there are too
few employees of each job type to join the company in that time period. The advantage of the
proportional hazards rate model is that we can estimate the effect parameters have without
knowing the underlying hazard function. In this study, we assume the same hazard function for
all new employees. We are only looking at dyads between newly joined employees and existing
employees. For email data, we have communication networks for 51 newly joined employees
between January 2007 and November 2007. For phone data, we are using the 19 new employees
who have been assigned phones between July 2006 and November 2007. These new employees
create a total of 9435 dyads for email and 1140 dyads for phone. We use the Cox proportional
hazards model in R to estimate the parameters and the results are shown in Table 22.
Table 22: Results from Cox proportional hazard model
Email Phone
Coefficient Exp(coef) Significance Coefficient Exp(coef) Significance
-0.04759 -0.21801 *
sexSame 0.954 0.19 0.804 0.025(0.036058) (0.0975)
0.32024 *** 0.09274
raceSame 1.377 0.0 1.097 0.47(0.052828) (0.1285)
-0.01349 *** 
-0.01460 tabsDiffAge 0.01349 *** 0.987 0.0 0.01460 0.986 0.052(0.002887) (0.0075)
0.00584 *** 0.00545 **
absDiffHireDate 1.006 0.0 1.005 0.00027(0.000659) (0.0015)
1.97635 *** 1.60170 ***parent (0.185868) 7.216 0.0 (0.3960) 4.961 0.0(0.185868) (0.3960)
0.11666 0.15161
co-subordinate 1.124 0.18 1.164 0.56(0.087957) (0.2594)
-0.12895 *** -0.22670 ***commonParent 0.879 0.0 0.797 0.0(0.013679) (0.0366)
0.17037 ** 0.60999 ***"
floor 0. 1.186 0.0015 1.840 0.0(0.053691) (0.1034)
floor2 1.14120 *** 3.131 0.0 -0.32701 t 0.721 0.063
(0.105751) (0.1758)
1.13617 *** -1.05089 **
sameRoom 3.115 0.0 0.350 0.0018(0.112090) (0.3373)
0.45210 *
closeSeat 1.572 0.014(0.184322)
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
Now we will go through the parameters for homophily, organizational structure, and physical
proximity and analyze their significance. For comparison purposes, we are using the identical
parameters as we used for previous analyses (refer to Table 11 for parameter definitions). Job
titles are excluded from this analysis because there are too few new employees of each type to
test for significance.
The parameter absolute difference in age is slightly negative in both email and phone data. It
is very significant in email data and marginally significant in phone data. This result shows that
the further apart in age an employee is with a new hire, the longer it takes for the pair to make
contact. The negative parameter estimate of emails contact is in contrast with multiple regression
QAP analysis, which suggests that in steady state, age is no longer a factor in email
communication. MRQAP regression on phone data shows absDiffAge is also slightly negative
and significant, implying that age continues to be a factor in phone communication in steady
state. Because absDiffAge no longer has an effect in steady state for emails, age homophily may
be the result of social trends rather than part of the work process. In friendship networks, it is
reasonable for people to communicate more often with others of similar age. However, for work
related contact, age difference should not matter because communication should only depend on
work requirements.
The parameter absolute difference in hiring date is slightly positive and very significant in
both email and phone data. New employees are slightly more likely to make contact with
employees who have been in the company for a longer period of time. When interpreted with
absDiffAge, these parameters suggest that while new employees prefer to contact people of
similar age, by controlling for absolute age difference, they also favor contacting the more senior
members of the company. In MRQAP analysis of cross-sectional data, absDiffHireDate is
neither significant for phone or email, suggesting that in steady state, difference in hire date
becomes no longer important. When employees first start work, they may first contact their
bosses or other more senior members of the company for work-related matters. However, as they
get to know their colleagues better and as newer employees are hired, they tend to contact junior
employees as much as senior ones.
Another homophily parameter is raceSame, which checks whether being of the same race
decreases the time until first communication for a dyad. We find that raceSame is positive and
significant for emails but not for phone. This is most likely the result of the fact that editors on
the same language team tend to be of the same race. Because employees on the same team
communicate more often, people of the same race tend to contact each other earlier. People in
language teams do not have phones, so they are not included in the phone data. Thus raceSame is
not significant for phone data. This is again supported by MRQAP data showing that raceSame is
positive and significant in email data, but not significant in phone networks.
The last homophily parameter we test is sexSame. The results show that employees are more
likely to contact someone else of the opposite gender by phone calls. Gender is irrelevant in
email contacts. The significance of the parameter in phone networks is rather weak and we
conclude that just as in previous analyses, gender is not an important factor in communication.
Next we will study the effects of the organizational structure on the time it takes for first
contact. We do not include the child parameter but include the parent parameter because every
employee who joins has a boss, but few new employees join as managers (4 joined with
subordinates for email data, and 5 did for phone data). We do not have enough cases of managers
joining the firm to test the significance of the child statistic. The result shows that not
surprisingly, new employees are much more likely to contact their boss than others. The parent
parameter estimate has the largest magnitude in both email and phone networks. This reflects
previous analyses that have shown in steady state, the boss-subordinate relationship creates
strong ties.
The co-subordinate relationship is much weaker when a new employee first joins the firm. In
fact, it is not significant for either email or phone networks. This result suggests that when an
employee joins a company, he or she does not tend to make contact earlier with other employees
under the same boss. This contrasts with MRQAP data which shows that employees contact with
others under the same boss more. The difference in these two analyses implies that contacts with
others under the same boss are created over time by triadic closure of both employees'
connection with the boss. Initially, the new employee does not know the other people working
for the same boss. Over some period of time, they are introduced to each other by their common
boss and consistent contact is established.
The commonParent parameter shows that being farther apart on the organizational tree
increase the time until first contact. Though it is much smaller than parent in magnitude, the
commonParent parameter is very significant for both email and phone data. This confirms
previous results that show in steady state, the distance between two employees on the
organizational tree affects the amount of communication that goes between them.
The last group of statistics that we study is the physical proximity parameters. The first result
shows that being in the same room greatly decreases the time until first contact for email, but
greatly increases it for phone. This shows that people close together are more likely to establish
initial contact with each other over email, but not over phone. It makes very little sense for
employees in the same room to call each other, because they can simply talk to each other
directly. Phone data is not a good measure of communication in this case because people who are
close together are less likely to call each other, even though they have high levels of contact.
Email is a much better measure of contact, showing that proximity decreases time to initial
communication. This agrees with previous results that have shown proximity is positively
correlated with email volume, but negatively correlated with phone call volume.
The result from the floorl parameter shows that if a new employee works on the first floor,
he or she is likely to contact others on the same floor earlier by both phone and email. If the new
employee is on the second floor, the floor2 parameter shows that he or she is only more likely to
contact others of the second floor by email. Vertical proximity (being on the same floor) is
important when deciding who to make contact with. Previous results have shown that being on
the same floor increases communication volume. Current data reveals that, in general, being on
the same floor also decreases the time until first contact. However, for phone calls, there is a
negative effect of being too close to each other to call. The second floor is quite small, so even
though people on the second floor are more likely to contact each other (because of proximity
and because people on the second floor tend to be executives and they communicate with each
other more often), they are less likely to do it with phone because they can just talk face to face.
As supported by MRQAP analysis earlier, vertical proximity is important in making initial
contact as well as in steady state communication.
We have one extra parameter closeSeat to test for email but not for phone because phone
networks do not contain subtitle editors and the closeSeat parameter only applies to them. Being
seated close together also decreases the time for communication to begin. This supports MRQAP
analysis which also suggests that closeSeat is important in email communication in cross-
sectional data. Being seated close together increases communication both in initial stages of an
employee joining a firm and in steady state. This may partly be due to the fact that people seated
together are more likely to work on similar projects, which is not fully accounted for in the
organizational structure.
IX. Conclusion and Future Work
In this study, we have collected detailed communication data including phone calls, emails,
and meetings from a firm in California. From these data, we have constructed three types of
communication networks and recorded their changes over time. We have performed statistical
analyses on these networks and we will summarize our most significant findings here.
By simulating random networks based on actual networks, we have shown the significances
of some descriptive statistics of the communication networks. All actual networks have much
larger clustering coefficients than random networks, implying high levels of triadic closure.
Email and meeting networks also show tree-like communication structures and more inequality
in betweenness distributions. The degree distributions of actual networks have smaller peaks but
are larger on both ends than the distributions for randomly distributed edges. This type of
distribution indicates that many people communicate much more than average (possibly
managers), but some employees barely communicate at all. Edge weights for all three types of
networks follow power law distributions. This also indicates inequality in the volume of
communication.
Using the quadratic assignment procedure (QAP), we analyzed the effects of organizational
structure, job titles, homophily, and physical proximity on communication levels. We found that
of the effects we studied, the organizational tree has the strongest effect on communication.
Within the organizational tree, information flows vertically (boss-subordinate) rather than
horizontally (co-subordinate). Job titles also affect communication volume. Managers and
directors communicate much more frequently than technicians and editors. Though homophily is
generally observed in social networks, it is quite weak in communication networks of an
organization. In general, physical proximity increases communication levels. However, because
phone calls can easily be substituted by talking face-to-face for employees who work close
together, physical proximity is strongly negatively correlated with number of phone calls.
Though call volume is generally positively correlated with communication level, the opposite is
true when people are located close together.
With exponential random graph model (ERGM), we can model the same parameters as with
QAP, while also accounting for structural dependencies. Looking at parameter estimates for k-
triangles and k-two-paths, we can conclude that there is a strong tendency to form
communication triangles in both email and phone networks. We also conclude that it is easier to
have communication hubs in email networks than phone networks. In addition to these structural
parameter estimates, we also find strong evidence in ERGM that supports previous results in
QAP, though significances in ERGM tend to be weaker. The similarity of ERGM and QAP
results shows that both analyses can be helpful in social network studies.
Lastly, we look at how communication networks evolve over time. From the graphs of
descriptive statistics over a period of more than a year, we find that network statistics do not
change much. Though the phone network is more variable than the email network, neither
network appears to get denser or better connected over time. Because we exclude all employees
who join or leave during that time period, we can conclude that employees are not making more
contacts over time, but rather just switching old contacts for new ones. We also study the factors
that affect who a new employee talks to and how those factors differ from communication in
steady state. Using the proportional hazard rate model on the amount of time it takes to establish
communication, we find some significant differences. Homophily is a much bigger factor in
determining who to contact for new employees than for existing ones. This might be because
social trends affect new employees more than others. Also, compared to existing employees, new
employees are less likely to talk to others with the same boss. This implies that contacts among
employees under the same boss are due to triadic closure of boss-subordinate relationships. We
also find that physical proximity and other organizational structure parameters behave similarly
as in QAP and ERGM.
In the future, we would like to focus on how these characteristics of communication
networks affect individual productivity. We are interesting in seeing how the transfer of
information via different media relates to the amount of work done. If an employee
communicates often with a high producer, we would expect that employee's productivity to
increase too. By relating communication networks with productivity, we can gain insights into
how IT firms can invest in better communication infrastructure or worker training.
X. Appendix A: Creating Communication Networks
The first step of creating communication networks is entity resolution. All names, email
addresses, and phone numbers are turned into employee IDs. Employee IDs are small integers
unique to every employee. They are generally assigned incrementally by hiring order. Because
many employees eventually leave the firm, some employee IDs may no longer represent anyone.
The unused IDs are simply ignored and not reused for new employees. The use of employee IDs
has two major purposes: to protect the privacy of individual employees and to standardize IDs
across different data sets so comparisons can be made. Because of the difficulties of resolving
names, emails, and phone numbers to IDs, this step is the most complicated of the whole process.
The next step is to create adjacency matrices that represent social networks. Each node in the
matrix represents one person in the firm and a directed or undirected edge represents a
connection between two people. Phone and email networks both use directed edges, whereas
calendaring data uses undirected edges. An edge is created if there is contact from one node to
the other. Contact is defined to be a phone call, an email, or a meeting where both are present,
depending on the type of network. A matrix is created for each type of network and each time
period. The time period for each matrix can be adjusted, but we usually use a period of one
month. Phone and calendaring data only contain information usable within the firm and thus we
only create social networks of people within the firm. Email data, however, have external entities
that can be linked with internal entities, so we create the software for making additional matrices
for email data representing connections between people in the firm and people outside.
Once we have the network matrices in an appropriate format, we can import these into a
variety of data analysis software. For the purposes of this study, we are using UCINET (Borgatti,
Everett, & Freeman, 2002) to investigate the descriptive statistics of networks and to perform
quadratic assignment procedure (QAP) analysis. We are using an open-source statistical analysis
tool, R, with the statnet package (Handcock, Hunter, Butts, Goodreau, & Morris, 2003) for
analysis involving exponential random graph models.
We have created a C++ program, which we will call MakeNet, for entity resolution and
communication matrix creation. MakeNet contains approximately 2500 lines of code. It reads all
input data from text files and output the matrices into comma separated values (csv) files, with
one file per matrix. We also create the option of outputting the results in space separated values
files because certain software packages cannot read csv files. Data manipulation is all done in
memory for performance reasons.
a. In Memory Data
In memory global data structures consists of the following: matrices for representing
networks, maps from emails and names to employee IDs, and a linked list for each extension
number to match phone numbers to IDs.
There are two sizes of matrices: small matrices for internal to internal communication and
large matrices for communication between internal and external entities (only for emails). Small
matrices (less than 500x500) are represented by integer arrays of arrays (int[ ][ ]). Larger
matrices are represented by STL maps of integers onto STL maps of integers onto integers
(map<int,map<int,int>>). Smaller matrices do not take up much space in memory and can be
accessed faster using simple arrays of arrays. Larger matrices tend to be very sparse and using
arrays of arrays would waste a lot of memory. The STL structure map uses only the space needed
and has O(log(n)) lookup time, thus providing a good tradeoff between space and time.
STL maps (map<string,int>) are used for mapping all emails and names to IDs. There are
two maps, one for mapping names within the firm and another for mapping entities from outside
the firm. An array of linked lists is created to map extension numbers to employee IDs. There is
one linked list for each extension number. Because extension numbers change over time, each
node in the linked list is a new assignment or deletion of someone to that number. The details of
building the maps and linked lists will be discussed in the Entity Resolution section.
b. Entity Resolution
Entity resolution, the process of matching a name/email/phone number to an employee ID, is
an especially difficult challenge. First, we generate a list of all employees in the firm in csv
format. Each line of that file contains the name of a unique employee. Each line can contain
several elements (separated by commas); each element would be an alias of the employee, such
as nicknames, misspellings, or email addresses (stripped of everything after and including the @
symbol). The file is constructed from a list of all employees and the aliases are discovered by
going through all the email data. The process of finding all the nicknames and email addresses of
each employee is quite complicated. Some employees have multiple nicknames and use external
email addresses. To start off, we use the list of official names of all employees and match them
to email data. Most internal email addresses are in the form of first initial followed by the last
name, so we add that to our list of aliases automatically. Each email record contains an email
address, a name associated with the email address, or possibly both. If we see a record with both
an email address and a name, and if we match one of them to our records, we know the other one
belongs there too. We look through all email records to add new aliases and repeat until nothing
new can be found.
A complication that can arise from this method is that email addresses, when stripped of the
domain, are no long.unique. Two different people can have the same first part of their email
addresses and be in different domains. We remove the domain from the email address because
we want to be able to match people across different domains and many people keep the same
username for all their emails. We use a heuristic to solve most of this problem by manually
creating a list of commonly mismatched email usernames from the dataset, such as "david" or
"sales". When we actually perform the matching process, we do not allow matchings based only
on these usernames. The advantage of being able to match usernames across domains is
significant enough to outweigh the disadvantage of some over-matching of usernames. Because
the input email records are sometimes formatted incorrectly, the output file of names is checked
by hand to ensure integrity of all the aliases. This list of names is then read into MakeNet and
MakeNet assigns an employee ID to each person in the file. This mapping is saved in a STL map
of strings on integers, as discussed previously. Every element of a line is saved as an element in
the map and would be matched to the same ID (see Figure 16). During lookup, the program uses
a name or email address as the key and tries to find the associated value.
For phone data, we have collected the assignments of 4-digit extension numbers to
employees and their changes over time. The records collected are in plain text format and each
record contains the phone number changed, the name it was changed to, a date, and the type of
change (add, delete, modify). We used a Perl script to parse the plain text and output the result
into a csv file where each line represents an internal extension number and the data on each line
represents all changes made to that number. The output csv file, along with the record of every
phone call, is used as an input to MakeNet. When the main project starts up, it loads the csv file
into memory using an array of linked list, as discussed above (see Figure 16). For every node in
the linked list, MakeNet looks up the ID associated with the name (using the name to ID map)
and saves the ID rather than the name.
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Figure 16: Data Representation in Entity Resolution
All phone call records are either in a plain text format or csv format, but both contain
identical information. Historically, phone records have been stored as plain text, but because we
need to insert phone records into MySQL, all new phone records are created in csv format. For
each phone call, we are interested in the following: the time the call was made, the duration of
the call, the calling number, and the called number. To translate the phone numbers into IDs, we
first locate the linked list for that particular number in the array. Then we go through the linked
list node by node until we find one that is dated after the date of the phone call. We can then look
at the previous node and figure out who was assigned to that number at the time of the call.
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Calendaring data simply contains the names of employees in a meeting. MakeNet attempts to
match these names to IDs. For emails within the firm, MakeNet uses the previously constructed
list to match names or emails to IDs. For external emails, the process is more complicated.
MakeNet has a separate mapping of strings onto integers to match external names and aliases to
IDs. When it finds a name or email that does not appear in the map, it assigns a new ID to it and
puts it into the map. It is possible that two different IDs are initially assigned to an email and a
name, but it is later discovered that they actually belong to the same person. In this case,
MakeNet joins the IDs together and removes one of the IDs from the map.
c. Adjacency Matrices Details
Several different types of matrices are used in MakeNet. For internal phone, email, and
calendaring networks that tend to be small, we use integer arrays of arrays to save the matrices in
memory. A matrix is created per data type per time period. We also create a total matrix for each
data type over all time periods.
Each weight on an edge in the adjacency matrix represents the tie strength. For emails, edge
weight from A to B is incremented once for every email sent from A to B. If an email is received
by multiple people, then multiple edge weights are incremented. For calendaring networks, an
edge weight represent the number of times that pair has been in meetings together. When a group
of employees have a meeting, the edge weights of all pairs of people in the group are
incremented. This is because we assume that in a meeting, all people have a chance to
communicate with all others. Also, because we do not know the direction of communication in
meetings, we use undirected edges in this network.
For phone data, weights on the edges can either be the number of calls or the total time of
calls between two employees. We output one network representing the number of calls and
another one representing the total time. For our analysis, we are only using the network with the
number of calls. We believe that many short phone conversations show a stronger tie between
two individuals than a single very long conversation. Thus, the number of calls is a better
indication of tie strength. In general, these two networks are highly correlated (correlation
coefficient > 0.8), so using either network in our analysis would produce similar results.
For email data, we also have information on communication patterns between external
entities with internal employees. Due to the large number of external parties involved (>5000)
and the sparse connections between them, it is impractical to keep arrays of arrays. We use STL
maps instead, as described in the section In Memory Data. Since we only have email traffic in
which at least one end is within the firm, we make two matrices per time period, one for
communication from internal IDs to external entities and vice versa. This design, rather than
making a whole matrix, saves memory and disk space because we do not have external to
external communication data anyways.
d. Email Recovery
Automatic email data dumps into the MySQL database started in April 2007. However, there
was a system failure during June when the dump stopped. We were missing approximately one
month of data during that time period. To retrieve the missing data, we received a hard drive
with all emails sent between January and August 2007. We processed each individual email and
hashed the subject and contents with emailNet (van Alstyne & Zhang, 2003). The emails were
parsed in the same manner as in the automated dumps. The processed data is then put into new
tables with identical columns in the MySQL database. All the data are used together during
analysis.
XI. Appendix B: Data for Descriptive Statistics
a. Input Communication Data
We have created monthly communication data matrices for phone calls, emails, and meetings.
Phone data includes the time period July 2006 to December 2007, email data includes January
2007 to December 2007, and meeting data includes September 2007 to December 2007. A
network in the form of a matrix is created for each month by MakeNet. There are two types of
communication network outputs, one with weighted edges and one without. The weights on the
weighted edges are just the number of emails, phone calls, or meetings between two people in
that month. For unweighted edges, we use a volume cutoff to create an edge that is proportional
to the number of working days during that month. For an average month (slightly over 20
working days), 2 or more phone calls, 10 or more emails, and 2 or more meetings are enough to
create an edge. The cutoffs are picked so that the networks are not too dense but still retain
enough information for our models.
Because of the difference in uses for the weighted and unweighed graphs, we also use two
different output formats. The most commonly used format is the comma separated values (csv)
format. In the csv format, each data element is separated by a comma within each row. The rows
are separated by new lines. The csv format can be opened by Excel as a spreadsheet and edited.
We can also output the results in a space separated format. This format is very similar to csv
except that instead of commas, we use spaces. The advantage of this format is that it can be
easily read by many existing software used for social networking, such as R and SIENA. It is
difficult to include commas as a part of a data element in the csv format or to include spaces in
the space separated format. Because we are just outputting numbers in communication matrices,
we can avoid those two difficult cases. We can also include column and row labels (such as
names or employee IDs) in the outputs to make them easier to read.
b. Details of Calculating Descriptive Statistics
The software to simulate the desired communication networks are all written in R. We are
using a software package for R called statnet (Handcock, Hunter, Butts, Goodreau, & Morris,
2003) to calculate some of the network statistics and to simulate random networks. The code that
we have written consists of three files: one for calculating network statistics, one for simulating
networks, and one for displaying degree distributions.
First of all, our network data are read in from a space separated format into an in-memory
structure in R. Out of the network statistics that we study, statnet has functions for finding
betweenness, Bonacich's power measure, and the degree of each node. It can also calculate the
shortest path distance between any pair of nodes. To make these measurements useful, we need
to write our own software to interface with these functions and display them in a graphical
manner. We have written a function that finds the Gini coefficient given an array of numbers.
This function is used for finding the Gini coefficient of the betweenness distributions and the
Bonacich's power distribution. We also have coded a function to find the largest connected
component of a network given shortest paths among all its nodes. This function is used to find
the average shortest path distance among the nodes in the connected component and also the size
of the component. Even though UCINET (Borgatti, Everett, & Freeman, 2002) calculates the
clustering coefficient of a network, there is no easy programmatic way of interfacing it with R.
Instead, we write our own code to find the clustering coefficient, but we later verify it to have the
same functionality as in UCINET.
The file for simulating networks consists mainly of a function for generating simulated
networks and a function for displaying simulation results. There are also many helper functions
in the file. To generate a new network, we use a built-in function in statnet. The function takes in
the real network to be used as a model and the network properties to be kept constant in
simulated networks. For our purposes, we either keep the density of the network or the degree
distribution constant. For each simulation, we use the functions in the previously discussed file to
calculate the network statistics. We save all the network statistics, but due to memory size, we do
not save the actual simulated networks. Then, we iterate a larger number of times to find the
distribution of the network statistics for simulated networks (we use 1000 for the number of
iterations in this paper). Finally the function returns a list of network statistics and values. The
function for displaying simulation results uses R's plotting abilities. It normalizes and groups the
resulting values together by network statistics and plots them on boxplots. For flexibility, a
separate function selects the network statistics to plot. The display function also takes in the
original network as a parameter. The network statistics of the original network is normalized and
plotted on the same diagram as solid triangles for comparison purposes.
To display the degree distributions of the actual networks, we use the built-in histogram
plotter in R. The actual degree distribution is easily obtained with statnet. Knowing the average
density of the actual networks, we generate a binomial distribution of the same size with
p=average density. The binomial distribution is a simulation of the degree distribution if ties
form randomly and independently with equal probability p. Then we plot the binomial
distribution as a line on top of the histogram of the actual distribution for comparison.
We use Excel to create the tie strength distributions. The input format of choice is csv
because it can be opened as a matrix by Excel. Given the matrices of tie strengths, we use the
built-in Excel function for creating histograms. In addition, we also calculate the logarithms of
both axis and plot the resulting graphs in a scatter-plot in Excel. The best fit line is added for
showing the goodness of fit.
XII. Appendix C: Data for QAP Analysis
To be able to use the quadratic assignment procedure (QAP), we need to create an
appropriately-sized matrix for each parameter that we wish to test. Each matrix must match up
with communication matrices exactly with respect to the employees that are in each row and
column. All the programs used to output these matrices dynamically read in a list of employees
to be represented in them. This ability is useful for creating matrices of varying sizes. For
example, parameter matrices used for phone data have much fewer employees than those used
for email and calendaring data. The matrices are outputted in comma-separated values (csv)
format. We use UCINET 6's implementation of QAP for all of our analysis (Borgatti, Everett, &
Freeman, 2002). The matrices in csv format are converted to UCINET's own format. Each run of
QAP is seeded with a random number. In this section, we will describe the matrix creation
process for each parameter.
a. Retrieving Organizational Structure
As a part of the list of employees that we received from the firm, each person has a
supervisor field, which contains the employee ID of the superior of that person (the CEO's boss
is set to himself). From that link, we can construct the whole organizational hierarchy graph and
retrieve the desired dyadic properties including parent, child, co-subordinate, and distance to
common parent.
We have written a Perl script to extract the links from the list of employees, which is in
comma-separated values (csv) format. We create an array of integers with the length set as the
number of employees. Each index in the array represents an employee and the value stored in
that index is the employee ID of that employee's boss. With this array, given any employee, we
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can traverse up the organizational tree until we reach the CEO. Now it is just a matter of
outputting the desired four matrices for the parameters.
For the parent and child matrices, we use a nested for loop to loop through all possible dyads.
For each pair of employee, we test whether one of them is the boss of the other with the array
that we have created earlier. If that is the case, we output 1 in the appropriate matrix (parent or
child). In all other cases, we output 0. For the co-subordinate matrix, we do the same except to
compare the parent of both employees and test if they are the same. For the distance to common
parent matrix, we repeatedly traverse the parent links until we find the first parent that is
common to both employees. There are two paths to that parent, one from each employee. We
output the distance of the longer of the two paths. Note that the case where the distance to the
common parent is 1 is exactly when if one of the employees is the boss of the other (parent/child)
or both employees have the same boss (co-subordinate).
b. Retrieving Job Titles
We have also received the job title of each employee. We divided them into 7 groups of most
common job titles: VP (including the CEO), director, manager, supervisor, accountant,
technician, and subtitle editor. These 7 job titles cover the majority of the firm.
To create matrices for each job title, we wrote a Perl script that reads in job titles for each
employee and saved them in an array. For each job title and each pair of employees, it checked if
one or both of the employees are of that job title. For one of the matrices, it outputted 1 if at least
one employee is of the appropriate job title and for the other, it outputted 1 only if both are of the
same appropriate title.
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c. Retrieving Homophily
For each employee, we have his or her name, birthday, date of hire, and gender in a csv file.
We again use a Perl program to read in these data. For each pair of employees, we calculated the
difference in years between their birthdays and outputted the result for the absolute difference in
age matrix. We do the same for date of hire, except taking the difference in months instead. This
is because many people are hired in the same year. For the matrix for gender, we just output 1 if
the pair of employees match in gender and 0 otherwise.
Ethnicity is more complex because we need to derive an estimate of it from the person's last
name. We used the database at ancestry.com to look up each last name and find the possible
ethnicities of each person. To do so, we used LWP::Simple module in Perl to download web
pages with the HTTP protocol. We then parsed each HTML page with regular expressions to
retrieve a list of possible origins of the last name, and thus, an estimate of his or her ethnicity.
The ethnicity database on ancestry.com is finely grained, with most ethnicities representing a
country. A single last name can have multiple possible countries of origins and some last names
may not have a documented origin. For example, an employee can be assigned ethnicities
Spanish, Portuguese, and Italian by the program. For each pair of employees, their assigned
ethnicities are then matched against each other. If at least one possible ethnicity from each
person is the same, then we assume that this is a match and output 1 in the ethnicity matrix; if
none of the ethnicities match, then we output 0; if one of the employees does not have a
documented last name, we set the output to blank. While this measure of ethnicity is not perfect
because of ambiguities in each last name, it does give us a good idea of whether two employees
are from similar cultural backgrounds.
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d. Retrieving Physical Proximity
We have received a copy of the firm's floor plan as shown previously (see Figure 9), but also
with names of every employee written in on his or her seat location. The names are inputted into
csv files and edited manually. For the employees that have offices, each group of employees in
the same office is located together in the csv file. For employees that are seated in rows of desks,
we input each employee's desk assignment in one file and the desk arrangement in another. With
both files, we can figure out which two employees are seated close together. Finally, we make
another file that includes everyone on the second floor. With another Perl program, we parse
each file and output matrices representing whether any pair of employees are located in the same
office, seated close together, or both seated on the same floor.
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XIII. Appendix D: ERGM Cutoff Sensitivity Analysis
For our main ERGM analysis, ties are created for dyads with communication that exceeds 25
email messages or 1 phone call. These cutoffs are chosen to be the lowest values such that the
models are not degenerate. To be sure that our results are not a coincidence based on the cutoffs
we have chosen, we ran the same models for higher values of tie creation. For email, we created
additional networks with cutoffs of 30, 50, and 80. For phone, we created additional networks
with cutoffs of 2, 4, and 6. The results are shown in Table 23 and Table 24.
The immediate effect of increasing the cutoff is that there are fewer ties. Having fewer ties
should decrease the edges parameter and we see this in both datasets. In email data, the
alternating k-star parameter becomes negative and significant as the cutoff goes up. This
suggests as the number of ties go down, so does the likelihood of having communication hubs.
Also, notice that the alternating k-triangle parameter consistently decrease as the cutoff is
increased. This means that triadic closure becomes less important when there are fewer ties.
In general, all the parameter estimates for organizational structure, job position, homophily,
and proximity stay similar at different cutoffs. However, the standard errors of most parameters
tend to increase when there are fewer ties. This is reasonable because when there are few ties to
test against, it is more difficult to establish significance of a parameter. One notable change in
parameter estimates is for parent and child. Both parameter estimates increase as cutoff is
increased for email and phone networks. This suggests that relatively, more of the remaining ties
are of boss-subordinate relationship. This supports our previous analysis in MRQAP where we
found the boss-subordinate relationship greatly increases the volume of communication between
a dyad. When higher communication volume is required for tie creation, boss-subordinate
relationships are more likely to remain than others. Since other parameters do not change much
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in significance, we conclude that our previous analysis remains valid. In fact, it is preferable to
have a lower cutoff because that generally leads to lower standard errors.
Table 23: Cutoff Sensitivity for Email ERGM
Cutoff=25 Cutoff=30 Cutoff=50 Cutoff=80
Coefficient Signif Coefficient Signif Coefficient Signif Coefficient Signif
-4.6533 *** -4.8584 *** -4.9005 *** -6.1893 ***
edges <1e-04 <1e-04 <1e-04 <1e-04(0.2550) (0.3073) (0.3337) (0.5634)
-0.5456 -0.2807 -1.0533 ** -1.0583 *
alt k-star 0.3058 0.5675 0.0075 0.0110(0.5327) (0.4911) (0.3944) (0.4162)
alt k- 1.7819 *** 1.7530 *** 1.2022 *** 0.7374 *** 00005
<le-04 <le-04 <1e-04 0.0005triangle (0.1568) (0.1514) (0.1391) (0.2146)
alt k-two- -0.1069 *** -0.0988 *** -0.0794 * -0.1110
<le-04 0.0001 0.0292 0.1296paths (0.0197) (0.0257) (0.0364) (0.0732)
3.3878 *** 3.1527 *** 3.2433 *** 3.9048 ***
child <1e-04 <1e-04 <1e-04 <1e-04(0.407826) (0.4836) (0.3460) (0.3913)
3.7792 *** 3.9781 *** 4.0506 *** 4.2880 ***
parent <1e-04 <1e-04 <e-04(0.5216) (0.5629) (0.3712) (0.4326)
co- 0.4733 0.4962 0.3425 1.3593 **0.1122 0.1163 0.2512 0.0024
subordinate (0.2979) (0.3160) (0.2985) (0.4487)
0.7150 *** 0.6458 ** 0.7876 *** 0.9954 **
comPar2 <le-04 0.0016 0.0004 0.0065(0.1552) (0.2049) (0.2259) (0.3660)
0.3464 t 0.3814 t 0.3105 0.1819
comPar3 0.0608 0.0668 0.2204 0.6555(0.1847) (0.2080) (0.2533) (0.4077)
0.0076 0.0486 0.1546 0.5325VP 0.9570 0.7410 0.4509 0.1164(0.1408) (0.1470) (0.2050) (0.3392)
0.5328 ** 0.4682 * 0.4496 * 0.8893 **director 0.0015 0.0181 0.0226 0.0051(0.1674) (0.1981) (0.1972) (0.3179)
0.4851 *** 0.5483 ** 0.6438 *** 0.9485 ***
manager 0.0005 0.0072 0.0004 0.0004(0.1388) (0.2040) (0.1827) (0.2706)
0.6443 *** 0.6344 ** 0.4578 * 0.7844 *
(0.1935) (0.2015) (0.2170) (0.3384)
-0.0865 -0.1349 -0.1166 -0.3830
accountant 0.5417 0.3992 0.4962 0.2189(0.1418) (0.1600) (0.1714) (0.3116)
-0.1118 -0.0962 -0.1026 -0.5068 *
sexSame 0.3937 0.5572 0.5415 0.0423(0.1310) (0.1640) (0.1681) (0.2496)
raceSame -0.2590 t 0.0837 -0.1518 0.5197 0.4268 0.1304 -07131t 0.0958(0.1497) (0.2358) (0.2821) (0.4281)
-0.1417 -0.1067 -0.1017 0.0357
diffAgel0 -0.1417 0.3982 -0.1067 0.5646 -0.17 0.5528 0.0357 0.8913(0.1677) (0.1853) (0.1714) (0.2616)
diffHire30 0.3152 * -0.3207 * -0.2418 -0.4532 t 00650diff~ire30 0.0218 0.0241 0.1311 0.0650(0.1374) (0.1422) (0.1601) (0.2456)
0.1281 0.2324 0.5378 * 1.3968 **floor 1 0.3652 0.2489 0.0157 0.0015(0.1415) (0.2015) (0.2227) (0.4404)
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Table 24: Cutoff Sensitivity for Phone ERGM
Cutoff=1 Cutoff=2 Cutoff=4 Cutoff=6
Coefficient Signif Coefficient Signif Coefficient Signif Coefficient Signif
edges -3.7126 *** -4.1004 *** -4.3369 *** -4.7969 *** <e04(0.2004) <le-04 (0.2277) <1e-04 (0.2705) <le-04 (0.4068)
-1.1934 ** -0.9999 ** -1.2589 *** -1.1180 **(0.3685) 0.0012 (0.3556) 0.0050 (0.3490) 0.0003 (0.3924) 0.0044
alt k- 1.4083 *** 1.2482 *** 1.0407 *** 0.7291 **
triangle (0.1104) <le-04 (0.1168) <le-04 (0.1588) (0.2335)
alt k-two- -0.0693 *** 0.0006 -0.0289 0.0046 0.0975 t 0.0705
paths (0.0202) (0.0243) (0.0326) (0.0539)
2.2691 *** 1.9318 *** 2.5140 *** 3.1192 ***child 2.691 <le-0,. <le-04 <le-04 " <le-04(0.3435) (0.3919) (0.3996) (0.4272)
1.4636 *** 1.8066 *** 2.3801 *** 2.7857 ***parent (0.3800) 0.000 (0.3988) <Ie-04 (0.4576) <le-04 (0.4760) <le-04
co- 0.8888 *** 0.8291 ** 1.0286 ** 1.1006 *
subordinate (0.2542) 0.0005 (0.2807) 0.0031 (0.3567) 0.0039 (0.4609) 0.0169
comPar2 0.4770 ** 0.0013 0.4419 ** 0.0060 0.4071 t 0.0938 0.6155 0.0538(0.1487) (0.1609) (0.2429) (0.3191)
comPar3 0.1197 0.4369 0.1402 0.4545 0.1681 0.4880 0.2205 05148(0.1539) (0.1875) (0.2424) (0.3385)
-0.2185 * -0.1349 -0.1640 -0.5141
(0.1009) 0.0303 (0.1422) (0.2051) 0.4238 (0.3464)
.1771 0.3084 * 0.6338 *** 0.5771 *director 0.1771 t 0.0577 0.0317 0.0006 0.0223(0.0933) (0.1436) (0.1853) (0.2525)
0.2984 *** 0.4780 *** 0.7064 *** 0.8617 ***
(0.0855) (0.1330) (0.1891) (0.2404)
0.1581 t 0.2717 * 0.3967 * 0.4632 0supervisor 0.1581 - 0.0691 0.0355 0.0364 0.0709(0.0870) (0.1292) (0.1896) (0.2565)
-0.1204 
-0.0824 
-0.2556 
-0.2549accountant 0.0940) 0.2001 0.4466 0.1396 0.3075(0.0940) (0.1082) (0.1730) (0.2498)
sexSame -0.0757 -0.0690 0.6070 -0.0772 -0.2431
(0.1208) (0.1342) (0.1752) (0.2412)
-0.1222 -0.1706 -0.0759 0.2714raceSame -0.1222 0.4637 0.3366 0.7640 0.3579(0.1668) (0.1776) (0.2529) (0.2952)
-0.2781 * -0.3742 ** -0.3199 t -0.7573 **diffAge0 0.0103 0.0034 0.0807 0.0076(0.1083) (0.1279) (0.1831) (0.2837)
-0.1804 t 0.0785 -0.1308 -0.3790 * -0.2934diffHire30 (0.1025) 0.0785 (0.1191) 0.2718 (0.1769) 0.0321 7) 0.2190(0.1025) (0.1191) (0.1769) (0.2387)
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-0.0169 0.0983 0.0628 0.0716floor -0.0169 0.8728 0.4493 0.7324 0.7815(0.1052) (0.1300) (0.1838) (0.2584)
floor2 -0.1575 0.3789 -0.0475 0.8533 -0.7837 t 0.0866 -0.5092 0.3355
floor2 0.3789 0.8533 0.0866 0.3355(0.1790) (0.2570) (0.4572) (0.5287)
-1.1833 * -1.6764 * -1.7773 * -1.1178
sameRoom 0.0140 0.0140 0.0279 0.1571(0.4815) (0.6826) (0.8083) (0.7901)
Significance codes: '***' 0.001;'**' 0.01;'*' 0.05; '-' 0.1
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XIV. Appendix E: ERGM Results for Calendaring Data
We have tested the calendaring data with exponential random graph model at various settings
(different number of iterations, MCMC sample size, and cutoff for edge creation). The model
only converges when the cutoff for edge creation is unreasonably high (more than 20 meetings in
a month). At that level of cutoff, the communication network becomes very sparse, with about
0.5% of all possible edges filled. Because of the sparse nature of the graph, it is difficult to
interpret the results. Thus, we do not analyze it in detail as we did for phone and email data.
Nevertheless, we shall report the results here for completeness.
Table 25: ERGM results for calendaring data
Org Structure Homophily Proximity
Coefficient Significance Coefficient Significance Coefficient Significance
-7.0744 *** -7.03359 *** -7.66245 ***
edges < le-04 (0.44520) < le-04 (0.73798) < 1e-04(0.4219) (0.44520) (0.73798)
2.9477 *** 2.99813 *** 2.87175 ***
alt k-triangle < le-049224) < le-04 (0.30396) < le-04(0.2798) (0.29224) (0.30396)
3.5242 *** 3.77099 *** 3.74666 ***
child < le-04 < 1e-04 < le-04(0.6620) (0.59058) (0.66253)
3.7687 *** 3.73091 *** 3.99941 ***parent < le-04 < le-04 < le-04(0.5877) (0.60492) (0.71761)
co- 1.3946 ** 0.91117 t 1.16517 *0.00739 0.05535 0.032917
subordinate (0.5205) (0.47545) (0.54611)
1.5499 ** 1.43140 ** 2.08065 ***
comPar2 0.00141 0.00313 0.000711(0.4852) (0.48418) (0.61431)
0.3430 -0.04547 0.79492
comPar3 0.47784 0.94140 0.241559(0.4832) (0.61847) (0.67872)
-0.09000 -0.03978
sexSame 0.09000 0.75318 -0.03978 0.889332(0.28621) (0.28590)
-1.24507 -1.09873
raceSame -1.24507 0.11483 1.09873 0.177547(0.78948) (0.81478)
0.80854 * 0.64686diffAgel0 (0.34482) 0.01907 0.46058) 0.160239(0.34482) (0.46058)
diffHire30 0.08991 -0.33904 0.378105(0.27109) (0.38464)
0.22322floorl (0.46390) 0.630407(0.46390)
0.62320floor2 0.57708) 0.280219(0.57708)
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0.68143
sameRoom 0.66733) 0.307233(0.66733)
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
In Table 25, we have included the results of ERGM for calendaring data on structural
dependencies, organizational structure, homophily, and proximity. The cutoff for edge creation is
20 meetings. Job titles are excluded from this analysis because there are not enough edges in the
network to interpret the effect of any job title. For the structural dependencies, only alternating k-
triangle with zero decay is included because adding other parameters produces degenerate
models.
Even with very few edges, we can still see some similar results to phone and email data. The
positive alternating k-triangle statistic suggests that triadic closure has a significant effect on the
network. This is not surprising since in a meeting, everyone communicates with everyone else,
thus creating many triangles. For organizational structure, we see that the child and the parent
parameters are the greatest in magnitude and have the highest significance. Both co-subordinate
and comPar2 are also significant and positive. For homophily, only the parameter for the
difference in age is significant, which agrees with previous QAP analysis. The proximity result,
however, shows no significance at all.
Similar to phone and email estimates, we also performed goodness of fit tests on calendaring
data (Figure 17). Because of the sparseness of the matrix, the fit appears to be worse than those
of email and phone data. We still see that our model underestimates the number of k-triangles for
high values of k, indicating that not all clustering effects are accounted for. The graph for
minimum geodesic distance shows that most dyads are not even connected indirectly. The in-
degree and out-degree graphs also show that we underestimate the number of nodes without any
ties.
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Figure 17: Goodness of fit graphs for
calendaring parameter estimates
110
o_C
,et
0
a
2i
D
H
H
r
6
eo
en
XV. Appendix F: Data for Analysis of Dynamics
a. Software for Descriptive Statistics over Time
The communication network data for the section of describing network property over time
are explained in Appendix A: Creating Communication Networks. In previous sections, we have
only used a single time period for each type of network for cross-sectional analysis. Now, we
create a function in R to read in a sequence of time periods specified by the start year, start
month, end year, and end month. The function also takes in as a parameter a string prefix for the
location to look for the network files. It returns an array of networks for processing.
For creating graphs of results of descriptive statistics of network evolution, we use the same
codebase as for simulating network statistics (see Appendix B: Data for Descriptive Statistics).
Instead of randomly generating networks, we calculate the set of descriptive statistics of each
network and save the results in a list of arrays. The exact same functions for calculating statistics
are used both in this section and in simulating networks. We then use R's built-in graphing
functions to help plot the descriptive statistics of both email and phone networks on the same
graph. However, we have created a plotting function flexible enough to take any number of
observation points and any number of types of networks. To make the codebase flexible for
additional types of networks to be added, we have a helper function that plots one type of
network at a time. To add another type of network to the graph, we simply call the helper
function again. In the case of two networks, we create the additional functionality of using two
differently scaled y-axes, one for each type of network. The advantage of putting two different
scales on the same graph is that we can visualize relative changes in different networks even
though their absolute values are very different. A good example of having two scales is the graph
for the size of the largest connected component. Email networks have more users and thus have
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bigger connected components. If the two were graphed on the same scale, then we would barely
be able to see any change in the phone network statistics at all.
b. Software for Network Growth
The Cox proportional hazards model requires new input data formats. First of all, because we
need to monitor the communication of newly joined employees, we add them to the employee
list in MakeNet to create networks with them. Separately, we have two lists of employees: one
for new employees who join during the observation period, and the other one for existing
employees who are in the firm for the whole observation period. The list of newly joined
employees has a date of hire associated with each employee name. We use Perl to read in these
lists and create datasets appropriate for the proportional hazards model.
We have parameter matrices from multiple regression QAP that we can reuse. However,
since we only care about contact between new employees and existing ones, we can ignore the
majority of data in the matrices. We have written a Perl script that parses the relevant parameter
from the matrices and saves them temporarily in memory. These parameters will be outputted in
a different format once we find the time period until first contact.
Also, we need to know how long it takes for a tie to be established after an employee joins
the firm, and monthly communication networks are too coarse of a measure of time. Because
MakeNet is flexible with the length of each time period that the networks represent, we simply
use it to create new communication networks with a time period of two days each. Now, since
each network only contains contact within a two-day period of time, the amount of time until tie
creation can be found with accuracy of two days. Once the networks are created, we use Perl to
read in each network in chronological order. At each new time period, we check to see if any
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new employees are hired. If someone is hired, we start to track their communication with other
employees. Then we check if any new employees have initiated contact with any existing
employees, or vice versa. If they have, we record this particular dyad as "done" and save the
amount of time elapsed between hire date and the current date. We repeat this process for all
time periods. At the end of the observation period, there would remain many dyads with no
contact between them at all. We record the total period of observation for those dyads and that
there has been no contact.
We output the data in a table format with one row per dyad. A binary bit for each dyad
describes with whether contact was made in the observation period. If so, an integer time
indicates the amount of time for tie creation. If not, the integer value indicates total observation
time. Also each row contains a list of parameters showing the relationship between the two
employees. All data within each row are integers and space separated. To use the proportional
hazards model, we read the table into R as a data frame. We finally use the built-in function
coxph to model the survival of dyadic communication. The results of the coxph function are
reported in Table 22.
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XVI. Appendix G: Results for October and November
To ensure that our previous analyses from September are not just coincidences for that month,
we repeat the same process for October and November of 2007. In this section, we present the
results from those two months and compare them with previous results. In Table 26, Table 27,
and Table 28, we present the MRQAP parameter estimates for all three months. From these
tables, we can see that most significances remain across months of data and that the parameter
estimates agree quite well. Similarly, Table 29 and Table 30 contain the results of ERGM
estimates for email and phone data from October and November. The parameter estimates for
ERGM also agree very well across the three months. One notable difference is in the co-
subordinate parameter for email. In both October and November, the co-subordinate parameter is
positive and significant. This suggests that working for the same boss improves the likelihood of
email communications, even accounting for triadic closure and proximity. Taking the co-
subordinate results from all three months together, we can conclude that while including triadic
closure and proximity weakens the co-subordinate effect, it is still significant in certain time
periods.
In Figure 18 and Figure 19, we simulated network statistics for October and November's
communication networks while keeping the degree distribution constant. Figure 20 and Figure
21 show simulated network statistics while keeping the network density constant. This is a repeat
of what we did for September. By looking at the results, we can see that almost all of the
statistics agree quite well with September findings. One notable exception is the mean geodesic
distance in the largest component for calendar data in October. It is negative but not significant,
compared to positive and significant in September. However, the same statistic in November
agrees with the September result. This statistic implies that the meetings network is especially
114
well connected in October, with lower geodesic distance compared to other months. The network
for October could be an outlier or it could simply mean a large variance in connectivity of
meetings networks from month to month. For MRQAP, ERGM, and descriptive statistics, since
almost all the findings from October and November agree with September results, we can
conclude that our analyses for September are representative for other months as well.
Table 26: Summary of Email Parameters for MRQAP across Different Months
September October November
Coefficient Significance Coefficient Significance Coefficient Significance
Intercept 2.930269 3.826474 3.770054
co-subordinate 2.134754 ** 0.005 2.866657 ** 0.005 2.895985 ** 0.005
child 38.561321 ** 0.005 47.120003 ** 0.005 42.560200 ** 0.005
commonParent -0.387406 ** 0.005 -0.486328 ** 0.005 -0.561405 ** 0.005
parent 41.072304 ** 0.005 51.955597 ** 0.005 47.681507 ** 0.005
VP2 7.609944 ** 0.010 10.739899** 0.005 6.887218 ** 0.010
VP 0.451529 0.139 0.525723 0.114 0.376947 0.234
director2 11.641547** 0.010 14.660820** .0.010 10.466716** 0.010
director 2.108868 ** 0.005 1.735340 * 0.015 1.357474 * 0.025
manager2 2.813143 * 0.020 3.327423 * 0.020 2.792742 * 0.030
manager 2.571262 ** 0.005 2.636283 ** 0.005 2.178519 ** 0.005
supervisor2 6.653949 * 0.015 8.503459 ** 0.010 13.072347 ** 0.005
supervisor 1.605039 ** 0.005 1.875062 ** 0.005 2.132277 ** 0.005
accountant2 1.901234 * 0.040 1.934101 * 0.045 1.613623 t 0.060
accountant 0.460649 0.159 0.302191 0.274 0.274456 0.308
technician2 -2.536371 ** 0.005 -2.695241 ** 0.005 -2.864253 ** 0.005
technician -1.183579 ** 0.005 -1.340011 ** 0.010 -1.364434 ** 0.010
sub editor2 -1.407724 ** 0.005 -1.917779** 0.005 -2.312274 ** 0.005
sub editor -1.243768 ** 0.005 -1.323386 ** 0.005 -0.920811 * 0.020
sexSame -0.217491 * 0.050 -0.233095 t 0.055 -0.235894 * 0.025
absDiffAge -0.009642 0.254 -0.013017 0.249 -0.016229 0.219
absDiffHireDate -0.008874 * 0.020 -0.006902 t 0.070 -0.003231 0.224
raceSame 0.484693 t 0.060 0.729790 * 0.025 0.584694 * 0.050
sameRoom 5.281565 ** 0.005 6.310997 ** 0.005 4.832848 ** 0.005
closeSeat 9.415960** 0.005 13.885171 ** 0.005 16.006224 ** 0.005
floor1 0.804269 * 0.015 0.560024 0.109 0.821361 t 0.055
floor2 3.240952 ** 0.010 3.749214** 0.005 0.788650 0.134
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
Table 27: Summary of Phone Parameters for MRQAP across Different Months
September October November
Coefficient Significance Coefficient Significance Coefficient Significance
Intercept 0.785834 0.728634 0.755885
co-subordinate 0.936481 ** 0.005 1.233404 ** 0.005 0.772380 ** 0.005
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child 3.202906** 0.005 4.316408** 0.005 4.166998** 0.005
commonParent -0.122597 ** 0.005 -0.119264** 0.005 -0.123049** 0.005
parent 1.988472 ** 0.005 1.989727 ** 0.005 2.248235 ** 0.005
VP2 -0.551441 * 0.015 -0.183983 0.328 0.046531 0.373
VP -0.101900 0.234 0.040231 0.378 0.122413 0.239
director2 0.795009 * 0.030 0.442816 0.104 0.489996 t 0.075
director 0.294895 * 0.035 0.404927 ** 0.010 0.360123 ** 0.005
manager2 0.169971 0.194 0.533641 * 0.040 0.112230 0.259
manager 0.454927 ** 0.005 0.500188 ** 0.005 0.276906 * 0.030
supervisor2 -0.325412 t 0.100 0.207759 0.234 0.705907 t 0.075
supervisor 0.357830 * 0.015 0.440763 ** 0.010 0.474448 ** 0.005
accountant2 -1.048672 ** 0.010 -1.140337 ** 0.010 -0.940777 ** 0.005
accountant -0.232041 * 0.035 -0.116472 0.184 -0.052947 0.338
sexSame -0.057421 0.204 -0.099164 0.104 -0.012854 0.428
absDiffAge -0.008535 t 0.085 -0.007192 0.139 -0.012766 * 0.050
absDiffHireDate -0.003661 * 0.030 -0.003655 * 0.035 -0.003362 * 0.015
raceSame 0.198372 t 0.070 0.236898 t 0.075 0.103830 0.184
sameRoom -0.772070 * 0.015 -1.020754** 0.005 -0.657383 ** 0.010
floorl 0.175869 t 0.085 0.054167 0.318 0.112122 0.164
floor2 -0.410547 ** 0.005 -0.323751 ** 0.010 -0.400865 ** 0.005
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
Table 28: Summary of Calendar Parameters for MRQAP across Different Months
September October November
Coefficient Significance Coefficient Significance Coefficient Significance
Intercept 0.282471 0.338163 0.179711
co-subordinate 0.299988 ** 0.005 0.294836 ** 0.005 0.196516 ** 0.005
child 3.316637 ** 0.005 4.242955 ** 0.005 4.052459 ** 0.005
commonParent -0.055446 ** 0.005 -0.063570 ** 0.005 -0.058170 ** 0.005
parent 3.315090 ** 0.005 4.241173 ** 0.005 4.050825 ** 0.005
VP2 4.364769 ** 0.005 5.562868** 0.005 6.146870 ** 0.005
VP 0.414483 ** 0.005 0.475422 ** 0.005 0.627412** 0.005
director2 5.151128 ** 0.005 6.026675 ** 0.005 5.203047 ** 0.005
director 0.757133 ** 0.005 0.806304** 0.005 0.878125** 0.005
manager2 1.237449** 0.005 0.918737 * 0.015 1.986775 ** 0.005
manager 0.374292 ** 0.005 0.362113 ** 0.005 0.567979 ** 0.005
supervisor2 1.751301 ** 0.005 2.025743 ** 0.005 3.644311 ** 0.005
supervisor 0.027438 0.368 0.078835 0.164 0.175494 t 0.060
accountant2 -0.127493 t 0.065 0.414081 * 0.015 0.298141 * 0.045
accountant -0.102685 * 0.040 -0.114058 * 0.040 -0.102771 t 0.090
technician2 -0.234790 ** 0.010 -0.059267 0.328 -0.154084 t 0.075
technician -0.154804 ** 0.005 -0.147027 * 0.030 -0.127636 * 0.050
sub editor2 -0. 123966 ** 0.005 -0.107092 * 0.040 -0.041608 0.284
sub editor -0.195967 ** 0.005 -0.148975 * 0.015 -0.198806 ** 0.005
sexSame -0.022348 * 0.025 -0.033232 * 0.035 -0.020477 0.104
absDiffAge 0.002149 0.139 0.000402 0.483 -0.002052 0.249
absDifflHireDate -0.001121 * 0.040 -0.000178 0.413 -0.000828 0.189
116
raceSame 0.012806 0.333 0.039081 0.149 0.121095 * 0.015
sameRoom 0.546585 ** 0.005 0.759565 ** 0.005 0.694285 ** 0.005
closeSeat -0.061000 0.284 0.112977 0.149 0.229620 t 0.075
floorl 0.130102 ** 0.005 0.052960 0.164 0.204306 ** 0.005
floor2 1.263319 ** 0.005 1.882455 ** 0.005 0.891912 ** 0.005
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
Table 29: Summary of Email Parameters for ERGM across Different Months
September October November
Coefficient Significance Coefficient Significance Coefficient Significance
-4.653342 *** -4.13822 *** -5.03781 ***
(0.255051) (0.52919) (0.54222)
alt k-star -0.545550 0.305775 -1.36750t 0.05975 -1.10748 0.29937(0.532653) (0.72625) (1.06707)
1.781910 *** 1.95226 *** 2.39534 ***
alt k-triangle (0< le-04 (045< le-04 (0.30293) < le-04(0.156831) (0.45126) (0.30293)
alt k-two- -0.106869 *** -0.18943 *** -0.14324 **
< le-04 < le-04 0.00144paths (0.019714) (0.02077) (0.04493)
3.387813 *** 3.56677 *** 3.98105 ***
child < le-04 < le-04 < le-04(0.407826) (0.59384) (1.02112)
3.779217 *** 4.24228 *** 4.94396 ***
(0.521571) (0.92486) (0.89786)
co- 0.473320 1.51018 *** 1.42735 *0.112177 < le-04 0.02868
subordinate (0.297927) (0.28808) (0.65225)
0.714952 *** 0.66713 *** 0.89828 * 0.01638
comPar2 < le-04 < le-04 0.01638(0.155219) (0.16309) (0.37413)
comPar3 0.346355 t 0.060845 0.49798 ** 0.00300 0.78878 0.07026comPar3 0.060845 0.00300 0.07026(0.184726) (0.16773) (0.43566)
0.007602 0.48485 ** 0.49412
VP 0.956960 0.00170 0.14149(0.140849) (0.15440) (0.33603)
0.532811 ** 0.60976 *** 0.58825 *
director 0.001469 < le-04 0.04407(0.167431) (0.15175) (0.29211)
0.485122 *** 0.63759 *** 0.49074 *
(0.138841) (0.14434) (0.22690)
0.644292 *** 1.03425 *** 1.46877 ***
supervisor 0.193492) 0.000874 (0.14504) < le-04 (0.29097) < le-04(0.193492) (0.14504) (0.29097)
-0.086545 0.13366 0.07466
accountant 0.541676 0.44533 0.79884(0.141804) (0.17511) (0.29295)
-0.111758 -0.25910 * -0.36467
sexSame 0.393718 0.04719 0.24506(0.131025) (0.13053) (0.31369)
raceSame -0.259008 t 0.083721 -0.36994 * 0.03564 -0.56144
raceSame 0.083721 0.03564 0.20040(0.149735) (0.17604) (0.43844)
-0.141656 0.04831 -0.13149diffAgel0 -0.141656 0.398279 0.04831 0.72408 -0.13149 0.64094(0.167689) (0.13684) (0.28192)
-0.315264 * -0.20405 -0.79281 **diffHire30 0.021829 0.15559 0.00919(0.137434) (0.14367) (0.30425)
117
0.128112 0.14753 -0.31125floor 1 0.365243 0.28283 0.39397(0.141484) (0.13735) (0.36510)
0.152565 0.00471 -0.68180
floor2 0.540879 0.98269 0.22227(0.249485) (0.21704) (0.55856)
0.698223 t 0.63200 _ 0.79893
sameRoom 0.698223 0.0503743200 0.08429 0.83 0.33652(0.356753) (0.36604) (0.83123)
Significance codes: '***' 0.001; '**' 0.01; '*' 0.05; 't' 0.1
Table 30: Summary of Phone Parameters for ERGM across Different Months
September October November
Coefficient Significance Coefficient Significance Coefficient Significance
-3.71260 *** -3.513502 *** -3.70656 ***
(0.20036) (0.175515) (0.18121)
-1.19340 ** -1.306554 ** -1.43483 ***
alt k-star 0.001209 0.004729 0.000686(0.36852) (0.462333) (0.42241)
1.40827 *** 1.353229 *** 1.37288 ***
alt k-triangle (0.11035) < le-04 (0.110048) < le-04 (0.1< le-04(0.11035) (0.110048) (0.11570)
alt k-two- -0.06934 *** -0.113101 *** -0.09972 ***0.000583 < le-04 < le-04
paths (0.02015) (0.018283) (0.02099)
2.26913 *** 2.424983 *** 2.88621 ***
child < le-04 < le-04 < le-04(0.34351) (0.270641) (0.34197)
1.46359 *** 1.681525 *** 1.46941 ***
(0.37995) (0.329547) (0.32656)
co- 0.88875 *** 0.656414 ** 0.85501 ***0.000475 0.007629 < le-04
subordinate (0.25418) (0.245945) (0.21343)
0.47699 ** 0.554769 *** 0.43192 **
comPar2 0.001349 < le-04 0.001894(0.14874) (0.131165) (0.13898)
0.11968 0.309345 * 0.27461 t
comPar3 0.11968 0.436937 0.309345 ** 0.007632 0.27461 0.051383(0.15394) (0.115911) (0.14092)
-0.21849 * -0.124445 -0.01701VP 0.030325 0.245357 0.873527(0.10086) (0.107113) (0.10686)
0.17712 0.057713 0.287892 ** 0.25619 *director 0.057713 0.008700 0.014198(0.09331) (0.109696) (0.10444)
0.29835 *** 000491 0.323391 *** 0.30050 **
manager 0.000491 0.000813 0.001729(0.08554) (0.096535) (0.09586)
0.15807 0.267482 * 0.51572 ***
supervisor t 0.069123 0.016578 0.000148(0.08695) (0.111609) (0.13585)
-0.12042 -0.041306 0.05856
accountant 0.200108 0.647870 0.543262(0.09398) (0.090436) (0.09632)
-0.07571 -0.086360 -0.09204
sexSame 0.530726 0.408346 0.405948(0.12077) (0.104442) (0.11074)
raceSame -0.12222 0.463660 -0.019807 0.880925 0.21603 0.089046(0.16677) (0.132221) (0.12702)
-0.27813 * -0.162175 -0.33104 **
diffAgel0 (010832) 0.010261 0.10197 0.111825 (0.10506 0.001635(0. 10832) (0. 101979) (0.10506)
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XVII. Appendix H: MCMC Diagnostics of ERGM on a Large Network
As a part of our ERGM analysis, we tried to use ERGM on networks of size 236x236.
However, we find that the model becomes degenerate at that size. In this appendix, we include
the MCMC diagnostics of the mo8el results for email data. In the following figure, we show
traces of all the model parameters. We can see that for many parameters, the normalized values
from the traces are not converging towards and varying around sample statistics (always
normalized to be 0). Because these parameters do not vary around the sample, the generated
networks are not similar to the real communication network, so the parameter estimates are
unreliable.
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Figure 22: MCMC diagnostics of an ERGM for a 236x236 network
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