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1 章 序論 
1.1 ゲーム AI概論 
ゲーム AI とは，本稿では「人間プレイヤの相手をするコンピュータプレイヤの
意思決定に用いられる技術や，なんらかの意思決定手法を搭載したコンピュータ






















































































これら 2 つの実験の結果より，新たなゲーム AI の提案を行う．一つは「強い花




















2 章 ゲームの分類と意思決定手法 
ゲームには数多くの種類があり，研究されてきたものは膨大な量になる．本章
では第一にゲームを 2 つに分類し，それらの特徴を記述する．その後，ゲーム A
I の研究で用いられる手法についてまとめる． 
 
3 章 ゲーム AI を強化する研究 





















































[1] iRobot “i7 シリーズ｜ロボット掃除機 ルンバ | アイロボット公式サイト” 
https://www.irobot-jp.com/product/i7/index.html 
[2] Google “Google I/O で注目の TensorFlow ロボット、その「賢さ」を支える



















































ものが表 2-1 である[1]． 






囲碁(9 路盤) 1038 







































































てくる．ここで挙げたゲームはスコアが 50 という結果になる(図 2-5)．よってこ
こで考えたゲームは先手・後手ともにスコア 50 になるような手を打ち，ゲーム
が終局するだろう．以上の手順で打つ手を決定するのが Min-Max 法である． 
 
 
図 2-2 ゲーム木の例 
 
 




図 2-4 Min-Max 法: 親ノードのスコアを計算 
 











める．図 2-6 の A のノードに着目すると，スコア 71 の子ノードを読んだ段階で





発生する．次に図 2-7 の B のノードに着目する．B の親ノード C は後手の局面
で，スコアは子ノードの最小値を取る．これより C のスコアは B を読んだ時点で



















































ている．将棋の AI である Ponanza Chainer はディープラーニングのライブラリ
である Chainer を学習に採用し[5]，2017 年の第 27 回世界コンピュータ将棋選
手権で準優勝を達成している[6]．また対戦型ゲームに留まらず，一人用ゲームの
プレイにも機械学習を利用する例が存在する．Hado らは様々な一人用ゲームに
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を 1 つ動かす．その際，以下のルールに従う． 
⚫ 通常の駒は斜め前にのみ動ける(図 3-2 左)． 
⚫ 敵陣一番奥まで到達すると駒が昇格する．この時，その駒をキングと呼称す










図 3-1 チェッカー: 初期配置 
 
図 3-2 チェッカー: 駒の移動 
 








る．これより AI はどの駒を動かすと勝利に近づくのかを考えるものである． 
初期の AI はアーサー・サミュエル(Arthur Lee Samuel)が作成した「Samuel 
Checkers-playing Program」が世界初のチェッカープログラムとして知られてい
● ● ● ●
● ● ● ●



























その後の 1989 年には，アルバータ大学のジョナサン・シェーファー(Jonathan 
Schaeffer)らによって「Chinook」のプロジェクトが開始された[6]．Chinook プ
ロジェクトの目標は当時最も強いチェッカープレイヤであるマリオン・ティンズ
リー(Marion Tinsley)を打ち負かすことであった．ティンズリーは Chinook と対
局するまでの 40 年のプロ期間中，たったの 3 敗しかないようなプレイヤである．  
Chinook は 1990 年，ティンズリーに次ぐ成績を収めティンズリーへのタイトル
挑戦権を得ることに成功した．1992 年に対局が実現したが，この時は 2-4-33 で
Chinook が敗れている[7]．それでも Chinook の 2 勝は，ティンズリーにつけた 4
























⚫ キング: 王将 
⚫ クイーン:飛車と角行を合わせたもの 
⚫ ルーク:飛車 
⚫ ビショップ: 角行 
⚫ ナイト: 桂馬を上下左右の方向 
30 
 







図 3-4 チェスの駒 
 
図 3-5 チェス: 初期配置 
初期の AI にディープ・ブルーが挙げられる．ディープ・ブルーはチェス専用の
スーパーコンピューターであり，前身のディープ・ソートを改良したものである．
これは 1990 年代に IBM で開発された．ディープ・ブルーは計算速度に優れてい













Fritz 4 である．これはスマートフォン上の AI でありながら 2009 年のチェス上




ときは 2 回戦を 0-2 で敗れている[11]．その後の 1996 年にディープ・ブルーとの
対戦が行われ，ディープ・ブルー側が 1 勝を挙げたことで話題となったが，結果







ブルグ(Sergey Erenburg)と AI の Komodo との対局が行われ，Komodo 側のポー








































AlphaGo が対局したもので特に有名なのが 2016 年に行われた韓国のプロ棋士で
あるイ・セドル九段とのマッチである．イ・セドルとは，21 年のプロ期間に世界
王者を 18 回獲得しているような人物で，事前記者会見では自信を見せていた[22]．





以下の棋譜は[23]より引用した．図 23 は第 4 局 77 手目までを表示したものであ
る．ここまでで黒の AlphaGo が優勢で，白のイ・セドルは苦戦を強いられてい
た．しかし，イ・セドルの 78 手目，白 11 九が妙手となり，AlphaGo が一転不利
になった[24]．AlphaGo はこの後悪手を連発し，黒 101 手目までそれが続いた(図 
24)．結局 AlphaGo はこの差を埋められずに 180 手で投了した．この局はモンテ
カルロ木探索の弱点であると David Ormerod は評している． David によれば，

















現在 AlphaGoは AlphaGo Zeroを経て，汎用 AIの AlphaZeroとなっている[26]．
AlphaGo Zero は自己対局，ニューラルネットワークの学習と評価により成り立





















 3-8)や副露選択(図 3-9)に UCT を採用し，上級者の牌譜一致率や対局の実力を
調査したものである． 
 
図 3-8 捨牌選択 
 











高いとしている．c は 1000 のときが最もよく，得点のスケールに合っているから
であると分析している．ループ回数の変化は，一部例外はあれども多くなれば良
いとしている． 
対局実験では，グリーディプレイヤと UCT プレイヤの対局，SVM プレイヤと
UCT プレイヤとの対局，この 2 種類を設定している．対グリーディプレイヤの対
局結果は，UCT プレイヤが和了率と得点収支のいずれも上回り，対 SVM プレイ
ヤでもほぼ互角の性能を発揮したとしている．そして結論として，UCT は麻雀の
ような複雑なゲームにも有効である可能性があると結論づけた．  
また，AlphaGo の手法を用いたものに，Dwango Media Village の開発した深
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図 4-1 に花札の札一覧を示す．図 4-1 の通り花札はトランプのようにスートが
別れている．トランプの場合は 13 枚×4 スートの 52 枚であるが，花札は 4 枚×
12 ヶ月の 48 枚である． 
スートの呼称は図 4-1 の右より「松・梅・桜・藤・菖蒲・牡丹・萩・芒・菊・













図 4-1 花札の札一覧 
 
図 4-2 光札 
 
図 4-3 タネ札 
 












① 双方が 1 枚札を引き，親を決める．月が早い方の札を引いた者が初回の親と
なる． 
② 親は双方の手札に 8 枚，場札に 8 枚を配る(図 4-5)． 
この時一度に配らず相手に 4 枚，自分に 4 枚，場に 4 枚を二回繰り返す． 
残りの札は山札として伏せておく． 
③ 配り終えたら親から以下の行動を繰り返す． 















どちらかが上がるまでを 1 局とし，12 局終了時点での文数が多い方が勝ちとな





表 4-1 花札の役一覧 
役名 文数 説明 組み合わせ 
五光 15 光札を 5 枚 
 
 
四光 10 光札のうち柳を除く 4 枚 
 
 
雨四光 8 光札のうち柳を含む 4 枚 
 
 (1 例) 
三光 6 光札のうち柳を除く 3 枚 
 
 (1 例) 
猪鹿蝶 6 萩に猪・紅葉に鹿・牡丹に蝶の 3 枚 
 
 
表菅原 6 松に鶴・梅に鶯・桜に幕の 3 枚 
 
 
赤短 6 松のタン・梅のタン・桜のタンの 3 枚 
 
 
青短 6 牡丹のタン・菊のタン・紅葉のタンの 3 枚 
 
 
七五三 6 萩に猪・菖蒲に八橋・桜に幕の 3 枚 
 
 
花見で一杯 5 桜に幕・菊に盃の 2 枚 
 
 
月見で一杯 5 芒に月・菊に盃の 2 枚 
 
 
タネ 1～ 種札 9 枚のうち任意の 5 枚 (省略) 
タン 1～ 短冊札 10 枚のうち任意の 5 枚 (省略) 





図 4-5 こいこい: 初期状態 
 
 





図 4-7 こいこい: 取り札の整理 
 
 




5 章 モンテカルロ木探索での強さの表現 
本章では，ゲーム AI によく用いられるモンテカルロ木探索について述べ，モン
テカルロ木探索を用いてゲーム AI を強くする研究を示す． 
 








③ 勝敗や得失点など，ゲームに使われる数値を記録する  









































図 5-2 モンテカルロ木探索: 有望な手に多くのプレイアウト 
 
図 5-3 モンテカルロ木探索: 木の成長  
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5.3 木探索と UCBの組み合わせ: UCTの誕生 
5.2 のモンテカルロ木探索と UCB を組み合わせたものが UCT である．UCT は
2006 年に Kocsis らによって提案された[3]． 
 
5.3.1 UCBとは 
UCB(Upper Confidence Bounds)は「多腕バンディット問題(Multi-armed 























𝑈𝐶𝐵(𝑖) = ?̅?𝑖 + 𝑐√
2 ln 𝑛
𝑛𝑖







② 式(5-1)に従って UCB を計算する．式(5-1)中の?̅?𝑖は払い出しの平均値とすれ
ばよい． 
③ その後は UCB が最も高いマシンを選択してコインを投入し，UCB を更新す
る． 
具体例が以下の図である．ある時点での UCB が図 5-5 だとする．ギャンブラ
ーは UCB が最も高いマシンをプレイする．その結果払い出しがあったりなかっ




















UCB をモンテカルロ木探索へ応用したものが UCT で，期待値の推定に UCB
を適用するのである．UCT の概要図を図 5-7 に示す．図 5-7 における丸囲み数
字が UCB である． 
UCTはモンテカルロ木探索の各ノードを多腕バンディット問題であると見なし
て UCB を計算して木探索を行う．木探索の方法は， 





③ 利得をたどったノード全てに加え(図 5-9)，ノードの UCB を更新する(図 
5-10)． 









図 5-8 UCT: ルートを選択 
 
図 5-9 UCT: 利得を加算 
 
















② UCT を一回行う． 
③ ①，②を規定回数繰り返す． 










ートに自分の手札の 1 枚を置き，その 1 段深いところに相手の手札を置く．木の
末端ではプレイアウトが行われる．この木を手札の枚数分作成し，各手札を探索
する(図 5-13)．なお本来はさらに 1 段深いところに自分の手札を置く必要がある
が，現在では木を成長させずに 1 段読みのみでシミュレーションを行っている．





















図 5-11 探索する局面 
 





図 5-13 UCT 探索木 
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⚫ 式(5-1)中の𝑐 =1，𝑋?̅?: 獲得文数の平均 
⚫ UCT ループ回数: 2000 
⚫ 実験回数: 20 対局 
実験は花札に慣れている人間プレイヤで行い，正確な評価が行えるように努める． 
20 対局行った獲得文数のグラフを図 5-15 に示す．横軸が対局回数，縦軸が UCT
プレイヤの獲得文数を表している．文数がプラスの場合は UCTプレイヤの勝利，
マイナスの場合は人間プレイヤの勝利と定めると，図 5-15 からは UCT プレイヤ
の 14 勝という結果が見える．またこの実験において，1 対局の平均獲得文数は









ためここに掲載する．図 5-16 は対局中のある局面である．この状況は，UCT プ
レイヤが花見で一杯と月見で一杯を同時に完成させようとしていて，手札には役
の完成に必要な菊のタネの札を持っている．さらに場札には菊のカスがあり，す
ぐにでも役の完成が見込まれる状況となる．この時の UCB が表 5-1 である．当
然のことながら，菊に盃の札の UCB が最も高くなっている． 
 
図 5-16 ある局の場札と UCT プレイヤの手札 
 
表 5-1 図 5-16 の局面の UCB 
オーダー 選択 UCB 
1(最善手) 菊のタネ 12.13 
2 Other 2.42 











図 5-17 図 5-16 の局の開始時点 
 
表 5-2 図 5-17 の局面の UCB 
オーダー 選択 UCB 
1(最善手) 桜のカス 7.346 
2 芒の月光札 4.746 
3 Other 3.196 






















局実験を行った．20 回の対局実験の結果，コンピュータプレイヤが 14 勝を挙げ，
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6.2.1 サッカーゲームにおける NPCの行動検討 
高橋らは，サッカーゲームの NPC が人間プレイヤを楽しませることができる行
動は何かを検討している[2]．この中では，高橋らが定めた面白さを与えられると
思われる行動をとる NPC を 4 チーム分作成し，人間プレイヤが操作する一人と
共闘させて行動を評価する手法で実験が行われた．作成したチームは, 
⚫ T1: 人間プレイヤの位置を優先的に観測する行動を取る NPC 





⚫ T4: 消極的なフォーメーションを取る行動を取る NPC 
である．いくつかの実験の結果，「楽しさが T2 < T1, T4 < T1, T2 <T3, T4 < T3, 







とに評価値を 0 に近づけるような手を打つものである．この AI と人間プレイヤ
の対局実験を実施し，プレイヤへアンケートを取り AI を評価している．その結
果，AI が強すぎる・弱すぎると評価したプレイヤは面白くないと評しており，













6.2.3 対戦格闘ゲームの AIがもたらす面白さ 
石原らは対戦格闘ゲームの AI や操作法がプレイヤの感じる面白さに与える影
響について分析している[5]．石原らは UCT とルーレット選択，およびルールベ
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次の 2 点である． 
1. 各局でやり取りされる得点を大きくする 
2. 対局終了時の得点を±0 付近に調整する 
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𝑆𝑒𝑙𝑒𝑐𝑡 ℎ𝑎𝑛𝑑 =  {
max
𝑖
(−𝑈𝐶𝐵(𝑖))                𝑤𝑜𝑛 𝑖𝑛 𝑙𝑎𝑠𝑡 𝑡𝑖𝑚𝑒 
max
𝑖
𝑈𝐶𝐵(𝑖)                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒















仮に演出プレイヤが 6 文を得たならば+6 を記録し，グリーディプレイヤが 5 文
を得たときには+5 を記録する．得た得点を積み上げることにより，1 対局の中で
どの程度大きな得点のやり取りができるかを観測する．  
図 7-1 に 12 対局行ったときの得点の記録を示す．横軸が対局回数，縦軸がやり
とりされた得点の総数である．それぞれの対局において，最終的に 60 文を超え
るやり取りを達成できていることがわかる．また 90 文近くのやり取りがなされ
ている対局も存在している．90 文のやり取りということは，1 局あたり 7 文前後








図 7-1 対局でやり取りされた得点 
 
典型的と思われる 1 つの対局で得られた結果を図 7-2 に示す．横軸が局回数，
縦軸が演出プレイヤの得た得点である．得点がマイナスの場合は演出プレイヤが
失点したことを意味する．この対局ではやり取りされた得点の合計が 68 文であ













いる．図 7-3 はある局で観測された演出プレイヤが選択した札の UCB の変化で
ある．図ではターンを減るたびに UCB が減少していることがわかる．演出プレ
イヤはとにかく負けようとするため，式(7-1)より UCB が最も低い札を選択する．


















𝑆𝑒𝑙𝑒𝑐𝑡 ℎ𝑎𝑛𝑑 =  {
min
𝑖
| 𝑝𝑜𝑖𝑛𝑡 +  𝑈𝐶𝐵(𝑖) |                 𝑝𝑜𝑖𝑛𝑡 > 0 
max
𝑖
𝑈𝐶𝐵(𝑖)                           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒













得点を±0 へ調整できないかを考えた．一例として，演出プレイヤが 7 文のプラ
スである場合を挙げる．演出プレイヤの得点がプラスであることから，式(7-2)に









































表 7-1 対局者のコメント 

































した．実施期間は 2018 年 3 月 16 日から 4 月 2 日まで，調査に同意したのは 76












(ア) あなたの考える面白さとは（自由記述・複数回答）  
(イ) あなたの考える面白くなさとは（自由記述・複数回答）  
(ウ) その他花札に対する考え（自由記述・複数回答）  
これらの質問に答えてもらうこととした． 
 
7.3.2 調査結果 1: 調査対象者の特性 
(1)年齢および性別 
まず性別であるが，男性 61 人で 100％であった．また年齢は幅広く，10 代から
50 代までであり，平均は 31.9 歳であった．年齢の分布は図 7-5 の通りである． 
 
 






花札の経験を聞いた質問であるが，長い者で 15 年，短い者で 1 年半であった． 
 
 
図 7-6 花札をやっている年数(N=61) 
 
(3)花札を行う頻度 





図 7-7 花札の面白いところ(N=61)  
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図 7-9 花札の面白くないこと(N=61) 
⚫ 早い段階で安い役で上がられた時 








⚫ 花見・月見の文数や採用の有無を考えるべきでは？(2 枚で 5 文は安易すぎる) 
⚫ 主流はこいこいだが，ミツ(3 人打ち)である花合わせも市販ゲームや flash ゲ
ーム，オンラインゲームになるといい． 
⚫ インフレルールを取り入れたら今の時代に合うのではないか．  









集計をした結果，10 代と 20 代，30 代から 50 代で考える面白さに傾向がある




















図 10 は年齢層別の「あなたの考える面白くないところ」を示したものである． 
 





















関するもので，27 人（若年層 6 人，高年層 21 人）から意見があった．そのほと








い倍・7 文倍」というルールであり，「こいを 1 回するたびに得点が 2 倍になる」


































































































図 7-13 実験用ゲーム画面 
 
7.4.4 実験結果 
ここでは特徴のあった 1 局面を示す．図 7-14 はゲーム中の 1 局面，図 7-15 は
図 7-14 の局面の始めから終わりまでの心拍数の変化である．心拍数のグラフは，
縦軸が計測された心拍数，横軸が時間である．横に行くにつれて手番が進行して

















図 7-14 ゲーム中の 1 局面 
 

















花札の AI を強くする研究を行った結果，強すぎる AI は面白くない AI である
ことが判明した．そこで，人間プレイヤに面白さを与えるコンピュータプレイヤ


































8 章 結論 
ゲーム AI の研究が今盛んに行われており，研究が着手されているゲームも多い．
本研究もゲーム AI を研究しようと考え，未だ着手されていない分野である花札
の AI を研究したものである．以下，各章の総括を述べる． 
 
1 章 序論 
1 章では各章の概要を述べるとともに，研究背景を記述した．  
 










3 章 ゲーム AIを強化する研究 































7 章 面白さを表現するためのアプローチ 
ゲーム AI の研究の第 2 段階として，6 章と同様に人間プレイヤへ面白さを与え
る花札のコンピュータプレイヤを作成できないかを検討した．この中で，手始め
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