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1.1 研究背景 
  近年，コンピュータによる機械設計においては，3 次元 CAD システムが広く利用されている．3
次元CADでは3次元の立体をコンピュータ内で表現する必要があり，その表現方法にはワイヤー
フレーム，サー フェス，ソリッドがある．システムにより用いている表現方法は異なるが，現在は，ソリ
ッドモデルに基づいたシステムであるソリッドモデラが主流となっている．ソリッドモデラの主要な機
能として，集合演算が挙げられる．集合演算の利用により，簡単な立体を組み合わせて複雑な形
状の立体を設計することができる．しかし，数値誤差や複雑な処理などのために，集合演算の途中
でシステムが破綻してしまう場合がある．その場合には，ソリッドモデラのユーザはモデリングを続
行することができなくなってしまう．集合演算の完全な安定化は，ソリッドモデリングにおける重要な
課題である． 
 
1.2 ソリッドモデルの集合演算の安定化に関する研究 
  ソリッドモデルの集合演算において，完全な安定性を得ることは非常に困難である．その原因
は，主に以下の2つである． 
 (1) 浮動小数点演算による数値誤差 
 (2) 曲面を扱う際の近似計算の利用 
  ソリッドモデラでは，2 つのソリッドを干渉する位置に配置し，それらの集合演算をおこなうことに
よって形状を作成していく．集合演算処理では，幾何判定の結果を用いて位相の変更をおこなう．
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浮動小数点演算や近似計算を用いた場合，それらに伴う数値誤差により幾何情報と位相情報の
間に矛盾が生じ，処理が破綻してしまう可能性がある． 
 
1.2.1 浮動小数点演算による数値誤差の問題及びその対策 
  現在，一般的に利用されているソリッドモデラでは，浮動小数点演算を用いて処理がおこなわ
れている．浮動小数点演算は，高速に処理をおこなうことが可能であるが，データ長の限られた固
定精度演算であるため，丸め誤差や桁落ちなどの数値誤差を生じる．このような誤差を含んだ数
値を集合演算アルゴリズムに適用した場合，位相情報と幾何情報の間に矛盾が生じ，処理が破綻
する可能性がある．この問題に対処するために，許容誤差を用いる手法や位相優先法，厳密に正
確な演算（exact arithmetic）を用いる手法が提案されている． 
  許容誤差を用いる手法は，最も一般的に利用されている手法である．この手法では，非常に接
近している幾何要素は同じ位置を占めているとみなして処理をおこなう．単純に許容誤差を用いた
手法では，一致判定の同値関係が破綻してしまうことが指摘されている[Forrest1987][Hoffmann 
1989]．その問題を解決するために，幾何要素の許容誤差を可変にしたシステム[Segal1990]も提
案されているが，許容誤差が実用的でないほど大きくなることがあるという問題がある．この手法で
は，完全な安定性を実現できる保証はなく，誤差に対する対策をおこなうことにより更なる処理の複
雑化を引き起こしている． 
  位相優先法[Sugihara1994]は，数値計算の結果よりも位相構造の無矛盾性を優先させ，数値
計算の結果は位相構造と矛盾しない場合にのみ採用する手法である．この手法では，位相構造を
矛盾なく判定することができたならば，数値計算にどれだけ誤差があろうとも処理が破綻することは
ない．しかし，数値計算の結果が位相構造と矛盾するかどうかを判断することや数値計算の結果を
あまり信用せずに位相構造を決定することは困難であり，そのため，位相優先法に基づくアルゴリ
ズムを作成することは非常に困難である．位相優先法は，現在のところ，Voronoi 図作成，凸多面
体と平面との交差問題などの比較的単純な問題にのみ適用されている[Sugihara1994]．しかし，
凹多面体を含む形状どうしの集合演算などの広い問題に適用可能な手法は，現在，存在していな
い． 
  厳密に正確な演算を利用することによって，幾何アルゴリズムの完全な安定性を実現できる．厳
密に正確な演算とは，表現された数値を数学における数値計算の理論に厳密に合致して計算を
おこなう手法のことをいう．したがって，浮動小数点演算を利用した場合のように理論やアルゴリズ
ムを複雑化させることなく，完全に安定なアルゴリズムを作成することができる．厳密に正確な演算
には，可変倍長（または多倍長）整数演算，有理数演算などがある．厳密に正確な演算では可変
長の整数型などを利用するため，数値のデータ長が増大し，処理速度が低下するいう欠点があ
る． 
 
1.2.2 曲面を扱う際の近似計算の利用の問題及びその対策 
  曲線，曲面を持つ立体を扱うソリッドモデラでは，集合演算の際に曲線，曲面の干渉処理をお
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こなう必要がある．曲線，曲面の干渉処理を代数的におこなう場合には，非常に高次の代数方程
式を扱わなければならない．例えば，広く利用されている双3次 Bézier曲面どうしの干渉を考える
と，双3 次 Bézier 曲面の陰関数式は 18 次式であるので，それらの交差により生じる曲線は324
次式となる．交点の座標値は，このような高次代数方程式の解である．代数方程式は，その次数が
5 次以上の場合には代数的に解くことができない．したがって，交点の正確な座標値を求めること
はほとんどの場合において不可能である．そこで，一般的には幾何的 Newton-Raphson 法
[Yamada1995]などの近似計算を利用して交点算出をおこなっている．幾何的Newton- 
Raphson法は非常に高速に解を算出することができるが，その解は近似解であるため数値誤差を
含んでいる．近似計算を利用して完全に安定な処理をおこなうことはできない． 
  集合演算アルゴリズムにおいて位相に変更を加えるためには，交点の正確な値は必ずしも必
要ではなく，3 曲面の交点の有無が正確に判定できればよい．この判定に厳密に正確な演算を利
用できれば，数値誤差による幾何判定の誤りをなくすことができる．交点は代数方程式の解である．
代数方程式の解の存在判定及び存在範囲の決定をおこなう手法として，区間解析を利用した手
法[Duff1992][Walster1997]や Sturm列を利用した手法[Togawa1971]がある． 
  区間解析（interval analysis）は，浮動小数点演算により生じる数値誤差を適切に見積もること
により真の値を含む区間を算出するものであり，区間どうしの演算である区間演算（interval 
arithmetic）を用いる．区間演算には，演算をおこなうごとに区間が大きくなるという問題がある．し
たがって，区間演算が繰り返しおこなわれた場合，区間が実用的でないほど増大してしまう．区間
演算を用いて方程式の解の存在判定をおこなうWalster による手法[Walster1997]は，区間に複
数個の解が存在する場合，解の個数を求めるためには分割統治的に繰り返し演算をおこなわなけ
ればならない． 
  それに対して，Sturm 列を利用した手法は，区間に複数個の解が存在する場合でも1 回の手
続きで区間内の解の個数を求めることができる．この手法に厳密に正確な演算を用いることにより，
代数方程式の解の個数を正確に判定することが期待できる． 
 
1.2.3 厳密に正確な演算を用いたソリッドモデラ 
  数値誤差による処理の破綻を防ぐためには，厳密に正確な演算を用いることが必要である．厳
密に正確な演算を用いてソリッドモデルの集合演算をおこなう手法が，これまでに幾つか提案され
ている． 
 
 (1) 杉原の手法 
  杉原は，整数を用いてソリッドモデルの集合演算をおこなう手法を提案している[Sugihara 
1987][Sugihara1994]．この手法では，プリミティブの集合演算により望まれるソリッドの作成をお
こなう．平面式係数を基礎データとして持ち，平面式係数は整数で表現される．集合演算により新
たな頂点が生成されるが，このような頂点の座標は面分の交差として算出される． 
  整数演算を用いたソリッドモデラでは，集合演算及び座標変換が繰り返されると，幾何データの
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表現に必要な整数の精度が増大する．これを防ぐために，座標変換に関して制限を加え，集合演
算により生成されたソリッドの座標変換を許さないこととしている．すなわち，プリミティブの座標変
換のみが許される． 
  座標変換は，平面式係数に対しておこなわれる．座標変換には浮動小数点演算を用いており，
変換後の平面式係数をある精度で整数に近似する．座標変換後の平面式係数も整数で表現され
ているため，これらから算出される頂点座標も整数で表現される． 
  この手法では，変換後の平面式係数の近似をおこなうため，その際に発生する数値誤差により
多面体の表現に矛盾が生じる場合がある．4 つ以上の面分が接続する頂点を持つ多面体を座標
変換した場合には，誤差によってこれらの面分が同一の頂点で交差しなくなる．そこで，3 面頂点
多面体のみをプリミティブとして許している． 
 
 (2) Fortuneの手法 
  Fortuneは，多重精度（多倍長）の整数演算を用いて，境界表現の多面体ソリッドモデラを作成
している[Fortune1995]．Fortune のソリッドモデラでは，杉原の手法と同様に平面式係数を基礎
データとして持つ． 
  座標変換行列は整数で表現され，したがって，変換後の平面式係数は整数で表現される．座
標変換を整数でおこなうため，変換後の平面式係数の桁数は増大する．そこで，整数の精度に応
じて平面式係数の丸めをおこなっている．丸めの結果，ソリッドの形状はわずかに変化し，ソリッド
が自己交差を起こす可能性もある．このような場合には，単純化と呼ばれる処理をおこなうことによ
って，自己交差している多面体から単純な多面体を取り出している．この手法は，杉原の手法とは
異なり，頂点に4つ以上の面分が接続する場合でも座標変換をおこなうことはできるが，そのような
頂点の近傍では望ましくない微細な位相構造を持つこととなってしまう． 
  整数演算を効率的におこなうために，浮動小数点フィルタを利用している．幾何判定をおこなう
際，まず浮動小数点演算による概算をおこなう．評価値が誤差の範囲より大きな値となった場合に
は，その結果を用いて判定をおこなう．評価値が誤差の範囲よりも小さい場合には，整数により正
確な演算をおこなう．このように，浮動小数点フィルタを用いることで，整数演算の回数を減らし，幾
何判定の効率化をおこなっている． 
 
 (3) Benouamerの手法 
  Benouamer は，有理数演算を利用した境界表現の多面体ソリッドモデラを作成している
[Benouamer1993]．このソリッドモデラでは，幾何情報は有理数で表現されているが，浮動小数
点数の情報を有理数に変換する，あるいは有理数の情報を浮動小数点数に変換する機能を持つ．
浮動小数点数で表現されたソリッドを用いて集合演算をおこなう場合には，ソリッドの位相と幾何の
矛盾が生じないように，すべての面分を3角形に分割して演算をおこなう． 
  有理数による正確な演算は，効率的ではない．そこで，演算の効率化のために，Lazy Exact 
Arithmetic[Benouamer1993b]という演算方法を用いている．Lazy Exact Arithmeticは C++
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のライブラリとして用意されており，各要素はinterval とdefinition という2 つのデータを持つ．
interval は 2 つの浮動小数点数で表現された区間であり，真の値はその区間内に存在する．
definitionは，2つの整数により表現された有理数，あるいは記号化された数式を格納している．こ
の手法では，有理数演算の利用を可能な限り避け，浮動小数点演算により幾何判定をおこなうこと
で，処理の効率化をおこなっている． 
 
 (4) 荒川の手法 
  荒川は，3角形BRep（Boundary Representation）に，3つの頂点が同一直線上となるゼロ3
角形を導入した超3角形BRepを提案している[Arakawa1999]．BRepでは，多角形面分を用い
て表現，処理がおこなわれるが，多角形に基づくBRep はデータ構造や処理が複雑なものとなっ
てしまう．構成する面分を3角形に限定することにより，データ構造や処理を大幅に単純化すること
ができる．しかし，3角形BRepでは，形状演算などの処理において3角形の数が急激に増大する
といった欠点を持つ．超3角形BRepは，この欠点をゼロ3角形の導入により解決している．ゼロ3
角形を用いることで，より少ない実3角形（通常3角形）で面分を表現することができる．したがって，
超 3角形 BRepは，従来の3角形 BRepに比べ効率的な処理が可能となる． 
  超3角形BRepは，データ構造や処理アルゴリズムが単純であるため，処理系の高信頼性を確
保しやすい．しかし，幾何演算の誤差によって処理が破綻する危険性はある．そこで，超3 角形の
形状処理に，完全同次処理[Yamaguchi1996][Yamaguchi2002]を導入している．完全同次処
理では，可変長の整数演算により無誤差で演算をおこなうことが可能である．整数演算には桁数
の増加という問題がある．この手法では，ゼロ3角形を利用することで，1回の集合演算の際に，交
点データの桁数がある上限以上に増大しないようなアルゴリズムを用いている． 
  集合演算が繰り返された場合には，整数の桁数は際限なく増加してしまう．そこで，1 回の集合
演算が終わるたびに頂点データの桁数の切り下げ処理をおこなっている．この切り下げ処理の結
果，同一形状内の面と面が交差する自己干渉が起こるなどの形状の矛盾が発生する．このような
形状の矛盾を発見し，修正する手法も提案されている． 
 
 (5) Manochaの手法 
  Manocha らは，有理数による正確な演算を用いて，曲面を持つ立体を扱うことのできる境界表
現ソリッドモデラを作成している[Keyser1997][Keyser2002]． 
  Manochaのソリッドモデラでは，曲面はトリム曲面パッチを用いてパラメトリックに表現される．干
渉処理の際必要となるため，曲面は陰関数表現のデータも保持している．トリム曲面パッチは，位
相的に多面体の面分と同様に扱うことができる．トリム曲面パッチは面分，トリム曲線は稜線，トリム
曲線の端点は頂点に対応する． 
  曲面を持つ立体の集合演算をおこなう場合には，交線，交点を算出する必要がある．2 曲面の
交線は代数曲線として表現され，その係数が保持される．3曲面の交点座標を正確に算出すること
は不可能であるため，交点は有理係数で表現された領域として表現される．交点の真の値はその
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領域内に含まれ，領域の端点は有理数で正確に表現される．このように，この手法では，交線，交
点を有理数によって正確に表現している．様々な幾何判定に関しても有理数による正確な演算を
用いているため，数値誤差による処理の破綻を防ぐことができる． 
  Manocha のシステムでは，曲面パッチには任意の次数の曲面を用いることができるが，高次の
曲面では干渉処理の演算量が膨大となるため，現状では低次元の曲面のみを対象としている．ま
た，正則集合演算を対象としており，入出力には非多様体を扱うことができない．集合演算中に，2
つの曲面が1点で交わる，2つの曲面が稜線で交差するなどの縮退した干渉状態が現れる場合に
は特別な処理が必要となるが，こうした場合には対応していない． 
 
1.3 研究目的 
  本研究の目的は，ソリッドモデルの集合演算の安定化及び簡潔化をおこなうことである．そのた
めに，同次処理に基づく整数演算を利用して厳密に正確な演算をおこなう．完全同次処理
[Yamaguchi1996][Yamaguchi2002]では，点は同次座標により表現される．同次座標の各成分
を可変倍長整数型で表現することにより，必要十分な有理数の範囲において数値を完全に正確に
表現することができる．同次処理では除算をおこなうことはないので，幾何演算を無誤差でおこなう
ことが可能である． 
 
1.3.1 多面体ソリッドモデラに関する研究 
  同次処理に基づく整数演算を利用することにより，数値的に破綻することのない多面体ソリッド
モデラ理論が提案されている[Yoshida1994b][Yoshida1997]．この手法では，ソリッドの位相と幾
何の間の矛盾が生じることがないようにプリミティブの構築，座標変換をおこなう．これにより，安定
な集合演算を実現することができる．本研究では，この理論に改良を加え，実際にソリッドモデリン
グシステムの作成をおこなう．以下に，従来提案されていた理論の問題点及びそれらの改良方法，
本論文における新規点を述べる． 
 
 (1) 新たな最大データ長の制限手法の提案 
  整数演算を用いたソリッドモデラでは，座標変換及び集合演算が繰り返された場合，ソリッドの
幾何データのデータ長が際限なく増大するという問題が生じる．従来の理論では，この問題に対し
て，ソリッドの作成過程を保持し，プリミティブに対して1 回だけ座標変換をおこなうように作成過程
を変更することによって，最大データ長の制限をおこなっている．しかし，そのために集合演算を最
初から繰り返しおこなう必要があり，計算量の多い処理となってしまう．そこで，集合演算を最初か
ら繰り返す必要なく最大データ長を制限する手法を新たに提案する． 
 
 (2) 整数演算の効率化 
  従来提案されている理論は，整数演算を効率的におこなうために，適応的符号判定処理
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[Yoshida1994][Yoshida1996]を導入している．適応的符号判定処理は，行列式の符号を高速に
判定する処理である． 
  本論文では，整数演算の効率化のための手法として，FPU（Floating Point Unit）を利用した
適応的符号判定処理，整数同次座標の正規化を提案する．FPU を利用した適応的符号判定処
理は，従来の適応的符号判定処理に比べ高速に処理をおこなうことができる．整数同次座標の正
規化は，同次座標の各成分をそれらの最大公約数で除算する処理であり，データ長の増加をある
程度抑制することができる． 
 
 (3) 集合演算アルゴリズムの改良 
  従来の理論では，デ ター構造に稜線ループを導入することによって，集合演算アルゴリズムの
簡潔化をおこなっている．この集合演算アルゴリズムでは，幾何要素どうしが接触した場合につい
ても対応しているが，そのような場合には非多様体が生成されることがほとんどである．しかし，非
多様体は集合演算の入力ソリッドとして認められておらず，そのようなソリッドを用いて集合演算を
おこなうと，処理が破綻してしまう．そこで，出力ソリッドとして非多様体が生じる場合には，それを複
数の多様体ソリッドに分離する手法を提案する． 
  従来の集合演算アルゴリズムは，単純な干渉状態の場合には安定に処理をおこなうことができ
る．しかし，ソリッドの干渉状態には様々な場合が存在し，従来のアルゴリズムでは対応できない場
合も存在する．そこで，様々な干渉状態でも処理が破綻しないように，集合演算アルゴリズムの改
良をおこなう． 
 
 (4) システムの作成及び安定性の評価 
  これまでの同次処理に基づく多面体ソリッドモデラに関する研究では，理論の構築及び試験的
システムによる確認はおこなわれていたが，実際にソリッドモデリングシステムの作成はおこなわれ
ていなかった．そこで，新たに提案する理論に基づいて実際にソリッドモデラを作成し，システムの
安定性の評価をおこなう． 
 
1.3.2 曲線・曲面の干渉処理に関する研究 
  従来おこなわれてきたソリッドモデラの安定化に関する研究では，多面体のみを対象としてきた．
そこで，ソリッドモデラに曲線，曲面を導入するための研究をおこなう．曲面ソリッドを対象とした安
定な集合演算アルゴリズムを構築することは，非常に困難である．本論文では，厳密に正確な演算
を利用して，曲面ソリッドの集合演算を安定におこなうための方向性を示す． 
  曲線，曲面を持つソリッドの干渉処理において，交点座標を数値的に正確に算出することはで
きない．集合演算アルゴリズムでは，交点の数値は必ずしも必要ではなく交点の有無が正確に判
定できればよい．そこで，多変数Sturm列[Milne1992]を用いて3曲面の交点の有無を正確に判
定する手法を提案する． 
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1.4 本論文の構成 
  本論文は，全7章から構成されている． 
  第1章は，本研究の背景及び目的に関して述べている． 
  第2 章では，同次処理に基づく整数演算を利用することにより，多面体ソリッドモデルの集合演
算を安定におこなう手法について述べる．ソリッドの位相と幾何の矛盾が生じることなくプリミティブ
の構築，座標変換を整数のみでおこなう手法を示す[Yoshida1994][Yoshida1997]．演算が繰り
返された場合のデータ長増加の問題を解決する手法として，整数値の最大データ長を制限する手
法を提案する．理論に基づいて作成された多面体ソリッドモデラを用いて，安定に集合演算がおこ
なえることを示す． 
  第3 章では，行列式の符号を高速に判定することのできる適応的符号判定処理の高速化につ
いて述べる．集合演算アルゴリズムでは，4×4 行列式の符号を判定する処理が頻出する．行列式
の符号を効率的に判定する手法として，適応的符号判定処理が提案されている．FPU を用いて，
4×4 行列式の適応的符号判定を更に高速におこなう手法を提案する．速度試験により，ここで提
案された手法が従来のものに比べ高速であることを示す． 
  第4 章では，稜線ループを利用した集合演算アルゴリズムについて述べる．出力ソリッドとして
非多様体が生成される場合には，それを複数の多様体に分離する手法を提案する．様々な干渉
状態の場合でも安定に処理をおこなうことができるように，交線挿入処理の改良をおこなう．また，
改良された処理を実装した多面体ソリッドモデラによる実行例を示す． 
  第5 章では，厳密に正確な演算及びSturm 列を用いて，曲線，曲面の交点の有無を正確に
判定する手法を提案する．干渉実験をおこない，提案する手法により3 曲面の交点の存在判定を
正確におこなえることを示す． 
  第6章では，本研究の成果についてまとめる．また，今後の展望についても述べる． 
 
 
 
 
第 2章 
整数演算を用いた多面体ソリッドモデラ 
 
 
 
 
 
 
 
 
 
 
2.1 多面体ソリッドモデラへの整数演算の導入 
  ソリッドモデラの集合演算アルゴリズムでは，幾何判定の結果を用いて位相構造を変更する．し
たがって，幾何判定に浮動小数点演算を利用した場合，数値誤差が原因となって位相情報と幾何
情報の間に矛盾が生じ，処理が破綻してしまう可能性がある． 
  このような処理の破綻を防止するための手法として，許容誤差を用いる手法や位相優先法，厳
密に正確な演算（exact arithmetic）を用いる手法が提案されている．これらの中で，幾何アルゴリ
ズムの完全な安定性を実現できるのは，厳密に正確な演算を利用した場合のみである．厳密に正
確な演算とは，表現された数値を数学における数値計算の理論に厳密に合致して計算をおこなう
手法のことをいう．厳密に正確な演算を用いる手法には，可変倍長（または多倍長）整数演算，有
理数演算などがある．厳密に正確な演算を利用することにより，アルゴリズムが数値的に破綻する
ことはない．また，演算に誤差を含まないので，理論的に作成されたアルゴリズムをそのままプログ
ラムで実現することができる．したがって，浮動小数点演算を利用した場合のように理論やアルゴリ
ズムを複雑化させることなく，完全に安定なアルゴリズムを作成することができる．本研究では，多
面体ソリッドモデラに同次処理に基づく整数演算を応用し，多面体の集合演算を完全に安定にお
こなう． 
  本章では，同次処理に基づく整数演算を用いることにより，ソリッドの位相と幾何の矛盾が生じ
ることなくプリミティブの構築，座標変換を整数のみでおこなう手法を示す[Yoshida1994b] 
[Yoshida1997]．演算が繰り返された場合のデータ長増大の問題を解決する手法として，整数値
の最大データ長を制限する手法を提案する． 
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2.2 同次処理に基づく整数演算 
2.2.1 同次処理に基づく整数演算の利用 
  本研究では，同次処理に基づく整数演算を用いて処理をおこなう．完全同次処理では，有理
数を成分とする3次元ユークリッド座標は，分母を第4の成分とする4次元同次座標として整数の
みで正確に表現される．また，完全同次処理では除算をおこなわないので，整数値のみを用いて
幾何演算をおこなうことが可能である．同次座標の各成分を可変倍長整数型で表現することにより，
有理数の範囲において，数値を正確に表現し，無誤差で演算をおこなうことが可能となる． 
  可変倍長整数型はデータ長を変化させることのできるデータ型であり，倍長を増やすことにより
大きな数値データを正確に表現することができる．可変倍長整数型には，GNU の C++クラスライ
ブラリのInteger型，Rational型などがあり，本研究ではInteger型を利用する． 
  同次処理に基づく整数演算では除算をおこなわずに加算と乗算を用いて演算をおこなうので，
可変倍長整数演算が繰り返しおこなわれた場合には，数値のデータ長が増大してしまう．それに
伴い，処理時間も増大し，処理効率が低下するという問題が発生する．整数演算を効率的におこ
なう手法として，整数同次座標の正規化，適応的符号判定処理[Yoshida1994][Yoshida1996]が
ある． 
 
2.2.2 回転変換の有理数近似 
  同次処理に基づく整数演算によって，無誤差演算が実現可能となる．しかし，回転変換におい
ては，3 角関数の計算を必要とする．3 角関数の値は，通常，コンピュータでは浮動小数点型で表
現される．浮動小数点型を用いて3 角関数を正確に表現することは不可能であるので，数値は誤
差を含んでいる．したがって，浮動小数点型を利用してθsin ， θcos を求めた場合， 
       (2.1) 1cossin 22 =+ θθ
が成り立つことが保証できない．この式が成り立つ限り，回転変換によりソリッドの形状が変化するこ
とがないと保証でき，変換後のソリッドの正当性が保たれる． 
  3角関数を有理数で近似して表現する手法が提案されている[Hoffmann1989]．この手法では，
正確な角度での回転変換をおこなうことはできない．しかし，式(2.1)が常に成り立つことを保証した
方法で 3角関数の近似をおこなうので，回転変換によりソリッドの形状が変化することはない． 
  3角関数の有理数近似の手法では， ， を整数とすると， m n
 
n
m=
2
tanθ  
とおくことにより，θsin ， θcos は， 
 22
22
22 cos,
2sin
mn
mn
mn
mn
+
−=+= θθ      (2.2) 
と表される．この表現では常に式(2.1)を満たすので，回転変換による形状の不変性が保証される．
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回転角θは実際には となり微妙にずれを生じる．浮動小数点演算の場合にも回転
角を厳密に表すことは不可能であるが，この手法では， を大きくして近似の精度を高くしてい
けば，角度のずれをいくらでも小さくすることが可能である． 
( nm /tan2 1− )
m n
  x軸周りの角度θの回転変換行列は，式(2.2)から 
 










+
−
+
+
−
+
−
=








−=
1000
020
020
0001
1000
0cossin0
0sincos0
0001
22
22
22
2222
22
mn
mn
mn
mn
mn
mn
mn
mn
M θθ
θθ
  (2.3) 
と表される．同次座標表現を用いた場合，点を表すベクトルをスカラー倍しても同じユークリッド点
を表すので，式(2.3)に を乗じても同じ変換結果となる． 22 mn +
    (2.4) 










+
−
−−
+
=′
22
22
22
22
000
020
020
000
mn
mnmn
mnmn
mn
M
式(2.4)の各成分を可変倍長整数型を用いて表現することにより，回転変換を整数でおこなうことが
可能になる． 
 
2.2.3 整数同次座標の正規化 
  同次処理に基づく整数演算では除算をおこなわずに加算と乗算を用いて演算をおこなうので，
演算が繰り返された場合には，整数値のデータ長が増大するという問題が生じる．同次座標に任
意の0でないスカラーを乗じても同一のユークリッド点を表す．この性質を利用して，同次座標の各
成分をそれらの最大公約数で除算することにより，データ長の増加をある程度抑えることができる
[Doi1997]．これを整数同次座標の正規化と呼ぶ． 
  一般に最大公約数を求める方法として，ユークリッドの互除法が知られている．また，コンピュー
タ上での処理に適した方法として，ユークリッドの互除法を拡張した2進計算法[Knuth1986]が提
案されている．2 進計算法では，処理の途中で 2 の倍数が現れたときに，シフト演算をおこなうこと
で，高速に処理をおこなうことができる．2進計算法のアルゴリズムを以下に述べる． 
 
① 2つの整数 ， が2の倍数である間，， を右に1ビットシフトする処理を繰り返す．この
とき，シフトした回数をとする． 
u v u v
k
 
② ，vのいずれかが2の倍数のとき，その数が2の倍数でなくなるまで，その数を右に1ビッ
トシフトする処理を繰り返す． 
u
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③ を計算する．ここで，|| vut −= 0=t ならば，最大公約数はu である． k2×
 
④ ，vのうち大きい方の数をで置き換え，②へ戻る． u t
 
  同次座標の成分の最大公約数を求める場合には，4つの整数の最大公約数を求める必要があ
る．そこで，2 進計算法を拡張して，個の整数の最大公約数を求める方法を提案する．そのアル
ゴリズムを以下に述べる． 
n
 
① 個の整数のうち，0であるものを処理の対象から外す． n
 
② 処理の対象となる数のいずれかが2の倍数でなくなるまで，対象となる数を右に1ビットシフ
トする．このとき，シフトした回数をとする． k
 
③ 処理の対象となる数のうち，2の倍数であるものを2の倍数でなくなるまで，右に1ビットシフ
トする． 
 
④ 処理の対象となる数のうち最小の数を取り出し，それ以外の数を最小の数で減算する． 
 
⑤ 減算の結果，0となったものを処理の対象から外す． 
 
⑥ 処理の対象となる数が 1 つになったとき，その数 k2× が最大公約数である．それ以外の場
合は，③へ戻る． 
 
平面式係数，座標変換行列に対しても，同様の処理をおこなうことにより，デ ター長を削減すること
ができ，計算の効率も向上させることができる． 
 
2.3 プリミティブの構築 
  ソリッドモデラでは，あらかじめ用意されたプリミティブを干渉する位置に配置し，それらに対して
集合演算をおこなうことによって形状を作成する．本研究のソリッドモデラでは，プリミティブとして，
直方体，角錐，角柱，球，トーラスを用意する．球及びトーラスは，多面体に近似して表現する．ソリ
ッドは，位相情報と幾何情報によって表現される．位相情報は頂点，稜線，面分など要素間の接続
関係を表現し，幾何情報は頂点座標，平面式係数などの数値データを表現する． 
  プリミティブの生成は，オイラーオペレータを利用しておこなわれる．これにより，位相情報の正
当性が保証される．直方体以外のプリミティブの頂点の座標値を求めるためには，3 角関数値を必
要とする．ここでは，プリミティブの各面分が厳密に同一平面性を満たすように3 角関数の有理数
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近 
z 
y 
x 
 
 
 
 
 
 
 
 
 
図 2.1 直方体の作成 
 
 
z 
y
x 
 
 
 
 
 
 
 
 
 
図 2.2 角錐の作成 
 
近似をおこない，頂点の座標値を有理数で表現する手法を示す．面分が平面性を満たす条件は，
面分内の任意の4頂点を取り出したとき，4頂点の同次座標から構成される4×4行列式が0にな
ることである．有理数で表現された各頂点の座標値は，同次処理を用いることにより整数で表現す
ることが可能である．また，平面式係数は，頂点の座標値から計算する．プリミティブの面分はすべ
て凸多角形であるので，面分上の任意の連続する3 点の座標値を用いて平面式係数を算出する
[Yoshida1994b]． 
 
 (1) 直方体の作成 
  直方体の6つの面分すべてが，座標平面と平行であるとする（図2.1参照）．どの面分に関して
も，面分内のすべての頂点の x， ，y z座標のいずれかの座標値は同じ値をとる．よって，各面分
は厳密に同一平面性を満たす． 
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α
α′
V3 V2 
V1 V0 
h 
r 
z 
y 
x 
 
 
 
 
 
 
 
 
 
図 2.3 角柱の作成 
 
 (2) 角錐の作成 
  角錐の底面が，平面に平行であるとする（図2.2参照）．底面内のすべての頂点は同じ座
標をとるので，底面は同一平面性を満たす．角錐の側面は3 頂点で定義されるので，各側面の同
一平面性は保たれる． 
zx y
 
 (3) 角柱の作成 
  角柱の底面及び上面が平面に平行であるとし，半径をzx r，高さをとする（図2.3参照）．角
錐の底面と同様の理由で，角柱の底面及び上面は同一平面性を満たす．角柱の側面の4点V ，
，V ，V は同次座標で， 
h
0
1V 2 3
 
)2,cos2,,sin2(
,)2,cos2,,sin2(
,)2,cos2,,sin2(
,)2,cos2,,sin2(
2
1
0
αα
αα
αα
3
αα
rhrV
rhrV
rhrV
rhrV
=
′′=
′−′=
−=
 
と表される．3 角関数値を正確に算出することはできないので，2.2.2 項で述べた手法を用いて3
角関数値を次のように有理数に近似する． 
 αα
αα
′←′′←′
←←
sin,cos
,sin,cos
asac
saca
 
ここで， ， ，ca sa ac ′， は有理数である．これらの数値は，与えられた角度から微小にずれた
角度に関する3角関数値である．これらを用いることにより，角柱の側面の4点V ，V ，V ，V で
構成される4×4行列式 
as ′
0 1 2 3
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β
α
 
V3 
V2 
V1
V0
 
r 
z 
y 
x 
 
 
 
 
 
 
 
 
 
 
図 2.4 球の作成 
 
 
222
222
222
222
carhsar
acrhasr
acrhasr
carhsar
Sc
⋅⋅
′⋅′⋅
′⋅−′⋅
⋅−⋅
=  
は，常に0となる．したがって，角柱の側面も同一平面性を満たす． 
 
 (4) 球の作成 
  球の半径をrとすると，球上の任意の点は 2 つの角度 βα , )2,0( πβα ≤≤ を用いて次式
で表される（図2.4参照）． 
 
βα
α
βα
coscos
,sin
,sincos
rz
ry
rx
=
=
=
 
球には，3 角形面分と4 角形面分が存在する．3 角形面分は，常に同一平面性を満たす．4 角形
面分の 4点は同次座標で， 
 
)1,coscos,sin,sincos(
,)1,coscos,sin,sincos(
,)1,coscos,sin,sincos(
,)1,coscos,sin,sincos(
2
1
0
βααβα
βααβα
βααβα
3
βααβα
′′′=
′′′′′=
′′=
=
rrrV
rrrV
rrrV
rrrV
 
と表される．ここで，2.2.2項で述べた手法を用いて3角関数値を次のように有理数に近似する． 
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β α   
V3 
V2 
V1 
r2 
V0 
r1 
z 
y 
x 
 
 
 
 
 
 
 
 
 
 
 
図 2.5 トーラスの作成 
 
 
ββ
ββ
αα
αα
′←′′←′
←←
′←′′←′
←←
sin,cos
,sin,cos
,sin,cos
,sin,cos
bsbc
sbcb
asac
saca
 
これらを用いることにより，球の4角形面分の 4点V ，V ，V ，V で構成される4×4行列式 0 1 2 3
 
1
1
1
1
cbacrasrsbacr
bcacrasrbsacr
bccarsarbscar
cbcarsarsbcar
Ss
⋅′⋅′⋅⋅′⋅
′⋅′⋅′⋅′⋅′⋅
′⋅⋅⋅′⋅⋅
⋅⋅⋅⋅⋅
=  
は，常に0となる．したがって，球の各面分は厳密に同一平面性を満たす． 
 
 (5) トーラスの作成 
  トーラスの大半径，小半径を ， とすると，トーラス上の任意の点は 2 つの角度1r 2r α ，β  
)2,0( πβα ≤≤ を用いて次式で表される（図2.5参照）． 
 
βα
α
βα
cos)cos(
,sin
,sin)cos(
21
2
21
rrz
ry
rrx
+=
=
+=
 
トーラスの面分の4点は同次座標で， 
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)1,cos)cos(,sin,sin)cos((
,)1,cos)cos(,sin,sin)cos((
,)1,cos)cos(,sin,sin)cos((
,)1,cos)cos(,sin,sin)cos((
212212
212211
212210
βααβα
βααβα
βααβα
212213
βααβα
′+′′+=
′′+′′′+=
′+′+=
++=
rrrrrV
rrrrrV
rrrrrV
rrrrrV
 (2.5) 
と表される．ここで，2.2.2項で述べた手法を用いて3角関数値を次のように有理数に近似する． 
 
ββ
ββ
αα
αα
′←′′←′
←←
′←′′←′
←←
sin,cos
,sin,cos
,sin,cos
,sin,cos
bsbc
sbcb
asac
saca
 
これらを用いることにより，トーラスの面分の4点V ，V ，V ，V で構成される4×4行列式 0 1 2 3
 
1)()(
1)()(
1)()(
1)()(
21221
21221
21221
21221
cbacrrasrsbacrr
bcacrrasrbsacrr
bccarrsarbscarr
cbcarrsarsbcarr
St
′⋅+′⋅′⋅+
′′⋅+′⋅′′⋅+
′⋅+⋅′⋅+
⋅+⋅⋅+
=  
は，常に0となる．したがって，トーラスの各面分は厳密に同一平面性を満たす． 
 
2.4 ソリッドの座標変換 
  ソリッドモデラでは，ソリッドに対して平行移動，回転などの座標変換をおこなうことにより，ソリッ
ドを適当な位置に配置する．このとき，座標変換のおこなわれたソリッドの位相と幾何の間に矛盾が
生じてはならない． 
  座標変換行列Tは，次のように表される． 
  








=
sttt
rrr
rrr
rrr
T
210
222120
121110
020100
0
0
0
ここで，Tの各成分は整数値である．Tにより，同じ面分内にある4 頂点の同次点ベクトルV ，V ，
，V がV ，V ，V
0 1
2V 3 0′ 1′ 2′，V に変換されるとする． 3′
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      (2.6) 
















=








′
′
′
′
sttt
rrr
rrr
rrr
V
V
V
V
V
V
V
V
210
222120
121110
020100
3
2
1
0
3
2
1
0
0
0
0
式(2.6)では，行列の各成分が整数で表現されているため，乗算は正確におこなわれる．したがっ
て，線形代数の定理より， 
 T
V
V
V
V
V
V
V
V
⋅=
′
′
′
′
3
2
1
0
3
2
1
0
       (2.7) 
が成り立つ．式(2.7)から，V ，V ，V ，V から作られる行列式が0であるならば，V ，V ，V0 1 2 3 0′ 1′ 2′，
から作られる行列式も常に0となる．したがって，任意の座標変換のもとに面分の平面性は保た
れる． 
3V ′
  ソリッドの回転変換をおこなうには，3 角関数を必要とする．同次座標では，正のスカラー倍され
た変換行列は，もとの変換行列と同じ変換を表す．したがって，3 角関数を有理数に近似し，適当
な正のスカラーを乗ずることによって，回転変換を整数でおこなうことができる． 
 
2.5 最大データ長の制限 
  ソリッドモデラでは，ソリッドの座標変換及び集合演算を繰り返すことにより形状を作成する．整
数演算を用いた場合には，整数値のデータ長が増大し，処理効率の低下を招く．したがって，整
数値の最大データ長を制限する必要がある． 
 
2.5.1 プリミティブのデータ長の制限 
  ソリッドの幾何情報には，頂点座標及び平面式係数がある．ソリッドの最大データ長を制限する
ためには，プリミティブの頂点座標及び平面式係数のデータ長が一定範囲内に制限されるように，
これらを算出しなければならない． 
  プリミティブの頂点座標は，プリミティブの作成時に与えられる．このとき，3 角関数を有理数に
近似して座標値を算出する．頂点座標の最大データ長は，3 角関数の有理数近似の精度に依存
して決定される． 
  プリミティブの平面式係数は，3 点の座標値を用いて算出される．頂点の座標値の最大データ
長が制限されているならば，平面式係数のデータ長は一定範囲内に抑えられる．平面式係数の算
出は 3×3 行列式の計算によりおこなわれるので，平面式係数のデータ長は頂点座標のデータ長
の約 3 倍となる．本研究で用いているプリミティブ（図2.1～図 2.5 参照）では，算出された平面式
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係数に対して同次係数の正規化をおこなった場合，平面式係数のデータ長は頂点座標とほぼ同
じデータ長となる．例として，図2.5 のトー ラスについて考える．トー ラスの任意の面分の平面式係
数は，式(2.5)の3点V ，V ，V から算出できる．V とV ，V とV はそれぞれ同一の3角関数値
を含んでいる．したがって，これら3点から計算された平面式係数は共通因数を含むこととなる．同
次係数の正規化により共通因数を排除することができ，平面式係数のデータ長を削減することが
できる． 
0 1 2 0 1 1 2
 
2.5.2 座標変換行列のデータ長の制限 
  ソリッドは，座標変換により干渉する位置に配置される．ソリッドの座標変換がおこなわれると，
データ長は変換前より大きくなる．ソリッドに対して何回も座標変換がおこなわれた場合には，デー
タ長は増大していく．座標変換によるデー タ長の増大を防ぐ方法は，集合演算をおこなう一方のソ
リッドをプリミティブとし，プリミティブ及び集合演算により作成されたソリッドに対する座標変換を 1
回のみに制限することである． 
  座標変換が繰り返される場合，連続する変換T ，T ，… ，T を合成し適当な精度で丸めるこ
とによって1 つの変換
0 1 n
T とし，この変換のみをソリッドに対して実行する．ここで，適当な精度とは，
ある単位角度に関して0～360度の各回転変換行列を区別して表現することができる精度である．
回転変換行列の計算には3角関数を必要とするため，3角関数の近似をおこなって回転変換行列
を算出している．この3角関数の近似精度を操作することができ，近似精度が高い場合には，回転
変換行列のデータ長は大きくなる．近似精度を低くすることによりデー タ長を小さくすることができる
が，低くしすぎてしまうと微小な角度の差を表現できなくなってしまい，例えば30 度の回転変換と
31 度の回転変換が区別できなくなるといった問題が生じる．そこで，ある単位角度で0～360 度を
表現することができる最低の近似精度を求め，その近似精度における回転変換行列の成分の最
大データ長を調べた．各単位角度における回転変換行列の成分の最大データ長を表2.1 に示す．
1度単位の場合，回転変換行列のデータ長は，1度あるいは359度の回転変換を表すとき，最大
の 4バイトとなる．合成変換行列を丸める際，行列のデータ長を4バイトより小さくしてしまうと，0～
360 度の各回転変換行列を区別して表現できなくなる場合が生じる．このことから，必要な角度の
精度に応じて，表2.1で示したデータ長で合成行列の丸めをおこなうことが適当であると考えられる．
変換T は，もとの変換と比較して誤差を含んでいるが，行列式が0にならないならば，変換後のソリ
ッドの位相と幾何の間に矛盾が生じることはない． 
 
2.5.3 集合演算における幾何計算 
  集合演算をおこなった場合には，新たな頂点が生成され，その頂点座標のデータ長はもとの頂
点座標のデータ長より大きいものとなる．この頂点座標を用いて新たな頂点座標を算出すると，新
しい頂点座標のデータ長はより大きいものとなる．集合演算が繰り返された場合，新しく算出される
頂点座標のデータ長は増大していく．データ長の増大を防ぐためには，新たな頂点を形成する3
平面の平面式係数を用いて頂点座標を算出すればよい．集合演算により新たな平面が生じること
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は 
座標変換 
 
集合演算 
 
 
 
 
 
  
  
0S
0P
0S ′
0P′
0ST
0PT
1S
1P
1S ′
1P′
2S1ST
1PT
 
 
 
 
 
 
(a) 通常の作成過程 
 
 
 
 
  
  
0S
0P 0P ′′
1
00
−⋅ SP TT 1P
1S ′′
1P ′′
1
11
−⋅ SP TT
2S ′′
 
 
 
 
 
 
 
(b) 一方のソリッドをプリミティブとした場合の作成過程 
図 2.6 ソリッドの作成 
 
はないので，新たな頂点を 3 平面の交点として算出することによりデータ長を一定範囲内に抑える
ことができる． 
  新頂点は，稜線と面分の交差として算出することも可能である．算出された頂点座標は，同次
座標の正規化をおこなうことにより，算出経路によらず一意に決定される．新面分の平面式係数の
算出に新たな面分の頂点を利用することも可能である．算出された平面式係数は，同次係数の正
規化をおこなうことにより，算出経路によらず一意に決定される． 
 
2.5.4 集合演算をおこなうソリッドの制限 
  ソリッドの作成過程を図 2.6 に示す．通常，ソリッド， に対して，それぞれ座標変換T ，
をおこない，座標変換されたソリッド
0P 0S 0P
0ST 0P′， 0S ′の集合演算によりソリッドを作成し，更に ，
の座標変換，集合演算をおこなうことにより を作成する（図2.6(a)参照）．このとき， のデータ
長は ， のデータ長よりも大きく，のデータ長は更に大きいものとなってしまう． 
1S 1P S1
2S 1S
0P 0S 2S
  最大デター長を制限するために，集合演算をおこなうソリッドの一方をプリミティブに限定する．
図2.6(b)の 及び をプリミティブとする．ソリッドに対して座標変換T をおこなうのではなく，
プリミティブに対してT の逆行列による変換T をおこなう．すなわち， に対して座標変換
 をおこない，座標変換されたプリミティブ
0P
0P
1P 0S
1
0
−
S
0S
0S 0P
1
00
−⋅ SP TT 0P ′′ と の集合演算により を作成する．更 0S 1S ′′
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表 2.1 ソリッドの最大データ長 
角度 degree 1 10‐1 10‐2 10‐3 10‐4 10‐5 10‐6 
頂点座標 byte 12 15 16 22 26 28 32 
プリミティブ 
平面式係数 byte 12 15 16 22 26 28 32 
回転変換行列 byte 4 6 6 9 11 12 14 
頂点座標 byte 57 78 84 117 141 156 177 集合演算により
作られるソリッド 平面式係数 byte 19 26 28 39 47 52 59 
 
に集合演算をおこなう場合には， とプリミティブの座標変換により得られた の集合演算を
おこなう．このように，集合演算により作成されたソリッドに対しては座標変換をおこなわず，プリミテ
ィブに対してのみ座標変換をおこなうことで，デター長を一定範囲内に抑えることができる．この手
法では，集合演算をおこなう前後で座標系が変わってしまうが，集合演算前の座標系に戻す処理
はおこなっていない． 
1S ′′ 1P 1P ′′
  集合演算により作成されたソリッドどうしの集合演算をおこなった場合には，最大データ長を制
限することができない．したがって，集合演算により作成されたソリッドどうしの集合演算はおこなわ
ないことが望ましいが，そのような集合演算をおこなうことは可能である．その場合には，図2.6(a)
のように，集合演算をおこなうソリッドのどちらに対しても，データ長の制限された座標変換を1回お
こない，それらの集合演算をおこなう．本研究では，整数値の最大データ長を制限することを考え
ているので，一方のソリッドをプリミティブに限定して最大データ長を制限した場合のみを対象とし
ている． 
 
2.5.5 ソリッドの最大データ長の算出 
  プリミティブの頂点座標のデータ長は，3 角関数の有理数近似の精度に依存している．近似精
度が高い場合にはデータ長は大きくなる．精度が低い場合，デ ター長は小さくなるが，微小な角度
の差を表現できなくなる．ある単位角度で0～360 度を表現することができる精度に 3 角関数を近
似した場合について，プリミティブの頂点座標の各成分の中で最大のもののデータ長を表2.1に示
す． 
  プリミティブの平面式係数は，頂点座標から算出される．面分の連続する3 点を用いて平面式
係数を算出した場合，そのデータ長は，頂点座標のデータ長の約3倍となる．本研究で用いるプリ
ミティブでは，面分の連続する2点は，同一の3角関数値を含んでいる（図2.2～図 2.5参照）．し
たがって，算出された平面式係数の各成分は最大公約数を持つこととなり，平面の同次係数の正
規化をおこなうことにより，データ長を小さくすることができる． 
  集合演算により新たな平面が生じることはないので，新たに作成される面分は，集合演算をおこ
なう前のソリッドの面分の一部である．このような面分の平面式係数は，プリミティブの平面式係数
に対してデータ長を制限された座標変換を2回おこなったものである（図2.6(b)参照）． 
  集合演算により新たに作成される頂点は，このような面分3つから算出される．座標変換行列の
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最 
 
 
 
 
 
図 2.7 トーラスの差集合 
 
表 2.2 実験結果 
 (a) (b) 
頂点座標 65 55 
最大データ長 byte 
平面式係数 55 28 
演算時間 second 15.2323 10.6854 
 
 
 
 
 
最大データ長を表2.1の回転変換行列の最大データ長に制限した場合の集合演算後のソリッドの
最大データ長を表2.1に示す． 
 
2.6 ソリッドモデラの安定性の評価 
  これまでに述べてきた理論に基づいて作成されたソリッドモデラの安定性の評価をおこなう．浮
動小数点演算を用いたソリッドモデラでは，幾何要素が非常に接近している場合，処理の破綻を
招きやすい．そこで，浮動小数点演算を用いたソリッドモデラでは処理の破綻を招く可能性のある
位置にソリッドを配置し，集合演算をおこなった．また，最大データ長制限の効果を調べるために， 
  (a) 最大データ長を制限しない場合 
  (b) 最大データ長を制限する場合 
の比較をおこなった．なお実験には，Pentium 4 2.40GHzのコンピュータを使用した． 
 
2.6.1 トーラスの差集合 
  原点を中心に配置された2つのトーラスの一方をx， ，y z軸に関して10‐6度ずつ回転させ差
集合を求める．図2.7 に実行結果を示す．このように，幾何要素が非常に接近している場合でも，
正常に集合演算をおこなうことができることを確認した．図2.7 の図形は面の集合のように見えるが，
閉じた多面体である．ぶら下がり面のように見える部分も，実際には厚みが存在している． 
  演算結果のソリッドの最大データ長及び演算時間を表 2.2 に示す．3 角関数の近似精度は  
10‐6度を表現できる精度とし，(b)における合成変換行列のデータ長が14バイトとなるように変換行
列の丸めをおこなっている．表2.2 から，(a)よりも(b)の方が最大データ長が小さく，演算時間も短
いことが分かる． 
- 22 - 
 
 
第 2章 整数演算を用いた多面体ソリッドモデラ 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 2.8 100個の立方体の和集合 
 
2.6.2 100個の立方体の和集合 
  原点を中心に配置された立方体を100 個生成する．まず，2 つの立方体をx， ，y z軸に関し
てランダムな角度で回転させ，それらの和集合を求める．得られた立体と立方体を同様に回転させ，
和集合を求める．これを繰り返すことにより，100 個の立方体の和集合を求める．図 2.8 は実行結
果であり，正常に集合演算をおこなうことができることを確認した． 
  演算結果のソリッドの幾何データの最大データ長及び演算時間を図2.9及び図 2.10に示す．
3角関数の近似精度は 1度を表現できる精度とし，(b)における合成変換行列のデータ長が4バイ
トとなるように変換行列の丸めをおこなっている．図2.9から，(a)では最大データ長が際限なく増大
しているが，(b)では最大データ長は一定であることが分かる．集合演算 1 回目では(a)よりも(b)の
方が最大データ長が大きい．(b)では，2 つの立方体のうちの一方に対して，丸められた変換行列
による座標変換が2回おこなわれている．(a)では，2つの立方体のそれぞれに対して，丸められて
いない座標変換が 3回おこなわれている．1度を表現できる3角関数の近似精度の場合，回転変
換行列のデータ長は，1度あるいは359度の回転変換を表すとき最大の4バイトとなるが，角度に
よってはそれ以下のデータ長で表現できる．本実験の集合演算1回目では，(a)においておこなわ
れた座標変換よりも(b)においておこなわれた座標変換の方が変換行列のデータ長が大きかった
ため，(a)よりも(b)の方がデータ長が大きくなっている． 
  図2.10から，どちらの場合も，演算回数が増えるにつれ演算時間も増加していることが分かる．
(b)では緩やかに演算時間が増加しているのに対して，(a)では急激に増加している．集合演算1～
3 回目では，(b)よりも(a)の方が演算時間が短くなっている．これは，(a)では最大データ長を制限
する処理をおこなっているからである． 
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2.7 総括 
  本章では，同次処理に基づく整数演算を用いたソリッドモデラにおいて，整数値の最大データ
長を制限する手法を提案した．整数演算を用いたソリッドモデラでは，座標変換及び集合演算が
繰り返されると，幾何データを表す整数値のデータ長が際限なく増大してしまう．整数値のデータ
長の増大を防ぐためには，プリミティブ及び座標変換行列のデータ長を制限し，集合演算をおこな
う一方をプリミティブに限定し，プリミティブに対してのみ座標変換をおこなえばよい．この手法を用
いることにより，座標変換及び集合演算が何回おこなわれても，ソリッドの最大データ長は一定範
囲内に制限される．また，整数値のデータ長の増加を抑制する手法として，同次座標の正規化を
示した．この処理では，同値関係を利用して同次座標の各成分をそれらの最大公約数で除算する．
この処理を頂点座標，平面式係数，座標変換行列に対しておこなうことにより，それぞれの整数値
のデータ長を小さくすることができる． 
  これまでの同次処理に基づく多面体ソリッドモデラに関する研究では，理論の構築及び試験的
システムによる確認はおこなわれていたが，実際にソリッドモデリングシステムの作成はおこなわれ
ていなかった．本章で新たに提案した理論に基づいてシステムを作成し，安定性の評価をおこな
った．作成された多面体ソリッドモデラを用いて，浮動小数点演算ソリッドモデラでは処理の破綻を
招く可能性のある場合について集合演算をおこない，そのような場合でも安定に処理をおこなうこ
とができることを確認した．また，最大データ長を制限する手法の効果を調べるために，最大デー
タ長を制限していない場合との比較をおこなった．その結果，最大データ長の制限をおこなうこと
により，演算が繰り返されても幾何データのデータ長が一定範囲内に収まることを確認した．演算
時間に関しては，集合演算が繰り返された場合の演算時間の増加をある程度抑制できることが分
かった． 
 
 
  
第 3章 
適応的符号判定処理の高速化 
 
 
 
 
 
 
 
 
 
 
3.1 適応的符号判定処理に関する研究 
  同次処理に基づく整数演算は，無誤差で演算をおこなうことが可能である．しかし，この演算で
は除算をおこなわずに加算と乗算のみを用いるので，演算が繰り返しおこなわれた場合には，数
値のデータ長が増大してしまう．それに伴い，処理時間も増大し，処理効率が低下するという問題
が発生する．集合演算アルゴリズムでは，行列式の符号の判定が頻繁におこなわれる．このような
位相に変更を加える幾何アルゴリズムではほとんどの場合，行列式の値そのものよりも行列式の符
号のみを必要とする．そこで，行列式の符号を高速に判定するための手法として，適応的符号判
定処理[Yoshida1994][Yoshida1996]が提案されている．適応的符号判定処理ではすべてのデ
ータ長を用いて行列式の符号を計算するのではなく，数値デ ターの上位データのみを取り出して
適応的に演算結果の符号を求める．適応的符号判定処理は，ほとんどの場合，可変倍長整数型
のデータ長に関係なくほぼ一定の処理時間で符号判定をおこなうことができる． 
  適応的符号判定処理を更に高速におこなう手法に，FPU（Floating Point Unit）を利用した
手法[Hanamitsu1997][Hanamitsu1997b]がある．この手法では，可変倍長整数型データをある
一定の処理単位に分割し，分割された整数値を浮動小数点型で表現する．分割された数値は浮
動小数点型の仮数部を超えないように表現され，そのため，無誤差で判定がおこなわれる．従来
の FPU を利用した適応的符号判定処理では，Intel 系 FPU で採用されている拡張倍精度浮動
小数点型（指数部 15ビット，仮数部64ビット）を用いて，16ビット単位でデータを取り出し3×3行
列式の符号判定をおこなっている．しかし，4×4 行列式に対して処理単位データ長を16 ビット単
位とした場合，計算結果がFPU の仮数部に収まらないため数値誤差を生じてしまう．したがって，
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従来の手法では，4×4行列式については処理単位を8ビット単位としている．FPUを利用した適
応的符号判定処理では，処理単位データ長が大きいほど符号を判定できるまでの計算回数を減
らすことができ，その結果，より高速に符号判定をおこなうことが可能である．そのため，4×4 行列
式に対しても16ビット単位でデータを取り出せることが望ましい． 
  本章では，処理単位を16 ビット単位として，4×4 行列式の適応的符号判定処理をおこなう手
法を示す．計算結果がFPUの仮数部を超える場合には，2つのレジスタを用いて数値を正確に保
持する．これにより，処理単位を 16 ビット単位としても，無誤差で符号判定をおこなうことができる．
この手法は，処理単位を8 ビット単位とした場合に比べ，より高速に処理をおこなうことが可能とな
る． 
 
3.2 4×4行列式の適応的符号判定処理 
3.2.1 行列式の適応的符号判定 
  行列式の適応的符号判定処理では，行列成分の可変倍長整数型データの上位からある一定
データ長の処理単位を取り出し，それを用いて行列式 の近似値 を計算する．そして，そ
の近似により生じる誤差を適切に見積もる．この値を誤差限界値（Error Bound）と呼び，近似値
と誤差限界値
D approxD
approxD EBとの関係から行列式の符号を判定する．実際の行列式の値は， D
 EBDDEBD approxapprox +≤≤−  
の範囲に存在する．この範囲内に0 が存在しなければ，実際の値 と近似値 の符号は一
致する（図3.1(a)参照）．すなわち， 
D approxD
  EBDapprox ≥||
が成り立つ場合に符号判定は成功する．誤差限界値の範囲内に0が含まれた場合には，必ずしも
実際の値と近似値の符号が一致するとは限らない（図 3.1(b)参照）．このような場合には，更に下
位のデータを取り出すことにより誤差限界値を小さくして，再び適応的符号判定をおこなう． 
  このように適応的符号判定処理は，一部の上位データのみを用いて行列式の符号判定を可能
にする処理である． 
 
3.2.2 4×4行列式の適応的符号判定法 
  4×4行列式の適応的符号判定を16ビット単位でおこなう手法について述べる． 
  4×4行列 
  )3,2,1,0,(][ == jimM ij
を次のように4つの行ベクトルを用いて表現する． 
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D Dapprox 
EB EB 
0 
 
 
 
 
(a) 判定成功の場合 
 
 
D Dapprox 
EB EB 
0 
 
 
 
 
(b) 判定不可能な場合 
図 3.1 行列式の適応的符号判定 
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ただし， 
  ][ 3210 iiiii mmmmV =
である．行ベクトルV の各成分を可変倍長整数型で表現し，16 ビットを処理単位としてこれらの成
分を分割する．ここで，行ベクトルV のデータ長 l は，V の成分の中で最大のものとする．ベクトル
の成分 の分割された各成分に下位より0 から番号を付け，下位から 番目の
成分をm と表す．すなわち，ベクトルV は， 
i
i i i
iV ijm
kij ,
)0( ilkk ≤≤
i
  ][ ,3,2,1,0, kikikikiki mmmmV =
とすると， 
  ∑
=
= i
l
k
ki
k
i VV
0
,
162
と表される．これを用いることにより，行列式は， D
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   (3.1) 
と表すことができる．ただし， 
 または0)( <++− kjir 3)( lkjir >++−     (3.2) 
のならばV であり， 0)(,3 =++− kjir
 3210 llllls +++=  
である． 
  式(3.1)の下位データを切り捨て，rの範囲を slr ≤≤0 から ss lrl ≤≤−α にしたものを行列
式の近似計算値 )(αD として用いる． 
 ∑ ∑∑∑
−= = = =
++−
= s
s
l
lr
l
i
l
j
l
k
kjir
k
j
i
r
V
V
V
V
D
α
α 0 1 2
0 0 0
)(,3
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162)(     (3.3) 
ここで，α )0( sl≤≤ α は再計算の回数である． )(αD を で割ったものを)(162 α−sl )(αD ′ とすると，
以下のように漸化式として表すことができる． 
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(3.4) 
  行列式の実際の値と近似値D )(αD との誤差 )(αEr は，式(3.1)及び式(3.3)から， 
 )()( αα DDEr −=  
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となる．式(3.5)は， )1)(1)(1( 210 +++ lll 個の4×4行列式が足されたものである．( の組
合せが式(3.2)を満たす，すなわち， 
),, kji
 3)(0 lkjir ≤++−≤       (3.6) 
を満たさない行列式の値は 0 となる．したがって， )1)(1)(1( 210 +++ lll 個すべての行列式を計
算するのではなく，式(3.6)を満たす行列式のみを対象とすればよい．行列式の各成分は16 ビット
の整数であるので，最大値は16 である（式(3.12)参照）．よって，416 )12( − )(αD に対する最小
誤差限界値 )(αEB は， 
  ∑+−
=
=
)1(
0
16 )(2)(
α
α s
l
r
s
r rEEB
と表される．ただし， 
  ,)()12(16)( 416 rlPrE ss −−=
     (3.7) ,))(()(
0 1 2
0 0 0
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)(xN
である． は，式(3.6)を満たす の組合せの個数である．)(tP ),,( kji )(αEB を で割るこ
とにより，
)(162 α−sl
)(αD ′ に対する誤差限界値 )(αBE ′ が求まる． 
      (3.8) ∑+−
=
+−=′
)1(
0
)(16 )(2)(
α αα s s
l
r
s
lr rEBE
式(3.8)は複雑であり計算量も多いため，多くの計算時間を必要とする．そこで，不等式（3.5.1項参
照） 
 
6
)3)(2)(1()()( +++=′≤ ttttPtP  
を用いることにより， 
      (3.9) )1(216)( 48 +′×≤′ αα PBE
が成り立つことから（3.5.2項参照），式(3.9)の右辺の値を誤差限界値として利用する．すなわち， 
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表 3.1 符号判定に必要なデータ長 
処理単位 
bit 
2×2行列式 
bit 
3×3行列式 
bit 
4×4行列式 
bit 
8 17 26 36 
16 33 50 68 
32 65 99 132 
 
 
 
 
 
 
誤差限界値 )(αrE ′ は次式のようになる． 
       (3.10) )1(216)( 48 +′×=′ αα PrE
  適応的符号判定処理は， 
 )()( αα rED ′≥′        (3.11) 
を満たす場合に処理を終了する．このとき， )(αD ′ と求める行列式の符号は一致する．式(3.11)を
満たさない場合には，αを1増やして )(αD ′ 及び )(αrE ′ を計算する．式(3.11)が成り立つ，ある
いは sl=α となるまで，この計算をおこなう． 
 
3.2.3 適応的符号判定処理における処理単位 
  適応的符号判定処理では，ある単位ビットのデータを取り出して行列式の計算をおこなう．この
処理単位データ長が大きいほど判定が成功するまでに繰り返される処理回数が減少し，効率的に
判定がおこなわれる．処理単位のデータ長をビット単位で設定することは可能であるが，ビット単位
で処理するよりもバイト単位で処理した方がシフト演算などの余分な処理を必要としない分高速に
処理がおこなえる． 
  本研究では，Intel系のFPUで採用されている拡張倍精度浮動小数点型を利用して適応的符
号判定処理をおこなう．拡張倍精度浮動小数点型は，1ビットの符号ビット，15ビットの指数部，64
ビットの仮数部を持つ．これを利用することにより，64 ビットの符号なし整数を正確に表現すること
ができる．この範囲内の整数値であれば，丸め誤差や桁落ちなどの数値誤差を生じることなく，無
誤差で演算をおこなうことが可能である． 
  × 行列 ∆の各成分の絶対値がm 以下であるとすると，Hadamard の不等式[Knuth 
1986]から 
n n
 nn mn ⋅≤∆ 2/        (3.12) 
が成り立つ．式(3.12)より，処理単位データ長を8，16，32ビットとしたとき，2×2，3×3，4×4行列
式の計算結果を正確に表現するために必要なデータ長を表3.1に示す．拡張倍精度浮動小数点
型を利用した場合には，演算途中及び演算結果の数値が64ビット以下の整数である必要がある．
表 3.1より，2×2，3×3行列式の符号判定は，16ビット単位で処理をおこなうことが可能である．し
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かし，4×4行列式の適応的符号判定を16ビット単位でおこなう場合には，計算結果が64ビットを
超えてしまう．したがって，従来の手法では，4×4 行列式の適応的符号判定を 16 ビット単位でお
こなうことはできない． 
  本章で提案する手法では，96ビットの整数を正確に表現することができるので，4×4行列式の
適応的符号判定を16ビット単位でおこなうことが可能である．処理単位を32ビット単位とすると，4
×4行列式を正確に表現するためには132ビット必要となり，96ビットを超えてしまう．そこで，4×4
行列式の適応的符号判定処理は，処理単位を16ビット単位としておこなう． 
 
3.3 適応的符号判定処理の高速化 
  4×4行列式の適応的符号判定を16ビット単位でおこなう場合には，68ビットのデータ長が必
要である．しかし，拡張倍精度浮動小数点型の仮数部は 64 ビットであるため，行列式の計算結果
を正確に表現することができない． 
  ここでは，FPU の複数のレジスタを利用することにより4×4 行列式の計算結果を正確に表現
する手法を示す．これにより，処理単位を16 ビットとして，4×4 行列式の適応的符号判定処理を
おこなうことができる．処理単位が大きいほど高速に符号判定をおこなうことができるため，16 ビット
単位での処理は，従来の8ビット単位での処理に比べ効率的に処理をおこなう． 
 
3.3.1 64ビットを超えるデータ長の表現 
  データ長が64ビット以内の数値は，FPUの仮数部により正確に表現することができる．しか ，
64 ビットを超えたデータ長の数値は，数値誤差が生じるため正確に表現できない．そこで，演算結
果が 64 ビットを超えるような場合には，FPU レジスタ2 つを用いて数値を表現する[Doi1998]．こ
の方法により，最大96ビットのデータ長の数値を正確に表現することができる． 
  64ビットを超えるデータ長である整数をとする．整数は，2つの64ビット整数 ， を用い
て， を 32 ビット左にシフトしたものにa を加算した形で，96 ビット整数として表現される（図3.2
参照）． 
a a 0a 1a
1a 0
        (3.13) 3210 2×+= aaa
96ビット整数に 64ビット整数bを乗じる処理は， a
  3210 2××+×=× bababa
であるので，64 ビット整数 ， に を乗じる処理としておこなわれる．このとき，乗算により桁あ
ふれが起こる可能性もあり，そのような場合には数値誤差が生じてしまい，後に述べる対策が必要
となる．また，2つの 96ビット整数a，cの加算は， 
0a 1a b
  321100 2)( ×+++=+ cacaca
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 a 
 
 
 
 
a0  
 
a1  
 
 296 264 232 20 
 
図 3.2 96ビット整数の表現 
 
として，64 ビット整数どうしの加算として処理される．この場合にも，桁あふれが起こる可能性がある．
そこで，4×4 行列式を計算するときに，桁あふれが発生することがないように乗算及び加算をおこ
なう必要がある． 
 
3.3.2 FPUを利用した4×4行列式の計算 
  16ビットのデータ長の成分を持つ4×4行列式の計算方法を以下に述べる． 
  可変倍長整数型から取り出した16 ビットデータは符号なし整数型であり，符号は別に保持され
ている．そこで，このデータを符号付き整数型に拡張する．符号なし16ビット整数を符号付きとして
表現するためには17ビット必要である．したがって，符号なし16ビット整数型を32ビット符号付き
整数型に展開する． 
  4×4行列式を効率的に計算するために，次のように展開する． 
 
)(
)(
)(
)(
51241121003
51331111002
41331201001
21311201100
dmdmdmm
dmdmdmm
dmdmdmm
dmdmdmmM
−+−+
+−+
−+−+
+−=
 
(3.14) 
ただし， 
 ,,
3313
2312
1
3332
2322
0 mm
mm
d
mm
mm
d ==  
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3130
2120
5
3230
2220
4
3330
2320
3
3231
2221
2
,
,,
mm
mm
d
mm
mm
d
mm
mm
d
mm
mm
d
==
==
 
であり，これらはプリュッカー座標[Stolfi1991][Yamaguchi1996]と呼ばれる． 
  FPUを利用して4×4行列式を計算するアルゴリズムを以下に示す． 
 
① プリュッカー座標 を計算する．この計算結果を正確に保持するためには，33 ビッ
ト必要である．この段階では，FPUレジスタの仮数部64ビット内に収めることが可能である． 
50 ,, dd L
 
② 式(3.14)の括弧の内部を計算する．ここでの計算結果もFPUレジスタの 64ビットの仮数部
で十分表現可能である． 
 
③ ②の演算結果に を乗じる．この乗算による計算結果は，64 ビットを超えてしまう
可能性がある．そこで，②の演算結果を式(3.13)の形式で表現し，64 ビット整数 ， に
を乗じる．このとき，式(3.13)の ，a は上位 32ビットが空の状態であるので，
これらに有効ビット数17ビットの を乗じても桁あふれは生じない． 
0300 ,, mm L
0a 1a
0300 ,, mm L 0a
03
1
00 ,, mm L
 
④ ③までで求めた4 つの項の加算をおこなう．各々の項は の形式で表現さ
れており， ， はそれぞれ少なくとも上位15 ビットは空いている．したがって，各項の加
算により，桁あふれが生じることはない． 
32
10 2×+= aaa
0a 1a
 
⑤ ④の演算結果の の上位32ビットを空にする．この処理はの上位32ビットをに加算
する処理となる． 
0a 0a 1a
 
なお，ここで述べた計算は，適応的符号判定処理の1回目の計算方法である．2回目以降の計算
では，④で各項は前回の計算結果を左に16ビットシフトしたものに加算することになる． 
 
3.3.3 誤差限界値との比較 
  4×4行列式の計算結果は，96ビット整数として式(3.13)の形式で表現されているので，64ビッ
ト整数で表現されている誤差限界値と直接比較することができない．そこで，4×4 行列式の計算
結果及び誤差限界値を比較することができる形に変換する． 
  式(3.10)より，誤差限界値は2 の桁以上の値のみが重要である．したがって，2 つの値の2
の桁以上の部分について比較をおこなえばよい．この部分は64ビット整数で十分表現可能なので，
単純に数値を比較することができる． 
48 48
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3.3.4 限界再計算回数 
  FPU を利用した適応的符号判定処理では，行列式の近似値 )(αD ′ は 96 ビット整数として表
現される．この処理では符号判定不能な場合に再計算がおこなわれるが，これが何回もおこなわ
れると )(αD ′ のデータ長が96 ビットを超えてしまうことがある．このような場合には，数値誤差によ
り正確な符号判定をおこなうことができない．そこで， )(αD ′ が 96 ビットを超えない限界の再計算
回数を求める必要がある． )(αD ′ が 96 ビット以内であるためには，式(3.4)の第 1 項及び第 2 項
が 95ビット以内でなければならない． 
  第1項の )1( −′ αD は，再計算において1回前に計算された行列式の値である． )1( −′ αD
がこの段階における誤差限界値 )1( −′ αrE より大きいならば，その時点で符号判定処理は終了
している．よって， )1−(′ αD の最大絶対値は )1( −′ αrE であるので， 
 )(216)1()1( 48 ααα PrED ′×=−′≤−′  
が成り立つ．したがって，第1項が 95ビット以内に収まるには， 
       (3.15) 954816 2))(216(2 ≤′× αP
を満足すればよい． 
 
6
)3)(2)(1()( +++=′ ααααP  
であるので，この式を用いて式(3.15)からこの不等式を満たす最大の整数を算出すると， 
 L923661018120.928≤α  
となる．この不等式を満たす最大の整数は 928=α である． 
  第2 項は )(αP 個の 4×4 行列式を足したものである．したがって，第2 項が 95 ビット以内に
収まるには， 
       (3.16) 95416 2)()12(16 ≤− αP
を満足すればよい．ここで， 
 )()( αα PP ′≤  
が成り立つので， )(αP の代わりに )(αP′ を利用して，不等式を解くと， 
 L763850304812.928≤α  
となり，式(3.16)を満たす最大の整数 928=α が得られる． 
  したがって，再計算回数が 928=α 以下であるならば， )(αD ′ が 96 ビットを超えることはな
い． 
  次に，誤差限界値について検討する．誤差限界値は， の桁以上の部分，すなわち，482
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)1(16 +′ αP
16P
≤
が64ビットで表現されている．したがって，誤差限界値が無誤差で表現されるために
は， 
α
        (3.17) 642)1( ≤+′ α
を満たせばよい．この不等式を解くと以下の結果が得られる． 
 L04274973.1905386  
これから，式(3.17)を満たす最大の整数 1905386=α が求まる． 
  以上より，正確に符号判定をおこなうことのできる再計算回数の限界値は， 928max =α であ
る． 
 
3.4 実験 
  ここでは，本章で述べたアルゴリズムの性能を実験によって評価する．可変倍長整数型による
全倍長計算，FPUを利用しない適応的符号判定処理，8ビット単位でFPUを利用した適応的符
号判定処理，16 ビット単位で FPU を利用した適応的符号判定処理のそれぞれについて，4×4
行列式の符号判定に必要な時間を計測し，その結果の比較をおこなう． 
 
3.4.1 実験環境 
  使用コンピュータ： Dell Dimension XPS Txxx 
   （Pentium III 500MHz，メモリ 384MB） 
  OS： Microsoft Windows NT 4.00 
  使用ソフトウェア： Microsoft Visual C++ 6.0 
 
3.4.2 実験方法 
  4×4行列式の符号判定時間の計測を以下の4種類の方法に関しておこなう． 
  (a) 可変倍長整数型による全倍長計算 
  (b) 適応的符号判定処理（16ビット単位） 
  (c) FPUを利用した適応的符号判定処理（8ビット単位） 
  (d) FPUを利用した適応的符号判定処理（16ビット単位） 
行列の各成分のデータ長が1，2，4，…，256，512，1024バイトであるような4×4行列式をランダ
ムに100 個生成し，符号判定にかかる時間を計測する．その平均値を行列式1 つの符号判定時
間として採用する． 
  また，(d)に関して，符号判定のために取り出すデータ長を調べる．行列の各成分のデータ長が
1，2，4，…，256，512，1024バイトであるような4×4行列式をランダムに1000個生成し，各行列
式について符号判定に成功するために取り出すデータ長を求める． 
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表 3.2 4×4行列式の符号判定時間 
データ長 
byte 
(a) 
ms 
(b) 
ms 
(c) 
ms 
(d) 
ms 
1 0.3285 0.4313 0.0096 0.0071 
2 0.3238 0.4127 0.0098 0.0070 
4 0.3484 0.4143 0.0096 0.0071 
8 0.4378 0.4163 0.0096 0.0069 
16 0.7319 0.4117 0.0099 0.0070 
32 1.7476 0.4171 0.0106 0.0071 
64 5.4443 0.4284 0.0107 0.0071 
128 19.6178 0.4136 0.0111 0.0070 
256 75.5340 0.4145 0.0103 0.0070 
512 296.7711 0.4161 0.0107 0.0070 
1024 1261.6750 0.4496 0.0108 0.0074 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0.001
0.01
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1
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100
1000
10000
1 4 16 64 256 1024
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(c)
(d)
 
 
 
 
 
時
間
  
m
s 
 
 
 
 
 
 
 
 
   データ長  byte 
 
図 3.3 4×4行列式の符号判定時間 
 
  なお本実験では，可変倍長整数型にはGNUのC++クラスライブラリのInteger型を利用した． 
 
3.4.3 実験結果 
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表 3.3 取り出したデータ長で符号判定に成功した行列式の個数 
取り出したデータ長 データ長 
byte 2 byte 4 byte 
1 996 4 
2 998 2 
4 996 4 
8 998 2 
16 999 1 
32 998 2 
64 997 3 
128 996 4 
256 998 2 
512 998 2 
1024 999 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  実験結果を表3.2，表3.3及び図 3.3に示す． 
  (a)の全倍長計算では，データ長の増加に伴い処理時間も指数関数的に増加している．これに
対し，適応的符号判定処理では，データ長に依らずほぼ一定の時間で符号判定をおこなえること
が分かる．FPU を利用することにより，更に高速な処理が可能であることが分かる．(b)に比べ，(c)
では約 40倍，(d)では約 60倍処理が高速化されている．また，16ビット単位での処理は，8ビット
単位での処理よりも高速であることが確認できる． 
  表3.3は，取り出したデータ長で符号判定に成功した行列式の個数を表している．表3.3から，
2バイトの取り出し，すなわち，適応的符号判定処理1回目での符号判定成功率は99%以上であ
り，4 バイトの取り出しですべての符号判定に成功していることが分かる．この結果からも，データ長
の大小にかかわらず一定の時間で符号判定をおこなえることが確認できる． 
 
3.5 定理の証明 
3.5.1 に関する定理の証明 )(tP
  3.2.2項で用いた 
 
6
)3)(2)(1()( +++≤ ttttP       (3.18) 
が成り立つことを示す．ここで，は，式(3.7)で定義されている． )(tP
  式(3.5)の行列の行ベクトルの番号i， ， 及びj k )( kjir ++− に対して，b ，b ，b 及び
を次のように定義する． 
0 1 2 3b
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       (3.19) 
))((
,
,
,
22
11
00
kjirlb
klb
jlb
ilb
++−−=
−=
−=
−=
33
tlr s −= であるので，式(3.19)から， 
 ii lbtbbbb ≤≤=+++ 0,3210      (3.20) 
が成り立つ．したがって， を求める問題は，式(3.20)を満たす整数解の個数を求める問題と等
価である．更に，この問題は，組合せ理論から，次に示す関数 の の係数を求める問題に
帰着する[Liu1968]． 
)(tP
)(xf tx
  C
3
0 0
)(
= = 




= ∑
j
l
i
i
j
xxf
しかし，一般に， を代数的関数として表現することは不可能である．したがって，その代わりに
とした場合の関数 を考える． 
)(tP
∞→jl )(xf∞
       (3.21) C
3
0 0
)(
=
∞
=
∞ 

= ∑
j i
ixxf
)(xf∞ の の係数を とする．
tx )(tP′ )(tP′ は，方程式 
  ibtbbbb ≤=+++ 0,3210
の整数解の個数であるため， 
        (3.22) )()( tPtP ′≤
である．式(3.21)について考えると， 
 
x
x
i
i
−=∑
∞
= 1
1
0
 
であるので， 
  4)1()( −−= xxf∞
となる．ニュートンの二項定理 
  r
r
n x
r
rn
x ∑∞
=
− 


 −+=−
0
1
)1(
から， の係数 は， tx )(tP′
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6
)3)(2)(1(3)( +++=


 +=′ ttt
t
t
tP     (3.23) 
となる．したがって，式(3.22)，式(3.23)より，式(3.18)が証明される． 
 
3.5.2 誤差限界値に関する定理の証明 
  3.2.2項で用いた 
      (3.24) )1(216)( 48 +′×≤′ αα PBE
の証明をおこなう． 
  )(αBE ′ は，∑ の添字をrからtへ置き換えることにより， 
  



 −=
−⋅=′
∑
∑
+=
−
+−
=
+−
s
s
s
l
t
t
l
r
lr
tP
tPBE
1
416)(16
)1(
0
416)(16
)()12(216
)()12(162)(
α
α
α αα
と書くことができる．式(3.18)から， 
  



 ′−≤



 −=′
∑
∑
+=
−
+=
−
s
s
l
t
t
l
t
t
tP
tPBE
1
416)(16
1
416)(16
)()12(216
)()12(216)(
α
α
α
αα
(3.25) 
を得る．式(3.25)の右辺を )(αtEB とし，次のように展開する． 
  
)
))6()5(4)4(6)3(4)2((2
))5()4(4)3(6)2(4)1((2
))4()3(4)2(6)1(4(2
))3()2(4)1(6(2
))2()1(4(2
)1(2(16
)()12426242(216
)()12(216)(
32
16
0
16
32
48
1
16324864)(16
1
416)(16
L+
+′++′−+′++′−+′+
+′++′−+′++′−+′+
+′++′−+′++′−+
+′++′−+′+
+′++′−+
+′=



 ′+⋅−⋅+⋅−=



 ′−=
−
−
+=
−
+=
−
∑
∑
ααααα
ααααα
αααα
ααα
αα
α
α
α
α
α
α
PPPPP
PPPPP
PPPP
PPP
PP
P
tP
tPEB
s
s
l
t
t
l
t
t
t
これに式(3.23)を代入すると，第5項の括弧内部は， 
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0
6
)8)(7)(6(
6
)7)(6)(5(4
6
)6)(5)(4(6
6
)5)(4)(3(4
6
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)5()4(4)3(6)2(4)1(
=
+++++++−
+++++++−+++=
+′++′−+′++′−+′
αααααα
ααααααααα
ααααα PPPPP
 
となる．すなわち，第5項は 0であり，同様に第6項以降も0である．第2項～第 4項の和をα に
関して整理すると， 
 
))284224236()222242257(
)26221224()212323((
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となる．この式の各項は， 0≥α のとき，負の値をとる．以上の結果から， 
      (3.26) )1(216)( 48 +′×≤ αα PEBt
が得られる．式(3.25)，式(3.26)から， 
  )1(216)()( 48 +′×≤≤′ ααα PEBBE t
となるので，式(3.24)が証明される． 
 
3.6 総括 
  本章では，FPUを利用して4×4行列式の適応的符号判定をおこなう手法を提案した．この手
法では，処理単位データ長を16ビットとして処理をおこなう．4×4行列式の適応的符号判定を16
ビット単位でおこなう場合には，計算結果を正確に表現するためには 68ビットのデータ長が必要と
なる．そこで，64ビットを超えるデータ長の数値を表現するために，2つのFPUレジスタを利用する．
これにより，最大 96 ビットの整数を正確に表現することができ，4×4 行列式の計算方法を工夫す
ることで，4×4行列式の符号判定を無誤差でおこなうことができる． 
  性能評価試験をおこない，本章で提案した手法と従来提案されていた手法との比較をおこなっ
た．その結果，適応的符号判定処理は行列式のデータ長に依存せず一定時間で符号判定をおこ
なえること，FPU を利用することで符号判定をより高速におこなえること，16 ビット単位での処理が
8 ビット単位での処理に比べ高速であることを確認した．また，行列式の符号判定のために取り出
すデータ長を調べ，行列式のデータ長の大小にかかわらず一定データの取り出しで符号判定をお
こなえることが確認できた． 
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4.1 従来の集合演算アルゴリズムの問題点 
  ソリッドモデラでは，ソリッドの位相構造を表現するために複雑かつ特殊なデータ構造を利用し，
集合演算ではそのデータ構造を用いて位相操作をおこなう．ソリッドの集合演算をおこなう場合，
それらの干渉状態には様々な可能性が存在する．それらすべての場合について処理をおこなうた
めには，多くの場合分けや分岐が必要となる．その結果，集合演算は，非常に複雑な処理となって
しまう．もし場合分けや分岐の漏れがあったならば，システムは破綻してしまう．ソリッドモデラの信
頼性を向上させるためには，簡潔な集合演算アルゴリズムが望まれる． 
  境界表現を用いたソリッドモデラのデータ構造として，ウイングドエッジデータ構造[Baumgart 
1972]，ハ フーエッジデータ構造[Weiler1985][Mäntylä1988]などが挙げられる．ハーフエッジデ
ータ構造には，頂点回りの情報を持つ Vertex-Edge データ構造と面分回りの情報を持つ Face- 
Edgeデータ構造がある．この2つのハーフエッジデー タ構造の性質を併せ持ち，データ構造及び
オペレータの両面において双対性を実現したデータ構造として，クォータ エーッジデータ構造が提
案されている[Niizeki1993]． 
  クォター エッジデータ構造は，面分と頂点に関して完全な双対性が成り立つ．クォ ターーエッ
ジに基づいて，ソリッドモデルのデータ構造についても双対なデータ構造が考案された．このデー
タ構造では，面分と頂点に関して複数のループを持つ形状を表現することができる．しかし，稜線
に関してはループを持たなかったため，稜線回りに複数の領域が存在する形状を表現できなかっ
た．したがって，ソリッドどうしの集合演算をおこなう場合，交線に沿って2 つのソリッドを分割し，必
要な部分どうしを結合するという手法を用いなければならなかった[Mäntylä1988]．この手法では，
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Qv0prev 
Qv0next 
Qf0prev Qf0next
Qf１ 
Qf0 
Qv1 
Qv0 
割 
 
 
面分クォータ  ー
 
頂点クォータ  ー
 
面分ループ 
 
頂点ループ 
 
 
 
図 4.1 クォーターエッジデータ構造 
 
分割の際に長さ0の稜線であるヌルエッジを挿入しなければならず，ヌルエッジの挿入には複雑な
分類を必要とした．そこで，データ構造を拡張し，頂点及び面分と同様に稜線に関してもル プーと
いう概念が導入され，この稜線ループを利用した集合演算アルゴリズムが提案された
[Tsugane1997][Yoshida1997]． 
  従来提案されている集合演算アルゴリズムでは，非多様体形状を利用することにより，アルゴリ
ズムの簡潔化を図っている．面どうしが接するといった幾何要素が接触する場合にも対応している．
しかし，そのような場合には，出力されたソリッドが非多様体である場合がほとんどである．従来の
集合演算アルゴリズムでは非多様体を入力ソリッドとして用いることができないため，そのような場
合には，次の集合演算に利用できないソリッドが生成されることになる．非多様体が生成される場
合には，それを複数の多様体に分離することが望ましい． 
  また，従来の集合演算アルゴリズムは，簡単な干渉状態を対象として考案されているため，様々
な場合に対応できているとは考えにくい．ソリッドの干渉状態によって場合分けが必要となる交線
挿入などの処理に関しても，処理の詳細な部分は述べられていない． 
  本章では，従来提案されている集合演算アルゴリズムに基づいて，上記の問題を改善した集合
演算アルゴリズムを示す． 
 
4.2 クォーターエッジデータ構造 
  クォーターエッジデータ構造[Yoshida1997]は，理論及びプログラムの両面において完全な双
対性を実現したデータ構造である．双対性を利用することにより， 
 (1) 1つのプログラムで2つの役割を果たす 
 (2) プログラムの信頼性の向上 
 (3) プログラムサイズの縮小 
などの利点が得られる． 
  クォーターエッジデータ構造は，Vertex-Edge データ構造及びFace-Edge データ構造を併せ
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た 
 model 
face quarter vertex quarter 
vertex loop face loop edge loop 
vertex face edge 
shell 
solid 
 
 
 
 
 
 
 
 
 
 
 
図 4.2 双対なデータ構造 
 
 
 
 
 
 
 
 
(a) 頂点ループ     (b) 稜線ループ     (c) 面分ループ 
図 4.3 複数のループを持つソリッド 
 
たハーフエッジデータ構造を考え，ハーフエッジを面分回りと頂点回りに関して分割したものである．
図 4.1にクォーターエッジデータ構造を示す．1つの稜線には，4つのクォーターエッジが接続して
いる．図4.1において， ， は面分クォ ターー，Q と は頂点クォータ でーある．これらの
うち，Q とQ ，Q と は，組（pair）を成している．また， とQ ， とQ は他（other）
の関係にある． 
0fQ
1vQ
1fQ 0v 1vQ
Q0f 0v 1f 0f 1f 0vQ 1v
  面分クォーター，頂点クォーターはそれぞれ面分ループ，頂点ループを形成している（図4.1参
照）．各クォーターエッジは，所属するループ内で順序付けられており，次のクォーターエッジ
（next）と前のクォーターエッジ（prev）をたどることができる． 
  クォータ エーッジデ ター構造に基づいたソリッドモデルのデータ構造では，面分（face）と頂点
（vertex），面分ループ（face loop）と頂点ループ（vertex loop），面分クォーター（face quarter）
と頂点クォーター（vertex quarter）は互いに双対な位相要素である（図4.2参照）． 
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表 4.1 オイラーオペレータ 
mef(kef) make(kill) edge face 
mev(kev) make(kill) edge vertex 
meklf(kemlf) make(kill) edge kill(make) face loop 
meklv(kemlv) make(kill) edge kill(make) vertex loop 
mfklfh(kfmlfh) make(kill) face kill(make) face loop hole 
mfklvh(kfmlvh) make(kill) face kill(make) vertex loop hole 
mehkle(kehmle) make(kill) edge hole kill(make) edge loop 
mvfss(kvfss) make(kill) vertex face shell solid 
mvfs(kvfs) make(kill) vertex face shell  
 
 
 
 
 
 
 
 
 
 
表 4.2 双対なオイラーオペレータ 
オイラーオペレータ 双対オイラーオペレータ 
mef, mev(kef, kev) mefv(kefv) 
meklf, meklv(kemlf, kemlv) meklfv(kemlfv) 
mfklfh, mvklvh(kfmlfh, kfmlvh) mfvklfvh(kfvmlfvh) 
mehkle(kehmle) mehkle(kehmle) 
mvfss(kvfss) mvfss(kvfss) 
mvfs(kvfs) mvfs(kvfs) 
 
 
 
 
 
 
 
 
  クォーターエッジデータ構造では，頂点，稜線，面分に複数のループを持つソリッドを表現する
ことができる（図4.3参照）．図4.3(a)及び(b)は，非多様体である．非多様体形状を利用することに
より，集合演算アルゴリズムの簡潔化をおこなうことが可能となる．なお，本論文で述べる集合演算
アルゴリズムでは，頂点で接する，あるいは稜線で接する非多様体しか用いない．したがって，本
論文においては，そのような形状の非多様体のみを対象としている． 
 
4.3 オイラーオペレータ 
  クォーターエッジデータ構造では，次の修正オイラー ・ポアンカレの式[Tsugane1997]が成り立
つ． 
 )(2))(())(())(( hsflfelevlv fev −=−−+−−−−−  
ここで， 
 s  
  h
  v
: shellの数 
: holeの数 
: vertexの数 
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 vl  : vertex loopの数 
 edgeの数 
 edge loopの数 
faceの数 
face loopの数 
  :e
  :el
  :f
  :fl
である． 
  この式に基づくオイラーオペレータ群を表4.1 に示す．オイラーオペレ ターは様々な位相操作
をおこなう関数群である．その中で頂点に関する操作と面分に関する操作は双対であり，双対原
理を利用することにより双対な操作を 1 つのプログラムで実行することができる．したがって，18 個
のオペレータは，実際には12個のオペレータで実現される．表4.2に互いに双対なオイラーオペ
レータを示す． 
  上に示した以外にも，補助的なオペレータが存在する．それらを以下に示す． 
 
 (1) shl2sld 
  このオペレータは，ソリッド内のシェルを新しいソリッドにする．  
 
 (2) sld2shl 
  このオペレータは，ソリッド内のシェルを取り出し，別のソリッドへ移動する． 
 
 (3) mvlf 
  このオペレータは，面分内に頂点を挿入する．このとき，頂点と面分ループが1 つ生成される．
集合演算処理において，面分へ交点を挿入する際に使用される． 
 
 (4) semv 
  このオペレータは，稜線上に頂点を挿入し，稜線を2 つに分割する．集合演算処理において，
稜線に交点を挿入する際に使用される． 
 
4.4 集合演算アルゴリズム 
4.4.1 集合演算アルゴリズム概要 
  本研究のソリッドモデラにおける集合演算アルゴリズムの概要を示す．まず，ソリッド間の交点，
交線を算出し，それぞれのソリッドの対応する位置に，頂点，稜線を挿入する（図4.4，図4.5参照）．
次に，それらの交点，交線を結合する（図4.6，図4.7 参照）．交線を結合すると，2 重の稜線ルー
プを持つ稜線が生成される．それらすべての交線に関して，交線に接続する面分の入れ替えをお
こなう[Tsugane1997]．この処理は，稜線ループに接続しているクォーターエッジを入れ替えること
によっておこなわれる（図4.8 参照）．図4.8 では，交線を中心に2 組の面分を断面から見た状態
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は 
 
 
 
 
 
 
 
図 4.4 交点の挿入   図 4.5 交線の挿入 
 
 
 
 
 
 
 
 
 
図 4.6 交点の結合   図 4.7 交線の結合 
 
 
 
 
 
 
 
 
図 4.8 稜線ループにおけるクォーターエッジの入れ替え 
 
を右下に示している．2 組の面分に接続している4 つの面分クォーターを丸印で表している．丸に
黒丸は手前方向への面分クォータ ，ー丸にばつ印は奥行き方向への面分クォーターである．最後
に，交点，交線の分割をおこなうことにより，和集合と積集合のソリッドが生成される（図4.9参照）． 
  次項から，集合演算アルゴリズムの各処理の詳細について述べていく． 
 
4.4.2 エンクロージングボックステスト 
  エンクロー ジングボックスを利用して，大まかな干渉判定をおこなう．エンクロージングボックスは，
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体 
 
 
 
 
 
 
 
図 4.9 和集合，積集合の生成 
 
x， ， 軸に垂直な面で構成され，ソリッド，シェル，面分など対象となる要素を囲む最小の直方
体である．2 つの要素のエンクロージングボックスどうしが干渉していないならば，2 つの要素は干
渉していない． 
y z
  本研究の集合演算アルゴリズムでは，まず，シェルのエンクロージングボックステストをおこなう．
シェルのエンクロージングボックスは，シェルを構成しているすべての頂点座標を用いて作成する．
シェルのエンクロ ジーングボックスどうしが干渉している場合には，シェルどうしが干渉している可能
性があるので，次に面分のエンクロージングボックステストをおこなう．面分のエンクロージングボッ
クスは，面分を構成しているすべての頂点座標を用いて作成する．面分のエンクロージングボック
スどうしが干渉している場合，その面分の組は交差している可能性がある．このような面分の組に
対して，交点，交線算出処理をおこなっていく． 
 
4.4.3 交点算出 
  交差可能性のある面分の組について，交点の算出をおこなう．交点は，一方の面分を含む平
面ともう一方の面分の境界との交差として算出される． 
  2つの面分 ， の交差を考える．面分 の面分ループをたどっていき，面分 の平面を
横切る場合，交点が存在する．同様に，面分 の面分ループをたどっていき，面分 の平面を
横切る場合にも，交点は存在する．この手法では，面分の外部に存在する点や同じ位置に存在す
る点も算出される． 
AF BF AF
BF
BF
AF
  面分ルプーをたどる処理では，実際には面分ループを形成している頂点を面分回りにたどって
いく．このとき，もう一方の面分を含む平面に対して，頂点の半空間テストをおこなう．頂点を面分
回りにたどる際，半空間テストの結果が1つ前の頂点の結果と異なる場合には，2つの頂点の形成
する稜線ともう一方の面分を含む平面が交差しており，交点が存在することが分かる． 
 
4.4.4 交線算出 
  交点算出処理により求まった交点は，2 つの面分を含む平面どうしの交差直線上に存在する．
交線算出処理は，この直線上で交点のソートをおこない，交点を端からたどることによって両方のソ
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V3V2V0 V1
FB 
FA
 
 
 
 
 
 
図 4.10 面分どうしの交線算出 
 
 
 
 
 
 
 
      (a) 異なる半空間にある場合        (b) 同一の半空間にある場合 
out 
in in 
out 
on 
out 
in 
on on 
out 
on 
in 
in in 
out out 
 
 
 
 
 
 
   (c) 表側半空間と平面上にある場合      (d) 裏側半空間と平面上にある場合 
図 4.11 前後の頂点の位置による交点の分類 
 
リッドに含まれている部分を交線として求める処理である．なお，交点のソ トーの際に，同じ位置に
存在する点は1つに統合する． 
  図4.10の面分 と面分 の交線算出では，交点はV ，V ，V ，V の順にソートされる．交
点をソートされた順にたどっていくと，V で面分 の内部に入り，V で面分 の内部にも入る．
したがって，ここから交線が始まり，V で面分 の外部に出るのでここで交線が終了する．その後，
で面分 の外部に出る． 
AF BF 0 1 2
1
3
0
2
BF
B
AF
F
3V AF
  交差直線上のどの区間が交線であるかを調べるために，各面ごとに，他方の面分のどちら側に
面分が存在するかを示すためのフラグを持たせ，そのフラグの変化を調べることによって交線を算
出する[Yoshida1995]．平面に対してその法線ベクトルが向いている側をout側，逆をin側とする
と，各面はout側とin側の 2つのフラグを持つ．out側のフラグは，他方の面分のout側に面分
が存在するときには1，存在しないときには0となる．in側のフラグは，他方の面分のin側に面分
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Qf3 Qf1 
Qf2 
Qf0 
 V0 
 
 
 
     (a) 面分クォーターの組  (b) 正しい面分       (c) 正しくない面分 
V1 
図 4.12 面分の決定 
 
が存在するときには1，存在しないときは0となる．各フラグの初期値を0に設定しておき，交線上
の交点をソートされた順にたどっていき，交点が現れるたびに，フラグの論理反転をおこなう． 
  交点が，新たに算出されたものではなく，もともとその位置に存在していた頂点である場合，必
ずしもフラグの反転はおこなわれない．フラグの反転をおこなうかどうかは，交点の属する面分ルー
プ内にある交点の前後の頂点が，他方の平面のどちら側の半空間にあるかにより決定される（図
4.11参照）．図4.11(a)は，前後の頂点が異なる半空間に属している場合であり，out側，in側の両
方のフラグを反転する．図4.11(b)は，前後の頂点が同一の半空間に属している場合であり，どちら
のフラグも反転させない．図 4.11(c)は，前後の頂点のうち一方が平面上，もう一方が表側半空間
に属する場合であり，out側のフラグのみを反転させる．図4.11(d)は，前後の頂点のうち一方が平
面上，もう一方が裏側半空間に属する場合であり，in 側のフラグのみを反転させる．交差直線上で
ソートされた交点をたどる際に，この法則に従ってフラグを変更していく．どちらかの面分のout側，
in側のフラグが共に0であるような区間は交線ではない．それ以外の区間が交線となる． 
  交線の両端点は，交点として必要な点である．それ以外の点は不要であるので，それらを削除
する． 
 
4.4.5 交点挿入 
  各ソリッドの交点の位置に頂点を挿入する．交点挿入処理は，交点の交差状況に応じて，面分，
稜線，頂点のいずれかに対して頂点を挿入する． 
  交点の交差状況が面分での交差の場合，面分内に頂点の挿入をおこなう．この処理では，補
助的オイラーオペレータであるmvlfオペレータを利用して，頂点と面分ループを挿入する．交点の
交差状況が稜線での交差の場合，稜線上に頂点の挿入をおこなう．補助的オペレータである
semv オペレータを用いて，稜線上に頂点を挿入する．交点の交差状況が頂点での交差の場合，
その位置には既に頂点が存在しているため，頂点の挿入はおこなわない． 
 
4.4.6 交線挿入 
  挿入された交点を接続していくことによって，交線の挿入がおこなわれる．交線挿入処理では，
交線の両端点の頂点クォーターのpair である面分クォーターを用いて，挿入される交線の位相の
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V1 
Qf1 
Qf0 
Qf1 
V1 Qf2 
 
 V2 
 
 
V0  
  (a) 孤立点   (b) 1つの稜線に接続する頂点 
図 4.13 面分クォーターが1つの場合 
 V1 V1 
 Qf3 
Qf0 
Qf3 
Qf0 
 
 
 
 
V０ V0  
図 4.14 対象となる面分クォーターが1つの場合 
 
接続をおこなう．このとき，挿入された交線が正しい位相を持つためには，正しい面分クォーターを
選択する必要がある． 
  交線挿入処理では，まず，交線の両端点が所属する面分を決定する．これは，2 点の頂点クォ
ーターのpair である面分クォーターに対して，同一面分上に存在する面分クォーターの組を選択
することによりおこなわれる．ただし，そのような面分クォーターの組が複数存在する場合がある（図
4.12 参照）．このような場合には，交線を挿入すべき面分を正しく選択しなければならない．正しい
面分を選択するには，2 点の中点を算出し，中点が面分の内部にあるかどうかを判定すればよい．
中点が面分の外部にある場合，その面分は正しくない面分である．中点が面分内にある場合，そ
の面分は交線を挿入すべき面分である． 
  面分が決定されたなら，交線の両端点の頂点クォーターのpair である面分クォーターの中で，
その面分に属しているものを見つけ出す．交線挿入処理では，そのような面分クォーターを用いて，
挿入される交線の位相の接続をおこなう．したがって，そのような面分クォータが複数存在する
場合には，正しい面分クォーターを用いて，交線の位相の接続をおこなわなければならない．そこ
で，正しい面分クォーターが選択されるように，以下に示す(1)～(4)の判定をおこなう． 
 
 (1) 面分クォーターが1つのみの場合 
  図4.13(a)は 2点V ，V を結ぶ交線を挿入する場合，図4.13(b)は 2点V ，V を結ぶ交線を
挿入する場合である．図4.13(a)において，頂点V は孤立点である．図4.13(b)において，頂点V
は，ただ1つの稜線に接続している．どちらの場合もV の頂点クォーターのpairである面分クォー
0 1 1 2
1 1
1
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タ 
V1 V1 L1prev V1 L1  
Qf2 
Qf3 
Qf1Prev Qf1 
Qf0 
Qf1prev 
Qf0prev 
V0 
Qf3 
Qf0 
Qf1 
 
 
 
 
 V0 V0 
 
    (a) 面分クォーター     (b) クォーターを含む2直線 
図 4.15 面分クォーターとそのprevの左側に他方の頂点がある場合  図4.16 凹頂点の場合 
 
ターは1つしか存在しない．この場合には，この面分クォーターが選択される． 
 
 (2) 対象となる面分クォーターが1つのみの場合 
  (1)で面分クォーターが選択されなかった場合，頂点の頂点クォーターのpairである面分クォー
ターは2つ以上存在する．そのような場合でも対象となる面分クォーターが1つのみであるならば，
その面分クォーターを選択すればよい．例として，図4.14のV について考える．図4.14は2点V ，
を結ぶ交線を挿入する場合である．V は 2 つ以上の稜線に接続しているので，V の頂点クォ
ーターのpairである面分クォーターは2つ以上存在する．しかし，交線を挿入する面分上に存在
する面分クォーターは のみである．したがって，この面分クォーターが選択される． 
0 0
1V 0 0
0fQ
 
 (3) 面分クォーター及びそのprevの面分クォーターの左側にもう一方の頂点がある場合 
  (1)，(2)で面分クォーターが選択されなかった場合，対象となる面分クォーターは複数存在する．
そのような例として，図4.15のV について考える．図4.15は，2点V ，V を結ぶ交線を挿入する
場合である．頂点V の頂点クォーターのpair である面分クォーターのうち，交線を挿入する面分
上にあるものは，Q ，Q ，Q である．ここでは，Q が選択されなければならない． 
0
2f
0 1
0
0f 1f 1f
  Q が選択される条件について述べる．Q の所属する稜線を含む直線 及びQ （Q
の prev）の所属する稜線を含む直線 を考える．Q の向きを の正の向き，Q の向き
を の正の向きとしたとき，もう一方の頂点V は の左側，かつ の左側に存在する．し
たがって，対象となる面分クォーターについて，面分クォーターとその prev の面分クォーター の向
きを正とする各々を含む2 直線を考え，もう一方の頂点が2 直線の左側にあるような面分クォータ
ーを選択すればよい． 
1f
prevL1
1f 1L prevf 1
prevf 1
1f
prevL1 1f
1
1L
L1 L prev1
 
 (4) 凹頂点の場合 
  (1)～(3)の判定をおこなっても面分クォーターが選択されない場合について考える．図4.16 は，
2 点V ，V を結ぶ交線を挿入する場合である．頂点V に関して，対象となる面分クォーターは，0 1 0
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0fQ ，Q である．このとき，対象となる面分クォーターを用いて，頂点が凹であるか凸であるかを
判定する．その結果，頂点が凹であると判定されたならば，その面分クォーターを選択する．図
4.16 において， を用いた場合，V は凹頂点であると判定され，Q が正しい面分クォーター
として選択される． を用いた場合には凸であると判定されるので，は選択されない． 
1f
0fQ
fQ
0 0f
1fQ1
B
 
  交線を挿入するための面分クォーター の組が求まったならば，オイラ オーペレータを用いて，稜
線を生成する．交線の両端点が異なる面分ループに属する場合，meklfオペレータを用いて2 点
を結ぶ稜線を生成する．交線の両端点が同じ面分ループに属する場合，mef オペレータを用いて
2点を結ぶ稜線を生成する． 
  mefオペレータを用いた場合，面分の分割がおこなわれ，新しい面分が生成される．その際，も
との面分に複数の面分ループが所属していた場合には，面分ループはすべてもとの面分に所属し
たままの状態となっている．そこで，幾何的に新たに生成された面分内に存在する面分ループが，
新面分に属するように所属関係の修正をおこなう必要がある． 
  各面分ループが新面分の内部に存在するかどうかを調べるには，面分ループ上の頂点を1 つ
選び，新面分に対して点の内外判定をおこなえばよい．点が面分内に存在しているならば，その
面分ループが面分内に存在する．この場合，面分ループが新面分に所属するように，所属関係を
修正する． 
 
4.4.7 交点の結合及び交線の結合 
  交点，交線の挿入された2つのソリッドについて，それぞれの対応する交点，交線の結合をおこ
なう．まず，sld2shlオペレータを用いて，2つのソリッドを1つの立体に統合する．次に，2つのソリ
ッドの交点に対応する頂点の組をkvmhオペレータによって1つの頂点に結合し，複数の頂点ル
ープを持つ頂点として結合させる．この状態は，頂点で複数のループを持つような非多様体形状
になる．最後に，2つのソリッドの交線に対応する稜線の組をkehオペレータによって結合する．こ
の状態は，稜線に複数の稜線ループがある非多様体形状となる． 
 
4.4.8 スワップ 
  交線の結合をおこなうと，交線の稜線ループには，2 組の面分が接続する．それぞれの面分が
他方の面分の組の内側，外側，同一平面上に存在するかによって，面分の位置関係は10 通りに
場合分けできる（図4.17 参照）．こで同一平面に存在する場合はその法線ベクトルが同一方向
か，逆方向かによって接続状況が異なるのでそれらをon+，on-として区別する．図4.17は，交線を
中心に2組の面分を断面から見た状態であり，2組の面分に接続している4つの面分クォーター を
丸印で表している．丸に黒丸は手前方向への面分クォーター，丸にばつ印は奥行き方向への面
分クォーターである．また，各場合においてスワップをおこなうかどうかを示している． 
  この中で on+の場合分けは特別な配慮を必要とする．図4.17(h)，(i)の状況では結合前の 2つ
のソリッドを，A として，，A Bどちらの面分が内部にあるのかを区別することで処理を統一的に
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     (h) on+ - on+ / in - out  (i) on+ - on+ / out - in  (j) on+ - on+ / on+ - on+ 
図 4.17 面分の位置関係とスワップ 
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Qf1=Qv1→pair 
Qv1=Qf1→pair 
Qf2=Qf1→other 
Qf1=Qf2→other 
Qf2=Qv2→pair 
Qv2=Qf2→pair Qv1next 
Qf2
Qf1 
Qv2
Qv1 
頂点クォータ  ー
面分クォータ  ー Qv1prev 
 
 
 
 
 
 
 
図 4.18 稜線におけるクォーターエッジ 
 
おこなっている．これによって処理が複雑になることはなく，図4.17 の場合分けはすべて一様な手
間で可能である．また，図4.17(j)ではどちらが和集合でどちらが積集合かが不明だが，別の交線
で判断できるので問題ではない． 
  面分クォーターの入れ替えをおこなうことにより，交線に接続している面分の接続関係を変更す
る．このとき，面分クォ ターーの順序は正しいが，頂点クォ ター のー順序は乱れる場合があるので，
頂点クォーターの順序を修正する処理をおこなう．集合演算アルゴリズムの面分のスワップにおい
て，クォーターエッジに対する操作は，面分クォーター のみに対しておこなわれる．面分のスワップ
の処理の過程では，頂点回りの情報は矛盾を含んでいるので，頂点クォータ のー操作はおこなわ
ない．すべての交線についてスワップ処理が終了した後に，面分クォーターの順序が正しいことを
利用して，頂点クォーターの順序の修正をおこなう． 
  1つの稜線におけるクォーターエッジを図4.18に示す．頂点クォータQーv のnextとprevは，
面分クォーターを利用して次のように指定することができる． 
1
 
  
pairnext2
pairnextotherpair1next1
→→=
→→→→=→
Qf
QvQv
  
pairotherprev1
pairotherprevpair1prev1
→→→=
→→→→=→
Qf
QvQv
 
このとき， の nextとprevがQv を指す必要がある． 1Qv 1
 
  1prevnext1 QvQv =→→
  1nextprev1 QvQv =→→
 
2Qv のnextとprevについても，同様の処理をおこなう．この操作をすべての交線に対しておこな
うことにより，頂点クォーターの順序は正しく修正される． 
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  このとき，各交点は2 つの頂点ループを持っている．交線の頂点クォーターは正しい頂点ルー
プに接続しているが，それ以外の頂点クォーターは正しい頂点ループに接続しているとは限らない．
したがって，この接続を正しく修正する必要がある．頂点クォ ター のー順序は正しいので，交点の
頂点クォー ター からたどることのできる頂点クォー タ がー，交点の頂点ループに所属するように，所
属を変更する．この操作をすべての交点に対しておこなう． 
 
4.4.9 交点の分割及び交線の分割 
  交点，交線を分割することにより，1 つに結合されていたソリッドを和集合，積集合となるソリッド
に分割する．この処理は，交点，交線結合処理の逆の操作によっておこなわれる． 
  まず，meh オペレ ターによって，結合された稜線ループを分割し，稜線を生成する．次に，
mvkh オペレー タによって，結合された交点を分割して新しく頂点を生成する．最後に，複数作成
されるシェルをそれぞれshl2sldオペレータによってソリッドに変換する． 
  幾何要素どうしが接触している場合には，分割処理によって，頂点の個数が正しくないソリッド
が生成されることがある．そこで，そのようなソリッドが生成されないように，ソリッドの分割処理にお
いて，頂点及び頂点ループの作成，または削除をおこなう処理が必要である． 
 
 (1) 頂点及び頂点ループの作成 
  交点の分割処理により，2つの頂点ループを持った頂点は，1つの頂点ループを持つ頂点2つ
に分割される．このとき，頂点クォーターの回路が3つ以上となる場合には，どちらの頂点ループに
も所属していない頂点クォーターの回路が生じてしまう．これは，頂点ループは2つしか存在しない
ので，すべての回路が所属するための頂点ループの個数が足りないからである．そのような場合に
は，新しく頂点ループを作成する必要がある． 
  頂点ルプーを作成する必要があるかどうかを調べるためには，交線に所属する頂点クォーター
について， が指している頂点ループからQvをたどれるかを調べればよい．たどることがで
きない場合は，頂点ループが足りない場合であるので，新しい頂点ループを作成する．新頂点ル
ープが を指し， からたどることができるすべての頂点クォーター が新頂点ループを指すよう
にする．また，新頂点の作成も同時におこなう．この処理をすべての交線に関しておこなう． 
Qv Qv
Qv Qv
 
 (2) 頂点及び頂点ループの削除 
  分割処理後，頂点クォーターの回路が1 つとなる場合がある．このとき，2 つの頂点ループのう
ちどちらか一方は，頂点クォーターからたどることができない．このような頂点ループは余分であり，
削除する必要がある． 
  頂点ルプーを削除する必要があるかどうかを調べるためには，交線に所属する頂点クォーター
の中で，同一の頂点に所属する2つの頂点クォーター が互いにたどることができるかを調べればよ
い．たどることができる場合には，2つの頂点クォーター が同一の回路に存在しており，余分な頂点
ループが存在する．したがって，一方の頂点ループを削除し，もう一方の頂点ループがどちらかの
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を V1 V0 
 
 
 
 
 
      (a) 2つのソリッド     (b) 2つのソリッドの干渉        (c) 演算結果 
図 4.19 頂点の作成をおこなう場合 
 
頂点クォーターを指すようにする．また，回路を形成しているすべての頂点クォーターが，削除され
なかった方の頂点ループを指すようにする．この処理をすべての交線に関しておこなう． 
 
4.4.10 トリミング 
  分割されたソリッドには，挿入された交点，交線がそのまま残っている．これらの中には，ソリッド
の形状を表現するためには不必要な要素が存在する．トリミング処理は，このような不必要な要素
を削除する処理である．トリミング処理は，交線，交点の順におこなわれる． 
  交線のトリミングでは，交線として挿入された稜線の中で，稜線の両側の面分が同一平面上に
あるような稜線を削除する．また，稜線の両側が同一面分であるような稜線も削除する． 
  稜線の両側の面分について，平面式係数を用いてそれらが同一平面かどうか判定する．その
結果，2 つの面分が同一平面上にあるならば，稜線は不要である．kef オペレータによって稜線を
削除し，2つの面分を1つの面分に統合する．このとき，削除された面分内に複数の面分ループが
所属している場合には，それらが統合された面分に所属するように所属関係の修正をおこなう．稜
線の両側の面分が同一の面分である場合には，kemlfオペレータによってこの稜線を削除する． 
  交点のトリミングでは，交点として挿入された頂点の中で，稜線上にある頂点，孤立点の削除を
おこなう．頂点に接続する稜線が2 つの場合，2 つの稜線は同一直線上に存在し，頂点もその直
線上に存在する．この頂点をkevオペレータによって削除し，稜線を1つに統合する．面分ループ
にただ1つの頂点が存在している場合，この頂点は不要な頂点である．meklfオペレ ターによって
孤立点を面分内の適当な頂点と稜線で接続し，その稜線と頂点をkevオペレータによって削除す
ることにより，孤立点が削除される． 
 
4.5 ソリッドモデラによる実行例 
  図4.19は，頂点を作成する必要がある場合である．図4.19(a)の 2つのソリッドを図4.19(b)の
ように干渉させ，和，積演算をおこなうと，3 つに分割されてしまう頂点が2 つ存在する．頂点の作
成の処理をおこなわない場合，図4.19(c)のV 及びV の位置には頂点が存在しない．処理の追
加をおこなったソリッドモデラを用いて，図 4.19の場合に関して集合演算をおこなった結果，V 及
0 1
0
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V3
V2
 
 
 
 
        (a) 2つのソリッドの干渉              (b) 演算結果 
図 4.20 頂点の作成及び削除をおこなう場合 
 
びV の位置に頂点が作成されていた． 1
  図4.20 は，頂点の作成と削除をおこなう必要がある場合である．立方体と同じ高さの3 角柱を
図 4.20(a)のように干渉させ，差演算をおこなうと，図4.20(b)に示す 2 つのソリッドが生成される．
図4.20(b)の3角柱は表裏が反転したソリッドを表現している．頂点の作成と削除の処理をおこなわ
ない場合，V の位置には 2 つの頂点が存在し，V の位置には頂点が存在しない．処理の追加を
おこなったソリッドモデラを用いて，図4.20の場合に関して集合演算をおこなった結果，V の位置
の頂点は 1つであり，V の位置に頂点が作成されていた． 
2 3
2
3
 
4.6 総括 
  本章では，稜線ループを利用した集合演算アルゴリズムについて述べた．このアルゴリズムは，
従来提案されていた集合演算アルゴリズムに改良を加えたものである． 
  従来のアルゴリズムでは，スワップ処理の際に稜線ループを分割するかどうかの判定をおこなっ
ていた．この処理において分割しないと判定された場合，出力されたソリッドは，その稜線に関して
2 重の稜線ループを持つ非多様体となる．非多様体ソリッドは集合演算中では利用しているが，入
力ソリッドとして用いることはできない．そこで，非多様体ソリッドが生成される場合には，それを複
数の多様体ソリッドに分離する手法を提案した．非多様体ソリッドの稜線ループを分割すると，頂点
及び頂点ループの個数が正しくないソリッドが生成されてしまうため，そのような場合には頂点及び
頂点ループの追加，あるいは削除をおこなう．これにより，正しいリッドのみが生成される． 
  従来のアルゴリズムは単純な干渉状態のみを対象としているため，様々な干渉状態には対応で
きていない．交線挿入処理は干渉状態によって多くの分岐を必要とする処理であり，分岐漏れが
あったならばシステムは破綻してしまう．そこで，様々な干渉状態でも対応できるように，従来の交
線挿入処理の改良をおこなった． 
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5.1 曲線・曲面を持つ立体の集合演算 
  集合演算は非常に複雑な処理であり，多面体を対象にした場合でも，安定におこなうことは困
難である．曲線，曲面を持つ立体の集合演算をおこなう場合には，多面体を対象とした場合に比
べ，様々な問題を取り扱う必要があるため，安定化はより困難である． 
  集合演算アルゴリズムでは，交点，交線算出などの干渉処理をおこなう．多面体を対象とした場
合，同次処理に基づく整数演算を用いることにより，交点，交線算出は正確におこなわれる．しかし，
曲面ソリッドを対象とした場合には，交点，交線を正確に算出することはほぼ不可能である．そのた
め，曲線，曲面の干渉処理の完全な安定化は極めて難しい． 
  曲面，曲面の干渉処理を安定におこなうためには， 
 (1) 交点の計算 
 (2) 交差曲線上での交点のソート 
 (3) 他の曲面に対する交点の半空間テスト 
 (4) 曲面どうしの一致判定 
などの幾何計算が必要である．曲線，曲面の干渉処理を代数的におこなう場合，非常に高次の代
数方程式を扱わなければならない．例えば，双3次Bézier曲面どうしの交差曲線は324次式とな
る．交点の座標値は，このような高次代数方程式の解である．代数方程式は，その次数が 5 次以
上の場合には代数的に解くことができない．したがって，交点の正確な座標値を求めることはほと
んどの場合において不可能である．そこで，一般的には幾何的 Newton-Raphson 法[Yamada 
1995]などの近似計算を利用して交点算出をおこなっている．幾何的 Newton-Raphson 法は非
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速 
 
 
 
 
図 5.1 面分    図 5.2 曲面パッチ 
 
常に高速に解を算出することができるが，その解は近似解であるため数値誤差を含んでいる．近
似計算を利用して完全に安定な処理をおこなうことはできない． 
 
5.1.1 厳密に正確な演算を用いた幾何判定 
  本研究では，厳密に正確な演算（exact arithmetic）を利用して処理をおこなう．これにより，浮
動小数点演算に起因する数値誤差の問題を解決することができる．曲線，曲面の干渉処理には，
代数方程式の実数解の個数を正確に判定することができるSturm 列[Togawa1971][Milne 
1992]を利用する．集合演算アルゴリズムにおいて，位相に変更を加えるためには，交点の正確な
値は必ずしも必要ではなく，3 曲面の交点の有無が正確に判定できればよい．厳密に正確な演算
及び Sturm 列を利用することにより，曲線，曲面の交点の存在判定を正確におこなうことができ
る． 
 
5.1.2 対象とする曲面 
  Sturm 列による交点の有無を判定する手法は，非有理式表現のパラメトリック曲線，曲面を対
象とする．したがって，NURBS などの有理式表現のパラメトリック曲線，曲面を扱うことはできない．
曲線，曲面を同次座標で定義した同次曲線，曲面[Yamada1995b]は，曲線，曲面式が非有理多
項式表現であり，ユークリッド空間では有理曲線，曲面を表現する．したがって，有理曲線，曲面は，
同次曲線，曲面として扱えばよい． 
  交点算出などの干渉処理をおこなう場合には，曲面の陰関数式が必要となるが，これはパラメト
リック表現式から得ることができる． 
 
5.1.3 位相構造及び位相操作 
  データ構造に，多面体ソリッドモデラで利用されているクォーターエッジデ ター構造を用いる．
パラメトリック曲面パッチの端点，境界曲線，パッチは，多面体における頂点，稜線，面分に対応す
る（図5.1，図5.2参照）．トリム曲面の場合には，端点（交点），トリム境界曲線（交線），トリムパッチ
が，頂点，稜線，面分に対応する（図5.2参照）． 
  位相操作は，オイラオーペレータを用いておこなう．多様体に関しては，多面体と同様に曲面を
持つ立体を扱うことができると考えられる． 
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5.1.4 幾何情報 
  多面体ソリッドモデラでは，頂点座標及び平面式係数を幾何情報として保持している．曲面の
場合でも，点及び面に関する幾何情報を保持する．曲面パッチの端点は，同次座標で正確に表
現される．集合演算の際に生じる交点は座標値を正確に算出することができないので，パラメータ
空間において交点を囲む長方形領域として表現される．長方形領域の4 隅の端点は，正確に算
出される．曲面の幾何情報として，パラメトリック表現式及び陰関数式を保持する．陰関数式は，パ
ラメトリック表現式のパラメータを消去することにより得られる．変数の消去は，終結式を用いておこ
なわれる． 
 
5.1.5 集合演算アルゴリズム 
  集合演算アルゴリズムに関しては，多面体ソリッドモデラのアルゴリズムを拡張し，曲線，曲面を
扱えるようにすることを考える．位相操作に関しては，多面体と同様におこなうことができると考えら
れるが，幾何演算，幾何判定に関しては，曲面を扱う場合特有の処理をおこなう必要がある．以下
に，多面体ソリッドモデラの集合演算アルゴリズムの概要を示す． 
 (1) 交点算出 
 (2) 交線算出 
 (3) 交点，交線挿入 
 (4) 交点，交線接続 
 (5) 稜線ループの接続関係の修正 
 (6) 交点，交線分割 
  (1)，(2)は幾何的な処理が必要な箇所であり，多面体ソリッドモデラで用いられている手法は利
用できない．一方，(3)～(6)の処理では位相操作が主であり，多面体ソリッドモデラでの理論をほぼ
そのまま利用することができると考えられる． 
  集合演算アルゴリズムにおいて，交点の有無の判定は，まず最初に必要となる幾何計算である．
集合演算を完全に安定におこなうためには，この判定が正確におこなわれなければならない．本
章では，厳密に正確な演算及びSturm列を利用して，3曲面の交点の存在判定及び交点の存在
範囲の決定をおこなう手法を示す．曲線と曲線，曲線と曲面が交差した場合にも交点は生じるが，
3曲面の交差の場合の手法を，それらの場合にも応用することができる． 
 
5.2 Sturmの定理 
  Sturm の定理を利用することにより，ある区間内の代数方程式の実数解の個数を正確に判定
することができる[Togawa1971]．ここでは，Sturmの定理についての説明をおこなう． 
  実数解の個数を判別すべき方程式を 
  01
2
2
1
10 =+++++ −−− nnnnn axaxaxaxa L
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とする．このとき， 
    (5.1) nn
nnn axaxaxaxaxS +++++= −−− 1221101 )( L
とおく．式(5.1)をxで 1階微分したものを 
   (5.2) 1
3
2
2
1
1
02 )2()1()( −
−−− ++−+−+= nnnn axanxanxnaxS L
とする．式(5.1)，式(5.2)から， 
 を で整除した余り)(()( 2 xSxS kk −= )(1 xSk− )1() −×  
を が定数となるまで生成する．定数である最後の式を とする．すなわち，
は で割り切れ， 
)(xSk
)(xS m
)(xS m )(1 xSm−
  0)(1 =+ xSm
である． 
  このようにして生成された関数列 )(xSk )1( mk ≤≤ をSturm列と呼ぶ．このSturm列
に任意の
)(xS
xを代入したときの ) 1( k(xSk )m≤≤ の符号変化の回数を とする．なお，0
は無視して符号変化の回数を数える．ここで， 
))((var xS
 ))(var(1))((per xSmxS −−=  
とすると， は符号不変化の回数を表す． は関数列の個数である．このとき，次の定理
が成り立つ． 
))((per xS m
 
Sturm の定理  区間[ に含まれる実数解の個数は，], ba ))((per))((per aSbS − に等
しい．ただし，，bは解ではないとし，重解は1つと数える． a
 
5.3 多変数Sturm列 
  Sturm列を拡張したものに多変数Sturm列[Milne1992]がある．これを利用することによって，
個の 変数多項式に関して，次元直方体に含まれる共通実数解の個数を判定することができ
る． 
n n n
 
5.3.1 体積関数の計算 
  多変数Sturm列を生成するためには，体積関数（volume function）を計算する必要がある． 
  個の 変数方程式n n ),,,( 21 ni xxxf L )1( ni ≤≤ の共通解の個数を判定するとする．ここ
で，変数 を用いて， u
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 )())(( 22111 nnn axaxaxuf −−−+=+ L  
とする．体積関数は， ),,,( 21 ni aaaf L )1( ni ≤≤ 及び の1+nf 1+n 個の方程式から 個の新
しい変数a を消去することによって計算される． 
n
i )n1( i ≤≤
  の場合，体積関数は次のように与えられる． 2=n
 ))0,(deg())0,(deg(
32123211
21 2211
112
)),),((Res,),),((Res(Res
),,( xfxf
aaa
u
faaffaaf
xxuV =  
ただし， 
 ))((),,,,( 221121213 axaxuaaxxuf −−+=  
である．ここで， は ， から変数))(,)((Res 21 xfxfx )(1 xf )(2 xf x を消去する終結式であり，
は の次数である．2 つの多項式から1 変数を消去するには，Sylvester の終結
式[Kapur1992]を用いる． 
))(deg( xf )(xf
 
5.3.2 多変数Sturm列の生成 
  体積関数が計算されたならば，これをに関する1変数関数とみなしてSturm列を生成する．
このようにして生成されたSturm 列V
u
,u ),,( 1 nk xx L )1( mk ≤≤ に 0=u を代入して得られる
関数列を とする．すなわち， ),,( 1 nk xxM L
  ),,,0(),,( 11 nknk xxVxxM LL = )1( mk ≤≤  
であり，これは変数 Sturm列である． n
 
5.3.3 実数解の個数の判定 
  実数解の個数の判定は，与えられた区間の端点でのSturm 列の符号変化を調べることによっ
ておこなわれる． 
  座標軸に平行な次元直方体を n
  ],[],[ 11 iii babaI ××= L )1( ni ≤≤  
とする． ， は，変数 の区間の最小値及び最大値である． の場合に
は， 次元直方体 はそれぞれ線分，長方形，直方体となる． 変数 Sturm 列を
ia ib ix )1( ni ≤≤ 3,2,1=i
n iI n M とすると，
に含まれる共通実数解の個数を判定するための評価関数 は，以下のような漸化式
で与えられる． 
iI ), iIME (j
       (5.3) ,)(per2),(0 MIME i =
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 )),)((),)(((
2
1),( 11 ijjjijjjij IaxMEIbxMEIME ←−←= −−   (5.4) 
ここで， は， へ を代入することを意味する． jj ax ← jx ja
  式(5.3)，式(5.4)から， ， 及び1=n 2=n 3=n の場合の評価関数は，それぞれ以下のように
なる． 
     (5.5) ,))((per))((per),( aMbMIME −=11
 
))},((per)),((per
)),((per)),((per{
2
1),(
2121
212122
baMabM
aaMbbMIME
−−
+=
 
 
 
))},,((per)),,((per)),,((per
)),,((per)),,((per+)),,((per
)),,((per)),,((per{
4
1),(
321321321
321321321
32132133
bbaMbabMabbM
aaaMaabMabaM
baaMbbbMIME
−−−
−+
+=
 
 
式(5.5)，式(5.6)及び式(5.7)は，それぞれ[ ，[ 及び [
に含まれる実数解の個数を表している． 
], ba ],[], 2211 baba × ], 11 ba ×
],[ 33 ba×
 
5.4 3曲面の交点の存在判定 
  ここでは，パラメータ空間及びユークリッド空間において，3 つの曲面の交点の有無
その存在範囲を決定する手法について述べる． 
 
5.4.1 パラメータ空間における判定法 
  1つの曲面（曲面パッチ1）のパラメトリック表現式を 
      ),(,),(,),(,),( 1111 tswtsZtsYtsX
とする．式(5.8)を他の2つの曲面（曲面パッチ2及び曲面パッチ3）の陰関数式 
  ,),,,(2 wZYXf
   ),,,(3 wZYXf
に代入すると，2変数 ，tに関する2つの式を得る． s
        ,),(2 tsf
 (5.7)(5.6) ],[ 22 ba
を判定し，
(5.8) 
(5.9) 
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s
t
0
1
1
 
 
 
 
 
 
 
 
図 5.3 曲面1のパラメータ空間 
 
        (5.10) ),(3 tsf
式(5.9)，式(5.10)の 2式は，曲面パッチ1のパラメータ空間における曲面パッチ1との交線を表し
ており，この2式の交点が 3曲面の交点である．これを図5.3に示す．これらの式から，s，tに関
する2変数 Sturm列を生成する．式(5.6)の評価関数を利用して，長方形領域[ ，す
なわち，曲面パッチ1内に存在する実数解の個数を判定する． 
]1,]1,0 × 0[
  交点が存在するならば，次にその存在範囲を決定する．最初に与えた領域[ を 4
分割し，分割された各領域に対して交点の有無を判定する．交点の存在している領域を更に4 分
割する．これを繰り返し，長方形領域を狭めていくことにより，交点を囲む微小な長方形領域が求ま
る（図5.3参照）．長方形領域を形成する4点は正確に算出されるので，交点の他の曲面に対する
内外判定に利用することができる．4点の曲面に対する内外判定をおこない，4点すべての判定結
果が一致するならば，その結果を採用する．一致しない場合には，長方形領域を更に狭めて再び
内外判定をおこなう． 
]1,0[]1,0 ×
  このようにして，曲面1のパラメータ空間において交点の存在する範囲を決定することができる．
同様にして，曲面パッチ2，曲面パッチ3のパラメ ター空間において，交点の存在範囲の決定が可
能である． 
 
5.4.2 ユークリッド空間における判定法 
  3 つの曲面の陰関数式から，3 変数 Sturm 列を生成する．適当な直方体領域を与え，その領
域内の実数解の個数を判定する．交点が存在するならば，その存在範囲を決定する．与える領域
として，曲面パッチを囲むエンクロー ジングボックスが考えられる．領域を狭めていくことにより，交
点を囲む微小な直方体領域を決定することができる．直方体領域を形成する 8 点を利用して，交
点の他の曲面に対する内外判定を正確におこなうことができる． 
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図 5.4 球と円柱の干渉 
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(a) 球を表現するパッチ                 (b) 円柱を表現するパッチ 
図 5.5 双2次同次 Bézier曲面パッチ 
 
5.5 干渉実験 
  前節で述べた手法により，3曲面の交点の個数が正確に判定できることを確認するために，2つ
の干渉実験をおこなう．なお，計算にはMathematicaを利用する． 
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5.5.1 球と円柱の干渉 
  2 次曲面は最も単純な曲面であり，機械部品などの形状を表現する際には，球，円柱，円錐と
いった自然2次曲面が頻繁に用いられる．ここでは，球と円柱の干渉を考え，球面，円筒面及び平
面（円柱の上面）の交点の個数の判定をおこなう． 
 
 (1) 球及び円柱の表現 
  球は，中心座標 ，半径 とし，円柱は中心軸Y)0,0,0( 4 w4= ，半径4とする（図5.4 参照）．
球及び円柱を双2次同次 Bézier曲面パッチによって表現する（図5.5参照）．それらを表現する
制御ベクトル，パラメトリック表現式，陰関数式を以下に示す． 
 
  (a) 球を表現するパッチ 
   制御ベクトル： 
 ,]2080[,]1440[,]1400[ 020100 === SSS QQQ  
 ,]2080[,]1444[,]1404[ 121110 === SSS QQQ  
 ]40160[,]2088[,]2008[ 222120 === SSS QQQ  
 
   パラメトリック表現式： 
        (5.11) ,)1(8 2 −−= tsX
        (5.12) ,)1(8 2 += stY
       (5.13) ,)1)(1(4 22 −−= tsZ
       (5.14) )1)(1( 22 ++= tsw
 
   陰関数式： 
      (5.15) 016 2222 =−++ wZYX
 
  (b) 円柱を表現するパッチ 
   制御ベクトル： 
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 ,]1034[,]1004[,]1034[ 020100 ==−= CCC QQQ  
 ,]1030[,]1000[,]1030[ 121110 ==−= CCC QQQ  
 ,]2860[,]2800[,]2860[ 222120 ==−= CCC QQQ  
 
   パラメトリック表現式： 
  ,)1(4 2−= sX
  ,)12)(1(3 2 +−+= tsY
  ,8 2sZ =
  12 += sw
 
   陰関数式： 
     (5.16) 01688 222 =+−−+ wZwXwZX
 
  (c) 円柱の上面を表現する平面 
         (5.17) wY 3=
 
 (2) パラメータ空間における交点の存在判定 
  ここでは，球面のパラメータ空間において交点の個数を判定する． 
  球のパラメトリック表現式(5.11)～式(5.14)を式(5.16)，式(5.17)に代入すると以下の式を得る． 
     (5.18) ,))(1(64),( 2442 sstststsf −+++=1
2      (5.19) )383)(1(),(
22 +−+−= ttstsf
式(5.18)，式(5.19)から2変数Sturm列M を生成し，領域[ ]1,0[]1,0 × の端点での符号不変化
の回数，すなわちper演算子の値を求めると， 
  ,20)),(0per( =M
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  ,0))1,(0per( =M
  ,00)),(1per( =M
   2))1,(1per( =M
となる．評価関数を用いると，パッチ内の交点の個数は， 
 2)0022(
2
1),( 22 =−−+=IME  
より，2つである．よって，判定は正しくおこなわれていることが分かる． 
  与えられた領域内に交点が存在するので，領域を4 分割し，各領域に対して交点の個数の判
定をおこなう．これを繰り返し，交点の存在する領域を小さくしていくことにより，交点の存在範囲を
決定する．そのようにして得られた交点を囲む領域を次に示す． 
 
])81254514770507.0,254514160156.0[
,]43759130249023.0,8759129638671.0([
,])81254514770507.0,254514160156.0[
,]6250455322265.0,06250454711914.0([
16384
7397,
4096
1849,
16384
14959,
8192
7479
,
16384
7397,
4096
1849,
8192
373,
16384
745),(
=















=ts
 
交点のパラメータ値の近似値を算出すると， 
  
)451364514162296.0,947549129929124.0(
,)451364514162296.0,4931180454821797.0(),( =ts
となる．したがって，交点のパラメータ値が Sturm 列により求めた範囲内に存在することが確認で
きる． 
 
 (3) ユークリッド空間における交点の存在判定 
  式(5.15)，式(5.16)，式(5.17)からx， ，y zに関する3変数 Sturm列M を生成する．球面パ
ッチを囲むエンクロ ジーングボックス，すなわち領域 [ ]4,0[]4,0[]4,0 ×× の端点でのper演算
子の値を求めると以下のようになる． 
  ,2))4,4,(4per( =M
 
- 69 - 
 
 
第 5章 Sturm列を用いた曲線・曲面の干渉処理 
  ,4))4,0,(0per( =M
  ,4))0,4,(0per( =M
  ,2))0,0,(4per( =M
  ,0))0,0,(0per( =M
  ,2))0,4,(4per( =M
  ,2))4,0,(4per( =M
  0))4,4,(0per( =M
評価関数を用いて，交点の個数を判定すると， 
 2)02202442(
4
1),( 33 =−−−−+++=IME  
より，2つである．よって，判定は正しくおこなわれていることが分かる． 
  次に，直方体領域を 8 分割し，各領域内の交点の個数を判定する．これを繰り返すことにより，
次に示す交点の存在範囲が得られる． 
 
])43752401733398.0,8752401123046.0[
,3,]1256348876953.2,56256348266661.2([
,])1256348876953.2,56256348266661.2[
,3,]43752401733398.0,8752401123046.0([
16384
3935,
8192
1967,3,
8192
21582,
16384
43169
,
8192
21585,
16384
43169,3,
16384
3935,
8192
1967),,(
=















=zyx
 
交点の座標の近似値は次のようになる． 
 
)082482401722462.0,3,91756348277537.2(
,)91756348277537.2,3,082482401722462.0(),,( =zyx
 
したがって，交点の座標は，Sturm列によって求めた範囲内に存在していることが確認できる． 
 
5.5.2 3つの曲面パッチの干渉 
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：交点 
O 
z 
x 
y
 
 
 
 
 
 
 
 
 
 
 
図 5.6 3つの曲面パッチの交差 
 
  3つの曲面パッチの干渉を考え，交点の存在判定及び存在範囲の決定をおこなう．曲面パッチ
が近接している場合でも判定が正しくおこなえるかを調べるために，3つの曲面パッチのうちの2つ
の曲面パッチが1 点で接しており，もう1 つの曲面パッチがその点を通る場合を考える（図5.6 参
照）．曲面パッチには，一般的に広く利用されている双3次のパラメトリックパッチを用いる． 
 
 (1) 曲面パッチの表現 
  双3次同次 Bézier曲面パッチにより3つの曲面パッチを表現する（図5.7参照）．それらを表
現する制御ベクトル，パラメトリック表現式，陰関数式を以下に示す． 
 
  (a) 曲面パッチ1 
   制御ベクトル： 
 ,]5000[1,]5500[1,]51000[1,]51500[1 03020100 ==== QQQQ  
 ,]5005[1,]5545[1,]51045[1,]51505[1 13121110 ==== QQQQ  
 ,]50010[1,]55410[1,]510410[1,]515010[1 23222120 ==== QQQQ  
 ]50015[1,]55015[1,]510015[1,]515015[1 33323130 ==== QQQQ  
 
   パラメトリック表現式： 
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Q133 
Q132 
Q131 
Q123 
Q122 
Q121 
Q113 
Q112 
Q103 
Q102 
Q111 
Q101 
Q130 
Q120 
Q110 
Q100 
 
 
 
 
 
 
(a) 曲面パッチ1 
 
Q233 
Q232 Q231 
Q222 
Q223 
Q221 
Q213 
Q212 
Q211 
Q230 
Q220 Q210 
Q203 Q202 Q201 
Q200 
 
 
 
 
 
 
(b) 曲面パッチ2 
 
Q303 
 
Q332 
Q331 
Q330 
Q323 
Q322 
Q321 
Q320 
Q313 
Q312 
Q311 
Q310 
Q333 
 
Q302  
 
 Q301 
 
 Q300 
 
 
 
(c) 曲面パッチ3 
図 5.7 双3次同次 Bézier曲面パッチ 
 
        (5.20) ,15sX =
 ,)1)(1(36 −−= tsstY       (5.21) 
 ,)1(15 −−= tZ        (5.22) 
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         (5.23) 5=w
 
   陰関数式： 
     (5.24) 045)3)(3(4 322 =−−− YwZwZXwX
 
  (b) 曲面パッチ2 
   制御ベクトル： 
 ,]10090[2,]101090[2,]102090[2,]103090[2 03020100 ==== QQQQ  
 ,]100910[2,]1010110[2,]1020110[2,]1030910[2 13121110 ==== QQQQ  
 ,]100920[2,]1010120[2,]1020120[2,]1030920[2 23222120 ==== QQQQ  
 ]100930[2,]1010930[2,]1020930[2,]1030930[2 33323130 ==== QQQQ  
 
   パラメトリック表現式： 
  ,30sX =
  ,)18888(9 2222 −+−−−= ststtstsY
 ,)1(30 −−= tZ  
   10=w
 
   陰関数式： 
   (5.25) 081907224248 4322222 =−++−− wYwXZwwXZZwXZX
 
  (c) 曲面パッチ3 
   制御ベクトル： 
 ,]1021[3,]1011[3,]1001[3,]1011[3 03020100 −=−=−=−−= QQQQ  
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 ,]1220[3,]1210[3,]1200[3,]1210[3 13121110 ===−= QQQQ  
 ,]1223[3,]1213[3,]1203[3,]1213[3 23222120 ===−= QQQQ  
 ]1024[3,]1014[3,]1004[3,]1014[3 33323130 ===−= QQQQ  
 
   パラメトリック表現式： 
  ,1364 23 −++−= sssX
  ,13 −= tY
 ,)1(6 −−= ssZ  
  1=w
 
   陰関数式： 
   (5.26) 021613516254544 322223 =−+−++ wZwXwwZwXZ
 
 (2) パラメータ空間における交点の存在判定 
  ここでは，曲面パッチ1のパラメータ空間において交点の個数判定をおこなう．曲面パッチ1の
パラメトリック表現式(5.20)～式(5.23)を式(5.25)，式(5.26)に代入すると ，tに関する 2 式を得る．
この2 式からSturm 列を生成し，領域[
s
]1,0[]1,0 × 内に含まれる交点の個数を判定する．判定
の結果，曲面パッチ1の内部に交点が1つ存在しており，交点の個数判定は正しくおこなわれた． 
  長方形領域の分割により，交点の存在範囲を求めると， 
 

=
2
1,
2
1),( ts  
となり，存在範囲ではなく交点の正確なパラメ ター値が得られた．これは，分割された領域の境界
上に交点が存在していたからであり，このような場合には交点の値が正確に算出される． 
 
 (3) ユークリッド空間における交点の存在判定 
  式(5.24)，式(5.25)，式(5.26)からx， ，y zに関するSturm列を生成する．曲面パッチ1を囲
むエンクロ ジーングボックス，すなわち領域[ ]3,0[]5/4,0[]3,0 ×× 内に含まれる交点の個数を
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判定する．判定の結果，交点が1つ存在しており，交点の個数判定は正しくおこなわれた． 
  次に，交点の存在範囲を決定する．直方体領域の8 分割を繰り返すことにより，次に示す交点
の存在範囲が得られる． 
 
)5.1,]31254500122070.0,754499511718.0[,5.1(
2
3,
16384
7373,
4096
1843,
2
3),,(
=





=zyx
 
交点の座標値は， 
 )5.1,45.0,5.1(),,( =zyx  
であり，交点の座標値がSturm列により求めた領域内に存在していることが確認できる． 
 
 (4) 1つの曲面パッチを微小に移動した場合の交点の存在判定 
  交点が非常に近接している場合に，判定が正しくおこなえるかどうかを調べる．曲面パッチ1 を
ユークリッド空間において 方向に1 平行移動したものを曲面パッチ1′とし，曲面パッチ1′，
2，3の交点の存在判定及び存在範囲の決定をおこなう．このとき，曲面パッチ1′と曲面パッチ2の
交線は閉曲線となり，2つのパッチは接してはいない． 
y 1000/
  曲面パッチ1′のパラメトリック表現式及び陰関数式は，以下のようになる． 
 
   パラメトリック表現式： 
  ,3000sX =
  ,17200720072007200 2222 ++−−= ststtstsY
  ,)1(3000 −−= tZ
  1000=w
 
   陰関数式： 
  099000720024002400800 4322222 =+−+−− wYwXZwwXZZwXZX
 
  曲面パッチ1′のパラメータ空間において判定をおこなう．領域[ ]1,0[]1,0 × 内の交点の個数を
判定した結果，交点は 2 つ存在しており，個数判定は正しくおこなわれた．また，次に示す交点の
存在範囲が得られた． 
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])68755001831054.0,1255001220703.0[
,]1255167236328.0,56255166625976.0([
,])68755001831054.0,1255001220703.0[
,]43754833374023.0,8754832763671.0([
16384
8195,
8192
4097,
8192
4233,
16384
8465
,
16384
8195,
8192
4097,
16384
7919,
8192
3959),(
=















=ts
 
交点のパラメータ値の近似値を算出すると， 
  
)144785001388921.0,690475166660885.0(
,)144785001388921.0,309534833339114.0(),( =ts
となり，交点のパラメータ値がSturm列により求めた範囲内に存在することが確認できる． 
  次に，ユークリッド空間において判定をおこなう．パッチ1′を囲むエンクロージングボックス
内に含まれる交点の個数を判定した結果，交点が 2 つ存
在しており，交点の個数判定は正しくおこなわれた．また，次に示す交点の存在範囲が得られた． 
]3,0[]1000/801,1000/1[]3,0[ ××
 
])6254996337890.1,06254995727539.1[
,]81254505004882.0,254504394531.0[
,]255500488281.1,68755499877929.1([
,])6254996337890.1,06254995727539.1[
,]81254505004882.0,254504394531.0[
,]31254500122070.1,754499511718.1([
8192
12285,
16384
24569,
16384
7381,
4096
1845,
4096
6349,
16384
25395
,
8192
12285,
16384
24569,
16384
7381,
4096
1845,
16384
23757,
4096
5939),,(
=



















=zyx
 
交点座標の近似値は次のようになる． 
 
)56574995833236.1,4505.0,07155499982657.1(
,)56574995833236.1,4505.0,92854500017342.1(),,( =zyx
 
したがって，交点の座標は，Sturm列によって求めた範囲内に存在することが分かる． 
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5.6 総括 
  本章では，パラメータ空間及びユークリッド空間において，多変数Sturm列を用いて3曲面の
交点の有無を正確に判定する手法を提案した．曲線，曲面の干渉処理では，ほとんどの場合，交
点座標を正確に算出することは不可能である．それに対して，集合演算アルゴリズムでは，交点の
正確な値は必ずしも必要ではなく，交点が存在するかどうかを正確に判定できればよい．Sturm
列は，ある領域内に存在する方程式の実数解の個数を正確に判定することができる．厳密に正確
な演算とSturm列の拡張である多変数Sturm列を3曲面の交差に適用することで，3曲面の交
点の有無を正確に判定することができる．判定の結果，交点が存在する場合には，領域を狭めて
いくことで，交点を囲む微小な領域を決定することができる．この領域の端点は正確に表現され，
交点は必ずこの領域内に含まれる．交点を用いて幾何判定をおこなう場合には，領域の端点を用
いる．これにより，幾何判定を正確におこなうことができる． 
  多変数Sturm列の利用により3曲面の交点の存在判定を正確におこなえるかどうかを確認す
るために，干渉実験をおこなった．3 つの曲面の干渉を考え，交点の存在判定及び存在範囲の決
定をおこなった．その結果，3つの曲面のうちの2つが接している，あるいはわずかに干渉している
ような場合でも，交点の有無を正確に判定できることが分かった． 
 
 
 
 
第 6章 
結論 
 
 
 
 
 
 
 
 
 
 
6.1 研究成果 
  本研究の目的は，ソリッドモデルの集合演算の完全な安定化である． 
  本研究の成果を以下にまとめる． 
 
6.1.1 多面体ソリッドモデラに関する研究 
 (1) 新たな最大データ長の制限手法の提案 
  整数演算を用いたソリッドモデラでは，座標変換及び集合演算が繰り返された場合，整数値の 
データ長が際限なく増大してしまう．この問題を解決するために，最大データ長を制限する手法が
提案されているが，この手法では，集合演算をおこなうたびにそれまでにおこなわれた集合演算を
最初からおこなう必要がある． 
  本論文では，集合演算を最初から繰り返すことなく，整数値の最大データ長を制限する手法を
提案した．この手法では，プリミティブ及び座標変換行列のデータ長を制限し，集合演算をおこなう
一方のソリッドをプリミティブに限定し，プリミティブに対してのみ座標変換をおこなうことにより，集
合演算により生成されるソリッドのデータ長を制限することが可能となる． 
 
 (2) 整数演算の効率化 
  同次処理に基づく整数演算を用いることにより，幾何アルゴリズムの完全な安定化を実現するこ
とができる．しかし，整数演算では，数値のデータ長の増加による処理効率の低下が問題となる．
そこで，同次処理に基づく整数演算を効率的におこなうための手法として，同次座標の正規化，
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FPUを利用した適応的符号判定処理を提案した． 
  同次座標の正規化を用いることにより，データ長の増加をある程度抑制することができ，計算の
効率を向上させることができる．この処理は平面式係数や座標変換行列に対しても適用することが
できる．同次座標の正規化は，同次処理を用いた場合にのみ可能な処理である． 
  FPUを利用して4×4行列式の適応的符号判定処理を高速化する手法を提案した．この手法
では，2つのFPUレジスタを用いることにより，処理単位を16ビットとして処理をおこなう．これによ
り，処理単位を 8 ビットとしていた従来の手法よりも，高速に符号判定をおこなうことが可能となる．
性能評価試験をおこない，従来の手法よりも高速に4×4 行列式の符号判定をおこなうことができ
ることを確認した． 
 
 (3) 集合演算アルゴリズムの改良 
  従来の集合演算アルゴリズムでは，出力ソリッドとして非多様体が生成されることを許しているが，
非多様体を次の集合演算に用いた場合には，処理が破綻してしまう可能性がある．そこで，出力と
しての非多様体の生成を防ぐために，そのような場合には非多様体を複数の多様体に分離する手
法を提案した． 
  集合演算をおこなう際，ソリッドの干渉状態には様々な場合が存在する．従来の集合演算アル
ゴリズムは単純な干渉状態について考案されているため，想定されていない干渉状態が多く存在
する．交線挿入処理は，ソリッドの干渉状態によって場合分けが必要となるが，従来のアルゴリズム
では様々な場合に対応できていないため，そのような状況に遭遇した場合には，処理は停止して
しまう．様々な干渉状態でも処理が破綻しないように，交線挿入処理の改良をおこなった．これによ
り，従来のアルゴリズムでは処理が止まってしまうような場合でも安定に集合演算をおこなえるよう
になった． 
 
 (4) システムの作成及び安定性の評価 
  提案した理論に基づいて作成されたソリッドモデラを用いて，複雑な干渉状態の実験をおこな
い，システムの安定性を確認した．本システムは，あらゆる干渉状態において，数値計算に伴う誤
差に起因する位相情報の矛盾によって破綻することがないという保証がある点が大きな特徴である．
また，実験により，最大データ長の制限手法の効果を確認した． 
 
6.1.2 曲線・曲面の干渉処理に関する研究 
  本論文では，パラメー タ空間及びユークリッド空間において，厳密に正確な演算及び多変数
Sturm列を利用して3曲面の交点の有無を判定し，その存在範囲を決定する手法を示した．また，
干渉実験をおこない，交点の個数が正確に判定できること及び求めた領域内に交点が存在してい
ることを確認した．パラメータ空間における判定法では2変数Sturm列を利用し，ユークリッド空間
における判定法では3変数 Sturm列を利用する．3変数 Sturm列の生成は，2変数 Sturm列
の生成に比べ，非常に多くの計算量を必要とする．したがって，計算量の少ないパラメ ター空間に
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おける判定法の方が有効である． 
  集合演算アルゴリズムにおいて，交点の有無の判定は，まず最初に必要となる幾何計算である．
集合演算を完全に安定におこなうためには，この判定が正確におこなわれなければならない．本
手法では，3曲面の交差あるいは曲線と曲面の交差により生じる交点の有無を確実に判定すること
ができる． 
 
6.2 今後の展望 
  曲線，曲面を持つソリッドの集合演算を安定におこなう手法の構築を目指す．集合演算アルゴリ
ズムに関しては，多面体ソリッドモデラで用いているものを拡張し，曲線，曲面を持つソリッドを扱う
ことができるようにする．集合演算アルゴリズムでは，最初に交点，交線算出処理をおこなう．そこで，
まずは，交点及び交線を正確に算出する手法について検討する．本論文では，パラメータ空間及
びユークリッド空間において 3 曲面の交点の有無を正確に判定する手法について述べた．パラメ
ータ空間における判定法では2変数 Sturm列を利用し，ユークリッド空間における判定法では3
変数 Sturm列を利用する．3変数 Sturm列の生成は，2変数 Sturm列の生成に比べ，非常に
多くの計算量を必要とする．また，2 曲面の交線を求める場合，パラメータ空間では交線は 2 つの
パラメータに関する陰関数式で表現されるが，ユークリッド空間では複雑な表現式となってしまう．
これらの点から，パラメータ空間で交点，交線算出処理をおこなうこととする．パラメータ空間におい
て，交点，交線を正確に算出するためには，以下の問題について考える必要がある． 
 
 (1) 交点の境界曲線に対する内外判定 
  2 つの曲面パッチが干渉している場合，一方のパッチの曲面ともう一方のパッチの境界曲線と
の交差として交点を求める．この方法では，曲面パッチの外部にある交点も求められる．このような
点は不要であるので，交点がパッチの内部にあるかどうかを判定する必要がある． 
 
 (2) 交点の対応問題 
  交点は，各パラメータ空間ごとに算出される．したがって，各パラメータ空間の間で，どの点とど
の点が同じ点を表しているかが分からない．そこで，同一の点を表す交点どうしの対応を決定する
必要がある． 
 
 (3) 交線の単調なセグメントへの分割 
  多面体ソリッドモデラでは，交点を交線上でソートし，端から交点をたどっていく．交点の交差状
況をもとに，交線の内外判定をおこない，交線として必要となる区間を決定する．曲面の場合にも，
同様にして交線を得ることができると考えられる．しかし，曲面の場合には，交線が曲線であるため
交点のソートをおこなうことは困難である．そこで，交線を単調増加，あるいは単調減少であるセグ
メントに分割する．交点が，分割されたセグメントの中で，どのセグメント上に存在するかを判定する．
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分割されたセグメントの接続情報を求め，端からセグメントをたどっていくことにより，交点のソートを
おこなうことができる． 
 
 
参考文献 
 
[Arakawa1999] 
荒川佳樹，山口富士夫： “超3角形BRepにおける無誤差完全4次元処理を用いた形状演算ア
ルゴリズム”，情報処理学会論文誌，Vol. 40，No. 9，1999，pp. 3471-3482． 
 
[Baumgart1972] 
B.G. Baumgart: “Winged Edge Polyhedron Representation,” Technical Report STAN- 
CS-320, Stanford University, 1972. 
 
[Benouamer1993] 
M.O. Benouamer, P. Jaillon, D. Michelucci and J-M. Moreau: “A Lazy Exact 
Arithmetic,” Proceedings of the 11th IEEE Symposium on Computer Arithmetic, 1993, 
pp. 242-249. 
 
[Benouamer1993b] 
M.O. Benouamer, D. Michelucci and B. Peroche: “Error-Free Boundary Evaluation 
Using Lazy Rational Arithmetic: A Detailed Implementation,” Proceedings of the 
Second Symposium on Solid Modeling and Applications, ACM Press, 1993, pp. 115-126. 
 
[Doi1997] 
土井淳，吉田典正，津金尚志，山内俊哉，金俊赫，山口富士夫： “同次幾何演算の整数値デー
タ長の増加問題に対する考察”，精密工学会秋季大会学術講演会講演論文集，1997，pp. 479． 
 
[Doi1998] 
土井淳，津金尚志，山内俊哉，金俊赫，山口富士夫，吉田典正： “4×4行列式を対象とした適応
的符号判定処理の高速化”，精密工学会春季大会学術講演会講演論文集，1998，pp. 4． 
 
[Duff1992] 
T. Duff: “Interval Arithmetic and Recursive Subdivision for Implicit Functions and 
Constructive Solid Geometry,” ACM Computer Graphics, Vol. 26, No. 2, 1992, pp. 
131-137. 
 
 
 
- 82 - 
 
 
参考文献 
[Forrest1987] 
A.R. Forrest: “Computational Geometry and Software Engineering: Towards a 
Geometric Computing Environments,” in Techniques for Computer Graphics, D.F. 
Rogers and R.A. Earnshaw eds., Springer-Verlag, 1987, pp. 23-37. 
 
[Fortune1995] 
S. Fortune: “Polyhedral modelling with exact arithmetic,” Proceedings of the Third 
Symposium on Solid Modeling and Applications, ACM Press, 1995, pp. 225-233. 
 
[Hanamitsu1997] 
花蜜宏晃： “FPUを利用した高速かつ無誤差な符号判定処理”，早稲田大学修士論文，1997． 
 
[Hanamitsu1997b] 
花蜜宏晃，吉田典正，楼林，鈴木重行，山口富士夫： “浮動小数点演算ユニットを利用した適応
的符号判定処理－3×3 行列式の符号判定－”，精密工学会誌，Vol. 63，No. 5，1997，pp. 
657-663． 
 
[Hoffmann1989] 
C.M. Hoffmann: “Geometric & Solid Modeling, An Introduction,” Morgan Kaufmann, 
1989. 
 
[Kapur1992] 
D. Kapur and Y.N. Lakshman: “Elimination Methods: an Introduction,” in Symbolic 
and Numerical Computation for Artificial Intelligence, B.R. Donald, D. Kapur and J.L. 
Mundy eds., Academic Press, 1992, pp. 45-87. 
 
[Keyser1997] 
J. Keyser, S. Krishnan and D. Manocha: “Efficient B-rep Generation of Low Degree 
Sculptured Solids using Exact Arithmetic,” Proceedings of the Fourth Symposium on 
Solid Modeling and Applications, ACM Press, 1997, pp. 42-55. 
 
[Keyser2002] 
J. Keyser, T. Culver, M. Foskey, S. Krishnan and D. Manocha: “ESOLID - A System for 
Exact Boundary Evaluation,” Proceedings of the Seventh Symposium on Solid 
Modeling and Applications, ACM Press, 2002, pp. 23-34. 
 
- 83 - 
 
 
参考文献 
[Knuth1986] 
D.E. Knuth： “準数値計算法／算術計算”，中川圭介訳，サイエンス社，1986． 
 
[Liu1968] 
C.L. Liu: “Introduction to Combinatorial Mathematics,” McGraw-Hill, 1968. 
 
[Mäntylä1988] 
M. Mäntylä: “An Introduction to Solid Modeling,” Computer Science Press, 1988. 
 
[Milne1992] 
P.S. Milne: “On the Solution of a Set of Polynomial Equation,” in Symbolic and 
Numerical Computation for Artificial Intelligence, B.R. Donald, D. Kapur and J.L. 
Mundy eds., Academic Press, 1992, pp. 89-101. 
 
[Niizeki1993] 
新関雅俊，小西史和，吉田誠，山口富士夫： “データ構造およびオイラー オペレ ターの双対性”，
精密工学会誌，Vol. 59，No. 8，1993，pp. 1233-1238． 
 
[Segal1990] 
M. Segal: “Using Tolerances to Guarantee Valid Polyhedral Modeling Results,” ACM 
Computer Graphics, Vol. 24, No. 4, 1990, pp. 105-114. 
 
[Stolfi1991] 
J. Stolfi: “Oriented Projective Geometry: A Framework for Geometric Computations,” 
Academic Press, 1991. 
 
[Sugihara1987] 
杉原厚吉，伊理正夫： “数値誤差による暴走の心配のないソリッドモデラの提案”，情報処理学会
論文誌，Vol. 28，No. 9，1987，pp. 962-973. 
 
[Sugihara1994] 
杉原厚吉： “計算幾何工学”，培風館，1994． 
 
[Togawa1971] 
戸川隼人： “マトリクスの数値計算”，オーム社，1971． 
 
- 84 - 
 
 
参考文献 
[Tsugane1997] 
津金尚志，吉田典正，井口浩伸，北原雅文，土井淳，山口富士夫： “クォータエーッジデータ構
造への稜線ループの導入”，精密工学会春季大会学術講演会講演論文集，1997，pp. 9． 
 
[Walster1997] 
G.W. Walster: “Interval Arithmetic: The New Floating-Point Arithmetic Paradigm,” 
available at http://www.mscs.mu.edu/~globsol/walster-papers. 
 
[Weiler1985] 
K. Weiler: “Edge-Based Data Structures for Solid Modeling in Curved-Surface 
Environments,” IEEE Computer Graphics and Applications, Vol. 5, No. 1, 1985, pp. 
21-40. 
 
[Yamada1995] 
山田敦，松村潔，山口富士夫： “同次幾何的ニュートン法による有理曲線，曲面に対する干渉処
理”，精密工学会誌，Vol. 61，No. 2，1995，pp. 203-207． 
 
[Yamada1995b] 
山田敦： “有理多項式曲線・曲面を対象とした同次処理の考えに基づく干渉処理”，早稲田大学
博士論文，1995． 
 
[Yamaguchi1996] 
山口富士夫： “4次元理論による図形・形状処理工学”，日刊工業新聞社，1996． 
 
[Yamaguchi2002] 
F. Yamaguchi: “Computer-Aided Geometric Design -A Totally Four-Dimensional 
Approach-,” Springer-Verlag, 2002. 
 
[Yoshida1994] 
吉田典正，塩川誠人，山口富士夫： “4×4行列式法における適応的符号判定処理（第1報）－n
次の内積計算における適応的符号判定処理およびその特性－”，精密工学会誌，Vol. 60，No. 9，
1994，pp. 1247-1251． 
 
[Yoshida1994b] 
Norimasa Yoshida, Masato Shiokawa and Fujio Yamaguchi: “Solid Modeling Based on a 
New Paradigm,” Computer Graphics Forum, Vol. 13, No. 3, 1994, pp. 55-64. 
- 85 - 
 
 
参考文献 
- 86 - 
[Yoshida1995] 
吉田典正，坂根賢一，雑賀定樹，関谷秀樹，手島徹，山口富士夫： “整数演算を利用したソリッド
モデルの安定な集合演算”，日本機械学会第72期通常総会講演会講演論文集（Ⅰ），1995，pp. 
230-231． 
 
[Yoshida1996] 
吉田典正，楼林，坂根賢一，雑賀定樹，山口富士夫： “4×4 行列式法における適応的符号判定
処理（第2 報）－同次多項式の符号判定処理－”，精密工学会誌，Vol. 62，No. 9，1996，pp. 
1267-1271． 
 
[Yoshida1997] 
吉田典正： “完全4 次元処理に基づくソリッドモデリング技術に関する研究”，早稲田大学博士論
文，1997． 
 
 
謝 辞 
 
  本研究をおこなうにあたって，御指導頂きました山口富士夫教授に感謝の意を表明致します． 
  本論文の審査に際して，御指導と御助言を頂きました川本広行教授，富岡淳教授，山川宏教
授，山本勝弘教授に深く感謝致します． 
 
 
