In this paper we present three algorithms for the Motif Identification Problem in Biological Weighted Sequences. The first algorithm extracts repeated motifs from a biological weighted sequence. The motifs correspond to repetitive words which are approximately equal, under a Hamming distance, with probability of occurrence 1/k, where k is a small constant. The second algorithm extracts common motifs from a set of N 2 weighted sequences. In this case, the motifs consists of words that must occur with probability 1/k, in 1 q N distinct sequences of the set. The third algorithm extracts maximal pairs from a biological weighted sequence. A pair in a sequence is the occurrence of the same word twice. In addition, the algorithms presented in this paper improve previous work on these problems.
Introduction
DNA and protein sequences can be seen as long texts over specific alphabets encoding the genetic information of living beings. Searching specific sub-sequences over these texts is a fundamental operation for problems such as assembling the DNA chain from pieces obtained by experiments, looking for given DNA chains or determining how different two genetic sequences are. However, exact searching is of little use since the patterns rarely match the text exactly. The experimental measurements have various errors and even correct chains may have small differences, some of which are significant due to mutations and evolutionary changes.
Finding approximate repetitions or signals is needed in several applications in molecular biology. Moreover, establishing how different two sequences are, is important for reconstructing the tree of the evolution (phylogenetic trees). All these problems require a concept of similarity, or in other words a distance metric between two sequences. Additionally, many problems in Computational Biology involve searching for unknown repeated patterns, often called motifs, and identifying regularities in nucleic or protein sequences. Both imply inferring patterns, of unknown content at first, from one or more sequences. Regularities in a sequence may come under many guises. They may correspond to approximate repetitions randomly dispersed along the sequence, or to repetitions that occur in a periodic or ap-proximately periodic fashion. The length and number of repeated elements one wishes to be able to identify may be highly variable. The analysis of the distribution of repeated patterns permits biologists to determine whether there exists an underlying structure and correlation at a local or global genomic level. Moreover in the study of gene expression and regulation, it is important to be able to infer repeated structured patterns and answer various biological questions. Structured patterns correspond to an ordered collection of p boxes (always of initially unknown content) and p − 1 intervals of distances (one between each pair of successive boxes in the collection). Structured patterns allow to identify conserved elements recognized by different parts of a same protein or macromolecular complex, or by various complexes that then interact with one another. A maximal pair is a special case of a structured pattern with p = 2 same boxes.
In this work, we examine various instances of the Motif Identification Problem in weighted sequences. In particular, we are given a set of weighted sequences S = {S 1 , S 2 , . . . , S k }, S i ∈ Σ * , and we are asked to extract interesting motifs such that each motif occurs in at least q sequences.
Generally speaking, a weighted sequence could be defined as a sequence of (symbol, weight) pairs, S = (s 1 , w 1 ), (s 2 , w 2 ), . . . (s n , w n ) , where w i is the weight of symbol s i in position i (occurrence probability of s i at position i).
Biological weighted sequences can model important biological processes, such as the DNA-Protein Binding Process or Assembled DNA Chains. Thus, motif extraction from biological weighted sequences is a very important procedure in the translation of gene expression and regulation. In more detail, the extracted motifs from weighted sequences correspond in general to binding sites. These are sites in a biological molecule that will come into contact with a site in another molecule permitting the initiation of some biological process (for instance, transcription or translation). In addition, these weighted sequences may correspond to complete chromosome sequences that have been obtained using a whole-genome shotgun strategy [12] . By keeping all the information the whole-genome shotgun produces, we would like to dig out information that was previously undetected after being faded during the consensus step. Finally, protein families can also be represented by weighted sequences ( [6] , in 14.3.1) (in this case weighted sequences are usually called profiles).
A great number of algorithms has been proposed in the related literature for inferring motifs in biological sequences as frequently occurring substrings [19] [20] [21] [22] . The majority of these algorithms relies on either statistical or machine learning approaches for solving the motif inference problem. Moreover, the past few years, numerous tools have become available for the task of motif extraction from biological sequences (i.e.: MEME, AlignACE, MITRA, etc.), differing from each other chiefly in their definition of what constitutes a motif, what constitutes statistical overrepresentation of a motif and the method used to find statistically over-represented motifs. For a detailed evaluation of these tools the reader could refer to [23] . To the best of our knowledge, none of these tools handles weighted sequences. Moreover in [24] authors present a suite of software tools for the efficient and fast detection of over-or under-represented words in nucleotide sequences. The inner core of these tools rests on subtly interwoven properties of statistics, pattern matching and combinatorics on words.
In [13] authors defined a notion of redundancy for motifs, based on the idea that some motifs could be enough to build all the others. The goal is to define a basis of motifs, in other words a set of irredundant motifs that can generate all maximal motifs by simple mechanical rules. The idea of a basis of motifs, named tiling motifs, is also used in [14] . The problem of extracting maximal irredundant motifs from a string is also studied in [15] , in which authors support the design of ad hoc data structures and constructs, and lead to develop an O(n 3 ) time incremental discovery algorithm.
Other approaches build all possible motifs by increasing length. These solutions have a high time and space complexity and cannot be applied in the case of weighted sequences, due to their combinatorial complexity. Finally, in [10, 16] the authors use the suffix tree to spell all valid models (exact or approximate). In this way they do not build all possible motifs but indirectly they generate only those which are relevant to the text.
In addition, finding maximal pairs in ordinary sequences was first described by Gusfield in [6] . This algorithm uses a suffix tree to report all maximal pairs in a string of length n in time O(n + α) and space O(n), where α is the number of reported pairs. In [1] the authors presented methods for finding all maximal pairs under various constraints on the gap between the two substrings of the pair. In a string of length n, they find all maximal pairs with gap in an upper and lower bounded interval in time O(n log n + α). If the upper bound is removed the time is reduced to O(n + α).
Results
In this paper we present the following results: -Maximal Pairs Problem: A set S of N weighted sequences with mean length n is given and we are asked to find all probable maximal pairs that occur in at least q of the N sequences. The time complexity of the proposed algorithm is O(N n log(Nn) + α), where α is the size of the output, using linear space. -Repeated Motifs Problem: A weighted sequence s of length n is given and we are asked to find all probable motifs of length that occur at least q times in s with e mismatches. The time complexity of the algorithm is O(nV 2 (e, )q log log n), where V (e, ) is the number of words of length that have at most Hamming distance e between each other. The algorithm uses linear space. -Common Motifs Problem: A set S of N weighted sequences with mean length n is given and we are asked to find all probable motifs of length that occur at least in q sequences of S with e mismatches.We propose an algorithm with O(nNqV (e, )) time complexity using O(nNq) space.
The structure of the paper is as follows. In Section 2 we give some basic definitions on weighted sequences to be used in the rest of the paper. In Section 3 we address the problem of extracting simple models, while in Section 4 we address the problem of Motif Extraction in weighted sequences. Finally, in Section 5 we conclude and discuss open problems in the area.
Preliminaries
In this section we provide some definitions needed throughout the paper. In addition, we define the problems we tackle and sketch the previous work on the problems we consider. The suffix tree is a fundamental data structure supporting a wide variety of efficient string searching algorithms. In particular, the suffix tree is well known for the efficient and simple solutions it provides to many problems concerning the identification and location either of a set of patterns or repeated substrings (contiguous or not) in a given sequence. The reader can find an extended literature of such applications in [6] .
Basic definitions
A weighted sequence is defined as follows. We represent each position of the weighted sequence as a vector that contains all the symbols of the alphabet and their corresponding probabilities; if a character does not appear in a specific position then its probability is zero. A weighted biological sequence is often represented as a d × n matrix, which is termed Position Weight Matrix, where d is the size of the respective alphabet (in the case of DNA weighted sequences d = 4) and n is the length of the sequence. Each cell of the Position Weight Matrix p ij stores the probability of appearance of symbol i in the j th position of the input sequence. An instance of a weighted (sub)sequence p is a (sub)sequence of p where a symbol has been chosen for each position. We will represent each couple (q, π i (q)) as π i (q) q , as shown in the example below.
is the weighted matrix that represents a weighted sequence of length 6. Note that the sum of probabilities for each column is 1. In this case s[1] is the set of couples
The following definition clarifies when a solid pattern p occurs in a weighted text t . Since each symbol at position i of the text t is assigned a probability of occurrence it is logical to assume that an occurrence of a solid pattern p in the weighted text t must also have a probability of occurrence. In this way, we define how likely it is to find an occurrence of p in a specific position of t . Let p = p[1 . . . m] be a solid pattern, and t = t[1 . . . n] be a weighted text. Also assume that p matches t at position i. Then the probability of the match is defined as the product of the probabilities of the symbols of t that match p:
In the following an example of the use of this measure is provided: Example 3. Let t be the weighted sequence defined by the Weighted Matrix (1) and p = ACT A, which occurs in t at position 2. Then the probability of occurrence of this match is P 2 prod = 0.25
As previously defined a factor f in a sequence s is a substring of s. This definition can be extended for the case of weighted sequences. Thus a weighted factor f is a substring f = s[i . . . j] in a weighted sequence s and the probability of occurrence of f is non-zero and given from the product of probabilities of the symbols in the weighted sequence that match f .
From a biological point of view in weighted sequences we are interested in repeated patterns which appear with high probability of occurrence. These patterns (or in other words factors) are called valid.
Definition 3.
Given a factor f of length m at position i of a weighted text t and an integer k, we say that f is a valid factor of t at position i if and only if the probability of occurrence of f is 1 k .
Valid motifs in weighted sequences correspond to valid factors that occur at least q times in the weighted sequence. If we consider approximate motifs, then the Hamming distance between any two valid factors of the motifs must be e.
Moreover, a pair in a string is the occurrence of the same substring twice. A pair is maximal if the occurrences of the substring cannot be extended to the left or to the right without making them different. The gap of a pair is the number of characters between the two occurrences of the substring. A pair in a weighted sequence is valid if each substring appears with probability In other words, the set M contains all motifs of length with at most e mismatches. The size of M is denoted by V (e, ) and it is used as an upper bound for the maximum number of motifs reported as output.
The extraction of valid motifs in this work is based on the use of the Weighted Suffix Tree (WST). The WST of a weighted sequence s, WST(s), is the compressed trie of all valid weighted subwords, starting within each suffix s i of s$, $ / ∈ Σ (an example is illustrated in Fig. 1 ). The WST is built in linear time and space when k is a small constant. The WST was firstly presented in [7] as an elegant data structure for reporting the repetitions within a weighted biological sequence. In [8] authors presented an efficient algorithm for constructing the WST, while in [25] authors present several applications of the WST. A more formal definition of the WST follows.
Definition 5. Let S be a weighted sequence. For every suffix starting at position i we define a list of possible weighted subwords so that the probability of appearance for each one of them is greater than 1/k. Denote each of them as S i,j , where j is the subword rank in arbitrary numbering. We define WST(S) the weighted suffix tree of a weighted sequence S, as the compressed trie of a portion of all the weighted subwords starting within each suffix S i of S$, $ / ∈ Σ , having a probability of appearance greater than 1/k. Let L(v) denote the path-label of node v in WST(S), which results by concatenating the edge labels along the path from the root to v. We will use an example to illustrate the above definition. Consider again the weighted sequence shown in Fig. 1 and suppose that we are interested in storing all suffixes with probability of appearance greater than k 1/4. We have the following possible prefixes for every suffix: The weighted suffix tree for the above subwords appears in Fig. 1. 
Definitions of problems
In this section we provide formal definitions of the problems we consider. The first problem we wish to solve is the repeated motifs problem. Problem 1. Given a weighted sequence s and three integers 0 k < c, e 0 and q 2, for some small constant c, find all factors f with probability of occurrence 1 k such that f is present at least q times in s and the Hamming distance between every pair of occurrences is e. All these occurrences must not overlap.
The non-overlapping restriction is added because when two occurrences a and b of a model of s overlap, then it may be the case that a cancels b. More specifically, assume that a and b overlap at position i. Then, it may be the case that a uses symbol σ 1 ∈ Σ with probability π i (σ 1 ) while b uses symbol σ 2 ∈ Σ with probability π i (σ 2 ). This means that for the same model and the same position in the weighted sequence two different characters were used. To overcome this awkwardness we do not allow the occurrences of models to overlap. The second problem we wish to solve is the common motifs problem.
Problem 2. Given a set of N weighted sequences S = s i (1 i N ) and three integers 0 k < c, e 0 and 2 q N , for some small constant c, find all factors f with probability of occurrence 1 k such that f is present in at least q distinct sequences of the set and the Hamming distance between every pair of occurrences is e.
Finally, the third problem we wish to solve is the following.
Problem 3. Given a set of N weighted sequences S = {s 1 , s 2 , . . . , s N }, an integer 0 k < c and a quorum q N , for some small constant c, find all maximal pairs m such that m is valid, that is, it appears with probability greater than 1 k in at least q sequences of the set S.
Previous work
In the following, we sketch the algorithms proposed by Sagot [16] and Iliopoulos et al. [9] , on which our solutions are based. The common characteristic of both papers is that the proposed algorithms make heavy use of suffix trees. As already described the suffix tree is an indexing structure for all suffixes of a string s and it is well known that it can be constructed in linear time and linear space [11] . The generalized suffix tree is a suffix tree for more than one string. Since the suffix tree is a well known indexing structure for strings, we will assume that the reader is familiar with its basic properties and characteristics. In the discussion to follow, for reasons of clarity we discuss the algorithm on the uncompressed suffix tree (a sequence of nodes with just one child is not collapsing into a single edge).
The repeated and common motifs problems are handled in [16] . For the first problem the input is a string s with length n over an alphabet Σ and three integers q 2 (the quorum), e 0 (the maximum number of mismatches) and the length of the wanted model. In the case where we seek to find all possible models we have to apply the algorithm for each possible length. The output of the algorithm is only the extracted motifs and not the exact position of their appearance.
Assuming that e = 0, the algorithm for the repeated motifs problem locates each node v i that corresponds to a model m i of length and then checks if this model is valid, that is if it satisfies the quorum constraint. This constraint is verified by checking whether the number of leaves of each node v i is larger than q. If we allow for errors, then a model m i corresponds to many nodes v i 1 , v i 2 , . . . , v i j on the suffix tree. The model is valid if the sum of the leaves of all these nodes is larger than q. By a simple linear-time preprocessing it is very easy to compute the number of leaves for each node of the suffix tree. Note that occurrences of models may overlap. The space used by the algorithm is linear while the time complexity for a specific length is O (nV (e, ) ).
For the common motifs problem, the input is a set of strings S = s 1 , s 2 , . . . , s N and two integers q 2 and e 0. First, a generalized suffix tree is constructed for S in time O(nN). Then, the mechanism to check the quorum constrained is implemented. (nN 2 V (e, ) ), for a specified length .
Finally, we come to the solution described in Iliopoulos et al. [9] . In this work all maximal pairs which occur in each string of a set of strings without any restrictions on the gaps are reported in O(n + α), where α is the size of the output, and linear space. In addition, the algorithm reports all maximal pairs which occur in each string of a set of strings with the same gap that is upper bounded by a constant. This is achieved in O(n log 2 n + αN log n) time, where N is the number of strings and n is the total length of the strings, using linear space.
Extracting simple models
In this section we design an algorithm for reporting all maximal pairs in a set of weighted sequences. More specifically, given a set of N weighted sequences S = s 1 , s 2 , . . . , s N , a small integer k 0 and a quorum q N , we report all maximal pairs, whose components appear with probability greater than 1/k in at least q sequences of the set S. We assume that the mean length of the weighted sequences in S is n.
We have considered two variations of this problem depending on the restrictions on the gaps. In the first version we assume that there is no restriction on the gaps of the pairs, thus one pair may appear in different sequences with different gaps. In the second version of the problem one pair has to come along with approximately the same gap, which is upper bounded by a constant value b. For solving these problems we suggest two methods that are extensions of the algorithms that are provided in [9] for these problems on plain sequences. Our solutions encounter these problems on weighted sequences in a simpler and more efficient manner.
Initially, a generalized weighted suffix tree gWST(S) is constructed. A generalized weighted suffix tree is similar to the generalized suffix tree and is built upon all the weighted sequences of S (an example is illustrated if Fig. 2 ). For the construction of gWST(S) the algorithm of [8] is used for each of the weighted sequences in S and all the produced factors are superimposed in the same compacted trie. The total time for this operation is linear to the sum of the length of each of the weighted sequences O(
The construction method is invoked for each of the weighted sequences starting from the root of the same compacted trie. The suffix links are preserved so it is like building a generalized suffix tree from a set of regular sequences using the same auxiliary suffix tree. Thus, the space of the gWST(S) is linear with the total length of the weighted sequences. The gWST(S) is a compacted trie with out-degree of internal nodes at least 2 and at most σ = |Σ|.
The first step, as mentioned in [9] is to binarize gWST(S). Each node u with out-degree |u| 2 is replaced by a binary tree with |u| leaves and |u| − 1 internal nodes. Each edge is labeled with the empty string so that all new nodes have the same path-label as node u, which they replace. Assuming that the alphabet size σ is constant, the whole procedure needs linear time and the final data structure has linear space. Refer to Algorithm 1 for an outline of binarize method. This method is a recursive one and its first call is Binarize(gWST(S), root).
Every index, let it be j , at the leaves of the gWST(S) is organized in special leaf-lists according to: -The weighted sequence s i it belongs to -The character to the left at position j − 1 in the weighted sequence defined as left-character There are two possible cases: either the position j − 1 of the left-character is a solid one, that means that there is only one character with probability of appearance equal to 1 or the position is a branching one with more than one appearing characters. For example consider the weighted sequence of Fig. 3 . The branching positions are {5, 8} while all the other are solid positions. Supposing that the probability of appearance threshold is 0.25 consider the produced subwords S 3,1 = T T AT CAT T T , S 10,1 = T T and S 9,1 = T T T . The first one has C as left-character, the second has T while the third can have A or G as left-character.
The reason for using the left-character organization scheme is for validating if two subwords, viewed as candidate pairs, can not extend to the left and so if they comprise a left-maximal pair. The right-maximality is ensured by the trie-like structural properties of the generalized weighted suffix tree. At every internal node with path label u every pair of indices from different subtrees we have two subwords sharing the same prefix u and surely differ at |u| + 1 position.
In weighted sequences there are subwords with more than one left-character. We introduce a new type of leftcharacter called 'c * ' for all those special subwords. This new class guarantees also the left maximality, as for any left-character of one index x in that class there is at least one index y with a different one. Lets think the previous example (see Fig. 3 ) if we examine S 3,1 = T T AT CAT T T with left-character C against S 9,1 = T T T with leftcharacter * , their prefix T T is left-maximal. Notice that subword S 9,1 = T T T is inserted by S 8,1 = AT T T and by S 8,2 = GT T T . See [8] for a detailed description of weighted suffix tree construction algorithm. Eventually, a leaf-list is a set of N vectors, one for each of the weighted sequences, where each vector contains σ + 1 lists, one for each of the σ + 1 choices for left-character (see Fig. 4 ).
When the construction of the gWST(S) is completed, a bottom-up process is initiated. Let L and L r be the leaflists of the left and right descendants of a node v. The candidate maximal pairs for each of the sequences s i , defined 
number of leaves)of the subtrees rooted at the two children of u, is O(n log n).
Proof. The sum is going to have the maximum possible value when at every internal node the one half is equal to another. Thus n 1 = n 2 . The cost we pay at the root of the tree then is Proof. See also [2] or [3] .The items of the smaller tree are inserted one by one to the larger tree, in increasing order. If the position of an item is determined by a finger search operation from the previous inserted item, then each insertion, except the first one, needs O(log d) time; d denotes the distance between the new item and the previously inserted one. Thus the total time cost is O(log n 2 + 2 i n 1 log d i ) where O(log n 2 ) is the cost to find the position of the first inserted element. The time cost becomes maximum when the distances d i are equal. In this case the total merge cost is O log n 2 + n 2 log
Lemma 3. Let T be an arbitrary binary tree with n leaves. The sum over all internal nodes u ∈ T of terms
, where n 1 n 2 are the weights of the subtrees rooted at the two children of u, is O(n log n).
Proof. See also [1].We will prove by induction in the number of leaves of the binary tree that the sum is upper bounded by log n!. If T is a single leaf then the upper bound holds. Assume inductively that the upper bound holds for any tree with n − 1 leaves and consider a tree T with n leaves. Suppose that the left subtree of the root has n 1 < n leaves and the right subtree n 2 < n leaves (n 1 + n 2 = n). According to the induction hypothesis the upper bound holds for the two subtrees of the root; that is the total sum of the terms on the nodes of each of these trees is bounded by log n 1 ! and log n 2 ! respectively. Thus the total sum is less than:
log n 1 ! + log n 2 ! + log n 1 + n 2 n 1 log n! 2
Before the retrieval of the output, it must be checked whether at least q of the weighted sequences s i output at least one pair. This is accomplished during the virtual merging of the lists. The virtual merge is applied to all possible combinations of lists but two more operations are spent for each of the items of the smaller list to check whether there is at least one candidate pair for the corresponding sequence. If at least q sequences have at least one maximal pair the rest of the output is retrieved. This additional step costs O(n 1 ) additional steps (the smaller half), thus according to Lemma 1 the overall cost is O (N n log (Nn) ). After the reporting step, the leaflists L and L r are merged, merging each list L .s i .lc j with the list L r .s i .lc j ∀i, j . This step according to Lemma 3 costs O(N n log (Nn)) in total. The result is summarized in the following theorem. Given a set of N weighted sequences S = s 1 , s 2 , . . . , s N , a small integer k 0 and a quorum q N , (gWST(S), root, q) .
Theorem 1.
When the overlap constraint is removed the query becomes more time consuming. The output has to be filtered and checked if the overlap of the components of a pair is the same substring. This is crucial since at each position of the overlapping region there must be the same choices of symbols from the two components. This problem is overcome by pre-processing the gWST(S) to support nearest ancestor queries in constant time [17] . When a candidate pair of indexes x, y has an overlap (y x + |path_label(u)|) then an nca(x, y) query on the gWST(S) dictates the longest common extension of these two sub-factors from positions x and y. If the answer of this query is greater than the positions of the overlap it means that the overlapping region is the same sub-string in the two factors. In this case the time complexity becomes O((Nn) 2 ).
In the second version of the problem one pair has to come along with approximately the same gap, that is upper bounded by a constant value b, in at least q weighted sequences. The algorithm described above can be easily extended to solve this variation of the problem, thus we only provide a sketch of the algorithm. At each internal node u during the reporting step we apply a virtual merge and for each index from the smaller list we retrieve as described above at most 2b indices for candidate pairs. The indices that overlap with the former index are validated with nca queries and some are rejected. To check if a maximal pair with approximately the same gap occurs in at least q weighted sequences we apply the following bucketing scheme. We have b buckets, each for one of the permitted values of the gap. Each candidate pair is placed in one bucket according to the gap. At the end of the reporting step we scan all the buckets and we report the ones that have size at least q. The buckets can be implemented as linear lists and this checking can be done in constant time by storing the size of the lists. The reporting step is the same as in the case of unrestricted gaps. The running time of this method is determined by the actual and virtual merging step that as before is O(N n log(Nn)) as well as a constant number of operations in every internal node. The following theorem summarizes the result: 
Extracting simple motifs
In this section we present algorithms for the repeated and common motifs problems on weighted sequences. These algorithms are based on the algorithms of Sagot [16] with modifications that affect the time and space complexities. In particular, the models in the repeated motifs problem must be non-overlapping while in the common motifs problem the time and space complexity is slightly improved. Since we borrow most of the algorithmic machinery from [16] we chose to focus on these modifications.
The repeated motifs problem
We are given a weighted sequence s and four integers 0 < k c, e 0, 2 and q 2, for some constant c, and we are asked to find all models m of length with probability of occurrence 1 k such that m is present at least q times in s and the Hamming distance between all occurrences of m is e. The following restriction must hold:
Restriction 1. The occurrences must not overlap. (Non-overlapping Restriction)
First the weighted suffix tree WST(s) of s is constructed given that the minimum probability of occurrence is 1 k . This construction is accomplished in linear time and space. Then, all models of length are spelled on the tree.
Some definitions are necessary before moving to the spelling mechanism. A node-occurrence of a motif m is represented by a pair (v, e v ) , where v is a node in WST(s) and e v is the number of errors between m and the path label of v. In addition the father node of v is represented as father (v) . The following lemma borrowed from [16] is in fact the recurrence that implements the spelling of models. In a nutshell, Lemma 4 states that a model m of length < is extended by one character either with a match or with a mismatch if the total number of errors in m is e. This procedure continues recursively until either length is reached or the number of errors becomes larger than e.
We will focus on the main problem of this algorithm on weighted sequences, which is the maintenance of the non-overlapping restriction. This constraint is achieved by filtering the output of the algorithm on the WST.
Assume that the nodes with path label of length constitute a set
For each v ∈ L, the leaves of its subtree are put in a sorted list v . These lists are implemented as van Emde Boad trees [18] . Since the numbers sorted are in the range [1, n], we can sort them in linear time. As a result, the time complexity for this step is and performueries. In this case, the time complexity forueries would be O(q log log n) (the log log n factor is by the van Emde Boas trees) but the merge step requires O(n) time, which is very inefficient.
This inefficiency can be circumvented by checking among all nodes in L to find the one with the minimum position of occurrence. This can be easily implemented in O(|L |) time, since the lists for each node are sorted and only the first element is checked. Assume that this element is position x 1 on the weighted sequence s. Then, among all lists the successor of value x 2 = x 1 + |m| + 1 is located. This procedure continues until the quorum constraint is either satisfied (the final query is of the form x q−1 + |m| + 1) or violated. This solution has O(q|L| log log |n|) time complexity which leads to an O(nV 2 (e, )q log log n) time solution for the repeated motifs problem, for length using linear space. The following theorem states the result: Theorem 3. Given a weighted sequence s and three integers 0 k < c, e 0 and q 2, for some small constant c, we can locate all words f with probability of occurrence 1 k in O(nV 2 (e, )q log log n) time using linear space, such that f is present at least q times in s and the Hamming distance between every pair of occurrences is e. All these occurrences do not overlap.
The successor location problem can be seen as a static data structure problem which we call the multiset dictionary problem.
Definition 6. Given a superset S = {S 1 , S 2 , . . . , S x }, of sets S i ⊆ {1, 2, . . . , n}, we wish to answer q successor queries on the subset S = {S i 1 , S i 2 , . . . , S i x } ∈ S, where n =
This problem can be seen as a generalization of the iterative search problem [4] . In this problem, we are given a set of N catalogs and we are asked to answer N queries, one on each catalog. The straightforward solution is to search in each catalog, which means that the time complexity is O(N log n), if each catalog has size n. If we apply the fractional cascading technique [4] , then the time complexity is reduced to O(N + log n). Unfortunately, we cannot apply the same technique in the multiset dictionary problem, since we do not know in advance which catalogs are going to be used, while at the same time the queries are not confined to a single catalog but to their union. This problem is an interesting data structure problem and it would be nice to see solutions with better complexity than the rather trivial O(qx log log n).
The common motifs problem
We are given a set of N weighted sequences S = s i (1 i N ) and four integers 0 < k c, e 0, 2 and q 2, for some constant c, and we want to find all models m of length with probability of occurrence larger than 1 k such that m is present at least in q strings in S and the Hamming distance between all occurrences of m is e. Note that the algorithm of [16] can be straightforwardly applied for weighted sequences. In the following, we propose some modifications that improve the time and space complexity of the algorithm.
First, the generalized weighted suffix tree gWST(S) of S is constructed given that the minimum probability of occurrence is 1 k . This construction is accomplished in linear time and space for a small constant k. Then, all models of length are spelled by using on the gWST(S) Lemma 4. Similarly, a model m of length < is extended by one character either with a match or with a mismatch if the total number of errors in m is e. In Section 2.3 the solution of [16] is sketched with O(nN 2 V (e, l)) time complexity using O(n N 2 w ) space. By doing some minor modifications the new algorithm reduces a factor N to q.
This additional N factor in the space and time complexity comes from the check of the quorum constraint. Sagot uses a bit vector of length N . However, note that if a node has q different strings then all its ancestors will certainly contain q strings. In addition, it is not necessary to know the exact number of strings in the subtree as far as this number is larger than q. In this way, an array of integers of length q is attached to each internal node. If this array gets full then the quorum constraint is satisfied for all its ancestors and it is not necessary to maintain this information.
These arrays are filled by a post-order traversal of the suffix tree. The array attached to each node is sorted. If one of the children of v has a full array, then v will also have a full array. In the case where there is no full array, all these arrays are merged without maintaining repetitions. This can be easily accomplished in O(|Σ|q) time, since the maximum number of children of a node is Σ . Given that the number of internal nodes is O(nN), then the preprocessing time is O(nNq) while the space complexity of the suffix tree is O(nNq) (less than O(nN 2 ) of [16] ). Finally, the time complexity of the algorithm is O (nNqV (e, l) ), which is better than [16] since q is at most equal to N . The following theorem states the result: 
Discussion and further work
The algorithms presented in this paper solve various instances of the motif identification problem in weighted sequences, which is very important in the area of protein sequence analysis.
We have identified many interesting problems related to motif identification on solid or weighted sequences:
1. Structured motifs identification problem: locate all structured motifs in weighted sequences. In this problem we want to identify motifs consisting of dissimilar boxes with constraints on the gaps between the occurrences of the boxes. 2. Generalized maximal repetitions: extend the algorithm for the maximal pairs to identify general structured motifs composed of p > 2 similar parts. 3. Edit distance: we would like to try and come up with efficient methods for edit distance instead of Hamming distance. One good start are the methods described in [5] .
4.
Approximate results: as far as we know there is no work on approximate solutions for this problem. An approximation algorithm would be welcome considering the time complexities of the known algorithms for motif identification.
