Cell migration within tissues involves the interaction of many cells from distinct subpopulations. In this work, we present a discrete model of collective cell migration where the motion of individual cells is driven by random forces, short range repulsion forces to mimic crowding, and longer range attraction forces to mimic adhesion. This discrete model can be used to simulate a population of cells that is composed of K ≥ 1 distinct subpopulations. To analyse the discrete model we formulate a hierarchy of moment equations that describe the spatial evolution of the density of agents, pairs of agents, triplets of agents, and so forth. To solve the hierarchy of moment equations we introduce two forms of closure: (i) the mean field approximation, which effectively assumes that the distributions of individual agents are independent; and (ii) a moment dynamics description that is based on the Kirkwood superposition approximation. The moment dynamics description provides an approximate way of incorporating spatial patterns, such as agent clustering, into the continuum description. Comparing the performance of the two continuum descriptions confirms that both perform well when adhesive forces are sufficiently weak.
if we use a standard lattice-based approach where each cell occupies a single lattice site (Binder and Simpson, 2016) . 28 To address these limitations, we define a lattice-free model that can be used 29 to describe the migration of a population of cells that is composed of many 30 potentially distinct subpopulations. We adopt a modelling framework that is Stokes' law (Middleton et al., 2014) , we arrive at a system of Langevin stochas-88 tic differential equations (SDEs) given by
where R ij = µ F ij and ζ i = µ ξ i . where a is a parameter that controls the shape of the force function, as illus-to capture a finite interaction range between cells. This function is given by 119 g(r) = 1 2 1 − sin π 2r − δ 2δ .
(2.6)
The interaction range has been chosen to be 3δ (Srinivas et al., 2004) . 120 A representative plot of Z(r) for different values of a is given in Figure 1(c) . 121 The force function consists of two regimes: short-range repulsion and longer 3.1 Mathematical model for an arbitrary number of subpopulations 128 We consider a total population of N cells that come from K subpopulations of 129 cells, so that N = K k=1 n k , where n k is the number of cells in subpopulation relate the PDFs to the position of cells as follows (van Kampen, 1975) ,
, (3.1) P ij 2 (x, y, t) = δ (N ) (x − x i (t)) δ (N ) (y − y j (t)) , The time evolution of P i 1 (x, t) is governed by a Fokker-Planck equation (Sup-149 plementary Material), interaction force and a δ-function centred at y j , we obtain
where Ω denotes the domain. The second and third terms on the right hand interchanging summation and integration, we obtain
where, from this point forward, we drop the subscript i on x i .
162
To make the transition from individual level behaviour in a discrete simulation 163 to the population level dynamics, we define the following quantities,
where p l 1 (x, t) is the normalised one-cell density distribution of subpopula-165 tion l, p ll 2 (x, y, t) is the density-density correlation function that captures in-166 traspecies correlations, and p lm 2 (x, y, t) is the density-density correlation func-167 tion that captures interspecies correlations.
168
To proceed, we sum over the index i in Equation (3.6) and apply the definitions 169 given in Equations (3.7)-(3.9). We repeat this procedure K times for each 170 subpopulation to yield a system of K non-linear integro partial differential equations (IPDEs), that can be written as
for each subpopulation l. We define the PDF of the total population of N cells 173 as a weighted sum of the individual distributions,
(3.11) Equation (3.10) shows that the evolution of p l 1 (x, t) depends on p ll 2 (x, y, t). To 175 derive an evolution equation for p ll 2 (x, y, t) we begin with the two-cell Fokker- 
where the second and third terms on the right hand side of Equation (3.14) represent interactions between cells i and j, the The three-particle normalised density functions can be defined as, p lms 3 (x, y, z, t) = 1 n l n m n s i∈l j∈m g∈s P ijg 3 (x, y, z, t), (3.15) p lls 3 (x, y, z, t) = 1 n l (n l − 1)n s i∈l j∈l,j =i g∈s P ijg 3 (x, y, z, t), (3.16)
We therefore require a definition for the three particle PDF, P ijg 3 (x, y, z, t),
To proceed we divide Equation (3.14) by n l (n l − 1), and combine Equations
191
(3.14)-(3.18), summing over the indices i and j, to obtain an expression for 192 the evolution of p ll 2 (x, y, t), we must invoke some approximations to proceed, and we will now discuss two 204 different approximations. 
is the velocity field induced by interactions between cells. Second, for K = 2, the MFA leads to two coupled equations,
where indices l, m = 1, 2. , which can be written as
where the subpopulations l, m and s are not necessarily distinct.
written as
(3.28)
It is useful to note that there is more than one way to solve a problem with 232 K = 1 using the KSA framework. One approach would be to solve Equations
233
(3.27) and (3.28) simultaneously. However, it is more computationally efficient 234 to solve Equation (3.28) to give p 2 (x, y, t), and then to obtain p 1 (x, t) by
For co-culture experiments with K = 2, the KSA continuum model can be 237 written as
Again, there are multiple strategies for solving the KSA equations when K = 2. Here, we solve Equations (3.32) and (3.33) to 239 give p 11 2 (x, y, t) and p 22 2 (x, y, t), respectively. Using these results we calculate p 1 1 (x, t) and p 2 1 (x, t) by numerical integration, similar 240 to Equation (3.29). To obtain p 12 2 (x, y, t) and p 21 2 (x, y, t), we use p 12 2 (x, y, t) = p 1 1 (x, t)p 2 1 (y, t) and p 21 2 (x, y, t) = p 2 1 (x, t)p 1 1 (y, t),
241
respectively.
242
Now that we have documented both the MFA and KSA continuum approximations for both single species monoculture (K = 1) and two-species co-culture 244 (K = 2) experiments, we will now solve these governing equations for both 245 cases and compare results with averaged data from discrete simulations. where ∆t is the duration of the time step used in the discrete simulations.
262
The initial distribution of cells in the monoculture simulations is given by 
Application to co-culture experiments, K = 2
We now consider the evolution of two types of two-species problems. These two 302 problems involve different experimental designs. In both cases we choose the 303 size of the cells in subpopulations 1 and 2 to be different. Here, the diameter of 304 cells in the first subpopulation is δ 1 = 18 µm, and the diameter of cells in the 305 second subpopulation is δ 2 = 25 µm. We also introduce differing interspecies 306 interaction parameters such as the interspecies force amplitude, f 12 0 , shape 307 parameter, a 12 , and the interspecies diameter, δ 12 , which corresponds to the 308 average radius of the different cell types.
309
The first experiment involves one population of cells spreading through an- confirms that, similar to our results for the single-species problem in Figure   345 2, the KSA approach outperforms the MFA model. indicated. Density profiles are reported in terms of the dimensional cell densities, p 1 1 (x, t) and p 2 1 (x, t), as well as the dimensionless cell densities, p 1 1 (x, t)/C 1 and p 2 1 (x, t)/C 2 , where C 1 = 55.5 × 10 −3 cells/µm, C 2 = 40 × 10 −3 cells/µm. The MFA model is integrated with ∆x = 4 µm and ∆t = 5 × 10 −3 h. The remaining parameters are n 1 = 20, n 2 = 13, a 1 = 0.08 µm −1 , a 2 = 0.06 µm −1 , a 12 = 0.07 µm −1 , densities, p 1 1 (x, t) and p 2 1 (x, t), as well as the dimensionless cell densities, p 1 1 (x, t)/C 1 and p 2 1 (x, t)/C 2 , where C 1 = 40 × 10 −3 cells/µm, C 2 = 55.5 × 10 −3 cells/µm. The KSA model is integrated with ∆x = ∆y = 4 µm and ∆t = 5 × 10 −3 h. The remaining parameters are n 1 = 10, n 2 = 10, a 1 = 0.06 µm −1 , a 2 = 0.08 µm −1 , a 12 = 0.07 µm −1 , δ 1 = 25 µm, δ 2 = 18 µm, δ 12 = 21.5 µm, f 11 0 = 1.5 µm/h, f 22 0 = 2 µm/h, f 12 0 = 1.75 µm/h.
28
of the two cell sizes in the co-culture experiment. To explore this we repeat 353 the discrete simulations and vary the force amplitude f 11 0 , which determines 354 strength of the cell-to-cell adhesion, as well as varying the ratio δ 1 /δ 2 . To 355 keep our analysis as straightforward as possible, we vary these two quantities 356 separately.
357
To quantify the accuracy of both the MFA and KSA continuum approxima-358 tions we define the following quantities,
where E MFA (t) and E KSA (t) indicate mean squared error associated with the 360 MFA and KSA approximations, respectively. The index i denotes the spatial 361 node, and I = 200 is the total number of spatial nodes across the domain.
362
To construct these mean squared errors we compare the total density profiles 363 so that S MFA (i, t) = p 1 1 (i, t) + p 2 1 (i, t) is the total population density predicted 364 by the MFA continuum approximation, S KSA (i, t) = p 1 1 (i, t) + p 2 1 (i, t) is the 365 total population density predicted by the KSA continuum approximation, and 366 S discrete (i, t) = p 1 1 (i, t) + p 2 1 (i, t) is the total population density obtained by 367 considering an ensemble average of the discrete model.
368
Results in Figure 7 show E MFA (t) and E KSA (t) as a function of δ 1 /δ 2 and f 11 0 .
369
The vertical lines correspond to choices of δ 1 /δ 2 and f 11 0 that are identical to To analyse the discrete model, we derive a hierarchy of continuum moment 388 equations to describe the spatial dynamics of agents, pairs of agents, triplets 389 of agents, and so forth. We then develop two different approximate solutions using the KSA. We compare both continuum approximations with ensemble 392 averages from discrete simulations. 393 Overall, both continuum approximations match the broad features of the dis-
