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01 Spectral densities describing off-white noises
Boris Tsirelson
Abstract
For the white noise, the spectral density is constant, and the past
(restriction to (−∞, 0)) is independent from the future (restriction to
(0,+∞)). If the spectral density is not too far from being constant,
then dependence between the past and the future can be eliminated
by an equivalent measure change; that is called an off-white noise. I
derive from well-known results a necessary and sufficient condition for
a spectral density to describe an off-white noise.
Introduction
‘Past and future’ is a well-known topic in the theory of stationary Gaussian
random processes. The restriction of a process X(t) to t ∈ (−∞, 0) is the
past; the future is its restriction to (0,+∞) or, more generally, (s,+∞).
Typically one shows that the past and the future are nearly independent if
the separation s is large enough, under appropriate conditions on the spectral
density of the process. In contrast, the present work deals with the case s = 0
(no separation). For a continuous process, of course, X(0) belongs both to
the past and to the future, making them heavily dependent. However, for the
white noise they are independent anyway. An off-white noise2 introduced in
[6] (motivated by the theory of continuous tensor products of Hilbert spaces)
generalizes the white noise. It is defined as a stationary Gaussian generalized
random process such that the joint distribution of the past and the future is
equivalent (that is, mutually absolutely continuous) to the product of their
marginal distributions. The present work derives from well-known results
about ‘past and future’ a necessary and sufficient condition for a spectral
density to describe an off-white noise. I feel that it is basically a folklore
worth to be written.
1Supported in part by the Israel Science Foundation grant 592/99/2.
2The term is suggested by William Arveson; I called it a ‘slightly coloured noise’.
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I am indebted to Ildar Ibragimov, Alexander Kheifets, Mikhail Sodin and
Sergei Treil; due to their patient efforts I am now less afraid of the theory of
analytic functions.
In the Hilbert spaceH of all linear measurable functionals over a Gaussian
random process, the past P and the future F are linear subspaces. For the
white noise, H = P ⊕ F , the subspaces being orthogonal. For an off-white
noise the corresponding relation is
H = P ⊕F in the FHS sense,
as defined in [6]; it means that the orthogonal projection from F to P is a
Hilbert-Schmidt operator, and H = P ⊕ F in the topological sense. The
latter means that P + F is dense in H and P,F are at positive angle (that
is, the projection is of norm less than 1).
1 Analytic functions inside and outside the
circle
1.1. Definition. (a) A past-and-future structure (or ‘PaF structure’) con-
sists of:
• a separable Hilbert space H ;
• a two-sided sequence (Pn)n∈Z of (closed linear) subspaces Pn ⊂ H ,
increasing (in the sense that Pn ⊂ Pn+1 for all n) and such that the
union of all Pn is dense in H ;
• a two-sided sequence (Fn)n∈Z of subspaces Fn ⊂ H , decreasing and
such that the union of all Fn is dense in H ;
• a unitary operator T : H → H such that TPn = Pn+1 and TFn =
Fn+1 for all n.
(b) Two PaF structures (H, (Pn), (Fn), T ) and (H
′, (P ′n), (F
′
n), T
′) are
isomorphic, if there exists an invertible linear isometry U : H → H ′ such
that UPn = P
′
n and UFn = F
′
n for all n, and UT = T
′U .
(c) A PaF geometry is a PaF structure treated up to isomorphism.
(d) For any PaF geometry G = (H, (Pn), (Fn), T ) and any k ∈ Z define
G + k (the shifted PaF geometry) as (H, (Pn+k), (Fn), T ) (or equivalently
(H, (Pn), (Fn−k), T )). Also define the time-reversed PaF geometry as G =
(H, (F−n), (P−n), T
−1).
Let µ be a (positive) σ-finite Borel measure on the unit circle {z ∈ C :
|z| = 1}. The set of all polynomials P such that
∫
|P |2 dµ <∞ is an ideal in
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the commutative ring of polynomials. If the ideal contains not only 0, then
it is generated by a single polynomial Pµ (not identically 0), since every ideal
in that ring is principal. It is easy to see that (up to a coefficient that may
be ignored), Pµ(z) = (z− z1) . . . (z− zm) for some z1, . . . , zm on the circle. If
µ is finite then m = 0 and Pµ(z) = 1.
1.2. Definition. (a) A nonatomic σ-finite Borel measure µ on the circle will
be called moderate, if the ideal of polynomials P satisfying
∫
|P |2 dµ <∞ is
different from {0}.
(b) Poles of a moderate measure µ are roots of the polynomial Pµ that
generates the ideal. Multiplicity of a pole of µ is its multiplicity as a root of
Pµ.
The set of all moderate measures is a linear space, closed under multi-
plication by functions of the form f/|P |2 where f is a bounded nonnegative
Borel function on the circle and P is a polynomial (not identically 0).
Conjugation z 7→ z maps the circle onto itself, and sends each measure µ
on the circle to another measure, denote it µ˜. Clearly, µ is moderate if and
only if µ˜ is moderate, and if they are, then Pµ(z) = Pµ˜(z) for all z. Also,
each function f ∈ L2(µ) corresponds to another function f˜ ∈ L2(µ˜) such that
f(z) = f˜(z). However, if f is a polynomial P restricted to the circle then f˜ is
rather the rational function z 7→ P (1/z) restricted to the circle. In particular,
if P (z) = z − z1 where |z1| = 1 then P (1/z) = −z1(z − z1)/z = −z1P (z)/z.
Accordingly, if P (z) = (z − z1) . . . (z − zm) for some z1, . . . , zm on the circle
then P (1/z) = const ·z−mP (z). Therefore
Pµ˜
(1
z
)
= const ·z−mPµ(z) for all z ∈ C \ {0} ; here m = degPµ ;
and P˜µ˜(z) = const ·z
−mPµ(z) for |z| = 1. Functions Pµ and P˜µ˜ have the
same zeros (on the circle); however, Pµ has a pole (of multiplicity m) at ∞,
while P˜µ˜, or rather its analytic continuation const ·z
−mPµ(z), has a pole (of
multiplicity m) at 0.
Every moderate measure µ determines a PaF structure (H, (Pn), (Fn), T )
as follows:
• H = L2(µ);
• Fn is spanned by functions z 7→ z
kPµ(z) for k ∈ Z, k ≥ n ;
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• Pn is spanned by functions z 7→ z
kP˜µ˜(z) for k ∈ Z, k ≤ n;
• (Tf)(z) = zf(z) for f ∈ L2(µ).
3Here Pµ may be replaced with any polynomial P (not identically 0) satisfying∫
|P |2 dµ <∞; redundant roots of P do not influence the closed subspace.
3
In other words, Pn is spanned by functions z 7→ z
kPµ(z) for k ∈ Z,
k ≤ n− deg Pµ.
Treating the PaF structure up to isomorphism, we get a PaF geometry;
denote it by
Gµ .
The time-reversed PaF geometry (as defined by 1.1(d)) corresponds to µ˜:
Gµ = Gµ˜ ;
an isomorphism is L2(µ) ∋ f 7→ f˜ ∈ L2(µ˜). If µ is symmetric (that is, µ = µ˜)
then Gµ is time-symmetric (that is, Gµ = Gµ).
1.3. Proposition. Let µ, µ′ be moderate measures, z0 a point on the circle,
and µ′(dz) = |z − z0|
2µ(dz). Then4
Gµ′ = Gµ + 1 .
Proof. We have Gµ = (H, (Pn), (Fn), T ), Gµ′ = (H
′, (P ′n), (F
′
n), T
′). Multipli-
cation by 1/(z − z0) is an invertible linear isometry L2(µ)→ L2(µ
′), that is,
H → H ′; it intertwines T with T ′. We’ll prove that it sends F0 to F
′
0 and
P1 to P
′
0.
First, 1
z−z0
F0 ⊃ F
′
0 for a trivial reason: for all k ≥ 0 the function z 7→ (z−
z0)z
kPµ′(z) belongs toF0, since
∫
|(z−z0)Pµ′(z)|
2 µ(dz) =
∫
|Pµ′(z)|
2 µ′(dz) <
∞.5
In order to prove that 1
z−z0
F0 ⊂ F
′
0 take polynomials Pn such that
Pn(z) →
1
z−z0
for n → ∞, and |Pn(z)| ≤ 2
∣∣ 1
z−z0
∣∣, whenever |z| = 1; say,
we may take
Pn(z) = −(1− εn)z0
1− (1− εn)
nzn0z
n
1− (1− εn)z0z
choosing εn → 0+ such that nεn → ∞. We have (for every k ≥ 0)
Pn(z)z
kPµ(z) →
1
z−z0
zkPµ(z) pointwise, and |Pn(z)z
kPµ(z)| ≤
2
|z−z0|
|Pµ(z)|.
The majorant belongs to L2(µ
′); polynomials z 7→ Pn(z)z
kPµ(z) belong to
L2(µ), therefore to L2(µ
′), and to F ′0. So,
1
z−z0
F0 = F
′
0.
Now we apply the equality 1
z−z0
F0 = F
′
0 to measures µ˜, µ˜
′ (symmetric
to µ, µ′); these are related by µ˜′(dz) = |z − z0|
2µ˜(dz); thus, 1
z−z0
F0(µ˜) =
4Gµ + 1 is the shifted PaF geometry, recall 1.1(d).
5It may happen that z0 is a pole of µ, then Pµ(z) = (z−z0)Pµ′(z); otherwise Pµ = Pµ′ .
In any case z 7→ (z − z0)Pµ′ (z) belongs to the ideal generated by Pµ.
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F0(µ˜
′). The isomorphism f 7→ f˜ between Gµ and Gµ˜ (as well as Gµ′ and Gµ˜′)
transforms F0(µ˜) to P0(µ), F0(µ˜
′) to P0(µ
′), and the function z 7→ 1
z−z0
into
the function z 7→ 1
z−z0
. So,
1
z − z0
P0(µ) = P0(µ
′) .
However, 1
z−z0
= const ·z · 1
z−z0
for |z| = 1 (namely, const = −z0); therefore
1
z − z0
P0(µ) =
1
z − z0
zP0(µ) =
1
z − z0
P1(µ) .
So, 1
z−z0
P1(µ) = P0(µ
′), that is, 1
z−z0
P1 = P
′
0.
Given a PaF geometry G = (H, (Pn), (Fn), T ), we may ask, whether or
not two spaces Pn,Fn+k+1 are at positive angle.
6 It depends on k, not n. If
it holds for k then it surely holds for k + 1. We define the index, Ind(G), as
the least k ∈ Z possessing the property.7 Evidently,
Ind(G + k) = Ind(G) + k .(1.4)
Combined with Proposition 1.3 it means that Ind(Gµ′) = Ind(Gµ) + 1 when-
ever µ′(dz) = |z − z0|
2µ(dz).
Assume for a while that µ is finite. We have Ind(Gµ) ≥ 0, since constant
functions belong both to P0 and to F0. It is well-known (see [2, Sect. 9] or
[3, Th. 4 in Sect. V.2]) that Ind(Gµ) = N if and only if dµ = |P |
2 dν for
some polynomial P of degree N with all roots on the circle, and some finite
measure ν such that Ind(Gν) = 0. Finiteness of ν ensures that P
(ν)
0 + F
(ν)
1
is dense in H(ν). Thus H(ν) = P
(ν)
0 ⊕ F
(ν)
1 in the topological sense. Taking
into account that Gµ = Gν +N we see that the two following conditions are
equivalent for every finite measure µ:
Ind(Gµ) = N ;(1.5a)
H = P0 ⊕FN+1 in the topological sense.(1.5b)
Therefore (due to 1.3) these conditions are equivalent for every moderate
measure µ.
In order to get H = P0 ⊕ FN+1 in the FHS sense, (one of) the following
two equivalent conditions must be added:
6Alternatively we could ask whether or not they are orthogonal, have trivial intersec-
tion, etc. Every such property leads to its ‘index’ satisfying (1.4).
7If all k possess the property then Ind(G) = −∞; if no one does then Ind(G) = +∞.
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1.6a. The orthogonal projection from FN+1 to P0 is a Hilbert-Schmidt op-
erator.
1.6b. The product P0FN+1P0 is a trace-class operator; here P0 and FN+1 are
orthogonal projections (from H) to P0 and F1 respectively.
Recall that a real-valued function ϕ on the circle belongs to Sobolev space
W
1/2
2 if and only if it satisfies the following two equivalent conditions:∫∫
|ϕ(z1)− ϕ(z2)|
2
|z1 − z2|2
L(dz1) L(dz2) <∞ ,(1.7a)
where L stands for Lebesgue measure;
+∞∑
−∞
|n||ϕˆn|
2 <∞ ,(1.7b)
where ϕˆn are Fourier coefficients of ϕ.
A well-known deep result of Ibragimov and Solev (see [3, Sect. IV.4],
see also [5, Sect. 7]) states that a finite measure µ satisfies both (1.5a) and
(1.6b) if and only if µ has a density w (w.r.t. Lebesgue measure) of the form
w = |P |2 expϕ where ϕ ∈ W
1/2
2 and P is a polynomial of degree N with all
zeros on the circle.
Combining the deep result with Proposition 1.3 we generalize the former
from finite to moderate measures as follows.
1.8. Proposition. For every moderate measure µ on the circle and integer
N , the following two conditions are equivalent.
(a) H = P0 ⊕ FN+1 in the FHS sense.
(b) µ has a density of the form
dµ
dL
(z) =
∣∣∣∣ (z − z1) . . . (z − zl)(z − z′1) . . . (z − z′m)
∣∣∣∣
2
expϕ(z)
for some l, m ∈ {0, 1, 2, . . .} such that l − m = N , some points z1, . . . , zl,
z′1, . . . , z
′
m on the circle, and some function ϕ ∈ W
1/2
2 .
Proof. A moderate measure µ is related to a finite measure ν by dν =
|Pµ|
2 dµ; thus Gν = Gµ + m where m = degPµ. Condition (a) for µ is
equivalent to the condition H(ν) = P
(ν)
0 ⊕ F
(ν)
N+m+1 for ν. The latter holds if
and only if ν has a density w of the form w = |P |2 expϕ, where ϕ ∈ W
1/2
2
and degP = N +m. It means that µ has the density |P |
2
|Pµ|2
expϕ; note that
deg P − degPµ = N .
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The following remarks will not be used.
If µ satisfies Condition 1.8(b) then l, m and z1, . . . , zl, z
′
1, . . . , z
′
m are
uniquely determined by µ (provided that zi 6= z
′
j for all i, j, of course).
A proposition similar to 1.8 holds for “H = P0⊕FN+1 in the topological
sense”; here the condition “ϕ ∈ W
1/2
2 ” is replaced with the Helson-Szego¨
condition: ϕ = ψ˜ + χ with ‖ψ‖∞ <
pi
2
and ‖χ‖∞ < ∞, where ψ, χ belong
to L∞ on the circle, and ψ˜ is the conjugate function to ψ. (Or alternatively,
Muckenhoupt’s condition (A2) may be used.)
2 Generalized random processes in continu-
ous time
Consider a Gaussian measure γ in the space of (tempered, Schwartz; real-
valued) distributions (generalized functions) over R; assume that γ is invari-
ant under shifts of R. Such measures are probability distributions8 of sta-
tionary Gaussian generalized random processes [4]. The space of tempered
distributions is dual to the space of rapidly decreasing infinitely differen-
tiable functions ϕ on R. Such ϕ gives a linear functional on the space of
distributions; w.r.t. γ it gives a normally distributed random variable, whose
variance is a quadratic form of ϕ and may be written as
∫
|ϕˆ|2 dν where ϕˆ
is Fourier transform of ϕ, and ν is so-called spectral measure (of γ). It is a
positive σ-finite Borel measure on R, symmetric (that is, invariant under the
map λ→ −λ) and such that
∫ +∞
−∞
1
(1 + λ2)m
ν(dλ) <∞(2.1)
for m large enough, see [4, Th. 3.3, 3.4]. Let m ∈ {0, 1, 2, . . .} be the least
number satisfying (2.1). If ν is finite then m = 0.
Consider the Sobolev space Wm1 (R) of all functions ϕ : R → R such
that ϕ, ϕ′, . . . , ϕ(m) ∈ L1(R). If ϕ ∈ W
m
1 (R) then functions λ 7→ ϕˆ(λ),
λ 7→ λϕˆ(λ), . . . , λ 7→ λmϕˆ(λ) belong to the space C0(R) of all (bounded)
continuous functions on R vanishing at ∞, which means that the function
λ 7→ (1 + λ2)m/2ϕˆ(λ) belongs to C0(R). Taking into account (2.1) we have
∀ϕ ∈ Wm1 (R) ϕˆ ∈ L2(ν) .
8Sorry, ‘a distribution in the space of distributions’ may be confusing. A ‘probability
distribution’ is just a probability measure (intended to describe a random element of the
corresponding space). In contrast, a generalized function, called also ‘distribution’, is
a more singular (than a measure) object over R, generally not positive; for example, a
derivative δ(n) of Dirac’s delta-function.
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Thus, the quadratic form ϕ 7→
∫
|ϕˆ|2 dν extends naturally from the space
of rapidly increasing infinitely differentiable functions to Wm1 (R). Of course,
the former space is dense in the latter.9
Introduce two subspaces P0(ν),F0(ν) ⊂ L2(ν); namely, P0(ν) is spanned
by functions ϕˆ where ϕ ∈ Wm1 (R), ϕ(t) = 0 for t ∈ [0,∞); the same for
F0(ν), but ϕ(t) = 0 for t ∈ (−∞, 0]. The map λ 7→ −λ sends ν to itself,
and P0(ν) to F0(ν). That is, f ∈ F0(ν) if and only if f˜ ∈ P0(ν); here
f˜(−λ) = f(λ).
We use the well-known conformal map z =
z′ − i
z′ + i
, z′ = −i
z + 1
z − 1
of the
real line Im z′ = 0 to the unit circle |z| = 1; it also maps half-planes Im z′ > 0,
Im z′ < 0 onto the disk |z| < 1 and the region |z| > 1 respectively. Denote
by µ the image of ν under the map λ 7→ λ−i
λ+i
; the σ-finite measure µ on the
circle is symmetric (that is, µ = µ˜) and satisfies
∫
|1− z|2m µ(dz) <∞ ,
which is the same as (2.1), since
∣∣1 − λ−i
λ+i
∣∣2 = 4
λ2+1
. In terms of Definition
1.2, µ is a moderate measure; it has a pole of multiplicity m at 1 (or it
is a finite measure, and m = 0); Pµ(z) = (z − 1)
m; P˜µ˜(z) =
(
1
z
− 1
)
m =
(−1)mz−m(z − 1)m.
Denote by P0(µ),F0(µ) subspaces P0,F0 appearing in the PaF structure
Gµ = (H, (Pn), (Fn), T ). That is, F0 ⊂ L2(µ) is spanned by functions z 7→
zk(1 − z)n for k ≥ 0, and P0(µ) is spanned by functions z 7→ z
k
(
1
z
− 1)m or
z 7→ zk−m(z − 1)m for k ≤ 0.
The next lemma is well-known for finite measures (see [1, Sect. XII.5,
before Theorem 5.1]); here is a generalization to moderate measures.
2.2. Lemma. Let two functions, f on the circle and g on R, be related by
f
(
λ− i
λ+ i
)
= g(λ) for all λ ∈ R .(2.3)
Then f ∈ P0(µ) if and only if g ∈ P0(ν). Also, f ∈ F0(µ) if and only if
g ∈ F0(ν).
Proof. It suffices to prove the latter, f ∈ F0(µ) ⇐⇒ g ∈ F0(ν), since
f ∈ P0(µ) ⇐⇒ f˜ ∈ F0(µ), and g ∈ P0(ν) ⇐⇒ g˜ ∈ F0(ν), and
f˜
(
λ−i
λ+i
)
= f
(
λ+i
λ−i
)
= g(−λ) = g˜(λ).
9Note also that C0(R) could be replaced with C(R) (all bounded continuous functions
on R); accordingly, ϕ(m) could be a finite measure rather than a function of L1(R), which
will be used in the proof of Lemma 2.2.
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In order to prove that f ∈ F0(µ) implies g ∈ F0(ν), consider f(z) =
zk(1 − z)n for some k ≥ 0; we have to prove that g ∈ F0(ν), where g(λ) =(
λ−i
λ+i
)
k
(
2i
λ+i
)
n = (2i)n 1
(λ+i)n
(
1 − 2i 1
λ+i
)
k is a linear combination of functions
λ 7→ 1
(λ+i)n+l
, l = 0, 1, . . . , k. Such g is Fourier transform of a linear com-
bination of functions hn+l(t) = t
n+l−1e−t for t > 0 (otherwise 0), except for
the case n = l = 0; in that case g is constant, and we need Fourier trans-
form of a measure (concentrated at the origin) rather than a function of L1.
The same difficulty appears for n > 0, when l = 0; in that case hn+l = hn
does not belong to W n1 (R), since h
(n−1)
n jumps at the origin, and h
(n)
n is a
finite measure rather than a function of L1. However, a smoothing, say,
t 7→ 1
ε
∫ 0
−ε
hn(t + u) du, does the job for l = 0. For l > 0 the function hn+l
belongs to W n1 (R). So, g ∈ F0(ν).
In order to prove that g ∈ F0(ν) implies f ∈ F0(µ), consider g = ϕˆ where
ϕ ∈ W n1 (R), ϕ(t) = 0 for t ∈ (−∞, 0]. The function λ 7→ (λ + i)
ng(λ) on
the closed half-plane Imλ ≥ 0 is continuous, and tends to 0 for |λ| → ∞.
Therefore the function z 7→ (1 − z)−nf(z) on the closed disk |z| ≤ 1 is
continuous (and vanishes at 1). Take polynomials Pn such that Pn(z) →
(1−z)−nf(z) uniformly on the disk; then functions z 7→ (1−z)nPn(z) belong
to F0(µ) and converge to f in L2(µ). So, f ∈ F0(µ).
3 Off-white noises
Return to a Gaussian measure γ in the space of distributions, its spectral
measure ν, and the corresponding stationary Gaussian generalized random
process. The spaces P0(ν),F0(ν) of L2(ν), defined in Sect. 2, correspond
unitarily (via Fourier transform) to subspaces of the Hilbert space of all
γ-measurable linear functionals. Namely, P0(ν) corresponds to functionals
localized (on the time axis) on (−∞, 0) (“the past”), and F0(ν) corresponds
to functionals localized on (0,∞) (“the future”). Thus, orthogonality of
P0(ν),F0(ν) means independence of the past and the future (which is the
case for the white noise, whose spectral measure is Lebesgue measure on R).
The property
L2(ν) = P0(ν)⊕F0(ν) in the FHS sense(3.1)
means that dependence between the past and the future boils down to a
density. That is, γ is equivalent (mutually absolutely continuous) to another
measure that makes the past and the future independent.10 Such a process
will be called an off-white noise.
10I mean (−∞, 0) and (0,∞), not (−∞, t) and (t,∞) for all t simultaneously.
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3.2. Theorem. The following two conditions are equivalent.
(a) ν is the spectral measure of an off-white noise;
(b) µ has a density of the form
dµ
dL
(z) =
∣∣∣∣(z − z1) . . . (z − zm−1)(z − 1)m
∣∣∣∣
2
expϕ(z)
for somem ∈ {1, 2, . . . }, some points z1, . . . , zm−1 on the circle, different from
1, and some function ϕ ∈ W
1/2
2 .
Proof. Condition (a) is equivalent to (3.1). By Lemma 2.2, (3.1) is equivalent
to L2(µ) = P0(µ)⊕F0(µ) in the FHS sense. The latter is 1.8(a) for N = −1.
By Proposition 1.8 it is equivalent to 1.8(b) for N = −1. It remains to note
that µ has no poles except for 1.
Clearly, m in 3.2(b) is the same as m in (2.1). We are mostly interested
in the case m = 1; in that case (2.1) becomes∫ +∞
−∞
1
1 + λ2
ν(dλ) <∞ ,(3.3)
and 3.2(b) becomes dµ
dL
(z) = 1
|1−z|2
w(z). However,11 dν
dL
(λ) = 1
2
|1 − z|2 dµ
dL
(z)
where z = λ−i
λ+i
; thus
w
(
λ− i
λ+ i
)
= 2W (λ) ,(3.4)
where W (λ) = dν
dL
(λ).
The condition lnw ∈ W
1/2
2 can be rewritten in terms of W ,∫∫
| lnW (λ1)− lnW (λ2)|
2
|λ1 − λ2|2
dλ1 dλ2 <∞ ,(3.5)
which is (1.7a) combined with the fact that dz1dz2
(z1−z2)2
is invariant under linear-
fractional transformations.12 Recall that W (−λ) = W (λ).
3.6. Proposition. (a) If W satisfies (3.5) then∫ ∞
0
| lnW (2λ)− lnW (λ)|2
dλ
λ
<∞ .(3.7)
(b) Let W be strictly positive, have a continuous derivative, and∫ ∞
0
∣∣∣∣ ddλ lnW (λ)
∣∣∣∣
2
λ dλ <∞ .(3.8)
Then W satisfies (3.5).
11I denote by L both Lebesgue measure on the circle and Lebesgue measure on R. We
have dz = 2i(λ+i)2 dλ, thus L(dz) =
2
λ2+1 L(dλ); also, |1 − z|
2 = 4
λ2+1 .
12That is, if f(z) = az+b
cz+d then
1
(z1−z2)2
= f
′(z1)f
′(z2)
(f(z1)−f(z2))2
.
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Proof. First, integration in (3.5) may be restricted from R × R to (0,∞)×
(0,∞). Indeed, using the property W (λ) = W (−λ) we get the kernel
2
|λ1−λ2|2
+ 2
|λ1+λ2|2
equivalent to 1
|λ1−λ2|2
.
Second,
(3.9)
∫ ∞
0
∫ ∞
0
| lnW (λ1)− lnW (λ2)|
2
|λ1 − λ2|2
dλ1 dλ2 =
=
∫ ∞
0
du
(u− 1)2
∫ ∞
0
| lnW (uλ)− lnW (λ)|2
dλ
λ
,
which is just a change of variable, λ1 = λ2u.
Let W satisfy (3.5); we have to check (3.7). Consider f(u) =(∫∞
0
| lnW (uλ) − lnW (λ)|2 dλ
λ
)1/2
. The triangle inequality gives f(uv) ≤
f(u) + f(v), since
∫∞
0
| lnW (uvλ) − lnW (vλ)|2 dλ
λ
=
∫∞
0
| lnW (uλ) −
lnW (λ)|2 dλ
λ
. Also, f(u) <∞ for almost all u due to (3.5) and (3.9). Taking
u such that f(u) <∞ and f
(
2
u
)
<∞ we get f(2) <∞, which is (3.7).
Let W satisfy (3.8); we need to check (3.5), or equivalently,∫∞
0
f 2(u) du
(u−1)2
<∞. We have
(∫ ∞
0
∣∣∣∣
∫ u
1
W ′(λx)
W (λx)
dx
∣∣∣∣
2
λ dλ
)1/2
≤
∫ u
1
(∫ ∞
0
∣∣∣∣W
′(λx)
W (λx)
∣∣∣∣
2
λ dλ
)1/2
dx ;
(∫ ∞
0
| lnW (λu)− lnW (λ)|2
dλ
λ
)1/2
≤
(∫ u
1
dx
x
)(∫ ∞
0
∣∣∣∣W
′(λ)
W (λ)
∣∣∣∣
2
λ dλ
)1/2
;
f(u) ≤ const · lnu
for all u ∈ [1,∞); similarly, f(u) ≤ const ·| lnu| for all u ∈ (0, 1]. So,∫∞
0
f 2(u) du
(u−1)2
≤ const ·
∫∞
0
(
lnu
u−1
)
2 du <∞.
3.10. Example. Assume that W (λ) = |λ|α for |λ| large enough, and W is
strictly positive and smooth everywhere. Then Condition (3.5) is satisfied if
and only if α = 0 (just the white noise).
3.11. Example. Assume thatW (λ) = (ln |λ|)α for |λ| large enough, andW
is strictly positive and smooth everywhere. Then Condition (3.5) is satisfied
for all α. Condition (3.3) is also satisfied. Thus, every such W describes an
off-white noise.
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3.12. Example. Assume that W (λ) = exp(− lnα |λ|) for |λ| large enough
(here α > 0), and W is strictly positive and smooth everywhere. Then
Condition (3.5) is satisfied if and only if α < 1/2. Condition (3.3) is also
satisfied. So, for α ∈ (0, 1/2) every such W describes an off-white noise.
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