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a b s t r a c t
Awell known family of minimally nonideal matrices is the family of the incidencematrices
of chordless odd cycles. A natural generalization of these matrices is given by the family of
circulant matrices. Ideal and minimally nonideal circulant matrices have been completely
identified by Cornuéjols and Novick [G. Cornuéjols, B. Novick, Ideal 0 - 1 matrices, Journal
of Combinatorial Theory B 60 (1994) 145–157]. In this work we classify circulant matrices
and their blockers in terms of the inequalities involved in their set covering polyhedra.
We exploit the results due to Cornuéjols and Novick in the above-cited reference for
describing the set covering polyhedron of blockers of circulant matrices. Finally, we point
out that the results found on circulant matrices and their blockers present a remarkable
analogy with a similar analysis of webs and antiwebs due to Pêcher andWagler [A. Pêcher,
A. Wagler, A construction for non-rank facets of stable set polytopes of webs, European
Journal of Combinatorics 27 (2006) 1172–1185; A. Pêcher, A. Wagler, Almost all webs are
not rank-perfect, Mathematical Programming Series B 105 (2006) 311–328] and Wagler
[A. Wagler, Relaxing perfectness: Which graphs are ‘Almost’ perfect?, in: M. Groetschel
(Ed.), The Sharpest Cut, Impact of Manfred Padberg and his work, in: SIAM/MPS Series on
Optimization, vol. 4, Philadelphia, 2004; A.Wagler, Antiwebs are rank-perfect, 4OR2 (2004)
149–152].
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A graph is perfect if, in every vertex induced subgraph, the chromatic number equals the size of a largest clique. IfM is the
clique-vertexmatrix of a perfect graph G, the polytope QSTAB(G) = {x ≥ 0 : Mx ≤ 1} is integral, i.e. its extreme points are
exactly the incidence vectors of the stable sets in G (see [4]). In this case the stable set polytope STAB(G) of G, defined as the
convex hull of the incidence vectors of all stable sets in G, coincides with {x ≥ 0 : Mx ≤ 1}. For the last forty years one of the
most challenging open questions was to characterize the graphs that are not perfect but for which all proper vertex induced
subgraphs are. These graphs are calledminimally imperfect graphs. The Strong Perfect Graph Theorem, recently proved [3],
states that odd holes and their complements (odd antiholes) are the only minimally imperfect graphs.
Graphs with circular symmetry of their maximum cliques and stable sets are called webs: a web W kn , with k ≥ 1 and
n ≥ 2(k+ 1), is a graph with vertices 1, . . . , nwhere ij is an edge if i and j differ by at most k(mod n) and i 6= j. Odd holes
W 12k+1 and odd antiholesW
k−1
2k+1 are special kinds of webs. Webs are considered as generalizations of minimally imperfect
graphs, and the status of imperfections of webs and antiwebs (complements of webs) has been widely studied, see [13,14,
20,21] among others.
On the other hand, ifM is a 0− 1 matrix and the polyhedron
Q (M) = {x ≥ 0 : Mx ≥ 1}, (1)
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is integral, the matrix M is called ideal. In this case Q (M) coincides with the set covering polyhedron Q ∗(M) defined as the
convex hull of the incidence vectors of all covers of M . Also, a matrix M is minimally nonideal if it is not ideal but for every
i ∈ {1, . . . , n}, both Q (M) ∩ {x : xi = 0} and Q (M) ∩ {x : xi = 1} have no fractional extreme points.
The study of idealmatrices is not as advanced as that of perfect ones and it is apparentlymore difficult. Moreover, we lack
a good understanding of the structure of minimally nonideal matrices. The starting point of the study of these matrices is
Lehman’swork [8] and [9]. In fact, in theseworks, Lehman called thesematrices aswidth–lengthmatrices, but Cornuéjols and
Novick renamed them as ideal matrices ‘‘to stress the analogy with perfect matrices’’, [6]. In particular, in [8], three infinite
classes of minimally nonideal matrices were presented, one of them is the well known family of odd holes and circulant
matrices are their natural generalization.
The goal of this work is to show that many polyhedral aspects associated with the stable set polytopes of webs and
antiwebs have their counterpart in the set covering polyhedra associated with circulant matrices and their blockers.
This paper is organized as follows: In the next section we state the notation, definitions and previous results we need
in this work and we introduce the class of rank-ideal matrices. In Section 3 we introduce circulant matrices and study
their status of nonidealness. In Section 4, with the help of results due to Cornuéjols and Novick in [6], we characterize
all fractional extreme points of Q (M)whenM is a circulant matrix. This characterization completely determines the status
of nonidealness of the blockers of circulant matrices. In Section 5, we prove that almost all circulant matrices are not rank-
ideal. In Section 6, we enlarge the family of non-Boolean facets for the set covering polyhedra of circulant matrices found
by Nobili and Sassano in [10]. Finally, in Section 7, we show the remarkable analogy between the classification of circulant
matrices and their blockers done in this work and a similar study on webs and antiwebs due to Pêcher and Wagler in [13,
14], and Wagler in [20,21].
2. Preliminary definitions and results
A clutter C is a pair (V (C), E(C)), where V (C) is a finite set and E(C) is a family of subsets of V (C) none of which is
included in another. The elements of V (C) and E(C) are the vertices and the edges of C , respectively. A clutter C is trivial
if it has no edge or if ∅ is its unique edge. In the following, whenever the meaning is clear from the context, we assume
V (C) = V = {1, . . . , n}, E(C) = E and |E| = m.
Given j ∈ V , the clutter C/j is defined as follows: V (C/j) is V − {j} and E(C/j) is the set of minimal elements of
{S − {j} : S ∈ E}. We say that C/j is obtained by contraction of j. The clutter C \ j is defined by V (C \ j) = V − {j} and
E(C \ j) = {S ∈ E : j 6∈ S}. We say that C \ jwas obtained by deletion of j. It is straightforward to check that if V1 and V2 are
disjoint sets of vertices in V , contracting all vertices in V1 and deleting all vertices in V2 can be performed sequentially, and
the resulting clutter does not depend on the order of the operations or vertices. Therefore, we can denote such a clutter by
C/V1 \ V2 without any ambiguity. Aminor of C is any clutter obtained from C by a sequence of deletions and contractions.
A cover of C is a set of vertices that intersects all edges of C . The blocker of C is the clutter b(C) such that V (b(C)) = V
and E(b(C)) is the set of the minimal covers of C . It is known that for any clutter C , b(b(C)) = C , b(C/i) = b(C) \ i and
b(C \ i) = b(C)/i for all i ∈ V (see [5] for further details). The covering number of C , denoted by τ(C), is the minimum
cardinality of a cover of C .
If C is a non-trivial clutter,M(C) is the 0−1matrixwhose rows are the characteristic vectors of the edges of C . Conversely,
given a 0 − 1 matrixM without dominating rows, i.e. a clutter matrix, there always exists a clutter C such thatM = M(C).
In the following we will work with clutter matrices.
GivenM = M(C)we will denote byM/V1 \ V2 the matrixM(C/V1 \ V2) and we will say thatM/V1 \ V2 is a minor ofM .
From a polyhedral point of view, given i ∈ {1, . . . , n}, contracting (deleting) column i corresponds to adding xi = 0 (xi = 1,
respectively) to the constraints given in (1) (see [5]).
Also, a cover ofM is the incidence vector of a cover ofC and τ(M) = τ(C). In addition, the blocker ofM is b(M) = M(b(C)).
If a matrixM is ideal so are its blocker [8] and all its minors [17].
A matrixM isminimally nonideal (mni, for short) if it is not ideal but all its proper minors are. The blocker of a mni matrix
is also mni (see [9]).
Although a complete list of mni matrices is not known, all of them present interesting regularities (see [8,9]),
except for the matrices associated to the clutter family Jn, n ≥ 3, defined by V (Jn) = {0, 1, 2, . . . , n} and E(Jn) =
{{1, 2, . . . , n}, {0, 1}, . . . , {0, n}}. We will refer to mni matrices different from Jn as regular mni matrices. It is easy to check
that b(Jn) = Jn, hence the blocker of a regular mni matrix is also regular mni.
In [12], Padberg proved that ifM is a regular minimally nonideal matrix, then
Q ∗(M) = Q (M) ∩ {x ∈ Rn+ : 1x ≥ τ(M)} . (2)
Following Sassano [16], we will call the restriction 1x ≥ τ(M) the rank constraint associated withM .
In order to give some insight into mni matrices, in a previous work [2] we call a matrix M near-ideal if Q ∗(M) satisfies
(2), i.e. the set covering polyhedron of M can be completely described by the inequalities in Q (M) and the rank constraint
associated with M . The class of near-ideal matrices strictly contains regular mni matrices and there are several properties
that near-ideal matrices share with mni matrices. In particular:
Lemma 2.1 ([2]). If M is a near-ideal matrix then M \ i is ideal for all i ∈ {1, . . . , n}.
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It would be interesting to consider other valid inequalities for the set covering polyhedron and then study all matrices
such that their covering polyhedron is entirely described by non-negativity constraints, the constraints in the systemMx ≥ 1
and the inequalities in question. A natural way to do so is to consider all 0− 1 inequalities∑
i∈M ′
xi ≥ τ(M ′) (3)
associated with arbitrary nonideal minorsM ′ ofM .
Observe that there is a unique rank constraint associated with M ′ and it is always valid for Q ∗(M ′) but not necessarily
valid for Q ∗(M). However, if M ′ is a minor of M obtained by deletion, then the inequality (3) is always valid for Q ∗(M)
(see [10]).
Assume that an arbitrary minorM ′ ofM is such that its associated rank inequality (3) defines a facet of Q ∗(M). In [7] it is
proved that zx ≥ 1 is a facet defining inequality of Q ∗(M) if and only if z is an extreme point of Q (b(M)). Hence, if we call
V ′ = {i ∈ V (M ′)}, the point
x¯i =

1
τ(M ′)
i ∈ V ′,
0 i ∈ V − V ′,
is a fractional extreme point ofQ (b(M)) and then, the point x¯′ = 1
τ(M ′)1 is a fractional extreme point of Q (b(M)/(V−V ′)) =
Q (b(M \ (V − V ′))), and this means that the inequality (3) is equivalent to the rank inequality associated with a minor
M ′′ = M \ (V − V ′) ofM obtained by deletion.
In summary, if the rank constraint associated with some minor induces a facet defining inequality of Q ∗(M) then this
inequality is also induced by a minor obtained by deletion.
These facts motivate the following definition:
Definition 2.2. A matrixM is rank-ideal if
Q ∗(M) = Q (M) ∩
{
x ∈ Rn+ :
∑
i6∈S
xi ≥ τ(M \ S), S ⊂ {1, . . . , n}
}
.
Clearly every near-ideal matrix is also rank-ideal. In addition, if we consider the matrix
M =

1 1 0 0
0 1 1 0
1 0 1 0
1 0 0 1
0 0 1 1
 ,
it can be verified that
Q ∗(M) = Q (M) ∩ {x : x1 + x2 + x3 ≥ 2, x1 + x3 + x4 ≥ 2},
showing thatM is rank-ideal, but not near-ideal.
We have then two superclasses of minimally nonideal matrices, one strictly included in the other and both containing
ideal and regular mni matrices. Membership in these two classes indicates how far a matrix is away from being ideal. The
main purpose of the next two sections is the classification in this sense of two families of matrices: circulant matrices and
their blockers.
3. Classifying nonidealness of circulant matrices
Awell known family of regular mni matrices is the family of the incidence matrices of chordless odd cycles [8]. A natural
generalization of these matrices is given by the family of circulant matrices, denoted by Ckn and defined as matrices having
n columns and whose rows are the incidence vectors of {i, i+ 1, . . . , i+ k− 1} for i ∈ {1, . . . , n}, where 2 ≤ k ≤ n− 2 and
additions are taken modulo n.
Ideal and minimally nonideal circulant matrices have been completely identified.
Theorem 3.1 ([6,8]). Let k and n be integer numbers such that 2 ≤ k ≤ n− 2, then
(i) the only ideal circulant matrices are C36 , C
3
9 , C
4
8 and C
2
n , for even n ≥ 4.
(ii) the only mni circulant matrices are C35 , C
3
8 , C
3
11, C
3
14, C
3
17, C
4
7 , C
4
11, C
5
9 , C
6
11, C
7
13 and C
2
n , for odd n ≥ 3.
Furthermore:
Lemma 3.2 ([6]). Let k and n be integer numbers such that 2 ≤ k ≤ n− 2, then Ckn \ i is ideal for every i = 1, . . . , n.
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In addition:
Theorem 3.3 ([16]). The inequality 1x ≥ τ(Ckn) defines a facet for Q ∗(Ckn) if and only if n is not a multiple of k.
This implies that if Ckn is a nonideal near-idealmatrix then n is not amultiple of k. But the converse is not true. As instance,
with the help of PORTA [15], we obtain that the description of Q ∗(C415) requires not only the full rank constraint but also the
inequality
2(x1 + x2 + x6 + x7 + x11 + x12)+ x3 + x4 + x5 + x8 + x9 + x10 + x13 + x14 + x15 ≥ 5.
On the other hand, in [2] it is proved:
Theorem 3.4 ([2]). If M is a matrix such that every minimal cover is minimum, then M is near-ideal if and only if M \ i is ideal
for every i ∈ {1, . . . , n}.
From Lemma 3.2 and Theorem 3.4, it follows that:
Corollary 3.5. If Ckn is such that every minimal cover is minimum then C
k
n is near-ideal.
However, the condition above is not a necessary condition for near-idealness. For instance, C712 is near-ideal, τ(C
7
12) = 2,
but {4, 8, 12} is a minimal cover of C712.
In addition, in [1] it was found a relation between the parameters k and n that makes Ckn a near-ideal matrix.
To prove this result, let us consider matrix Ckn also as a clutter. It is easy to see that vertex vi covers the edges Ci for
i = vi − k+ 1, . . . , vi (sums are taken modulo n).
Remark 3.6. Let Ckn be a circulant matrix and let B = {v1, v2, . . . , vr} ⊂ {1, 2, . . . , n}with 1 ≤ v1 < v2 < · · · < vr ≤ n.
B is a cover of Ckn if and only if there are r integer numbers f (1), f (2), . . . , f (r) such that
(1) f (i) ≤ k for i = 1, . . . , r and
(2) vi + f (i) = vi+1 for i = 1, . . . , r − 1 and vr + f (r) = v1 + n.
In addition, B is a minimal cover of Ckn if and only if there are r integer numbers f (1), f (2), . . . , f (r) satisfying
conditions (1) and (2) above and
(3) f (i)+ f (i+ 1) ≥ k+ 1 for i = 1, . . . , r − 1 and f (r)+ f (1) ≥ k+ 1.
Hence, we have the following:
Theorem 3.7 ([1]). If k > 23n− 1, then Ckn is near-ideal.
Proof. Assume that B = {v1, v2, . . . , vr}, with r ≥ 3 is aminimal cover of Ckn and suppose that 1 ≤ v1 < v2 < · · · < vr ≤ n.
From Remark 3.6 (2)
v3 − v1 = f (1)+ f (2) ≥ k+ 1, (4)
n+ v1 − v2 ≥ n+ v1 − vr−1 = f (r − 1)+ f (r) ≥ k+ 1, (5)
and
n+ v2 − v3 ≥ n+ v2 − vr = f (r)+ f (1) ≥ k+ 1, (6)
Adding the inequalities (4)–(6) we obtain that 2n ≥ 3(k+ 1).
Hence, if 2n < 3(k+1), everyminimal cover of Ckn has size 2, i.e, is minimum, and from Corollary 3.5, Ckn is near-ideal. 
Again, this condition is not necessary either. For example, the near-ideal matrix C49 does not satisfy k >
2
3n− 1.
Consider now the class of rank-ideal matrices. As we havementioned before, ifM ′ = M \S for some S ⊂ {1, . . . , n}, then∑
i∈S xi ≥ τ(M \ S) is valid for Q ∗(M). Besides, if it is a facet defining inequality of Q ∗(M) then it is also a facet of Q ∗(M ′)
(see [16]). Hence, whenM = Ckn , from Lemma 3.2, it follows that the only possible relevant constraints in the description of
Q ∗(Ckn) are the defining inequalities of Q (Ckn) and the rank constraint associated with Ckn itself. In other words, according to
Definition 2.2 we have:
Corollary 3.8. Ckn is rank-ideal if and only if it is near-ideal.
The results obtained so far can be summarized as follows:
(1) Ideal circulant matrices and minimally nonideal circulant matrices are known (Theorem 3.1).
(2) Near-ideal circulant matrices have not been identified yet. There are sufficient conditions that make Ckn a near-ideal
matrix (Corollary 3.5 and Theorem 3.7) but they are not necessary.
(3) Rank-ideal circulant matrices are exactly near-ideal ones (Corollary 3.8).
Finally, if we consider the blockers of circulant matrices, we have:
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Theorem 3.9. b(Ckn) is near-ideal if and only if C
k
n is ideal or mni.
Proof. If Ckn is ideal or mni then b(C
k
n) also is and b(C
k
n) is near-ideal. Conversely, let b(C
k
n) be a nonideal near-ideal matrix.
Then, from Lemma 2.1 it follows that b(Ckn)\i is ideal for every i ∈ {1, . . . , n}. Also, since b(Ckn)/i = b(Ckn \i), from Lemma 3.2,
b(Ckn)/i is ideal for every i ∈ {1, . . . , n}. Hence b(Ckn) is mni and the theorem follows. 
From the above result, circulantmatriceswhose blockers are near-ideal are fully described by Theorem3.1. Nowwewant
to analyse the blockers of circulant matrices that are neither ideal nor mni. In [7] it is proved that z is an extreme point of
Q (M) if and only if zx ≥ 1 is a facet defining inequality Q ∗(b(M)). Actually, the purpose of the next section is the description
of Q ∗(b(Ckn)). That will be done by describing the fractional extreme points of Q (Ckn).
4. Fractional extreme points of Q (Ckn )
Firstly, observe that given a circulant matrix Ckn , the point
1
k1 ∈ Rn satisfies at equality all the non-trivial constraints of
Q (Ckn). Furthermore, it is known that:
Lemma 4.1 ([19]). Ckn is a full rank matrix if and only if k and n are relative prime numbers.
Then, it is straightforward that:
Corollary 4.2. The point 1k1 ∈ Rn is an extreme point of Q (Ckn) if and only if k and n are relative prime numbers.
WhenM is mni, the polyhedron Q (M) has exactly one fractional extreme point (see [5] or [8]). Hence in the sequel, we
consider only circulant matrices that are nonideal but not mni.
Let x¯ ∈ Q (Ckn) and let Nx¯ = {i : x¯i = 0} ⊂ {1, . . . , n}. It follows that the point z defined as the projection of x¯ ontoRn−|Nx¯|
is a point of Q (Ckn/Nx¯). Moreover, it is not hard to see that:
Remark 4.3. Let x¯ ∈ Rn, then x¯ is an extreme point of Q (Ckn) if and only if the projection z¯ ∈ Rn−|Nx¯| is an extreme point of
Q (Ckn/Nx¯).
Hence, from Lemma 3.2 and the above remark, in order to obtain the fractional extreme points of Q (Ckn), we need the
fractional extreme points of Q (M ′) for every nonideal minorM ′ obtained by contraction. It follows:
Corollary 4.4. Let ∅ 6= N ⊂ {1, . . . , n} such that the nonideal minor Ckn/N is isomorphic to Ck′n′ with k′ and n′ relative prime
numbers. Then, the point x¯ ∈ Rn defined as x¯i = 1k′ for all i 6∈ N and x¯i = 0 for all i ∈ N is an extreme point of Q (Ckn) with
Nx¯ = N.
From now on, we will see Ckn not only as a matrix but also as a clutter. Hence, when it is needed, the set {1, . . . , n} will
be V (Ckn) and, for all i ∈ {1, . . . , n}, the sets Ci = {i, i+ 1, . . . , i+ k− 1} ⊂ V (Ckn)will be the elements of E(Ckn).
Let N ⊂ {1, . . . , n} and let E(Ckn − N) denote the set {Ci − N : i ∈ {1, . . . , n}}. It is clear that E(Ckn/N) ⊂ E(Ckn − N) and
the set Ci − N ∈ E(Ckn/N) if it is not a dominating set of E(Ckn − N).
Following Cornuéjols and Novick [6], for each Ckn , we define a directed graph G(C
k
n), with vertices V = {1, . . . , n} and
such that (i, j) is an arc of G(Ckn) if j ∈ {i+ k, i+ k+1}. The next two lemmas (see [6]), show interesting properties on G(Ckn).
In the first one, gcdmeans greatest common divisor.
Lemma 4.5 ([6]). If N ⊂ {1, . . . , n} induces a simple directed cycle in G(Ckn), then there exist n1, n2, n3 ∈ Z, n1 ≥ 1 such that
(1) nn1 = kn2 + (k+ 1)n3.
(2) gcd(n1, n2, n3) = 1.
(3) If k− n1 ≤ 0, then E(Ckn/N) = ∅ or {∅}. If k− n1 ≥ 1 then Ckn/N is isomorphic to Ck−n1n−n2−n3 .
Lemma 4.6 ([6]). Let ∅ 6= N ⊂ {1, . . . , n} induce a subgraph of G(Ckn), containing no directed cycle. If ∅ 6∈ E(Ckn − N), then
|E(Ckn/N)| ≤ |V (Ckn/N)| − 1.
We have that:
Lemma 4.7. Let x¯ be a fractional extreme point of Q (Ckn) and Nx¯ = {i : x¯i = 0}. Then,
|E(Ckn/Nx¯)| ≥ |V (Ckn/Nx¯)|.
Proof. From Remark 4.3, if x¯ is a fractional extreme point of Q (Ckn) then the projection z ∈ Rn−|Nx¯| is an extreme point of
Q (Ckn/Nx¯). As z > 0, there must be at least n− |Nx¯| non-trivial constraints of the defining system of Q (Ckn) that are tight at
x¯ and the lemma follows. 
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As a consequence we obtain the next result.
Corollary 4.8. If x¯ is a fractional extreme point of Q (Ckn) and Nx¯ 6= ∅, then there exists N1 6= ∅ such that N1 ⊆ Nx¯ and Ckn/N1 is
isomorphic to a nonideal circulant matrix.
Proof. Let x¯ be a fractional extreme point of Q (Ckn) with Nx¯ 6= ∅. By Lemma 4.7, |E(Ckn/Nx¯)| ≥ |V (Ckn/Nx¯)|. Since Ckn/Nx¯ is
not trivial, it follows, from Lemma 4.6, that there exists N1 ⊂ Nx¯ inducing a directed cycle in the graph G(Ckn) and from
Lemma 4.5, Ckn/N1 is isomorphic to a circulant matrix. Finally, from Remark 4.3 the projection z ∈ Rn−|N1| is a fractional
extreme point of Q (Ckn/N1) and then C
k
n/N1 is nonideal. 
Finally:
Theorem 4.9. The point x¯ ∈ Rn is a fractional extreme point of Q (Ckn) if and only if Ckn/Nx¯ is isomorphic to Ck′n′ , where n′ and k′
are relative prime numbers. Moreover, x¯ is defined as
x¯i =
{ 1
k′
i 6∈ Nx¯,
0 i ∈ Nx¯.
Proof. Let x¯ be a fractional extreme point of Q (Ckn).
If Nx¯ = ∅ then by Corollary 4.2, n and k are relative prime numbers and the theorem follows.
Assume now that Nx¯ 6= ∅. Let us call x0 = x¯ and C0 = Ckn . From Corollary 4.8, there exists N1 6= ∅ ,N1 ⊂ Nx0 such that
the minor C0/N1 is isomorphic to a circulant matrix, say C1.
In addition, consider pi1 the isomorphism pi1 : V (C1) −→ V (C0) − N1. It is clear that point x1 defined as x1i = x0pi1(i) for
all i ∈ V (C1) is an extreme point of Q (C1)with pi1(Nx1) ⊂ Nx0 − N1. Moreover, pi1(Nx1) ∪ N1 = Nx0 .
Hence, startingwith l = 1 and as long as the fractional point xl−1 ofQ (C l−1) satisfiesNxl−1 6= ∅we can apply Corollary 4.8
and obtain a set of points {x0, x1, . . . , xl}.
Clearly Nxl is strictly contained in Nxl−1 (under isomorphism).
In fact, if l > 1 and pil is the isomorphism pil : V (C l) −→ V (C l−1)− Nl then
(pi1 ◦ pi2 ◦ · · · ◦ pil)(Nxl) ∪ (pi1 ◦ pi2 ◦ · · · ◦ pil−1)(Nl) ∪ · · · ∪ N1 = Nx0 .
Hence in at most
∣∣Nx0 ∣∣ steps we find a set Nxk = ∅ with xk a fractional extreme point of Q (Ck) where Ck is a circulant
matrix, say Ck
′
n′ .
It follows that xk = 1k′ 1 and, fromCorollary 4.2, k′ andn′ are relative primenumbers.Moreover, if for every l = 2, . . . , k−1
we call (pi1 ◦ pi2 ◦ · · · ◦ pil−1)(Nl) = N ′l , then from construction N ′k−1 ∪ · · · ∪ N ′2 ∪ N1 = Nx0 .
Finally, Ckn/N
′
k−1/ · · · /N ′2/N1 = Ckn/Nx0 is isomorphic to Ck′n′ .
The converse follows immediately from Corollary 4.4. 
As a consequence we have:
Corollary 4.10. The blocker of a circulant matrix is rank-ideal.
Proof. Let ax ≥ 1 be a non-Boolean facet of Q ∗(b(Ckn)), then a is a fractional extreme point of Q (Ckn). From the theorem
above, the set Na is such that Ckn/Na is isomorphic to a circulant matrix C
k′
n′ and k
′ = τ(b(Ckn/Na)). Then, ax ≥ 1 is the rank
constraint associated with the minor b(Ckn) \ Na. 
5. Most circulant matrices are not near-ideal
Firstly, according to Theorems 3.1 and 3.3, we have:
Remark 5.1. Given k ≥ 3, if Cksk 6= C36 , C39 , C48 , then Cksk is not near-ideal.
To find other collections of circulant matrices that are not near-ideal we will take into account the following results:
Theorem 5.2 ([2]). If M is a near-ideal matrix and M ′ is a minor of M then M ′ is also near-ideal and, if M ′ is nonideal,
τ(M ′) = τ(M).
Remark 5.3 ([6]). If n1, n2, n3 ∈ Z+, n1 ≥ 1 satisfy nn1 = kn2+ (k+ 1)n3 and k− n1 ≥ 1, then there exists N ⊂ {1, . . . , n}
such that Ckn/N is isomorphic to C
k−n′1
n−n′2−n′3
, where n′1, n
′
2, n
′
3 satisfy nn
′
1 = kn′2+(k+1)n′3, gcd(n′1, n′2, n′3) = 1 and 1 ≤ n′1 ≤ n1,
n′2 ≤ n2 and n′3 ≤ n3.
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Then we have:
Theorem 5.4. C3n is not near-ideal for all n ≥ 27.
Proof. Let n = 3s+ r with 0 ≤ r ≤ 2. If n ≥ 27 then s ≥ 9.
If r = 0, from Theorem 3.3, Ckn is not near-ideal.
If r = 1, then Remark 5.3 applied with n1 = 1, n2 = s− 9 and n3 = 7 yields that C22(s+1)+1 is a minor of C33s+1.
Similarly, for r = 2, again Remark 5.3 with n1 = 1, n2 = s− 6 and n3 = 5 implies that C22(s+1)+1 is a minor of C33s+2.
On the other hand, τ(C22(s+1)+1) = s+ 2 > s+ 1 = τ(C33s+2) = τ(C23s+1). Finally, s ≥ 9 and Theorem 5.2 imply that C33s+1
is not near-ideal, while s ≥ 6 and Theorem 5.2 imply that and C33s+2 is not near-ideal and the proposition follows. 
In particular, with the help of PORTA [15] we could verify that if s = 1, . . . , 8, C33s+1 is near-ideal, so the lower bound on
s found in Theorem 5.4 is achieved by C328, which is the first matrix in the collection {C33s+1 : s ∈ N} that is not near-ideal.
On the other hand, from Theorem 3.1 we know that C35 , C
3
8 , C
3
11, C
3
14 and C
3
17 are mni. Again, the proof of Theorem 5.4
implies that C320 corresponds to the first matrix in the collection {C33s+2 : s ∈ N} that is not near-ideal. Then, we know that:
(a) C36 and C
3
9 are ideal.
(b) C35 , C
3
8 , C
3
11, C
3
14 and C
3
17 are mni.
(c) C33s+1 for s = 1, . . . , 8 are near-ideal.
(d) C33s is not near-ideal if s ≥ 4.
(e) C33s+1 is not near-ideal if s ≥ 9.
(f) C33s+2 is not near-ideal if s ≥ 6.
Hence, we conclude that the only near-ideal matrices having k = 3 are the ideal matrices described in (a), the mni
matrices described in (b) and the matrices given in (c).
Now consider Cksk+r with k ≥ 4 and s ≥ r . Observe that, choosing n1 = 1, n2 = s− r and n3 = r in Remark 5.3, we obtain:
Lemma 5.5. If s ≥ r, then Ck−1s(k−1)+r is a minor of Cksk+r .
Hence, applying iteratively this lemma to C33s+1 and C
3
3s+2, an immediate consequence of Theorems 5.2 and 5.4 follows:
Corollary 5.6. If s ≥ 9 and k ≥ 4, then Cksk+1 and Cksk+2 are not near-ideal.
On the other hand, we have:
Theorem 5.7. If r ≤ k+ 1 and s ≥ r ≥ 3, then Cksk+r is not near-ideal.
Proof. Assume now, r = k− lwith l ∈ {1, . . . , k−3}. Since s ≥ k− lwe can apply recursively Lemma 5.5, l times obtaining
the collection of minors of Cksk+k−l:
Ck−1s(k−1)+k−l, . . . , C
k−(l−1)
s(k−(l−1))+k−l, C
k−l
s(k−l)+k−l = Ck−l(s+1)(k−l).
Since s ≥ k− l ≥ 3, from Remark 5.1, Ck−l(s+1)(k−l) is not near-ideal. Then, by Theorem 5.2, Cksk+r is not near-ideal either. 
In summary, we have the main result of the section:
Corollary 5.8. If (n, k) is a pair of numbers such that k ≥ 3 and n ≥ max{9k, (k− 1)k}, then Ckn is not near-ideal.
Hence, for each k ≥ 3 there is a finite number of near-ideal circulant matrices.
6. Facets of Q ∗(Ckn )
Consider a 0 − 1 matrix M and a minor M ′. It is known (see [10]), that every facet defining inequality of Q ∗(M ′) can be
‘‘lifted’’ to a facet defining inequality for Q ∗(M). Indeed, if∑
i∈V (M ′)
aixi ≥ a0 (7)
is a non-trivial facet ofQ ∗(M ′) then there exists non-negative numbers bi with i ∈ V−V (M ′) and b0 such that the inequality∑
i∈V (M ′)
aixi +
∑
i∈V−V (M ′)
bixi ≥ a0 + b0 (8)
is a facet defining inequality of Q ∗(M). Inequality (8) is called a lifting of the inequality (7) and the numbers bi are called the
lifting coefficients of the vertices in V − V (M ′).
Furthermore, it is known (see [16]) that every non-trivial facet of Q ∗(M) is defined by an inequality of the form ax ≥ 1
where all the coefficients are non-negative.
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Hence, we have:
Lemma 6.1. Let M be a nonideal 0− 1matrix. If M \ i is ideal for every i ∈ {1, . . . , n} then every non-Boolean facet of Q ∗(M)
can be written as ax ≥ 1 with ai > 0 for all i ∈ {1, . . . , n}.
Proof. Let ax ≥ 1 be a non-Boolean facet of Q ∗(M). By blocking duality, [7], a is a fractional extreme point of Q (b(M)).
By assumption, M \ i is ideal for all i ∈ {1, . . . , n}. Then, b(M)/i = b(M \ i) is ideal for every i ∈ {1, . . . , n} or
equivalently Q (b(M)) ∩ {x : xi = 0} has no fractional extreme points for every i ∈ {1, . . . , n}. It follows that ai > 0
for all i ∈ {1, . . . , n}. 
This result together with Lemma 3.2 implies the following:
Corollary 6.2. If ax ≥ 1 is a non-Boolean facet of Q ∗(Ckn) then ai > 0 for all i ∈ {1, . . . , n}.
We are interested in describing facets ofQ ∗(Ckn) bymeans of liftings of facets associatedwithminors of Ckn and aswe have
already seen, they must be minors obtained by contraction. In fact, if Ck
′
n′ is a nonideal minor of C
k
n and n
′ is not a multiple of
k′, we know from Theorem 3.3 that the rank constraint∑
vi∈V (Ck′n′ )
xvi ≥ τ(Ck
′
n′ ) (9)
is a facet defining inequality ofQ (Ck
′
n′ ). After the above corollarywe know that any lifting of inequality (9)must have positive
coefficients. In this section we prove that, under certain conditions, there is a lifting of inequality (9) with bi ∈ {1, 2} for
i ∈ V (Ckn)− V (Ck′n′ ) and b0 = 0.
From now on, sums are takenmodulo n, andwheneverN is a subset of {1, . . . , n}, we denote by N¯ , the set {1, . . . , n}−N .
The following observations are immediate.
Remark 6.3 ([6]). Let N ⊂ {1, . . . , n} be such that Ci−N 6= ∅ for all i ∈ {1, . . . , n}. If Ci−N is a dominating set of E(Ckn −N)
then either i− 1 ∈ N or i+ k ∈ N .
Remark 6.4. Let N ⊂ {1, . . . , n} be such that {i, i+ k} ⊂ N . Then Ci − N = Ci+1 − N .
Remark 6.5. Let N ⊂ {1, . . . , n} be such that Ci − N 6= ∅ for all i ∈ {1, . . . , n}. Every minimal cover of Ckn/N is a minimal
cover of Ckn .
Then, we have:
Lemma 6.6. If N ⊂ {1, . . . , n} induces a simple directed cycle in G(Ckn), then E(Ckn/N) = {Ci+1 − N : i ∈ {1, 2, . . . , n} − N}.
Proof. From Lemma 4.5, Ckn/N is isomorphic to a circulant matrix and then
∣∣V (Ckn/N)∣∣ = ∣∣E(Ckn/N)∣∣. Trivially, ∣∣V (Ckn/N)∣∣ =
|{1, 2, . . . , n} − N| = ∣∣E(Ckn/N)∣∣ and the elements of E(Ckn/N) are the minimal members of E(Ckn − N) = {Ci − N : i ∈{1, 2, . . . , n}}. Let E ′ = {Ci+1 − N : i ∈ {1, 2, . . . , n} − N}.
Let us suppose Ci+1 − N = Cj+1 − N for a pair i, j ∈ {1, 2, . . . , n} − N and i 6= j. As Ci+1 − N = Cj+1 − N 6= ∅, there exist
1 ≤ α ≤ k and 1 ≤ β ≤ k such that i + α = j + β . Moreover α 6= β since i 6= j, w.l.o.g α > β . It follows j = i + α − β
and then j ∈ Ci+1 contradicting the fact that j 6∈ Cj+1. Therefore
∣∣E ′∣∣ = |{1, 2, . . . , n} − N|. We only need to prove that one
of the sets E ′ and E(Ckn/N) is included in the other.
Consider i ∈ {1, 2, . . . , n} such that the set Ci − N is a dominating member of E(Ckn − N), i.e. Ci − N 6∈ E(Ckn/N). From
Remark 6.3, either i−1 ∈ N or i+k ∈ N . If i−1 ∈ N , then let j = i−1, it follows that Ci−N = Cj+1−N with j ∈ N . Assume
i− 1 6∈ N , then i+ k ∈ N . There are two possible ways to get to vertex i+ k on the directed cycle induced by N: through an
arc of size k or k + 1. But from assumption, i − 1 6∈ N , this makes (i, i + k) the only possible arc. Hence, from Remark 6.4,
Ci−N = Ci+1−N and then we have that every dominating member of E(Ckn −N) can be written as Ci−N = Cj+1−N with
j ∈ N . Therefore, E ′ ⊂ E(Ckn/N), and the lemma is proved. 
Now, consider the minor Ckn/N as in the lemma above and let C
k′
n′ be the circulant matrix isomorphic to C
k
n/N . For every
i ∈ {1, . . . , n′}, let C ′i be the corresponding member of E(Ckn/N). Considering this notation we rewrite the following result
due to Cornuéjols and Novick:
Lemma 6.7 ([6]). Let N ⊂ {1, . . . , n} induce a simple directed cycle D in G(Ckn). Then, we have
(1) If (l,m) is an arc of D then |{l, l+ 1, l+ 2, . . . ,m− 1} ∩ N| = n1.
In addition, if Ck
′
n′ is isomorphic to C
k
n/N, then for each i ∈ {1, . . . , n′}, exists j ∈ {1, . . . , n} such that Cj − N = C ′i with
C ′i ∈ E(Ckn/N) and Cj ∈ E(Ckn) and it also holds that
(2) |Ci − N| ∈ {k′, k′ + 1} for all i ∈ {1, . . . , n}.
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(3) |Ci − N| = k′ + 1 only if {i− 1, i+ k} ⊂ N.
In addition, (although the authors do not state this explicitly) from the [6, proof of Lemma 4.5], we have the following:
Corollary 6.8 ([6]). Let N ⊂ {1, . . . , n} induce a simple directed cycle D in G(Ckn). Then,
(1) |Ci − N| = k′ + 1 if and only if (i− 1, i+ k) ∈ D.
(2) |Ci − N| = k′ if and only if (i, i+ k) ∈ D.
Now, if Ckn/N is isomorphic to C
k′
n′ , consider the Chvàtal–Gomory inequality CG(N, n
′, k′) obtained as follows:
(1) Add up the n′ rows of Ckn , related to the sets Ci for which i ∈ {1, . . . , n} − N .
(2) Multiply the resulting inequality by 1k′ .
(3) Round up the coefficients of the inequality of the previous point.
Theorem 6.9. Let N ⊂ {1, . . . , n} induce a simple directed cycle D in G(Ckn) and Ckn/N isomorphic to Ck′n′ . Let N0,NT be a partition
of N such that i ∈ NT if and only if (i− k− 1, i) is an arc of D. Then the Chvàtal–Gomory inequality CG(N, n′, k′) is∑
i∈N¯
xi +
∑
i∈N0
xi + 2
∑
i∈NT
xi ≥
⌈
n′
k′
⌉
. (10)
Proof. Let us call ax ≥ b the inequality obtained after the step (1) of the Chvàtal–Gomory procedure described above.
By assumption, Ckn/N is isomorphic to the circulant matrix C
k′
n′ . It follows that b = n′ and ai = k′ when i ∈ N¯ . For every
i ∈ {1, . . . , n}, the ith column has exactly k entries at value 1, which are placed in consecutive k rows, beginning with
the row corresponding to the edge Ci−k+1. From Lemma 6.6, when contracting the vertices in N , all the edges Ci such that
i − 1 ∈ N are eliminated. Hence, when i ∈ N the number of eliminated edges is |Ci−k ∩ N| or, equivalently, when i ∈ N ,
ai = |Ci−k ∩ N|.
From Corollary 6.8 ai = |Ci−k − N| = k′ + 1 if and only if (i− k− 1, i) is an arc of D. Then, consider the partition N0,NT
of N such that i ∈ NT if and only if (i− k− 1, i) is an arc of D. It follows that
ax =
∑
i∈N¯
k′xi +
∑
i∈N0
k′xi +
∑
i∈NT
(k′ + 1)xi ≥ n′.
Applying steps (2) and (3) of the Chvàtal–Gomory procedure and recalling that τ(Ck
′
n′ ) =
⌈
n′
k′
⌉
, the theorem follows. 
The next theorem gives conditions under which the inequality (10) describes a facet defining inequality for Q ∗(Ckn).
Theorem 6.10. Let Ckn be a circulant matrix and let N ⊂ {1, . . . , n} induce a simple directed cycle D in G(Ckn) such that Ckn/N is
isomorphic to Ck
′
n′ and n
′ = 1(mod k′), k′ ≥ 2. Let N0,NT be a partition of N such that i ∈ NT if and only if (i− k− 1, i) is an
arc of D. Then the inequality (10)∑
i∈N¯
xi +
∑
i∈N0
xi + 2
∑
i∈NT
xi ≥
⌈
n′
k′
⌉
,
defines a facet of Q ∗(Ckn) if and only if
⌈
n′
k′
⌉
>
⌈ n
k
⌉
.
Proof. Let Ck′n′ be the circulant matrix isomorphic to C
k
n/N . Then, τ(C
k′
n′ ) ≥ τ(Ckn), i.e.
⌈
n′
k′
⌉
≥ ⌈ nk⌉.
If
⌈
n′
k′
⌉
= ⌈ nk⌉, the inequality (10) is dominated by the full rank inequality associatedwith Ckn , and then, it does not define
a facet of Q ∗(Ckn).
Conversely, as n′ is not a multiple of k′, from Theorem 3.3, the inequality∑
i∈V (Ck′
n′ )
xi ≥
⌈
n′
k′
⌉
defines a facet of Q ∗(Ck′n′ ).
Hence, there must be n′ minimum covers of Ck′n′ whose incidence vectors are linearly independent. Let us callB0 the set
of these covers of size
⌈
n′
k′
⌉
.
Using the members of B0, we will construct n covers whose incidence vectors will be linearly independent and satisfy
inequality (10) at equality.
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In order to do so, let us call {v1, v2, . . . , vn′} = V (Ckn)−N . Then, for every i ∈ {1, . . . , n′} the cover Bi ∈ B0 can bewritten
as follows: Bi =
{
vi+hk′ : h = 0, . . . ,
⌊
n′
k′
⌋}
, where addition of the indices is taken modulo n′.
From Remark 6.5, B0 is a set of minimal covers of Ckn . In addition, their corresponding incidence vectors are linearly
independent and satisfy inequality (10) at equality.
Furthermore, as i+
⌊
n′
k′
⌋
k′ = (i− 1)+ n′, every pair of consecutive vertices of Ck′n′ , say vi−1 and vi, belongs to the same
minimal cover Bi ∈ B0.
Let i ∈ N0, then (i − k, i) is an arc of D. From Corollary 6.8 |Ci−k − N| = k′ and let vl ∈ {1, . . . , n} − N be such that
{vl−k′+1, . . . , vl−1, vl} = Ci−k−N . It follows that C ′l+1 = {vl+1, . . . , vl+k′} ⊂ Ci−N . Then, if α and β are the smallest positive
integers such that vl−1 + α = i and i+ β = vl+k′ then α ≤ k, β ≤ k. Let us call Bl ∈ B0 the cover having vertices vl−1 and
vl and consider the numbers f (h) for h = 0, . . . ,
⌊
n′
k′
⌋
, according to Remark 3.6.
Let Bi be the set (Bl − {vl}) ∪ {i}. Let f ′(i) = β , f ′(vl+⌊ n′
k′
⌋
k′) = f ′(vl−1) = α and f ′(vl+jk′) = f (vl+jk′) for every
j = 1, . . . ,
⌊
n′
k′
⌋
− 1. It follows from Remark 3.6 that the set Bi is a cover of Ckn . In addition, the incidence vector of Bi
satisfies inequality (10) at equality. Let us callB1 the set of covers Bi for every i ∈ N0.
Consider now i ∈ NT , i.e., the arc (i − k − 1, i) belongs to D. In this case, Corollary 6.8 implies |Ci−k − N| = k′ + 1. Let
vl ∈ {1, . . . , n} − N be such that C ′l ⊂ Ci − N and Ci−k − N = {vl−1−k′ , . . . , vl−1}. Again, let consider Bl ∈ B0 the cover
having vertices vl−1 and vl and the numbers f (h) for h = 0, . . . ,
⌊
n′
k′
⌋
, according to Remark 3.6.
Now, let α be the smallest positive integer such that vl−1−k′ + α = i, As vl−1−k′ ∈ Ci−k, we have that α ≤ k.
Assume that {i− k− 1, i, i+ k, . . . , i+ rk, i+ (r + 1)k+ 1} is a path of D for a suitable value of r .
Consider first r ≤
⌊
n′
k′
⌋
− 2. Actually, Corollary 6.8 implies that ∣∣Ci+jk − N∣∣ = k′ for j = 0, . . . , r − 1 and |Ci+rk+1 − N| =
k′ + 1. As vl ∈ Ci − N , then we have that vl+jk′ ∈ Cl+jk for j = 0, . . . , r − 1 and
{
vl+rk′ , vl+(r+1)k′
} ⊂ Ci+rk+1 − N .
Let β be the smallest positive integer such that i+ rk+ β = vl+(r+1)k′ , it follows that β ≤ k.
Let Bi =
{
vl+jk′ : j = r + 1, . . . ,
⌊
n′
k′
⌋
− 1
}
∪ {i+ jk : j = 0, . . . , r}.
Let us define the numbers f ′(vl+jk′) = f (vl+jk′) for j = r+1, . . . ,
⌊
n′
k′
⌋
−2, f ′(i+jk) = k for j = 0, . . . , r−1, f ′(i+rk) = β
and f ′(v
l+
⌊
n′
k′
⌋
−1) = α. From Remark 3.6, Bi is a cover of Ckn and its corresponding incidence vector satisfies inequality (10)
at equality.
Finally, let r ≥
⌊
n′
k′
⌋
− 1. From assumption ⌊ nk⌋ ≤ ⌊ n′k′ ⌋ − 1, then there exists a minimum cover in the set
{i, i + k, . . . , i + rk}. Hence, Bi =
{
i, i+ k, . . . , i+
(⌊
n′
k′
⌋
− 1
)
k
}
is a cover of Ckn and its corresponding incidence vector
satisfies inequality (10) at equality.
Let us callB2 the set of covers Bi for every i ∈ NT recently obtained.
It is clear from construction that the incidence vectors of the n covers of Ckn in B
0 ∪ B1 ∪ B2 are linearly independent
and satisfy inequality (10) at equality. Then, the theorem follows. 
Let us observe that the condition n′ = 1(mod k′) in Theorem 6.10 cannot be removed. Consider C630 and the set
N = {1, 8, 15, 22, 29, 6, 13, 20, 27, 4, 11, 18, 25}
that induces a simple directed cycle in G(C630). C
6
30/N is isomorphic to C
3
17 and 6 =
⌈
n′
k′
⌉
>
⌈ n
k
⌉ = 5, but the inequality
∑
i∈N¯
xi +
∑
i∈N0
xi + 2
∑
i∈NT
xi ≥
⌈
n′
k′
⌉
= 6, (11)
where N0 = {1} and NT = N − {1}, does not define a facet of Q ∗(C630). In fact,
N ′ = {1, 8, 15, 21, 27, 4, 11, 17, 23, 29, 6, 12, 18, 25}
also induces a simple directed cycle in G(C630) with N
′
T = {8, 15, 4, 11, 6, 25} ⊂ NT and C630/N ′ is isomorphic to C316. It can
be checked that inequality (11) is dominated by∑
i∈N¯ ′
xi +
∑
i∈N ′0
xi + 2
∑
i∈N ′T
xi ≥ 6,
that is a facet by Theorem 6.10.
In addition, Theorem 6.10 gives a larger family of facet defining inequalities than the one obtained by Nobili and Sassano
in [10] where they prove that:
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Theorem 6.11 ([10]). If Ckn is a circulant matrix and given the nonempty subsets VR = {i1, . . . , ir} ⊂ {1, 2, . . . , n} and
Vj = {ij + 1, . . . , ij+1 − 1} ⊂ {1, 2, . . . , n} for j = 1, . . . , r, satisfying
(a) 2 ≤ |VR| ≡ 1(mod k− 1)
(b) nj = |Vj| ≡ 0(mod k) for 1 ≤ j ≤ r
then the inequality∑
i6∈VR
xi + 2
∑
i∈VR
xi ≥
⌈
(k− 1)n+ r
k(k− 1)
⌉
, (12)
defines a facet of Q ∗(Ckn).
Indeed, consider Ckn and sets VR and Vj for j = 1, . . . , r satisfying the conditions in the above theorem.
At first, wewill see that this partition defines a simple directed cycle induced by a set N having n1 = 1. As Vj is nonempty
for j = 1, . . . , r then, from (b), ∣∣Vj∣∣ = sjkwith sj ≥ 1 for j = 1, . . . , r . It is easy to verify that the set
N =
r⋃
j=1
{ij, ij+k, . . . , ij+(sj−1)k}
induces a simple directed cycle in G(Ckn). From the construction it is immediate that the parameters n1, n2 and n3 associated
to N are n1 = 1, n2 =∑rj=1 sj − 1 and n3 = r .
In addition, it is clear that the set NT in Theorem 6.10 is exactly VR.
Observe now that k′ = k−n1 = k−1 and n′ = n−n2−n3 = n−∑rj=1 sj. Since r ≡ 1(mod k−1), and n−k∑rj=1 sj = r
we obtain that n′ ≡ 1(mod k− 1).
Finally,
⌈
n′
k′
⌉
=
⌈
(k−1)n+r
k(k−1)
⌉
and, as r ≡ 1(mod k− 1),
⌈
n′
k′
⌉
>
⌈ n
k
⌉
.
Hence, we have shown that Theorem 6.11 is a corollary of Theorem 6.10.
7. Concluding remarks
As we have mentioned in Section 1, from a polyhedral point of view, the definition of ideal matrices has a remarkable
symmetry with the definition of perfect matrices.
IfG is not a perfect graph, STAB(G) ⊂ QSTAB(G), and Padberg [11] proved that a graphG isminimally imperfect if and only
if QSTAB(G) has a unique fractional extreme point which can be cut off by exactly one cutting plane: the full rank constraint∑
i∈G
xi ≤ α(G) (13)
associated with G, where α(G) is the stability number of G.
This factmotivated Shepherd [18] to call a graphGnear-perfect if STAB(G) can be described by the inequalities inQSTAB(G)
and the full rank constraint (13). Hence, the class of near-perfect graphs has its analog in the class of near-ideal matrices
mentioned in this work.
The class of rank-perfect graphs (see [20,22]) is defined as follows: consider all the rank constraints∑
i∈G′
xi ≤ α(G′)
associated with arbitrary induced subgraphs G′ of G, and let RSTAB(G) the polytope given by all non-negativity and all rank
constrains. A graph is rank-perfect if STAB(G) = RSTAB(G).
In fact, given a nonideal (imperfect) matrix M , belonging to the classes of near-ideal (near-perfect) or rank-ideal (rank-
perfect) matrices, can be seen as a measure of how farM is from being ideal (perfect).
It is easy to verify that the clique-vertex matrix of a webW k−1n is exactly the circulant matrix Ckn . In these terms, circulant
matrices are to set covering polyhedra what webs are to set packing polyhedra.
The status of imperfection of webs and its complements (antiwebs) has been widely studied (see [13,14,19–21] among
others).
In the case of antiwebs, in [20], it is proved that an antiweb is near-perfect if and only if it is perfect, an odd hole or an
odd antihole. Moreover, it is proved that antiwebs are rank-perfect [21]. These results have their analogy in Theorem 3.9
and Corollary 4.10 for blockers of circulant matrices, respectively. Hence, nonidealness of blockers of circulant matrices is
essentially identical to imperfection of antiwebs.
But, when comparing webs to circulant matrices, the analogy is not so strong. In fact, in [20], it is proved that a web is
near-perfect if and only if it is perfect, an odd hole,W 211, or it has stability number 2. In Section 3 we have studied circulant
matrices and although near-ideal circulant matrices have not been completely identified, after Remark 5.1 we know that
Ck2k has covering number 2 but it is not near-ideal for k ≥ 5.
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Moreover, to give a better approach to the differences betweenwebs and circulantmatrices, we have to take into account
that there are rank-perfect webs that are not near-perfect (see [20]), but we have seen in Corollary 3.8, that the only rank-
ideal circulant matrices are the near-ideal ones.
Nevertheless, in [14] it is proved that for any k ≥ 3, almost all websW kn are not rank-perfect. In fact,
Theorem 7.1 ([14]). A web W kn is not rank-perfect if
• k = 3 and n ≥ 57,
• k = 4 and n ≥ 46,
• k ≥ 5 is odd and n ≥ ((3+ k)k+ 1)k,
• k ≥ 6 is even and n ≥ 2(k+ 1)3.
A similar study on circulant matrices was done in Section 5 where we proved that a circulant matrix Ckn is not rank-ideal
if
• 3 ≤ k ≤ 9 and n ≥ 9k,
• k ≥ 10 and n ≥ k(k− 1).
We believe that all the analogies and differences observed so far provide a promising topic for further research.
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