A new neural network (NN) control technique for robot manipulators is introduced in this paper. The fundamental robot control technique is the model-based computed-torque control which is subjected to performance degradation due to model uncertainty. NN controllers have been traditionally used to generate a compensating joint torque to account for the e ects of the uncertainties.
I Introduction
For the past several years, there have been a lot of interests in applying arti cial neural networks (NNs) to solve the problems of identi cation and control of complex nonlinear system by exploiting the nonlinear mapping abilities of the NN 1?7 . At the same time, extensive investigations have been carried out to design NN controllers for robot manipulators 8?11 . The fundamental approach for robot manipulator control is the model-based computed-torque control scheme. Within this framework, the use of NN controller is basically to generate auxiliary joint torques to compensate for the uncertainties in the nonlinear robot dynamic model as shown in Figure 1 . Variations of this basic idea can be found in other designs 8;10?12 . NN can also be trained o -line to model the nonlinear robot dynamics, and then is used to implement the computed-torque controller with further on-line modi cations to account for uncertainties as shown in Figure 2 10;11 .
In this paper we investigate a new robot control technique as depicted in Figure 3 . This control approach is conceptually di erent from those of Figures 1 and 2 . Compensation of robot model uncertainty is achieved by modifying the desired trajectory, q d , using an appropriately trained NN serving as a nonlinear lter. The ltered trajectories q r _ q r q r are the desired reference inputs to the computed-torque robot control system (referred to as the plant). The trajectory tracking error " = q d ? q is used as training signal. In this arrangement, the NN acts as the inverse of the plant. Hence we refer the proposed technique as neural network inverse control.
The control problem posed in Figure 3 is an example of the general problem of NN control of nonlinear plants. For this class of problems, plant dynamics must be known (or a model is identi ed) to implement the error-back-propagation algorithms for training the NN. We also note that the control system of Figure 3 can be viewed as an inverse system model identi cation problem 5 . Thus a necessary condition by the proposed scheme is that the plant be stable.
In most practical cases, we can assume that the plant based on the nominal robot model is stable when it is subjected to all uncertainties encountered in performing tasks. Under this condition, the robot tracking error e = q r ? q satis es approximately a second order linear di erential equation. It is this property that allows us to carry out the required error-back-propagation computations. Combining this result with the assumed stability property for the plant makes the proposed control scheme in Figure 3 feasible. Several variations of this basic approach is examined as shown in Figures 4 and 6 . In the following, we will develop the NN controller training algorithm as well as presenting simulation results for on-line trajectory tracking. It is shown that the control scheme is practical and the control system performance is excellent.
II Robot Dynamic Model
The dynamic equation of an n degrees-of-freedom manipulator in joint space coordinates is given by :
where the vectors q; _ q; q are joint angle, joint velocity, and joint acceleration, respectively; D(q) is the n x n symmetric positive de nite inertia matrix; C(q; _ q) is the n x 1 vector of Coriolis and centripetal torques; g(q) is the n x 1 gravitational torques; f( _ q) is the n x 1 vector representing Coulomb friction and viscous friction forces and other unmodeled disturbances; and is the n x 1 vector of joint actuator torques. For convenience, let us denote h(q; _ q) = C(q; _ q) _ q + g(q) so that (1) can be rewritten as
The robot dynamic equation (2) is a highly nonlinear and coupled multi-input multi-output system. In most practical cases, the model is not exactly known. Thus only nominal estimates of the model are available.
III Computed-Torque Control
The model based computed-torque method is the basic approach to robot control. When nominal robot dynamic model is available, the control law can be written as (see Figure 1 with n = 0)
whereD(q) andĥ(q; _ q) are estimates of D(q) and h(q; _ q),f( _ q) = 0 and u(t) is given by
where K P and K D are n x n symmetric positive de nite gain matrices. Combining (2) 
where K P and K D can be chosen to achieve decoupled critically-damped or over-damped system response.
Since there are always uncertainties in the robot dynamic model, the ideal error response (6) can not be achieved and the performance is degraded as indicated by (5) . Thus the computedtorque based control is not robust in practice. To improve robustness, NN controllers have been employed to compensate for the uncertainties as shown in Figures 1 and 2 .
IV Neural Network Inverse Control
A new robot control scheme is proposed in this paper as depicted in Figure 3 . The basic concept of this scheme is that the NN controller acts as the inverse of the plant(the robot under computedtorque control) so that the robot response q tracks q d with minimal distortion. So when the NN controller is updated on-line to account for the uncertainties in the robot dynamics, optimal trajectory tracking by the robot can be achieved. The tracking errors ("; _ "; ") are used to update the NN weights. From Figure 3 (called Scheme A) the control input vector u(t) is
where q r _ q r q r are reference input vectors to the plant and they are independently generated by the NN (so they are independent to one another, i:e.derivative relations among them do not necessarily hold). Combining (2) and (7) yields
To analyze how the NN controller works, let us denote its three outputs as p ; d , and a where q r = a ; _ q r = d ; q r = p as shown in Figure 3 . Using the de nition of tracking error " = q d ? q, (8) can be rewritten as
where =D ?1 ( D q + h + f) and A = ( a + K D d + K P p ) which represents the total contribution of the NN outputs to the tracking error equation (9) . When the NN controller is converged, " = 0 and the ideal NN outputs p d a satisfy the relationship
It is seen that A is equal to a combination of the desired trajectories and robot model uncertainties. This means that the function of the NN controller is to modify the desired trajectories such that its outputs p d a satisfy the relation (10) . In view of the above analysis it is clear that the NN controller can be redesigned as shown in Figure 4 (called Scheme B). In this scheme, the NN outputs are added to the desired trajectories such that q r = a + q d ; _ q r = d + _ q d ; and q r = p + q d . Substituting q r _ q r q r into (8) yields
where B = a + K D d + K P p ]. Thus, for Scheme B, the ideal output of NN at convergence is B = (12) In this case the NN is only required to cancel out the robot model uncertainty. Simulations presented later show that Scheme B is more e cient than Scheme A. Comparing the new results with those schemes which modify the robot joint torques as shown in Figure 1 , the NN in Schemes A and B have higher dimensional output than that of scheme by Ishiguro et: al 8 . This increased NN complexity should provide better controller performance. Our simulations show that this is true. We propose to use multilayer feedforward neural network with back-propagation updating algorithms.
V Neural Network Controller Design
The standard two layer feedforward neural network shown in Figure 5 is used as the controller. It is composed of an input bu er, a non-linear hidden layer and a linear output layer. The
T are multiplied by weights(w 1 ij ) and summed at each hidden node, then the nodes are activated through a nonlinear function, f( ), called a sigmoid function which is bounded between 0 and 1:
The activated signals are weighted(w 2 jk ) and summed at each output node. Thus, the output at a linear output node n can be calculated from inputs as follows:
where n I is a number of inputs, n H is a number of hidden units, x i is the ith input of vector X, w 1 ij is the rst layer weight between ith input and jth hidden unit, w 2 jk is the second layer weight between jth hidden and kth output unit, b 1 j a biased weight for jth hidden unit and b 2 k is a biased weight for kth output unit. The NN outputs are ( p d a ) which serve as inputs to the closed loop robot system.
The weight updating law minimizes the objective function E(E) which is a quadratic function of tracking errors ": 
VI Simpli cation for Controller Design
The control Schemes A an B involve simultaneous generation of the robot reference trajectories q r ; _ q r ; and q r using three separate tracking errors, "; _ ", and ". Thus the total number of weights is (n I + 1)n H + (n H + 1)n O . But in both A and B , the NN outputs p and d are weighted more heavily than a due to the large values of K D and K P . Therefore we can reduce the complexity of the NN if we eliminate a from the output and replace it with the nite di erence approximation
where T is the sampling time. This simpli ed controller, call Scheme C, is shown in Figure 6 in which only " and _ " are employed for NN training. The NN controller in Scheme C is represented
Consequently the number of internal weights are reduced approximately by one third. We note however that one degree of freedom is lost in (29) so that its e ectiveness in compensating robot uncertainties is reduced. Simulations have con rmed this point.
VII Simulation Results
A three link elbow robot manipulator whose parameters are taken from the rst three links of Puma 560 robot are used for simulation studies. The nominal system parameters are used as the basis in forming the robot modelD(q) andĥ(q; _ q). Table 1 . The performances of the basic control Scheme A and Scheme B are tested by commanding the end point to track a circular trajectory as shown in Figure 7 . The circle has a period of 4 secs. The corresponding joint position and velocity errors for 2 cycles are shown in Figure 8 . It is clear that Scheme B converges faster with better accuracy than Scheme A. It is also seen form Figure 9 that the robot joint trajectories converged rapidly in about 1 sec (one fourth of a cycle). The simulation results demonstrate the fast adaptive rate of the NN controller for meaningful on-line application.
Additional simulation studies have been carried out using Scheme C and Ishiguro et: al's scheme 8 . The results are listed in Table 1 . The errors E p E v E c are the total tracking errors computed over one cycle of the trajectory as follows:
where q c is the ideal computed-torque response given by q di + 20 _ q di + 100q di = q ci + 20 _ q ci + 100q ci i = 1; 2; 3 (32) P = 4sec and T = 5ms. The results of E p E v E c in Table 1 are computed during the second cycle of tracking (controller is well converged after the rst cycle). The update rate is optimized for each case while is xed at = 0:9. We see that Schemes A and B all performed better than Ishiguro et: al' scheme, and Scheme B is the best as expected.
The performance of the uncompensated computed torque system ( Figure 1 with n = 0) is also listed in Table 1 for comparison. The improvement in accuracies provided by all the NN controller is clearly demonstrated. Table 2 lists the simulation results of tracking a composite trajectory (Figure 10 ). Again both Schemes A and B outperform Ishiguro et: al's scheme and Scheme B is the best. In both simulation cases, Scheme C has comparable performance as Ishiguro et: al's scheme. The tracking responses of Schemes A, B and Ishiguro et: al's scheme are shown in Figures 10,11,12 , respectively. 
