Infrared digital holograms of different statuettes are acquired. For each object, a sequence of holograms is recorded rotating the statuette with an angular step of few degrees. The holograms of the moving objects are used to compose dynamic 3D scenes that, then, are optically reconstructed by means of spatial light modulators (SLMs) using an illumination wavelength of 532 nm. This kind of reconstruction allows to obtain a 3D imaging of the statuettes that could be exploited for virtual museums.
INTRODUCTION
Infrared (IR) digital holograms have some advantages compared to those ones recorded with a visible radiation source. Firstly, thanks to the long wavelength used, the distance between the camera and the object can be reduced about a fourth with respect to that of visible holograms. Moreover, the high output power of IR laser sources and the lesser sensitivity to seismic noise, when compared to the setup exploiting the visible spectrum, make them suitable for the recording of large objects. Such holograms can be optically reconstructed using a visible laser and a SLM device. Potential difficulties in the visible reconstruction of IR holograms could be caused by the possible optical aberrations involved. Generally, if a hologram is reconstructed with a wavelength different than the one used in the recording process, the resulting image is affected by some aberrations that depend on the wavelength ratio of reconstructing to-recording light as well as on the scale factor of the hologram, due to the dissimilar values of the pixel pitch in the recording camera and in the SLM array. In order to verify that such aberrations do not affect the 3D display, we estimated the aberration coefficients, such as coma, astigmatism, distortion, and curvature of field, that result from the reconstruction in the visible range of holograms recorded with a wavelength 20 times larger. The results show that the wavefront aberration is negligible (<1 wavelength) and does not substantially affect the reconstructed images, giving the chance of a reliable IR-recording/visible-light reconstruction system [1] . Moreover, by means of a numerical procedure, we create a synthetic scene that can be optically displayed [2] . The procedure is based on recording several digital holograms of individual objects each of which rotates about its vertical axis but in a fixed position. Each holograms is geometrically transformed to change the object's position and size within a very large depth of field dispensing with the recording of holograms at different distances from the camera. In this way we obtain a dynamic 3D scene in which the statuette travels backwards and forwards in the 3D volume while performing a "pirouette". Combining holograms corresponding to different objects, it also possible to create dynamic scenes with two or more object rotating while travel back and forth.
METHODOLOGY

Experimental set-up
The set-up for the recording and reconstruction process is shown in Fig.1 . In the recording process, we use the coherent light source produced by a high power CW CO2 laser, emitting at 10.6 μm. The interferogram is recorded by means of an thermal imaging camera with 640X480 pixels with 25 μm pixel pitch. As test object we use a metallic figure: Perseus. The sculpture is a reproduction of the bronze statue by Benvenuto Cellini today at Loggia dei Lanzi in Florence, Italy. The statuette is about 33 cm tall. We acquire 120 holograms rotating Perseo by 3 degrees. In the reconstruction process, we use a DPSS laser emitting at 0.532 μm. The laser beam is expanded in such a way to obtain a convergent beam that impinges on an SLM-LCOS (PLUTO-by Holoeye) that displays the recorded hologram. The image of the statuette is produced at a fixed distance from the SLM and, then, acquired by a camera. The size of the reconstructed image at visible wavelength is about 30 cm. In fact, we calculate the lateral magnification that in the Fourier configuration holography is expressed by the formula: where m is scale-change factor of the hologram, given by the ratio between the pixel pitch of the SLM and that one of the recording device; λ r and λ c are the recording (CO 2 laser) and reconstructing (green laser= 532 nm) wavelengths, respectively, while z i and z o are the distance of the image and the object by the hologram plane. To estimate the magnification we need to calculate the distance at which the reconstructed image appears in focus. The position of the image is obtained by the formula: We note that, for a Fourier hologram (z o =z r ), z i has the same value of the radius of curvature of the reconstructing beam, z c , and does not depend on the wavelength ratio and on the scale-change factor of the hologram, m.
Experimental Results
In our experiment, M lat value is equal to 0.9, in agreement with the measured value shown in fig.2 , where the numerical reconstruction of the statue hologram and the optical reconstruction performed at a visible wavelength are illustrated. Looking at the two images, no differences appear evident since the two images are scaled up so to have the same size. This implies that the following steps do not cause any distortions visible to the naked-eye: (i) hologram recording at long IR wavelength; (ii) numerical pre-processing of digital holograms (i.e. contrast optimization, noise filtering by FFT); (iii) reconstruction displayed in the visible range at 532nm; (iv) image capturing of the holographic reconstruction by a CCD camera.
To estimate the aberration coefficients, we consider the Seidel aberration formula in polar coordinates, ρ and θ. . We calculate the aberrations coefficients exploiting the formulas in ref.
19 concerning holograms acquired in Fourier configuration. Then, considering that the lateral dimensions of SLM are such that ρ = 1.5 mm, we obtain that the coma results about 6/1000 λ, astigmatism 5/100 λ, field of curvature 3/100 λ and distortion 4/10 λ.
The above analysis confirms that in our experimental conditions, the wavefront aberration is negligible (lower than 1 wavelength) and, therefore, does not substantially affect the reconstructed images giving the chance for a reliable IR/recording-VIS/reconstruction holographic system.
Synthesis of a 3D scene
As described in ref.
2, applying a simple geometrical transformation to the hologram, the object is obtained in focus at a distance different from the original recording distance and with different lateral magnification. Based on this simple principle, we can play with all digital holograms acquired while the statuette was rotating. Each recorded hologram is geometrical transformed, by numerical stretching, to create a dynamic 3D scene in which Perseo travels backwards and forwards in the 3D volume while performing a "pirouette." Figure 3 shows the numerical reconstruction of Perseo holograms stretched with four different elongation factors α ranging between 1 and 1.9. The reconstructions showed in Fig.3 are obtained using two different values of the reconstruction distance: in the first row the distance is chosen in order to have Perseus in focus when it is close-up, while in the second row it's in focus when it appears far away. When an hologram is numerically stretched, the distance at which the object will appear in focus in the reconstructed image changes. Therefore, in each row only one image appears in good focus. It is also possible to synthesize a 3D scene by combining, coherently, digital holograms of different objects. Figure 4 shows the optical reconstruction of a synthetic hologram of Perseo and Venus obtained by the combination of two different holograms. They were recorded separately with the two statuette at the same distance and with the same optical configuration. By using the two basic original holograms and stretching them separately before combining them, we show that it is possible to synthesize a 3D scene with more than one object (see Fig. 4 and Fig.5 ). The position of each object in the x-y plane is also changed by a simple numerical shift in order to avoid superimposition of the objects in the combined image. Fig.4(a,b) and Fig.5(a,b) show two numerical reconstructions, while in Fig.4c and Fig. 5c 
CONCLUSION
In conclusion, we acquired infrared digital holograms of different statuettes and combined them to create dynamic 3D scenes that, then, have been optically reconstructed by means of spatial light modulators (SLMs) using an illumination wavelength of 532 nm.
