Abstract. In 1963 Ryser conjectured that there are no circulant Hadamard matrices of order > 4 and no cyclic difference sets whose order is not coprime to the group order. These conjectures are special cases of Lander's conjecture which asserts that there is no abelian group with a cyclic Sylow p-subgroup containing a difference set of order divisible by p. We verify Lander's conjecture for all difference sets whose order is a power of a prime greater than 3.
Introduction

A (v, k, λ, n)-difference set in a finite group G of order v is a k-subset D of G such that every element g = 1 of G has exactly λ representations
The positive integer n := k − λ is called the order of the difference set. A difference set is called cyclic (respectively, abelian) if the underlying group is cyclic (respectively, abelian). For detailed treatments of difference sets, see [5] , [10] , [11] , [13] , [17] . The most obvious application of difference sets is to design theory: a (v, k, λ, n)-difference set in G is equivalent to a design admitting G as a point and block regular automorphism group [7, Thm. VI. 1.6] .
The theory of difference sets probably started in 1938 with Singer's discovery [21] of the difference sets D := {xF * q : x ∈ F * q d+1 , Tr(x) = 0} in G := F * q d+1 /F * q . Here q is a prime power, d ≥ 2 is an integer, F * r is the multiplicative group of the finite field F r , and Tr denotes the trace function of F q d+1 relative to F q .
Until the 1970s, research focussed on cyclic difference sets. Note that a cyclic difference set has a constant intersection with all its cyclic shifts. This property is extremely useful for detecting asynchronous shifts in information transmission, and is the basis for applications of difference sets in sequence design and synchronization problems. A variety of such real-world applications can be found in [7, Chapter XII] . An excellent overview of the results on difference sets obtained in the "cyclic period" was given by Baumert [5] . Later the interest shifted to difference sets in general abelian groups and even nonabelian groups (see [7] , [13] , [15] ), mainly because of the connection to design theory.
Though not at all restricted to the cyclic case, the main interest of the present paper is the nonexistence of cyclic difference sets, i.e., we return to the study of the Our result still is restricted to prime power orders. However, this is probably the most important case, since most known difference sets have prime power order or are obtained from such difference sets by product constructions: The parameter series of known difference sets with gcd(v, n) > 1 are the Hadamard, McFarland, Spence and Chen/Davis/Jedwab parameter families; see [19] . With the exception of Hadamard
, n is a prime power in all known constructions for these families. Furthermore, all known Hadamard difference sets have prime power order or are obtained from such difference sets by product constructions [7, Chapter VI].
Preliminaries
In this section, we list the definitions and basic facts we need in the rest of the paper. We first fix some notation. Let G be a finite group. We will always identify a subset A of G with the element g∈A g of the integral group ring Z[G]. For 
Since D is a difference set in G if and only if G \ D is a difference set in G, we can restrict our attention to (v, k, λ, n)-difference sets with k ≤ v/2. Counting the number of quotients
. This implies that k = v/2 is impossible. Thus we can assume k < v/2. Note that in this case λ < k/2 and n > k/2, since
Hence, throughout this paper, we will only consider difference sets with
In the group ring language, difference sets can be characterized as follows [7, Lemma VI.3.2] . 
By far the most powerful known method for the study of the group ring equation (2) is the use of complex characters: Applying a nontrivial complex character χ of G to (2) yields the equation |χ(D)| 2 = n, where χ(D) is an element of Z[ξ exp G ], the ring of algebraic integers of Q(ξ exp G ). This observation together with the Fourier inversion formula leads to the following fundamental result.
Result 2.3 essentially is contained in [22] and has turned out to be a conditio sine qua non for the study of difference sets in abelian groups. See [7, Lemma VI.3.12] for a proof.
The significance of the equation |χ(D)| 2 = n lies in its implications on the behavior of χ(D) under the Galois automorphisms of Q(ξ exp G ). Any such automorphism which fixes all prime ideals dividing (n) must fix the ideal (χ(D)) of Z[ξ exp G ]. This usually gives strong conditions on the structure of D.
The decomposition
A crucial step towards our main result is to show that the character-theoretic method implies a decomposition of a difference set into two parts: one part consisting of an element of a group ring of a "small" subgroup and a second part consisting just of a multiple of a certain subgroup.
An important feature of our decomposition of difference sets is the use of Gauss sums. We recall that a Gauss sum over F p is usually defined as x∈Fp χ(x)ξ x p , where χ is a multiplicative character of F p . By convention, χ(0) = 0. Using a primitive root t mod p, we can rewrite the Gauss sum as
is a complex (p − 1)st root of unity. In the study of the difference set equation (2) by the character method, Gauss sums arise naturally because of their behavior under Galois automorphisms. The details of this connection can be found in the proof of [14, Thm. 3.4] . The "Gauss sums" we will use are actually group ring elements whose character values are Gauss sums: Definition 3.1. Let G be a finite group, let p be a prime dividing |G| and let t be a primitive root mod p. A Gauss sum over G is an element of Z[G] of the form
Notation 3.2.
The following notation will be used throughout the rest of the paper.
• G is an abelian group with cyclic Sylow p-subgroup, where p is an odd prime.
• H is a complement of the Sylow p-subgroup of G.
• P is the unique subgroup of G of order p.
The following decomposition result is a direct consequence of [14, Thm. 4 .1] and is crucial for the present paper. By "up to a translation" we mean that we have to replace D by Df , f ∈ G, if necessary.
We remark that results similar to Result 3.3 can be found in various places in the literature, for instance, [1, Lemma 2] , [3] , [9, Lemma 3.1 (i)], [16, Theorem 2.7] . The most general version of the decomposition can be found in [14, Thm. 3 .1] and has some nice applications, such as proving the nonexistence of Barker sequences of length l with 13 < l ≤ 10 22 and the nonexistence of circulant Hadamard matrices of order v with 4 < v ≤ 548, 964, 900, see [14] .
In order to make full use of Result 3.3 it is crucial to find further restrictions on D , g and δ. Proof. By Result 3.3 we have
.., p − 1, are pairwise disjoint, since the supports of (δg) i D are contained in H, h ∩ H = 1 and t is a primitive root mod p. Hence, if D has a coefficient ∈ {−1, 0, 1}, then the same is true for 
Recall that p ≥ 3 and y = o(g) divides p − 1. Now assume that y is odd. Since
Recall that the supports 
primitive pth root of unity. Thus 
Proof. Write X := 
Note that χ(g) is a (p − 1)th root of unity and τ (h) is a primitive pth root of unity. 
Since t is a primitive element mod p and 1 ≤ i, j ≤ p − 1, we conclude that i = j and thus a = b, contradicting A ∩ B = ∅. This proves (a). For (b), we assume that the supports of A g and P Y have a common element. Then the supports of AG(g, 1) and P Y also have a common element, since h ∈ P . Since all nonzero coefficients of AG(g, 1) and P Y are 1, we conclude from (a) that the coefficient of those common elements in D must be 2. This is impossible, and we have thus proved (b).
Finally, if (c) is not true, then there is b ∈ B ∩ A g . By (a), the coefficient of 1) is −1. Because of (a) and since D has nonnegative coefficients only, this implies P b ⊂ P Y . But then b ∈ A g ∩ P Y , contradicting (b).
The order of g and an upper bound for v
Now that we have obtained the crucial equation D = (A − B)G(g, 1)
+ P Y and derived some basic properties of the sets A, B and Y , we need to determine the order of the element g. We will also show that n is a square and derive an upper bound for v in terms of n. Lemma 3.6 (a) implies that the set BG(g, 1) is contained in P Y , since D has only nonnegative coefficients. Since h ∈ P , we deduce that the support of B g P is also contained in P Y . Let
Then C is a subset of G, and since the support of B g P is contained in P Y , we can write
for some subset Z of Y . Note that we can choose Z to consist of representatives of distinct cosets of P in G, since the same is true for Y . The significance of (6) lies in the fact that all terms on the right hand side have coefficients 0 and 1 only. In particular, since D has coefficients 0 and 1 only, the supports of the three terms on the right hand side of (6) are pairwise disjoint. Hence we can get useful lower bounds on k = |D| from (6). It turns out that lower bounds on |Z| are especially desirable. We now list some basic properties of the sets A, B, C, and Z.
Let ρ : G → G/P be the canonical epimorphism. Write ρ(Z) = Z i w i , where Z i ⊂ ρ( g ) and the w i are representatives of distinct cosets of ρ( g ) in G/P .
Lemma 4.1. (a) The supports of A g , B g and P Z g are pairwise disjoint.
( (c) We claim that
for some E ∈ Z[G/P ]. Note that the characters of G/P can be identified with the characters of G which are trivial on P . Let χ be any character of G which is nontrivial on g and trivial on P . Then (8) . Equation (7) follows from (8) 
Proof. Let s := (p − 1)/o(g). Lemma 3.5 gives (9) (A − B)(A − B)
Applying the trivial character to (9) gives |A| − |B| = ± √ n. In particular, n is a square. On the other hand, comparing the coefficient of 1 in (9) yields |A| + |B| = (1 + s)n/p. Hence
Since n is odd and |A| is an integer, s is even. Recall that any nonzero coefficient of A, C, Z is 1 in (6). Hence (6), Lemma 4.1 and (10) imply
Since s is even, we conclude that s = 2 and thus o(g) = (p − 1)/2.
From now on, we assume r ≥ 4. In that case, (p − 2) √ n/2 < n/p. Hence k > 3n/2 − n/p + n/p = 3n/2. Thus λ = k − n > n/2. Since λ < n by (1), we have λ/n ∈ (1/2, 1). Moreover, k 2 = n + λv and thus (n + λ)
For n/λ ∈ (1/2, 1) we have (λ/n + n/λ) < 5/2, and thus we get v ≤ 9n/2. Recall that n = p r . We have (n + λ) 2 = n + λv, and hence
We define β by p β ||λ. Since λ < n, we have β < r. Hence either β = 1 or r = β + 1 by (13).
A lower bound for λ/n
For the rest of this article, we assume p ≥ 5. Note that by Lemma 4.2 we can also assume o(g)
The key idea of our proof of Theorem 1.3 is that the algebraic property of the sets A, B obtained in Lemma 3.5 forces the sets A, B and Z to touch too many cosets of P g in G. On one hand, we obtain lower bounds on |A|, |C| and |Z| from Lemma 3.5. It turns out that this corresponds to a lower bound on λ/n. On the other hand, the number of cosets of P g touched by A, B and Z trivially cannot exceed the total number of cosets of P g in G. Together with lower bounds obtained from Lemma 3.5 this gives an upper bound on λ/n irreconcilable with its lower bound thus showing that no such difference set can exist.
Our strategy to get the lower bound for λ/n is as follows. In order to make use of the key equation D = AG(g, 1) + C + P Z we first derive a lower bound on |Z| from Lemma 3.5. Along the way we derive lower bounds on the number of cosets of g touched by A and B (respectively, Z) which will be useful for obtaining an upper bound on λ/n. The lower bound on |Z| together with the key equation gives a lower bound on k = |D|, since we know |A| and |B| from (10). Since k − n = λ, the lower bound on k gives also a lower bound on λ and hence on λ/n.
Recall that
by (3) and (6) . Furthermore, (11) becomes
Notation 5.1. By l we denote the number of cosets of g in H which have nonempty intersection with A or B. In view of Lemma 3.6 (c), we can write
where e 1 , ..., e l are representatives of distinct cosets of g in H and U 1 , ..., U l are subsets of g .
On the other hand, comparing the sum of the coefficients of all elements of g in (15) gives
and thus l ≥ 9n/p 2 . Note that equality occurs if and only if all |U i |'s are equal. In
But this is impossible, as p > 3. Lemma 5.2 together with Lemma 4.2(a) shows that A ∪ B has common elements with "almost all" cosets of g in H. Our goal now is to show that there is not enough space left for the set Z from (14) . 
where c is a nonnegative integer by Lemma 4.1. 
Comparing the sum of all coefficients of nonidentity elements in (16), we get
Rearranging this equation yields
By Cauchy's inequality, we have
An upper bound for λ/n
Recall that l is the number of cosets of g in H which have nonempty intersection with A or B, and that m is the number of cosets of g in G which have a common element with Z. In the last section, we obtained lower bounds on l and m. It turns out that these lower bounds imply an upper bound on λ/n, because high values of λ/n imply that there is not enough space in G for A, B and Z. In this way, we get the following result.
Since Z consists of representatives of distinct cosets of P in G, m is also the number of cosets of P g in G which have a common element with Z. Recall that l > 9n/p 2 by Lemma 5.2. Since H ∩ P = {1}, the number of cosets of P g in G with nonempty intersection with A or B is also l. As the group ring elements A g , B g and P Z g have pairwise disjoint supports by Lemma 4.1(a), none of the 2v/[p(p−1)] cosets of P g in G can contribute to both m and l. This implies m + l ≤ 2v/[p(p − 1)]. Using vλ < (n + λ) 2 and writing τ := λ/n , we conclude that
Using the lower bounds for l and m, we get Exactly in the same way as we proved (7) (22) gives a 1 + 2a 2 + 3a 3 + 4a 4 + 5a 5 = (n/p 2 ) + c. Comparing the sum of all coefficients of nonidentity elements in (22) 
