ABSTRACT Noncontact heart rate monitoring that enables the detection of cardiac activity cycles with a normal camera without cutaneous contact has broad application prospects. However, the state-of-the-art approaches lack robustness to the lower illuminance and the varying illuminance. This paper builds an optical noncontact heart rate monitoring framework (lower/vary illumiance PPG, LiPPG) with the aim of improving the robustness of these illuminance situations. In LiPPG, we use the YIQ color space to represent the PPG signal. By applying the Savitzky-Golay filter, we propose a mathematical model, named, multiscale variableweight Savitsky-Golay combination, to extract signals in the time domain and reduce the disturbance from noise. We test the LiPPG on three scenarios: stationary, facial motion, and varying illuminance, with 18 video clips from 6 participants. The experimental results show that the noncontact heart rate estimation using the LiPPG reduced the errors compared with the gold-standard method of recording from a finger using a pulse oximeter and that it is superior to existing methods.
I. INTRODUCTION
Heart rate is an important physiological parameter for many applications, such as medical diagnosis, lie detectors for criminal investigation and face-liveness detection for antispoofing, which are relevant to professionals in many fields. More importantly, the physiological data are essential for new advanced technologies such as internet of things (IoT), big data and machine learning. Traditionally, the heart rate is detected by electrocardiograph (ECG) with electrodes or by photoplethysmography (PPG). Both of these measurement techniques have the drawback that they require contact with the human body: chest, finger or earlobe.
Compared with the touch detector method, there are wider application prospects for noncontact heart rate monitoring. Recent research in computer vision [1] has shown that noncontact heart rate monitoring with a camera (remote photoplethysmography, rPPG) could be feasible. Part of the incident light is absorbed by the hemoglobin of blood in the facial tissue. In addition, the absorptivity will be changed with the vascular contraction and expansion, due to cardiac activity. This subtle fluctuation can be captured by a video camera though the reflected light of the face. Current procedures of noncontact heart rate monitoring can be summarized as acquiring a sequence of video with a video camera focused on the facial region; calculating the intensity of frames on the region of interest (ROI); and estimating the heart rate from the extract PPG signal.
Most of the previous work, however, has needed to be performed under high and relatively steady illuminance conditions, in the range of 200 lx to 500 lx. In most realistic situations and some specific occasions, ambient light will be lower. Hence, the noise could bury the detected PPG signal. In addition, the former methods for extracting the heart rate need filter the PPG signal, which strongly affects the waveform.
Two challenges stand out in accurately measuring heart rate using a camera: (i) to extract a robust pattern/signal corresponding to cardiac activity from the ROI under the low light illuminance, and (ii) the signal processing method to extract the PPG signal. The main contribution of this paper is to present a new algorithm, called LiPPG, which extracts the PPG signal with the heat rate robustly, with the following key contributions:
• A new robust color pattern to represent the PPG signal, enabling the extraction of the PPG signal under low illuminance (approximately 30 lx) without increasing the amplitude, using a signal magnification algorithm.
• We present a novel time-domain signal decomposition mathematic model based on the Savitzky-Golay (SG) filter, called multiscale variable-weight Savitzky-Golay combination (MVSGC), to extract the signal from noise or trend. The rest of this paper is organized as follows: Section II reviews state-of-the-art research in the field of noncontact heart rate monitoring. Moreover, we give a brief introduction to the Savitzky-Golay filter. Based on the SG filter, we propose a new signal processing method, MVSGC, in Section III; Section IV overviews the LiPPG framework, which includes facial ROI segmentation, acquisition the signal, signal processing using MVSGC, and heart rate estimation. We also describe the algorithm using pseudocode. Experimental details and results are given in Section V. Section VI is the discussion. Finally, the paper concludes in Section VII.
II. RELATED WORK A. NONCONTACT HEART RATE MONITORING
The heart rate can be monitored from the PPG signal, composed by the cardiac signal, the respiration cycle signal, the blood pressure and other signals [2] , from wrist-based devices for physiological parameter detection. Verkruysse et al. [1] found that the PPG signal could be captured by a remote/noncontact normal video camera with ambient light under laboratory conditions.
McDuff et al. [3] , Sun and Thakor [4] , and Rouast et al. [5] wrote reviews on the development of noncontact heart rate monitoring. Most of the present framework/procedure is based on the work of Poh et al. [6] , who aimed at heart rate estimation from facial videos recorded by a camera. They used the Viola-Jones face detector to capture the facial area as the ROI and considered the mean values of each frame (the three-color channel) as the PPG signal. After that, they separated the heart rate signal using the Independent Component Analysis (ICA) method and a band-pass filter with the frequency range of [0.7, 4] Hz. These methods yielded an accurate estimate of the heart rate. Their work has been extended into other applications: respiratory rate [2] and [7] , peripheral oxygen saturation (SpO2) [8] - [10] , blood pressure [11] . This paper focuses on heart rate monitoring, whose overall performance mainly depends on (i) the method or device for signal acquisition, (ii) the extracted pattern/feature signal and (iii) the method of digital signal processing (DSP). In recent years, much work has been done to improve the robustness of noncontact heart rate monitoring in these three domains. For point (i), McDuff et al. [12] , Estepp et al. [13] and Gupta et al. [14] combined multiple types of camera or more than one of the same camera for acquiring the PPG signal to reduce the motion artifacts. Feng et al. [15] built an optical signal model to analyze motion artifacts instead of taking the approach of signal/image processing. Wiede et al. [16] proposed a signal fusion method based on intensity and motion variations. For point (ii), Haan and Jeanne [17] defined a chrominance feature-CHROM-derived from RGB channels to eliminate the modified intensity challenge. Tsouri and Li [18] altered the color space into the HUE color space, and Yang et al. [19] acquired PPG signals in the CIE Lab color space. For point (iii), Lewandowska et al. [20] tried PCA instead of ICA. Kumar et al. [21] , in a method based on homomorphic filtering, decomposed the mean frame-pixel intensity into two components: the intensity of illumination (low frequency) and the reflectance of the face tissue (high frequency). They extracted the high-frequency signal as the PPG signal. Li et al. [22] and Tarassenko et al. [2] considered the face as the foreground, assumed the noise was the same for both foreground and background, and chose different approaches to cancel the noise. Tulyakov et al. [23] combined the signal into a matrix, aiming to denoise the signal using matrix completion theory [24] - [26] .
However, considering the complexity of using different types or numbers of devices, we only consider using one normal camera. The raw signal, derived from each aforementioned method, could be sensitive to incident illumination with lower sufficient identification. Moreover, the method of digital signal processing needs to be translated into the frequency domain from the time domain.
B. SAVITZKY-GOLAY FILTER
Savitzky and Golay [27] proposed a data-smoothing approach based on linear least squares polynomial approximation, which can reduce the noise of the data while preserving the shape and height of waveform peaks that other digital FIR filters cannot. They found that it is equivalent to discrete convolution with a fixed impulse response to fit a polynomial to a set of data and evaluate the results.
The SG filter has proved successful for many DSP tasks, especially for biomedical data. For example, the SG filter is widely used to enhance the functional magnetic resonance imaging [28] , electroencephalography electrocardiography [29] , and quantitative analysis of eye saccades [30] .
Inspired by [22] , [30] , and [31] , we propose a novel method, based on Savitzky-Golay filter, to leach the different temporal-domain-level signals of PPG to estimate the heart rate.
III. MATH
Our goal in this work is to improve the robustness of noncontact heart rate monitoring, especially in lowilluminance conditions. We propose a novel mathematical model, the MVSGC model. Given a discrete signal X (t) (t = 1, 2, 3, . . .), we smooth the data using the SG filter, and the filtered signal can be written as:
where H ω,ρ (t) denotes the impulse function of the SG filter, the two parameters ω and ρ correspond, respectively, to the window and power, and * denotes the convolutional computation, which outputs the signal S(t) based on the convolutional operation of (1). VOLUME 6, 2018 FIGURE 1. Overview of the LiPPG framework.
The output signal S(t) fits the input data X (t) in the ω interval with the power of ρ, that is, S(t) maintains the trend of the input data X (t). We consider that the signal X (t) with the two variables ω and ρ can be polynomial-fitted as multiple patterns. Those patterns illustrate the trends or details of the signal X (t). Hence, the filtered trends or details are:
where the i(i ∈ 1, 2, 3, · · · ) denotes the number of times a signal is filtered, but the i in H i (t) denotes the different ω and ρ values, for convenience. Based on (1) and (2) we use the result calculated by the last step in the current step, inputting the parameters of the SG filter, such as the wavelet decomposition. The results from each step can be written as:
. . .
here, S1(t), S2(t), · · · , Sn(t) can be represented as multilevel components of the input signal X (t). We combine all these components to output S with different weights ψ:
where the values of weights ψ and the levels of i depend on the concrete scenario. Normally, we can use output S from (4) to calculate the SNR for evaluating the two parameter values for DSP. Figure 2 shows the block diagram of the MVSGC procedure, where X 1 is the input signal, Si from each level is the filtered signal by convolution (calculated with the impulse response of the Savitzky-Golay filter with the different windows ω i and power ρ i ), and S is the desired signal to output (calculated by summing up with the variable weight ψ i ). We will apply this model to heart rate monitoring in the next section.
IV. LIPPG: CAMERA-BASED HEART RATE MONITORING
We first propose a PPG signal acquisition model that captures the variable chrominance data reflected from the nose with noise that mainly comes from the environmental light, head motion and the graph capture device. Based on the acquisition model, we use the novel MVSGC model to process the data, which extracts the PPG signal only corresponding with the cardiac activity (heart rate). Finally, we calculate the heart rate. All the steps, termed the LiPPG approach, are shown in Figure 1 . In addition, we provide a video clip as a supplementary file to illustrate the proposed LiPPG method.
A. FACIAL ROI SEGMENTATION
Most previous works tended to select the forehead or the whole face ( [6] , [14] , [15] ) as the ROI. However, selecting the whole face as the ROI brings the PPG signal into the noise caused by the motion from saccades and mouth activities. Haircuts with bangs are common in the East, making the forehead a sub-optimal ROI.
We acquire the raw PPG signal using the method mentioned in Section III. As shown in Figure 3 , the above left picture, anatomy of the human head seen from the front, shows the nose region is abundant in veins. The right is the signals whose intensity we measure over the four regions, on the below left, under the average illuminance of 30 lx, the significant variations detected from the nose region make it the best ROI for LiPPG.
For the ROI detection, unlike the previous works using the Viola-Jones face detector [32] , we use the dlib library [33] , a state-of-the-art face detector tool (named cnn_face_detection_model_v). This detector uses a CNN method, which maps an image of a human face to a 128-dimensional vector space where images of the face are near each other and images from different things are far apart. This method has an accuracy of 99.38% on the test of the standard Labeled Faces in the Wild (LFW) face recognition benchmark.
The face detector returns the facial region (green rectangle in Figure 3 ) parameters with the position point (x, y), width and its height for each frame captured from the realtime camera video stream. Afterward, a rectangular region (region 3 in Figure 3 ) of the nose (0.25 * width, 0.15 * eight), where its coordinate localizes on a frame of 0.5 * width, 0.48 * height, is automatically selected as the ROI, rather than using facial landmarks to detect the nose accurately, since facial landmark detection takes too much time.
B. ACQUISITION: FROM YIQ TO PPG SIGNAL
The overall quality of the PPG signal for heart rate strongly depends on the features that we extract from the nose region from each frame. Ideally, we would select one feature that is robust to facial movement, expression and variable illuminance, while being discriminating enough to identify the signal fluctuation synchronized with cardiac activity cycles. In this work, we use the intensity of the Q channel separated from the YIQ color space ( Figure 4 shows the YIQ color space model) derived from RGB as the feature of the PPG signal. In Section VI, we will discuss the reasoning behind this choice.
The YIQ color space defines the color as one channel for luminance (L) information and two channels (I and Q) for chrominance. The I channel (the I axis in Figure 4 ) extends from cyan (−I ) to orange (+I ) and the Q channel (the Q axis) from yellow-green (−q) to purple (+q). The YIQ color space can be converted directly from the RGB color space. We calculate the average of the intensity I (t) for the Q channel:
where q i,j denotes each value of a pixel in the Q channel. Each accumulated value is averaged as I (t) for each time t by the overall number (W * H ) of the pixels in the ROI. W and H are the width and height of the ROI, respectively.
The fluctuating values of I (t) are modulated not only by the spectrum absorption of HbO2 and Hb [10] , due to the pulsatile blood volume change, but also by complicated noise, which could significantly affect the PPG signal. Then, the intensity I (t) can be assumed to follow:
where S(t) denotes the PPG signal synchronized with the cardiac cycle, which is what we want to extract from I (t); O(t) denotes other vital physiology signals; and N (t) denotes the noise.
C. SIGNAL PROCESSING USING MVSGC
Based on the acquisition model in part B, Section IV, we detect the signal of intensity I (t), and we process these data using the MVSGC approach proposed in Section III to extract the heart rate signal from the nose region. The parameters (levels of i, windows of ω, powers ρ and weights of ψ) of the MVSGC method need to be calculated before processing the signal I (t). Here, we assume that the noise signal N (t), which includes the minor fluctuating baseline and fiercely fluctuating sophisticated noise, is uncorrelated with the cardiac activity signal S(t) and other physiology signals O(t). Hence, the value of level i is set at 4. For the first level, we want to remove the trend caused by the baseline shift so that we set the windows ω with the larger size at half of the length of time t and the power ρ to 5. For the second level, the size of window ω and the order of power ρ are set to 45 and 2, respectively, to fit the signal wave O(t) promoted by other physiological activity. The input signal at the third level is smoothed/fitted by the SG filter with the window size 29 and power 5. Further, we use the SG filter to smooth/fit the tiny details and leave out of the noise at 15 sizes and 2 orders. For the weights ψ of the signal S i at different levels, we choose [0, 0, 0.8, 0.2] for the four respective levels. Based on the sizes of the signal I (t) and the rates of the frame within each epoch, which the size is 250 times and the rate is 30 fps. The values of these parameters are shown in Table 1 (for more detailed reasoning, see Section VI). 
D. HEART RATE ESTIMATION
Within each epoch, we can simply hypothesize that the output signal S is the one associated with the heart rate. We use the method propose by Poh et al. to calculate the frequency spectrum of the signal S by FFT. Then, the heart rate can be estimated by using the highest peak corresponding the frequency f multiplied by 60:
E. LIPPG ALGORITHM All the steps, labeled as LiPPG, for camera-based PPG signal detection to estimate the heart rate algorithm discussed above are summarized in Algorithm 1.
Algorithm 1 Algorithm of the LiPPG Framework

Input:
The captured frames from camera, Frames; Output:
The heart rates,hr; 1: Reshaping the sizes of the input frames with 640 px * 320 px to imgs; 2: Detecting the ROI rois of the nose for each imgs; 3: Translating The RGB into the YIQ color space, and splitting the q channel; 4: Calculating the average of q as the I ; 5: Extracting the heart rate signal S using MVSGC algorithm from I ; 6: f = arg(max {FFT (S)}) 7 : hr = 60 * f 8: return hr
V. EXPERIMENTAL EVALUATION AND PERFORMANCE
The goal of the experiments reported here is to evaluate the performance of the LiPPG algorithm. Hence, we invited six participants (two females, four males) at random to sit in front of a camera prepared in advance, so we could collect their PPG signals and estimate their heart rates. Based on both the signals and heart rates, we used two evaluation metrics to illustrate the performance of our method.
A. EXPERIMENTAL SETUP
We used a Logitech C920 camera to capture the real-time video stream with the resolution of 640 pix × 320 pix and the frame rate of 30 fps. To judge the performance under variable illuminance, we used the Lux Meter application installed on a Xiaomi 4 phone to measure the environmental illuminance. The benchmark heart rate was acquired by a portable, battery-operated pulse oximeter (Prince-100A. Heal Force Co. Ltd. 6788 Songze Avenue, Qingpu District, Shanghai 201702, China). The distance between the participants and the camera was 0.5 m under a steady average illuminance at approximately 30 lx (except during the illuminance test). The programming language used was Python. The process was performed on an HP station. We tested our method in three scenarios: (1) Stationary. We asked all the participants to face the camera and be quiet for one minute. The source of light was a fluorescent light 2.5 meters from the participant. We also configured the average illuminance to be approximately 30 lx. (2) Facial motion. For the second experiment, the participants were allowed to make facial expressions-smiling, reading, and small-medium yawing (in the range of ±10 • ). (3) Illuminance test. We varied the illuminance of the experimental environment in the range of 30 lx to 120 lx by using an extra lamp.
B. BENCHMARK METHODS AND EVALUATION METRICS
For comparing the robustness of the pattern/signal correlated with PPG and the signal processing method, we implemented previously proposed methods. The patterns/signals include (expandafteri) the intensities of the three RGB channels in ROI [15] , (ii) the intensity of the green channel [22] , and (iii) the CHROM [17] , [23] . Regarding the signal processing method, we compare our LiPPG method with two state-of-the-art methods, one ICA-based [15] and one PCA-based [20] .
To describe the performance of LiPPG and the comparison methods, we utilize the Bland-Altman method, with the gold standard being contact heart rate monitoring. The mean bias and 95% limits of agreement (mean bias ±1.96 standard deviation of the difference) between the test method and the standard can be illustrated to show the accuracy of the test method. Figure 5 shows the acquired signals, which include the green channel, the average of RGB, the CHROM, the q channel from YIQ, and their frequencies without band-pass processing. As seen in Figure 5 , under the lower light illuminance, the signals that are represented by (b), (a) and (d) show better performance. Since the green channel and the average of RGB carry on the illuminance information, once the illuminance becomes unstable, the variable illuminance has an effect on the intensity of these two color patterns. Thus, the Q channel from the YIQ color space can be used in noncontact heart rate monitoring.
C. PERFORMANCE 1) EFFECT OF THE COLOR PATTERN
2) EFFECT OF THE MVSGC
The MVSGC can extract the PPG signal to present the heart activity. Figure 6 shows the effect of MVSGC processing on VOLUME 6, 2018 the signal. The input signal is captured for 10 seconds, with the rate of 30 samples per second. It is observed that the main trend of the raw data is extracted on the first level with gradual fluctuation, and the details leach into other levels. In the end, the output data/signal maintains the essential features of the input, such as max-min positions and overall shapes.
3) PERFORMANCE OF LIPPG
The heart rate monitoring using the LiPPG method shows significant improvement in Bland-Altman evaluation metrics. Figure 7 shows the results of heart rate monitoring with LiPPG, PCA, and ICA methods in three scenarios: stationary, facial motion, and varying illuminance.
In the stationary scenario, for heart rate monitoring using the PCA-based method, the mean bias between the groundtruth and the PCA-based method is −1.2 beats per minute, with the 95% limits of agreement being −3.2 to 0.7 bpm. For the ICA-based method, the mean bias is −0.7 beats per minute, with the 95% limits of agreement being −3.5 to 2.2 bpm. With the LiPPG method, the errors of heart rate monitoring are significantly smaller: the mean bias becomes −0.05 bpm, with the 95% limits of agreement being −1.77 to 1.66 bpm. This remarkable result came from the facial motion scenario with the help of the chosen ROI.
On the illuminance test, the experimental results degenerate dramatically, as illustrated by column (c) of Figure 7 . The mean bias between the reference method-contact pulse oximeter-and the PCA-based method is 9.9 bpm, with the 95% limits of agreement being −10.5 to 30.3 bpm. For the ICA-based method, the results are worse, with the mean bias being 15.4 bpm and the limits of agreement being −8.9 to 39.8 bpm. However, it is evident that the LiPPG-based method improves the estimation of heart rate, with the mean bias compared with the ground-truth of 0.8 bpm and 95% limits of agreement of −3.4 to 4.9 bpm.
VI. DISCUSSION
In this section, we discuss two questions: (i) why the YIQ color space can yield significant results under the lower/vary illumination, and (ii) how the MVSGC with its parameters work in the LiPPG method to extract the PPG signal.
A. SIGNIFICANT RESULT AND THE YIQ
In Part B, Section IV, we show the model of YIQ and use the intensity of a channel to present the PPG signal. In addition, the performance is shown in Part C, Section V, which illustrates that the YIQ performs well in noncontact heart rate monitoring.
The reason for this performance is the higher absorbance capacity of HbO2 and Hb of light with wavelengths in the range of [540, 580] nm [1] . This range of wavelength belongs to green channel (which appeals to many researchers, who use the green channel to detect the PPG signal). Every time the cardiac cycle sends a volume of blood throughout the face region, the green channel shows significant changes corresponding to the cardiac activity. The values of the raw signal intensity (Figure 6 , top) are negative (−q) because the facial epidermal tissue has no purple color. Essentially, unlike the CIE Lab color space [19] , where the green channel and the red channel are collinear in different directions, the green channel and the red channel are not distributed in the same dimension in the YIQ color space. When using the CIE lab color space, the consequence of the color space distribution is that the near-synchronous waveform is detected from the green channel to detect the PPG signal. This color space distribution cancels out the intensity of output signal. This problem also happens to the CHROM pattern.
Another reason for the significant result is that the Q channel of the YIQ color space does not include the luminance of light, which decreases the sensitivity to the variable illuminance compared with the RGB color space.
B. MVSGC AND THE SIGNAL EXTRACTING
One of the reason for the significant with the MVSGC method is the concept of MVSGC comes from power series expansion. Mathematically, we can decompose one function f (x) into a power series and a remainder that satisfy Taylor's theorem. For a power series, the different orders stand for different levels of approximation to the primitive function. Here, we use the variable orders to approximate the raw signal.
The other is the property of the Savitzky-Golay smoother. The SG smoother smooths a set of data based on the local least squares polynomial approximation, which belongs to the time-domain property, while Schafer [34] emphasized the frequency-domain properties. One of the properties of the SG smoothing filter is a particular low-pass filter, whose cutoff frequency depends on the implicit polynomial orders of power ρ and window size ω. Figure 8 shows the impulse response of the SG filter. This property lets the MVSGC extract the different frequency signals. The MVSGC also inherits another property of the SG smoother/filter: reducing noise while maintaining the shape and the peaks of the waveform.
VII. CONCLUSION
We present a novel, real-time, robust, noncontact heart rate monitoring framework, LiPPG, with a single camera, that works well under the low or vary illuminance condition. Considering the common haircuts of East Asia, we selected the best ROI to detect the PPG signal. Further, we propose a signal processing method-MVSGC-in the time-domain, based on the Savitzky-Golay smoother/filter, to extract the signal with noise. We successfully used this method to extract the PPG signal corresponding to cardiac activity to achieve noncontact heart rate monitoring.
We also discussed the YIQ color space model and the properties of the MVSGC. The Q channel from the YIQ color space only focuses on the chrominance information rather than the luminance, which makes it insensitive to varying illuminance. The MVSGC can be considered a combination of many low-band filters coming together as a band-pass filter, without translating the signal into the frequency-domain. This paper describes noncontact heart rate monitoring with a camera under the lower illuminance. In the future, we will focus on the noncontact heart rate monitoring under even lower illuminance and dark environments. 
