




Penelitian ini dilakukan di PT. Karya Niaga Abadi (J&T Ekspress)
cabang kampung malang surabaya. tepatnya di Jl. Kampung Malang
Tengah  I, Wonorejo, Tegalsari, Kota Surabaya, Jawa Timur 60263.
B. Jenis penelitian
Jenis penelitian yang digunakan adalah penelitian assosiatif
(kausal) digunakan karena penelitian ini bertujuan untuk mengetahui
pengaruh antara satu variabel dengan variabel lainnya (Sugiyono,
2014:37). Hubungan sebab akibat dari penelitian ini adalah
mengungkapkan pengaruh kualitas pelayanan dan harga terhadap
kepuasan pelanggan di J&T Ekspress Cabang Kampung Malang Surabaya.
C. Populasi dan Sampel
1. Populasi
Populasi adalah wilayah yang terdiri atas obyek/subyek yang
mempunyai kualitas dan karakteristik tertentu yang ditetapkan oleh
peneliti untuk dipelajari dan kemudian ditarik kesimpulannya (Sugiyono,
2014:80). Dalam penelitian ini yang menjadi populasi adalah seluruh
konsumen yang pernah menggunakan jasa pengiriman barang di J&T
Ekspress cabang kampung malang surabaya.
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2. Sampel
Sampel adalah bagian dari jumlah dan karakteristik yang dimiliki oleh
populasi (Sugiyono, 2014: 81). Dalam pengertian bahwa orang-orang yang
dijadikan sampel adalah seluruh konsumen yang datang menggunakan jasa
pengiriman barang di J&T Ekspress cabang kampung malang surabaya
pada tanggal 1-31 juli 2018.
D. Teknik Pengambilan sampel
Menurut Sugiyono (2014: 81) sampel merupakan sebagian atau
wakil dari populasi yang memiliki sifat dan karakter yang sama serta
memenuhi populasi yang diselidiki. Penentuan sampel dalam penelitian ini
dengan menggunakan metode Non-Probability Sampling dengan teknik
sampling insidental. Teknik sampling insidental merupakan penentuan
sampel berdasarkan kebetulan, yaitu siapa saja yang secara kebetulan
bertemu dengan peneliti dapat digunakan sebagai sampel, bila dipandang
orang yang kebetulan di temui itu cocok sebagai sumber data (Sugiyono,
2014:85).
Sampel dalam penelitian ini menggunakan 150 responden, karena
menurut Roscoe dalam Widayat (2004:104) yang menyatakan bahwa pada




Definisi operasional merupakan penjelasan tentang bagaimana
operasi atau kegiatan yang harus dilakukan untuk memperoleh data atau
indikator yang dimaksud (Widayat, 2004:31). Variabel yang digunakan
pada penelitian ini adalah kepuasan pelanggan sebagai variabel dependen
dan kualitas pelayanan serta harga sebagai variabel independen. Untuk
lebih jelasnya, rincian masing-masing variabel dijelaskan sebagai berikut:
Tabel 3.1 Definisi Operasional Variabel








































































































2. perusahaan harus selalu
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Sumber : Data yang diolah (2018)
F. Pengukuran Data
Penelitian ini bertujuan untuk mendapatkan data-data yang
berkaitan dengan kualitas pelayanan dan harga terhadap kepuasan
pelanggan menggunakan skala likert. Skala likert digunakan untuk
mengukur sikap, pendapat dan prsepsi seseorang atau kelompok orang
tentang fenomena atau gejala sosial yang terjadi. Dengan menggunakan
skala likert variabel yang akan diukur dijabarkan menjadi indikator,
kemudian indikator dijadikan panduan untuk menyusun pertanyaan atau
pernyataan yang berhubungan dengan variabel penelitian (Sugiyono,
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2014:93). Penyataan atau pernyataan yang kemudian direspon dalam
bentuk skala likert, yang diungkapkan melalui kata-kata misalnya Sangat
setuju, Setuju, Ragu-ragu, Tidak setuju  dan Sangat tidak setuju Alternatif
jawaban untuk variabel penelitian ini akan mempunyai score sebagai
berikut.
Tabel 3.2 skor skala likert
Kategori Skor/Nilai





Skor pengukuran diatas berlaku bila butir pernyataan positif,
apabila butirnya negatif maka skornya yang diberikan sebaliknya. Skala
likert sangat fleksibel dari teknik pengukuran.
G. Jenis dan Sumber Data
Data merupakan informasi-informasi tentang karakteristik dari
suatu obyek (orang atau benda) untuk tujuan penelitian. terdapat dua hal
yang mempengaruhi kualitas data yaitu, kualitas instrumen dan kualitas
pengumpulan data. kualitas instrumen berkenaan dengan validitas dan
reabilitas sedangkkan kualitas pengumpulan data berkenaan dengan
ketepatan cara yang digunakan untuk mengumpulkan data (Sugiyono,
2014:137).
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Dalam penelitian ini data diperoleh melalui Data primer. Data
primer merupakan data yang dikumpulkan atau di peroleh langsung dari
pengumpul data (Sugiyono, 2014:137). Dalam hal ini, data primer di
peroleh dengan cara menyebar kuisioner kepada pelanggan yang pernah
melakukan pengiriman di J&T Ekspress cabang kampung malang
surabaya.
H. Teknik Pengumpulan Data
Pengumpulan data yang digunakan dalam penelitian ini adalah
kuesioner (Anket). Kuesioner merupakan teknik pengumpulan data yang
dilakukan dengan cara memberi seperangkat pertanyaan atau pernyataan
tertulis kepada responden untuk dijawabnya (Sugiyono, 2014:142).
Angket ini digunakan karena teknik pengumpulan data yang
dilakukan dengan memberikan pernyataan tertulis kepada sampel untuk
mendapatkan informasi mengenai lingkungan yang dibutuhkan terhadap
variabel-variabel penelitian ini. Dalam penelitian ini responden akan
diberikan daftar pertanyaan mengenai variabel-variabel penelitian.
pemelihan kuisioner sebagai metode dalam pengumpulan data dikarenakan
kuisioner merupakan instrumen pengumpulan data yang sangat luwes dan
mudah digunakan.
I. Teknik Pengujian Instrumen
Agar data yang diperoleh mempunyai tingkat akurasi dan
konsistensi yang tinggi, instrumen penelitian yang digunakan harus valid
28
dan reliabel. Uji validitas dan reliabiltas pada penelitian ini dijelaskan
sebagai berikut:
1. Uji Validitas
Uji validitas digunakan untuk mengukur sah atau valid tidaknya
suatu kuesioner. Suatu kuesioner dikatakan valid jika pertanyaan pada
kuesioner mampu untuk mengungkapkan sesuatu yang akan diukur
oleh kuesioner tersebut (Ghozali, 2011). Rumus yang digunakan untuk
mencari nilai korelasi adalah korelasi Pearson Product Moment yang
dirumuskan sebagai berikut (Lupiyoadi & Ikhsan, 2015).
= Ν∑ − (∑ )(∑ )[ ∑ − (∑ ) ][ ∑ − (∑ ) ]
Keterangan :
rxy = Koefisien korelasi antara butir dengan jumlah skor
X = Skor butir
Y = Jumlah skor
N = Banyaknya sampel.
Adapun dasar pengambilan keputusan dalam uji validitas adalah:
a. Jika nilai > (pada taraf signifikansi 5%), maka item
dalam angket berkorelasi signifikan terhadap skor total artinya item
angket dinyatakan valid.
b. Jika nilai < (pada taraf signifikansi 5%), maka item dalam
angket tidak berkorelasi signifikan terhadap skor total yang artinya
item angket dinyatakan tidak valid.
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1. Reliabilitas
Uji Reliabilitas merupakan alat untuk mengukur suatu kuesioner
yang merupakan indikator dari variabel atau konstruk. Suatu kuesioner
dikatakan reliable atau handal jika jawaban seseorang terhadap
pertanyaan konsisten atau stabil dan waktu ke waktu. SPSS
memberikan fasilitas untuk mengukur reliabilitas dengan uji statistik
Cronbach Alpha (α). Suatu variabel dikatakan reliable jika
memberikan nilai α > 0,60 (Nunnally, 1967 dalam Ghozali, 2011:47).
Uji reliabilitas dilakukan dengan rumus cronbach alpha sebagai
berikut:
= − 1 1 − ∑
Keterangan:
= reliabilitas instrumen
k = banyaknya butir pertanyaan atau soal∑ = jumlah varian butir
= varian total
Koefisien reliabilitas Alpha beragam antara 0 hingga 1, semakin
besar nilai (mendekati angka 1), maka semakin tinggi pula tingkat
reliabilitasnya. Adapun kriteria reliabilitas adalah sebagai berikut:
a. Apabila nilai Alpha Cronbach> 0,6 = reliabel.
b. Apabila nilai Alpha Cronbach ≤ 0,6 = tidak reliabel
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J. Teknik Analisis Data
1. Rentang Skala
Menurut Umar (2000) kriteria penentuan kecenderungan
jawaban responden ditentukan berdasarkan rata-rata nilai jawaban
yang dihitung menggunakan rentang skala. Adapun rumus rentang
skala sebagai berikut : = n (m − 1)m
Keterangan :
RS = Rentang Skala
n = Jumlah Sampel
m = Jumlah alternatif jawaban tiap item
Berdasarkan rumus rentang skala tersebut maka dapat diperoleh
perhitungan sebagai berikut := 150 (5 − 1)5 = 120
Data yang diperoleh kemudian diubah melalui penilaian dari
setiap pernyataan jawaban responden setelah itu hasil tersebut
dikelompokkan untuk diambil kesimpulan masing-masing variabel
berdasarkan jawaban responden pada tabel 3.3.
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Tabel 3.3 Rentang Skala
Rentang Skala Kualitas Pelayanan Harga Kepuasan





271 – 390 Tidak Baik Tidak Sesuai Tidak Puas
391 – 510 Cukup Baik Cukup Sesuai Cukup Puas
511 – 630 Baik Sesuai Puas
631 – 750 Sangat Baik Sangat Sesuai Sangat Puas
2. Analisis Regresi Linier Berganda
Analisis regresi linier berganda adalah alat untuk meramalkan
nilai pengaruh dua variabel bebas atau lebih terhadap satu variabel
terikat, dan pada dasarnya merupakan perluasan dari Regresi Linier
Sederhana. Analisis regresi linier berganda digunakan untuk
mengetahui pengaruh variable kualitas layanan (X1) dan harga (X2)
terhadap variabel kepuasan (Y). Pengujian analisis regresi linier
berganda pada penelitian ini menggunakan SPSS.dengan model yang
digunakan adalah sebagai berikut :
Y =  a + + + e
Keterangan :
Y : Kepuasan Pelanggan
32
a : Konstanta
b1b2 : Koefisien Regresi
x1 : Kualitas Pelayanan
x2 : Harga
e : Error term (residual)
3. Uji Determinasi (R2)
Koefisien determinasi digunakan untuk mengetahui besarnya
konstribusi yang ditimbulkan variabel X terhadap Y. Interprestasi dari
pengaruh yang ditimbulkan X terhadap Y yaitu 0 sampai 1, dimana
semakin mendekati 1 berarti x dan Y berpengaruh semakin kuat, dan
sebaliknya jika mendekati 0 maka pengaruh x terhadap y semakin
lemah (Sugian Sugiarto, 2006:259). Untuk mengetahui seberapa besar
pengaruh variabel penelitian menggunakan aplikasi SPSS .
K. Uji Asumsi Klasik
Sebuah model regresi akan digunakan untuk melakukan estimasi
atau presiksi, model yang baik adalah model dengan kesalahan estimasi
atau prediksi yang seminimal mungkin (Santoso, 2010). Oleh karena itu
sebuah model sebelum di gunakan seharusnya memenuhi beberapa
asumsi, yang biasanya di sebut dengan asumsi klasik. Berikut beberapa
model uji asumsi klasik .
1. Uji Normalitas
Menurut Purbayu dan Ashari (2005:231), uji normalitas adalah
pengujian apakah dalam model regresi, variabel bebas dan variabel
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terikatnya terdistribusi normal atau tidak. Maksud dari terdistribusi
secara normal adalah bahwa data akan mengikuti bentuk distribusi
normal. Model regresi yang baik adalah model regresi yang memiliki
distribusi data normal atau mendekati normal. Pada penelitian ini cara
yang dilakukan untuk melihat normalitas, yaitu dengan analisis grafik,
analisis ini dilakukan dengan melihat tampilan grafik histogramnya,
tetapi akan lebih kuat jika melihat pada normal probability plot / grafik
normal plot nya. Distribusi normal akan membentuk satu garis lurus
diagonal, dan ploting data akan dibandingkan dengan garis
diagonalnya.
Menurut Ghozali (2001:76), dalam mendeteksi penyebaran data
(titik) pada sumbu diagonalnya dari grafik adalah :
a. Jika data menyebar di sekitar garis diagonal dan mengikuti arah
garis diagonal  maka model regresi memenuhi asumsi normalitas.
b. Jika data menyebar jauh dari garis diagonal dan atau tidak
mengikutu arah garis diagonal, maka model regresi tidak
memenuhi asumsi normalitas.
2. Uji Heteroskedastisitas
Heteroskedastisitas adalah keadaan dimana terjadinya
ketidaksamaan varian dari residual pada model regresi. Model regresi
yang baik mensyaratkan tidak adanya masalah heteroskedastisitas
(Ghozali, 2001;69). Untuk mendeteksi ada tidaknya heteroskedastisitas
ada beberapa metode, antara lain dengan cara uji Spearman’s rho, uji
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park, uji glejser, dan dengan melihat pola titik-titik pada scatterplots
regresi. Dari beberapa metode yang ada tersebut, penelitian ini
menggunakan metode glejser regresi.
3. Uji Multikolinearitas
Asumsi multikoliniearitas menyatakan bahwa variabel
independen harus terbebas dari multikolinearitas (Ghozali, 2001:57).
Hal ini dilakukan untuk dapat mengetahui apakah ada kemiripan antara
variabel bebas satu dengan yang lain dalam satu model karena hal itu
akan menyebabkan kolerasinya yang sangat kuat antara variabel bebas
satu dengan yang lain. Salah satu cara untuk mengetahui ada tidaknya
multikolienaritas antar variabel dengan melihat dari varian inflating
factor (VIF) dan masing-masing variabel bebas terhadap variabel
terikatnya, jika VIF < 5 maka tidak terdapat multikolinearitas.
4. Uji Autokorelasi
Uji autokorelasi adalah pengujian asumsi regresi dimana
variabel dependen tidak berkorelasi dengan variabel itu sendiri, artinya
bahwa nilai dari variabel dependen tidak berhubungan dengan nilai itu
sendiri baik nilai variabel sebelumnya atau nilai sesudah periode
sesudahnya. Dasar penilaian autokorelasi berdasarkan Durbin-Watson
(D-W) sebagai berikut:
a. Bila nilai DW terletak antara batas atas atau upper bound (du) dan
(4 - du), maka koefisien autokorelasi sama dengan nol, berarti tidak
ada autokorelasi.
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b. Bial nilai DW lebih rendah daripada batas bawah atau lower bound
(dl), maka koefisien autokorelasi lebih besar daripada nol, berarti
ada autokorelasi positif.
c. Bila nilai DW lebih besar daripada (4 - dl), maka koefisien
autokorelasi lebih kecil daripada nol, berarti ada autokorelasi
negatif.
d. Bila nilai DW terletak di antara batas atas (du) dan batas bawah (dl)
ada DW terletak antara (4 - du) dan (4 - dl), maka hasilnya tidak
dapat disimpulkan.
L. Uji Hipotesis
Uji hipotesis merupakan metode pengambilan keputusan yang
didasarkan dari analisis data. Uji hipotesis bertujuan untuk mengetahui
apakah ada tidaknya pengaruh yang signifikan antara variabel independen
terhadap variabel dependen. Uji hipotesis yang dilakukan dalam penelitian
ini adalah sebagai berikut :
1. Uji  Parsial (Uji t)
Uji Statistik t (parsial) pada dasarnya menunjukkan seberapa
jauh pengaruh satu variabel secara individual dalam menerangkan
variabel terikat (Kuncoro,2004). Pengujian Uji T pada penelitian ini
menggunakan bantuan SPSS 17.00 for windows software, dengan
kriteria pengujian hipotesis berdasarkan nilai probabilitas t hitung.
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Menguji apakah masing-masing variabel bebas berpengaruh
signifikan terhadap variabel terikat secara parsial dengan
menggunakan α = 0,05. Maka cara yang dilakukan dengan :
a. Jika < 0,05 (alpha) = maka variabel bebas berpengaruh
terhadap variabel terikat.
b. Jika > 0,05 (alpha) = maka variabel bebas tidak berpengaruh
terhadap variabel terikat.
2. Uji Simultan (Uji F)
Uji Statistik F (simultan) pada dasarnya menunjukkan apakah
semua variabel bebas yang dimasukkan dalam model mempunyai
pengaruh bersama-sama terhadap variabel terikat (Kuncoro,2004).
Untuk menguji apakah masing –masing variabel bebas
berpengaruh secara signifikan terhadap variabel terikat secara
bersama–sama dengan α = 0,05. Maka cara yang dilakukan adalah :
a. Jika >0,05 (α) = variabel bebas secara simultan tidak
mempengaruhi signifikan  variabel terikat.
b. Jika <0,05 (α = variabel bebas secara simultan
mempengaruhi signifikan terhadap variabel terikat .
3. Uji Koefisien Terbesar
Dalam melakukan penelitian, untuk mengetahui variabel yang
dominan adalah dengan melihat tabel standardized coefficient
beta.Standardized coefficient beta adalah variabel-variabel yang
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datanya telah distandarisasi dengan standar deviasi masing-masing
variabel, baik variabel dependen maupun variabel independennya.
Standardized coefficients beta digunakan untuk persamaan
regresi yang berfungsi untuk mengetahui pengaruh dan sumbangan
efektif yang diberikan antara variabel independen terhadap dependen,
namun hanya berlaku pada saat itu juga dengan sampel itu pula.
Sebagai contoh jika variabel pada X1 memiliki nilai
standardized coefficient beta yang lebih besar daripada variabel X2,
maka variabel X1 memiliki pengaruh yang dominan dibandingkan
variabel X2. Jadi, semakin tinggi nilai standardized coefficient beta
pada sebuah variabel maka dapat dikatakan bahwa semakin dominan
pula variabel tersebut.
