On convex control problems on infinite intervals  by Barbu, Viorel
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 65, 687-702 (1978) 
On Convex Control Problems on infinite Intervals 
YIOREL BARBU* 
Faculty of Matlrematics, Iasi, Romnniu 
Submitted by J. L. Lions 
1. INTRODUCTION 
This paper is concerned with optimal control problems with convex cost 
criterion and an infinite time horizon associated with linear evolution equations 
in Hilbert spaces. The main result (see Theorems 1 and 2 below) show that 
under certain assumptions the optimal control can be synthesized via a nonlinear 
feehack law of subgradient type. 
For linear control processes with quadratic cost criterion this problem has 
been studied in the book of Lions [13] and in the work of Datko [8, 93, Lukes 
and Russel [14], and Curtain and Pritchard [7]. Our treatement of such pro- 
blems differs of that used by these authors but is close to that used by the author 
[I, 2, 41 in the study of convex control problems on finite interval. The back- 
ground material on convex analysis relevant to this paper can be found in 
[3, 6, 161. 
2. THE MAIN RESULTS 
To begin with, we list the notation and technical assumptions which will be 
in effect throught out this paper. 
a’. Hand U will denote real Hilbert spaces whose norms will be denoted 
. / and 11 . /I . The inner product in H and 7I will be denoted by (., .) and (., .>, 
respectively. 
b”. S(t): [0, oo[ dL(H, H) will stand for a continuous semigroup of 
linear continuous operators on H(L(H, H) d enotes the algebra of linear conti- 
nuous operators on H). The infinitesimal generaotr of S(t) will be denoted by 
--A. The operators A* and S*(t) will denote the adjoints of A and S(t), res- 
pectively. 
0 c . B is a linear continuous operator from U to Hand B* is its adjoint. 
* This paper was written while the author was visiting at Institute of Mathematics 
“Guido Castelnuovo” of Rome University. 
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d”. The function L: H x U + [0, + co] is convex lower-semicontinuous 
and nonidentically $-co. Further, suppose that 
L(x, 4 3 01 II u II2 for all x E H and ~1 u 11 > R (2.1) 
where 01 and R are positive constants. 
The mapping (multivalued) aL: H x U-t H x U will stand for the sub- 
differential of L, i.e., 
aL(x, u) = {(x*, u”) E H x U; (x*, x - y) + (Uh, u - v> 3 qx, u) - qy, v), 
Vy’yH,v~Hj. (2.2) 
We shall denote by H: H x U --t [-CO, + CO] the Hamiltonian function 
associated with L, i.e., 
H(x, P) = sup{(~, u> - L(x, 4; u E U> (2.3) 
and by aH= (-aaH,apH):H x U + H x U the subdifferential of HJ In 
other words, 
%H(x, 9) = {x* E H; H(x, P) >, H(Y, P) + (x - Y, x*)3 ‘dr E H) 
apH(x, p) = {u* E U; H(x, P) < H(x, 4) + (P - 4, u*h tJq E U>. 
(2.4) 
Let x,, E H be arbitrary but fixed. The optimal control problem we shall 
consider here is the following. 
Minimize 
s = -qx(t), u(t)) dt 
over the set of all functions 
0 
x: [0, +a[-+ H and u EL?OC(O, 03; U) 
subject to 
P) 
x(t) = S(t) x0 + St S(t - s) Bu(s) ds, t > 0. (2.5) 
0 
In other words x is the “mild” solution of linear Cauchy problem 
dxjdt + Ax = Bu on [O, 4, 
x(0) = x0 . 
(2.6) 
It should be observed that formally explicit state constraints as 
x(t) E K for t 3 0 
and the control constraints 
u(t) E uo a.e. t>O 
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can be implicitely incorporated into problem by redefining the function L as 
L(x, u) = + co if xCK or uEU”. 
(Here K and U” are closed and convex subsets of H and U, respectively.) 
The symbol L&(0, 00; U) denotes the usual local convex space of measurable 
functions u from IO, +-a[ into U which are “square integrable” on every 
interval IO, T[, T > 0. 
For every ?co E H consider the convex function defined by 
G(u, x, ) =s m L@(t), u(t)) dt,24 ELQO, co; C), (2.7 0 
where x(t) is given by (2.5). It should be mentioned thatL(x(t), u(t)) is a Lebesgue 
measurable function of t whenever x(t) and u(t) are Lebesgue measurable in t 
(because L is convex and lower-semicontinuous). Since L >, 0 we may conclude 
that G(u, x0) is well-defined (unambiguously either a real number or +a~) for 
evyy u E LfO,(O, co; U). Furthermore, by a standard argument involving the use 
of Fatou’s lemma on every interval [0, T], it follows that the function G(., x0) 
is lower-semicontinuous on LfO,(O, co; U). 
Let @: H - [0, -too] be defined by 
D(h) = inf{G(u, h); u EL~,-,,(O, co; U)>. (2-V 
It should be observed that condition d” implies that for every h E H the infimum 
defining @i(h) is attained (finite or -103). This fact combined with the corres- 
ponding properties of G and L shows that the function CD is convex and lower- 
semicontinuous on H. Let us denote by D(@) the effective domain of CD, i.e., 
D(Q) = {h E H; Q(h) < + 03). (2.9) 
It should be noted that problem (P) has a solution (x, U) iff x0 E D(Q). 
A continuous arc y: [0, co] ---f H is said to be feasible in problem (P) if there 
exists a function z, E Lf,,,(O, co; U) such that y(t) = S(t) x0 + li S(t - s) Bv(s) ds 
for t > 0 and L(y, v) ELI(O, co). 
Beside conditions a0 N d” the following two assumptions will be used in order 
to synthesize the optimal control. 
(A) For every y. E H there exists a feasible arc y such that y(0) = y. . 
(B) For every y E H the function v ---f L( y, v) is nonindetically + co (equi- 
valently, H(y, p) > - co for every y E H and p E U). 
Assumption (A) which simply says that D(Q) = H, may be viewed as a con- 
trollability hypothesis for system (2.6). In the special case in which the function 
L is quadratic, i.e., L(y, V) = 1 y 1’ + /I v j12, this condition (L2-controllability) is 
equivalent to the stabiZizabiZity of system (2.6) (see, e.g., [7, 8, 121). 
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THEOREM 1. In addition to conditions a0 N d” suppose that assumptions (A) 
and (B) hold. Let (x, u) be any solution of problem (P). Then the optimal control u(t) 
is expressed by 
u(t) E a,H(x(t), -B* %(x(t))), a.e. t > 0. (2.10) 
It is noted that Theorem 1 shows that every optimal state x of problem (P) 
is a “mild” solution of the closed loop system 
$ + Ax - B $,H(x, -B* a@(x)) 3 0, t > 0. (2.11) 
Here as usual, a@: H - H denotes the subdifferential of @, i.e., 
a@(x) = {x* E H; Q(x) - Q(y) < (x”, x - y), Vy E H). (2.12) 
COROLLARY 1. Let the function L and spaces H, U satisfy conditions a3 - d”. 
Further, assume that . 
L(0, 0) = 0, L(x, u) < ia, for all x E H, u E u (2.13) 
and system (2.6) is L3-controllable (equivalently stabilizable). Then the conclusions 
of Theorem 1 remain valid. 
Now we shall consider a sharpening of Theorem 1 in the special case in which 
the uncontrolled system (2.6) is asymptotically stable, i.e., 
II W)llL(m G M exp(-4 t > 0; w > 0, (2.14) 
and the function L is given by 
Lb5 v> = V(Y) + VW foryEH and VEU. (2.15) 
Here, consistent with condition d” the functions q~: H -+ [0, +co] and 
4: U - [0, + co] are convex, lower-semicontinuous and + + co. Further, 
assume that 
where 01 > 0. 
F(O) = 0, ?w >~Y.J/u~/~ foruECr, (2.16) 
THEOREM 2. In addition to conditions a0 - co suppose that the function L and 
the semigroup S(t) satisfy conditions (2.14) (2.15) and (2.16). Further, assume that 
0 E int D(v) and there exists a feasible are y in problem (P) satisfying 
r(t) E int D(P), t 3 0. (2.17) 
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Let (x, u) be any soZution of problem (P). Then u E L2(0, CO; U) and 
u(t) E &+5*(--B* aq+)), a.e. t > 0. (2.18) 
Here D(v) is the effective domain of (p, $* denotes the conjugate function of 
#, i.e., #*(w) = sup{<u, v*> - ~4 v ; z, E U} while a$* stands for its sub- ) 
differential. 
Remark 1. Roughly speaking Theorem 2 says that the optimal control u(t) 
can be synthesized via a constant feedback law of the type (2.18) for all x,, E D(Q) 
which are not “marginal.” Specialized to constrained control problems of the 
type “Minimize sr (p)(x(t)) + #(u(t))) dt, in x and u EL~(O, 00; U) subject to 
state equation (2.5) and convex constrained x(t) E K for t 3 0,” Theorem 2 
requires D(v) = H, 0 E int K and the existence of a feasible arc y satisfying 
y(t) E int K for t > 0. 
3. PROOFS 
Proof of Theorem 1. Let (x, U) be any solution of problem (P) and let Q, be 
the function defined by (2.8). It is noted that for every T > 0, (x, u) is also a 
solution of the following control problem on the interval [0, T]: 
min /j-’ W(t), 49) dt + @(y(T)); r(t) = s(t) xo + lt W - 4 W) ds, 
ZLZ(O, T; U)/ . (3-l) 
Here is the argument. Let ZJ E L2(0, T; U) and let y(t) = S(t) x0 + $, s(t - s) x 
Bw(s) ds, 0 < t < T. As mentioned earlier the infimum defining CD is attained. 
Thus there exists w cLtO,(O, co; U) such that @(y(T)) = sr L(z(t), w(t)) dt and 
z(t) = S(t) y(T) + si 5’(t - s) Bw(s) ds for t > 0. We observe that the pair 
(3, a) defined by 
St) = r(t), O<t<T, v”(t) = w(t), O<t<T, 
= z(t - T), T < t < 03, = w(t - T), T < t < co, 
satisfies Eq. (2.6). Hence 
@(x0) = Irn L(+), u(t)) dt S j-= W(t), W) dt 
0 0 
= s =L(y(t), 44 dt + @(y(T)). 0 
(3.2) 
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@(x(T)) b jTrn ww, W) ds. 
Since the converse inequality is obvious we may infer that 
@(x(T)) = ja L@(t), u(t)) dt. (3.3) 
T 
Comparison of relations (3.2) and (3.3) h s ows that (x, U) is an optimal pair of 
problem (3.1), as claimed. Incidentally we have proved also that the value of 
(3.1) is @(x0). 
Since by Assumption (A), D(Q) = H and --00 < H(x, p) < +CO for all 
x E H, p E U (as a consequence of conditions d” and (B)) we may apply Theorem 
1 in [4] concerning necessary conditions for optimality in problem (3.1). Thus 
we may conclude that there exists a continuous function p,: 10, T] - H (the 
dual extremal arc) which satisfies the equations 
$T@) = S*(T - t)pT(T) - j's*@ - t> q,(S) 6 O<t<T, 
t 
B*@T(t) = !?&), O<t<T, 
and transversality conditions 
h-(T) E -~@a(x(T)). 
Here (ql , qJ eL2(0, T; H) x L2(0, T, U) are defined by 
(4dt), q2(tN E WW u(t)) a.e. t E IQ TL 
which implies 
u(t) E a,H(x(t), q2(t)) a.e. t 6 IO, T[, 
and therefore 
u(t) E Z,H(x(t), B*p,(t)) a.e. t ~10, T[. 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
Let h be arbitrary but fixed in D(@) and let z, EL;&O, 00; U) and y(t) = 
S(t) h + si S(t - s) Bv(s) ds, t > 0, be such that Q(h) = ~~L(y(s), w(s)) ds. 
Let t be arbitrary but fixed on the interval [0, T] and let y,(s) = y(s - t), 
T+(S) = V(S - t), t < s < t + T. It follows from (3.7) that L(x(s), U(S)) < 
4yt(s), 4~)) + (4s) - yt(s), a(s)) + <u(s) - Q), q2(sD, a.e. s ~14 t + T[. 
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We integrate the latter on the interval [t, T] to obtain after some calculation 
involving Eqs. (3.4) and (3.5) that 
(Here we have used in particular, equality (3.3).) Combining the latter with (3.6) 
we get 
As h is arbitrary we may infer that 
for every t E [0, T] 
and therefore (see (3.8)), 
u(t) e a,H(x(t), --B*M(x(t)), a.e. t>O (3.9) 
as claimed. 
Proof of Corollary 1. It suffices to show that condition (2.13) implies Assump- 
tions (A) and (B). Since (B) is obviously satisfied we shall restrict ourselves to 
verify (A). 
Since system (2.6) is stabilizable there exists a bounded linear operator 
l? U -+ H such that every solution y(t) of the closed loop system 
g + (A + Sr)y = 0, t 3 0, 
is exponentially stable. On the other hand it follows by definition of subdif- 
ferential (see (2.2)) that 
L(Y@)? w G c%(t), y(t)) + G%(t), e>, t>O (3.10) 
where (.zl(t), z2(t)) E aL(y(t), v(t)) and v(t) = -Fy(t). Since lim,,, y(t) = 0 in 
H and lim,,, et(t) = 0 in U, we deduce that 
I dt)l + II 4)ll G c for all t 3 0. (3.11) 
(Since L is nowhere +co on H x U it follows that D(8L) is all of H x U and 
therefore 8L is locally bounded on H x U.) Combining (3.11) with (3.10) we 
obtain that L(y, ZJ) E L1(O, co) thereby completing the proof. 
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Proof of Theorem 2. L t e VA: H-+ [0, CO[ and &: U + [0, co[ be the convex 
functions defined by 
9,,(h) = inf{l h - K l”/U + p(k); k E H}, h>O (3.12) 
I/~(W) = inf{ij 8 - w l12/2h + #(=J); w E u>, h > 0. (3.13) 
It is well known (see for instance [3, p. 571) that the functions vA and $n are 
Frechet differentiable and 
vdh) = h I ~4W2 + VP+ h +F1 4, (3.14) 
$A(4 = h II %hwll”/2 + w + h 6JY 4. (3.15) 
Let (x, U) be any solution of problem (P) (clearly condition (2.16) implies 
that u EL~(O, co; U)) and let (xA , u,,) be the unique solution of the following 
optimization problem: Minimize 
s om (PA(YW + $w(tN + 4 II v - 24 II”> dt (3.16) 
over all ZI E L2(0, CO; U) and y E C(0, co; H) satisfying the equation 
y(t) = S(t) x0 + 1” qt - s) h(s) as for t >, 0. (3.17) 
0 
We have 
Jo@= (d4 + U4 + B II UA - u II”) dt < lrn (~(4 + $64) dt (3.18) 
because T>(X) < y(x) and #Ju) < g(u). In particular, inequality (3.18) shows 
that M4 and bWJ> are bounded subsets of Lr(O, a). Recalling that 
$+(xA) = A-l(x, - (I + X a~)-1 x,) and a$,+(~,,) = A-l(u,, - (I+ h a$)-1 u,), 
it follows from (3.14) and (3.15) that 
x,j - (I + x ayy x, 4 0 strongly in L2(0, co; H) (3.19) 
UA - (I + h a$)-’ u,j -+ 0 strongly in P(O, Co; U). (3.20) 
(We have denoted by same symbol 1 the identity operator in H and U.) Next, 
since (u,,} is bounded in L2(0, 00; U) we may assume that 
and therefore 
u,J --+ ii weakly in L2(0, *; U), 
xx + R = S(t) x0 + It S(t - s) X(s) ds 
0 
(3.21) 
(3.22) 
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in the weak topology of L2(0, co; H). But as mentioned earlier, as a consequence 
of Fatou’s lemma the function (y, ZJ) + fr (q(y)) + /J(W)) dt is lower-semi- 
continuous on the product space L2(0, co; H) x L2(0, 00; U). Since it is convex 
we conclude that this function is weakly lower-semicontinuous. We use this 
fact to deduce from (3.18), (3.19), (3.20) and (3.22) that 
lim i Ff JI o (AXA) + vM4) dt 3 Jam (~44 + VW) dt 2 j-“= (cp(4 + W) 4 
(3.23) 
because the pair (x, U) is optimal in problem (P). Comparison of inequalities 
(3.18) and (3.23) yields 
g jz II UA - u II2 dt = 0 (3.24) 
0 
and therefore 
X~ -+ x strongly in L2(0, c0; H) and uniformly on [0, co[. 
Let p,: LO, oo[ -+ H be the continuous function defined by 
PA(~) = - j-a S*(s - 4 %&x(s)) ds, t > 0. 
t 
(3.25) 
(3.26) 
As a~~(x,J EL~(O, co; H) (see (3.14)) and // S*(t)llL(H,H) ,< Mexp(--wt) we infer 
that 
F-2 PA@> = 0 for every X > 0. (3.27) 
Let z, be arbitrary in L2(0, 00, U) and let r(t) = si S(t - s) Bv(s) ds. Since the 
pair (xn , uh) is optimal in problem (3.16), (3.17), we can write 
1 %P( A XAi V) -I- h(uA + ECU) + 4 II uA + EV - u 11”) dt ‘0 
2 ,: (dx,) + #A(%) + * :I u, - u II”) dt, s 
for every E > 0. 
Since the functions vA and #n are FrCchet differentiable we get that 
s m WJA(~A), Y) + (%(Q v> + <UA - u> u>) dt 2 0. 0 
Thus a simple calculation involving equality (3.26) and Fubini’s theorem yields 
r x (i3,b,(u,) f uA - u - B*p, , v) dt > 0. ‘0 
Since the function v is arbitrary in L2(0, co; U), we may conclude that 
B*p,(t) = +A(uA(t)) + un(t> - u(t), a.e. t > 0. (3.28) 
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By assumption there exist the functions y(t) and v(t) satisfying 
y(t) = S(t) x0 + s” S(t - s) Bw(s) as, t > 0, (3.29) 
0 
Y(t) E int %d for t > 0, (3.30) 
and 
T(Y), VW E wo, a>* (3.31) 
A little calculation involving Eq. (3.29) reveals that the function y(t) is H-valued 
uniformly continuous on [0, + co]. Since this function is also “square integrable” 
on IO, +co[ we may infer that 
lim y(t) = 0 
t++m strongly in H. (3.32) 
Since 0 E int D(v) and v is continuous on the interior of its effective domain 
D(p) (as consequence of convexity and lower-semicontinuity) it follows from 
(3.30) and (3.32) that there exist positive constants (independent of A) C and 
p such that 
rpA(Y(4 + PW> G dY@) + wJ> G c> fort20 and iw/=l. (3.33) 
Next in the inequality 
we take w = +,(x,)/i +~(xJj to obtain 
P I %W))l G c + hW))7 %@I - r(t)). (3.34) 
Now we multiply Eq. (3.26) by am - y(t) and (3.28) by u,(t) - v(t) and the 
results and integrate over IO, co[. After some calculation involving Fubini’s 
theorem we obtain 
Jrn (h(x,(t)), xn(t> - y(t)> dt < C + j- AWN dt < C + f #W)) dt. 
0 0 (3.35) 
(We shall denote by C several positive constants independent of ;\.) Keeping in 
mind that C%h4, xA - Y> 3 d4 - 4~) 2 -P(Y) and II S*WIIL,~.H) < 
M exp(--wt) it follows from (3.26), (3.31) (3.34) and (3.35) that 
I PA(t)I G c for t > 0. 
Thus extracting if necessary, a subsequence, we may suppose that 
PA-P weakly-star in WA 00; W, (3.36) 
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and (see (3.28)) 
%W - 9 weakly-star in L”(0, co; U). 
Obviously q(t) E a#(u(t)) a.e. t > 0 so that equality (3.28) yields 
B*p(t) e i?#(u(t)) a.e. t > 0. (3.37) 
Now we multiply Eq. (3.26) by xA(t) - h (h is an arbitrary element of D(4)) 
and use equality (3.28) to obtain 
(~~(4~ Q> - 4 3 s,- (vM4) + Mu&N) ds - 6 (vA(Y(s)) + YWW ds 
- j-a (4) -44,u&) - W) ds. 
0 
Here ZJ EP(O, co; U) is such that $(v) ~Lr(0, c~) and v(y) EU(O, OO), where 
y(t) = S(t) h + l’S(t - s) h(s) ds, t 3 0. 
0 
(3.38) 
Letting h --j 0 in the latter inequality, it follows by (3.23), (3.24), and (3.25) 
that 
(p(t), x(t) - 4 2 irn (P)(~s)> + #W>>> ds - @P(4, a.e. t >o. (3.39) 
But as seen in the proof of Theorem 1 one has 
@(W) = irn (d44) + VW>)) ds, t > 0. 
Comparison of the latter with (3.39) yields 
p(t) E -iM(x(t)), a.e. t>o 
which in view of (3.37) implies the desired relation (2.18). (We recall that 
a+* = (8+)-l.) 
4. EXAMPLES 
We shall begin with an optimal control problem which was previously studied 
in a particular case by M. Slemrod [15]. 
EXAMPLE 1. Let v: H -+ 10, + co], ~(0) = 0 be convex, lower-semicontinu- 
ous and everywhere finite on H. Consider an optimal control problem of the 
following type: 
Minimize 
I m d4tN dt (4.1) 0 
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in x E C(0, co; H) and u EI&(O, 00; U) subject to state equation (2.6) and to 
control constraint 
II W)ll < 1 a.e. t > 0. (4.2) 
-- 
Here P stands for the projection operator on R(B*) (the closure in U of the 
range R(B*) of II*). -- 
We shall denote by U, the space R(B*) en d owed with the Hilbert structure of 
L,‘. Then problem (4.1), (4.2) is a special case of problem (P) where U = U, and 
L(x, u) = v(x) if II4 G 1 
=+CC otherwise. 
Clearly the Hamiltonian H associated with L is H(x, p) = 11 p il - g)(x) and 
therefore 
a$f(~, P) = sign P = P/ii P Ii if PfO 
and 
={P;llpll < 1) if P ==O. 
Thus assuming that system (2.6) is stabilizable we may apply Corollary 1 to 
express the optimal control u(t) by feedback control law (compare with the 
suboptimal law proposed in [16]) 
u(t) = -sign(B* S(x(t)), a.e. t>O 
while the corresponding closed loop system (2.11) becomes 
$ + Ax + B sign@* M(x)) 3 0; x(0) = x0 . 
(4.3) 
(4.4) 
(The function @ is defined by (2.8).) 
EXAMPLE 2. Our next example concerns convex control problems associated 
with linear hereditary systems (For a detailed treatement of quadratic control 
problems associated with general systems of this form we refer to [lo, 111). We 
consider the infinite delay system 
g(t) = /4,x(t) + /” A,(t - s) x(s) ds +- &u(t), a.e. t>,o 
--m 
x(O) = %I > x(s) = x0(s) sto 
(4.5) 
a.e. 
where A, , A, and B, are n x n and n x m matrices, respectively, with a cost 
function 
s m Lob+), u(t)) dt. (4.6) 0 
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Here L,: Rn x R”’ + [0, + cc] is lower-semicontinuous, convex, and + + CO. 
We shall assume that A, gLm(O, 00; R” x R”). Let H = Rn x L2( - CD, 0; R”), 
U = R” and A: H + H be the linear operator defined by 
A(%, \ x”) :=- A,x, + 
1 s 
’ 
-6 
4,(-s) x0(s) ds, $1 
and 
D(A) = /be, x”) E H; $; ~L~(-co, 0; R”), x’(O) = %,,I . 
Let B: U--f H be defined by 
Bu = {B,,u, 0}, UE u. 
It is well known that for every (x0 , x”) E H and u sL2(0, co; R”“) problem (4.5) 
has a unique solution x(t). Let y: [0, OO[ -+ H be defined by y(t) = (x(t), XJ 
where x1(s) = x(t + s) a.e. s < 0. Thus in terms of A, B, and y system (4.5) 
may be written as 
dy - = Ay + Bu, 
dt 
o<t<+co 
Y(O) = (x0 7 x0> 
while the cost functional (4.6) becomes 
.c m Lb+), u(t)) dt 0 (4.8) 
where L is defined on H x R* as 
L(Y, 4 = Lo@0 ,4, for u E Rm, y = (x0 , x0) E H. 
Obviously the function L will satisfy conditions d” and (B) on H x R” 
assuming that Lo satisfies these conditions on R” x R”. It should be said that in 
general system (4.7) is not stabilizable and therefore Corollary 1 is not applicable 
to present situation. However, it is possible to develop conditions of some gene- 
rality on system (4.5) and Lo guaranteeing that assumption (A) holds. A sufficient 
condition is the stabilizability of delay system (4.5) together with Lo # +c.o 
on R” x R” and L,(O, 0) = 0 (the stabilizability of such systems as well as its 
relation with controllability is discussed in [lo, 111). Another situation in which 
condition (A) holds is that in which the uncontrolled system (4.5) is L2-stable, 
L,(O, 0) = 0 and Lo(x, 0) < + cc for every x E Rn. A sufficient condition for the 
L2-stability of system (4.5) is (see [5, Theorem 3.81) 
A, eLl(O, co; R” x R”); det@Z - A, - al(h)) # 0 for Re h > 0, (4.9) 
where A;(/\) denotes the Laplace transform of A, . 
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To be more specific, let us suppose that L, is given by 
L,(x, u) = 01 1 x 1 if IUI <1 
I=2 +a otherwise, 
where 01 is a nonnegative constant and / . 1 denotes the Euclidean norm. Thus 
the Hamiltonian function H(y, p): H x R” + ]- co, + oo[ is given by 
H(xo , X?P) = --01 I xo I + I P I 
for x0 E Rn, x0 EL~(- 00, 0; R”), and p E R”“. 
Thus assuming that (4.9) holds we may apply Theorem 1 to conclude that the 
that the optimal control u(t) in the above problem is expressed by the feedback 
law (see (2.10)) 
u(t) f -sign I?: a,@(x(t), Xt)) a.e. t >o, 
where consistent with (2.8), @: Rn x L2(--co, 0; RRn) + [0, t-001 is defined by 
@(x0, P) = inf /a Srn j x(t)\ d t; x satisfies (4.5), ( u(t)1 < 1 a.e. t > 0 
0 t 
and al@(xo , x0) represents the projection of %(x0 , x0) on R’“. 
EXAMPLE 3. This example is concerned with a distributed control problem 
in a very special case although the class of problems covered by the preceding 
theory is really of much generality. 
Consider the following problem: Minimize 
ss m W, Y(X, t))+4 I4x, W> dxdt RO (4.10) 
in y E C(0, co; L2(Q) and u eL2(0, co; L2(Q)) subject to the constraints 
ayjat - Ay = Bu, XEQ, t 3 0, (4.11) 
Y(X, t> = 0, x E r, t 3 0, (4.12) 
Y(X, 0) = row XEQ, (4.13) 
0 <u(x,t) < 1, XEQ t>,O, (4.14) 
s R I Y(X, W dx < 1, t > 0, (4.15) 
where Q denotes a bounded and open subset of R” with a sufficiently smooth 
boundary r and B is a linear continuous operator form L2(sZ) into itself. As for 
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the function g: Rn x R -+ R it is assumed to be measurable in x, convex in u, 
and 
g(x, 0) = 0, 0 <g(x, 24) < C j u lp a.e. XER~, u E R, (4.16) 
whereO<p<2andC>O. 
To formulate (4.10) as a problem of type (P) we set H = U = L2(.Q), A = -A 
with D(A) = HOI(O) n Hz(Q) and L defined by (see (2.15)), L(y, v) = q(y) + 
z/(v) where 
F(Y) = s, .& y(x)) dx if II Y IILZ&q G 1. 
=+a3 otherwise; 
(4.17) 
2 
a+4 = 8 II v II&Q) if 0 < w(x) < 1 a.e. x E.Q 
=+m otherwise. 
(4.18) 
It is easily seen that conditons u” N co and (2.15), (2.16) are satisfied. Further- 
more, since the semigroup S(t) generated by A on L2(Q) is contractant and expo- 
nentially stable, it follows from (4.16) that condition (2.17) in Theorem 2 holds 
with y(t) = S(t) y, for every y. E int D(v) = {z ELM; I/ z IjLz(sa) < I}. 
Thus we may apply Theorem 2 to conclude that under the above conditions 
on g, B, and y. the optimal control U(X, t) is expressed as a function of optimal 
state y(x, t) as 
u(., t) = 8+*(-B* &j(y(., t)) a.e. t > 0. (4.19) 
Let P denote the projection on {u ELM; 0 < U(X) < 1, a.e. x E .Q}. Then, as 
easily seen, a#* = P and therefore (4.19) can be written as 
24(x, 1) = 0 if B* WY(*, t)) (4 2 0 
=l if B” ~@CY(-, t>) (4 < -1 (4.20) 
= -B* +(y(., t)) (x) if --I < B” a@(~(., t)) (x) < 0, 
where @: L2(sZ) + [0, + co] is defined by (2.8) (i.e., @(yo) is the minimum value 
of cost functional (4.10) subject to given constraints). 
In general the function @ is hard to describe in explicit terms. However, 
relations of the type (4.19), (4.20)) may be useful in choosing “reasonable” 
suboptimal control laws for the given problem. 
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