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HARMONIC FUNCTIONS AND RIESZ-NEWTONIAN POTENTIALS ON ’NOISY’ OR
RANDOM DOMAINS: STOCHASTIC EXTENSIONS OF SOME CLASSICAL
THEOREMS AND ESTIMATES
STEVEN D. MILLER
Abstract. Let ψ : D → R be a harmonic function such that ∆ψ(x) = 0, for all x ∈ D ⊂ Rn. There are
then many well-established classical results:the Dirichlet problem and Poisson formula, Harnack inequality,
the Maximum Principle, the Mean Value Property, the Cacciopolli estimate etc. Here, a ’noisy’ or random
domain is one for which there also exists a classical scalar Gaussian random field (SGRF)IF(x) defined for
all x ∈ D or x ∈ ∂D with respect to a probability space [Ω,F ,P]. The SGRF has vanishing mean value
E
q
IF(x)
y
= 0 and a regulated covariance E
q
IF(x) ⊗ IF(y)
y
= αK(x, y; ξ) for all (x, y) ∈ D, with correlation
length ξ and E
q
IF(x)⊗ IF(x)
y
= α <∞. The gradient ∇iIF(x) and integrals
∫
D
IF(x)dµ(x) also exist on D.
Harmonic functions and potentials can become randomly perturbed SGRFs of the form ψ(x) = ψ(x)+λIF(x).
Physically, this scenario could arise from noisy sources or random fluctuations in mass or charge density;
noisy boundary/surface data fluctuations; and introducing turbulence or randomness into smooth potential
fluid flows, steady state diffusions or heat flow. This leads to stochastic modifications of classical theorems
and estimates for randomly perturbed harmonic functions and Riesz and Newtonian potentials, and to
stability estimates for the growth and decay of their volatility, covariances and higher-order moments.
Contents
1. introduction 2
1.1. Brief historical background and physical examples 4
1.2. Common physical scenarios leading to the Laplace equation and harmonic functions 6
1.2.1. Newtonian astrophysics and gravitation 6
1.2.2. Electromagnetic theory and electrostatics 7
1.2.3. Steady state fluid flow 7
1.2.4. Steady state heat flow and diffusions 8
1.2.5. Complex analysis and analytic functions 8
2. Some Classic theorems and estimates for the Laplace equation and harmonic functions 8
2.1. Dirichlet energy integral (DEI) 8
2.2. The mean value property and the strong maximum principle 10
2.3. The Bochner-Weizentbock formula 12
2.4. The gradient estimate and the Cacciopolli estimates 13
2.5. Riesz-Newtonian potentials 13
2.6. The Dirichlet problem on a disc and the Poisson formula 15
2.7. The Dirichlet problem and the Poisson formula for an n-ball or hypersphere 16
3. Stochastic extensions of classical theorems and estimates 17
3.1. Solutions of PDEs from Brownian motion and the Feynman-Kac formula 17
3.2. Stochastically averaged mean value properties 18
3.3. Averaged maximum principle for randomly perturbed harmonic functions 21
3.4. Stochastically averaged Dirichlet energy integral 23
3.5. Stochastically averaged Cacciopolli estimates 25
3.6. Turbulence in potential flow theory 27
3.7. Turbulent flow in a cylinder 28
3.8. Stochastic Riesz potentials: expectations and moments 29
3.9. Newtonian potential for ball subject to random density fluctuations 31
3.10. Stochastically averaged Harnack inequality 35
3.11. Stochastically averaged Bochner formula 36
1
2 STEVEN D. MILLER
3.12. Dirichlet problem for Poisson and Laplace equation with noisy boundary data 37
3.13. Laplace equation and Dirichlet problem on a disc with noisy boundary data 39
Appendix A. Properties of Gaussian Random Fields on Rn 41
A.1. Gaussian random fields 43
A.2. Differentiability and existence of derivatives 44
A.3. Stochastic Integration of GRSFs 46
A.3.1. 2-point functions and correlations 47
A.4. Real and complex superpositions of GRFs 50
A.5. Complex Gaussian random fields 51
Appendix B. 2-Point Correlations and Covariances of Gaussian Random Scalar Fields and Their
Derivatives on a Ball, Cylinder and Disc 52
B.0.1. GRSFs on a finite cylinder 54
Appendix C. Proof of Theorem. 55
References 58
1. introduction
This paper tentatively explores some ideas at the interface of probability theory and stochastic analysis
with the theory of harmonic functions and elliptic PDEs. The Laplace and Poisson equations are the simplest
forms of elliptic PDEs and the study of their solutions forms the basis of potential theory [1],[2],[3]. Solutions
of the Laplace equation are the harmonic functions and these have a well-established and important place
within classical mathematical physics: in electromagnetic theory, Newtonian gravitation and astrophysics
and fluid mechanics.[1-4]. Electric, gravitational and fluid potentials are described in certain circumstances
by solutions of the Laplace equation and are therefore harmonic functions [3,4] Steady state fluid flow which
is irrotational and incompressible is described by a Laplace equation as is steady state heat flow or chemical
diffusion [1-4]. If a function ψ : D → Rn is harmonic on some domain D ⊂ Rn then it satisfies a number of
well-established classical results, estimates, inequalities and theorems. These include the Harnack inequality,
Poisson formula and Liouville Theorem, Dirichlet energy critical points, the Maximum Principle, the Mean
Value Property, the Gradient Estimate, the Bochner formula etc. [1-5]. These are briefly reviewed in Section
2. In Section 3, classical results are extended and modified to accommodate ’random domains’ for which
there exists a Gaussian random scalar field (GRSF) at all points within the domain, or for ’noisy data’ on
the boundary. Deterministic harmonic functions, fields or solutions are then randomly perturbed by this
noise or random boundary data. Physically, this can correspond to random fluctuations due to noise or
perturbations in mass or charge density sources, fluctuations in chemical concentrations or to ’turbulence’
in the potential theory of fluids.
We begin with the following definitions [1-5].
Definition 1.1. An open connected set D ⊂ Rn is a domain. The closure of D is denoted D and ∂D is
the boundary. A domain D′ ⊂ Rn is a strictly interior subdomain if D′ ⊂ D ⊂ Rn. Then D′ ⊂⊂ D if
D
′ ⊂ D.
Definition 1.2. The following notation is utilised. x = (x1, x2, ..., xn) ⊂ Rn or Rn = {(x1...xn|xi ∈ R}.
The gradient of ψ(x) is
∇iψ(x) = ∂ψ(x)
∂xi
≡ ∂iψ(x) (1.1)
or
∇ψ(x) ≡
n∑
i=1
∇iψ(x) =
n∑
i=1
∂ψ(x)
∂xi
≡
n∑
i=1
∇i∂iψ(x) (1.2)
for any smooth function ψ : D → Rn. (Usually, the summation is dropped.)
Definition 1.3. Given D and ψ → Rn the sets Lp(D),Lp(D) and Lp(D) are defined with respect to the
following norms
3(1) Lp(D) is the set of all functions ψ(x) in D such that the norm
‖ψ(x)‖Lp =
(∫
D
|ψ(x)|pdnx
)1/p
<∞ (1.3)
is finite.
(2) Lp(D) is the set of all functions ψ(x) in D such that the norm
‖ψ(x)‖Lp =
( n∑
i=1
|∇iψ(x)|p
)1/p
≡ (|∇iψ(x)|p)1/p <∞ (1.4)
(3) Lp(D) is the set of all functions ψ(x) in D such that the norm
‖ψ(x)‖Lp =
(∫
D
n∑
i=1
|∇iψ(x)|pdnx
)1/p
≡<∞ (1.5)
LP (D forms a Banach space.
Definition 1.4. Let D ⊂ RN be a domain or open subset with boundary ∂D, where Rn = {(x1...xn)|xi ∈ R}
and ψ : D → Rn is a smooth function. Then the Laplacian is
∆ψ(x) =
n∑
i=1
∂2ψ(x)
∂x2i
≡
n∑
i=1
∇i∇iψ(x) ≡
n∑
i=1
div(∇iψ(x)) (1.6)
For (f, g) : D → Rn, the Poisson equation with Dirichlet boundary conditions is
∆ψ(x) = f(x), x ∈ D (1.7)
ψ(x) = g(x), x ∈ ∂D (1.8)
The Laplace equation is then
∆ψ(x) = 0, x ∈ D (1.9)
ψ(x) = g(x), x ∈ ∂D (1.10)
or simply ∆ψ(x) = 0, x ∈ D. All solutions to ∆ψ(x) = 0 are harmonic.
Definition 1.5. Given a function ψ(x) in D ⊂ Rn, the Dirichlet energy integral is
E [ψ] = 1
2
∫
D
|∇iψ(x)|2dnx ≡ 1
2
∫
D
n∑
i=1
|∇iψ(x)|2dnx
≡ 1
2
∫
...
∫
D
[(
∂ψ(x)
∂x1
)2
+ ...+
(
∂ψ(x)
∂xn
)2]
dx1...dxn (1.11)
The Laplace equation ∆ψ(x) = 0 can then be interpreted as the Euler-Lagrange equation for the integral
(1.11). Using (1.4), E [ψ] = (‖ψ(x)‖Lp)p
Definition 1.6. If the integral (1.11) is redefined with respect to the pth power then
E [ψ] = 1
2
∫
D
|∇iψ(x)|pdnx ≡ 1
2
∫
D
n∑
i=1
|∇iψ(x)|pdnx
≡
∫
...
∫
D
[(
∂ψ(x)
∂x1
)
+ ...+
(
∂ψ(x)
∂xn
)]p/2
dx1...dxn (1.12)
then the corresponding Euler-Lagrange equation is the p-Laplace equation
∆(p)ψ(x) = div(|∇ψ(x)|p−2∇ψ(x)) ≡
n∑
i=1
∇i(|∇iψ(x)|p−2∇jψ(x)) = 0 (1.13)
where |∇ψ(x)|p−2 is defined as
(‖ψ(x)‖L2)p−2 ≡ |∇ψ(x)|p−2 =
(
n∑
i=1
|∇iψ(x)|2
)(p−2)/2
(1.14)
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The full p-Laplace equation is
∆(p)ψ(x) =
(
n∑
i=1
|∇iψ(x)|2
)(p−4)/2
×

n∑
i=1
|∇iψ(x)|2)∆ψ(x)) + (p− 2)
∑
ij
∇iψ(x)∇jψ(x)∇i∇jψ(x)
 = 0 (1.15)
The theory of harmonic functions can be extended to p-Laplace operators and general elliptic operators
[6]. In this paper, only the standard Laplacian is considered.
1.1. Brief historical background and physical examples. The origins of potential theory can be traced
back to Newton’s Principia [7,8]. Newton’s universal law of gravitation (1687) asserts that given a point
mass M and x ∈ Rn and a system of N point masses ma at ya ∈ R3 for a = 1...N , then the force exerted
on M at x is
F (x) =
N∑
a=1
CmiM
|x− ya|2
(x− ya)
|x− ya| (1.16)
with C < 0 since like masses attract. The same law of inverse squares was also experimentally established
by Coulomb (1785) for a system of like point charges (q1....qN ) interacting with a point charge Q so that
F =
N∑
a=1
CqiQ
|x− ya|2
x− ya
|x− ya| (1.17)
but now with C > 0 since like charges repel. Bernoulli (1748) introduced the function
ψ(x) =
N∑
a=1
Mmi
|x− ya| (1.18)
and it was subsequently observed by Lagrange (1773) that
F (x) = −M∇ψ(x), x 6= y (1.19)
The function ψ(x), named the ’potential function’ by Green and the ’potential’ by Gauss, completely de-
scribes a gravitational or electric field. For a distribution of masses and charges with density ρ(x), vanishing
outside some bounded domain D ⊂ R3, the potential becomes
ψ(x) = C
∫
D
ρ(y)d3y
|x− y| (1.20)
Laplace in 1782 then observed that the potential satisfies the PDE
∆ψ(x) = 0, outside D (1.21)
Laplace’s eponymous equation was discussed by him in several papers in the 1780s and made famous in his
treatise Mecanique Celeste [9]. Its solutions are the harmonic functions. Lagrange had also considered the
same equation in 1760 in connection with fluid flow. Poisson (who was a student of Laplace) completed the
result around 1813 when he demonstrated that
∆ψ(x) = −4πCρ(x), within D (1.22)
for smooth densities ρ(x). The integral (1.20) can be split into two parts. Define a small ball Bǫ(x) = (y ∈
R3 : |x− y| < ǫ) of radius ǫ with centre x and Bǫ(x) ⊂ D. Then the compliment is D\Bǫ(x) so that
D = Bǫ(x)
⋃
D\Bǫ(x)
Then the integral (1.20) can be split as
ψ(x) = C
∫
Bǫ(x)
ρ(y)dny
|x− y| + C
∫
D \Bǫ(x)
ρ(y)d3y
|x− y| (1.23)
5By the Laplace result, the integral over D\Bǫ(x) is harmonic and so vanishes under the Laplace operator so
that
∆xψ(x) = C∆x
∫
Bǫ(x)
ρ(y)d3y
|x− y| + C∆x
∫
bmD \Bǫ(x)
ρ(y)d3y
|x− y| = C∆x
∫
Bǫ(x)
ρ(y)dny
|x− y| = 0 (1.24)
The remaining integral can then be manipulated as
C∆x
∫
Bǫ(x)
ρ(y)dny
|x− y| = C
∫
Bǫ(x)
(ρ(y)− ρ(x)∆x 1|x− y|d
3y + Cρ(x)
∫
Bǫ(x)
∆x
1
|x− y|d
3y (1.25)
treating 1/|x− y| as a smooth function. Applying Gauss’ divergence theorem to the second integral on the
rhs ∫
Bǫ(x)
∆x
1
|x− y|d
3y =
∫
∂Bǫ(x)
∇N(x)
1
|x− y|d
2y
=
∫ ǫ
0
d
dr
1
r
dS|r=ǫ| = +4πǫ2
d
dr
1
r
|r=ǫ| = −4π (1.26)
where ∂Bǫ(x) is the surface or boundary of the ball and ∇N(x) is the normal derivative at y with respect to
x. Then
∆xψ(x) = C
∫
Bǫ(x)
(ρ(y)− ρ(x))∆x 1|x− y|d
3y = 4πCρ(x) (1.27)
Since ∆x(1/|x− y|) = δ3(x− y) except at x = y then 1/|x− y| is harmonic everywhere except at the blowup
at x = y. Also if (ρ(y) − ρ(x)) → 0 sufficiently fast as |x − y| → 0 then the integral should vanish. This is
related to ρ(x) having Holder continuity |ρ(x)− ρ(x)| < C|y − x|. Also
C
∫
Bǫ(x)
(ρ(y)− ρ(x))δ3(x− y)d3y = C(ρ(x) − ρ(x)) = 0 (1.28)
For gravitation, Gauss showed that the flux of gravitational field through a spherical surface ∂D is −4πGMD,
where the surface is the boundary of D ⊂ R3 which encloses a mass density ρ(x) for all x ∈ D. The total
mass contained within D is then
MD =
∫
D
ρ(x)d3x (1.29)
Then ∫
∂D
F (x)d2x = −4πGMD ≡ 4πG
∫
D
ρ(x)d3x (1.30)
Since F (x) = −∇iψ(x) and using Gauss’ Theorem it follows that∫
∂D
F (x)d2x = −
∫
∂D
∇iψ(x)d2x ≡
∫
D
∇i∇iψ(x)d3x = 4πG
∫
D
ρ(x)d3x (1.31)
Hence, the Poisson equation for the Newtonian potential follows as
∆xψ(x) ≡ ∇i∇iψ(x) = 4πGρ(x) (1.32)
so that C = −G, where G is Newton’s constant.
Theorem 1.7. The gravitational or Coulomb potential for a ball BR(0) ⊂ R3 of radius R of uniform mass
or charge density ρ inside and outside the ball is
ψ(x) =
C
4π
∫
D
ρd3y
|x− y| = ρ
(
1
2
R2 − 1
6
‖x|‖2
)
, ‖x‖ ≤ R (1.33)
ψ(x) =
C
4π
∫
D
ρd3y
|x− y| =
CρR3
3‖x‖ , ‖x‖ > R (1.34)
Outside the ball, the potential behaves as thought it is due to a point mass with all the mass of the ball
concentrated at the point of origin. This property enables gravitational interactions of stars and planets
within celestial mechanics to be reduced to the problem of interacting point masses. The result holds for all
dimensions n ≥ 4 and also for logarithmic potentials of discs within R2. When the density is constant, the
potential across the surface ∂B(0) is constant. In his 1914 treatise [10], Herglotz studied the continuation of
the potential inside the domain occupied by the masses or charges. That is, how far can ψ(x) be continued
analytically inside R3 as a harmonic function?
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1.2. Common physical scenarios leading to the Laplace equation and harmonic functions. We
now consider some very common physical scenarios or examples where the PE, LE and harmonic functions
naturally occur. These include classical gravitation and astrophysics, electrostatics, fluid mechanics and the
steady state flows and diffusions of heat or chemical concentrations. Generally, for a domainD with boundary
∂D, interior points describe fields, diffusions, fluids, temperatures, concentrations which eventually approach
a steady state and become time-independent and can be described by either the PE or LE. Generally, we
wish to consider the following generic (Dirichlet) scenario [3,4,5].
∆ψ(x) = f(x), x ∈ D (1.35)
ψ(x) = g(x), x ∈ ∂D (1.36)
with the Laplace equation as the special case f = 0. Note the difference between two solutions of the Laplace
equation is harmonic. Since solutions of the PE are not unique it is necessary to impose boundary conditions
at ∂D of the form
aψ(x) + b∇N(x)ψ(x) = g(x), x ∈ ∂D (1.37)
where (a, b) = (1, 0), (0, 1), (1, > 0), (1, < 0) are the Dirichlet, Neumann, Robin and Stoklov boundary
conditions respectively. In this paper, we consider only the Dirichlet problem.
1.2.1. Newtonian astrophysics and gravitation. The PE ∆xψ(x) = 4πGρ(x) plays a key role in Newtonian
gravitation, astrophysics and stellar structure theory [10,11,12]. Solutions of the PE and LE describe the
interiors and exteriors of stars and planets. The fundamental model of a Newtonian star–which describes
most of the stars in the night sky–is the Euler-Poisson system of a self-gravitating (compressible) fluid or
gas in ”gravi-hydrostatic” equilibrium. A fluid/gas of density ρ : R3 × R → R has support in a compact
domain D ⊂ R3, essentially a ball BR(0) of radius R with ρ = p = 0 on ∂BR(0). The unknowns are the
fluid pressure p : R3×R→ R, the fluid velocity u : R3×R→ R and the Newtonian gravitational potential
ψ : R3 → R Then
∂tρ+ div(ρ) = 0 (1.38)
ρ(∂tui) + ui∇juj +∇iP (ρ)) + ρ∇iψ(x) = 0 (1.39)
∆ψ(x) = 4πρ, lim
|x|↑∞
= 0 (1.40)
with G = 1. For a star in equilibrium, ∂tρ = 0 and ∂tu = 0. The system can be closed with a polytropic
gas equation of statep(ρ) = |ρ|γ = ρ1+
1
n , where n is the polytropic index. Self-gravitating polytropic gas
spheres are good approximations for most stars, including white dwarfs [10,11,12].
The Laplace operator is rotationally invariant in R3 so that the PE (1.32) in spherical symmetry has the
form
1
r2
d
dr
(
r2
dψ(r)
dr
)
= 4πρ(r) (1.41)
where ρ(r) is the density gradient in the star. For a self-gravitating sphere of fluid or gas in equilibrium
dp(r)
dr
= GM(r),
dM(r)
dr
= 4πr2ρ(r) (1.42)
where M(r) is the mass contained within a radius r or ball Br(0) or M(r) =
∫ r
0
ρ(r′)r′
2
dr′. This leads to a
Poisson equation for the radial pressure p(r)
∆rp(r) =
1
r2
d
dr
(
r2
dp(r)
dr
)
= −4πρ (1.43)
Defining dimensionless variables ρ = ρcθ
n, p = pcθ
n+1, r = αξ, where pc and ρc are the central pressure
and density of the polytropic star leads to the Lane-Emden equation PE, a fundamental ODE for stellar
structure theory [10,11,12]
∆ξθ(ξ) =
1
ξ2
d
dξ
(
ξ2
dθ(ξ)
dξ
)
= −|θ(ξ)|n (1.44)
The equations can be solved analytically for = 0, 1, 5. [10,11].
7In the vacuum regions exterior to a star or planet, p = ρ = 0 and the PE for the Newtonian potential
reduces to the LE so that ∆rψ(r) = 0 giving
1
r2
d
dr
(
r2
dψ(r)
dr
)
= 0 (1.45)
Sometimes the full Laplace equation in spherical coordinates is utilised when the interior density of star or
planet is not homogenous, so that the full LE is
∆ψ(r, θ, ϕ) =
1
r2
∂
∂r
(
r2
∂ψ(r, θ, ϕ)
dr
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂ψ(r, θ, ϕ)
∂θ
)
+
1
r2 sin2 θ
∂2
∂ϕ2
ψ(r, θ, ϕ) = 0 (1.46)
The equation is then solved by separation of variables. For the exterior of a sphere the general solution for
the gravitational potential is
ψ(r, θ, ϕ) =
∞∑
ℓ=0
ℓ∑
m=−ℓ
(αℓmr
ℓ + βℓmr
−ℓ+1)Y ℓm(θ, ϕ) (1.47)
where the coefficients αℓm, βℓm depend on the interior stellar density distribution, and Y
ℓ
m(θ, ϕ) are the
orthogonal spherical harmonics.
1.2.2. Electromagnetic theory and electrostatics. The PE for a charge density follows from the Coulomb
law and potential solution using similar methods as discussed for gravitation. However, they also follow
immediately (and with beautiful self consistency) from Maxwell’s equations, discovered much later. For
time-independent electric and magnetic fields the MEs are ∇.E = ∇iEi = ρ/ǫo, ǫijk∇jEk = curl E and
∇.B = ∇iBi = 0, ǫijk∇jBk = curlB = µoJ . where the densities and currents have support in some domain
D with boundary ∂D. The equation ∇iBi(x) = 0 establishes that there are no magnetic monopoles. Since
the curl vanishes the electric field is irrotational so there exists a scalar potential ψ(x), the electric potential,
such that Ei(x) = −∇iψ(x). Then
∇iEi(x) = −∇i∇iψ(x) ≡ ∆ψ(x) = ρ/ǫo (1.48)
which reduces to a LE if the charge density is zero or in regions outside D containing the charge density.
Similarly, if the current is zero then J = 0 and one can define a magnetic potential Ψ(x) and a LE such that
∇iBi(x) = −∇i∇iΨ(x) ≡ ∆Ψ(x) = 0 (1.49)
1.2.3. Steady state fluid flow. In fluid mechanics the velocity field in a domain D ⊂ R3 is u : R3 ×R→ R
so that the components are ui(x, t). The dynamics is described by the Navier-Stokes equations. For a steady
state fluid flow ∂tui(x, t) = 0 and for an irrotational flow
ǫijk∇juk(x) = curlu(x) = 0 (1.50)
Hence, there exists a ’velocity potential’ ψ(x) such that ui(x) = −∇iψ(x). If the flow is also incompressible
then divu(x) = ∇iui(x) = 0. Hence, ∆ψ(x) = 0 in analogy with electrostatics, and the velocity potential
solutions are harmonic functions [1,2]. Examples are uniform laminar flow and smooth circular flow. The
radial solution of the Laplace equation ∆rψ(r) = 0 for the velocity potential in polar coordinates is
ψ(r) = −C1
r
+ C2, R
3 (1.51)
ψ(r) = C1 log |r|+ C2, R2 (1.52)
Example 1.8. Some basic examples are:
(1) For a ’line vortex’ in R2 one has ψ(θ) = kθ, where k is the strength of the flow. (k = Γ/2π if Γ
is the circulation.)The velocity components are then u(r) = ∂ψ(θ)∂r = 0 and u(θ) =
1
r
∂ψ(θ)
∂θ =
k
r This
describes a rotating fluid or ’bath-plug vortex’ in the plane around r = 0.
(2) For a smooth laminar flow along the z-axis within a domain in R3 then u(x, y, z) = (0, 0, u). The
velocity potential is ψ(z) = uz and so ∆ψ(z) = 0.
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(3) Finally, the smooth flow u(r, z) in cylindrical coordinates of a fluid around a sphere of radius is given
by the velocity potential
ψ(r, z) = uz
(
1 +
R3
2(r2 + z2)3/2
)
(1.53)
where u(r, z) = uz is the fluid velocity along the z-axis in the absence of the sphere. This function is
harmonic since
1
r2
∂
∂r
(
r2
ψ(r, z)
∂r
)
+
∂2ψ(r, z)
∂z2
= 0 (1.54)
1.2.4. Steady state heat flow and diffusions. Let ψ : R3 ×R→ R or ψ : D ×R→ R be a function of space
and time. The parabolic PDE with initial data on an open domain D is [3,4,5]
∂tψ(x, t) =
1
2
∆ψ(x, t) ≡ 1
2
3∑
i=1
∇i∇iψ(x, t), t > 0, x ∈ D (1.55)
ψ(0, x) = f(x), x ∈ D
and assuming the initial data f : D → R is bounded and continuous. This PDE describes the flow of heat or
diffusions of chemicals within D. It can also describe diffusion of photons and radiative transfer in a highly
scattering turbid medium [13]. If u(x, t) approaches a steady state within D then u(x, t) → u(x) and the
heat PDE reduces to the Dirichlet problem for the LE.
1.2.5. Complex analysis and analytic functions. Finally, it should be observed that there is a close connection
between potential theory and complex analysis with complex analysis in turn being a useful tool in many
potential theory applications [1,2]. Let z = x+ iy then
f(z) = u(x, y) + iv(x, y) (1.56)
The functions u and v obey the Cauchy-Riemann equations so that
∂xu(x, y) = ∂yv(x, y) (1.57)
∂yu(x, y) = −∂xv(x, y) (1.58)
Then
∆xu(x, y) + ∆yu(x, y) ≡ ∂x∂xu(x, y) + ∂y∂yu(x, y) ≡ uxx(x, y) + uyy(x, y) = 0 (1.59)
∆xv(x, y) + ∆yv(x, y) ≡ ∂x∂xv(x, y) + ∂y∂yv(x, y) ≡ vxx(x, y) + vyy(x, y) = 0 (1.60)
Hence, both the real and imaginary parts of f(z) are harmonic. This provides a means of constructing a
plethora of harmonic functions on R2. For example, if f(z) = z2 = (x + iy)2 = (x2 − y2) + i(2xy) then
ψ(x, y) = x2 − y2 and ψ(x, y) = 2xy are harmonic on R2. If f(z) = zn = rn exp(inθ) = rn cosnθ+ rn sinnθ
in polar coordinates then ψ(r, θ) = rn cos(nθ) and ψ(r, θ) = rn sin(nθ) are harmonic.
The Laplace equation on the complex plane has the form
ψzz¯ =
∂2ψ(z, z¯)
∂z∂z¯
=
1
4
∆ψ = 0 (1.61)
where ∂/∂z¯ = 12 (∂/∂x+ i∂/∂y) and ∂/∂z =
1
2 (∂/∂x− i∂/∂y)
2. Some Classic theorems and estimates for the Laplace equation and harmonic functions
2.1. Dirichlet energy integral (DEI). Given a domain D ⊂ Rn, the DEI was defined in (1.11)as E [ψ] =
1
2
∫
Ω
|∇iψ(x)|2dny and can be interpreted as an action integral with the Euler-Lagrange equations being the
Laplace equation.
Theorem 2.1. Let ψ(x) be a harmonic function on D ⊂ Rn such that ∆ψ(x) = 0. Let ϕ(x) be a function
ϕ : D →R that is not harmonic on Ω but ψ(x) = ϕ(x) for all x ∈ ∂D Then:
(1) Harmonic functions are critical points of the DEI and if E [ψ] = 0 then |∇iψ(x)| = 0 in D.
(2) Harmonic functions have the minimum Dirichlet energy for their boundary values so that for all
ψ(x) = ϕ(x) with ∆ψ(x) = 0 for all x ∈ ∂Ω∫
Ω
|∇iψ(x)|2dnx ≤
∫
Ω
|∇iϕ(x)|2dnx (2.1)
9Proof. To prove (1), first define an infinitely differentiable real-valued function on D so that φ ∈ C∞(D) for
any fixed ψ. Define the integral
E(ψ, φ, ξ) =
∫
D
|∇i(ψ(x) + ξφ(x))|2dnx (2.2)
and the function φ(x) = 0, ∀ x ∈ ∂D so that∫
∂D
φ(x)∇iψ(x)dn−1x = 0 (2.3)
Applying the Gauss Theorem∫
D
∇i(φ(x)∇iψ(x))dnx =
∫
∂D
φ(x)∇iψ(x)dn−1x = 0 (2.4)
so that ∫
D
∇iφ(x)∇iψ(x)dnx = −
∫
D
φ(x)∆ψ(x)dnx (2.5)
Now the harmonic function ψ(x) s a critical point of the DEI when
d
dξ
E(ψ, φ, ξ)|ξ=0 = 0, for ∆ψ(x) = 0, ∀ φ(x) (2.6)
The DEI (-) is
E(ψ, φ, ξ) = 1
2
∫
D
|∇i(ψ(x) + ξφ(x))|2dnx = 1
2
∫
D
|∇iψ(x) + ξ∇iφ(x)|2dnx
≤ 1
2
∫
D
|∇iψ(x)|2dnx+ ξ2
∫
D
|∇iφ(x)|2dnx+ 2ξ
∫
D
z∇iψ(x)∇iφ(x)dnx (2.7)
so that
d
dξ
E(ψ, φ, ξ)− 2ξ
∫
D
|∇iφ(x)|dnx+ 2
∫
D
∇iψ(x)∇iφ(x)dnx (2.8)
At ξ = 0
d
dξ
E(ψ, φ, ξ)|ξ=0 = 2
∫
D
∇iψ(x)∇iφ(x)dnx = 0 (2.9)
From (2.5) it follows that
d
dξ
E(ψ, φ, ξ)ξ=0 = −2
∫
D
φ(x)∆ψ(x)dn = 0 (2.10)
Hence, the DEI is minimised for harmonic functions or ∆ψ(x) = 0. To prove (2) note that if ψ(x) = ϕ(x), x ∈
∂D then the following surface integrals vanish∫
∂D
(ψ(x) − ϕ(x))∇(ψ(x) + ϕ(x))dn−1x = 0, x ∈ ∂D (2.11)∫
∂D
(ψ(x) − ϕ(x))∇(ψ(x) − ϕ(x))dn−1x = 0, x ∈ ∂D (2.12)
Using Gauss Thm ∫
D
∇(ψ(x) − ϕ(x))∇(ψ(x) + ϕ(x))dnx
= −
∫
D
(ϕ(x) − ψ(x)∆(ϕ(x) + ψ(x))dnx∫
D
∇(ψ(x) − ϕ(x))∇(ψ(x) − ϕ(x))dnx
= −
∫
D
(ϕ(x) − ψ(x)∆(ϕ(x) − ψ(x))dnx (2.13)
so that ∫
D
∇(ψ(x) − ϕ(x))∇(ψ(x) + ϕ(x))dnx
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=
∫
D
|∇iϕ(x)|2dnx−
∫
D
|∇iψ(x)|2dnx
= −
∫
D
(ϕ(x) − ψ(x))∆(ϕ(x) + ψ(x))dnx
=
∫
D
|∇(ϕ(x) − ψ(x)|dnx ≥ 0 (2.14)
and the result follows. 
2.2. The mean value property and the strong maximum principle.
Theorem 2.2. (The mean value property) Let ψ(x) ∈ C2(D) be a harmonic function on a domain
and let BR(x) ⊂⊂ D ⊂ Rn be ball of radius R and boundary/surface ∂BR(x) centred at x. Then ψ(x)
satisfies the mean value property (MVP).
ψ(x) =
n
ωnRn
∫
BR(x)
ψ(y)dny ≡ 1‖BR‖
∫
BR(x)
ψ(y)dny (2.15)
ψ(x) =
n
ωnRn−1
∫
∂BR(x)
ψ(y)dn−1 ≡ 1‖∂BR‖
∫
BR(x)
ψ(y)dny (2.16)
where ωn is the measure of ∂BR(x). The volume of an n-ball is V (BR(x)) =
∫
BR(x)
dnx = ωnR
n/n ≡
(πn/2/Γ(n+ 1))Rn. If ψ(y) = ψ = const. for all y ∈ BR(x) then
ψ(x) =
n
ωnRn
∫
BR(x)
ψdny =
n
ωnRn
ψ
ωnR
n
n
= ψ (2.17)
The proof is found in most texts [3,4]
Proposition 2.3. Given the harmonic function ψ(x) and the MVP, define the real fields ϕ(x) such that
ϕ(x) = exp(ηψ(x)) = exp
(
η
‖BR‖
∫
BR(x)
ψ(y)dny
)
(2.18)
ϕ(x) = exp(ηψ(x)) = exp
(
η
‖∂BR‖
∫
∂BR(x)
ψ(y)dn−1y
)
(2.19)
where α > 0. Then ϕ(x) is harmonic only if |∇iψ(x)| = 0 or ψ = const. Complex fields χ(x) can be defined
as
Z(x) = exp(iηψ(x)) = exp
(
iη
‖BR‖
∫
BR(x)
ψ(y)dny
)
(2.20)
Z(x) = exp(iηψ(x)) = exp
(
iη
‖∂BR‖
∫
∂BR(x)
ψ(y)dn−1y
)
(2.21)
The field Z(x) is harmonic if |∇iψ(x)| = 0.
Proof. The Laplacian of Z(x) is
∆Z(x) = ∇i∇iϕ(x) = ∇i(η∇iψ(x)) exp(ηψ(x))
= η∇iψ(x)∇iψ(x) exp(ηψ(x)) + (∆ψ(x)) exp(ηψ(x)) = η∇iψ(x)∇iψ(x) exp(ηψ(x)) (2.22)
which is harmonic if |∇iψ(x)|2 = 0, and which holds for ψ(x) = const. or at the extremum or critical point.
The same argument applies to the field Z(x). 
Lemma 2.4. (Harnack Inequality) Let ψ ∈ C2(D) be a non-negative function harmonic in D ⊂ Rn
so that ∆ψ(x) = 0. Let BR(y) ⊂ D be an n-ball with radius R and centre y with x ∈ BR(y). Then
(Rn(R+ |x− y|)−nψ(y) ≤ ψ(x) ≤ (Rn(R − |x− y|)−nψ(y) (2.23)
or
(1 +Q)−nψ(y) ≤ ψ(x) ≤ (1−Q)−nψ(y) (2.24)
where Q = |x− y|/R.
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Proof. The proof follows quickly from the MVP and the positivity of ψ. let r(±) = R±|x−y| and let Br(±)(x)
and BR(y) be balls with radii r(±) and R and centres x and y so that r± < R and Br(−)(x) ⊂ BR(y). From
(2.15)
ψ(x) =
n
ωnRn
∫
Br(−)
(x)
ψ(y)dny ≤ n
ωnrn(−)
∫
BR(y)
ψ(z)dnz
=
Rn
rn(−)
ψ(y) = Rn(R− |x− y|)nψ(y) (2.25)
Similarly
ψ(x) =
n
ωnRn
∫
Br(+)
(x)
ψ(y)dny ≥ n
ωnrn
∫
BR(y)
ψ(z)dnz
=
Rn
rn(+)
ψ(y) = Rn(R − |x− y|)−nψ(y) (2.26)

Theorem 2.5. (Liouville Thm) Suppose ψ ∈ C2(Rn) is a harmonic function on Rn. Let Q be a constant
such that ψ(x) ≤ |Q| or ψ(x) ≥ |Q| for all x ∈ Rn. Then ψ(x) is necessarily a constant function.
Proof. Suppose ψ ∈ C2(Rn) is a harmonic function on Rn. Let Ψ(x) = ψ(x) + |Q| then Ψ(x) is harmonic
so it satisfies the inequality (2.23)
(Rn(R+ |x− y|)−nΨ(y) ≤ Ψ(x) ≤ (Rn(R − |x− y|)−nΨ(y) (2.27)
Letting R→∞ then Ψ(y) ≤ Ψ(x) ≤ Ψ(y) 
A function satisfying the mean value property in a domain cannot attain its maximum or minimum at
an interior point of the domain, unless it is constant [1-5]. In case D is bounded and ψ(x) (non constant)
is continuous up to the boundary of D, it follows that ψ attains both its maximum and minimum only on
∂D. This result expresses a maximum principle that is stated precisely in the following theorem.
Theorem 2.6. (The strong maximum principle) Let ψ ∈ C(D) satisfy the MVP. If ψ(x) attains a
maximum within D at some x = p then ψ(x) is constant in D. If D is bounded with boundary ∂D and
ψ ∈ C(D) is not constant then ∀x ∈ D it holds that
ψ(x) < maxψ(y), y ∈ ∂D (2.28)
ψ(x) > minψ(y), y ∈ ∂D (2.29)
It also holds that since ψ(x) > 0
|ψ(x)|2 < max |ψ(y)|2, y ∈ ∂D (2.30)
|ψ(x)|2 > min |ψ(y)|2, y ∈ ∂D (2.31)
and
|ψ(x)|p < max |ψ(p)|2, y ∈ ∂D|ψ(x)|p > min |ψ(p)|2, y ∈ ∂D (2.32)
for all p ≥ 2.
Proof. Briefly, consider the minimum case with n = 3. Let ψ(p) be the minimum at a point p ∈ D and
ψ(p) = ψm. Let R(p) be any ball of radius R with centre p and let z ∈ BR(p) and Br(z) ⊂ BR(p) is a small
ball of radius r centred at z. By definition of a minimum
ψ(z) > ψm (2.33)
Since ψ is harmonic then the MVP holds then using (2.15)
ψm ≡ ψ(p) = 1‖BR(p)‖
∫
BR(p)
ψ(y)d3y
=
1
‖BR(p)‖
(∫
BR(p)
ψ(y)d3y +
∫
BR(p)\Br(z)
ψ(y)d3y
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=
1
‖BR(p)‖
(
‖Br(z)‖ψ(z) +
∫
BR(p)\Br(z)
ψ(y)d3y
)
≥ 1‖BR(p)‖
(
‖Br(z)‖ψ(z) + ‖BR(p)‖ − ‖Br(z)‖ψm)
‖Br(z)‖
‖BR(p)‖ψ(z) + ψm − ψm
‖Br(z)‖
‖BR(p)‖ (2.34)
Hence
Br(z)
BR(p)
(ψ(z)− ψm) ≤ 0 (2.35)
or ψ(z) ≤ ψm. Comparing with (2.33) it follows that ψ(x) = ψm, ∀ x ∈ BR(p). Hence, ψ(x) is constant at
any point where it is a minimum. Since D is open and connected then ψ(x) = ψm, ∀x ∈ D. 
An immediate corollary allows a comparison between the size of two solutions to the Poisson equation if
there is information about the size of the source terms and the values of the solutions on ∂D.
Corollary 2.7. The Dirichlet problem ∆ψ(x) = 0, x ∈ D and ψ(x) = f(x), x ∂D has at most one solution
ψf ∈ C2(D) ∩ C(D). If (f, g) ∈ C(D) are data on ∂D then the following hold.
(1) ComparisonPrinciple: if f ≥ g on ∂D and f 6= g then ψf (x) > ψg(x) in D.
(2) StabilityEstimate: for any x ∈ D
‖ψf(x) − ψg(x)‖ ≤ max
y∈∂D
‖f(y)− g(y)‖ (2.36)
‖ψf (x) − ψg(x)‖p ≤ max
y∈∂D
‖f(y)− g(y)‖p (2.37)
for all p > 1.
2.3. The Bochner-Weizentbock formula. Let ψ : D → Rn be real-valued function on an open sub-
set/domain D, and let ‖A‖2 = ∑ni,j |aij |2 be the norm of an n × n matrix with coefficients aij . The norm
of the Hessian of ψ(x) is
‖Hψ(x)‖2 =
n∑
i,j
|∇i∇jψ(x)|2 (2.38)
Theorem 2.8. Given ψ : D → Rn for an open subset D then the Bochner-Weizentbock formula is
1
2
∆|∇ψ(x)|2 =
〈
∇j(∆ψ(x)),∇jψ(x)
〉
+ ‖Hψ(x)‖2 (2.39)
where 〈X,Y 〉 = XiY i is the inner product. If ψ(x) is harmonic then ∆ψ(x) = 0 so that
1
2
∆|∇ψ(x)|2 = ‖Hψ(x)‖2 (2.40)
For a general Riemannian manifold M with metric g where the derivatives do no commute the Ricci tensor
arises as an extra term
1
2
∆|∇ψ(x)|2 =
〈
∇j(∆ψ(x)),∇jψ(x)
〉
+ ‖Hψ(x)‖2 +Ric(∇ψ(x),∇ψ(x)) (2.41)
Proof. The proof follows from explicitly computing out the lhs.
1
2
∆|∇ψ(x)|2 = 1
2
n∑
ij
∇i
(
∇i(∇jψ(x)∇jψ(x)
)
=
∑
ij
(∇i∇jψ(x))(∇i∇jψ(x)) +
∑
ij
(∇i∇i∇jψ(x))∇jψ(x)
= ‖Hψ(x)‖2 +
n∑
ij
∇j(∆ψ(x))∇jψ(x)
= ‖Hψ(x)‖2 +
〈
∇j(∆ψ(x)),∇jψ(x)
〉
(2.42)

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2.4. The gradient estimate and the Cacciopolli estimates. Harmonic functions within an n-ball obey
a number of well-established inequality bounds and estimates.
Theorem 2.9. (The gradient estimate) For all harmonic functions ψ(x) ∈ B2R(xo) ⊂ Rn with
BR(xo) ⊂ B2R(xo), ∃ constants C(n) such that
sup
BR(xo)
|∇iψ(x)| ≤ C(n)
R
sup
B2R(xo)
|ψ(x)| (2.43)
The proof is quite detailed and utilises the Bochner formula.
Theorem 2.10. Let ψ : B2R → Rn and let ψ(x)∇iψ(x) = 0 then the following estimates holds∫
BR
|∇iψ(x)|2dnx ≤ 4
R2
∫
B2R\BR
|ψ(x)|2dnx (2.44)
A consequence of the Cacciopolli estimate are the following estimates which bound the rate at which a
harmonic function can decay.
Theorem 2.11. If the Cacciopolli estimate holds then there are constants C(n) and D(n) such that the
following estimates hold for the function and its gradient∫
B2R
|ψ(x)|2dnx ≥ (1 +D(n))
∫
B2R
|ψ(x)|2dnx (2.45)∫
B2R
|∇iψ(x)|2dnx ≥ (1 + C(n))
∫
B2R
|∇iψ(x)|2dnx (2.46)
2.5. Riesz-Newtonian potentials. The Newtonian potential and the Poisson integral formula solutions
of the Laplace equation for the Dirichlet boundary value problem, can be considered as special cases of the
Riesz potential, which is first defined [13]
Definition 2.12. Let D ⊂ Rn and f : D → Rn then the volume and surface-integral Rietsz potentials are
defined as
Fag(x) =
∫
D
g(y)dµ(y
|x− y|n−α =
∫
D
g(y)dny
|x− y|n−α , (x, y) ∈ D (2.47)
Fag(x) =
∫
∂D
g(y)dµ(y
|x− y|n−α =
∫
∂D
g(y)dn−1y
|x− y|n−α , y ∈ ∂D (2.48)
with LP norms
‖Fag(x)‖ =
∥∥∥∥∫
D
g(y)dny
|x− y|n−α
∥∥∥∥ = (∫
D
∣∣∣∣∫
D
g(y)dny
|x− y|n−α
∣∣∣∣p dnx)1/p (2.49)
‖Fag(x)‖ =
∥∥∥∥∫
∂D
g(y)dn−1y
|x− y|n−α
∥∥∥∥ = (∫
D
∣∣∣∣∫
D
g(y)dn−1y
|x− y|n−α
∣∣∣∣p dn−1x)1/p (2.50)
This singular integral is well-defined provided f(x) decays sufficiently rapidly at infinity. The RP is also
related to embedding theory such as Sobolev embedding etc.[13]
Proposition 2.13. Define the following ’α-energies’ or capacities for the Reitsz potential
Cα(n, µ, g) =
∫∫
D
g(y)dµ(x)dµ(y)
|x− y|n−α (2.51)
Cα(n, µ, g = 1) =
∫∫
D
dµ(x)dµ(y)
|x− y|n−α (2.52)
Cα(n, µ, g) =
∫
D
∣∣∣∣∫
D
g(y)dµ(y)
|x− y|n−α
∣∣∣∣p dµ(x) ≡ ∥∥∥∥∫
D
g(y)dµ(y)
|x− y|n−α
∥∥∥∥p
Lp
(2.53)
Cα(n, µ, g) =
∫
D
∣∣∣∣∫
D
dµ(y)
|x− y|n−α
∣∣∣∣p dµ(x) ≡ ∥∥∥∥∫
D
dµ(y)
|x− y|n−α
∥∥∥∥p
Lp
(2.54)
Theorem 2.14. Let Faf(x) be a RP with respect to a function f(x). Then the following estimates hold:
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(1) For a function ϕ ∈ C∞(Rn) there is a bound
|ϕ(x)| ≤ C(n)
∫
D
|∇ϕ(x)|d3y
|x− y|n−a = C(n)|Fa∇ϕ(x)| (2.55)
(2) There is a C > 0 such that
‖Faf(x)‖Lq(D) ≤ C‖f‖Lq(D) (2.56)
or ∥∥∥∥∫
D
f(y)dny
|x− y|n−α
∥∥∥∥ ≤ C‖f‖Lq(D) (2.57)
Proof. Assuming that f(x) → 0 for |x| → 0 then Faf(x) is well defined. For ζ > 0, define a re-scaled
function as fζ(x) = f(ζx). Then∥∥∥∥ ∫
D
f(ζy)dny
|x− y|n−α
∥∥∥∥
Lq
=
∥∥∥∥ ∫
D
fζ(y)d
ny
|x− y|n−α
∥∥∥∥
Lq
=
(∫
D
∣∣∣∣ ∫
D
fζ(y)d
ny
|x− y|n−α
∣∣∣∣qdnx)1/p
≤ C
(∫
D
|fζ(x)|pdnx
)1/p
≡ C
(∫
D
|fζ(ζx)|pdnx
)1/p)
(2.58)
Now let z = ζx, w = ζy so that x = (z/ζ), y = (w/ζ) and
|x− y|n−α = 1ζn−α |z − w|n−α
and d3x = dnz/ζn and dny = d3z/ζn.∥∥∥∥∫
D
ζn−α
ζn
f(w)
|z − w|n−α d
nw
∥∥∥∥
Lq
≡
(∫
D
∣∣∣∣∫
D
ζn−α
ζn
f(w)
|z − w|n−α d
nw
∣∣∣∣q)1/q
≤ C
(
1
rζ
∫
D
|f(z)|pdz
)1/p
(2.59)
or (∫
|Fαf(z)dnz|
)1/q
≤ Crα− np+np
(∫
|f(z)|pdnz
)1/p
(2.60)
If (α− np + np → 0 then f = 0 for r ↑ 0+. If (α− np + np < 0 then f = 0 for r ↑ ∞. The only possible scenario
is (n/p) = (n/p)− α. A positive q requires αp < n so that q = np/(n− αp). Hence rα− np+np = 1. 
Corollary 2.15. The Newtonian potential ψ(x) of (1.20) coincides with the Reitsz potential for α = n− 1
and g(x) = Cρ(x), the source density so that in Rn.
ψ(x) = C
∫
D
ρ(y)dny
|x− y| = c
∫
D
f(y)
|x− y|n−(n−1) d
3y = In−1ρ(x) (2.61)
Theorem 2.16. (Fraenkel, 2000,[14])
Let D be a bounded or open set/domain and let ‖B1(0)‖ ⊂ Rn be the measure on a unit ball. Then
ψ(x) =
1
2π
∫
D
log
1
|x− y|dµ(y), n = 2
ψ(x) =
1
(n− 2)‖∂B1(0)‖
∫
D
dµ
|x− y|n−2 , n = 3 (2.62)
If ψ(x) = C, a constant for all x ∈ ∂D then D is a finite ball D = BR(0) and ψ(x) is harmonic in Rn\D.
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2.6. The Dirichlet problem on a disc and the Poisson formula.
Theorem 2.17. The Dirichlet BVP for the Laplace equation on a disc or circle D ⊂ Rn of radius R and
area A(D) = πR2 is given by (-) so that ∆ψ(x) = 0, x ∈ D and ψ(x) = g(x), x ∈ ∂D. In polar coordinates
this is the Dirichlet BVP is
∆ψ(r, θ) = ∂rrψ(r, θ) +
1
r
∂rψ(r, θ) +
1
r2
∂θθψ(r, θ) = 0, r ∈ [0, R) (2.63)
ψ(R, θ) = g(θ), θ ∈ [0, 2π) (2.64)
The well-known solution is then given by the Fourier series
ψ(r, θ) =
1
2
Ao +
∞∑
m=1
( r
R
)m
(Am cos(mθ) +Bm sin(mθ)), m = 0, 1, 2, 3... (2.65)
and on the boundary where r = R and g(θ) = ψ(R, θ)
g(r) =
1
2
Ao +
∞∑
m=1
(Am cos(mθ) +Bm sin(mθ)), m = 0, 1, 2, 3... (2.66)
with the Fourier coefficients
Am =
1
π
∫ 2π
0
g(β) cos(mβ)dβ (2.67)
Bm =
1
π
∫ 2π
0
g(β) sin(mβ)dβ (2.68)
The solution to (2.72) then has the Poisson integral representation
ψ(r, θ) =
1
2π
∣∣∣∣∫ 2π
0
R2 − r2
R2 − 2rR cos(θ − β) + r2
∣∣∣∣ g(β)dβ ≡ 12π
∫ 2π
0
|Π(R, r, θ, β)|g(β)dβ (2.69)
Proof. The well-known solution follows from separation of variables ψ(r, θ) = R(r)Θ(θ). To derive the
Poisson integral [3,4], the Fourier coefficients (1.79) and (1.80) are substituted back into (1.77).
ψ(r, θ) =
1
2
Ao +
∞∑
m=1
( r
R
)m
(Am cos(mθ) +Bm sin(mθ))
=
1
π
∫ 2π
0
∣∣∣∣∣12 +
∞∑
m=1
( r
R
)m
cos(m(θ) cos(mβ)) + sin(mθ) sin(mβ)
∣∣∣∣∣ g(β)dβ
=
1
π
∫ 2π
0
∣∣∣∣∣12 +
∞∑
m=1
( r
R
)n
cos(m(θ − β))
∣∣∣∣∣ g(β)dβ
=
1
2π
∫ π
0
∣∣∣∣∣1 +
∞∑
m=1
( r
R
)m
[exp(im(θ − β) + exp(−im(θ − β))]
∣∣∣∣∣ g(β)dβ
=
1
2π
∫ π
0
∣∣∣∣1 + ∞∑
m=1
(
r
R
exp(i(θ − β))
)n
︸ ︷︷ ︸
geometric series
+
∞∑
m=1
(
r
R
exp(−i(θ − β))
)n
︸ ︷︷ ︸
geometric series
∣∣∣∣g(β)dβ
1
2π
∫ 2π
0
∣∣∣∣1 + rR exp(i(θ − α))1− ( rR exp(i(θ − α)) +
r
R exp(−i(θ − α))
1− ( rR exp(i(θ − α))
∣∣∣∣ g(β)dβ
=
1
2π
∫ 2π
0
∣∣∣∣1 + r exp(i(θ − α))R − r exp(i(θ − α)) + r exp(−i(θ − α))R− r exp(−i(θ − α))
∣∣∣∣ g(β)dβ
=
1
2π
∫ 2π
0
∣∣∣∣1 + r exp(i(θ − β)(R − r exp(−i(θ − β)) + r exp(−i(θ − β))(R − r exp(i(θ − β)R2 − 2rR cos(θ − β) + r2
∣∣∣∣
=
1
2π
∫ 2π
0
∣∣∣∣1 + 2rR cos(θ − β)− 2r2R2 − 2rR cos(θ − β) + r2
∣∣∣∣ g(β)dβ = 12π
∫ 2π
0
∣∣∣∣ R2 − r2R2 − 2rR cos(θ − β) + r2
∣∣∣∣ g(β)dβ (2.70)

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Corollary 2.18. At the centre of the disc (r, θ) = (0, 0) so that
ψ(0, 0) =
1
2π
∫ 2π
0
g(β)dβ (2.71)
so that the solution at the centre of the disc is equal to the mean value of g on the boundary.
2.7. The Dirichlet problem and the Poisson formula for an n-ball or hypersphere. The Poisson
integral representation can be given for all n-balls with n > 2. First, the following standard results are given
without proof. For details see [3,4,5] for example.
Theorem 2.19. (Representation formula for solutions to the boundary value Poisson equation).
Let D ⊂ Rn be a domain with a smooth boundary ∂D with ψ ∈ C2(D), g ∈ C(∂D). The unique solution
ψ ∈ C2(D) ∩ C(D) to
∆ψ(x) = ∇i∇iψ(x) = f(x), x ∈ D (2.72)
ψ(x) = g(x), x ∈ ∂D (2.73)
has the representation
ψ(x) =
∫
D
f(y)G(x, y)dny +
∫
∂D
g(σ)∇Nˆ(σ)G(x, σ)dσ (2.74)
for (x, y) ∈ D and σ ∈ ∂D. The Green function G(x, y) on D satisfies ∆ψ(x) = δ3(x− y).
For a proof see [5].
Lemma 2.20. Green function for an n− ball Given a ball BR(p) ⊂ R3 of radius R centred at p, the
Green function has the form
G(x, y) = − 1
4π|x− y| +
1
4π
R
|x− p|
∣∣∣ R2|x−p|2 (x− p)− (y − p)∣∣∣ , x 6= p (2.75)
G(p, y) = − 1
4π|y − p| +
1
4πR
(2.76)
Also, if x ∈ BR(p) and σ ∈ ∂b,BR(p) then
∇Nˆ(σ)G(x, σ) =
R2 − |x− p|2
4πR
1
|x− σ|3 (2.77)
For BR(p) ⊂Rn
∇Nˆ(σ)G(x, σ) =
R2 − |x− p|2
ωnR
1
|x− σ|3 (2.78)
For a proof see Speck notes.
Theorem 2.21. (Poisson formula for harmonic functions in an Euclidean ball). Let BR(p) ⊂ R3
be a ball of radius R centred at p = (p1, p2, p3) and let x ∈ R3. Let g ∈ C(∂BR(p). Then the unique solution
ψ ∈ C2(BR(p)) ∩ C(BR(p) of the PDE
∆ψ(x) = 0, x ∈ BR(p) (2.79)
ψ(x) = g(x), x ∈ ∂BR(p) (2.80)
is represented by the Poisson formula in R3.
ψ(x) =
R2 − |x− p|2
4πR
∫
∂BR(p)
g(σ)dσ
|x− σ|3 (2.81)
If BR(p) ⊂ Rn then
ψ(x) =
R2 − |x− p|2
‖∂B1(p)‖R
∫
∂BR(p)
g(σ)dσ
|x− σ|n (2.82)
Proof. The solution follows readily from Theorem (2.19) and Lemma (2.20). When f(x) = 0 equation (2.74)
becomes
ψ(x) =
∫
∂D
g(σ)∇Nˆ(σ)G(x, σ)dσ (2.83)
Substituting (2.77) then gives (2.81) 
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3. Stochastic extensions of classical theorems and estimates
In this section, the classical theorems, estimates and BV problems of potential theory discussed in Section
2 are extended and modified to incorporate random or ’noisy’ domains. These are tentatively defined as
domains within which there also exists (regulated) Gaussian random scalar fields–defined with respect to a
probability triplet–at all points within the domain and/or on its boundary. PDES and harmonic functions,
and also boundary data, existing within the domain or on its boundary are then randomly perturbed by the
GRSFs. Physically, this can correspond to random medias or the effects of noise or ’turbulence’ on systems
described by the LE or PE.
Classical random fields correspond naturally to structures, and properties of systems, that are varying
randomly in time and/or space. They have found many useful applications in mathematics and applied
science: in the statistical theory or turbulence, in geoscience, medical science, engineering, imaging, computer
graphics, statistical mechanics and statistics, biology and cosmology [16-31]. Coupling random fields or
noise to ODEs or PDEs is also a useful methodology in studying turbulence, chaos, random systems, pattern
formation etc [31-34]. The study of stochastic partial differential equations(SPDEs), arising from the coupling
of random fields/noises to PDEs is also a rapidly growing field [35]. Details of the formal mathematical
properties and physical applications of of random fields can be found in a number of texts [16-29]. GRSFs
are also discussed in more detail in Appendix A.
Proposition 3.1. Let D ⊂ Rn be a closed or open domain with boundary ∂D. Let IF(x;ω) ≡ IF(x) be a
regulated GRSF defined with respect to a probability triplet (Ω,F ,P) and which exists for all x ∈ D and /or
x ∈ ∂D. the derivatives and integrals of IF(x) exist. Then a ’noisy’ or random domain is defined as the set
D = {D, IF(x), (Ω,F ,P)} (3.1)
Similarly, a noisy or random Euclidean ball BR(0) is defined as
BR(0) = {BR(0), IF, (Ω,F ,P)} (3.2)
The Dirichlet BV problem for the Poisson equation in a random/noisy domain is defined as follows.
Proposition 3.2. For ψ ∈ C2D and (f, g) : D → R, the usual DBVP is ∆ψ(x) = f(x), x ∈ D and
ψ(x) = g(x). The possible DBVPs within the random domain D are then:
(1) Noisy or randomly perturbed boundary data
∆ψ(x) = f(x), x ∈ D (3.3)
ψ(x) = g(x) + λIF(x), x ∈ ∂D (3.4)
where λ > 0
(2) Noisy/perturbed boundary data and noisy/perturbed source term so that
∆ψ(x) = f(x) + λIF(x), x ∈ D (3.5)
ψ(x) = g(x) + λIF(x), x ∈ ∂D (3.6)
(3) Noisy/perturbed source term only
∆ψ(x) = f(x) + ηIF, x ∈ D (3.7)
ψ(x) = g(x), x ∈ ∂D (3.8)
Corollary 3.3. The DBVP for the Laplace equation with noisy boundary data follows from setting f(x) = 0
so that
∆ψ(x) = 0, x ∈ D (3.9)
ψ(x) = g(x) + λIF, x ∈ ∂D (3.10)
3.1. Solutions of PDEs from Brownian motion and the Feynman-Kac formula. Before proceeding,
the well-established and well-known connections between parabolic and elliptic PDEs and Brownian motion
should be briefly reviewed. In 1944, Kakutani [36] showed that the Dirichlet problem for the Laplace equation
in R2 can be solved using random walks. Given a point x ∈ D in the interior of D, generate random walks
that start at x and which end when they reach the boundary ∂D. Then one computes the average of the
values of the given function at these boundary points. This average value is then approximately equal to
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the value of the solution to the Dirichlet problem at the point. Feynman and Kac [37] later established that
solutions of parabolic PDE can be expressed in terms of an underlying Brownian motion or Wiener process.
Theorem 3.4. (Feynman−Kac formula)
Let D ⊂ R3 be a domain or open subset. For all x ∈ D and t ∈ [0, T ], suppose the function ψ(x, t) satisfies
the PDE
∂tψ(x, t) + α(x, t)∇iψ(x, t) + 12β2(x, t)∆ψ(x, t) − V (x, t)ψ(x, t) = f(x, t) = 0 (3.11)
with (α, β, ψ, V, f) : D → R and the final condition ψ(x, T ) = ϕ(x) some suitable boundary conditions. Let
X(t) be an Ito process satisfying the stochastic differential equation
dX(t) = α(X, t)dt+ β(X, t)dW(t) (3.12)
where W(t) is a standard Brownian motion or Wiener process. Then the solution of the PDE is given by the
Feynman-Kac formula
ψ(x, t) = E
s[ ∫ T
0
exp
(
−
∫ s
t
V (X(τ), τ)f(X(s), s)ds
+ exp
(
−
∫ T
t
V (X(τ), τ)dτ
)
ϕ(X(T ))
∣∣∣∣X(t) = x]{ (3.13)
If α = V = 0 then (-)reduces to a pure diffusion of the form dX(t) = α(x, t)dt+ β(X, t)dW(t) which has the
generator G = 12β(X, t)∆. The PDE (3.11) is then the heat equation
∂tψ(x, t) +Q∆ψ(x, t) = −f(x, t) (3.14)
with FK solution
ψ(x, t) = E
s[ ∫ T
0
f(X(s), s)ds+ ψ(X(τ))X(t) = x
]{
(3.15)
which is ψ(x, t) = E
q
ψ(X(τ))|X(t) = x]y
The is proof is detailed but can be found in various texts. (refs).
Theorem 3.5. The Dirichlet BV problem for the Poisson equation is given by (1.35) so that ∆ψ(x) =
−f(x), x ∈ D and ψ(x) = g(x) for x ∈ D and (f, g) : D → R and ψ ∈ C2(D. Let τ2D be the ’first passage
time’ namely
τ2∂D = inf{t :W(t) ∈ ∂D} (3.16)
with Eτ2∂D <∞. The ’first passage location’ on the boundary ∂D is W(τ2D). The solution is
ψ(x) = E
s[ ∫ τ∂D
0
f(W(t))dt
]{
+ E
s
f(W(τ2D))
{
(3.17)
When f = 0 this is the Dirichlet BV problem for the Laplace equation and the solution is
ψ(x) = E
s
f(W(τ2D))
{
(3.18)
3.2. Stochastically averaged mean value properties. The mean value property was discussed in Section
2. If BR(x) is ball with centre x and radius R and volume ‖BR(x)‖ then for any harmonic function ψ(x)
ψ(x) =
1
‖BR(x)‖
∫
BR(x)
ψ(y)dny, (x, y) ∈ BR(x) (3.19)
This theorem can be extended to include randomly perturbed harmonic fields in a ball.
Theorem 3.6. Let BR(x) = {BR(x), IF, (Ω,F ,P)} be a random or ’noisy’ ball such that for all x ∈
BR(0), ∃ GRSF IF. The derivatives |∇IF(x)| and integrals
∫
IF(x)dµ(x) exist regulated covariances are
EJIF(x)K = 0, EJIF(x)⊗ IF(x)K = α and EJIF(x)⊗ IF(y)K = βK(x, y; ǫ). If the harmonic function is randomly
perturbed then it becomes GRSF
ψ(x) = ψ(x) + λIF(x) (3.20)
(Note: all randomly perturbed quantities will be denoted by an overline.) Equation (3.20 ) becomes
ψ(x) =
1
‖BR(x)‖
∫
BR
ψ(y)dny, (x, y) ∈ BR(x) (3.21)
Then:
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(1) The stochastic average is EJψ(x)K = ψ(x)
(2) If (x, x′, y, y′) ∈ BR(x) then the 2-point covariance is
E
s
ψ(x)⊗ ψ(x′)
{
= ψ(x)ψ(x′) +
λ2
‖BR(x)‖‖BR(x)‖α
∫
BR(x)
∫
BR(x)
K(y, y′; ǫ)dnydny′ (3.22)
(3) The volatility of ψ(x) is
M2(x) ≡ V(x) = EJ|ψ(x)|2K = |ψ(x)|2 + αλ‖BR(x)‖2 <∞ (3.23)
so that the volatility grows with the square of the volume of the ball.
Proof. To prove (1), the expectation of the GRSF is
E
q
ψ(x)
y
=
1
‖BR(x)‖
∫
BR
E
s
ψ(y)
{
dny
=
1
‖BR(x)‖
∫
BR(x)
ψ(y)dny +
λ
‖BR(x)‖
∫
BR(x)
E
s
IF(x)
{
dny
=
1
‖BR(x)‖
∫
BR(x)
ψ(y)dny = ψ(x) (3.24)
To prove (2), the 2-point covariance, the randomly perturbed fields at points (x, x′) ∈ BR(x) are
ψ(x) =
1
‖B(x)‖
∫
BR(0)
(ψ(y) + λIF(y))dny (3.25)
ψ(x′) =
1
‖B(x)‖
∫
BR(x)
(
ψ(y′) + λIF(y′))dny′ (3.26)
These are integrated over the same ball BR(x) although they could be integrated over balls BR(x) and
BR(x
′) with BR(x) ∩ BR(x′) = ∅ or BR(x) ∩ BR(x′) 6= ∅. The 2-point covariance is then
E
s
ψ(x)⊗ ψ(x′)
{
=
1
‖BR(x)‖2
∫∫
BR(0)
(
ψ(y) + λIF(y))
(
ψ(y′) + λIF(y′)
)
dnydny′
=
λ
‖BR(x)‖2
∫∫
BR(0)
ψ(y)ψ(y′)dnydny′
+
λ
‖BR(x)‖2
∫∫
BR(0)
ψ(y)E
s
IF(y′)
{
dnydny′
+
1
‖BR(x)‖2
∫∫
BR(0)
ψ(y′)E
s
IF(x)
{
dnydny′
+
λ2
‖BR(x)‖2
∫∫
BR(0)
ψ(y′)E
s
IF(y)⊗ IF(y′)
{
dnydny′
=
1
‖BR(x)‖2
∫∫
BR(0)
ψ(y)ψ(y′)dnydny′
+
λ2
‖BR(x)‖2
∫∫
BR(0)
ψ(y′)E
s
IF(y)⊗ IF(y′)
{
dnydny′
= ψ(x)ψ(x′) +
λ2
‖BR(x)‖2
∫∫
BR(0)
ψ(y′)K(y, y′)dnydny′
= ψ(x)ψ(x′) +
αλ2
‖BR(x)‖2
∫∫
BR(0)
K(y, y′)dnydny′ (3.27)
The volatility (3) then follows from taking the regulated limit lim(x,y)→(x′,y′ whereby αK(y, y
′; ǫ) = α. 
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Theorem 3.7. (Binomial Thm) Let (f(x), g(x)) be two smooth functions for all x ∈ D. Then the binomial
theorem is
(f(x) + g(x))P ≤
P∑
Q=1
(
P
Q
)
|f(x)|P−Q|g(x)|Q (3.28)
The binomial Theorem can be utilised to compute the moments.
Theorem 3.8. Given the conditions of Thm (3.6), the P th-order moments or covariance is given by
MP (x) ≡ E
s∥∥∥∥ψ(x)∥∥∥∥P{ = P∑
Q=1
(
P
Q
)(
1
‖BR(x)‖
∫
BR(x)
ψ(y)dny
)P−Q
λQ
[
1
2 (α
Q/2 + (−1)QαQ/2]
=
P∑
Q=1
(
P
Q
)
|ψ(x)|P−QλQ[12 (αQ/2 + (−1)QαQ/2] (3.29)
so that all odd P moments vanish.
Proof. The moments are estimated as
E
s
|ψ(x)|P
{
= E
s
(
1
‖BR(x)‖
∫
BR(x)
ψ(y)dny +
λ
‖BR(x)‖
∫
BR(x)
IF(x)dny
)P{
= E
s P∑
Q=0
(
P
Q
)(
1
‖BR(x)‖
∫
BR(x)
ψ(y)dny
)P−Q(
λ
‖BR(x)‖
∫
BR(x)
IF(x)dny
)Q{
=
P∑
Q=0
(
P
Q
)(
1
‖BR(x)‖
∫
BR(x)
ψ(y)dny
)P−Q
E
s(
λ
‖BR(x)‖
∫
BR(x)
E(x)dny
)Q{
≤ C
P∑
Q=0
(
P
Q
)(
1
‖BR(x)‖
∫
BR(x)
ψ(y)dny
)p−Q
×
(
λ
‖BR(x)‖
)Q ∫
BR(x)
...
∫
BR(x)
E
s
IF(x)⊗ ...⊗ IF(x)︸ ︷︷ ︸
Q times
{
dny...dny︸ ︷︷ ︸
p times
= C
P∑
Q=0
(
P
Q
)(
1
‖BR(x)‖
∫
BR(x)
ψ(y)dny
)P−Q
×
(
λ
‖BR(x)‖
)Q ∫
BR(x)
...
∫
BR(x)
[
1
2
(αQ/2 + (−1)QαQ/2
]
dny...dny︸ ︷︷ ︸
P times
= C
P∑
Q=0
(
P
Q
)(
1
‖BR(x)‖
∫
BR(x)
ψ(y)dny
)P−Q(
λ
‖BR(x)‖
)Q[
1
2
(
αQ/2 + (−1)QαQ/2
)](∫
BR(0)
dny
)Q
= C
P∑
Q=0
(
P
Q
)(
1
‖BR(x)‖
∫
BR(x)
ψ(y)dny
)P−Q(
λ
‖BR(x)‖
)Q[
1
2
(
αQ/2 + (−1)QαQ/2
)]
‖BR(x)‖Q
= C
P∑
Q=0
(
P
Q
)(
1
‖BR(x)‖
∫
BR(x)
ψ(y)dny
)P−Q
λQ
[
1
2
(
αQ/2 + (−1)QαQ/2
)]
= C
P∑
Q=0
(
P
Q
)
|ψ(x)|P−QλQ
[
1
2
(
αQ/2 + (−1)QαQ/2
)]
<∞ (3.30)
so that the (even) moments to all orders are always finite.
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Corollary 3.9. The volality is for p=2 and agrees with (3.27) since
M2(x) = V(x) = E
s
|ψ(x)|2K = 2∑
Q=0
|
(
p
2
)
ψ(x)|2−QλQ
[
1
2
(
αQ/2 + (−1)QαQ/2
)]
<∞
=
(
2
0
)
|ψ(x)|2[ 12 + 12 ] + λ
(
2
1
)
|ψ(x)|[α1/2 − α1/2]+ λ2(2
2
)
[ 12α+
1
2α] (3.31)
= |ψ(x)|2 + λ2α (3.32)
which agrees with (3.23).

3.3. Averaged maximum principle for randomly perturbed harmonic functions. The maximum
principle extends to randomly perturbed or noisy harmonic functions.
Theorem 3.10. Let D = (D, IF(x), (Ω,F ,P)) be a noisy or random domain and ψ(x) is a harmonic
function within D that obeys the strong maximum principle. Let ψ(x) = ψ(x) + λIF(x) be the randomly
perturbed or noisy harmonic function in D. Then the stochastically averaged maximum principle holds such
that
E
q
ψ(x)
y
< maxE
q
ψ(y)
y
, y ∈ ∂D (3.33)
E
q
ψ(x)K > minEqψ(y)y, y ∈ ∂D (3.34)
or equivalently
E
q|ψ(x)|2K < maxEq|ψ(y)|2y y ∈ ∂D (3.35)
E
q|ψ(x)|2y > minEq|ψ(y)|2y, y ∈ ∂D (3.36)
E
q|ψ(x)|pK < maxEq|ψ(y)|py y ∈ ∂D (3.37)
E
q|ψ(x)|py > minEq|ψ(y)|py, y ∈ ∂D (3.38)
Proof. If (3.37) and (3.38) hold then
E
q|ψ(x)|P y = Eq|ψ(x) + λIF(x)|py = Es P∑
Q=0
(
P
Q
)
|ψ(x)|P−Q|λ|Q|IF(x)|Q
{
=
P∑
Q=0
(
P
Q
)
|ψ(x)|P−Q|ξ|QEq|IF(x)|Qy
=
p∑
Q=0
(
P
Q
)
|ψ(x)|P−Q|λ|Q[1
2
(αQ/2 + (−1)QαQ/2)]
≥ Eq|minψ(y)|P y
= E
q|minψ(y) + λmin IF(y)|Py = Es P∑
Q=0
(
P
Q
)
|minψ(y)|P−Q|λ|Q|IF(y)|Q
{
=
P∑
Q=0
(
P
Q
)
|minψ(y)|P−Q|λ|QEq|min IF(y)|Qy
=
P∑
Q=0
(
P
Q
)
|minψ(y)|P−Q|ξ|Q[1
2
(αQ/2 + (−1)QαQ/2)
]
(3.39)
which is equivalent to
P∑
Q=0
(
P
Q
)
|ψ(x)|P−Q|λ|Q
[
1
2
(αQ/2 + (−1)QαQ/2)
]
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≥
P∑
Q=0
(
P
Q
)
|minψ(y)|P−Q|λ|Q
[
1
2
(αQ/2 + (−1)QαQ/2)
]
(3.40)
or
P∑
Q=0
(
P
Q
)
|ψ(x)|P−Q ≥
P∑
Q=0
(
P
Q
)
|minψ(y)|P−Q (3.41)
which holds for any P ≥ 1 if the original maximum principle holds, which is does for all harmonic functions
ψ(x). 
Lemma 3.11. (Stochastic gradient theorem)
Let C ⊂ D ⊂ Rn be a curve with endpoints A and B. Let ψ(x) be a harmonic function on D. If ∃ SGRF
IF(x) then the noisy or randomly perturbed field is ψ(x) = ψ(x) + IF(x). The line integral of the gradient is
L(C) =
∫
C
∇iψ(x)dxi =
∫
C
∇iψ(x)dxi +
∫
C
∇iIF(x)dxi
= |ψ(B) − ψ(A)|+
∫
C
∇iIF(x)dxi (3.42)
The expectation is then
EJL(C)K = s ∫
C
∇iψ(x)dxi
{
= |ψ(B)− ψ(A)| +E
s ∫
C
∇iIF(x)dxi
{
= ψ(B)− ψ(A) (3.43)
For a closed (loop) integral
L(C) = EJL(C)K = s ∮
C
∇iψ(x)dxi
{
= |ψ(B)− ψ(B)| +E
s ∮
C
∇iIF(x)dxi
{
= ψ(B)− ψ(B) = 0 (3.44)
The proof follows from EJ∇iIF(x)K = 0. There is a correlation between two line integrals
Lemma 3.12. Let C,C′ ⊂ D be two curves with endpoints (P,Q) and (P ′, Q′) If x ∈ C and x′ ∈ C′. If
EJ∇iIF(x)⊗ IF(y)K = δijK(x, y; ǫ)
L(C) =
∫
C
∇iψ(x)dxi +
∫
C
∇iIF(x)dxi = |ψ(B)− ψ(A)| +
∫
C
∇iIF(x)dxi (3.45)
L(C′) =
∫
C′
∇iψ(x′)dx′ i +
∫
C
∇iIF(x′)dx′i = |ψ(B′)− ψ(A′)|+
∫
C′
∇iIF(x′)dx′ i (3.46)
Then the correlation between the line integrals is
EJL(C)⊗ L(C′)K =
∫∫
C,C′
∇iψ(x)∇jψ(x) +
∫∫
C,C′
δijK(x, x
′; ǫ)dxidx′ j
= (ψ(B) − ψ(A))(ψ(B′)− ψ(A′)) +
∫∫
C,C′
K(x, x′; ǫ)dxidxj (3.47)
For closed loop integrals
EJL(C)⊗ L(C′)K =
∮ ∮
C,C′
∇iψ(x)∇jψ(x) +
∮ ∮
C,C′
δijK(x, x
′; ǫ)dxidx′ j
= (ψ(B) − ψ(B))(ψ(B′)− ψ(B′)) +
∮ ∮
C,C′
K(x, x′; ǫ)dxidxj
=
∮ ∮
C,C′
K(x, x′; ǫ)dxidxj (3.48)
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Proof.
EJL(C)⊗ L(C′)K = Es∮ ∮
C,C′
(∇iψ(x) +∇iF(x)) ⊗ (∇jψ(y) +∇jIF(y))d3xd3y
{
=
∮ ∮
C,C′
[
∇iψ(x)∇jψ(y) +∇iψ(x)EJ∇jIF(y)K
+∇jψ(y)EJ∇iIF(x)K+∇iEJIF(x)⊗∇jIFK]d3xd3y
=
∮ ∮
C,C′
[
∇iψ(x)∇jψ(y) +E
s
∇iIF(x)⊗∇jIF(y)
{]
d3xd3y (3.49)
and the result follows 
3.4. Stochastically averaged Dirichlet energy integral. The Dirichlet energy integral(DEI) was pre-
viously defined and is essentially the Lagrangian for the Laplace equation, with harmonic functions being
critical points.(Thm 4.1).We now consider a stochastically averaged Dirichlet energy integral(SADEI).
Theorem 3.13. Let E [ψ] be the DEI given by (1.11) on a domain D.LetD = {D, IF(x), (Ω,F ,P)} be a
random domain for which there exists a GRF IF(x) with derivative ∇iIF(x) for all x ∈ D. The expectations
are E = 0 and EJIF(x) ⊗ IF(x)K = α. Let ψ(x) be a harmonic function on D that is randomly perturbed as
ψ(x) = ψ(x) + λIF(x). The SADEI is
E[E [ψ] = E[ψ] = E
s ∫
D
|∇iψ(x)|2dnx
{
≡
∫
D
E
s
|∇iψ(x)|2
{
dnx (3.50)
or formally
E[E [ψ] = E [ψ] =
∫
Ω
∫
D
|∇iψ(x)|2dnxdP(ω) (3.51)
The following then hold:
(1) The Dirichlet energy is shifted by a constant factor
E[E [ψ] = E [ψ] = E
s∫
D
|∇iψ(x)|2dnx
{
=
∫
D
|∇iψ(x)|2dnx+ λα‖D‖ (3.52)
(2) The deterministic harmonic functions ψ(x) are still critical points of the SADEI E[E [ψ]
(3) If ψ(x) is harmonic and ϕ(x) is any other function on D which is not harmonic then
E
s∫
D
|∇iψ(x)|2dnx
{
< E
s∫
D
|∇iϕ(x)|2dnx
{
(3.53)
or E[ψ] < E[ϕ] Hence, harmonic functions are still critical points of the SADEI.
Proof. To prove (1) simply expand and take the expectation
E[E [ψ] = E [ψ] = E
s ∫
D
|∇iψ(x)|2dnx
{
≡
∫
D
E
s
|∇iψ(x)|2
{
dnx
= E
s∫
D
∣∣∣∣∇iψ(x) + λ∇iIF(x)∣∣∣∣2dnx{
=
∫
D
(
|∇iψ(x)|2 + 2λ
∫
E
q∇iψ(x){dnx+ λ2EsIF(x)⊗ IF(x){)dnx
=
∫
D
(
|∇iψ(x)|2 + λ2E
s
IF(x)⊗ IF(x)
{)
dnx (3.54)
=
∫
D
(
|∇iψ(x)|2 + λ2α
)
dnx =
∫
D
(
|∇iψ(x)|2
)
dnx+ λ2α‖D‖ (3.55)
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so that the DEI is shifted by a constant. To prove (2),let φ(x) is a scalar field that vanishes on ∂D so that
d
dξ
E [ψ, φ, ξ] =≤
∫
D
ϕ(x)∆ψ(x)dnx (3.56)
If the fields are randomly perturbed as ψ(x) = ψ(x) + λIF(x) and φ(x) = ψ(x) + λIF(x) then
d
dξ
E
s
E[ψ, φ, ξ]
{
=≤ E
s ∫
D
ϕ(x)∆ψ(x)dnx
{
= E
s ∫
D
ϕ(x)∆ψ(x) + λϕ(x)IF(x) + λ2IF(x)⊗ IF(x)
]
=
∫
D
ϕ(x)ψ(x) + λ2E
s
IF(x)⊗∆IF(x)
{
=
∫
D
ϕ(x)∆ψ(x) + λ2 (3.57)
which vanishes for ∆ψ(x) = 0 so that harmonic functions are still critical points. Finally, (3) follows readily
from
E
s ∫
D
|∇iψ(x)|2dnx
{
=
∫
D
|∇iψ(x)|2dnx+ λα‖D‖
≤ E
s ∫
D
|∇iφ(x)|2dnx
{
=
∫
D
|∇iφ(x)|2dnx+ λα‖D‖ (3.58)
so that again the Dirichlet energy is minimised. 
The volatility of the DEF at any point is finite and bounded.
Lemma 3.14. If ψ(x) is a harmonic function then E [ψ(x)] is minimised. Let V[ǫ(ψ(x))] be the volatility of
E [ψ(x)] so that
V[E(ψ(x))] = E
s∣∣∣∣12
∫
D
|∇iψ(x)|2d3x
∣∣∣∣2{ (3.59)
where ψ(x) = ψ(x) + IF(x). The regulated covariance of the gradient of the SGRF is
EJ|∇IF(x)|2K = λ (3.60)
If D = BR(0) is a ball of radius R, then an estimate for the bound on the volatility of the DEF is then
(‖ψ(x)‖L2)2 = V[ψ(x)] = E{E [ψ(x)]} ≤
1
4
|E(|ψ(x))|2) + 1
2
λπR3f(|ψ(x)) + 4
9
λπ2R6 <∞ (3.61)
so that the volatility grows with the radius of the ball but is always finite.
Proof.
V[f(ψ(x))] = E
s∣∣∣∣12
∫
D
|∇iψ(x)|2d3x
∣∣∣∣{
=
1
4
E
s(∫
D
|∇iψ(x)|2d3x
)(∫
D
|∇iψ(x)|2d3x
}
≤ E
s ∫∫
D
|∇iψ(x)|2|∇iψ(x)|2d3xd3x
{
= E
s ∫∫
D
|∇iψ(x) +∇IF(x)|2|∇iψ(x) +∇IF(x)|2d3xd3x
{
≡
∫∫
D
E
s
|∇iψ(x) +∇IF(x)|2|∇iψ(x) +∇IF(x)|2
{
d3xd3x
=
1
4
∫∫
D
|∇iψ(x)|4d3xd3x+
∫∫
D
|∇ψi(x)|3EJIF(x)Kd3dd3x′
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+
3
2
∫∫
D
|∇iψ(x)|2EJ|IF(x)|2d3xd3x+ ∫∫
D
|∇ψi(x)|EJ|IF(x)|3Kd3dd3x
+
1
4
∫∫
D
EJ∇iIF(x)∇iIF(x)∇iIF(x)∇iIF(x)(x)}d3xd3x
=
1
4
∫∫
D
|∇iψ(x)|4d3xd3x+ 3
2
λ
∫∫
D
|∇iψ(x)|2dxd3x+ 1
4
λ
∫∫
D
d3xd3x
=
1
4
∫∫
D
|∇iψ(x)|4d3xd3x+ 3
2
λ‖D‖
∫
D
|∇iψ(x)|2dx + 1
4
‖D‖2
=
1
4
|E [ψ(x)]|2 + 3
2
λ‖D‖E [ψ(x)] + 1
4
‖D‖2 <∞ (3.62)
so that the volatility of the DEI is finite and bounded. For a ball of radius R inR3 one has ‖D‖ = ‖BR(0)‖ =
4
3πR
3.
V[E(ψ(x))] ≤ 1
4
|E [ψ(x)]|2 + 3
2
λ‖BR(0)‖E [ψ(x)] + 1
4
‖BR(0)‖2
=
1
4
|E [ψ(x)]|2 + 1
2
λπR3E [ψ(x)] + 4
9
λπ2R6 <∞ (3.63)

3.5. Stochastically averaged Cacciopolli estimates.
Lemma 3.15. Let BR(0) ⊂ B2R(0) ⊂ Rn with compliment B2R(0)\BR(0) and volumes ‖B2R(0)‖, ‖BR(0)‖,
‖B2R\BR(0)‖, and ∆ψ(x) = 0 so that ψ(x) is a harmonic function. The Cacciopolli estimate is∫
BR(x)
|∇iψ(x)dnx ≤ 4
R2
∫
B2R\BR(x)
|ψ(x)|2dnx (3.64)
If IF(x, ω) ≡ IF(x) is a GRSF existing for all x ∈ B2R(0) with respect to a probability triple (Ω,F ,P)
then a random or ’noisy’ ball/domain is B2R(0) = JB2R(0), IF(x), (Ω,F ,P)K. The regulated covariances are
EJIF(x) ⊗ IF(x)K = α and E(∇iIF(x) ⊗∇jIF(x)) = δijβ and summing, the factor of n can be absorbed into
β.
The harmonic function is perturbed as ψ(x) = ψ(x)+λIF(x) for λ > 0 and the GRSF ψ(x) is stochastically
harmonic in that EJ∆ψ(x)K = 0. The stochastically averaged Cacciopolli estimate is then formally∫
Ω
∫
BR(x)
|∇iψ(x, ω)dnxdω ≤ 4
R2
∫
Ω
∫
B2R\BR(x)
|ψ(x, ω)|2dnxdω (3.65)
or
E
s ∫
BR(x)
|∇iψ(x)dnx
{
≤ 4
R2
E
s ∫
B2R\BR(x)
|ψ(x)|2dnxdω
{
(3.66)
which holds if:
(1) the inequality
R2
4
(
β
α
)
≤ ‖B2R(0)\BR(0)‖‖BR(0)‖ (3.67)
holds.
(2) Or equivalently if ∃, C1, C2 such that
C1
2∑
Q=0
(
2
Q
) ∣∣∣∣∣
∫
BR(0)
∇iψ(x)dnx
∣∣∣∣∣
2−ξ
[
1
2
∥∥B2R∥∥(βQ/2 + (−1)QβQ/2)]
≤ 4C2
R2
2∑
Q=0
(
2
ξ
) ∣∣∣∣∣
∫
B2R(0)\R(0)
∇iψ(x)dnx
∣∣∣∣∣
2/3
[
1
2
∥∥B2R\BR(0)∥∥(αξ/2 + (−1)Qαξ/2)] (3.68)
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Proof. If (3.65) holds then the lhs is
E
t∫
BR(x)
|∇iψ(x)dnx
|
≡
∫
BR(x)
|E
s
∇iψ(x)|2
{
dnx
=
∫
BR(x)
∣∣∇iψ(x)∣∣2dnx+ λ2 ∫
BR(x)
E
s∣∣∣∣∇iIF(x)∣∣∣∣2{dnx
=
∫
BR(x)
∣∣∇iψ(x)∣∣2dnx+ λ2β ∫
BR(x)
dnx (3.69)
=
∫
BR(x)
∣∣∇iψ(x)∣∣2dnx+ λ2β‖BR(x)‖
≤ 4
R2
E
t∫
B2R(0)\BR(0)
|ψ(x)dnx
|
≡ 4
R2
∫
B2R(0)\BR(0)
|E
s
ψ(x)|2
{
dnx
=
4
R2
∫
B2R(0)\BR(0)
∣∣ψ(x)∣∣2dnx+ 4
R2
λ2
∫
B2R(0)\BR(0)
E
s∣∣∣∣IF(x)∣∣∣∣2{dnx
=
∫
BR(x)
∣∣ψ(x)∣∣2dnx+ λ2α ∫
BR(x)
dnx
=
4
R2
∫
BR(x)
∣∣ψ(x)∣∣2dnx+ λ2α‖B2R(0)\BR(0)‖ (3.70)
so that one must have ∫
BR(x)
∣∣∇iψ(x)∣∣2dnx+ λ2β‖BR(x)‖
≤ 4
R2
∫
B2R\BR(0)(x)
∣∣ψ(x)∣∣2dnx+ 4
R2
λ2α‖B2R(x)\BR(0) (3.71)
which is
β‖BR(x)‖ ≤ 4
R2
α‖B2R(x)\BR(0) (3.72)
giving (3.67). To prove (3.68),the binomial theorem is applied so that
E
t∫
BR(0)
|∇iψ(x) + λIF(x)|2dnx
|
= E
uv ∞∑
Q=2
(
2
Q
) ∣∣∣∣∣
∫
R(0)
∇iψ(x)dnx
∣∣∣∣∣
2−Q ∣∣∣∣∫ ∇iIF(x)∣∣∣∣Q dnx
}~
=
∞∑
Q=2
(
2
Q
) ∣∣∣∣∣
∫
R(0)
∇iψ(x)dnx
∣∣∣∣∣
2−Q
E
t∣∣∣∣∫ ∇iIF(x)dnx∣∣∣∣Q
|
=
2∑
Q=0
(
2
Q
) ∣∣∣∣∣
∫
BR(0)
∇iψ(x)dnx
∣∣∣∣∣
2−Q
E
uv∫ ∇iIF(x)dnx ×...×︸ ︷︷ ︸
Q times
∫
∇iIF(x)dnx
}~
≤ C1
2∑
Q=0
(
2
Q
) ∣∣∣∣∣
∫
BR(0)
∇iψ(x)dnx
∣∣∣∣∣
2−Q ∫
BR(0)
...
∫
BR(0)
E
s
|∇iIF(x)|Q
{
dnx...dnx
= C1
2∑
Q=0
(
2
Q
) ∣∣∣∣∣
∫
BR(0)
∇iψ(x)dnx
∣∣∣∣∣
2−Q ∫
BR(0)
E
s
|∇iIF(x)|Q
{
dnx
= C1
2∑
Q=0
(
2
Q
) ∣∣∣∣∣
∫
BR(0)
∇iψ(x)dnx
∣∣∣∣∣
2−Q ∫
BR(0)
[1
2
(αQ/2 + (−1)Q/2αα]dnx
= C1
2∑
Q=0
(
2
Q
)∣∣ ∫
BR(0)
∇iψ(x)dnx
∣∣2−Q ∣∣∣∣[12(αQ/2 + (−1)QαQ/2]
∣∣∣∣Q ‖BR(0)‖
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≤ 4
R2
E
uv ∞∑
Q=2
(
2
Q
) ∣∣∣∣∣
∫
R(0)
ψ(x)dnx
∣∣∣∣∣
2−Q ∣∣∣∣∫ IF(x)dnx∣∣∣∣Q
}~
=
4
R2
∞∑
Q=2
(
2
Q
)∣∣∣∣∣
∫
R(0)
ψ(x)dnx
∣∣∣∣∣
2−Q
E
t∣∣∣∣∫ IF(x)dnx∣∣∣∣Q
|
=
4
R2
2∑
Q=0
(
2
Q
)∣∣∣∣∣
∫
BR(0)
ψ(x)dnx
∣∣∣∣∣
2−Q
E
uv∫ IF(x)dnx ×...×︸ ︷︷ ︸
Q times
∫
IF(x)dnx
}~
≤ C2
R2
2∑
Q=0
(
2
Q
)∣∣∣∣∣
∫
B2R(0)\BR(0)
ψ(x)dnx
∣∣∣∣∣
2−Q ∫
B2R(0)\BR(0)
...
∫
B2R(0)\BR(0)
E
s
|IF(x)|Q
{
dµ(x)...dµ(x)x
=
4C2
R2
2∑
Q=0
(
2
Q
) ∣∣∣∣∣
∫
B2R(0)\BR(0)
ψ(x)dµ(x)
∣∣∣∣∣
2−Q ∫
B2R(0)\BR(0)
E
q|IF(x)|Q{dµ(x)x
=
4C2
R2
2∑
Q=0
(
2
Q
) ∣∣∣∣∣
∫
B2R(0)\BR(0)
∇iψ(x)dnx
∣∣∣∣∣
2−Q ∫
B2R(0)\BR(0)
[1
2
(αQ/2 + (−1)QαQ/2]dnx
=
4C2
R2
2∑
Q=0
(
2
Q
)∣∣ ∫
B2R(0)\BR(0)
ψ(x)dµ(x)
∣∣2−Q ∣∣∣∣[12(αQ + (−1)QαQ]
∣∣∣∣Q ‖B2R(0)\BR(0)‖ (3.73)
giving (3.66) 
3.6. Turbulence in potential flow theory. The effects of ’turbulence’ in potential flow can be considered
by introducing the GRSF IF(x) and its derivative ∇iIF(x).
Proposition 3.16. Let ui(x) = ∇iψ(x) be a smooth potential flow in a domain D. Then ψ(x) is harmonic
in that ∆ψ(x) = 0 and ∇iui(x) = 0 since the fluid is incompressible. If IF(x) is a GRSF existing for all
x ∈ D then the randomly perturbed potential function is ψ(x) = ψ(x) + IF(x). The corresponding turbulent
flow is
ui(x) = ∇iψ(x) +∇iIF(x) ≡ ui(x) +∇iIF(x) (3.74)
Then:
(1) The stochastically averaged Laplace equation is
E
q
∆ψ(x)
y
= ∆ψ(x) +E
q
∆IF(x)
y
= ∆ψ(x) = 0 (3.75)
(2) The 2-point covariance for any pair (x, y) ∈ D is
E
q
ui(x)⊗ uj(y)
y
= ui(x)uj(y) + λδijQ(x, y; ξ) (3.76)
and Q(x, y; ξ)→ 0 for |x− y| ≫ ξ so that the velocity correlations decay rapidly on all scales greater
than the correlation length.
(3) The volatility of the turbulent flow at any point x ∈ D is
E
q|ui(x)|2y = |u(x)|2 + δijλ <∞ (3.77)
which is always bounded.
Proof. Equation (3.75) follows from E
q
∆IF(x)K ≡ Eq∇i∇iIFy = 0. The volatility is
E
q|ui(x)|2y = |u(x)|2 + ui(x)Eq∇iIF(x)y
+ uj(x)E
q∇iIF(x)y + Eq∇iIF(x)⊗∇jIF(x)y
= |ui(x)|2 + λδij <∞ (3.78)
The 2-point function for any points (x, y) is
E
q|ui(x)⊗ uj(y)y = |ui(x)|uj(y)|+ ui(x)Eq∇jIF(y)y
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+ uj(y)E
q∇iIF(x)y+Eq∇iIF(x)⊗∇jIF(y)y
= |ui(x)||uj(y)|+ λQ(x, y; ξ)δij <∞ (3.79)

Lemma 3.17. Let ψ(x) = ψ(x)+ IF(x), with ∇iIF(x)⊗∇jIF(x)K = δijλ. The stochastically averaged Kelvin
energy (which is essentially the Dirichlet energy)is minimised for potential flows but the minimum is shifted
by a constant factor such that
E
s
Kel[ψ]
{
=
1
2
ρE
s ∫
D
|ui(x)|2d3x
{
=
1
2
ρ
∫
D
|ui(x)|2d3x+ λ‖D‖ (3.80)
where ‖D‖ is the volume of the domain of integration D
Proof.
E
s
Kel[ψ]
{
=
1
2
ρE
s ∫
D
(
|u(x)|2 + ui(x)IFi(x) + ui(x)IFi(x) +∇iIF(x)⊗∇jIF(x)
)
d3x
{
=
1
2
ρ
∫
D
(
|u(x)|2 + E
s
∇iIF(x)⊗∇jIF(x)
{)
d3x
=
1
2
ρ
∫
D
|u(x)|2d3x+ λρ
∫
D
d3x
=
1
2
ρ
∫
D
|u(x)|2d3x+ 1
2
λρ‖D‖ ≡ Kel[x] + C (3.81)

3.7. Turbulent flow in a cylinder. Let CR ⊂R3 be a finite cylinder of radius R and (essentially) infinite,
and let u(r, z) be an axisymmetric laminar fluid flow velocity, which is the gradient of a potential function
ψ(r, z). The flow is steady state, irrotational and incompressible. Then ∆(r, z)ψ(r, z) = 0 and ψ(R, z) = g(z)
at the boundary. In full
∆(r,z)ψ(r, z) =
1
r
∂r(
1
2∂r(ψ(r, z)) +
1
r2 ∂
2
ϕψ(r, z) + ∂
2
zψ(r, z) = 0 (3.82)
If a SGRF IF(r, z) exists for all (r, z) ∈ CR then the ’turbulent’ potential functions at (r, z) and (r′, z′) are
then
ψ(r, z) = ψ(r, z) + IF(r, z) (3.83)
ψ(r′, z′) = ψ(r′, z′) + IF(r′, z′) (3.84)
The GRSF within CR,L is IF(r, z, ϕ). With rotational symmetry about the cylinder axis, the random field
is IF(r, z). The expectation and 2-point functions are
E
q
IF(r, z)
y
= 0 (3.85)
E
q
IF(r, z)⊗ IF(r′, z′)y = λK(r, r′; ǫ)Z(z, z′; ξ) (3.86)
and the 2-point function is regulated so that the volatility of the field at any point in the cylinder is finite
and bounded
lim
r→r′,z→z′
E
q
IF(r, z)(r, z)⊗ IF(r, z)(r′, z′)y = λ (3.87)
The gradient is ∇i = (∂r, ∂z) so that the possible turbulent velocity components at (r, z, r′, z′) ∈ CR,L are
ur(r, z) = ∂rψ(r, z) + ∂rIF(r, z) (3.88)
ur(r, z) = ∂zψ(r, z) + ∂zIF(r, z) (3.89)
ur(r, z) = ∂rψ(r, z) + ∂r′IF(r, z) (3.90)
ur(r, z) = ∂zψ(r, z) + ∂z′IF(r, z) (3.91)
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with EJur(r, z)} = ur(r, z) and so on. The possible velocity correlations at any two points within the cylinder
are then (Appendix C)
EJur(r, z)⊗ ur′(r′, z′)} = EJ∇rψ(r, z)⊗∇r′ψ(r′, z′)}
= ur(r, z)ur′(r
′, z′) + λ∂r∂r′K(r, r; ǫ)Z(z, z
′) (3.92)
EJuz(r, z)⊗ uz′(r′, z′)K = EJ∇zψ(r, z)⊗∇z′ψ(r′, z′)K
= ur(r, z)ur′(r
′, z′) + λK(r, r; ǫ)∂z∂z′Z(z, z
′ (3.93)
EJur(r, z)⊗ uz′(r′, z′)K = EJ∇rψ(r, z)⊗∇z′ψ(r′, z′)K
= ur(r, z)ur′(r
′, z′) + λ∂rK(r, r; ǫ)∂z′Z(z, z
′ (3.94)
EJuz(r, z)⊗ uz′(r′, z′)K = EJ∇zψ(r, z)⊗∇z′ψ(r′, z′)K
= ur(r, z)ur′(r
′, z′) + λ∂r′K(r, r; ǫ)∂zZ(z, z
′ (3.95)
The volatilities at any point are finite and bounded since
lim
r→′,z→z′
EJur(r, z)⊗ ur′(r′, z′)K = lim
r→′,z→z′
EJ∇rψ(r, z)⊗∇r′ψ(r′, z′)K = λ (3.96)
lim
r→′,z→z′
EJuz(r, z)⊗ uz′(r′, z′)K = lim
r→′,z→z′
EJ∇zψ(r, z)⊗∇z′ψ(r′, z′)K = λ (3.97)
lim
r→′,z→z′
E{ur(r, z)⊗ uz′(r′, z′)K lim
r→′,z→z′
EJ∇rψ(r, z)⊗∇z′ψ(r′, z′)K = λ (3.98)
lim
r→′,z→z′
EJuz(r, z)⊗ uz′(r′, z′)K lim
r→′,z→z′
EJ∇zψ(r, z)⊗∇r′ψ(r′, z′)K = λ (3.99)
At the cylinder boundary r = r′ = R.
EJ∇zψ(R, z)⊗∇z′ψ(R, z′)K = λK(R,R; ǫ)∂z∂z′Z(z, z′) = ∂z∂z′Z(z, z′) (3.100)
All velocity correlations decay rapidly for |r − r′| ≫ ǫ and |z − z′| ≫ ξ
3.8. Stochastic Riesz potentials: expectations and moments. The Riesz potential was defined in
subsection 2.5 and the RP for GRSFs was considered in Appendix A. Here, we consider the Riesz potential
for random fields of the form g(x) = g(x) + λIF.
Proposition 3.18. Let IF(x) be a GRSF and g : D → R a smooth function. The randomly perturbed
function is g(x) = g(x) + λIF(x). This gives a randomly perturbed Riesz potential of the form
Fag(x) = γ(a)
∫
D
g(y)dµ(y)
|x− y|n−a = γ(a)
∫
D
g(y)dµ(y)
|x− y|n−a + λγ(a)
∫
D
IF(y)dµ(y)
|x− y|n−a
= γ(a)
∫
D
g(y)O(x, y)dµ(y) + λγ(a)
∫
D
O(x, y)IF(y)dµ(y) (3.101)
Then if EJIF(x)K = 0 and EJIF(x)⊗ IF(x′) = αK(x, x′)
(1) The expectation or mean value is
EJFag(x)K = Fag(x) (3.102)
(2) The 2-point covariance between points (x, x′) ∈ D is
EJFag(x)⊗Fag(x′)K = |Fag(x)Fag(x′)|+ |γ(a)|2 ∫∫
D
K(y, y′; ǫ)dµ(y)dµ(y′)
(|x′ − y′|n−α|x− y|n−α
= |Fag(x)Fag(x′)|+ α|γ(a)|2
∫∫
D
K(y, y′; ǫ)O(x, y)O(x′, y′)dµ(y)dµ(y′)
= |Fag(x)Fag(x′)|+H(x, x′) (3.103)
(3) The pth-order moments are finite for x 6= y such that
EJ|Fag(x)|pK ≤ C P∑
Q=0
(
P
Q
)
γ(a)
∣∣∣∣∫
D
g(y)dµ(y)
|x− y|n−a
∣∣∣∣P−Q |γ(a)|Q
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×
[
1
2
(
αQ/2 + (−1)QαQ/2
)] ∣∣∣∣∫
D
dµ(y)
|x− y|n−a
∣∣∣∣Q <∞, x 6= y (3.104)
Proof. To prove(1)
E
s
Fag(x)
{
= E
t
γ(a)
∫
D
g(y)dµ(y)
|x− y|n−a
|
= γ(a)
∫
D
g(y)dµ(y)
|x− y|n−a + λγ(a)E
s∫
D
IF(y)dµ(y)
|x− y|n−a
{
= γ(a)
∫
D
g(y)dµ(y)
|x− y|n−a + λγ(a)
∫
D
E
s
IF(y)
{
dµ(y)
|x− y|n−a = γ(a)
∫
D
g(y)dµ(y)
|x− y|n−a (3.105)
To prove (2), the stochastic RPs at points (x, x′) are
Fag(x) = γ(a)
∫
D
g(y)dµ(y)
|x− y|n−a = γ(a)
∫
D
g(y)dµ(y)
|x− y|n−a + λγ(a)
∫
D
IF(y)dµ(y)
|x− y|n−a (3.106)
Fag(x′) = γ(a)
∫
D
g(y)dµ(y)
|x− y|n−a = γ(a)
∫
D
g(y′)dµ(y′)
|x′ − y′|n−a + λγ(a)
∫
D
IF(y′)dµ(y)
|x′ − y′|n−a (3.107)
Then
E
s
Fag(x)Fag(x′)
{
= E
s(
γ(a)
∫
D
g(y)dµ(y)
|x− y|n−a + λγ(a)
∫
D
h(y)dµ(y)
|x− y|n−a
)
×
(
γ(a)
∫
D
g(y′)dµ(y′)
|x′ − y′|n−a + λγ(a)
∫
D
IF(y′)dµ(y)
|x′ − y′|n−a
){
= |γ(a)|2
∫∫
D
g(y)g(y′dµ(y)dµ(y′)
(|x− y|n−a|x′ − y′|n−a + λ|γ(a)|
2E
s ∫∫
D
g(y)IF(y′dµ(y)dµ(y′)
(|x− y|n−a|x′ − y′|n−a
{
+ λ|γ(a)|2E
s ∫∫
D
IF(y)g(y′)dµ(y)dµ(y′)
(|x− y|n−a|x′ − y′|n−a
{
+ λ2|γ(a)|2E
s ∫
D
IF(y)⊗ IF(y′)dµ(y)dµ(y′)
(|x− y|n−a|x′ − y′|n−a
{
= |γ(a)|2
∫∫
D
g(y)g(y′dµ(y)dµ(y′)
(|x− y|n−a|x′ − y′|n−a + λ|γ(a)|
2
s∫∫
D
g(y)E
s
IF(y′
{
dµ(y)dµ(y′)
(|x− y|n−a|x′ − y′|n−a
{
+ λ|γ(a)|2
∫∫
D
E
s
IF(y)
{
g(y′)dµ(y)dµ(y′)
(|x− y|n−a|x′ − y′|n−a
{
+ λ2|γ(a)|2
∫∫
D
E
s
IF(y)⊗ IF(y′)
{
dµ(y)dµ(y′)
(|x − y|n−a|x′ − y′|n−a
{
= |γ(a)|2
∫∫
D
g(y)g(y′dµ(y)dµ(y′)
(|x− y|n−a|x′ − y′|n−a + λ
2|γ(a)|2
∫∫
D
E
s
IF(y)⊗ IF(y′)
{
dµ(y)dµ(y′)
(|x − y|n−a|x′ − y′|n−a
{
= |γ(a)|2
∫∫
D
g(y)g(y′dµ(y)dµ(y′)
(|x− y|n−a|x′ − y′|n−a + λ
2|γ(a)|2
∫∫
D
αK(y, y′)dµ(y)dµ(y′)
(|x− y|n−a|x′ − y′|n−a
= |Fag(x)||Fag(x′)|+ λ2|γ(a)|2
∫∫
D
αK(y, y′)dµ(y)dµ(y′)
(|x− y|n−a|x′ − y′|n−a
= |Fag(x)||Fag(x′)|+K(x, x′) (3.108)
Finally, the pth-order moments or covariance is computed as
E
s
|Fag(x)|P
{
= E
s∣∣∣∣γ(a)∫
D
g(y)dµ(y)
(|x − y|n−a + λγ(a)
∫
D
∣∣∣∣ IF(y)dµ(y)(|x− y|n−a
∣∣∣∣P{
= E
s P∑
Q=0
(
P
Q
)∣∣∣∣γ(a)∫
D
g(y)dµ(y)
(|x− y|n−a
∣∣∣∣P−Q∣∣∣∣Jγ(a)∫
D
∣∣∣∣ IF(y)dµ(y)(|x− y|n−a
∣∣∣∣Q}
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=
P∑
Q=0
(
P
Q
)∣∣∣∣γ(a)∫
D
g(y)dµ(y)
(|x− y|n−a
∣∣∣∣P−QEs∣∣∣∣λγ(a)∫
D
∣∣∣∣ IF(y)dµ(y)(|x− y|n−a
∣∣∣∣Q{
= C
P∑
Q=0
(
P
Q
)∣∣∣∣γ(a)∫
D
g(y)dµ(y)
(|x − y|n−a
∣∣∣∣p−Q∣∣∣∣|λγ(a)|Q ∫
D
...
∫
D
∣∣∣∣ E
s
|IF|Q
{
dµ(y)...dµ(y)
(|x− y|n−a × ...|x− y|n−a
∣∣∣∣
= C
P∑
Q=0
(
P
Q
)∣∣∣∣γ(a)∫
D
g(y)dµ(y)
(|x − y|n−a
∣∣∣∣P−Q∣∣∣∣|λγ(a)|Q
×
∫
D
...
∫
D
[
1
2
(
αQ/2 + (−1)QαQ/2
)]
dµ(y)...dµ(y)
(|x− y|n−a × ...|x− y|n−a
∣∣∣∣
= C
P∑
Q=0
(
P
Q
)∣∣∣∣γ(a)∫
D
g(y)dµ(y)
(|x − y|n−a
∣∣∣∣P−Q∣∣∣∣|λγ(a)|Q
×
[
1
2
(
αQ/2 + (−1)QαQ/2
)]∣∣∣∣ ∫
D
dµ(y)
(|x− y|n−a
∣∣∣∣Q (3.109)

Lemma 3.19. The integral over a ball can be evaluated and is essentially the Newtonian or Coulomb potential
of a ball of constant mass or charge density of Theorem (1.7). The volume integral over R3 is D = BR(0).∫
BR(0)
dµ(y)
|x− y|n−a ≡
∫
BR(0)
d3y
(|x− y|n−a (3.110)
This will agree with Theorem (1.7) when C = ρ = 1 and n− α = |3 − a| = 1 so a = 2. Letting x = (0, 0, a)
and ‖x‖ = a, the integral is ∫
BR(0)
d3y
|x− y| =
4
3
π
R3
a
=
4
3
π
R3
‖x‖ , a > R (3.111)∫
BR(0)
d3y
|x− y| = 2π(R
2 − 13a2), 0 ≤ a ≤ R (3.112)
Proof. If x = ((0, 0, a) and ‖x‖ = a then aˆ = zaˆ is a vector along the z-axis. The integral over a ball BR(0)
is ∫
BR(0)
d3y
|x− y| =
∫∫∫
R>r
d3r
|r − a| = 2π
∫ R
0
∣∣∣∣ sin θdθ√r2 − 2ra cos θ + a2
∣∣∣∣r2dr
= 2π
∫ R
0
∣∣∣∣ ∫ 1
−1
dξ√
r2 − 2ra cos θ + a2
∣∣∣∣r2dr
= 2π
∫ R
0
∣∣∣∣[
√
r2 − 2raξ + a2
−ra
]ξ=1
ξ=−1
∣∣∣∣r2dr
=
2π
a
∫ R
0
[∣∣∣∣√r2 + 2ra+ a2 −√r2 − 2ra+ a2∣∣∣∣]r2dr
=
2π
a
∫ R
0
[∣∣∣∣√(r + a)(r + a)−√(r − a)(r − a)∣∣∣∣]r2dr
=
2π
a
∫ R
0
[∣∣∣∣|r + a| − |r − a|∣∣∣∣]r2dr (3.113)
Evaluating the integral from a ≤ R or a > R then gives (3.111) or (3.112) as required. 
3.9. Newtonian potential for ball subject to random density fluctuations. These results are now
used to make estimates of the covariances, high-order moments and volatility of a randomly perturbed
Newtonian potential, which is essentially the Riesz potential for n− α = 1
32 STEVEN D. MILLER
Theorem 3.20. Let BR(0) ⊂ R3 and let ρ(x) = ρ be a constant density of mass or charge contained within
the ball BR(0). The Newtonian or Coulomb potential outside the ball is then given by (-) so that
ψ(x) =
Cρ
4π
∫
BR(0)
dµ(y)
|x− y| =
Cρ
4π
∫
BR(0)
d3y
|x− y| ≡ γ
∫
BR(0)
dµ(y)
|x− y|3−α (3.114)
Since the mass or charge behaves as if concentrated at a point, ψ(x) is harmonic for 0\R3. Let IF(x) be GRSF
which also exists through out BR(0) but which vanishes for all x ∈ BR(0)\R3. The GRSF has the usual
properties EJIF(x)K = 0 and EJIF(x)⊗ IF(x)K = 0. If the density becomes ’noisy’ or is randomly perturbed as
ρ(x) = ρ+ λIF(x) (3.115)
so that ρ(x) also a GRSF withe same statistical properties.
EJρ(x)K = ρ (3.116)
EJρ(x) ⊗ ρ(x)K = ρ2 + λ2α (3.117)
This scenario can represent a ’star’ of radius R (contained within BR(0)) with a uniform density ρ that
randomly fluctuates with mean ρ. The exterfior Newtonian potential of the star is randomly perturbed as
ψ(x) =
C
4π
∫
BR(0)
ρ(x)d3y
|x− y| =
C
4π
∫
BR(0)
ρd3y
|x− y| +
Cλ
4π
∫
BR(0)
IF(x)d3y
|x− y| (3.118)
Then:
(1) The averaged potential outside the ball is
E
s
ψ(x)
{
= E
s
C
4π
∫
BR(0)
ρ(x)d3y
|x− y|
{
=
C
4π
∫
BR(0)
ρd3y
|x− y| (3.119)
which is the static Newtonian potential.
(2) If x = (0, 0, a) with ‖x‖ = a the covariance or P th-order moments are finite and bounded and decay
to zero for ‖x‖ → ∞.
MP (x) = E
s
|ψ(a)|P
{
≤ C
∞∑
Q=0
(
P
Q
)∣∣∣∣4πQ
∣∣∣∣P ∣∣∣∣Cρ4π
∣∣∣∣P−Q[12
(
αQ/2 + (−1)QαQ/2
)]
R3
a3
≡ C
∞∑
Q=0
(
P
Q
)∣∣∣∣4πQ
∣∣∣∣P ∣∣∣∣Cρ4π
∣∣∣∣P−Q[12
(
αQ/2 + (−1)QαQ/2
)]
R3
‖x‖3 (3.120)
(3) The volatility is for p = 2 so that
V(x) = E
s
|ψ(a)|2
{
=
∞∑
Q=0
(
2
Q
)∣∣∣∣4πQ
∣∣∣∣2∣∣∣∣Cρ4π
∣∣∣∣2−Q[12
(
αQ/2 + (−1)QαQ/2
)]
R3
a3
≡
∞∑
Q=0
(
2
Q
)∣∣∣∣4πQ
∣∣∣∣2∣∣∣∣Cρ4π
∣∣∣∣2−Q[12
(
αQ/2 + (−1)QαQ/2
)]
R3
‖x‖3 (3.121)
All moments of any order p decay at the same rate of ∼ R3/‖x3‖.
Proof. The proof follows from the previous theorem. 
Lemma 3.21. Let ψ(x) be Newtonian potential due a constant density ρ of mass or charge contained within
a ball BR(0) ⊂ Rn. Let (x, x′) ∈ BR(0) and (y, y′) ∈ BR(0)\Rn. The PE is ∆ψ(x) = Cρ. Let IF(x) be a
regulated GRSF with EJIF(x)⊗ IF(x)′K = α and
EJ|IF(x)|pK = 1
2
(αp/2 + (−1)pαp/2] (3.122)
so that odd moments vanish. The noisy or randomly fluctuating density within the ball is
ρ(x) = ρ+ λIF(x) (3.123)
and EJρ(x)K = 0, for some ξ > 0. Then the bounded moments of the Laplacian of the randomly perturbed
Newtonian potential are estimated as
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(1)
E
s∣∣∣∣∆xψ(x)∣∣∣∣P{ = P∑
Q=0
(
P
Q
)
Ω(P,Q)ρP−Q[ 12 (α
Q/2 + (−1)QαQ/2] <∞ (3.124)
(2) The volatility for p = 2 is then
E
s∣∣∣∣∆xψ(x)∣∣∣∣2{ = p∑
Q=0
(
2
Q
)
Ω(2, Q)ρ2−Q[ 12 (α
Q/2 + (−1)QαQ/2] = |Cρ|2 +
∣∣∣∣ξC4π
∣∣∣∣2 Λ (3.125)
and for p = 1 the LE and harmonic properties are recovered on average so that EJ∆ψ(x)K = 0.
Proof. The Laplacians of the fields ψ(x) and ψ(x′) are
∆xψ(x) =
Cρ
4π
∇x
(∫
B)R(0)
d3y
|x− y|
)
+
λC
4π
∇x
(∫
BR(0)
IF(y)d3y
|x− y|
)
(3.126)
∆x′ψ(x′) =
Cρ
4π
∇x
(∫
B)R(0)
d3y′
|x′ − y′|
)
+
λC
4π
∇x′
(∫
BR(0)
IF(y′)d3y′
|x′ − y′|
)
(3.127)
E
s
|∆xψ(x)|p
{
= E
s∣∣∣∣Cρ4π∇x
(∫
B)R(0)
d3y
|x− y|
)
+
λC
4π
∇x
(∫
BR(0)
IF(y)d3y
|x− y|
)∣∣∣∣p{
= E
s∣∣∣∣Cρ4π
(∫
BR(0)
∇x
(
1
|x− y|
)
d3y︸ ︷︷ ︸
4π
)
+
λC
4π
(∫
BR(0)
∇x
(
1
|x− y|
)
IF(y)d3y
)∣∣∣∣P{
= E
s∣∣∣∣Cρ+ λC4π
(∫
BR(0)
∇x
(
1
|x− y|
)
IF(x)(y)d3y
)∣∣∣∣P{
=
P∑
Q=0
(
P
Q
)
|Cρ|P−QE
s∣∣∣∣λC4π
(∫
BR(0)
∇x
(
1
|x− y|
)
IF(y)d3y
)∣∣∣∣Q{
=
P∑
Q=0
(
P
Q
)
|Cρ|P−QE
s∣∣∣∣λC4π
(∫
BR(0)
δn(x− y)IF(y)d3y
)∣∣∣∣Q{
=
p∑
Q=0
(
P
Q
)
|Cρ|P−Q
∣∣∣∣λC4π
∣∣∣∣Es|IF(x)|Q{
=
P∑
Q=0
(
P
Q
)
|Cρ|P−Q
∣∣∣∣λC4π
∣∣∣∣[ 12 (αQ/2 + (−1)QαQ/2]
≡
p∑
Q=0
(
P
Q
)
|Ω(P,Q)ρP−Q[ 12 (αQ/2 + (−1)QαQ/2] (3.128)

Theorem 3.22. Let BR(0) ⊂ Rn and let IF(x) be a GRSF with the usual properties. As before, the ball
contains matter of uniform density ρ and the potential ψ(x) outside the ball or ’star’ is given by (1.34). Let
m and m′ be point masses at x and x′ with (x, x′) ∈ BR(0)\Rn then the forces on the point masses due to
the ball are
Fi(x) = −m∇iψ(x) = −m∇i
(
Cρ
4π
∫
BR(0)
dny
|x− y|
)
(3.129)
Fj(x
′) = −m′∇jψ(x′) = −m∇j
(
Cρ
4π
∫
BR(0)
dny′
|x′ − y′|
)
(3.130)
If the density is randomly perturbed as
ρ(x) = ρ+ λIF(x) (3.131)
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then the forces on the masses become randomly perturbed as
Fi(x) = Fi(x) + Fi(x) (3.132)
= −m∇iψ(x) = −m∇i
(
Cρ
4π
∫
BR(0)
dny
|x− y|
)
−m∇i
(
Cλ
4π
∫
BR(0)
IF(y)dny
|x− y|
)
(3.133)
Fi(x′) = Fi(x
′) + Fi(x′)
= −m′∇j
(
Cρ
4π
∫
BR(0)
dny′
|x′ − y′|
)
−m′∇i
(
Cλ
4π
∫
BR(0)
IF(y′)dny′
|x′ − y′|
)
(3.134)
It follows that:
(1) If x = (0, 0, a) with ‖x‖ = a with a > R then the moments are
E
s
|Fi(x)|P
{
≤ Λ
P∑
Q=0
(
P
Q
)
Ω(m,P,C)ρP [ 12 (α
Q/2 + (−1)QαQ/2)]
(
− 4
3
R3
aˆ
|a|3
)P
E
s
|Fi(x′)|P
{
=≤ Λ
P∑
Q=0
(
P
Q
)
Ω(m,P,C)ρP [ 12 (α
Q/2 + (−1)QαQ/2)]
(
− 4
3
R3
aˆ
|a′|3
)P
(3.135)
which vanish for odd P with ‖aˆ‖ = 1 and where Ω(m,P,C) =. The moments are then always finite
and bounded and decay to zero for |a| ≫ R.
(2) The 2-point covariance is
E
s
Fi(x) ⊗ Fi(x′)
{
= mm′
(
Cρ
4π
)2 ∫∫
BR(0)
(x− y)i(x′ − y′)id3yd3y′
|x− y|i|x′ − y′|3
+mm′
(
Cρ
4π
)2 ∫∫
BR(0)
K(x, x′; ǫ)d3yd3y′
|x− y|3|x′ − y′|3 (3.136)
(3) The volatility then follows from (3.135) or (3.136) as
EJ|Fi(x)|2K = mm′(Cρ
4π
)2 ∫
BR(0)
( |(x− y)i|d3y
|x− y|3
)
+mm′
(
Cρ
4π
)2(∫
BR(0)
αd3y
|x− y|3
)2
(3.137)
which can also be evaluated from (3.135) for P = 2.
Proof. The moments are
EJ|Fi(x)|P K = Es∣∣∣∣−m∇i(Cρ4π
∫
BR(0)
dny
|x− y|
)
−m∇i
(
Cλ
4π
∫
BR(0)
IF(y)dny
|x− y|
)∣∣∣∣P{
= E
s P∑
Q=0
(
P
Q
)(
− mCρ
4π
∫
BR(0)
(x− y)i
|x− y|3 d
3y
)P−Q(
− mCλ
4π
∫
BR(0)
IF(y)(x− y)id3y
|x− y|3
)Q{
=
P∑
Q=0
(
P
Q
)(
− mCρ
4π
∫
BR(0)
(x− y)i
|x− y|3 d
3y
)P−Q
E
s(
− mCξ
4π
∫
BR(0)
IF(y)(x− y)id3y
|x− y|3
)Q{
≤ λ
P∑
Q=0
(
P
Q
)(
− mCρ
4π
∫
BR(0)
(x− y)i
|x− y|3d3y
)P−Q[(
1
2
(
αQ/2 + (−1)QαQ/2
)](
mCλ
4π
)Q∣∣∣∣ ∫
BR(0)
(x − y)id3y
|x− y|3
∣∣∣∣Q
≡ Λ
P∑
Q=0
(
P
Q
)(∫
BR(0)
(x− y)id3y
|x− y|3
)P−Q
Ω(m,P,Q,C, ρ)
[(
1
2
(
αQ/2 + (−1)QαQ/2
)]∣∣∣∣ ∫
BR(0)
(x− y)id3y
|x− y|3
∣∣∣∣Q
≡ λ
P∑
Q=0
(
P
Q
)
Ω(m,P,C, ρ)
[(
1
2
(
αQ/2 + (−1)QαQ/2
)]∣∣∣∣ ∫
BR(0)
(x− y)id3y
|x− y|3
∣∣∣∣p (3.138)
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The integral outside the ball can be evaluated with a > R since∫
BR(0)
(x− y)id3y
|x− y|3 = ∇i
∫
BR(0)
d3y
|x− y| (3.139)
and the integral (3.11) has already been evaluated in (3.111)
∇a
∫∫∫
r<R
d3R
|R− a| = −
4π
3
R3
aˆ
|a|3 (3.140)
for a > R. Hence (3.106) follows.
The 2-point covariance follows readily from (3.135) and (3.136) so that
EJF (x) ⊗ F (x′)K = mm′Cρ
4π
∫∫
BR(0)
(x− y)i(x− y)id3yd3y′
|x− y|3|x′ − y′|3
+mm′
Cρ
4π
∫∫
BR(0)
E
s
IF(y)⊗ IF(y′)
{
d3yd3y′
|x− y|3|x′ − y′|3
= mm′
Cρ
4π
∫∫
BR(0)
(x − y)i(x− y)id3yd3y′
|x− y|3|x′ − y′|3
+mm′
Cρ
4π
∫∫
BR(0)
α(y, y′; ǫ)d3yd3y′
|x− y|3|x′ − y′|3 (3.141)
which gives the volatility when x = x′ and y = y′. 
3.10. Stochastically averaged Harnack inequality. The Harnack inequality is given in (-) and also
follows from the Poisson integral. A harmonic function ψ(x) in a ball of radius R and centre zero satisfies
the Harnack inequality
Rn−1(R− |x|)
(R+ |x|)n−1 ψ(0) ≤ ψ(x) ≤
Rn−1(R+ |x|)
(R− |x|)n−1 (3.142)
Equivalently, for all p ≥ 1∣∣∣∣Rn−1(R − |x|)(R + |x|)n−1 ψ(0)
∣∣∣∣p ≤ |ψ(x)|p ≤ ∣∣∣∣Rn−1(R + |x|)(R − |x|)n−1 ψ(0)|p (3.143)
Setting X(R, |x|, n) = Rn−1(R−|x|)R+|x|)n−1 and Y(R, |x|, n) = R
n−1(R+|x|)
R−|x|)n−1 , this is
|X(R, |x|, n)|p|ψ(0)|p ≤ |ψ(x)|p ≤ |Y(R, |x|, n)|p|ψ(0)|p (3.144)
Lemma 3.23. If a noisy/random ball containing a regulated GRSF IF(x) with the usual properties, then the
harmonic function is randomly perturbed within the ball as
ψ(x) = ψ(x) + λIF(x) (3.145)
The averaged Harnack inequality for p ≥ 1 is then
E
s
|X(R, |x|, n)|p|ψ(0)|p
{
≤ E
s
|ψ(x)|p
{
≤ E
s
|Y(R, |x|, n)|p|ψ(0)|p
{
(3.146)
Proof.
E
s
|X(R, |x|, n)ψ(0)|p
{
= E
s
|X(R, |x|, n)ψ(0) + λX(R, |x|, n)IF(x)|p
{
= E
s P∑
Q=0
(
P
Q
)
|X(R, |x|, n)ψ(0)|P−Q|λX(R, |x|, n)IF(x)|Q
{
=
P∑
Q=0
(
P
Q
)
|X(R, |x|, n)ψ(0)|P−Q|λX(R, |x|, n)|QE
s
IF(x)|Q
{
=
P∑
Q=0
(
P
Q
)
|X(R, |x|, n)ψ(0)|P−Q|λX(R, |x|, n)|Q[12 (αQ/2 + (−1)QαQ/2)] (3.147)
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and
E
s
|X(R, |x|, n)ψ(0)|p
{
= E
s
|X(R, |x|, n)ψ(0) + λX(R, |x|, n)IF(x)|P
{
= E
s P∑
Q=0
(
P
Q
)
|X(R, |x|, n)ψ(0)|P−Q|ξX(R, |x|, n)IF(x)|Q
{
=
P∑
Q=0
(
P
Q
)
|X(R, |x|, n)ψ(0)|P−Q|λX(R, |x|, n)|QE
s
IF(x)|Q
{
=
P∑
Q=0
(
P
Q
)
|X(R, |x|, n)ψ(0)|P−Q|λIF(R, |x|, n)|Q[ 12 (αQ/2 + (−1)QαQ/2)] (3.148)
Then
E
s
ψ(x)|P
{
=
P∑
Q=0
(
P
Q
)
|ψ(x)|P−Q[12 (αQ/2 + (−1)QαQ/2] (3.149)
so that the inequality becomes
P∑
Q=0
(
P
Q
)
|X(R, |x|, n)ψ(0)|P−Q|λX(R, |x|, n)|Q[12 (αQ/2 + (−1)QαQ/2)]
≤
P∑
Q=0
(
P
Q
)
|ψ(x)|P−Q[ 12 (αQ/2 + (−1)QαQ/2]
≤
P∑
Q=0
(
P
Q
)
|Y(R, |x|, n)ψ(0)|P−Q|λY(R, |x|, n)|Q[12 (αQ/2 + (−1)QαQ/2)] (3.150)

3.11. Stochastically averaged Bochner formula. The BW formula for a function ψ(x) on Rn was given
in (2.39). The formula can be extended to random or noisy domains within which there also exists a GRSF
IF(x) at all x ∈ D.
Theorem 3.24. Let ψ(x) be a function defined on an open domain D such that the B-W formula holds
1
2
∆|∇ψ(x)|2 =
∑
j
∇j(∆ψ(x))∇jψ(x)) + ‖Hψ(x)‖2
≡
∑
j
∇j(∆ψ(x))∇jψ(x)) =
∑
ij
(∇i∇jψ(x) ⊗∇i∇jψ(x)) (3.151)
Let IF be a GRSF existing for all x ∈ D with the regulated covariances
E
s
∇j∆IF(x)⊗∇i∆IF(x)
{
= E
s
∇j∇i∇iF(x)⊗∇i∇j∇jIF(x)
{
= δijΘ <∞ = (3.152)
E
s
∇i∇jIF(x) ⊗∇i∇jIF(x)
{
= δijδijΞ <∞ (3.153)
If ψ(x) = ψ(x) + λIF(x) then the stochastically averaged BW formula is
1
2
E
s
∆|∇ψ(x)|2
{
=
1
2
∆|∇ψ(x)|2 + nξ2(Θ + Ξ)
≡ 1
2
∆|∇ψ(x)|2 + C (3.154)
Hence, averaging induces a shift of a constant factor which arises from the nonlinear terms.
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Proof. If ψ(x) = ψ(x) + λIF(x) then the expectation of the randomly perturbed BW formula is
1
2
E
s
∆|∇ψ(x)|2
{
= E
s∑
j
∇j(∆ψ(x))∇jψ(x)) + ‖Hψ(x)‖2
{
≡ E
s∑
j
∇j(∆ψ(x))∇jψ(x))
{
+E
s∑
ij
(∇i∇jψ(x) ⊗∇i∇jψ(x))
{
= E
s n∑
j
(∆ψ(x) + λ∆IF(x))(∇jψ(x) + λ∇jψ(x))
{
+E
s n∑
ij
∇i∇jψ(x) + λ∇i∇jIF(x))(∇i∇jψ(x) + λ∇i∇jIF(x))
{
=
∑
j
∇j∆ψ(x)∇jψ(x) + λ
∑
j
∇j∆ψ(x)E
s
∇jIF(x)
{
+ λ
∑
j
E
s
∇j∆IF(x)∇j
{
ψ(x)
+ λ2
∑
j
E
s
∇j∆IF(x)∇jIF(x)
{
+
∑
ij
(∇i∇jψ(x)(∇i∇jψ(x))
+ 2λ
∑
ij
∇i∇jψ(x)E
s
∇i∇jIF(x)
{
+ λ2
∑
ij
E
s
∇i∇jIF(x)∇i∇jIF(x)
{
= +
∑
j
∇j∆ψ(x)∇jψ(x) +
∑
ij
(∇i∇jψ(x))(∇i∇jψ(x))
+ λ2
∑
ij
E
s
∇i∇jIF(x)⊗∇i∇jIF(x)
{
=
1
2
∆|∇jψ(x)|2 + λ2
∑
ij
E
s
∇i∇jIF(x)⊗∇i∇jIF(x)
{
=
1
2
∆|∇jψ(x)|2 + λ2
∑
ij
δijΞ =
1
2
∆|∇jψ(x)|2 + λ2nΞ ≡ 1
2
∆|∇jψ(x)|2 + C (3.155)

3.12. Dirichlet problem for Poisson and Laplace equation with noisy boundary data. We return
to the Dirichlet problem for the PE and LE and now reformulate the problem with noisy boundary data;
that is, on a domain which has Gaussian random scalar fields existing on its boundary. The Dirichlet BV
problem for the Poisson equation in a random/noisy domain was stated in (1.35) and (1.36). Only the case
for noisy or random boundary data and deterministic source is considered.
Proposition 3.25. For ψ ∈ C2BR(0) and (f, g) : BR(0)→ R, the usual DBVP is ∆ψ(x) = f(x), x ∈ BR(0)
and ψ(x) = g(x). The possible DBVPs within the random domain or ball BR(0) = {BR(0), IF(x)) are then:
(1) Noisy or randomly perturbed boundary data
∆ψ(x) = f(x), x ∈ BR(0) (3.156)
g(x) = g(x) + λIF(x), x ∈ ∂BR(0) (3.157)
where λ > 0
(2) The DBVP for the Laplace equation with noisy boundary data follows from setting f(x) = 0 so that
∆ψ(x) = 0, x ∈ BR(0) (3.158)
ψ(x) = g(x) + λIF(x), x ∈ ∂BR(0) (3.159)
The general solution is then randomly perturbed as
ψ(x) =
∫
BR(0)
f(y)G(x, y)dny +
R2 − |x|2
‖∂B1(0)‖R
∫
∂BR(0)
IF(y)dn−1y
|x− y|n
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+
R2 − |x|2
‖∂B1(0)‖R
∫
∂BR(0)
IF(y)dn−1y
|x− y|n
= ψ(x) + +
R2 − |x|2
‖∂B1(0)‖R
∫
∂BR(0)
IF(y)dn−1y
|x− y|n (3.160)
so that EJψ(x)K = ψ(x)
Theorem 3.26. Given the scenario of Prop(3.25),with x = (0, 0, a) or ‖x‖ = a, and a ≤ R, the P th-order
moments EJ|ψ(a)|p} within the ball BR(0) ⊂ R3 are given by
MP (x) = E
q|ψ(a)|P y
≤ C
p∑
Q=0
(
P
Q
)
|ψ(a)|P−Q
[
1
2
(
βQ/2 + (−1)QβQ/2
)](
R2 − |a|2
4πR
)Q(
log |R− a| − log |R+ a|
a
)Q
≡≤ C
P∑
Q=0
(
P
Q
)
|ψ(a)|P−Q
[
1
2
(
βQ/2 + (−1)QβQ/2
)](
(R− |a|)(R + |a|)
4πR
)Q( log( |R−a||R+a| )
a
)Q
(3.161)
and the volatility for p = 2 is
M2(x) =V(x) = E{|ψ(a)|2} ≤ |ψ(x)|2 +
(
R2 − |a|2
4πR
)2(
log |R − a| − log |R+ a|
a
)2
= |ψ(a)|2 +
(
(R− |a|)(R − |a|)
4πR
)2( log( |R−a||R+a| )
a
)2
(3.162)
where the (unique) underlying deterministic solution BR(0) ⊂ R3 is
ψ(x) =
∫
BR(0)
f(y)G(x, y)dny +
R2 − |x|2
4πR
∫
∂BR(0)
g(y)dn−1y
|x− y|n (3.163)
for the Poisson equation, and
ψ(x) =
R2 − |x|2
4πR
∫
∂BR(0)
g(y)dn−1y
|x− y|n (3.164)
for the Laplace equation
Proof. When g(x) = g(x) + IF(x), the randomly perturbed solution within a ball BR(0) ⊂ R3 is
ψ(x) = ψ(x) +
R2 − |x|2
4πR
∫
∂BR(0)
IF(y)d2y
|x− y|3 (3.165)
The P th-order moments are then
MP (x) = E
s∣∣∣∣ψ(x) + R2 − |x|24πR
∫
∂BR(0)
IF(y)d2y
|x − y|3
∣∣∣∣p{
= E
s P∑
Q=0
(
P
Q
)
|ψ(x)|P−Q
(
R2 − |x|2
4πR
∫
∂BR(0)
IF(y)d2y
|x− y|3
)Q{
=
P∑
Q=0
(
P
Q
)
|ψ(x)|P−QE
s(
R2 − |x|2
4πR
∫
∂BR(0)
IF(y)d2y
|x− y|3
)Q{
≤ C
P∑
Q=0
(
P
Q
)
|ψ(x)|P−Q
(
R2 − |x|2
4πR
)Q ∫
...
∫
∂BR(0)
E
s
|IF(y)|Q
{
d2y...d2y
|x− y|3 × ...× |x− y|3
= C
P∑
Q=0
(
P
Q
)
|ψ(x)|P−QE
s(
R2 − |x|2
4πR
∫
...
∫
∂BR(0)
|IF(y)|Qd2y...d2y
|x− y|3 × ...× |x− y|3
){
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= C
P∑
Q=0
(
P
Q
)
|ψ(x)|P−Q
[
1
2
(
βQ/2 + (−1)QβQ/2
)](
R2 − |x|2
4πR
)Q ∫
...
∫
∂BR(0)
d2y...d2y
|x− y|3 × ...× |x− y|3
= C
P∑
Q=0
(
P
Q
)
|ψ(x)|P−Q
[
1
2
(
βQ/2 + (−1)QβQ/2
)](
R2 − |x|2
4πR
)Q(∫
∂BR(0)
d2y
|x− y|3
)Q
(3.166)
If x = (0, 0, a) or ‖x‖ = a and a ≤ R then the boundary integral over the ball can be evaluated. Using
spherical coordinates with ζ = cos θ.
MP (x) ≤ C
P∑
Q=0
(
P
Q
)
|ψ(a)|P−Q
[
1
2
(
βQ/2 + (−1)QβQ/2
)](
R2 − |a|2
4πR
)Q
×
(∫ R
0
∣∣∣∣ ∫ π
0
∫ π
−π
sin θdθdϕ
(r2 − 2ra cos θ + a2)3/2
∣∣∣∣rdr)Q
= C
P∑
Q=0
(
P
Q
)
|ψ(a)|P−Q
[
1
2
(
αQ/2 + (−1)QαQ/2
)](
R2 − |a|2
4πR
)Q
×
(
2π
∫ R
0
∣∣∣∣ ∫ 1
−1
dζ
(r2 − 2raQ+ a2)3/2
∣∣∣∣rdr)Q
= C
P∑
Q=0
(
P
Q
)
|ψ(a)|P−Q
[
1
2
(
αQ/2 + (−1)QαQ/2
)](
R2 − |a|2
4πR
)Q
×
(
2π
∫ R
0
∣∣∣∣ 1ar√−2ar + r2 + a2 − 1ar√2ar + r2 + a2
∣∣∣∣rdr)Q
= C
P∑
Q=0
(
P
Q
)
|ψ(a)|P−Q
[
1
2
(
αQ/2 + (−1)QαQ/2
)](
R2 − |a|2
4πR
)Q
×
(
2π log |R− a| − 2π log |R + a|
a
)Q
≡ C
P∑
Q=0
(
P
Q
)
|ψ(x)|P−Q
[
1
2
(
αQ/2 + (−1)QαQ/2
)](
(R + |a|)(R− |a|)
4πR
)Q
×
(
2π
a
log
( |R− a|
|R+ a|
))Q
(3.167)
Corollary 3.27. The moments Mp(x) and volatility V(x) blowup at the centre of the ball with a = 0 and
for R→∞, and decay and vanish at the boundary/surface of the ball a = R.

3.13. Laplace equation and Dirichlet problem on a disc with noisy boundary data. We return to
the problem of the Laplace equation on a disc subject to Dirichlet boundary conditions, discussed in (-) but
now with noisy data or random perturbations on the boundary. It will be shown that this induces a GRSF
in the interior of the disc which is also ’stochastically harmonic’.
Theorem 3.28. Let D ⊂ R2 be a disc of radius R. The Dirichlet problem on this disc is
∆(r,θ)ψ(r, θ) = 0, (r, θ) ∈ D (3.168)
ψ(R, θ) = ψ(θ) = g(θ), θ ∈ ∂D or θ ∈ [0, 2π] (3.169)
with solution
ψ(r, θ) =
1
2π
∫ 2π
0
R2 − r2g(β)dβ
R2 − 2rR cos(θ − β) + r2 (3.170)
Now consider randomly perturbed or noisy data on the boundary such that
∆(r,θ)ψ(r, θ) = 0, (r, θ) ∈ D (3.171)
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ψR, θ) = ψ(θ) = g(θ) + ǫIF(θ), θ ∈ ∂D or θ ∈ [0, 2π] (3.172)
with ǫ > 0 small, where IF(R, θ) ≡ IF(θ) is the GRSF on the disc boundary with covariance
EJIF(θ) ⊗ IF(θ)′K = K(θ, θ; η) = exp(−‖x− y‖/η)
which vanishes for |θ − θ′| > η, and K(β, β′; ξ) = 1 when β = β′. From Thm(-) it follows that
E
s
|IF(θ)|P
{
= E
s
IF(θ) ⊗...⊗︸ ︷︷ ︸
P times
IF(θ)
{
= 0, odd p (3.173)
E
s
|IF(θ)|P
{
= E
s
IF(θ) ⊗...⊗︸ ︷︷ ︸
P times
IF(θ)
{
= 1, even P (3.174)
Then:
(1) The solution of ∆ψ(r, θ) = 0 is
ψ(r, θ) =
1
2π
∫ 2π
0
∣∣∣∣ R2 − r2R2 − 2rR cos(θ − β) + r2
∣∣∣∣g(β)dβ
+
1
2π
∫ 2π
0
∣∣∣∣ R2 − r2R2 − 2rR cos(θ − β) + r2
∣∣∣∣IF(β)dβ
=
∫ 2π
0
Π(R, r, θ, β)g(β)dβ +
∫ 2π
0
Π(R, r, θ, β)IF(β)dβ (3.175)
so that a GRSF is induced within the interior of the disc.
(2) The expectation vanishes so that ψ(r, θ) is Gaussian. The GRSF is also stochastically harmonic in
that
E
s
∆ψ(r, θ)
{
= 0
(3) The P th-order moments are finite and given by
E
q|ψ(r, θ)|P K = 1
2
P∑
Q=1
|ψ(r, θ)|P−Q
s[(
1
2π
(
tan−1
( |R+ r| tan(− 12θ)
|R− r|
)
− 1
2π
tan−1
( |R+ r| tan(π − 12θ)
|R− r|
))]Q{
+
1
2
P∑
Q=1
|ψ(r, θ)|P−Q
{
(−1)Q
[(
1
2π
(
tan−1
( |R+ r| tan(− 12θ)
|R− r|
)
− 1
2π
tan−1
( |R+ r| tan(π − 12θ)
|R− r|
))]Q}
(3.176)
(4) The covariance or 2-point function between the GRSF at points (r, θ) and (r′, θ′) on the disc is
E
s
ψ(r, θ)⊗ ψ(r′, θ′)
{
=
1
2π2
∫ 2π
0
∫ 2π
0
∣∣∣∣ |R2 − r2|R2 − 2rR cos(θ − β) + r2)
∣∣∣∣
×
∣∣∣∣ |R′2 − r′2|R′2 − 2r′R′ cos(θ′ − β′) + r′2)
∣∣∣∣g(β)g(β′)dβdβ′
+
1
2π2
∫ 2π
0
∫ 2π
0
∣∣∣∣ |R2 − r2|R2 − 2rR cos(θ − β) + r2)
∣∣∣∣
×
∣∣∣∣ |R′2 − r′2|R′2 − 2r′R′ cos(θ′ − β′) + r′2)
∣∣∣∣ exp(−(β − β′)/η)dβdβ′dβdβ′ <∞ (3.177)
which gives the result. The final result follows from using a regulated colored noise covariance
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The proof is given in Appendix B.
Corollary 3.29. The following hold:
(1) The moments are finite for all (r, θ) so that
E
q|ψ(r, θ)|2y <∞ (3.178)
The volatility is defined for p = 2 and is finite so that E
q|ψ(r, θ)|2y <∞.
(2) The limits are
lim
R↑∞
E
q|ψ(r, θ)|2y = 0 (3.179)
lim
(r,θ)↑0
E
q|ψ(r, θ)|2y = 0 (3.180)
lim
r↑R
E
q|ψ(r, θ)|2y = 0 (3.181)
So that the moments and volatility vanish on the boundary and the centre of the disc and in the limit
that the disc radius goes to infinity.
Appendix A. Properties of Gaussian Random Fields on Rn
This appendix provides basic definitions of existence, properties, correlations, statistics, derivatives and
integrals of time-independent Gaussian random scalar fields (GRSFs) on Rn. Classical random fields cor-
respond naturally to structures, and properties of systems. It will be sufficient to briefly establish the
following:
(1) The existence of random fields on Rn.
(2) Statistics, moments, covariances and correlations.
(3) Unique properties of Gaussian random fields. (GRVFs.)
(4) Sample path continuity, differentiability and the existence of the derivatives of a GRSF.
(5) Stochastic integration.
Definition 1.1. Let (Ω,F ,P) be a probability space. Within the probability triplet, (Ω,F ) is ameasurable
space, where F is the σ-algebra (or Borel field) that should be interpreted as being comprised of all reasonable
subsets of the state space Ω. Then P is a function such that P : IF → [0, 1], so that for all A ∈ F , there
is an associated probability P(A). The measure is a probability measure when P(Ω) = 1. The probability
space obeys the Kolmogorov axioms such that P(Ω) = 1 and 0 ≤ P(Ai) ≤ 1 for all sets Ai ∈ F . And if
Ai
⋂
Aj =, then P(
⋃∞
i=1 Ai) =
∑∞
i=1 P(Ai). Let x
i ⊂ D ⊂ Rn be Euclidean coordinates and let (Ω,F ,P) be
a probability space. Let φ̂(x;ω) be a random scalar function that depends on the coordinates x ⊂ D ⊂ Rn
and also ω ∈ Ω.Given any pair (x, ω) there exists maps H : R3×Ω→ R such that f : (ω, x) −→ IF(x;ω), so
that F(x, ω) is a random variable or field on Rn with respect to the probability space (Ω,F ,P). A random
field is then essentially a family of random variables {ψ(x;ω)} defined with respect to (Ω,F ,P) and R3.
The fields can also include a time variable t ∈ R so that given any triplet (x, t, ω) there is a mapping
f : R×R×Ω→ R such that f : (ω, x, t) −→ ÎF(x, t;ω). However, it will be sufficient to consider fields that
vary randomly in space only. The expected value of the random field with respect to the space (Ω,F ,P) is
defined as follows
Definition 1.2. Given the random scalar field IF(x;ω), then if
∫
Ω ‖IF(x;ω)‖dP(ω) <∞, the expectation of
ψ̂(x;ω) is
E
s
IF(x;ω)
{
=
∫
Ω
IF(x;ω)dP(ω) (A.1)
Definition 1.3. Let (Ω,F ,P) be a probability space, then an Lp(Ω, F,P ) space or an LP -space for P ≥ 1
is a linear normed space of random scalar fields that satisfies the conditions
E
s
|IF(x;ω)|P
{
=
∫
Ω
|IF(x;ω)|pdP (ω) <∞ (A.2)
and the corresponding norm can be defined as ‖IF(x)‖ = (EJ|IF(x;ω)|P K)1/P with the usual Euclidean norm
for P = 2.
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Definition 1.4. Let (x, y) ∈ D ⊂ Rn and (ω, η) ∈ D. The covariance of the field at these points is then
formally
E
s
IF(x, ω)⊗ IF′(y, η)
{
=
∫∫
Ω
IF(x, ω)⊗ IF′(y, ω)dP(ω)dP (η) (A.3)
The expected value of the random field with respect to (Ω,F ,P is defined as before
Definition 1.5. Given the random field IF(x;ω), then if
∫
Ω ‖IF(x;ω)‖dP(ω) <∞, the expectation of IF(x;ω)
is
E
s
IF(x;ω)
{
=
∫
Ω
IF(x;ω)dP(ω) (A.4)
Definition 1.6. An Lp(Ω,F ,P) space or an Lp-space for p ≥ 1 is a linear normed space of random scalar
fields that satisfies the conditions
E
s
|IF(x;ω))|p
{
=
∫
Ω
|IF(x;ω)|pdP(ω) <∞ (A.5)
and the corresponding norm is
(EJ|IF(x;ω)|P K)1/P = ∫
Ω
‖IF(x;ω)‖PdP(ω) <∞ (A.6)
with the usual Euclidean norm for P = 2. The second-order correlations, moments and covariances are
Definition 1.7. Let xi, yi ∈ D ⊂ R3 and let ω, ξ ∈ Ω. The expectations or mean values of the fields IFi(x, ω)
and IF(y, ξ) are
E
s
IF(x)
{
=
∫
Ω
IF(x, ω)dP(ω) (A.7)
IF(y) = E
s
IF(y)
{
=
∫
Ω
IF(y, ξ)dP(ω) (A.8)
The 2nd-order moment or expectation is
EJIF(x) ⊗ IF(y)K = ∫∫
Ω
IF(x, ω)⊗ IF(y, ξ)dP(ω)dP(ξ) (A.9)
The covariance is then
Cov(x, y) = E
q
(IF(x)− IF(x))⊗ (IF(y)− IF(y))y (A.10)
or
Cov(x, y) =
∫∫
Ω
(IF(x;ω)− Eq(x)) ⊗ (IF(x;ω)− IF(y))dP(ω)dP(ξ) (A.11)
so that
Cov(x, y) = E
q
IF(x)⊗ IF(y)y− EqIF(x)KEqIF(y)y (A.12)
Definition 1.8. Given a set of fields IFi1(x1), ..., F̂in(xn) at points x1)...xn ∈ D then the nth-order moments
and cumulants are
EJIF(x1)⊗ ...⊗ IF(xn)K (A.13)
CJIF(y1)⊗ ...⊗ IF(yn)K (A.14)
where at second order
CJIF(x) ⊗ IF(y)K ≡ Cov(x, y) = EJIF(x)⊗ IF(y)K − IF(x))IF(y) (A.15)
Lemma 1.9. A function Cov(x, y) is formally a covariance if the following are satisfied:
(1) Let xα, yβ ∈ D ⊂ R3,with Jα, βK ∈ Z, be sets of points in a domain D. Then any covariance
Cov(xα, yβ) is always nonnegative semi-definite such that for any aα, aβ > 0.
N∑
α
N∑
β
aαaβCov(xα, yβ) ≥ 0
(2) Symmetry, Cov(x, yβ) = Cov(y, x)
(3) lim‖x−x‖→∞ Cov(x, y) = 0. If ECJIF(x) ⊗ IF(y)K ≡ Cov(IF)(x, y) = 0 then IF(y) and IF(y) are
uncorrelated.
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A.1. Gaussian random fields. A very important class of random fields are the Gaussian random vector
fields (GRFS) which are characterized only by the first and second moments. The GRFS can also be isotropic,
homogenous and stationary. The details will be made more precise but the advantages of GRFs are briefly
enumerated as:
(1) GRFS have convenient mathematical properties which generally simplify calculations; indeed, many
results can only be evaluated using Gaussian fields.
(2) A GRF can be classified purely by its first and second moments and high-order moments and cumu-
lants can be ignored.
(3) Gaussian fields accurately describe many natural stochastic processes including Brownian motion.
(4) A large superposition of non-Gaussian fields can approach a Gaussian field (Feller 1966.)
For this paper, the following definitions are sufficient for isotropic GRVFS.
Definition 1.10. Any GRVF has normal probability density functions. The following always hold:
(1) The first moment vanishes so that
E
q
IF(x;ω)
y
=
∫
Ω
IF(x;ω)dP(ω) = 0
(2) The covariance then reduces to
Cov(x, y) ≡ CJIF(x)⊗ IF(y)K ≡ EJIF(x) ⊗ IF(y)K =∫∫
Ω
IF(x) ⊗ IF(y)dP(ωdP(η) = K(x− y)
Definition 1.11. The GRF is isotropic if Cov(x, y) = K(x − y) depends only on the separation ‖x − y‖
and is stationary if Cov(x + δx, y + δy) = K(x − y). Hence, the 2-point function or Greens function is
translationally and rotationally invariant R3.
Viable ansatzes for the 2-point function K(x− y) can be derived from a spectral-Fourier analysis. Having
established the basic properties of GRFS on R3, and as a prerequisite to differentiation and integration of
random vector fields, the geometric properties are briefly considered in relation to continuity of the sample
paths.
Definition 1.12. Let {xα ⊂ D ⊂ R3 be a sequence of points in a domain D such that xα → x as α → ∞
or limα→∞ ‖xα − x‖ = 0. Let IF(xα) and IF(x) be random vector fields at these points. Then:
(1) The random field IF(x) has continuous sample paths with unit probability in D if for every sequence
{xα} ∈ D with limα→∞ ‖xα − x‖ = 0 and P[limα→∞ |IF(xα) − IF(x)| = 0;x ∈ D] = 1 Continuous
sample paths with unit probability, means that with a probability of one, there are no discontinuities
within the entire domain D. This condition is also called sample path continuity.
(2) The random field IF(x) has almost surely continuous sample paths if for every sequence {xα} ∈ D
with limα→∞ ‖xα − x‖ = 0 so that P[limα→∞ |IF(xα) − IF(x)| = 0] = 1. However, there may be
x ∈ D for which the condition does not hold giving discontinuities within D.
(3) The random field IF(x) is mean-square continuous in D if for every sequence JxαK ∈ D with
limα→∞ ‖xα − x‖ = 0 so that EJlimα→∞ |IF(xα)− IF(x)|2K = 0
More details can be found in [24]
Definition 1.13. A SRVF IF(x) is almost surely continuous at x ∈ D ∈ R3 if IF(x+ ξ) −→ IF(x) as ξ → 0
When this holds for all x ∈ D then this is known as ’sample function continuity’. The following result
due to Adler gives the sufficient condition for continuous sample paths within a domain D
Lemma 1.14. Let IF(x) be a RVF on D ⊂ Rn. Then if for some C > 0 and λ > 0 with η > λ
EJ∣∣IF(x+ ζ)− IF(x)∣∣λK ≤ C|ζ|2n| ln |ζ||1+η (A.16)
If IF(x) is a Gaussian random field with continuous Ψij(x, y) then given some C > 0 and some ǫ > 0
EJ|IF(x+ ζ) − IF(x)|2K ≤ C
ln |ζ|1+ǫ (A.17)
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The following well-known theorem is due to Kolmogorov (1934).It is stated here for the case of generic
GRSFs.
Theorem 1.15. (Kolmogorov continuity)
Let (E
q
(x))x∈D⊂Rn with respect to a probability space (Ω,F ,P). The Gaussian random field is characterized
by its mean and covariance. Then for all (x, y) ∈ D and α ≥ 1,∃ constants C, β such that
E
q‖IF(x) − IFq(y)‖αy ≤ C‖x− y‖n+β (A.18)
Moreover, there is a modification IF(x) of the field IF(x) such that P(IF(x) = IF(x)) = 1. For α = 2
E
q‖IF(x)− IF(y)‖2y ≤ C‖x− y‖n+β (A.19)
A proof is given in [38].
Proposition 1.16. Given the GRSF IF(x) with covariance EJIF(x)⊗ IF(y)K = α(x, y) for all (x, y) ∈ D then
(1) If EJIF(x)⊗IF(y)K = α(x, y; ξ) = c exp(−‖x−y‖/ξ), which is essentially a regulated colored noise with
correlation length ξ and α(x, y; ξ) = 1 when x = y,, then the Kolmogorov continuity(KC) condition
is satisfied.
(2) If EJIF(x) ⊗ IF(y)K = α(x, y; ξ) = c exp(−‖x − y‖2/ξ2), which is Gaussian-correlated and regulated
noise so that K(x, y; ξ) = 1 when x = y, then the Kolmogorov continuity condition is satisfied.
(3) If EJIF(x)⊗ IF(y)K = α(x, y; ξ) = ξp/‖x− y‖−p, for p ≥ 1 which is power-law-correlated noise which
blows up at x = y, then the Kolmogorov continuity condition is not satisfied.
(4) If EJIF(x)⊗IF(y)K = δn(x−y), for p ≥ 1 which is white-in-space noise,then the Kolmogorov continuity
condition is not satisfied.
Proof. To prove (1)
‖IF(x)− IF(y)‖2 = IF(x) ⊗ IF(x)− 2IF(x) ⊗ IF(y) + IF(y)⊗ IF(y) (A.20)
The expectation is then
E
q‖IF(x) − IF‖2K = EqIF(x) ⊗ IF(x)y− 2EqIF(x)⊗ IF(y)y+ EqIF(y)⊗ IF(y)y (A.21)
= 2(1− exp(−‖x− y‖/η) (A.22)
If the KC condition is satisfied then ∃ C, β > 0 such that
E
q‖IF(x)− IF(y)‖2K = 2(1− exp(−‖x− y‖/η) ≤ C‖x− y‖n+β (A.23)
so that the the KC is satisfied for all possible ‖x− y‖. For (2) this becomes
E
q‖IF(x) − IF(y)‖2K =∞− 2 exp(−‖x− y‖2/η2) (A.24)
so the KC condition is again satisfied. For (3)
E
q‖IF(x) − IF(y)‖2K =∞− 2 exp(−‖x− y‖/η) (A.25)
since E
q‖IF(x) ⊗ IFK =∞ so the KC cannot be satisfied. Finally, for white-in-space noise
E
q‖IF(x)− IF(y)‖2K =∞− 2δn(x− y) (A.26)

A.2. Differentiability and existence of derivatives. Given a GRF IF(x), existing for all x ∈ D ⊂ Rn
the covariance is
Cov(IF(x), IF(y)) = EJIF(x) ⊗ IF(y)K−M1(x)M2(y) (A.27)
where M1(x) = EJIF(x)K = 0.
Definition 1.17. Let ∇iIF(x) ≡ ∂iIF(x) = ∂IF(x)∂xi denote the gradient of a GRF. Let ξi be a unit vector along
the ith direction such that U1 = (1, 0, 0, 0...), U2 = (0, 1, 0, 0, ...) etc. with ‖Ui‖ = 1. A GRF is differentiable
in the mean square sense(MSS) if
∇iIF(x) = lim
|a|↑0
| IF(x+ |a|Ui)− IF(x)| |a| (A.28)
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which implies that
lim
a↑0
E
s∣∣∣∣ IF(x+ |a|Ui)− IF(x)|a| − ∇iIF(x)|2
∣∣∣∣{ = 0 (A.29)
The second-order partial derivative at x is defined as
∇(x)i ∇(y)j IF(x) = lim
a,b↑0
1
|ab|
[
IF(x+ |a|Ui + |b|Uj)− IF(x+ |a|Ui)− IF(x+ |b|Ui) + IF(x)
]
(A.30)
and the Laplacian is
∆IF(x) = ∇i(x)∇i(y)IF(x)
= lim
a,b↑0
1
|ab|
[
IF(x+ |a|Ui + |b|U i)− IF(x+ |a|Ui)− IF(x + |b|Ui) + IF(x)
]
(A.31)
An alternative definition, which is probably more useful, is given as follows
Lemma 1.18. A GRF is differentiable in the mean-square sense(MSS)with respect to ξi if
lim
a,b↑0
s∣∣∣∣ IF(x + |a|ξi)− IF(x)|a| − IF(x + |b|ξi)− IF(x)|b|
∣∣∣∣2{ = 0 (A.32)
Then a GRF is differentiable if
(1) M1(x) is differentiable.(For GRFs M1(x) = 0 and this condition can be relaxed.)
(2) The following covariance exists and is finite for all points x = y.
Cov(∇(x)i IF(x),∇(x)i IF(x)) = ∇(x)i ∇(y)j Cov(IF(x), IF(y))
= lim
a,b↑0
1
|ab|
[
CovIF(x+ aξi), IF(y + bξi)−Cov(IF(x), IF(y + bξ))
− E(IF(x+ aξi), IF(y)) +Cov(IF(x), IF
]
= lim
a,b↑0
1
|ab|
[
EIF(x+ aξi)⊗ IF(y + bξi)
{
− E(IF(x)⊗ IF(y + bξ))
− E(IF(x+ aξi)⊗ IF(y)) + E(IF(x)⊗ IF(y))
]
<∞ (A.33)
Remark 1.19. Mean square differentiability at all x ∈ D implies mean square continuity at all x ∈ D and
this is also consistent with Holder and Kolmogorov continuity conditions.
lim
a↑0
E
s
IF(x+ aξi)− IF(x)|2
∣∣∣∣{ = lima↑0 |a|2 lima↑0 1|a|2E
s
IF(x+ aξi)− IF(x)|2
∣∣∣∣{ = 0 (A.34)
Note that this (and all definitions of the derivative) also requires a regulated random field or noise. If the
GRF is white-in-space noise then EJIF(x)⊗ IF(y)K = δn(x− y) then (-) blows up.
Lemma 1.20. The condition for the existence of the derivative ∇iIF(x) tantamount to the differentiability
of the covariance function so that
Cov
[∇(x)i IF,∇j , IF(y)] = ∇(x)i ∇(y)j Cov[IF(x), IF(y)] (A.35)
exist for all x = y. Again, the GRF is differentiable only if it is not a white noise.
Lemma 1.21. The expectation is EJ∇iIF(x)K = ∇iEIF(x) = 0 since
E
s
lim
a↑0
IF(x+ |a|ξi)− IF(x)
|a|
{
= lim
a↑0
1
a
E
s
IF(x+ aξi)
{
− E
s
IF(x)
{
= ∇iE
s
IF(x)
{
(A.36)
Definition 1.22. Ui(x) = ∇iIF(x) is a vector GRF and E
s
Ui(x)
{
= 0. Then the curl of Ui(x) is
Cij(x) = ǫijk∇kUk(x) (A.37)
and E
q
Cij(x)
y
= 0. The divergence of Ui(x) is
divUi(x) = ∇iUi(x) ≡ ∆IF(x) (A.38)
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and the expectation vanishes so that
EJ∇iUi(x)K ≡ EJ∆IF(x)K = 0 (A.39)
A.3. Stochastic Integration of GRSFs. The integral of a GRF is defined as the limit of a Riemann sum
of the field over the partition of a domain.
Proposition 1.23. Let D ⊂ Rn be a (closed) domain with boundary ∂D and x = (x1, ..., xn) ⊂ D. Let
D =
⋃M
q=1D1 be a partition of D with Dq
⋂
Dq = ∅ if p 6= q. Let x(q) ∈ Dq for all q = 1...M . Note
x(q) ≡ (x(q)1 , ...x(q)n ). Then x(1) ∈ D1, x(2) ∈ D2, ..., x(M) ∈ D. Let µ(Dq) be the volume of the partition Dq
so that µ(D) =
∑M
q µ(D). Similarly, if ∂D is the surface or boundary of ∂D the let D =
⋃M
q=1 ∂Dq be a
partition of ∂D with ∂Dq
⋂
∂Dq = ∅ if p 6= q. Let x(q) ∈ ∂Dq for all q = 1...M . Note x(q) ≡ (x(q)1 , ...x(q)n ).
Then x(1) ∈ ∂D1, x(2) ∈ ∂D2, ..., x(M) ∈ ∂D. Let ‖Dq‖ ≡ µ(∂Dq) be the surface area of the partition ∂Dq
so that µ(∂D) =
⋂M
q=1 µ(∂Dq. The total volume and area of D is
‖D‖ =
M∑
q=1
‖Dq‖ =
M∑
q=1
µ(Dq) (A.40)
‖∂D‖ =
M∑
q=1
‖∂Dq‖ =
M∑
q=1
µ(∂Dq) (A.41)
Given the probability triplet (Ω,F ,P) then a Gaussian random field on D for all x ∈ D is IF : ω ×D → R
and IF(xq, ω) ∈ Dq exists for all x(q) ∈ Dq and ω ∈ Ω. The stochastic volume integral and the stochastic
surface integral are ∫
D
IF(x;ω)dnx = lim
all µ(Dq)↑0
M∑
q=1
IF(x(q);ω)µ(Dq) (A.42)
∫
∂D
IF(x;ω)dn−1x = lim
all µ(∂Dq)↑0
M∑
q=1
IF(x(q);ω)µ(∂Dq) (A.43)
When a Gaussian random field is integrated, it is the limit of a linear combination of Gaussian random
variables/fields so it is again Gaussian.
Next, the stochastic expectations or averages are defined.
Proposition 1.24. Since
EJK˙ = ∫
Ω
()˙dP(ω) (A.44)
the expectations of the volume integral is as follows.
E
s ∫
D
IF(x;ω)dnx
{
= lim
all µ(Dq)↑0
E
s M∑
q=1
IF(x(q);ω)µ(Dq)
{
(A.45)
or
E
s ∫
D
IF(x;ω)dnx
{
≡
∫∫
D
IF(x;ω)dnxdP (ω) (A.46)
= lim
all µ(Dq)↑0
∫
Ω
M∑
q=1
IF(x(q);ω)µ(Dq)dP (ω) = 0 (A.47)
which vanishes for GRFs since E
s
IF(x(q))
{
= 0. Similarly, for the stochastic surface integrals
E
s∫
D
IF(x;ω)dn−1x
{
= lim
all µ(Dq)↑0
E
t
M∑
q=1
IF(x(q);ω)µ(Dq)
|
(A.48)
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or
E
s∫
∂D
IF(x;ω)dn−1x
{
≡
∫
Ω
∫
∂D
IF(x;ω)dn−1xdP(ω) (A.49)
= lim
all µ(∂Dq)↑0
∫
Ω
M∑
q=1
IF(x(q);ω)µ(∂Dq)dP(ω) = 0 (A.50)
Given an integral (or summation) over a random field or stochastic process, the Fubini theorem states
that the expectation of the integral or sum over a random field is equivalent to the integral or sum of the
expectation of the field.
Theorem 1.25. Let IF(x) be a random field, not necessarily Gaussian, existing for all x ∈ D with expectation
EJIF(x)K, not necessarily zero. Then
E
s ∫
D
IF(x)dµ(x)
{
≡
∫
D
E
q
IF(x)
y
dµ(x) (A.51)
For a set of N random fields IFq(x)
E
s N∑
q=1
IFq(x)
{
=
N∑
q=1
E
q
IFq(x)
y
(A.52)
It is also possible to define a ’mollifier’ or convolution integral.
Proposition 1.26. Let (x, y) ∈ D and let Ψ(x, y) be a smooth function of (x, y) that will typically depend
on the separation ‖x− y‖. Given IF(y) define the volume and surface integral convolutions
F(x) = Ψ(x, y)⊠ IF(y) ≡
∫
D
Ψ(x, y)IF(y)dny, (x, y) ∈ D (A.53)
F(x) = Ψ(x, y)⊠ IF(y) ≡
∫
D
Ψ(x, y)IF(y)dn−1y, (x, y) ∈ ∂D (A.54)
For example, if Ψ(x, y) is a Gaussian function then the random field IF(x) can be ’smoothed’.
IF(x) = Ψ(x, y)⊠ IF(y) ≡ C
∫
D
exp(−|x− y|2/Q2)IF(y)dny, (x, y) ∈ D (A.55)
IF(x) = Ψ(x, y)⊠ IF(y) ≡ C
∫
D
exp(−|x− y|2/Q2)IF(y)dn−1y, (x, y) ∈ ∂D (A.56)
If K(x, y) = 1/|x− y|b, for b ≥ 1 then
IK(x) = Ψ(x, y)⊠ IF(y) ≡ C
∫
D
IF(y)
|x− y|b d
ny, (x, y) ∈ D (A.57)
IK(x) = Ψ(x, y)⊠ IF(y) ≡ C
∫
D
IF(y)
|x− y|b d
n−1y, (x, y) ∈ ∂D (A.58)
A.3.1. 2-point functions and correlations. Integrals of random fields can be correlated.
Proposition 1.27. Let D ⊂ Rn and D′ ⊂ Rn be two domains with boundaries ∂D and ∂D′. One can have
D
⋂
D
′ = ∅ or D
⋂
D
′ 6= ∅. Let x ∈ D and x′ ∈ D′. If D⋂D′ 6= ∅ then one can have (x, x′) ∈ D⋂D′.
As before, partition the domains as
D =
M⋃
q=1
Dq, D
′ =
M⋃
p=1
D
′
p
with x(q) ∈ Dq and (x(p))′ ∈ D′p. The volumes of the cells are µ(Dq) and µ(Dp). Define the GRSFs as the
stochastic integrals
IH(D) =
∫
D
IF(x)dnx = lim
all µ(Dq)↑0
M∑
q=1
IF(xq)µ(Dq) (A.59)
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IH(x′) =
∫
D
IF(x)dnx = lim
all µ(Dp)↑0
M∑
p=1
IF(xp)µ(Dp) (A.60)
Then
IH(D)⊗ IH(D′) =
∫
D
∫
D′
IF(x) ⊗ IF(x′)dnxdnx′ (A.61)
= lim
all µ(Dq,µ(D′p)↑0
M∑
q=1
M∑
p=1
IF(xp)⊗ IF(xq)µ(Dp)µ(D′q) (A.62)
The expectation is then
E
s
IH(D)⊗ IH(D′)
{
=
s∫
D
∫
D′
IF(x)⊗ IF(x′)dnxdnx′
{
(A.63)
= lim
all µ(Dq,µ(D′p)↑0
E
t
M∑
p=1
M∑
q=1
IF(xp)⊗ IF(xq)µ(Dp)µ(D′q)
|
(A.64)
≡= lim
all µ(Dq,µ(D′p)↑0
M∑
p=1
M∑
q=1
E
s
IF(xp)⊗ IF(xq)
{
µ(Dp)µ(D
′
q) (A.65)
lim
all µ(Dq,µ(D′p)↑0
M∑
p=1
M∑
q=1
α(xp, xq; ξ)µ(Dp)µ(D
′
q) (A.66)
=
∫
D
∫
D′
α(x, x′; ξ)dnxdnx′ (A.67)
Similarly, for the surface integrals
E
s
IH(∂D)⊗ IH(∂D′)
{ s∫
∂D
∫
∂D′
IF⊗ IF(x′)dn−1xdn−1x′
{
(A.68)
= lim
all µ(∂Dq,µ(∂D′p)↑0
E
t
M∑
p=1
M∑
q=1
IF(xp)⊗ IF(xq)µ(∂Dp)µ(D′q)
|
(A.69)
≡= lim
all µ(∂Dq,µ(∂D′p)↑0
M∑
p=1
M∑
q=1
E
s
IF(xp)⊗ IF(xq)
{
µ(∂Dp)µ(∂D
′
q) (A.70)
lim
all µ(∂Dq,µ(∂D′p)↑0
M∑
p=1
M∑
q=1
α(xp, xq; ξ)µ(∂Dp)µ(∂D
′
q) (A.71)
=
∫
∂D
∫
∂D′
α(x, x′; ξ)dn−1xdn−1x′, (x, x′ ∈ ∂D, ∂D′ (A.72)
Corollary 1.28. The volatility is
lim
x→x′
E
s
IH(D)⊗ IH(D)
{
= E
s
Y (x)|2
{
(A.73)∫
D
∫
D′
Udnxdnx′ = U‖D‖‖D′‖ (A.74)
A stochastically averaged Dirichlet energy for the GRSF can be defined as follows
Proposition 1.29. Let IF(x) be a GRSF existing on a domain D ⊂ Rn. The derivative of the GRSF exists
and is the GRVF ui(x) = ∇iIF(x). The covariance is
E
q
ui(x) ⊗ uj(y)
{
=
q∇iIF(x) ⊗∇jIF(x(y)K = δijβ(x, y; ζ) (A.75)
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and E
q∇iIF(x)⊗∇jG(y)K = δij The expectation of the Dirichlet energy integral is then
E
s∫
D
∇iIF(x)⊗∇jIF(x)dnx
{
=
∑
ij
∫
D
E
s
∇iIF(x) ⊗∇jIF(x)
{
dnx
=
∑
ij
δij
∫
D
dnx = n‖D‖ <∞ (A.76)
where ‖D‖ is the volume of D.
Lemma 1.30. Let f : R→ R be a smooth function then ∃ C > 0 such that(∫ b
0
f(x)dx
)(∫ b
0
f(x)dx
)
≤ C
∫ b
0
∣∣∣∣ ∫ b
0
|f(x)|2dx
∣∣∣∣dx (A.77)
if | ∫ b0 f(x)dx| <∞. This generalises to(∫ b
0
f(x)dx
)
×...×︸ ︷︷ ︸
Q times
(∫ b
0
f(x)dx
)
≤ C
∫ b
o
...
∫ b
o︸ ︷︷ ︸
Q times
|f(x)|Q dx...dx︸ ︷︷ ︸
Q times
(A.78)
For D ⊂ Rn, f : D → R and a measure dµ(x),∣∣∣∣(∫
D
f(x)dµ(x)
)∣∣∣∣Q = (∫
D
f(x)dµ(x)
)
×...×︸ ︷︷ ︸
Q times
(∫
D
f(x)dµ(x)
)
≤ C
∫
D
...
∫
D︸ ︷︷ ︸
Q−1 times
∣∣∣∣ ∫
D
|f(x)|Qdµ(x)
∣∣∣∣ dµ(x)...dµ(x)︸ ︷︷ ︸
Q−1 times
≤ C
∫
D
...
∫
D︸ ︷︷ ︸
Q−1 times
∥∥∥∥f(x)∥∥∥∥Q
LQ(D)
dµ(x)...dµ(x)︸ ︷︷ ︸
Q−1 times
(A.79)
The result is extended to include GRSFs IF(x).
Proposition 1.31. Let IF be a regulated GRSF defined for all x ∈ D such that EJIF(x)K = 0 and
E
s∣∣IF(x(x)∣∣Q{ = 1
2
[αQ/2 + (−1)QαQ/2] (A.80)
so that E
q∣∣IF(x(x)∣∣Qy = 0 for all odd p. Then
E
s∣∣∣∣ ∫
D
IF(x)dµ(x)
∣∣∣∣Q{ ≤ 12C[αQ/2 + (−1)QαQ/2]
∣∣∣∣ ∫
D
dµ(x)
∣∣∣∣Q
=
1
2
[αQ/2 + (−1)QαQ/2]‖D‖Q (A.81)
where ‖D‖ is the volume of D.
Proof. Expand the lhs so that
E
s∣∣∣∣ ∫
D
IF(x(x)dµ(x)
∣∣∣∣Q{ = Es∣∣∣∣ ∫
D
IF(x(x)dµ(x)× ...×
∫
D
IF(x(x)dµ(x)
{
E
s ∫
D
×...×
∫
D
|IF(x(x)|pdµ(x) × ...× dµ(x)
{
≤
∫
D
×...×
∫
D
E
s
|IF(x(x)|p
{
dµ(x) × ...× dµ(x)
=
1
2
[αQ/2 + (−1)QαQ/2]
∫
D
dµx× ...×
∫
D
dµx
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=
1
2
[αQ/2 + (−1)QαQ/2]
∣∣∣∣ ∫
D
dµ(x)
∣∣∣∣Q
=
1
2
[αQ/2 + (−1)QαQ/2]‖D‖Q (A.82)

Proposition 1.32. Let IF(x(x) be a regulated GRSF defined for all x ∈ D such that EJIF(x(x)K = 0 and
E
q∣∣IF(x(x)∣∣Qy = 12 [αQ/2 + (−1)QαQ/2] as before. Let O(x, y) = O(x − y) be a kernel or ’mollifier’ that
smooths the random field IF(x(x) such that
g(x) =
∫
D
O(x, y)IF(x(y)dµ(y) (A.83)
For example if Q(x, y) = c exp(−‖x− y‖2/b) then the field is ’Gaussian smoothed’. To order b
E
s∣∣∣∣ ∫
D
O(x, y)IF(x(y)dµ(x)
∣∣∣∣Q{ ≤ 12 [αQ/2 + (−1)QαQ/2]
∣∣∣∣ ∫
D
Q(x, y)dµ(x)
∣∣∣∣Q (A.84)
A.4. Real and complex superpositions of GRFs. Let U(x),V(x),W(x),X(x) be independent GRFs
existing for all x ∈ D ⊂ Rn. The fields are Gaussian and regulated so that
E
q
U(x)⊗U(y)K = αA(x, y; ξ) (A.85)
E
q
V(x) ⊗ V(y)K = βB(x, y; ξ) (A.86)
E
q
W(x) ⊗W(y)K = γC(x, y; ξ) (A.87)
E
q
X(x)⊗X(y)K = ǫD(x, y; ξ) (A.88)
with regulated and bounded volatilities
E
q
U(x)⊗U(x)K = α (A.89)
E
q
V(x)⊗ V(x)K = β (A.90)
E
q
W(x)⊗W(x)K = γ (A.91)
E
q
X(x)⊗X(x)K = ǫ (A.92)
Since the fields are considered independent
E
q
U(x)⊗ V(y)K = 0 (A.93)
E
q
U(x)⊗W(y)K = 0 (A.94)
E
q
U(x)⊗X(y)K = 0 (A.95)
E
q
U(x)⊗ V(x)K = 0 (A.96)
E
q
U(x)⊗W(x)K = 0 (A.97)
E
q
U(x)⊗X(x)K = 0 (A.98)
and so on.
Proposition 1.33. Let (a, b, c, d) ∈ R+ then a linear superposition of GRFs is also a GRF so that
IF(x = aU(x) + bV(x) (A.99)
IF(x = aU(y) + bV(y) (A.100)
Then EJIF(x(x)K = 0 and
E
q
IF(x) ⊗ IF(y)y = a2A(x, y; ξ) + b2B(x, y; ξ) (A.101)
E
q
IF(x) ⊗ IF(x)y = a2 + b2 (A.102)
Similarly, if
IF(x) = aU(x) + bV(x) + cW(x) (A.103)
IF(y) = aU(y) + bV(y) + CW(y) (A.104)
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then
E
q
IF(x)⊗ IF(y)y = a2A(x, y; ξ) + b2B(x, y; ξ) + c2C(x, y; ξ) (A.105)
E
q
IF(x)⊗ IF(x)y = a2 + b2 + c2 (A.106)
and
IF(x) = aU(x) + bV(x) + cW(x) + dX(x) (A.107)
IF(y) = aU(y) + bV(y) + CW(y) + dX(y) (A.108)
then
E
q
IF(x) ⊗ IF(y)y = a2A(x, y; ξ) + b2B(x, y; ξ) + c2C(x, y; ξ) + d2D(x, y; ξ) (A.109)
E
q
IF(x) ⊗ IF(y)y = a2 + b2 + c2 + d2 (A.110)
Proof.
EJIF(x)⊗ IF(y)K = a2EJU(x)U(y)K + abEJU(x)V(y)K
+ abEJV(x)U(y)K + b2EJV(x)V(y)K
= a2A(x, y; ξ) + b2B(x, y; ξ) (A.111)
so that the volatility is
EJIF(x)⊗ IF(y)K = a2 + b2 (A.112)
EJIF(x) ⊗ IF(y)K = a2EJU(x)U(y)K + abEJU(x)V(y)K + acEJU(x)W(y)K
+ abEJV(x)U(y)K + b2EJV(x)V(y)K + cbEJV(x)W(y)K
+ acEJW(x)U(y)K + cbEJW(x)V(y)K + c2EJW(x)W(y)K
= a2A(x, y; ξ) + b2B(x, y; ξ) + c2C(x, y; ξ) (A.113)
and so the volatility is bounded as
EJIF(x)⊗ IF(x)K = |a2 + b2 + c2| <∞ (A.114)
and similarly for (-). 
A.5. Complex Gaussian random fields. Given real random Gaussian fields it is possible to construct a
complex Gaussian random field.
Proposition 1.34. Let X(x),Y(x) be independent GRFs for all x ∈ D ⊂ Rn with regulated covariances
EJX(x)⊗X(y)K = αA(x, y; ξ) (A.115)
EJY(x) ⊗ Y(y)K = βB(x, y; ξ) (A.116)
and EJX(x)⊗X(x)K = α and EJY(x)⊗Y(x)K = β. For all (x, y) ∈ D define the following complex fields and
their derivatives
Z(x) = X(x) + iY(x) (A.117)
Z
∗(x) = X(x)− iY(x) (A.118)
Z(y) = X(y) + iY(y) (A.119)
Z
∗(y) = X(y)− iY(y) (A.120)
∇jZ(x) = ∇jX(x) + i∇jY(x) (A.121)
∇jZ∗(x) = ∇jX(x)− i∇jY(x) (A.122)
∇jZ(y) = ∇jX(y) + iY(y) (A.123)
∇jZ∗(y) = ∇jX(y)− i∇jY(y) (A.124)
Then the covariances are real
EJZ(x) ⊗Z(y)K = αA(x, y; ξ) − βB(x, y; ξ) (A.125)
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EJZ(x) ⊗Z∗(y)K = αA(x, y; ξ) + βB(x, y; ξ) (A.126)
EJZ∗(x)⊗Z(y)K = αA(x, y; ξ) + βB(x, y; ξ) (A.127)
EJZ∗(x)⊗Z∗(y)K = αA(x, y; ξ) − βB(x, y; ξ) (A.128)
with the finite bounded volatilities
EJZ(x) ⊗Z(x)K = α− β (A.129)
EJZ(x) ⊗Z(x)K = α− β (A.130)
Proof.
EJZ(x) ⊗Z(x)K = EJ(X(x) + iY(x))(X(y) + iY(y))K
= EJX(x)X(y)K+ iEJX(x)Y(y)K + iEJY(x)X(y)K + EJY(x)Y(y)K
= EJX(x)X(y)KE + EJY(x)Y(y)K = αA(x, y; ξ) + βB(x, y; ξ) (A.131)
and similarly to prove (1.19-1.21). 
Appendix B. 2-Point Correlations and Covariances of Gaussian Random Scalar Fields and
Their Derivatives on a Ball, Cylinder and Disc
In this appendix, the covariances or 2-point functions are explicitly computed for GRSFs on various
geometries, namely the 3-sphere, cylinder and a disc.
Proposition 2.1. Let BR(0) ⊂ R3 be a ball of radius R and let IF(x) be a GRSF existing within BR(0)
and also on the boundary ∂BR(0). In spherical coordinates IF(x) = IF(r, θ, ϕ). Since the field is Gaussian it
is characterised by its 2-point correlation function, which is taken to be regulated.(Colored noise.) Then for
any points (r, θ, ϕ) and (r′, θ′, ϕ′)
E
q
IF(r, θ, ϕ)
y
= 0 (B.1)
E
q
IF(r, θ, ϕ)⊗ IF(r′, θ′, ϕ′)y = λK(r, r′)H(θ, θ′; η)Q(ϕ, ϕ′;χ) (B.2)
such that F (r, r) = H(θ, θ) = Q(ϕ, ϕ) = 1. The derivatives
∇rF (r, r′; ǫ),∇r′F (r, r′; ǫ),∇θH(θ, θ′; η)∇θ′H(θ, θ′; η),∇ϕQ(ϕ, ϕ′;χ),∇ϕ′Q(ϕ, ϕ′;χ)
exist as do the derivatives
∇rIF(r, θ, ϕ), ∇r′IF(r′, θ′, ϕ′),∇θIF(r, θ, ϕ)
∇θ′IF(r′, θ′, ϕ′)∇ϕIF(r, θ, ϕ), ∇ϕ′IF(r′, θ′, ϕ′)
with expectations
E
q∇rIF(r, θ, ϕ)y = Eq∇r′IF(r′, θ′, ϕ′){ = 0
E
q∇θIF(r, θ, ϕ)y = Eq∇θ′IF(r′, θ′, ϕ′)y = 0
E
q∇ϕIF(r, θ, ϕ),= ∇ϕ′IF(r′, θ′, ϕ′)y = 0 (B.3)
However
∇r′IF(r, θ, ϕ) = ∇rIF(r′, θ′, ϕ′) = 0
∇θ′IF(r, θ, ϕ) = ∇θIF(r′, θ′, ϕ′) = 0
∇ϕ′IF(r, θ, ϕ) = ∇ϕIF(r′, θ′, ϕ′) = 0 (B.4)
In spherical coordinates ∇i = (∇r,∇θ,∇ϕ) with ∇r = ∂r,∇θ = 1r∂θ,∇ϕ = 1r sin θ∂ϕ. The possible correla-
tions between the fields and their derivatives are then
E
q∇rIF(r, θ, ϕ) ⊗∇r′IF(r′, θ′, ϕ′)y = λ∇r∇r′K(r, r′)H(θ, θ′; η)Q(ϕ, ϕ′;χ)
≡ λ∂r∂r′K(r, r′)H(θ, θ′; η)Q(ϕ, ϕ′;χ) (B.5)
E
q∇θIF(r, θ, ϕ)⊗∇θ′IF(r′, θ′, ϕ′)y = λK(r, r′)∇θ∇θ′H(θ, θ′; η)Q(ϕ, ϕ′;χ)
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≡ λ 1
rr′
K(r, r′)∂θ∂θ′H(θ, θ
′; η)Q(ϕ, ϕ′;χ) (B.6)
E
q∇ϕIF(r, θ, ϕ) ⊗∇ϕ′IF(r′, θ′, ϕ′)} = λK(r, r′)H(θ, θ′; η)∇ϕ∇ϕ′Q(ϕ, ϕ′;χ)
λ
1
r sin θ
1
r′ sin θ′
K(r, r′)H(θ, θ′; η)∂ϕ∂ϕ′Q(ϕ, ϕ
′;χ) (B.7)
E
{
∂rIF(r, θ, ϕ) ◦ ∂θ′IF(r′, θ′, ϕ′)
}
= λ∇rK(r, r′)∇θ′H(θ, θ′; η)Q(ϕ, ϕ′;χ)
λ∂rK(r, r
′)1r∂θ′H(θ, θ
′; η)Q(ϕ, ϕ′;χ) (B.8)
E
q∇rIF(r, θ, ϕ) ⊗∇ϕ′IF(r′, θ′, ϕ′)y = λ∇rK(r, r′)H(θ, θ′; η)∇ϕ′Q(ϕ, ϕ′;χ)
= λ∂rK(r, r
′)H(θ, θ′; η) 1r′ sin θ′ ∂ϕ′Q(ϕ, ϕ
′;χ) (B.9)
E
{∇θIF(r, θ, ϕ) ◦ ∇r′IF(r′, θ′, ϕ′)} = λ∇r′K(r, r′)∇θH(θ, θ′; η)Q(ϕ, ϕ′;χ)
≡ λ∂r′K(r, r′)1r∂θH(θ, θ′; η)Q(ϕ, ϕ′;χ) (B.10)
E
{∇θIF(r, θ, ϕ) ◦ ∇ϕ′IF(r′, θ′, ϕ′)} = λ∇r′K(r, r′)H(θ, θ′; η)∇ϕ′Q(ϕ, ϕ′;χ)
λ∂r′K(r, r
′)H(θ, θ′; η) 1r′ sin θ′∂ϕ′Q(ϕ, ϕ
′;χ)... (B.11)
E
q
∂ϕIF(r, θ, ϕ)⊗∇r′IF(r′, θ′, ϕ′)
y
= λ∇r′K(r, r′)∇θH(θ, θ′; η)∇ϕQ(ϕ, ϕ′;χ)
= λ∂r′K(r, r
′)1r∂θH(θ, θ
′; η)∂ϕQ(ϕ, ϕ
′;χ) (B.12)
E
q∇ϕIF(r, θ, ϕ) ⊗∇θ′IF(r′, θ′, ϕ′)y = λK(r, r′; ǫ)∇θ′H(θ, θ′; η)∇ϕQ(ϕ, ϕ′;χ)
= λK(r, r′; ǫ) 1r′∇θ′H(θ, θ′; η) 1r sin θ∂ϕQ(ϕ, ϕ′;χ) (B.13)
E
q
IF(r, θ, ϕ) ⊗∇r′IF(r′, θ′, ϕ′)
y
= λ∇r′K(r, r′; ǫ)H(θ, θ′; η)Q(ϕ, ϕ, χ)
≡ λ∂r′K(r, r′; ǫ)H(θ, θ′; η)Q(ϕ, ϕ, χ) (B.14)
E
q
IF(r, θ, ϕ) ◦ ∇θ′IF(r′, θ′, ϕ′)
y
= λK(r, r′; ǫ)∇θ′H(θ, θ′; η)Q(ϕ, ϕ, χ)
= λK(r, r′; ǫ) 1r′ ∂θ′H(θ, θ
′; η)Q(ϕ, ϕ, χ) (B.15)
E
q
IF(r, θ, ϕ) ◦ ∇θ′IF(r′, θ′, ϕ′)
y
= λK(r, r′; ǫ)H(θ, θ′; η)∇ϕ′Q(ϕ, ϕ, χ)
≡ λK(r, r′; ǫ)H(θ, θ′; η) 1r′ sin θ′∂ϕ′Q(ϕ, ϕ′, χ) (B.16)
E
q∇rIF(r, θ, ϕ) ⊗ IF(r′, θ′, ϕ′)y = λ∇rK(r, r′; ǫ)H(θ, θ′; η)Q(ϕ, ϕ, χ)
= λ∂rK(r, r
′; ǫ)H(θ, θ′; η)Q(ϕ, ϕ, χ) (B.17)
E
q∇θIF(r, θ, ϕ)⊗ IF(r′, θ′, ϕ′)y = λK(r, r′; ǫ)∇θH(θ, θ′; η)Q(ϕ, ϕ, χ)
= λK(r, r′; ǫ)∇θ′ 1r∂θH(θ, θ′; η)Q(ϕ, ϕ, χ) (B.18)
E
{∇ϕIF(r, θ, ϕ) ◦ IF(r′, θ′, ϕ′)y = λK(r, r′; ǫ)H(θ, θ′; η)∇ϕQ(ϕ, ϕ, χ)
= λK(r, r′; ǫ)H(θ, θ′; η) 1r sin θ∂ϕQ(ϕ, ϕ, χ) (B.19)
Corollary 2.2. The regulated covariances or volatilities are finite and bounded as
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q∇rIF(r, θ, ϕ)⊗∇r′IF(r′, θ′, ϕ′)y = λ (B.20)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q∇θIF(r, θ, ϕ)⊗∇θ′IF(r′, θ′, ϕ′)y = λ (B.21)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q∇ϕIF(r, θ, ϕ) ⊗∇ϕ′IF(r′, θ′, ϕ′)} = λ (B.22)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q
∂rIF(r, θ, ϕ)⊗∇θ′IF(r′, θ′, ϕ′)
y
= λ (B.23)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q∇rIF(r, θ, ϕ)⊗∇ϕ′IF(r′, θ′, ϕ′)y = λ (B.24)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q∇θIF(r, θ, ϕ)⊗∇r′IF(r′, θ′, ϕ′)y = λ (B.25)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q∇θIF(r, θ, ϕ)⊗∇ϕ′IF(r′, θ′, ϕ′)y = λ (B.26)
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lim
r→r′,θ→θ′,ϕ→ϕ′
E
q∇ϕIF(r, θ, ϕ) ◦ ∇r′IF(r′, θ′, ϕ′)y = λ (B.27)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q∇ϕIF(r, θ, ϕ) ⊗∇θ′IF(r′, θ′, ϕ′)y = λ (B.28)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q
IF(r, θ, ϕ) ⊗∇r′IF(r′, θ′, ϕ′)
y
= λ (B.29)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q
IF(r, θ, ϕ) ⊗∇θ′IF(r′, θ′, ϕ′)
y
= λ (B.30)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q
IF(r, θ, ϕ) ⊗∇θ′IF(r′, θ′, ϕ′)
y
= λ (B.31)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
{∇θIF(r, θ, ϕ) ⊗ IF(r′, θ′, ϕ′)y = λ (B.32)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q∇ϕIF(r, θ, ϕ)⊗ IF(r′, θ′, ϕ′)y = λ (B.33)
Corollary 2.3. At the surface of the ball r = r′ = R and K(R,R) = 1 so the correlations on the sur-
face/boundary are
EJ∇θIF(θ, ϕ)⊗∇θIF(θ′, ϕ′) = λ 1rr′ ∂θ∂θ′H(θ, θ′; η)Q(ϕ, ϕ′;χ) (B.34)
EJ∇θIF(θ, ϕ)⊗∇ϕ′IF(θ′, ϕ′) = λ1r∂θH(θ, θ′; η) 1r′ sin θ∂ϕ′Q(ϕ, ϕ′;χ) (B.35)
EJ∇ϕIF(θ, ϕ)⊗∇θ′IF(θ′, ϕ′) = λ∂θ′H(θ, θ′; η) 1r sin θ∂ϕQ(ϕ, ϕ′;χ) (B.36)
EJ∇ϕIF(θ, ϕ)⊗∇θ′IF(θ′, ϕ′) = λH(θ, θ′; η) 1r sin θ 1r′ sin θ′ ∂ϕ∂ϕ′Q(ϕ, ϕ′;χ) (B.37)
EJIF(θ, ϕ)⊗∇θ′IF(θ′, ϕ′)} = λ 1r′ ∂θ′H(θ, θ′; η)Q(ϕ, ϕ′;χ) (B.38)
E
q
IF(θ, ϕ) ⊗∇ϕ′IF(θ′, ϕ′)} = λH(θ, θ′; η) 1r′ sin θ′Q(ϕ, ϕ′;χ) (B.39)
E
q∇θIF(θ, ϕ) ⊗ IF(θ′, ϕ′) = λ
r
∂θH(θ, θ
′;χ)Q(ϕ, ϕ′;χ) (B.40)
E
q∇ϕIF(θ, ϕ) ⊗ IF(θ′, ϕ′) = λH(θ, θ′;χ) 1r sin θ∂ϕQ(ϕ, ϕ′;χ) (B.41)
Corollary 2.4. The volatilities at any point on the surface r = r′ = R are finite and bounded so that
lim
r→r′,θ→θ′,ϕ→ϕ′
EJ∇θIF(θ, ϕ)⊗∇θIF(θ′, ϕ′) = λ (B.42)
lim
r→r′,θ→θ′,ϕ→ϕ′
E{∇θIF(θ, ϕ)⊗∇ϕ′IF(θ′, ϕ′) = λ (B.43)
lim
r→r′,θ→θ′,ϕ→ϕ′
E{∇ϕIF(θ, ϕ) ⊗∇θ′IF(θ′, ϕ′) = λ (B.44)
lim
r→r′,θ→θ′,ϕ→ϕ′
EJ∇ϕIF(θ, ϕ) ⊗∇θ′IF(θ′, ϕ′) = λ (B.45)
lim
r→r′,θ→θ′,ϕ→ϕ′
EJIF(θ, ϕ) ⊗∇θ′IF(θ′, ϕ′)K = λ (B.46)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q
IF(θ, ϕ) ⊗∇ϕ′IF(θ′, ϕ′)K = λ (B.47)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q∇θIF(θ, ϕ) ⊗ IF(θ′, ϕ′) = λ (B.48)
lim
r→r′,θ→θ′,ϕ→ϕ′
E
q∇ϕIF(θ, ϕ) ⊗ IF(θ′, ϕ′) = λ (B.49)
B.0.1. GRSFs on a finite cylinder. Let CR,L ⊂ R3 be a finite cylinder of radius R and length L. The GRSF
within CR,L is F(r, z, ϕ). With rotational symmetry about the cylinder axis, the random field is F(r, z). The
expectation and 2-point functions are
E
q
IF(r, z)
y
= 0 (B.50)
E
q
IF(r, z)⊗ IF(r′, z′)y = λK(r, r′; ǫ)Z(z, z′; ξ) (B.51)
and the 2-point function is regulated so that the volatility of the field at any point in the cylinder is finite
and bounded
lim
r→r′,z→z′
E
q
IF(r, z)⊗ IF(r′, z′)y = λ (B.52)
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The gradient is ∇i = (∂r, ∂z) so that the possible 2-point covariances for any two points (r, z) ∈ CR,L and
(r′, z′) ∈ CR,L are
EJ∇rIF(r, z)⊗∇r′IF(r′, z′)K = λ∂r∂r′K(r, r; ǫ)Z(z, z′) (B.53)
EJ∇zIF(r, z)⊗∇z′IF(r′, z′)K = λK(r, r; ǫ)∂z∂z′Z(z, z′ (B.54)
EJ∇rIF(r, z)⊗∇z′IF(r′, z′)K = λ∂rK(r, r; ǫ)∂z′Z(z, z′ (B.55)
EJ∇zIF(r, z)⊗∇z′IF(r′, z′)K = λ∂r′K(r, r; ǫ)∂zZ(z, z′ (B.56)
The volatilities are finite and bounded since
lim
r→′,z→z′
EJ∇rIF(r, z)⊗∇r′IF(r′, z′)K = λ (B.57)
lim
r→′,z→z′
EJ∇zIF(r, z)⊗∇z′IF(r′, z′)K = λ (B.58)
lim
r→′,z→z′
EJ∇rIF(r, z)⊗∇z′IF(r′, z′)K = λ (B.59)
lim
r→′,z→z′
EJ∇zIF(r, z)⊗∇r′IF(r′, z′)K = λ (B.60)
At the cylinder boundary r = r′ = R
EJ∇zIF(R, z)⊗∇z′IF(R, z′)K = λK(R,R; ǫ)∂z∂z′Z(z, z′) = ∂z∂z′Z(z, z′) (B.61)
Lemma 2.5. Finally, the correlations for a SGRF IF(r, θ) on a disc D ⊂ R2 are
EJ∇rIF(r, θ) ⊗∇r′IF(r′, θ′)K = λ∂r∂r′K(r, r; ǫ)H(θ, θ′) (B.62)
EJ∇θIF(r, z)⊗∇θ′IF(r′, θ′)K = λK(r, r; ǫ)∂θ∂θ′H(θ, θ′) (B.63)
EJ∇rIF(x)(r, θ) ⊗∇θ′IF(r′, θ′)K = λ∂rK(r, r; ǫ)∂z′H(θ, θ′) (B.64)
EJ∇θIF(r, θ) ⊗∇θ′IF(r′, θ′)} = λ∂r′K(r, r; ǫ)∂θH(θ, θ′) (B.65)
Corollary 2.6. The volatilities are finite and bounded since
lim
r→′,θ→θ′
EJ∇rIF(r, θ)⊗∇r′IF(x)(r′, θ′)K = λ (B.66)
lim
r→′,z→θ′
EJ∇θIF(r, θ) ⊗∇θ′IF(r′, θ′)K = λ (B.67)
lim
r→′,θ→θ′
EJ∇rIF(r, θ)⊗∇θ′IF(r′, θ′)K = λ (B.68)
lim
r→′,θ→θ′
EJ∇θIF(r, θ)⊗∇r′IF(r′, θ′)K = λ (B.69)
Appendix C. Proof of Theorem.
Proof. To prove ∆ψ(r, θ) = 0, apply the Laplace operator in polar coordinates to giving
∆ψ(r, θ) =
1
2π
∫ 2π
0
∆
∣∣∣∣ R2 − r2R2 − 2rR cos(θ − β) + r2
∣∣∣∣g(β)dβ
+
1
2π
∫ 2π
0
∆
∣∣∣∣ R2 − r2R2 − 2rR cos(θ − β) + r2
∣∣∣∣IF(β)dβ = 0 (C.1)
since ∆ acts only on the terms
E
s
∆ψ(r, θ)
{
=
1
2π
∫ 2π
0
∆
∣∣∣∣ R2 − r2R2 − 2rR cos(θ − β) + r2
∣∣∣∣g(β)dβ
+
1
2π
∫ 2π
0
∆
∣∣∣∣ R2 − r2R2 − 2rR cos(θ − β) + r2
∣∣∣∣EsIF(β){dβ = 0 (C.2)
so that ψ(r, θ) is both harmonic and stochastically harmonic. To compute the moments, the GRF ψ(rθ)
induced within the disc is
ψ(r, θ) =
1
2π
∫ 2π
0
(R2 − r2)g(β)dβ
R2 − 2rR cos(θ − β) + r2 +
1
2π
∫ 2π
0
(R2 − r2)IF(β)dβ
R2 − 2rR cos(θ − β) + r2
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= ψ(r, θ) +
1
2π
∫ 2π
0
(R2 − r2)IF(β)dβ
R2 − 2rR cos(θ − β) + r2 (C.3)
Then
E
s
|ψ(r, θ)|p
{
= E
s∣∣∣∣|ψ(r, θ)|+ 12π
∫ 2π
0
(R2 − r2)IF(β)dβ
R2 − 2rR cos(θ − β) + r2
∣∣∣∣p{ (C.4)
Now using the binomial expansion for vanishing odd terms gives
E
s
|ψ(r, θ)|p
{
=
1
2
P∑
Q=0
(
P
Q
)
|ψ(r, θ)|P−QE
s(
1
2π
∫ 2π
0
(R2 − r2)IF(β)dβ
R2 − 2rR cos(θ − β) + r2
)Q
+
(
− 1
2π
∫ 2π
0
(R2 − r2)IF(β)dβ
R2 − 2rR cos(θ − β) + r2
)Q]{
=
1
2
p∑
Q=0
(
P
Q
)
|ψ(r, θ)|P−QE
s(
1
2π
∫ 2π
0
(R2 − r2)IF(β)dβ
R2 − 2rR cos(θ − β) + r2 ×...×︸ ︷︷ ︸
Q times
1
2π
∫ 2π
0
(R2 − r2)IF(β)dβ
R2 − 2rR cos(θ − β) + r2
){
+
1
2
P∑
Q=0
(
P
Q
)
|ψ(r, θ)|P−QE
s(
− 1
2π
∫ 2π
0
IF(β)(R2 − r2)IF(β)dβ
R2 − 2rR cos(θ − β) + r2
)
×...×︸ ︷︷ ︸
Q times
(
− 1
2π
∫ 2π
0
(R2 − r2)
R2 − 2rR cos(θ − β) + r2
)){
≤ C 1
2
P∑
Q=0
(
P
Q
)
|ψ(r, θ)|P−QE
s[
1
(2π)Q
∫ 2π
0
...
∫ 2π
0
∣∣∣∣ (R2 − r2)R2 − 2rR cos(θ − β) + r2
∣∣∣∣Q IF(β)⊗ ...⊗ IF(β)dβ × ...× dβ︸ ︷︷ ︸
Q times
]{
+
1
2
P∑
Q=0
(
P
Q
)
|ψ(r, θ)|P−QE
s[
(−1)Q
(2π)Q
∫ 2π
0
...
∫ 2π
0
∣∣∣∣ (R2 − r2)IF(β)dβR2 − 2rR cos(θ − β) + r2
∣∣∣∣Q IF(β)⊗ ...⊗ IF(β)dβ × ...× dβ︸ ︷︷ ︸
Q times
]{
= C
1
2
P∑
Q=0
(
P
Q
)
|ψ(r, θ)|P−Q
[
1
(2π)Q
∫ 2π
0
...
∫ 2π
0
∣∣∣∣ (R2 − r2)R2 − 2rR cos(θ − β) + r2
∣∣∣∣Q EsIF(β)⊗ ...⊗ IF(β){dβ × ...× dβ︸ ︷︷ ︸
Q times
]{
+ C
1
2
P∑
Q=0
(
P
Q
)
|ψ(r, θ)|P−Q
[
(−1)Q
(2π)Q
∫ 2π
0
...
∫ 2π
0
∣∣∣∣ (R2 − r2)R2 − 2rR cos(θ − β) + r2
∣∣∣∣Q EsIF(β)⊗ ...⊗ IF(β){dβ × ...× dβ︸ ︷︷ ︸
Q times
]
= C
1
2
P∑
Q=0
(
P
Q
)
|ψ(r, θ)|P−Q
[
1
(2π)Q
∫ 2π
0
...
∫ 2π
0
∣∣∣∣ (R2 − r2)R2 − 2rR cos(θ − β) + r2
∣∣∣∣Qdβ × ...× dβ]
+
1
2
P∑
Q=0
(
P
Q
)
|ψ(r, θ)|P−Q
[
(−1)Q
(2π)Q
∫ 2π
0
...
∫ 2π
0
∣∣∣∣ (R2 − r2)R2 − 2rR cos(θ − β) + r2
∣∣∣∣Qdβ × ...× dβ]
+
1
2
C
P∑
Q=0
(
P
Q
)
|ψ(r, θ)|P−Q
[(
1
(2π)
∫ 2π
0
(R2 − r2)
R2 − 2rR cos(θ − β) + r2 dβ
)Q]
+ C
1
2
P∑
Q=0
(
P
Q
)
|ψ(r, θ)|P−Q
[
(−1)Q
(
1
(2π)
∫ 2π
0
(R2 − r2)
R2 − 2rR cos(θ − β) + r2 dβ
)Q]
(C.5)
Evaluating the angular integral then gives the moments as
E
q|ψ(r, θ)|pK ≤ 1
2
C
P∑
Q=1
|ψ(r, θ)|P−Q
s[(
1
2π
(
tan−1
( |R+ r| tan(− 12θ)
|R− r|
)
− 1
2π
tan−1
( |R+ r| tan(π − 12θ)
|R− r|
))]Q{
(C.6)
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and only even moments are nonzero. 
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