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Introduction
Parent-infant interactions play a major role in the development of the cognitive, perceptual and motor skills of infants, and this role is emphasised for developmental disorders. Typically developing infants gaze at people, turn toward voices and express interest in communication. In contrast, infants who will later become autistic are characterised by the presence of abnormalities in reciprocal social interactions and by a restricted, stereotyped and repetitive repertoire of behaviours, interests and activities (autism pathology is defined by ICD 10: International classification of diseases and related health problems 1 and DSM IV: Diagnostic and statistical manual of mental disorders 2 ) [1] . The quality of parent-infant interaction depends on a reciprocal process, an active dialogue between parent and child based on the infant's early competencies and the mother's (or father's) stimulations. In addition, the infant's development depends on social interaction with a caregiver who serves the infant's needs for emotional attachment.
Researchers in language acquisition and researchers in early social interactions have identified an important peculiarity that affects both the language and social development of infants; i.e., the way adults speak to infants. The special kind of speech that is directed towards infants, called infant-directed speech or "motherese" is a simplified language/dialect/register [2] that has recently been shown to be crucial for engaging interactions between parents and infant and very important for language acquisition [3] . Moreover, this speech register has been shown to be preferred by infants over adult-directed speech [4] and might assist infants in learning speech sounds [5] . From an acoustic point of view, infant-directed speech has a clear signature (high pitch, exaggerated intonation contours) [5] [6] . The phonemes, and especially the vowels, are more clearly articulated [7] . The importance of infant-directed speech has also been highlighted by recent research on autism [8] [9] [10] . Manual investigations (i.e., manual annotations) [11] , of parent-infant interactions in home movies have shown that most positive sequences (i.e., multimodal responses of the infant: vocalisation, gaze, facial expression) were induced by infant-directed speech. To study more specifically the influence on engagement in an ecological environment, we followed a method usually employed for the study of infant development: home movie analysis [12] .
The study of home movies is very important for future research, but the use of this kind of database makes the work very difficult and time-consuming. The manual annotation of these films is very costly, and the automatic detection of relevant events would be of great benefit to longitudinal studies. For the analysis of the role of infant-directed speech during interaction, we developed an automatic infant-directed speech detection system [10] [13] [14] , to enable emotion classification.
Motherese or infant-directed speech has been highly studied by psychological community. However, in our knowledge there are no studies of infant-directed speech, in real-life interaction, employing machine learning techniques. In the literature, researchers in affective computing and in emotion recognition have studied infant-directed speech from acted databases [15] ; the speech samples were recorded in laboratory. Recently, Inoue et al. [16] have developed a novel approach to discriminate between infant-directed speech and adult-directed speech by using mel-frequency cepstrum coefficient and a hidden Markov model-based speech discrimination algorithm. The average discrimination accuracy of the proposed algorithm is 84.34%, but still in laboratory conditions (acted data). Paralinguistic characteristics of motherese motivate several researchers to employ recognition systems intially developped for emotion processing [15] [17] .
In this paper, we implemented a traditional supervised method. We tested different machine learning techniques, both statistical and parametric, with different feature extraction methods (time/frequency domains). The GMM classifier with cepstral MFCC (Melfrequency cepstral coding) features was found to be most efficient.
However, the supervised methods still have some significant limitations. Large amounts of labelled data are usually required, which is difficult in real-life applications; manual annotation of data are very costly and time consuming. Therefore, we investigate a semi-supervised approach that does not require a large amount of annotated data for training. This method combines labelled and unlabelled utterances to learn to discriminate between infant-directed speech and adultdirected speech.
In the area of classification, many semi-supervised learning algorithms have been proposed, one of which is the co-training approach [18] . Most applications of co-training algorithm have been devoted to text classification [19] [20] and web page categorisation [18] [21]. However, there are a few studies related to semi-supervised learning for emotional speech recognition. The co-training algorithm proposed by Blum and Mitchell [18] is a prominent achievement in semisupervised learning. It initially defines two classifiers on distinct attribute views of a small set of labelled data. Either of the views is required to be conditionally independent to the other and sufficient for learning a classification system. Then, iteratively the predictions of each classifier on unlabelled examples are selected to increase the training data set. This co-training algorithm and its variations [22] have been applied in many areas because of their theoretical justifications and experimental success.
In this study, we propose a semi-supervised algorithm based on multi-view characterisation, which combines the classification results of different views to obtain a single estimate for each observation. The proposed algorithm is a novel form of co-training, which is more suitable for problems involving both classification and data fusion. Algorithmically, the proposed co-training algorithm is quite similar to other co-training methods available in the literature. However, a number of novel improvements, using different feature sets and dynamic weighting classifier fusion, have been incorporated to make the proposed algorithm more suitable for multiview classification problems.
The paper is organised as follows. Section 2 presents the longitudinal speech corpus. Section 3 presents the different feature extraction methods. Sections 4 and 5 present the supervised and the semi-supervised methods. Section 6 presents the details of the proposed method of semi-supervised classification of emotional speech with multi-view features. Section 7 reports experimental comparisons of supervised and semisupervised methods on a discrimination task. In the last section, some concluding remarks and the direction for future works are presented.
Home movie: speech corpus
The speech corpus used in our study contains real parent/child interactions and consists of recordings of Italian mothers as they addressed their infants. It is a collection of natural and spontaneous interactions. This corpus contains expressions of non-linguistic communication (affective intent) conveyed by a parent to a preverbal child.
We decided to focus on the analysis of home movies (real-life data) as it enables longitudinal study (months or years) and gives information about the early behaviours of autistic infants long before the diagnosis was made by clinicians. However, this large corpus makes it inconvenient for people to review. Additionally, the recordings were not made by professionals (they were made by parents), resulting in adverse conditions (noise and camera and microphones limitations, etc). In addition, the recordings were made randomly in diverse conditions and situations (interaction situation, dinner, birthday, bath, etc.), and only parents and other family members (e.g., grand-parent, uncle) are present during the recordings.
All sequences were extracted from the Pisa home movies database, which includes home movies from the first 18 months of life for three groups of children (typically developing, autistic, mentally retarded) [23] .
The home movies were recorded by the parents themselves. Each family uses his personal camera with only one microphone. Due to the naturalness of home movies (uncontrolled conditions: TV, many speakers, etc.), we manually selected a set of videos with at least understandable audio data. The verbal interactions of the infant's mother were carefully annotated by two psycholinguists, independently, into two categories: infantdirected speech and adult-directed speech. To estimate the agreement between the two annotators, we computed the Cohen's kappa [24] as a measure of the intercoder agreement. Cohen's kappa agreement is given by the following equation:
where p(a) is the observed probability of agreement between two annotators, and p(e) is the theoretical probability of chance agreement, using the annotated sample of data to calculate the probabilities of each annotator. We found a Cohen's kappa equal to 0.82 (CI for Confidence Interval: [95%CI: 0.75-0.90]), measured on 500 samples, which corresponds to good agreement between the two annotators.
From this manual annotation, we randomly extracted 250 utterances for each category. The utterances are typically between 0.5 s and 4 s in length. Figure 1 shows a distribution of infant-directed speech and adultdirected speech utterances from 3 periods of the child's life (0-6 months, 6-12 months and 12-18 months). The total duration of utterances is about 15 minutes. Figure 2 shows the duration distribution of infantdirected speech and adult-directed speech utterances. It shows that there is no significant difference between the durations of infant-directed speech and adult-directed speech utterances.
We randomly divided the database into two parts: unlabelled data U (400 utterances balanced between motherese and adult-directed speech) and labelled data L (100 utterances balanced between motherese and adultdirected speech).
Emotional Speech Characterisation
Feature extraction is an important stage in emotion recognition, and it has been shown that emotional speech can be characterised by a large number of features (acoustics, voice quality, prosodic, phonetic, lexical) [25] . However, researchers on speech characterisation and feature extraction show that is difficult to have a consensus for emotional speech characterisation.
In this study, we computed temporal and frequential features, which are usually investigated in emotion recognition [26] [17] . Moreover, different statistics are applied, resulting in 16 cepstral ( f 1), 70 prosodic ( f 2, f 3, f 4 and f 5) and 96 perceptive features ( f 6, f 7, f 8 and f 9), all of which have been shown to be the most efficient [26] [27] [13] . We obtained 9 different feature vectors with different dimensions, which are presented in Table 1 .
Cepstral features
Cepstral features such as MFCC are often successfully used in speech and emotion recognition. The short-term cepstral signatures of both infant-directed speech and adult-directed speech are characterised by 16 MFCC features (often used for emotion recognition) and are extracted each 20 ms, so the number of the resulting feature vectors is variable and depends on the length of the utterance (Frame-level).
Prosodic features
Several studies have shown the relevance of both the fundamental frequency (F0) and energy features for emotion recognition applications [26] . F0 and energy were estimated every 20 ms [28] , and we computed 3 statistics for each voiced segment (segment-based method) [29] : the mean, variance and range, for both F0 and short-time energy, resulting in a 6-dimensional vector.
In addition, 32 statistical features, presented in Table  2 , are extracted from the pitch contour and the loudness contour. Three other features are also extracted from these contours with a histogram and by considering the maximum, the bin index of the maximum and the centre value of the corresponding bin. These 3 features are relevant for pitch and energy contour characterisation.
Perceptive features
Infant-directed speech and adult-directed speech sound perceptually different, [30] , and in this work bark filters spectral representation are employed to investigate these perceptual differences.
The features based on the bark scale are considered to provide more information by characterising the hu- [32] . We extracted the bark time/frequency representation using an analysis window duration of 15 ms and a time step of 5 ms with filters equally spaced by 1 bark (first filter centred on first bark critical band) [33] . This computation on the full spectrum results in 29 filter bands. This representation can be described as a discrete perceptive representation of the energy spectrum, which can be qualified as a perceptive spectrogram. We then extracted statistical features from this representation either along the time axis or along the frequency axis, as shown in Figure 3 . We also considered the average of energy of the bands (a perceptive Long Term Average Spectrum) and extracted statistical features from it. Thirty-two statistical features were used and applied a) along the time axis (Approach TL), b) along the frequency axes (Approach SL) and c) on the average perceptive spectrum to obtain a first set of 32 features (Approach MV). c) Approach MV (for 'Mean Values'): (step 1) averaging the energy values of the bark spectral bands along the time axis to obtain a long term average spectrum using 29 bark bands and (step 2) extracting the 32 statistical features from this average spectrum.
The 32 statistical features, presented in Table 2 , were computed to model the dynamic variations of the bark spectral perceptive representation.
Supervised Classification
The supervised classification assumes that there is already an existing categorisation of the data. In this classification form, the training data D are presented by an ensemble X of feature vectors and their corresponding labels Y:
Supervised classification consists of two steps: feature extraction and pattern classification. The features extraction step consists of characterising the data. After the extraction of features, supervised classification is used to categorise the data into classes corresponding to user-defined training classes. This can be implemented using standard machine learning methods. In this study, four different classifiers, Gaussian mixture models (GMM) [34] , k-nearest neighbour (k-NN) [35] classifiers), SVM [36] [37] and Neural networks (MLP) [38] , were investigated.
In our work, all the classifiers were adapted to provide a posterior probability to maintain a statistical classification framework.
Gaussian mixture models
A Gaussian Mixture Model is a statistics based model for modelling a statistical distribution of Gaussian Probability Density Function (PDF). A Gaussian mixture density is a weighted sum of M component densities [34] given by:
where p(x|C m ) is the probability density function of class C m evaluated at x. Due to the binary classification task, we define C 1 as the "infant-directed speech" class and C 2 as "adult-directed speech". The vector x is a d-dimensional vector, g (µ,Σ) (x) are the component densities, and ω i are the mixture weights. Each component density is a d-variate Gaussian function:
with mean vector µ i and covariance matrix Σ i . The mixture weights ω i satisfy the following constraint:
The feature vector x is then modelled by the following posterior probability: where P(C m ) is the prior probability for class C m , assuming equal prior probabilities, and p(x) is the overall PDF evaluated at x.
k-nearest neighbours
The k-NN classifier [35] is a non-parametric technique that classifies the input vector with the label of the majority of the k-nearest neighbours (prototypes). To maintain a common framework with the statistical classifiers, we estimate the posterior probability that a given feature vector x belongs to class C m using k-NN estimation [35] :
where k m denotes the number of prototypes that belong to the class C m among the k nearest neighbours.
Support vector machines
The support vector machine (SVM) is the optimal margin linear discriminant trained from a sample of l independent and identically distributed instances: (x 1 , y 1 ), · · · , (x l , y l ), where x i is the d-dimensional input and y i ∈ {−1, +1} its label in a two-class problem is y i = +1 if is a positive (+) example, and y i = −1 if x i is a negative example. The basic idea behind SVM is to solve the following model:
which is a C-soft margin algorithm where ω and b are the weight coefficients and bias term of the separating hyperplane, C is a predefined positive real number and ξ i are slack variables [39] . The first term of the objective function given in (8) ensures the regularisation by minimising the norm of the weight coefficients. The second term tries to minimise the classification errors by introducing slack variables to allow some classification errors and then minimising them. The constraint given in (9) is the separation inequality, which tries to locate each instance on the correct side of the separating hyperplane. Once ω and b are optimised, during the test, the discrimination is used to estimate the labels:
and we choose the positive class ifŷ = +1 and the negative class ifŷ = −1. This model is generalised to learn nonlinear discriminants with kernel functions to map x to a new space and learning a linear discriminant there. The standard SVM does not provide posterior probabilities. However, to maintain a common framework with other classifiers, the output of a classifier (SVM) should be a posterior probability to enable postprocessing. Consequently, to map the SVM outputs into probabilities, as presented in [40] , we must first train an SVM, and then train the parameters of an additional sigmoid function. In our work, we used LIBSVM [36] with posterior probabilities outputs P svm (C m |x).
Neural network
The Neural Network structure used in this paper was the Multilayer Perceptron (MLP). An MLP is a network of simple neurons called perceptrons. The perceptron computes a single output from multiple real-valued inputs by forming a linear combination according to its input weights and then possibly transforming the output by some nonlinear activation function. Mathematically this can be written as:
where w denotes the vector of weights, x is the vector of inputs, b is the bias and ϕ is the activation function. It is proved in [41] that for various parameter optimisation strategies (such as gradient descent) with minimisation of the Mean Square Error function or CrossEntropy Error function and the back-propagation technique used to compute derivatives of the error function with respect to each of the free parameters, the trained network estimates the posterior probabilities of class membership P mlp (C m |x) directly.
Semi-Supervised Classification
Supervised methods require a large number of labelled utterances to enable efficient learning in real emotional speech classification systems. However, the manual annotation of data is very costly and time consuming, so an extensive manual annotation of all the home movies is unrealistic. Therefore, a learning algorithm with only a few labelled data is required; i.e., a semi-supervised learning algorithm. In this section, we briefly describe two techniques for semi-supervised learning, namely, self-training and co-training. Selftraining and co-training algorithms allow a classifier to start with a few labelled examples to produce an initial weak classifier and later to combine labelled and unlabelled data to improve the performance. In the following, let us assume that we have a set L (usually small) of labelled data, and a set U (usually large) of unlabelled data.
Self-training
The definition of self-training can be found in different forms in the literature; however, we adopted the definition of Nigam and Ghani [42] . In this method, we need only one classifier and then only one feature set. For several iterations, the classifier labels the unlabelled data and converts the most confidently predicted examples of each class into a labelled training example. Table 3 shows the pseudo-code for a typical selftraining algorithm. The self-training starts with a set of labelled data L, and builds a classifier h, which is then applied to the set of unlabelled data U. Only the n best classified utterances are added to the labelled set. The classifier is then retrained on the new set of labelled examples, and the process continues for several iterations. Use L to train the classifier h Allow h to label U Let T be the n examples in U on which h makes the most confident predictions Add T to L Remove T from U End Notice that only one classifier is required, with no split of the features.
Co-training
The co-training algorithm proposed in [18] is a prominent achievement in semi-supervised learning. This algorithm and the related multi-view learning methods [43] assume that various classifiers are trained over multiple feature views of the same labelled examples. These classifiers are encouraged to make the same prediction on any unlabelled example.
As shown in Table 4 , the method initially defines two classifiers (h 1 and h 2 ) on distinct attribute views of a small set of labelled data (L). Either of the views is required to be conditionally independent of the other and sufficient for learning a classification system. Then, iteratively, each classifier's predictions on the unlabelled examples are selected to increase the training data set. For each classifier, the unlabelled examples classified with the highest confidence are added to the labelled data set L, so that the two classifiers can contribute to increase the data set L. Both classifiers are re-trained on this augmented data set, and the process is repeated a given number of times. The rationale behind co-training is that one given classifier may assign correct labels to certain examples, while it may be difficult for others to do so. Therefore, each classifier can increase the training set by adding examples that are very informative for the other classifier. This method can be generalised to be used with a large number of views. Figure 4 shows the general architecture of a generalised co-training method based on multi-view characterisation. It considers v different views. For each iteration, we select an ensemble of p i positive examples and n i negative examples that are classified with the highest confidence. Then, we add the ensemble T = v i=1 p i + n i to the labelled data set L. These semi-supervised algorithms and their variations [22] have been applied in many application areas because of their theoretical justifications and experimental success.
Co-Training Algorithm Based On Multi View Characterisation
Many researchers have shown that multiple-view algorithms are superior to single-view method in solving machine learning problems [18] [44] [45] . Different feature sets and classifiers (views) can be employed to characterize speech signals, and each of them may yield different prediction results. Therefore, the best solution is to use multiple-characterisation (views= feature + classifier) together to predict the common class variable. Thus, the generalised co-training algorithm shown in Figure 4 uses different views for classification. In the multi-view approach, the labelled data are represented by {(x However, the standard co-training algorithm does not allow the fusion of different views in the same framework to produce only one prediction per utterance. It takes the prediction of each classifier separately. To overcome this problem, we propose a co-training procedure that iteratively trains a base classifier within each view and then combines the classification results to obtain a single estimate for each observation. The proposed algorithm is a novel form of co-training, which is more suitable for problems involving both semisupervised classification and data fusion.
The goal of the proposed co-training method is to incorporate all the information available from the different views to accurately predict the class variable. Each group of features provides its own perspective, and the performance improvements are obtained through the synergy between the different views. The co-training framework is based on the cooperation of different classifiers for the improvement of classification rates. Each of them gives an individual prediction weighted by its classification confidence value. This problem has a strong similarity to data fusion, which involves incorporating several disparate groups of views into a common framework for modelling data.
This algorithm is designed to improve the performance of a learning machine with a few labelled utterances and a large number of cheap unlabelled utterances.
Given a set L of labelled utterances, a set U of unlabelled utterances, and a set of different feature views V i , the algorithm works as described in Table 5 and Figure 5 . First, to initialise the algorithm, we found the best feature set for each classifier, as presented in Table 7 . Second, we set all of the initial weights equally so that ω k = 1/v, where v is the number of views (9 in our case). Third, while the unlabelled database U is not empty, we repeat the following:
• Classification: to classify all the unlabelled utterances, the class of each utterance is obtained using a decision function. In our case we compute the maximum likelihood; otherwise we can use other decision functions.
• Update the labelled and unlabelled databases: first we take as U 1 the utterances from U classified on Class 1 and U 2 classified on Class 2, after that we calculate the classification confidence for each utterance that we called margin. This step consists of cooperating all the classifiers to have once prediction by combining the classifiers outputs using a simple weighted sum.
where z k i is the feature view to be classified on the class C j , ω k is the weight of the classifier h k , v is the number of views and n j is the number of segments classified on class C j . The margin value is in the interval [0,1]. This number can be interpreted as a measure of confidence, as is done for SVM [46] . Then we take T j to be the utterances from U j that were classified on Class j with a probability greater than the mean value of classification confidence (margin) of the Class j .
• Update weights: finally, we update the weights of each view, as described in Table 5 . The new weight of each classifier is proportional to its contribution to the final classification. In other words, the weights of efficient classifiers will be increased.
Experimental Results

Experimental setup
Motherese detection is a binary classification problem and from given confusion matrix we have different decisions: true/false positive (TP,FP), and true/false negative (TN,FN) . For supervised classification, we evaluated, from a 10 folds cross validation, the accuracy rate to compare the performances of different separate classifiers: (TP+TN)/(TP+TN+FP+FN). We optimized the parameters of the different classifiers; such as M component densities for GMM, k optimal number of neighbours for k-NN, optimal kernel for SVM and the number of cells for MLP.
For the semi-supervised classification, the performance of the classification system is given for different data set. First we randomly selected an ensemble U containing 400 examples and an ensemble L containing 100 examples balanced between motherese and adultdirected speech. Then, in order to study the implication of the quantity of supervised learning data, we perform several experiments with different number of labelled data; from 10% (10 examples) to 100% (100 examples).
Notice that for the standard co-training algorithm, first we compute the standard algorithm with only two classifiers (the two best classifiers) such as proposed in [18] (Table 4) , then we perform this algorithm using all the classifiers as shown in the Figure 4 .
The supervised and semi-supervised classification systems were performed on multi-speaker data (speaker-independent). The speech segments were randomly extracted from 10 home movies (10 different mothers). In addition, as shown in Figure 1 , the speech segments were extracted from three different periods of time (semester 1, semester 2, semester 3), which will augment the data diversity since the voice of the mothers changes from one semester to another. ω k (weights of classifier)= 1/v for all the view While U not empty A. Classify all the example of the test database:
Classify all examples of U by each h k 3. Calculate the probability of classification for each example
Update the training (L) and test (U) databases:
End for
Take T j from U j the examples which has classified on C j with a probability upper to margin j . T = T j Add T to L and remove it from U C. Update weights:
End While 
Results of supervised classifiers
The performance of the different classifiers, each trained with different feature sets ( f 1, f 2, ... , f 9), were evaluated on the home movies database. Table 6 shows the best results of all the classifiers trained with different feature sets. The best result was obtained with GMM trained with cepstral MFCC (72.8% accuracy), and second best result was obtained with k-NN trained with f 4 (35 statistics on energy) . Therefore, Table 6 shows that cepstral MFCC outperforms the other features. Regarding the prosodic features, best results are not obtained with a GMM classifier but with k-NN and SVM classifiers. In addition to the GMM, perceptive features provide satisfactory results using the MLP classifier.
To summarise, comparing the results of different feature sets and taking into account the different classifiers, the best performing feature set for infant-directed speech discrimination appears to be the cepstral MFCC. Regarding the classifiers, we can observe that GMMs generalise better over different test cases than the other classifiers do.
Results of semi-supervised classifiers
The algorithm works as described in Figure 5 . To initialise the co-training algorithm, we consider the best configuration of each features trained with all supervised classifiers, using 10 folds cross validation. We obtained 9 classifiers (views) h1 to h9 as described in Table 7 .
The classification accuracy of the co-training algorithm using multi-view feature sets with different number of annotations is presented in Figure 6 and Table GMM Figure 5 : Structure of the proposed Co-training algorithm 8 . It can be seen that our method can achieve efficient results in infant-directed speech discrimination.
To further illustrate the advantage of the proposed method, Table 8 and Figure 6 show a direct comparison between our co-training algorithm and the standard cotraining algorithm. It shows that our method performs better results, 75.8% vs. 71.5%, using 100 labelled utterances. In addition, Figure 6 and Table 8 show that the performance of the standard co-training algorithm that uses all the classifiers is worse than the performance of the algorithm using only two classifiers, especially when we dispose of few labelled data for training. Although, the standard co-training algorithm was shown promising for different classification problems, it suffers from issues of divergence, where errors in the newly classified data could cause the system to run off track [47] . One approach to overcome this problem is combining the different predictions given by the different classifiers; such as all the classifiers cooperate to obtain only one prediction per utterance. The proposed co-training algorithm offers a framework to take advantage of co-training learning and data fusion. It combines the various features and classifiers in a co-training framework.
In addition, to illustrate the advantage of the proposed multi-view method, especially in cases with very few annotations, we compare our method with the selftraining method with a single view. In our study, we investigated the basic self-training algorithm, which replaces multiple classifiers in the co-training procedure with the best classifier that employs the most efficient feature. We computed GMM with the cepstral MFCC (h 1 ) and prosodic features (h 2 ), and at each iteration we take only the utterance with the best posterior probability. Figure 6 and Table 8 show a comparison between our co-training method and the self-training method. It can be seen that our method outperforms the self-training method, 75.8% vs. 70.3%, with 100 labelled utterances. In addition, the proposed co-training method gives a satisfactory result in the case of very few annotations, 66.8% with 10 labelled utterances vs. 52.0% for the self-training method. Comparing self-training and supervised methods, Figure 6 shows that supervised algorithm outperforms self-training algorithm since that self-training method suffers from issues of divergence (hight risk of divergence) [47] . The self-training algorithm makes error in the first iteration, therefore the error rate becomes important, and then the classifier will learn on falsely classified examples. The risk of divergence is the major problem of the self-training algorithm [47] .
In addition, to illustrate the importance of the use of the semi-supervised method, we compared the performance of the proposed semi-supervised method and the best supervised method (GMM-MFCC) using different GMM trained with f 6 h7 MLP trained with f 7 h8 GMM trained with f 8 h9 MLP trained with f 9 numbers of annotations (from 10 labelled data to 100 labelled data). Figure 6 and Table 8 show that the proposed co-training method outperforms the supervised method especially with limited labelled data for training (always 400 utterances for testing), 66.8% vs. 55.0% with 10 labelled utterances.
Moreover, Figure 8 demonstrates that the proposed co-training algorithm performs better in the first several iterations (93.5% accuracy in the first iteration). This result is quite reasonable because, as shown in Figure 7 , there are many more correctly classified than falsely classified utterances in the first iteration (101 correctly classified utterances vs. 7 falsely classified utterances). However, the performance of the classification decreases in the last iterations because we are retraining the system on misclassified utterances detected incorrectly in previous iterations.
Conclusion
In this article, a co-training algorithm was presented to combine different views to predict the common class variable for emotional speech classification. Our goal was to develop a motherese detector by computing multi-features and multi-classifiers to automatically discriminate pre-segmented infant-directed speech segments from manually pre-segmented adult-directed segments, so as to enable the study of parent-infant interactions and the investigation of the influence of this kind of speech on interaction engagement. By using the more conventional features often used in emotion recognition, such as cepstral MFCC, and other features, including prosodic features with some statistics on the pitch and energy and bark features, we were able to automatically discriminate infant-directed speech segments. Using classification techniques that are often used in speech/emotion recognition (GMM, k-NN, SVM and MLP) we developed different classifiers and we have tested them on real-life home movies database. Our experimental results show that spectral features alone contain much useful information for discrimination because they outperform all other features investigated in this study. Thus, we can conclude that cepstral MFCC alone can be used effectively to discriminate infant-directed speech.
However, this method requires a large amount of labelled data. Therefore, we investigated a semisupervised approach that combines labelled and unlabelled data for classification. The proposed semisupervised classification framework allows the combination of multi-features and the dynamic penalisation of each classifier by iteratively calculating its classification confidence. The experimental results demonstrate the efficiency of this method.
For our infant-directed speech classification experiments, we used only utterances that were already segmented (based on a human transcription). In other words, the automatic segmentation of infant-directed speech was not investigated in this study, but it can be addressed in a follow-up study. Automatic infantdirected speech segmentation can be seen as a separate problem, which gives rise to other interesting questions, such as how to define the beginning and the end of infant-directed speech, and what kind of evaluation measures to use.
In addition, other issues remain to be investigated in the future. We plan to test our semi-supervised classification method on larger emotional speech databases. Then it will be interesting to investigate the complementarities of the different views by analysing the evolution of weights of each classifier and to compare our algorithm with other semi-supervised algorithms, especially algorithms using multi-view features.
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