Introduction
The general well-being of people has always been a strong drive towards the improvement of available technologies and the development of new ones. Recently, a greater longevity and the consequent increase of physically challenged elder adults have increased the significance of research on assistive technologies such as rehabilitation robots, power-assist systems, and prosthetic devices. One important goal of these research endeavors is the restoration of lost motor function for people with disabilities (e.g. locomotion, manipulation, and prehension) with prostheses such as robot hands, arms, ankles, and legs (Lebedev et al., 2006; Kato et al., 2006) . Although such prosthetic devices are increasingly more intuitive to use and yield better functionality, most users still fail to recognize the prosthesis as an integral part of their body -a problem akin to the one affecting people with lesions to their afferent nervous system ( Fig. 1) (Tsakiris et al., 2007) . Such lack of integration makes the control of the prosthetic device cumbersome, and thus leads to excessive and unwanted cognitive load (Hunter et al., 2003) . To counter this problem, some prosthetic applications attempt to strengthen the user-environment coupling (Pylatiuk et al, 2006) , for example by feeding back visual or vibro-tactile stimuli to the user.
Clearly, one important challenge of rehabilitation robotics is how to "trick" the user of the prosthesis to accept the device as an integral part of their body. There are at least three ways to tackle this challenge: (1) Exploit the trends in information technology such as more energy-efficient and powerful microcontrollers, allowing faster sensory feedback and better real-time performance at a smaller scale. (2) Use smart materials and adaptive mechanisms to reduce computational complexity and off-load more to the morphological properties of the prosthetic device (Dollar & Howe, 2007; Pfeifer et al., 2006; Pfeifer et al., 2007) . (3) Improve human-machine interaction by developing "intelligent" machines that can guess the user's intention and are able to adapt to it, e.g. by employing artificial neural networks, pattern recognition and machine learning techniques (Yokoi et al., 2004) . Experiments have shown, for instance, that the inclusion of the patient's intention in the control of the electrical stimulation applied to the leg muscles can improve the performance of a paraplegic support system (Riener et al., 2000) .
In the context of rehabilitation robotics, this idea was tested by implementing an artificial controller for a functional electrical stimulation support system for paraplegics that considers the whole-body dynamics involved in human walking to predict the next desired !"r$ic" Robo+ ,--lica+ion1 22 Fig. 1 : Disruption of sensory-motor coupling. The disruption of the sensory-motor pathway has a direct effect on the interaction with the environment. (A) A lack of body awareness necessitates an increased cognitive effort to restore control of the body in an adapting environment. (B) The insertion of sensory feedback reduces cognitive effort and improves the interaction with prosthetic devices. movement (Heliot et al., 2007) . The coexistence of artificial and natural controllers allowed the patient some degree of control of otherwise paralyzed limbs. There are two implications from these studies. First, the use of "smart" machines can assist in improving the interaction, but the human brain must be included into the equation -being the most adaptive "machine" at our disposal. Second, in applications in which human and "smart" device interact directly, there is a need for an intuitive communication channel between man and machine. Several studies have addressed the realization of health-related robotic platforms that interact with humans. Ideally, such "human-centered" platforms (Riener et al., 2005;  !"n1ory45o+or Co7-ling in R"habili+a+ion Robo+ic1
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Riener, 2007) have to be safe, flexible, mechanically compliant, adaptive towards the user's needs, and easy to use. Moreover, they need to actively involve the patient in the rehabilitation process such that the recovery of lost motor function can be sped up. "Human-centered" strategies have to be contrasted with traditional "controller-centered" approaches in which the patient has to submit to the controller, e.g. a desired reference signal. Our long-term objective is to reduce system complexity by incorporating the plasticity of the human body and brain into the rehabilitation process. Towards achieving this goal, in this chapter, we present a case study based on an EMG-controlled prosthetic hand in which we study the sensory-motor patterns emerging from the interaction between the human, the robot hand, and the surrounding environment. An adaptive learning mechanism attempts to match the movements of the robot hand to those of the user's hand. To address the lack of integration, we apply an electrical stimulation to the user whenever the robot hand touches an object, eliciting a tactile sensation on the user's body. By employing a functional magnetic resonance imaging (fMRI) device, we then evaluate the human-machine interaction looking for the requirements behind the production of the illusion of "body ownership." We test two sensory modalities (visual and tactile) in the manipulation of the robot hand to gain insights into the mechanisms responsible for the extension of the user's body representation. Apart from looking at neural activity in the motor cortex, we also investigate related changes that occur in the sensory cortex.
Prosthetics applications
In what follows, we analyze the two principal characteristics for the interaction with prosthetic devices: human intention detection and sensory feedback.
Human intention detection
One of the biggest challenges for the field of human-machine interaction is the prediction of the intent of subjects to perform actions such as hand or finger movements. There exist many methods for predicting human movement intention, ranging from the real-time analysis of sensory data (Heliot et al., 2007) to the assessment of biological and physiological signals such as electroencephalograms (EEGs) or electromyograms (EMGs) (Kato et al. 2006 , Bitzer & van der Smagt, 2007 . Because of its relevance to the content of this chapter, we only review the use of EMG signals in the context of prosthetics applications.
EMGs are the electrical manifestation of the neuromuscular activity associated with a contracting muscle. Two properties make EMG signals particularly well suited for detecting the intention of movements: (1) EMG signals are directly linked to the desire of movement of a person, whether the movement is executed voluntarily or is initiated through a reflex response; and (2) EMG signals are emitted early, before the muscles contract, and hence can be used for prediction. The problem of intention detection has been tackled by a plethora of scientific work with varying degrees of satisfaction (Wang et al., 2006; Katsis et al. 2005; Nazarpour et al., 2005) . Other efforts have focused on the discrimination of a number of hand movements through feature extraction and on improving the effect of a real-time learning for a prosthetic hand (Khezri et al., 2007) . Although the accuracy of the recognition is high, these algorithms have not been yet applied to a system that tests their actual efficacy within the demand of a real amputee. In general, feature extraction raises concerns with !"r$ic" Robo+ ,--lica+ion1 2; respect to the techniques that select the meaningful data in the context of real world scenarios, where muscles can get tired, and EMG signals are non-stationary. Ways of dealing with the nature of EMG signals in the processing stage rely on the use of different filters and signal processing techniques. One method to transform such signals into an efficient representation is to use families of functions invariant to translation and scaling. By feeding the resulting signals to a neuro-fuzzy classifier, it becomes possible to infer the intention of a person to stand up or sit down (Hussein and Granat, 2002) . Support Vector Machines have also been employed for categorizing finger movements. In conjunction with a maximum likeliness measure, the results were sufficiently robust to partition the finger movements in the case of arm pronation (Bitzer et al., 2006) .
Sensory feedback
Neurological studies suggest that the self-attribution of body parts is mediated by correlated multisensory feedback (Armel, 2003; Ramachandran et al., 2000) . Therefore, when provided with synchronous stimulation, the brain combines the stimuli and associates them to a unique perceptual event. For instance, the sight of brushing of a rubber hand at the same time as brushing of the person's own hand (but hidden from view) is sufficient to produce a feeling of ownership of the fake hand (Ehrson et al., 2005) . This illusion of body ownership is called the "rubber-hand illusion" (Constantini & Haggard, 2007; Ehrson et al., 2005) and seems to originate from the ambiguous but correlated sensory information fed to the brain, which leads to the sensation of having the rubber hand incorporated into the body schema. By using this finding, one could think of fooling the brain into accepting a prosthetic device as an integral part of the body, hence reducing the cognitive effort required for its control. This idea is supported by an experiment conducted on monkeys, which shows that cortical motor neurons that fire when a hand is grasping an object, also fire when the object is grasped with a pair of pliers (Umilta et al., 2008) . The outcome of this experiment strongly indicates that the tool is embedded in the monkey's bodily representation as if it would be the monkey's own hand. The aforementioned experiments seem also to suggest that the brain forms internal representations based on the sensory information fed back to it. In this sense, one major drawback of EMG-controlled devices is the minimal or non-existent biofeedback, that is, information on the prosthetic device in relation to the body.
The human body incorporates a robust and redundant sensory system, by which if a part fails, nearby ones are used in order to restore the lost function. The user of a prosthetic device usually needs to overcome the lack of tactile and proprioceptive data with visual feedback, which increases the cognitive effort required to control the device (Weir, 1998) . This conscious effort is one of the main reasons that amputees abandon the use of current myoelectric devices (Biddiss, 2007) . We conclude that prosthetic devices need to include a feedback source that enables the user to extend his physiological proprioception (Simpson, 1974) . Such sensory feedback is of course a prerequisite not limited only to prosthetic applications; spinal-cord injury patients also share the same requirement.
Methods for providing feedback to the human body can be classified into two categories: invasive and non-invasive. Invasive methods directly stimulate nerve fibers to transmit sensations to the brain. For example, Shimojo et al. (2003) inserted electrodes in the nerve axons of a person that then were used to transmit tactile information sampled from a !"n1ory45o+or Co7-ling in R"habili+a+ion Robo+ic1 2< robot. More recently, Dillon et al. (2005) implemented a controller for a robot hand that used both afferent and efferent neural paths for communication from and to the human body, i.e. for controlling the robot hand and for receiving tactile feedback from the robot platform. Non-invasive methods are more widespread in their implementations. The most common method to transmit information to the body is transcutaneous (surface-mounted) electrical stimulation (Back-y-Rita et al., 2003; Kaczmarek et al., 2006) . There is also relevant research looking for appropriate stimulation areas in the human body for data transmission (Riso, 1999) ; as well as the modulation used to increase the amount of data transmitted into the body (Kaczmarek, 2000; Kim, 2005) . Besides electrical stimulation, mechanic vibrators are an additional option for data transmission. Although they are typically used in haptic interfaces (Honma et al., 2004) , they find also application in the context of prosthetics (RiosPoveda, 2002) .
Experimental setup
For our experiments, we used a prosthetic hand controlled through EMG signals (Yokoi et al., 2004) . The raw EMG signals were processed producing a set of feature vectors that in turn were used to generate a database of intended motions. Feedback to the user of the hand was provided through transcutaneous functional electrical stimulation (Szeto, 1992; Kackzmareck, 2006) . In what follows, we give an overview of the parts composing the experimental setup. First, we describe the prosthetic hand and the EMG-based intention detection system. Then, we present the visuo-tactile feedback system. Finally, we expose the fMRI scan setup and the related data analysis.
Prosthetic hand
The EMG-controlled prosthetic "humanoid" hand employed in this study was composed of five fingers and had 13 degrees-of-freedom (DOF) (Hernandez-Arieta et al., 2006a) . Each finger had three joints and two DOFs, the distal-inter-phalangial joint (DIP) and the proximal-interphalangial joint (PIP) were actuated by the same tendon, and the metacarpal (MP) joint was actuated by a single tendon. The wrist and the MP joint of the thumb control used two motors for the actuation of pronation/supination and extention/flection movements. The robot hand had pressure sensors placed over the PIP joint of fingers, on the fingertips, and in the palm. Force sensing resistor (FSR) based pressure sensors -due to their flexibility and ease of installation -were used to detect the interaction with the environment. EMG signals were detected by surface electrodes placed at muscle sites on the residual limb. The raw signals were processed and eventually used to control the robot hand.
EMG signals and classification
For the EMG patterns classification, we used a feed-forward neural network with an automatic learning mechanism (Kato et al., 2006) . The EMG pattern classification system is composed of three units (Fig. 3) : (a) an analysis unit, (b) a classification unit, and (c) a supervision unit. The analysis unit is in charge of extracting feature vectors from the raw EMG signals. The unit performs a Fast Fourier Transform of the acquired EMG signals producing a power density spectrum. We extract the feature vector from the power spectrum of all the EMG sensors. For this study, the feature vector extracts 8 samples from 3 EMG channels. The classification unit is in charge of generating clusters for the recognition of several hand movements. It consists of a supervised feed-forward artificial neural network with back propagation for the calculation of the weights. The supervision unit provides the system parameters for the evaluation of the feature vectors in the classification unit. Once a feature vector has been identified, the unit generates a control command to produce the desired robot hand movement. The supervision unit evaluates and updates the classification unit until the system achieved the expected motion, looking for the mapping function that denotes the relationship between the feature vectors and the expected robot hand motion. It receives 16 feature vectors for each motion that was included into the feature vectors' database.
Visuo-tactile feedback
We used a functional electrical stimulation device (Hernandez-Arieta, 2006b) to provide feedback by directly stimulating the skin mechanoreceptors. The produced !"n1ory45o+or Co7-ling in R"habili+a+ion Robo+ic1 electrical signal follows the guidelines given from previous applications of electrical stimulation in prosthetic applications that define the required frequency, voltage and waveform shape (Pfeiffer, 1968; Melen & Meindl, 1971; Szeto, 1992) . A high frequency, biphasic signal is efficient in interacting with the sensory system (Fig. 3) . To regulate the intensity of the stimulation and to avoid damaging the skin (due to excessive charge accumulation), the duty rate of the positive and negative phases of the signal changed simultaneously, while the frequency was kept constant (Grill & Mortimer, 1995) .
Like other sensory systems, mechanoreceptors habituate to constant stimuli. Hence, we set the stimulation intensity to be strong enough to be detected by the skin mechanoreceptors, while being weak enough to not stimulate noxious (pain) receptors and muscle fibers. Figure 4 presents the experimental concept. Whenever the robot hand touches an object, the pressure sensors located in the hand are used to electrically stimulate the user, providing tactile feedback. Because the person can in addition see the robot hand's movements, there is also visual feedback.
fMRI scan setup
To accommodate visual feedback, the robotic hand has to be within the line of sight of the user. However, the fMRI apparatus involves strong magnetic forces, prohibiting the placement of the robot hand within the user's visible area. To overcome this difficulty, a video camera, in conjunction with a set of mirrors, was used to project the prosthetic hand and its surrounding environment within the fMRI room (Figure 4) . The EMG sensors and the stimulation electrodes were coated with aluminum foil to shield them from magnetic fields. The EMG sensors were then placed on the right forearm, while the electrical stimulation electrodes were placed on the upper left arm of the subjects. This was done to reduce the effects of the electric stimulation over the EMG acquisition process. The volume acquisition was done with a 1.5T MAGNETOM Vision plus MR scanner (Siemens, Erlangen, Germany) using the standard head coil. We used foam padding around the subjects' head to minimize head motion and discarded the first five volumes of each fMRI scan because of non-steady magnetization; the analysis was performed using the remaining 54 scans. The fMRI protocol was a block design with one epoch for the task and rest conditions. Each epoch lasted 24 [s] which is equivalent to three whole-brain fMRI volume acquisitions. We used the Statistical Parametric Mapping software 2 (Holmes, 1994) We used an echo-planar imaging (EPI) template to realign the scans and transform them into the standard stereotactic space of Talairach (Talairach, 1988) . Data was then smoothed in a spatial domain (full width at half-maximum = 8 x 8 x 8 [mm]) to improve the signal-to-noise ratio. After specifying the appropriate design matrix, the delayed box-car function as a reference waveform, the condition, and the slow hemodynamic fluctuation unrelated to the task, the subject effects were estimated according to a general linear model taking temporal smoothness into account. We then applied a proportional scaling for the global normalization. Once this process was completed, we compared the estimates using the linear contrasts of rest and task period to test the hypotheses about regionally specific condition effects. The resulting set of voxel values for each contrast constituted a statistical parametric map of the t statistic, SPM(t). For the analysis of each session, we assigned a !"n1ory45o+or Co7-ling in R"habili+a+ion Robo+ic1 threshold of P<0.001 to the voxels and significant clusters, which were not corrected for multiple comparisons. The minimum threshold for comparison was set to T=2.9 for passive application of electrical stimulation, and T=3.26 for the active manipulation of the robot hand.
Experiments
In order to evaluate the effects of the interaction between the sensory and motor modalities during the function recovery, we conducted "passive" and "active" experiments. In the passive experiments, we applied an electrical stimulation to the subjects irrespectively of the configuration of the robot hand. Concurrently, we measured the subjects' cortical activation response.
We conducted two types of active experiments, one in which there was only tactile feedback and one in which there was both visual and tactile feedback. The first type aimed at providing insight into the relationship between the subjects' sensory and motor areas without the use of visual feedback. We asked the subjects to open and close the fingers of !"r$ic" Robo+ ,--lica+ion1 :A the robot hand. The neural network processing the EMG signals was trained individually for each participant using a finger flexion/extension motion. A ball was periodically placed inside the robot hand. Every time the subjects grabbed the ball with the hand, the pressure sensors located at the fingertip triggered the electrical feedback process, stimulating the subject's upper left arm. To evaluate the multimodal sensory-motor relationship, visual feedback was added. The subjects were shown an object and were asked to grasp it using the robot hand. The movements of the hand as well as its surrounding environment were projected to the visual field of the user using the method described in Section 3.4.
Three participants took part in our experiments: one test subject and a control group composed of two healthy participants. The test subject was a woman in her 50's with a right arm amputation performed 5 years before this study. As her amputation was above the wrist level, the majority of the forearm was intact. The control group consisted of two healthy men in their 20's, with no visible physical abnormalities. To avoid biased results, for all participants three EMG sensors were placed in locations focusing on the major muscle groups on the forearm: extensor digitorums, flexor digitorum superficialis, and flexor digitorum profundus. To measure the effect of the continuous use of the robot hand, the amputee patient was asked to use the robot hand on a daily basis over a period of three months. fMRI scans were taken at the beginning of the study, one month after, and at the end of the study. After each session, the subjects had to fill in a questionnaire regarding the sensations perceived during the tasks.
Results
At the beginning of each experimental session, in order to establish a common ground for the active experimentation that followed, all subjects were subjected to passive electrical stimulation. The results are presented in Figure 6 , using a base T value of 2.9 for comparison. Passive electrical stimulation without manipulating the control hand showed no activation of the sensory and motor cortices (Brodmann areas 3 & 4 respectively) in either hemisphere. However, the parietal area of both hemispheres, responsible for processing sensory data, did present mild activation. At the end of the three-month experimentation period and using the robot hand on a daily basis, an apparent reversion of the cortical reorganization process in the amputee's brain can be observed ( Figure 5 ). The results obtained from the fMRI portray a major reduction of cortical activity in the general area of the brain. The parietal area and motor cortex present a significant activation reduction. The answers both the amputee and the control subjects provided in the questionnaire clearly indicate the "rubber-hand illusion"; they were feeling as if their actual right hand was touching the presented object. The results from the control subjects however show a more specific activation of the motor cortex (Brodmann Area 4) than that in the amputee's case. This is speculated to relate to the amputees' unused lost limbs, not utilized in daily life activities. In addition, the lack of sensory input from a lost limb results in a cortical reorganization process occurring after an amputation, essentially recycling the no longer active cortical regions for using on other tasks. Using a base T value of 3.6, the control subjects presented activation of Brodmann area 4 and Brodmann area 3 in the left hemisphere of the brain for the manipulation of the robot hand with tactile and visual feedback. There was no visible activation of Brodmann area 3 in the right hemisphere. To identify the influence of the visual sensory modality on the generation of tactile illusions, visual feedback was !"n1ory45o+or Co7-ling in R"habili+a+ion Robo+ic1 :1 Fig. 6 : Experimental results. Top: Passive electrical stimulation shows no activation of Brodmann area 3 for the healthy subject. The amputee presents cortical reorganization with light broad activation. Center: The healthy subject presents no activation of the right hemisphere for active manipulation of the robot hand with multisensory feedback. The amputee presents no activation of the right hemisphere for both multisensory feedback and tactile feedback. Bottom: After three months of use, the amputee's neural activity displays reversion of cortical reorganization. The amputee's brain presents less activation in Brodmann areas 3 & 4.
!"r$ic" Robo+ ,--lica+ion1 :2 suppressed. Figure 6 shows the results from applying electrical stimulation in the left upper arm of the patient without visual feedback. The comparison between the usual stimulation with visual feedback shows an increase in the somatosensory area (Brodmann Area 3). The motor cortex exhibits the same level of activation as with the included visual feedback experiments. The activation for the case with visual feedback had a T value of 4.49 for MNI coordinates x=-30, y=-26, y=52. In absence of visual feedback, the T value was 6.48 for MNI coordinates x=-24, y=-26, z=52. In the blind case, the right hemisphere presented activation of Brodmann area 3 at MNI coordinates x=24, y=-30, z=51. The continuous use of the robot hand with tactile feedback during a period of three months led to a reduction of the cortical reorganization that the patient suffered after amputation.
Discussion
It is interesting to observe how the brain reacts when stimulation occurs as an isolated event during the passive experiments. In such a case, the parietal lobe "perceives" the stimulation as a source of pain or as an uncorrelated stimulus presented to the body. However, when electrical stimulation is used for grasping an object, there are three channels that work in synergy; the intention of the subject, the visual feedback, and the stimulus provided by the electrical stimulation. This sequence of events takes place several times during the scanning process, allowing the brain to combine the various pieces of information as a single, simultaneous and repetitive event. The fMRI results provide an indication of how the brain adapts to accommodate the perception induced from electrical stimulation applied on the left arm. During active experimentation, the primary area in the somatosensory cortex (Brodmann Area 3) which is related with the left arm points to an increased activation, sufficient to register changes in the fMRI data. The brain clearly identifies the stimulation as taking part on the left arm. However, comparing these results to the ones obtained during the passive experimentation, we find additional areas of increased activation, not present during the passive tests. The sensory area associated with the right hand is activated, suggesting that the brain is correlating the multi-sensory input as a single event, localizing it in the right hand (in this case, the prosthetic hand). The subjects do not interact directly with the object in question; rather, they do so through the robot hand. Such results clearly indicate the role of brain plasticity in the creation of new communication channels between the user of a robotic device, and the device itself. fMRI measurements proved to be useful and reliable for objectively measuring changes in cortical activation while using the robotic platform, allowing for detailed feedback on the workings of the subjects' brain. The removal of visual feedback as a sensory channel during experimentation leads to two interesting observations: (1) the influence of visual feedback on the illusion of ownership decreased over extended periods of use; and (2) tactile habituation alone is enough for generating the illusion of ownership of the robot hand. The use of myoelectric prostheses acts against the cortical reorganization process that takes place after an amputation. The simultaneous application of electrical stimulation along with an adaptive prosthetic system that adheres to the user's intention promotes the generation of the illusion of ownership; the amputee is able to reconstruct their impaired body image by incorporating the prosthesis. In this respect, a particular emphasis should be given to the nature of the artificial signals provided to the human body. They should be shaped in such fashion that they promote the inclusion of the prosthetic system in the user's body schema.
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Electrical stimulation has proven to be a feasible way to accomplish this goal, reinforcing the vigor of the involved muscles and, in consequence, shaping the body schema. All these results open the possibility to develop novel man-machine interfaces that allow for the subconscious control of an external (e.g. prosthetic) device.
Conclusions
To answer the question as to what extent the sensory and motor function are interoperating during rehabilitation, we presented fMRI data on apparent brain activation during the use of both motor and sensory modalities. An EMG-controlled prosthetic hand provided the necessary motor function recovery, and an electrical signal was utilized for tactile feedback.
The inclusion of tactile feedback while actively controlling the EMG prosthetic device produced a tactile illusion in the left hemisphere of the patient's brain. This result is surprising given that we applied the stimulation to the opposite arm. The production of the tactile illusion points to a correlative behavior of the brain in processing active motor commands and their corresponding feedback. To test the conditions for the generation of the tactile illusion, we performed both passive and active administrations of electrical stimulation, where the interaction of the robot hand with an object triggered the active administration of electrical stimulation. We tested the influence of the different sensory modalities by removing visual feedback from the setup.
We confirmed the presence of the tactile illusion in all tests except for the passive administration of electrical stimulation. These experiments serve to demonstrate how the active involvement of disabled individuals improves the sensory-motor function recovery by effectively promoting the correlation process in the brain. Of equal importance, the illusion of ownership is only dependant on tactile feedback with or without the inclusion of visual feedback. Our findings point to a flexible structure that can be modified if we provide adequate feedback within an adequate period.
Future work will aim at contributing more to the human-centered approach to rehabilitation. The results concerning the interaction of motor and sensory modalities for function recovery are already promising; nevertheless, it is imperative to test a larger number of patients. Finally, intercepting the sensory-motor interaction between human and prosthetic devices allows an investigation into ways of improving and shaping it. Linked with the need of an amputee, such an approach bears the importance of relieving the user from a steady conscious mental activity in order to manipulate the prosthetic device.
