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DIMENSION THEORY OF SOME NON-MARKOVIAN
REPELLERS PART II: DYNAMICALLY DEFINED
FUNCTION GRAPHS
BALA´ZS BA´RA´NY, MICHA L RAMS, AND KA´ROLY SIMON
Abstract. This is the second part in a series of two papers. Here, we
give an overview on the dimension theory of some dynamically defined
function graphs, like Takagi and Weierstrass function, and we study the
dimension of markovian fractal interpolation functions and generalised
Takagi functions generated by non-Markovian dynamics.
1. The Weierstrass and Takagi functions
The study of the geometric properties of the graphs of real functions goes
back to the 19th century. Karl Weierstrass introduced in 1872 a function,
which is continuous but nowhere differentiable. That was one of the first
examples of such functions and for nowadays, became a famous example:
(1.1) Wα,b(x) =
∞∑
n=0
αn cos(2pibnx),
where b > 1 and 1/b < α < 1. In fact, Weierstrass proved the non-
differentiability for some values of parameters, and the proof for all pa-
rameters was given by Hardy [14] in 1916.
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Teiji Takagi [25] published his simple example of a continuous but nowhere
differentiable function in 1901,
(1.2) T (x) =
∞∑
n=0
2−nψ(2nx),
where ψ(x) = dist(x,Z). Unlike for the Weierstrass function, it is easy
to show that T has at no point a finite derivative, which proof is due to
Billingsley [10]. For further properties and historical background of the
functions above, see the survey papers of Allaart and Kawamura [1] and
Baran´ski [2].
Later, starting from the work of Besicovitch and Ursell [9], the graphs of
Wα,b and related functions were studied from a geometric point of view as
fractal curves in the plane. In general, let
(1.3) Gα,b(x) =
∞∑
n=0
αnφ(bnx)
for x ∈ R, where b ∈ N, 1/b < α < 1 and φ : R 7→ R is a non-constant Z-
periodic Lipschitz continuous piecewise C1 function. Kaplan, Mallet-Paret
and Yorke [17] proved that a function of the form (1.3) is either piecewise
C1 smooth or the box dimension of the graph is equal to
(1.4) D = 2 +
logα
log b
.
This fact is related to the Ho¨lder continuity of the function Gα,b. In fact, if
the function g : [0, 1] 7→ R is Ho¨lder continuous with exponent α then
dimB{(x, g(x)) : x ∈ [0, 1]} ≤ 2− α.
For instance, the case of smoothness of Gα,b happens if φ(x) = αh(bx)−h(x)
for some smooth function h.
The problem of determining the value of the Hausdorff dimension turned
out to be much more complicated. Mandelbrot formulated the conjecture
in 1977 [20] that the Hausdorff dimension of the graph of Wα,b equals to D,
but this has been solved only recently.
Ledrappier [19] gave a sufficient condition in order to determine the Haus-
dorff dimension of the graph. In details, let ξ = {ξi, i = 1, 2, . . .} be a se-
quence of independent Bernoulli variables with values 0, . . . , b− 1 and with
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probabilities P(ξj = k) = 1/b. If the distribution of the random variable
(1.5) Yx(ξ) =
∞∑
n=1
(bα)−nφ′
(
x
bn
+
ξ1
bn
+
ξ2
bn−1
+ · · ·+ +ξn
b
)
has dimension 1 for Lebesgue almost every x then
dimH{(x,Gα,b(x)) : x ∈ [0, 1]} = D.
This condition relies on the so-called Ledrappier-Young formula.
Altough, for the first sight this condition may seem very restrictive, it
turned out that it widely applicable. In the case of Weierstrass functions
(1.1), Baran´ski, Ba´ra´ny and Romanowska [3] showed that for every b ≥ 2
integers there exists αb ∈ [1/b, 1) such that for every α ∈ (αb, 1),
dimH{(x,Wα,b(x)) : x ∈ [0, 1]} = D.
Recently, Shen [23] proved that αb = 1/b.
In the case of Takagi function, the distribution of the random variable
Yx(ξ) is independent of x and it is the Bernoulli convolution, related to
Erdo˝s’ problem [11, 12]. For simplicity denote Tα the function Gα,2 with
ψ(x) = dist(x,Z). It is easy to see that Yx(ξ) =
∑∞
n=0(δξn,0 − δξn,1)(2α)−n
in (1.5), where δi,j = 1 if i = j and 0 otherwise. Using this phenomena,
Solomyak [24] showed that for Lebesgue almost every α ∈ (1/2, 1),
(1.6) dimH{(x, Tα(x)) : x ∈ [0, 1]} = D.
Applying the result of Hochman [15], [5, Theorem 4.11], there exists a set
E ⊂ (1/2, 1) such that dimH E = 0 and for every α ∈ (1/2, 1)\E, (1.6) holds.
Recently, Varju´ [26] showed that the distribution of Y (ξ) has dimension 1
if (2α)−1 is a transcendental number (which is transcendental if and only if
α is transcendental), and hence (1.6) holds.
However, it is well known that for Pisot numbers (for instance (2α)−1 =
(
√
5 − 1)/2 the golden ratio) the distribution of Y (ξ) is singular and has
dimension strictly smaller than 1 and thus, Ledrappier’s condition (1.5)
cannot be applied. Recently, with different method, Ba´ra´ny, Hochman and
Rapaport [4] proved that (1.6) holds for every α ∈ (1/2, 1).
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Figure 1. The graph of W1/2,3 and T2/3 as repellers.
2. Dynamically defined function graphs
Let Gα,b be the function defined in (1.3) with b > 1 integer, 1/b < α < 1
and φ : R 7→ R is a non-constant 1-periodic Lipschitz continuous piecewise
C1 function. It is easy to see that Gα,b satisfies certain self-similarity equa-
tion
(2.1) Gα,b(x) = αGα,b(bx) + φ(x).
Since φ is 1-periodic and thus, Gα,b as well, (2.1) implies that graph(Gα,b) =
{(x,Gα,b(x)) : x ∈ [0, 1]} is invariant with respect to the dynamics
F (x, y) =
(
bx mod 1,
y − φ(x)
α
)
for (x, y) ∈ [0, 1]× R,
and {F n(x, y)} is bounded if and only if y = Gα,b(x).
One can define the local inverses of F such that
F˜i(x, y) =
(
x+ i
b
, αy + φ
(
x+ i
b
))
for i = 0, . . . , b− 1.
Hence, graph(Gα,b) =
⋃b−1
i=0 F˜i(graph(Gα,b)). For a visualisation of the local
inverses in the cases of W1/2,3 and T2/3, see Figure 2.
Observe that for the Takagi function Tα, the function φ is piecewise linear,
moreover, the singularity occur exactly at x = 1/2. Thus, graph(Tα) is a
self-affine set, see [5, Definition 6.1], with IFS{
F˜0(x) =
(
1
2
0
1 α
)
x, F˜1(x) =
(
1
2
0
−1 α
)
x+
(
1
2
1
)}
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Figure 2. The fractal interpolation function and its defin-
ing dynamics for ∆ = {(0, 0), (1/4, 2/3), (1/2, 1/4), (1, 1)} and
α1 = 1/3, α2 = −1/2 and α3 = 1/2.
formed by lower triangular matrices.
A wider family of continuous functions, which are attractors of affine
IFS, is the fractal interpolation functions, introduced by Barnsley [6]. Let
a data set ∆ = {(xi, yi) ∈ [0, 1] × R : i = 0, 1, . . . ,m} be given so that
0 = x0 < x1 < · · · < xm−1 < xm = 1. We concern the graphs of continuous
functions G : [0, 1] 7→ R, which interpolate the data according to G(xi) = yi
for i ∈ {0, 1, . . . ,m}, and graph(G) is the attractor of an IFS, which contains
only affine transformations with lower triangular matrices. That is,{
F˜i
(
x
y
)
=
(
(xi − xi−1)x+ xi−1
(yi − yi−1 − αi(ym − y0))x+ αiy + yi−1 − αiy0
)}m
i=1
where αi ∈ (−1, 1) \ {0} are free parameters for i = 1, . . . ,m. In other
words, the interpolation function G is the repeller of the piecewise linear,
expanding map F , where F (x, y) = Fi(x, y) if xi−1 < x < xi and
(2.2)
Fi(x, y) =
(
x− xi−1
xi − xi−1 ,
y − (yi − yi−1 − αi(ym − y0)) x−xi−1xi−xi−1 − yi−1 + αiy0
αi
)
.
For a visualisation of a fractal interpolation function, see Figure 2.
Note that if ∆ is collinear then Gα,∆ is a linear function and thus, its graph
has dimension 1. Thus, without loss of generality, the non-collinearity of ∆
might be assumed without loss of generality.
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Let us introduce the notation Gα,∆, which denotes the fractal interpola-
tion function for the data set ∆ and free parameters α ∈ ((−1, 1)\{0})|∆|−1.
Barnsley and Harrington [7] calculated the box dimension of graph(G)
in a special case. Namely, when xi − xi−1 = 1/m and αi = α for every
i = 1, . . . ,m with 1/m < α, and the data is not situated on a line. Note
that in this case the interpolation function corresponds to Gα,m in (1.3) with
(2.3)
φ(x) = (yi− yi−1− α(ym− y0))
(
mx+
yi−1 − αy0
yi − yi−1 − α(ym − y0) − (i− 1)
)
if
i− 1
m
≤ x < i
m
.
In this case,
dimB graph(Gα,m) = 2 +
logα
logm
.
This result was later generalised by Bedford [8] for general αi but with
the assumption that xi−xi−1 = 1/m with αi > 1/m for every i = 1, . . . ,m.
Ruan, Su and Yao [22] studied the box dimension in further generality. The
complete characterization of the box counting dimension follows by Falconer
and Miao [13, Corollary 3.1]. Namely, if ∆ is not collinear then
dimB graph(Gα,∆) =
1 if
∑m
i=1 |αi| ≤ 1 and
s if
∑m
i=1 |αi| > 1,
where
∑m
i=1 |αi|(xi − xi−1)s−1 = 1.
The following extension for the Hausdorff dimension follows by Ba´ra´ny,
Hochman and Rapaport [4].
Theorem 2.1. Let the data set ∆ = {(xi, yi) ∈ [0, 1]× R : i = 0, 1, . . . ,m}
be given so that 0 = x0 < x1 < · · · < xm−1 < xm = 1. If
∑m
i=1 |αi| > 1 and
there exists i 6= j such that
(2.4)
yi − yi−1 − αi(ym − y0)
xi − xi−1 − αi 6=
yj − yj−1 − αj(ym − y0)
xj − xj−1 − αj
then
dimH graph(Gα,∆) = s, where
m∑
i=1
|αi|(xi − xi−1)s−1 = 1.
The assumption (2.4) is a little bit stronger than non-collinearity of ∆.
That is, if ∆ is collinear then (2.4) does not hold. The condition (2.4) is
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equivalent with the condition that the matrices {DFi}mi=1 are not simulta-
neously diagonalisable.
Note that (2.4) is a milder condition than Ledrappier’s condition (1.5).
For example, suppose that the fractal interpolation function corresponds to
a function of the form (1.3) with a 1-periodic piecewise linear φ. That is, the
data set ∆ = {( i
m
, yi) : i = 0, . . . ,m}, y0 = ym = 0 and α1 = · · · = αm = α.
Then φ is the piecewise linear function, connecting the data set ∆, i.e.
φ(x) = (yi − yi−1)(mx− (i− 1)) + yi−1 if i− 1
m
≤ x < i
m
for i = 1, . . . ,m. Then (1.5) has the form
Y (ξ) = m
∞∑
n=1
(mα)−n(yξn − yξn−1),
where {ξn} are independent random variables with P(ξi = k) = 1/m for
k = 1, . . . ,m. Ledrappier’s condition requires that the distribution of the
random variable Y has dimension 1 but the condition (2.4), i.e. yi− yi−1 6=
yj−yj−1 for some i 6= j, is equivalent to that the distribution of the random
variable Y has positive dimension.
3. Markovian fractal interpolation functions
Let ∆ = {(xi, yi) ∈ [0, 1]× R : i = 0, 1, . . . ,m} be given so that 0 = x0 <
x1 < · · · < xm−1 < xm = 1, and let αi ∈ (−1, 1) \ {0} for i = 1, . . . ,m. The
expanding dynamics, of which repeller is graph(Gα,∆), has a skew product
form. That is, the map F (x, y) has the form
(3.1) F (x, y) = Fi(x, y) = (fi(x), gi(x, y)) for x ∈ (xi−1, xi).
Thus, there is a base dynamics f : [0, 1] 7→ [0, 1], which is a piecewise linear,
expanding interval map. In particular, each subinterval (xi−1, xi) is mapped
to the complete interval (0, 1). A natural generalisation could be when
the base dynamics f is a Markovian expanding map with Markov partition
{(xi−1, xi) : i = 1, . . . ,m}.
That is, for every i = 1, . . . ,m let 0 ≤ `(i) < r(i) ≤ m be integers such
that γi :=
xr(i)−x`(i)
xi−xi−1 > 1. Then let
f(x) = fi(x) :=
xr(i) − x`(i)
xi − xi−1 (x− xi−1) + x`(i) if x ∈ (xi−1, xi).
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Figure 3. The markovian fractal interpolation
function and its defining dynamics for ∆ =
{(0, 0), (1/5, 1/5), (2/3, 0), (1, 3/5)} and α1 = 2/3, α2 = −2/3
and α3 = 2/3.
By the choice of `(i), r(i), the map f is a piecewise linear expanding Markov
map, see [5, Definition 10.1].
For each i = 1, . . . ,m, let αi ∈ (−1, 1)\{0} be arbitrary. Then let gi(x, y)
be of the form gi(x, y) = λiy+aix+ti such that λi = α
−1
i , gi(xi−1, yi−1) = y`(i)
and gi(xi, yi) = yr(i). This assumption guarantees that the repeller of F in
(3.1) is a graph of a function G so that G(xi) = yi for i = 0, . . . ,m. Simple
calculations show that
ai =
yr(i) − y`(i) − α−1i (yi − yi−1)
xi − xi−1 and ti = y`(i) − α
−1
i yi−1 − aixi−1.
For a visualisation of a markovian fractal interpolation function, see Fig-
ure 3.
Since the base dynamics is Markov, not all sequences of functions fi is
admissible. We define the following m×m matrix A = (Ai,j)mi,j=1 as follows
(3.2) Ai,j =
1 if `(i) + 1 ≤ j ≤ r(i),0 otherwise.
Hence, an infinite sequence i = (i1, i2, . . .) is addmissible if Aik,ik+1 = 1
for every k = 1, 2, . . .. Denote ΣA ⊆ {1, . . . ,m}N the set of all admissible
sequences, that is, i = (i1, i2, . . .) ∈ ΣA if and only if Aik,ik+1 = 1 for every
k ≥ 1. By using the local inverses F˜i, one can define the natural map from
DIMENSION THEORY OF DYNAMICALLY DEFINED FUNCTION GRAPHS 9
Figure 4. The base system f , its markovian structure and
the matrix A(s) of the markovian fractal interpolation function
of Figure 3.
.
ΣA to graph(G) as
(3.3) Π(i) = lim
n→∞
F˜i1 ◦ · · · ◦ F˜in(x`(in), y`(in)).
Thus, Π(i)2 = G(Π(i)1), where Π(i)i denotes the ith coordinate of Π(i),
moreover, F (Π(i)) = Π(σi), where σ is the left-shift on ΣA.
Since f is Markov with respect to the intervals {[xi−1, xi]}mi=1, one can
decompose the intervals into finitely many classes with respect to recur-
rency. Since the repeller of F restricted to any recurrent class of intervals
is graph(G) restricted to the intervals, without loss of generality, we may
assume that f is topologically transitive. On the other hand, if the period of
f would be p ≥ 2 then again by decomposing the intervals into finitely many
classes, the repeller of F p restricted to a class is the restriction of graph(G).
Thus, without loss of generality, we may assume that f (and the matrix A)
is aperiodic. Namely, there exists a positive k ≥ 1 such that every element
of Ak is positive.
Since the local inverses are strict contractions, there exists an interval
D = [a, b] such that
⋃m
i=1 F˜i([x`(i), xr(i)] × D) ⊆ [0, 1] × D. In order to
determine the box counting dimension of graph(G), it is natural to cover
graph(G) with sets of the form F˜ω([x`(i|ω|), xr(i|ω|)] × D). These sets are
paralelograms with height paralel to the x-axis γω and side length (paralel
to the y-axis) αω .
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Let us define the matrix A(s) = (A
(s)
i,j )
m
i,j=1 for s ∈ [1, 2] as follows
(3.4) A
(s)
i,j = |αi|γ−(s−1)i Ai,j =
|αi|γ
−(s−1)
i if `(i) + 1 ≤ j ≤ r(i),
0 otherwise.
Similarly to Barnsley’s fractal interpolation function, we distinguish two
cases ρ(A(1)) ≤ 1 and ρ(A(1)) > 1, where ρ(·) denotes the spectral radius.
The first case implies that for most of the sets F˜ω([x`(i|ω|), xr(i|ω|)]×D), the
component on the x-axis is longer than the component on the y-axis.
Theorem 3.1. If the data set ∆ is not collinear then
(3.5) dimB graph(G) =
1 if ρ(A(1)) ≤ 1,s if ρ(A(1)) > 1,
where s is the unique solution of the equation ρ(A(s)) = 1.
For completeness, we give a proof later.
The problem of Hausdorff dimension is significantly different. In point of
view of Theorem 3.1, it is natural to assume that ρ(A(1)) > 1. One way
to find the Hausdorff dimension of graph(G) is to find a iterated function
system of affine transformations, which attractor is contained in graph(G),
and satisfies the conditions given in Ba´ra´ny, Hochman and Rapaport [4], [5,
Theorem 6.3].
Theorem 3.2. Let the data set ∆ be not collinear, the adjacency matrix
A be irreducible and aperiodic, and (α1, . . . , αm) ∈ ((−1, 1) \ {0})m be such
that ρ(A(1)) > 1. Moreover, let us assume that there exist ` ≥ 1, ω,τ ∈ ΣA,`
such that
(3.6) αω = ατ , γτ = γω , ω1 = τ1, ω` = τ` and DF˜ω 6= DF˜τ .
Then
dimH graph(G) = s, where s is the unique solution of ρ(A
(s)) = 1.
We remind that Σn = {1, . . . ,m}n is the collection of words of length
n. For n ∈ N, let (p1, . . . , p|Σn|) be a probabiliy vector and let ν be the
corresponding Bernoulli measure, living on (ΣNn , σΣn), where σΣn is the usual
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left shift but acting on ΣNn . We have a natural isometry between (Σ
N
n , σΣn)
and (Σ, σn), let ν˜ be the image of ν under this isometry. Finally, let
νˆ =
1
n
n−1∑
i=0
ν˜ ◦ σ−i.
The measures νˆ that can be obtained by this construction will be called
n-Bernoulli measures. Note that the n-Bernoulli measures are ergodic and
σ invariant measures on Σ.
Proposition 3.3. Let A be an irreducible and aperiodic adjacency and
let (ΣA, σ) be a subshift of finite type and let µ be a σ-invariant measure
supported on ΣA. Then there exists a sequence of n-Bernoulli measures
νˆn, n → ∞ supported on ΣA and converging to µ both in weak-* topology
and in entropy.
Proof. Fix k such that all elements of Ak are positive. We choose a pair
(i, j) ∈ {1, . . . ,m}2 such that Aij = 1. For every ` ∈ {1, . . . ,m} we can
choose a word p(`) ∈ ΣA,k such that p1 = j and p(`)` ∈ ΣA,k+1 and a word
s(`) ∈ ΣA,k such that sk = i and `s(`) ∈ ΣA,k+1. For any n ≥ 2k+ 1 and for
any word ω ∈ ΣA,n−2k let ωˆ = p(ω1)ωs(ωn−2k), denote the set of such words
by ΣˆA,n. Note that ΣˆA,n ⊂ ΣA,n, moreover each word ωˆ begins with j and
ends with i, hence any concatenation of those words is also admissible.
Let us show this construction on the example in Figure 3. In this case
A =
0 1 00 1 1
1 1 0
 .
Choose (i, j) = (2, 2). The matrix A3 has strictly positive elements, and it
is easy to check that choices p(1) = (2, 3), p(2) = (2, 2), p(3) = (2, 2) and
s(1) = (2, 2), s(2) = (2, 2), s(3) = (2, 2) are admissible and appropriate.
Let νn be the the Bernoulli measure on (Σ
N
A,n, σΣn) obtained by the prob-
abiliy vector (pτ )τ∈ΣA,n , where
pτ =
µ([ω]) if there exists ω ∈ ΣA,n−2k such that τ = ωˆ,0 otherwise.
Let ν˜n be the measure on (ΣA, σ
n) and let νˆn be the n-Bernoulli measure
on (ΣA, σ) as introduced previously. We need to prove two claims.
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Claim 3.4. h(νˆn)→ h(µ) as n→∞.
Proof. We have
h(µ) = lim
n→∞
− 1
n− 2k
∑
ΣA,n−2k
µ([τ ]) log µ([τ ]).
At the same time,
h(ν˜n, σ
n) = −
∑
pω log pω = −
∑
ΣA,n−2k
µ([τ ]) log µ([τ ]),
hence
h(νˆn) = − 1
n
∑
ΣA,n−2k
µ([τ ]) log µ([τ ]).

Claim 3.5. νˆn → µ in weak-* topology.
Proof. Let w : Σ → R be a continuous function and denote by var`(w) the
supremum of differences w(x) − w(y) over x, y belonging to the same `-th
level cylinder. We have∣∣∣∣∫ wdµ− ∫ wdνˆn∣∣∣∣ ≤ 1n
n−1∑
i=0
∣∣∣∣∫ wd(µ ◦ σ−i)− ∫ wd(ν˜n ◦ σ−i)∣∣∣∣
(we remind that µ is σ-invariant, hence µ = µ ◦ σ−i for any i ≥ 1).
For any n − 2k-th level cylinder set [ω], ν˜n(σ−k[ω]) = ν˜n([p(ω1)ω]) =
ν˜n([p(ω1)ωs(ωn−k)]) = µ([ω]), hence for i = k, . . . , n− k + 1 we have∣∣∣∣∫ wd(µ ◦ σ−i)− ∫ wd(ν˜n ◦ σ−i)∣∣∣∣ ≤ vari−k(w).
The other summands can be estimated from above by var0(w). Summariz-
ing,∣∣∣∣∫ wdµ− ∫ wdνˆn∣∣∣∣ ≤ 2kn var0(w) + n− 2kn 1n− 2k
n−2k∑
i=1
vari(w)→ 0.

The combination of Claims 3.4 and 3.5 proves the proposition. 
Proof of Theorem 3.2. The strategy of the proof is the following:
(1) Find a σ-invariant ergodic probability measure µ on ΣA which natu-
ral projection is a candidate for achieving the Hausdorff dimension;
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(2) find a approximating sequence of n-step Bernoulli measures νˆn such
that νˆn → µ in weak-* and entropy topology;
(3) show that dimH Π∗νˆn → s as n→∞.
First, we find the measure µ. Let s be such that ρ(A(s)) = 1. Since
there exists a k ≥ 1 such that (A(s))k has strictly positive elements. Then
by Perron-Frobenius Theorem, there exists a vector p = (p1, . . . , pm)
T with
strictly positive elements such that A(s)p = p. Let Pi,j = A
(s)
i,j
pj
pi
. Then
the matrix P = (Pi,j)
m
i,j=1 is a probability matrix, which is aperiodic and
recurrent. Thus, there exists a unique probability vector q = (q1, . . . , qm)
with positive elements such that qP = q. Then for a cylinder set [i1, . . . , in]
let
(3.7) µ([i1, . . . , in]) = qi1Pi1,i2 · · ·Pin−1,in .
It is easy to see by the definition of Lyapunov exponents in formula [5, (8.1)]
that
h(µ) = −
∑
i,j
qiPi,j logPi,j = −
m∑
i=1
qi log |αi|γ−(s−1)i = χ2(µ) + (s− 1)χ1(µ).
Moreover, since h(µ)
χ1(µ)
≤ 1 < s we have χ2(µ) < χ1(µ), and thus, D(µ) = s
by [5, Definition 8.2].
By Proposition 3.3, for every ε > 0 there exists a sequence of n-step
Bernoulli measures νˆn and a N ≥ 1 such that for every n ≥ N
|h(µ)− h(νˆn)|, |χ2(µ)− χ2(νˆn)|, |χ1(µ)− χ1(νˆn)| < ε.
One can choose ε < (χ1(µ) − χ2(µ))/100, so χ2(νˆn) < χ1(νˆn). Now, we
approximate νˆn with a nm-step Bernoulli measure νn,m, which is supported
on words ω ∈ (ΣA,n)m for which γ−1ω < αω . More precisely, let
Ym,n = {ω ∈ ΣA,nm : νˆn(C[ω]) > 0 and γ−1ω < αω},
and let νˆn,m be the Bernoulli measure on (Ym,n)
N defined with the probabil-
ities (νˆn(C[ω])/νˆn(Ym,n))ω∈Ym,n , and let νn,m be the corresponding nm-step
Bernoulli measure.
By the strong law of large numbers and Egorov’s Theorem, for every ε > 0
there exists M = M(n) > 0 such that for every m ≥M
|h(νn,m)− h(νˆn)|, |χ2(νn,m)− χ2(νˆn)|, |χ1(νn,m)− χ1(νˆn)| < ε.
Thus, |s−D(νn,m)| < Cε with some constant C > 0 independent of n,m.
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By definition, supp(Π∗νn,m) ⊆ graph(G). Thus, in order to apply [5,
Theorem 6.3], it is enough to show that there exists ω 6= τ ∈ Ym,n such that
DF˜ω and DF˜τ are not simultaneously diagonalisable. Let ` ≥ 1 and ω1, τ 1 ∈
ΣA,` as in (3.6). Without loss of generality we may assume that n−2k  `.
Since the first and last symbols of ω1, τ 1 are the same, one can choose υ1, υ2
such that νˆn(C[υ1ω1υ2]), νˆn(C[υ1τ 1υ2]) > 0. By the strong law of large
numbers, for every sufficiently large m ≥ 1 one can find κ ∈ ΣA,n(m−1)
such that υ1ω1υ2κ,υ1τ 1υ2κ ∈ Ym,n. By definition, αυ1τ 1υ2κ = αυ1ω1υ2κ and
γυ1τ 1υ2κ = γυ1ω1υ2κ. Thus, DF˜υ1τ 1υ2κ and DF˜υ1ω1υ2κ are not simultaneously
diagonalisable if and only if DF˜υ1τ 1υ2κ 6= DF˜υ1ω1υ2κ. But this is true since
DF˜ω1 6= DF˜τ 1 . Hence, by [5, Theorem 6.3]
dimH graph(G) ≥ dimH Π∗νn,m = D(νn,m) ≥ s− Cε.
The statement follows by taking ε→ 0. 
Proof of Theorem 3.1. Since the lower box-counting dimension is always
an upper bound for the Hausdorff dimension and the upper box count-
ing dimension is always at most s, in point of view of Theorem 3.2, it
is enough to show for diagonal systems. That is, by applying an affine
transformation on the dataset ∆, we may assume that ai = 0 for every
i = 1, . . . ,m. Since ∆ is not collinear, G([0, 1]) is an interval D with
|D| > 0. Let Σ(r)A =
{
ω ∈ ⋃∞`=1 ΣA,` : γ−1ω ≤ r < γ−1ω||ω|−1}. There needed
at least
∑
ω∈Σ(r)A
⌈
|D|·αω
γ−1ω
⌉
-many squares of side length r to cover graph(G).
By using the measure µ defined in (3.7),∑
ω∈Σ(r)A
⌈ |D| · αω
γ−1ω
⌉
≥ r−s
∑
ω∈Σ(r)A
|D| · αω
γ−1ω
γ−sω ≥ r−sC
∑
ω∈Σ(r)A
µ([ω]) = r−sC,
where C = |D|mini,j pi/pj. 
4. Continuous Generalized Takagi Functions
In the previous examples, the base dynamics f : [0, 1] 7→ [0, 1], was a
Markovian expanding, piecewise linear map with Markov partition formed
by intervals. For general systems of the form (3.1), the base dynamics is
not Markovian. However, it is hard to get a graph of a continuous function
as a repeller of such systems. Finally, we present here a special case, for
which the repeller is a continuous function graph but the base dynamics
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1
2
β
2
1− β
2
1
0 1
B
β
(x)
0.5
0 1
x 7→ φ(B4
β
(x))
Figure 5. The functions Bβ(x) and ψ
(
B4β(x)
)
is non-markovian. This example can be considered as generalised Takagi
functions.
Let us recall that the α-Takagi function Tα was defined as Tα(x) :=∞∑
n=1
αnψ (2n · x), where we defined ψ(z) = dist (z,Z).
To define a continuous generalization of this family first we fix the two
parameters α ∈ (0, 1) and β ∈ (1, 2) such that α ·β > 1. Then we introduce
(see Figure 5) the function Bβ : [0, 1]→ [0, 1]
(4.1) Bβ(x) :=
{
βx, if x ∈ [0, 1
2
]
;
1− β(1− x), if x ∈ (1
2
, 1
]
.
This map will be our base dynamics.
Now we define the continuous generalized (α, β)-Takagi function Tα,β : [0, 1]→
R+ as
(4.2) Tα,β(x) :=
∞∑
k=0
αk · ψ (Bnβ (x)) .
The fact that the function Tα,β(x) is continuous follows from the fact that
for all n the function x 7→ ψ (Bnβ (x)) is continuous (see the right-hand side
of Figure 5). Indeed, it is easy to see by the symmetry Bβ(x) = 1−Bβ(1−x)
that for a continuous function g : [0, 1] 7→ R, which is symmetric to the line
x = 1/2, the map g ◦Bβ is continuous and symmetric to x = 1/2.
The graphs of the functions Tα,β(x) are not self-affine but the graphs of
these functions have a less restrictive weakened form of self-affinity. Namely,
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T1.78,0.9(x)
0 11
2
I1 I2
0 1β
2
J1
T1.78,0.9(x)
0
11− β
2
J2
T1.78,0.9(x)
F˜1(x, y) F˜2(x, y)
Figure 6. graph(T1.78,0.9) is the union of affine images of
parts of graph(T1.78,0.9)
we write
(4.3) I1 :=
[
0,
1
2
]
, I2 :=
[
1
2
, 1
]
and J1 :=
[
0,
β
2
]
, J2 :=
[
1− β
2
.1
]
and
(4.4) I˜` := I` × [0,Mα,β] and J˜` := J` × [0,Mα,β], ` = 1, 2,
where Mα,β := max
x∈[0,1]
Tα,β(x). Then
(4.5) Graph(Tα,β) = F˜1
(
Graph(Tα,β) ∩ J˜1
)⋃
F˜2
(
Graph(Tα,β) ∩ J˜2
)
,
where
F˜0(x, y) :=
(
1
β
· x, 1
β
· x+ α · y
)
and
F˜1(x, y) :=
(
1− 1
β
· (1− x), 1
β
· (1− x) + α · y
)
.
(4.6)
The union in (4.5) is almost disjoint, the intersection is the only point of
graph(Tα,β) which lies on the vertical line x =
1
2
. This follows from the fact
that
(4.7) graph(Tα,β) ∩ I˜` = F˜`
(
Graph(Tα,β) ∩ J˜`
)
, ` = 1, 2.
(See Figure 6.) If we compare this function graph with the graph of the self
affine Takagi map T3/2 (see on the right-hand side of the Figure 2) then we
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can see the difference. Namely, in the case of T3/2, both the left- and right-
hand sides of graph(Tα) are affine images of the whole graph graph(Tα).
As opposed to that in the case of Tα,β the left and the right hand sides:
graph(Tα,β) ∩ I˜1 and graph(Tα,β) ∩ I˜2 are affine images of certain parts of
graph(Tα,β) and not the whole one. That is why the family of Tα,β is much
more general.
Theorem 4.1. For every value of α and 1 < β ≤ 2 such that α · β > 1
dimH graph(Tα,β) = dimB graph(Tα,β) = 2 +
logα
log β
.
In order to calculate dimH graph(Tα,β), we give the upper bound by using
natural covers and for the lower bound we find ”large enough” Markovian
subsystems of Bβ. The set of admissible sequences is
Σβ = {(i1, i2, . . .) : ∃x ∈ [0, 1] such that Bnβ (x) ∈ Iin for every n ≥ 1}.
Since the base system Bβ is not Markovian for a general value of β, the set
of admissible sequences cannot be generated by an adjacency matrix. By
Rokhlin’s formula, see [21, 18], limn→∞ 1n log ]Σ
(n)
β = log β, where Σ
(n)
β =
{(i1, . . . , in) : ∃j ∈ Σβ such that jk = ik for k ≥ 1}.
For each ω ∈ Σ(n)β , let us define the cylinder sets by induction. Namely,
for n = 1 let Cω = F˜ω(J˜ω) the cylinder set corresponding to ω ∈ Σ(1)β . For
n > 1 and ω ∈ Σ(n)β , let Cω = F˜ω1(Cσω ∩ J˜ω1), where σω is the word of lenght
n − 1 by deleting the first symbol of ω. For each ω ∈ Σ(n)β , the set Cω is
a parallelogram with height parallel to the x-axis is at most β−n and side
length parallel to the y-axis is αnMα,β. Since αβ > 1 we get that the tangent
of the angle between the sides is uniformly bounded, denote the bound by C.
Thus, graph(Tα,β) can be covered by at most ]Σ
(n)
β · (Mα,β(αβ)n +C)-many
squares of sidelength β−n. This shows that
dimBgraph(Tα,β) ≤ 2 + logα
log β
.
Now, we introduce the Markovian subsystems of Bβ. A compact Bβ-
invariant set B is called Markov subset if there exists a finite collection D
of closed intervals such that for every I1, I2 ∈ D.
(1) I1 ⊆ I1 or I1 ⊆ I2,
(2) Io1 ∩ Io2 = ∅ if I1 6= I2,
(3)
⋃
I∈D ∩B = B,
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(4) either Bβ(I1 ∩ B) ∩ I2 ∩ B = ∅ or I2 ∩ B ⊆ Bβ(I1 ∩ B)
We call D the Markov partition of B. Now we show that there exist a
sequence of Markov subsystems, which topologycal entropy approximates
log β arbitrarily.
Lemma 4.2. For every ε > 0 there exists m ≥ 1, a Markov subset Bm ⊂
[0, 1] and Dm Markov partition such that
htop(Bβ|Bm) > htop(Bβ)− ε.
Moreover, we can assume that there exist intervals in Dm which contain 0
and 1.
The claim follows from Hofbauer, Raith and Simon [16, Proposition 1(a),(b),(c)
and Lemma 2].
Similarly to (3.4), we define a matrix A(s),m for every m ≥ 1, which gives
the dimension of graph(Tα,β|Bm). Namely, let A(s),m be a #Dm × #Dm
matrix such that
A
(s),m
I,J =
αβ−(s−1) if J ∩ Bm ⊆ Bβ(I ∩ Bm) for I, J ∈ Dm0 otherwise.
Let sm be such that ρ(A
(sm),m) = 1. For, I, J ∈ Dm, let
I
n→ J = {(I1, . . . ,In) :
Ij ∈ Dm, I1 = I, In = J, Bβ(Ij ∩ Bm) ⊇ Ij+1 ∩ Bm for 1 ≤ j ≤ n− 1} .
By definition,
htop(Bβ|Bm) = lim
n→∞
log #
⋃
I,J∈Dm I
n→ J
n
.
But for every k ≥ 1, and I, J ∈ Dm,((
A(sm)
)k)
I,J
=
(
αβ−(sm−1)
)k ·#(I n→ J).
Hence,
log β − ε < htop(Bβ|Bm) = lim
k→∞
log
‖(A(sm))k‖1
(αβ−(sm−1))
k
k
= − log (αβ−(sm−1)) ,
which implies that sm > 2 +
logα
log β
− ε. One can decompose Dm into recurrent
and transient classes. It is easy to see that there exists a recurrent class R
such that restricting A(sm),m for R, ρ(A(sm),m|R) = 1. Denote the Markov
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subset of Bm restricted to R byRm. Similarly to (3.7), there exists a Markov
measure µm such that D(µm) = sm. By Proposition 3.3, for every ε > 0
there exists an n-step Bernoulli measure νn,m such that D(νn,m) > sm − ε.
By [5, Theorem 7.6] , dimH Π∗νn,m = D(νn,m), which gives the lower bound.
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