Untangling the relatedness among correlations, part III: Inter-subject correlation analysis through Bayesian multilevel modeling for naturalistic scanning, NeuroImage (2020), doi: https:// Abstract 1 While inter-subject correlation (ISC) analysis is a powerful tool for naturalistic scanning data, drawing appropriate 2 statistical inferences is difficult due to the daunting task of accounting for the intricate relatedness in data structure 3 as well as handling the multiple testing issue. Although the linear mixed-effects (LME) modeling approach (Chen et 4 al., 2017a) is capable of capturing the relatedness in the data and incorporating explanatory variables, there are a few 5 challenging issues: 1) it is difficult to assign accurate degrees of freedom for each testing statistic, 2) multiple testing 6 correction is potentially over-penalizing due to model inefficiency, and 3) thresholding necessitates arbitrary dichotomous 7 decisions. Here we propose a Bayesian multilevel (BML) framework for ISC data analysis that integrates all regions of 8 interest into one model. By loosely constraining the regions through a weakly informative prior, BML dissolves multiplicity 9 through conservatively pooling the effect of each region toward the center and improves collective fitting and overall model 10 performance. In addition to potentially achieving a higher inference efficiency, BML improves spatial specificity and easily 11 allows the investigator to adopt a philosophy of full results reporting. A dataset of naturalistic scanning is utilized to 12 illustrate the modeling approach with 268 parcels and to showcase the modeling capability, flexibility and advantages in 13 results reporting. The associated program will be available as part of the AFNI suite for general use. 14 Introduction 15
function such as music imagery (Zhang et al., 2017) , early childhood development (Moraczewski et al., 2018) , personality 23 traits (Finn et al., 2018) and mental illnesses and disorders (Salmi et al., 2013 , Guo et al., 2015 . 24 For typical task-related designs, the focus is usually on identifying regions activated by an explicit task or condition. 25 In contrast, the interest for naturalistic scanning often hinges on the synchronization or similarity between any pair of 26 subjects. For example, one major analytical approach is to calculate the inter-subject correlation (ISC) or the Pearson 27 correlation between the EPI time series at the same voxel or region of the two subjects. In the end, the main issue is to 28 summarize the results at the population level because of the complex relatedness among the subject pairs. 29 N = 1 2 n(n − 1). For the kth spatial unit (k = 1, 2, ..., m), the ISC values {r ijk } correspond to N subject pairs, and they 45 form a symmetric (r ijk = r jik , i, j = 1, 2, ..., n) n × n positive semi-definite matrix R (n) k with diagonals r iik = 1 (Fig. 1,   46 left). Their Fisher transformed version Z (n) k ( Fig. 1 , right) through z = arctanh(r) is usually adopted during analysis so 47 that methods assuming Gaussian distribution may be utilized, as Fisher z-values are more likely to be Gaussian-distributed 48 than raw Pearson correlation coefficients. Because R (n) k and Z (n) k are both symmetric in (i, j), inferences at the population 49 level can be made through the N elements in the lower triangular part (i > j, shaded gray in Fig. 1 ).
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S n z n1k z n2k z n3k · · · − Figure 1 : Inter-subject correlation (ISC) matrix R (n) k among the n subjects for the kth spatial unit and its Fisher-transformed counterpart Z (n) k . Due to the symmetry, only half of the off-diagonal elements (shaded in gray) are usually considered during ISC analysis.
The general interest of ISC analysis at the population level is the statistical inference about the population effect for 51 each spatial unit. However, a complex issue to manage is that each ISC matrix element is correlated with some of others 52 (Chen et al., 2017a) . Suppose that z i1j1k and z i2j2k are two z-values that are associated with the ISC values of the kth 53 spatial unit, r i1j1k and r i2j2k , of two subject pairs. When any pair of two elements in the ISC matrix, z i1j1k and z i2j2k , 54 involve four separate subjects (i.e., i 1 = i 2 and j 1 = j 2 ), we assume that the two elements are unrelated; that is, their 55 correlation is 0. We denote the correlation between any two elements, z i1j1k and z i2j2k , that pivot around a common 56 subject (e.g., i 1 = i 2 or j 1 = j 2 ) as ρ, with the assumption that the relatedness ρ remains the same across all subjects 1 .
57
In other words, ρ characterizes the inter-relatedness of z i1j1k and z i1j2k among the three subjects among which the two 58 subject pairs share a common subject. To consider the group-wide set of ISCs, we further define z k = vec({z ijk , i > j}) to 59 be the vector of length N whose elements are the column-stacking of the lower triangular part of the matrix Z (n) in Fig.   60 1. That is, z is the half-vectorization of Z The variance-covariance matrix of z k can be expressed as the N × N matrix, 62 Σ (n) = µ 2 P (n) ,
where µ 2 is the variance of z ijk , i > j, and P (n) is the correlation matrix that is composed of 1 (diagonals), ρ and 0.
63 1 When no prior information exists to differentiate the subjects, then the statistically parsimonious assumption is to approximate the correlation between any two ISC values that share one common subject as being the same, based on the exchangeability or symmetry among the subjects. One can also note that having the same correlation is just a corollary from the linear decomposition of ISC values in the LME and BML models as shown in the ICC formulas (3), (8), and (14). is illustrated with the correlation matrix P (5) for n = 5 subjects, in which ρ represents the correlation when two elements (e.g., z32 and z53, colored in red) are associated with a common subject (e.g., S3). Without loss of generality, the third index k in z ijk for brain location is dropped here for clarity.
subject-wise permutation testing for the ISC comparison between two groups.
However, nonparametric methods are limited in terms of modeling flexibility. For instance, they have difficulty in incorporating explanatory variables; in addition, they are deficient, unwieldy and unconducive to data structure characterization 101 and model comparisons. To counter these limitations, a linear mixed-effects (LME) modeling approach has been adopted 102 (Chen et al., 2017a) with the benefit that the LME platform offers wider adaptability, more powerful interpretations, and 103 greater quality control capability than nonparametric methods. Specifically, the LME model with crossed random effects 104 is applied with a data-doubling step that further conveniently tracks the subject index in easy implementations.
105
ISC analysis with univariate linear mixed-effects modeling 106 Our previous work (Chen et al., 2017a) , as implemented in the AFNI (Cox, 1996) program 3dISC, adopts a linear-effects model by decomposing an ISC effect z ijk into multilevel components associated with subjects i and j at the kth voxel (k = 1, 2, ..., m),
whereb 0k is the fixed effect (an unknown constant) under LME, representing the population ISC effect at the kth voxel 107 or region;ξ ik andξ jk are additive and independent random effects attributable to subjects i and j, respectively, that are 108 deviations from the population ISC effectb 0k ; and˜ ijk is the residual or error term for each subject pair (i, j are utilized in the model (2), and thus the index inequality of i > j is placed for the input data. As a special LME model,
111
the formulation (2) can actually be conceptualized as a two-way random-effects ANOVA with the two subject-specific terms 112 serving as random-effects factors. The two random effectsξ ik andξ jk form a stratified or crossed structure with a factorial 113 (or combinatorial) layout among the levels (or indices) i and j of the two subject-specific factors.
114
One important aspect of the LME framework, which nonparametric methods lack, is that the interrelationships among the ISC values, as characterized in the correlation matrix P (n) , can be quantitatively captured. With the assumption of (2) can be solved under LME. A big advantage of the LME model (2) over the nonparametric methods is the capability of characterizing as well as maintaining the integrity of the data structure. For example, the correlation ρ, as captured in P (n) of (1), between any two ISC effects that pivot around a common subject is related to intraclass correlation (ICC) and can be expressed as (Chen et al., 2017a),
The LME model (2) can be easily extended to scenarios where the investigator would like to incorporate one or more subject-specific explanatory variables, either categorical (e.g., sex) or quantitative (e.g., age). For example, a model with one explanatory variable x can be formulated as,
where x i and x j are the x values for subjects i and j, respectively. Their corresponding effectsb 1k andb 2k are presumably 115 equal, but in the practical implementation of subject-specific effects through two separate components, the two fixed effects 116 ofb 1k andb 2k that are associated with the explanatory variable x would also have to be estimated separately through data 117 duplication. The situation with more than one explanatory variable would be similar, and this modeling strategy has been 118 applied at the whole-brain voxel level to a few studies (e.g., Moraczewski et al., 2018; Finn et al., 2018) .
119
Nevertheless, the LME framework faces a few challenges. First, input data has to be duplicated in currently available 120 implementations. Even though the random effects,ξ ik andξ jk , are assumed to follow the same Gaussian distribution 121 N (0,λ 2 ), they would have to be treated as two separate components in practice through implementations (e.g, function 122 lmer in the R package lme4 ). Furthermore, due to the fact that only half of the off-diagonal elements in Z (n) k are utilized 123 as input,ξ ik andξ jk are generally not evenly arranged among all the subject pairs, leading to unequal estimation of the 124 two components. On the one hand,ξ ik andξ jk are basically cycled through those random effects from the n subjects, 125ξ 1k ,ξ 2k , ...,ξ nk , and the order ofξ ik andξ jk can be rearranged without any impact on the model formulation. On the other 126 hand, balance cannot be achieved under all scenarios. For example, when n is odd, a balance between the two factors can 127 be achieved through the following: if the difference between i and j is odd, switch their order (i.e., z ij effectively changes to z ji ); otherwise, no change is made. However, when n is even, balance cannot be reached but can be approximated with the from which to estimate smoothness. Specific correction methods aside, the penalty is usually severe so that smaller brain 
151
There are a few other limitations with the LME approach. For example, it remains difficult or even impossible to 152 assign accurate degrees of freedom for each testing statistic under LME. In addition, the typical correction methods for 153 multiple testing through spatial extent tend to dichotomize the statistical evidence and result in spatial clusters that 154 are not necessarily aligned with anatomical structures in the brain, leading to interpretation ambiguities about spatial "statistically significant" results in neuroimaging not only wastes data information, but also distorts the full results as 159 well as perpetuates the reproducibility crisis because of the fact that the difference between a "significant" result and a 160 "non-significant" one is not necessarily significant (Cox et al., 1977) .
161
To address those limitations, here we propose a Bayesian multilevel (BML) framework that integrates all the spatial 162 elements (i.e., regions of interest) into one model. Such a framework has been applied to typical task-related FMRI In light of the aforementioned backdrop, we believe that the univariate LME approach can be further improved, because 169 its current formulation ignores the common information shared across the brain. Here we propose a more integrative and 170 efficient approach through Bayesian multilevel (BML) modeling that could be used to confirm, complement or replace the 171 LME method. As a first step, we adopt an LME strategy by incorporating ROIs as crossed random effects relative to each 172 subject pair. Then we translate the LME model to a Bayesian platform, resolving two issues: input data doubling and 173 multiple testing. Those ROIs can be either determined independently from the current data at hand, or selected through 174 various methods such as previous studies, an anatomical/functional atlas or parcellation. The proposed BML approach improves inference efficiency by dissolving multiple testing through a multilevel model that more accurately accounts for data structure as well as shared information.
177
The paper is structured as follows. In the next section, we first extend the region-wise LME model (2) to another 178 LME by pivoting the ROIs as random effects, and then convert the extended LME to a full BML. The BML framework 179 does not make statistical inferences for each region in isolation, but rather weights and borrows information based on the 180 precision information across the full set of regions, striking a balance between local and global information; in a nutshell, 181 the crucial feature here is that the ROIs, instead of being treated as isolated and unrelated with the univariate approaches,
182
are associated with each other through a Gaussian distribution under BML. As a practical exemplar, we apply the modeling 183 approach to an ISC dataset with 68 subjects at 268 ROIs. In the Discussion section, we elaborate the advantages and 184 limitations of BML modeling for ISC data analysis.
185
Theory: ISC analysis through Bayesian multilevel modeling 186 Herein Roman and Greek letters, respectively, differentiate fixed and random effects in the conventional statistics 187 context such as ANOVA and LME on the righthand side of a model equation. Although the terms of "fixed" and "random" 188 effects are non-Bayesian, we expect most readers to be familiar with the conventional terminology. For instance, a fixed-189 effects parameter under ANOVA and LME is treated as constant (e.g, population mean), and a random-effect parameter 190 as variable because it differs from one entity (e.g., subject, ROI) to another. The conventional distinction of fixed-vs.
191
random-effects is replaced by one that separates the modeling decision (a parameter as varying or non-varying) under the 192 Bayesian framework from the inference decision (e.g., prior choices or partial pooling) (Gelman, 2005) .
193
Bayesian modeling based on three-way random-effects ANOVA 194 We start with with the simple LME model (2), without the complication of explanatory variables, for ISC analysis at m ROIs instead of whole brain voxel-wise modeling. With the Gaussian assumptions forξ ik ,ξ jk , and˜ ijk , the m univariate LME models in (2) can be solved independently, but for the sake of model comparisons, the m separate LMEs can be merged into one by pooling the residual variances across the m ROIs with the ROI index k incorporated into the conventional LME formulation (2),
The essential difference between the two approaches, (2) and (5), lies in the assumption about the residuals. Under (2) each ROI is assumed to have its own residual distribution˜ ijk iid ∼ N (0,σ 2 k ), k = 1, 2, .., m; in contrast, all the regions share the same residual distribution˜ ijk iid ∼ N (0,σ 2 ) under (5). The two approaches usually render similar inferences unless the sampling variances are dramatically different across the m ROIs. To compare different models through leave-one-out information criteria 3 (LOOIC) (Vehtari et al., 2017), we can solve the LME (5) in a Bayesian fashion,
where b k are assigned with a noninformative prior (i.e., uniform distribution) so that no information is shared among the 195 ROIs, leading to virtually identical inferences as the LME (5). In fact, all the three LME models, (2), (5), or (6), share 196 the same feature of no pooling: the information at one ROI reveals nothing about any other ROIs. Therefore, these three 197 LME models all face the same multiplicity issue and may potentially lead to overfitting.
198
To improve model fitting and achieve higher efficiency, we first adopt a three-way random-effects ANOVA or LME by adding ROIs as random effects, and formulate the following platform,
where a 0 represents the population ISC effect across all ROIs and all subjects; ξ i and ξ j code the random effect of the ith 199 and jth subject, respectively, and both share the same iid Gaussian distribution N (0, λ 2 ); π 0k embodies the random effect at the kth ROI, and is assumed to be iid with N (0, τ 2 ); and ij is the residual term that follows N (0, σ 2 ).
201
One essential feature of the extended LME model (7) lies in information sharing or partial pooling among the ROIs.
202
Just as we typically assume a Gaussian distribution for cross-subject variability in linear models, so too we make a 203
Gaussian assumption for the cross-region variability π 0k in (7), playing the role of global calibration. In contrast, with the 204 conventional approach of no pooling, one implicitly assumes a uniform distribution of variabilities across voxels or regions 205 in the brain, and it is this assumption that leads to the multiplicity issue, as shown in the no-pooling model (2), (5), or 206 (6).
207
Under the extended LME model (7), the correlation between two subject pairs, (i 1 , j) and (i 2 , j) (i 1 = i 2 ), that share a common subject S j can be derived as,
Similarly, the correlation of the same subject pairs between two ROIs, k 1 and k 2 , can be derived as,
Due to the incorporation of ROI effects into the extended LME model (7), a slightly different formulation (8) at the group 208 level for the correlation between two subject pairs that share a common subject exists from the interrelationship (3) (8) and is replaced 210 by 1, which is reached when both cross-subject and residual variances λ 2 and σ 2 are 0.
211
In addition to the challenge of input data redundancy discussed in the Introduction, now we have a different hurdle in place of multiplicity. Under this new LME framework (7), we need to refocus on the effects of interest. The overall ISC effect a 0 across all ROIs is usually not our focus; instead, it is the ISC effect at each ROI, b 0k = a 0 + π 0k , k = 1, 2, .., m,
that is typically of research interest. However, the LME formulation (7) cannot offer a solution in making inferences 212 regarding the ROI effects b 0k : to estimate b 0k , the LME (7) would become over-parameterized or overfitting.
213
To proceed, a shift of modeling framework is needed here. We adopt a Bayesian approach that extends the LME model
(2) from our previous work using LME modeling for voxelwise ISC analysis (Chen et al., 2017a) and utilizing region-based group analysis for neuroimaging data (Chen et al., 2019a) as well as the BML approach for matrix-based analysis (Chen et al., 2019b),
In fact, the effect decomposition of z ijk under the BML framework (11) is basically the same as its LME counterpart (7).
214
The different model expression here is formulated to accentuate the paradigm shift and to emphasize the fact that the associated with the kth region is considered a random effect under the LME model (7); thus, we would be able to estimate 219 the cross-region variance τ 2 , but nothing about the effect estimate at that region. In contrast, the BML model (11) can 220 directly make inferences at each region as elaborated below.
221
Both of the aforementioned challenges under the LME model (2) can be resolved now under the BML framework 222 (11). First, only half of the off-diagonal elements (e.g., the lower triangular part) in Z (n) are required as input under 223 BML through a numerical implementation of multi-membership modeling scheme 4 (Bürkner, 2018). Second, with a prior 224 4 A multi-membership model accounts for the hierarchical structure embedded in the data, where lower level effects (e.g., two subjects i and j forming a pair) from the members of the same group are nested within a higher level effect (e.g., ISC value z ijk ); this is in contrast to a general (e.g., noninformative uniform distribution) for a 0 , the posterior distribution for each ROI can be obtained through the formulation (10). In addition, the ISC effect that is attributable to each subject can be similarly derived through the 226 corresponding posterior distribution with 227 s i = 1 2 a 0 + ξ i , i = 1, 2, ..., n.
The factor of 1 2 in the subject-specific effect formula for s i in (12) reflects the fact that the effect of each subject pair is 228 evenly shared between the two associated subjects. The subject-specific effects s i can be utilized to assess the contribution 229 or importance of a subject relative to all other subjects, which might provide some auxiliary information for further 230 association with, for example, subject-level effects such as sex, disease, age or behavioral data.
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Recently we applied the BML modeling approach to matrix-based analyses (Chen et al., 2019b) when the input data The LME0 model in (7) can be expanded by including two types of random-effects interaction components -one component is the subject-pair-specific term (i.e., the interaction between two subjects), and the other component is the interaction between a region and a subject:
LME1: z ijk = a 0 + ξ i + ξ j + η ij + ζ ik + ζ jk + π 0k + ijk , i, j = 1, 2, ..., n (i = j), k = 1, 2, ..., m,
where η ij is the effect of the subject pair that is associated with subjects i and j (i.e., the interaction effect between two subjects i and j) relative to the overall effect a 0 and the two subject effects, ξ i and ξ j , while ζ ik and ζ jk are the interaction effects between subject i and region k as well as the interaction between subject j and region k, respectively. We note that the subject-pair-specific effect η ij captures the unique global (i.e., brain-wide) effect of each subject pair in addition to the overall population effect a 0 and the common effects from the two involved subjects, ξ i and ξ j ; the same subtlety applies to the subject-region interactions ζ ik and ζ jk . The two ICC measures in (8) and (9) can be correspondingly updated to,
We further consider two types of BML extension based on the primary model BML0 in (11). The first type involves all potential interaction effects, in parallel with the three LME expansions from LME0. Specifically, we incorporate the interaction effect between the two subjects of each subject pair as well as the interaction effect between each region and each subject:
i, j = 1, 2, ..., n (i > j), k = 1, 2, ..., m,
where η ij is the subject-pair-specific effect or the interaction between subjects i and j, while ζ ik is the interaction effect 245 between subject i and region k and ζ jk , between subject j and region k. The two interaction effects, ζ ik and ζ jk , are 246 hierarchical model, in which the lower level effects are not necessarily from the same group (e.g., subject and region in the current context).
considered as two members, i and j, of a multi-membership cluster. Under these three extended BML models, the regionand subject-specific effects can be similarly reassembled through (10) and (12), respectively.
248
Another type of model extension is to investigate the effect associated with a subject-level (e.g., sex, disease, genotype, age, behavioral measure) explanatory variable. With one explanatory variable x, we may have,
iid ∼ N (0, λ 2 ), (π 0k , π 1k ) T iid ∼ N (0, τ ), i, j = 1, 2, ..., n (i > j), k = 1, 2, ..., m,
where τ is a 2 × 2 variance-covariance matrices. For example, a between-subject factor with l levels (e.g., l = 2 for males 249 vs females, or patients vs controls) can be incorporated into the BML model with l − 1 dummy-coded variables. On the 250 other hand within-subject or repeated-measures factors could be naturally modeled under BML through the hierarchical 251 structure; however, we recommend that one directly take each contrast (e.g., condition A vs B) as input data z ijk as a 252 practical approach to save computational time.
253
Six aspects are noteworthy about the two extended models, BML0* and BML1*. First, multi-membership modeling allows us to utilize only half of the off-diagonals in the ISC matrix from each subject as input, as indicated by the index relationship i > j. Second, the effect associated with the covariate x at the population level, a 1 , and at the region level, π 1k , is shared by all subjects (including subject pairs), thus a simplified notation for a derived covariate x * ij = x i + x j for each subject pair can be adopted for easier implementation, in contrast to the LME counterpart in which two separate effects have to be included in the model. Third, the inclusion of any subject-level explanatory variable in the model is intended to account for cross-subject variation in the data, thereby precluding the justification for incorporating the subject-region interaction effects, ζ ij and ζ jk , as shown BML1 (15). In light of this consideration, we do not consider any extended models, in the presence of any subject-specific covariate, that correspond to BML1 (15). Four, cases with more than one explanatory variable can be similarly formulated as in the BML0* and BML1*. Five, under BML0* or BML1*, the regionand subject-specific effects can be similarly reassembled through (10) and (12), respectively; in addition, the region-specific effect for the covariate x can be derived through, b 1k = a 1 + π 1k , k = 1, 2, .., m.
Lastly, model complexity under BML is usually not a concern from a theoretical and numerical perspective except for 
Implementations of BML for ISC analyses
As no analytical solution is available for BML models in general, we draw samples from the posterior distributions via programming language and a math library in C++ (Stan Development Team, 2019) . The present implementations are 278 executed with the R package brms that is is based on Stan, and multi-membership modeling is directly available in brms 279 (Bürkner, 2017; Bürkner, 2018) .
280
For typical BML models, the priors for cross-region and cross-subject effects as well as their interactions have been 281 laid out in the previous section. We typically adopt an improper flat (noninformative uniform) distribution for population 282 parameters (e.g., a 0 and a 1 in BML0* (16) and BML1* (17)). As for hyperpriors, we follow the general recommendations 283 in Stan (Stan Development Team, 2019) . Specifically, for the scaling parameters at the region and subject level, the 284 standard deviations for the cross-region and cross-subject effects, ξ i , ξ j , and π k as well as their interactions, we adopt a 285 weakly informative prior such as a Student's half-t(3, 0, 1) or half-Gaussian N + (0, 1) (restricting to the positive values of 286 the respective distribution). For covariance structure (e.g., τ in BML0* (16) and BML1* (17)), the LKJ correlation prior 5 287 is used with the shape parameter taking the value of 1 (i.e., jointly uniform over all correlation matrices of the respective 288 dimension) (Gelman et al., 2017) . Lastly, the standard deviation σ for the residuals is assigned using a half-Cauchy prior 289 with a scale parameter depending on the standard deviation of z ijk . To summarize, besides the Bayesian framework under 290 which hyperpriors provide a computational convenience through numerical regularization, the major difference between 291 BML and its univariate GLM counterpart is the application of the Gaussian prior in the BML models that plays the 292 pivotal role of pooling and sharing the information among the brain regions. It is this partial pooling that effectively takes (17) and its LME counterpart. The column headers Estimate, SD, QI, and ESS are short for effect estimate, standard deviation, quantile interval, effective sample size, respectively. LME1* shares the same effect components as BML1*, and shows virtually the same effect estimate for the population mean b0 and the standard deviations for those effect components despite: (1) the two modeling frameworks were solved through two different numerical schemes (REML for LME and MCMC for BML); and 2) in practice the input data for LME1 had to be duplicated to maintain the balance between the two crossed random-effects components associated with each subject pair. In addition, the nearly identical parameter estimates between the two models indicate that the use of priors under BML had a negligible effect. However, the LME framework cannot provide uncertainty measures for those variances, as indicated by the dashes in the table.R is the split statistic of a convergence indicator for the Markov chains. AllR values under BML1* were less than 1.1, indicating that all the four MCMC chains converged well. The effective sample sizes (ESSs) for the population-and region-level effects were large enough to warrant quantile accuracy in summarizing the posterior distributions for region-specific effects. The correlations among the eight cross-region effects π ·k under BML are not shown in the table because their inferences are not available under LME. pairs); rather, it is the specific subject pair that explains more variability in observed ISC effects.
375
The results comparison between BML and LME is quite revealing. Despite the injection of priors and hyperpriors, the 376 two modeling frameworks produced virtually identical estimates for the population parameters and variances for cross-377 subjects, cross-subject-pairs and cross-regions effects (Table 1) , validating the adoption of the BML approach. However,
378
the differential treatment of model parameters under LME and BML results in a crucial difference. Under LME we can 379 estimate the population effects and their uncertainties (e.g., a 0 , a 1 , ..., a 7 ); we can only obtain the standard errors (e.g., λ, 380 µ, τ 's) for the random-effects variables. In other words we cannot make inferences at the region level (e.g., effects of τ 's at 381 each region) under LME. In contrast, under BML we can directly assess these effects through (10) and (18) with Bayesian 382 simulations.
383
The eight effects of interest under BML1* can be shown with their respective posterior distributions. However, with 384 268 ROIs, it is more practical to summarize the results with the mean, standard error and 90% and 95% quantile intervals 385 at each ROI. To demonstrate the results, here we illustrate the four main effects at the 268 parcels in the brain (Fig.   386 3): overall ISC, SRS, Sex, and Age. These effects can be interpreted in light of what is known from previous naturalistic 387 scanning studies and the demographic and behavioral covariates of interest.
388
First, much of the brain shows a substantial overall ISC effect (Fig. 3A) . While this effect is particularly strong in 389 primary visual and auditory cortex, there is evidence for synchrony in higher-order regions of association cortex as well.
390
This is consistent with a large body of literature using naturalistic scanning to show that by exposing subjects to the same 391 time-locked, complex, engaging stimulus, much of the brain becomes synchronized across subjects (Hasson et al., 2010) .
392
Atop this general synchrony, our method revealed that subject-level covariates of interest affect the strength of ISC. In to the LME system being potentially underdetermined from the overwhelming number of parameters. These limitations evince one motivation for our current work with BML as an extension to our previous work of LME modeling for ISC simultaneously achieving meaningful spatial specificity and detection efficiency. Even though the conventional correction for FWE in neuroimaging is considered desirable in controlling overblown FWE, it is not necessarily efficient nor practically meaningful to fight the strawman of absolutely zero effect anywhere in the brain. More importantly, arbitrary thresholding, regardless of the extent of rigor, artificially dichotomizes the data, resulting in an undesirable situation: reporting only the 497 results that pass thresholding unavoidably ignores the ones that may not differ much from the former.
498
In addition, BML offers a flexible approach to dealing with double sidedness at the ROI level. When prior information 499 about the directionality of an effect is available on some, but not all, regions (e.g., from previous studies), with the massively 500 univariate approach for the whole brain one may face the issue of performing two one-tailed t-tests at the same time in a 501 blindfold fashion. In contrast, the ROI-based BML approach disentangles the complexity since the posterior inference for 502 each ROI can be made separately. 3) BML may achieve higher spatial specificity through efficient modeling. A statistically identified cluster through the 510 conventional whole brain analysis is not necessarily anatomically or functionally meaningful. In other words, a statistically 511 identified cluster is not always aligned well with a brain region for diverse reasons such as "bleeding" effect due to contiguity 512 among regions, and suboptimal alignment to the template space, as well as spatial blurring. In fact, investigators usually 513 tabulate the location of the "peak" (i.e., maximum effect magnitude or statistic value) voxel for a cluster even though 514 the cluster may only partially cover an anatomical region or overlap multiple brain regions or subregions. In contrast, 515 under BML, the regions are utilized as prior spatial information, and the statistical inference for each region under BML 516 is assessed by its effect strength relative to its peers, not by its spatial extent, providing an alternative to the conventional 517 whole brain analysis with more accurate spatial specificity. data space changes because of an evolving research focus (e.g., from whole brain to gray matter, a large network or a 520 list of regions), the impact due to the different domain for multiple testing correction can be substantial, leading to the 521 vulnerability to the issue of "the garden of forking paths", "data snooping" or p-hacking. In contrast, the region-based 522 ISC analysis under the Bayesian framework is more adaptive to the situation of region selection due to the adaptivity of 523 the Gaussian priors. In other words, the amount of regularization is derived from the data through partial pooling that 524 embodies the similarity assumption of effects among the brain regions. Such adaptivity of the Gaussian prior is supported 525 by our ongoing analyses of a task-related dataset but with different numbers of regions of interest (e.g., 30, 300, and 1000), 526 resulting in consistent inferences. of an effect supported with statistical evidence in the form of a p-value. In the same vein, typically the results from the 529 whole brain analysis are displayed with sharp-thresholded maps or tables that only show the surviving clusters with peak 530 statistic-or p-values. In contrast, as the focus under the Bayesian framework is on the posterior distribution, not the point 531 estimate, of an effect, the totality of BML results can be summarized as shown in Figures 3 and 4 . Such totality is more 532 advantageous than the typical practice in which the effect estimates are usually not reported in the whole brain analysis 533 (Chen et al., 2017b) . In other words, BML modeling at the ROI level directly allows the investigator to present the effect 534 estimate. More importantly, BML substantiates the reporting advantage not only because of modeling at the ROI level, 535 but also due to the fact that the uncertainty associated with each effect estimate can be demonstrated in a much richer 536 fashion.
537
To some extent, the ROI-based BML approach can alleviate the arbitrariness of thresholding using the current FPR 538 correction practices. Even though BML allows the investigator to present the whole results for all regions, for example, 539 in a table format, we do recognize that the investigator may prefer to focus the discussion on some regions with strong 540 statistical evidence. Nevertheless, the decision can hinge on the statistical evidence from the current data, combined with 541 prior information from previous studies. For example, one may still choose the 95% quantile interval as an equivalent 542 benchmark to the conventional p-value of 0.05 when reporting the BML results. However, those effects with, say, 90% 543 quantile intervals can still be utilized with a careful and transparent description, which can be used as a reference for 544 future studies to validate or refute; or, such effects can be reported if they have been shown in previous studies. Moreover, rather than a cherry-picking approach on reporting and discussing statistically significant clusters in whole brain analysis 6 , 546 we recommend a principled approach in results reporting in which the ROI-based results be reported in totality with a 547 summary as shown in Figures 3 and 4 and be discussed through transparency and soft, instead of sharp, thresholding. We 548 believe that such a highlighting and soft thresholding strategy is more healthy and wastes less information for a study that 549 goes through a strenuous pipeline of experimental design, data collection, and analysis.
in which the posterior draws occur (McElreath, 2016) . Furthermore, the performance of BML can be effectively examined 595 against the conventional approaches through posterior predictive checks and cross validations (Chen et al., 2019a) . In the 596 future we will continue to explore the possibility of accounting for such a hierarchical correlation structure. 
