This paper investigates the efficiency of a high-order nodal discontinuous Galerkin method for the numerical solution of Maxwell's equations using hybrid meshes. An unstructured triangular or tetrahedral mesh is used near curved boundaries and a structured Cartesian mesh is used to fill the remainder of the domain. A quadrature-free implementation is employed for the regular quadrilateral and hexahedral elements which, together with the reduction in the number of internal faces, leads to a reduction in the cpu time requirements. Numerical examples in two and three dimensions are used to illustrate the benefits of using hybrid meshes.
Introduction
In the area of computational electromagnetics, the Yee scheme [1] remains the predominant technique for the solution of Maxwell's equations in the time domain. This is due to the simplicity of the algorithm and to its low operation count. However, in its simplest form, this finite difference time domain (FDTD) method requires the use of structured meshes, which creates Then, the approximation over an element face is only dependent on shape functions associated with nodes belonging to the face, reducing the computational cost incurred by the DG method when integrals over interior faces are computed.
To retain the flexibility and maturity of low-order unstructured mesh generators, a hybrid mesh approach is adopted in which an unstructured triangular or tetrahedral mesh is used near curved boundaries and a structured Cartesian mesh is used to fill the remainder of the domain. With this approach, the benefits of using affine elements can be exploited, not only for triangles or tetrahedra but also, for the quadrilateral, hexahedral and pyramidal elements. Moreover, the use of quadrilateral or hexahedral meshes results in a significant reduction in the number of internal faces, compared to triangular or tetrahedral meshes. It can be expected that this, in turn, will lead to a reduction in the cpu time requirements, as an important portion of the computational cost of a DG scheme is associated with the integration that is required over element faces. In comparison with many hybrid solution methods, that use different numerical schemes on the unstructured and structured portions of the mesh, the proposed approach simplifies the implementation and avoids the requirement for transfer of information between schemes of different nature.
The remainder of the paper is organised as follows. Sections 2 and 3 briefly summarise the DG formulation for the Maxwell's equations and the different finite elements that are employed for the spatial discretisation. In Section 4, the advantages of using affine elements are discussed and the proposed approach of using hybrid meshes is described. Numerical examples in two and three dimensions are used in Section 5, to compare the efficiency of the different finite elements, and, finally, Section 6 summarises the main conclusions of the work that has been presented.
Discontinuous Galerkin formulation for Maxwell's equations
Maxwell's curl equations, governing the propagation of electromagnetic waves through free space, can be written in the linear dimensionless conservation form ∂U ∂t + ∂F k ∂x k = 0 k = 1, . . . , n sd where n sd (= 2 or 3) denotes the number of spatial dimensions and the summation convention is employed. The unknown vector U is given by
and the flux vectors, F k , are
Here, E = (E 1 , E 2 , E 3 ) T and H = (H 1 , H 2 , H 3 ) T are the dimensionless electric and magnetic field intensity vectors respectively. In two spatial dimensions, the system of equation (1) decouples into the transverse electric (TE) and transverse magnetic (TM) modes [25] .
This system of equations is supplemented with appropriate boundary conditions. Three different boundary conditions are involved in the examples considered in this work: Dirichlet, perfect electrical conductor (PEC) and non-reflecting boundary conditions. As usual in a DG framework, Dirichlet boundary conditions are imposed in a weak form using numerical fluxes. At the surface of a PEC, the tangential component of the electric field vanishes and the condition n × E = 0 is applied, where n denotes the unit normal vector to the PEC surface. For problems posed on unbounded domains, the computational domain is truncated and a non-reflecting boundary condition is imposed at the truncated boundary. This is achieved by the addition of an uniaxial perfectly matched layer (UPML) [26] . The domain Ω is represented by an unstructured assembly of elements and a DG weak formulation for equation (1) Here, U e denotes the restriction of U to the element Ω e , n is the outward unit normal vector to the boundary Γ e of Ω e , F n is the normal flux on Γ e and W is a test function. In DG methods, the discontinuous nature of the approximation is accounted for by replacing the physical normal flux at the boundary by a consistent numerical flux, F n (U e , U out ). This numerical flux is evaluated in terms of the trace of the solution on element Ω e and the trace of the solution, U out , on the other element adjacent to Γ e . A natural choice, for the linear hyperbolic system of interest here, is to employ a flux splitting technique [27] , which corresponds to an upwind approximation [17] . The normal flux F n is decomposed into incoming flux (superscript −) and outgoing flux (superscript +)
where the incoming and outgoing fluxes are associated with the negative and positive eigenvalues of the jacobian matrix A n = ∂Fn ∂U respectively. The numerical flux is then computed as
Introducing the resulting numerical normal flux into equation (4), the DG weak formulation for element Ω e can be re-written as
where U e = U e − U out denotes the jump in the solution across Γ e . In the evaluation of the boundary term, the expression
is used.
Discretisation in space
Triangles and quadrilaterals are employed to provide a consistent discretisation of the spatial solution domain, Ω, for two dimensional problems. In three dimensions, consistent meshes consisting of tetrahedra, hexahedra, prisms and pyramids are used. Apart from the pyramid, which requires special attention, optimal nodal finite elements of arbitrary order are readily defined for all these shapes. For the pyramid, a recently proposed approximation space [28] is adopted. This space is well suited for both continuous and discontinuous approximations and is optimal, i.e. the a priori error estimate is O(h p+1 ) in the L 2 (Ω) norm, where p denotes the order of the approximation. The approximation spaces that are employed are summarised in Table 1 .
Element
Approximation Space Dimension
(p + 1)(p + 2)(2p + 3) Table 1 : The reference elements of order p, their approximation spaces and the dimension of these spaces.
To obtain a semi-discrete formulation, the solution, U, is approximated as
on a reference element with local coordinates ξ = (ξ 1 , ξ 2 , ξ 3 ). Here U j (t) denotes the value of the solution at node j, N j is the shape function associated with node j and n en is the total number of nodes on the element. The nodal shape functions span the approximation spaces described in Table 1 and the number of nodes per element is equal to the dimension of the corresponding approximation space.
In two dimensions, a Fekete nodal distribution is adopted for the triangle [29] and a tensor product of one dimensional Fekete nodal distributions for the quadrilateral. Figure 1 shows the reference triangle and the reference quadrilateral, with a nodal distribution corresponding to p = 5. In three dimensions, the nodal distributions proposed in [30] for the tetrahedron and in [28] for the pyramid are used. A tensor product of one dimensional Fekete nodal distributions is used for the hexahedron and a tensor product of triangular and one dimensional Fekete nodal distributions is used for the prism. Figure 2 shows the reference tetrahedron, hexahedron, prism and pyramid with a nodal distribution corresponding to p = 3. Introducing the approximate solution into the weak form of equation (6), the system
of ordinary differential equations is obtained for every node i of element Ω e . This system is advanced in time using a standard explicit fourth-order Runge-Kutta method with a time step small enough to guarantee that the numerical error is dominated by the spatial discretisation error. Here, M denotes the element mass matrix, C k the convection matrix in the x k direction, M f is the face mass matrix, I is the identity matrix and n fn is the number of nodes per face. These matrices are defined by Using an isoparametric mapping, the integrals over element Ω e are evaluated on the reference element, Ω as
where J denotes the Jacobian of the isoparametric mapping and J f is the Jacobian of the restriction of the isoparametric mapping to the element face f .
The computational effort required to evaluate the element and face matri- ces is highly dependent upon the number of integration points used to approximate the integrals. For quadrilateral and hexahedral elements, quadrature based on the tensor product of well known one-dimensional Gauss-Legendre rules is readily implemented for any order of approximation. Note, however, that other quadrature formulae, with fewer integration points, exist [31, 32] . For triangles, specific quadrature rules, such as the symmetric quadrature proposed in [33, 34] , are used. Analogously, efficient specific quadrature rules are used for tetrahedra, prisms and pyramids [34, 35] .
4. Reducing the computational cost using affine elements
Comparison of affine and non-affine elements
The isoparametric transformation that relates the reference and physical coordinates is, in general, a non-linear mapping. This means that the computation of the element and face matrices requires the evaluation of the Jacobian of the transformation at each quadrature point. Assuming that the cost of evaluating the Jacobian is negligible compared to the cost of computing the element matrices, the number of operations required to compute an element mass matrix is n 2 en (4n eq − 1), where n eq is the number of quadrature points per element. The computation of the convection matrices requires n 2 en n eq n sd (2n sd + 3) − 1 operations and the computation of a face mass matrices requires n 2 fn (4n fq −1) operations, where n fq is the number of quadrature points per face.
However, when the physical element is affine with respect to the reference element, the isoparametric transformation is linear and the element matrices simplify to
where
is the reference element mass matrix, is the reference element convection matrix, in the local ξ k direction, and
is the reference face mass matrix. In this case, a quadrature-free implementation can be employed [24] in which the reference element and face matrices are pre-computed and scaled, using the constant Jacobian. This avoids the requirement for numerical integration during the time marching process. If all Jacobians are computed and stored, the quadrature-free implementation requires n 2 en operations for the computation of an element mass matrix, n sd n 2 en (2n sd − 1) operations for the computation of the convection matrices and n ) evaluate the residual of the ODE system of Equation (7).
increases, e.g. for linear hexahedra, the quadrature-free implementation reduces the number of operations by a factor of ten compared to the standard implementation, while this factor increases to 100, when the order of approximation is increased to p = 4, and to 450, for the case p = 7. In two dimensions, for both triangular and quadrilateral elements, the quadraturefree version is ten times faster for the case p = 1 and up to 100 times faster for an order of approximation p = 7.
For the quadrature-free implementation, the computational cost of the time marching process can be further reduced by storing the inverse of the Jacobian of the isoparametric mapping, the determinant of the Jacobian and the norm of the face Jacobians for each element, i.e. by storing n 2 sd + 2 scalars per element. The required memory is, approximately, 50MB per million elements in two dimensions and between 90MB and 100MB per million elements in three dimensions. Of course, memory access can adversely affect the performance of the algorithm, if the information stored at the start of the computation does not fit into the cache memory. In addition, it is apparent that the computational cost, understood as the number of floating point operations, will not be directly related to cpu time, as the actual cpu time required is highly dependent on the computer architecture. 
Hybrid meshes
The benefit of using affine elements can be clearly seen in Figure 3 , by comparing the computational cost incurred when evaluating the element and face matrices. Triangular and tetrahedral meshes are preferred in this context, as the only requirement for triangles or tetrahedra to be affine is that their edges or faces, respectively, are planar. However, in the DG framework, for a given number of degrees of freedom, triangular and tetrahedral meshes possess more elements and more internal faces than quadrilateral or hexahedral meshes. Since a DG method defines the approximation element by element, the computation of numerical fluxes at internal faces represents an important part of the overall computational cost of the algorithm.
For simple geometries, the potential computational advantages of quadrilateral and hexahedral elements, with the quadrature-free implementation, can often be exploited. However, this is totally unfeasible for complex geometries. For this reason, we adopt the use of hybrid meshes, employing triangular or tetrahedral elements near objects of complex geometrical shape, with affine quadrilateral or hexahedral elements used to fill the remainder of the computational domain.
With the outer boundary of the computational domain taken in the form of a rectangle or a regular hexahedron, hybrid meshes of this form may be generated using a three stage procedure [36, 37, 38] . In the first stage, discretisation of the interior boundary curves or surfaces is performed [39] and the region inside the rectangle or hexahedron is discretised using a uniform structured mesh of square or cube elements. Squares or cubes within a prescribed distance of the scatterer, or lying internal to the scatterer, are removed in a second stage, to create a staircase-shaped surface or curve that completely encloses the scatterer. In three dimensions, a pyramid is constructed from each quadrilateral face of the staircase-shaped surface. In the third stage a Delaunay algorithm with automatic point insertion [40] is used to produce an unstructured mesh with the appropriate mesh spacing in the region between the staircase-shaped surface and the scatterer. It is worth noting that in a DG framework it is also possible to avoid the use of pyramids by using non-conforming meshes, but this approach is not considered here.
Operation count for different affine elements
A comparison of the number of operations required to compute the element and face matrices for the different finite elements with the quadraturefree implementation is displayed in Figure 4 prismatic and pyramidal elements respectively. This figure shows the variation in the ratio between the number of operations required by triangular and tetrahedral elements and the other elements, as the order of approximation changes from p = 1 to p = 7. In two dimensions, it is assumed that a triangular mesh is obtained from a quadrilateral mesh by splitting each quadrilateral into two triangles. In three dimensions, when comparing hexahedral and tetrahedral meshes, it is assumed that each hexahedron is split into six tetrahedra, that each prism is split into three tetrahedra and that each pyramid is split into two tetrahedra. The results reveal that, although triangular and tetrahedral meshes involve more elements and internal faces than meshes consisting of the other elements, they require fewer operations to compute the element and face matrices in the quadrature-free implementation. In two dimensions, only quadrilateral meshes with p = 1 require fewer operations than triangular meshes. A similar conclusion is reached when comparing hexahedra and prisms to tetrahedra. For pyramids, fewer operations are required not only with p = 1 and p = 2, but tetrahedra require fewer operations for higher order approximations.
A similar comparison is performed in Figure 4 (b) for the number of operations required to evaluate the residual of the differential equation system of equation (7) . For each component of the solution vector, the divergence term requires the computation of a matrix vector product of dimension n en for each of the n sd Cartesian directions, i.e. n 2 en (2n en −1) operations. The contribution from the boundary integral requires the computation of the jump of the solution and a matrix vector product of dimension n fn for each solution component, i.e. n fn n fn (2n fn − 1) + 1 operations. The vectors obtained from the contribution of divergence and face terms are added to the residual vector, which is multiplied finally by the pre-computed inverse of the mass matrix. This requires an extra matrix vector product of dimension n en . The total number of operations per element is therefore n en 2n en (2n en − 1) + 1 and the number of operations per face is n fn n fn (2n fn − 1) + 2 . In this case, the results show that, for any order of approximation, the computation of the residual vector involves fewer operations when triangular or tetrahedral meshes are used.
It is important to remark that different approximation spaces are employed for each element, so different accuracy can be expected when using different elements with the same number of degrees of freedom. The numerical examples presented in Section 5 compare the cpu time and number of degrees of freedom required to achieve a desired accuracy. This compari- 
Performance comparison
This section evaluates the efficiency of different elements employed for the numerical solution of the Maxwell's equations in two and three dimensions using a DG formulation. Simple test cases are used to show that the optimal rate of convergence is achieved and more complex scattering applications are used to compare the performance of the different elements. Although the hybrid meshes employed in the scattering examples do not involve prismatic elements, an analysis of their performance is presented for completeness. It is worth emphasising that all the examples considered here use the same order of approximation in all elements, but different orders could be easily handled within the adopted DG formulation.
PEC resonator
The first example involves the propagation of an electromagnetic wave inside a resonator consisting of two concentric PEC cylinders of diameter d 1 = 1/3 and d 2 = 1. The exact solution of this problem is known [41] and is used to enable the evaluation of the relative error in the L 2 (Ω) norm in the solution computed for the TM mode. An h-convergence study is performed initially, to verify the optimal convergence of the DG code using high-order triangular and quadrilateral elements. Five meshes are considered for each element type, with an order of approximation ranging from p = 1 to p = 5. The five quadrilateral meshes are displayed in Figure 5 for p = 1 . The triangular meshes are obtained by splitting each quadrilateral in these meshes into two triangles. The corresponding high-order meshes are generated by placing the boundary nodes on the true geometry and adapting the internal nodes of curved elements to obtain an optimal isoparametric nodal distribution [42] . O(h p+1 ) is obtained in all cases. It is observed that, for the same characteristic mesh size, the additional terms that appear in the approximation space, Q p , for quadrilateral elements, with respect to the approximation space, P p , used for triangular elements, introduce significant advantages when the coarsest mesh is considered but, as the mesh is refined, this advantage disappears. On the coarsest mesh, the accuracy obtained with quadrilateral elements with p = 4 is almost the same as that obtained with triangular elements with p = 5.
Triangular and quadrilateral meshes can also be compared in terms of the number of degrees of freedom (n dof ) and the cpu time required to reach a desired accuracy. It is important to note here that the quadrilateral meshes contain only non-affine elements, whereas the triangular meshes contain both non-affine elements and affine elements. This means that this comparison is aimed at illustrating the superiority of the quadrature-free implementation.
The comparison in terms of n dof is displayed in Figure 7 (a), which shows that quadrilateral elements are more efficient only for coarse levels of mesh refinement. Obviously, for the same characteristic mesh size, h, triangular meshes have more degrees of freedom than quadrilateral meshes because, in a DG framework, the interior edge nodes are duplicated when a quadrilateral is split into two triangles. A comparison of the variation in the cpu time required to reach a desired accuracy is represented in Figure 7 (b). For coarse meshes, quadrilateral elements not only reduce the number of degrees of freedom but also reduce the cpu time required to reach a desired accuracy when compared to triangular elements. For approximations of order p = 1 to p = 3, triangular and quadrilateral meshes offer the same performance as the mesh is refined but, for higher order approximations, triangular meshes turn out to be more efficient. The percentage of affine elements in triangular meshes clearly dominates as the mesh is refined and the quadrature-free implementation shows better performance, e.g. at the fourth level of mesh refinement, the accuracy obtained by quadrilateral and triangular elements with p = 5 is almost identical, while the triangular mesh requires four times less cpu time.
As expected for a problem with a smooth solution, the linear approximation is clearly outperformed by higher order approximations, not only in terms of a reduction in the number of degrees of freedom but, more importantly, in terms of the cpu time required to reach a desired accuracy, e.g. the cpu time required by quadrilateral elements with p = 1 to reach an accuracy of 5 × 10 −3 is more than 140 times higher than the cpu time required with p = 2 and more than 860 times higher than the cpu time required with p = 3.
Scattering by a 15λ PEC cylinder
The next example considers the scattering, by a circular PEC cylinder, of an incident plane TM wave, generated by a source located in the far field. The diameter of the cylinder is 15λ, where λ is the wavelength of the incident wave. This problem has an analytical solution [43] and the relative error of the scattering width (RCS) [26] is used to measure the accuracy of numerical simulation. The truncated boundary, forming the interface between the freespace and the absorbing PML, is taken to be a square. The outer boundary of the PML is also taken to be a square and the thickness of the PML is set equal to λ. A set of hybrid meshes is generated, composed of triangular elements near the scatterer and affine quadrilaterals elsewhere. Figure 8 shows the first five, of a series of 14, meshes employed, with the order of approximation ranging from p = 1 to p = 7. The main properties of a representative selection of five of the 14 meshes, together with the properties of the triangular meshes formed by subdivision of each quadrilateral into two triangles, are summarised in To compare the performance of triangular and hybrid meshes, Figure 9 (a) shows how the ratio between the n dof required with triangular meshes and the n dof required with hybrid meshes, to reach relative errors of 10 −1 , 10 −2 , 10 −3 and 10 −4 in RCS, varies as the element order is increased. Each point in this figure, corresponding to a given order of approximation, is obtained by dividing the cpu time required by the first triangular mesh and by the first hybrid mesh which achieve the desired accuracy. It is important to remark that triangular and hybrid meshes may achieve the required accuracy with different levels of mesh refinement. This means that the ratios shown in this figure are not necessarily obtained with the same level of mesh refinement.
For lower order approximations, hybrid meshes are more competitive, e.g. to achieve an error of 10 −1 with p = 1, hybrid meshes use approximately 70% of the degrees of freedom required by triangular meshes. As the order of the approximation is increased, this difference becomes less significant, e.g. with p = 4 and p = 5, hybrid meshes require 90% of the number of degrees of freedom employed by triangular meshes. For p > 6, the number of degrees of freedom required by triangular meshes to give an error of 10 −1 is slightly lower than the number required using hybrid meshes. This shows that the advantage of using hybrid meshes is highly dependent upon the order of the approximation employed. A similar comparison, in terms of the cpu time required, may be gained from Figure 9 The results show that higher order approximations reduce substantially both the n dof and the cpu time required to reach a desired accuracy when compared to lower order elements. It is worth emphasising that, for this example, this is not only true for high fidelity computations but also for lower desired accuracy levels, e.g. to achieve an error of just 10 −1 , using hybrid meshes and p = 1, the computation requires 203 904 degrees of freedom, whereas only 49 068 degrees of freedom are required with p = 5. This reduction in the number of unknowns is also accompanied by a significant reduction in cpu time, as the computation with p = 5 is 90 times faster than the computation with p = 1. The results also reveal that the cpu time required to obtain a relative error in the RCS of between 10 −2 and 10 −3 does not change significantly when the order of approximation is increased from p = 5 to p = 7. This suggests that there is an optimum value for the order of the approximation, if the minimum cpu time required to compute the solution with a given accuracy is of interest.
Scattering by a 100λ PEC NACA0012 aerofoil
The next example involves the scattering of a plane incident electromagnetic TE wave by a PEC NACA0012 aerofoil. The chord length of the aerofoil is equal to 100λ. The singularity introduced into the solution at the sharp trailing edge, the relatively high frequency of the incident wave and the variation in the curvature of the aerofoil near the leading edge make the accurate computation of the scattered field a challenging task for this problem. As an analytical solution is not available, a reference numerical solution is used to measure the accuracy of the computed results. The reference solution, using a spatial discretisation with approximately 35 nodes per wave length, is computed on a mesh with more than 40 000 elements and an order of a approximation p = 7. Solutions computed on an additionally refined mesh produced variations of the order of 10 −6 in the RCS, which is almost two orders of magnitude lower than the errors in the computations that are compared in this example. A set of 11 hybrid meshes are used, with the corresponding triangular meshes obtained by splitting each quadrilateral into two triangles. Figure 10 shows the first four hybrid meshes and the main properties of some of the 11 meshes, and the corresponding triangular meshes, are summarised in Table 3 . Figure 11 shows the contours of the transverse component of the magnetic field that has been computed on the second mesh using an order of a approximation p = 7. The estimated error in the RCS is 1 × 10 −2 using less than one element per wavelength. To compare the performance of triangular and hybrid meshes, Figure 12 (a) shows the variation in the ratio between the n dof required by a triangular mesh and the n dof required by a hybrid mesh in order to reach relative accuracy levels of 10 −1 , 10 −2 , 10 −3 and 10 −4 in the RCS, as the element order is increased. The comparison in terms of the cpu time required is displayed in Figure 12 (b). The use of hybrid meshes is preferable for low order approxi- and cpu time when using triangular meshes. It is worth remarking that triangular meshes are computationally more efficient for p > 5 for both examples, but the differences in cpu time are less important for this example. Even though the solution to this example includes a singularity at the trailing edge, higher order approximations are able to reduce the n dof and the cpu time required to reach a desired accuracy compared to lower order approximations. With linear elements, it is very difficult to converge the RCS to an acceptable level of accuracy, e.g. the error in the RCS computed on the finest mesh with p = 1 and 490 632 degrees of freedom is more than 10 −1 , whereas equivalent accuracy can be obtained with p = 7 and just 60 624 degrees of freedom. This implies a factor of seven reduction in the cpu time. The efficiency of high-order approximations in this example is mainly attributed to two reasons. Firstly, dispersion and dissipation errors in wave propagation problems are known to be best overcome by using higher order approximations [11] . Secondly, accurate geometry representations are crucial in the computation of accurate RCS patterns [44] and approximating the boundary with linear elements introduces singularities into the numerical solution that can dramatically affect the accuracy of the computed solution [45] .
Electromagnetic wave propagation in a cube
This three dimensional example involves the propagation of an electromagnetic wave inside a cube. The exact solution of this problem is taken as in [46] and is used to determine the relative error in the L 2 (Ω) norm of the computed solution. Initially, an h-convergence study is performed to verify the optimal convergence of the three dimensional DG code, using high-order tetrahedral, hexahedral, prismatic and pyramidal elements. For each element type, five structured meshes, containing only affine elements, are considered and the computation is performed for an order of approximation ranging from p = 1 up to p = 5. Figure 13 shows the variation in the error in H 3 as the characteristic mesh size h changes. Each symbol represents an order of approximation, each point represents a level of mesh refinement and different line styles are used for tetrahedra, hexahedra, prisms and pyramids, denoted by TET, HEX, PRI and PYR respectively. The optimal convergence rate of O(h p+1 ) is obtained in each case. For the same characteristic mesh size, the extra terms appearing in the approximation spaces, for hexahedral, prismatic and pyramidal elements, compared to the approximation space used for tetrahedral elements, introduce significant advantages for both coarse and fine meshes. For a given characteristic mesh size, the least accurate approximation is provided by tetrahedral elements. Similar accuracy is obtained by prismatic and pyramidal elements, and the most accurate results are provided by hexahedral elements. For higher order approximations, the difference in accuracy between the elements used here is significant. Hexahedra provide more accurate results than tetrahedra, with the improvement being less than one order of magnitude for p = 1 and about two orders of magnitude for p = 5.
To compare the performance of the different elements, Figure 14 shows the ratio between the n dof required by tetrahedra and hexahedra, prisms and pyramids, to reach a relative error in the L 2 (Ω) norm of 10 −1 , 10 −2 , 10
and 10 −4 . The results clearly indicate that, in all cases, hexahedral, prismatic and pyramidal elements are able to reduce the n dof to reach a required accuracy compared to tetrahedral elements and the best performance is always obtained by hexahedral elements. In addition, the results reveal that the benefit of using hexahedral, prismatic or pyramidal elements instead of tetrahedral elements is more pronounced as the order of the approximation is increased. For instance, to achieve an accuracy of 10 meshes need four times less degrees of freedom than linear tetrahedral meshes and, for the same accuracy, hexahedral meshes with p = 5 reduce the number of degrees of freedom by a factor of 25 compared to tetrahedral meshes. The comparison in terms of cpu time is displayed in Figure 15 . It is ob- served that the reduction in n dof is translated into a corresponding reduction in computational cost. For an order of approximation up to p = 4, hexahedral elements provide the same accuracy as tetrahedral elements by reducing the cpu time by a factor of at least ten. For an order of approximation p = 5, hexahedral elements remain more efficient, reducing the cpu time by a factor of a seven. Similar performance is observed for prismatic and pyramidal finite elements, although the former are slightly more efficient. It is worth remarking on the different behavior obtained in two and three dimensions. In two dimensional examples, meshes of quadrilateral elements have been shown to be marginally better in terms of cpu time than meshes of triangular elements. However, in this three dimensional example the improvement in cpu time attained by using hexahedral elements is more than a factor of five.
Finally, the performance of low and higher order approximations is briefly discussed. Again, as expected for a problem with smooth solution, the use of higher order approximations implies that a desired accuracy can be obtained with fewer degrees of freedom compared to low order approximations. For instance, the computation with tetrahedral linear elements in the finest mesh, with almost 5 million degrees of freedom, provides an error comparable to the computation with tetrahedral elements and p = 4 in the first mesh, with less than 25 000 degrees of freedom. Similar conclusions are obtained for other finite elements, e.g. to achieve an error of 10 −3 , hexahedral elements with p = 2 employ almost 100 times more degrees of freedom than hexahedral elements with p = 5. The results also show that higher order approximations are able to reduce the cpu time required to reach a desired accuracy when compared to lower order approximations. For instance, the cpu time required to achieve an accuracy of 10 −2 can by reduced by a factor of 30 when using tetrahedral elements with p = 3 compared to linear tetrahedral elements. Similar performance is obtained when comparing other linear elements with their corresponding higher order equivalents, but it is apparent that there is an optimal order of approximation depending on the desired accuracy. For instance, to achieve an error of 5 × 10 −2 , quadratic hexahedral elements are slightly more efficient than cubic hexahedral elements, but for higher fidelity results, say 5 × 10 −3 , cubic elements are more efficient. However, it is important to remark that for any degree of accuracy, even for very low accuracy levels, the use of higher order elements (i.e. p > 1) is advantageous in terms of reducing the n dof and, more importantly, the cpu time for a required accuracy. This example also gives an indication of the maximum speed up that can be achieved when using hybrid meshes instead of pure tetrahedral meshes.
Scattering by a 2λ PEC sphere
The final example involves the scattering of a plane incident electromagnetic wave by a PEC sphere of diameter 2λ. This problem has an analytical solution [43] and the relative error of the radar cross section (RCS) is used to measure the accuracy of numerical simulation. The truncated boundary, forming the interface between the free-space and the absorbing PML, is taken to be a cube. The outer boundary of the PML is also taken to be a cube and the thickness of the PML is set equal to λ. Using the procedure described in Section 4.2, two hybrid meshes are generated, composed of tetrahedral elements near the scatterer, a transition region of affine pyramids and affine hexahedrons elsewhere. The unstructured curved portion of the mesh is obtained following the procedure described in [47] . Figure 16 shows a view of the two hybrid meshes, where the transition between tetrahedral and hexahedral elements using pyramids is displayed. The first mesh has 3 834 tetrahedra, 5 232 hexahedra and 452 pyramids and the second mesh has 25 339 tetrahedra, 42 769 hexahedra and 1 596 pyramids. It is anticipated that the savings obtained when using hybrid meshes for electromagnetic scattering problems will be related to the percentage of tetrahedral and hexahedral elements in the mesh. In the first mesh 40% of the elements are tetrahedra while 36% of the elements are tetrahedral in the second mesh. To compare the performance of tetrahedral and hybrid meshes, two tetrahedral meshes are generated by considering the hybrid meshes of Figure 16 and splitting each pyramid into two tetrahedrons and each hexahedra into six tetrahedra. The total number of elements in the corresponding tetrahedral meshes is 36 130 and 285 145 respectively.
As expected, the results reveal that the accuracy of the numerical solution computed on the hybrid mesh is almost identical to the accuracy on the corresponding tetrahedral mesh. As the error is measured in the RCS, the accuracy is controlled by the solution in the unstructured region, which is common to both tetrahedral and hybrid meshes. For instance, on the coarsest mesh and with p = 1, the L 2 norm of the RCS error in the horizontal plane is 8.0 × 10 −2 for the hybrid mesh and 8.6 × 10 −2 for the tetrahedral mesh. With hybrid meshes, the cpu time is reduced by a factor of 2.8 and the degrees of freedom by a factor of 2.4. Similar conclusions are reached when the order of the approximation is increased. Using p = 3 in the coarsest mesh, the L 2 norm of the RCS error in the horizontal plane is 2.6 × 10 −4 for both the hybrid and the tetrahedral meshes. With hybrid meshes, the cpu time is reduced by a factor of 1.8 and the degrees of freedom by a factor of 1.7. Figure 17 shows the contours of the first component of the electric field, E 1 , computed on the coarse hybrid mesh of Figure 16 L 2 norm of the RCS error in the horizontal plane is 2.3 × 10 −2 for the hybrid mesh and 2.4 × 10 −2 for the tetrahedral mesh. With hybrid meshes, the cpu time is reduced by a factor of 2.8 and the degrees of freedom by a factor of 2.5. Similar conclusions are derived for p = 2. The L 2 norm of the RCS error in the horizontal plane is 1.5 × 10 −4 for both the hybrid and the tetrahedral meshes. With hybrid meshes, the cpu time is reduced by a factor of 2.2 and the degrees of freedom by a factor of 2.0.
It is worth noting that a large difference in cpu time saving is observed when comparing this example to the previous example. This is due to the use of hybrid meshes instead of meshes with only one element type. With 40% of the elements in the coarsest hybrid mesh being tetrahedra, the cpu time is mainly controlled by the computations required on the unstructured portion of the mesh. It is apparent that the saving in cpu time associated with the use of hybrid meshes is highly dependent on the geometry under consideration. For geometries such as cylinders or spheres, where the maximum and minimum distance from a point in the scatterer to the PML region is similar, the percentage of elements in the unstructured part of the mesh is expected to be very high. For geometries in which a significant variation on the distance to the PML region is expected, such as a complete aircraft configuration, this percentage is expected to be much lower. This means that, for complex configurations the saving in cpu time will be significantly higher as many more hexahedral elements will be used to fill the truncated domain.
Concluding remarks
The efficiency of a high-order DG solver for the solution of Maxwell's equations in the time domain using hybrid meshes has been studied. Geometric flexibility is achieved by using an unstructured mesh around complex geometric objects and computational efficiency is then improved by using a Cartesian mesh of affine quadrilaterals or hexahedrons to fill the remainder of the domain. The proposed approach benefits from the efficient quadraturefree implementation in the majority of the domain as all elements, apart from a number curved elements, are affine.
The optimal rate of convergence has been verified, for triangular and quadrilateral elements in two dimensions and for tetrahedral, prismatic, pyramidal and hexahedral elements in three dimensions, using numerical examples with smooth analytical solutions. The efficiency of using hybrid meshes has been analysed using more complex electromagnetic scattering applications in two and three dimensions. The results show that the saving in cpu time is highly dependent on the order of the approximation and the percentage of Cartesian elements in the hybrid mesh. In two dimensions, it has been found that for low to moderate degrees of approximation, i.e. p < 5, hybrid meshes are able to produce the same accuracy with a small reduction in cpu time and in the number of degrees of freedom. For very high-order approximations, the results indicate that it is best to consider triangular meshes. In three dimensions, the performance improvement offered by hybrid meshes is more significant, as the cpu time and the number of degrees of freedom can be reduced by a factor of two. The saving in cpu time is directly related to the percentage of tetrahedral elements in the hybrid mesh and, therefore, to the geometry under consideration. When a hexahedral mesh is compared to a tetrahedral mesh, it has been found that, to obtain the same accuracy, hexahedral elements are between seven to 15 times more efficient than tetrahedral elements.
