Abstract. In this paper we find solutions u e to a certain class of vector-valued parabolic Allen-Cahn equations that as e ! 0 develops as interface a given triod evolving under curve shortening flow.
Introduction
This paper studies the relationship between a vector valued Allen-Cahn equation and the motion of triods by mean curvature flow. Here we exploit the techniques previously developed in [15] , [17] .
The Allen-Cahn equation is given in a domain W by: qu e qt À Du e þ ' u W ðu e Þ e 2 ¼ 0 for x A W; ð1Þ u e ðx; 0Þ ¼ c e ðxÞ; ð2Þ u e j qW ¼ f e ðx; tÞ; ð3Þ where u e : R n Â R þ ! R m and W : R n ! R is a positive potential with a finite number of minima. In particular we will concentrate on the case m ¼ n ¼ 2 and W a function with 3 minima.
Following the definition in [14] we say that a triod T ¼ fg i : ½0; 1 Â ½0; TÞ ! Wg g i l ðl; tÞ 3 0; l A ½0; 1; t A ½0; T; i A f1; 2; 3g; g i ðl 1 ; tÞ 3 g i ðl 2 ; tÞ if l 1 3 l 2 ; l 1 ; l 2 A ½0; 1; t A ½0; T; i A f1; 2; 3g; In this paper we prove that triods evolving under curve shortening flow can be realized as nodal sets of equation (1) . This can be summarized in the following theorem: Theorem 1.1. Let T ¼ fg i g be a triod evolving under curve shortening flow in a convex bounded domain W and let OðtÞ be the point where the curves g i ðÁ; tÞ meet. Assume that the angles at which the curves g i meet at the point OðtÞ are fixed and that the lengths of the curves g i stay bounded away from 0. Consider a proper non-degenerate potential W with three global minima c 1 , c 2 and c 3 . Moreover, assume that this potential W is consistent with the fixed angles at OðtÞ. Then there are functions f e , c e and v e such that there is a solution u e to (1)- (2)- (3) and 
Precise statements and definitions of the objects involved in the previous theorem will be given in the following section. Equation (1) has been studied by several authors. In particular the scalar case is widely known (that is when m ¼ 1). It has been shown for double well potentials that scalar solutions u e to (1) converge as e ! 0 almost everywhere to minima of W and they develop interfaces separating the regions where the minima are attained. These interfaces evolve under mean curvature flow. See [7] , [8] , [11] , [12] , [13] , [17] for precise statements.
In the vector-valued case less is known. Some results for the stationary equation can be found in [1] , [2] , [3] , [4] , [6] , [9] , [19] and [16] . For the parabolic problem L. Bronsard and F. Reitich ( [10] ) predicted, via a formal analysis, that when a potential W with 3 wells is considered, solutions u e to (1) converge almost everywhere to minima of the function W and that the developed interfaces evolve under curve shortening flow. In particular, Bronsard and Reitich [10] conjectured that as e ! 0 the solutions might develop a triod structure. That is the nodal set (or interface set) is a network composed by three regular curves which meet at a unique point and each of them evolves under curve shortening flow. Theorem 1.1 gives a rigorous proof of this fact for a certain class of potentials W .
As mentioned above, the evolution of triods under curve shortening flow can be described analytically by equation (4) . However, in order to have a well defined system of equations, an extra condition is necessary at the meeting point. In [10] arbitrary prescribed angles were considered. In this context the authors proved short-time existence of triods, under the assumption that the initial condition satisfies strong compatibility conditions. Recently great progress was made by Mantegazza, Novaga and Torterelli [14] for triods that meet at 120 angles for every t f 0. They proved existence up to the first singularity time with generic initial data satisfying the meeting condition at the triple point. In particular they were able to remove the compatibility conditions, but they were not able to prove geometric uniqueness in the more general case. In this paper, using the representation provided by equation (1), we show that indeed geometric uniqueness holds via the following corollary of Theorem 1.1: Corollary 1.1. Suppose that there are two triods T 1 and T 2 satisfying the conditions of Theorem 2.1. Moreover, assume that they satisfy the same angle condition at OðtÞ. Assume that
as sets. Then for every t > 0 holds T 1 ðÁ; tÞ ¼ T 2 ðÁ; tÞ as sets. That is, there is a unique geometric solution to (4).
Recently, O. Schnü rer and F. Schulze [18] considered triods evolving under curvature flow that meet at 120 for every t > 0, but do not necessarily satisfy this condition at t ¼ 0. They showed that when 3 lines meeting at any arbitrary angles are considered as initial condition, there is a self-similar solution to the Curve Shortening Flow equation for triods such that for every t > 0 the three curves meet at 120 angles. It is expected in the general case (i.e. any initial condition meeting at arbitrary angles is considered) that these self-similar solutions will predict the behavior of the triple point for short-time. As first step, we can show:
satisfying (4) and the conditions in Theorem 1.1. Suppose in addition that for every t > 0 the triod T satisfies
That is, the curves meet at 120 for every t > 0 (but not necessarily at t ¼ 0). Suppose the Oð0Þ ¼ g i ð0; 0Þ ¼ 0 and that there is a constant C, such that for each i
where k i ðÁ; tÞ is the curvature of the curve g i ðÁ; tÞ. Let b n ! 0 be a sequence of positive real numbers. Then the sequence of triods defined by
converges uni-formly in compact sets to the self-similar solution described in [18] with initial condition
We organize this paper as follows: in section 2 we establish some notation and we make a more precise statement of the theorem. We also include in that section the statement of some lemmas that we will use but were already proved in the literature. In sections 3 and 4 we include the proofs of the main theorem and its corollaries respectively. We finish with section 5, where we comment on some extensions of Theorem 2.1 that follow from the proof and state some problems that remained open.
Notation and results
In this section we will give precise definitions for the quantities described in the previous section.
We start by discussing the requirements on the potential function W . Then we proceed to establish some notation for evolving triods. We finish this section with the construction of the function v e described in Theorem 1.1. This construction is rather lengthy and complicated. Hence, we try to guide the reader through it by enumerating the steps that were followed.
In [19] existence of solutions to the following equation was studied: In [19] Sternberg proved that the convergences in (9) are attained at exponential rate. Furthermore, all the derivatives of z ij approach 0 exponentially.
When potentials with three wells are considered, in [10] was suggested that when hypotheses (W1)-(W3) are satisfied for each pair of minima c i , c j there is a solution to (8)- (9) . Recent work of N. Alikakos, S. Betelú and X. Chen [4] proves that this is not always the case. In our paper we will assume the existence of the curves z ij satisfying (8)- (9 Under these conditions results in [16] imply that there is a stationary solution u Ã ðxÞ : R 2 ! R 2 to (1) that satisfies as r ! y u Ã ðr cos y; r sin yÞ ! c i for y A ½y iÀ1 ; y i ; ð10Þ
where y i are given by the function W in the following manner:
Then the angles y i A ½0; 2pÞ are uniquely determined by a i ¼ y iþ1 À y i . These angles y will be related to the evolution of a triod T as follows: Definition 2.2. We say that the evolution of a triod T is consistent with a potential W if for almost every t > 0 the curves g i ðÁ; tÞ meet at OðtÞ forming angles that agree with y i . Remark 2.1. We would like to remark that by [16] the convergences in equations (10) and (11) (as well as convergence of the derivatives of u Ã ) are of order r Àm for every m > 0. That is, for every m > 0 and n A N there is a constant C (that might depend on m, n) such that We finish with the basic definitions for the potential by remarking that we will refer to W as ''symmetric'' when Gðc i ; c j Þ ¼ Gðc j ; c k Þ for every i 3 j, j 3 k. Notice that this kind of potential corresponds to equal angles y i ¼ 120 .
In order to simplify the construction of v e we also need to establish some notation for the evolving triod T that will be summarized in a few definitions. Before we recall that a triod T is given by three curves fg i g Notice that for regular triods (that is for triods that have uniformly bounded curvature), there is always ad d > 0 such that the triod is graphical in the ball Bd d À OðtÞ Á .
Let S ij ðtÞ H W be the region bounded by g i ðÁ; tÞ and g j ðÁ; tÞ and
tÞ Á the signed distance of a point x A R 2 to the curve g i ðÁ; tÞ.
Since we consider signed distances, we need to choose a consistent sign convention. The reader should keep in mind figure 1 for the choice of signs described below. We will not want to choosed
Hence, in what follows we will assume that thed d is always chosen small enough such that the situation described above holds.
In particular, ford d small enough holds that T is graphical over
Now we are in the right setting to start constructing the function v e . We will distinguish two regions: close to the meeting point and away from the triple point. The first region will be given byd d described above (that we fix from now on). Namely we consider Figure 2 the region where the triod is graphical. Inside this region the function v e will be given by a functionṽ v e constructed below, which itself will distinguish between two regions: the points that are e r -close to OðtÞ (for some fixed 1=2 < r < 1) and the ones that are not. In the second region v e will be given by f e that close to the interfaces is given by the heteroclinics, while away from them takes the value of minima of W . More especifically we construct outside the ball Bd d À OðtÞ Á the function f e as follows: 
Now consider the sets
Define a partition of unity x ext ij ðx; tÞ associated to these sets, that is define functions 0 e x 
As mentioned above, this function will correspond to the function v e away from the meeting point. In particular, we will use this function as boundary condition in (3). Now we extend the function f e to the whole domain W using an appropriate cut-o¤ function. Namely we take where rðx; tÞ ¼ jx À OðtÞj and h 1 : R ! R is a function such that h 1 ðxÞ 1 1 when jxj e 1=2 and h 1 ðxÞ 1 0 for jxj f 1.
Now we proceed with the construction in the first region, namely close to the point OðtÞ. The construction in the region that is e r far from the triple point is similar to the one above. We will use the angle y int described in Remark 2.2 to define a partition of unity fx int i g 6 i¼1 associated to the family of intervals fA j g 6 j¼1 , where
and y i are the angles given by (10) . Then definẽ
where yðtÞ is the angle formed by the tangent t 1 ðtÞ with the x-axis. As before we extend the functionf f to the whole domain by multiplying by an appropriate cut-o¤ function: where 1=2 < r < 1 and h 2 : R 2 ! R is a smooth function such that h 2 ðxÞ 1 1 when jxj e 1=2.
On the other hand the function v e in the region that is e r close from the triple point is given by the stationary solution to (1) u Ã that satisfies (10) and (11 Notice that the computations in [14] show that this holds when we consider fixed end-points.
In order to prove Theorem 2.1 we need the following functional: The main tool that we will use to prove Theorem 2.1 is [16] , Lemma 4.1. We restate it here without proof.
Lemma 2.1. Fix K > 0. Consider the sequences of continuous functions c n , w n satisfying supjc n j; supjw n j e K. Let e n ! 0 and T n > 0. Assume in addition that for every 0 < e < 1 it holds sup x A W; t A ½0; T jh e jðx; tÞ e K. Then for each c n , e n the functional F e n has a unique fixed point h e n and it holds either (1) lim n!y sup WÂ½0; T n jw n À h e n j ! 0, or (2) there is a constant C, independent of e n and T n such that sup WÂ½0; T n jw n À h e n j e C sup WÂ½0; T n jF e n ðw n ; c n Þ À w n j:
From the proof of [16] 
then jh e n À w n j e l n ! 0 as e ! 0:
Regarding a priori bounds, existence and uniqueness of solutions, we note that Theorems 4.2 and 6.2 in [16] can be easily extended to our setting for any compact domain W. That is, there exists a unique solution to (23), (25) and (24) that satisfies jh e ðx; tÞj e C, where C depends only on W , supjf e j and supjc e j (in particular can be chosen independent of e if supjf e j and supjc e j are bounded independently of e).
We would like to point out that the computations in the proof of Theorem 2.1 are similar to the ones in [16] and [17] . We refer the reader to these papers for further details in the calculations. Consider a sequence of e n ! 0. Using Remark 2.4 and Lemma 2.1 we have that either
T jw e n À h e n j ! 0, or (2) there is a constant C, independent of e n and T such that
T jw e n À h e n j e C sup WÂ½0; T jF e n ðw n ; c e n Þ À w n j:
Suppose that we are in the second case. We will show that sup WÂ½0; T jF e n ðw n ; c e n Þ À w n j ! 0 concluding the result.
Recalling equation (26) where
lm is the Jacobian of z iiþ1 and the j-th component of the vector 
In each of these regions several of the terms in equation (28) cancel. Therefore we compute separately in each of them. Let us consider the three possible cases: 
In this last equation we omitted the argument of the function z i 0 i 0 þ1 and its derivatives, but these arguments should always be d i 0 ðx; tÞ e . Since the interfaces g i 0 evolve under curvature flow we have that the distance function satisfies
where k i 0 ðl; tÞ is the curvature of g i 0 ðl; tÞ at the point where the distance d i 0 ðx; tÞ is attained at time t (for details on this computations see [5] or [15] for example). Combining (29), (30) and the exponential decay of z i 0 i 0 þ1 and its derivatives we have that (28) in this region is equal to and y j , we have that jy À y j j > y int for every j ¼ 1; 2; 3. Remark 3.2. Using (31), (32) and (34) it is easy to see that the bound above can be computed more precisely. Namely, by separating the domain into jd i j e e r and jd i j f e r for any r < 1 it is easy to compute that we have where the constants depend only on uniform bounds of the curvatures k i .
Remark 3.3. The computation above carries over in a similar way when sup i jk i j e f ðtÞ where f ðtÞ is an integrable function of t. In this case the bounds above will depend on Ð t 0 jk i j.
A particular and important example are the self-similar solutions computed in [18] , where jk i j e C= ffiffi t p . The computations above give:
H W ðx; y; t À sÞ Pv e þ ' u W ðv e Þ e 2 ðy; sÞ dy ds
Pv e þ ' u W ðv e Þ e 2 ðy; sÞ
where the constants are independent of e and depend linearly on uniform bounds of ffiffi t p k i .
In WnBd d : In this set we have v e ðx; tÞ ¼ f e ðx; tÞ. As in the previous case, the function w ij divides WnBd d into regions like the ones described above: close to the interface, away from the interface and transition regions. The bounds in the di¤erent sets are analogous to the ones in Bd dÀe À OðtÞ Á nB e r À OðtÞ Á . We find that 
Transition regions. Now we need to find bounds in the transition regions. As before, the computations in B e r À OðtÞ Á nBe r 2 À OðtÞ Á are analogous to the ones in
and we only present the calculations in the first set in detail. The computations that follow are similar to the ones in [16] .
In B e r À OðtÞ Á nBe r 2 À OðtÞ Á we have h 1 rðx; tÞ 2e
Recall that fx int i g is a partition of unity, therefore
Combining this equation with the definition off f, equations (14) and (15) 
Pf e þ ' u W ðf e Þ e 2 can be bounded as before (see (38) where C and l are independent of n.
Consider now a smooth function w supported in B 2R such that w 1 1 in B R . It is easy to see that for every e > 0 the functions wðxÞu The definition of v n e implies the result. r
Further comments
The method presented in the previous sections can be extended directly to several situations, that in order to simplify the exposition were omitted above. We first present a result that can be proved without any major modification:
Corollary 5.1. Suppose that there is a regular tree-like network evolving under curve shortening flow. Moreover, assume that the lengths of all curves are bounded away from zero uniformly for all times and that all the arcs meet in groups of three forming angles that are consistent with a non-generate positive potential W . Then there are functions f e , c e and v e such that there is a solution u e to (1)- (2)- (3) and Corollary 5.2. Suppose that we consider a triod T in a domain W that is not compact. Suppose in addition that the triod T has a prescribed behavior at infinity. Then Theorem 1.1 holds.
The proof of this corollary follows almost as the proof of Theorem 2.1. However, it presents some additional di‰culties that we will try to sketch here. Details are left to the reader.
Sketch of the proof of Corollary 5.2. There are two main di¤erences respect to the case treated in Theorem 2.1. The first one is the existence of uniform (independent of e) a priori bounds for the solutions u e to (1) . In order to construct uniformly bounded solutions we use a limiting process in balls of increasing radius R. That is, we consider a sequence of boundary conditions f R e and initial conditions c R e that approach the desired condition at infinity. Then, as before, we find a function u R e that solves the equation in the ball of radius B R with f R e as boundary condition and c R e as initial condition. Notice that the boundary and initial condition constructed in section 2 are uniformly bounded in e. Hence, the a priori bounds found in [16] , Theorems 4.2 and 6.2 are uniform for all u R e . That is, there is a K independent of R and e such that ju R e j e K. Standard estimates imply that for every e > 0, there is a sequence of R n ! y such that u R n e ! u e as n ! y, where u e is a solution to (1) and ju e j e K for every e > 0.
The second di‰culty is to replace (38) by an appropriate inequality. However, this can be achieved since the computations prior to (38) imply that the quantity Pv e þ ' u W ðv e Þ e 2 is uniformly bounded in e. We will also use that the heat kernel is integrable. In particular for every fixed d > 0 we can consider a large ball of radius R around the point x that satisfies Ð Besides this two steps the proof of Corollary 5 should follow as before. r
Finally, we would like to remark that provided the existence of similar structure in higher dimensions (that is, considering hyper-graphs in R n that are formed by families of hyperplanes that evolve under mean curvature flow and meet in groups of three) the results above can be extended.
