The autocorrelation is often used in signal processing as a tool for finding repeating patterns in a signal. In image processing, there are various image analysis techniques that use the autocorrelation of an image for a broad range of applications from texture analysis to grain density estimation. In this paper, a novel approach of capturing the autocorrelation of an image is proposed. More precisely, the autocorrelation is recorded in a set of features obtained by comparing pairs of patches from an image. Each feature stores the euclidean distance between a particular pair of patches. Although patches contain contextual information and have advantages in terms of generalization, most of the patch-based techinques used in image processing are heavy to compute with current machines. Therefore, patches are selected using a dense grid over the image to reduce the number of features. This approach is termed Patch Autocorrelation Features (PAF). The proposed approach is evaluated in a series of handwritten digit recognition experiments using the popular MNIST data set. The Patch Autocorrelation Features are compared with the euclidean distance using two classification systems, namely the k-Nearest Neighbors and Support Vector Machines. The empirical results show that the feature map proposed in this work is always better than a feature representation based on raw pixel values, in terms of accuracy. Furthermore, the results obtained with PAF are comparable to other state of the art methods.
INTRODUCTION
The classical problem in computer vision is that of determining whether or not the image data contains some specific object, feature, or activity. A particular formulation of this problem is optical character recognition. Computer vision researchers have developed sophisticated methods for this image classification task. Among the state of the art models are virtual SVMs (DeCoste and Schölkopf, 2002) , boosted stumps (Kégl and Busa-Fekete, 2009) , and convolutional neural networks (LeCun et al., 1998) , (Ciresan et al., 2012) . However, simple methods such as the k-Nearest Neighbor (k-NN) model have also obtained very good recognition results, sometimes being much better than more sophisticated techniques. Some of the techniques that fall in this category of simple yet very accurate methods and worth to be mentioned are the k-NN models based on Tangent distance (Simard et al., 1996) , shape context matching (Belongie et al., 2002) , non-linear deformation (Keysers et al., 2007) , and Local Patch Dissimilarity (Dinu et al., 2012) , respectively. This paper introduces a simple feature representation for images that is based on the autocorrelation of the image with itself. In this representation, each feature is determined by the euclidean distance between a pair of patches extracted from the image. This novel feature representation is termed Patch Autocorrelation Features (PAF). The autocorrelation is a mathematical tool for finding repeating patterns which has a wide applicability in various domains such as signal processing, optics, statistics, image processing, or astrophysics. The autocorrelation of an image gives some information about the repeating patterns that occur in the image, and it is extremely useful in texture analysis and classification. Several approaches of using the autocorrelation for image classification tasks have been proposed so far (Brochard et al., 2001) , (Popovici and Thiran, 2001) , (Horikawa, 2004) , (Horikawa-2004 (Horikawa- , 2004 , (Toyoda and Hasegawa, 2007) , but the idea of representing the image autocorrelation directly in a set of features is new. As many other computer vision techniques (Efros and Freeman, 2001) , (Deselaers et al., 2005) , (Barnes et al., 2011) , the PAF map considers patches rather than pixels, in order to capture distinctive features such as edges, corners, shapes, and so on. In other words, the PAF representation stores information about repeating edges, cornes, and other shapes that can be found in the analyzed image. Patches contain contextual information and have advantages in terms of generalization, but they usually involve a lot of computations. To reduce the time necessary to compute the PAF representation, patches are compared using a grid over the image. The density of this grid can be adjusted to obtain the desired trade-off between accuracy and speed.
Several handwritten digit recognition experiments are conducted in this work in order to demonstrate the performance gained by using the PAF representation instead of a standard representation. More precisely, experiments are performed using two different classifiers (k-NN and SVM) on images from the MNIST data set. A set of experiments are conducted using 500 images, 1000 images, and the entire MNIST data set, respectively. Another set of experiments are conducted using deslanted digits, which can be classified more accurately. The empirical results obtained in all the experiments indicate that the PAF representation is constantly better than the standard representation. The best results obtained with the PAF representation are similar to some of the state of the art methods.
The paper is organized as follows. Related work on image analysis using autocorrelation and patchbased methods is presented in Section 2. The Patch Autocorrelation Features are described in Section 3. A series of handwritten digit recognition experiments are presented in Section 4. Finally, the conclusions are drawn in Section 5.
RELATED WORK

Autocorrelation in Image Analysis
The autocorrelation is the cross-correlation of a signal with itself. In signal processing, it is used to find repetitive patterns in a signal over time. Images can also be regarded as spatial signals. Thus, it makes sense to measure the spatial autocorrelation of an image. Indeed, the autocorrelation has already been used in image processing (Brochard et al., 2001) , (Popovici and Thiran, 2001) , (Horikawa, 2004) , (Toyoda and Hasegawa, 2007) . The authors of (Brochard et al., 2001 ) present a method for feature extraction from texture images. The method is invariant to affine transformations, this being achieved by transforming the autocorrelation function (ACF) and then by determining an invariant criterion which is the sum of the coefficients of the discrete correlation matrix. A method for using higher order local autocorrelations (HLAC) of any order as features is presented in (Popovici and Thiran, 2001) . The method exploits the special form of the inner products of autocorrelations and the properties of some kernel functions used by SVM. The authors of (Toyoda and Hasegawa, 2007 ) created large mask patterns for HLAC features and constructed multi-resolution features to support large displacement regions. The method is succesfully applied to texture classification and face recognition. Kernel canonical correlation analysis based on autocorrelation kernels is applied to invariant texture classification in (Horikawa, 2004) . The autocorrelation kernels represent the inner products of the autocorrelation functions of original data.
Patch-based Techniques
For numerous computer vision applications, the image can be analyzed at the patch level rather than at the individual pixel level or global level. Patches contain contextual information and have advantages in terms of computation and generalization. For example, patch-based methods produce better results and are much faster than pixel-based methods for texture synthesis (Efros and Freeman, 2001 ). However, patch-based techniques are still heavy to compute with current machines, as stated in (Barnes et al., 2011) .
A paper that describes a patch-based approach for rapid image correlation or template matching is (Guo and Dyer, 2007) . By representing a template image with an ensemble of patches, the method is robust with respect to variations such as local appearance variation, partial occlusion, and scale changes. Rectangle filters are applied to each image patch for fast filtering based on the integral image representation.
An approach to object recognition was proposed by (Deselaers et al., 2005) , where image patches are clustered using the EM algorithm for Gaussian mixture densities and images are represented as histograms of the patches over the (discrete) membership to the clusters. Patches are also regarded in (Paredes et al., 2001) , where they are classified by a nearest neighbor based voting scheme.
The work of (Agarwal and Roth, 2002 ) describes a method where images are represented by binary feature vectors that encode which patches from a codebook appear in the images and which spatial relationship they have. The codebook is obtained by clustering patches from training images whose locations are determined by interest point detectors.
The patch transform, proposed in (Cho et al., 2010), represents an image as a bag of overlapping patches sampled on a regular grid. This representation allows users to manipulate images in the patch domain, which then seeds the inverse patch transform to synthesize a modified image. Patches have also been used for handwritten digit recognition in (Dinu et al., 2012) . The authors of (Dinu et al., 2012 ) present a dissimilarity measure for images that quantifies the spatial non-alignment between two images.
In (Barnes et al., 2011) , a new randomized algorithm for quickly finding approximate nearest neighbor matches between image patches is introduced. This algorithm forms the basis for a variety of applications including image retargeting, completion, reshuffling, object detection, digital forgery detection, and video summarization.
PATCH AUTOCORRELATION FEATURES
The Patch Autocorrelation Features are inspired from the autocorrelation used in signal processing. Instead of quantifying the autocorrelation through a coefficient, the approach proposed in this work is to store the similarities between patches computed at various spatial intervals individually in a vector. This vector contains the Patch Autocorrelation Features that can be used for image classification.
In this work, the L 2 euclidean distance is used to compute the similarity between patches, but it can be substituted with any other distance or similarity measure that could possibly work better in practice. The only requirement is that the patches used by PAF should be all of the same size in order to properly compute the similarity between patches. To reduce the number of parameters that need to be tuned, another constraint to use squared patches was also added. Formally, the L 2 euclidean distance between two gray-scale patches X and Y each of p × p pixels is:
where X i, j represents the pixel found on row i and column j in X, and Y i, j represents the pixel found on row i and column j in Y . At this point, one can observe that the PAF representation contains a quadratic number of features with respect to the number of considered patches. More precisely, if n denotes the number of patches extracted from the image, then the resulted number of features will be n(n − 1)/2, since each pair of patches needs to be considered once and only once. Thus, the computational complexity of PAF is O(n 2 ). However, a dense grid is applied over the image to reduce the number of patches n. Extracting patches or local features using a sparse or a dense grid is a popular approach in computer vision (Cho et al., 2010) , (Ionescu and Popescu, 2014) . The density of the grid is directly determined by a single parameter that specifies that distance (in pixels) between consecutive patches. In practice, a good trade-off between accuracy and speed can be obtain by adjusting this parameter.
The following steps describe how to compute the PAF representation for an input image. The first step is to apply a grid over the image to extract patches at a given space interval. The patches are then compared two by two, and the euclidean distance between each pair of patches is recorded in a specific order in the PAF vector. An important remark is to generate the features in the same order for different images to ensure that each image is represented in the same way, which is a mandatory characteristic of feature representations used in machine learning. For instance, if the similarity of two patches with the origins given by the coordinate points (x, y) and (u, v) in image I, re- spectively, is stored at index k in the PAF vector of image I, then the similarity of the patches having the origins in (x, y) and (u, v) in any other image must always be found at index k in the PAF map. This will enable any learning method to find the discriminant features from the PAF vectors. The entire process that involves the computation of the PAF vector for image classification is summarized in Figure 1 .
EXPERIMENTS AND RESULTS
Data Sets Description
Isolated handwritten character recognition has been extensively studied in the literature (Suen et al., 1992) , (Srihari, 1992) , and was one of the early successful applications of neural networks (LeCun et al., 1989) . Comparative experiments on recognition of individual handwritten digits are reported in (LeCun et al., 1998) . While recognizing individual digits is one of many problems involved in designing a practical recognition system, it is an excellent benchmark for comparing shape recognition methods.
The data set used for testing the feature representation presented in this paper is the MNIST set, which is described in detail in (LeCun et al., 1998) . The regular MNIST database contains 60, 000 train samples and 10, 000 test samples, size-normalized to 20 × 20 pixels, and centered by center of mass in 28 × 28 fields. A random sample of 15 images from this data set is presented in Figure 2 . The data set is available at http://yann.lecun.com/exdb/mnist/.
Learning Methods
The PAF representation must be used in a learning context in order to evaluate its performance. Two learning methods based on the PAF representation are evaluated to provide a more clear overview of the performance improvements brought by PAF and to demonstrate that the improvements are not due to a specific learning method. The first classifier, that is intensively used through all the experiments, is the kNearest Neighbors (k-NN). The k-NN classifier was chosen because it directly reflects the characteristics of the PAF representation, since there is no actual training involved in the k-NN model.
A state of the art kernel method is also used in the experiments, namely the SVM (Cortes and Vapnik, 1995) based on the linear kernel. Kernel-based learning algorithms work by embedding the data into a Hilbert space, and searching for linear relations in that space using a learning algorithm. The embedding is usually performed implicitly, that is by specifying the inner product between each pair of points rather than by giving their coordinates explicitly. However, the PAF representation can also be regarded as an explicit embedding map of the original representation given by the raw pixel data. After embedding the features using the PAF map, the linear SVM classifier is used to select the most discriminant features. In the case of binary classification problems, Support Vector Machines try to find the vector of weights that defines the hyperplane that maximally separates the images in the Hilbert space of the training examples belonging to the two classes. The SVM is a binary classifier, but handwritten digit recognition is usually a multi-class classification problem. There are many approaches for combining binary classifiers to solve multi-class problems. Typically, the multi-class problem is broken down into multiple binary classification problems using common decomposing schemes such as: one-versus-all and one-versus-one. In the experiments presented next the one-versus-all scheme is adopted.
Organization of Experiments
Several classification experiments are conducted using the 3-NN and the SVM classifiers based on the PAF representation. These are systematically compared with two benchmark classifiers, specifically a
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Figure 3: A random sample of 6 handwritten digits from the MNIST data set before and after deslanting. The original images are shown on the top row and the slant corrected images are on the bottom row. A Gaussian blur was applied on the deslanted images to hide the distortions introduced by the deslanting technique. 3-NN model based on the euclidean distance between pixels and a SVM trained on the raw pixel representation. The experiments are organized as follows. First of all, the two parameters of PAF and the regularization parameter of SVM are tuned on a set of preliminary experiments performed on the first 300 images from the MNIST training set. Another set of experiments are performed on the first 500 images and on the first 1000 images from the MNIST training set, respectively. These subsets of MNIST contain randomly distributed digits from 0 to 9 produced by different writers. The experiments on these subsets are performed using a 10-fold cross validation procedure. The procedure is repeated 10 times and the obtained accuracy rates are averaged for each representation and each classifier. This helps to reduce the variation introduced by the random selection of samples in each fold, and ensures a fair comparison between results. Finally, the classifiers are evaluated on the entire MNIST data set. Each experiment is repeated using deslanted digits, which was previously reported to improve the recognition accuracy. The method used for deslanting the digits is described in Section 4.5.
Parameter Tuning
A set of preliminary tests on the first 300 images of the MNIST training set are performed to adjust the parameters of the PAF representation, such as the patch size, and the pixel interval used to extract the patches. Patch sizes ranging from 1 × 1 to 8 × 8 pixels were considered. The best results in terms of accuracy were obtained with patches of 5 × 5 pixels, but patches of 4 × 4 or 6 × 6 pixels were also found to work well. In the rest of the experiments, the PAF representation is based on patches of 5 × 5 pixels.
After setting the desired patch size, the focus is to test different grid densities. Obviously, the best results in terms of accuracy are obtained when patches are extracted using an interval of 1 pixel. However, the goal of adjusting the grid density is to obtain a desired trade-off between accuracy and speed. Girds with intervals of 1 to 10 pixels were evaluated. The results indicate that the accuracy does not drop significantly when the pixel interval is less than the patch size. Consequently, a choice was made to extract patches at every 3 pixels to favor accuracy while significantly reducing the size of the PAF representation. Given that the MNIST images are 28×28 pixels wide, a grid with a density of 1 pixel generates 165.600 features, while a grid with the chosen density of 3 pixels generates only 2.016 features, which is roughly 80 times smaller.
The regularization parameter C of SVM was adjusted on the same subset of 300 images. The best results were obtained with C = 100 and, consequently, the rest of the results are reported using C = 100 for the SVM.
Deslanting Digits
A good way of improving the recognition performance is to process the images before extracting the features in order to reduce the amount of pattern variations within each class. As mentioned in (Teow and Loe, 2002) , a common way of reducing the amount of variation is by deslanting the individual digit images. The deslanting method described in (Teow and Loe, 2002) was also adopted in this work and it is briefly described next. For each image, the least-squares regression line passing through the center of mass of the pixels is computed in the first step. Then, the image is skewed with respect to the center of mass, such that the regression line becomes vertical. Since the skewing techinque may distort the pixels, a slight Gaussian blur is applied after skewing. A few sample digits before and after deslanting are presented in Figure 3 .
Experiment on 500 MNIST Images
In this experiment, the PAF representation is compared with the representation based on raw pixel data Table 1 : Accuracy rates on the subset of 500 images for the MNIST data set for the PAF representation versus the standard representation based on raw pixel data. The results are reported with two different classifiers using the 10-fold cross validation procedure. The results obtained on the original images are shown on the left-hand side and the results obtained on the deslanted images are shown on the righthand side.
Features
Method using two classifiers. First of all, a 3-NN classifier based on the PAF representation is compared with a baseline k-NN classifier. The 3-NN based on the euclidean distance measure (L 2 -norm) between input images is the chosen baseline classifier. In (LeCun et al., 1998) an error rate of 5.00% on the regular test set with k = 3 for this classifier is reported. Other studies (Wilder, 1998) report an error rate of 3.09% on the same experiment. The experiment was recreated in this work, and an error rate of 3.09% was obtained. Second of all, a SVM classifier based on the PAF representation is compared with a baseline SVM classifier. All the tests are conducted on both original and deslanted images. Table 1 shows the accuracy rates averaged on 10 runs of the 10-fold cross validation procedure. The reported results indicate that the PAF representation improves the accuracy rate over the standard representation. This improvement can be observed on both original and deslanted digit images. In the case of the 3-NN classifier, the results are roughly 3% better when using the PAF map. However, the PAF representation does not equally improve the accuracy rate of the SVM for original versus deslanted images. On the original images, the SVM based on the PAF map is more than 6% better than the baseline SVM. On the other hand, the SVM based on the PAF map is only 1.62% better than the baseline SVM on the deslanted images. Overall, the best accuracy (93.62%) is obtained by the SVM based on the PAF map on deslanted images. The empirical results presented in Table 1 indicate that the Patch Autocorrelation Features provide a better representation for the digit recognition task. Another observation is that the deslanting technique shows a similar gain in performance. Together, the PAF representation and the deslanting technique improve the results even further. Indeed, the accuracy of the 3-NN model grows from 85.69% to 91.80% by using the PAF representation on deslanted images. In the same way, the accuracy of the SVM grows from 85.57% to 93.62%, again by using the PAF representation on deslanted images. 4.7 Experiment on 1000 MNIST Images
As in the previous experiment, the PAF representation is compared with the representation based on raw pixel data using the same two classifiers, namely 3-NN and SVM. A subset of 1000 images from MNIST was selected for this experiment. The goal of the experiment is to determine if trends similar to the previous experiment on 500 images can be observed. If the PAF representation behaves in a similar way by improving the accuracy in this experiment, then there will be more clear evidence that the proposed representation works well. Table 2 shows the accuracy rates averaged on 10 runs of the 10-fold cross validation procedure. Since there are more images in the training set, the classifiers are able to achieve better accuracy rates than in the previous experiments. This fact can be immediately observed by comparing Table 1 and Table 2 .
The results reported in Table 2 indicate that the PAF representation improves the accuracy over the standard representation. However, the PAF representation does not equally improve the accuracy rates for original versus deslanted images. On the original images, the PAF representation improves the accuracy of the 3-NN classifier by 3.68% and the accuracy of the SVM classifier by roughly 7.67%. In the same time, the PAF representation improves the accuracy of the 3-NN classifier by almost 2% and the accuracy of the SVM classifier by roughly 3% on the deslanted digit images. The best accuracy (95.38%) is obtained by the SVM based on the PAF map on deslanted images. Judging by the overall results, the same remarks made in the previous experiment also apply here. First of all, the empirical results presented in Table 2 show that the PAF representation is better than the standard representation for the digit recognition task. Second of all, the PAF representation together with the deslanting technique further improve the results. In conclusion, there is strong evidence that the Patch Autocorrelation Features proposed in this work provide a better representation for the digit recognition task.
Experiment on the Full MNIST Data Set
The results presented in the previous two experiments look promising, but the PAF vector should be tested on the entire MNIST data set for a strong conclusion of its performance level. Consequently, the 3-NN and the SVM classifiers based on the PAF representation are compared on the full MNIST data set with the 3-NN and the SVM classifiers based on the feature representation given by raw pixels values. The results are reported in Table 3 . As other studies have reported (Wilder, 1998) , an error rate of 3.09% is obtained by the baseline 3-NN model based on the euclidean distance. The 3-NN model based on the PAF representation gives an error rate of 2.36%, which represents an improvement lower than 1%. The two 3-NN models have lower error rates on deslanted images, proving that the deslanting technique is indeed helpful. The baseline 3-NN shows an improvement of 1.2% on the deslanted images. The PAF representation brings an improvement of 0.31% on the deslanted digits. Compared to the results reported in the previous experiments, the PAF representation does not have a great impact on the performance of the k-NN model. However, there are significant improvements to the SVM classifier. The PAF representation improves the accuracy of the SVM classifier by 6.4% on the original images, and by 4.53% on the deslanted images. Overall, the PAF representation seems to have a significant positive effect on the performance of the evaluated learning methods. The best error rate on the official MNIST test set is 1.07%. As in the previous experiments, it is obtained by the SVM based on Patch Autocorrelation Features. This performance is similar to those reported by state of the art models such as Tangent distance (Simard et al., 1996) , boosted stumps (Kégl and Busa-Fekete, 2009), or virtual SVMs (DeCoste and Schölkopf, 2002) . In conclusion, the PAF representation can boost the performance of the 3-NN or the SVM models up to state of the art accuracy levels on the handwritten digit recognition task.
CONCLUSION
This work proposed a feature representation inspired from the autocorrelation which has applications in various fields including image processing. The proposed representation is termed Patch Autocorrelation Features. The approach proposed in this paper extracts patches by applying a grid over the image, then it records the similarities between all pairs of patches in a vector, also referred to as the PAF representation.
Several handwritten digit recognition experiments were conducted on the popular MNIST data set. In the experiments, the k-NN and the SVM classifiers based on the PAF representation were compared with benchmark k-NN and SVM models. In all the experiments, the PAF representation improved the accuracy rate of the learning methods, a fact that indicates that the Patch Autocorrelation Features provide a robust and consistent approach of boosting the recognition performance with almost no extra time required.
In future work, the proposed representation can be applied to other classification tasks such as object recognition or texture classification. Finding new applications also means that the PAF representation needs to be modified in order to become invariant to affine transformations, which currently represents a disadvantage of the proposed method.
