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(57) ABSTRACT 
A method for matching the pixels (10-1, 10-2) of a ?rst range 
image of a scene (18) as seen from a ?rst point of sight (14) 
With pixels (12-1, 12-2) of a second range image of the scene 
as seen from a second point of sight (16) comprises the 
following steps: providing the ?rst range image as a grid of 
source pixels (10), on Which the scene is mapped in accor 
dance With a ?rst projection associated With the ?rst point of 
sight, Wherein each source pixel has a point in the scene 
projected thereon in accordance With the ?rst projection and 
has associated thereWith a range value determined for that 
point in the scene; providing a grid of target pixels (12) for the 
second range image and a second projection associated With 
the second point of sight; and for each one of the target pixels, 
a) determining Which source pixel Would have the same point 
(P 1, P2) in the scene projected thereon in accordance With the 
?rst projection as the target pixel Would have projected 
thereon in accordance With the second projection if the 
imaged scene Were a planar surface at a certain surface dis 
tance from the ?rst point of sight; b) determining a depth 
coordinate of the point in the scene that the source pixel 
determined in step a) actually has projected thereon in accor 
dance With the ?rst projection; c) if the depth coordinate is 
greater than a threshold, Which is itself greater than the sur 
face distance, repeating steps a), b) and c) With an increased 
surface distance at step a) and an increased threshold at step 
c), and else associating the target pixel With the source pixel 
determined in step a). 
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RANGE IMAGE PIXEL MATCHING METHOD 
TECHNICAL FIELD 
[0001] The present invention generally relates to digital 
image processing, in particular transforming a range (or dis 
tance) image representing a scene as seen from a ?rst point of 
sight into a range image representing the same scene as seen 
from a second, offset point of sight. The method according to 
the invention may eg be used for fusing a range image (3D 
image) and a conventional image (2D image) that have been 
acquired from different points of vieW. 
BACKGROUND ART 
[0002] In recent years, 3D cameras based on the Time-of 
Flight (ToF) principle have become commercially available. 
Compared to 2D cameras, they measure, for each pixel, a 
radial distance of a point in the scene to the camera, While 2D 
cameras provide only a gray- or colour image of the scene. On 
the other hand, ToF cameras have much loWer resolution than 
common 2D cameras and the range measurement is affected 
by noise. Therefore, there are many research and develop 
ment activities ongoing that target fusing the data of a 2D and 
a 3D camera in order to pro?t from the mutual strengths of the 
different sensor technologies. In the context of the present 
document data fusion designates fusion of raW data, i.e., a loW 
level procedure as opposed to higher fusion levels in Which 
the fusion deals With post processed data (feature or decision 
fusion). A possible application is, e.g., image matting (sepa 
ration of background and foreground). In occurrence, the 
background and/or the foreground of a 2D image may be 
identi?ed based on the range information of the 3D image 
(see, eg [1]). Other research activities target enhancing the 
accuracy and resolution of a 3D camera by fusing the range 
data With a high resolution 2D image (see eg [2] and [3]). 
[0003] RaW data fusion requires accurate pixel alignment 
betWeen the recorded data of the individual sensors. This 
alignment, also called data matching, comprises mapping of 
the tWo individual data sets to a common image coordinate 
grid, Which is de?ned With respect to a uni?ed reference 
frame. The relationship betWeen the individual sensor refer 
ence frames to the uni?ed reference frame (Which may coin 
cide With one of the sensor reference systems) determines in 
this case the mapping of the tWo data sets onto the common 
image grid, i.e. the data matching. 
[0004] A particular problem occurs if the reference frames 
of the tWo sensors are not co-centric, i.e. if the tWo cameras 
are displaced With respect to each other, Which is typically the 
case. Due to a relative displacement of the tWo cameras, the 
location of the projection of a 3D point of the scene onto the 
individual sensors differs by a shift that is knoWn in the ?eld 
of stereo vision as binocular disparity. This disparity shift 
depends on the distance from the imaged point in the scene to 
the camera. The correspondence of the pixels of the 2D and 
the 3D camera is not, therefore, a ?xed relationship but rather 
dependent on the objects in the scene. Thus, the mapping of 
the data on the common grid depends on the distances in the 
scene and has to be re-calculated Whenever the scene changes, 
Which is typically the case for every frame of data acquisition. 
[0005] In stereo vision, the problem is knoWn as the corre 
spondence problem. Its solution provides a so-called dispar 
ity map, Which alloWs the calculation of the distances of 
object points [6,7]. The detection of corresponding points is 
typically performed by feature matching or correlation analy 
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sis of tWo stereo images. These methods are numerically 
demanding and may fail in case of shadoW effects, unstruc 
tured scenes, or periodic patterns. 
[0006] The matching of 2D camera data With data from a 
3D sensor requires also dealing With the correspondence 
problem. Besides the fact that stereo vision techniques are 
numerically demanding, their application is rendered di?i 
cult, if not impossible, in case that the resolutions and the 
types of data of the tWo sensor data sets are different. This it 
is the case, hoWever, for a sensor system comprising of a 
loW-resolution 3D sensor and a high resolution 2D camera 
system. 
[0007] It has to be noted that in stereo vision the correspon 
dence problem is solved (by feature matching or correlation 
analysis) in order to determine the distances of the corre 
sponding points in the scene. In the case of data fusion of a 2D 
and a 3D image of the same scene, the aim is not to extract the 
distances based on the disparity map. Indeed, as the data 
captured by the 3D camera contain distance information on 
the scene, the disparities betWeen the projections on the dif 
ferent sensors can be estimated. The disparity map can ?nally 
be used to identify corresponding pixels in the tWo images. 
TECHNICAL PROBLEM 
[0008] It is an object of the present invention to provide a 
computationally advantageous method for transforming a 
range image representing a scene as seen from a ?rst point of 
sight into a range image representing the same scene as seen 
from a second, offset point of sight. This object is achieved by 
a method as claimed in claim 1. 
GENERAL DESCRIPTION OF THE INVENTION 
[0009] According to the invention it is proposed a, prefer 
ably computer-, softWare- or hardware-implemented, method 
for matching the pixels of a ?rst range image of a scene as 
seen from a ?rst point of sight With pixels of a second range 
image of the scene as seen from a second point of sight. The 
method comprises the folloWing steps: 
[0010] providing the ?rst range image as a grid of pixels, 
hereinafter denoted “source pixels”, on Which the scene 
is mapped in accordance With a ?rst projection associ 
ated With the ?rst point of sight, Wherein each source 
pixel has a point in the scene projected thereon in accor 
dance With the ?rst projection and has associated there 
With a range value determined for that point in the scene; 
[0011] providing a grid of pixels, hereinafter denoted 
“target pixels”, for the second range image and a second 
projection associated With the second point of sight (the 
second projection describing the perspective from the 
second point of sight); and 
[0012] for each one of the target pixels, 
[0013] a) determining Which source pixel Would have 
the same point in the scene projected thereon in accor 
dance With the ?rst projection as the target pixel 
Would have projected thereon in accordance With the 
second projection if the imaged scene Were a planar 
surface at a certain distance (hereinafter termed “sur 
face distance”) from the ?rst point of sight; 
[0014] b) determining a depth coordinate of the point 
in the scene that the source pixel determined for the 
source pixel in step a) actually has projected thereon 
in accordance With the ?rst projection, based on the 
range value of that source pixel; 
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[0015] c) if the depth coordinate is greater than a 
threshold, Which is itself greater than the surface dis 
tance, repeating steps a), b) and c) With an increased 
surface distance at step a) and an increased threshold 
at step c), and else associating the target pixel With the 
source pixel determined in step a). 
[0016] As used herein, the term “pixel” designates a picture 
element. Each pixel is de?ned by its position and its value. 
The corresponding image may be visualiZed by graphically 
representing the values of the pixels at the respective pixel 
locations. An “image”, as used herein, designates a set of 
pixels With their associated pixel values. An image may eg 
be stored as an array or matrix of pixel values, provided the 
relationship betWeen the position of the pixel value in the 
array or matrix and the position of the pixel is knoWn. Such 
relationship is typically ?xed by a standard (referred to as 
image ?le format). 
[0017] In the context of the present invention, the positions 
of the images and their pixels, relative to the points of sight, as 
Well as the positions of the points of sight relative to one 
another, the focal lengths, etc. are assumed knoWn and con 
stant in time. The geometry of the scene, hoWever, may 
change from one frame to the next. 
[0018] As those skilled Will appreciate, a possible applica 
tion of the present method is the matching of the pixels of a 2D 
image and a 3D image of the same scene. The above-men 
tioned grid of target pixels may be selected so as to corre 
spond to the grid of pixels of the 2D image. Alternatively, the 
pixels of the 2D and the 3D image could be matched With a 
common pixel grid having the same point of sight as the 2D 
image (but possibly another orientation). 
[0019] The ?rst range image (or 3D image) preferably 
stems from a range imager, eg a range camera or scanning 
imager operating according to the time-of-?ight principle. 
The ?rst image may be the original range image (as acquired) 
or obtained from the original image after distortion correction 
and/ or image recti?cation. 
[0020] The method of the invention takes into account that 
the correspondence betWeen the source pixels and the target 
pixels depends on the content of the imaged scene. Indeed, in 
step a), one determines Which source pixels corresponds to a 
given target pixel under the assumption that the imaged scene 
is a planar surface at a certain distance from the ?rst point of 
sight. For the found source pixel, this assumption is validated 
or invalidated in step c). 
[0021] The action in step c) of associating the target pixel 
With the source pixel determined in step a) establishes the 
correspondence of these tWo pixels, i.e. these pixels “look at” 
or represent the same point in the scene. This association or 
correspondence could eg be stored in a correspondence 
table, for subsequent or later use. But it is also possible to use 
the correspondence immediately, Without storing it as such. 
Associating the target pixel With the source pixel determined 
in step a) could e.g. comprise or consist of determining and 
associating With the target pixel the distance from the second 
point of sight to the point in the scene Which the source pixel 
determined in step a) actually has projected thereon in accor 
dance With the ?rst projection. Alternatively or additionally, 
associating the target pixel With the source pixel determined 
in step a) may comprise or consist of associating the depth 
coordinate determined in step b) With the target pixel. 
[0022] Preferably, iteration of steps a), b) and c) is carried 
out for all target pixels With a prede?ned series of surface 
distances and a prede?ned series of thresholds. The iteration 
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stops as soon as the current depth coordinate (calculated at 
step b)) does not exceed the corresponding threshold (Which 
lies in the interval betWeen the current and the next surface 
distance value in the series). When this happens, one has 
found the source pixel that corresponds to the target pixel 
considered, taking into account the distance-dependent dis 
parity. Preferably, the series of surface distances corresponds 
to (translates into) an arithmetic sequence of binocular dis 
parity values, the common difference of Which (i.e. the con 
stant difference betWeen any tWo successive members of the 
sequence) is equal or substantially equal to the mesh siZe 
(pixel siZe) of the grid of target pixels. This choice is advan 
tageous if the target pixel gridhas uniform mesh siZe, because 
smaller disparity differences cannot be resolved and greater 
ones could cause a Wrong (less than optimal) source pixel to 
be associated With a given target pixel. 
[0023] Most preferably step a) is carried out using a lookup 
table associated With the surface distance. As the hypothetical 
surface distances are knoWn beforehand (need not be com 
puted at runtime), it is possible to store the correspondence 
betWeen target pixels and source pixels for each surface dis 
tance in a particular lookup table. Thus, for each of the series 
of surface distances, one has a dedicated lookup table. The 
lookup tables take into account the disparity associated With 
each surface distance. Preferably, the depth coordinates asso 
ciated With the source pixels are calculated beforehand, i.e. 
before iteration through steps a)-c) starts and stored in a 
matrix (yielding a “depth coordinate image”). Determining 
the depth coordinate that the source pixel determined for the 
source pixel in step a) actually has projected thereon in accor 
dance With the ?rst projection may thus be achieved by sim 
ply looking up the previously stored depth coordinate asso 
ciated With that source pixel in a dereferencing step. 
[0024] According to a preferred embodiment of the inven 
tion, the second range image is selected With a higher reso 
lution than the ?rst range image. This is especially advanta 
geous in an application Where the ultimate goal is to match a 
loW-resolution 3D image With a high-resolution 2D image of 
the same scene. 
[0025] Advantageously, the grid of pixels of the ?rst range 
image and the grid of target pixels are located in a common 
image plane. The grid of pixels of the ?rst range image and the 
grid of target pixels are preferably regular rectangular grids. 
Although such geometrical con?guration is preferred for its 
simplicity, other con?gurations are possible. Since for a given 
surface distance, another geometric con?guration translates 
only into a different correspondence betWeen the source pix 
els and the target pixels, Which is calculated once and stored 
in a lookup table, the choice of the geometric con?guration 
has no or only a slight in?uence on the computation time at 
runtime. 
[0026] Nevertheless, one may gain a notable advantage 
With a geometric con?guration, Wherein the grid of pixels of 
the ?rst range image has tWo grid axes, the grid of target pixels 
also has tWo grid axes, and one of the grid axes of the grid of 
pixels of the ?rst range image and one of the grid axes of the 
grid of target pixels are parallel to a line passing through the 
?rst and second points of sight. Indeed, in this case, the 
lookup tables for the different surface distances may become 
partially identical. This makes it possible to reduce the stor 
age space by using a single, condensed lookup table associ 
ated With the series of surface distances and using a different 
look-up scheme for each surface distance. 
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[0027] A preferred embodiment of the method comprises 
providing a tWo-dimensional image of the scene as seen from 
the second point of sight (eg by acquiring such image With a 
2D camera) and mapping the tWo-dimensional image on the 
grid of target pixels via a distortion correction and/or a pro 
jective transformation. This corresponds to the case Where a 
2D image and a 3D image are mapped on a pixel grid that is 
not identical to the pixel grid of the 2D image. In case the 
range image is to be mapped directly on the pixel grid of the 
2D image, any distortion correction or necessary projective 
transformation is taken into account in step a). 
[0028] An aspect of the present invention concerns a com 
puter program comprising instructions that cause a processor 
to carry out the method as described hereinabove, When the 
program is executed on the processor. Such computer pro 
gram may be provided as part of a computer program product, 
including a carrier, eg a data storage device (such as a hard 
disk, an optical storage disk, a memory stick or card, or the 
like) or a carrier signal (eg a digital or analog communica 
tion signal), carrying the computer program. 
BRIEF DESCRIPTION OF THE DRAWINGS 
[0029] Further details and advantages of the present inven 
tion Will be apparent from the folloWing detailed description 
of a not limiting embodiment With reference to the attached 
draWings, Wherein: 
[0030] FIG. 1 is an illustration of the pinhole camera 
model: The image plane is positioned at the distance of the 
focal length in front of the projection center O, perpendicular 
to the optical (or principle) axis of the system. The image 
coordinates (x,y) are obtained by intersecting the line 
betWeen O and P With the image plane. In a real optical 
system, the calculation of images coordinates from the pixel 
index or indices requires the knoWledge of the internal cam 
era parameters, i.e. focal length, position of optical axis, and 
distortion coe?icients. 
[0031] FIG. 2 is an illustration of the image planes of a 
stereo camera system. Proj ective transformations alloW mak 
ing them co-planar, so that the x-axis of both images is par 
allel to the line through the projection centers OZ and O, 
(image recti?cation). 
[0032] FIG. 3 illustrates the disparity shift of a stereo cam 
era With baseline b. The optical axis of the tWo cameras are 
parallel. The positions x], x, of the projections of a point P in 
the scene onto the tWo image planes differ by a disparity 
pail-XV, Which depends on the distance Z of the point P to the 
baseline; 
[0033] FIG. 4 is a ?owchart shoWing a possible sequence of 
transformations of the pixel coordinates of a 3D imager and a 
2D camera to a common reference frame. 
[0034] FIG. 5 is an illustration of the transformation of a 
rectangular grid of pixel coordinates under the transforma 
tions mentioned in steps A1 and A2 of FIG. 4: (a) the original 
rectangular grid corresponding to the pixel coordinates on the 
imager; (b) the image coordinates in the imager’s reference 
system obtained by distortion correction from (a); (c) coor 
dinates after step A2, the projective transformation that 
accounts for the orientation of the camera system With respect 
to the reference system. 
[0035] FIG. 6 is an illustration of the transformation of a 
rectangular grid of pixel coordinates under the transforma 
tions mentioned in steps B1 to B3: (a) the original rectangular 
grid corresponding to the pixel coordinates on the imager; (b) 
the image coordinates in the imager’s reference system 
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obtained by distortion correction from (a); (b) the coordinates 
after disparity correction, Which is dependent on the distances 
in the scene; (d) coordinates after step B2, the projective 
transformation that accounts for the orientation of the camera 
system With respect to the reference system. 
[0036] FIG. 7 is an illustration of hoW lookup tables may be 
built to establish the correspondence of pixels of tWo images. 
[0037] FIG. 8 is a schematic ofthe mapping ofa 3D image 
and a 2D image on a common target grid. 
[0038] FIG. 9 is a ?owchart of sequence of transformations 
of the pixel coordinates of a 3D imager and a 2D camera to a 
common reference frame that is an alternative to the sequence 
of FIG. 4 
[0039] FIG. 10 is a schematic illustration of the mapping of 
3D image pixels onto a target grid seeing the scene from 
another prespective. 
DETAILED DESCRIPTION OF A PREFERRED 
EMBODIMENT 
[0040] IntroductioniStereo Vision 
[0041] Matching the data of tWo 2D cameras onto each 
other is the main subject in the ?eld of stereo vision. As this 
?eld is Well established and developed With existing industri 
aliZed products, the state of the art is only brie?y summariZed 
With emphasis on the differences to the invention. For more 
details on stereo vision, the interested reader is referred to 
textbooks like [5,6]. 
[0042] In the folloWing We consider tWo sets of data I A(i,j) 
and I B(k,l) from the same scene, recorded in the camera 
reference frames A and B, respectively. The data are stored in 
the form ofmatrices Where the indices iIl, . . . M,j:l, . . . , N, 
respectively kIl, . . . , K, 1:1, . . . , L, refer to the pixels of the 
corresponding camera. The data types of I A and IB maybe 
digitaliZed gray or color values. 
[0043] Solving the correspondence problem, that is ?nding 
pairs {(m,n),(k,l)} of pixels from both images that correspond 
to the same point in the scene is the main topic in stereo 
vision. The solution can be typically divided in tWo steps. 
[0044] l. The pixel coordinates are transformed into a uni 
?ed image reference system. This transformation com 
prises tWo steps 
[0045] i. First, the pixel coordinates of each camera are 
transformed to the image plane thereof. This image 
plane can be seen as a plane, perpendicular to the optical 
axis of the camera, in a distance ZIf (f being the focal 
length) from the projection center, ie the image plane is 
parallel to the x-y plane of the camera reference frame. 
The transformation from pixel to image coordinates cor 
rects the distortion of the lens and handles a displace 
ment of the optical axis. At this level, the image coordi 
nates correspond to the perspective projection of the 
corresponding 3D points in the scene on the image plane 
With the projection center being the center of the camera 
reference system (see FIG. 1). In contrast to the undis 
torted image coordinates, the original pixel coordinates 
on the imager are often denoted as distorted image coor 
dinates. 
[0046] ii. A second, so-called projective transformation, 
transforms the tWo image planes in such a Way that they 
become co-planar and that one of the plane axis (typi 
cally the x-axis) is parallel to the line through the pro 
jection centers (see FIG. 2). This transformation to a 
uni?ed reference frame requires the knoWledge of the 
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relative position and orientation of the cameras, but may 
also be determined directly in a calibration procedure. 
[0047] The coordinate transformations of steps i. and 
ii. de?ne a so-called image recti?cation. This is a 
transformation of the images, Which can be carried 
out in real time using tWo lookup tables. After the full 
image recti?cation, pairs of so-called conjugate epi 
polar lines become collinear parallel to the x-axis of 
the common image plane. In this Way, the search for 
corresponding pixel is reduced to a one-dimensional 
search on a scanline, Which can be performed in real 
time. 
[0048] 2. Once a pair of corresponding pixels {(m,n), (k,n)} 
at positions xZ(m,n) and x,(k,n) is determined, the distance 
of the corresponding 3D point in the scene is easily calcu 
lated according to the formula (compare FIG. 3) 
|X1—Xr| (1) 
2: f b 
[0049] Where the difference pail-x, is called “binocular 
disparity”. 
[0050] As an alternative to step ii., a so-called essential 
matrix can be established that describes the relation betWeen 
conjugate epipolar lines. One can go a step further and 
include the displacement of the optical axis and the image 
scaling due to the focal length into the transformation that 
relates the epipolar lines; in this case, one speaks about a 
fundamental matrix (for details see [5,6]). 
[0051] Irrespective of Which transformation is chosen in 
step 1., the correspondence search for corresponding points 
(step 2.) is either based on correlation analysis or on feature 
matching. Both methods require that the tWo images contain 
the same type of the data. The correspondence betWeen tWo 
different sensors, e.g., a 2D camera providing a matrix I A of 
gray or colour values and a 3D camera providing a matrix RB 
of distance values, cannot be established using this stereo 
vision method. In addition, the method has problems to ?nd 
corresponding pixels in case of shadoW effects, unstructured 
scenes, or by periodic patterns in the images. 
[0052] Matching ofa 2D and a 3D Image ofa Scene 
[0053] The invention Will noW be illustrated on the example 
of matching the pixels of a 3D imager and a 2D camera onto 
a common image grid in a uni?ed reference frame. 
[0054] Matching the data I A, related to the 2D camera ref 
erence frame A, and RB, related to the 3D camera reference 
frame B, requires establishing the transformations of pixel 
coordinates of both sensors to a uni?ed reference frame, 
While taking into account the distance-dependent disparity 
shift. These transformations are described in more detail 
beloW. The data matching itself corresponds to a mapping of 
the data from both sensors to a common coordinate grid in the 
uni?ed reference frame. By assigning to each grid point a pair 
of values from the data set I A and RB respectively, the data of 
the tWo sensors are aligned pixel by pixel. 
[0055] Establishing a Transformation to a Common Refer 
ence Frame, Using Range Information for Disparity Calcu 
lation 
[0056] Step A1/B1: Distortion Correction 
[0057] The ?rst step to transform the coordinates of the 2D 
camera and the 3D camera to a uni?ed reference frame is to 
transform the pixel coordinates of both sensors to their oWn 
camera reference frame, as described in step 1.i. for stereo 
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vision systems. As a result one obtains tWo sets of coordinates 
{(uA(m,n), vA(m,n)), m:1, . . . , M; n:1, . . . ,N} and {(xB(k,l), 
yB(k,l)),k:1, . . . , K; 1:1, . . . , L} for the 2D, respectively 3D 
camera. We Will refer to these transformations as Step A1 
respectively B1. At this level, the distortion of the lenses has 
been corrected and a displacement of the optical axis has been 
corrected, that is the real camera systems have been mapped 
to pinhole cameras With pixel coordinates at the neW image 
coordinates. 
[0058] It should be noted that this transformation is deter 
mined by the so-called internal camera parameters Which are 
?xed (i.e. independent on the scene content). 
[0059] The undistorted image coordinates {(xB(k,l), y5 (k, 
l)),k:1, . . . , K; 1:1, . . . , L} of the 3D camera alloW a 
calculation of the 3D coordinates {QiB(k,l), YB(k,l), ZB(k,l)), 
kIl, . . . , K; 1:1, . . . , L} of the scene from the range 
measurements {RB(k,l),k:1, . . . , K; 1:1, . . . , L}. RB(k,l) is 
the range value associated With pixel (k,l) having “undis 
torted” coordinates (xB(k,l), yB(k,l)) by simply multiplying 
the range values With scale factors {(exB(k,l), eyB(k,l), e} (k, 
l)), kIl, . . . , K; 1, . . . , L} Which are determined by the 
undistorted image coordinates. 
Fork:1, . . . , K; 1:1, . . . , L, one has: 
[0060] As the undistorted image coordinates are indepen 
dent of the measured distance values and thus of the scene 
content, they can be pre-computed and alloW therefore a fast 
transformation of a range image to 3D-coordinate images 
(see also [4]). 
[0061] Step B2: Disparity Correction 
[0062] In a possible implementation of the invention, the 
next step in the coordinate transformation is to correct the 
binocular disparity shift disparity p of the 3D camera by using 
the range measurements of the 3D camera. Let b be the knoWn 
translation of the 2D camera to the 3D camera, and Z B(k,l) the 
Z-coordinate of a pixel (k,l), calculated from the correspond 
ing range measurement RB(k,l) according to formula (2). The 
corresponding binocular disparity p of this pixel can be cal 
culated according to (compare formula (1)): 
f8 (3) 
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[0063] We describe here only the case of a translation of the 
tWo camera systems along the x-axis of the 3D camera. The 
generalization of the approach to an arbitrary shift in all 3 
dimensions is, hoWever, straight forward. By correcting the 
image coordinates of the 3D camera by the disparity shift 
yields neW 3D image coordinates 
referring to a reference frame Which is the same as the 3D 
camera reference frame B, but shifted to the center of the 2D 
camera reference frame A. We refer to this disparity shift as 
Step B2 in the coordinate transformation. It is important to 
note that this transformation depends on the content of the 
scene and may therefore vary from frame to frame Which the 
camera captures. The radial distances {RB(k,l)} are not 
invariant under the disparity shift, but have to be recalculated 
using the transformed pixel coordinates, Which may hoWever, 
be ef?ciently accomplished by using some pre-computed fac 
tors as described in [4] for the calculation of coordinates from 
radial distances according to formula (2). We denote the 
transformed radial distances in the folloWing as {R'B(k,l)}. In 
practice, if the distances are large compared to the disparity 
shift, this transformation of radial distances may, hoWever, be 
negligible. 
[0064] Step A2/ B3: Transformation to a Uni?ed Reference 
System 
[0065] The next steps (A2, respectively B3) comprise 
transforming these coordinates to a uni?ed reference frame C 
by a so-called projective transformation. Such projective 
transformation is alWays possible, if the projection centers 
coincide [6]. The projective transformation accounts for the 
orientations of the cameras With respect to the uni?ed refer 
ence system. We refer to T AC and T BC as the transformations 
from the 2D camera reference frame A, respectively the 3D 
camera reference frame B, to the uni?ed reference frame C. 
The results of the transformations are then tWo sets of pixel 
coordinates {uc(m,n), vC(m,n), m:l, . . . M; n:l, . . . , N} and 
{xc(k,l), yC(k,l), kIl, . . . , K; 1:1, . . . , L} With respect to the 
common, uni?ed reference frame C. 
[0066] This transformation is analogous to step l.ii. for 
stereo vision With tWo differences 
[0067] The disparity correction has been performed 
before this transformation using the range information. 
This guarantees that the projective transformation is 
independent of the distance. The transformation can be 
easily determined by a calibration process based on four 
reference points (see [6]). 
[0068] Any frame can be chosen as the uni?ed reference 
frame, provided it has the same projection center as A. 
There is no further limitation determined by the relative 
orientation of the tWo camera systems. One option could 
be to choose C identical WithA, (in Which case T AC is the 
identity transformation). Such choice Would reduce the 
calibration effort. 
[0069] FIG. 4 shoWs the different coordinate transforma 
tions in a How chart. In FIGS. 5 and 6, the transformation of 
a grid of pixel coordinates for the 2D, respectively 3D sensor 
under the corresponding transformations is illustrated. It is 
WorthWhile noting that the radial distance R'B measured 
betWeen a point in the scene and the projection center of the 
2D camera is invariant under a projective transformation. 
Therefore, they need not be transformed When the projective 
transformation is performed. 
Oct. 17,2013 
[0070] Data Matching 
[0071] The ?nal step in matching the tWo sets of data I A and 
R'B of the 2D, respectively 3D camera, is to align them pixel 
by pixel in the uni?ed image reference frame C. 
[0072] Let us de?ne in the uni?ed reference frame C a mesh 
grid {EC(i,j), 1pC:(i,j), iIl, . . . , E;j:l, . . . ,1p} ofvirtual pixel 
coordinates, on Which I A and R'B Will be mapped, resulting in 
recti?ed images IC and RC, respectively. Preferably, one 
chooses the siZe and resolution of this mesh grid similar to 
that of the 2D camera, Which has typically a much higher 
resolution than the 3D imager. The recti?cation is based on 
the nearest neighbour principle: for each of the pixels (i,j) of 
the mesh grid, one determined the pixel (m,n) of I A Whose 
coordinates (uC(m,n), vC(m,n)) are closest to the mesh grid 
point coordinates (§C(i,j),1pC(i,j)). The mapping 
is then stored as a lookup table (LUT) L AC, Which alloWs to 
generate the recti?ed image IC from the original image I A 
using: 
for all (i,j). 
[0073] In the same manner, second LUT LBC can be con 
structed that recti?es the image R'B to become an image RC on 
the same mesh grid: 
[0074] RC is thus pixel-aligned to IC. In analogy to the 
construction of L AC LBC is built by searching for each pixel 
(i,j) of the mesh grid the pixel (k,l) of R'B Whose coordinates 
(xC(k,l), yC(k,l)) are closest to the mesh grid coordinates 
(EC(i,j), 1pC(i,j)). Note that this image recti?cation comprises 
an up-sampling of the 3D image R'B to the desired resolution 
de?ned by the mesh grid. The determination of the lookup 
tables is visualiZed in FIG. 7. ShoWn are the image coordi 
nates (xC, yC) (as x) and (uC, vC) (as +) of the 2D camera and 
the 3D imager, respectively, in the common reference frame, 
together With a mesh grid of synthetic pixel coordinates (EC, 
1pc) (target grid). The left picture shoWs a full reference frame 
With the entire mesh grid and all pixel coordinates. The right 
picture shoWs an enlarged vieW of a detail of the left picture. 
For each mesh grid point (i,j), a pair of pixels (pixel (k,l) from 
the 3D imager and pixel (m,n) from the 2D camera) having 
their coordinates closest to the mesh grid point coordinates is 
determined. The indices (k,l) and (m,n) are stored in the 
lookup tables L BC and L AC, respectively, at position (i,j). It is 
apparent that a pixel from the loW-resolution imager Will be 
mapped on several pixel of the high-resolution target grid. 
FIG. 8 is a sketch of the data mapping itself. A pixel of the 2D 
image as Well as a pixel of the range image is mapped on a 
target pixel (i,j) of a target mesh grid. The corresponding 
indices are stored in tWo look-up-tables: 
[0075] If desired, the 3D coordinates {Xc(i,j), YC(i,j), ZC(i, 
j), iIl, . . . , E;j:l, . . . , 1p} Withrespectto theuni?edreference 
frame can be calculated using formula (2) based on the 
mapped range image RC and the pixel coordinates of the 
common mesh grid. These 3D coordinates may be obtained in 
the same manner as in formula (2) using some pre-computed 
unit vectors (see [4]). 
[0076] Implementation of the Matching 
[0077] The image recti?cation using lookup tables can be 
performed in real time in an embedded machine vision sys 
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tem. The computation of the lookup table itself, is however 
computationally very demanding, as for each target pixel in 
the mesh grid a search through all pixels of the source images 
IA and RB has to be performed. While L AC can be calculated a 
priori from the internal and external camera parameters, L BC 
depends on the scene and thus on the range image itself, such 
that it needs to be recalculated at runtime, in principle, for 
each frame. 
[0078] A solution to deal With real-time performance in 
dynamic scenes can be given by considering a set {LBCJM 
00:0, . . . , 9-1} of LUTs, Where each LUT LBC’w tackles a 
different disparity pm corresponding to a planar surface at a 
?xed distance 
[0079] We choose the discrete disparities p k as multiplies of 
the pixel siZe 6 in the mapped image RC, i.e., the mesh grid 
resolution: 
[0080] Dividing the Z-range of the TOP camera into Q 
intervals [imp Qw] around Zw, With 
one ?nds that each pixel of the range camera With a Z-value in 
the interval [QM 1, Q], the disparity p calculated according to 
formula (1) equals pm up to an error less than 6/2, i.e. half the 
pixel siZe in the high resolution 3 -D image RC. The maximum 
binocular disparity |pQ_l |:(Q—1) 6 that has to be considered 
is given by Zmin, the minimum Z-measurement range of the 
range sensor, via the inequality: 
[0081] The mapping from the source range image to the 
target, recti?ed and up-sampled range image RC, is per 
formed according to the folloWing algorithm: 
for i = 1 to E do 
forj = 1 to W do 
(n = Q 
Wh1l6((1) > 0) and (Z8 (LBC (i,j)) > 1w) do 
(n = (n — 1 
end While 
RC (inll’ = R'B (LBQUJ end for 
end for 
[0082] The loop variable 00 is associated With surface dis 
tances Zu, and thresholds g, as de?ned hereinbefore. The 
While loop performs the folloWing for each W, until the loop is 
stopped: 
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[0083] a) By evaluating LBC,w(i,j), it is determined Which 
one ofthe source pixels {(k,l), k:1 . . . K, 1:1 . . . L} ofthe 
grid of source pixels Would “look at” the same point in the 
scene (Would have the same point in the scene projected 
thereon in accordance With the projection that links the 
source image to the scene) as target pixel (i,j) Would “look 
at” (Would have projected thereon in accordance With the 
projection that links the target image to the scene) if the 
imaged scene Were a planar surface at distance Zn from the 
projection center of the 3D camera reference frame B. 
[0084] b) By evaluating Z B(LBC,w(i,j)), one determines the 
depth coordinate of the point in the scene that the source 
pixel determined in step a) actually looks at. 
[0085] c) The iteration is continued until the loop variable 00 
reaches 1 or ZB(LBC,w(i,j))s§w. If the latter condition is 
ful?lled, the surface distance Zu, equals at least approxi 
mately the depth coordinate of the point in the scene that 
the source pixel determined in step a) actually looks at. 
With the above choice of the thresholds (Q0) the tolerance is 
such that the error in the resulting disparity is less than half 
the pixel siZe in the target image. This means that even if 
the surface distances Zu, Were chosen closer together, one 
Would not obtain a better matching of the pixels. 
[0086] FIG. 10 is an illustration of steps a)-c) on the 
example of recti?ed 2D and 3D images. The 3D image is 
represented as a grid 10 ofsource pixels 10-1, 10-2, etc. Steps 
a)-c) establish the correspondence betWeen the grid 10 of 
source pixels and the grid 12 oftarget pixels 12-1, 12-2, etc. 
The projection centers (points of sight) of the source image 
and the target image are shoWn at reference numbers 14 and 
16, respectively. The algorithm is explained With respect to 
target pixel 12-2. In step a), LBC,w(target pixel 12-2) yields 
source pixel 10-1 because these pixels Would look at the same 
point P1 if the imaged scene 18 consisted of a Wall at the 
distance Zu, from point of sight 14. HoWever, pixel 10-1 
actually looks at the scene background 20. Accordingly, the 
depth coordinate Z B(pixel 10-1) is much greater than thresh 
old ‘Qw. This means that at point P1, the scene 18 is deeper than 
and that source pixel 10-1 thus does not correspond to target 
pixel 12-2 for that particular scene 18. Accordingly, steps 
a)-c) have to be repeated for 00-1. For 00-1, LBC,w_l(target 
pixel 12-2) yields source pixel 10-2 because these pixels 
Would look at the same point P2 if the imaged scene 18 
consisted of a Wall at the distance Zw_ 1 from point of sight 14. 
Because pixel 10-2 actually looks at scene object 22, it is 
found that ZB(pixel 10-2):ZB(LBC,w_1(target pixel 12-2)) 
<‘Qw_l and the iteration stops. This establishes the correspon 
dence of pixel 12-2 of the target grid and pixel 10-2 of the 
source grid. What remains to be done is calculating (or look 
ing up) the distance R'B(pixel 10-2) from the second point of 
sight 16 to the point on the object 22 that pixel 10-2 looks at. 
[0087] The distance value that is thus obtained is associated 
With pixel 12-2. 
[0088] It is Worthwhile noting that the distance image {RB 
(k,l)} may be converted into the distance image {R'B(k,l)} 
before the iteration of steps a)-c) starts. This is due to the fact 
that the positions of the points of sight relative to one another 
is knoWn. Each distance value RB(k,l) represents the distance 
from the ?rst point of sight to the point in the scene that source 
pixel (k,l) looks at (in accordance With the ?rst projection). 
This alloWs computing the position vector B(k,l) of the point 
in the scene, eg as B(k,l):(XB(k,l), YB(k,l), ZB(k,l)) using 
formula (2) and correcting the distortion, if necessary). Given 
the position B02 of the second point of sight relative to the ?rst 
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point of sight, one can calculate R'B(k,l) as the modulus of 
P(k,l)-PO2 (i.e. R'B(k,l):||P(k,l)—PO2||). If, for all points in the 
scene RB(k,l):||P(k,l)||>>||PO2||:|b|, Which may Well be the 
case in many practical applications, one may neglect the 
correction of the distance values and use R'B(k,l):RB(k,l) in 
step c). 
[0089] The fact that the While loop over the discrete dis 
parities labeled by W is performed in descendent order 
accounts for shadowing effects. If tWo object points in the 
scene that are mapped on different pixels in the source image 
Were to be mapped on the same target pixel, the 3D point With 
the smaller distance (and thus the larger disparity) is retained 
in the mapping. Indeed, it is this point that shadoWs the other 
but not vice versa. 
[0090] Memory Optimized Realization of the Data Match 
ing 
[0091] The algorithm can be performed in real-time by an 
appropriate calculation unit as they are used in machine 
vision applications. 
[0092] Its only drawback is that a number Q of look-up 
tables have to be stored that occupy memory space. 
[0093] This can be drastically reduced if the projective 
transformation in step B3 that maps the pixel coordinates of 
the 3D sensor from the 3D reference system is close to a pure 
translation ie does not contain any scaling or rotation. This 
situation is typically the case for a system of tWo cameras, 
Which are Well aligned in parallel and have a Well-knoWn 
focal length. Should this not be the case, such geometry can 
be achieved by applying a projective transformation before 
calculating the binocular disparity shift, ie by exchanging 
steps B2 and B3 in the sequence of coordinate transforma 
tions of the 3D camera (see FIG. 9). As described in step l.ii. 
for a stereo vision system, the projective transformations T AC 
and TBC map the coordinates of the tWo camera systems to 
tWo co-planar image planes With x-axes parallel to the line 
connecting the projection centers of the tWo cameras. This 
implementation of the chain of transformation thus has less 
?exibility in choosing the common reference frame than the 
?rst implementation shoWn in FIG. 4. Moreover, the calibra 
tion process for determining the transformations maybe more 
intricate. 
[0094] As the projective transformation of the 3D image 
does not affect the projection center, the radial distances 
RB(k,l) stay invariant under this transformation. The Z-coor 
dinates have, hoWever, to be re-calculated according to for 
mula (2) from the radial distances and the transformed coor 
dinates (xC(k,l), yC(k,l)). This may, hoWever, be 
accomplished by using some pre-computed unit vectors as in 
the calculation of ZB(k,l) (see [4]). 
[0095] Due to this coordinate choice, the disparity is in the 
x-direction and can be calculated from the transformed Z-CO 
ordinates Z'C(k,l) using formula (3). The coordinates (xC(k,l), 
yC(k,l)) calculated for tWo different ZC-values Zu, and Z(n+1 
(see equation (3)) differ by exactly one pixel siZe 8 in x-di 
rection, Where the sign of the difference depends on the sign 
of the displacement b of the 3D camera to the 2D camera 
(With respect to the x-axis). Since there is no further scaling or 
rotation applied to the coordinates (xC(k,l), yC(k,l)), the cor 
responding look-up-tables L 5am I and L Baa) are related via 
With s:sign(b) and Where i and j indexes the pixels inY and X 
directions, respectively. 
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[0096] Consequently, it is su?icient to store a single look 
up table, hereinafter denoted L BC’O, calculated on an extended 
mesh grid of siZe M><(N+K—l) Which de?nes all Q look-up 
tables via 
[0097] The above algorithm becomes then 
fori = l to E do 
for j = l to W do 
(n = Q 
While (0) > 0) and 2C (LBCYO (i, j - 5(9)) > ‘gm do 
0J=0J—S 
end While 
Zc (ti) = Z'c (LBQO (Li — 809)) 
end for 
end for. 
[0098] It is WorthWhile noting that this algorithm does not 
map the radial distance image RB directly to the neW range 
image RC, but instead the image Z'C of Z-values to a neW 
image ZC, because the Z-values are invariant under the dis 
parity shift in X-direction (The difference betWeen the tWo 
images Z'C and ZC are not the Z-values themselves, but the 
assignment of the values to pixel positions). The radial dis 
tance image can be directly obtained from ZC by multiplying 
the values With a pre-calculated factor given by the pixel 
coordinates of the common grid (see formula 
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LEGEND 
[0105] 10 Grid of source pixels 
[0106] 10-1, 10-2 Source pixels 
[0107] 12 Grid oftarget pixels 
[0108] 12-1, 12-2 Target pixels 
[0109] 14 First point of sight (?rst projection center) 
[0110] 16 Second point of sight (second projection center) 
[0111] 18 Scene 
[0112] 20 Scene background 
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[0113] 
[0114] 
1. A method for matching source pixels of a ?rst range 
image of a scene as seen from a ?rst point of sight With target 
pixels of a second range image of said scene as seen from a 
second point of sight; said method comprising: 
providing said ?rst range image as a grid of source pixels, 
on Which said scene is mapped in accordance With a ?rst 
projection associated With said ?rst point of sight, 
Wherein each source pixel has a point in said scene 
projected thereon in accordance With said ?rst projec 
tion and has an associated range value that has been 
determined for that point in the scene; 
providing a grid of target pixels for said second range 
image and a second projection associated With said sec 
ond point of sight; and 
for each one of said target pixels, 
a) determining Which source pixel Wouldhave a same point 
in said scene projected thereon in accordance With said 
?rst projection as said target pixel in accordance With 
said second projection if the imaged scene Were a planar 
surface at a surface distance from said ?rst point of sight; 
b) determining a depth coordinate of a point in said scene 
that said source pixel determined in step a) actually has 
projected thereon in accordance With said ?rst projec 
tion; 
c) if said depth coordinate is greater than a threshold, Which 
is itself greater than said surface distance, repeating 
steps a), b) and c) With an increased surface distance at 
step a) and an increased threshold at step c), and else 
associating said target pixel With the source pixel deter 
mined in step a). 
2. The method as claimed in claim 1, Wherein associating 
said target pixel With the source pixel determined in step a) 
comprises or consists of determining and associating With 
said target pixel the distance from said second point of sight 
to the point in said scene Which said source pixel determined 
in step a) actually has projected thereon in accordance With 
said ?rst projection. 
3. The method as claimed in claim 1, Wherein associating 
said target pixel With the source pixel determined in step a) 
comprises or consists of associating said depth coordinate 
With said target pixel. 
4. The method as claimed in claim 1, Wherein iteration of 
steps a), b) and c) is carried out With a prede?ned series of 
surface distances and a prede?ned series of thresholds. 
5. The method as claimed in claim 4, Wherein said series of 
surface distances corresponds to an arithmetic sequence of 
binocular disparity values, a common difference of said arith 
metic sequence being equal or substantially equal to a mesh 
siZe of said grid of target pixels. 
6. The method as claimed in claim 1, Wherein step a) is 
carried out using a lookup table associated With said surface 
distance. 
7. The method as claimed as claimed in claim 1, Wherein 
said ?rst range image is distortion-corrected. 
8. The method as claimed in claim 1, Wherein said second 
range image has a higher resolution than said ?rst range 
image. 
22 Scene object 
P1, P2 Points in the scene 
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9. The method as claimed in claim 1, Wherein said grid of 
source pixels and said grid of target pixels are located in a 
common image plane. 
10. The method as claimed in claim 9, Wherein said grid of 
source pixels and said grid of target pixels are regular rectan 
gular grids, 
11. The method as claimed in claim 10, Wherein said grid of 
source pixels has tWo grid axes, Wherein said grid of target 
pixels also has tWo grid axes, and Wherein one of said grid 
axes of said grid of source pixels and one of said grid axes of 
said grid of target pixels are parallel to a line passing through 
said ?rst and second points of sight. 
12. The method as claimed in claim 1 1, Wherein iteration of 
steps a), b) and c) is carried out With a prede?ned series of 
surface distances and a prede?ned series of thresholds, 
Wherein said series of surface distances corresponds to an 
arithmetic sequence of binocular disparity values, a common 
difference of said arithmetic sequence being equal or substan 
tially equal to a mesh siZe of said grid of target pixels, and 
Wherein step a) is carried out using a single lookup table 
associated With said series of surface distances. 
13. The method as claimed in claim 1, comprising 
providing a tWo-dimensional image of said scene as seen 
from said second point of sight; 
Wherein said tWo-dimensional image is mapped on said 
grid of target pixels via at least one of a distortion cor 
rection and/or a projective transformation. 
14. Computer program product, including a non-volatile 
memory comprising instructions for causing a processor to 
carry out, When said instructions are executed by said proces 
sor, a method for matching source pixels of a ?rst range image 
of a scene as seen from a ?rst point of sight With target pixels 
of a second range image of said scene as seen from a second 
point of sight; said method comprising: 
providing said ?rst range image as a grid of source pixels, 
on Which said scene is mapped in accordance With a ?rst 
projection associated With said ?rst point of sight, 
Wherein each source pixel has a point in said scene 
projected thereon in accordance With said ?rst projec 
tion and has an associated rangy e value that has been 
determined for that point in the scene; 
providing a grid of target pixels for said second range 
image and a second projection associated With said sec 
ond point of sight; and 
for each one of said target pixels, 
a) determining Which source pixel Would have a same point 
in said scene projected thereon in accordance With said 
?rst projection as said target pixel in accordance With 
said second projection if the imaged scene Were a planar 
surface at a surface distance from said ?rst point of sight; 
b) determining a depth coordinate of a point in said scene 
that said source pixel determined in step a) actually has 
projected thereon in accordance With said ?rst projec 
tion; 
c) if said depth coordinate is greater than a threshold, Which 
is itself greater than said surface distance, repeating 
steps a), b) and c) With an increased surface distance at 
step a) and an increased threshold at step c), and else 
associating said target pixel With the source pixel deter 
mined in step a). 
* * * * * 
