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This paper introduces a class of cuts, called reachability cuts, for the Vehicle Routing
Problem with Time Windows (VRPTW). Reachability cuts are closely related to cuts de-
rived from precedence constraints in the Asymmetric Traveling Salesman Problem with Time
Windows and to k-path cuts for the VRPTW. In particular, any reachability cut dominates
one or more k-path cuts. The paper presents separation procedures for reachability cuts
and reports computational experiments on well-known VRPTW instances. The computa-
tional results suggest that reachability cuts can be highly useful as cutting planes for certain
VRPTW instances.
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1 Introduction
The Vehicle Routing Problem with Time Windows (VRPTW) can be deﬁned as follows. Let
G = (V,A) be a directed graph, with vertex set V = {0,...,n} and arc set A. Vertex 0
represents a depot, whereas each of the vertices in Vc = {1,...,n} represents a customer. Each
customer i has a time window [ri;di] within which service at customer i must begin. A vehicle
is permitted to arrive earlier than ri to a customer i, in which case it will wait until service
begins at time ri. Late arrivals, i.e., after di, are not permitted. The depot has a time window
[r0;d0] within which each route must begin and end at the depot. With each arc (i,j) ∈ A is
associated a travel cost cij and a travel time tij, which includes any service time at vertex i. No
assumptions are made with respect to the triangle inequality on travel times, but it is assumed
that all travel times are nonnegative. Each customer i demands a quantity of qi > 0 units of a
common product to be delivered from the depot. A ﬂeet of vehicles, each with a capacity Q is
available for making the deliveries. No vehicle can serve a set of customers whose total demand
exceeds Q. The objective is to ﬁnd a collection of routes, of minimum total travel cost, each
beginning and ending at the depot, such that each customer is serviced exactly once, subject to
the time window restrictions and capacity constraints.
1The VRPTW can be formulated mathematically in various ways. One possibility is to use
a Set Covering (SC) or Set Partitioning (SP) formulation, in which variables represent routes.
In the literature this appears to be the dominating approach to the VRPTW, in particular
on instances with tight time windows. Indeed, in [7] the SP formulation is presented as being
the basis of the most successful algorithms for the VRPTW. Approaches based on SC and SP
formulations are discussed in [8].
Alternatively, a polyhedral approach based on a two-index vehicle-ﬂow formulation, where a
0-1 decision variable is associated with each arc in the graph, can be adopted. This formulation
underlies the branch-and-cut algorithm in [5], designed for minimizing the number of routes in
the VRPTW. The two-index formulation and related projection results are recently considered
in [11].
This paper also considers the two-index vehicle-ﬂow formulation, for which we introduce a
new class of cuts called reachability cuts. Intuitively, they can be viewed as a strengthening
of k-path inequalities, where the strengthening results from the fact that—due to the time
windows—only certain arcs can be traversed on a route which services a given customer. In
addition, the paper also presents procedures for the separation of these cuts.
In order to investigate the potential of the new class of cuts, we have implemented a cutting-
plane algorithm for which we present computational results obtained on the well-known 87
instances of Solomon [14].
2 Notation and modelling
To simplify notation throughout the paper, we make the following deﬁnitions for any S ⊂ V :
δ+(S) = {(i,j) ∈ A | i ∈ S,j ∈ V \ S },
δ−(S) = {(i,j) ∈ A | i ∈ V \ S,j ∈ S },
where for further notational simplicity we write δ+(i) and δ−(i) instead of δ+({i}) and δ−({i}),
respectively.
Further, for any S ⊆ Vc we let r(S) denote the minimum number of vehicles required to load
the demands of the customers in S. That is, r(S) is the optimum solution to the Bin Packing
Problem (BPP) with bin capacity Q and item sizes given by the demands of the customers in
S.
Moreover, a path P = (v1,...,vk), with arc set AP = {(vi,vi+1) | i = 1,...,k−1}, is called
infeasible if it is not possible to respect all its time windows while traversing the path, otherwise
it is called feasible. In the paths that we consider, all vertices {v1,...,vk } are assumed to be
diﬀerent, with the exception that both v1 and vk may be the depot. We call an infeasible path
minimal if and only if both subpaths obtained by removing its ﬁrst and last vertex, respectively,
are feasible. Note that our distinction between feasible and infeasible paths is concerned only
with temporal aspects.
2We consider a two-index vehicle ﬂow formulation of the VRPTW, i.e., we deﬁne a decision
variable xij for each (i,j) ∈ A, where xij = 1 if a vehicle travels along the arc (i,j), and
xij = 0 otherwise. For any arc set F we let x(F) denote
P
(i,j)∈F xij. The VRPTW can then








xij = 1 ∀k ∈ Vc (2)
X
(i,j)∈δ+(k)
xij = 1 ∀k ∈ Vc (3)
x(δ−(S)) ≥ r(S) ∀S ⊆ Vc (4)
x(AP) ≤ |P| − 2 for each minimal infeasible path P (5)
xij ∈ {0,1} ∀(i,j) ∈ A (6)
The objective (1) expresses the total travel cost. The degree equations (2) and (3) ensure that
each customer is visited exactly once. The capacity constraints (4) ensure that any subset of
customers is serviced by suﬃciently many vehicles to load the demands of the customers in the
subset. The infeasible path constraints (5) say that not all |P|−1 arcs in any minimal infeasible
path P can be traversed. Finally, restrictions (6) ensure integrality of the solution.
For ease of reference, we deﬁne the VRPTW polytope as the convex hull of the set of points
x satisfying (2) - (6). We note that the number of routes is not ﬁxed in this deﬁnition. As is
customary, a cut (or inequality) is said to be valid for the VRPTW polytope if and only if it is
satisﬁed by every point in the VRPTW polytope.
The linear programming (LP) relaxation of (1) - (6) can be strengthened by including other
classes of cuts. For example, an infeasible path constraint for a path (v1,...,vk) can be strength-





xvivj ≤ k − 2, (7)
see [3]. Moreover, k-path inequalities as introduced in [10] (for k=2) may further strengthen the
above formulation. Other classes of cuts are used in [5], where the objective of minimizing the
number of routes is considered. Yet other classes of cuts derived from projection are recently
presented in [11]. In this paper we introduce a new class of cuts, called reachability cuts, which
may be useful for further strengthening the LP relaxation, in particular for instances with tight
temporal constraints.
33 Reachability cuts
Basically, reachability cuts are derived by considering for each customer i which arcs can
possibly—taking time windows into account—be traversed on a path from the depot to cus-
tomer i, and on a path from customer i to the depot. Reachability cuts are presented formally
in the following subsections. Throughout we will denote reachability cuts by R-cuts.
3.1 R-cuts for single customers
The basic constructs underlying R-cuts are the following two particular subsets of arcs, a reaching
arc set and reachable arc set, respectively, for each customer.
Deﬁnition 1 For any customer i ∈ Vc, the reaching arc set A−
i ⊂ A is deﬁned as the minimum
arc set such that any feasible path (0,...,i) lies inside A−
i , i.e., (j,k) ∈ A−
i for each arc (j,k)
on the feasible path.
Deﬁnition 2 For any customer i ∈ Vc, the reachable arc set A+
i ⊂ A is deﬁned as the minimum
arc set such that any feasible path (i,...,0) lies inside A+
i , i.e., (j,k) ∈ A+
i for each arc (j,k)
on the feasible path.
In any feasible solution, by deﬁnitions 1 and 2, the vehicle servicing customer i traverses only
arcs in A−
i from the depot to customer i and only arcs in A+
i from customer i to the depot.
The arc set A−
i can be found by checking, for each arc (j,k) ∈ A, whether there exists a
feasible path of the form (0,...,j,k,...,i). Similarly, ﬁnding A+
i corresponds to checking paths
of the form (i,...,j,k,...,0).
We are now ready to deﬁne R-cuts for single customers.
Deﬁnition 3 For any S ⊆ Vc and any customer i ∈ S, we deﬁne the following R−
i (S) cut:
x(δ−(S) ∩ A−
i ) ≥ 1. (8)
Proposition 1 The cut (8) is valid for the VRPTW polytope.
Proof: By deﬁnition (1), the vehicle servicing customer i must follow a path in A−
i from the
depot to customer i. Any such path must cross the cutset (V \ S : S). 2
We deﬁne R+
i (S) cuts perfectly similar to R−
i (S) cuts.
Deﬁnition 4 For any S ⊆ Vc and any customer i ∈ S, we deﬁne the following R+
i (S) cut:
x(δ+(S) ∩ A+
i ) ≥ 1. (9)
4The proof of validity of (9) follows that of (8).
For comparison with subtour elimination constraints (SECs), we ﬁrst note that, given the degree
equations (2)-(3), the following two inequalities are equivalent forms of a SEC for a customer
set S:
x(δ−(S)) ≥ 1, (10)
x(δ+(S)) ≥ 1. (11)
It is obvious that (8) is a strengthening of (10) and that (9) is a strengthening of (11). Hence
each of (8) and (9) dominates the SEC for S. Generally, the two cuts (8) and (9) are not
equivalent, so they may both be useful simultaneously in the LP relaxation.
We note that an R-cut for a single customer to some extent corresponds to the simple
(π,σ)-inequality in [4], which is also a strengthening of a SEC. Intuitively, the simple (π,σ)-
inequality expresses, for a given ordered pair of vertices i and j in the precedence-constrained
Asymmetric Traveling Salesman Problem, that a path from i to j in any feasible solution can
traverse only a certain subset of arcs, which is derived from the given precedence constraints.
The simple (π,σ)-inequality is also used in [3] for the Asymmetric Traveling Salesman Problem
with Time Windows (ATSPTW), where feasible arc sets are derived from the time windows.
In the ATSPTW, any pair of vertices i and j can be used to form a simple (π,σ)-inequality,
since all vertices must be visited on the same route. In contrast, for the VRPTW it is generally
not known in advance whether any two customers must be visited on the same route, i.e., it is
not feasible to require a path between them. However, since all routes pass through the depot
in the VRPTW, it is feasible to require a path in each direction between the depot and any
other vertex in the VRPTW. Basically, this is the observation that leads to the simplest form
of R-cuts, i.e., R-cuts for single customers.
Finally we consider the relation to SP based approaches to the VRPTW. In particular, if
all columns in the SP problem represent elementary paths, then all SECs are satisﬁed by the
solution which can be obtained by projecting the SP solution onto a two-dimensional x-space
(see [10]). Moreover, all paths in the SP are feasible, provided that the time windows are
taken into account in the SP column generation stage (which is done invariably in SC and SP
based approaches). It is then easy to show that all R-cuts for single customers are implied
by the column generation approach, provided that only elementary paths are generated. Note,
however, that the strategy of generating only elementary paths is generally not computationally
attractive, due to the NP-hardness of the column generation subproblem [9].
3.2 R-cuts for multiple customers
When the VRPTW instance is suﬃciently tightly constrained for conﬂicting customer sets to
be identiﬁed, it is possible to derive R-cuts for multiple customers.
5Deﬁnition 5 A customer set T ⊆ Vc is said to be conﬂicting if and only if the customers in T
must be serviced on |T| separate routes in any feasible solution.
Further, we deﬁne the reaching and reachable arc set, respectively, for any conﬂicting customer
set.
Deﬁnition 6 For any conﬂicting customer set T ⊆ Vc, the reaching arc set A−
T is deﬁned as





Deﬁnition 7 For any conﬂicting customer set T ⊆ Vc, the reachable arc set A+
T is deﬁned as





We can now deﬁne R-cuts for multiple customers.




T) ≥ |T|. (12)
Proposition 2 The cut (12) is valid for the VRPTW polytope.
Proof: By deﬁnition of A−
T, each of the |T| paths from the depot to the customers in T lies in
A−
T. These paths must use |T| separate arcs to cross the cutset (V \ S : S). 2




T) ≥ |T|. (13)
The proof of validity of (13) follows that of (12).
For comparison with k-path inequalities, we ﬁrst note that the k-path inequality for a customer
set S can be written in the following equivalent forms:
x(δ−(S)) ≥ k, (14)
x(δ+(S)) ≥ k. (15)
The k-path inequality expresses that at least k vehicles are required to service the customers in
S, given that both capacity and time window constraints are imposed.
An important theoretical aspect of R-cuts is their strength over k-path inequalities, as de-
scribed in Proposition 3.
6Proposition 3 For any conﬂicting set T, there exists one or more sets S such that the R−
T (S)
cut dominates the k-path inequality for S.
Proof: Create |T| vertex-disjoint paths of customers such that i) each path is feasible, ii) each
path contains exactly one of the vertices in T, and iii) the demand on each path does not exceed
the vehicle capacity. Note that such paths can be created for any T. Let S denote the union of
the vertices on these paths. The k-path inequality for S is x(δ−(S)) ≥ |T|, which is obviously
dominated by the R−
T (S) cut. 2
Most frequently, many such sets S can be generated. It is noted that the dominance relation
also holds for R+
T (S) cuts over k-path inequalities.
We ﬁnally consider the alternative of using a multicommodity (MC) ﬂow formulation of the
requirements relating to a given conﬂicting set. The relations to an MC ﬂow formulation are
important in connection with the separation procedure that is proposed in Section 4.
We consider a given conﬂicting set T. Since the customers in T must be visited on separate
routes, a feasible solution permits a ﬂow of one unit from the depot to each customer in T
simultaneously for |T| distinct commodities, using ﬂow only along arcs (i,j) for which xij = 1.
(The ﬂow from T to the depot can be treated similarly and is as such not described further.) In
terms of MC ﬂows, let yk
ij be the ﬂow of commodity k (destined for customer k) along arc (i,j).






















ij ≤ xij ∀(i,j) ∈ A (19)
yk
ij = 0 ∀k ∈ T, ∀(i,j) 6∈ A−
k (20)
It is important here to note the eﬀect of (18) and (20). Constraint (18) ensures the balance
of ﬂow for each commodity, and constraint (20) ensures, for each commodity k, that it ﬂows
only along arcs in A−
k .
On the other hand, R-cuts for this particular conﬂicting set T involves the ﬂow of only one
commodity, representing the total ﬂow of the |T| commodities in the MC ﬂow formulation. As
such, if the R−
T (S) cut is satisﬁed for any S for this ﬁxed T, it is implied that there exists a feasible




yij = |T| (21)
X
(i,j)∈δ−(k)






yij ∀v ∈ Vc \ T (23)
yij ≤ xij ∀(i,j) ∈ A (24)
yij = 0 ∀(i,j) 6∈ A−
T (25)




ij for each (i,j) ∈ A. However, a feasible solution to (21)-(25) cannot necessarily
be converted into a feasible solution to (16)-(20). As such, the set of R-cuts associated with
a given T can be viewed as a weakening of the MC ﬂow constraints for T. However, it would
obviously be impractical to embed MC ﬂow constraints for a large number of conﬂicting sets in
the formulation. The important aspect of the above relations is that if a feasible solution x to
(16)-(20) is known, it follows that all R-cuts for any conﬂicting set T0 ⊆ T are satisﬁed. The
idea of maintaining a ﬂow pool as described in Subsection 5.2 is based on this observation.
3.3 R-cuts for semi-conﬂicting pairs
We ﬁnally introduce a conditional form of the R-cut for two customers. The cut is obtained if
the two customers are semi-conﬂicting.
Deﬁnition 10 Two customers i and j are said to be semi-conﬂicting if and only if the following
holds in any feasible solution:
1. Customers i and j are serviced on two separate routes, or
2. Customers i and j are visited consecutively.
That is, the only possibility of serving a pair {i,j} of semi-conﬂicting customers on the same
route is to visit them consecutively, i.e., to require that xij +xji = 1. This leads to the following
deﬁnitions.
Deﬁnition 11 For any customer set S ⊆ Vc and any pair of semi-conﬂicting customers i,j ∈ S,




j )) + xij + xji ≥ 2. (26)
8Proposition 4 The cut (26) is valid for the VRPTW polytope.
Proof: If xij +xji = 0, the cut simpliﬁes to an R−
T (S) cut with T = {i,j}, which is valid since i
and j are eﬀectively conﬂicting under the condition xij +xji = 0. Alternatively, if xij +xji = 1,
the inequality only implies a weakened version of the R−
i (S) cut. 2
Deﬁnition 12 For any customer set S ⊆ Vc and any pair of semi-conﬂicting customers i,j ∈ S,




j )) + xij + xji ≥ 2. (27)
The proof of validity of (27) follows that of (26).
4 Separation
For a given LP solution vector x∗ satisfying (2), (3), and the bounds implied by (6), we now
consider some details related to the separation of R-cuts. We note that each customer in itself
may be viewed as deﬁning a conﬂicting set. In the following it is understood that a conﬂicting
set may be a singleton.
4.1 Reaching and reachable arc sets
The ﬁrst issue is to identify the reaching and reachable arc sets for each customer. In general,
for each customer i and each arc (j,k), we need to determine whether there exists a feasible path
of the form (0,...,j,k,...,i). The arc set A−
i contains exactly those arcs (j,k) for which such
a path exists. The identiﬁcation of A+
i is similar. Once the all-pairs fastest paths have been
calculated, the check for feasibility, taking the time windows into account, is straightforward.
4.2 Identiﬁcation of conﬂicts
Two customers i,j are conﬂicting if and only if the fastest path from i to j, leaving customer i
at time ri, arrives later than dj at customer j, and vice versa. A customer set T is conﬂicting
if and only if each pair i,j ∈ T is conﬂicting.
Two customers i,j are semi-conﬂicting if and only if i) they are not conﬂicting, and ii) their
time windows do not allow of the insertion of any customers on a path between i and j.
94.3 Separation for a conﬂicting set
For a given conﬂicting set T, exact separation of R−
T (S) cuts is done as follows (the procedure is
similar for R+
T cuts). Construct a graph with vertex set V ∪{n+1} and arc set A−
T, and to that
add an arc (i,n+1) of inﬁnite capacity for each i ∈ T. For each arc (i,j) ∈ A−
T, let its capacity
be x∗
ij. After solving the maximum ﬂow problem on this graph with the depot as source and
node n+1 as sink, the customers on the sink side of the minimum cut form the set S for which
the R−
T (S) cut is maximally violated.
4.4 Separation for a semi-conﬂicting pair
Separation for a given semi-conﬂicting pair i,j is done by solving the maximum ﬂow problem
as if i,j form a conﬂicting set and subsequently including x∗
ij and x∗
ji when determining the
violation.
5 Computational results
In order to investigate empirically the potential of R-cuts, we have implemented a cutting-
plane algorithm in which various classes of cuts are included, speciﬁcally capacity inequalities,
tournament inequalities, and R-cuts. Both tournament inequalities and R-cuts are based only
on temporal aspects. The experiments make it possible to investigate the relative strength of
these two classes of inequalities for dealing with the temporal aspects of a given instance.
In Subsection 5.1 we present the experiments that have been carried out in order to in-
vestigate the strength of R-cuts as a function of the largest cardinality of the conﬂicting sets
considered. Given these experimental results, a particular separation algorithm is proposed in
Subsection 5.2 based on a trade-oﬀ between bound quality and computing time.
5.1 Experiments
The cutting-plane algorithm has been coded in the C programming language using the Microsoft
Visual C++ v. 6.0 compiler. All experiments were done on a PC with a 1.6 GHz Intel Pentium
M processor and 512 MB of RAM running Microsoft Windows XP.
The algorithm has been applied to the instance classes R1, C1, and RC1 by Solomon [14].
For calculation of travel costs and travel times we have used the convention in [10].
The computational results are shown in tables 1, 2, and 3 (in which an LB is preceded by a
‘*’ if the corresponding LP solution is integer and feasible, i.e., optimal). For each instance is
given the following information:
10Name: The name of the instance;
Opt.: The cost of the optimal solution, if known. A ‘—’ indicates that the optimal solution is
unknown. The data are taken from http://web.cba.neu.edu/∼msolomon/problems.htm;
NV: The number of vehicles (routes) in the optimal solution, if known;
C: The cardinality of the largest set of conﬂicting customers, computed using the tree search
algorithm in [6];
B: The minimum number of vehicles required to load the demands of all customers, i.e., the
optimal solution to the BPP given by the vehicle capacity and customer demands;
Capacity: The lower bound (LB) obtained using only degree, nonnegativity, and capacity constraints,
and the total time (in seconds) required to obtain it (T). For separation of capacity con-
straints we used the publicly available [12] separation routines from [13];
Tournament: The lower bound (LB) obtained by using tournament inequalities in addition to those used
for the capacity bound, and the total time required to obtain it (T). A ‘—’ indicates that
the bound is the same as the capacity bound. For the separation of tournament inequalities
we used an exact tree search procedure. The running time of this separation procedure is
polynomially bounded, as only a polynomial number of paths need to be considered (see
[3]). The separation algorithm for tournament inequalities is invoked whenever separation
of capacity inequalities fails;
R1-R4: These four columns display the lower bounds obtained by using R-cuts in addition to those
used for the capacity bound. Generally, in column Rr exact separation is done for each
conﬂicting set T with |T| ≤ r. A ‘—’ in column R1 indicates that the bound is the same
as the capacity bound. A ‘—’ in columns R2-R4 indicates that the bound is the same as
that in the previous (left) column;
R2.5: The lower bound (LB) obtained by adding R-cuts for semi-conﬂicting pairs to those used
for the R2 bound, and the total time required to obtain it (T). Exact separation is done
for each semi-conﬂicting pair. Details on obtaining this bound are given in Subsection 5.2.
This separation algorithm is invoked whenever separation of capacity inequalities fails.
Each of the two values in the ‘C’ and ‘B’ columns can be taken as a valid lower bound on the
number of routes. On most R1 and RC1 instances the ‘NV’ value is strictly greater than both
the ‘C’ and the ‘B’ value. However, the ‘B’ value equals the ‘NV’ value on all C1 instances,
which might suggest that the capacity bound would be relatively tight for this class. On the
other hand, temporal constraints might be expected to be relatively more important on instances
where ‘C’ greatly exceeds ‘B’.
11As suggested, the capacity bound is indeed particularly tight on the C1 instances, among
which the optimum is obtained as lower bound on several instances.
Tournament inequalities give an improvement in the lower bound on several instances, al-
though the bound increase over the capacity bound tends to be relatively small.
The R1 bound is signiﬁcantly greater than the capacity bound on many instances. The ﬁrst
LP solution on which capacity separation fails does in fact satisfy all SECs (this was veriﬁed
using exact min-cut computations), so any diﬀerence between R1 and capacity bounds is due to
the increased strength of R1 cuts over SECs. It is noted that the gap remaining after capacity
cuts is in fact closed by R1 on ﬁve C-instances. In comparison, tournament inequalities were
not able to close any of the gaps.
Regarding R2, R3, and R4, the bound increase diminishes as the maximum cardinality of
conﬂicting sets increases. We have not reported the computing times for columns R1–R4; it
suﬃces to say that the running times become excessive when all conﬂicting sets of cardinality
three or more are considered.
The R2.5 column shows that semi-conﬂicting pairs in several cases can give a bound improve-
ment beyond that obtained by R3 or R4. Moreover, the computational complexity of obtaining
R2.5 is smaller than that for obtaining R3.
In the light of these observations, we propose the R2.5 bound as a trade-oﬀ between bound
quality and running time.
5.2 Obtaining the R2.5 bound
In a straightforward implementation for obtaining the R2.5 bound, the required number of
max-ﬂow computations is two for each customer, two for each conﬂicting pair, and two for
each semi-conﬂicting pair, i.e., a total of O(n2) max-ﬂow computations. In order to reduce
this number we keep a pool of ﬂows, by which a solution to one maximum ﬂow problem can
contribute to a faster solution to other, related maximum ﬂow problems. The basis for this is
described in Subsection 3.2.
The idea is to maintain a pool which contains two ﬂow vectors for each customer. Generally,
whenever a maximum ﬂow problem has been solved for a given set T, we decompose it into path
ﬂows using standard ﬂow decomposition (see [2, Subsection 3.5]). Say that the direction is from
0 to T. For each i ∈ T, we check if each of the path ﬂows from 0 to i uses only arcs in A−
i . If so,
and if the path ﬂows into i add up to one unit, the union of paths from 0 to i deﬁnes a feasible
1-ﬂow from 0 to i.
A feasible 1-ﬂow from 0 to i is an optimal solution to the maximum ﬂow problem associated
with the separation of R−
i (S) cuts. In general, whenever we wish to solve a maximum ﬂow
problem for separating R−
T (S) cuts, we ﬁrst check if a feasible 1-ﬂow is available in the pool
for each i ∈ T. If so and the sum of the |T| feasible 1-ﬂows is feasible for the maximum ﬂow
problem it is also a maximum ﬂow. Generally this approach can signiﬁcantly reduce the number
of times that a maximum ﬂow algorithm must be called.
12We ﬁrst search for up to n/2 vertex-disjoint pairs of conﬂicting customers, for each of which
we compute the two max-ﬂows. Hopefully this provides a reasonably large number of feasible
1-ﬂows for the ﬂow pool. Subsequently we proceed through all conﬂicting pairs, then all semi-
conﬂicting pairs, and ﬁnally all individual customers. The cut generation stops if a limit of at
most 3n cuts between any two consecutive LP reoptimizations is reached.
In addition to the ﬂow pool, another partial explanation for the reasonable running times is
that for solving maximum ﬂow problems we use an implementation of the highest-label preﬂow-
push algorithm, which has shown excellent running times in practice. Although its worst-case
running time is only O(n2√
m) on a graph with n vertices and m arcs, in practice it has shown
even better performance than that, down to an average of O(n1.5) running time, see [1].
6 Conclusion
This paper has introduced a new class of cuts called reachability cuts (R-cuts). The relations
between R-cuts and previously known classes of cuts have been described. In particular, a
dominance relation exists between R-cuts and k-path inequalities such that any R-cut dominates
one or more k-path inequalities.
Computational experiments were done with a cutting plane algorithm which involved capac-
ity inequalities, tournament inequalities, and R-cuts. The computational results showed that
capacity inequalities and R-cuts generally provides better bounds than those obtained by ca-
pacity inequalities and tournament inequalities. As such, the new class of cuts has shown to be
competitive in dealing with the temporal aspects of VRPTW instances.
Finally, a particular separation procedure with reasonable running time has been proposed
for the new class of cuts.
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14Capacity Tournament R2.5
Name Opt. NV C B LB T LB T R1 R2 R3 R4 LB T
R101.25 617.1 8 8 2 *617.10 0.02 — — — — — — — —
R101.50 1044.0 12 11 4 1029.30 0.03 1042.17 0.05 1043.37 — — — 1043.37 0.09
R101.100 1637.7 20 18 8 1611.90 0.10 1631.70 0.16 1622.30 — — — 1622.30 0.20
R102.25 547.1 7 6 2 389.70 0.02 408.36 0.03 498.45 536.36 536.75 — 540.20 0.24
R102.50 909.0 11 9 4 667.75 0.07 682.38 0.24 812.31 871.09 896.56 909.00 871.89 2.03
R102.100 1466.6 18 16 8 1071.12 0.78 1090.33 1.55 1240.99 1327.51 1365.45 1393.46 1329.41 25.79
R103.25 454.6 5 4 2 346.00 0.01 350.87 0.03 413.47 443.36 444.81 — 448.95 0.27
R103.50 772.9 9 8 4 582.78 0.13 592.42 0.28 678.17 723.47 741.55 745.72 725.15 2.25
R103.100 1208.7 14 13 8 871.97 1.65 885.46 2.74 990.73 1054.42 1087.36 1115.37 1055.14 35.61
R104.25 416.9 4 4 2 339.88 0.02 341.43 0.04 368.30 403.74 406.99 — 404.00 0.26
R104.50 625.4 6 5 4 530.20 0.08 531.31 0.24 538.38 560.47 573.25 577.11 561.93 1.60
R104.100 — — 8 8 808.76 2.45 812.48 3.07 833.23 842.16 846.58 848.75 843.09 20.19
R105.25 530.5 6 4 2 483.18 0.01 498.00 0.04 526.05 526.06 — — 526.55 0.04
R105.50 899.3 9 5 4 836.70 0.01 855.30 0.04 875.61 — — — 875.95 0.12
R105.100 1355.3 15 7 8 1159.00 0.32 1189.72 0.65 1273.83 1274.46 — — 1275.90 3.47
R106.25 465.4 3 3 2 366.40 0.02 371.85 0.05 436.76 447.05 447.64 — 457.30 0.19
R106.50 793.0 5 5 4 603.95 0.16 613.36 0.24 700.05 725.22 726.68 — 752.19 2.56
R106.100 1234.6 13 7 8 933.77 1.62 949.01 2.93 1036.95 1062.33 1066.16 1067.22 1076.26 30.74
R107.25 424.3 4 3 2 334.10 0.01 339.25 0.03 393.96 407.87 409.04 — 409.80 0.25
R107.50 711.1 7 5 4 538.60 0.10 544.88 0.18 610.81 626.88 629.78 630.42 654.45 2.54
R107.100 1064.6 11 6 8 826.52 2.39 836.19 3.73 904.85 914.54 915.91 916.13 930.56 40.80
R108.25 397.3 4 3 2 328.97 0.01 332.53 0.06 351.00 365.63 367.60 — 367.67 0.21
R108.50 617.7 6 4 4 520.67 0.14 521.53 0.21 535.47 538.70 538.77 — 543.88 0.84
R108.100 — — 5 8 804.48 3.53 805.15 4.37 819.71 820.69 820.79 — 823.35 16.42
R109.25 441.3 5 3 2 374.30 0.01 380.08 0.02 419.60 — — — 419.60 0.03
R109.50 786.8 8 3 4 588.23 0.08 605.38 0.24 698.76 699.31 — — 701.87 1.29
R109.100 1146.9 13 4 8 861.76 1.72 884.60 3.02 952.45 — — — 953.22 12.55
R110.25 444.1 4 1 2 328.97 0.01 331.19 0.02 374.04 — — — 379.25 0.19
R110.50 697.0 7 3 4 535.83 0.17 537.61 0.24 582.76 583.47 583.48 — 594.00 1.76
R110.100 1068.0 12 3 8 809.50 2.56 812.37 3.54 867.18 867.23 — — 868.06 16.40
R111.25 428.8 5 3 2 336.70 0.01 343.27 0.02 395.48 405.22 406.07 — 409.14 0.28
R111.50 707.2 7 4 4 539.04 0.12 546.77 0.22 600.02 609.87 611.03 611.16 623.91 2.32
R111.100 1048.7 12 6 8 818.23 2.47 828.31 3.77 884.50 885.73 886.18 886.48 896.24 22.18
R112.25 393.0 4 1 2 328.97 0.02 — 0.06 329.17 — — — 329.17 0.03
R112.50 630.2 6 1 4 520.67 0.15 — 0.16 — — — — 520.67 0.23
R112.100 — — 1 8 800.38 3.77 — 3.94 — — — — 800.38 4.40
Table 1: Results for the R1 instances.
15Capacity Tournament R2.5
Name Opt. NV C B LB T LB T R1 R2 R3 R4 LB T
C101.25 191.3 3 3 3 *191.30 0.04 — — — — — — — —
C101.50 362.4 5 5 5 *362.40 0.04 — — — — — — — —
C101.100 827.3 10 10 10 *827.30 0.12 — — — — — — — —
C102.25 190.3 3 2 3 186.90 0.05 190.28 0.10 *190.30 — — — *190.30 0.06
C102.50 361.4 5 5 5 358.00 0.08 361.38 0.24 *361.40 — — — *361.40 0.10
C102.100 827.3 10 9 10 819.85 0.83 826.85 1.16 827.15 — — — 827.15 0.93
C103.25 190.3 3 2 3 186.90 0.03 187.35 0.05 *190.30 — — — *190.30 0.05
C103.50 361.4 5 4 5 358.00 0.14 358.77 0.17 *361.40 — — — *361.40 0.24
C103.100 826.3 10 7 10 819.85 3.58 822.70 4.16 826.15 — — — 826.15 4.23
C104.25 186.9 3 2 3 186.45 0.05 186.46 0.06 *186.90 — — — *186.90 0.07
C104.50 358.0 5 2 5 357.51 0.38 357.69 0.41 357.86 — — — 357.86 0.47
C104.100 822.9 10 4 10 817.36 6.43 817.76 6.58 817.66 817.67 — — 817.77 6.84
C105.25 191.3 3 2 3 *191.30 0.04 — — — — — — — —
C105.50 362.4 5 3 5 *362.40 0.03 — — — — — — — —
C105.100 827.3 10 5 10 *827.30 0.08 — — — — — — — —
C106.25 191.3 3 3 3 *191.30 0.03 — — — — — — — —
C106.50 362.4 5 5 5 *362.40 0.02 — — — — — — — —
C106.100 827.3 10 6 10 *827.30 0.45 — — — — — — — —
C107.25 191.3 3 1 3 *191.30 0.01 — — — — — — — —
C107.50 362.4 5 1 5 *362.40 0.03 — — — — — — — —
C107.100 827.3 10 1 10 *827.30 0.08 — — — — — — — —
C108.25 191.3 3 1 3 186.53 0.05 187.15 0.05 190.75 — — — 190.75 0.07
C108.50 362.4 5 1 5 358.30 0.15 358.78 0.18 361.85 — — — 361.85 0.21
C108.100 827.3 10 1 10 817.83 3.18 819.67 3.44 826.75 — — — 826.75 3.88
C109.25 191.3 3 1 3 185.87 0.06 186.35 0.06 187.55 — — — 187.55 0.10
C109.50 362.4 5 1 5 357.51 0.16 357.94 0.22 358.65 — — — 358.65 0.21
C109.100 827.3 10 1 10 816.65 3.98 818.73 4.29 823.55 — — — 823.55 4.31
Table 2: Results for the C1 instances.
16Capacity Tournament R2.5
Name Opt. NV C B LB T LB T R1 R2 R3 R4 LB T
RC101.25 461.1 4 3 3 359.70 0.05 363.95 0.05 371.85 — — — 374.45 0.09
RC101.50 944.0 8 6 5 670.55 0.04 683.87 0.09 745.40 762.46 — — 794.23 0.35
RC101.100 1619.8 15 8 9 1283.79 0.43 1319.13 0.86 1481.96 1491.58 1491.88 — 1508.39 5.18
RC102.25 351.8 3 3 3 313.60 0.01 319.25 0.04 342.73 — — — 344.63 0.03
RC102.50 822.5 7 5 5 557.80 0.03 570.94 0.06 621.69 — — — 622.67 0.20
RC102.100 1457.4 14 7 9 1025.20 5.78 1038.12 8.24 1182.63 1201.36 1209.18 1210.33 1225.70 43.16
RC103.25 322.8 3 3 3 296.90 0.01 300.45 0.04 318.37 — — — 318.37 0.10
RC103.50 710.9 6 5 5 527.60 0.03 534.74 0.05 583.00 — — — 583.00 0.37
RC103.100 1258.0 11 7 9 975.18 10.40 980.81 12.90 1055.60 1064.51 1066.49 1066.50 1076.03 44.97
RC104.25 306.6 3 3 3 296.00 0.03 297.15 0.03 299.70 — — — 299.70 0.05
RC104.50 545.8 5 3 5 519.20 0.04 520.87 0.04 522.90 — — — 522.90 0.05
RC104.100 — — 6 9 965.03 11.90 966.32 12.74 983.70 985.64 986.08 — 992.50 34.86
RC105.25 411.3 4 4 3 317.55 0.04 325.63 0.04 354.32 390.27 401.47 — 391.87 0.14
RC105.50 855.3 8 6 5 578.80 0.02 592.22 0.06 637.58 684.30 — — 684.30 0.31
RC105.100 1513.7 15 12 9 1087.88 2.60 1107.50 3.90 1262.71 1322.96 1345.92 1359.56 1330.73 22.54
RC106.25 345.5 3 2 3 309.10 0.02 316.40 0.03 325.20 — — — 325.20 0.05
RC106.50 723.2 6 4 5 552.90 0.03 559.47 0.05 589.76 — — — 589.76 0.36
RC106.100 — — 4 9 1029.73 4.39 1044.52 6.36 1110.42 1110.51 — — 1113.12 21.78
RC107.25 298.3 3 2 3 294.50 0.03 294.60 0.03 296.30 — — — 296.30 0.04
RC107.50 642.7 6 3 5 521.05 0.04 523.39 0.05 536.70 — — — 536.70 0.25
RC107.100 — — 4 9 969.51 11.72 973.48 14.74 1011.86 1012.26 — — 1012.80 36.72
RC108.25 294.5 3 2 3 294.50 0.03 — 0.04 — — — — 294.50 0.04
RC108.50 598.1 6 2 5 517.70 0.04 — 0.04 — — — — 517.70 0.05
RC108.100 — — 3 9 959.06 14.24 959.13 14.61 963.10 963.17 — — 963.41 26.15
Table 3: Results for the RC1 instances.
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