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For an n-by-n matrix A, its Crawford number c(A) (resp., general-
ized Crawford number C(A)) is, by deﬁnition, the distance from
the origin to its numerical range W(A) (resp., the boundary of
its numerical range ∂W(A)). It is shown that if A has eigenval-
uesλ1, . . . , λn arranged so that |λ1| · · · |λn|, then limk c(Ak)1/k
(resp., limk C(A
k)1/k) equals0or |λn| (resp., |λj| for some j, 1 j n).
For a normal A, more can be said, namely, limk c(A
k)1/k = |λn|
(resp., limk C(A
k)1/k = |λj| for some j, 3 j n). In these cases, the
above possible values can all be assumed by some A.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let A be a bounded linear operator on a complex Hilbert space H. The numerical range of A is,
by deﬁnition, W(A) = {〈Ax, x〉 : x ∈ H, ‖x‖ = 1}, where 〈·, ·〉 and ‖ · ‖ are the inner product and its
associated norm in H. It is known that W(A) is a bounded convex subset of the complex plane with
its closure W(A) containing the spectrum σ(A) of A. For its other properties, the reader may consult
[4, Chapter 22], [3] or [5, Chapter 1].
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To measure the location and relative size of W(A), one frequently used quantity is the numerical
radius of A: w(A) = sup{|z| : z ∈ W(A)}. In this paper, we consider two other quantities, which are
not so well known but still quite useful, namely, the Crawford number c(A) and generalized Crawford
number C(A) of A. These are deﬁned as c(A) = inf{|z| : z ∈ W(A)} and C(A) = inf{|z| : z ∈ ∂W(A)},
respectively. The former was ﬁrst considered (for ﬁnite matrices) in [1] while the latter appeared
in [2] in the study of the numerical ranges of nilpotent operators. We are concerned here with the
asymptotic behavior of the homogenized (generalized) Crawford numbers of powers of a matrix A.
Note that such a sequence c(Ak)1/k (resp., C(Ak)1/k), k 1, may not converge in general
(
as witness
the matrix A =
[
1 0
0 −1
])
. Hence we will consider instead its limit supremum. In the literature, there
are several resultsof thisnature fordifferentoperatorparameters. Forexample, it iswell knownthat, for
any operatorA, the limit of‖Ak‖1/k as k approaches inﬁnity exists and is equal to the spectral radius r(A)
(≡ sup{|z| : z ∈ σ(A)}) of A (cf. [4, Problem 88]). Since the numerical radius and the norm of A are re-
latedby‖A‖/2w(A) ‖A‖, it canbe easily seen that limk w(Ak)1/k also equals r(A). For theminimum
modulus m(A) (≡ inf{‖Ax‖ : ‖x‖ = 1}), it has been proven that limk m(Ak)1/k = dist (0, σl(A)), the
distance from the origin to the left spectrum σl(A) (≡ {z ∈ C : A − zI not left invertible}) of A (cf. [10,
Theorem 3]). If A acts on an n-dimensional space, the results on ‖ · ‖ andm(·) can be extrapolated to
singular numbers of A: limk sj(A
k)1/k = |λj| for each j, 1 j n, where sj(Ak) is the jth largest singular
number of Ak and λj is the jth largest, in modulus, eigenvalue of A (cf. [9] and also [7, Theorem 2]).
The contrast between our results for the Crawford numbers versus the ones for the numerical radius is
analogous to that for the minimummodulus versus the norm. More precisely, we show that if A is an
n-by-nmatrixwith eigenvaluesλ1, . . . , λn arranged so that |λ1| · · · |λn|, then limk c(Ak)1/k equals
either 0 or |λn| while limk C(Ak)1/k equals some |λj|, 1 j n. For A a normal matrix or of size two,
more detailed information can be obtained. For example, if A is normal, then limk c(A
k)1/k is always
equal to |λn| and limk C(Ak)1/k equals some |λj| with 3 j n. For a 2-by-2 matrix A, we give precise
conditions on A underwhich these limit suprema equal each of the asserted values. Such results for the
Crawford number (resp., generalized Crawford number) will be presented in Section 2 (resp., Section
3) below.
We end this section by giving some basic properties of the (generalized) Crawford numbers of
general operators.
Proposition 1.1. Let A and An, n 1, be operators on H. Then the following hold:
(1) c(A) = c(A∗) and C(A) = C(A∗).
(2) c(λA) = |λ|c(A) and C(λA) = |λ|C(A) for any scalar λ.
(3) 0 c(A) C(A)w(A).
(4) c(A) > 0 (resp., C(A) > 0) if and only if 0 /∈ W(A) (resp., 0 /∈ ∂W(A)).
(5) If c(A) > 0, then c(A) = C(A) dist (0, σ(A)).
(6) If A is invertible, then c(A) > 0 (resp., C(A) > 0) if and only if c(A−1) > 0 (resp., C(A−1) > 0).
(7) If An → A in norm, then c(An) → c(A) and C(An) → C(A).
(8) limk c(A
k)1/k  dist (0, σ(A)) and limk C(Ak)1/k  r(A).
Proof. (1), (2), (3) and (4) are trivial. (5) follows from the fact that σ(A) ⊆ W(A). To prove (6), we need
check that 0 ∈ W(A) (resp., 0 ∈ ∂W(A)) if and only if 0 ∈ W(A−1) (resp., 0 ∈ ∂W(A−1)). Assume ﬁrst
that 0 ∈ W(A). Then there are unit vectors xn, n 1, in H such that 〈Axn, xn〉 → 0 as n → ∞. Hence〈
A−1
(
Axn
‖Axn‖
)
,
Axn
‖Axn‖
〉
= 1‖Axn‖2 〈xn, Axn〉 =
1
‖Axn‖2 〈Axn, xn〉 → 0
since 1/‖Axn‖2  ‖A−1‖2 for all n. This shows that 0 is inW(A−1). That 0 ∈ W(A−1) implies 0 ∈ W(A)
follows by symmetry. Next assume that 0 ∈ ∂W(A)\∂W(A−1). By what we have just proven, 0 is in
the interior ofW(A−1). Let r > 0 be such that reiθ is inW(A−1) for all real θ . Then reiθ = 〈A−1xθ , xθ 〉
for some unit vector xθ in H. Hence
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re−iθ
‖A−1xθ‖2 =
〈
A−1xθ
‖A−1xθ‖ ,
xθ
‖A−1xθ‖
〉
=
〈
A
(
A−1xθ
‖A−1xθ‖
)
,
A−1xθ
‖A−1xθ‖
〉
,
which shows that re−iθ /‖A−1xθ‖2 is inW(A) for all real θ . Since |re−iθ |/‖A−1xθ‖2  r/‖A−1‖2 and 0
is inW(A), we infer from the convexity ofW(A) that re−iθ /‖A−1‖2 is inW(A) for all real θ and hence
0 is in the interior ofW(A). This contradicts our assumption. Thus 0 ∈ ∂W(A) implies 0 ∈ ∂W(A−1).
The converse follows by symmetry.
(7) follows from the fact thatAn → A in norm impliesW(An) → W(A) andalso∂W(An) → ∂W(A)
in the Hausdorffmetric (cf. [4, Problem 220]). (We remark that the assertion for the Crawford numbers
also follows from the easily veriﬁed inequality |c(An) − c(A)| ‖An − A‖ for all n.)
For the proof of (8), note that c(Ak)1/k  dist (0, σ(A)) for all k 1 by (5). Hence limk c(Ak)1/k 
dist (0, σ(A)) holds. For the generalized Crawford number, we make use of C(A)w(A) from (3).
Hence
lim
k
C(Ak)1/k  lim
k
w(Ak)1/k = r(A)
as was noted before. 
In the remaining part of this paper, we consider only ﬁnite matrices unless otherwise stated.
2. Crawford number
The main result of this section is the following theorem.
Theorem 2.1. If A is an n-by-n matrix, then limk c(A
k)1/k equals either 0 or dist (0, σ(A)).
We start the proof with the following result of Kronecker.
Lemma 2.2. If |λj| = 1 for 1 j n, then there are positive integers nk, k 1, such that limk λnkj = 1 for
all j.
Proof. Let λj = exp(2π iθj), where 0 θj < 1, for each j. We may assume that {θ1, . . . , θm, 1}
(0m n) is a maximal independent set over the ﬁeld of rational numbers. Then the same is true
for {2πθ1, . . . , 2πθm,π}. Kronecker’s theorem [6, TheoremVI.9.1] says that there are positive integers
mk , k 1, such that limk λjmk = 1 for all j, 1 jm. Let
θj = p
(j)
1
q
(j)
1
θ1 + · · · + p
(j)
m
q
(j)
m
θm + p
(j)
m+1
q
(j)
m+1
, m + 1 j n,
where p
(j)
u and q
(j)
u are relatively prime integers for each u, 1 um + 1. If nk = mk∏u,v q(v)u for k 1,
then it is easily seen that limk λ
nk
j = 1 for all j, 1 j n. 
The normal case can now be easily treated.
Proposition 2.3. If A is an n-by-n normal matrix, then limk c(A
k)1/k = supk c(Ak)1/k = dist (0, σ(A)).
In this case, limk c(A
k)1/k = 0 if and only if 0 is in W(Ak) for all k 1.
Proof. If 0 is in σ(A), then it is in σ(Ak) and hence in W(Ak) for all k. Thus limk c(A
k)1/k = supk
c(Ak)1/k = dist (0, σ(A)) = 0. Hence we may assume that 0 is not in σ(A). In view of Proposition 1.1
(2), we may further assume that A = diag (λ1, . . . , λn−1, 1), where |λj| 1 for all j, 1 j n − 1. By
Lemma 2.2, there are positive integers nk , k 1, such that limk(λj/|λj|)nk = 1 for all j. Since W(Ank)
is the convex hull of {λnk1 , . . . , λnkn−1, 1}, we infer that limk c(Ank) = 1. Hence
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1 = lim
k
c(Ank)1/nk  lim
k
c(Ak)1/k  sup
k
c(Ak)1/k  dist (0, σ(A)) = 1,
where the last inequality is by Proposition 1.1 (5). Our assertions follow. 
We next prove for matrices of size two. The proof engenders all the essential ingredients of the one
for general matrices. Recall that if A =
[
a c
0 b
]
, then W(A) equals the elliptic disc with foci a and b
and with minor axis of length |c| (cf. [4, p. 113]).
Proposition 2.4. Let A =
[
a c
0 b
]
. Then
lim
k
c(Ak)1/k =
{
min{|a|, |b|} if either c = 0 or c /= 0, a /= b and |a| = |b|,
0 otherwise.
In this case, limk c(A
k)1/k = 0 if and only if 0 is in W(Ak) for all large k.
Proof. If a = 0 or b = 0, then 0 is in σ(Ak) and hence inW(Ak) for all k. Thus c(Ak) = 0 for all k and
therefore limk c(A
k)1/k = 0. For the remaining part of the proof, we assume that a, b /= 0. Four cases
are considered separately:
(1) c /= 0 and a = b. In this case,
Ak =
[
ak ckak−1
0 ak
]
= ak
[
1 ck/a
0 1
]
.
Since 0 is inW
([
1 ck/a
0 1
])
and hence inW(Ak) for all large k, we have c(Ak) = 0 for such k’s.
Thus limk c(A
k)1/k = 0.
(2) c /= 0 and |a| /= |b|. In view of Proposition 1.1 (2), we may assume that a = 1 > |b|. Since
Ak =
[
1 c(1 − bk)/(1 − b)
0 bk
]
→
[
1 c/(1 − b)
0 0
]
as k → ∞, we obtain 0 ∈ W(Ak) for all large k. Hence limk c(Ak)1/k = 0.
(3) c = 0. In this case, A is normal. Hence our assertion follows form Proposition 2.3.
(4) c /= 0, a /= b and |a| = |b|. Wemay assume that |a| = |b| = 1. Let nk , k 1, be positive integers
such that limk a
nk = limk bnk = 1 by Lemma 2.2. Then
Ank =
[
ank c(ank − bnk)/(a − b)
0 bnk
]
→
[
1 0
0 1
]
ask → ∞. Hence limk c(Ak)1/k  limk c(Ank)1/nk = 1. Theconverse inequality followsbyPropo-
sition 1.1 (8). 
Note that in general limk c(A
k)1/k is smaller than supk c(A
k)1/k even for a 2-by-2 matrix A. One
example is A =
[
1 1
0 1
]
for which the former equals 0 while the latter 1/2. For general matrices, the
condition for their equality will be given in Proposition 2.8.
For the ease of exposition, we deﬁne three types of matrices, which correspond roughly to the four
cases in the proof of Proposition 2.4.
Deﬁnition 2.5. A matrix A is said to be of type I if its eigenvalues have equal moduli and it is unitarily
equivalent to a matrix of the form
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⎡
⎣∗ ∗ ∗0 A′ ∗
0 0 ∗
⎤
⎦ ,
where A′ is not a scalar matrix and has equal eigenvalues, it is of type II if it is irreducible and has two
eigenvalues with unequal moduli, and it is of type III if it is unitarily equivalent to a matrix of the form⎡
⎢⎢⎣
λ1I1 ∗
. . .
0 λmIm
⎤
⎥⎥⎦ ,
where |λ1| = · · · = |λm| and the λj ’s are distinct.
Recall that a matrix is irreducible if it is not unitarily equivalent to the direct sum of any two other
matrices.
Note that a matrix of type I or II has size at least two while a size-onematrix is of type III. A general
(resp., normal) matrix is unitarily equivalent to a direct sum of irreducible matrices of type I, II or III
(resp., of type III).
The next lemma deals with matrices of types I and II.
Lemma 2.6. If A is an n-by-n matrix of type I (even without the requirement of equal-moduli eigenvalues)
or type II, then 0 is in W(Ak) for all large k and hence limk c(A
k)1/k = 0.
Proof.
(1) A is of type I. Let
A =
⎡
⎣∗ ∗ ∗0 A′ ∗
0 0 ∗
⎤
⎦ ,
whereA′ = [aij]mi,j=1 (2m n) is upper triangular (aij = 0 for all i > j), invertible (λi ≡ aii /= 0
for all i) with λ1 = · · · = λm, and is not a scalar matrix. Then there are i0 and j0 with i0 < j0
such that ai0j0 /= 0 and aij = 0 for all i and j satisfying either i < i0 or i = i0 and j < j0. If
B =
[
λ1 ai0j0
0 λ1
]
,
then Bk is a submatrix of Ak for all k 1 and 0 is in W(Bk) for all large k by Proposition 2.4 (1).
Hence 0 is inW(Ak) for all large k.
(2) A is of type II. Wemay assume that A = [aij]ni,j=1 with aij = 0 for i > j, λi ≡ aii /= 0 for all i, and|λ1| = · · · = |λm| > |λm+1|, . . . , |λn| for some m, 1m < n. Since A is irreducible, there are
i0 and j0 with 1 i0 m and m < j0  n such that ai0j0 /= 0 and aij = 0 for all i and j satisfying
either i = i0 andm < j < j0 or i0 < im andm < j n. Let
B =
[
λi0 ai0j0
0 λj0
]
.
By Proposition 2.4 (2), we have 0 ∈ W(Bk) for all large k. Since Bk is a submatrix of Ak for all k,
we obtain 0 ∈ W(Ak) for all large k. 
The following lemma is useful in proving for type-III matrices.
Lemma 2.7. Let A = [Aij]ni,j=1 (n 2) on H =
∑n
j=1 ⊕ Hj be an n-by-n upper-triangular operator matrix
with Aij = 0 for all i > j and Aii = λiIi for all i, where the λi’s are distinct with equal moduli and Ii denotes
the identity operator on Hi. If A
k = [(Ak)ij]ni,j=1 for k 1, then, for each pair (i, j) with i < j, there are
operators Bl, i + 1 l j, from Hj to Hi such that
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(Ak)ij =
j∑
l=i+1
λki − λkl
λi − λl Bl for all k 1.
Proof. We prove this by induction on n. For n = 2, we have
Ak =
[
λk1I1 [(λk1 − λk2)/(λ1 − λ2)]A12
0 λk2I2
]
.
Hence B2 = A12 meets our requirement. Next assuming that our assertion is true for all operator
matrices of size less than n, we prove it for n. If (i, j) /= (1, n), then this follows by the induction
hypothesis for the (n − 1)-by-(n − 1) submatrix [Aij]n−1i,j=1 or [Aij]ni,j=2 ofA.Henceweneedonlyconsider
for (i, j) = (1, n). In this case, we have
(Ak)1n = (AAk−1)1n = λ1(Ak−1)1n +
n∑
j=2
A1j(A
k−1)jn
and similarly
(Ak−1)1n = λ1(Ak−2)1n +
n∑
j=2
A1j(A
k−2)jn.
Substituting the latter into the former yields
(Ak)1n = λ21(Ak−2)1n +
n∑
j=2
A1j
(
(Ak−1)jn + λ1(Ak−2)jn
)
.
Continuing in this fashion, we obtain
(Ak)1n = λk−11 A1n +
n∑
j=2
A1j
⎛
⎝k−2∑
p=0
λ
p
1(A
k−p−1)jn
⎞
⎠
=
⎛
⎝k−1∑
p=0
λ
p
1λ
k−p−1
n
⎞
⎠ A1n + n−1∑
j=2
A1j
⎛
⎝k−2∑
p=0
λ
p
1(A
k−p−1)jn
⎞
⎠ . (1)
The induction hypothesis on the submatrix [Aij]ni,j=m, 2m n, says that for any j, 2 j n, there are
operators Bjl , j + 1 l n, from Hn to Hj such that
(Ak)jn =
n∑
l=j+1
λkj − λkl
λj − λl Bjl (2)
for all k 1. Substituting (2) into (1) yields
(Ak)1n = λ
k
1 − λkn
λ1 − λn A1n +
n−1∑
j=2
A1j
⎛
⎝k−2∑
p=0
λ
p
1
⎛
⎝ n∑
l=j+1
λ
k−p−1
j − λk−p−1l
λj − λl Bjl
⎞
⎠
⎞
⎠ . (3)
Since
k−2∑
p=0
λ
p
1
λ
k−p−1
j − λk−p−1l
λj − λl =
1
λj − λl
⎛
⎝λk1 − λkj
λ1 − λj −
λk1 − λkl
λ1 − λl
⎞
⎠ ,
from (3) we obtain
(Ak)1n = λ
k
1 − λkn
λ1 − λn A1n +
n−1∑
j=2
n∑
l=j+1
⎛
⎝λk1 − λkj
λ1 − λj −
λk1 − λkl
λ1 − λl
⎞
⎠( 1
λj − λl A1jBjl
)
,
which, when expanded, gives the asserted form for (Ak)1n. 
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We are now ready to prove Theorem 2.1.
Proof of Theorem2.1.Wemay assume that A = A1 ⊕ · · · ⊕ Aq, where the Aj ’s are all upper triangular
and irreducible. Assume that limk c(A
k)1/k /= 0. Then, in particular, A is invertible and limk c(Akj )1/k /=
0 for all j. By Lemma 2.6, each Aj is of type III, say, of the form
Aj =
⎡
⎢⎢⎣
λj1Ij1 ∗
. . .
0 λjmj Ijmj
⎤
⎥⎥⎦ , 1 j q,
where |λj1| = · · · = |λjmj | for all j. Assume that dist (0, σ(A)) = |λ11|. Then replacing A by A/λ11, we
may assume that λ11 = 1 and |λjl| 1 for all j and l. By Lemma 2.2, there are positive integers nk ,
k 1, such that limk(λjl/|λjl|)nk = 1 for all j and l. Then Ank behaves asymptotically like∑j,l ⊕(λnkjl Ijl)
as k → ∞ by Lemma 2.7. Since the numerical range of the latter matrix is the convex hull of {λnkjl :
1 j q, 1 lmj}, we infer that limk c(Ank) = 1. Thus
dist (0, σ(A)) = 1 = lim
k
c(Ank)1/nk  lim
k
c(Ak)1/k  sup
k
c(Ak)1/k  dist (0, σ(A)),
where the last inequality is by Proposition 1.1 (5). Therefore, limk c(A
k)1/k = supk c(Ak)1/k =
dist (0, σ(A)) and our assertion follows. 
The above proof also yields the following proposition.
Proposition 2.8. Let A be an n-by-n matrix. Then limk c(A
k)1/k = supk c(Ak)1/k if and only if either
limk c(A
k)1/k /= 0 or 0 is in W(Ak) for all k 1.
Our last result of this section gives conditions on A for which limk c(A
k)1/k equals 0.
Proposition 2.9. Let A be an n-by-n matrix. Then the following conditions are equivalent:
(1) limk c(A
k)1/k = 0;
(2) one of the following holds:
(a) A is noninvertible;
(b) A is unitarily equivalent to a matrix of the form
⎡
⎣∗ ∗ ∗0 A′ ∗
0 0 ∗
⎤
⎦ , where A′ is not a scalar matrix
and has equal eigenvalues;
(c) A is unitarily equivalent to
⎡
⎣∗ ∗ ∗0 A′ ∗
0 0 ∗
⎤
⎦, where A′ is irreducible and has two eigenvalueswith
unequal moduli;
(3) 0 is in W(Ak) for all large k.
Proof. To prove (1) ⇒ (2), assume that (1) holds and A = A1 ⊕ · · · ⊕ Aq, where the Aj ’s are upper
triangular and irreducible. If (a), (b) and (c) are all false, then all the Aj ’s are invertible and of type III.
Arguingas in theproofof Theorem2.1,weobtain limk c(A
k)1/k = dist (0, σ(A)) /= 0,whichcontradicts
(1). Hence (1) ⇒ (2) is true. Finally, (2) ⇒ (3) is a consequence of Lemma 2.6 and (3) ⇒ (1) is
trivial. 
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3. Generalized Crawford number
In this section, we consider the limit supremum of C(Ak)1/k , k 1, for a ﬁnite matrix A. The next
theorem is our main result.
Theorem 3.1. For any n-by-n matrix A with eigenvalues λ1, . . . , λn, the quantity limk C(A
k)1/k equals
some |λj|, 1 j n.
We start with the 2-by-2 matrices. Its proof is the harbinger of the one for the general case.
Proposition 3.2. Let A =
[
a c
0 b
]
. Then
lim
k
C(Ak)1/k =
{
min{|a|, |b|} if c = 0,
max{|a|, |b|} if c /= 0.
Proof. We consider four cases separately:
(1) c /= 0 and a = b. If a = b = 0, then Ak = 0 and C(Ak) = 0 for all k 2. Thus limk C(Ak)1/k =
0 = max{|a|, |b|} in this case. Assume next that a = b /= 0. Then
Ak =
[
ak ckak−1
0 ak
]
= ak
[
1 ck/a
0 1
]
and
C(Ak) = |a|k
( |c|k
2|a| − 1
)
for all large k. Hence
C(Ak)1/k = |a|
( |c|k
2|a| − 1
)1/k
→ |a|
as k → ∞. This shows that limk C(Ak)1/k = |a| = max{|a|, |b|}.
(2) c /= 0 and |a| /= |b|. We may assume that a = 1 > |b|. Then
Ak =
[
1 c(1 − bk)/(1 − b)
0 bk
]
−→
[
1 c/(1 − b)
0 0
]
≡ B
as k → ∞. Hence C(Ak) → C(B) > 0 by Proposition 1.1 (7) and thus C(Ak)1/k → 1 =
max{|a|, |b|} as k → ∞.
(3) c = 0. On the one hand, we have
lim
k
C(Ak)1/k  lim
k
c(Ak)1/k = min{|a|, |b|}
by Proposition 2.4. On the other, since dist (0, ∂W(A)) dist (0, σ(A)) for any 2-by-2 normal
matrix A, we have C(Ak)1/k min{|a|, |b|} for all k. Thus limk C(Ak)1/k min{|a|, |b|} and our
asserted equality holds.
(4) c /= 0, a /= b and |a| = |b|. In this case, limk C(Ak)1/k = |a| can be proved as in case (4) of the
proof of Proposition 2.4. 
The next two lemmas are useful in the proof of Theorem 3.1.
Lemma 3.3. Let A be an n-by-n matrix. If limk C(A
k)1/k = 0, then A is not invertible.
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Proof. Our assumption implies that limk c(A
k)1/k = 0. If A is invertible, then, by Proposition 2.9, A is
unitarily equivalent to a matrix of the form
⎡
⎣∗ ∗ ∗0 A′ ∗
0 0 ∗
⎤
⎦ , where either A′ is not a scalar matrix and
has equal eigenvalues or it is irreducible and has two eigenvalues with unequal moduli. In either case,
the proof of Lemma 2.6 yields a 2-by-2 nonnormal matrix B such that r(B) = r(A′), Bk is a submatrix
of Ak for all k 1, and 0 is inW(Bk) for all large k. Then
0 = lim
k
C(Ak)1/k  lim
k
C(Bk)1/k = r(B) = r(A′) > 0
by Proposition 3.2, which is absurd. Hence A is not invertible. 
A complete characterization of matrices Awith limk C(A
k)1/k = 0 is given in Theorem 3.8.
In the following, the convex hull of a subset  of the plane is denoted by ∧.
Lemma 3.4. Let A = B ⊕ C1 ⊕ · · · ⊕ Cq be an n-by-nmatrix, where the Cj’s are all of type III. If 0 is in the
interior of W(A) and W(A) = (W(C1) ∪ · · · ∪ W(Cq))∧, then limk C(Ak)1/k min{r(C1), . . . , r(Cq)}.
Proof. We may assume that c ≡ min{r(C1), . . . , r(Cq)} > 0 and even c = 1 (by considering A/c in-
stead of A). Since 0 is in the interior of W(A), there is an ε > 0 such that Dε ≡ {z ∈ C : |z| < ε} is
contained inW(A). Assume that
Cj =
⎡
⎢⎢⎣
λj1Ij1 ∗
. . .
0 λjmj Ijmj
⎤
⎥⎥⎦ , 1 j q,
where |λj1| = · · · = |λjmj | = r(Cj) for all j. By Lemma 2.2, there are positive integers nk , k 1, such
that limk(λjl/r(Cj))
nk = 1 for all j and l. We deduce, using Lemma 2.7, that, for each j, (Cj/r(Cj))nk → I
as k → ∞ and hence W(Cnk+1j )/r(Cj)nk is asymptotically close to W(Cj) (in the Hausdorff metric)
for large k. Since Dε ⊆ W(A) = (W(C1) ∪ · · · ∪ W(Cq))∧, we obtain Dε/2 ⊆ ((W(Cnk+11 )/r(C1)nk) ∪
· · · ∪ (W(Cnk+1q )/r(Cq)nk))∧ for all large k. It follows that
Dε/2 ⊆ (W(Cnk+11 ) ∪ · · · ∪ W(Cnk+1q ))∧ ⊆ W(Ank+1)
for large k because r(Cj) 1 for all j. Hence C(Ank+1) ε/2 for large k and therefore
lim
k
C(Ak)1/k  lim
k
C(Ank+1)1/(nk+1)  1 = min{r(C1), . . . , r(Cq)}. 
We are now ready for the proof of Theorem 3.1.
Proof of Theorem 3.1. Assume that A = B1 ⊕ · · · ⊕ Bp ⊕ C1 ⊕ · · · ⊕ Cq, where the Bi’s are of type
I or II and the Cj ’s are of type III. Let c = limk C(Ak)1/k and let the eigenvalues λj of A be arranged
as |λ1| · · · |λn|. If c = 0, then λn = 0 by Lemma 3.3, in which case c = |λn|as required. For
the remaining part of the proof, we assume that c > 0. Let nk , k 1, be positive integers such that
limk C(A
nk)1/nk = c. We may assume that 0 is in the interior of W(Ank) for all k. Indeed, if there are
inﬁnitely many k’s, say, k′ for which 0 is not in IntW(Ank′ ), then C(Ank′ ) = c(Ank′ ) for all such k′’s.
Hence we have
c = lim
k′
C(Ank′ )1/nk′ = lim
k′
c(Ank′ )1/nk′  lim
k
c(Ak)1/k  lim
k
C(Ak)1/k = c.
This shows that c = limk c(Ak)1/k . Since c > 0, we obtain c = |λn| by Theorem 2.1. Hence in the
following we may assume that 0 ∈ IntW(Ank) for all k. Since there are only ﬁnitely many subsets of
the set of summands {Bi, Cj : 1 i p, 1 j q} of A, by the pigeonhole principle there is a
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subsequence {ml}∞l=1 of {nk}∞k=1 andthereareBi1 , . . . , Bis , Cj1 , . . . , Cjt (1 i1 < · · · < is  pand1 j1 <· · · < jt  q) such that, for all l 1,
W(Aml) =
⎛
⎝
⎛
⎝ ⋃
1 u s
W
(
B
ml
iu
)⎞⎠ ∪
⎛
⎝ ⋃
1 v t
W
(
C
ml
jv
)⎞⎠
⎞
⎠∧ , (4)
∂W(Aml) ∩ ∂W
(
B
ml
iu
)
/= ∅ for all u, 1 u s,
and
∂W(Aml) ∩ ∂W(Cmljv ) /= ∅ for all v, 1 v t. (5)
Let d = min{r(Biu), r(Cjv) : 1 u s, 1 v t}.We claim that c = d.
To prove c  d, let z be any point in ∂W(Aml) ∩ ∂W(Bmliu ). We have C(Aml) |z| ‖Bmliu ‖. Hence
c = lim
l
C(Aml)1/ml  lim
l
‖Bmliu ‖1/ml = r(Biu)
for all u. Similarly, we have c  r(Cjv) for all v. Thus c  d as asserted.
For the proof of c  d, we assume that d > 0. Two cases are considered separately: (a) s 1. In this
case, the proof is analogous to the one for Lemma 3.3. Indeed, assume that min{r(Biu) : 1 u s} =
r(Bi1). Since Bi1 is of type I or type II, by the proof of Lemma 2.6, there is a 2-by-2 nonnormal matrix B
such that r(B) = r(Bi1), Bk is a submatrix of Bki1 for all k 1 and 0 is inW(Bk) for all large k. Then
c = lim
k
C(Ak)1/k  lim
k
C(Bk)1/k = r(B) = r(Bi1) d,
where the equality of limk C(B
k)1/k and r(B) is by Proposition 3.2. This gives c  d in case (a). (b) s = 0.
In this case, since 0 is in the interior ofW(Am1) andW(Am1) = (∪1 v tW(Cm1jv ))∧ from (4), we have
limk C(A
m1k)1/k min{r(Cm1jv ) : 1 v t} = dm1 by Lemma 3.4 and hence
c  lim
k
C(Am1k)1/(m1k)  d
as desired. This shows that c = d. 
For normal matrices, more can be said.
Proposition 3.5. If A is an n-by-n (n 3) normal matrix with eigenvalues λ1, . . . , λn satisfying|λ1| · · · |λn| , then limk C(Ak)1/k = supk C(Ak)1/k = |λj| for some j, 3 j n.
Proof. Let c = limk C(Ak)1/k and assume that A = diag (λ1, . . . , λn). Then A can be considered as
the direct sum [λ1] ⊕ · · · ⊕ [λn] of the 1-by-1 type-III matrices [λj]. Arguing as in the proof of
Theorem 3.1, we see that if either c = 0 or 0 is not in IntW(Ank) for inﬁnitely many indices nk with
limk C(A
nk)1/nk = c, then c = |λn|. For the remaining case, it was shown in the proof of Theorem
3.1 that c = min{|λjv | : 1 v t} = |λjt | for some indices jv (1 j1 < · · · < jt  n). Since 0 is in
IntW(Am1) = Int {λm1jv : 1 v t}∧ by (4) and λm1jv is in ∂W(Am1) for all v by (5), we infer that t  3
and hence jt  3.
To prove that c = supk C(Ak)1/k , we need only check C(Ak0)1/k0  c for all k0  1. If 0 is not in
W(Ak0), then
C(Ak0)1/k0 = c(Ak0)1/k0  |λn| c
by Proposition 1.1 (5) and Theorem 3.1. If 0 is in ∂W(Ak0), then C(Ak0)1/k0 = 0 c. Hence we may
assume that 0 is in IntW(Ak0). Assume further that W(Ak0) is the polygonal region with vertices
λ
k0
j1
, . . . , λ
k0
jt
(3 t  n and 1 j1 < · · · < jt  n) and λjt = 1 (by considering A/λjt instead of A). By
Lemma 2.2, there are positive integers nk , k 1, such that limk(λ
k0
j /|λk0j |)nk = 1 for all nonzero λj ,
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1 j n. Letting mk = k0(nk + 1) for k 1, we infer that W(Amk) is asymptotically close to W(Ak0)
(in theHausdorffmetric) and hence {z ∈ C : |z| < C(Ak0)/2} ⊆ W(Amk) for all large k. Thus C(Amk)
C(Ak0)/2 for all large k. It follows that
c  lim
k
C(Amk)1/mk  1 = λjt  C(Ak0)1/k0
as required. 
Note that, for an n-by-n normal matrix Awith eigenvalues λ1, . . . , λn satisfying |λ1| · · · |λn|, if
n 3, then limk C(Ak)1/k = |λn| by Propositions 3.2 and 3.5 while if n 4, then limk C(Ak)1/k can be
any of |λj|, 3 j n. This is seen by the following example.
Example 3.6. For any n 4 and any j0, 3 j0  n, let
λj =
⎧⎪⎪⎨
⎪⎪⎩
(j0 − j + 1) exp(2π i/3) if 1 j j0 − 2,
2 exp(4π i/3) if j = j0 − 1,
1 if j = j0,
1/j if j0 < j n,
and let A = diag (λ1, . . . , λn). Then C(Ak) 1 for all k 1 and limk C(A3k+1) =
√
3/2. Hence
limk C(A
k)1/k = 1 = |λj0 |.
Similarly, for a general matrix A, limk C(A
k)1/k can be any of the |λj|’s as the preceding example
(for n 4 and j 3) and the next (for n 3 and j = 1 or 2) show.
Example 3.7. For any n 3, let
A1 =
[
1 1
0 1/2
]
⊕ diag
(
1
3
,
1
4
, . . . ,
1
n
)
and
A2 = [1] ⊕
[
1/2 1
0 1/3
]
⊕ diag
(
1
4
,
1
5
, . . . ,
1
n
)
.
Using Proposition 3.2, we can easily show that limk C(A
k
1)
1/k = 1 and limk C(Ak2)1/k = 1/2.
We conclude this section with the following theorem characterizing those matrices A with
limk C(A
k)1/k = 0.
Theorem 3.8. For an n-by-n matrix A, limk C(A
k)1/k = 0 if and only if there is an m 1 such that 0 /∈
∂W(Am−1) and 0 ∈ ∂W(Ak) for all km. In this case, A is unitarily equivalent to a matrix of the form
B ⊕ C, where B must be present satisfying Bm−1 /= 0 and Bm = 0 for some m 1, and C is invertible (but
may be absent).
Proof. Assume that c ≡ limk C(Ak)1/k = 0 and A = B1 ⊕ · · · ⊕ Bp ⊕ C1 ⊕ · · · ⊕ Cq, where the Bi’s
are of type I or II and the Cj ’s are of type III. We ﬁrst check that the Bi’s are all nilpotent. Indeed, if
r(Bi0) > 0 for some i0, then, by the proof of Lemma 2.6, there is a 2-by-2 nonnormal matrix B
′ such
that r(B′) = r(Bi0), B′k is a submatrix of Bki0 for all k 1 and 0 is inW(B′k) for all large k. Then
c  lim
k
C(B′k)1/k = r(B′) = r(Bi0) > 0,
where the equality of limk C(B
′k)1/k and r(B′) is by Proposition 3.2. This leads to a contradiction. Hence
the Bi’s must all be nilpotent. Let B be the direct sum of the Bi’s together with those nilpotent Cj ’s. Say,
A = B ⊕ C1 ⊕ · · · ⊕ Cq′ , where the Cj ’s, 1 j q′, are all invertible type-III matrices. Assume that 0 /∈
∂W(Ak) for inﬁnitely many k’s. Since c = 0, Theorem 3.1 implies that 0 ∈ σ(A) and hence 0 ∈ W(Ak)
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for all k 1. Thus 0 is in IntW(Ak) for inﬁnitely many k’s. Let k0  n be such that 0 ∈ IntW(Ak0). Then
Ak0 = 0 ⊕ Ck01 ⊕ · · · ⊕ Ck0q′ , and hence
W(Ak0) =
(
{0} ∪ W
(
C
k0
1
)
∪ · · · ∪ W
(
C
k0
q′
))∧ = ({0} ∪ (W (Ck01 ) ∪ · · · ∪ W (Ck0q′
))∧)∧
.
If 0 is not in (W(C
k0
1 ) ∪ · · · ∪ W(Ck0q′ ))∧, then it will be in ∂W(Ak0), a contradiction. Hence we have
W(Ak0) = (W(Ck01 ) ∪ · · · ∪ W(Ck0q′ ))∧. From Lemma 3.4, we infer that
c  lim
k
C
(
Ak0k
)1/(k0k)  (min {r (Ck01 ) , . . . , r (Ck0q′
)})1/k0 = min {r(C1), . . . , r(Cq′)} > 0,
which leads to a contradiction. Hence there is anm 1 such that 0 /∈ ∂W(Am−1) and 0 ∈ ∂W(Ak) for
all km. Conversely, under this condition, we obviously have C(Ak) = 0 for all km and hence c = 0.
In this case, the arguments in the preceding paragraph yield A = B ⊕ C1 ⊕ · · · ⊕ Cq′ as above.
We claim that 0 ∈ ∂W(Am) implies Bm = 0. Indeed, if otherwise, then Bm, being a nonzero nilpotent
matrix, is unitarily equivalent to an upper-triangular matrix [bij]with bij = 0 for all i j and bi0j0 /= 0
for some i0 < j0. Therefore, 0 is in IntW
([
0 bi0j0
0 0
])
and hence in IntW(Am), which contradicts our
assumption of 0 in ∂W(Am). Thus we have Bm = 0.
Note that B must be present in the decomposition A = B ⊕ C1 ⊕ · · · ⊕ Cq′ of A. This is because if
otherwise then 0 = c  dist (0, σ(A)) (by Theorem 3.1) implies that A = C1 ⊕ · · · ⊕ Cq′ is noninvert-
ible, a contradiction.
Finally, assume that Bm−1 = 0. Since A is noninvertible, 0 is in σ(Am−1) and hence in W(Am−1).
Our assumption 0 /∈ ∂W(Am−1) implies that 0 ∈ IntW(Am−1). On the other hand, since Am−1 = 0 ⊕
C
m−1
1 ⊕ · · · ⊕ Cm−1q′ , we have
W(Am−1) =
(
{0} ∪ W
(
C
m−1
1
)
∪ · · · ∪ W
(
C
m−1
q′
))∧
=
(
{0} ∪
(
W
(
C
m−1
1
)
∪ · · · ∪ W
(
C
m−1
q′
))∧)∧
.
If 0 is not in (W(Cm−11 ) ∪ · · · ∪ W(Cm−1q′ ))∧, then it must be in ∂W(Am−1), a contradiction. Thus
W(Am−1) = (W(Cm−11 ) ∪ · · · ∪ W(Cm−1q′ ))∧. Lemma 3.4 then implies that
c  lim
k
C(A(m−1)k)1/((m−1)k) 
(
min
{
r
(
C
m−1
1
)
, . . . , r
(
C
m−1
q′
)})1/(m−1)
= min{r(C1), . . . , r(Cq′)} > 0,
again a contradiction. This shows that Bm−1 /= 0 as asserted. 
As pointed out by the referee, the decomposition B ⊕ C of A in the preceding theorem is a special
type of the Fitting decomposition of A (cf. [8, pp. 151–152]).
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