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Título	 del	 trabajo:	 Desarrollo	 de	 una	 red	 neuronal	 artificial	 para	 la	 predicción	 de	 la	
ampacidad		
Resumen:	 El	 objetivo	 de	 este	 trabajo	 es	 diseñar	 y	 llevar	 a	 cabo	 una	 red	 neuronal	




Laburpena:	 Lan	 honen	 helburua	 goi-tentsio	 linea	 bateko	 aldagai	 meteorologikoak	
iragartzeko	gai	den	 sare	neuronal	artifizial	bat	diseinatzea	eta	burutzea	da.	 Sare	hau	




capable	of	 predicting	 the	meteorological	 variables	of	 a	high	 voltage	 line.	 In	order	 to	


























































































investigación	 por	 la	 candidata:	 el	 uso	 de	 las	 redes	 neuronales	 artificiales	 para	 la	
predicción	de	la	ampacidad.	
Las	 redes	 neuronales	 artificiales	 son	 un	 modelo	 computacional	 inspirado	 en	 el	
comportamiento	 observado	 en	 su	 homólogo	 biológico.	 Consiste	 en	 un	 conjunto	 de	
unidades,	llamadas	neuronas	artificiales,	conectadas	entre	sí	para	transmitirse	señales.	
La	 información	 de	 entrada	 atraviesa	 la	 red	 neuronal,	 donde	 se	 somete	 a	 diversas	
operaciones,	produciendo	unos	valores	de	salida.	
Las	redes	neuronales	aprenden	y	se	forman	a	sí	mismas,	en	lugar	de	ser	programadas	
de	 forma	 explícita,	 y	 sobresalen	 en	 áreas	 donde	 la	 detección	 de	 soluciones	 o	
características	 es	 difícil	 de	 expresar	 con	 la	 programación	 convencional.	 Las	 redes	






ambientales	 en	 que	 se	 encuentre	 el	 conductor,	 su	 sección,	 el	 material	 de	 su	
aislamiento	y	de	la	cantidad	de	conductores	agrupados.	
En	 este	 trabajo	 se	pretende	 llevar	 a	 cabo	el	 diseño	de	una	 red	neuronal	 en	RStudio	
(véase	el	Anexo	II)	capaz	de	predecir	condiciones	ambientales,	como	la	temperatura,	el	
viento	y	 la	radiación,	que	serán	después	utilizadas	para	calcular	 la	ampacidad	de	una	
línea	 de	 alta	 tensión	 situada	 en	 Elgoibar.	 Para	 ello,	 este	 documento	 utiliza	 un	 gran	












Como	 parte	 del	 proyecto	 piloto	 para	 la	 predicción	 de	 la	 ampacidad	 de	 la	 línea,	 se	
colocó	 un	 sistema	 de	medición	 en	 una	 línea	 de	 distribución.	 Estaba	 compuesto	 por	
varios	 dispositivos	 instalados	 en	 una	 torre	 de	 transporte:	 sensores	 de	 temperatura	
ambiente	y	radiación	solar	a	4	m	de	altura	y	un	anemómetro	ultrasónico	que	medía	la	
















































El	 aumento	 de	 la	 temperatura	 del	 conductor	 implica	 una	 dilatación	 de	 este,	 por	
consecuencia	se	ve	sometido	a	esfuerzos	mecánicos	y	a	la	variación	de	la	flecha	de	la	
catenaria.	Además,	un	aumento	excesivo	de	la	temperatura	del	conductor	podría	llevar	
a	 reducir	 considerablemente	 la	 distancia	 del	 conductor	 respecto	 del	 suelo	 u	 otras	
líneas	que	se	pudieran	cruzar,	lo	que	implicaría	un	peligro	para	la	seguridad	pública.	
La	 ampacidad	 de	 una	 línea	 es	 dinámica	 y	 depende	 de	 la	 velocidad	 del	 viento,	 la	
temperatura	 ambiente	 y	 la	 radiación	 solar.	 La	 radiación	 y	 la	 temperatura	 ambiente	
aumentan	 la	temperatura	del	conductor	y	por	ello	reducen	su	ampacidad.	En	el	caso	




El	 funcionamiento	de	 la	 red	y	el	mercado	de	 la	energía	están	planeados	con	algunas	
horas	 de	 anticipación.	 Sería	 muy	 útil	 disponer	 de	 la	 predicción	 de	 la	 ampacidad	
esperada	 de	 la	 red	 con	 varias	 horas	 de	 antelación	 para	 poder	 gestionar	 el	 flujo	 de	



















su	 ampacidad,	 están	 relacionados	 entre	 sí,	 dependen	 del	 estado	 de	 la	 atmosfera,	 y	
tienen	unos	ciclos	de	variación	diarios	y	estacionales.	Sin	embargo,	en	las	ecuaciones	
de	balance	térmico	de	los	conductores,	se	estudian	individualmente.	El	parámetro	que	
tiene	 mayor	 influencia	 en	 los	 conductores	 es	 el	 viento,	 su	 velocidad	 y	 su	 dirección	





























El	 procesamiento	 de	 información	 de	 carácter	 redundante,	 imprecisa	 y	 distorsionada	
posee	un	papel	primordial	para	la	resolución	de	problemas	reales	de	clasificación	o	de	
predicción	en	muchas	áreas	científicas.	Una	de	 las	metodologías	más	utilizadas	en	 la	
última	década	 es	 los	modelos	 de	 redes	 neuronales	 (Neural	Networks).	 Son	métodos	
estadísticos	 que	 pueden	 ser	 modificados	 y	 mejorados	 a	 partir	 de	 los	 resultados	
obtenidos	 y	 que	 de	 esta	 forma	 se	 asemejan	 en	 su	 adaptación	 al	 proceso	 de	
“aprendizaje”.	
Este	 aprendizaje	 se	 produce	 mediante	 un	 estilo	 de	 computación	 denominado	 en	
paralelo	que	 intenta	 simular	 algunas	de	 las	 capacidades	que	posee	nuestro	 cerebro.	
Por	esta	 razón	se	 las	definen	como	redes	neuronales	artificiales	para	distinguirlas	de	
los	modelos	biológicos.		
Los	 tres	 elementos	 clave	 de	 los	 sistemas	 biológicos	 que	 pretenden	 emular	 los	
artificiales	 son:	 el	 procesamiento	 en	 paralelo,	 la	 memoria	 distribuida	 y	 la	




permite	 a	 los	 modelos	 biológicos	 ser	 tolerantes	 a	 los	 fallos,	 debido	 a	 que	 muchas	
neuronas	pueden	realizar	tareas	similares	produciéndose	intercambios	de	funciones.	Y	
por	último,	la	adaptabilidad	garantiza	el	proceso	de	aprendizaje.	
El	 diseño	 de	 las	 redes	 neuronales	 artificiales	 (véase	 la	 Figura	 2),	 incorpora	
características	 biológicas,	 generando	 un	 claro	 paralelismo	 entre	 estos	 y	 el	 modelo	
neuronal	 biológico	 (véase	 la	 Figura	 3).	 Así	 conceptos,	 como	 por	 ejemplo,	 dendritas,	
axón,	 sinapsis	 y	 cuerpo	 o	 soma	 que	 son	 parte	 de	 las	 neuronas,	 se	 utilizan	 en	 los	






















El	 segundo	 aspecto	 es	 la	 tipología	 de	 las	 unidades	 de	 procesamiento	 o	 neuronas.	








vector	 de	 salida	 (variables	 endógenas),	 en	 cambio	 las	 neuronas	 ocultas,	 tienen	 la	




El	 tercer	 aspecto	 descansa	 en	 el	 tipo	 de	 conexiones	 que	 se	 establecen	 entre	 las	
unidades	de	procesamiento	o	neuronas.	Así	tenemos,	en	primer	lugar,	los	modelos	que	
se	propagan	en	una	sola	dirección,	denominados	feed-forward	(véase	la	Figura	5)	y	en	
segundo	 lugar,	 los	modelos	recurrentes,	cuyas	conexiones	se	establecen	en	todas	 las	













El	 cuarto	aspecto	hace	 referencia	a	 los	paradigmas	de	aprendizaje.	Existen	principal-	
mente	 dos	 tipos,	 supervisado	 y	 no	 supervisado.	 El	 primero	 de	 ellos,	 consiste	 en	
adaptar	los	pesos	o	las	conexiones	de	las	neuronas	para	conseguir	el	mejor	resultado	





En	 términos	 generales	 la	 metodología	 que	 subyace	 en	 un	 modelo	 neuronal	 es	 la	
utilización	de	 arquitecturas	 y	 reglas	 de	 aprendizaje	 que	permitan	 la	 extracción	de	 la	






!	 desconocida.	 A	 continuación	 se	 	 desarrolla	 un	 conjunto	 de	 características	 que	























































representan	 la	 intensidad	de	 la	 interacción	entre	neuronas,	 es	decir,	 indicadores	del	
conocimiento	retenido.	En	tercer	lugar,	la	regla	de	propagación:	
ℎ! ! = !(!!" , !! ! )	
y	 la	 función	 de	 activación	 o	 transferencia	 !!(ℎ! ! )	 (que	 suele	 ser	 determinista,	
monótona	creciente	y	continua).	En	último	lugar,	la	función	de	salida:	
!! !! ℎ! ! = !!(! ! !!" , !! ! )	
(véase	la	Figura	10).	
x f
f (g (x) )










La	 regla	 de	 propagación	 es	 un	 elemento	 relevante	 que	 puede	 poseer	 diferentes	
formas,	 (véase	 la	Figura	11).	En	primer	 lugar,	 cuadrática,	en	 segundo	 lugar,	modelos	
basados	en	el	cálculo	de	distancias	entre	vectores,	en	tercer	lugar,	de	carácter	no	lineal	
como	la	expresión	polinómica	y	por	último,	la	lineal,	cuya	expresión	más	utilizada	es:		
ℎ! ! = !!"  !!!!!! 	.	
 
Figura	11	Modelos	de	reglas	de	propagación	
El	 valor	 que	 surge	 de	 la	 regla	 de	 propagación	 elegida	 debe	 ser	 con	 posterioridad	
ponderado	mediante	 la	 función	de	 transferencia	o	 activación	!.	 Ésta	posee	 también	
diferentes	 formas	 (véase	 la	 Figura	 12),	 cuyas	 expresiones	 se	 detallan	 en	 la	 siguiente	


































































































!(!) = 1 ! ≥ 00 ! ≤ 0 	
Función	escalón	
	




!(!) = 1 ! ≥ 0−1 ! ≤ 0 	
Función	escalón	
simétrica	






0         ! < 0
! 0 ≤ ! ≤ 1











−1           ! < −1
!   − 1 ≤ ! ≤ 1
















!(!) ≡ exp (−!!)	
Función	gaussiana	
	




























[ 0, +1 ]
[ -1, +1 ]









cierta	 medida	 a	 la	 realización	 de	 clasificaciones	 o	 taxonomías.	 De	 esta	 forma,	 los	




































































































Desde	 la	óptica	de	 la	 forma	del	 aprendizaje	podemos	discernir	 entre	un	aprendizaje	
supervisado,	no	supervisado,	híbrido	y	aprendizaje	reforzado.	
El	 primero	 de	 ellos,	 el	 supervisado,	 consiste	 en	 construir	 un	 modelo	 neuronal	 que	
permita	estimar	relaciones	entre	los	inputs	y	los	outputs	sin	la	necesidad	de	proponer	
un	cierta	forma	funcional	a	priori,	siendo	desde	la	óptica	computacional	más	complejo	






deseado.	 Sus	 principales	 utilidades	 son	 entre	 otras,	 descubrir	 las	 regularidades	
presentes	en	los	datos,	extraer	rasgos	o	agrupar	patrones	según	su	similitud,	a	través	
de	 la	 estimación	 de	 la	 función	 de	 densidad	 de	 probabilidad	 “!(!)”	 que	 permite	
x yRed Neuronal














dos	 anteriores,	 de	 forma	 que,	 por	 una	 parte	 se	 emplea	 la	 información	 del	 error	
cometido	(calculado	en	este	caso	de	forma	global	y	no	para	cada	uno	de	los	outputs),	
pero	se	sigue	sin	poseer	el	output	deseado.	Dicho	aprendizaje	descansa	en	la	idea	dual	
premio-castigo,	 donde	 se	 refuerza	 toda	 aquella	 acción	 que	 permita	 una	mejora	 del	
modelo	mediante	la	definición	de	una	señal	crítica,	(véase	la	Figura	16).	Esta	estrategia	






distintas	 capas	 de	 neuronas.	 Modelos	 de	 este	 tipo	 son,	 por	 ejemplo,	 Counter-
Propagation	Networks	y	Radial	Basis	Function	Networks.	
La	Figura	17	nos	muestra	otra	posible	clasificación	en	función	del	tipo	de	arquitectura.	
Las	 redes	 feed-forward	 que	 consisten	 en	 un	 tipo	 de	 arquitectura	 donde	 no	 existen	
conexiones	hacia	atrás.	Las	redes	feedback,	que	permiten	conexiones	laterales	y	hacia	










Respecto	 a	 las	 diferentes	 aplicaciones	 (véase	 Figura	 18)	 tenemos,	 en	 primer	 lugar,	
memoria	 asociativa,	 consistente	 en	 reconstruir	 una	 determinada	 información	 de	
entrada	 que	 se	 presenta	 incompleta	 o	 distorsionada,	 asociando	 la	 información	 de	
entrada	con	el	ejemplar	más	parecido	de	los	almacenados	conocidos	por	la	red.	
En	segundo	lugar,	la	optimización,	es	decir,	la	resolución	de	problemas	de	optimización	





simulando	 la	 capacidad	 del	 cerebro	 humano	 de	 crear	 mapas	 topológicos	 de	 las	
informaciones	recibidas	del	exterior.		
En	quinto	lugar,	está	la	predicción	y	en	último	lugar,	la	clasificación.	











La	 figura	 19	 ilustra	 el	 proceso	 de	 entrenamiento	 de	 la	 red	 neuronal.	 Es	 un	
procedimiento	 iterativo	 que	 comienza	 con	 la	 recopilación	 de	 datos	 y	 su	 pre-






el	rendimiento	de	 la	red.	Este	análisis	puede	 llevarnos	a	descubrir	problemas	con	 los	













con	 cierto	detalle.	Hemos	dividido	este	material	 en	 tres	 secciones	principales:	 Pasos	
previos	 al	 entrenamiento,	 entrenamiento	 en	 la	 red	 y	 análisis	 posterior	 al	
entrenamiento.	
7.3.1. Pasos	pre-entrenamiento	




En	 general,	 es	 difícil	 incorporar	 el	 conocimiento	 previo	 en	 una	 red	 neuronal,	 por	 lo	
tanto,	 la	 red	solo	será	 tan	buena	como	 los	datos	que	se	utilizan	para	entrenarla.	Las	
redes	 neuronales	 representan	 una	 tecnología	 que	 está	 a	 merced	 de	 los	 datos.	 Los	
datos	de	entrenamiento	deben	abarcar	 todo	el	 rango	del	espacio	de	entrada	para	el	
que	se	utilizará	la	red.	
Después	 de	 recopilar	 los	 datos,	 generalmente	 los	 dividimos	 en	 dos	 grupos:	
entrenamiento	 y	 prueba.	 El	 conjunto	 de	 entrenamiento	 generalmente	 representará	
aproximadamente	 el	 60%	del	 conjunto	 completo	de	datos,	 y	 la	 prueba	 representará	
aproximadamente	 el	 40%.	 Es	 importante	 que	 cada	 uno	 de	 estos	 grupos	 sea	
representativo	 del	 conjunto	 completo	 de	 datos,	 que	 el	 conjunto	 de	 prueba	 cubra	 la	
misma	 región	 del	 espacio	 de	 entrada	 que	 el	 conjunto	 de	 entrenamiento.	 El	método	
más	 simple	 para	 dividir	 los	 datos	 es	 seleccionar	 cada	 grupo	 al	 azar	 del	 conjunto	 de	
datos	completo.	
Pre-procesamiento	de	datos	
El	 objetivo	 principal	 de	 la	 etapa	 de	 pre-procesamiento	 de	 datos	 es	 facilitar	 el	






que	 el	 producto	 de	 ingreso	 de	 peso	 será	 pequeño.	 Además,	 cuando	 los	 valores	 de	
entrada	 están	 normalizados,	 las	 magnitudes	 de	 los	 pesos	 tienen	 un	 significado	








Además	 de	 la	 normalización	 que	 implica	 una	 transformación	 lineal,	 las	




las	 fuerzas	 atómicas	 se	 calculan	 como	 funciones	 de	 las	 distancias	 entre	 los	 átomos.	
Como	 se	 sabe	 que	 las	 fuerzas	 están	 inversamente	 relacionadas	 con	 las	 distancias,	
podríamos	realizar	la	transformación	recíproca	en	las	entradas,	antes	de	aplicarlas	a	la	
red.	Esto	representa	una	forma	de	incorporar	el	conocimiento	previo	en	la	formación	
de	 redes	neuronales.	 Si	 la	 transformación	no	 lineal	 se	elige	 inteligentemente,	puede	
hacer	 que	 el	 entrenamiento	 de	 la	 red	 sea	 más	 eficiente.	 El	 pre-procesamiento	














tener	 la	 red	 y	 qué	 tipo	 de	 función	 de	 rendimiento	 queremos	 utilizar	 para	 el	
entrenamiento.	
Elección	de	la	arquitectura		
El	 primer	 paso	 para	 elegir	 la	 arquitectura	 es	 definir	 el	 problema	 que	 intentamos	
resolver.	 	 Como	 se	 ha	 comentado	 antes,	 existen	muchas	 aplicaciones	 para	 las	 redes	
neuronales:	Memoria	asociativa,	optimización,	reconocimiento	de	patrones,	mapeo	de	
características,	predicción	y	calificación.	Con	el	fin	de	tomar	una	correcta	elección,	en	














procedimiento	 estándar	 es	 comenzar	 con	 una	 red	 con	 una	 capa	 oculta.	 Si	 el	
rendimiento	de	la	red	de	una	capa	no	es	satisfactorio,	entonces	se	puede	utilizar	una	
red	 de	 dos	 capas.	 Sería	 inusual	 usar	más	 de	 dos	 capas	 ocultas.	 El	 entrenamiento	 se	
vuelve	más	difícil	cuando	se	utilizan	múltiples	capas	ocultas.	
También	necesitamos	seleccionar	el	número	de	neuronas	en	cada	capa.	El	número	de	
neuronas	 en	 la	 capa	 de	 salida	 es	 el	 mismo	 que	 el	 tamaño	 del	 vector	 de	 salida.	 El	
número	de	neuronas	en	las	capas	ocultas	está	determinado	por	las	complejidades	de	




opción	 simple,	 que	 está	 determinada	 por	 los	 datos	 de	 entrenamiento.	 Sin	 embargo,	
hay	ocasiones	en	que	 los	vectores	de	entrada	en	 los	datos	de	entrenamiento	 tienen	
elementos	 redundantes	 o	 irrelevantes.	 Cuando	 la	 dimensión	 del	 vector	 de	 entrada	
potencial	 es	 muy	 grande,	 a	 veces	 es	 ventajoso	 eliminar	 elementos	 redundantes	 o	









Antes	 de	 entrenar	 la	 red,	 se	 necesita	 inicializar	 los	 pesos.	 El	 método	 que	 se	 utilice	
dependerá	del	tipo	de	red.	Para	redes	de	múltiples	capas,	 los	pesos	generalmente	se	
establecen	en	pequeños	valores	aleatorios	 (por	ejemplo,	distribuidos	uniformemente	










Para	 la	mayoría	 de	 las	 aplicaciones	 de	 redes	 neuronales,	 el	 error	 de	 entrenamiento	
nunca	 converge	 de	 manera	 idéntica	 a	 cero.	 Por	 esta	 razón,	 se	 debe	 tener	 otros	
criterios	 para	 decidir	 cuándo	 detener	 el	 entrenamiento.	 Se	 puede	 detener	 el	





entrenamiento	 fue	 exitoso.	 Existen	 muchas	 técnicas	 para	 el	 análisis	 post-
entrenamiento.	 Vamos	 a	 discutir	 algunos	 de	 los	más	 comunes.	 Estas	 técnicas	 varían	
dependiendo	 de	 la	 aplicación	 y	 sólo	 analizaremos	 las	 que	 se	 utilizan	 para	 los	
problemas	de	predicción.	 
Métodos	de	evaluación	
Entre	 las	 medidas	 de	 error	 más	 utilizadas	 se	 encuentran	 la	 raíz	 del	 error	 cuadrado	










El	error	cuadrado	medio	 (RMSE)	es	una	 regla	de	puntuación	cuadrática	que	 también	
mide	la	magnitud	media	del	error.		
!"#$ = (!! − !!)
!!!!!
!  
Tanto	 MAE	 como	 RMSE	 expresan	 el	 error	 de	 predicción	 del	 modelo	 promedio	 en	









Tomar	 la	 raíz	 cuadrada	 de	 los	 errores	 cuadráticos	 promedio	 tiene	 algunas	
implicaciones	 interesantes	 para	 RMSE.	 Dado	 que	 los	 errores	 se	 cuadran	 antes	 de	
promediarlos,	el	RMSE	otorga	un	peso	relativamente	alto	a	 los	errores	grandes.	Esto	
significa	 que	 el	 RMSE	 debería	 ser	 más	 útil	 cuando	 los	 grandes	 errores	 son	
particularmente	indeseables.	
Aunque	 estas	 medidas	 de	 error	 se	 usan	 en	 muchos	 sectores,	 al	 definirlas	 de	 esta	
manera	no	son	de	mucha	utilidad	para	comparar	los	errores	de	magnitudes	diferentes,	
o	 de	 una	misma	magnitud,	 como	 puede	 ser	 la	 ampacidad,	 cuando	 esta	 se	 refiere	 a	




















y	 explica	 como	 de	 bien	 las	 variables	 independientes	 seleccionadas	 explican	 la	
variabilidad	en	sus	variables	dependientes.		






puede	 usar	 para	 comparar	 entre	 dos	 modelos,	 mientras	 que	 R²	 ajustado	 lo	 hace	













las	 observaciones	 reales	 (o	 datos	 reales	 de	 ese	 conjunto)	 y	 evaluar	 el	 grado	 de	
aproximación	de	las	predicciones	a	los	valores	reales	y	con	ello,	la	bondad	del	modelo	
para	predecir.	El	rendimiento	del	conjunto	de	prueba	es	la	medida	de	la	calidad	de	la	






Un	mínimo	 local	 es	 una	 combinación	 de	 valores	 de	 los	 parámetros	 del	modelo	 que	
produce	 mejores	 resultados	 predictivos	 que	 otros	 valores	 alternativos	 parecidos	 o	
cercanos,	pero	no	tan	buenos	como	los	que	produce	una	combinación	alternativa	con	
valores	más	diferentes	o	alejados.		El	problema	del	mínimo	local	casi	siempre	se	puede	
superar	 al	 volver	 a	 entrenar	 la	 red	 con	 cinco	 a	 diez	 conjuntos	 aleatorios	 de	
ponderaciones	 iniciales.	 La	 red	 con	el	mínimo	error	de	entrenamiento	generalmente	
representará	 un	 mínimo	 global.	 Los	 otros	 tres	 problemas	 generalmente	 se	 pueden	
distinguir	analizando	los	errores	de	entrenamiento,	validación	y	conjunto	de	prueba.		
Si	los	errores	de	entrenamiento	y	prueba	son	todos	de	tamaño	similar,	pero	los	errores	
son	 demasiado	 grandes,	 es	 probable	 que	 la	 red	 no	 sea	 lo	 suficientemente	 potente	







Si	 los	 errores	 de	 entrenamiento	 y	 prueba	 son	 similares,	 y	 los	 errores	 son	 lo	
suficientemente	 pequeños,	 entonces	 podemos	 poner	 en	 uso	 la	 red	 neuronal.	 Sin	











Se	 ha	 realizado	 un	 análisis	 bibliográfico	 de	 los	modelos	 de	 redes	 neuronales	 para	 la	
predicción	 de	 la	 ampacidad,	 de	 las	 condiciones	 meteorológicas	 y	 en	 particular	 del	
viento,	puesto	que	es	la	variable	mas	complicada	de	predecir.		
Se	 ha	 predicho	 la	 ampacidad	 en	 [MGMM14]	 mediante	 una	 red	 de	 Perceptrón	
multicapa.	Esta	arquitectura	ha	sido	entrenada	utilizando	Levenberg	Marquardt	(LM).	
Los	 datos	 de	 población	 para	 entrenamiento	 incluyen	 la	 velocidad	 y	 dirección	 del	
viento,	 la	 temperatura	 ambiente,	 la	 radiación	 solar	 y	 los	 datos	 de	 ampacidad	
calculados	de	acuerdo	con	los	métodos	CIGRE	e	IEEE.	
En	cuanto	a	las	condiciones	meteorológicas,	en	[NaFa15]	se	revisan	varias	técnicas.	El	
trabajo	 se	 enfoca	 principalmente	 en	 una	 red	 neuronal	 feedforward	 que	 utiliza	 el	
algoritmo	 BP	 para	 predecir	 las	 condiciones	 ambientales.	 Los	 parámetros	 de	 entrada	





los	 datos	 se	 entrenan	mediante	 el	 algoritmo	 LM.	 Existen	muchos	 algoritmos	 de	 BP,	
pero	entre	ellos	 Levenberg	BP	 tiene	una	mejor	 tasa	de	aprendizaje.	 La	 red	neuronal	
recopila	datos	como	temperatura,	presión,	humedad,	viento	y	dirección	del	viento.	
Finalmente,	en	la	predicción	de	condiciones	meteorológicas	es	 interesante	el	artículo	
[Culc13].	 En	 él	 se	 aplican	 tres	 arquitecturas	 de	 redes	 neuronales	 a	 los	 conjuntos	 de	
datos	 experimentales	 para	 pronosticar	 valores	 de	 temperatura	 mínima,	 valores	 de	
ráfaga	máximos,	clasificaciones	de	eventos	de	congelación	y	clasificaciones	de	eventos	
de	 ráfagas.	 Estas	 arquitecturas	 son:	 Resilient	 propagation	 (una	 actualización	 de	 la	
propagación	 hacia	 atrás),	Particle	 Swarm	Optimization	 y	Radial	 Basis	 Function.	 En	 la	
mayoría	de	los	casos,	particularmente	cuando	se	actúa	como	un	clasificador,	las	redes	
neuronales	 RBF	 convergen	 significativamente	más	 rápido	 que	 sus	 análogas	 RPROP	 y	
PSO.	
En	[NaFaMu17]	se	hace	un	estudio	de	las	redes	backpropagation.	En	este	documento	
se	 comparan	 varias	 redes	 para	 optimizar	 la	 predicción.	 Primero	 se	 comparan	
diferentes	conjuntos	de	datos	y	se	concluye	que	una	mayor	cantidad	de	registros	y	una	
mayor	 cantidad	 de	 parámetros	 de	 entrada	 aumentan	 el	 rendimiento	 del	 sistema.	









Finalmente,	 en	 el	 área	 de	 la	 predicción	 del	 viento	 se	 han	 analizado	 [WWLW18]	 y	
[CZDS18].	 El	 primero	 se	 enfoca	 principalmente	 en	 los	 problemas	 de	 los	 cuales	 la	
función	de	desempeño	tradicional	en	la	red	neuronal	de	BP	utilizada	en	el	pronóstico	
de	energía	eólica	a	corto	plazo	no	puede	manejar	muy	bien	el	error	de	pronóstico.	Se	
introduce	el	 algoritmo	MCC	para	manejar	 el	 error	 no	 gaussiano	de	 la	 predicción	del	
viento.		
En	 el	 segundo	 artículo	 se	 propone	 un	 modelo	 conjunto	 para	 el	 pronóstico	
probabilístico	 de	 la	 velocidad	 del	 viento.	 Consiste	 en	 la	 reducción	 del	 umbral	 de	
wavelet	 (WTD),	 la	 red	 neuronal	 recurrente	 (RNN)	 y	 el	 sistema	 de	 inferencia	 neuro	
difuso	adaptativo	(ANFIS).		El	modelo	de	conjunto	propuesto	se	establece	y	verifica	en	





















































































largos	 tiempos	de	entrenamiento.	Por	ello,	 se	han	hecho	numerosos	estudios	 con	 la	















proyecto.	 El	proceso	 se	puede	dividir	en	 cuatro	etapas	principales.	 La	primera	etapa	
consiste	en	la	recolección	de	datos	meteorológicos	de	la	línea	en	Elgoibar,	la	segunda	
etapa	en	el	diseño	de	 la	 red	neuronal,	 la	 tercera	en	 la	programación	en	RStudio	y	 la	
cuarta	en	el	análisis	de	los	resultados.	
8.1. Línea	piloto	
Se	 dispone	 de	 una	 línea	 piloto	 y	 predicciones	 meteorológicas	 proporcionadas	 por	
HIRLAM-Aemet	 para	 el	 desarrollo	 del	 trabajo.	 Los	 sistemas	 de	 medida	 disponibles	
miden	 	 temperatura	 ambiente,	 radiación	 y	 velocidad	 y	 dirección	 del	 viento	 en	 los	




cual	 se	 dispone	 de	 los	 datos	 acumulados	 durante	 el	 tiempo	 que	 estuvo	 en	
funcionamiento.	 Se	 trata	 de	 una	 línea	 de	 30	 kV	 que	 recorre	 un	 terreno	 llano.	 Los	
conductores	 activos	 son	 GAP	 tipo	 GTACSR-180.	 Los	 instrumentos	 de	 medición,	 que	
pueden	verse	en	la	Figura	1,	fueron	instalados	en	el	extremo	de	un	vano	de	100	m	de	
longitud.	Los	instrumentos	instalados	y	las	medidas	realizadas	son	los	siguientes:	


















Un	 datalogger	 ha	 registrado	 las	 mediciones	 instantáneas	 de	 los	 instrumentos	 cada	
minuto,	para	enviar	los	datos	posteriormente,	a	través	de	la	red	de	telefonía	móvil.		
Se	 ha	 efectuado	 un	 primer	 pre-procesamiento	 de	 datos.	 En	 primer	 lugar,	 se	 han	
desechado	 algunos	 datos	 para	 conseguir	 datos	 correspondientes	 a	 intervalos	 de	 10	
minutos.	Además,	se	ha	calculado	una	velocidad	del	viento	equivalente	a	90°	grados.	
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Tiempo	 Temperatura	 Vientoeq	 Radiación	solar	 Ampacidad	
!	 …	 …	 …	 …	
! + 10 !"#	 …	 …	 …	 …	
! + 20 !"#	 …	 …	 …	 …	




Por	 otra	 parte,	 se	 cuenta	 con	 las	 predicciones	meteorológicas	 del	 modelo	 HIRLAM-	
Aemet,	 con	 resolución	 espacial	 de	 0,05°.	 Así,	 en	 este	modelo,	 la	 distancia	 entre	 dos	
puntos	 de	 la	 malla	 es	 aproximadamente	 de	 4	 km	 (longitud)	 y	 5,5	 km	 (latitud).	 Los	
valores	de	las	predicciones,	para	los	puntos	de	la	malla	cercanos	a	la	instalación	piloto,	










cada	 10	minutos,	 ha	 sido	 necesario	 adaptar	 las	 diferentes	 escalas	 temporales.	 Para	
ello,	 se	 han	 interpolado	 linealmente	 los	 datos	 hasta	 conseguir	 una	 frecuencia	 de	 10	
minutos.		
Tiempo	 !!"#	 !!"# + 10 !"#	 !!"# + 20 !"#	 … !!"# + 36 ℎ	
!	 …	 …	 …	 …	 …	
! + 6 ℎ	 …	 …	 …	 …		 …	
! + 12 ℎ	 …	 …	 …	 …	 …	














Podemos	 elegir	 entre	 diferentes	 procedimientos	 para	 predecir	 la	 ampacidad.	 Una	
opción	es	utilizar	 la	 red	para	predecir	 las	condiciones	meteorológicas	y	después	usar	
las	predicciones	para	calcular	 la	ampacidad.	La	otra	es	primero	calcular	 la	ampacidad	






anticipación.	 Aún	 así	 se	 toman	 decisiones	 a	 muy	 corto	 plazo	 (desde	 unos	 pocos	
minutos	 antes	 del	 uso	hasta	 unas	 pocas	 horas	 antes).	 Estos	 servicios	 son	necesarios	






estudios	 mencionados	 anteriormente,	 la	 red	 es	 multicapa	 feedforward.	 Además,	 se	






de	 las	 redes	 tiene	 tres	 salidas,	 las	 predicciones	 a	 una	 hora,	 dos	 horas	 y	 un	 día	 en	
adelanto;	así	cada	red	tiene	tres	nodos	de	salida.	
Los	nodos	de	entrada	coinciden	con	el	número	de	entradas	de	la	red,	en	este	trabajo,	








Con	 base	 en	 los	 conocimientos	 climatológicos	 disponibles	 se	 ha	 decidido	 usar	 como	
entrada	 los	 datos	 de	 30	 minutos,	 1	 hora,	 2	 horas,	 y	 24	 horas	 antes	 del	 tiempo	 de	
referencia.	Además,	con	intención	de	agregar	más	información	a	la	red	se	han	utilizado	








La	 simulación	 se	 lleva	 a	 cabo	 en	 diferentes	 scripts.	 En	 primer	 lugar	 se	 crean	 las	
matrices	de	datos	que	se	usan	posteriormente.	La	edición	de	matrices	se	hace	en	los	
scripts:	 EditarTemperatura.R,	 EditarRadiación.R,	 EditarViento.R	 y	 EditarAmpaciadad.R	
(véase	 los	Anexos	 II.1.,	 II.2.,	 II.3.	y	 II.4.).	Después	se	procede	a	calcular	 la	correlación	
entre	las	variables	en	el	script	Correlación.R	(véase	el	Anexo	II.5.).	Una	vez	hecho	esto,	
se	 entrena	 y	 se	 prueba	 la	 red	 neuronal	 en	 RedNeuronal.R	 (véase	 el	 Anexo	 II.6.).	
Finalmente,	se	calcula	la	ampacidad	con	el	scripts	Ampacidad.R	(véase	el	Anexo	II.7).	
8.3.1. Edición	de	matrices	
Se	 deben	 editar	 las	 matrices	 para	 poder	 usarlas	 en	 la	 red,	 para	 ello	 se	 utilizan	 los	
















Tiempo	 !!"#(! + 24ℎ)	 !!"#(! + 2ℎ)	 !!"#(! + 1ℎ)	 !!"#(!)	
!	 …	 …	 …	 …	
! + 10 !"#	 …	 …	 …	 …	
! + 20 !"#	 …	 …	 …	 …	
…	 …	 …	 …	 …	
	
!!"#(! − 30 !"#)	 !!"#(! − 1 ℎ)	 !!"#(! − 2ℎ)	 !!"#(! − 24ℎ)	










…	 …	 …	 …	
Tabla	6	Variables	incluidas	en	la	matriz	de	temperatura	




Tiempo	 !"#(! + 24ℎ)	 !"#(! + 2ℎ)	 !"#(! + 1ℎ)	 !"#(!)	
!	 …	 …	 …	 …	
! + 10 !"#	 …	 …	 …	 …	
! + 20 !"#	 …	 …	 …	 …	




Una	vez	editadas	 las	matrices	se	procede	a	calcular	 la	correlación	entre	 las	variables.	














la	 tarta,	 mayor	 será	 la	 correlación	 entre	 las	 variables.	 El	 color	 azul	 significa	 que	 la	
correlación	es	directamente	proporcional	y	el	rojo	que	es	inversamente	proporcional.	









En	 la	 Figura	 24	 se	 muestra	 la	 correlación	 entre	 mediciones	 y	 predicciones	 de	


































































































































muy	 baja	 correlación	 entre	 ellas.	 En	 consecuencia,	 el	 viento	 es	 la	 variable	
meteorológica	más	difícil	de	predecir.	Sin	embargo	es	la	variable	que	más	importancia	
tiene	 a	 la	 hora	 de	 calcular	 la	 ampacidad.	 Por	 ello	 se	 le	 ha	 prestado	 más	 atención	
cuando	se	ha	diseñado	su	red	neuronal.	
Cabe	destacar	que	entre	 las	 variables	de	predicciones	de	Aemet	 a	una	hora	 y	 a	 dos	























































































































































los	 instantes	 se	 vuelve	 aleatorio.	 De	 esta	 manera	 se	 elimina	 la	 variabilidad	 intra-
estacional,	 se	 elimina	 cualquier	 correlación	 que	 pueda	 existir	 entre	 las	 entradas	 y	
salidas	 presentadas	 de	 forma	 consecutiva,	 y	 quizás	 lo	 más	 importante,	 se	 mitiga	 el	
riesgo	de	que	los	datos	antiguos	no	se	validen	correctamente	con	los	datos	de	prueba	
más	recientes.	
A	 continuación	 se	 crean	 dos	 grupos	 de	 datos:	 el	 grupo	 de	 entrenamiento	 y	 el	 de	
prueba.	
Entrenamiento		








error,	 se	 ajustan	 los	 pesos	 y	 nuevamente	 se	 repite	 todo	 el	 proceso	 durante	 varias	
iteraciones	hasta	que	el	error	sea	mínimo	o	en	un	rango	aceptable.	
Se	puede	detener	el	 entrenamiento	 cuando	el	 error	alcanza	un	 límite	específico.	 Sin	
embargo,	generalmente	es	difícil	saber	cuál	es	un	nivel	de	error	aceptable.	El	criterio	
más	 simple	 es	 detener	 el	 entrenamiento	 después	 de	 un	 número	 fijo	 de	 iteraciones.	
Después	de	un	proceso	iterativo	se	obtiene	un	valor	optimo	del	“threshold”	para	cada	














Error	 !(! + 24 ℎ)	 !(! + 2 ℎ)	 !(! + 1 ℎ)	
R2	(%)	 90,25	 96,01	 97,99	
NMAE	(%)	 3,49	 2,17	 1,44	
RMSE	 2,07	 1,33	 0,94	
Tabla	8	Errores	en	la	predicción	de	la	temperatura	ambiente	
Error	 !"#(! + 24 ℎ)	 !"#(! + 2 ℎ)	 !"#(! + 1 ℎ)	
R2	(%)	 75,31	 83,10	 87,79	
NMAE	(%)	 5,42	 4,33	 3,58	
RMSE	 124,28	 102,62	 87,27	
Tabla	9	Errores	en	la	predicción	de	la	radiación	
Error	 !"#$%&(! + 24 ℎ)	 !"#$%&(! + 2 ℎ)	 !"#$%&(! + 1 ℎ)	
R2	(%)	 37,18	 52,22	 62,70	
NMAE	(%)	 5,80	 5,00	 4,35	
RMSE	 0,94	 0,82	 0,73	
Tabla	10	Errores	en	la	predicción	del	viento	
El	valor	R2	nos	muestra	que	 las	predicciones	obtenidas	en	 la	red	de	temperatura	son	
las	 que	 más	 se	 ajustan	 a	 los	 datos	 disponibles.	 Después	 están	 las	 predicciones	 de	
radiación	y	por	último	las	de	viento.		
El	error	RMSE	nos	muestra	la	magnitud	media	de	los	errores	en	cada	predicción.	No	se	
pueden	 comparar	 las	 de	 distintas	 variables	 (viento	 y	 temperatura)	 pero	 sí	 las	 de	 la	
misma	 variable	 	 realizadas	 de	 forma	 distinta	 (Viento(t+24)	 con	 viento(t+2)),	 porque	
trabajan	 con	 los	 mismos	 datos.	 Esta	 comparación	 nos	 informa	 de	 qué	 ajustes	 son	
mejores	y	de	hasta	qué	punto	son	mejores	que	otros	
En	cambio,	el	error	NMAE,	como	se	calcula	dividiendo	cada	estimación	individual	por	
el	 dato	observado	 ,	 corrige	este	efecto	 y	permite	 comparar	 todas	 las	predicciones	o	
ajustes	entre	sí,	incluso	las	de	distintas	variables	(temperatura	y	viento	por	ejemplo)	
RMSE	nos	muestra,	 como	hemos	dicho	anteriormente,	que	 las	predicciones	 con	una	
hora	de	anticipación	son	las	mejores,	después	están	las	predicciones	con	dos	horas	de	















Datos	 !(! + 24 ℎ)	 !(! + 2 ℎ)	 !(! + 1 ℎ)	
Entrenamiento	 2,06	 1,32	 0,92	
Prueba	 2,07	 1,33	 0,94	
Tabla	11	Error	RMSE	en	la	predicción	de	la	temperatura	ambiente	
Datos	 !"#(! + 24 ℎ)	 !"#(! + 2 ℎ)	 !"#(! + 1 ℎ)	
Entrenamiento	 121,91	 102,09	 84,50	
Prueba	 124,28	 102,62	 87,27	
Tabla	12	Error	RMSE	en	la	predicción	de	la	radiación	
Datos	 !"#$%&(! + 24 ℎ)	 !"#$%&(! + 2 ℎ)	 !"#$%&(! + 1 ℎ)	
Entrenamiento	 0,94	 0,82	 0,72	




para	 entrenamiento	 y	 prueba	 se	 ha	 hecho	 al	 azar,	 lo	 que	 es	 una	 buena	 práctica	 y	
favorece	 este	 resultado,	 que	 era	 esperable.	 En	 consecuencia,	 se	 quiere	 mejorar	 el	





































En	 la	 Figura	 27	 podemos	 comparar	 los	 valores	 de	 ampacidad	 obtenidos	 desde	 las	
mediciones	meteorológicas,	el	valor	de	la	ampacidad	estática,	la	ampacidad	estimada	
por	 las	 compañías,	 y	 las	 predicciones	 de	 ampacidad	 basadas	 en	 las	 predicciones	 de	
condiciones	 meteorológicas	 obtenidas	 con	 las	 redes	 neuronales.	 Se	 puede	 apreciar	
que	 la	 ampacidad	 estática	 subestima	 el	 valor	 de	 la	 dinámica	 la	mayoría	 del	 tiempo.	
Pero	 en	 ocasiones	 la	 ampacidad	 estática	 puede	 ser	 mayor	 a	 la	 dinámica.	 En	 esos	
momentos	la	línea	está	en	condiciones	peligrosas.	
Después	se	evalúan	las	predicciones	de	ampacidad	con	los	errores	R2,	NMAE	y	RMSE.		
Error	 !"#(! + 24 ℎ)	 !"#(! + 2 ℎ)	 !"#(! + 1 ℎ)	
R2	(%)	 26,64	 42,10	 54,25	
NMAE	(%)	 6,58	 7,52	 6,88	
RMSE	 4,65	 3,99	 3,53	
Tabla	14	Errores	en	la	predicción	de	la	ampacidad	
Podemos	apreciar	que	los	errores	de	la	predicción	de	la	ampacidad	son	mayores	que	






En	 el	 histograma	 podemos	 apreciar	 que	 los	 errores	 de	 predicción	 tienden	 a	 ser	
negativos.	Es	decir,	que	las	predicciones	de	ampacidad	tienden	a	ser	mayores	que	los	
valores	reales.	Esto	es	peligroso	ya	que	podría	haber	muchos	casos	en	 los	que	 la	red	























Para	 finalizar,	 el	 programa	 hace	 un	 cálculo	 de	 la	 probabilidad	 de	 estar	 en	 caso	 de	
peligro.	Estos	son	los	valores:	
	 !"#(! + 24 ℎ)	 !"#(! + 2 ℎ)	 !"#(! + 1 ℎ)	
Probabilidad	 0,63	 0,63	 0,61	
Tabla	15	Probabilidad	de	estar	en	condición	de	peligro	
Como	 se	ha	mencionado	antes,	 los	 valores	predichos	 tienden	a	 ser	mayores	que	 las	
mediciones.	Por	ello,	el	riesgo	de	estar	en	condición	de	peligro	en	las	tres	predicciones	
es	alta.	
Con	 el	 fin	 de	 disminuir	 la	 probabilidad	 de	 estar	 en	 condiciones	 peligrosas,	 se	 han	
modificado	las	predicciones	de	ampacidad.	Se	han	ajustado	las	ampacidades	predichas	
restando	 un	 valor	 (dos	 veces	 la	 media	 del	 error	 de	 predicción).	 De	 esta	 forma,	 la	
probabilidad	de	estar	en	riesgo	conseguida	es	la	siguiente:	
	 !"#(! + 24 ℎ)	 !"#(! + 2 ℎ)	 !"#(! + 1 ℎ)	
Probabilidad	 0,37	 0,36	 0,38	
Tabla	16	Probabilidad	de	estar	en	condición	de	peligro	de	las	predicciones	ajustadas	
Finalmente	se	han	evaluado	los	resultados	ajustados.	
Error	 !"#(! + 24 ℎ)	 !"#(! + 2 ℎ)	 !"#(! + 1 ℎ)	
R2	(%)	 20,02	 36,21	 51,46	
NMAE	(%)	 6,58	 7,52	 6,88	




















tema	 que	 se	 va	 a	 estudiar.	 El	 estudio	 del	 estado	 del	 arte	 consistió	 en	 la	 labor	 de	
búsqueda	de	información	tanto	en	internet	como	en	libros	acerca	de	la	predicción	de	









En	 esta	 tarea	 se	 realizó	 un	 primer	 acercamiento	 a	 la	 programación	 en	 RStudio	 y	 se	



















Una	 vez	 predichas	 las	 condiciones	 meteorológicas	 se	 calculó	 la	 predicción	 de	 la	
ampacidad.	
T4.6	Revisión	de	los	errores	
Para	 terminar	 con	 la	 fase	 de	 programación,	 se	 hizo	 una	 revisión	 de	 los	 errores	 de	
predicción.	 Se	 aseguró	 que	 los	 errores	 eran	 coherentes;	 si	 lo	 eran,	 se	 procedió	 a	 la	
siguiente	fase;	si	no	lo	eran	se	hizo	una	revisión	completa	del	programa,	procediendo	a	









trayectoria	 que	 ha	 de	 seguirse	 a	 lo	 largo	 del	 proyecto,	 se	 realizan	 reuniones	 con	 la	
directora	del	TFG,	Elvira	Fernández	Herrero.	
T5.2	Redacción	del	trabajo	














Nombre	de	tarea Duración Comienzo Fin
T1	Definición	del	trabajo 3	días 27/1/19 29/1/19
T2	Estudio	del	estado	del	arte 142	días 30/1/19 19/6/19
T3	Fase	de	diseño	de	la	red 120	días 10/2/19 10/6/19
T4.1	Prácticas	en	Rstudio 4	días 15/2/19 18/2/19
T4.2	Implementación	de	la	
edición	de	las	matrices 7	días 19/2/19 25/2/19
T4.3	Implementación	de	la	
correlación 1	días 26/2/19 27/2/19
T4.4	Implementación	de	la	
Red	Neuronal 112	días 28/2/19 10/6/19
T4.5	Implementación	del	
cálculo	de	la	ampacidad 1	días 20/5/19 21/5/19
T4.6	Revisión	de	los	errores 12	días 22/5/19 10/6/19
T5.1	Reuniones	con	la	directora 144	días 29/1/19 20/6/19
T5.2	Redacción	del	trabajo 24	días 27/5/19 19/6/19















Horas	internas	 Número	de	horas	 Tasa	 Coste	
Directora	del	proyecto	 15	h	 50	€/h	 750	€	




Dentro	 del	 coste	 de	 amortizaciones	 se	 contabiliza	 el	 gasto	 por	 el	 uso	 de	 recursos	 y	









Ordenador	portátil	 1000	€	 140	h	 8000	h	 17,5	€	
Licencia	RStudio	 0	€	 70	h	 -	 0	€	
Licencia	Microsoft	Office	Profesional	
2016	 539	€	 70	h	 3000	h	 12,57	€	



















































Como	 ya	 se	 ha	 mencionado	 previamente,	 la	 conclusión	 más	 importante	 la	 red	
neuronal	 se	 puede	 utilizar	 como	 un	 método	 para	 el	 pronóstico	 de	 las	 condiciones	
meteorológicas.	La	ventaja	de	este	método	está	 relacionada	con	el	hecho	de	que	no	
necesita	 cálculos	 complejos	 y	 el	 modelo	 matemático,	 sino	 solo	 los	 datos	
meteorológicos.	
El	grado	de	precisión	de	las	estimaciones	de	las	condiciones	meteorológicas	obtenidas	
















La	 introducción	 de	 información	 podría	 hacerse	 con	 un	 mejor	 análisis	 del	 tipo	 de	
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R	 es	 un	 sistema	 para	 análisis	 estadísticos	 y	 gráficos	 creado	 por	 Ross	 Ihaka	 y	 Robert	
Gentleman.	R	tiene	una	naturaleza	doble	de	programa	y	lenguaje	de	programación	y	es	
considerado	como	un	dialecto	del	lenguaje	S	creado	por	los	Laboratorios	AT&T	Bell.	R	






El	 lenguaje	 R	 permite	 al	 usuario,	 por	 ejemplo,	 programar	 bucles	 para	 analizar	





que	 programas	más	 clásicos	muestran	 directamente	 los	 resultados	 de	 un	 análisis,	 R	










1. #Leer archivos 
2. data=read.csv("series_ann_10min_v4.txt",header=T,sep = ",",dec = ".") 
3. pred=read.csv("temperatura_10_crono.txt",header=F,sep = ",",dec = ".") 
4.  
5. #Seleccionar temperatura 
6. temp_mat=subset(x = data,select = c(TIEMP,TEMP)) 
7. colnames(temp_mat)[2] <- "T24h" 
8. temp=c(temp_mat$T24h) 
9.  





























39. #Eliminar ceros 
40. temp_mat<-temp_mat[299:119497,] 
41.  

















53. #Insertar predicciones en la matriz de datos 
54. while ((i>=1)&(i<=4274)&(j<119156)){ 












67. #Guardar matriz 
68. saveRDS(temp_mat,file="temp_mat.rds") 
II.2.	EditarRadiación.R	
1. #Leer archivos 
2. data=read.csv("series_ann_10min_v4.txt",header=T,sep = ",",dec = ".") 
3. pred=read.csv("solar_10_crono.txt",header=F,sep = ",",dec = ".") 
4.  
5. #Seleccionar radiación 
6. rad_mat=subset(x = data,select = c(TIEMP,RAD)) 
7. colnames(rad_mat)[2] <- "R24h" 
8. rad=c(rad_mat$R24h) 
9.  



































39. #Eliminar ceros 
40. rad_mat<-rad_mat[299:119497,] 
41.  
42. #Eliminar predicciones sin mediciones 
43. pred<-pred[100:4373,] 
44.  








53. #Insertar predicciones en la matriz de datos 
54. while ((i>=1)&(i<=4274)&(j<119156)){ 












67. #Guardar matriz 
68. saveRDS(rad_mat,file="rad_mat.rds") 
II.3.	EditarViento.R	
1. #Leer archivos 
2. data=read.csv("series_ann_10min_v4.txt",header=T,sep = ",",dec = ".") 
3. pred=read.csv("vientoN_10_crono.txt",header=F,sep = ",",dec = ".") 
4.  
5. #Seleccionar viento 
6. vient_mat=subset(x = data,select = c(TIEMP,VIENT)) 
7. colnames(vient_mat)[2] <- "V24h" 
8. vient=c(vient_mat$V24h) 
9.  



































39. #Eliminar ceros 
40. vient_mat<-vient_mat[299:119497,] 
41.  
42. #Eliminar predicciones sin mediciones 
43. pred<-pred[100:4373,] 
44.  








53. #Insertar predicciones en la matriz de datos 
54. while ((i>=1)&(i<=4274)&(j<119146)){ 












67. #Guardar matriz 
68. saveRDS(vient_mat,file="vient_mat.rds") 
II.4.	EditarAmpacidad.R	
1. #Leer archivos 
2. data=read.csv("series_ann_10min_v4.txt",header=T,sep = ",",dec = ".") 
3. pred=read.csv("ampacidad_10_crono.txt",header=F,sep = ",",dec = ".") 
4.  
5. #Seleccionar ampacidad 
6. amp_mat=subset(x = data,select = c(TIEMP,AMP)) 






















23. #Eliminar ceros 
24. amp_mat<-amp_mat[299:119497,] 
25.  
26. #Eliminar predicciones sin mediciones 
27. pred<-pred[100:4373,] 
28.  





34. #Eliminar mediciones sin predicciones 
35. while ((i>=1)&(i<=4274)&(j<119146)){ 









45. #Guardar matriz 
46. saveRDS(amp_mat,file="amp_mat.rds") 
II.5.	Correlación.R	





6. #Cambiar nombre de variables 
7. colnames(data_temp) <- c('Tiempo','T(t+24h)','T(t+2h)','T(t+1h)','T(t)','T(t-
30min)','T(t-1h)','T(t-2h)','T(t-24h)', 
8. 'Predicción T(t+24h)','Predicción T(t+2h)','Predicción T(t+1h)') 
9. colnames(data_rad) <- c('Tiempo','R(t+24h)','R(t+2h)','R(t+1h)','R(t)','R(t-
30min)','R(t-1h)','R(t-2h)','R(t-24h)', 
10. 'Predicción R(t+24h)','Predicción R(t+2h)','Predicción R(t+1h)') 
11. colnames(data_vient) <- c('Tiempo','V(t+24h)','V(t+2h)','V(t+1h)','V(t)','V(t-
30min)','V(t-1h)','V(t-2h)','V(t-24h)', 
12. 'Predicción V(t+24h)','Predicción V(t+2h)','Predicción V(t+1h)') 
13.  









17. #Calcular correlaciones 
18. res <- cor(cbind(data_temp[,2:5],data_rad[,2:5],data_vient[,2:5])) 
19. resT<- cor(data_temp[,2:12]) 
20. resR <- cor(data_rad[,2:12]) 
21. resV <- cor(data_vient[,2:12]) 
22.  
23. #Instalar librería 
24. install.packages("corrplot")  
25. #Cargar librería 
26. library(corrplot) 
27.  
28. #Crear diagramas 
29. corrplot(res, type = "upper",  
30. tl.col = "black",method = "pie",tl.srt = 30) 
31. corrplot(resT, type = "upper",  
32. tl.col = "black", tl.srt = 45,method = "pie") 
33. corrplot(resR, type = "upper",  
34. tl.col = "black", tl.srt = 45,method = "pie") 
35. corrplot(resV, type = "upper",  
36. tl.col = "black", tl.srt = 45,method = "pie") 
II.6.	RedNeuronal.R	










11. #.......................Preprocesar datos..................................... 
12.  





























36. #.......................Entrenar red 
neuronal..................................... 
37. #Instalar librería 
38. install.packages('neuralnet') 
39. #Cargar librería 
40. library(neuralnet) 
41.  














56. threshold = 0.5, stepmax = 1e09,rep = 1,act.fct = "tanh", 
57. lifesign = "full",lifesign.step = 50,linear.output = T, 





63. threshold = 1, stepmax = 1e09,rep = 1,act.fct = "tanh", 
64. lifesign = "full",lifesign.step = 50,linear.output = T, 





70. threshold = 0.7, stepmax = 1e09,rep = 1,act.fct = "tanh", 
71. lifesign = "full",lifesign.step = 50,linear.output = T, 
72. startweights = NN.V[["weights"]]) 
73.  






80. #.......................Probar red neuronal..................................... 










91. colnames(pred) <- c('T24h','T2h','T1h','R24h','R2h','R1h','V24h','V2h','V1h') 
92.  















102. MAE.NN <- (colSums(abs(pred-ans)/nrow(ans))) 
103. NMAE.NN <- MAE.NN/(max-min)*100 
104. RMSE.NN <- (colSums((ans-pred)^2)/nrow(ans))^0.5 
105. R2<- (1-(colSums((ans-pred)^2))/(colSums(((ans-med)^2))))*100 
106.  
107. #Mostrar errores 








116. #.......................Validar red 
neuronal..................................... 










127. colnames(pred) <- 
c('T24h','T2h','T1h','R24h','R2h','R1h','V24h','V2h','V1h') 
128.  







134. #Evaluar los resultados 
135. RMSE.NN <- (colSums((anstrain-pred)^2)/nrow(anstrain))^0.5 
136.  
137. #Mostrar errores 
138. RMSE.NN 
II.7.	Ampacidad.R	



















14. #datos del conductor GTACSR-150 
15. D=17.5e-3 #diámetro del conductor (m) 
16. d=2.5e-3 #diámetro hilo exterior (m) 
17. Dalma=7.5e-3 #diámetro del acero (m) 
18. alfa=0.5 #absortividad del conductor 
19. epsilon=0.5 #emisividad del conductor 
20. R20dc=0.1962 #resistencia dc a 20 ºC (ohm/km) 
21. alfaR=4.03e-3  
22.  
23. #datos de entrada 
24. He=0 #altitud nivel del mar (m) 
25. TCon=75 #temperatura máxima del conductor (20ºC) 
26.  







34. for (i in c(1:nA)) { 
35. if (0>(Vel[i,1])) {Vel[i,1]=0} 
36. if (0>(Vel[i,2])) {Vel[i,2]=0} 















52. for (j in c(1:3)) { 
53. for (i in c(1:nA)) { 




































84. for (j in c(1:3)) { 
85. for (i in c(1:nA)) { 




















































132. RTdc=R20dc*(1+alfaR*(TCon-20)) #efecto de la temperatura 
133. X=0.01*(D+2*Dalma)/(D+Dalma)*sqrt(8*pi*50*(D-Dalma)/(D+Dalma)/(RTdc)) 
#para el cálculo del efecto skin 
134. Rac=RTdc*(0.99609+0.018578*X-0.030263*X^2+0.020735*X^3) #para el cálculo 





139. colnames(A)<- c('A24h','A2h','A1h') 
140.  
141. #Eliminar columnas sin datos de ampaciad 
142. real_amp=real_amp[,2:4] 
143.  
144. #Crear gráfico de resultados 
145. plot(real_amp[1:175,2],type='l',col=rgb(0.1,0.1,0.1,0.8), 
146. lwd=1.5,xlab = " ",ylab = "Ampacidad", 







154. legend=c("real", "predicción 24h antes", 
155. "predicción 2h antes", "predicción 1h antes","ampacidad estacionaria"), 
156. cex=1.3, 
157. y.intersp = 0.5, 
158. bty="o", 
159. bg=rgb(1,1,1,0.5), 
160. box.lwd = 0, 
161. box.col = rgb(1,1,1,0), 
162. adj = 0.2, 












175. R2<- (1-(colSums((real_amp-A)^2))/(colSums(((real_amp-med)^2))))*100 
176. RMSE <- (colSums((real_amp-A)^2/real_amp)/nrow(A))^0.5 
177. MAE <- (colSums(abs(real_amp-A))/nrow(A)) 
178. NMAE<- MAE.NN/(max-min)*100 
179.  





185. #Crear historiograma de la diferencia entre el valor real y la predicción 
186. dif=real_amp-A 
187. difA24h <- hist(dif$A24h,plot=FALSE,breaks=80) 
188. difA2h <- hist(dif$A2h,plot=FALSE,breaks=80) 
189. difA1h <- hist(dif$A1h,plot=FALSE,breaks=80) 




















202. for (i in c(1:nA)) { 
203. if ((dif[i,1]<0)&(!is.nan(dif[i,1]))) {danger[1]=danger[1]+1} else 
{safety[1]=safety[1]+1} 
204. if ((dif[i,2]<0)&(!is.nan(dif[i,2]))) {danger[2]=danger[2]+1} else 
{safety[2]=safety[2]+1} 













217. for (i in c(1:nA)) { 
218. if ((dif[i,1]<0)&(!is.nan(dif[i,1]))) {danger[1]=danger[1]+1} else 
{safety[1]=safety[1]+1} 
219. if ((dif[i,2]<0)&(!is.nan(dif[i,2]))) {danger[2]=danger[2]+1} else 
{safety[2]=safety[2]+1} 










229. R2<- (1-(colSums((real_amp-A)^2))/(colSums(((real_amp-med)^2))))*100 
230. RMSE <- (colSums((real_amp-A)^2/real_amp)/nrow(A))^0.5 
231. MAE <- (colSums(abs(real_amp-A))/nrow(A)) 
232. NMAE<- MAE.NN/(max-min)*100 
233.  





239. #Guardar ampacidad predecida 
240. saveRDS(A,file="AmpPrediction.rds") 
241. A<-readRDS("AmpPrediction.rds") 
