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RESUMO 
Neste trabalho estudamos a existência de soluções locais e globais para a. equa.ç.1o 
de Schrüdinger nã.o linear (NLS). No primeiro capítulo apresentamos a.s ferramen-
tas básicas para. posteriormente no capítulo dois fazermos um estudo da equa.çã.o 
de SchrOdinger homogênea .. Estudamos também as propriedades dispersivas dessa 
equa.çâ.o, que serve para tratar a (NLS). Finalmente no capítulo três estudamos o 
problema de valor inicial associa.do à. (NLS); demonstramos quf' sob certas hipóteses 
o problema é localmente bem post-o e que sua solução nem sempre pode ser ext.endida 
globalmente-. 
INTRODUÇÃO 
A presente monografia trata. fundamentalmente sobre o seguinte problema de valor 
inicial para a equação diferencial parcial não linear. 
{ 
i8,u. = -.'.u + .\lul"u: com (x, t) E IRn x IR 
u(,r,O) = y(.r). 
A equação acima é conhecida como Schrõdinger não linear. Aqui À, o > O são 
números reais, tp E X um certo espaço de Banach escolhido e a função u toma 
valores complexos. 
A equa.ção (NLS) é tema de bastante pesquisa pela sua importância na física, 
especificamente em optica não linear. 
O objetivo da presente monografia é mostrar que sob certas condições sobre 
À, o: e no problema (NLS) é ':localmente bem posto em X" (espaço de Banach que 
denota um espaço de funções a ser escolhido), isto é, deseja-se provar que existe 
O < T < oo tal que a funçã.o 
F: X~ C([-T,TI,X) 
onde u(t) representa. a soluçã.o de (:\"LS) é contínua. Conclui-se então a existência. 
local, unicidade, persistência, (isto siginifica que a solução u(t) está no mesmo espaço 
X do dado inicial para todo t E [-T, T]) e dependência contínua da solução com 
respeito ao dado inicial. Se a função F acima definida é continua para todo .T E IR, 
diz-se que o problema (:'-JLS) é bem posto ''globalmente'··. 
Veremos também que nem sempre a solução local pode ser estendida a qualquer 
intervalo de tempo, isto é, para Yalores especiais de ,\,a e v, a solução '·explode" 
em tempo finito. 
1 
O capítulo 1 é dedica.do a esta.belecer as ferramentas necessárias para melhor 
compreensão do problema (NLS). São dadas as definições básicas e as principais 
referências deste capítulo são [B], [Po], [D], [C], [CH]. 
Fizemos também o estudo da existência. da solução da equação linear 
{ 
Dtu = -.6.u; com 
u(.T,Ü) = <p(x), 
(x,t) E /R" x IR (LS) 
chamada. a. equação de SchrOdinger linear. Esse estudo é desenvolvido no capítulo 
2 onde as proprieda.des dispersivas da equação (LS) são enfa.t.iza.dos e as referências 
principais são [C] e [Po]. 
Finalmente no Capítulo 3 apresentamos nossos resultados principais colocando 
ênfase no caso o = ±, tp E L2 (1Rn) que é chamado de caso crítiw, as referências 
n 
priiKipa.is são [Po] f' [C\~/2]. 
A notação emprega.da. será. a usual na teoria. das equaç.ões diferenciais parcia.is. 
Os teoremas, definições, lemas e proposições serão indicados por 3 ou 4 digítos onde 
o primeiro dígito indica o capítulo e os demais dígit.os correspondem a numeração 
dentro do capítulo. 
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' CAPITULO 1 
PRELIMINARES 
1.1 ALGUMAS FERRAMENTAS 
Inicialmente vou apresentar os enunciados de alguns dos teoremas que serão usados 
frequentemente e cuja demonstração fazem parte dos cursos de }.la temática e podem 
ser encontrados na bibliografia indicada. 
Teorema 1.1.1 (Teorema de ponto fixo de Banach) Seja (E 1 d) um espaço métrico 
completo e f : E ----} E uma aplicação tal que existe k E [0, 1) satisfazendo 
d(f(x),J(y))::; kd(.1:,y) para todo (.r.y) E Ex E. Então existe um único ponto x0 
de E ta] que f(xv) = Xo-
Para a demonstração ver por exemplo o livro de Hutsom and Pym[HP] (pag. 116). 
Teorema 1.1.2 (Teorema de Lax-:..lilgram) Seja H um espaço de Hilbert e seja 
a.: H X H -t R urna forma bilinear. Suponha que existe c < oc e O' > O tal que 
(i) ]a(u,v)] :Ó c]]u]]]]v]], para todo (v, v) E H X H (continuidade), 
(ii) a(u, u) :> cr]]u]] 2 , para todo u E H (coercividade). 
Então para todo f E H' existe um Vnico u E H tal que a(u, v) ::::: (f, v) para todo 
v E H. 
Quando f E H1 (o dual de H) e c· E H nós denotaremos geralmente (f, v) no 
lugar de f( v). Diz-se que (, ) é o produto escalar na. dualidade H'. H. Para a prova 
destes resultados ver o livro de Brezis [B] (pa.g. 84). 
1.2 INTEGRAÇÃO: Consideraremos no que se segue os espaços /] de funções 
a valores complexos, D é um subconjunto aberto de IR. LP(fl) (ou simplesmente 
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LP, quando não existir risco de confusão) denota o espaço das funções mensuráYeis 
u : n --+ ([' tal que 
f lu(x)l'dx < oc. se p E [l,oo); lo · 
Ess sup ju(x)j < c:c~ se p = cc. 
rEI1 
LP(O) será. munido da norma li IILP(O) (ou simplesmente li IILP quando não existir 
risco de confusão) definido por 
l (!.ol(u(,·)l'dx)'
1
', sep E [!,co); 
llullu ~ 
Esssuplul. se p::::: oo. 
" 
Consideremos a.gora um intervalo aberto I C IR e um espaço de Banach X que tem 
norma li li· 
Definição 1.2.1 Denotaremos como C cU· X) o espaço das funções contínuas de I 
em X com suporte compacto em I. 
Definição 1.2.2 A função f : I _____,. _y é mensurável se existem N C I de medida 
zero e uma sequência. (fn)nEN C Cc(I,X) tal que 
!im fn(t) ~ f(t) para todo tE I /N. 
n~oo 
Pela definiçào obser\'a.mos que se f : I _____,. .\- é mensuráYel, então ll.flj : I --+ IR é 
também mensurável. 
Definição 1.2.3 Seja f : I --+ X mensuráwl. Diz-se que f é integráYel se existe 
uma sequência Un)nEN de funções de Cc(I.X) tal que j
1
11fn- fi I_____,. O quando 
n _____,. oo. 
• 
Observação Já que llfn- fi I é mensurável e positiYa então ])lfn- /li faz sentido. 
Proposição 1.2.4 Seja f integrável como acima então existe .r(.f) E X tal que 
para qualquer sequência Un )nElV C C c (I, X) satisfazendo 
se tem 
Definição 1.2.5 O elemento x(f) é chamado a integral de f sobre I. Denotaremos 
Se I = (a, b ), denotar-se-a também 
.r (f)= l f(t)dt = l f. 
Proposição 1.2 (Teorema. de Bochner) Seja f : I ---t X mensuráwl. Entào f é 
integravel se e somente se llfll é integravel. Além disso se tem 
li i !li<: i li! li 
Vm desenvolvimento detalhado destas questões pode ser encontrada por exemplo 
nos livros de Brezis [B]: Dunford and Schwartz [DS], Yosida [Y]. Para integração 
vetorial ver Ca.zenave e Haraux [CH] (Cap.l, pag. 1:2-20), Dinculeanu [D]. 
1.3 ESPAÇOS L'(I,X) 
Como na seção 1.2. I é um inte1Talo de IR e X é um espaço de Banach com 
norma 1111· 
.J 
Proposição 1.3.1 Seja p E [1, co]. Denotamos por LP(J, X) o conjunto das funções 
f : I ~ X mensuráveis tais que t ~ llf(t)[[ esta em L' (I). Para f E L'(l, X) 
denotamos 
. 
llfllu(IX) = (l llf(t)[[dt) ''', se p < oc; 
llfllu(I.X) = Esssup llf(t)[!, se p = oo. 
tE[ 
O espaço LP(J,X) possui muitas propriedades do espaço LP(I), citaremos algumas 
que serão úteis para nós. 
Proposição 1.3.2 (L' (I' X), li I [L,) é um espaço de Banach. Se p < oc, ex (I, X) 
é denso em LP(I,X). 
Proposição 1.3.3 Seja X' o dual de X. e sejam f. I' tal que f E L' (I, X),l' E L' (I) 
l l l ' - . 
com-+-=-::; 1 entao r.pf E U{I,){), e temos a destgua.lda.de 
p q r 
lll'fllu(IXI :S llfllu(I,.dll'llr•(I)· 
Proposição 1.3.4 Se f E L'( I, X) e g E L'(!, X') com~+~=~ :S l então a 
p q r 
função h definida por h(t) = (g(t),f(z))x•.x esta em L' (I) e 
Proposição 1.3.5 Se f E LP(J, X) n L1(J~ X) com p < q entã.o para. cada r E [p, q] 
temos f E L' (I, X) e 
1 e !-e 
onde-=-+--. 
r p q 
Proposição 1.3.6 Se I é limitado e p ::; q. então V (I, X) Y. LP(J. X) e 
llfllu(l,X) :S [J[';;'llfllr•(I,X).[I[ denota a medida de I. 
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Definição 1.3.7 Seja p E [I~ oo]. Denotaremos Lfoc(Il X) o conjunto das funções 
f : I----+ X mensuráveis tais que para todo subint.erYalo compacto J de I tem-se que 
![J E L'(J,X). 
Proposição 1.3.8 Se X é um espaço de Ba.nach e se A E L(X, Y), então para 
cada f E L'(I,X) temos que Af E L' (I, Y) e IIA!IIL,(I, Y) S IIAI[q,_,)llflluu.XJ· 
Em particular, se X~ Y e se f E LP(I, X), então f E LP(I, Y) (tomar A como o 
mergulho). 
Proposição 1.3.9 Se Y é um espaço de Banach e se A E !(X, Y) então para cada 
f E L'(I,X), temos 
Ir Af(t)dt ~ Au f(t)dt) 
Em particular, se X~ Y e se f E l 1 (J, X), então a integral de f no sentido de X 
é também a integral no sentido de Y. 
A demonstração dos teoremas acima é encontrada em Dinculeanu [D]. Diestel 
and Uhl [DU], Dunford e Schwartz [DS]. Cazena\'e Te Haraux A. [CH] (pag. 18). 
1.3.1 A transformada de Fourier 
Definição 1.3.1.1 Seja f E L1 (1R") definimos sua. transformada. de Fourier 
onde x.(. = .r,Ç, + ... + Xn(.n· 
O seguinte teorema nos permite definir a transformada de Fourier em U. 
Teorema 1.3.1.2 (Teorema de Plancherel). Se f E V n I}, então f E L2 , e 
FlvnP se estende de forma. única a um isomorfismo unitário sobre L 2• 
Teorema 1.3.1.3 Seja S(JRd) o espaço de Schwartz, a transformada de Fourier 
F: S(JRd) --+ S(JRd), tp f-+ lp é um isomorfismo. 
A demonstração dos teoremas acima é encontrada em Folland [F] (pag. 244) e 
Ponce [Po] (pag. 11). 
1.4 ESPAÇOS DE SOBOLEV. \"o que se segue f1 denota um subconjunto 
aberto de IRn. 
Definição 1.4.1 Uma função u definida em quase toda parte sobre ~é chamada. 
localmente integrável sobre n se u E L1(Ii} para cada f{ CC fl. E escreYemos 
u E L}0c(n), (a notação f{ CC O significa que f{ C O"' e]{ é compacto). 
Notação. Para nós, C:O(r!) denota o espaço das funções infinitamente dife-
renciáveis ~ : n --+ IR com suporte compacto em O. Chamaremos as funções em 
C;"(!1) de teste. 
Definição 1.4.2 Suponha u., v E LJoc(f!.), e cr = (o: 1 , a 2 , ••• , crn) E [\ír.. Denotamos 
n éJ"l éJ"2 
lo:!= Ü'J + Q2 + ... + O'n = l.::o; e no. o = ô C>j ••• ô O:n tjJ. 
i=l Xt Xn 
Dizemos que v é a a-ésirna deriYada parcial fraca deu, e escrevemos 
D<>u = IJ 
se 
In uD<>odx = (-I) lo. I Jn vod.r 
para todas as funções teste ó E C;'( O). 
(U.l) 
Fixe 1 ::; p ::; oo e seja k um inteiro não negati\·o. Vamos definir a seguir os 
espaços de Sobolev. 
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Definição: 1.4.3 O espaço de Sobolev 
w'·-'( íl) 
consiste de todas as funções localmente integráveis u : Q -+ IR tal que para cada 
multi índice~ com ia1 :::; k, D0 u existe no sentido fraco (i.e u satisfaz 1.3.1) e per~ 
tence a LP(llj. 
Também definimos o subconjunto fechado lFt·P(fl) de w·k,p(í!) como o fecho em 
W'·'(ll) de C""(ll). Quando p = 2, denota-se W'·'(ll) = H'(íl) e w; '(íl) = 
H~(fl). Se utilizamos a seguinte norma para Hk(D) 
então Hk(í!) (também H~(í!)) é um espaço de Hilbert com o produto escalar 
(u,v)w = L Rc(j D"u(x)D"v(x)dx). 
o::;!o[:;S/ 0 
Observação 1.4.4 
(i) O espaço Wk·P(fl) é um espaço de Banach com a norma 11· 11~vk.p 
definida por 
I lu li\\'·' = L IID"nliu(n)· 
0:5,k,:9· 
11 llw•.,(n) 
A seguir apresentamos resultados importantes sobre espaços de Sobolev que serão 
utilizados nos capítulos seguintes e para sua prova indicaremos o livro de Brezis [B] 
(Coro!. IX.! O, pag. 165), Fridman [Fr]. (Thm 9.:3, pag. 24) Ponce[Po] (pag.44). 
Teorema 1.4.5 Seja 1::.; p < n. Então 




Teorema 1.4.6 (Desigualdade de Gagliardo-Nirenberg) Sejam 1 ~ p, q, r~ oo e 
sejam j, m dois inteiros O::;: j < m. Se 
~ = f+ a(~_ m) + (1- a), 
p n r n q 
para algum a E [;!;-,1] (a< L se r> 1 e n- J- 7 = 0), então existe c-
c(n,m,j,a,q;-r) ta.l que 
L IID"ullu <:c( L IID"uiiL') 'llulll~" 
loJ="'j lol=m 
para cada u E C':'(Ilr). 
Teorema 1.4.7 Se k > n(~- ~) comp > 2, então Hk(IR") ..___,. LP(JR"). 
Para 1:::; p < oo em E IN~ definimos lV-m·P(D) como o espaço dual de lV0m.,p(O) 
defin"se também s-m(íl) = w-m·2 (rl), logo s-m(rl) = (H0(íl))'. 
1.5 A DESIGUALDADE DE HARDY-LITTLEWOOD-SOBOLEV 
Enunciaremos um teorema que usaremos na proYa da Proposição 2.2.6 
Definição 1.5.1 Sejam f E LP(JRd) e O< 0: < d. O potencial de Riesz de ordem 
o, denotado por Ia é definido como 
onde 
C,= ;c'/'2'f(o/2)/f(d/2- a/2), 
e r é definida por r(s) = 100 é-1t'- 1dt. 
(1.5 1) 
Teorema 1.5.2 (Hardy- Little\Yood- Sobolev) Sejam O< a< d, 1 .:::; p < q < cc 
1 1 Q 
com-=---, 
q p d 
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i) Se f E LP(JRd), então a integral em (1.5.1) que define a I"' converge absolutamente 
para quase todo x E JRd. 
ii) Se, além disso, p; 1 então [0 é tal que 
IIIo(J)Ib :<: c(p,q)jlfllu· 
Para a demonstração ver os livros de Sadosky [·3]. Ponce [Po] (pag. 36). 
1.6 OPERADORES m-DISSIPATIVOS 
1.6.1 Operadores não Limitados em um espaço de Banach 
Definição 1.6.1.1 Um operador linear em X é uma dupla (D, A), onde D é um 
subespaço vetorial de X e A : D ..--.-t X é uma aplicaçã.o linear. Diz-se que A é 
limitada se jjAujj fica limitada quando u E {x E D,jjxjj :<: !}. E o caso contrário, 
A é dito nã.o limitado. 
Definição 1.6.1.2 Se (D 1 A) é um operador linear em X 1 a imagem de A é o 
subespaço vetorial R(A) de _y definido por R(.-1) = A(D); e o gráfico de A é o 
subespaço vetorial de X x X definido por G(A) = {(u 1 !) E X x X tal que u E De 
f~ Au). 
Observação 1.6.1.3 No que se segue do cap-ítulo, subentende-se o termo operador 
a.o operador linear definido a.cima quando não exista risco de confusão. Conforme 
a. notação comumente usada nos li nos de Análise FuncionaL designaremos a dupla 
(D, A) por "A com domínio de .4 ~ D(A) ~ D". 
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1.6.2 Espaços de Hilbert Complexos 
-Consideremos um espaço de Hilbert complexo X. Lembramos que X é por 
definiçao um espaço de Hilbert complexo. se existe uma forma IR-bilinear contínua 
b : X x X ---t (f' verificando as seguintes propriedades 
b(iu,v) ib(u.v) \!(v. v) E X X X, 
b( v. u) b(u,v) V(u.e)EXxX, 
b( u, u) I lu li', Vu E X. 
Neste caso (u,v) = Re(b(u,v)) define um produto escalar (real) sobre X, que 
faz do X um espaço de Hilbert rwl. ~o que se segue, consideramos X como um 
espaço de Hilbert real. 
Seja A um operador linear sobre o espaço de Hilbert real X. Se A é d:'-linear, 
pode-se definir iA, como um operador linear sobre o espaço de Hilbert real X. 
1.6.3 Operadores m-dissipativos 
Definição 1.6.3.1 Um opera.dor (linear) A em X é dissipativo se Vu E D(A), e 
V>.> O tem-se I lu- >.Aull 2' llull· 
Definição 1.6.3.2 Um operador A em X dito m-dissipativo se A é dissipativo e 
V f E X, V>.> O, 3u E D(A), tal que u- ,\.4u =f. 
Proposição 1.6.3.3 Seja A um operador m-dis~ipati\·o. Para u. E D(A) 1 denotamos 




1.6.4 Operadores não limitados em espaços de Hilbert 
Neste parágrafo, vamos supor que X é um espaço de Hilbert, com produto 
escalar C). Se A é um operador linear em X de dominio denso D(A), a fórmula 
G(A:) ={(v, I") E X x X.V(u,Jl E G(A),(\",u) =(v, f)) 
define um operador linear A" {o adjunto de A), de domínio 
D(A") ={v E X. 3c < x.j(Au, v)l :0:: cjjujj, 'tu E D(A)} 
e tal que 
(A"v, u) =(<·,Av). 'tu E D(A), Vv E D(A"). 
De fato~ a forma linear u --+ {v. A.u) Vr E D(A~), definido sobre D(A), se estende 
de forma única a uma aplicação y: X--+ IR, e fazemos A"v = r.p. 
Proposição 1.6.4.1 A é dissipati\·o em X se e somente se (Au, u) :=:;O para todo 
u E D(A). 
Proposição 1.6.4.2 Se A é m-dissipatiYo em X. então D(A) é denso em X. 
Em seguida caracterizamos um operador m-dissipa.tivo por meio de A" e G(A) 
Teorema 1.6.4.3 Seja A um operador linenr dissipatiYo em X: de domínio denso. 
Então A é m-dissipa.tivo se e somente se A.~ é dissipat.ivo e C( A) é fechado. 
Definição 1.6.4.4 Seja A um operador linear em X, de domínio demo diz-se 
que A é auto-adjunto (respectiYamente anti-adjunto) se A"' = A (respectinmente 
A• =-A) 
Proposição 1.6.4.5 Seja A um operador linear em X, de domínio denso. tal que 
G(A) C G(A") e A<; O (isto e dizer (Au, u) <;O para todo u E D(A)). Entào A é 
m-dissipativo se e somente se A é auto-adjunto. 
Proposição 1.6.4.6 Seja A um operador dissipativo em X. As propriedades se-
guintes sã.o equivalentes 
(i) A é m-disSipativo em X, 
(ii) Existe .\0 >O tal que \/f E X, existe u E D(A) tal que u- .\0 Au =f, 
Proposição 1.6.4.7 Suponha que D(A) é denso em X. Então A" é (['-linear, e 
tem-se que (iA)*= -iA~. 
Proposição 1.6.4.8 Se A é auto-adjunto, então iA é anti-adjunto. 
Proposição 1.6.4.9 Se A é um operador anti-adjunto em X, então A e -A são 
m-dissipativos. 
L7 O LAPLACIANO EM UM ABERTO DE !Rn, 
Seja. S1 um a.berto qua.lquer de IRn e Y = L 2(íl), consideramos Y como um 
espaço de Hilbert real (ver §1.6.2). Define-se o operador linear A sobre Y por 
D(A) = {u E Hci(Ç1) tal que ê.u E L'(rl)}, 
Au = ê.u, \lu E D(A). 
Proposição 1.7.1 Temos que A é m-dissipati\·o, de domínio denso. ).lais precisa-
mente A é auto-adjunto e A::; O. 
A demonst.raçã.o da proposição acima se apóia no seguinte lema. 
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Lema 1.7.2 Seja u E D(A) e v E HJ(fl). Então 
1 (b.u)vdx =- r \lu\lvdx. 
n ln (1.7.1) 
Demonstrasão. 
Fazendo integração por partes verifica-se (1.7.1) quando v E C~(f1). A prova. do 
lema se faz por densidade. Seja (t'k)kEL\. uma sequência em C~(0..) tal que Vk---+ v 
em HJ(f!) temos que 
r (b.u)v,b =- r 'Vu\lv,dx lo ln (1.7.2) 
já que os dois membros de 1.7.2 são funcionais contínuos de Vk em HJ(rt) 
h !!::.uvdx lim r ~llt'kdx =- lim f 'Vu\lvkd.t; 
k-oo Jo. k-oo Jn j \lu'Vt·dx. 
Demonstração da proposição 1.7.1 Já que C~(O) C D(A), então D(A) é denso 
em Y. Seja agora v E D(A); aplicando (1.7.1) com v = u obtemos (Au, u) :$_ O e 
então A é dissipativo (Proposição 1.6.-Llj. Consideramos a forma bilinear contínua 
e coerciva sobre HJ(fl) 
(3(u.v) = j(uv + \lu'Vv)dx 
De fato ela é obviamente bilinear pro\·emos a continuidade 
]p(u. v)] < j ]v v+ \lu'Vv]d.v SI lu I !L'+ ]]\lu]]L']]\Iv]]u S 
< (]]u]]J., + ]]Yv]]f,)1121ll>·lll_, + 11Vvllld1' = llviiHJIIviiHJ 
provemos a.gora que é coerciva 
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pelo teorema de Lax-Milgram (teorema L1.2), 'I f E L2 (fl) existe u E HJ(íl) tal que 
j(uv + \lu\lv)dx = j fvdx, 'fv E HJ(íl). 
Assim pelo Lema 1.7.2, j(u-D.u- f)vdx =O como que u-.6.u =f em quase toda 
parte sobre 0,, logo u E D(A) eu- Au =f o que implica pela Proposição (1.6.4.6) 
que A é m-dissipativo, para todo u, v E D(A). De (1.7.1) tem-se (Au,v) = (u, Av) 
então G(A) C G(A*) e então pela Proposição 1.6.4.5 A é auto-adjunto. 
1.8 O OPERADOR DE SCHRODINGER 
Seja f! um aberto qualquer de IRn, e Y = L 2(0, d:') (consideramos Y como um 
espaço de Hilbert real (ver §1.5). Definimos o operador linear A sobre Y por 
D(A) 
A(u) 
{u E HJ(íl.!l'),t!.u E L2} 
it!.u, 'lu E D(A). 
Proposição 1.8.1 A é anti-adjunto, e em particular A e -A são m-dissipativos 
com domínios densos. 
Demonstração 
Pelas Proposições 1.7.1 e 1.6.4.8 verifica-se que iA é anti-adjunto, finalmente a 
Proposição 1.6.4.9 completa a demonstração. 
1.9 SEMIGRUPOS DE OPERADORES LINEARES 
Consideremos o espa.ço de Hilbert X. Lembramos que nós estamos considerando 
X como um espaço Hilbert real (Yer §1.6.2) 
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A seguir alguns resultados referentes a teoria de semigrupos de operadores line-
ares. 
1.9.1 Semigrupos de contração e seus geradores 
Definição 1:9.1.1 Uma família a um parâmetro {S(t)}r;::o de operadores lineares 
contínuos é dito um semigrupo de contração sobre X, se: 
(i) IIS(t)ll :<: 1 para todo tO> O. 
(ii) S(O) ~I, 
(iii) S(t+s) ~ S(t)S(s) para todo s,t O> O. 
(i v) para todo x E X, S(t)x E C([O. oo),X). 
Definição 1.9.1.2 O gerador infinitesimal de S(t) é o operador linear A definido 
por 
D(A) { \ . 1. S(h)x-x . X) .r E _ : 1m I existe em , 
IdO I 
Ax . S(h)x-x ( ) bm . V.r E DA. 
h jO h . 
Proposição 1.9.1.3 Seja S(t) um semigrupo de contrações sobre X e A seu gera-
dor, então A é m-dissipativo e D(A) é denso. 
Teorema 1.9.1.4 (Teorema de Hille-Yosida-Phillips) um operador linear A é o 
gerador infinitesima.l de um semigrupo de contrações sobre X se e somente se A é 
m-dissipativo de domínio denso. 
Para a demonstração do teorema acima Yer Cazena.ve e Haraux [CHJ (pag. -!:3). 
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1.9.2 Grupo de Isometrias 
Definição 1.9.2.1 Uma familia a um parâmetro {S(t)}tER de operadores lineares 
contínuos é dito um grupo de isometrias sobre X, se 
(i) IIS(t).zll,; llxll para todo x E X e tE IR, 
(ii) S(D) =I, 
(iii) S(t + s) = S(t)S(s) para todos, tE IR, 
(iv) para todo x E X a aplicaçào t !-4 S(t)x é contínua de IR__,. X. 
Teorema 1.9.2.2 Vamos supor que A é um operador anti-adjunto. Então S(t) se 
estende a um grupo a um parâmetro S(t): R -----t .C( X) tal que 
(i) ltx E X,S(t)x E C( IR, X), 
(ii) lfx E X, 1ft E IR, IIS(t)xll = llx\1 
(iii) S(O) =I 
(i v) lts, t E IR, S( s + t) = S( s )5( t) 
(v) Para todo x E D(A),u(t) = S(t).r mifique u E C(IR,D(A)) n C1 (IR,X) e 
d dt u(t) = Au(t), para todo tE !R. 
Corolário 1.9.2.3 Com a.s nota.ções do Teorema 1.9.2.2 tem-se que (S(t)t 
5( -t), 1ft E IR. 
Demonstração. Consideremos x.y E D(A). Temos assim que 
d dt(((S(t)z,S(t)y)) = (AS(t).r.S(t)y) + (5(t)x,A5(t)y) = (S(t)x,-A5(t)y) + 
+(S(t)x,A5(t)y) =O 
Então (.x,y) = (S(t)x,S(t)y), ltt E IR, ltx,y E DA 
Se fizermos y = S( -t)z, temos então (x, 5( -t)z) = (5(t)x, z) para todo x, z E D(A). 
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Como o domínio D(A) é denso em X, aproxima-se x e z que pertencem a X por 
Xn,Zn E D(A), então 
(.r,S(-t)z) = lim (x,,S(-t)z,) = lim(S.(t)xnozn) = (S(t)x,z). 
n-::.o n-x. 
1.9.3 Obse'rvações finais. l'\o que segue-se faremos um resumo de alguns fatos 
estabelecidos anteriormente e outros sem demonstração (ver CazenaYe [C]) que serão 
usados no Capítulo 2. Seja. A : D(A) C X -+ _\_-um operador (f-linear. Supondo 
A auto-adjunto (portanto D(A) e denso em X) e A::; O (isto é (Ax,x):::; O para 
todo x E D(A)), A gera um semigrupo de contrações (S(t))t2:0 sobre X (já que pela 
proposição 1.6.4.5, A é m-dissipativo e pelo Teorema 1.9.1.4 gera um semigrupo 
de contrações). Também D(A) é um espaço de Hilbert munido do produto escalar 
(x, Y)D{.4) = (Ax, Ay)x+(x, y)x, correspondente a norma llullb{A) = IIAull}+llull}. 
Temos D(A) '-+ (D(A))' com o mergulho denso. 
Denotamos por XA o completa.mento de D(A.) pela norma llxll~ = llxlli--
(Ax,x)x', e para .r,y E D(A) temos, 
D(A) '--'X,'--' X'--' X'4 '--' (D(A))', 
com todos os mergulhos densos ('·er CazenaYe [1]). Além disso podemos estender A 
a um operador A sobre (D(A))' com domínio X tal que 
Alvt.4l =A, e Alv(A) E C(D(A),X), Alx .. E L( X.;. X'4). Alx E L( X, (D(A))') como 
A é auto-adjunto 1 então 
A ' D(A) C X ~ X definido por (íA).x = i.~x, para x E D(A) é também <f. 
linear, e é anti-adjunto. Em particular sabemos que iA gera um grupo de isometrias 
(S(t))tER sobre X. Também o fato de iA ser anti-adjunto implica 
S'(t)" = S( -t)• para cada tE IR. 
Assim pelas observações feitas acima (S(t)) 1eR pode ser estendido a um grupo 
de isometrias (S(t))tER sobre (D(A)): o qual é grupo gerado pelo operador anti-
adjunto iA.S(t) coincide com S(t) sobre X 1 e (S(t))tER restrita. a qualquer um do.s 
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espaços X~,X,X.4 ,D(A) é um grupo de isometrias. Por conveniência, usaremos a 
mesma notação para S(t) e S(t). Podemos agora enunciar o seguinte teorema, o 
qual pode ser encontrado em Cazenave [C]. 
Teorema 1.9.3.1 Para cada x E X, u(t) = S(t).r é a única solução do problema 
{ 
u E C( IR, X) n C 1 (1R, (D(.4))'); 
du -
i dt + Au =O, 'ft E R: 
u(O) =.r. 
Além disso, nos temos as seguintes propriedades de regularização. 
Se x E X.<, então u E C(JR,X.4 ) n C1(JR,X'4 ); se x E D(A), então u E 
C(IR,D(A) nC1 (JR,X). 
Para ter mais informação quanto aos resultados das seções 1.6; 1.7, 1.8 wr o 
livro de Cazenave e Haraux [CHJ, e para a seção 1.9 os li nos de Cazena,·e e Haraux 




A EQUAÇÃO DE SCHRODINGER LINEAR 
Xeste capítulo trataremos de algumas das propriedades da equaça.o de 
Schrõdinger linear 
{ 
i8tu + ~11 = O, 
u(x,O) ~ y(,r). 
2.1 PROPRIEDADES BÁSICAS 
(x. t) E JRn x IR; (SL) 
Consideremos o operador ( D. A) definido na secção ( 1. 7). Pela proposição (1. 7.1) 
sabemos que A é um operador auto-adjunto e A:::_ O (i.e (Ax,x) :::_O Vx E D(A)); 
assim aplicaremos os resultados da secção (1.9) com a mesma notação e consideremos 
Q~JRn. 
Observamos que X.4 é HJ(!R'). De fato li llx ~ il IIH6 (pelo Lema (1.7.2)) 
e C;'( IR') c D(A), logo HJ(III') c X_,. Já que D(.~) c HJ(IR') implica que 
XA C HJ; logo XA = HJ(IR11 ) e com as normas iguais, e X~= H-1 (1Rn). 
Por outro lado~ notamos que D{A) -::f HJ(IRn) o qual implica que (D(A))' =j:. 
H-2(1Rn). O operador A E .C(L2(0), (D(A))') é definido por 
- 2 (Au,v)D(A)' D(A) ~ (u."'v)p. para u E L ,v E D(A) 
Daqui em diante denotamos por S(t)tER o grupo de isometrias gerado por iA 
em qualquer um dos espaços D(A). HJ(lR'"). L 1 (1R" ), H~ 1 (IR"): (D(A))'. O seguinte 
resultado é importante no que se segue., e é consequênci a do Teorema 1. 9.:3.1. 





u E C(IR,L'(IR")) n C'(IR,(D(A))'), 
iu, + ê.u =O, em (D(A))', para cada tE IR, 
u(O) = 'P· 
Além disso llu(t)IIL' = II'PIIL', para cada t E IR e se 'P E HJ(IR"), então 
u E C(IR,HJrlH:')) n C'(IR,H-'(fl)) e II'Vu(t)llu = II'V'PIIu. 
Observação 2.1.2 Com a notação da Proposição 2.1.1, obser-.;amos que v(t) = 
U( -t) satisfaz o seguinte problema 
{ 
i8,v + ~t' =O 
t·(x·. O) = 3: 
. . . 
Logo, v(t) = S(t)(;p) mas como v(t) = u(-t) = S( t)'P: então S(t);p = S(-i)'P 
para I' E L2(IR"). 
2.2 AS PROPRIEDADES DISPERSIVAS 
l\Testa seçã.o trataremos das propriedades dispersivas da equação de Schrcidinger 
Proposição 2.2.1 Seja 2 :::; p < ex::: e t f=. O, então S(t) aplica continuamente 
LP'(JR") em L'(lR") e 
IIS( t)'PI IL'iR"J <: ( ""ltlr' 1 HI II?IIL''i""l 
, I I 
Para todo 'f' E LP (IRn ), com p1 tal que - + - = 1 
p p' 
Para a prova faremos uso do seguinte Lema. 
Lema 2.2.2 Dado t ~ O, definimos a função ]{t por 
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para x E lRn. Então 
u(t) ": S(t)<p =I<,* I' 
para i f O e cp E S(IRn). 











em IR X IRn 
iu, + /;u. =O, em R x IRn e por (2.2.1) u(O) =i;, 
- __21 2 
agora de (2.2.1) e do fato que K,(Ç) =e·'· <I' 
(2.2.1) 
(2.2.2) 
Portanto de (2.2.2) e da unicidade da solução (Yer Proposição 2.1.1) da equação da 
SchrOdinger, u(t) = Kt * r.p. 
Demonstração da Proposição 2.2.1 Seja tp E S(IRn). Pelo Lema (2.2.2) e 
usando a desigualdade generalizada de Young (Yer [Po] pag. :39), temos 
Por outro lado, do fato que a transformada de Fourier é uma. isometria de L 2 em L 2 




IIS(t)I>[[L' = [[I"[[L': para \"E S(JR") (2.2.4) 
A prova de (2.2.3) e (2.2.4) para\" E L1(!R") e 'P E L2(1R"), respecti,·amente 
se faz por densida.de. Provemos (2.2.3) para ~.p E U(JR"): por densidade existe uma 
sequência (~.pk)kEN em S(IR") tal que i?k ----7 r.p em V(lf("), quando k ---+ ::>0; por 
(2.2.3) temos 
(2.2 .. 5) 
Agora., passando ao limite em 2.2.5 ternos, 
[[S(t)I>[[L~ <: c][~D[[u; para .p E L1(IR"). 
Logo temos provado que 
ffS(t)[[qL',L') <: (4wftft'i. 
Da mesma forma prova.mos que 
[fS(t)[icrL'L'J =I. 
O caso geral se deduz do Teorema de interpolação de Riesz - Thorin (ver o livro 
Bergh e Lõfstrom [BL] ou Folland [F]) o qual afirma que 
S(t): LP'(JR")--; L'( IR"), com 1 I - +- = 1 
p p' 
com a norma 
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. 1 1-e e e 
onde 8 satisfaz - = -- + - = - . 
1 1 1-0~---
p' p 
p 00 2 2' 
com o que temos o resultado. 
1 1- e o 
-~--+-· 
' 1 ?' p -
e O E (0, 1) e qual implica 
Definição 2.2.3 Chamaremos o par (q, r), q > O, r > O; de par admiss/rel se as 
seguintes condições são verificadas: 
(.) 2n ( 1 2::; r < --.-.. 2 ::S r < oo, se n = 2l 
n-.c, 
e2::Sr:Soc se n=l), 
2 (1 1) (ii) - ~ n - - - . 
q 2 r 
Observação 2.2.4 
(i) Se (q, r) é um par admissivel q E (2, oc], (se n ~ 1, q E [4. x]). 
(ii) O par ( oo, 2) é um par admú .. sírtl, 
(iii) Se (q,·r) é um par admiss/rel, tem-se em particular que H 1 C L r com a inclusão 
densa, então L'' c H-1. Logo C([O,T].H1) c L•([O.T],L') e L•'([O,T],L'') C 
L•'([O,TJ,H-1 ), com T >O 
Definição 2.2.5 Seja t E [0, T]: para T >O, definimos os operadores 6, '1/-·. 01 por 
<PJ(r) 
e,J(r) 
lo' S(t- r)f(r)dr, Vt E [0, T]. 
t S(r- t)f(t)dt, Vr E [0, T]. 
la' S(r- a)f(a)da, V r E [0, T]. 
O seguinte Teorema contém o resultado principal deste capítulo. 
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Teorema 2.2.6 Seja (!,P) um par admissívtl e seja f E P'([O,T],L'') e T >O. 
Então <fJ E C([O,T],L2 ). Além disso, para todo par admissível (q,r) tem-se <h E 
. 
19([0, T], L r), e existe uma constante c dependendo unicamente de 1 e q tal que 
(2.2.6) 
Demonstração do Teorema 2.2.6 .-\prova será feita em seis etapas. 
Etapa 1 Para todo par admissú'el (q. r) o operador ó é contínuo de Lg' ([0, T], L r') 
em L'([O, T],L'). 
Primeiro consideremos o caso em que f E C([O: T], L r'). 
~f E C([O,T],L') pela Proposição (2.2.n já que 
enquanto que para t E [0, T] 
Neste caso 
II~J(t)llu < c ],'lt- rl-niHIIIJ(r)llu•dr =c J,'lt- rl-;11/(r)IIL•'dr 
< c fo'lt- rl-;llf(r)ilu•dr. 
·) 
Pelas estimativas do Teorema 1.5.2 (HardY-Lit.tlewod-Sobolev) com d = l e a= 1-:: 
• q 
temos que 
{T 1 li ]
0 
lt _ rl'io li/( 7 ) li L·' driiL• <; c( q) 11/IIL•' {io T] u' J: 
2 1 1 ( 2) 
onde c(q) depende unicamente de q se O< 1- q < 1 e q = q;- 1- q , 
1 1 ( 2) ( 1 1) 2 por sua vez ~ = - - l - - implica que n :- - - = -, 
q q' q 2 r q 
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! 01 21'1' 2n e o ato que < - - < Imp 1ca que 2 < r < -- Sl n > 2. 
q n- 2 
Da mesma forma prova-se no caso n = 2, 2 <r< oo . e o caso n = 1, 2 < r :s; oo. 
Além disso, r pode ser igual a 2 independentemente da dimensã.o n. Segue então, 
II<PJIIL•ilo,T],L') <; c(q)[lfllu•([O.T].U'I para f E C([O,T],L"'). 
Finalmente pela densidade de C([O.T].L'') em L•'([O,T].L'') conclui-se a demons-
tração da eta.pa 1. 
Etapa 2 Da mesma forma mostra-se que os operadores 1/' e Bt são contínuos de 
L''([O,T],L'') em L'([O,T],L'). 
Por exemplo, tem-se para o operador V 
l[,&,(t)IIL· <; t IIS(r- t)f(t)[[ydt <; t c[T- W'i'IIJ(t)lledt. 
A prova é analoga à desenvolvida na etapa 1. 
Etapa 3 Para todo par admissú·tl (q, r) o operador o é contínuo de V' ([0. T], y') 
em C([O, T], L 2 ). 
A demonstraçã.o da etapa 3 faz-se supondo primeiro f E C([O, T], Lr') e como na 
etapa 1 conclui-se o resultado por densidade. 
Assim, seja f E C([O,T],L''J, nós podemos supor que f E C([O,T].H1 ), de fato 
comuluindo f com a sequência regularizante pry na variável espacial: sabemos que 
p, * f(t, ·) E C=(JRn), p, * f(t. ·) ~ f(t, ·) em L'' (!Rn ). 
Agora f,(t) = p, *f( i,·) E C([O.T].H1); de fato. seja. (tcJ>EN tal que t, ~ t; 
para. t E [O, T] assim 
2r' 
Pela desigualdade de Young generalizada (Yer Folland [F]) com p = :3r' _ 2 ~ 1 e 
1 1 1 
-=-+--!. 
2 p r' 
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Analogamente. 
a a a • 
llax/" * f(t,,·)- ax/" * f(t,·)]]P < llax/"IIL,IIf(t,,-)- f(t.·)llu• para'= 
l,2, ... ,n já que f E C([O,T].L'') implica que ]Jf(t,,·)- f(t,·)]Ju• ~O quando 
k ~ +oo co_m o que f, E C([O,T].H'). :\este caso ~1, E C([O,T],H1 ). (veja 
Cazenave e Haraux [CH] Lema 4.1.5). 
Do fato que (S(t))' = S( -t) (ver Proposição 1.9.2.3), e denotando (·,-) o pro-
duto escalar em L 2) obtemos que para todo t E [0, T] 
JI.PJ,(t)]]f, = (~J,(t), fJ,(t)) =(i' S(t- :r)J,(r)dr.fo' S(t- C!)j,(C!)dC!). 
= ll (S(t- T )J,( :r), S(t- C!)f,(C!))dC!dT = ll (f,(r ), (S(t- T ))" 
S(t- ")J,("))d"d" 
= f' f' (f,( :r), S(r- C!)j,(C!))dadT = f'(J,(r), e,,j (7)). Jo Jo Jo '~ 
Aplicando a desigualdade de Holder no espaço e no tempo, e usando a etapa 2) 
obtém-se 
]]o/J,(t)Jjf, < fo'JJj(T)]Ju·IIO,,J,(T)]]udr :Ô ]]f,]JL•'([o.:rw'JJJO,,J,]]u([o,T].UI 
< c(q)J]f,JJi,•I[OTJ,L''J 
já que ]]f,(t)J]u• ~ ]]f(t)!lu• e JioJ,(I)]!u ~ ]]9J{t)llu quando ry ~ oo. 
Finalmente temos que 
(2.2.7) 
usando a densidade de C([O,T].L'') em L1'([0,T],L'') obtem-se (2.2.7) para f E 
L•'(O,T,L''). 
Etapa 4 Da mesma forma mostra-se que o operador '0 é continuo de L9 '([0. T],Lr') 
em C([O, Tj, L'). 
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Por densidade é suficiente considerar o caso f E C([O, T], L r') e convoluindo com 
uma sequência regularizante pode-se supor f E C[O, T], H 1 ). Pela demonstração na 
etapa 3, temos 
llli>J(')[ji, = 1{ S(;- t)f(t)dt, t S(;- ~)f(u)d") = { [(f(t), 
S(t- ~)f(r7)f(u))dudt 
= {U(t), f S(t- ")J(")d"- [ S(,- ~)f(r7)du) <::f llf(t)liu·IIBTJIIu 
+llfllu· IIB,JIIu 
"Õ li f lu• ([o,1J,U' )c( q) li fi b• ([o 1JU') + I Lfl !L•' l[o.T]U')c( q) li! I lu• l[o,1J,L•') 
concluindo-se assim a etapa 4. 
Etapa 5 Para todo par admissh·d (q. r) o operador Q é continuo de 
L'([O,T]; L'(JR")) em L'([O, T], L'(IR")). 
A seguinte observação é importante para a prova da etapa 5. 
Observação 2.2.7 Se (q, r) é um par admis-stre:l wrifica-se que 
jjujfL•t[ü.T),U) = sup{ ifoT Rt(j u;") : .p E C([O, T], L'') n C([O, TJ, H 1 ); 
III'IILi([o,TJ,U') "Õ 1}. 
Continuando com a demonstração da etapa 5. seja f E Ll([O,TLD~) e :p E 
C([O,TJ,H1 ) n C([O,Tj,L'') tal que jj,:ojjL•'t[o.T].<''I <:: 1. Em particular, 91 E 
C([O,T],L 2 ) (já que (oo,2) é um par admissírd) e aplica-se a etapa 4 com r'= 
2, q = 1 e [[o/,[IL00 I[ü.1],L') "Õ c(q)jj,:[IH'i[OT]U') "Õ c(q) (também pela. etapa 4). 
Temos então que 
{ Re(j Mt)<p(t))dt = {(Q1(t) . .ç(t))dt = [ l(S(t- ;)f(;),<p(t))d•dt = 




Aplicando a desigualdade de Cauchy-Schwarz e a etapa 4 obtemos 
1[ Re(j <Pi(t)l'(t))dtl <: [ 11/(T)IIull;á,(T)IIudT :S ll!llurro.1J,PIII;ó,IILoo([o,1J,L'J 
:S c(q)llfllu([o,1J,U)· 
E finalm~nte pela observa.çã.o (2.2.7) conclui-se o resultado. 
Etapa 6 Conclusão da demonstração da Proposição (:2.2.6). Seja (/ 1 p) um par 
admissível seja (q, r) um par admissírel tal que :2::; r::; p e seja 8 E [O, I] tal que 
1 e 1-e 1 e 1-e 
-=-+--e-=--+--- e 
rp 2 q~/oo 
Logo, 
Assim, 
llfJIIL•([o,7J,L'J :S llfJIIf,([o,1J,L')II~tlll:!([o1],FJ :S c(q,"Y)]Iflb•qo,T[Y'J• para f E 
p' (lO, T], L''). 
Portanto 9 é continua de U' ([0, T], L'') em L'([O, T], L'). 
Tomemos agora um par admisúvel (q. r) tal que p < r < 
oo, se n = 2,p <r::; oo se n = 1). e seja jf E (0.1) tal que 
I p I- p 
-=-+--e 
i' 1 q' 
I p I- p 
---.1...--
p' - 2 ' r' 
2n 
n- 2 (p < r < 
Pelas etapas 1 e 54> é um operador contínuo de P'([O,Tj,U') em U([O,T],U), e 
de L1 ([0,Tj,L2 ) em Lq([D,T],Lr). Aplicando um teorema de interpolação (wr J. 
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Bergh e J. Lõfstrõm [BL[ (Teorema 5.1.2 pag. 107)) ó é um operador continuo de 
L"([O,T],L6) ~ L'([O,T],L'), para toda dupla (cr,o) tal que 
1 e 1-e 1 e 1-e 
-=-+--e-=-+--
alq' ó2r' 
com () E (0,_1). Se fizermos a escolha O = p, se deduz-se que <? é continuo de 
P'([ü,T],U'j em L'([O,T],L'). 
A seguir estabelecemos outro resultado da mesma natureza que o Teorema 2.2.6 
e cuja demonstração é para.lela à demonstração do Teorema 2.2.6. 
Proposição 2.2.8 Seja'? E I 2. Então para todo par admissh:d (q, r) tem-se que 
S(·)cp E Lq(IR,V), e existe uma constante c1 , dependendo unicamente de q tal que 
IIS(),IIL>(HWI :S c,(q)lll'llv. (2.2.8) 
Demonstração A demonstração é da mesma forma do Teorema 2.2.6 e só faremos 







Mostra-se que (ver etapa 1 da pro,·a da proposição 2.2.6) 
li At IIL>(RL') :S c(qJIIJIIL;(R,L'') 
Na mesma forma que na prova da etapa .3 do Teorema 2.2.6 temos que 
llftllt, = (J:oo S(-t)f(t)dt, J:~ S(-cr)f(cr)dcr) = 
J:oo 1:00 (f(t), S(t- cr)J(cr))dcrdt = 
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Conclui-se a demonstração de forma similar que na prova da etapa 5 do Teorema 
2.2.6. Seja ,P E C(JR, L"') n C(JR, H1 ), llwiiL•'(R.U') :<; 1, então 
Logo 
Observação 2.2.9 
i) O Teorema 2.2.6 e a Proposição 2.2.7 fornecem uma estimativa para a solução do 
problema de va.lor inicial 
como será visto no Capítulo :3. 
{ 
iâ,u + !'.u +f= O, 
u(O) = y; 
:32 
' CAPITULO 3 
A EQUAÇÃO DE SCHRÔDINGER NÃO LINEAR 
Neste capítulo estudaremos o problema não linear de valor inicial 
{ 
ià,u = -"'u + -l[u["u, em (.L I) E IRn X IR; 
l'(x,O) = l'(.r). 
onde À e o· sã.o constantes reais com a > O. 
("iLS) 
Consideremos a formulação integral da equação ().TLS) (\·er CazenaYe e Haraux 
[CH]; capítulo 4 e Kato [K]; Lema 1.1) 
Seja, 
u(t) = S(t)l' + ( -i-1) [ S(t- o-)[u["u(o-)do-, (3.1) 
onde S(t) é o grupo de isometrias gerado por i.c.l (Yercapítulo 2, seção 2.1) chamando 
:Fu(t) =-i À fci S(t- o-)[u["u(o-)do- em (:3.1). Escrevemos 
u(t) = S(l)l' + :Fu(t). (3.2) 
3.1 A TEORIA LOCAL EM L'(IRn) 
Nosso principa.l resulta.do estabelece que sob certas hipóteses no expoente a da. 
não linearidade, o problema. (:3.:2) está localmente bem posto em L2 (1Rn); mais exa-
tamente temos o seguinte teorema. 
" Teorema 3.1.1 (Teoria Local em U(IRn)) Seja O< a< ..:, então para todo 
" :p E U(JR"), existem T = T(lllfllu, n. >..o) > O e uma única solução u da equação 
integral (3.2) no intervalo de tempo (-T, T] com 
u E C([-T,T]. L2(IR')) n L'([-T, T], L"+'(IR')). (3.11) 
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onde r= 4("+ 2) 
no 
Mais ainda, para todo T1 < T existe uma vizinhança V de 'P em L2(1Rn) tal que .a 
função 
F: V _, C([-T,, T1], L'(JR")) n L"([-T,, T1], L"+2(JR")) 
I' ~ ii(t) 
é lipschitziana. 
Na demonstração faremos uso da seguinte notação: para todo par (T0 , a) de 
constantes positivas definimos o espaço. 
E(T0 , a) = (v E C([-To, T0 ], l 2(1R'')) n L'([-To, T0 ], L"+'(JR")), tal que 
llviiL~ ([-To,To),L') 'S a e li vllu([-To,To),L""I 'S a} 
Observação 3.1.2. 
i) A dupla (r\ a+ 2) é um par admissírt:!. 
ii) E(To, a) é um espaço métrico completo. (ver [T], Lema 2.3). 
A demonstração do Teorema :3.1.1 será feita em duas etapas 
Etapa 1: Existem constantes positivas Te a (que dependem só de ll:tllu, n, >.,a) 
tais que o operador 1 definido por 
óu(t) = s(t);o + :Fu(t) {3,1,2) 
satisfaz 
<P: E(T,a)-+ E(T.a) e Q é uma contraçào (U.3) 
Para a demonstração é suficiente considerar o caso em que t ~ O. Fazendo uso de 
(2.2.6), (2.2.8) {Cap. 2) e da definição de o em (:3.1.2) temos que 
ll~{u)llu([o,T].L"+') 'S c,ll,:llu + cl.\llllui"+'IIL''([ü,1].L"*h 
(3.U) 
Pelas hipótese O <a < !, tem-se então 1 - na > O 
n 4 
Logo de (3.1.4) da desigualdade de Hêilder no tempo com as funções 1 e Jf-u(t)Jil,"',~;)r', 
, I I 1 ( . 1 '( na) e s e s ta que - + - = 1 e a· + 1 )r' s' = r (o qual imphca - = r 1 - - temos, 
s s' s 4 
(3.1.5) 
1 na 
com O=-= 1--. 
sr' 4 
Fazendo uso de (2.2.6), (2.2.8) (Cap. 2) e (:3.1.2) obtém-se 
ll~(u)IIL~([o :r] L') :': c1!IO'IIL' + cj.\jjjjuj"+'jj , o+' , 
' ' U ([O,T],Lã+T) 
e na mesma forma que em (3.1..5) temos, 
(:l.l.6) 
onde as constantes c1 e c dependem só de a e da dimensão n. 
Sejam u, v E E(T, a) (com (T. a) a serem escolhidos depois), temos 
(,P(v)- ~(u))(t) = -í.\ lo' S(t- a)(jvj"v -juj"u)(a)da. 
Usando novamente (2.2.6) como em (3.1..5): 
II,P(v)- ,P(u)liL•t[oT]Lo+'J < cj.\jjjjvj"v -juj"ujj , o+'· 
' ' - u ([o.T],L<>+') 
Tendo em conta a desigualdade 
llvl"v-juj"uj :': c0 (juj"+lvl"ll•·-ul (onde a constante C 0 depende de o) (:3.1.8) 
a. qual pode ser obtida da seguinte forma: 
Sem perda de generalidade podemos supor que Jvj < ]u.J; SeJa v entã.o 
llul"u -lvl"ul < llul"u -li-J"vl +I IV!" v -lvl"vl 
jvj . 
< llul"u -lvl"j;;juj + lvl"lv- uj 
3,5 
calculemos agora os termos da última desigualdade 
I [o+l [u[\[u['- --Tu-i[= [[u["+1 - [v['+1 [ :S 
< c,([u[' + [v[")[[u[- [v[[ 
< c,([u[" + [v[")[u- v[. 
[v["[ii- v[ :S [u['[ii- v[ :S [u['[u- v[ 
com o que demonstra-se a desigualdade. 
Agora, aplicando a desigualdade de Hõlder generalizada (ver Brezis [B] Pag. 57) 
a+ 1 a 1 
no espa.ço com -- = -- + --, temos que 
a+2 a+2 o+2 
[[~(v)- ç\(u)[[u([o,T],L""I < c,[.\[[[([u[' + [v[')[v- u[[[ ""-', 
U' ([ü,7lL a+I) 
< c,[.\[ [[ [[[u[' + [v["(·)[[L"if-'[[v- u(·)[[Lo+>[[u•([O,T]) 
< c, [ ,\ [T' [ [ [ [ [u[' + [c[' ( ·) [[L "if-' [[v - u( ·) [[L'+' [ lu• •' ([O,T]) 
< c,[.\[T8[[ [[([[u(·)[[[o+> + [[v(·)[[J:,+•)[[v- u(·)[[Lo+>[[L,+• ([O.T]) 
< c,[.\[T'{([[c[[í'.ao.TJIL'+'i 
onde usamos a desigualdade de Hõlder no tempo com se s 1 tal que (o:+ 1 )r 1 s' = r, 
1 1 1 . . . 
e - + - :::: 1 (com o que fJ :::: -) para a terce1ra des1gualdade e a desJgualdade 
.s s' sr' 
de Hõlder generaliza.da no tempo com a + 1 = ~ + ~ para a. última desigualdade. 
r r r 
Assim se u, v E E(T, a) 
analogamente obtemos 
[[1(v)- ç\(v)[[L~I[OT]L'I :S c,[.\[T82a'[[v- u[[L•([o,T].L""I 
de isto, (3.1.5), (3.1.6) e (3.1.9) temos 






Fixemos Cz = max{ CIJ c"'} e a tal que a= 2cziiY'IIu e r> o tal que c2j.\jT8acr+1 < ~' 
então 
2"+'c;"I·\IT'IIPIIf:, < l. 
Tem-se então que 2c0 jÃjT8ac. < 2"+ 1 c~+ 1 IJ.JT8 jjyjj_L 2 < 1. 
Logo de (3.1.9), (:3.1.10) e (3.1.11) conclui-se a demonstração da etapa 1. 
Etapa 2 Conclusão da demonstração do Teorema :3.1.1. 
Pelo Teorema 1.1.1 e a etapa 1, existe uma única solução da equa.çã.o (3.2). 
Assim temos provado a existência, unicidade da solução da equação (3.2). Agora 
provaremos a continuidade de ç)( u )( t) com respeito a r.p. Sejam u, v duas soluções 
de (3.2) correspondentes aos dados iniciais y. y 0 então 
u(t)- v(t) = S(t)(l"- p 0 ) +(-i.\) l S(t- a)(iul"u -lvl"v)(a)da 
Usando (2.2.6) e (2.2.8) de maneira. análoga à demonstração da etapa 1, obtém-se, 
para todo T1 < T. Pela escolha. feita para T na etapa 1 temos 
- c, 
com k = . 1 - 2c0 a(Y_Tf 
Analogamente obtém-se que 
com o que de se termina. a demonstração do Teorema 3.1.1. 
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Corolário 3.1.3 A solução u da equação (3.2) obtida no Teorema 3.1.1 pertence a 
Lq([T1 T], LP( IRn)) para todo pa.r admissível (q 1 p ). }.![ais ainda1 a dependência con-
tinua da solução com respeito ao dado inicial descrita no Teorema 3.11 se estende 
aos espaços L'([-T, T], LP(Dl") ). 
DemonstraÇão Sem perda de generalidade vamos supor que i ?: O. Combinando a 
etapa 1 da demonstra.ção do Teorema :~.1.1 com (2.2.3) e (2.2.5) temos que 
A prova da dependência continua com respeito ao dado inicia.l descrita no Teorema 
3.1.1, faz-se da mesma forma. De fato. sejam u, v duas soluções de (3.2) correspon-
dentes aos dados iniciais 'f', tpo então 
u(t)- v(t) = S(t)(l' -l'o) +(-i.\) fo's(t -a)((u)"u -[v["v)(a)da 
Lsando (2.2.3) e (2.2.5) analogamente à demonstração do Teorema 3.1.1, 
e pela demonstração do Teorema 3.1.1 
com o que termina-se a demonstração. 
3.2 A TEORIA LOCAL EM H1 (1R") 
O seguinte resultado é da mesma natureza que o Teorema 3.1.1, assim como a 
demonstração. 
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Consideremos a equação integral (3.2), e vamos supor que cr satisfaz. 
{ 
O < a < n~Z; se n 2: 3 
O < a < oo; se n = 1, 2. (3.2.1) 
Teorema 3 .. ~.1 Se cr satisfaz (3.2.1), então para todo r.p E H 1 (1Rn) existe T = 
T(IIYIIHJ,n,.\,a) >O e uma única solução u da equação integral (3.2) no intervalo 
[-T,T] com 
u E C([-T, T], H 1(JR")) n L'([-T, T], W 1M'(JR")) 
onde r= 4(o-+Z) 
no-
(3.2.2) 
!\bis ainda, para todo T1 < T. existe uma vizinha.nça TV de tp em H 1 ( IRn) tal que 
a função 
F: W _, C([-T1 , TI].H1 (JR")) n L'([-T1.TI], IV'"+'( IR")) 
<Po >-> ü(t) 
é lipschitziana .. 
Demonstração 
Neste teorema faremos a demonstração apenas no caso em que o: 2: 1. A de-
monstraçã.o no caso geral pode ser encontrada em Kato [K] ( Theo I). 
Observemos primeiro que a dupla (r.a + 2) é um par admissírt.l. Definamos 
E(T, a) = {v E C([-T. T]. H1(1R')) n L'([-T. T], \V 1·"+2(JR")): 
llviiL"'([-T.T].Hl) ~a e 
(J:(I[v(l)[j[,+' + l[\',v(t)[[Í"+')dt) 11' S a) 
onde T, a são constantes positiYas e E(T, a) é um espaço métrico completo. 
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Definamos o operador (ver :3.2) 
4m(t) = S(i)l' + Fu(t) 
e provemos que existem constantes Te a tal que Q(E(T,a)) C E(T,a). 
Supondo _t 2:: O e usando (2.2.6). (2.2.8) tem-se, 
lló(u)llu([01]L""J < cdli'llu + c!,\llllul"+lll ""-
, ' ' - Lr' ([O,T].L <>+1 ) (:3.2.:3) 
<; ciii'IIL' + cl,\lllull~(';,~,,",l[o,I].L"+'J 
Pelo Teorema 1.3.5 segue-se que 
llu(t)llu+' <; llu(t)llw. 
4 2n (Por exemplo, se n > 3, a < ~- se e somente se a+ 2 < ~- a qual é nossa 
- n-2 n-2 
condição de par a.dmissívtl (para n = 1 ou n = 2 usa-se o Teorema l.-t7). 
Temos assim que de (3.2.3) 
Pelos mesmos a.rgumentos usados acima. 
(3.2.4) 
Usando a desigualdade de HOlder generalizada com a+; = ~ + ~ e o 
a:+- o:+- o:+-
Teorema 1.3.5 tem-se, 
Logo temos, 
lllul"v, uI lu' l[o,I].L *I < I lu lll'.xl[o.I].H' 1 I IV' ,u( t)llu• ([o.1].L"+') 
< T' 1' I lu llf~l[o.11,H') I IV' ,ul!ul[o T] L"+')' 
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onde para a última desigualdade usa-se a desigualdade de HOlder generalizada com 
1 1 1 1 2 -
-;=-C+- e -C = 1-- >O, obtendo-se em (3.2.4) que 
r r r 
(3.2.5) 
Para mostrar que 
a 
fixemos a tal que cllt?IIHl = 2 e basta escolher T1 >O tal que 
c].\]a"+'(T,w + T,' 11) <L 
Analogamente mostra-se que 
]]~( u) ]] L' ([0,1J,L') < c]]l"]]u + c],\]]]]u]"H]] 2H U'([o.T],L<>+l) 
< c] li" I lu+ c].\]T']]u]]"+']]ui[o,1].L""I S ~ + c].\]T'a"+' 
na 
onde (} = 1 - T > O. 
Da mesma forma que em (:3.2 .. 5) obtemos 
]]V,~(u)]]Loo([o,T],L') < c]]'\7\"]]L' + c].\]]]]uf'Vxu]] , "# 
u ([o,T].L<>-r') 
Para mostrar que 
< c]]'\7 ,;] iu + c].\ I llulll'I[O,T].H' 1T'1' IIV ,u]]u ([o,I].Lo+') 
< ::_ + c],\laa+lyl/t. 2 I 
]]ó(u)]]L'I[a,T]H'I S a, 
basta escolher T2 > O tal que 
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Tornando T = rnin{T1 , T2} tem-se que <)(E(T, a)) C E(T,a). 
Demostráremos agora que existe uma única solução 11. da equação (3.2). Para 
isso demostraremos que ifJ: E(T. a) ..---7 E(T, a) é uma contração. 
Sejam u,v E E(T,a), então 
c lll"l"u -lvl"vll >& 
"' U'([O,T].L"+t) 
< Col,\l{llliiu(tJIIL"" + llv(t)IIL"+') 
ll(u- v)(t)IIL"+'IILe([o.1]) 
< c,i,\IT'1"'iiu- vi!L~([o.1].H')(iiulll:oc([0,1].H') 
+ llvll!>([o 1].H' )) 
(3.2.6) 
Analogamente 
IIV,(ç6(u)- o/(u))liu([o1]L"+') < c,Jilui"V,u -lvl"\'rvll >&. (3.2.7) 
' . - tr'([ü,Jl.L<>+l) 
A seguinte desigualdade 
(:3.2.8) 
é obtida da seguinte forma 
llul"u, -lvl"v,l < I lu i" v, -lvl"u,l + llvl"u, -lvl"v,l 
< liul"- 1lul-lvl"- 1 lvlllu,l + icl"lll,- v,l 
< c,(lulo-t + lvl"-1)iu- r!lu,l + lt·l"lu,- v, I) 
De (3.2.7), (3.2.8) e da desigualdade de HOlder generalizada obtemos 
lllui"V,u -lvi"V,v(t)IIL1$f <: c,l,\l{llv(t)il!h"+'li(u- v)(t)ilwLo+x 
+llv(t)llwlo+xli(u- v)(tillw• od!iu(t)il:'v~',., + lldtillr,:;',,)}. 
-12 
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para obter mais uma desigualdade similar a (3.2.6) temos supondo a 2: 1, e usando 
a desigualdade acima 
JjV'x(çO(v)- 9(u))llu([o.1].U+') < ].\ica"llu- viiL•'([o,1],W'·o<') 
+2a" llu- vil L•' ([a.1],W'·"+') 
< j.\j2ca"jJu- vllu'([D,1],1V'-o+') 
< 2ca"j.\jT8IIu- vJ]u{[o,1],1Fo+'J (3.2.9) 
1 r- 2 
com{} = -,-, ~ --; onde para obter a última desigualdade aplicamos a desigual-
r s r 





JJV',(9(u)- .;'(v))IIL~{[a,I]L'J :S 2cT'a"J.\IIju- vJ]rc([o.1],W'·""'I• 
de (3.2.6) a (3.2.11) podemos escolher T(III"IIH""•.\,a) >O tal que 
(3.2.10) 
(:3.2.11) 
Com o que a aplicação 4> é uma contração (wr demonstração do Teorema 3.1.1), 
assim pelo Teorema 1.1.1 temos a existência e unicidade da solução para a equação 
integral (:3.2). 
De maneira análoga ao Teorema :3.1.1 provaremos a dependência contínua da 
solução com respeito ao dado inicial. Sejam u., v duas soluções de :3.2 correspondentes 
aos dados iniciais r.p, r.p0 então 
para todo T1 < T. 
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Pela escolha feita para T temos que 
Da mesma forma demonstra-se que 
com o que conclui-se a demonstração do Teorema acima. 
Corolário 3.2.2 A solução 11 da equação integral (3.2) obtida no Teorema 3.2.1 
pertence a Lq ( [-T, TL Hfl-P( JRn)) pa.ra todo par ( q, p) admissh·el. :'dais ainda a de-
pendência contínua da solução com respeito ao dado inicial descrita no Teorer11a 
3.2.1 estende-se ao espaço L'([-T,T], jjli·P(JRn)). 
Demonstração Fazendo uso da Proposição 2.2.6 e do Teorema 3.2.1 temos 
llulbiio.1J.U) < c,III'IIL1 + cl.!.llluii~~~''''I[0,71-Ln+o) 
< c,lll'llv + ci.\IT'IIull~;'-([o.7J,Ln+'J 
na mesma forma temos 
IIV,ulbao,1].L') ~ c,IIVI'IIu + cl.!.llllui"V,uiiL-'([o.T).L:~il 
analogamente a (:l.2 .. 5) e (3.2.6) 
A prova da dependência contínua da solução com respeito ao dado inicia.l faz-se 
como no Teorema 3.2.1, donde concluímos a demonstração. 
-l-l 
• 
3.3 A TEORIA LOCAL EM H'(IR") 




O< a< oc,n:; 4 
(3.3.1) 
Teorema 3.3.1 (A teoria local em H 2(1Rn)) se a satisfaz (3.3.1) então para todo 
tp E H2 (1Rn) existe T = T(II<PIIw,n . .-\.o.) >O e uma única solução u da equação 
integral (3.2) no intervalo [-T, T] com 
u E C([-T,T],H'(IR"))nL'([-T,T].W'·'(IR")) com (q,r) par admiss{vel (:3.3.2) 
:tv1ais ainda 1 para todo T1 < T existe uma vizinhança ~V de cp em H2(1Rn) tal que a 
função 
F: W ~ C([ -T,, T,]. H'(IR" )) n L'([-T,, T,], W'·'(IR")) 
<? >-' u(t) 
é lipschitziana. 
A demonstração é feita. da mesma forma que na demonstração dos Teorema 3.2.1 e 
Teorema 3.2.1; ver também Kato [Kl]. 
Corolário 3.3.2 Seu é solução de (3.2) obtida no Teorema 3.3.1, então para todo 
pa.r admissível ( q, r) ternos que 
J,u E L'([-T. T], L'(IR")). 
I\.fa.is ainda ué a única solução da equação diferencial (~LS) no intervalo [~T, T]. 
Demonstração Sem perda de geralidade Yamos Sllpor que t ~ O. ProYemos que 
lul"u E C([O, T], L'( IR")). De fato. pelo Teorema :3.3.1, u E C([O,T], H'(IRn)). Pela 
-4-3 
Proposição 1.4. 7 e (3.3.1), seja r E [0, T] e h > O tal que h < T- r 
lffu["u(r +h) -[u["u(r)llu < ([[u(r + h)fl~t!+>l + [[u(r)ll~t!+,l)[[u(r +h)- u(r)fiL'<•+•> 
< 2ffull~t) 1o.7]H')IIu(r +h)- u(r)[[H'· 
como o que cçmclui-se o resultado. 
Pelo Teorema 3.3.1 .6.u E C([O,T],L2(1Rn)): provaremos que toda solução u da 
equa.ção integral (3.2) é solução da equação diferencial (~LS). 
Seja i E [0, T), e h> O tal que h< T-i, temos 
Fu(t +h)- Fu(t) 
h 
~h)-! L' i.\1~ ( )(-i.\ S(t- r)[u["u(r)dr) +- S(i +h- r)[u["u(r) h o h t 
S(h)- I (-i.\) l'+h h Fu(i)+-h-
0 
S(i+h-r)[u["u(r)dr 
fazendo h l O e observando que 
S(h)- I i.\lt+h h Fu(i) ~ it>.Fu(t) e h , S(t +h- r)[u["u(r)dr ~ -i.\[u["u(t) 
temos J+ Fu(t) = it>.Fu(t) + ( -il)[u["u(t). 
di 
Da mesma forma prova.-se que para t E (O. T] 
d- Fu(t) = il>.Fu(t) + ( -i.\)[u["u(i) 
dt 
com o que u é solução de (NLS). Assim atu E C([O, TL L 2(1Rn )), e a equação dife-
,·encial (NLS) se realiza no espaço C([O. T]. L'( IR")). 
Só resta provar a unicidade da solução da equação (NLS). Seja v solução de 
(3.2), dada pelo Teorema 3.:3.1. tal que'' E C([O,T],H2 (lll")). 
Seja r E (0, t) 
w(r) S(t- r)<"(T) 
à,w(r) S(t- r)d,t'(T) + (-itl)S(t- r)v(r) 
- S(i- r)(-i.\)[rf'dr), 
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integrando de O a t 
• 
1' a,w(r) = -iÀ 1' S(t- T)lvl"v(T)dr 
w(t) = w(O) +-i!. [ S(t- r)[v["v(r)dT 
v(t) = S(t),P + Fv(t) 
logo v= u com o que conclui-se a demonstração do corolário acima. 
A seguir provaremos as leis de consen·ação para a solução u obtida no Teorema 
3.3.1. 
Conservaçã.o da carga 
llu(·,t)IIL' = IIPI[u, Vt E [O,T]. (3.3.3) 
Conservaçã.o da energia 
E(u(·,t)) =E(;), Vt E [O,T], (3.3.4) 
onde 
!, ·)). E(w) = [Vw[ 2dx + ---. llw[[Lt,i,, para w E H 1 (1R0 ). JR_n n+2 
Para demonstrar (3.3.:3) multiplica-se a equação diferencial (NLS) por u e 
integra-se sobre mn obtendo 
r i8,uudx = r -lluud.x + r !.[u["uudx . }JRn }JRn }JR_n (3.3.5) 
Analogamente temos 
f -i3/iiu =!. -..).Uudx +!. .\lui"Uudx . }JRn /R" R_n (3.3.6) 
computando a diferença de (:3.3.5) com (:3.3.6) e integrando por partes temos que 




{)& llu(tJIII, = 8
8 r u:(t)u(t)dx =o. 
I - tlJRn 
com o que obtemos (3.3.3). 
Demonstremos agora a conservação da energia (3.3.4). Para isso, multiplica-se 
a equação dif:rencial (NLS) por lit e integra-se sobre IRn obtendo 
!. iÔtUÔtUdX = - f D.uÔtudx +).. f fufcxuÔtudx . R" }R" }R" 
Analogamente, temos 
somando membro a membro obtemos 
o . f. 8 I ( li' 2>. ( l""' z - Vu i + -- uu 2 d.r. 
RnÔt o+2 
Logo, 
O ~ r IVu(t)l' + 2.\ ., lvl"+2dx 
ut)R, a+-
com o que obtém-se (;3.3.4). 
Teorema 3.1.1 resolve o problema de valor inicial para a equação (:."JLS) em L 2, se 
consideramos o dado inicial em H 1 o seguinte teorema afirma que a soluçã.o exist.e 
em H 1 tanto quanto ela existia em L2 • 
Teorema 3.3.3 Considere (q, p) um por a.dmissírd 
i) Seja v E C([-T, T], L 2(1R")) n L'( [-T. T]. L'(lR")) a solução da equação integral 
(3.2) obtida na seção 3.1. Se cp E H 1 (JR") então 
u E C([-T, T], H'(JR")) n L'([-T, T], W'-'(JR")). 
ii) Seja u E C([-T,T],H 1(JR")) n L'([-T,T], lV"'(JR")) a solução da equação 
integral (3.2) obtida na seção :3.2. Se ;p E H2 (1Rn) e a 2': 1 então u E 
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C([-T,T],H'(JR•)), satisfaz a equação diferencial (:\LS) e as leis de conservação 
(3.3.5) e (3.3.4). 
Para a demonstração deste teorema \·er Ponce [PoJ (Pag. 88). 
A seguir provaremos a lei de conserYação (3.:L3) para a solução u obtida no 
Teorema 3.1.1. 
. J 
Supondo tp E L2(Jf?:'') e a: E (1, _:),escolhamos uma sequência {).;k}~ 1 E 
n 
H'(JR") tal que 111''- I'IIP ~ O quando k ~ x. Pelos Teoremas 3.:3.1. e 3.:3.3 
temos que existe T > O tal que u' E C([-T, T] :H'). k = L ... , é solução de (:3.!) 
e (3.2) com dado inicial '/- Por satisfazer a equação diferencial (3.1), temos a 
conservação da carga 
llu'(t)IIP = III''IIP para tE [-T,T]. (3.:3. 7) 
Pela dependência contínua da solução com respeito ao dado inicial descrita no Te-
orema 3.1.1 temos que jjuk- uiiL«([-T1 ,T1].L2) ---+ O quando k -+ oo, onde T1 < T. 
Assim passando ao limite em (:3.3.7), tem-se que para tE [-T1 , T1] 
llu(t)IIP = II,;IIL'· (:3.3.8) 
A identidade 3.3.8 permite aplicar de 110\"0 o Teorema 3.1.1 e estender a solução 
ao intervalo [-(T1 +.6.T1 ), T1 +.6.T1] onde a identidade (:3.3.9) se preserva aplicando 
sucessivamente o Teorema 3.1.1 obtemos a identidade (:3.3.5) em qualquer intervalo 
de tempo. 
3.4 A TEORIA GLOBAL EM L 2 (JR•) 
Xesta seção nosso objetivo é estender a solução u da equação integral (3.2) dada 
no Teorema 3.1.1 a qualquer intervalo de tempo. 
Teorema 3.4.1 Se O < a< 2., então para todo tp E L2 (1Rn) existe uma lÍnica 
n 
solução u da. equação integral (:3.2) em qualquer interYalo de tempo [-To. To] com 
.)9 
• 
To> O e 
u E C([-To, To], L2(1Rn)) n L'{[-T0 , T0 ], L"+'(JRn)) 
onde r= 4(o: + :2). Mais ainda: existe uma vizinhança W de 1..p em L2 (1Rn) tal que 
na 
a função 
F: W ~ C([-T0, T0], L2(JR')) n L'([-T0 , T0], L"+'(JR')) 
s"o >--> ii(t) 
é lipschitziana.. 
Demonstração Pelo Teorema :3.1.1 existe T > O tal que a solução da equação 
integral (:3,2) u E C([-T,T],I 2(1R')) n L'([-T,T],L"+2 (1Rn)), Pela identidade 
(3,3.3) temos que llu(T)IIv = jjc·llv- Aplicando de novo o Teorema :J.Ll pode-se 
estender a solução u ao interYalo [-(T + !lT). T + D..T]. Aplicando sucessivamente 
o Teorema 3.1.1 conclui-se o resultado. 
3.5 A TEORIA GLOBAL EM H'(JRn) 
Como no Teorema 3.4.1, agora estendemos a solução obtida no Teorema 3.2.1 a. 
um intervalo de tempo qualquer. 
Teorema 3.5.1 
(i) Se À > O os resultados do Teorema :3.2.1 são globais. 
.. no: . , -± (u) Se À< O e-< 2 tsto e o.< - .. então. 
2 n 
iiYviluc([o.T].U)::; Co, 
e por consequência, a solução dada pelo Teorema 3.2.1 pode ser estendida a qualquer 
intervalo de tempo. 
(iii) Se À< O e~; ~ 2 isto é a~ .±,então a solução obtida. no Teorema :3.2.1 pode-
- " se estender a um intervalo de tempo qualquer se llrçllu é suficientemente pequena. 
;o 
Demonstração Usando 3.3.4, temos que se u é solução no intervalo [O, T] então 
para todo t E [0, T] 
E(u(·,t)) = E(<p) (3.5.1) 
Logo se ). > O pode-se concluir que 
e pela identidade (3.3.3) 
jjujjl,ocl[o.T].H') <: E(<p) + ll;;lll.' 
com o que aplicando sucessivamente o Teorema 3.2.1 se estende a solução u a qual-
quer intervalo de tempo. Assim temos demonstrado (i). 
Para demonstrar (ii) suponha). < O e pela desigualdade de Gagliardo-Kirenberg 
(Teorema 1.4.6) tem-se 
1 1 1 1 -a na 
com a tal que -~') = a(:) - -) + -. - então a= ( ..!.. ·))·> 
a+ ... ~ n 2 a, ...... 
Assim neste caso, 
ilu(t)ill,t;, <: cii'PIItdlv,u(t)IIZ;. 
na 
com{)= a+ 2- 2· 
Assim de (3.5.1) e (:U.2) 
IIV,u(t)IIJ., <: IE(<p)j + cj.\lll;;llt,li\',u(t)IIZ; 
"" · · 
4 11 )li' supor-< 2 e dizer a< -e fazendo f(t) = 'V xu(t [_2 temos, 2 n 
f(t) <: IE(<p)j + c,f(t)"•' onde c1 = c1(o . .\,ll;;llu). 
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('3 - •7) ... )._ 
(:3.5.:3) 
na . 
como 4 < 1, existe Af > O tal que 
Análogo à demonstração de (i), u pode ser estendida a um intervalo de tempo 
qualquer. 
Demonstrern~s agora (iii), fixando a E[±. - 4-); provaremos que para todo Jf >O 
n n- 2 
existe h ~ h(M, n, <>, ,\) tal que se O' E H1 (IR") com IIV >'li L' S M e IIO'IIL' S h então 
a solução u da equaçã.o integral (:3.2) obtida no Teorema 3.2.1 pode ser estendida 
globalmente. 
De (3.5.1) temos que 
IIV,u(t)llf, S E(ç) + c,ó'I)V,u(t)ll~i". 
fazendo f(t) ~ IIV,u(t)IIL' temos em particular para t ~O 
(!(0)) 2 - c1ó'(f(0)) 27 " S E(ç), 
1W 
com !L E [O, a) e f1 = T - 2 onde c1 = c1(-\. a:) > O. Tomamos 6 E (0, 60 ) com 
f(O)'- có0M'h > O. 
Assim E(cp) >O e 
(3.5.4) 
onde a última desigualdade é ,·erdade se f(t) E 10, c2 (ó)) U (c3 (ó), co) com c2 (ó) < 
c3 (ó). Dado lvf >O sempre é possíwl escolher 6 >O tal que c2 (6) > ~\1; e já que 
II'V'P!Iu ~ .11 pela continuidade de f em t temos que 
sup IIV,u(t)llu S c,(ó) 
[O.T] 
Logo é possível estender a solução a qualquer interYalo de tempo. Assim a. demons-
tração do Teorema está completa. 
52 
Observação 3.5.2. Observe que de (3.5.3) temos que se a=~ e II'PIIL' suficiente-
n 
1 
mente pequeno tal que 1- cJ.~III;ollf, > 2 então 
11Vxulirx[o1]L') <: 2jE(;o)j. 
com o que pàde-se estender a solução a um intervalo de tempo qualquer. 
3.6 O CASO CRÍTICO EM L2 (1R') 
Na seç.ã.o 3.1 mais especificamente o Teorema 3.1.1, resolve o problema de 
existência da solução para a equação (:3.2); com algumas condições sobre o expoente 
da. não linearidade a. Nesta seção apresentaremos um resultado de existência e uni-
4 
cidade da solução para a equação (3.2) ainda no caso em que a=-, chamando este 
n 
o caso crítico en L2 (R11 ). 
Antes de demonstrar o resultado principal desta seção, demonstremos alguns 
resultados prévios. 
Lema 3.6.1 Supor a=!. Seja TE (0. :x:) seja O"= a+ 2, e seja também (q, r) 
n 
um par admissz'vEl. Então, seu E l"([ü.TJ~l"(lRn)): segue-se que 
Fu E C([O, T]. Ir'(IR")) n L'([O, T]. L"( IR")) 
Além disso existe k, que não depende de T, tal que 
jjFu- FviiLn([01].L') <: k(jjuJih!o1]L") + llvjj[,([o1].u))jju- uJIL•([0,1].L') (3.6.1) 
para cada u,v E L'([O,T],L'(JR")). 
Demonstração Seu E L'([O,T].l"(JR")). então ju]'u E L''([O,T],L"'(JR")); de 
fato já que (a+ l)cr' =o+ 2 = cr tem-se que 
• 
Observemos que a dupla (0'1 0') é um par admissível o qual implica pela observação 
(2.2.4) que L"'(JR") c W 1 (1R") e L''([O,T],L"'(JRn)) c Ll([O,T],W1 (JR")). As-
sim Fu E C([O,TJ,H-1(1Rn)); aplicando o Teorema 2.2.6 com 1 = p =O' tem:se 
que :Fu E 19([0, T],r) para (q, r} par admissivel. Estimemos agora (3.6.1). Pelo 
Teorema 2.2.6 com 1 = p = () 1 e a desigualdade de Hõlder, tem-se 
II.Fu- .FviiL•I[o.T].UI :S 1.1111[ S(t- T)(lvl"v -lvl"v)(T)dTIIL•([o,T].U) :S 
:S c1lllul"u -lvl"ulb•l[o,T]U') :S kll(lul" + lvl")lu- r!IIL•'([o,T],L•') :S 
:S k([(ll(lul" + lul")(t)IIL~II(u- v)(t)IIL·J''dt)1i•' 
:'Ô k(llull~•l[o.T].L•) + llvii~"([O.T]U))IIu- uiiL•([O.T].L")• 
onde c1 é a constante obtida pelo Teorema 2.2.6 e k é o produto de c1 com a cons-
tante obtida na desigualdade (:3.1.8). 
Proposição 3.6.2 Existe ó >O que satisfaz a seguinte propriedade, se tp E L2 (1R") 
e T > O, tal que li 5( · )tpJ]L"([O,T],U) < b. existe uma única solução da equação integral 
(3.2) u E C([O, T], L'(IRn)) n L'([O, T]. l"(JR")). Além disso u E L'([O, T], L'(JR")) 
para cada par admissível (q,r) e llu(t)l!v = IIYIIP para i E [O,T]. Finalmente a 
solução u depende continuamente em C([O. T], L2(1R" ))nL'([O, T], L'(IR")) do dado 
inicial cp E L2(1R"). Se cp E H1 (JR") então u E C([O,T]. H1(1R")). 
Demonstração Seja 8 > O a ser escolhido depois. e sejam 9, T como acima. 
Definindo o conjunto E como 
E= {u E L'([O. T]. L"(JR")), llvllu([oT]L"l :S 26), 
observemos que E e um espaço métrico completo. Para w E E, definimos o(w) por 
o(w)(l) = S(t);o+.Fw(t) . 
. )-± 
Vamos provar que ljJ é urna contração em E. Sejam u:1 , w2 E E, 
ll~(w,)- ~(w,)[[L•([O,T].L") ~ II.Fw,- Fw,[k~I[O,T],L•) S 
S k( [[w,[lr•([O,T],L") + [[w,ll[,'([o T].L•)) [[w, - w,[ k•([o,T],L"I 
S 2k(2ó)"[[w,- wo[[L•([o,T],L")· 
Escolhemos 8 tal que 2k(28)" < 1. 
Assim pelo Teorema 1.1.1 9 possui um único ponto fixou, o qual é solução de 
(:3.2). Provemos agora que u E L'([O, T], L'): pelo Lema 3.6.2 (com v ~ O) e a 
Proposiçã.o (2.2.8) tem~se 
[[u[[L<([o.T],L') S IIS(t)l"llco([o.T]L') + [[Fu[[L'([o,T],L') 
:Ó cill'llu + 2k[[uiiL•([O,T],L") [[u[[L"([O.T],L")· 
Precisamos provar também que se {\2m} é uma sequência em L2 ( IRn) com \2m -+ 
)",quando m ~ oo, então um ~ u em L'([ü.T],L"(lR")) n L00 ([ü,TJ,L2 (1R")). 
Consideremos a sequência ~.pm E L2 (1Rn), com.,.:;,., -+ :.;, quando m-+ oo. Sejam 
suficientemente grande ta.l que 
8 
lll"m -I"! lu < -. c, 
onde c1 é a constante obtida. na. Proposição 2.2.8 
Pela Proposição 2.2.8 tem~se, 
Pelos argumentos feitos anteriormente construímos um E U"(O,T,L(7) solução de 
(3.2) com dado inicia.l <pm. ~ovamente por (3.6.1) tem~se 
[[um- u[k•([o,T],L") ~ [[S(·)(;:m -)")[[ul[o.T].L") + [[Fum- Fu[[u([O,T],U) S 
S c,[[\"m -I"! lu+ k2(2")"1[um- u[[L"([o.T],L")· 
Pela nossa. escolha. de ó(ó >O tal que 1- k2(28)ê.l >O 
• 
então 
Como ( oo, 2) é par admissível tem-se também, 
~l'ials ainda, 
para (q, r) par admissível. 
Assim um~ u em L"([O,T].l"(JR")) n r~([o.T].L 2 (1R")), e 
um~ u em L'([O.T],l'(IR")) 
quando m -----+ oo. 
Suponha tp E H1(1R"'). Já que (3.:2) possui solução local única em H1(1Rn), 
conclui-se que u E C([O,rj,H1(1R")) n L"([O,r].1Vr."(1R")) (Teorema 3.2.1 e Co-
rolário 3.2.2) para algum r E (0, T]. 
Afirmamos que pode-se tomar 1 = T. isto é a solução existe em H1 (1Rn) 
tanto quanto ela existe em L2(1R"). Suponha. que não, então deYeríamos ter que 
llu(t)llw -----+ co quando t i T. (Ver Teorema 2.1 de [C\Vl)]). Pela desigualdades 
(3.6.1 ), (2.2.6) e (2.2.8) tem-se que 
Vamos estimar os termos da direita da desigualdade anterior; 
IIS(·)'Pibi[o,<J,W'·'I < IIS(-)c·lbqo,J.UJ + [V,S(-)'PIIr•([o.•J.L'I 
< rrii'PIIr' +rrllv,;IIF =crii'PIIH" 
Da mesma forma 
I[.:Fu[b(o,<.W'-'1 S: II.:Fu[bl[o•]L') + II'~Fullr•([O,,]L') S: 




Para obter a última desigualdade computamos o termo IIVFuiiL9([o,t],Y) da seguinte 
forma. 
csando (3.6.1) com u e v,; com v,(.r) = u(x + he;), i= 1, ... , n h> O 
Fv,- Fui I v, - u 
li h . IIL•([o,•WI ~ k(llvlli'.l[o,•WI + jjv,jjjêol[o.•],L"})jj h IIL"([Oi],L") 
fazendo h ----t O temos 
IIVxFnlbl[o,•WI < k(llv111>I[Oi].L"} + l!niiL"([o.•],L"))jjVujJL•([O,,],U} 
< 2k I lu lll'.l[o,].L"}IIV u IIL•([O.•].L") 
com o que em (3.6.2) temos 
Jjuj]L,I[o,,J,W'·'} < c,JJI'IIH• + cjju IJL;t('[oi},L"} + 2kjjujjf"([o,•],L") !IV x ullul[o.•].U) 
c,JJI'IIH• + IJuJIJêol[o.•J,L"I(cjjujir•l[o.•]L•J + 2kj]VxuiiL•I[o.•].U}) 
- c,j ii'IIH• + kjju IIL"I[O,,],L"} JjuJ!r•l[o.•].lV'·"} (3.6.3) 
com k = ma.x{2k,c}. 
Assim, de (3.6.3) temos 
para cada t.$ r. 
Fazendo sucessivamente ( q, r) = (a, cr) e ( q, r) = ( oc. 2) na desigualdade anterior 
temos 
e 
Escolhendo b >O suficientemente pequeno tal que 1 > 1.:(2ó)rY temos 
c, 
com C3 = ~ 
1 - k(28)" 
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e 
fazendo t T T temos 
o qual contra:diz o fato que limllu(t)IIHJ -----*co. 
tjT 
Assim T =Te segue-se disto que llu(t)llu = llçllu \li E [0, T] (m· equaçã.o 3.3 e 
[CWJJ). 
Seja agora i..p E L2(1Rn) arbitrário. pela densidade de H 1 (1R:") em L2 (1R") existe 
uma sequência (rpm)mEN E H 1(1R") tal que tpm -----J- ..p em L2(1R"). quando m---+ oo; e 
seja um a solução de (3.2) correspondente ao dado inicial 'Pm e para cada m tem~se 
que 
llum(tJIIu = ll?mllu; para i E [D.T]. (3.6.4) 
Pela dependência contínua da solução com respeito do dado iniciaL um -+ u em 
L00 ([0,T], L2 (1Rn)) quando m _, oc. Assim u E C([D, T]. L2 (1R" )) e fazendo m _, co 
em (3.6.4) temos que 
llu(t)llu = llçllu para cada i E cO, T], 
com o que a prova da proposição está completa. 
Finalmente demost.raremos o resultado principal deste Capítulo. 
" Teorema 3.6.3. Suponha o=_::__ Para cada y E U(IR.r.), existe uma única solução 
n 
maximal u E C([D, T"), L'(lR")) n Lf,;'([D. T"). L"+2(H· )) de C3.2). Além disto 
i) u E U ([0, T], L r( IRn)) para cada T < Tx. e cada par fldmissh-tl ( q. r): 
ii) llu(l)llu = lll'llv, para cada i E [O.T") . 
. ss 
iii) Se T" < oo, então llulbno,T'],L') 
r 2: a+ 2. 
oo para cada par admissível ( q, r) com 
Demonstração Seja cp E L'(JRn). Já que IIS(·)cpllu([o.T]L•) __, O quando 
T ~ O, para T suficientemente pequeno a hipótese da proposiçã.o (3.6.2) é satis-
feita. AplicaÓdo iterativamente a Proposição 3.6.2 pode-se construir uma solução 
maximal u E C([O,T"), L2 (1Rn)) n L/00 ([0.T"), L"(IR")) de (3.2) da seguinte forma. 
A Proposição 3.6.2 garante a existência de uma solução u. de (3.2) no espaço 
C([ü, T], L1 ( IRn)) n L' ([0, T], L' (IR")); aplicando novamente a Proposição 3.6.2 es-
tendemos a solução ao intervalo [0, T + ~T]: e por aplicações sucessivas desta Pro-
posição 3.6.2 obtemos o resultado desejado. Agora só resta provar (iii). Assim, 
vamos supor que T* < oo e supondo o contrário que jjuJIL"{[O.T'],L"') < oo. Seja 
t E [0, T"). Para cada r E [0, T" - t), temos 
S(r)u(t) ~ S(r)(S(t)cp + Fu(t)) ~ S(r + t)cp + ( -i-1) [+" S(t + T- r)lul"u(r)dr- (-i-1) l+" S(t +r- r)lul"u(r)dr 
o t 
~u(r+t)cp-(-i.\)f S(r--l)lul"(t+-l)d-1 
~ u(r + t) -F(u(t +·))(r) (3.6.4) 
onde para obter a expressão (3.6.4) fizemos a mudança de variáYel À= r- t. 
Agora de (3.6.4) e (3.6.1) obtemos 
IIS(·)u(t)IIP([O,T'-t]VI :S llu(t + ·JIIL"([o,T'-t].U) + 
kllu(t + ·)IIL"([O,T"-t]L•)ilu(t + ·JIIL"[[o,T•-t)L•) ~ 
11 11 )11 "+' ~ iiu(t + ·) L•[[O.T"-t].L•) + k u(t + · L"[[O.T"-t),L")' 
Fazendo a mudança de variável p = t + 1 temos, 
T"-t 
I lu( I+ ·)IIL•I[o,r--t],L"I ~ 11 I lu( I+ r)IIJ:.dr) 1fc 
T" ~ (1 llu(p)!IJ:•dpjl1" ~ lluiiL•([t,T"[,L")· 
jg 
(3.6.5) 
Portanto, de (3.6.5), 
IIS(·}u(tJIIL"([O,T"-'],L") S lluiJL"i[,,T"]L") + kjjujj~tt[,,T•],L") · 
Escolhendo-se t perto de T*, segue-se que 
IIS(·)u(t)iiL"([O,T'-'],L") <é. 
Então, a.plicando a Proposição (3.6.2) a solução pode ser estendida além do r~, o 
qual contradiz a ma.ximalidade da. solução u. Seja agora (q,r) um par admissível 
com r~ a. Aplicando a desigualdade de Hêilder temos que para T < TK e p E [0, 1] 
tal que 
I ~ 1-p I l-1' p -~-+--. -~--+­
a2 r'a- q ::o 
temos que 




lluliL"([O,T],L") S llllull~' lluii~~"IIL"[OT] S I lu lll~i!o.T],U) llull~oo([OT] L') S I IYII~' lluiil~i[o,T],U) 
fazendo T ---t T* obtemos que llu[[Lq([O.T'],UJ = 00, o qual prova (iii). Assim com-
pletamos a demonstração do Teorema 3.6.3. 
Observação 3.6.4 
A solução loca.l obtida no Teorema 3.6.3 nem sempre pode ser estendida a qual-
quer intervalo de tempo, por exemplo se,\< O e 1jJ E H 1(1Rn) é uma solução não 
triYial da equação 
definindo u(x,t) ~ (I- W"i'exp(i(-!1- lxl')/-!(1- t)~·(x/(1- t))o para .c E 
IRn,t E [0, 1) temos que ué solução da equação diferencial (3.1) (\'er [\V]). :\hs 





Concluimos então que a solução u obtida no Teorema 3.6.3 não pode ser estendida 
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