Synthetic supermolecules such as -conjugated light-harvesting dendrimers efficiently harvest energy from sunlight, which is of significant importance for the global energy problem. Key to their success is rapid transport of electronic excitation energy from peripheral antennas to photochemical reaction cores, the atomistic mechanisms of which remains elusive. Here, quantum-mechanical molecular dynamics simulation incorporating nonadiabatic electronic transitions reveals the key molecular motion that significantly accelerates the energy transport based on the Dexter mechanism.
Harvesting energy from sunlight is of paramount importance for the solution of the global energy problem, 1 for which synthetic supermolecules such as light-harvesting dendrimers 2 are attracting great attention. 3 In these molecules, electronic excitation energy due to photoexcitation of antennas located on the periphery of the molecules is rapidly transported to the photochemical reaction centers at the cores of the molecules, which in turn perform useful work such as photosynthesis and molecular actuation. 4 A number of experimental [5] [6] [7] and theoretical 8 works have addressed rapid energy transport mechanisms in light-harvesting dendrimers. Though such energy transfer is conventionally attributed to either dipole-dipole interactions ͑Förster mechanism͒ or the overlapping of donor and acceptor electronic wave functions ͑Dexter mechanism͒, 2 atomistic mechanisms of rapid electron transport in these dendrimers remain elusive. Here, we perform quantum-mechanical ͑QM͒ molecular dynamics ͑MD͒ simulations incorporating nonadiabatic electronic processes 9, 10 to identify atomistic mechanisms of rapid energy transport after photoexcitation of a light-harvesting dendrimer. The results reveal the key molecular motion ͑i.e., thermal vibration of the aromatic rings in the peripheral antennas͒, which significantly accelerates the energy transport based on the Dexter mechanism. The simulation results also elucidate the effect of temperature and solvent on the electron transport rate, which explains recent experimental observations.
The simulated system consists of a zinc-porphyrin core ͓labeled "core" in Fig. 1͑a͔͒ and a benzyl ether-type antenna. In the antenna, there are three aromatic rings connected by ether oxygen atoms, out of which one aromatic ring is directly connected to the zinc-porphyrin core. We hereafter refer to this ring as "intermediate" ͓labeled "inter" in Fig. 1͑a͔͒ and the other two rings bonded to the intermediate ring as "peripheries" ͓labeled "peri" in Fig. 1͑a͔͒ . The periodic boundary condition is employed with a suprecell of dimensions 18ϫ 18ϫ 24 Å 3 , which is large enough to avoid the interaction between periodic images of the molecule. Namely, the total energy changes only slightly ͑ϳ0.01 meV/ atom͒ when a larger supercell of 20ϫ 20 ϫ 26 Å 3 is used. We first calculate the electronic structure of the system based on the density functional theory ͑DFT͒ ͑see Ref. 11 for the calculation method͒. The spatial distribution of some of the one-electron wave functions in the ground state is shown in Fig. 1͑b͒ , where the atomic positions are relaxed so as to minimize the total energy. It is seen from Fig. 1͑b͒ that the highest occupied molecular orbital ͑HOMO͒ and the lowest unoccupied molecular orbital ͑LUMO͒ spread only within the core, which is consistent with the fact that electrons and holes photoexcited in the peripheries eventually move to the core. To study the effect of thermal molecular motions on the electronic wave functions, we next perform adiabatic MD simulation at a temperature of T = 300 K in the canonical ensemble, where the electrons stay in the ground state and the atomic forces are calculated based on the DFT. 12 The left panel of Fig. 2 shows the time evolution of electronic eigenenergies i during the MD simulation. From the time average of these eigenenergies, we calculate electronic densities of states ͑DOS͒ D ␣ ͑E͒ projected to the wave functions of the atoms in molecular subsystems, 13 where ␣ = core, inter, peri for the zinc-porphyrin core, intermediate ring, and peripheral rings, respectively. The right panel of Fig. 2 shows D core ͑E͒ ͑black solid curve͒, D inter ͑E͒ ͑red dashed curve͒, and D peri ͑E͒ ͑blue solid curve͒ at T = 300 K, along with the eigenenergies of the optimized structure at T = 0 K in Fig. 1 ͑horizontal lines͒. In D core ͑E͒, there are peaks at 0.1, 2.1, and 3.3 eV ͑the origin of energy is taken at the HOMO eigenenergy at 0 K͒, whereas D peri ͑E͒ has peaks at Ϫ0.3 eV and 4 eV. The differences between these energies are in good agreement with photoabsorption measurements at 25°C; 14 the absorption peaks for the zinc-porphyrin core have been observed at the photon energies of about 2.2 and 3.0 eV ͑known as Q and Soret bands, respectively͒, and that for the peripheries has been observed around 4.4 eV.
Even at a finite temperature of 300 K, the two core states, LUMO and LUMO+ 1, are not mixed with the other states, represented by the clear distinct peak at ϳ2.1 eV in D core ͑E͒ ͑right panel in Fig. 2͒ . In contrast, LUMO+ 2, which also spreads only within the core at 0 K, mixes with the states in the intermediate and peripheral rings due to thermal fluctuation at 300 K, and D core ͑E͒ above 3 eV overlaps with D inter ͑E͒ and D peri ͑E͒. The left panel of Fig. 2 exhibits multiple crossings of eigenenergies in this energy range. When an eigenenergy is well separated from the others, its wave function has a large amplitude only within the core or one of the peripheries as shown in Figs. 2͑a͒ and 2͑b͒ , respectively. On the other hand, the wave function spreads over both peripheries, when the LUMO+ 3 and LUMO+ 4 energies approach each other ͓Fig. 2͑c͔͒. Also, at a crossing of the LUMO+ 2 energy with another eigenenergy, the wave function spreads over both the core and a periphery ͓Fig. 2͑d͔͒. This suggests that electrons photoexcited in the peripheries are transferred to the core through such extended state, i.e., by the Dexter mechanism. A similar situation is observed for the occupied states ͑HOMO, HOMO− 1, …͒, which suggests that hole transport also occurs with the same mechanism.
In order to confirm that a photoexcited electron indeed transfers based on the Dexter mechanism, we perform nonadiabatic MD simulations that incorporate electronic transitions through the fewest-switches surface-hopping ͑FSSH͒ method 9 along with the Kohn-Sham ͑KS͒ representation of time-dependent ͑TD͒ DFT. 10 The nuclei are treated classically in the adiabatic representation, i.e., the atomic forces are calculated from the ͑excited͒ electronic eigenstates for the current nuclear positions. Switching probability from the current adiabatic state to another is computed from the density-matrix elements obtained by solving the TDKS equations, 10 and nonadiabatic transitions between adiabatic states occur stochastically. 9 We have estimated the manybody correction on an electron-hole pair excitation based on Casida's linear-response TDDFT ͑Ref. 15͒ and found that the switching probability is modified by at most a few percent ͑see Fig. S1, Ref. 11͒ .
The TDKS-FSSH simulations are initiated by exciting an electron from the HOMO− 4 to LUMO+ 4 state at time t = 0, corresponding to the ultraviolet-light excitation in experiments. 14 We also calculate the distribution of oscillator strengths using Casida's linear-response TDDFT method, 15 which agrees well with the observed absorption spectra ͑see Figs. S2 and S3, Ref. 11͒. An example of the time evolution of the eigenenergies is shown in Fig. 3 ͑supplementary movie S1 shows this process, Ref. 11͒. Just after the excitation, the wave function of the occupied LUMO+ 4 is distrib- 
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uted mainly in the left periphery ͓Fig. 3͑a͔͒. At 6 fs, a transition from LUMO+ 4 to LUMO+ 3 occurs, accompanied by the transfer of the electron to the right periphery ͓Fig. 3͑b͔͒. Note that the eigenenergy of the right periphery is not always lower than that of the left periphery due to their crossings. At 17 fs, another transition to LUMO+ 2 occurs, causing the wave function of the occupied state to reside mainly within the core ͓Fig. 3͑c͔͒. As demonstrated above, the crossings of eigenenergies i due to thermal motions of atoms are crucial for electron transfer. With larger fluctuation of eigenenergies, the crossings are more frequent, resulting in fast energy transfer. The fluctuation of eigenenergies can be estimated from adiabatic MD simulations. We obtain the average standard deviation of eigenenergies = ͗͑ i − i ͒ 2 ͘ 1/2 , where i is the time-averaged value and ͗¯͘ denotes the average over i = LUMO+ 2, LUMO+ 3, LUMO+ 4, as well as over time. From the time evolution of i in Fig. 2 , is calculated to be 0.13 eV at 300 K. 16 When the temperature is decreased to 100 K, our MD simulation exhibits much smaller fluctuation, = 0.02 eV, which indicates that the energy transfer should be slower at lower temperatures ͑see Fig. S4, Ref. 11͒. This explains a recent experiment on light-harvesting dendrimers, 6 in which a remarkable temperature dependence of photoluminescence intensities indicates that the energy transfer from the peripheries to the core is suppressed at low temperatures ͑i.e., below 100 K͒.
Since photoluminescence experiments for dendrimers are carried out in a solvent, 6 we also consider the environmental effects on the electron transfer. We perform adiabatic MD simulations for the dendrimer molecule in anhydrous tetrahydrofuran, which is organic liquid consisting of ͑CH 2 ͒ 4 O molecules used in experiments. 7, 14 We find that the solvent suppresses the thermal motion of atoms in the dendrimer ͑see Figs. S5 and S6, Ref. 11͒.
In order to estimate the electron transfer time, additional TDKS-FSSH simulations are carried out, and Fig. 4 shows the time evolution of the existence probability R ␣ ͑t͒ ͑␣ = core or antenna͒ of a photoexcited electron obtained from the ensemble average over 40 simulations ͑see also Fig. S7 , Ref. 11͒. Here, the solid and dashed curves show R ␣ ͑t͒ for the core and antenna regions, respectively, which are calculated in the same way as D ␣ ͑E͒ ͑the antenna region is defined as the intermediate plus the peripheries͒. The electron transfer time is estimated to be ϳ40 fs. The corresponding electron transfer rate, 0.025 fs −1 , is found to be orders-ofmagnitude larger than that due to the competing Förster mechanism ͑see Ref. 11͒ .
In summary, our QM MD simulation incorporating nonadiabatic electronic transitions reveals the key molecular motion that significantly accelerates the energy transport based on the Dexter mechanism. An essential feature of the electronic structure to support the rapid electron transfer is the existence of unoccupied levels in the peripheries just above LUMO+ 2 of the core, and that of occupied levels in the peripheries just below HOMO of the core. Crossings of these energy levels occur due to thermal fluctuation even in the ground state. Upon photoexcitation, the motion of aromatic rings connected by ether bonds enhances the lowering of the energy of the photoexcited state, thereby promoting such crossings further. The acceleration is less pronounced in the presence of solvent at low temperatures which explains recent experimental observations. FIG. 4 . Time evolution of the existence probability R ␣ ͑t͒ of a photoexcited electron. The solid and dashed lines indicate R ␣ ͑t͒ for the core and antenna regions, respectively.
