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Abstract— Given a mapped environment, we formulate the
problem of visually tracking and following an evader using
a probabilistic framework. In this work, we consider a non-
holonomic robot with a limited visibility depth sensor in an in-
door environment with obstacles. The mobile robot that follows
the target is considered a pursuer and the agent being followed
is considered an evader. We propose a probabilistic framework
for both the pursuer and evader to achieve their conflicting
goals. We introduce a smart evader that has information about
the location of the pursuer. The goal of this variant of the
evader is to avoid being tracked by the pursuer by using
the visibility region information obtained from the pursuer, to
further challenge the proposed smart pursuer. To validate the
efficiency of the framework, we conduct several experiments
in simulation by using Gazebo and evaluate the success rate
of tracking an evader in various environments with different
pursuer to evader speed ratios. Through our experiments we
validate our hypothesis that a smart pursuer tracks an evader
more effectively than a pursuer that just navigates in the
environment randomly. We also validate that an evader that
is aware of the actions of the pursuer is more successful at
avoiding getting tracked by a smart pursuer than a random
evader. Finally, we empirically show that while a smart pursuer
does increase it’s average success rate of tracking compared to
a random pursuer, there is an increased variance in its success
rate distribution when the evader becomes aware of its actions.
I. INTRODUCTION
Given a mapped environment and an adversarial evader
traversing the environment, we develop a probabilistic model
for an autonomous non-holonomic mobile robot that max-
imizes the probability of tracking the evader in the envi-
ronment, dubbed as a smart pursuer. It is an interesting yet
challenging problem because it incorporates several aspects
of active perception such as object detection [1], object
tracking [2], and planning for autonomous navigation by
avoiding obstacles [3] in addition to our primary task of
keeping the evader in the line of sight. The direct applications
of our work can be autonomous discreet policing/patrolling
and intelligent adversary shadowing, to improve the level
of security from both public and private perspectives. Other
potential applications range from assisting with carrying
luggage to intelligent environmental monitoring.
In this work, we consider a pursuer robot equipped with a
limited visibility depth sensor whose goal is to actively track
an evader that is moving in an environment with obstacles.
The pursuer has prior knowledge of the workspace in the
form of an occupancy grid map obtained through SLAM
[4]. The goal of the evader is to avoid being tracked by the
pursuing robot while traversing in the environment. Essen-
Fig. 1: A scenario of the Pursuit-Evasion game where the
human is the evader and TurtleBot is the pursuer. The
blue lines represent the boundaries of the line-of-sight of
the pursuer. The transparent arrows represent the possible
random actions the agents can take. The red arrows represent
the smart actions an agent can take to fulfill its goal of
evading or tracking the opponent.
tially, the pursuer robot and evader form the two competing
opponents in a pursuit-evasion game.
Current research methods focus on various aspects of the
pursuit-evasion game. Some methods focus on decomposing
the environment into various forms such as an information
graph[5] using visibility of the pursuer and voronoi tessella-
tion of the environment [6] to reduce the required actions
taken by the pursuer. This decomposition in most cases
requires offline processing, and the overall complexity is
dependent on the size of the map. Moreover, the majority
of related methods proposed in pursuit-evasion formulate
the problem as capturing an evader, but we model it as a
tracking challenge. Capturing an evader does not necessarily
guarantee that the evader was tracked for the maximal
amount of time (higher tracking success rate). Further more,
tracking an evader is additionally challenging when the
evader can access every location in an environment without
any restrictions, and the evader is able to access the pursuer’s
location and visibility region information in an adversarial
manner (smart evader). In our experimental setting, we create
an indoor environment with a lot of fixed obstacles to hinder
the maneuverability for the agents.
Given the map of the environment as an occupancy grid
map [7], and assuming the evader is in the line of sight of
the pursuer at the beginning, we model our problem as a
probabilistic tracking game where pursuer and evader have
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opposing roles (as shown in Fig. 1). Both the pursuer and
evader are bound by their velocities vp and ve. When the
pursuer detects the evader, it employs particle filter based
visual tracking [8] to track the evader in the current view and
uses the depth information from the depth sensor to estimate
the position of the evader. When the pursuer cannot track or
detect the evader in the image plane, it once again employs
a particle filtering based localization module to estimate the
state of the evader on the grid map. After estimating the
position of the evader in the map, the pursuer moves to the
location yielded by the weighted sum of particles, which
leads to a higher chance of tracking the evader. We present a
smart pursuer that maximizes the probability of maintaining
the evader in its field of view and probabilistic evader that
minimizes the probability of being tracked by the pursuer.
To evaluate the efficacy and the efficiency of our smart
pursuer model, we evaluate the success rate of tracking an
evader in various environments from various random start
points. We also introduce a smart evader whose goal is
to actively avoid being tracked by the pursuer. The smart
evader knows the location of the pursuer at all time and by
using the visibility region of the pursuer, it computes a goal
location that minimizes the probability of it being tracked.
In order to test how reliable and robust our pursuer model
is, we investigate the effect of speed ratios and also test the
complexity of environments in which the robot will navigate.
Moreover, to validate that our pursuer model can capture
smart evaders we investigate the effect of various types of
evader behavior based on the tracking success rate. Our
experimental results observed validate that: 1) Smart pursuer
performs better at tracking an evader than a random pursuer;
2) The average success rate of tracking a smart evader is less
than the average success rate of tracking a random evader;
3) In the case of having a smart evader, our smart pursuer is
able to track the evader with a reasonably high success rate,
and in the majority of the scenarios observed, our pursuer
has over 45% success rate. Our contributions to the field in
this work thus can be summarized as follows:
1) We propose a new pursuit-evasion game setting which
aims at better tracking rates, and we show that this
setting has many applications.
2) We set up a virtual environment, with controllable
hyper-parameters (such as pursuer/evader speed ratio,
environment settings, and evader behavior models) to
formally validate our proposed system. We intend to
make the testing bed public as well as the testing
protocols available upon the publication of this draft
for the community to conduct further research.
3) We propose a probabilistic framework to optimize
the chance of the pursuer tracking both the random
and smart evaders, and we validate its efficacy and
efficiency on both simulation and physical platforms.
II. METHODOLOGY
A. Problem Statement
We consider the problem of tracking a mobile evader with
a single mobile pursuer. The game is played in discrete
intervals of 1 unit each for a limited amount of time tmax and
hence τ = {0, 1, 2.., k, ..tmax}. Let xpk, xek be the states and
zpk, z
e
k be the observations of pursuer and evader respectively
at time step k. Each xk is a triplet of the agent’s coordinates
on the map and also the orientation xk = (x, y, θ).
The pursuer agent we consider is non-holonomic with a
limited Field Of View (FOV) (in our experiments, we set it
to pi/3) and a fixed, front-facing camera. We analyze how
the tracking performance of the pursuer is affected by the
independent behavior of the evader and pursuer agents.
Initially, we set up the game with a random pursuer that
tries to actively track an evader which is also randomly
moving in the environment, as a baseline method. This
variant of the evader has no knowledge of the actions and
observations of the pursuer. Next, we set up the game with
our smart pursuer(Fig. 2) to actively track the random evader
mentioned above. Lastly, the smart pursuer has to track a
smart evader which is aware of the location of the pursuer.
We quantify the tracking performances across the scenarios
with different pursuer to evader speed ratios in different
environments.
B. Object tracking from static camera
Several methods exist to track an object using a static
camera. In our probabilistic game, the pursuer needs to
detect the evader and then track it across consecutive frames.
As we model the evader agent as a human, we adopt the
OpenPose[9] tracker to detect the human. After obtaining a
bounding box from the person detection module, we apply
the Lucas-Kanade method [8] to track the given image
template. Since the pursuer uses a depth camera, it can
estimate the depth of the points that relate to the bounding
box. The obtained depth of point clouds can be used to
approximately determine the location of the evader on the
map. There are interesting cases where the evader detection
module will fail to provide a bounding box, like when the
evader turns at a corner. To address this the pursuer uses
particle filters when the detection module fails to estimate the
location of the evader on the map. The smart pursuer uses
particle filter based localization module to estimate evader
location on the map as p(xek|zpk).
C. Particle Filter based Tracking
For tracking effectively, the pursuer needs the state esti-
mate xek of the evader that comprises the location and orien-
tation of the evader on the map. The probability distribution
over the state of the evader at time t given the observations
from time τ= 0 up to time t is given by p(xk|z1, z2, z3..zk).
Using Baye’s rule we can compute the above value as:
p(xk|z1, z2..zk) = p(xk|z1, z2..zk−1)p(zk|xk, z1, z2..zk−1)
p(zk|z1, z2..zk−1) .
(1)
The measurement z at time t is independent of all previous
measurements given the current state and hence the observa-
tion model can be simplified to p(zk|xk). The above equation
Fig. 2: Overview of the pipeline the smart pursuer uses while tracking an evader.
can be simplified as follows:
p(xk|z1, z2..zk) = αp(zk|xk)p(xk|z1, z2..zk−1), (2)
where p(xk|z1, z2..zk−1) is called the actuation or motion
model, and p(zk|xk) is the measurement model.
The position of the evader is thus estimated by using the
weighted mean of the particles.
D. Smart Evader
We propose a smart evader that has information about
the pursuer’s location on the map and also its orientation.
Using this information, the smart evader can compute its
goal location in an adversarial manner that can minimize the
probability of the pursuer finding it.
Fig. 3: Given position of pursuer (in red) and the orientation,
the smart evader can compute visibility region using the ray
cast algorithm. The blue dots show the visibility region of the
pursuer and the green dot represents position of the evader.
Given the position of the pursuer and it’s orientation, the
evader can compute the visibility region of the pursuer at
time step k, V pk by using the ray tracing method described
in Algorithm 1. Since the space is discrete, we assume the
angle increments: anglestep = 0.0016 and distancestep =
0.05 . Let us assume the orientation of the pursuer is θpk at
time step k. Since we know the FOV of the camera used by
the pursuer, the rays with orientation θpk + θmin,camera and
θpk+θmax,camera form the boundaries of the visibility region
of the pursuer.
After computing the visibility region of the pursuer as
shown in Fig. 3, the evader can now choose a neighbor
Algorithm 1 Algorithm to compute visibility region
Input: {(xpk, ypk), θpk, θmin,camera, θmax,camera}
Output: V pk
Initialization : angle = θpk + θmin,camera and V
p
k = φ
1: while angle < θpk + θmin,camera do
2: dist = distmin
3: while dist <= distmax do
4: pt = (x+dist ∗ cos(angle), y+dist ∗ sin(angle))
5: add this point to V pk
6: dist+ = distancestep
7: end while
8: angle+ = anglestep
9: end while
10: return V pk
that maximizes its probability of escape. Let xenbr,k be the
neighboring locations of the evader and Rek be the set of
coordinates that are one step away. Here, Rek ⊆ xenbr,k
because some neighbors may contain obstacles and are hence
not reachable while some neighbors may be on the other side
of an obstacle like a wall. We define a cost function that can
compute the importance of a neighbor based on its distance
from the pursuer and the evader.
The smart evader, finds the points in free space(coordinates
on map without obstacles) F that are not in visibility region
V pk of the pursuer as possible locations to escape from the
evader. This means the possible goal locations goalek for the
smart evader is in F\V pk
To iteratively compute the best location for the evader, we
consider the distance from the evader to the point in F\V pk
and also the distance of the point from the pursuer itself.
For the purpose of selecting the best escape location for the
evader, we propose a cost function that when minimized will
have a better chance of escape for the evader.
Let costeffort,i,k(goalek[i], (x
e
k, y
e
k)) be the distance from
the evader to a point i of the possible locations,
costdist,i,k(goal
e
k[i], (x
p
k, y
p
k)) be the distance from the pur-
suer to a point i of the goal points.
The associated cost(costescape) for each point in goalek
can be computed using Algorithm 2:
Algorithm 2 Algorithm to compute escape point
Input: {(xpk, ypk), (xek, yek), V pb,k,F}
Output: goal
Initialization : goal = φ, costeffort = φ, costdist = φ
1: for i = 0 to length(F\V pk ) do
2: costescape,i,k =
costeffort,i,k
costdist,i,k
3: end for
4: goal = F\V pk [i] s.t i = min index of costescape
5: return goal
E. Smart Pursuer
Since the random pursuer fails to actively follow the
evader, we employ a hybrid approach in the smart pursuer.
When the pursuer has visibility of the evader, the pursuer
uses a reactive deterministic strategy to keep the evader in
the center of the image at every instant of time. The local
reactive planner works as follows:
targetoffset x = xb + wb/2− wI/2. (3)
Given (xb, yb, wb, hb) of the bounding box in image and
wI is the width of the image, we compute the offset of
the bounding box from the center of the image to help in
determining the angular velocity component needed by the
pursuer to keep the evader in the center of its line of sight.
For the linear component of velocity, we compute the depth
of the points that are enclosed in the bounding box region
from the depth image and take an average of the total depth.
We can compute the linear velocity required to keep at a
certain distance from the evader.
In the case when the evader is not visible, we use the
particle filter localization module, to estimate the location
of the evader and then navigate to that location. We use
Sequential Importance Sampling (SIS) algorithm [10] to
implement the particle filter based state estimation of the
evader on the map. For the motion model of the evader,
we consider a unicycle model and assume the evader cannot
translate sideways unless the evader rotates first. The mea-
sured forward velocity and robot orientation are represented
by variables Vx and θ. The desired speed and direction are
represented with the unicycle model using variables V and
φ. We can represent the velocity of the unicycle robot as
follows:
u =
xy
φ
 =
V ∗ cosφV ∗ sinφ
ω
 . (4)
For computing the observation likelihood, we reweigh the
particles based on the observation of the evader. If the evader
is detected by the pursuer, during the weight update stage,
the points in the visibility region of the pursuer V pk will have
more weights when compared to points outside the visibility
region since we reduce the weight of points outside visibility
region. The opposite happens in the case where the evader
is not tracked by the pursuer.
We acknowledge that SIS introduces the degeneracy prob-
lem that makes the particles to converge to a single estimate
since that particle might have more significant weight than
the other particles. Hence we use the effective size Neff of
the particle set to mitigate this issue:
Neff =
1∑N
i=1(wi)
2
. (5)
In the above equation, N is the number of particles in the
algorithm and wi is the weight of the particle i. If Neff <
ρ.N and 0 ≤ ρ ≤ 1, then we perform re-sampling to avoid
this degeneracy issue. In our experiments we set ρ = 0.8
III. EXPERIMENTS
Our proposed framework suggests the following hypothe-
ses that need experimental validation:
1) The smart pursuer can track the evader better than a
random pursuer.
2) The smart pursuer maintains a high tracking rate even
with comparatively slower speed than the evader.
3) The smart pursuer maintains a reasonably high tracking
performance even when the evader is aware of the
intentions of the pursuer.
A. Simulation based validation
To this end, we evaluate the efficacy of the hypotheses
methods in a 3-D indoor environment using Gazebo simu-
lator. We developed the code using ROS and Python, and
we make use of move base package for path planning given
a goal location to either the pursuer or evader. The game
starts with pursuer detecting the evader and each player take
turns to progress in the game. First the evader moves and
then pursuer moves. The game stops after tmax = 90sec.
We implemented the pursuer and evader nodes with a rate
of 1Hz so that they have enough time to perform online
processing. Since our main concern is the analysis of active
object tracking, we provide a comparison of the average
success rate of tracking for each scenario.
Previous works on pursuit-evasion games usually utilize
a simulated environment where the pursuer and evader are
represented using similar robots. For practical implementa-
tions, it follows the same method where the evader robot is
controlled by a human subject observing a monitor. In our
simulations, we use a human model to represent the evader
and TurtleBot as the pursuer. For real-world experiments,
we leverage Virtual Reality(VR) technology to enable us
to overlay information on to the view of the real world.
This allows us to model an information game where the
human subject can directly play in the game. Our goal in
doing so was to bridge the gap between theory and practical
implementations by using Hololens to provide data in real-
time to the evader to avoid the pursuer better. The human-
robot model uses a RGB-D sensor tilted at an angle of pi/8
downward and the parameters like the Field Of View (FOV),
near clip and far clip ranges are similar to that of the 3D-
sensor on TurtleBot.
To validate the robustness of our approach we created
three unique environments that mimic indoor environments
of varying complexity. These environments(Fig. 4) differ in
(a) Complex Hall (with no obstacles) (b) Enclosed Room (with obstacles) (c) Brick Room (with hall and obstacles)
Fig. 4: The three environments used during simulation in Gazebo. The environments vary in complexity and obstacle density.
the number of obstacles, the density of the obstacles and the
layout of the room. The environment with Complex halls(Fig.
4a) is the easiest environment to navigate through since
there are no obstacles present. The enclosed environment
has multiple obstacles to impede movement, while the brick
environment(Fig. 4c) has a wall that allows the evader
to hide from the pursuer more effectively. In addition to
verifying robustness across multiple environments, we also
investigate the effects of various pursuer-to-evader speed
ratios.
B. Discussion and Analysis of simulation results
For each configuration, we run the simulation for 40
iterations, where we spawn the evader and pursuer at various
random starting positions in the environment. We present the
results for each scenario in our experiment below.
We use boxplots to visualize our data distributions as they
can succinctly convey the efficacy of our approach. The box
in the boxplot contains 50% of the data; the horizontal line
inside the box represents the median of the data, while the top
and bottom of the box represent the 75th and 25th percentile
respectively. The vertical lines outside the box show the
extent of the data beyond the center of the distribution.
Finally, the isolated circles outside the ends of the vertical
lines represent the outliers. Fig. 6 shows a comparison
of the trajectories taken by both the pursuer and evader
during simulation. The red path indicates the trajectory of
the pursuer and the green path indicates the trajectory of
the evader. Fig. 7 compares the distribution of success
rates for various behaviors of the pursuer and evader. In
the case of smart pursuer and smart evader, the boxplot has
higher variance of success rate because of the uncertainty
of tracking a smart evader that actively tries to escape the
pursuer’s visibility region.
1) Random Pursuer and Evader: When both the pursuer
and evader are random, neither the pursuer nor the evader
is actively trying to track or evade its opponent. From the
results in Table-1, we can observe that the tracking rate is the
worst in this scenario. This makes sense intuitively as since
the random pursuer is not actively trying to track an evader, it
wanders on the map with the hope of detecting an evader in
the future. For random pursuer and random evader trajectory
profile, (Fig. 6a), we can observe that both pursuer and
evader exhibit random movement and don’t try to actively
track or evade their opponent.
2) Smart Pursuer and Random Evader: From Table-1
and Fig. 5 we can observe that the tracking performance
of a smart pursuer when compared to a random pursuer
is significantly higher. This is due to the fact that a smart
pursuer actively tries to maximizes its probability of tracking
an evader. The trajectory profile of a smart pursuer (Fig.
6b, Fig. 6c) is much less random as the pursuer now tries
to actively track the evader. This observation empirically
validates our hypothesis (1).
3) Smart Pursuer and Smart Evader: When the evader is
smart, it actively tries to escape from the visibility region
of the pursuer. From the results in Table-1, we can observe
that tracking a smart evader yields lower success rate for
the smart pursuer. Also, from Fig. 5 we can see that
there is increased variance in the tracking performance as
compared to the distribution of the smart pursuer and random
evader. This can be attributed to the increased uncertainty
in the movement of the evader after it is aware of the
actions of the pursuer. From the trajectory profile in Fig.
6c, we can see that the smart evader actively tries to move
away from the pursuer’s visibility region. As aforementioned,
compared to the tracking success with random evader, our
smart pursuer still maintains a reasonably high success rate,
which empirically validates our hypothesis (3).
In addition, from Fig. 5a, even with half the speed of both
random and smart evader, our smart pursuer still maintains
a high tracking success rate, which empirically validates the
hypothesis (2).
C. Real experiment based validation
For the real experiment, we use TurtleBot as a pursuer
along with a human subject acting as an evader. For the test
environment, we used our lab which resembles a cluttered
workspace with obstacles as shown in Fig. 8. We used the
TurtleBot to navigate in the environment and created a map
of the lab. To mimic the smart evader behavior, we use
Hololens to relay information about the map and also the
location of the pursuer to the evader so that the evader
can avoid the pursuer better. We present the results of this
experiment in the video submission.
IV. RELATED WORK
To further discuss the observed performance from our
experiments, we summarize a variety of thrusts of related
work in this section. Pursuit-Evasion games can be typically
classified into two distinct types: discrete and continuous.
Pursuer-Evader
Speed Ratio
(vp/ve)
Complex Hall Enclosed Room Brick Room
R-R S-R S-S R-R S-R S-S R-R S-R S-S
vp/ve = 0.5 21.84% 55.14% 62.33% 14.79% 55.12% 56.67% 34.26% 51.41% 47.42%
vp/ve = 1 23.85% 78.47% 57.6% 23.57% 60.43% 51.30% 26.20% 59.84% 54.31%
vp/ve = 2 17.56% 84.78% 52.65% 19.47% 78.85% 48.08% 25.20% 69.82% 49.52%
TABLE I: Mean tracking success rate across various environments and speed ratios. R-R represents random pursuer and
random evader, S-R represents smart pursuer and random evader, and S-S represents smart pursuer and smart evader.
(a) Comparison of the distributions of success rate across different pursuer-to-evader speed ratios.
(b) Comparison of the distributions of success rate across different environments.
Fig. 5: Comparison of the success rate distributions across the various pursuer-to-various speed ratios and environments.
(a) Trajectory for random pursuer and
evader
(b) Trajectory for smart pursuer and ran-
dom evader
(c) Trajectory for smart pursuer and smart
evader
Fig. 6: Comparison of the trajectory profiles. The red dot and green dot represent the starting positions of pursuer and evader
respectively. As an agent becomes smart, the trajectories become less random and more direct.
This classification is done based on the type of environment
the game provides to its agents.
A discrete formulation of this problem is to model the
environment as a graph. The players are usually placed
on the vertices of a finite graph and the undirected edges
that connect the vertices usually denote the possible moves
for the player from one vertex to the other. Parsons [11]
modeled this problem as a search for a man who is wandering
unpredictably on the edges of a finite connected graph.
Parsons also introduced the term search number which is
equivalent to the minimum number of searchers required to
find the lost man.
Megiddo [12] proved that the complexity of searching a
graph, which is equivalent to the search number, is NP-hard.
In both these cases, visibility is not considered. The evader
is found or captured if and only if both pursuer and evader
are on the same vertices of the graph. The cop number is
defined as a theoretical limit on the number of pursuers that
Fig. 7: Comparison of overall success rate distributions for
different behaviors of the pursuer and evader.
Fig. 8: A smart evader accessing adversarial information
from Hololens while the pursuer is actively tracking the
evader.
can be used on a particular graph to successfully capture an
evader. The cop number varies for different graphs based on
the structure (topology) of the graph. Since we use a single
pursuer in our work, we need not consider the cop number,
instead we focus on finding a goal location for the pursuer
that will maximize it’s tracking rate.
In versions of the game where the pursuer is granted
additional visibility past its current location, an evader is
considered caught if it is present in the field of view of the
pursuer. In a polygonal free space, the search number of
∞-searchers required is NP-hard[13]. Similarly for visibility
based version, using a φ-searcher[5] is also NP-hard. Since
our game is played on a 2-D grid map and we would not need
to convert the occupancy grid into a graph and then play an
edge or vertex traversing game. This slightly increases the
complexity of the state space of the pursuer.
Using game theory, Hespanha et al. [14] formulated the
pursuit-evasion problem as a partial information Markov
game, and proposed a Nash solution to the resulting one-step
non-zero sum game, provided the evader has access to the
pursuer’s information. For the visibility based variant, where
both pursuer and evader are holonomic with bounded speeds
and both have complete knowledge of the map, Bhattacharya
et al. [15] presented strategies for players that are in Nash
equilibrium.
Some researchers have utilized the information about the
game environment to create partition regions where the
pursuers and evaders might traverse to. One such method
[16] converts an occupancy grid map to a graph with
restrictions by partitioning the workspace. They decompose
the occupancy grid using Generalized Voronoi Diagrams to
obtain a reduced graph representation of the environment
with reduced action space which makes it easy for the
pursuer to traverse in the environment.
A Pursuit-evasion game can also be modeled with a prob-
abilistic framework[17]. In such a framework, each agent is
governed by its unique transition probability function that is
dependent on a couple of factors: the agent’s actions and an
observation probability function that estimates the location
of obstacles and the other agent’s location. The pursuer agent
tries to maximize the probability of capturing the evader at
every instant, and the evader tries to minimize the probability
of getting captured. Probabilistic pursuit-evasion games may
not produce optimal policy solutions that reduce expected
capture time, but they can compute an efficient sub-optimal
policy with good performance using greedy algorithms. Our
work falls into this category, since we model the pursuer as
a probabilistic agent that tries to maximize its success rate
of tracking the evader.
V. CONCLUSION AND FUTURE WORK
In this paper, we presented a smart pursuer that can track
an evader in a known environment with a relatively higher
success rate than a random pursuer. We also presented a
smart evader that has information about the pursuer’s location
and orientation and takes an action to reduce the tracking rate
of the pursuer. From the experiments, though we showed
that the smart evader can avoid the pursuer better in various
environments and for different speed ratios of pursuer to
evader, our smart pursuer can still track the evader with a
reasonably high success rate. Upon the acceptance of the
paper draft, we would like to make our source code and our
evaluation suite publicly available for future research.
It is worth mentioning the caveat that we did not further
model an even smarter pursuer to take into consideration
the fact that: the evader is also smart. We expect a certain
equilibrium could be reached under this setting, and our
promising initial results suggest future research avenues to
study such an equilibrium. Moreover, past work such as [12]
focuses on identifying the number of pursuers required on a
graph to successfully capture an evader. The study of multi-
robot behaviors for smart pursuers is out of the scope of this
work, but it could be a possible and challenging research
avenue to pursue in the future.
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