It is shown that if f or 1/f is a real entire function of infinite order of growth, with only real zeros, then f ′′ + ωf has infinitely many non-real zeros for any ω > 0.
Introduction
This paper concerns non-real zeros of linear differential polynomials in real meromorphic functions in the plane, that is, meromorphic functions mapping R into R∪{∞}. Research into the existence of non-real zeros of derivatives of real entire functions [2, 3, 5, 9, 10, 11, 17, 19] arose in large part from the Wiman conjecture (proved in [3, 17, 19] ) that if f is a real entire function and f and f ′′ have only real zeros, then f belongs to the Laguerre-Pólya class consisting of locally uniform limits of real polynomials with real zeros. The following theorem from [13, 15] concerns the related problem where f is the reciprocal of a real entire function with real zeros.
Theorem 1.1 ( [13, 15] ) Let f be a real meromorphic function in the plane, with finitely many zeros and non-real poles, and not of the form f = Se P , with S a rational function and P a polynomial. Then f ′′ has infinitely many non-real zeros.
The author conjectures that if f is as in the hypotheses of Theorem 1.1 then f (k) has infinitely many non-real zeros for every k ≥ 2; some partial results in this direction may be found in [15] .
The starting point of the present paper is the following theorem from [12] .
Theorem 1.2 ([12]) Let f be a real entire function of infinite order with finitely many non-real
zeros, and let ω be a positive real number. Then f ′′ + ωf has infinitely many non-real zeros.
For real entire functions of finite order with finitely many non-real zeros, the paper [12] also gave a lower bound for the number of non-real zeros of f ′′ + ωf in terms of the growth of f , matching that for the number of non-real zeros of f ′′ conjectured by Wiman and proved in [19] . Examples cited in [12] show that if ω < 0 then f ′′ + ωf can have only real zeros, or even none at all.
The present paper will prove a result which is more general than Theorem 1.2, encompassing in particular the case where f is the reciprocal of a real entire function of infinite order with real zeros. The proof will be considerably simpler than that in [12] , utilising an idea from [15] .
To state this result requires the Levin-Ostrovskii factorisation from [3, 17] . Let L be a real transcendental meromorphic function in the plane such that all but finitely many poles of L are real and simple and have residues of fixed sign. Then L has a representation
in which φ and ψ are real meromorphic functions satisfying the following:
(A) the function φ has finitely many poles;
(B) every pole of ψ is real and simple and is a simple pole of L; 
The simple example L(z) = tan z, a = b = 1, shows that the hypothesis that φ is transcendental in (1) is not redundant in Theorem 1.3. 
because f has infinite order, [3, Lemma 5 .1] applied to f or 1/f shows that φ is transcendental in (1). Since f (z) = sec z gives f ′ (z)/f (z) = tan z and f ′′ + f = 2f 3 = 0, the assumption that f has infinite order cannot be deleted in Corollary 1.1 (see also [14, Theorem 1.5]). 
Preliminaries
Lemma 2.1 ([4]) Let Ω be a plane domain. Let L be the family of all analytic functions L on Ω such that Ψ 2 (L) + 1 = L ′ + L 2 + 1 has no zeros on Ω. Then L is normal.| = r ∈ [1, ∞) \ E 1 and |φ(z 1 )| ∼ M(r, φ) = max{|φ(z)| : |z| = r}, then N(r) ≤ (log M(r, φ)) 2 and φ(z) ∼ φ(z 1 ) z z 1 N (r) for log z z 1 ≤ N(r) −7/12 .
✷

Transcendental singularities of the inverse function
Throughout this section let G be a transcendental meromorphic function in the plane. Suppose first that G(z) → a ∈ C ∪ {∞} as z → ∞ along a path γ; then the inverse G −1 is said to have a transcendental singularity over the asymptotic value a [1, 18] . If a ∈ C then for each ε > 0 there exists a component Ω = Ω(a, ε, G) of the set {z ∈ C : |G(z) − a| < ε} such that γ \ Ω is bounded, these components being called neighbourhoods of the singularity [1] . Two paths γ, γ ′ on which G(z) → a determine distinct singularities if the corresponding components Ω(a, ε, G),
The singularity is called direct [1] if Ω(a, ε, G), for some ε > 0, contains finitely many zeros of G − a, and indirect otherwise. A transcendental singularity will be referred to as lying in an open set D if Ω(a, ε, G) ⊆ D for all sufficiently small positive ε.
Transcendental singularities over ∞ may be classified using 1/G.
The following lemma from [12] links the number of direct singularities lying in H = {z ∈ C :
Im z > 0} with the growth of the the Tsuji half-plane characteristic T(r, G) [6, 20] . 
It is not assumed at this stage that there are no other zeros of G, nor other transcendental singularities of G −1 over 0, lying in A, nor even that the number of these is finite. Choose points
. . , v q may be joined to each other by paths in A and so all lie in a compact connected subset of A on which |G(z)| ≤ S 1 , and hence
These observations show that it is enough to prove that p + q ≤ M + 1 when G has no critical or asymptotic values w with |w| = R. Let w 1 , . . . , w N be the critical values of G with 0 < |w| < R. Join each w j to a point w * j on |w| = R by a straight line segment λ j in the annulus 2s < |w| ≤ R, in such a way that these λ j are pairwise disjoint; if the w j have distinct arguments modulo 2π, the λ j may be taken to be radial segments, while if repetition occurs the segments may be rotated slightly about w j . Let E 0 = B(0, R) and, for m = 1, . . . , N, set
Since E N \ {0} contains no asymptotic nor critical values of G, a straightforward modification of a standard argument from [18, p.287] shows that every component of G −1 (E N ) is simply connected, and contains either no zeros of G and one transcendental singularity of G −1 over 0, or exactly one point at which G(z) = 0, which may be a multiple zero: for the details see [12] .
To prove Proposition 3.1 it now suffices to establish the following lemma.
be the number of zeros of G in C, counting multiplicities, plus the number of neighbourhoods
Proof. The lemma will be proved by backwards induction, and (2) clearly holds when m = N. Now suppose that 0 < m ≤ N, and that (2) holds whenever C is a component of 
Here the first estimate is standard [16, Ch. I.6, Thm 8 ′ ], while the second was deduced in [12] from Bloch's theorem. ✷
Lemma 4.3
The function φ has order at most 1.
Proof. This follows from a well known argument of Levin and Ostrovskii [17] (see also [3,
Lemma 3.2] or [12, Lemma 2.5]). ✷
The proof in [12] made extensive use of the auxiliary function
For the present paper it turns out to be simpler to work with
Straightforward computations show that |G(x)| = 1 for x ∈ R, and that
has finitely many zeros in C \ R, as well as that
There now follows a sequence of lemmas which together show that G has finitely many asymptotics values α ∈ B(0, 1) approached along paths tending to infinity in H, using a method which substantially simplifies the approach in [12] . For α ∈ B(0, 1), use (5) to define s α by
Then s α has finitely many non-real poles. Proof. Assume that there exists a sequence z n → ∞ in H such that |s α (z n )| + |s β (z n )| → 0.
Since |e 2izn | ≤ 1 in (7), it must be the case that G(z n ) = O(1), from which it follows that G(z n ) → α and G(z n ) → β, which is impossible. ✷ 
Proof. This follows from (7) and the fact that 2|e 2izn − G(z n )| ≥ c 2 for all large n. ✷ Lemma 4.6 Let α 1 , . . . , α N ∈ B(0, 1)\{0} be pairwise distinct, and let G(z) → α 1 on a path γ tending to infinity in H. Then there exists a path λ tending to infinity in H on which s α 1 (z) → 0 and s α j (z) is bounded for j = 2, . . . , N.
Proof. Evidently there exists q > 0 such that the solutions of e 2iz = α 1 are a n = nπ + iq, n ∈ Z.
Let ε be small and positive. Then Lemma 4.5 shows that s α 1 (z) is small, and the remaining s α j (z) are uniformly bounded, for all z ∈ γ such that |z| is large and z lies outside the union of the discs B(a n , ε).
It may therefore be assumed that γ meets the disc B(a n , ε) for all n in an unbounded set E ⊆ Z, since otherwise there is nothing further to prove. Then for each n ∈ E there exists a simple subpath σ n of γ which lies in the annulus 2ε ≤ |z − a n | ≤ 4ε and joins the two boundary circles. Lemma 4.5 implies that lim |n|→∞,n∈E
Moreover, there exists a positive constant C, independent of n ∈ E, such that the harmonic measure ω(z, σ n , B(a n , 4ε) \ σ n ) is at least C for |z − a n | ≤ ε.
Let E 1 be the set of n ∈ E such that |n| is large and there exists z 1 in B(a n , 4ε) with
n +1 = 0 on B(0, 8ε), Lemma 2.1 and (7) deliver K 1 , K 2 > 0, independent of n, such that |L(z)| ≤ K 1 and |s α j (z)| ≤ K 2 for z in B(a n , 4ε), n ∈ E 1 and j = 1, . . . , N. This makes u 1 (z) = log |s α 1 (z)/K 2 | subharmonic and non-positive on B(a n , 4ε), and a standard combination of (8) with the two constants theorem [18] yields, for |z − a n | ≤ ε,
Thus for n ∈ E 1 and z ∈ γ ∩ B(a n , ε), the function s α 1 (z) is small, by (8), while |s α j (z)| ≤ K 2 for j = 2, . . . , N.
It remains only to deal with n ∈ E \E 1 such that |n| is large. These n are such that |L(z)| > 2 for all z in B(a n , 4ε), and hence |G(z)| ≤ 3 there, by (5) . This time
is subharmonic and non-positive on B(a n , 4ε), and combining (8) with the two constants theorem
for |z − a n | ≤ ε. Thus for |z − a n | = ε, where n ∈ E \ E 1 and |n| is large, (8) and Lemma 4.5 imply that s α 1 (z) is small, and the remaining s α j (z) are uniformly bounded. The proof is now completed by replacing any part of γ which enters and leaves B(a n , ε),
where |n| is large and n ∈ E \ E 1 , by an arc of the circle |z − a n | = ε. ✷ Lemma 4.7 There do not exist pairwise distinct α 1 , α 2 , α 3 ∈ B(0, 1)\{0} such that G(z) → α j along a path γ j tending to infinity in H.
Proof. Assume the contrary: then Lemma 4.6 gives paths λ 1 , λ 2 , λ 3 in H such that s α j (z) tends to 0, while the remaining
tends to 0 on each λ j .
Choose a large R ∈ (0, ∞). It may be assumed that the λ j start on |z| = R and divide
is bounded, and so tends to 0 by the Phragmén-Lindelöf principle. Lemma 4.4 implies that
Hence there exists z ∈ D 1 , with |z| arbitrarily large, Q(z) small and |s α 1 (z)| = |s α 2 (z)s α 3 (z)|.
But this implies that s α 1 (z) and at least one of s α 2 (z), s α 3 (z) are both small, which contradicts Lemma 4.4.
It follows that Q(z) is unbounded as z tends to infinity in D 1 and, by the same argument, in D 2 also, so that Q −1 has at least two direct singularities over ∞, lying in H. Since T(r, Q) = O(log r)
as r → ∞, by (3) and (7), this contradicts Lemma 3. 
Proof. This is mainly just a modification of [12, Lemma 5.1] , and so the proof will only be sketched. Let g be G or L, and assume that g −1 has a direct transcendental singularity over a ∈ C, lying in H, with 0 < |a| < 1 if g = G, and a ∈ C \ R if g = L. Let δ 1 , δ 2 be small and positive. Then there exists a component D ⊆ H of {z ∈ C : |g(z) − a| < δ 1 } such that
defines a subharmonic function on C. Because T(r, g) = O(log r) as r → ∞ by (3) and (5), an argument as in [12, (2. 2)] shows that v has order of growth at most 1.
By Lemma 4.3, there exists a real rational function R 1 , with at most a simple pole at infinity,
is entire and transcendental of order at most 1. Let C be a component of the set {z ∈ C : |φ 1 (z)| > 1}. If z ∈ C and |z| is large, and δ 2 < | arg z| < π − δ 2 , then combining (1), (4) and (5) 
for all z in
Furthermore, r and z 0 may be chosen so that Q r is contained in a component D of W .
Proof. Apply Lemma 2.2 to the transcendental function φ; since φ is real it may be assumed that Im z 1 ≥ 0. This makes it possible to choose z 0 so that
and such that |φ(z 0 )| ∼ M(r, φ) and
for all z ∈ Q r , which then yields (9) via (1), (4) and Lemma 2.2.
To show that Q r is contained in a component D of W , take z ∈ Q r and observe that (10) gives 2 Im z ≥ N(r) −2/3 , since r is large. Now Lemma 2.2, (5) and (9) yield Since |N(r)ζ| = N(r) 1/4 on ∂Q r , Rouché's theorem implies that g(Q r ) contains the closed disc of centre log L(z 0 ) and radius N(r) 1/8 . This gives N 2 distinct points w j ∈ Q r , all satisfying L(w j ) = i + Se iθ for some large positive S, where θ is as in Lemma 4.9, and hence L(w j ) ∈ R + .
The next three assertions follow from the fact that L −1 has no singular values on R + , by the choice of θ, and the inclusions w j ∈ Q r ⊆ D and (6). Now, as w → i on R + the pre-image z = L −1 (w) ∈ σ j lies in D and tends either to a zero of L − i, which by (5) has a direct transcendental singularity over i, which contradicts Lemma 4.9, and thereby proves Theorem 1.3. ✷
