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Active motion of molecules along filamentous structures is a crucial feature of cell biology and
is often modeled with the paradigmatic asymmetric simple exclusion process. Motivated by recent
experimental studies that have addressed the stepping behavior of kinesins on microtubules, we
investigate a lattice gas model for simultaneous transport of two species of active particles on
a cylinder. The species are distinguished by their different gaits: While the first species moves
straight ahead, the second follows a helical path. We show that the collective properties of such
systems critically differ from those of one-species transport in a way that cannot be accounted
for by standard models. This is most evident in a jamming transition far below full occupation,
as well as in non-equilibrium pattern formation. The altered behavior arises because – unlike
the case in single-species transport – any given position may be targeted by two particles from
different directions at the same time. However, a particle can leave a given position only in one
direction. This simple change in connectivity significantly amplifies the impact of steric interactions
and thus becomes a key determinant of mixed species transport. We computationally characterize
this type of hindrance and develop a comprehensive theory for collective two-species transport
along a cylinder. Our observations show high robustness against model extensions that account for
additional biomolecular features and demonstrate that even small fractions of a second species can
significantly alter transport. This suggests that our analysis is also relevant in a biological context.
I. INTRODUCTION AND MOTIVATION
Efficient collective molecular transport is a vital pre-
requisite for a multitude of processes in cell biology
on many different levels. Examples range from mRNA
translation to organelle transport. Typically, highly func-
tional molecular motors which transform chemical energy
into stepwise mechanical translation perform this com-
plex task by moving along filamentous structures such
as the cytoskeleton or mRNA [1, 2]. Of particular im-
portance for intracellular organization are the cylindri-
cally shaped and polarized microtubules. Kinesins – the
molecular motors associated with microtubules – exhibit
distinct efficient motility, as they are capable of “walk-
ing” processively over micrometer distances towards the
microtubule end [1]. Many experimental studies have
focused on elucidating the microscopic working mecha-
nisms of molecular motors [3–5], but understanding their
collective behavior [6] remains a challenging task. For
this reason, concepts drawn from statistical physics and
modeling have proven to be of much relevance, as they
offer a means of linking the microscopic to macroscopic
behavior. In this context, the totally asymmetric exclu-
sion process (TASEP) [7, 8] and extensions thereof have
proven particularly fruitful. In its simplest formulation,
the TASEP accounts for two central aspects of trans-
port: active motion and steric interactions. It describes
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the motion of point particles along a one-dimensional lat-
tice, and therefore serves as an ideal basis to study col-
lective transport of one particle species along a single
track. Despite its simplicity, this model shows a surpris-
ingly rich phenomenology and captures many essential
features of transport processes. Indeed, it has by now
acquired the status of a paradigmatic model, not only
for transport [8, 9] but also for non-equilibrium physics
in general, comparable to that of the Ising model for
equilibrium physics.
Motion of kinesins was initially thought to occur
mostly along the so-called protofilaments – separate lanes
oriented parallel to the axis of the cylindrical microtubule
(see Fig. 1, green kinesin). While this motion along
a single protofilament is a well studied feature of one
of the most prominent kinesins involved in intracellular
transport, kinesin-1 [10], several in vitro studies have re-
vealed notable exceptions to this behavior. Members of
all three superfamilies of molecular motors, kinesin [11–
14], dynein [15], and myosin [16], have been shown to pro-
duce torsional force during their axial translation. While
the precise basis for this observation has remained un-
clear, recent studies of kinesin-2 [17] and the microtubule
depolymerizing kinesin-8 [18, 19] strongly suggest that
these molecular motors regularly switch protofilaments
and show a bias towards one side. This effectively results
in a helical motion along the microtubule [17, 20, 21] (see
Fig. 1, orange kinesin). On a theoretical level, systems
with a single species of kinesins that stochastically switch
protofilaments have been studied recently by employing
extended TASEP-like models with multiple lanes [22].
In that case, the qualitative behavior of collective trans-
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2port along the cylindrical microtubule was reported to
be widely conserved as compared to the case of protofil-
ament tracking kinesins. However, many different types
of molecular motors are present in a single cell and, as
lane switching is likely to be the rule rather than the
exception, the general scenario is that several different
molecular motor species should interact on a single cy-
toskeletal filament. This raises the question of how the
interplay of distinct molecular motor species that show
different gaits alters collective transport along a cylindri-
cal structure.
Inspired by molecular transport on microtubules we
employ lattice gas models to find generic principles of
collective transport by two species of particles that are
distinguished by different gaits on a cylinder. Here, we
demonstrate that the emerging behavior of such systems
critically differs from collective behavior in the presence
of a single species only. The simultaneous presence of
molecular motors that follow a straight and a helical
course, respectively, inevitably leads to crossings between
their trajectories: A certain lattice site may be targeted
from two different directions, but once occupied can only
be vacated in a single direction. This modification of
connectivity in the network topology of potential par-
ticle movements amplifies the impact of steric interac-
tions globally, and thus hinders particle motion – an ef-
fect we call topological hindrance. Topological hindrance
produces highly non-trivial correlations between the dy-
namics of particles of the different species. Specifically,
the particle current and distribution on the filament are
now dependent not only on the total number of particles,
but also on the fraction of the respective species. The
impact of topological hindrance is most evident in the
jamming of particle flows at densities far below full occu-
pation. We present an analytical framework that quanti-
fies topological hindrance and provides a theoretical basis
for understanding two-species transport along cylinders,
much as the TASEP does for transport by a single motor
species. Moreover, our model predicts non-equilibrium
patterns in the particle distribution that have not been
observed in classical models for single-species transport.
To specifically target the robustness and biological rel-
evance of topological hindrance we further investigate
extended models that account for specific biomolecular
features. We find that topological hindrance still plays a
key role for collective transport properties in these cases.
While the extended models are too complicated for an
analytic investigation we can understand their behavior
on the basis of our idealized model and our theory for
topological hindrance.
This manuscript is organized as follows: We begin with
a review of the collective transport by a single species
in Section II. Our model for collective transport by two
species on a cylindrical structure is presented in Sec-
tion III. The phenomenology of our model and the key
differences to transport with a single species are discussed
in Section IV, which also provides a qualitative explana-
tion of topological hindrance. Further we address how
the system dimensions influence topological hindrance.
We then develop a theory to quantify the strength of
topological hindrance for arbitrary particle densities in
Section V which yields the current-density relation for
an arbitrary number of lanes and species fractions. This
allows us to compute the complete phase diagram of
our model, i.e. the particle density and current emerg-
ing in the system as a function of the control param-
eters. In Section VI we discuss the robustness of our
results against model modifications and their biological
relevance, and provide a guideline for potential experi-
mental verification. Finally, in Section VII, we relate our
work to existing mathematical theories of driven systems,
and discuss its applicability and possible relevance in the
biological context.
II. REVISITING ONE-SPECIES TRANSPORT
We start with a summary of the TASEP, which is one
of the most fundamental models used to describe active
transport of sterically interacting agents along defined
pathways. While exact results relating to its properties
have had a major impact on the field of non-equilibrium
physics in general [23–27], its applications cover a vast va-
riety of transport processes such as ion channels [28, 29],
spin transport [30, 31], traffic flow [32], mRNA trans-
lation [33], and intracellular transport [8]. Here, the
TASEP will serve as the starting point to treat molecular
transport along cytoskeletal structures in the presence of
a single molecular motor species.
The model is defined as follows: Point particles popu-
late a one-dimensional lattice along which they can hop
stochastically at a rate ν to the neighboring lattice site
on their right. To account for steric interactions, the par-
ticles exclude each other, such that a lattice site can only
be occupied by a single particle. The particles enter the
lattice from the left at a rate α and leave the lattice on
the right at a rate β. This can be interpreted as con-
necting the lattice with two particle reservoirs with fixed
densities ρL = α on the left and ρR = 1− β on the right.
With these definitions, the TASEP allows one to study
macroscopic properties that emerge in transport pro-
cesses. Two central observables are the average parti-
cle density ρ(x, t) (average particle distribution) and the
average particle flux J(x, t), where x denotes the posi-
tion in the system and t the time. Particles can not be
created or annihilated within the lattice. Therefore, a
spatial difference in the particle flux must lead to a tem-
poral change in the particle distribution in the ensemble
average. This is reflected by a continuity equation that
describes the system’s temporal evolution on a macro-
scopic scale [34],
∂tρ(x, t) + ∂xJ(x, t) = 0. (1)
Both the TASEP and the model considered in this
manuscript are ergodic and the Perron-Fobenius theo-
rem holds true [35]. This means that they will evolve
3into a unique non-equilibrium steady state, on which we
will focus from now on.
For the TASEP and many other transport models,
there is a unique connection between the current and the
density, the current-density relation J(ρ). The existence
of this unique function means that the local current J is
completely determined by the density ρ; J depends on
the in rate α and out rate β only implicitly via the den-
sity. This phenomenological approach based on a unique
current-density relation goes back to the work of Lighthill
and Whitham [36] and is at the heart of many theories
for various transport models [22, 37–39]. For the TASEP,
the current-density relation is given by [23, 24]
J(ρ) = νρ(1− ρ). (2)
This equation reflects the fact that particles may only
move to empty lattice sites: Neglecting correlations, the
probability of finding a particle (given by ρ) must be
multiplied by the probability that a lattice site is empty
(given by 1 − ρ) to obtain the current. Although this is
just a heuristic mode of argumentation, it can be proven
that the corresponding Eq. 2 is an exact relation for the
TASEP on an infinite dimensional lattice [23–25]. This
relation also implies that the particle current vanishes if
the density is either zero (no particles) or one (full occu-
pation). In the latter case, the motion of every particle
except for the last one is blocked, and consequently no
hopping within the lattice can occur. We refer to such a
system as jammed.
Based on the current-density relation, it is possible to
describe the complete macroscopic behavior in terms of
the control parameters of the TASEP in the stationary
state. Specifically, it uniquely determines the average
density and particle current of the stationary state asso-
ciated with a specific choice of control parameters α and
β. A very successful theoretical concept in this context
is the extremal current principle [37, 38, 40]. It states
that, given a set of possible densities, the system will al-
ways realize the one corresponding to the extremal cur-
rent. As explained above, the lattice boundaries are effec-
tively connected to particle reservoirs of density ρL = α
and ρR = 1 − β on the left and right end, respectively.
According to the extremal current principle, the steady
state density and current are then given by
J =

max
ρ∈[ρR,ρL]
J(ρ) if ρL > ρR
min
ρ∈[ρL,ρR]
J(ρ) if ρL < ρR.
(3)
The current-density relation of the TASEP, Eq. 2, ex-
hibits only a single maximum. Consequently, the ex-
tremal current principle predicts boundary induced tran-
sitions between three different phases: Eq. 3 implies that
either the left reservoir density ρL, the right reservoir
density ρR, or the density corresponding to the sole maxi-
mum in the current-density relation, ρMC = 0.5, are valid
solutions and therefore realized in the system. On an in-
tuitive level, when the left reservoir density is realized, a
lack of particles determines the system’s behavior, as the
in rate is too small to create large particle jams. The
corresponding phase is called low-density (LD) phase.
When the out rate is so small as to be the factor that
limits transport, particles start to jam at the lattice end.
Ultimately, the corresponding outflux will determine the
overall particle current. The system then realizes the
right reservoir density. This phase is called high-density
(HD) phase. Third, if neither a lack of particles nor the
out rate are limiting transport, the particles’ motion it-
self and thus the maximal possible current and the cor-
responding density constitute a constraint. This phase is
the maximal-current (MC) phase.
It is worth noting that the above derivation of phase
transitions is independent of the microscopic rules of a
system and has also been applied successfully to driven
lattice gas models other than the TASEP [40, 41]. There-
fore, the extremal current principle suggests that the
phase behavior of a driven lattice gas is qualitatively
identical to that of the TASEP as long as the curve char-
acteristics of the current-density relation are conserved:
A region where the current shows a monotonic increase
with increasing density, a region where the current mono-
tonically decreases with increasing density and a single
maximum.
The TASEP has been generalized in various ways.
Several studies investigated systems with a more in-
volved geometry such as two lanes [30, 31, 42–44], junc-
tions [45–51] or networks [52–56]. In particular, Cura-
tolo et al. [22] treated TASEPs with an arbitrary num-
ber of parallel lanes on a cylinder, where particles are
also allowed to switch lanes. The authors find that in
this case the system reduces in many ways to the sin-
gle lane TASEP, which justifies its application for the
case of a single species of lane-switching molecular mo-
tors on a microtubule. Besides these studies address-
ing more complicated geometries, several authors have
treated multiple species of particles, typically in oppo-
site directions [39, 57–62]. Yet, how a mixture of differ-
ent species of molecular motors–that naturally may move
with different gaits–behave collectively on the cylindrical
microtubule structure remains elusive.
III. MODELING TWO-SPECIES TRANSPORT
As discussed in the previous section, the TASEP ade-
quately describes molecular transport along a cylinder in
the presence of a single species of molecular motors. We
now turn to a mixture of two species of molecular mo-
tors that are distinguished by different gaits. Specifically,
we will address the question of how to describe collective
transport in the presence of molecular motors that move
parallel to the cylinder axis and molecular motors that
follow a helical path as suggested by experiments [17–19].
To this end, we study the stochastic model with Marko-
vian dynamics illustrated in Fig. 1. We consider a two-
dimensional lattice composed of W parallel lanes, each
with a length of L lattice sites. The system is populated
4by two different particle species: A lane-tracking species
(T species) and a lane-switching species (S species). Par-
ticles of the lane-tracking species stochastically hop at
rate νT to the right neighboring lattice site while stay-
ing on the same lane. In detail, using Latin letters to
denote the lane index and Greek letters to denote the
site index, hopping of T particles is described by i → i
and µ → µ + 1. They represent, for example, molecu-
lar motors that track a single protofilament. Particles of
the S species change lanes with every hopping event and
stochastically move at rate νS to the upper-right neigh-
boring lattice site, i.e. i→ i+ 1, and µ→ µ+ 1. To im-
plement a cylindrical structure, periodic boundary con-
ditions in the transversal direction are imposed. Thus,
members of the S species hop from the uppermost to the
lowermost lane. In this way, the lane-switching particles
represent molecular motors that move in spirals around
the microtubule. Furthermore, particles are subject to
steric interactions. In the model, they exclude each other,
and hopping events can only occur if the corresponding
FIG. 1. Active transport by two species along a cylin-
drical structure. (a) Kinesins (e.g. kinesin-1, green) may
track a single lane of a microtubule (protofilament) but many
molecular motor species have also been reported to regularly
switch protofilaments in a biased fashion and thereby effec-
tively undergo a helical motion (e.g. kinesin-2, orange). (b)
Model implementation to study collective two-species trans-
port along cylindrical structures. We consider a lattice with
length L and width W . Periodic boundary conditions are em-
ployed along the transversal direction to account for a cylin-
drical geometry (e.g. microtubule). Particles of species T
(lane tracking, green) hop to right neighboring lattice sites at
rate νT , and particles of species S (lane switching, orange)
hop to the upper-right neighboring lattice site at rate νS . All
particles exclude each other. Particles enter the system with
rates αT and αS at the left boundary and exit the system at
the right boundary with rates βT and βS , respectively. Gray
areas denote system boundaries.
lattice site is empty. At the left boundary an empty site
is filled with a particle of the respective species at rate
αT and αS . Conversely, at the right boundary particles
of the T and S species leave the lattice at rates βT and
βS .
Note that the assumptions of lane switching in each
step and the absence of random particle attachment and
detachment (Langmuir kinetics) are simplifications from
a biological point of view. Their aim is to isolate the
basic principles of two-species transport along a cylinder
which, in turn, allows us to develop an analytic theory
for topological hindrance. To bridge back to biological
systems and prove relevance of our concepts, we discuss
extended models in Section VI.
To describe the state of the system, we use occupa-
tion numbers nTi,µ, n
S
i,µ ∈ {0, 1} for lattice site µ on lane
i. Here 1 indicates that the lattice site is occupied by
a T or S particle, whereas 0 stands for the absence of
the respective species. We focus our analysis on the
average particle distribution (density) ρ and the aver-
age particle current J that emerge in the system with
the above stochastic rules. More specifically, we define
ρXi,µ := 〈nXi,µ〉 as the ensemble averaged occupation of site
µ on lane i by a particle of type X ∈ {T, S}. The cur-
rent of S particles at site µ on lane i is defined as the
average number of S particles hopping onto this site per
unit time: JSi,µ := νS〈nSi−1,µ−1(1 − nTi,µ − nSi,µ)〉. Equiv-
alently, the current for the T species JT is defined as
JTi,µ := νT 〈nTi,µ−1(1−nTi,µ−nSi,µ)〉. Due to periodic bound-
ary conditions along the transversal direction, we implic-
itly use the identification i = W + 1 ≡ 1 and i = 0 ≡ W
in these relations and in the following. For later conve-
nience we also define the occupation number irrespective
of the particle species, ni,µ := n
T
i,µ + n
S
i,µ. The tempo-
ral evolution of average occupations in the bulk of the
system (µ 6= 1, L) is then given by the master equations
d
dt
〈nTi,µ〉 = νT 〈nTi,µ−1(1− ni,µ)〉 − νT 〈nTi,µ(1− ni,µ+1)〉
= JTi,µ − JTi,µ+1, (4a)
d
dt
〈nSi,µ〉 = νS〈nSi−1,µ−1(1− ni,µ)〉 − νS〈nSi,µ(1− ni+1,µ+1)〉
= JSi,µ − JSi+1,µ+1. (4b)
At the boundary sites µ = 1, L the equations read
d
dt
〈nTi,1〉 = αT (1− 〈ni,1〉)− JTi,2, (5a)
d
dt
〈nSi,1〉 = αS(1− 〈ni,1〉)− JSi+1,2, (5b)
d
dt
〈nTi,L〉 = JTi,L − βT 〈nTi,L〉, (5c)
d
dt
〈nSi,L〉 = JSi,L − βS〈nSi,L〉. (5d)
By rescaling time, it is possible to set one hopping rate
equal to νX = 1 without loss of generality. For simplicity
we will focus on identical hopping rates νS = νT = 1
throughout this manuscript.
5IV. THE PHENOMENOLOGY OF
TOPOLOGICAL HINDRANCE
A. Two-species transport can not be reduced to
one-dimensional or single-species transport
In this work, we focus on steady-state properties, i.e.
d〈nXi,µ〉/dt = 0 and likewise for other moments. Eqs. 4
show that the average occupation of a lattice site de-
pends on higher moments, which ultimately leads to an
unclosed hierarchy of equations. This typically precludes
an exact solution. The simplest analytic approach to
treat Eqs. 4 and 5 is the mean-field approximation [8],
where correlations are neglected by factorizing (second)
moments, 〈nXi,µnYj,ν〉 = 〈nXi,µ〉〈nYj,ν〉, which closes the hi-
erarchy. The mean-field approximation works success-
fully for the TASEP and various similar models, and it
therefore has acquired the status of a standard method
for the analytical treatment of driven lattice gases [8].
We employ this factorization scheme for the total cur-
rent Ji,µ := J
S
i,µ + J
T
i,µ. Furthermore, our system is irre-
ducible [63]. For a continuous time Markov process this
suffices to show that the stationary state is unique [64].
Since there is only one stationary state it has to adapt
the symmetry of the system. Thus, all macroscopic quan-
tities have to be independent of the lane number and we
therefore omit the lane index i in the following. This rea-
soning is further validated by stochastic simulations as
shown in Appendix D 1. The mean-field current-density
relation then reads
Jµ = ρ
T
µ−1(1− ρTµ − ρSµ) + ρSµ−1(1− ρTµ − ρSµ)
= ρµ−1(1− ρµ). (6)
Here we also defined the total particle density ρµ := ρ
T
µ +
ρSµ at site µ. Eq. 6 is identical to the current-density
relation of the TASEP, Eq. 2. In particular, it predicts
that the current is independent of the fraction of spiraling
molecular motors and depends only on the total density.
To relate the current and density to the system’s control
parameters it is useful to introduce new quantities. First,
the total in rate given by α := αT + αS . Second, since
particles enter the system independently, the fraction of
the current contributed by lane-switching particles is δ :=
αS/(αT + αS). Due to current conservation this current
fraction is spatially constant. In the mean-field analysis
JS/J = ρS/ρ holds true, such that the current fraction
δ of the S species also equals the density fraction of S
particles. Therefore, we can consider ρ, J instead of ρS ,
ρT , JS , and JT , and use δ to compute the respective
fraction in the mean-field analysis. Third, we can identify
an effective out rate β of particles irrespective of their
species. The average dwell-time of a particle at the last
site is T = δ/βS + (1− δ)/βT , and therefore β := T−1 =
(βTβS)/ [δβT + (1− δ)βS ]. With these definitions of α
and β we then obtain the full phase-diagram predicted
by a na¨ıve mean-field approximation, which recovers all
TASEP relations.
FIG. 2. Current-density relation obtained from
stochastic simulations with W = 2 lanes and L = 4096
sites. (a) The emerging current J of an arbitrary lane (blue
color) shows a dependence not only on the average system
density ρ but also on the fraction of lane-switching particles,
δ. The system jams at a maximal density ρmax(δ) (bold gray
line); Densities between ρmax and full occupation are not re-
alized in any stationary state. (b) Current-density relation
for mixed species (δ = 0.5, δ = 0.035, symbols) and single
species (δ = 0 or 1, line). For the latter cases, we recover the
TASEP current-density relation.
To test this mean-field analysis, we performed stochas-
tic simulations based on Gillespie’s algorithm [65] for a
system with two lanes. Irrespective of the initial condi-
tions the dynamics converge to a unique stationary state
that is characterized by a particle density ρ averaged over
the whole system and a particle flux J which we numeri-
cally computed for various values of α, β, and δ. The re-
sult for a system composed of two lanes is shown in Fig. 2
(a) and (b). In clear contradiction to the mean-field anal-
ysis, Eq. 6, we observe a strong dependence of the average
current and density of particles on the fraction of spiral-
ing molecular motors in the system. These findings falsify
the mean-field approximation and show that the current
is not uniquely determined by the density but carries an
explicit dependence on the species fraction δ. For fixed δ,
however, a unique current-density relation J(ρ(α, β, δ), δ)
can still be found, as shown in Fig. 2 (a). Unlike the
species fraction δ, the in rate α and out rate β of parti-
cles are parameters that change the density only locally,
and therefore the current only implicitly. The result-
ing current-density relation J(ρ(α, β, δ), δ), as shown for
W = 2 lanes in Fig. 2 (a), exhibits a symmetry upon ex-
changing the species. This is explained by an invariance
of particle dynamics when lattice sites are relabeled [66].
For δ = 0 and δ = 1, i.e. in the presence of a single
species only, we recover the TASEP current-density re-
lation. If both particle species are present, the relation
changes and the current is always less than in a single-
species setup. Most interestingly, in a mixed system the
current vanishes already at densities below full occupa-
tion (Fig. 2 (a), white area); densities above a maximal
value of ρmax(δ) (bold gray line) are not realized in the
6steady state. Moreover, already a very small fraction of
lane-switching particles causes this effect: Approximately
2 − 5% of a second species (see Fig. 2) are sufficient to
cause significant deviations from the single-species and
mean-field results. Besides this critical difference in the
maximum density of a mixed and a one-species system,
the qualitative shape of the current-density relation re-
mains unchanged when the species fraction is varied. As
shown in Fig. 2 for the special case of W = 2 lanes, we
observe the same curve characteristics as for the TASEP.
These are a single maximum for the current (MC), a low-
density (LD) region where the current monotonically in-
creases with increasing density and a high-density (HD)
region where the current monotonically decreases with in-
creasing density. The extremal current principle, Eq. 3,
then suggests that the phase diagram of our model and
the TASEP are topologically equivalent although the po-
sitions of the phase boundaries might differ.
As the mean-field approximation fails to describe two-
species transport, the species current fraction δ cannot
be equated with the species density fraction. This com-
plicates any further discussion as ρS and ρT have to be
treated separately. However, as shown in Appendix D 2,
in the context of this manuscript no significant deviations
of the density species fraction from the current species
fraction occur. Therefore, for the remainder of this work,
we mostly use ρ and implicitly assume a conversion to
ρS and ρT via δ. Further, we refer to δ simply as species
fraction.
In summary, our simulation data shows that, first, the
dynamics of the two species are correlated, as manifested
by the failure of the mean-field approach and the depen-
dence of the current and density on the species fraction
δ. Second, correlations of the species dynamics always
lead to a reduction of the average particle current; hence
the presence of a second species always hinders transport.
We conclude that our model can not be reduced to the
TASEP and that na¨ıve mean-field approaches are inca-
pable of capturing the emerging macroscopic transport
behavior.
B. Topological hindrance
To obtain insight into the interactions that reduce the
particle flux in the presence of both particle species, we
take a qualitative look at particle configurations that
might arise in our model. First, we consider jammed con-
figurations where all particles (except for the very last
one) are blocked and where, consequently, the average
particle current vanishes. As discussed in Section II, for
one species transport a jammed system can only arise
trivially if every lattice site is occupied. In contrast our
model exhibits jamming at densities below full occupa-
tion. A possible jammed configuration of a mixed system
is shown in Fig. 3 (a). Although the system is jammed,
there exist lattice sites that are not occupied. These
sites are inaccessible to any particle of this configura-
FIG. 3. Illustration of topological hindrance for a sys-
tem with W = 2 lanes at the right lattice end. (a)
Shows a state where the motion of each particle in the bulk
is blocked (jammed state) and only the rightmost particle is
allowed to move (arrow). Empty lattice sites (crosses) are
present, which lead to average densities below full occupa-
tion for jammed systems. (b) The second species changes the
connectivity of the network of possible particle motions which
amplifies the impact of steric hindrance in our model. (1) A
single particle can now block up to two other particles. (2)
Particles might align such that motion has to occur sequen-
tially. Same symbols as in Fig. 1 are used to illustrate the
system and particles.
tion (Fig. 3 (a), crosses) and ultimately lead to jamming
below full occupation. In our model, two particles from
different species can simultaneously target a single site.
Consequently, if that site is occupied, a single particle
can block the motion of two other particles (Fig. 3 (b),
configuration 1). This, in turn, can create sites that are
empty but nevertheless inaccessible. Moreover, if parti-
cles of both species try to access a single site that is empty
and accessible (Fig. 3 (b), configuration 2) their motion
is restricted in so far as either one of them but not both
can hop at a time. These configurations hence act as an
intrinsic bottleneck and will further reduce the particle
current on average. To assess these considerations also
qualitatively, we specifically computed the number of in-
accessible lattice sites, and, with it, the maximal density
ρmax as a proof of principle for a system with δ = 1/2 and
W = 2 lanes. The detailed computations are shown in
Appendix A and lead to a value of ρtheorymax = 0.74. This
is in very good agreement with simulations that yield
ρsimmax = 0.73, which validates the qualitative arguments
given above.
In summary, when the lane-switching species is added
to the system, the network topology of possible particle
motions is changed. Any given site is now potentially
connected to two other sites although leaving a site is
only possible in one direction at a time. This creates
a two-to-one connectivity. The single-species model, on
the other hand, shows one-to-one connectivity or, for the
general case of particles that may stochastically switch
lanes, n-to-n connectivity. The two-to-one connectivity
7FIG. 4. Dependence of the maximal density ρmax on
the number of lanes W for the special case δ = 1/2
and L = 16384. (a) ρmax rapidly decreases with increasing
numbers of lanesW . The decrease can be estimated by a max-
imum entropy argument leading to ρmax (W ) ≈ Hm(W )/W
(solid line). (b) Snapshots of particle distributions in systems
with W = 20 and W = 40 to illustrate the maximal density.
Although the system is almost fully occupied at the left lat-
tice end, the degree of occupation successively decreases and
converges to the maximal density. Larger numbers of lanes
exhibit more inaccessible sites and therefore a lower maximal
density. In (b) the same symbols as in Fig. 1 are used to
plot the system and particles. Only the leftmost part of the
system is shown for illustrative purposes.
of our model amplifies the impact of steric interactions
relative to single-species transport and therefore hinders
motion. First, steric interactions may now occur at more
points in space as compared to single-species transport
and thus give rise to inaccessible lattice sites (see Fig. 3
(b), group 1). Second, at intrinsic bottlenecks steric in-
teractions can now act at more points in time, as parti-
cles may have to hop one after the other (see Fig. 3 (b),
group 2). Throughout this manuscript, we refer to these
phenomena as topological hindrance.
C. The influence of the number of lanes
The first important question to address is how the den-
sity of a jammed system ρmax is influenced by the num-
ber of lanes W . Our analytic approach for W = 2 lanes,
however, is not feasible for large numbers of lanes as the
complexity of the underlying mathematical problem in-
creases rapidly. Fig. 4 shows numeric results for the max-
imal system density obtained from stochastic simulations
of systems with up to W = 50 lanes. Strikingly, the max-
imal density ρmax decreases rapidly with increasing num-
bers of lanes. Therefore, the overall impact of topological
hindrance grows accordingly and becomes the major de-
terminant of system’s dynamics. This is of importance
as large numbers of lanes are often encountered in bio-
logical contexts. For example, microtubules are typically
composed of 13 lanes, where our model already exhibits
a maximal density of ρmax ≈ 0.2. Let us also emphasize
that, in analogy to the two-lane system, current reduc-
tion and, likewise, jamming due to topological hindrance
practically saturate at low fractions of the second species,
see Appendix D 3.
To improve our conceptional understanding of the de-
crease of the maximal density with increasing numbers of
lanes, we can estimate the jamming density ρmax(W ). To
this end, we consider groups of lattice sites with equal site
index µ but different lane index i, which corresponds to
a column of our two-dimensional lattice. Those columns
can be occupied by one up to W particles. The respec-
tive probabilities in a jammed system are unknown. A
rough estimate is given by a maximum entropy approach
which assumes that all numbers (up to W ) are equally
likely to occur. Then, the maximal density for a system
with W lanes can be estimated as
ρmax (W ) =
1
W
W∑
k=1
1
k
=
Hm(W )
W
1W−−−→ ln(W )
W
, (7)
where Hm(W ) denotes the W -th harmonic number. This
scaling argument, despite its simple nature, turns out to
be very accurate for the case of symmetric particle mix-
tures δ = 1/2. While simulations show that the assump-
tion of uniformly distributed numbers of particles per col-
umn is per se incorrect, deviations from the uniform dis-
tribution for highly and sparsely occupied columns seem
to cancel out, leading to a correct mean value. An in-
tuitive justification for this is that, for example, a com-
pletely filled column is compatible with all configurations
to its left. Nonetheless, it is very unlikely to occur be-
cause only a very restricted number of states may appear
to its right. On the other hand, a column with a single
particle in it can occur to the right of any other state,
but is only compatible with few configurations to its left.
Hence this state is very rare as well. On average, high
and low occupancies are both suppressed. By chance, the
effects balance out making the mean a good approxima-
tion.
Note here that the jamming of particles below full
occupation shows strong similarities with the jam-
ming transition observed in the Biham-Middleton-Levine
model [67]. The latter is a (often deterministically de-
scribed) model of two perpendicularly crossing pedes-
trian flows that exhibits a sharp transition from a phase
with finite flow to jamming. A rigorous mathematical
treatment of this transition is, however, lacking for the
Biham-Middleton-Levine model [68].
In summary, our analysis suggests that topological hin-
drance becomes much more significant for large numbers
of lanes, where we expect it to dominate the complete
dynamics. In the next section we will use a novel an-
alytic method to construct the complete current-density
relation and, thus, to relate the impact of topological hin-
drance to arbitrary densities. For this theory the maxi-
mal density is also a key parameter as it incorporates the
full impact of the number of lanes into the relation.
8V. A THEORY FOR TOPOLOGICAL
HINDRANCE
In the following, we present an approximation method
which is designed to quantify the impact of topological
hindrance for arbitrary densities. This will enable us to
derive the current-density relation of our model that suc-
cessfully takes those correlations into account that lead
to the failure of mean-field arguments. To do so, we show
that the current-density relation can be split into a mean-
field contribution as derived in Section IV and a correc-
tion term that depends on the local density. This cor-
rection term can be associated with the inaccessibility of
an empty lattice site and therefore quantifies topological
hindrance at a certain density. We present a construction
method for this hindrance function that, in turn, allows
us to compute the current-density relation.
A. The hindrance function
First, we split the particle currents into a mean-field
contribution and a correction term. The particle den-
sity is independent of the lane index i, such that we
find JSµ = ρ
S
µ−1(1 − ρµ) − cov(nSi−1,µ−1, ni,µ) and JTµ =
ρTµ−1(1 − ρµ) − cov(nTi,µ−1, ni,µ). Here, cov(nXi,µ, nYl,ν) =
〈nXi,µnYl,ν〉− 〈nXi,µ〉〈nYl,ν〉 denotes the covariance of two oc-
cupation numbers. According to the master equation,
Eqs. 4 and 5, the particle currents JS and JT must be
conserved on each lane in the stationary state. In ad-
dition, the current must be independent of the lane in-
dex i due to the rotational invariance imposed by the
system’s cylindrical symmetry. Hence, the total current
J = JS + JT is conserved within the whole system:
J = ρµ−1(1− ρµ)− cov(nSi−1,µ−1, ni,µ)− cov(nTi,µ−1, ni,µ)
= const., (8)
for arbitrary lanes i ∈ {1, . . . ,W}. The first summand is
identical to the mean-field current derived in Section IV,
whereas the covariances account for correlations. We de-
fine the hindrance function H at site µ as
Hµ :=
cov(nSi−1,µ−1, ni,µ) + cov(n
T
i,µ−1, ni,µ)
ρµ−1
. (9)
Then, using definition 9, the current can be rewritten as
J = ρµ−1 (1−Hµ − ρµ) . (10)
Note that no approximations have been made so far.
Only symmetries and conservation laws have been em-
ployed. Considering the current-density relation of the
TASEP, J = ρ(1 − ρ), we find that strict accessibility
of empty lattice sites is reflected by the 1 in the second
factor. In contrast, Eq. 10 reveals that in our model an
empty lattice site can be accessed only with probability
1 −Hµ. Thus, the hindrance function H can be viewed
as a correction to the accessibility of empty lattice sites
and reflects topological hindrance in the system.
As the current-density relation, Eq. 10, defines an un-
closed set of difference equations, we have to employ ap-
proximation methods to proceed with our analysis. Of-
ten, moment closure techniques are applied to get an
approximation for higher moments and thus the covari-
ances. This would, in our case, also fix the hindrance
function which depends on them. However, based on
our discussion of topological hindrance and the maximal
density in Sections IV, we expect correlations to be long-
ranged and not constrained to certain subsegments of the
lattice. Therefore, such methods do not seem promis-
ing, especially for large numbers of lanes. Instead we
derive a theory similar to the considerations of Lighthill
and Whitham [36, 39] for our model based on Eq. 10.
Specifically, we consider the limit of large system lengths
L  1. Then, we can replace the discrete site index µ
by a continuous spatial variable x := µ/L ∈ (0, 1]. We
perform a Taylor expansion in x, which we truncate at
first order in the lattice spacing  := 1/L  1. This is
justified for small spatial variations of the density pro-
file [69]. Indeed, our stochastic simulations confirm this
assumption for large aspect rations L/W , see Fig. 8 (b)
and Section V D. Taking everything together, the result
is a current-density relation which depends on the local
density, but not on its gradient
J = ρ(x) [1−H(x)− ρ(x)] . (11)
The current is spatially conserved (and therefore not ex-
plicitly depending on x) and hence the dependence of the
hindrance function H on the lattice position must be im-
plicit via the local density ρ. Thus, our current-density
relation can be written as
J = ρ [1−H (ρ)− ρ] . (12)
At this point, the explicit dependence of H on ρ is still
unknown. To make progress, we derive an approximating
function for the hindrance function H that captures its
physical properties. This function can then be used to
predict the current [70].
B. Constructing the current-density relation
Since the current-density relation of the TASEP and
our model show similar curve characteristics, we expect
their qualitative phase behavior to be comparable due to
the extremal current principle. We split the approximat-
ing function for topological hindrance H into two cor-
responding regimes: HLD is associated with the mono-
tonically increasing part of the current-density relation
and HHD with its monotonically decreasing part. These
two functions can be expanded independently around ex-
tremal density values for which the behavior of H can be
derived using mean-field arguments. Each extremal case
isolates one central aspect of transport limitation: First,
9the lack of particles for ρ → 0, and second, jamming
in case of ρ → ρmax. In the intermediate regime both
transport limiting factors come into play.
For vanishing densities ρ→ 0 particles do not interact
and are thus uncorrelated. In this limit we do not expect
any topological hindrance and therefore the hindrance
function H vanishes. Furthermore, we can compute the
derivative of H by calculating the change in current due
to the addition of particles in the mean-field approxima-
tion (see Appendix B). These two conditions allows us to
determine the coefficients of an expansion of the function
HLD up to linear order in ρ:
HLD (0) = 0, (13a)
d
dρ
HLD (ρ)
∣∣∣∣
ρ=0
= δ(1− δ). (13b)
Interestingly, the result is independent of the number of
lanes W and depends on the species fraction δ in the
simplest non-trivial way that fulfills the species exchange
symmetry δ → 1− δ.
In contrast to the low-density limit, particles are to-
tally correlated for ρ → ρmax. A particle can only be
located at a certain lattice site if the respective target
site is occupied. For this limit, we can again find the
corresponding derivative of the hindrance function us-
ing mean-field arguments (see Appendix B). H (ρmax) is
known from the definition of the maximal density ρmax
itself. Again, we can determine the coefficients of an ex-
pansion up to linear order:
1−HHD (ρmax) != ρmax, (14a)
d
dρ
HHD (ρ)
∣∣∣∣
ρ=ρmax
= −δ(1− δ)ρmax. (14b)
Since the maximal density depends on the number of
lanes, as discussed in Section IV, the same holds true for
the high-density approximation of the hindrance func-
tion. This is a major difference compared to the low-
density limit. However, the low- and high-density com-
ponents both show the simple dependence on δ(1− δ).
A closer look reveals that linear approximations for
the low- and high-density regimes do not, in general, in-
tersect on the interval [0, ρmax]. This would result in
a discontinuous current-density relation that is unrea-
sonable. We conclude that an expansion up to at least
second order in ρ is necessary. Therefore, we have to
look for further physical conditions to uniquely determine
the additional coefficients of the expansion. This can be
achieved by imposing a differentiable transition between
the high-density and low-density regime. At this inter-
section point, neither a lack of particles nor jamming is
the limiting factor for transport and hence the transition
should take place at the density ρMC which corresponds
to the maximal current. Furthermore, both derivatives
must vanish at ρMC . This can be translated into three
FIG. 5. Current-density relation for different numbers
of lanes W with L = 16384 and δ = 1/2. The theory for
the current-density relation (dashed lines) agrees very well
with simulation data (symbols). Although deviations from
the TASEP current-density relation (solid line) increase with
growing number of lanes the three regimes of the current-
density relation are preserved: Low-density regime (positive
derivative with respect to ρ), high-density regime (negative
derivative) and a unique maximum. Note that the theory de-
pends on ρmax which in turn depends on W and δ. For the
theoretical lines a fit-free approach based on the analytic re-
sult for ρmax (see Appendix A) was employed for two lanes.
For three and four lanes results where taken from the simula-
tions to ensure that deviations originate from the theory itself
not the estimate of ρmax. The particle current refers to an ar-
bitrary lane of the system in order to allow for a comparison
to the TASEP.
conditions:
HLD (ρMC) = HHD (ρMC) , (15a)
d
dρ
ρ (1−HLD (ρ)− ρ)
∣∣∣∣
ρ=ρMC
= 0, (15b)
d
dρ
ρ (1−HHD (ρ)− ρ)
∣∣∣∣
ρ=ρMC
= 0. (15c)
Combining all properties derived for the hindrance func-
tion, we can uniquely approximate HLD and HHD up
to second order in the bulk density [71]. The resulting
hindrance function is shown in Fig. 6 (a) for a system
with two lanes and species fraction δ = 1/2; The corre-
sponding current-density relations for multiple numbers
of lanesW are shown in Fig. 5. As can be seen, the results
of our approximations are in very good agreement with
the stochastic simulations and capture the main charac-
teristics of the current-density relation. At this point,
let us also emphasize that the theory can be applied for
general δ and W . It does not involve any explicit depen-
dence on the number of lanes W but depends on ρmax
which, in turn, depends on W and also on δ. Therefore,
ρmax is a key quantity in our theory, which determines
the current-density relation and hindrance function and
thus quantifies topological hindrance in general.
Since the current is very well approximated with this
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FIG. 6. Comparison of the developed theory for the
strength of topological hindrance with simulations for
W = 2, L = 4096 and δ = 1/2. (a) Hindrance function H
in the bulk as a function of the density ρ. Results from simu-
lations (symbols) verify the continuous approximation of the
hindrance function (lines). (b) The construction of H can be
used for an accurate prediction of correlations of occupations
between neighboring sites in the bulk. The prediction for
the covariance cov(ntransi,µ−1, ni,µ) in the bulk agrees well with
simulation results. Here, ntransi,µ := n
T
i,µ + n
S
i−1,µ is the total
occupation of S and T particles of two neighboring lattice
sites in transversal direction. For the theory, ρmax was taken
from our analytic approach, see Appendix A.
method, the exact relation given by Eq. 9 allows us to in-
fer the underlying correlations. This leads to a prediction
for the covariances,
cov(nSi−1,µ−1 + n
T
i,µ−1, ni,µ) ≈ ρH (δ,W ; ρ) , (16)
where we have accounted explicitly for the dependence
of the hindrance function on the control parameters W
and δ. This prediction of the covariances is confirmed by
the stochastic simulation shown in Fig. 6 (b), as expected
from the method’s accurate prediction of the current.
In summary, our analysis shows that modifications of
the current-density relation in our system are caused by
particle correlations. These correlations are accounted
for by a hindrance function H, which quantifies the de-
gree of inaccessibility of empty lattice sites, and therefore
quantitatively characterizes topological hindrance. We
construct the hindrance function in terms of a gradient
expansion. This expansion is determined by physical con-
straints with respect to the high and low-density limits
as well as the transition to the maximal-current phase.
Numerical simulations validate our method.
C. The phase behavior of collective two-species
transport
So far, we have computed the relation between the av-
erage density and particle current but haven’t addressed
how these observables are connected to the system’s con-
trol parameters. In this section we determine the re-
sponse of current and density to a change in the con-
trol parameters α and β and thereby derive the complete
phase diagram. As mentioned above, the extremal cur-
rent principle implies the existence of the three phases as
in the TASEP (low-density, high-density, and maximal-
current phase), due to the similarity in the form of the
current-density relation. Then, for various driven lat-
tice gas systems, current conservation at the respective
boundary is used to relate the system’s current and den-
sity to in and out rates. Due to non-trivial correlations
in our system, it is, however, not possible to simply treat
the boundaries as reservoirs with density ρL = α and
ρR = 1 − β as is done for the TASEP. In Appendix C
we present ways to account for correlations at the edges
of the system. This involves determining the response of
current and density to the in rate α in the low-density
phase and to the out rate β in the high-density phase.
The low-density to maximal-current (LD-MC) and the
high-density to maximal-current (HD-MC) transitions
take place when the respective current matches the max-
imal bulk current. The latter can be computed with the
methods outlined in the previous section. Analogously,
the low-density to high-density (LD-HD) transition takes
place when both currents are identical. The resulting
phase diagram for the special case of two lanes and a
species fraction of δ = 1/2 is shown in Fig. 7. The the-
oretical boundaries were calculated based on the analyt-
ically determined value for the maximal density for this
choice of parameters (see Appendix A) and hence are
derived without any free parameter. The results agree
very well with the data obtained from stochastic sim-
ulations. Changing δ does not affect the existence of
phases but interpolates between the boundaries known
for the TASEP and those presented in Fig. 7. Increas-
ing the number of lanes W lowers the maximal density
(see Fig. 4) and increases the parameter range of the
maximal-current phase, while the corresponding current
is reduced. Hence, as predicted by the extremal current
principle, given the number of lanes and species ratio,
the phase diagram is topologically equivalent to the one
obtained for the normal TASEP [72]. Note that our the-
ory holds for general values of the system width W and
the species fraction δ.
D. Non-equilibrium pattern formation
The construction of the hindrance function shown
above relies on an expansion of the density ρ in terms
of the spatial variable x = µ /L. Specifically, we as-
sumed that gradients in the density are negligible, which
is justified for slowly varying density profiles. While this
assumption as illustrated in Fig. 8 (b) leads to accurate
results in most cases, we observe surprising exceptions
to this behavior for systems with a small aspect ratio
L/W : If we sufficiently decrease the system length L or
increase the system width W , our stochastic simulations
reveal spatial oscillations of the stationary average par-
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FIG. 7. Phase diagram for the special case W = 2,
L = 4096 and δ = 1/2. Color denotes density (left panel,
blue) and current (right panel, orange) obtained from stochas-
tic simulations. Three different phases can be identified: The
low-density phase (LD) where current and density only de-
pend on the in rate. The high-density phase (HD) where
current and density only depend on the out rate. And the
maximal-current phase (MC) that is independent of both
boundary parameters. The theory (bold lines) accurately pre-
dicts the phase boundaries and is valid for general δ and W as
soon as the maximal density is known. Here, ρmax was taken
from the analytic approach, see Appendix A.
ticle distribution. As shown in Fig. 8 (a), the density
ρi,µ = 〈ni,µ〉 oscillates along the longitudinal direction
(Greek index µ) with a wavelength equal to the width of
the system W . Due to rotational symmetry these wave-
like patterns of the density profile are equally present
for each lane i. Further, oscillations are sustained for
thousands of lattice sites almost without any decay and
therefore show remarkable robustness. This behavior is
in stark contrast to the TASEP, which (except for bound-
ary layers) exhibits a constant density profile. In general,
pattern formation is rarely observed in lattice gas models
and has so far been found predominantly in the form of
segregation or localization effects [62, 73–75].
As stated above, the continuous approximation Eq. 12
is by virtue of its construction incapable of describing
these varying density profiles. Also, the species current
fraction δ may in this case significantly differ from the
species density fraction, see SAppendix D 2. It is, how-
ever, worth noting that our theory still provides a good
approximation for the current-density relation in terms
of the total system density (i.e. when averaging over an
oscillating density profile) for symmetric species fraction
δ = 1/2. To describe the density profile itself, it is neces-
sary to include a dependence not only of the local density,
but also its spatial change in the hindrance function H.
The problem is comparable to the boundary layers of the
TASEP, which can not be captured by a first order con-
tinuous theory, but are predicted by exact or higher order
solutions [8, 44, 76]. In future work, it would be interest-
ing to address if such a construction or some alternative
analytic method is capable of reproduce these intriguing
FIG. 8. Density profiles ρµ for large and small system
widths W compared to the length L = 512. (a) The
stationary density distribution for W = 13 lanes shows an
oscillatory pattern with a wavelength equal to the number
of lanes. The system exhibits a constant current despite the
density oscillations. (b) Stationary density distribution for
W = 2 lanes. The system exhibits a flat density profile within
the bulk. Other parameter values: α = 0.6, β = 0.2 and
δ = 1/2 in both simulations.
patterns.
VI. ROBUSTNESS AND BIOLOGICAL
RELEVANCE
To establish a generic theory for two-species transport
and to enable an analytic study of topological hindrance,
we previously made several assumptions which do not
necessarily hold in a physical or biological context. To
probe the robustness of our results and the relevance of
topological hindrance further we now turn to extended
versions of our model that account for biomolecular fea-
tures of molecular motors.
Firstly, kinesins are likely to not strictly follow a unique
pathway, i.e. lane switching does not occur at every
step but stochastically. Adding this modification to our
model mitigates effects such as a strict maximal density
and phase transitions since any inaccessible site of the
original model can now be accessed in principle on long
time scales. Nonetheless, also in this case topological hin-
drance is of significant impact. To demonstrate this, we
performed simulations with a four-lane system in which
lane-switching particles switch lanes with a probability
of θ = 0.2 and track their respective lane otherwise. The
results are shown in Fig. 9. While this system does not
strictly follow the current-density relation as predicted
by our theory, it demonstrates that topological hindrance
has a strong influence on collective transport as particle
the current is heavily suppressed: For example, the aver-
age particle current is reduced by more than 50% at den-
sities around the maximal density of the original model.
For higher lane numbers current reduction is even more
pronounced. This shows that topological hindrance can
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FIG. 9. Current-density relation of a model with non-
strict lane hopping on a system composed of W = 4
lanes. Simulation results (symbols) for the current and den-
sity of a model where the lane-switching species switches the
lane only with probability θ = 0.2 in each step; With proba-
bility 1− θ the second species follows its current lane. Topo-
logical hindrance significantly suppresses current and density
also for this model, where lane switching occurs seldom. The
resulting data points are in the area between the current-
density relation of the single-species case or one dimensional
model (solid line) and the one of our model (dashed line).
For models similar to the one presented in this work but with
more realistic particle dynamics (e.g. random particle attach-
ment/detachment, non-strict lane hopping, dimeric particles)
we expect current suppression due to topological hindrance to
be stronger for parameters that lead to bigger differences in
both curves (shaded area). Thus, our theory provides qual-
itative insights also in more complex models. Note that the
simulations suggest a non-injective current-density relation at
the onset of jamming of the original model. Other parameter
values: δ = 1/2, L = 16384.
have substantial influence also on systems where parti-
cles switch lanes rarely but that are composed of many
lanes.
To challenge our results further, we performed stochas-
tic simulations of an extended model that accounts for
other important biomolecular features of molecular mo-
tors: In addition to the stochastic lanes switching de-
scribed above, particles may attach (rate ωXa ) and detach
(rate ωXd ) randomly along the lattice (Langmuir kinet-
ics) [77, 78] and occupy two lattice sites to account for
a dimeric structure [79] of most molecular motors (see
illustration in Fig. 10). In analogy to our analysis of the
minimal model shown in Fig. 2, we increase the particle
attachment rate ωSa of the spiraling motor species while
keeping the attachment rate of the tracking species ωTa
constant. An example for the corresponding average par-
ticle current per lane is depicted in Fig. 10. Even in this
greatly expanded model topological hindrance causes a
significant decrease in the particle current already at low
fractions of the second species. In particular, the im-
pact of topological hindrance follows the same principles
as discussed in section IV: It increases rapidly with an
increasing number of lanes and it sets at already small
FIG. 10. Illustration of the extended model and
current reduction for different numbers of lanes.
(a) Dimers populate a lattice of width W and length L. Peri-
odic boundary conditions are employed along the transversal
direction. Dimers of species T move their rear leg to right
neighboring lattice site of the front leg at rate νT . Dimers of
species S move their rear leg to right neighboring lattice site
of the front leg at rate (1−θ)νS and to the upper-right neigh-
boring lattice site of the front leg at rate θνS . All particles
exclude each other. Dimers enter the system either at the left
boundary at rates αS and αT or randomly attach to the lat-
tice at respective rates ωSa and ω
T
a . Lane switching particles
may either attach with both legs on the same lane at rate
(1− θ)ωSa or, alternatively, with feet on neighboring lanes at
rate θωSa . Particles exit the system at the right boundary at
rates βS and βT or stochastically detach from the lattice at
rates ωSd and ω
T
d . (b) Simulation results show the current for
systems with different numbers of lanes W without any spi-
raling motion (empty symbols) and with rare stochastic lane
switching (filled symbols) of θ = 0.1. If no lane switching is
possible the current is not affected by the number of lanes
and reduces to the single-species TASEP with Langmuir ki-
netics and dimeric particles [77–79] as identical hopping rates
for both species were chosen. However, if the second species
is allowed to switch lanes a rapid current reduction similar to
the one described above for the main model can be observed.
Note that the current is no longer conserved within the sys-
tem such that a spatial average over a lane was taken. Other
parameter values: ωSd = ω
T
d = ω
T
a = 0.001, νS = νT = 1,
α = 0, β = 0.5, L = 2048.
fractions of a second species. Taking all results together,
we conclude that topological hindrance most likely is of
relevance also in biological contexts, and the theory de-
scribed here allows one to estimate its impact. Another
interesting question in this context is, whether a phe-
nomenon similar to the density patterns which we ob-
serve in the main model exists in a biological context.
As this strongly depends on the system which is consid-
ered we can, at this stage, not provide a complete anal-
ysis. Nevertheless, to give an outlook on the impact of
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model extensions on pattern formation a brief discussion
is given in Appendix D 4.
Moreover, we would like add that random particle at-
tachment and detachment may, in general, modify our
results. In particular, we expect that adding Langmuir
kinetics to our model leads to the emergence of addi-
tional phases [77, 78] such that our results –while provid-
ing a mathematical foundation—can not be transferred
directly [80]. Whereas a complete analysis of the jam-
ming behavior is out of scope of this work, the analysis
of our fully extended model (Fig. 10) strongly suggests
that whenever transport occurs over significant length
scales, topological hindrance can be expected to signifi-
cantly impact the particle current in general.
To provide a further link from our theoretical work to
biological systems we finally would like to address how
our results could be tested experimentally. Two central
predictions our model makes in this context are (1) cur-
rent reduction and (2) periodic particle jams: (1) The
average particle current in system with two species is ex-
pected to be significantly smaller compared to a single
species system (see Fig. 10). This could be measured
experimentally using time-resolved single molecule tech-
niques. (2) Topological hindrance is related to spatial
correlations in the particle arrangement and movement
which may lead to patterns in the particle density. These
could be resolved experimentally using techniques de-
scribed previously for example by Maurer et. al. [81].
One hurdle to overcome is to construct suitable TIRF
setups which do not obstruct the helical pathways of the
spiraling motor species, similar to those described in ref-
erences [20, 82].
VII. SUMMARY AND CONCLUSION
In this work, we have studied collective transport of
two particle species with distinct gaits and therefore dif-
ferent directions of motion on a cylinder. As a key result,
we found that the presence of different stepping modes
enhances steric interactions and compromises particle dy-
namics in ways not seen in single-species systems. This
additional hindrance changes the macroscopic transport
behavior in a way that can – to the best of our knowledge
– not be accounted for by previous models or analyses.
The combination of a lane-tracking and a lane-switching
species gives rise to unexpected phenomenology in the
following fashion:
1. Systems with a mixed population of both species
always jam at densities far below full occupation.
2. Closely related to that, a system with a mixed pop-
ulation is always characterized by a lower average
particle current at a given total system density.
3. The proportion of the second species present has a
crucial influence on this behavior: Current reduc-
tion sharply sets in at very small fractions of the
second species and practically saturates for frac-
tions larger than δ ≈ 5%.
4. In contrast to single-species transport, the system
width W is an important determinant of collec-
tive dynamics. Increasing W rapidly decreases the
density at which particles jam and also rapidly in-
creases the degree of current reduction.
5. The average particle distribution (density profile)
shows wave-like patterns for small aspect ratios
L/W of the system. This again contrasts single-
species transport and many transport models, as
those typically exhibit a spatially constant or lin-
ear density profile.
The above observations can be traced back to the fol-
lowing microscopic origin: While for transport with a
single species each position can be equally accessed and
vacated from a certain number of directions, our model
shows a more intricate connectivity. A single lattice site
may now be accessed from two different directions but
can be vacated in one direction only. This simple change
in the network topology has substantial influence on col-
lective behavior. It creates inaccessible lattice sites and
slows down particle motion due to intrinsic bottlenecks
at points where trajectories intersect. This concept, that
steric interactions are amplified by the network topol-
ogy, forms the basis of our theoretical approaches, which
sheds light on the following issues.
1. We provide a detailed analysis of the jamming pro-
cess. The decrease of the jamming density with
increasing system width W is well approximated
by ρmax → ln(W )/W for large W and symmet-
ric species mixtures δ = 1/2. This explains the
relevance of the system width W for topological
hindrance and suggests convergence to a vanish-
ing jamming density for large system widths. We
specifically compute the jamming density in the
case δ = 1/2 and W = 2, which validates our un-
derstanding of the jamming process.
2. Even at densities well below the jamming transition
many lattice sites are inaccessible. We show that
inaccessibility is quantified by a hindrance function
which naturally arises from particle correlations. In
doing so, we obtain the current-density relation for
arbitrary species fractions and system widths. This
method is not restricted to our specific system. It
reproduces the correct current-density relation of
the TASEP and we expect it to be applicable to
other TASEP-like systems that exhibit cylindrical
symmetry.
3. The current-density relation is used to compute the
phase diagram of our model. In this way, we glob-
ally relate central macroscopic observables, namely
the average particle current and distribution, to the
model’s control parameters, the particle in and out
rates.
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An important conclusion of our study is that the reduc-
tion to one dimension is a priori not possible for collec-
tive transport of differently moving agents along a cylin-
der. Although dynamics for each species alone are ef-
fectively one-dimensional and are successfully described
by mean-field methods, the joint system deviates from
this behavior. Our analysis overcomes this limitation and
establishes a framework for mixed populations compris-
ing distinct particle species. It further identifies topo-
logically amplified hindrance as a central determinant in
this context. The derivation of the hindrance function
not only quantifies the strength of topologically ampli-
fied hindrance but also implements an effective mapping
to a one-dimensional system. This mapping is useful two
ways. First, it reduces the complexity of the mathemati-
cal problem by integrating out the transversal spatial di-
mension. Second, it also allows one to infer possible mi-
croscopic interactions whenever only a one-dimensional
projection is visible. For example, in a biological context
it is still technically challenging to resolve the motion of
molecular motors below the diameter of their respective
filament. Hence, the projection of particle positions on
the filament contour is the standard information acces-
sible in experiments. This holds particularly true in ex-
perimental setups with a multitude of moving particles,
where super-resolution techniques are not always feasi-
ble. As our work shows, it is a highly non-trivial task to
relate macroscopic information back to individual micro-
scopic interactions, and our theory might yield valuable
insights in this respect. But our considerations also raise
the question of how much actual biological systems, such
as molecular transport along microtubules, are affected
by topological hindrance. While some of our specific re-
sults (e.g. a strict maximal density or phase transitions)
are weakened by processes like random particle attach-
ment/detachment and non-strict lane hopping, we still
expect topologically amplified interactions to play a crit-
ical role. Our analysis regarding model modifications in
Section VI suggests that, whenever transport occurs over
significant length and time scales, topological hindrance
most likely changes collective behavior substantially. An
important conclusion in the biological context is that par-
ticle jamming due to topological hindrance takes place at
significantly lower particle densities as compared to sin-
gle species transport: Fig. 10 suggests that even slight
deviations from the straight stepping behavior (10% in
this case) reduce the current to half of the value as
compared to the single species case at identical cytoso-
lic particle concentrations. Thus, jamming transitions
might be more relevant also in-vivo than thought pre-
viously. Therefore, it might be revealing to probe this
phenomenon experimentally in multi-species setups and
to speculate about its biological implications.
In these ways, our work has various consequences for
intracellular transport and yields a generic theory for
collective motion of differently moving agents. On a
theoretical level, our analysis is in line with results of
the TASEP for single-species transport. But since the
TASEP has relevance beyond the field of transport pro-
cesses, our results form also a bridge to other intensively
studied fields of statistical physics: Our model consti-
tutes a simple system far from thermal equilibrium that
can be investigated in great detail with the theory devel-
oped in this manuscript. In that, it exhibits a wide range
of phenomena that are insufficiently understood and have
rarely been observed in analytically well accessible mod-
els such as driven lattice gases. First, in contrast to many
other driven lattice gas models, the average particle dis-
tribution exhibits complex pattern formation. While a
detailed mathematical study of these patterns is beyond
the scope of this work, our construction of the hindrance
function and the corresponding reduction to one dimen-
sion can form a basis for a more rigorous investigation.
Second, our model features a non-trivial jamming tran-
sition. While jamming has severe and intricate implica-
tions also for the TASEP and similar models, the origin
of jams in our model is not only the consequence of mere
overcrowding, but also of the spatial arrangement of the
constituents. This is of interest as jamming transitions
arise in many different problems such as traffic flow, gran-
ular media, or glassforming liquids [83]. Nonetheless, it
is still a demanding and ongoing task to establish a con-
cise theoretical framework for these phenomena [84, 85],
although it is an open question whether a general con-
nection exists [86, 87]. The challenge involved in finding
a mathematical formulation of jamming processes also
becomes evident in view of the Biham-Middleton-Levine
model [67] for traffic flow: Although the model has been
extensively studied for more than 15 years, a rigorous
analytic approach to describe its jamming transition is
still elusive and considered to be an unsolved mathemat-
ical problem [68, 88, 89]. In this light, our study opens
a new perspective on jamming processes as well as pat-
tern formation in terms of simple, analytically accessible
models, and further elucidates the intriguing principles of
collective behavior emerging in non-equilibrium systems.
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FIG. 11. Illustrations for the filling process, β = 0,
α→ 0. (a) During the filling process loose particles (crossed
particles) are created. Loose particles are particles that can
be removed from a jammed configuration without allowing
further particle motion. Thus, they are suppressed in any
stationary state that exhibits an arbitrary non-vanishing cur-
rent. (b) If a column is fully occupied (box in group 1), the
next particle (shaded particles) can not pass this column and
therefore a truncation of the state space with respect to par-
ticles to the right is possible. This is referred to as double
closure. If a linear array of at least two particles of the same
species is followed by a particle of the other species, either
a double closure is created or a single occupied column can
be identified (boxes in groups 2 and 3) beyond which none
of the following particles (shaded particles) can pass. This
also allows one to truncate configurations to the right of this
column and is referred to as single closure. (c) Transition
matrix of the stochastic process for β = 0, α → 0. The state
space reduces to arrays of particles of the same species that
follow a double (solid end) or single closure (shaded end). A
single particle can only arise after a double closure as single
closures immediately create arrays of length two. In (a) and
(b) a gray area denotes the system boundary.
Appendix A: Derivation of the maximal density ρmax
for δ = 1/2,W = 2
One of the critical differences of our model in com-
parison to one-species transport is complete jamming of
particles at densities far below full occupation. In this
section, we will focus on these completely jammed con-
figurations, determine their number of inaccessible lattice
sites, and thus the maximal density ρmax.
Complete jamming occurs only for vanishing out rates.
One might expect that it is possible to focus on the case
β = 0. This results in a much easier stochastic process
to which we will refer as filling process. Our stochastic
simulations, however, show that a more careful analysis
is required when β vanishes: The average system density
exhibits different values for arbitrarily small out rates
β → 0 than for out rates that strictly equal zero, β = 0.
For example, for W = 2 and δ = 1/2 our simulations
show that the density converges to a constant value of
ρmax ≈ 0.73 for small but non-zero values of β (tested
for different values of β up to 10−10). Setting β = 0 the
system realizes a different density of ρfilling = 0.79. Our
analysis of completely jammed configurations hence has
to treat the cases β = 0 and β → 0 separately.
To obtain a relation between the densities correspond-
ing to β = 0 and β → 0, it is of relevance to understand
how such a discontinuous behavior of the density can
arise. Ultimately, it can be traced back to an instability
of subconfigurations that arise in the filling process. A
possible configuration is shown in Fig. 11 (a). The fill-
ing process creates configurations that contain particles
which do not block other particles (crossed particles in
Fig. 11 (a)). Consequently, it is possible to remove these
loose particles from a completely jammed system with-
out allowing further particle motion. In the stationary
state, however, each particle that is removed from the
system has to be compensated by a new particle on av-
erage. Therefore, loose particles are suppressed in any
stationary state that exhibits a non-vanishing yet arbi-
trarily small, stationary current; The system undergoes
a discontinuous phase transition in the density as soon
as particles may leave it.
Based on this reasoning, it is possible to derive analytic
expressions of the average system density created by the
filling process ρfilling and the maximal (dynamic) system
density ρmax corresponding to β → 0. For simplicity,
we restrict our discussion to W = 2 lanes and δ = 1/2
throughout this section. Our analysis includes the fol-
lowing steps: We first focus on the filling process with
β = 0. For this stochastic process, it is possible to obtain
an exact analytic solution for the probability of finding
an arbitrary configuration and therefore for ρfilling. The
result further allows us to compute the probability ploose
of finding a loose particle in a configuration created by
the filling process. When a non-vanishing current is es-
tablished, the presence of loose particles is suppressed
and the density decreases correspondingly, which will be
computed in the last step of our derivation.
1. The filling process
The filling process is defined as the stochastic process
arising for β = 0. Typically, in jammed configurations
the system properties are independent of the in rate α,
which suggests to also consider the limit α → 0. Then,
we can assume that particles arrive at the right lattice
end independently which further simplifies our discus-
sion. Our mathematical formulation should describe the
sequence of lattice occupations when particles are added
sequentially. Specifically, a (discrete) time step is defined
by a new particle getting stuck in the system. A na¨ıve
way to denote the state space would be to enumerate the
32×L possible lattice occupations. However, this leads to
a very irregular and high-dimensional state space that
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precludes an exact solution. Fig. 11 (b) shows several
configurations which are jammed at the lattice end but
empty at the front. Light colored particles denote the
possible positions at which the next particle can end up.
In all cases, the next particle can not pass the column
that is marked with a box. This means that its final
position is independent of the configuration to the right
of this box. We can identify such a column where par-
ticles can’t pass in two different cases: First, whenever
a column is filled completely (box in group 1, Fig. 11
(b)) no more changes can be made to the configuration
to the right of this column. We will refer to this col-
umn as double closure. Second, whenever a linear array
of particles of the same species is followed by a particle
of the other species a column that can’t be passed can
be identified. In this case, either a double closure may
be created or a new kind of closure arises. Specifically, if
no double closure is is created we can always identify a
half occupied column (boxes in groups 2 and 3, Fig. 11
(b)) beyond which no further change is possible. We will
refer to this column as a single closure. The above rea-
soning then suggests the following truncation scheme for
the state space: Whenever a closure occurs, we can trun-
cate the state space with respect to the occupation to the
right of it. This significantly reduces the complexity of
the state space. The remaining possible configurations
are linear arrays of a single species to the left of either
of the two different types of closures. Given this reduced
state space, it is possible to write down the resulting (in-
finite dimensional) transition matrix that characterizes
the underlying stochastic process. The result reads
M =

1/2 1/2 1/2 1/2 1/2 1/4 1/4 1/4 1/4 . . .
1/4 0 0 0 0 1/4 1/4 0 0 . . .
0 0 0 1/4 1/4 0 0 1/4 1/4 . . .
1/4 0 0 1/4 1/4 0 0 1/4 1/4 . . .
0 1/4 1/4 0 0 1/4 1/4 0 0 . . .
0 1/4 0 0 0 0 0 0 0 . . .
0 0 1/4 0 0 0 0 0 0 . . .
0 0 0 1/4 0 0 0 0 0 . . .
0 0 0 0 1/4 0 0 0 0 . . .
...
...
...
...
...
...
...
...
...
. . .

,
where the states are enumerated as shown in Fig. 11 (c).
This matrix encodes the evolution of probabilities for oc-
cupations after a closure, and the frequencies at which
double as well as single closures occur. For an infinite
system the occupational probabilities of the stochastic
process will converge to a steady state which corresponds
to the eigenvector of the stochastic matrix M with eigen-
value one. The result reads
Psteady state =

2
√
3− 3
1
4 (2−
√
3)
1
4 (13
√
3− 22)
1
4 (2−
√
3)
1
4 (13
√
3− 22)
( 316 (59
√
3− 102))1
( 116 (2−
√
3))1
( 316 (59
√
3− 102))1
( 116 (2−
√
3))1
( 316 (59
√
3− 102))2
( 116 (2−
√
3))2
( 316 (59
√
3− 102))2
( 116 (2−
√
3))2
...

. (A1)
With these steady-state probabilities for lattice config-
urations we can derive an exact result for the average
particle density in an infinite system. We compute the
frequencies of blocks of subconfigurations with a closure
at the left being added to the system. These frequen-
cies can be determined by the transition rates and the
steady-state probabilities. For example, an array of two
T -particles following a double closure (second configu-
ration in the enumeration scheme of Fig. 11 (c)) can
be “closed” by an arriving S-particle such that a sta-
ble block dimension 2×2 occupied by three particles is
created. As the probability of an S-particle arriving at
the respective site is 1/4 the corresponding frequency for
this block to occur is 1/4P2. We weigh these frequencies
with the block lengths and densities which yields the sys-
tem density in the limit L→∞. Our analytic approach
results in a value of ρfilling = 0.79. Notably, we made
no approximations in this computation. Consequently, it
should coincide with the system densities for β = 0 and
α → 0. Indeed, simulations with respective parameter
values confirm our result.
2. The maximal dynamic density ρmax
As illustrated above, the presence of unstable, loose
particles will lead to a different density as soon as β is
set from zero to arbitrarily small values. Therefore, com-
puting the number of loose particles that arise in the
filling process is key to determine the density decrease as
soon as the system becomes dynamic. In the first step to
compute the maximal density ρmax we will determine the
probability of finding a loose particle. In the second step
we will show how to correctly replace the corresponding
occupational density and thereby estimate ρmax.
Loose particles can only arise whenever both lanes are
occupied at a given position µ, i.e. within a double occu-
pied column. The probability of double occupied columns
created by the filling process are easily computed from
the filling density. For further convenience, we introduce
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a new random variable cµ ∈ {0, 1} that equals 1 if the
µ-th column is fully occupied (irrespective of the particle
species, i.e. for nX1,µ = 1 ∧ nX2,µ = 1) and 0 otherwise.
Then,
P (cµ=1) = 2(ρfilling − 1
2
), (A2)
where P (cµ = 1) is the probability of finding a fully oc-
cupied column. Then, a loose particle occurs in a double
occupied column in two different situations: First, when
this column is followed by a column to its left that is oc-
cupied by only one particle. This will always result in a
loose particle in the double occupied column. Second, if
the double occupied column is followed by another dou-
ble occupied column to its left where a particle from each
species is present. Then, the two particles of the left col-
umn are directed to a single site which creates a loose
particle next to this site. To compute the correspond-
ing probabilities we use the exact solution of the filling
process. In detail, we can determine the probability of a
double closure being followed by a fully occupied column.
This scenario is identical to the conditional probability of
a double occupied column being followed by another dou-
ble occupied column and, using the above solution of the
filling process, is given by p(cµ = 1|cµ−1 = 1) ≈ 0.64. In
half of these cases the fully occupied column on the left is
populated by particles from different species. This corre-
sponds to the second case described above and therefore
creates a loose particle. If the double occupied column
is not immediately followed by another double occupied
column (corresponding to (1−p(cµ=1|cµ−1 =1)) the first
case as described above occurs and again a loose particle
is created. Taking all these considerations together leads
to
ploose =
1
2
p(cµ=1; cµ−1 =1) + (1− p(cµ=1; cµ−1 =1)
≈ 0.39. (A3)
Here, we used the definition of the conditional probabil-
ity, p(cµ=1; cµ−1 =1) = p(cµ=1|cµ−1 =1)× p(cµ=1).
Knowing the probability of a site being occupied by
a loose particle, it seems tempting to subtract the corre-
sponding occupations from the filling density ρfilling. But
particle rearrangements in a dynamic system will contin-
uously create new loose particles. Hence, we have to
replace sites occupied by a loose particle with sites of a
suitable effective density ρeff .
To this end, consider a hole (i.e. an empty site) that
propagates from right to left through the system. In
each hopping step, the hole might either hit a column
that contains a loose particle with probability ploose or
one that contains only stable particles with probability
1 − ploose. As only loose particles contribute to a modi-
fication of the density we are only interested in the first
case. The time between two consecutive holes arriving
at any given position in the steady state will on average
be 1/β. Therefore, a fully occupied column that contains
a loose particle will on average remain in this state for
a time 1/β before a hole arrives. Then, the hole either
hits the loose or the stable particle in this column. If
the stable particle is removed, the density is not changed
and the column remains at full occupation until the next
hole arrives, i.e. for another time 1/β. Opposed to that,
the column remains at half occupation for a time 1/β if
the loose particle is removed. This leads to an effective
(time-averaged) density of
ρeffective =
β
2
· ( 1
β
+
1
β
· (1
2
· 1
2
+
1
2
· 1) = 7
8
. (A4)
Hence, the filling density ρfilling and the maximal dy-
namic system density ρmax are related via
ρmax ≈ ρfilling − ploose(1− ρeffective). (A5)
The result is ρmax ≈ 0.74 which is in very good agreement
with stochastic simulations that yield ρmax ≈ 0.73. This
validates our understanding of topological hindrance for
jammed configurations.
Due to approximations in the above calculation our
computed value for ρmax is, opposed to the one for ρfilling,
not an exact result. Specifically, we implicitly assume
that for non-vanishing β → 0 occupations are created in
the same way as they are in the filling process β = 0. The
good quality of our result therefore indicates that, as a
hole propagates through a jammed system, empty lat-
tice sites are filled by particles in a mostly uncorrelated
fashion. Note that the filling density does, in principle,
depend on the particle in rate α. If particles are injected
with a high frequency mutual interactions while travel-
ing to the jammed end lead to correlations and sorting
effects that ultimately cause varying values for ρfilling.
This dependency of the filling density on α is, however,
irrelevant for our computation of the maximal (dynamic)
density ρmax: Correlations that build up during the par-
ticles’ motion can also be neglected in the case β → 0 as
the system is almost completely jammed.
The theoretical arguments of this section addressing
a transition from the filling density to the maximal dy-
namic density are further illustrated with the following
consideration. Fig. 12 shows the temporal evolution of
the average system density with a very small out rate,
starting from an empty system. The out rate was cho-
sen such that, on average, the system completely fills
with particles before a first particle exits. Indeed, we ob-
serve that the density gradually increases until ρfilling is
reached. In particular, the density overshoots the max-
imal dynamic density ρmax. As soon as particles leave
the system, loose particles are removed which causes the
average density to decrease and fluctuate around ρmax.
These fluctuations are also explained by our above ar-
gumentation: As single holes travel through the system
particles are reordered and loose particles are transiently
created which leads to an (also transient) increase of the
system density.
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FIG. 12. Temporal evolution of the system density for
α → 0, β → 0, β  α. As the number of simulation steps
increases (x-axis), particles enter the system, “pile up” at the
end and create an average density close to ρfilling ≈ 0.79 (solid
line). As soon as particles leave the system the presence of
loose particles is suppressed which leads to a drop of the av-
erage density until the maximal dynamic density ρmax ≈ 0.73
is reached. The dashed line depicts the result of the ana-
lytic approach for ρmax described in this section. Here, the
density is obtained from an ensemble and spatial average. A
single realization (inset) shows that the average system den-
sity (i.e. spatial average) oscillates around ρmax, which can
be explained by large reordering events if stable particles are
removed after several loose particles were extracted. Simu-
lation parameters: α = 0.02, β = 10−4, δ = 1/2, W = 2,
L = 4096.
Appendix B: Derivatives of the hindrance function
In the following, we are going to calculate the deriva-
tives of the hindrance function for the two extremal cases
ρ → 0 and ρ → ρmax, as used in Section V. To do so,
we determine the change in current dJ in response to a
change in density dρ at a given lattice site and equate it
with the derivative of the current-density relation, Eq. 12,
d
dρ
J(ρ) = 1−H(ρ)− ρH ′(ρ)− 2ρ. (B1)
In the mean-field approximation a lattice site is occu-
pied with a particle with probability ρ irrespective of the
neighboring lattice sites. We find an S particle at any
given lattice site with probability δρ and a T particle with
probability (1− δ)ρ, respectively. Increasing the density
by a value dρ we have two contributions to the change of
the current. First, a decrease since particles are more like
to be blocked, and, second, an increase because the addi-
tional density itself may contribute to the overall current.
Both contributions can again be split into two separate
cases. Either we are dealing with a focused state, see
Fig. 3 (b) group 1, where two particles are blocked simul-
taneously or the case where one particle is affected only.
Two particles from neighboring lanes are focused on the
same lattice site with probability ρ2δ(1− δ) resulting in
a current reduction of −ρ2δ(1− δ)dρ. A single particle is
blocked with probability ρδ(1−ρ(1−δ))+(1−δ)ρ(1−δρ).
Here, ρδ(1 − ρ(1 − δ)) is the probability of only one S
particle being blocked and (1 − δ)ρ(1 − δρ) only one T
particle being blocked. The same contributions can be
derived for the increase in current due to the removal of
a single particle. Summing all up we obtain
d
dρ
J =− ρ2δ(1− δ)− ρδ(1− ρ(1− δ)) (B2)
− (1− δ)ρ(1− δρ) + (1− δ)δρ(1− ρ)
+ (1− δ)(1− δρ)(1− ρ) + δ(1− (1− δ)ρ)(1− ρ)
=(1− 2ρ)(1− δ(1− δ)ρ).
This expression reduces to the derivative of the TASEP
current-density relation for δ = 0 and δ = 1.
The mean-field result is not correct in general for our
system but becomes exact in the limit ρ → 0. Using
Eq. B1 our result for the derivative of the hindrance func-
tion reads
1−H(ρ)− ρH ′(ρ)− 2ρ != (1− 2ρ)(1− δ(1− δ)ρ).
(B3)
As, by definition, H(ρ)/ρ→ H ′(0) for ρ→ 0, we obtain
H ′(0) = δ(1− δ). (B4)
We proceed in a similar way for the case ρ → ρmax.
However, instead of an uncorrelated system we face total
correlations between particle occupations; A site is only
occupied if the one in front is as well. Filling the last hole
in a jammed configuration will not increase the current
but prevent the last possible particle motion. This means
that we are left with those parts of Eq. B2 that have
a negative contribution. Evaluating the corresponding
equation at the maximal density ρmax we find
d
dρ
J =− δρmax(1− ρmax(1− δ))
− (1− δ)ρmax(1− δρmax)− δ(1− δ)ρ2max (B5)
=− ρmax + δ(1− δ)ρ2max.
Again, using Eq. B1 and the definition of the maximal
density H(ρmax) = 1− ρmax we obtain
H ′(ρmax) = −δ(1− δ)ρmax,
for the derivative of H(ρmax). Note that, opposed to the
limit ρ → 0, this is not an exact result but should be
interpreted as a refined mean-field approximation.
Appendix C: Derivation of current and density
response to the control parameters in the high- and
low-density phases
In this section we derive the dependence of the current
and density on the in rate α and out rate β. As for the
TASEP, collective behavior in the low-density phase only
depends on the in rate α whereas the high-density phase
is determined by the out rate β.
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1. The low-density phase
For many driven lattice gases, current conservation is
used to relate the system’s current and density to in and
out rates. For the case of the TASEP, the low-density
phase is dictated by an influx J = α(1 − ρ1). Further,
there is no boundary layer at the left lattice end in the
low-density phase such that the density at the first site
equals the bulk density. Thus, due to current conserva-
tion, ρ1 = α, for the TASEP. For our model, however,
we face a new problem. Simulations suggest that, even
in the low-density phase, the occupation of a first lattice
site is not equal to the bulk density and is also not iden-
tical to the reservoir density α. This is due to non-trivial
correlations between occupations at the left lattice end,
see Fig. 13, which we will compute in the following. In-
deed, the density at the first site is always slightly higher
than α. Also, when, for example, the in rate of T parti-
cles αT is increased the density of S particles at a first
lattice site ρSi,1 increases and vice versa. The latter ob-
servation, in particular, contradicts equating ρSi,1 = αS .
This behavior can be understood in the following way.
Consider, for example, a T particle at the first lattice
site. This T particle can never prevent an S particle to
hop in front of it; The T particle can be blocked by the S
particle but can not block the S particle. Therefore, this
T particle will stay on average longer at the first lattice
site as compared to the TASEP and the corresponding
density ρi,1 will be higher than α. The exact flux-balance
condition for T particles, Eq. 5a, reads
αT (1− 〈nTi,1〉−〈nSi,1〉) = 〈nTi,1〉−〈nTi,1nTi,2〉−〈nTi,1nSi,2〉.
(C1)
Again, correlators of the form 〈nX1i,1nX2i,2 〉 lead to an un-
closed set of equations. To overcome this problem, we
approximate second moments. Note that all particles
enter the system from the left reservoir in an uncorre-
lated fashion. The way T particles can block and are
blocked by other T particles follows the same scheme
as in the TASEP. Therefore, it is reasonable to assume
correlations to balance (as for the TASEP). Thus we fac-
torize 〈nTi,1nTi,2〉 ≈ 〈nTi,1〉〈nTi,2〉 for the same species. This
is different for 〈nTi,1nSi,2〉, where a TASEP like balance
of blockage end getting blocked no longer holds true as
argued above.
Explicitly writing down the master equation for
〈nTi,1nSi,2〉 in the steady state leads to
d
dt
〈nTi,1nSi,2〉=0 = αT 〈(1−nTi,1−nSi,1)nSi,2〉
+〈nTi,1nSi−1,1(1− nTi,2−nSi,2)〉
−〈nTi,1nSi,2(1− nTi+1,3−nSi+1,3)〉. (C2)
As particles that enter the system are uncorrelated, we
can set 〈nTi,1nSj,1〉 = ρTi,1ρSj,1 for i 6= j. Further, we are
interested in a solution that is valid in the low-density
phase, where we expect α to be small and ρi,1 to be
FIG. 13. Second moment 〈nTi,1nSi,2〉 of occupations of dif-
ferent species at the first two lattice sites as predicted
by our theory (lines) and stochastic simulations (sym-
bols) for the special case δ = 1/2 and W = 2. Deviations
between theory and simulation only occur close to the phase
transition at α ≈ 0.22.
of order (but not necessarily equal to) α, i.e. ρi,1 ∝
O(α). If correlations are week, we can also assume that
〈ni,µnj,ν〉 ∝ O(α2), and 〈ni,µnj,νnk,ξ〉 ∝ O(α3). The
transitions from the low-density phase to the maximal-
current and high-density phases take place at lower values
of α as compared to the TASEP (cf. Fig. 5) which ensures
very low values for the density in the low-density phase
in our model. Then, upon truncating at third order in
α, we arrive at an equation for 〈nTi,1nSi,2〉 that is valid for
low densities:
〈nTi,1nSi,2〉 ≈ αT ρSi,1 + ρTi,1ρSi,1. (C3)
Here, we also assumed that ρSi,2 ≈ ρSi,1 [90]. An accord-
ing equation can be derived for 〈nSi,1nTi,2〉. Inserting the
results in Eq. C1 and its analogue for the influx of S
particles we find
αT (1− ρTi,1) = ρTi,1(1− ρTi,1 − ρSi,1) (C4a)
αS(1− ρSi,1) = ρSi,1(1− ρTi,1 − ρSi,1). (C4b)
Eqs. C4 can be interpreted as a two-species TASEP where
particles from different species can not block each other
when entering the system. This means that, for low
densities, the possibility of overtaking particles from the
other species when entering the system effectively acts as
if no exclusion was present for different species; Particles
from the same species still exclude each other. Eqs. C4
can be solved forρTi,1 and ρ
S
i,1 which fixes the current and
bulk density in the system.
For the case of identical in rates the solution of Eqs. C4
is of a particularly simple form and the total current is
given by
J =
α
4
(
2− α+
√
4 + (α− 12)α
)
. (C5)
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FIG. 14. Comparison between low-density theory
(lines) and stochastic simulations (symbols) for the
special case δ = 1/2 (a) Current plotted against the in
rate α in the low-density phase (LD) for different numbers
of lanes W . For low in rates the current increases monoton-
ically until it becomes constant at a point that depends on
the number of lanes; The respective current corresponds to
the maximal-current of the bulk. Low-density theory agrees
with simulation results for the low density phase. The low-
density theory is independent of the number of lanes. (b)
Density at the first lattice site ρi,1 plotted against the in rate
α for different numbers of lanes. In the low-density phase
the density is dictated by the left boundary and agrees with
the low-density theory. After the transition to the maximal-
current phase the density is determined by conservation of
the maximal current. Again, the corresponding value for the
maximal current depends on the respective number of lanes
which leads to a distinct behavior for different numbers of
lanes in the MC phase.
Even though this result is independent of the num-
ber of lanes the actual current in the system can never
become higher than the respective maximal-current of
the bulk that, in turn, depends on the number of lanes.
As soon as the bulk limits transport the transition to
the maximal-current phase is triggered. For higher in
rates the conservation of the maximal current dictates
the density at the first lattice sites. A comparison with
simulation data for different numbers of lanes is shown in
Fig. 14. The low-density theory agrees with the data up
to the point of the phase transition. The exact value of
the in rate α at which the transition into maximal current
phase takes place depends on the number of lanes.
In summary, Eq. C4 correctly describes behavior of
our system in the low-density phase that is found to be
independent of the number of lanes W of the system.
Dependencies on the number of lanes are only relevant
for phase transitions which can be derived by applying
the extremal current principle.
FIG. 15. Average system current as a function of the
out rate β in the high-density phase for different num-
bers of lanes for the special case δ = 1/2. Comparison
between stochastic simulations (symbols) and theoretical pre-
dictions (lines). The current increases monotonically with in-
creasing out rate. For sufficiently high out rates the system
enters the maximal-current phase and the current becomes
constant. The assumption of ρL = 1 − β with a correspond-
ing out flux of J = β(1− β) (uppermost dashed line) fails to
describe our model.
2. The high-density phase
In the high-density phase the system’s current is dic-
tated by the right boundary and determined by an out-
flux of particles J = βρL. Here ρL denotes the density at
the last lattice site for an arbitrary lane i. Due to current
conservation, this outflux must equal the bulk current,
βρL = ρ(1−H (ρ)− ρ), (C6)
where ρ denotes the density in the bulk. As for the
low-density phase we lack knowledge about the value of
the density at the dominating boundary, in this case ρL.
Clearly, the mean-field result ρL = 1−β can not be used.
This becomes evident when we consider jammed systems
that exhibit a maximal density ρmax that does, in gen-
eral, not equal 1 − β. However, we expect the density
at the right lattice end to be of the order of the bulk
density, ρL ≈ ρ. Using this assumption in Eq. C6 closes
the equation. The result is shown in Fig. 15 and is in
agreement with stochastic simulations.
Appendix D: Supplemental simulations
In the following section we present additional data
from simulations that supplement several statements
made in the main text.
1. Rotational symmetry of the density profile
In the main text we discussed that density profiles have
to be identical for every lane because any stationary state
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has to be unique. However, the time needed to reach this
stationary state can be very long since the system may
get stuck in meta-stable configurations that break sym-
metry. Fig. 16 shows that indeed all lanes admit identi-
cal density profiles in our simulations. This demonstrates
that simulation times are chosen sufficiently long to en-
sure convergence to the (rotationally invariant) station-
ary state.
FIG. 16. Comparison of the density profiles of all lanes
for a system with W = 5 lanes. The density profiles are
identical for each lane and for both species. No symmetry
breaking takes place. In order to improve visibility only every
100-th lattice site is plotted for every lane with a different
offset for each lane. Other parameters: L = 4096, δ = 0.5,
α = 10−4, β = 10−6.
2. The relation between the species fraction of the
current and the density
FIG. 17. Relative deviation of the density species frac-
tion from δ for the special case W = 2 lanes and
L = 4096 sites. Color denotes simulation results for the
relative deviation and thus the error that is made when as-
suming a density species fraction of value δ. Lines indicate
the phase boundaries as predicted by our theory.
FIG. 18. Relative deviation of the density species frac-
tion from δ for the special case W = 13 lanes and
L = 512 sites. Color denotes simulation results for the rela-
tive deviation and thus the error that is made when assuming
a density species fraction of value δ. Lines indicate the phase
boundaries as predicted by our theory.
In section IV of the main text we have shown that in
the mean-field approximation the current species fraction
δ is identical to the density species fraction ρS/ρ. This
result does, however, not hold true in general. To asses
the difference between the species fraction of the density
and that of the current we have performed stochastic
simulations for a wide range of parameter values. As
illustrated in Fig. 17 our simulations show that deviations
between both quantities are relatively small (below 10%).
This justifies to use δ as the general species fraction in
most cases and in our manuscript.
There are, however, important exceptions where this
equivalence can not be employed. If we regard systems
with a small aspect ratio L/W and significantly asym-
metric species mixtures the species fraction of current
and density strongly differ. Fig. 18 shows differences of
up to 60% between these quantities in stochastic simula-
tions with corresponding parameter values. In all these
cases the na¨ıve assumption ρS ≈ δρ clearly fails and the
individual densities have to be considered separately.
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3. Current-density relation for a system with a
large number of lanes
FIG. 19. Current-density relation obtained from
stochastic simulations with W = 13 lanes and L =
16384 sites. The emerging current of an arbitrary lane (blue
color) shows a dependence not only on the average system
density but also on the fraction of lane-switching particles,
δ. The system jams at a maximal density ρmax(δ) (bold gray
line); Densities between ρmax and full occupation are not re-
alized in the stationary state.
The current density relation for a large number of
lanes shows very drastic modifications as compared to
the TASEP, see Fig. 19. Most of the possible density
values are not realized at all in the stationary state. Fur-
ther, the maximal current is far below the one known
from the TASEP. As for low numbers of lanes already
a very small fraction of the second species (2 − 5%) is
sufficient to drastically reduce transport efficiency.
4. Robustness of the density patterns with respect
to model extensions
One of the most intriguing features of our main model
is the formation of regular density patterns. However,
while this is clearly an interesting phenomenon to study
in the context of non-equilibrium physics it is an open
question whether such patterns may occur in a biological
systems. While a rigorous and complete analysis of pat-
tern formation in this context it out of scope of this work,
we would like to provide an outlook on potential changes
due to different model extensions. Fig. 20 shows how the
density patterns change as compared to Fig. 8 (a) of the
main text if different modifications are included.
Modelling of particles as dimers does not significantly
affect the formation of patterns (see Fig. 20 (a)); They
again appear robustly and with the same wavelength
as before. Since no differences between monomers and
dimers are observed we restrict our discussion to the
dimeric case for the rest of this section.
Including non-strict lane hopping leads to a spatial de-
cay of oscillatory patterns (Fig. 20 (b)). Opposed to that
random particle attachment smoothens the density pro-
files globally (Fig. 20 (c)). Finally, random particle de-
tachment (even for comparably high detachment rates)
still results in oscillatory patterns (Fig. 20 (d)). This
can be explained in the following way: To establish den-
sity patterns, particles of different species need to jam
periodically due to particles they have encountered be-
fore. For the main model the typical length scale for
this to happen is the width of the lattice. In the case
of non-strict lane hopping, the period of circulating once
around the system is stochastic which gradually destroys
the “phase” of our density-oscillations. If we add ran-
dom particle detachment to the system, length-scales are
not changed: Some particles may leave the system which
makes jams less likely but does not alter the length scale
on which those jams appear. Random particle attach-
ment critically changes this phenomenology: A certain
lattice position does no longer correspond to a fixed run
length of a specific particle. Therefore, the stationary
density profile becomes translationally invariant which,
in turn, has to suppress density patterns when averaged
over large time windows.
FIG. 20. Effects of model extensions on density pat-
terns. (a) Dimers show the same kind of density patterns
as monomers. (b) If lane-switching dimers do not follow a
unique trajectory (θ = 0.95) density patterns occur but are
subject to spatial decay. (c) As soon as dimers are allowed
to attach randomly on the lattice (ωSa = ω
T
a = 5 · 10−5)
the system loses its characteristic length scale and the den-
sity profile becomes smooth. (d) Random dimer detachment
(ωSd = ω
T
d = 10
−3) still allows for the formation of density
patterns. While the wavelength stays the same the amplitude
of the oscillations is reduced. Other parameters: W = 13,
L = 512, α = 0.6, β = 0.2, δ = 1/2.
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