Abstract In this paper, we give the spectrum of a matrix by using the quotient matrix, then we apply this result to various matrices associated to a graph and a digraph, including adjacency matrix, (signless) Laplacian matrix, distance matrix, distance (signless) Laplacian matrix, to obtain some known and new results. Moreover, we propose some problems for further research.
Introduction
We begin by recalling some definitions. Let M be an n × n matrix, λ 1 , λ 2 , . . . , λ n be the eigenvalues of M. It is obvious that the eigenvalues may be complex numbers since M is not symmetric in general. We usually assume that |λ 1 | ≥ |λ 2 | ≥ . . . ≥ |λ n |. The spectral radius of M is defined as ρ(M) = |λ 1 |, i.e., it is the largest modulus of the eigenvalues of M. If M is a nonnegative matrix, it follows from the Perron-Frobenius theorem that the spectral radius ρ(M) is a eigenvalue of M. If M is a nonnegative irreducible matrix, it follows from the Perron-Frobenius theorem that ρ(M) = λ 1 is simple.
Let G be a connected graph with vertex set V (G) and edge set E(G). Let A(G) = (a ij ) denote the adjacency matrix of G, where a ij is equal to the number of edges v i v j . The spectral radius of A(G), denoted by ρ(G), is called the spectral radius of G. Let diag(G) = denoted by q D (G), is the spectral radius of Q(G), which is the largest eigenvalue of Q(G).
The spectral radius of L(G), denoted by µ D (G), is called the distance Laplacian spectral radius of G.
Since G is a connected graph, then A(G), Q(G), D(G) and Q(G) are nonnegative irreducible matrices, it follows from the Perron Frobenius Theorem that ρ(G), q(G), ρ D (G) and q D (G) are real numbers and there is a positive unit eigenvector corresponding to ρ(G), q(G),
the vertex set and arc set of − → G , respectively. A digraph − → G is simple if it has no loops and multiple arcs. A digraph − → G is strongly connected if for every pair of vertices
there are directed paths from v i to v j and from v j to v i . In this paper, we consider finite, simple strongly connected digraphs.
Let − → G be a digraph. If two vertices are connected by an arc, then they are called adjacent.
is the tail (the initial vertex) of e, v j is the head (the terminal vertex) of e.
denote the in-neighbors and out-neighbors of v i , respectively.
denote the adjacency matrix of − → G , where a ij is equal to the number of arcs (v i , v j ). The spectral radius of A(
+ n ) be the diagonal matrix with outdegree of the vertices of − → G and Q(
In fact, for 1 ≤ i ≤ n, the transmission of vertex v i , T r − → G (v i ) is just the i-th row sum of
The distance signless Laplacian matrix of − → G is the n × n matrix defined similar to the undirected graph by Aouchiche and Hansen as
nonnegative irreducible matrices. It follows from the Perron Frobenius Theorem that ρ( 
For a connected graph G = (V (G), E(G)), the vertex connectivity of a graph denoted by κ(G), is the minimum number of vertices whose deletion yields the resulting graph disconnected. Clearly, let G be a connected graph on n vertices, then 1 ≤ κ(G) ≤ n − 1.
Similarly, for a strongly connected digraph
, the vertex connectivity of a digraph denoted by κ( − → G ), is the minimum number of vertices whose deletion yields the resulting digraph non-strongly connected. Clearly, let − → G be a strongly connected digraph In 2013, Lin-Drury [18] characterize the extremal digraphs which attain the maximum Perron root of digraphs with given arc connectivity and number of vertices. Lin-Shu [21] determine the extremal digraph with the minimal distance spectral radius with given arc connectivity. Xing-Zhou [26] determine the graphs with minimal distance signless Laplacian spectral radius among the connected graphs with fixed number of vertices and connectivity.
Oscar Rojo and Eber Lenes [25] obtained a sharp upper bound on the incidence energy of graphs in terms of connectivity. Furthermore, some upper or lower bounds were obtained by the outdegrees and the average 2-outdegrees [6, 11] .
In 2014, Hong-You [13] determine the digraphs with maximal signless Laplacian spectral radius among the strongly connected digraphs with given vertex connectivity. On the other hand, some extremal digraphs which attain the maximum or minimum spectral radius, the signless Laplacian spectral radius, the distance spectral radius, or the distance signless Laplacian spectral radius of digraphs with given parameters, such as given vertex connectivity, given arc connectivity, given dichromatic number, given clique number, given girth and so on, were characterized, see e.g. [18, 21, 20, 22, 26] .
In this paper, we give the spectrum of a matrix using the quotient matrix, and also apply these results to various matrices associated with graphs and digraphs as mentioned above.
Some know results are improved. By Lemma 2.2, we have the following results in terms of digraphs.
(ii) If − → G is strongly connected, and
The theorem for undirected graph is also established.
Lemma 2.4. ([3])
If A is an n × n nonnegative matrix with the spectral radius ρ(A) and row sums r 1 , r 2 , . . . , r n , then min By Lemma 2.4, we have ρ(
. Then by Corollary 2.3, we have Corollary 2.5. Let − → G be a strongly connected digraph with n vertices. Then
with equality holds if and only if
Corollary 2.6. Let − → G be a strongly connected digraph with n vertices. Then
, and the equality holds if and only if
and the equality holds if and only if
and the equality holds if and
. Since − → G is strongly connected and does not a Hamiltonian dicycle, there exists a dipath P ′ from v n to v 1 and thus there exists some vertex, namely,
Since v k is on the Hamiltonian dipath P , we have
it implies that the row sums of Q( − → G ) are not equal. Then by Lemma 2.4, we have
Combining the above arguments, we complete the proof.
The spectrum of a matrix
Let I p be the p × p identity matrix and J p,q be the p × q matrix in which every entry is 1, or simply J p if p = q. Let M be a matrix of order n, σ(M) be the spectrum of the matrix
Let M be a real matrix of order n described in the following block
where the diagonal blocks M ii are n i ×n i matrices for any i ∈ {1, 2, . . . , t} and n = n 1 +. . .+n t .
For any i, j ∈ {1, 2, . . . , t}, let b ij denote the average row sum of M ij , i.e. b ij is the sum of Proof. Let By = λy where y = (y 1 , y 2 , . . . , y t ) T . Define Y = (y 11 , . . . , y 1,n 1 , . . . , y t1 , . . . , y t,nt )
T by the relation y i1 = y i2 = . . . = y i,n i = y i for each i ∈ {1, 2, . . . , t}. For any i ∈ {1, 2, . . . , t} and k ∈ {1, 2, . . . , n i }, let M i (k) be the k-th row of the i-th row blocks (M i1 , . . . , M it ), that is, M i (k) is the l-th row of M where l = n 1 + . . .
m lj y t and the definition of b ij for each i, j ∈ {1, 2, . . . t}, we have
thus we have MY = λY, and we complete the proof. 
but by directly calculating, we have
We 
where λ [t] means that λ is an eigenvalue with multiplicity t.
Proof. It is obvious that for any i, j ∈ {1, 2 . . . , t}, M ij has constant row sum, so B is the equitable quotient matrix of M. Then σ(B) ⊆ σ(M) by Lemma 3.2.
On the other hand, we note that σ(
has the all-one vector J n i ,1 such that (l i J n i + p i I n i )J n i ,1 = (l i n i + p i )J n i ,1 , and its all other eigenvectors corresponding to eigenvalue p i are orthogonal to J n i ,1 .
Let x be an any eigenvector such that (l i J n i + p i I n i )x = p i x, then x T J n i ,1 = 0, and
T is an eigenvector of M corresponding to eigenvalue p i . Therefore the p i is an eigenvalue of M with multiplicities at least n i − 1. And thus we obtain at least
Therefore σ(B) ∪ {p Example 3.2. Let G = K n 1 ,n 2 ,...,nt be a complete t-partite graph with n vertices for t ≥ 2, the adjacency matrix A = A(G), the Laplacian matrix L = L(G), the signless Laplacian matrix
} ⊆ σ(M) by Lemma 3.2, and |σ(M)| ≤ |σ(B)|
..,nt are as follows:
(1). A = M, where l i = p i = 0, s ij = 1 for i = j where i, j ∈ {1, 2, . . . , t}.
(2). L = M, where l i = 0, p i = n − n i , s ij = −1 for i = j where i, j ∈ {1, 2, . . . , t}.
(3). Q = M, where l i = 0, p i = n − n i , s ij = 1 for i = j where i, j ∈ {1, 2, . . . , t}.
(4). D = M, where l i = 2, p i = −2, s ij = 1 for i = j where i, j ∈ {1, 2, . . . , t}.
(5). L = M, where l i = −2, p i = n + n i , s ij = −1 for i = j where i, j ∈ {1, 2, . . . , t}.
(6). Q = M, where l i = 2, p i = n + n i − 4, s ij = 1 for i = j where i, j ∈ {1, 2, . . . , t}.
It is obvious that for any i, j ∈ {1, 2 . . . , t}, M ij has constant row sum. Then the corresponding equitable quotient matrices are as follows:
By Lemma 3.3, we have
It is obvious that we obtain the spectrums of L and L immediately. In fact, σ(L) = {0,
A block of G is a maximal connected subgraph of G that has no cut-vertex. A graph G is a clique tree if each block of G is a clique. We call K u,n 2 ,...,n k+1 is a clique star if we replace each edge of the star K 1,k by a clique K n i such that V (K n i ) ∩ V (K n j ) = u for i = j and i, j ∈ {2, . . . , k + 1}.
Example 3.3. Let G = K u,n 2 ,...,n k+1 , where n 1 = |{u}| = 1, n i ≥ 2 for any i ∈ {2, . . . , k + 1}
and n = n 1 + n 2 + n 3 + . . . + n k+1 − k. Then the adjacency matrix A = A(G), the Laplacian matrix L = L(G), the signless Laplacian matrix Q = Q(G), the distance matrix D = D(G), the distance Laplacian matrix L = L(G) and the distance signless Laplacian matrix Q(G) of
..,n k+1 are as follows.
(1). A = M, where l 1 = p 1 = 0 and l i = 1, p i = −1 for i = 1, s ij = 1 for i = 1or j = 1, and s ij = 0 for any i, j ∈ {2, . . . , k + 1} and i = j.
(2). L = M, where l 1 = n − 1, p 1 = 0 and l i = −1, p i = n i for i = 1, s ij = −1 for i = 1or j = 1, and s ij = 0 for any i, j ∈ {2, . . . , k + 1} and i = j.
(3). Q = M, where l 1 = n − 1, p 1 = 0 and l i = 1, p i = n i − 2 for i = 1, s ij = 1 for i = 1or j = 1, and s ij = 0 for any i, j ∈ {2, . . . , k + 1} and i = j.
and s ij = 2 for any i, j ∈ {2, . . . , k + 1} and i = j.
, and s ij = −2 for any i, j ∈ {2, . . . , k + 1} and i = j.
(6). Q = M, where l 1 = n − 1, p 1 = 0 and l i = 1, p i = 2n − n i − 2 for i = 1, s ij = 1 for i = 1or j = 1, and s ij = 2 for any i, j ∈ {2, . . . , k + 1} and i = j.
It is obvious that for any i, j ∈ {2, . . . , k + 1}, M ij has constant row sum. Then the corresponding equitable quotient matrices are as follows:
It is obvious that we can obtain the spectrum of L and L immediately. In fact, σ(L) = {0, n,
By Lemma 3.2, Example 3.1 and Examples 3.2-3.3, we proposed the following conjecture for further research. (2) If the interlacing is tight, then B is the equitable matrix of M.
By Lemmas 3.2-3.5, we have the following result immediately. 4 Spectral radius of strongly connected digraphs with given connectivity
Let Ω(n, k) be the set of all simple strong connected digraphs on n vertices with vertex
∈ Ω(n, k). Then the adjacency matrix, the signless Laplacian matrix, the distance matrix, the distance signless Laplacian matrix of − → K (n, k, p) are as follows, where q = n−p−k.
the eigenvalues of B(A) are −1,
It is obvious that
, and equality holds if and only if p = 1 or p = n − k − 1. Thus (4.1) holds and equality holds if and only if
Now we show (ii) holds. Similarly, we apply Lemma 3.
the corresponding equitable quotient matrix of Q is
the eigenvalues of B(Q) are n − 2,
By the same proof of Theorem 7.6 in [13] , we can show (4.2) holds by proving
and equality holds if and only if
Now we show (iii) holds. We apply Lemma 3. 
, and equality holds if and only if p = 1 or p = n − k − 1. Thus (4.3) holds and equality holds if and only if
Now we show (iv) holds. We apply Lemma 3.
s 31 = 2 and s ij = 1 for others i, j ∈ {1, 2, 3} and
}, and the corresponding equitable quotient matrix of Q is
. Thus
Now we show
3n+p−4+ √ (n+3p) 2 −16p 2 −8kp 2 ≥ 3n−3+ √ (n+3) 2 −8k−16 2 for 1 ≤ p ≤ n − k − 1,
and the equality holds if and only if
Thus, for fixed n and k, the minimal value of f (p) must be taken at either p = 1 or p = n − k − 1. Let α = k 2 − 6k − 7 + 8n and β = n 2 + 6n − 7 − 8k. Then
We can assume that n > k + 2 since in case k = n − 2 there is only one value of p under consideration. Now suppose that f (n − k − 1) − f (1) ≤ 0. We will produce a contradiction.
We have √ α + β ≤ n + k, √ α − β ≤ −n + k + 2.
Whence √ α ≤ k + 1 and α ≤ (k + 1) 2 which reduces to k ≥ n − 1 which is out of range.
Thus f (n − k − 1) > f (1) and It is natural that whether there exists similar result for the Laplacian spectral radius or the distance Laplacian spectral radius in Ω(n, k) or not? In fact, we can obtain the spectrum of the Laplacian matrix or the distance Laplacian matrix of − → K (n, k, p) immediately. (ii). σ(L( − → K (n, k, p))) = {0, n [p+k−1] , (n + p)
[q] }.
Proof. Firstly, the Laplacian matrix L( − → K (n, k, p)) and the distance Laplacian matrix L( − → K (n, k, p)) of − → K (n, k, p) are the following matrices, where
Then the corresponding equitable quotient matrices are as follows:
Then by Lemma 3.3 and directly calculating, we obtain (i) and (ii).
5 Spectral radius of connected graphs with given connectivity Let C(n, k) be the set of all simple connected graphs on n vertices with vertex connectivity k. Let G 1 ▽ G 2 denote the graph G = (V, E) obtained from two disjoint graphs G 1 , G 2 by joining each vertex of G 1 to each vertex of G 2 with vertex set V = V (G 1 ) ∪ V (G 2 ) and edge set E = E(G 1 ) ∪ E(G 2 ) ∪ {uv|u ∈ V (G 1 ), v ∈ V (G 2 )}.
Let p, k be integers with 1 ≤ k ≤ n − 2, 1 ≤ p ≤ n − k − 1, and K(n, k, p) be the graph
Clearly, K(n, k, p) ∈ C(n, k). Then the adjacency matrix, the signless Laplacian matrix, the distance matrix, the distance signless Laplacian matrix of K(n, k, p)
are as follows, where q = n − p − k.
