the hyperbolic tangent or the sigmoid, whereas g is simply a linear function.
The multi-layer feed-forward network is proved to be a universal approximator of static nonlinearities (i.e. non-linear continuous functions)4. Even though this statement confirms the usefulness of these networks, it does not indicate how many layers and how many neurons in each layer should be used to obtain the best performance for a particular problem. Specific algorithms, called pruning algorithms, are available at this stage 6 . In practise, however, the structure of the NN model is usually determined on a trial-and-error basis.
Once the MLP structure has been defIned, learning, i.e. estimation of weights and biases, involves the minimisation of a cost function measuring the deviation between the NN and real system outputs. This non-convex optimisation problem is usually handled using gradient-based methods, e.g. steepest descent, Gauss-Newton, Levenberg-Marqhardt methods. These methods can perform very efficiently for a particular application, but do not ensure convergence to the global minimum. As a matter of fact, several local minima can be reached as well, depending on the initial NN parameter guess 8(f The importance of selecting appropriate initial values will be stressed in several application examples in the next sections. The gradient of the cost function is efficiently computed using back-propagation (BP)JOor generalised delta rule -in which the error evaluated at the output layer is propagated back through the hidden layers and the input layer. The use of several gradientbased methods is illustrated in the next sections.
Mulfjlayer perceptron (MLP)
Multi-layer perceptron or feed-forward neural networks consist of interconnected elementary units, i.e. the neurons, which are arranged in layers. A weight and bias are assigned to each connection and to each neuron, respectively. Each neuron computes a weighted sum of its several inputs (which are external inputs or outputs of other neurons located in a previous layer) and processes the result through a usually nonlinear function called activation function. Figure I illustrates a threelayer MLP, i.e. a feed-forward network with an input layer which receives the external inputs, a hidden layer which processes these input signals and an output layer which produces the network outputs. Generally, an MLP can have several hidden layers, i.e. layers that are hidden between the input and output layers.
The outputs of the MLP depicted in Two examples of increasing complexity are used for illustration purposes. A simple tank level-control system is investigated in simulation, which allows alternative NN architectures and learning procedures to be discussed. A hybrid neural network -first principles approach is then applied to batch eRa animal cell cultures, for which only rare and asynchronous measurements of a few macroscopic species are available.
NN modelling: alternative architectures and learning procedures

Static neural networks
(1)
In this expression, the set of weights {Wj (j, k), wz(i,j), i =1,...,I\mt,J =l,...,llw, In recent years, neural networks have attracted much attention for their potential to address a number of difficult problems in modelling and controlling nonlinear dynamic systems, especially in (bio) chemical engineering. The objective of this paper is to review some of the most widely used approaches to neural-network-based modelling, including plain black box as well as hybrid neural network -fIrst principles modelling. Two specifIc application examples are used for illustration purposes: a simple tank level-control system is studied in simulation while a challenging bioprocess application is investigated based on experimental data. These applications allow some original concepts and techniques to be introduced.
Abstract
Over the past several years, neural networks (NNs), such as multi-layer perceptron or radial basis function networks, have been increasingly applied to modelling and control of nonlinear dynamic processes 5 ,6,J This paper aims at reviewing some of the most widely used neural network architectures, including pure black-box NNs and hybrid physical-NN models, used for modelling chemical and bioprocesses. Even though NN modelling is quite popular nowadays and software tools, such as the MATLAB NN toolbox, are readily available, the identifIcation of an NN model remains a non-trivial task. Especially the sparcity of informative experimental data in (bio)chemical applications makes the selection of an appropriate NN structure and the estimation of its internal parameters particularly difficult. In this paper, special attention is paid to the several neural network model identification steps; i.e. experiment design, structural defInition, parameter estimation and model validation. In this connection, several original concepts are introduced, including maximum-likelihood estimators, a procedure for efficiently initialising nonlinear identifIcation problems and the . .
To solve this problem, the MATLAB function "triangdx", which implements a steepest descent algorithm featuring gradient momentum and adaptive learning rate is first used. In this algorithm, the gradient is evaluated using backpropagation.
o To obtain a satisfactory NN predictor, care must be exercised in designing experiments. In this application example, a particular choice for the training data set is made, which consists of the system responses to three random input step sequences with decreasing step duration. The first input sequence is made of several steps, each with a duration !1T j = 1000s, the second and third sequences consist of steps of duration !1T 2 = 300s and !1T 3 = lOOs, respectively. Parameter identification then proceeds in three steps: first, a relatively "easy" minimisation problem is solved, which is based on the system response to the first input sequence. This first data set has a relatively low frequency content and the minimisation of the least-squares criterion (7) allows first parameter estimates to be obtained. Then, starting from these first estimates, the criterion (7) is minimised again, but this time using the data corresponding to the first two sequences (thus progressively increasing the high-frequency infonnation content). Finally, the procedure is repeated with the complete data set. This multi-step training procedure appears to be particularly useful to alleviate the problem of local minima. The system response to the three input step sequences is compared to the prediction of a~model with nhl = 3 hidden neurons (i.e., a NN model with 13 unknown parameters) in Figure 2 , demonstrating the excellent model agreement.
However, these satisfactory results are obtained at a very high computational cost. Indeed, each of the three identification steps requires about 10 5 iterations corresponding to more than a day of CPU on a standard PC! This dis-
where SI is the cross-sectional area of the tank.
Equations (4-5) define the process, which is investigated in simulation in the rest of this section. Our objective is to develop an NN model predicting the evolution of the tank level het) in response to changes in the inlet flow rate Qin(t).
A I-step predictor in the fonn
Application
To illustrate the use of delayed feed-forward NNs, consider a cylindrical tank which is operated with inlet and outlet flow rates QinCt) and QoU/(t), respectively. QoutCt) results from the liquid free flow through the outlet valve and can be computed using a Toricelli law in the fonn
is sought, which corresponds to a feedforward NN with nin = 2 delayed inputs (Yk is the measured system output). One hidden layer is selected and the number of neurons in this layer is determined on a trial-and-error basis, i.e. by repeating the identification procedure for different numbers of hidden neurons and by analysing direct and cross-validation results.
The unknown weights and biases are estimated from a set ofN system outputs Yi (at times ti' i=I,...,N) by minimising a least-squares criterion, i.e.
where het) is the liquid level in the tank, g is the gravity acceleration, Sit) is the surface area of the valve (whose aperture will be kept constant in the following) and a is a correction factor. The inlet flow rate Qin(t) can be manipulated (via a pump) to control the liquid level in the tank, which is simply given by
Dynamic neural networks
In this latter expression, Itu -c)1 denotes the Euclidean distance between the input vector u and the centre Cj; rj is a parameter which controls the size of the spherical neighbourhood of the centre.
RBF networks have good approximation capability and the parameter estimation problem is amenable to a solution procedure which proceeds in several steps, i.e. unsupervised (for the centres and radii) and supervised (i.e. linear identification ofthe weights and biases) learning steps. The parameter estimation problem for RBF can therefore be solved more easily and efficiently than for MLP structures. The complete procedure is discussed and illustrated in the section on hybrid modelling.
Delayed input feed-forward NNs
If a set of past system inputs and outputs are fed to a MLP structure (Figure 1) , then a I-step predictor called delayed feed-for-ward~or series-parallel model is obtained. This class of models is particularly simple and has the advantage of always being stable since the relationship between prediction and past inputs and output measurements is purely algebraic 6 . However, in addition to the selection ofthe numbers of hidden layers and neurons in each hidden layer, the structural definition involves the selection of the number of delayed inputs (i.e. involves the knowledge ofthe order and the relative degree of the system). The number of these inputs can be quite large, rapidly increasing the number of unknown parameters.
where w(i,j),j=I,...,n oul ,j=l,..., nhb and b~i), i=I,..., n Qup are _the weighi~and bIases, respectIvely, u -[ui, ...uin] IS the vector of external imputs, Cj' j=1,...,nhb are the centres of the radial basis functionjfor which the most popular choice is the Gaussian f= e-11u -C)12 /rj Furthennore, the use of the model y(l) for simulation purposes requires that a certain number of delayed neural network outputs are fed back to the input layer, which is not the configuration in which thẽ has been trained and offers 
where n, m, t, nhx and nhy are the selected number of states, inputs, outputs and hidden neurons, respectively.
In contrast to standard finite differences which approximate the gradient by varying the parameters one at a time, the simultaneous perturbation (SP) approximation of the gradient makes use of a very efficient technique based on a simultaneous (random) perturbation in all the parameters. Hence, one gradient evaluation requires only two standard gradient approximations, the number of evaluations of the criterion is directly proportional to the number of unknown model parameters, which becomes an issue for models involving a large number of parameters, as it is typically the case in NNs. The authors applied SPSA techniques to neural network training in 15 , and proposed a simple and efficient firstorder algorithm with gradient momentum and adaptive learning rate in 9 The main advantage of the so-called adaptive 1SP-GS algorithm is its very modest computational demand. Indeed, if the same multistep identification procedure is used as in section on Delayed input feed-forward NNs, a neural state space model with n =1, m =1, t = 1, nhx = 5 and nhy = 2 neurons (i.e. 28 unknown parameters) can be very efficiently identified.
As with the first-order algorithm "traingdx", a decomposition ofthe data set, starting with low-frequency content and gradually increasing the higher-frequency information, is necessary to obtain good performance of the algorithm (second-order effects are required to alleviate this sensitivity to the selection of the data set). However, I SP-GS performs much more efficiently, requiring only a few thousand iterations, each of which demanding very modest computational expense. The convergence of the algorithm in the third step (based on the complete data set) is shown in Figure. 9 for N = 1000 iterations. The slowing-down effect (characteristic of first-order algorithms) as an optimum is approached is clearly apparent. The minimum value obtained for the criterion is 5.7, which is four times smaller than in the case of Elman networks, thus demonstrating the superiority of the neural state space structure in this particular application example.
Other structures
Of course, other neural architectures could be used as well for modelling nonlinear dynamic systems. Mention here the generalised Elman network proposed by D. Pham 7 and the dynamic multi-layer perceptron (DMLP), a structure with distributed dynamic linear elements embodied within the elementary processing units, development by M. Ayoubi1. The authors reported some applications of DMLP to non-linear system modelling 15
Neural state space model
The neural state space model originally proposed in 13 is a general non-linear state space representation in the form (see Figure 8 ):
The dimensions of the weight matrices and bias vectors are W oo"X"", oo"hx"J1 V 00 """'"
oo"hx W oo/x"hy V 00 "hy'''
show the convergence of the optimisation algorithm "traingdx", whereas Figure 5 illustrates the very efficient convergence of'trainlm' on the complete data set. Simulation models of dynamic systems can be efficiently developed using recurrent networks in which some of the neuron outputs are fed back to the input layer. Two particular structures are considered in the following, namely Elman networks and neural state space models.
Elman neural network
Elman networks 3 , as depicted in Figure   6 , are simple recurrent structures which can be trained using generalised backpropagation.
In addition to the classical input, hidden and output layers, they possess a socalled context layer which receives the delayed outputs (with a 2-1 delay and a unitary weight) of the hidden layer. The outputs of the context layer are part of the inputs of the hidden layer. Elman networks have originally been designed for speech recognition applications, but have also been used recently in the field of system analysis and controF.
When applied to the tank level-control system, a Elman network with nh/ = of 5 neurons in the hidden and context criterion (7). This problem with 41 unknown parameters can be solved using the complete data set (i.e. the system responses to the three random input step sequences) and the Levenberg-Marqhardt algorithm implemented in the MATLAB function "trainlm". As a result, a minimum value of the criterion equal to 20.6 is reached. The comparison of the simulated and real system outputs is shown in Figure 7 . These results, although very satisfactory, are perfectible. However, this appears difficult to achieve with the basic Elman network (indeed, several structures corresponding to different numbers of hidden and context neurons have been tested and show no improvement). This motivates the introduction of the neural state space model in the next section. appointing observation can be explained by the fact that 'traingdx' is a first-order optimisation algorithm which suffers from a slowing down in the convergence as a minimum is approached. On the contrary, the use of a second-order algorithm, e.g. Levenberg-Marquard as implemented in the MATLAB function "trainlm", allows the least-squares criterion (7) based on the complete data set to be minimised in only 45 iterations! In this latter case, the data set does not need to be subdivided into three parts and identification can proceed in a single shot. ceeds in two steps: a) an unsupervised learning phase in which the parameters of the activation functions (e.g. the centres and radii of Gaussian RBFs) are determined so that the NN outputs are able to cover the experimental fIeld; b) a supervised learning phase in which the NN weights and biases are estimated by minimising a cost function quantifying the deviation between the simulated and real system outputs.
In a non classical way, we suggest, in the case of REF, that step Cb) could be subdivided into:
. b1) A linear identification (based on a quadratic cost function) of the weights and biases assuming that, at each (discrete) measurement time, the NN inputs and outputs are known. This is actually not the case, as illustrated in Figure. 10 where the NN outputs involve the time derivatives can be approximated by smoothing and interpolation techniques.
The advantage of this linear identification step is that it is characterised by an analytical solution to the minimisation problem (which therefore does not require any initial guess). The price to pay is the use of smoothing and interpolation techniques and the errors that they introduce. Hence, the results ofthis initial step are questioned in the following one. b2) A non-linear identification of the NN weights and biases following the same line ofthoughts as in (b), i.e. without any interpolation. This non-linear optirnisation problem is initialised with the results obtained in (bl) leading to fast convergence of the optimisation algorithm.
In addition, the nonlinear identifIcation step b2 can be based on a maximum-likelihood cost-function, taking all the measurement errors into account, rather than on a classical least-squares criterion, which relies on strong, and often unacceptable, assumptions.
Another important issue, which is often neglected in common practice, is the estimation of the most-likely initial concentrations. Indeed, the concentration measurements are corrupted by noise at each sampling time, including the initial one. Hence, the complete parameter set to be estimated includes the weights, biases and initial conditions. This general procedure is now applied to a particular case, namely batch CHO animal cell cultures. This model can be conveniently represented in the blockdiagram depicted in Figure 10 .
The main challenge in bioprocess modelling is concentrated in the term K<j>(s, t), which involves: • The selection of an appropriate reaction scheme; • The identifIcation of the corresponding pseudo-stoichiometry matrix K; • The selection of a kinetic model structure <j>(s, t); • The identiftcation of the corresponding kinetic parameters.
Usually, the reaction term K<j>(s, t) is a priori unknown (or at least not wellknown) and includes strong nonlinearities. It is noteworthy that these nonlinearities are purely static and could therefore be easily described by a simple feed-forward neural network. Hence, the hybrid model consists ofthe mass balance equations (10) in which the reaction term K<j>(S, t) is modelled by a static MLP or RBF NN(S (t).
Usually, model development pro- Even though backpropagation could be generalised as in the case of Elman networks, modelling ofthe tank level-control system serves as illustration for the use of an original technique due to J. Spall IJ , 12, called simultaneous perturbation stochastic approximation (SPSA).
Hybrid neural network-first principles approach
In the previous sections, neural networks have been used as black-box models of static or dynamic non-linear systems. These models assume no prior knowledge about the process and are entirely developed from sets of input-output data. Neural networks have proved to be powerful approximators of arbitrary non-linear functions but, in turn, have strong requirements, in terms of quantity and quality, on the available experimental data. Indeed, both the structure and parameters ofthe neural networks have to be inferred from these measurement data.
In some application areas, it is appealing to impose internal structure in the neural network model by incorporating available prior knowledge about the process 8 , 14. Typically, this can be done by using fIrst-principles, such as mass and energy balances, and by representing unknown terms or functions in the resulting mathematical expressions by neural networks. This leads to the so-called serial approach. Alternatively, a parallel approach can be used, in which a ftrst principle model describing the process and a neural network compensating for the modelling errors are connected in parallel. Their combined outputs determine the total hybrid model output. [6] Norgaard' M., Ra~n 0., Figure 13 ' Cross validation in the case 01' experi-Poulsen N.K. and L. K. H a n s e n ' approach delicate and 1-:3~0;:::======:;----;'-;'5 =======::;-l time-consuming. It is therefore appealing to resort to a hybrid physi-~15 cal-neural network approach, which elegantly combines a first-principles model based on prior knowledge about the process and a partial neu-5~T ral network model repre-~: L l's enting the 'dark side' of '" 2 !'}t he process. , Conclusions y(tj) = s(tD + c(tj) i = 1,....,N (11) where S(ti) = [X(ti) G(ti) GIn(ti) LCti)]T, yeti) and SCti) are the state, measurement and noise vectors at time ti' respectively. The measurement errors are assumed to be normally distributed, white noises with zero mean and variance matrix QUi)'
In the batch case, the model equation (10) In this experimental set-up, rare and asynchronous measurements of biomass (X), glucose (G), glutamine (Gin) and lactate (L) concentrations are available. Data are collected from seven batch experiments corresponding to different initial glucose and glutamine concentrations.
Five of these experiments (experiments 2 to 6) are used for parameter estimation, the two remaining ones (experiments 1 and 7) being used for cross-validation tests. The measurement equation is given by
In the last decade, neural networks have received considerable attention and have been increasingly applied to modelling and control of dynamic nonlinear processes, especially in the field of (bio)chemical processes.
Recurrent neural networks, and particularly the very general neural state space model (8) , offer full flexibility in modelling unknown processes. The main drawback of this conceptually powerful approach is that it entirely relies on available experimental inputoutput data for the NN structural definition and parameter estimation.
The sparcity and low quality of measurement data in (bio)chemical applications often makes this plain black-box
