Abstract The Geometric Brownian motion (GBM) is a standard method for modeling financial time series. An important criticism of this method is that the parameters of the GBM are assumed to be constants; due to this fact, GBM has been considered unable to properly capture important features, like extreme behaviour or volatility clustering. We propose an approach by which, the parameters of the GBM follow a regime switching model, more precisely a hidden Markov model (HMM). Thus, financial time series are modeled via a hidden Markov model (HMM) with a GBM in each state. Using this approach, we generate scenarios for a financial portfolio optimisation problem in which the portfolio CVaR is minimised. Numerical results are presented.
events. Both models may be used for scenario generation by sampling from the assumed distributions. A more recent method of scenario generation for general stochastic programs is the "moment-matching" approach (Hoyland et al (2003) ) in which it is assumed that the moments of the "true" distribution are known; a discrete distribution with the same moments is then constructed. An overview of scenario generation for general stochastic programs is given in ).
Over the last years, hidden Markov models (HMM) became increasingly popular for modelling financial time series. One main idea behind these models is that some information on the market is hidden in noisy observations, e.g. price movements. The underlying hidden information can symbolise different stages of a business cycle, like expansion, peak, recession, trough and recovery, which influence the price movements. The market may switch from time to time from a state to another; each state is characterised by different parameters of the model for the observable stochastic process. In this case, one single model is valid only for short periods; regime switching models offer a better way of modelling.
A hidden Markov model (HMM) is a particular regime-switching model, in which there are two stochastic processes involved: apart from the one of interest, that is observable (e.g. asset prices), there is an underlying stochastic process describing the system's state over time, that is not observable, i.e. "hidden". HMMs were applied to a variety of fields, in particular to speech recognition (Rabiner (1989) ); a review of HMMs and their applications is given in (Rabiner (2002) ).
A review of the applications of HMM for financial time series modelling and forecasting is given in (Zhang (2004) ). In (Hamilton and Susmel (1994) ) weekly time series were modelled using regime switching with ARCH-type models within regimes. A simpler regime switching model for monthly returns with log-normal distributions is proposed in (Hardy (2001) ). (Messina and Toscani (2007) ) use autoregressive HMM for modeling univariate financial time series and for generating scenarios to describe their possible future evolution. In order to validate the HMM based scenario generation method, they show that the resulting Monte Carlo-sampled distributions can replicate with good approximation the empirical distribution of the observed data. In (Roman et al (2008) ) multi-variate financial time series are modelled by using HMMs and mixtures of multi-variate normal distributions; based on this approach, scenarios are generated for a mean-downside risk optimisation problem. It is shown that the scenario generator based on this method has a reasonable stability and can capture extreme movements of asset prices. However, the resulting model is computationally demanding and can only handle a limited number of time series.
In this paper, we use HMM and Geometric Brownian motion for modelling financial time series. The motivation behind is that, although GBM is a traditional and popular method, it has recognised limitations. It fails to capture some important observed aspects, like volatility clustering and extreme behaviour. The limitations of GBM are mainly due to the fact that the parameters of the GBM (the "drift" and the volatility) are assumed to be constant. In our approach we aim to address this shortcoming by allowing the GBM parameters to switch between different states. These parameters are estimated using a parameter estimation filtering approach (Elliott et al (1995) ). Information of the Markov chain is filtered out of the observation process and optimal parameter estimates are derived with a reference probability measure technique. Once optimal parameters are estimated using historical information of the prices, scenario paths can be generated according to the parameter estimates and the filtered transition probability of the underlying Markov chain.
In our numerical experiments, we generate scenarios for the future returns of the FTSE100 index and of gold spots. The quality of the scenario generator is tested in a portfolio optimisation problem, in which the mean-CVaR approach is used, namely, the CVaR of the portfolio is minimised while a minimal portfolio expected return is imposed. We conclude that the scenario generation method proposed is reasonably stable.
The rest of the paper is organised as follows. In Section 2 the proposed approach for modelling financial time series is described. The basics of GBM and of HMM are presented. Once the parameter estimation and the future Markov chain estimation are made, the model can be used as a scenario generator. In Section 3 we describe the portfolio selection problem and the mean-CVaR optimisation model. Section 4 presents the numerical results. The scenarios generated with the approach presented in Section 2 are used as input in a mean-CVaR model; the stability of this scenario generator is investigated. Conclusions are presented in Section 5.
2 Modelling financial time series using HMM and GBM
The Geometric Brownian motion
The Geometric Brownian motion (GBM) is a continuous time stochastic process that is widely used as a reasonable approximation of stock price dynamics. Although stock prices are stochastic processes in discrete time, this approximation is generally accepted by practitioners for short -medium time periods. Formally, a stochastic process S t follows a GBM if it satisfies the following stochastic differential equation:
where W t is a Wiener process, and µ (the "drift"), σ (the volatility) are parameters of the model, assumed to be constant.
The equation (1) has the following analytic solution, where S 0 is the initial value (at time t = 0):
One shortcoming of the model is that, in this form, it cannot account for observable phenomena in financial markets, like extreme behaviour and volatility clustering.
It is known that a Wiener process W t can be simulated as √ tz t , where z t is N(0,1) distributed. Thus, the GBM can be used for generating possible scenarios for S t by sampling from the standard normal distribution and using (2).
Hidden Markov models with GBM as observation processes
With the HMM approach, there are two stochastic processes involved (both in discrete time): in addition to the one of interest, which is observable (e.g. stock prices), there is another one describing the "state of the system", which is not directly observable. At each point in time, the system is in one of possible n states and it may switch from the current state to another (or it may stay into the same state) according to some transition probabilities. Only an observation from the first stochastic process can be made. The underlying, hidden stochastic process describing the system's state is a Markov chain, i.e. the system's state at one point in time depends only on the system's state at the previous point in time and not on the entire history. Another assumption is that the transition probabilities are not time dependent (they only depend on the two involved states). Each state generates observations for the stochastic process of interest according to its own probability density. In our approach, we assume that the observations of the stock prices are generated according to discretised Geometric Brownian motions; each state in the Markov chain has different parameters of the GBM. This approach may address the shortcomings of the GBM, described at the previous section.
We work on a complete probability space (Ω, F, P ). The log-return process y k = ln
has the following dynamics in discrete time:
where
). The parameters f and σ are governed by the Markov chain x in discrete time and are therefore able to switch between different regimes. The z ′ k s are a sequence of independent, identically distributed (IID) standard normal random variables independent of x.
We denote the scalar product with < ·, · >, and with n the number of states of the Markov chain. The parameters associated with GBMs are of the form f = (f 1 , f 2 , . . . , fn)
⊤ and σ = (σ 1 , σ 2 , . . . , σn) ⊤ such that f (x k ) = f , x k and σ(x k ) = σ, x k where σ i 's are all positive for every 1 ≤ i ≤ n. The observation at time k + 1 depends on the state of x at time k. This is a one-step delay model and is reasonable as y may not react to x immediately.
We consider a homogeneous Markov chain x k with finite state in discrete time, k = 0, 1, . . .. The state space of x k is associated with the canonical basis {e 1 , e 2 , . . . , en} of IR n , where e i = (0, . . . , 0, 1, 0, . . . , 0) ⊤ ∈ IR n and ⊤ denotes the transpose of a row vector, we suppose that the distribution of x 0 is known. Let F 0 k = σ{x 0 , . . . , x k } be the σ−field generated by x 0 , . . . , x k , and F k be the complete filtration generated by F 0 k . Furthermore denote by Y k the complete filtration generated by the sequence of increasing sub-sigma fields σ(y 1 , y 2 , . . . , y k ) from the observation process and let G k = F k ∨Y k be the global filtration.
Under the real world probability measure P, the Markov chain x has the dynamics
where v k+1 := x k+1 − Πx k is a martingale increment and Π = (π ji ), j,i=1...n is the transition probability matrix with π ji = P (x k+1 = e j |x k = e i ), i.e. the probability of transiting from state j to state i (as stated before, the assumption is that these transition probabilities are independent of time).
The parameters to be estimated are: the number of Markov states n, the transition probabilities π ji , j,i=1...n and the parameters of the discretised GBM's f and σ. While optimal values can be derived recursively for f , σ and Π, the number of states is supposed to be determined in advance; they are estimated separately from the rest of the parameters. In practice, the state dimension of the hidden Markov chain may be dictated by the actual application or may be determined in an empirical manner by visual inspection of plots of the data (Messina and Toscani (2007) , Geyer and Ziemba (2007)). In (Roman et al (2008) ) the AIC criterion is used (Akaike (1974) ) in order to determine the number of Markov states.
Recursive parameters can be derived for the remaining parameters f , σ and Π, these parameter estimates use adaptive filters for the Markov chain. Filters are developed for the state space of the Markov chain and related quantities, e.g. the jump and the occupation time process. The jump process of the Markov chain, namely the number of times the Markov chain jumps from state i to state j up to a given time k is denoted by J
The occupation time process which indicates how long the Markov chain stays in state i up to time k is denoted by
Furthermore we need an auxiliary process T (i) k for filtering the Markov chain.
where g is a function that will take the form g(y) = y or g(y) = y 2 .
Information for these processes is filtered out of our observation process y under a reference probability measure P following an HMM filtering method by Elliott (Elliott et al (1995) ). We define a new reference probability measure P such that the observation process is N (0, 1)iid and independent from the Markov chain. Filter calculations are done under this reference probability measure, which is constructed by using a discrete-time version of Girsanov's theorem. A reverse measure change back to the real world measure P then gives us the filter equation for the processes of the Markov chain under the physical measure, which are utilised for the parameter estimates. To construct the real world measure P from P , we define the processes λ l and Λ l by
where φ(z) is the probability density function of the standard normal distribution. We refer to Λ k as the Radon-Nikodŷm derivative of P with respect to P ,
We shall work under the reference probability measure P . For any G−adapted process {H k } Bayes' Theorem gives us
so that the conditional expectation under the real world probability measure can be easily obtained.
Notation: We shall use the notation
Utilizing a filter theorem by Elliott (Elliott (1994) ), we derive recursive filters for the jump process, the occupation time process and auxiliary processes. The filters γ(H) k are derived under the reference probability measure, therefore we use Λ k , the Radon-Nikodŷm derivative of P, componentwise in our filter equations. For this, write D for the diagonal matrix whose ith entry on the diagonal is
First we would like to estimate the state of x, given the observations under P, the real world probability.
Again noting that
The filters for the processes are also derived by applying the change of measure technique. Filters are derived for γ(H k x k ) k , but the estimate forγ(H k ) is easily obtained by summing the components of γ(H k x k ) k . With Elliott's filtering theorem (see Elliott (1994) ), the following filters are derived:
with ξ k+1 = ΠDξ k . More details and proofs for these filter derivations can be found in (Mamon et al (2008) ).
The derived adaptive filters for the processes are used for the recursive model parameter estimates. The recursive formulas for the model parameters are calculated with a filter-based Expectation-Maximisation (EM)-algorithm. The maximum likelihood estimation (MLE) for the parameters within the EM-algorithm makes use of the derived adaptive filters of the observation process. In the calculation of the MLE, the filters substitute terms involving the observation process. The following recursive optimal parameter estimates for the transition probabilities π ji , the mean f i and the variance σ i of the observation process are derived (see (Mamon et al (2008) ) for a proof).
and
Parameters are re-estimated after a prespecified time interval. The algorithms run on these batches, new information available from the market is filtered and in turn utilized for the parameter estimate. When suitable initial values are chosen (according to statistical characteristics of the observed time series), the parameter estimates converge.
Once the parameters are estimated, this method can be used as a scenario generator for the future price returns, after the Markov chain for the next time period is estimated. As derived above, the conditional distribution of the Markov chain for the next time step is given by
Scenarios are then generated by sampling from the corresponding distributions, according to (3).
Algorithmic description
The optimal parameter estimates are calculated through the following HMM algorithm:
1. Choose initial parameter values f 0 , σ 0 and Π 0 . Here, the initial values are chosen with regard to the mean and standard deviation of the modelled time series, the initial transition probabilities are equally distributed.
Set initial values for the processes
3. Choose length of batch (min ∼ 10 data points) and number of algorithm runs depending on length of time series 4. Calculate the diagonal matrix D with entries from the Radon-Nikodŷm derivative Λ k 5. Calculate the state estimator and filters for the jump-, the occupation time process as well as auxiliary processes (equations (13), (12) and (13). 6. After filters are calculated for the current batch, updates of the parameter estimates are obtained through equations (15), (16) and (14 utilising the adaptive filters. The resulting parameter estimates are taken as initial values in the next algorithm run. 7. Repeat the previous two steps on the next data batch, until the algorithm ran the chosen number of times. 8. The obtained optimal parameter estimates are utilised to generate scenarios for the returns of the financial time series.
The scenarios are generated through the following scenario generation algorithm:
1. Generate standard normal distributed random variables, which are used for simulating the white noise part (it is known that a Wiener process W t can be simulated as √ t · N (0, 1)) 2. Generate scenarios for the next time step: a) the conditional distribution of the Markov chain for the next time step is calculated. As derived above, we have E[
b) the parameter values for the next time step are calculated as the scalar product between the conditional expectation of the Markov chain x k+1 and the estimated optimal parameters, fscen =< f, x k+1 > and σscen =< σ, x k+1 > .
c) the scenarios for the asset returns in the next time step are created with the discretised version of the geometric Brownian motion using the parameters stated above
where C(k) denotes the last actual data point of the observation process and w denotes the IID standard normal distributed random variable independent of the Markov chain for scenario scen.
d) the required log returns of the data series are then calculated for each scenario using the estimated prices calculated in the different scenarios above.
In our numerical experiments we consider two different frameworks for the scenario generations. In the first setting both time series are assumed to be independent, the optimal parameters for each process are derived in separate algorithms. The second setting assumes a dependency between the time series. Both observation processes are governed by the same Markov chain and are therefore estimated as vector observations. A thorough discussion on the filter derivation and optimal parameter estimation for vector observations can be found in (Elliott et al (1995) ) and (Erlwein and Davison (2009) ).
The mean-CVaR model for portfolio optimisation
A crucial issue in financial optimisation is the choice criterion used. The result of a financial decision (say a portfolio return) is uncertain and regarded as a random variable (with a discrete distribution, using scenario generation). Thus a natural question is what criterion to use for making choices among random returns. Various models for optimal portfolio selection have been proposed, starting with the popular Mean-Variance approach (Markowitz (1952) ), in which decisions (i.e., portfolio weights) are taken such that the portfolio's expected return is maximised while a risk measure (the variance) is minimised. More recently portfolio optimisation problems include more sophisticated risk measures. A popular risk measure in industry at the moment is Value-at-Risk (VaR), which indicates the maximum amount to be lost at a particular confidence level. One drawback of this measure in the application to stochastic optimisation problems is that it is non-smooth and non-convex and can therefore lead to multiple local extrema (Artzner et al (1999) ). On the other hand, the Conditional Value-at-Risk (CVaR), also known as Mean Excess Loss or Mean shortfall, which is approximately equal to the conditional expectation of losses beyond VaR, is a risk measure with good theoretical and computational properties (Pflug (2000) ). CVaR models were developed for portfolio optimisation, where in one framework (Rockafellar and Uryasev (2000) ) risk is minimised with a given minimum level of portfolio return, while in other frameworks (Krokhmal et al (2002) ) the return is maximised with a given maximum level of risk, or a weighted combination of risk and return is optimised. All formulations lead to the same efficient frontier (Krokhmal et al (2002) ).
Let Rx be a random variable representing the return of a portfolio x over a given holding period and A% = α ∈ (0, 1) a percentage which represents a sample of "worst cases" for the outcomes of Rx (usually, α = 0.01 = 1% or α = 0.05 = 5%).
The definition of CVaR at the specified level α is the mathematical transcription of the concept "average of losses in the worst A% of cases" (Acerbi and Tasche (2002)), where the "loss" associated with Rx is usually described by the random variable −Rx, meaning a negative return is a loss, a positive return is a "gain" (however, the definition of CVaR allows for a general loss function.) For a detailed definition of CVaR, see (Rockafellar and Uryasev (2002) ). CVaR is approximately equal to the average of losses greater than or equal to VaR (at the same confidence level α); in some cases, the equality is exact.
An important result, proved in (Rockafellar and Uryasev (2002) ), is that the CVaR of a portfolio x can be calculated by solving a convex optimisation problem. Moreover and very importantly, CVaR can be optimised over the set of feasible decision vectors (feasible portfolios) and this is also a convex optimisation problem. In (Rockafellar and Uryasev (2002) ), an auxiliary function is used, F : X × R → R,
where [u] + = u if u ≥ 0 and 0 otherwise. They proved that minimising CVaR over X can be done by minimising Fα over X × R.
When the random returns under consideration are represented as discrete random variables (via scenario generation), the CVaR optimisation problem is a LP.
The algebraic formulation of the mean-CVaR model is given below:
Subject to:
where the parameters of the model are:
• S = the number of scenarios • N = the number of assets • x j = the fraction of portfolio wealth invested in asset j, j = 1 . . . N • v = the negative of an α-quantile of the portfolio return distribution (it is an approximation for the α-VaR of the portfolio) • y i = the magnitude of the negative deviations of the portfolio return from the α-quantile, for every scenario i ∈ {1 . . . S} (they are 0 if the portfolio return is higher than the α-quantile)
Numerical experiments: A case study for an investment problem
We consider the following portfolio optimisation problem. An investor faces the problem of finding the optimal ratio between investing in gold spots, FTSE100 stocks or putting his money into a bank account. We consider a one time-step problem: decisions have to be taken now in order to give the best return at the next time period. An investment in gold is traditionally seen as a long-term investment that can play a role in hedging against inflation and political or economical problems. Like other commodities, gold is traded on spot and future markets, but it has specific characteristics which are not common within commodity markets. Because of its role as a global currency, prices on spot markets are global. Gold supply and demand does not depend on seasonality, it has a low risk of supply interruption and low storage and insurance costs. Furthermore gold has no risk of spoilage and the consumption level relative to inventory is low. Unlike price processes for other commodities, a convenience yield is not included in the price process due to the distinctive gold features. We generate scenarios for the future prices of gold and FTSE100 index according to the scenario generation method proposed in section 2. These scenarios are further used in a mean-CVaR optimisation model (section 3) in order to take the required decisions. The dataset used for generating the scenarios are historical prices of gold spots and FTSE 100 index, monitored daily over a 1-year period. We considered a number of n = 3 possible states for the Markov chain. This is consistent with Roman et al (2008) , Messina and Toscani (2007) , Geyer and Ziemba (2007) , who, either by inspecting data or by using statistical techniques, estimated the number of Markov states to 3. It is in fact more or less agreed that three states usually gives a good representation of asset prices, without overfitting the model. We generate scenarios under two different frameworks. First, we consider that the two time series of interest are independent and thus governed by different Markov chains. Secondly, we consider them governed by the same Markov chain; observations are generated as vectors. The algorithm for estimating the parameters runs 24 times on the data sets. For each data set the parameters are updated when new information arrives after batches of 10 data points. Scenarios are generated starting from the last data point. Figures 1 and 2 depict the optimal parameter estimates for the gold spot prices and for FTSE 100, respectively (estimated independently). Scenarios for the next time period are generated following the parameter estimation.
We generate 10,000 paths for both time series, the gold spot prices and FTSE 100. For this we simu- (2) f (3) σ (1) σ (2) σ (3) π(1,1) π(1,2) π(1,3) π(2,1) π(2,2) π(2,3) π(3,1) π(3,2) π(3,3) Fig. 2 Parameter estimation and scenario generation for gold spots late a 3-state Markov chain which follows the estimated transition probabilities and with this we simulate paths of the asset prices which take into account the optimal parameter estimates of the time series. A comparison of the descriptive statistics of these paths and the actual time series can be found in Under the assumption of correlated time series, we consider that both time series are governed by the same hidden Markov chain, which is filtered out from both processes. Under this framework we estimate the optimal parameters of both observation processes simultaneously and we generate vector observations. Figure 4 shows the parameter estimation of the observation processes for the vector observation case. Possible scenarios for both time series are then generated and depicted in figure 5.
Stability of the scenario generators
Stability is one of the most important requirements from a scenario generator. Since any scenario generator has an element of randomness, the final outcome depends on the values drawn from the corresponding distributions (in our case, the standard normal distribution). Thus, every time a scenario generator is run, different sets of scenarios are obtained. Stability guarantees that the optimal solution of the optimisation problem of interest does not depend (but, possibly, only to a small extent) on the specific scenario set chosen.
For each framework (independent / correlated time series) we use the same methodology. We generate 10 sets, each with 5000 scenarios for the future returns of FTSE100 and gold. The scenarios obtained are used as input in the mean-CVaR optimisation problem (the scenarios are considered to have equal probability). We consider CVaR at confidence level α = 1%. The daily return on the bank account is assumed to be Transition probability matrix no. of parameter updates (Fourer et al (1989) ) and solved with the FortMP solver (Ellison et al (1999) ).
The optimal solutions and objectives, for the case of independent observations, are displayed in Table 2 . All values of the objective function lie between 0.002844 and 0.003325 with a mean of 0.0031 and variance of 2.7070e − 008. The in-sample stability of the scenario generator is further investigated through a variation of the size of the scenario sets. The mean, standard deviation, minimum and maximum of the resulting objective functions are depicted below in Table 3 . The value of the objective function is determined for ten different scenario sets of each length.
The optimal solutions and objectives, for the case of vector observations, are displayed in Table 4 . All values of the objective function lie between 0.015058 and 0.027259 with a mean of 0.0193 and variance of 1.4093e − 005. The in-sample stability of the scenarios generated through the vector setting is further examined through varying sizes of scenario sets. The descriptive statistics of the resulting objective functions are depicted in table 5.
It is evident from the tables above that the scenario generator is more stable under the framework of independent observations. The stability under this framework is good, with respect to both the optimal percentages to be invested and the optimum. The similarity of optimal solutions guarantees a good outof-sample stability of this scenario generator (i.e. stability with respect the "true", unknown distribution of the random returns), which is one of the most important aspects. The examination of scenario sets of different sizes shows a good in-sample stability of both settings, however, the independent settings leads to lower standard deviations and a smaller range.
When generating scenarios through vector observations, there is a higher variability of both optima and optimal solutions. Economically this can be explained by the largely uncorrelated price of gold to any Table 5 In-sample stability of scenario sets in vector setting other stock. Due to its characteristics as a stable long-term investment and a global currency, gold prices have a low correlation to stock prices or indices. Therefore optimal solutions calculated with independent generated scenarios are more stable.
We extended our numerical study to two correlated indices, namely FTSE 100 and Eurostoxx 50. It has to be noted that also in that case where highly correlated indices are used in these scenario generation methods, the objective function reaches a smaller minimum with independently generated scenarios, the values of the objective functions are in smaller ranges. Nevertheless the distribution of generated paths for correlated indices are closer to the actual distributions observed in the market. Table 6 depicts the descriptive statistics of sets of 1,000 sample paths. Here we distinguish between sample paths generated from the hidden Markov model with vector observations (labelled '2-dim') and sample paths generated independently for FTSE 100 and Eurostoxx 50. The characteristics of actual data is closely reached through paths generated with estimated parameters from the vector setting. Table 6 Descriptive statistics of generated paths in a one-and two-dimensional setting for Eurostoxx 50 and FTSE 100
The investment problem with weight constraints
In this section we modify our original investment problem and add constraints on the weights (fractions of capital) invested in the different assets. All weights now have an upper bound of 50%, i.e. no more than half of the budget is allowed to be invested in either gold spots, FTSE 100 stocks or bonds. Taking into account the results from the previous section, we only use the scenario generator that assumes independent observations. We generate five sets containing 5,000 scenarios and five sets containing 20,000 scenarios; we solve the constrained mean-CVaR optimisation problem with this input. As it may be seen from Table 7 , the stability of the solutions and objective is very good. The average objective function over all generated scenario sets is 0.003538409 with a very low variance of 3.77072e − 09. As already specified in the previous section, the similarity of the optimal solutions implies a good out-of-sample stability.
5,000 generated scenarios 20,000 generated 
Backtesting
To backtest the performance of our scenario generator and compare it to a standard GBM setting, we perform a rolling window backtest procedure to compare the out-of-sample performance. For this, we use the historical datasets of gold spots and the FTSE 100 index to generate scenario sets for 50 time steps. Each scenario set consists of 5,000 scenarios. We generate scenario sets for gold spots and FTSE 100 from the regime-switching model with a 3-state Markov chain. Furthermore we generate scenario sets for both time series from the model with a 1-state Markov chain, which represents a discretised version of the geomatric Brownian motion. For each of these 50 time steps, the optimisation is performed on the scenario sets from the regime-switching model as well as from the 1-state model, which does not allow switches between regimes. The optimal weights, which are obtained in these 100 optimisations (we obtain 50 sets of optimal weights for each model), are then utilised to create portfolios from the actual market data at that point in time.
The resulting portfolio values are plotted in figure 6 . We see here, that the resulting out-of-sample portfolio values in these 50 time steps are similar in both models. Nevertheless, a statistical analysis of both sets of portfolio values shows an outperformance of the regime-switching model with 3 possible states. The mean of the portfolio return from the backtest procedure in a 3-state Markov chain framework is higher than that obtained through GBM scenarios, the distribution of portfolio returns over that time period is more symmetric and it contains less outliers. This can be seen in the boxplots in figure 7 , the descriptive statistics are listed in table 8.
We furthermore perform an out-of sample stability test for the scenario generator. Large scenario sets are generated with a standard geometric Brownian motion method. These large scenario sets represent the "true" distribution of the gold and FTSE 100 returns. We fix the weights and α which we obtain from the optimal solution of one scenario set generated with our HMM scenario generator containing 5000 scenario sets. The fixed weights are The objective function obtained through the GBM scenarios becomes significantly smaller by increasing the number of scenarios, which is in accordance with the assumption that the "true" distribution is approached by the exogenous scenario generation method. The objective function obtained through the HMM scenario set is very similar to that obtained through the "true" distribution represented by 40,000 and 50,000 GBM scenarios.
We also perform an out-of-sample stability test for the optimal solution obtained in the problem setting with weight constraints. Here, the fixed weights from the HMM scenario setting are set to Again, the objective function obtained through the HMM scenarios is very similar to the values obtained with 40,000 and 50,000 GBM scenarios. Therefore the HMM scenario generator seems to capture the "true" distribution of the gold and FTSE 100 returns.
Conclusions
In this paper, we modeled financial time series using a hidden Markov model approach. This enables the parameters of the observation process (which we assumed to be a discretised Geometric Brownian motion) to switch between different economic regimes, that are not directly observable. Thus our method, while not departing fundamentally from traditional approaches, tries to address a major shortcoming (the assumption that the parameters of the GBM are constant over time).
The parameters of the model are estimated using a filtering approach. Once the parameter estimation and the estimation of the Markov chain for the next time period are done, the model can be used for generating scenarios of future realisations for financial time series.
We tested the quality of the scenario generator in a financial decision making problem: a single period portfolio optimisation problem, in which the basket of assets is formed by FTSE 100, gold spots and a bank account. Scenarios are generated for the future returns of FTSE 100 and of gold spots under two frameworks: once, assuming that these time series are independent and follow different underlying Markov chains; secondly, assuming that the time series are correlated and governed by the same Markov chain. The scenarios generated were used as an input in a mean-CVaR optimisation problem. We tested the stability of the scenario generator by producing several different sets of scenario of the same size and solving the corresponding mean-CVaR model with each of these sets. We concluded that the scenario generator based on independent observations gives a good stability, both in-sample and, more importantly, out-of-sample. A comparison of scenario sets generated from the hidden markov model approach and scenario sets from a GBM setting is performed through a rolling window backtest. The portfolio returns obtained through the regime-switching model are in the mean higher than those from the GBM setting, the distribution of the HMM-based returns are less skewed. The focus of future research is to extend and test the scenario generator for multiple time step optimisation problems.
