Abstract-A database of approximately 20000 chemical exposures has been constructed in close co-operation between the School of Public Health of the University of North Carolina at Chapel Hill and the Department of Air Pollution of the Wageningen Agricultural University. A special feature of this database is that only multiple measurements of exposure from the same workers were included. This enabled estimation of within-and between-worker variance components of occupational exposure to chemical agents throughout industry.
INTRODUCTION
THE importance of the within-and between-worker components of variability in occupational exposure has only been recognized recently (KROMHOUT et al., 1987; SPEAR et al., 1987; RAPPAPORT et al, 1988) . In reviews of methods for assessing exposure RAPPAPORT (1991a,b) summarized the variance components of occupational exposures in 31 groups of workers from nine types of facilities. Although these summaries suggested that both components of variance can be large, the database was too small to allow the results to be generalized. In order to overcome this problem a much larger database consisting of about 20000 chemical exposures obtained from over 500 groups of workers in a variety of industries was developed. Since the exposures of all workers were measured by personal sampling on at least two occasions we were able to estimate the within-and between-worker components of variance. In this paper we will describe the database, summarize the variance components, and report on factors which contributed significantly to the variances including, type of exposure, type of industry, group size, type of measurement strategy, and production and environmental characteristics. 
MATERIALS AND METHODS
The database consists of 83 sets of personal exposure data collected in 45 studies. The majority of the studies (58%) were performed either by or under the supervision of the authors. Some of the data were provided by other researchers (24%) and by industry (9%) and a few sets were extracted from the literature (9%) (LINDSTEDT et al., 1979; COPE et al., 1979; GOLLER and PAIK, 1985; HANSEN and WHITEHEAD, 1988) .
Results of half of the studies have been reported in the open literature (LINDSTEDT et al., 1979; COPE et al, 1979; GOLLER and PAIK, 1985 ; KROMHOUT et al, 1987, submitted; SPEAR et al, 1987; HANSEN and WHITEHEAD, 1988; HOLLANDER et al., 1988; Bos et al., 1989; MARQUART et al, 1989; BURINGH et al., 1990; KATEMAN et al., 1990; GALVIN et al., 1990; WATERS et al, 1991; GEUSKENset al, 1992; PETREAS et al., 1992; SMTD et al., 1992; YAGER et al, 1993) . The data within the database were collected over the years [1974] [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] . Two of the authors (E. Symanski and H. Kromhout) elaborated the database, which comprises the variables listed in Table 1 . Coding of the production and environmental factors was often done by consulting the original investigators. However, complete information on all variables was available for only about half of the groups. Workers were grouped by job title and by factory (location). The variance components were estimated for each group, having at least five workers with at least two measurements per worker. Thus, at least 10 measurements were required for each group. Measurements with an averaging time less than 4 h were excluded. Groups with more than 25% of their observations below the detection limit were also excluded.
The analysis-of-variance (ANOVA) methods, which were used to estimate the components of variance, are described extensively elsewhere (RAPPAPORT et al., in preparation) . The fit of the ANOVA model to each group was evaluated with ad hoc procedures, based upon statistical methods to detect influential observations (CHRISTENSEN et al., 1992) and to test the normality of the between-worker exposure distribution of log-transformed exposures (LANGE and RYAN, 1989) . Details of our applications of these procedures are also described elsewhere (RAPPAPORT et al., in preparation) . Two of the authors (H. Kromhout and S. M. Rappaport) independently judged the goodness of fit of the ANOVA model for each of the groups and excluded either a worker or an individual measurement after consensus was reached.
The database exists as a SAS (SAS Institute, Cary, North Carolina, U.S.A.) data file which was created with DBMSCOPY (Conceptual Software, Inc., Houston, Texas, U.S.A.) out of several individual files created by Lotus-123 (Lotus Development Corporation, Cambridge, Massachusetts, U.S.A.), Excel (Microsoft Corporation, Redmond, Washington, U.S.A.), or SPSS-PC (SPSS, Inc., Chicago, Illinois, U.S.A.). Variance components were estimated from the log-transformed exposure concentrations employing the random-effects ANOVA model from Proc NESTED and the goodness of fit plots were made with Proc GPLOT and Proc GREPLAY using SAS System Software PC Version 6.04. The random-effects ANOVA model is specified by the following expression, = n r + p i + e lJ , for (i= 1, 2,. . ., k) and (j= 1, 2,. . ., n,), where A",j=the exposure concentration of the i-th worker on they-th day, /ij, = mean of Y u> /?, = the random deviation of the i-th worker's true exposure fi yl from \i y , and e, 7 = the random deviation of the i-th worker's exposure on thej-th day from his or her true exposure, n yi .
It is assumed under the model that both /?, and e (J are normally distributed; i.e. fi {~N {0,a\) , and e lJ~N (0, a^,) . The underlying distribution of exposures (Xy) is assumed to be log-normal. Also, /?, and e tj , are assumed to be statistically independent of each other. Thus, the parameters <r B and a%, are referred to as the components of the total variance C7T = O-| + (T^, and Y ii~N {ji y , ay). (RAPPAPORT, 1991a,b) . These ratios, designated as B^o 9J = exp(3.92 B S y ) and w^0 9J = exp(3.92 y,S y ) provide information regarding the ranges of exposures experienced between workers and within workers, from day to day, respectively. The distributions of the within-and between-worker variance components were evaluated independently for several variables, including number of workers and measurements per group, type of measurement strategy, and production and environmental characteristics. Wilcoxon's rank sum test (SNEDECOR and COCHRAN, 1980 ) was used to test the significance of shifts of location in the 
RESULTS

General characteristics of the database
In Table 2 the basic characteristics of the database are presented. Within the 45 studies 83 sets of measurements were collected from more than 3200 workers yielding almost 20000 observations. The total number of groups based on job title and factory (location) was 522. The data originated mainly from The Netherlands (38%), the U.K. (38%) and the United States (20%). The majority of the groups were of Dutch origin (87%). The data sets from the U.K. and United States were generally much larger in terms of either workers in a group or measurements per worker. It is also clear from Table 2 that the majority of the data (76%) originated from several sectors in the chemical industry. The majority of the groups was also from the chemical industry (35%), but considerable numbers of groups were from the food (27%) and metal manufacturing industries (14%). The chemical agents are listed in Table 3 . Over two-thirds (68%) of the measurements involved gases and vapours and about one-third (28%) involved particulate matter. Dermal exposures, measured with so-called pads carried on the lower parts of the wrists in two studies in the rubber industry, comprised only a very small part of the database (4%) (Bos et al, 1989; KROMHOUT et al., submitted) . 
Exposure groups and variance components
Grouping the workers by job title and factory, and excluding groups, workers and individual observations based on the criteria mentioned earlier, left 165 groups with 1574 workers and 13945 measurements. In Fig. 1 between-worker values of ^0 9J are shown for these 165 groups. Only 42 groups (25%) had 95% of the individual mean exposures lying within a factor 2 ( B^o 95 <;2). Almost 30% of the groups had values of B^o 93 > 10 and 10% of the groups had 9J >50. The day-to-day variability was generally larger than the between-worker variability, indicating larger differences in exposures between work shifts than between workers with the same job title and factory. The median values for the total, within-and between-worker geometric standard deviations were respectively, 2.41, 2.00 and 1.43.
Influence of group size and number of observations
In w ' tn number of measurements may reflect a longer period of observation, which in some cases extended over several years. The increase in w^0 .95 with the number of workers on the other hand, may point to larger underlying 
Influence of measurement strategy
The influence of measurement strategy on the distributions of the within-and between-worker variability is depicted in Fig. 3 . Groups with non-randomly chosen workers (67 groups) and groups measured on non-randomly chosen days (112 groups) had significantly lower between-worker variability [median B .S g 1.33 vs 1.56 (P < 0.01, Wilcoxon rank sum test) and 1.36 vs 1.75 (P<0S)\, Wilcoxon rank sum test), respectively]. Groups measured on non-randomly chosen days had, however, significantly higher day-to-day variability than groups measured on randomly chosen days (median W 5 g 2.12 vs 1.75, P<0.0\, Wilcoxon rank sum test). The difference for groups consisting of non-randomly chosen workers was in the same direction, but not statistically significant (median W 5 g 2.02 vs 1.94). No significant differences were seen for the total variability (median jS f 2.20 vs 2.32 for non-random and random workers and 2.27 vs 2.26 for non-random and random days).
Influence of environmental and production factors
In Table 5 the results are summarized for the environmental factors, 'indooroutdoor work' and 'presence of local exhaust ventilation', on the estimated variance components. Groups in which the work was outdoors had significantly higher exposure variability {P< 0.001), particularly for the within-worker component (P< 0.001). Similarly, groups working in situations without local exhaust ventilation had significantly higher exposure variability (P< 0.001), again, primarily due to the within-worker component (P< 0.001). The effect of production variables is given in Table 6 . Groups with an intermittent process, or with mobile workers, or with a local source tended to have significantly higher day-to-day variability (P < O. OO 1 for 'process' and 'worker mobility', P < 0.01 for 'type of source') and between-worker variability (/ > <0.001 for 'process', P<0.05 for 'worker mobility' and 'type of source'). The differences for the factor 'source mobility' were not statistically significant, but was again in the a priori assumed direction.
Multivariate analyses
The results of the multivariate analysis are given in Table 7 . A model with environment and process as independent variables explained 41% of the day-to-day variance component. Other process-, environmental-and measurement-strategyrelated variables did not contribute significantly. This model predicts the largest within-worker geometric standard deviation for groups of workers working outdoors and with an intermittent process ( w S g = 3.54). The smallest within-worker component of variability can be expected for groups of workers working indoors and exposed in a continuous process ( w S g = 1-76). "not significant. For the between-worker variance component process was the only significant factor in the model. The model predicted that groups of workers exposed in a continuous process had lower between-worker variability ( B S g =1.26), while those exposed in an intermittent process had greater between-worker variability ( B S t = 1.76). However, this model explained only 13% of the variability of the between-worker variance component and the fit was very poor. Thus, it can be concluded that the variables coded in the database only marginally affected the between-worker variance component.
DISCUSSION
The database described in this paper provides a comprehensive overview of withinand between-worker components of occupational exposure to chemical agents throughout industry. The median value of the geometric standard deviation ( T S g ) of 165 groups based on job title and factory was 2.41 (gases and vapours: T S g = 2.29; participate matter: T S S = 2.34). LEIDEL et al. (1975) reported much lower median values of T S t of 1.55 and 1.65 for gases and vapours and particulate matter, respectively. It is unlikely that the variability of occupational exposures has increased dramatically over the last two decades. Rather, we suspect that the small database of LEIDEL et al. (1975) was comprised of more homogeneous exposure situations or industries. Our findings are more consistent with those reported by BURINGH and LANTTNG (1991) , where 2.02 <, mean w S g <. 2.41 depending on the number of measurements. Our mean value of W 5 g for 165 groups of workers was only slightly higher: 2.47.
In the chemical industry the between-worker variability was significantly higher than in the non-chemical industry (median B S f 1.49 vs 1.30). This feature was seen both for aerosols and gases and vapours. The day-to-day variability was more ambiguous with higher variability observed for gases and vapours (median w S f 2.48 vs 1.36) than for aerosols (median w S g 1.67 vs 2.05). However, since the number of measurements and workers in the groups from the chemical industry was by far the highest for exposure to gases and vapours, the apparent comparison might be confounded.
The notion expressed by ROACH (1991) , that exposures tend to vary more with aerosols (dust, fumes and mists) than with gases and vapours, was not corroborated within this database. However, the small number of dermal exposures within the database showed a larger total variability (median ^ = 2.56) suggesting that dermal exposure is more influenced by personal behaviour than is exposure to air contaminants. However, this finding should be interpreted with caution, because the number of groups with measured dermal exposures was very small (23) and all those groups stemmed from a single industry (rubber manufacturing).
The between-worker component of variability was shown to be smaller than the within-worker component (median B S g =1.43 vs median w 5 g = 2.00) suggesting that day-to-day differences in exposure to chemical agents were more prominent than differences in mean exposures between workers. The percentage of groups with a B^O.95^2 [uniformly exposed group as defined by RAPPAPORT (1991a) ] was higher than presented by RAPPAPORT (1991a) for 31 groups (25 vs 10%). Nevertheless, for almost 30% of the groups within the database the individual mean exposure differed by a factor greater than 10. Apparently, grouping workers by job title and factory does not lead automatically to uniformly exposed groups, as is often assumed .
Sampling on randomly chosen days from randomly chosen workers seems to have an effect on the variance components, particularly for the between-worker variability. Both randomly chosen workers and days resulted in larger between-worker variability, while groups with randomly chosen days had smaller within-worker variability. The data suggest that non-random sampling can lead to problems of interpretation and should be avoided if possible.
It was shown that several factors had an influence on the within-and betweenworker variance components of occupational exposure. The number of workers and the number of measurements per group were shown to have distinct effects on the dayto-day variability. A greater number of measured exposures in a group led to a larger estimated within-worker component of variance. Such behaviour would be consistent with the notion that the number of measurements per worker is proportional to the period over which monitoring is conducted. If this period is small (e.g. within 1 week) then it is possible that measurements can be positively autocorrelated since they might reflect only a limited set of conditions, activities and practices which are inherent in the process (FRANCIS et al., 1989, BURINGH and LANTTNG, 1991) . This would lead to an underestimation of the variance. However, if the period of observation is large, the variation can also be large, not only because the full range of conditions, etc., is sampled, but also because the underlying distribution of exposures might have changed (ROACH, 1991) . In either case, the estimated variance should be larger than that obtained from a short period.
The influence of environmental and production factors on the variance components was significant for all but 'stationary-mobile source' and was in all cases in the a priori expected direction. The effect was largest for the within-worker component. In the multivariate models the size of the group, type of industry and measurement strategy were not significant. In the case of the within-worker variability two production factors: indoors-outdoors and intermittent-continuous process explained 41% of the variance. Based on the model a two-fold difference in day-to-day variability ( w S y ) can be predicted between the two extreme situations 'groups working indoors and exposed in a continuous process' and 'groups working outdoors and exposed in an intermittent process'. Although the differences in between-worker variability were also in the a priori expected direction (for instance groups with mobile workers were more variable), no suitable multivariate model could be built. A model with 'type of process' as independent variable showed a two-fold difference in between-worker variability ( B S T ) for 'groups exposed in a continuous process' vs 'groups exposed in an intermittent process'. However, this model explained only 13% of the variance and had a poor fit. Apparently, differences between workers within a group are hardly predictable based on general environmental and production characteristics. More likely, differences between workers are more influenced by factors like work style and the mix of tasks involved .
Given the fact that coding of the environmental and production factors was done retrospectively, we consider the results remarkable. The quality of the codings also depended greatly on details of the actual surveys which were gleaned from reports and interviews with the original investigators. Unfortunately, complete information on all variables was only available for 50% of the groups. The findings have consequences for measurement strategies both for hazard control and occupational epidemiology. Unfortunately, it seems impossible to predict which groups, based on job title and factory, are more-or-less homogeneously exposed. Therefore, a priori assessment of homogeneity is not feasible and measurement strategies must require repeated measurements from the same individuals . Day-to-day variability seems to be more prominent in situations where workers are exposed outdoors in an intermittent process. In order to estimate the group's mean exposure with the same precision 4-5 times more measurements are needed than in a situation were workers work indoors in a continuous process [since the day-to-day exposure variability ( W 5 y ) will be 2.2 times as high]. Also, groups with a larger day-to-day variability will show a higher peak-to-mean concentration ratio (considering shift-long average exposure concentrations). This can be very important in the case of exposures resulting in acute effects.
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