This paper addresses the issue of technogenesis and its geographical pattern. It aims to offer both a general framework and test on innovation data from several European cities. This framework is built mainly on the product life-cycle and the incubation approach. Further, it is argued that the phases of an industrial life-cycle have several firm-specific effects. First, these phases influence innovativeness and thus profit levels, output and employment of firms in a spatially distinct way. Second, the phases of the life-cycle mirror the importance of local factors for innovation, and third, they affect strategic decisions of firms, for instance by influencing the source of their competitive edge. This paper also aims to model effects of relevant local factors on innovativeness by means of logit analysis, subsequent to a qualitative impact approach based on the recently developed area of rough set analysis. Our empirical results from various European cities show that the successive phases of the industrial life-cycle tend to create spatially recognizable impacts on the innovativeness of firms. Accordingly, the importance of local factors for innovation is also found to reflect a distinct time path. Among more than 20 local factors, the firms interviewed appear to consider support measures for skills training particularly important for innovations. Accordingly, the results of our logit models reveal that skills training links with a local university significantly contribute to the propensity to innovate. #
Introduction
The literature on technological innovation, technogenesis and its spatial dynamics is vast and covers a wide range of both theoretical and applied studies. For overviews, we refer here inter alia to [4] , [7] , [9] , [13] , [19] and [29] . An often observed phenomenon is that major scientific and/or industrial breakthroughs are discontinuous in nature. Once emerged, such radical transformations tend to produce a rise in new firms or even new industries (see e.g. [33] ). In this context, Malecki [24] distinguishes four long-run waves in past centuries. In his view, the last technological revolution or wave commenced in the late 1940s; it is closely linked to a microelectronics cluster of innovative industries. Although major inventions in the microelectronics sector have also affected products of other industries, it may be argued that the effects on other industries are mainly of a process nature. For example, automation of production processes in the traditional metal industry may have increased productivity, but this does not, ipso facto, represent a major technological revolution in the sector itself. Consequently, it may be argued that the metal industry, which, according to Boschma [4] , exhibited major breakthroughs in the early stages of the industrial revolution, is now living in a more mature and later phase of its life-cycle than is the microelectronics industry [25] .
The present study analyzes the spatial-economic aspects of industrial age differences in spatial innovation dynamics. In so doing, we will focus on the life-cycle and the incubation approach. On the basis of these two paradigms, we design a conceptual model that will serve as an analytical framework for formulating a series of hypotheses. These may be subsequently tested in our empirical work on innovation generation and diffusion in European cities. As part of this work, special attention is paid to the role of local characteristics in innovative behavior.
The paper is organized as follows. It first offers a conceptual model for innovation dynamics in space, which will serve as an analysis framework to derive several testable hypotheses. Second, we aim to test these hypotheses in an exploratory way. Third, an explanatory analysis is carried out. The statistical models used are based on a logit approach and a rough set approach. The data used are derived from the so-called URBINNO network and cover cities from three European countries (Great Britain, Italy, and The Netherlands). Some concluding comments will close the paper.
A concise overview of the life-cycle and the incubation approach
In the standard analysis of technological change, the innovation model has essentially three stages: (i) basic research produces a scientific or technological discovery; (ii) creative firms develop this invention towards a new product; (iii) and existing firms apply this product for commercial use. Through market reactions, successful commercial use has feedback effects on scientific basic research as well as on the R&D efforts of firms (see e.g. [20] ). Davelaar [10] argues that such a change in science and technology leads to major inventions and basic innovations which, together with socio-institutional and economic forces, form a new technological system whose occurrence is discontinuous in time. Dosi [12] explains the importance of basic research in that the progress in scientific knowledge widens the pool of potential technological paradigms (or technological systems) from which only a small set of paradigms is actually developed. New technological systems that happen to emerge give birth to new technological trajectories or sequences of innovations. A swarming process of firms produces further product and process innovations with a decreasing marginal product. A good example of such a technological regime (or system) is the microelectronics industry which has been built around such major innovations as the transistor [4] . These swarming processes, along technological trajectories, form life-cycles for technologies and industries 1 . When adjustments and innovations within existing systems become rare and marginal, new technological systems or regimes will eventually replace the old ones.
A swarming process along technological trajectories can be subdivided into three successive phases, which Davelaar [10] coins incubation, competition and stagnation. (See also Markusen [25] ). These phases will now be briefly discussed. During the incubation phase, firms that are either new or incumbent produce numerous early (and often significant) innovations. These are mostly product innovations that are encouraged by the technological push of a basic scientific invention. Products are not yet standardized, which means that the uncertainty concerning market reactions is high. Innovations during this phase put specific demands on the surrounding business environment. Information concerning unstandardized products, market reactions and labor market skills in terms of producing and developing these new products are important conditions for a successful innovation.
During the competition phase, new product innovations tend to become more marginal, while process innovations tend to become more widespread. Product innovations thus lose importance over time, as they cannot be created endlessly within one technological system. Process innovations then gradually take over, since, when further product innovations become increasingly difficult to create and products become more standardized, firms try to improve production processes to enhance their competitiveness. A continuous improvement in competitiveness is also needed as increasing numbers of firms enter a potentially promising market.
Finally, during the stagnation phase, products and services reach a state of market saturation. Consequently, because additional innovations (both product and, later, process innovations) become rare and markets tend to become saturated, price competition rises. This leads to a decrease in the number of firms, and, eventually, to oligopolistic competition.
It ought to be recognized that innovation is a spatial-dynamic process. Initial locations of new technological systems are often seemingly somewhat arbitrary (see Krugman [21] ), although, according to Markusen [25] , the initial stage of a technological trajectory is usually concentrated in but a few locations. Although not all new production sectors settle at the place of major inventions, in principle, firms tend to agglomerate near innovating firms mainly because of the need for skilled labor and information. Davelaar [10] argues that during the incubation phase, when major product innovations are made, the swarming process of firms is concentrated in central (usually urban) areas; this, because early innovations are more dependent on the urban 'milieu' than are subsequent innovations.
As argued above, possibilities to significantly improve existing products decrease during the competition phase: product innovations become more marginal and process innovations take over. These later innovations do not demand as much from the urban 'production milieu' as do innovations in earlier stages of a technological trajectory. This is the case since further improvements are concentrated on existing products (which have proven to be the most successful) as well as on the production processes of these goods. Therefore, the presence of a basic research institution is not of crucial importance during this phase. In the meantime, there has been ample opportunity for non-central areas to develop adequate innovation infrastructure to meet new demands. Thus, the innovativeness of entrepreneurs in intermediate and peripheral areas will then tend to rise. Besides, markets in central areas are reaching saturation; hence, households and firms in other areas will take the lead in the adoption of new technologies. Some production plants may even leave the central area and concentrate on growing markets elsewhere. In other words, during the competition phase both supply and demand conditions contribute to a shift in innovation activity to non-central areas.
During the stagnation phase of innovative behavior, especially for standardized high tech products, peripheral (often rural) areas may even be in a favorable position. The relatively low number of innovations and standardization of products reduce the importance of local factors even further, while price competition as the source of competitiveness may then favor peripheral areas where factor prices are likely lower than in central areas.
The technology trajectory theory } in relation to various definitions and concepts of innovation } has also met some criticism (see, among others, [10] , [19] and [32] ). However, its essence offers a useful framework for the empirical investigation of the dynamics of industrial economic systems.
A test framework for space-time innovation patterns

Spatio-temporal patterns of innovations
On the basis of previous reflections, we now develop a conceptual space-time analysis framework, which we feel lends itself to empirical testing. The basic feature of this conceptual model is that innovativeness of firms in each of the three distinct areas (central, intermediate and peripheral) is expressed relative to the average innovativeness in all areas. As a consequence, the proposed model differs from more conventional ones where innovativeness is expressed in absolute terms (for a critical analysis, see [1] ).
Figs. 1-3 illustrate the conceptual model and show relative innovativeness of all three areas in the incubation, competition, and stagnation phases. Each figure focuses on one phase of the lifecycle. During the incubation phase, central areas are above average in product and process innovativeness. Over time, the central areas become less innovative relative to the others as the intermediate and peripheral areas emerge for reasons discussed above. Process innovativeness in central areas is lower than is product innovativeness, particularly after the incubation phase, because the former are realized more frequently during later phases and are, therefore, more concentrated in non-central areas. The relative innovative performance in the intermediate and peripheral areas is, over time, more or less opposite to that in the central areas. In this regard, innovative performance is generally upward sloping, and both types of areas perform a higher process than product innovativeness. The difference between these two areas, however, is that innovative performance in peripheral areas tends to reach the average level at a later stage than in intermediate areas. Although the total number of innovations is low at the stagnation phase, peripheral areas thus perform higher than average innovativeness in relative terms. In absolute terms, firms in all areas innovate less in the stagnation phase than during earlier phases of the life-cycle.
A proper way of studying this conceptual model would be to analyze time series. However, time series analysis at the micro-level of the firm are rare (see e.g. [17] , [34] ). We therefore resort here to a simplified comparative static approach: we take one point in time and check whether or not our empirical results are in accordance with the space-time implications of our conceptual model.
The conceptual model sketched above has two major implications. The first concerns the link between the innovative performance of firms and their position in a space-time frame: (a) when the share of innovating firms decreases with increasing peripherality, the industry concerned is likely living in the incubation phase of the life-cycle; (b) similarly, if firms in intermediate areas are A second implication concerns relative product and process innovativeness in the three types of areas: regardless of the life-cycle phase, central areas tend to perform better in terms of product than process innovations relative to other areas. Intermediate and peripheral areas tend to show a reverse pattern since process innovations are realized more frequently during later phases when innovative behavior is more concentrated in non-central areas.
Two relevant hypotheses, to be subsequently tested, are derived from the above reasoning. They are as follows: H 1 : an industry produces more innovations in earlier phases of its life-cycle. H 2 : the phase of the life-cycle of an industry can be identified on the basis of the relative innovativeness of firms in distinct categories.
If an empirical investigation of a given industry were able to produce a pattern similar to the one depicted in Figs. 1-3 , one might plausibly argue that the industry is living in one of the phases of its life-cycle. In addition, we may plausibly argue that the relevant phase of the life-cycle can also be identified on the basis of the competitive edge of firms in the industry. Such issues will be the subject of the next section.
The technological life-cycle and the competitive edge of firms
Innovation is not a gradual process that takes place in isolation. It may be influenced by strong competition in various stages of the life-cycle. The three above-mentioned phases of the innovation life-cycle can also be termed state, market and hierarchy, respectively (see [16] ). According to Gordon [16] , the ''framework of political relations'' promoted the earliest innovation possibilities, for instance, in microelectronics in the postwar era. Gradually, the path of technical development in this sector became more market-oriented and hence more predictable. This decreased the importance of supportive political relationships, as market linkages were created. This then prompted an increase in the number of new firms. Finally, rising requirements for investment and an uncertain development of demand shifted the market-based innovation system towards vertical integration following the mid-1970s.
The studies of Bramanti and Senn [5] and Markusen [25] show various common elements to this line of thinking. According to Bramanti and Senn, firms face three stages of the strategic life-cycle. First, when a firm introduces a new product, it concentrates on the production space of its activities. Subsequently, when other firms producing the same product enter the market, the focus changes to the market space in addition to the production space. As competition becomes more fierce, additional attention is paid to the support space. During this phase, vertical (seller-buyer) and horizontal (between competitors and between complementary firms) integration and cooperation take place. In other words, it can be argued that the strategic competitive edge of firms within an area tends to exhibit a life-cycle. This cycle would start with product innovativeness as the competitive edge, followed by marketing, and ending with a strategic alliance type of behavior. In this vein, we may formulate another two hypotheses, both related to the firm's competitive edge and the phases of the life-cycle.
A third hypothesis, which resembles H 1 is:
product innovations serve more commonly as a competitive edge in the (more innovative) younger industries than in older ones.
The product life-cycle and strategic life-cycle approaches together yield a fourth, related hypothesis which resembles H 2 : H 4 : the phase of the life-cycle of an industry can be identified on the basis of how broadly the product innovativeness serves as a competitive edge of firms in distinct area categories.
Before testing these hypotheses, we attend to specific local factors and propose three additional hypotheses that test the importance of the local 'milieu' for innovations.
Innovativeness as a local process
Innovativeness of regions naturally depends on innovative inputs (e.g. skills and human capital investments) of firms in the regions concerned. Innovative inputs, in turn, mainly reflect both the production structure and 'production milieu' of the region (see e.g. [23] ). Production structure consists, for instance, of size, market power, industry mix, and phase of the 'industry-technology' life-cycle of firms located in the region (see [22] , [26] ). 'Production milieu' consists of regional characteristics that affect innovativeness by enhancing or inhibiting the effects of innovative inputs of firms in the region (see also Fig. 4 , below). The present study addresses the effects of 'production milieu' on the innovativeness of regions. When present, firms located in different regions, but having identical innovative inputs, may have different innovative outputs. According to Camagni [8] , the local 'milieu' may enhance innovativeness and thus the growth of firms, if it reduces the intrinsic uncertainty of the innovation process concerned.
In his study, Davelaar [10] distinguishes four groups of local factors that affect local innovativeness: (i) agglomeration economies, which include location economies accruing from the presence of the same industry, and urban economies accruing from the presence of different industries; (ii) demography and population structure, which refers to local resources of human capital, local customers and size of the local market area; (iii) availability of specialized information infrastructure including intensive communication networks and educational institutes; and (iv) social overhead capital, which responds faster to new demand for technological systems in central areas than in the periphery, and which requires various local institutions and physical infrastructure. (See also [11] .)
This role of the so-called 'production milieu' can also be interpreted in a different way. Advocates of the 'innovative milieu' school argue that human capital, (mainly) informal linkages between firms in a region and synergy effects from a common cultural, psychological and political background, are extremely important [8] . The importance of local resources of human capital results from the fact that they tend to stimulate local collective learning processes, since labor is more mobile within a region than between regions. Boschma [4] argues that local education and research facilities contribute to this local accumulation of skills and knowledge because producers gain when at least part of the costs of job training, as well as basic R&D, are carried out by such institutions.
Camagni [8] emphasizes the importance of informal linkages both between firms and within various economic actors such as firms, employees and institutions. Local formal and informal networks between firms, which are essential in the acquisition of the latest technology, will likely lead to lower information gathering costs. Local institutions are important parts of local networks as they overcome market imperfections that inhibit innovative behavior. The development of collective knowledge as well as formal and informal linkages between suppliers of labor, capital and institutions, contribute to a regional identity and culture, which may result in a desire for cooperation. According to Camagni [8] , common cultural roots are important in the formation of tacit knowledge in order to understand and use complex messages as well as in the formation of commonly accepted beliefs on new products and technologies.
It is clear that Davelaar [10] focuses more on static local factors, like infrastructure, which reduce transaction costs and produce external economies, whereas Camagni [8] addresses synergy effects, which promote a collective learning process and reduce dynamic uncertainty. (See also [15] and [17] .) These various components of the 'production milieu' can be expected to be more favorable in central areas than in other areas, which means that in the incubation phase, when external factors are important for innovations, innovativeness is relatively high in central areas. (See also [28] and [36] .)
The above reflections on the role of uncertainty in innovative behavior produces three other testable hypotheses. Our fifth hypothesis takes for granted the fact that local factors reduce the uncertainty inherent in any innovation. Because process innovations enhance the use of existing products, the uncertainty is lower here, and thus the role of local factors tends to be smaller. Therefore, a fifth hypothesis is: H 5 : local factors are more important for product than for process innovations.
Our sixth hypothesis is, more than H 5 , related to the life-cycle approach: H 6 : local factors are more important for a (more innovative) modern industry than for a (less innovative) older industry.
This hypothesis seems plausible, as a younger industry tends to produce more product innovations than does an older one.
It goes without saying that local factors are not equally valuable. We will thus also study that subset of local factors considered to be critical success conditions for entrepreneurial innovation. The reasons for different innovative performance may also be related to factors other than phase position in the life-cycle alone. As discussed above, regional innovativeness is determined by production structure and 'production milieu' components. In this regard, life-cycle phase affects regional innovativeness through the production structure component.
The impact of the 'production milieu' in empirical research has not always been significant. Davelaar [10] thus argues that after controlling for industrial structure, there was limited evidence for a positive impact of urban 'milieu' on the innovativeness of firms. This may be further investigated and tested. Therefore, our seventh hypothesis is: H 7 : the local 'production milieu' has a positive impact on innovativeness of firms in an area.
The objective of the next sections is to evaluate whether or not our empirical data support the ideal-typical innovative performance of areas over time, as outlined above.
The data set on innovations
In the past decade, there has been an avalanche of innovation studies. Only a few such studies, however, deal with detailed disaggregate data at the firm level based on lengthy interviews using an extensive, systematically structured questionnaire. Cross-national comparative studies are particularly rare. The data set used in our empirical work stems from the so-called URBINNO 2 study and has been compiled by extensively interviewing manufacturing companies in the United Kingdom (208 firms), the Netherlands (33) and Italy (32) . Structured interviews based on a common survey questionnaire were held among responsible and qualified managers of firms in different manufacturing industries. The survey contained a very extensive list of detailed questions on the motives, types, and consequence of innovative behaviors of firms at the regional plant level. They were chosen so as to cover a broad spectrum of industrial innovations, while the regional categorization was made in such a way that the relative innovativeness of firms in different countries and cities was similar.
For practical reasons, the empirical investigation in our study is mainly concentrated on those industries that have a sufficient number of observations. These are: manufacturing of machinery and equipment (SIC 29); electrical machinery and apparatus (SIC 31); medical precision and optical instruments, watches and clocks (SIC 33); and motor vehicles, trailers and semi-trailers (SIC 34). This was done mainly to avoid biases because of a large industry mix. All industries included in the data set are presented in more detail in Appendix A.
Our empirical investigation also deals with two aggregate sectors in order to have a sufficient data base, viz. the textile, wearing, and leather industries (SIC 17, 18 and 19) and basic materials and metal industries (SIC 27 and 28). This seems a plausible approach as these industries are so close to one another that they will likely benefit from the same sources of technological development and, hence, likely to ''live'' on the same technological trajectory. The urban background of innovative behavior has been given due attention in the interviews. Clearly, it would have been possible to analyze the firms at a more refined digit level of industrial classification, but then we would have faced a problem of empty cells in our empirical analysis.
The precise definition of innovation is always a source of concern. Following the Frascati Manual of the OECD (see [19] ), our interviews attempt to identify innovations in a consistent and operational manner. We adopted the most straightforward measure of innovativeness (see [17] ).
Innovativeness of industries in a city is thus measured by calculating the percentage of firms that has adopted a major (product or process) innovation during the past few years that was regarded as new for the firm. Although this is a rather crude measure of innovation, the questionnaire was designed in such a way that the international and inter-industrial differences were minimized and consistency was assured.
The cities in our sample were subdivided } in conversation with country experts } into central, intermediate and peripheral classes on the basis of their size (see Table 1 ). This implies that we expected spatial diffusion to emerge not only according to physical distance to central regions, but to their ability and willingness to adopt innovations (approximated here by the size of a city). Though the number and size classes of the cities in each of the three countries could have been better, they were selected in a representative way, thus allowing for a comparative analysis.
Exploratory analysis of the innovation data
In this section, we will present exploratory results from a descriptive analysis of our data set. Table 2 indicates that 39.9% of the total of 273 firms mentioned an innovation in this context. At a two-digit level, industry 34 turned out to be the most innovative, as 77.3% of the firms in that industry mentioned an innovation. In contrast, in industries 27-28 together, only 29.0% mentioned an innovation, while this figure was even lower (21.1%) for firms in industries 17-19. These exploratory results suggest that the spatial pattern of innovativeness should, according to our conceptual model, be as follows: for basic materials and fabricated metal product industries (SIC 27-28) and for textile, wearing, and leather industries (SIC 17-19) , the most innovative areas should be found further in the periphery than for the motor vehicle industry (SIC 34).
Spatial results
The results presented in Table 2 appear to mirror this interesting spatial pattern. The manufacturing sector of basic materials and fabricated metal products (except machinery and equipment) (SIC 27 and 28) is thus likely living in the stagnation phase of its industrial life-cycle: the share of innovating firms here tends to rise with increasing peripherality. The manufacturing sector of motor vehicles, trailers and semi-trailers (SIC 34), on the other hand, is likely in the competition phase where the share of innovating firms is the highest in intermediate areas 3 . Sectors concerned with the manufacturing of machinery and equipment (29) , electrical machinery (31) and medical precision (33) are also likely to be in the competition phase. By necessity, our city classification is somewhat arbitrary. We thus performed a sensitivity analysis by reassigning firms to a new city classification, provided that we had approximately an equal number of firms in each areal category. This was done because the industries were not spread equally across cities 4 . The above-described results tend to be rather similar after rebalancing the city classes (see numbers in square brackets in Table 2 ). These figures also show some evidence that firms manufacturing basic materials and fabricated metal products (except machinery and equipment), i.e. SIC-industries 27-28, are likely to be found in the stagnation phase of their industrial life-cycle while firms manufacturing machinery and equipment (SIC 29), as well as industries in the class SIC 30-39, are in the competition phase. The only change after the re-balancing procedure is that now industries 27-29 appear to live more in the competition phase. In other words, only industries 27-28 and 29 tended to have an impact on the overall outcome as a function of areal classification.
Our conceptual model } based on standard innovation theory } implies that, besides the innovative performance of firms, the source of competitiveness also follows a trajectory in space. The model implies that innovativeness should be the source of competitiveness, particularly in those areas where innovativeness is the highest. In a similar vein, in the more central areas, where relative innovativeness has already decreased, marketing and cooperation should serve as competitive edges. Clearly, the above argument deserves to be empirically investigated, as we know that central regions are not always the most innovative. We will now test our conceptual model by looking at the question of how many firms consider product innovativeness as their competitive edge over the near future.
Innovativeness as competitive edge
The results in Table 3 , without spatial disaggregation, tend to confirm previous findings. Product innovativeness is thus more commonly seen as a competitive edge for firms that have already innovated than for those who have not. Interestingly, spatially distinct results are not evident to the same extent. Although results for industries 27-28 and 29 are in line with previous patterns, results for industries 30-32 together, and for 31 alone, are more ambiguous. Results for industry classes 34 and 17-19 are, however, different. These results suggest that the most innovative and least innovative industries in our sample are in the stagnation phase and the incubation of the life-cycle. 5 Results for the textile, wearing, and leather industries imply that new designs and innovations in these industries are made in central areas.
To summarize the results this far, we conclude that phase of the industrial life-cycle tends to have implications for the number of innovations in an industry (H 1 ) as well as for the innovativeness of regions (H 2 ). However, results concerning the competitive edge of firms are more ambiguous. Although product innovativeness is generally seen as a competitive edge for firms that have innovated (H 3 ), a clear spatial pattern for all industries could not be found (H 4 ).
Product versus process innovations
The next two hypotheses (H 5 and H 6 ) involving the importance of the local 'milieu' will be tested by means of exploratory background variables derived from a division into four local factors [10] (see Fig. 4 ). The lists of local factors under the four headings are examples of variables whose presence may contribute to the innovativeness of firms in a region. Further, they are the ones included in the previously mentioned URBINNO questionnaire. Now, the importance of local factors for product and process innovations will be tested. Table 4 shows the results for all industries taken together. The table includes only those (11) factors that the respondents in our survey most often considered valuable in terms of either product or process innovations. The remaining factors, which were considered valuable factors less often, yielded more or less results similar to those obtained on the basis of the 11 preferred factors. In order to save space, results for these ''other'' factors are not reported here.
According to the firms surveyed, local factors are more important for product than for process innovations. There were only a few exceptions: 'Management links with local universities or colleges' and 'Quality of local business services supporting technology' were thus more important from the point of view of process vs product innovations. Hence, overall results indicated that the sampled firms behaved in accordance with our fifth hypothesis (H 5 ).
The results also indicate that local skills in the labor market (B1), and local skills training support (D1) are the most important local factors. It appears that 45.9% of the firms considered skills in the labor market as of 'some importance' or of 'major importance' for product innovations, while 36.1% did so for process innovations. The respective numbers concerning training support were 41.4 and 36.1%. The quality of telecommunications services (D4), local suppliers (A1) and science and technology links with universities (C1), were the next most important factors.
The above results imply that firms are able to gain benefit by cooperation with a local university as such links can improve those local factors mentioned most commonly as important among the firms surveyed (see also [14] ). For instance, the second most important local factor, 'Training links (D1) with local university', supports the most important local factor, 'Skills in the labor market' (B1); and, a nearly as important factor, viz. 'Science and technology links with university' (C1), enhances know-how. Both factors would be possible candidates to promote innovativeness of firms. The role of university links with firms for innovativeness will be further examined by rough set and logit analyses in subsections 6.1 and 6.2, respectively. Our results also show that infrastructure appears to be an important element inducing innovations in terms of 'Skills training support' and 'Quality of telecommunication services'. 
Young versus old industries innovations
We now focus on our sixth hypothesis. Table 5 presents the results for some selected industries and for firms in distinct areas. The first two columns present the outcomes for highly innovative and low innovative industries. (57% of firms in the former mentioned an innovation in contrast to only 18% of firms in the latter.) Local factors were clearly more often important for high vs low innovative industries. The next four columns present results for selected industries: SIC-industries 27-28, which were found to be in the stagnation phase, appear to consider local factors as less valuable than industries that were found to be in the competition phase (industries 29, 31 and 34). The results again show that local factors tend to be more important for themore innovative industries than for the less innovative industries. The last three columns show results for firms in the distinct area categories. The message here is that local factors were important for more firms in the peripheral and intermediate areas than for firms in central areas. In this regard, we recall that firms in peripheral and intermediate areas innovated more often than those in central areas (see Table 2 ). Such results indicate that, regardless of the classification used (high or low innovative industry, different industries, distinct areas), we find that the more firms innovate the more important are local factors. Clearly, these results support our sixth hypothesis (H 6 ).
'Production milieu' and innovativeness
Our final exploratory test concerns the seventh hypothesis (H 7 ). The resulting correlation coefficient between the innovation dummy (whether or not a firm has innovated) and industrial classification (subdivides industries into more and less innovative industries), turns out to be 0.39, which is not very high. This means that the presence of highly innovative industries explains only part of urban innovativeness. Similarly, when firms in the high and low innovating industries were classified according to city categories, it appears that in the intermediate areas, where firms are 6. Explanatory analysis
Rough set analysis
We now seek some further evidence for the importance of the 'production milieu' in terms of innovativeness of firms (H 7 ). We do this by applying rough set analysis, which is a fairly recent classification method of an 'if-then' nature (see e.g. [27] and [30] ) 6 . Such analysis places objects into equivalence classes using available attributes that act as equivalence relationships for the objects considered. Objects in the same equivalence class are indiscernible (indistinguishable). A class that contains only indispensable equivalence relationships (attributes) is called a core. An attribute is indispensable if the classification of the objects becomes less precise when that attribute is left out. The values of the attributes of all objects may be subdivided into condition (background) and decision (response) attributes.
The objectives of a rough set analysis are usually, first, to classify decision attributes on the basis of condition attributes and, second, to form decision rules that are basically implication relationships between the condition and decision attributes. Decision rules can be seen as conditional statements of an 'if-then' nature. In this sense, rough set analysis may be interpreted as a qualitative conditional explanatory method. It basically evaluates the importance of attributes for a classification of objects, reduces all superfluous objects and attributes, discovers the most significant relationships between the condition attributes and objects' assignments to decision classes, and then represents these relationships in the form of decision rules [31] . The reliability of the explanatory model used in a rough set context can be judged by means of the socalled quality of classification. For more details, we refer the reader to [6] . Although a conventional discriminant analysis is rather similar to rough set analysis, the former is more suitable for classification issues, while the latter is particularly appropriate for explanatory conditional statements in the case of qualitative or categorical multidimensional statements obtained in interviews. We will therefore apply rough set analysis for our explanatory empirical work.
In our rough set analysis, a total of 273 firms appear to act as indiscernible objects. The decision attribute (dependent variable) is here whether or not a firm has innovated. Our investigation focuses on those condition attributes (local milieu factors) that, in the above exploration, turned out be the most important. The condition attributes (explanatory variables) are the following: (1) industry (SIC industries 17-19, 27-28, 29, 31, 33, 34 , and the class 'rest'); (2) area (central, intermediate, and periphery); (3) competitive edge (innovativeness; cost-effectiveness; and marketing, financing, or other); (4) training links (yes, no); (5) commercial links (yes, no); (6) recruitment links (yes, no) with a local university; and (7) assistance (investment, training, or other) given by a local or regional institution. 'Production milieu' variables (4-7) represent important local factors, i.e., various links of firms with local institutions (see Table 4 ).
As shown in the first row of Table 6 , the condition attributes appear to allocate 69 firms to the class 'innovation' and 126 firms to the class 'no innovation' (lower approximations). This means that of the total 273 firms, 71.4% could be classified as either innovative or non-innovative. An interesting rough set result was that all condition attributes were assigned to the core. In other words, there were no redundant attributes, which means that an exclusion of one of these features would reduce the accuracy of classification. This result tends to show that both 'production milieu' and structure should be considered important attributes of innovativeness.
The relative importances of the attributes can be investigated by dropping one at a time from the core. The lower rows in Table 6 show the number of classifications and the quality (percentage) of classifications when each attribute is excluded in turn. The second row indicates that when the attribute 'Industry' is excluded, the quality of classification is the lowest; then, only 30.4% of the firms can be classified. The fact that areal condition is almost as important as industry supports our prior view on spatial variations of innovativeness (H 2 ). Note that the quality of classification decreases the least when 'Recruitment links' is excluded. But, even then, 65.6% of the firms can still be classified.
Although link attributes (milieu variables), namely training, commercial, recruitment and assistance attributes, tended to be less important than the others for proper classification of firms in terms of innovativeness, they belong to the core and are necessary for a high quality classification. The rough set results thus clearly indicate that 'production milieu' tends to affect the innovativeness of firms in a region, a finding that supports our seventh hypothesis (H 7 ).
Logit analysis
We now offer an explanatory analysis for the firm's innovative behavior by applying a logit analysis. We thus model innovativeness by industrial, areal, and 'production milieu' variables in order to test our previous hypotheses (except H 5 ). Logit analysis cannot be applied to the testing of hypothesis H 5 because our data set does not include separate measurable variables for product and process innovations.
In our data set on industrial attributes, only 0-1 dummy categorical variables are available. Variables that begin with IND. . .(e.g. IND1719DUM) are dummies for the six selected industries. CITYPERI and CITYINTE are the two areal dummies for firms in the peripheral and intermediate areas, respectively. EDGEDUM is the dummy for firms having product innovativeness as the competitive edge in the near future. UK and Italy are the two country dummies that account for differences in innovativeness in the countries considered. The 'production milieu' variables mainly represent those local factors found to be important among firms surveyed, viz. various links of firms with local institutions. A variable that begins with LINK. . .is one of three dummies for the industries having commercial (LINKCOMM), training (LINKTRAI), or recruitment (LINKRECR) links with a local university or college. The possible impact of commercial (consultancy, testing, subcontracting, joint ventures) and training links is more easily justified than that of recruitment links. This is because they correspond to two commonly and highly valued local factors, viz. 'Skills training support' and 'Science and technology links'. Nevertheless, we do not wish to exclude the dummy for recruitment links a priori. Finally, ASSTRAIN is the dummy for firms that have received training assistance from a local (or regional) public sector institution or agency 7 . In sum, we have 15 dummy variables in our data set.
Effects of industry, location and local factors
We first model the propensity to innovate by using all 15 dummies reflecting industrial structure, location, or local factors. We use here Theil's sequential elimination procedure by discarding one redundant variable at a time from the equation, beginning with the most insignificant [35] . This reduction procedure is continued until only statistically significant regressors are left in the explanatory model.
The above-described procedure led to the specification shown in Table 7 . Results imply that the relatively more innovative industries significantly contribute to the propensity of a firm to innovate. Less innovative industries apparently do not contribute to innovation propensity. We recall here that SIC-industries 17-19 and 27-28 were found to be less innovative with 29, 31, 33, and 34 being more innovative. This outcome thus confirms results obtained in the descriptive analysis and supports the first hypothesis (H 1 ).
Spatial or country dummies were found to be not significantly related to the innovation propensity of all firms, implying that firms in a given area are not necessarily more innovative than firms in other areas (see Table 7 ). Below we will test whether or not regionally discriminating differences can be found at the industry level, i.e. whether or not we can find results that support our second hypothesis. These differences would imply a specific locational pattern for the industries concerned.
An interesting result in Table 7 is that firms with innovativeness as their competitive edge in the near future have apparently not been significantly more innovative in the past than the others. A plausible reason for this result, which is different from that obtained by rough set analysis, is that, in the latter, the attribute 'Competitive edge' also included cost effectiveness, marketing and financing. In the logit analysis, the corresponding 'Edge' variable was a normal dummy representing only innovativeness as the competitive edge. This result suggests a need for further empirical investigation.
Training links were found to be positively related to innovativeness, but not so for commercial or recruitment links (see Table 7 ). This indicates that such factors as training links with a local university contributed to innovations in all three countries, a result that partially supports our seventh hypothesis (H 7 ). This also complies with the above-obtained results that 'milieu' factors are not equally important. This result is also in line with the previous finding that firms more often regard skills training support as an important local factor inducing innovations vs science and technology links (commercial links) or managerial links with the local university. We also found that training support from other local or regional institutions was not a statistically significant regressor. This implies that skills training support offered by a university tends to be more important than that offered by other skills training institutions. A related question asks: to which industries does the most important factor, viz. training links, contribute to innovativeness. Also important is whether other links (commercial and recruitment) contribute to innovativeness in any industry. In this regard, we are interested in confirmation of H 6 and further support for H 7 .
Locational pattern of innovativeness
We now test our second hypothesis (H 2 ) by investigating whether or not the sampled industries have any specific locational pattern. We do so by splitting variables for the six selected industries Table 7 specification. The model reduction procedure used here is the same as above, with results of our logit model given in Table 8 .
The results in Table 8 suggest that firms in industries 29, 31, and 34 tend to innovate more often when they are located in intermediate areas. This result is in accordance with previous findings from our descriptive analysis, while supporting the second hypothesis (H 2 ). For the remaining 'innovative' industry (33) , firms in all areas contributed to innovation propensity (see Table 7 ). The conceptual model and results of the descriptive analysis would also imply that firms in less innovative industries would innovate less often when they are located in central areas than otherwise. This plausible assumption does not, however, seem entirely valid. Centrally located firms in basic materials and fabricated metal product industries (firms in industries 27-28) are apparently not less innovative than firms in the same sector located elsewhere. On the contrary, the logit model seems to suggest that firms in the textile, wearing, and leather industries (SIC industries [17] [18] [19] would innovate less often when they are located in peripheral areas. This, however, contradicts the second hypothesis but is in accordance with findings from the exploratory analysis. We suggest this since, apparently, the technogenesis of new design and innovations in the textile and wearing industries are not taking place in the periphery. Table 8 also indicates that skills training links with a local university contribute more to innovativeness compared to situations where a firm has no training links or has them in intermediate areas. The positive impact of links in central areas is plausible, given that universities in such areas are likely more effective than those in intermediate areas.
However, consider the result that links in peripheral areas are likely more profitable to innovativeness than those in intermediate areas. We feel that this is more difficult to interpret and thus deserves further empirical research. In this context, additional country-specific factors might need to be envisaged. . These hypotheses can be tested by separating the firms within each industry into two classes, viz. those with a link (LINKTRAIN, LINKCOMME and LINKRECR) and those without a link (LINKTRNO, LINKCONO and LINKRECNO). This subdivision was made for all three links, namely training, commercial and recruitment. Following the model reduction procedure, we derived the estimation results of Table 9 . This table prompts us to make the following comments.
The firms in industries 29 and 33 with training links appeared to innovate more often than firms in other industries with such links or firms in the same industries without training links. This implies that training links are more important for relatively more innovative than for less innovative industries, offering partial support to our sixth hypotheses. The firms in industry 31 with commercial links tended to innovate more often than firms in other industries or those in the same industries without commercial links. In this regard, firms in industry 34 with commercial links appeared to be more innovative than did firms in other industries with commercial links or firms in the same industry without commercial links. However, a conflicting findings was made: firms in industry 34 without commercial links were found to be more innovative. This suggests that commercial links do not play a decisive role in the car manufacturing industry (34) , but are likely relevant in the electronics industry (31) . Further, commercial links may be more important for more innovative than for less innovative industries, which also renders partial support to the sixth hypothesis. H 7 is also partly supported by these results, since they indicate that such local factors as training and commercial links with a local university influence the innovativeness of firms. Table 9 also shows that firms in industry 29 with recruitment links tended to innovate less often than did firms in other industries with such links or firms in the same industry without recruitment links. This did not seem to be the case for other industries. Indeed, for one of the younger industrial sectors, recruitment links may even have a negative effect on innovativeness, a finding that implies a low importance for recruitment links in terms of innovativeness 8 . 
Innovations and competitive edge
We now test our third (H 3 ) and fourth (H 4 ) hypotheses. To do so, we must first change our dependent variable, which becomes 'innovativeness as competitive edge', a 0-1 dummy. Table 10 shows the results following the model reduction procedure (initially, all six industry dummies were included in the model). Note that firms in the less innovative basic materials and fabricated metal manufacturing sectors (SIC 27-28) appear to have a lower propensity for innovativeness as competitive edge than do firms in other industries. Moreover, Table 10 shows how firms in the more innovative electronics and car manufacturing industries (SIC 31 and 34) have a higher tendency for innovativeness as their competitive edge than do firms in other industries. These findings support our third hypothesis.
Finally, Table 11 was obtained after splitting all six industries into central, intermediate, and peripheral classes and carrying out the reduction procedure. Results here are not as robust as above. We found that firms in a more innovative (young) industry (SIC 34) tended to use innovativeness as a vehicle for competitive edge when they are located in intermediate areas than otherwise. This is in accordance with our fourth hypothesis. We also found an inconclusive result: that firms in another young industry (SIC 31) regarded innovativeness as their competitive edge more often when located in the periphery. This contradicts H 4 and thus calls for additional research.
Concluding comments
Innovation research is a fruitful undertaking as the interface of industrial economics and economic geography. The present study dealt with an ideal-typical model of spatial innovation processes, based on product life-cycle and incubation approaches. Our cross-sectional results tend to show that spatial innovation behavior is largely in accordance with patterns implied by the phases of the industrial life-cycle (H 1 and H 2 ). On the basis of spatial innovativeness, we may thus conclude that the two-digit industries 27-28 tend to live in the stagnation phase of their technological lifecycle, while industry categories 29, 31, 33, and 34 tend to live in the competition phase. Intuitively, this is an appealing result, since firms manufacturing basic materials and fabricated metal products } except machinery and equipment (27-28) } likely belong to more mature industries than firms manufacturing electrical machinery and apparatus (31) . These results were obtained by both our exploratory and logit analyses (see Table 12 for a general survey of our study). Our conceptual model and the empirical findings have implications for regional economic development. We may thus argue that at the beginning of the industrial life-cycle, innovativeness should be greatest in central areas. This implies that centralizing forces are in effect during this phase. However, when the industrial life-cycle reaches its later phases, then decentralizing forces take over, as implied by a higher innovativeness of firms away from the center. A great deal of empirical evidence has been found elsewhere for this so-called convergence hypothesis within industrialized countries and regions within a given country. (See, e.g., [3, 18] .)
Our empirical results for competitive edge were less satisfactory (H 3 and H 4 in Table 12 ). We found that more innovative (younger) industries regard innovativeness more often as the competitive edge than do less innovative (older) industries, a result that supports our third hypothesis (H 3 ). However, spatial results did not unambiguously support our conceptual model. In this context, it was difficult to identify a clear regional pattern, especially in the case of the more innovative industries (H 4 ). It is clear, therefore, that further research is needed to shed light on the spatio-temporal dynamics of firms' strategic behavior.
Finally, empirical results for the importance of local factors supported the hypotheses derived from our conceptual model (H 5 , H 6 and H 7 ). The exploratory analysis thus produced some evidence that local factors are considered more important for product than for process innovations while they are more important for more innovative, younger industries than for less innovative, older industries. We also saw that possible cooperation of firms with a university may incorporate factors most commonly mentioned as important, viz. skills of the labor force by training links, and science and technology links. The logit analysis revealed that, among links with universities, training links tend to be more important for innovativeness than do commercial or recruitment links. This suggests future policy consider increased schooling and training expenditures.
All rough set, logit and exploratory correlation analyses also produced some evidence that the production structure of regions would not entirely govern their innovativeness. Thus, various local factors may affect innovativeness of firms, implying the importance of production 'milieu'. It would therefore be wise regional development policy if firms in peripheral (rural) areas would attempt to compensate for their peripherality (lack of agglomeration economies, etc.) through active cooperation with area universities. Similarly, this calls for action by local and regional governments to improve the local business environment, by, for example, attracting new firms. Given these results, it seems plausible that a stimulation of skills in local labor markets (based on existing academic knowledge) is an effective strategy for encouraging innovation.
