With the fantastic growth of Internet usage, information search in documents of a special type called a "wiki page" that is written using a simple markup language, has become an important problem. This paper describes the software architectural model for indexing wiki texts in three languages (Russian, English, and German) and the interaction between the software components (GATE, Lemmatizer, and Synarcher). The inverted file index database was designed using visual tool DBDesigner. The rules for parsing Wikipedia texts are illustrated by examples. Two index databases of Russian Wikipedia (RW) and Simple English Wikipedia (SEW) are built and compared. The size of RW is by order of magnitude higher than SEW (number of words, lexemes), though the growth rate of number of pages in SEW was found to be 14% higher than in Russian, and the rate of acquisition of new words in SEW lexicon was 7% higher during a period of five months (from
INTRODUCTION
In the USA, the 2007 nationwide survey found that more than a third of adult Internet users (36%) consulted the online encyclopedia Wikipedia [Rainie07] . The popularity of encyclopedia is probably best explained by the sheer amount of material on the site, the wide coverage of topics and the freshness of data. Wikipedia (WP) continues to gain popularity among the broad masses because it has a high rank assigned by search engines. E.g., in March 17, 2007, over 70% of the visits to Wikipedia came from search engines, according to Hitwise data [Rainie07] . More over, the search system Koru analyses Wikipedia links to expand query terms [MilneWitten07] .
There are two kinds of data in Wikipedia: text and links (internal, external, interwiki, categories). Accordingly, three types of search algorithms 2 could be applied to the Wikipedia data: 3 1. Link analysis algorithms that, in their turn, may be classified into two categories:
• links are defined explicitly by hyperlinks (HITS [Kleinberg1999] , PageRank [Brin1998] , [Fortunato2005] , ArcRank [Berry2003] , Green [Ollivier2007] , WLVM [Milne07] );
• links are built automatically (Similarity Flooding [Melnik2002] , automatic synonym extraction in a dictionary [Blondel2002], [Blondel2004], [Berry2003] ); 2. Statistical text analysis (ESA [Gabrilovich2007] , the similarity of short texts [Sahami06] , constructing contextually similar words [Pantel2000] , the self-organizing map [LeeYang02] ); 3. Text and link analysis [Bharat1998] , [Maguitman2005] . The earlier developed adapted HITS algorithm (AHITS) [Krizhanovsky2006a] searches for related terms by analysing Wikipedia internal links. There are many algorithms for searching related terms in Wikipedia, which can do without full text search [Krizhanovsky07a] (Table 3 , p. 8). However, experimental comparison of algorithms [Gabrilovich2007] , [Krizhanovsky07a] shows that the best results were obtained with the statistical text analysis algorithm ESA.
This induce us to create the publicly available index database of Wikipedia (further referred to as WikIDF 4 ) and tools for database creation, which, as a whole, provides a full text search in the encyclopedia in particular, and in MediaWiki-based 5 wiki sites in general. Wikitext is text in a markup language that offers a simplified alternative to HTML. 6 Markup tags are useless for keyword search, and hence the wikitext should be converted to a text in natural language at the preliminary stage of indexing.
The developed software (the database and the indexing system) will allow scholars to analyse the obtained Wikipedia index database, and programmers to use this system as a part of their search engine in order to retrieve information from wiki sites.
Development of an index database and evaluation of the selected indexing method will require: -to design the architecture of the wiki indexing system; -to design the database (DB); -to define regular expression rules to translate the markup into a natural language; -to implement the software and carry out experiments. The structure of the paper follows these steps, with a final section summarizing the results.
ARCHITECTURE OF WIKI INDEXING SYSTEM
In the architecture of the wiki indexing system shown in Fig. 1 , interactions between the programs (GATE [Cunningham2005] , Lemmatizer [Sokirko01] , and Synarcher [Krizhanovsky2006a] ) are presented. The result produced by the system is the record level inverted index database 8 , which contains a list of references to documents for each word, or rather, for each lemma. The indexing system requires three groups of input parameters:
1. The Language that defines the language of Wikipedia (one of 254 as of 16 Jan 2008) and the language of lemmatizing.
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The language of WP should be defined in order to parse wikitext (see Fig. 1 , function "Convert wiki-format to text" of the software module "Wikipedia Application"). 2. Database location that is a set of parameters (host, port, login, password) for connecting to the remote database (WP and index). 3. TF-IDF constraints that define the size of the result index DB.
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6 See http://en.wikipedia.org/wiki/Wikitext. 7 The fantasy about the application of this architecture for thematic wiki indexing and text filtering see in [Smirnov08] . 8 See http://en.wikipedia.org/wiki/Inverted_index. 9 Since Lemmatizer has three internal databases (for Russian, English, and German). 10 E.g., the constraint of maximum number of relations word-document stored to the index DB. In experiments it was set equal to 1000, see Table 3 . The Control Application (Fig. 1) : (i) the lemmas, (ii) the relation between the lemma and the WP article, (iii) a lemma frequency list of the article and the whole corpus.
It should be noted that two functions of the module "Wikipedia Application" (Fig. 1) and API for access to "TF-IDF Index DB" were implemented in the program Synarcher. 
INDEX DATABASE DESIGN (TABLES AND RELATIONS)
The relational database [Codd90] is used to store indexing information. Major factors in designing the database architecture are:
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-the database is created only once, the result database is read-only (so, the questions of index merge, update, maintenance, or index corruption are out of scope); -wiki-and HTML-tags are stripped out from wikitexts; word forms are lemmatised and stored to the non-compressed database. Number of tables in the index DB, the Postfix "_id" in the names of tables' fields means that the field contains a unique identifier (Fig. 2) . The indexed (for speed) fields are listed below the horizontal line in the frames of tables. An one-tomany relation is defined between the tables term and term_page, and between page and term_page.
This database allows to obtain: -a list of lemmas of the document; 20 -a list of documents which contain word forms of the lexeme (defined by the given lemma).
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Let's recall the TF-IDF formula (1), since the database was designed with the aim of fitting it. There are D documents in a corpus. Given the term (lexeme) t i , a document weight w(t i ) can be calculated according to [Robertson2004]:
where TF i is the frequency of occurrence of the term t i within a specific document (field term_page.term_freq, or a value of the field term_freq of the index database table term_page), DF i is the number of documents containing the term t i (field term.doc_freq), inverse document frequency (idf) serves to filter out common terms.
The TF count could be normalized (to prevent a bias towards longer documents) considering the number of words in the document (field page.word_count). Thus, the indexing database allows to calculate inverse document frequency of the term, and TF-IDF weight w(t i ) of the document for a given term.
After the building of the index database it was found that the size of index is 26-38% of the size of the file with the texts to be indexed.
22, 23

WIKITEXT PARSING
The articles of Wikipedia are written in wikitexts. There is a need to convert the wikitext with the aim to strip out the wiki tags and to extract the text part of them. If this step is omitted then the first hundred of the most frequent words will contain special tags like "ref", "nbsp", "br" and others. 24 During the work, questions raised about wiki tags, whether they should be removed or parsed in another way. The questions (and parsing decisions were taken) are presented in Table 1 . The most interesting (in one-line of code) cases of transformations (in Table 1 ) are accompanied by regular expressions [Friedl2001] . 20 This number is constrained by user parameter N, so the title of N+1 page which contains word forms of a lemma will not be stored to the table term_page (in experiments N is 1000). 21 There is the same constraint: the maximum number of documents is less than 1000. 22 The figures 26-38% are the ratio of columns "Wikipedia Database: dump, size" to "Size of archived file of index DB dump" in Table 3 . 23 In the paper [Papadakos08] the result is better, namely the maximum value is 13%. 24 In fact, an analysis of the most frequent words obtained in index DB was allowed to find the tags of wikitext, which should be removed during the parsing. A code was rewritten and the database was generated again. 
The apostrophes are removed. This wikitext parser was implemented as one of the Java packages of the program Synarcher [Krizhanovsky2006a] . The Java regular expressions [Friedl2001] are widely used to transform elements of wikitext. The fragment of the Simple Wikipedia 29 article "Sakura" is presented in the left column of Table 2 . The result of parsing this fragment taking into account all the rules (presented above) is in the right column. 
API INDEX WIKIPEDIA DATABASE
There are the following application programming interfaces (API) to access Wikipedia data: -FUTEF API allows for searching within the English WP taking into account WP categories.
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The FUTEF web-service is based on Yahoo! search engine, the search result is a Javascript object JSON;
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-An interface to compute the semantic relatedness of words in WP [Ponzetto07] . The Java API refers to the Perl routines (via XML-RPC) that redirect requests to the MediaWiki software.
-Two interfaces to Wikipedia and Wiktionary [Zesch08] . Experiments were carry out for extracting data from English and German Wiktionary. The main drawback is the licence "for research purposes only".
-A set of interfaces to work with Wikipedia data stored in the XML database Sedna. 1. To get a list of terms for the given wiki article, the list is ordered by the TF-IDF weight; 2. To get a list of articles with word forms of the lexemes (defined by the given lemmas); the articles are ordered by term frequency (TF). (Fig. 2) are implemented in the package wikipedia.sql_idf of the program Synarcher.
II). Low level functions that allow querying separate tables of the WikIDF database
EXPERIMENTS ON CORPUS INDEX GENERATION
The developed software for indexing wiki-texts enabled to create an index databases of Simple English Wikipedia
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(further, denote SEW) and Russian Wikipedia 37 (RW) and to carry out experiments. The statistical data of the source / result databases and the parsing process are presented in Table 3 .
In The size of Russia Wikipedia is an order of magnitude higher than Simple English one (column "RW/SEW 08"): the number of articles is 9.5 times greater, the number of lexemes is 9.6 times, the number of total words is 14. The following list of the computer parameters and versions of the two main programs will add a sense to the parsing time presented in Table 3 : OS Debian 4.0 etch, Linux kernel 2.6.22.4, the AMD processor 2.6 GHz, 1 GB RAM, Java SE 1.6.0_03, MySQL 5.0.51a-3. Now let's turn to the interesting question of corpus linguistics related to word frequency.
ZIPF'S LAW EVALUATION ON TEXT CORPORA OF WIKIPEDIAS 41
The empirical Zipf's law states that the frequency of the word in a corpus is inversely proportional to the rank of the word in the list of words ordered by frequency [Manning99] (p. 23). Thus the second word (in the list) will be two times less frequent than the first one, third -tree times, etc. "One version of Zipf's law is that if we rank words in order of decreasing frequency in a large body of text, and plot a graph of the log of frequency against the log of rank, we get a straight line..." [Robertson2004] . The same graph we will plot. 42 On Fig. 3 words are set in descending order of word frequencies (along the abscissa). Values along the ordinate indicate logarithm of the word frequencies. The curve consisting of plus symbols is based on word frequencies from Russian Wikipedia ("RW 08"). 43 With the help of the method of least squares in the Scilab package [Campbell06] the following approximation curves (1) were calculated: у 100 RW for the first hundred of the most common words in corpus (Fig. 3, dash-dot   39 The size of the file "...-pages-articles.xml.bz2" that contains the texts of wiki articles. 40 "Lexeme-page" is the number of relations "lexeme-page" extracted from the corpus. It could be stored (to the index DB) no more than 1000 relations for one lexeme. The number 1000 is one of the input parameters of the indexing program (See TF-IDF constraints in Fig. 1 ). 41 We should admit that this question attracted our attention due to the figure titled "... word frequency in Wikipedia", see http://en.wikipedia.org/wiki/Zipf%27s_law#Related_laws. 42 The source code for the calculation of an approximation and visualisation of the result in Scilab package see Appendix, p. 16. 43 "RW 08" -see explanation to this abbreviation in previous chapter and in Table 3. curve of the blue color) and у 10K RW for 10 thousand common words (long dash curve of the pink color). (1)
The signs "Х" (on Fig. 3 ) indicate data from Simple Wikipedia "SEW 08". In the same way the following approximation curves (2) It should be noted that the approximation curve у 10K RW (on Fig. 3 ) is the more gently sloping curve (slope is −1.048) than the more steep sloping curve у 10K SEW (slope is −1.174) that corresponds to the English word frequencies decreased with faster lowering frequencies. This could be explained by several facts. Firstly, the size of Russian Wikipedia is an order of magnitude larger than Simple Wikipedia and hence a richer lexicon is used in order to explain more number of concepts. Secondly, the authors of Simple Wikipedia try to use the limited number of English words. Fig. 3 shows that the Zipf's law holds true for texts of Wikipedias, that is the curve on the graph with a log-log scale could be approximated good enough by a straight line. At this time, the law holds better for Simple Wikipedia (0.20) 44 than for Russian Wikipedia (0.23). This could be explained by simplified language characteristics or by differences between English and Russian. A definitive answer to this question will require a solving of an industrial scale problem that is the indexing of the huge English Wikipedia.
Frequency distributions of words in the two Wikipedias at two points of time are shown in Fig. 4 , that is curves correspond to four corpora (index databases) presented in Table 3 The upper and lower graphics are almost the same in Fig. 4 (abscissa, logarithmic scale) . The difference is that on the lower graphics, where a logarithmic scale is used on both axes. The similar behavior of the curves and an almost straight line in a log-log scale show that the Zipf's law holds for both Wikipedias during at least half a year. The following experiments based on data from the index database are left to the reader: a) take first 1000 words sorted by frequency in a corpus, order by number of documents, draw the curve; b) find a number of words with frequencies 1, 2, 3 ... 10 ... 1000 in a corpus (print table and draw a histogram); c) find a number of words with length 1, 2, 3 ... 30 (table and histogram); d) estimate the words' rank change over time (words popularity corresponds to the frequency of use), e.g. print a table with columns "word", "rank", "value of increase/decrease" (note that two index databases should be built for two Wikipedia dumps different in time); list N most common words which rank has changed maximally; e) find a number of different (unique) lexemes in a document (wiki page); estimate average and max number through all documents; find the same but normalized to the number of words in a document; list ten documents with the most rich lexicon (they contain the maximum relation between the number of unique lexemes and the number of words); solve inverse problem: list ten the most boring documents, that is long documents with the most poor lexicon.
CONCLUSIONS
It is not only the Internet that grows, the Wikipedia also grows up and unfolds in six-dimensional space [Geser07] :
1. Wikipedia is rapidly expanding to all major languages. 2. Total number of active collaborators is expanding. 3. The number of topics is increasing (a new group of users and a new language group may have their own interests). 4. The number of articles is rising. The articles (especially in «big» Wikipedias) have increased in the number of both the size of articles and the number of edits. 5. The internal cohesion (number of internal links, interwiki links, and categories) is increasing. 6. Wikipedia is more and more deeply "embedding" into the Web, i.e. number of external links is increasing.
Wiki is increasingly important for search engines. An indexing is an important part of a search engine work. The architecture and implementation of the wiki texts indexing application WikIDF are presented in the paper. The interaction of the programs GATE, Lemmatizer, and Synarcher during the indexing process is described. The result of the indexing process is a list of lemmas and frequencies of lexemes stored to a database. The design of this inverted file index database is presented. The rules of converting from wiki markup to NL text are proposed and implemented in the indexing system.
The index databases of Russian Wikipedia and Simple English Wikipedia are built and compared with one another. Evaluation of the Zipf's law performance for Wikipedia texts is presented.
