Enabling Internet connectivity for mobile objects that do not have a permanent home or regular movements is a challenge due to their varying energy budget, intermittent wireless connectivity, and inaccessibility. We present a hardware and software framework that offers robust data collection, adaptive execution of sensing tasks, and flexible remote reconfiguration of devices deployed on nomadic mobile objects such as animals. The framework addresses the overall complexity through a multitier architecture with low-tier devices operating on a tight energy-harvesting budget and high-tier cloud services offering seamless delay-tolerant presentation of data to end users. Based on our multiyear experience of applying this framework to animal tracking and monitoring applications, we present the main challenges that we have encountered, the design of software building blocks that address these challenges, and examples of the data we collected on flying foxes.
Tracking wildlife on a continental scale has received high research interest for decades due to its significance for ecological conservation and disease-spread monitoring. Ecologists are interested in understanding the movement of animals across different landscapes and environmental conditions, as this understanding can lead to better conservation and management decisions. 1 The significance of wildlife tracking is further amplified for species that can carry virulent and potentially deadly diseases, as the movement of animals correlates highly with the likelihood that the disease spreads across the landscape, as was the case with Ebola spread by fruit bats. 2 Recent work in wildlife tracking, however, falls short on addressing the above requirements. Most tracking projects collect either short-term frequent data or long-term sparse data, subject to very limited battery energy that is constrained by the weight of tracking nodes. Delay tolerance has been partially addressed in some efforts by logging data continuously and offloading it when connections resume. 4 For tracking systems over large spatial scales, however, base stations that serve as the data collection points typically act independently, without coordinating with other base stations. This creates potential for redundancies in data download as well as bandwidth and energy inefficiencies in the system. Finally, currently available systems do provide a degree of manual remote reconfiguration of sensor sampling schedules, such as GPS, but they do not support retasking or fully reprogramming nodes remotely. This limits the versatility of tracking studies once the nodes are deployed.
This article addresses the above challenges by proposing an architecture for long-term delay-tolerant networking, consisting of three tiers:
• mobile nodes, • gateways, and • cloud services.
Our mobile nodes include solar panels, GPS, and many low-power sensors, in addition to algorithms for energy-based sensor scheduling and delay-tolerant data collection. Our gateway nodes, which are spatially dispersed across an area spanning more than 2,000 km, synchronize data availability through the cloud services tier to ensure that data is downloaded only once throughout a continental-scale deployment. The architecture supports, in addition to remote reconfiguration, full remote reprogramming of the nodes once they are in contact with a base station, providing maximum versatility for long-term tracking studies. We showcase the features of our architecture through the motivating application of tracking flying foxes across Australia, which has inspired its original design.
CHALLENGES
Animal ethics considerations limit the form factor and weight of electronic devices attached to animals, and deployment-of-scale requirements limit the unit cost of tracking devices. Consequently, tracking devices will have limited computation, communication, data storage, and energy capacity available. Here, we distill the key technical challenges that we encountered in long-term animal-tracking applications.
Challenge 1: A Constrained and Variable Energy Budget
Due to stringent constraints for weight and form factor, mobile nodes need to rely on tiny batteries for energy storage. Most current work in animal tracking employs non-rechargeable batteries for high-frequency sampling. 5 Energy harvesting allows recharging the onboard batteries and thus allows for long-term operation. However, energy harvesting exposes new challenges with energy availability and sensor sampling as energy budgets are dynamic and unpredictable with an order-of-magnitude difference between the energy harvested on sunny summer and cloudy winter days. Therefore, the software needs to gracefully adapt to varying energy budgets and schedule sampling of sensors in accordance with the current battery state of charge, daily energy budget, and predicted activity of the mobile object.
Challenge 2: Intermittent Network Connectivity
Wildlife can roam vast areas each day, which are often remote and not within coverage of cellular networks. Satellite-based tracking systems provide global coverage but have limited bandwidth. High subscription costs and weight or energy constraints restrict their use. While commercial devices based on VHF radio offer opportunistic wireless download through a portable receiver, labor costs of such human-based data collection methods are prohibitive for large deployments. Animal-tracking projects have focused mainly on either a single base station, 6, 7 which limits their spatial scalability; a collection of contact logs 4 without capturing heterogeneous sensor data; or multimodal sensing without absolute position sampling. 5 Instead, our software framework is designed to offer seamless communication with local data buffering to support situations when animals leave a known area for weeks and return to a different area, possibly hundreds of kilometers away.
Challenge 3: Lack of Physical Access
Due to the nature of the deployment scenarios involving animals, physical access to nodes might not be possible after the initial deployment, as it is often infeasible to capture a tagged animal again. Therefore, mobile nodes need to operate on a near-perpetual basis without physical human intervention. However, our experience has shown that it is often necessary to verify that nodes operate correctly and to refine the initially selected sensing parameters as more data gets available. Therefore, it is important that the software framework provides methods for remote debugging and task configuration that operate over the wireless channel and handle intermittent connectivity between gateways and mobile nodes.
NETWORK ARCHITECTURE
The main challenge that we need to tackle is the lack of wireless communication infrastructure in a majority of the animal's habitat. Consequently, we based our system architecture around a sparse network of gateways that communicate directly with mobile nodes to download the most recent data and use the Internet to connect to a cloud-based service to deliver sensor data and to synchronize the metadata among gateways (see Figure 1 ).
Figure 1. Top:
A three-tier device architecture for delay-tolerant animal tracking and monitoring. Bottom left: A mobile node integrated into a collar for flying foxes (fruit bats). Bottom right: A gateway node built around a low-cost embedded Linux platform, which is mounted on the back of a solar panel.
Mobile Nodes (Tier 1)
The mobile nodes are attached to the monitored animal using specially designed collars or halters. When designing the mobile-node units, the form factor and weight restrictions heavily depend on the tagged species (e.g., animal ethics regulations require collars to weigh less than 5% of the animal's body weight, which is about 20 g for the flying fox example). Consequently, the energy budget, computational power, communication bandwidth, and storage capabilities of such devices are highly constrained. Mobile nodes feature multiple sensing modalities, persistent data storage, and a short-range wireless transceiver. 8 
Gateway Nodes (Tier 2)
The second tier consists of battery-and solar-powered gateway nodes, which are equipped with a short-range wireless radio to communicate with the mobile nodes. As the communication range of the mobile nodes is typically restricted to a few hundred meters, gateways are placed at strategic locations where animals tend to congregate (e.g., flying foxes' roosting camps and cattle drinking troughs) to maximize the opportunity of wireless connectivity with mobile nodes. Gateways can be connected to the Internet using a cellular network or point-to-point Wi-Fi links.
We implemented a framework for Remote Procedure Calls (RPC) with low overhead using bidirectional radio packets between a gateway and a mobile node. 9 Our framework provides the flexibility to implement high-level communication protocols for data downloads, remote configuration, or reprogramming on top of basic RPC commands (see the section "Intermittent Connectivity").
Cloud Services (Tier 3)
The third tier in our system consists of a cloud-based web service. As bandwidth is less restricted between gateway nodes and the cloud services, we employ standard Internet protocols such as HTTP and encode data into JavaScript Object Notation objects. At the core of Tier 3 is a REST 10 (Representational State Transfer) web service that provides hierarchical access to sensor data, the global node download state, node configuration information, and our system dashboard.
ENERGY CONSTRAINTS
The main challenge of the software architecture is to integrate devices operating in different system tiers and with different energy budgets. With the exception of the cloud services in Tier 3, individual devices might be duty-cycled and operate according to a schedule that depends on the available energy budget and mobile-node-related activity.
Mobile Nodes
We designed the application deployed on the mobile nodes to provide unsupervised long-term operation with energy awareness. The battery state of charge is subject to fluctuation, which depends largely on the energy consumed to execute sensing and communication tasks, and on the amount of harvested energy. 11 At the core of the mobile node's software is a task scheduler, which manages different sensing tasks based on the available energy and context, 12 as illustrated in Figure 2 . Figure 2 . The software architecture of our framework. Sensing tasks can be remotely configured using a set of simple rules that are evaluated at runtime by the energy-and context-aware task scheduler. Sensor readings from different sources are encoded into a Tagged Data Format (TDF) stream on the mobile node and decoded on the gateways before the data is forwarded to the cloud service. Gateway nodes can update the task configuration and program image remotely using RPC commands.
A task configuration defines entry and exit conditions such as the time of day, battery voltage, and context (e.g., animal motion detected) for each sensor process. The scheduler periodically checks all configurations and starts or terminates the corresponding task accordingly. Execution of sensing tasks based on the state of charge allows the graceful reduction of the amount of sensor data collected with a decreasing battery charge level. We show an example of this scheduling mechanism for a mobile node deployed on a flying fox in the top part of Figure 3 . Furthermore, multimodal sensing capabilities (e.g., inertial, audio, temperature, and pressure) can classify the node context further for optimal scheduling of energy-intensive operations, which can result in significant energy savings. 8 Figure 3 . Energy and time dynamics from flying-fox trackers. Top: Battery voltage measurement and GPS starts as reported by a mobile node attached to a free-living flying fox. The task scheduler adapts the sampling rate of the GPS receiver based on the battery voltage. Bottom: Distribution of the time interval between successive contacts with a wireless gateway for 73 flying foxes collared with tracking devices.
Gateway Nodes
Since a continuous power supply is often not available at suitable locations in animal congregation areas, we operate gateways using batteries and employ solar panels for energy harvesting. Operating the gateway and cellular-network transceiver on a duty cycle will result in intermittent connectivity to the cloud services. In order to optimize power usage, we prolong gateway operation when many packets are waiting to be downloaded from mobile nodes, while the gateway enters low-power mode when no mobile nodes are in proximity.
INTERMITTENT CONNECTIVITY
As mobile nodes spend only short time periods in areas with wireless connectivity, we need to provision for logging sensor data to local storage and provide delay-tolerant mechanisms to upload the data to the cloud services. For our flying-fox case study, we show the cumulative distribution function of the time interval between two subsequent contacts with a gateway node for 73 animals with collars in the bottom part of Figure 3 . While 70% of contacts recur daily, the remaining 30% of inter-contact intervals range between a couple of days to up to six-and-a-half weeks, highlighting the need to support delay tolerance. Furthermore, the software framework should support intermittent connectivity not only with the mobile nodes but also with the gateway nodes, which may be energy constrained themselves.
Data Storage and Transfer
We implemented a logging abstraction that is based on pages, whose size depends on the physical-storage medium (e.g., 256 bytes for common flash chips). We use unique page numbers to identify and retrieve data from the logger.
For transmission efficiency reasons, we store and transmit data in a binary format, the Tagged Data Format, 13 which encodes multiple sensor readings into a byte stream. Each sensor reading is stored with a unique sensor identifier, which defines how the value will be interpreted. All sensor samples are time-stamped at a granularity that fits application accuracy needs and storage constraints. 9 In line with recent approaches to store and transmit information from Internet of Things devices, 14 we advocate for separation of the actual data from metadata that defines how the data can be interpreted. In our case, the metadata information is stored at the cloud service to which gateways periodically synchronize (see Figure 2 ). Mobile nodes, on the other hand, keep a static version of the metadata, and backwards compatibility is ensured through creating new data types in the metadata rather than modifying the old ones.
Protocols for Delay-Tolerant Network Operation
We opted to implement our own lightweight protocol for delay-tolerant-network operation, rather than a standard protocol, such as the Bundle Protocol, 15 to fit the program memory and energy constraints of our platform. While the Bundle Protocol assumes that there are underlying transport and network layers and requires a convergence layer adapter for the underlying layer, our goal is a minimalistic design that has one-hop communication through a slotted Medium Access Control protocol. Organization of our system into three distinct tiers (mobile nodes, gateways, and cloud services) enables us to tailor communication between different tiers to meet the resource constraints imposed by the application scenario. At the mobile-node layer, we employ a unicast radio protocol based on the Contiki Rime 16 stack for node discovery and data transfers taking into account the highly asymmetric energy resources available at mobile and gateway nodes. Consequently, mobile nodes employ duty-cycling of the radio transceiver to reduce the power consumption, while gateway nodes can afford to keep their radio enabled for longer periods. Thereby, the mobile node's radio is enabled only briefly to broadcast a status packet, and unless the gateway requests the mobile node to keep its radio enabled, it will go back to sleep until the next beacon is due.
We implemented a mechanism to download sensor readings from the node using our RPC framework. Pages are sequentially transferred by requesting small chunks fitting into single radio packets. In real-world scenarios, we achieve a throughput between 4 and 6 pages per second. Since transfers are initiated by the gateway, the mobile node is not required to keep track of which data has already been downloaded.
Delay-Tolerant Operation with Multiple Gateways
Gateway nodes will forward data downloaded from mobile nodes to a web service, where sensor readings are then stored into the database. Mobile nodes periodically broadcast their maximum available page number, which is overheard by the gateway nodes when in proximity. We use a web service to provide the range of pages waiting for download. The gateway node will report successful page downloads to the web service to ensure that the same page will not be downloaded multiple times.
Gateway nodes keep a local copy of the global node state in case no Internet connection is available. In this case, data downloaded from mobile nodes is temporarily buffered on the gateway until connectivity resumes and data can be synchronized to the cloud services.
CONFIGURATION MANAGEMENT AND REMOTE DEBUGGING
Long-term tracking operation requires remote software inspection and control due to lack of physical access after the deployment. For energy efficiency, the system supports reconfigurability at different levels:
• changing parameters such as thresholds, • task reconfiguration, and • replacement of the program binary running on the node.
Remote instrumentation and debugging techniques have proven to be a crucial tool during initial prototyping and deployment phases. We leverage our RPC command framework (see the section "Network Architecture") for interactive memory inspection and to query the application state remotely.
Remote Configuration
We use a multilevel approach for remote configuration and modification of applications on mobile nodes. We keep a dedicated flash memory area for persistent storage of task configuration parameters, which can be read, added, modified, or removed using RPC commands. Therefore, small changes to the application, such as modifying sensor sampling rates, can be performed without the need for updating the full application code.
Wireless Reprogramming
Techniques for remote application updates are known as wireless reprogramming. In order to update the program code running on the node, we split the application image into several smaller chunks that can be transmitted using radio packets and reassembled at the node. While this approach allows replacement of the complete application, a considerable number of radio packets is required to transfer the new image, so it is used only for critical updates.
Delay-Tolerant Configuration Updates
Users might want to change the node configuration to adapt sensing tasks to a changing context or to address novel research questions. However, the specified nodes might not come into proximity of a gateway for several weeks. Therefore, we use a delay-tolerant approach to update the task configuration or the program code running on a node autonomously. Upon receiving a beacon packet from a mobile node, the gateway requests the task configuration from the web service and compares it to the actual configuration present on the node. If the configurations differ, the new task configuration is updated on the node, and the gateway notifies the cloud service. Similarly, we also compare the version number of the program image currently running on a node and update if necessary.
CONCLUSION
We have successfully implemented the proposed framework in the context of animal tracking and monitoring applications. It has become clear that a multitiered architecture is necessary to shift the computational and communication complexity away from inaccessible and resource-constrained devices toward the cloud. We have also established the value of multilevel reconfiguration features for nomadic devices without accessing them physically, ranging from simple parameter updates to wireless reprogramming, in real time or with delay tolerance, to maximize versatility as application requirements evolve over time.
Several services and abstractions turned out to be essential during prototyping, testing, and operation of these applications. First, the typed data storage abstraction offered the necessary flexibility with adding different sensing modalities to applications at various sampling rates. Next, the methods that we proposed for autonomous and delay-tolerant operation of mobile nodes proved to be of critical importance for tracking flying foxes, as data had to be buffered locally, possibly for weeks at a time, until the animal returned to a gateway, as shown in the GPS traces in Figure  4 . Furthermore, the adaptiveness of the software provided our domain scientists with an interactive tool to adjust sensor-sampling schemes based on retrospective data analysis or new scientific discoveries, which provides great benefits over deploying several generations of devices during the scientific-discovery process. Our network architecture uses direct communication between a mobile node and gateways. An alternative choice is to support data muling among mobile nodes so that returning nodes can relay data from remote nodes back to gateways. This approach has been shown to reduce the delivery delay and probability compared to the direct-communication approach 17 . However, data muling comes with the added cost of provisioning for forwarded data storage and transfer, which scales poorly for greater numbers of nodes and larger data volumes. While we did not enable data muling due to the storage and energy constraints of our system, we did log the identity and signal strength of all encounters between mobile nodes. This has provided interesting data on remote animals and a basis for studying the implications of data muling for this scenario.
While animal monitoring has helped motivate and mature our network architecture, we expect it to be useful more broadly in logistics to provide traceability of unpowered mobile assets across heterogeneous and spatially spread landscapes, such as food products in transit. An interesting direction for future research is how to leverage and direct mobile gateways, such as smart-phonebased gateways, to download data from nodes that never come within range of an infrastructure gateway.
