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1 Введение 
Настоящая лекция посвящена аналитическому исследованию 
векторных задач дифракции стороннего электромагнитного по­
ля на идеально проводящих тонких экранах. Эти задачи являют­
ся, по существу, классическими в электродинамике . Традицион­
ная (физическая) теория дифракции создавалась на протяжении 
нескольких етолетиИ Х. Гюйгенсом (1690), О . Френеле~ (1818), 
Г. Гельмгольцем (1859), Г. Р. Кирхгофом (1882), Д. Лармором 
(1903) и другими авторами . Однако бJ1а1·одаря работам А . Пуан­
каре (1892) и А. ЭоммерфеJiьда (1896) стало ясно, что в задачах 
дифракции электромагнитных волн речь идет о некоторой крае­
вой задаче математической физики . В общей постановке задача 
состоит в нахождении решений уравнений Максвелла, удовле­
творяющих определенным краевым условиям. К этому надо до­
бавить "усJJовия излучения" (Зоммерфельд, 1912), состонщие в 
том, что вся энергия , излучаемая источником, должна уходить в 
бесконечность . Кроме того , следует учитывать особое поведение 
полей в окрестности края поверхности тонкого экрана . Первое 
аналитическое решение задачи дифракции на идеально прово­
дящей полуплоскости было дано Зоммерфельдом (J 2). Уже это 
решение позволило сделать ряд важных выводов о поведении 
электромагнитного поля в ближней и дальней зоне, об особенно­
сти полей в окрестности края тонкого экрана, о поведении полей 
на бесконечности и т.д . 
Наиболее естественный подход к решению задачи дифракции 
электромагнитного поля на идеально проводящем тонком огра­
ниченном экране - сведение ее к векторному интегродифферен­
циальному уравнению на экране (40] . Такой подход часто назы­
вают методом поверхностных токов. Идея метода поsерхпостпых 
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токов принадлежит А . Пуанкаре (в акустических (скалярных) 
зада•tах этот метод разрабатывался Релеем (1897)). llпервые век­
торное интегродифференциальное уравнение на экране было по­
лучено А . Мауэ в 1949 году [45]. В наших обозначениях это урав­
нение имеет вид 
(1) Lи := gradт А (div и)+ k 2 Ати = f, х Е Q, 
где div - оnер~щия "поверхностной" дивеµгенции, А - интеграль­
ный оператор 
(2) J eiklr - yl Аи= lx _ YI и(у) ds, 
!1 
и - касательное к поверхности экрана 11 векторное поле (плот­
ность поверхностного тока). Индекс т показывает взятие каса­
тельных компонент к 11 соответствующего векторного 1юля . Цен­
тра.rrьной проблемой при исследовании разрешимости уравнения 
( 1) является выбор пространств для решений и для правых ча­
стей таким образом, чтобы обеспечить фредгольмовость (и , если 
удастся , однозначную разрешимость) этого уравнения в выбран­
ных пространствах . Кроме того, пространство решений должно 
быть достаточно широким и содержать все физически допусти-
мые поля . 
Изучение уравнения (1) было начато уже в работе А . Мауэ 
(45] . Позднее в фундаментальной монографии (40] была доказа­
на теорема единственности для решений уравнения (1) (и крае­
вой задачи дифракции) , исследовано поведение дифракционных 
полей на бесконечности и в окрестности гладкого края экрана, 
получены аналитические решения задач дифракции на тонком 
диске и на сфере . Интересно отметить, что в случае плоского 
экрана авторы записали уравнение ( 1), используя преобразова­
ние Фурье, в виде уравнения, которое тснсрь называют псевдо­
дифференциальным (сами авторы назвали его пссвдоинтеграль­
ным). 
Начиная с конца 40-х годов , Я . Н . Фельдом была опубJJико­
вана серия работ (38, 39], посвященных задаче дифракции на 
тонкнм экране . В этих работах предпринята попытка построе­
ния теории разрешимости краевой задачи дифракции в простран­
стве L1 (Q) (и Е L 1 (Щ) . Выбрать в качестве пространства реше­
ний уравнения (1) " традиционное" пространство L2 (Q) нельзя , 
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nоскольку оно яв.!Jяется слишком узким и не содержит реше­
ний с требуемой особенностью в окреснuсти края экрана (осо­
бенносrь известна , наnример , из ан1\Литического решения зада­
чи дифракции на полуnлоскости) . В работах Я. Н . Фельда выбор 
пространств согласован с поведением 1юлей в окрестности ребра, 
однако нет эффективного описания пространства образов опера­
тора , определяемого левой частью уравнения (1). 
После выхода в 1968 году монографии Р. Харрингтона (44] 
стали активно применяться численные методы (метод моментов, 
метод Галеркина) для решения задач дифракции на экранах раз­
личной формы, но без достаточного математического обоснова­
пю1, которое отсутствует и в настоящее время . Не иэучая свой­
ства оператора L (фрсдгольмовость, вид главной части и т.д . ), 
авторы ограничивались анализом внутренней (вычислительной) 
сходимости и сравнением результатов с ана.'lитическими реше­
ниями . Поэтому некоторые эффекты, связанные со специфиче­
скими свойствами оператора/; (о которых будет сказано ниже) , 
были упущены . 
Тем не менее в численных решениях задач дифракции на 
тонком экране был накоnлен большой опыт. Имеется несколь­
ко монографий [3, 11, 44, 48, 60] по решению задач дифракции 
па экранах различной формы. Отметим также работы, сыграв­
шие важную роль в развитии численных методов решения за­
дач дифрактщи на тонких экранах [4, 8, 46, 47, 54]. Не остана­
вливаясь подробно на анализе численных методов, заметим, что 
при расчетах применялись, в основном, метод моментов, метод 
конечных элементов и метод Галеркина с выбором простейших 
базисных и пробных функций (некоторые авторы все эти мето­
ды рассматривают как модификации метода моментов) . Совре­
менное состояние численных исследований подробно отражено 
в сборнике фундаментальных работ, опубликованных в период 
с 20-х по 90-е годы [42]. Следует однако подчеркнуть, что про­
блема эффективного чис.11енного решения задач дифракции на 
тонких экранах (в резонансном диапазоне частот, когда длина 
во;шы в 11ространстве сравнима с размерами экрана) в настоя­
щее время , по-видимому, пока не решена даже с использованием 
самых мощных современных ЭВМ . 
Особый класс составляют задачи дифракции на поверхностях 
вращения . При осесимме'I'ричном возбуждении еторt>ннего Э.1fе11:-
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тромагнитного 110J1я они приводят к одномерным уравнениям. 
При несимметричном возбуждении осевая симметрия учитыва­
ется посредством разложения в ряд Фурье по азимутальной пе­
ременно/.! решения и правой части уравнения (1). В результате 
подобной процедуры приходят к необходимости решения после­
дователыюсти одномерных уравнений по образующей поверхно­
сти вращения. Аналитические исследования и численные реше­
ния задач дифракции на поверхностях вращения содержатся в 
работах (3, 10, 11, 55]. Однако ана.11из задач дифракции на по­
верхностях вращения в корне отличается от общего случая (ди­
фракции на экране произвольной формы), поскольку изучаются, 
по существу, одномерные уравнения . 
Г. А. Гринбергом [6, 7] для случая плоского экрана была пред­
ложена процедура перехода от векторного интегродифференци­
а.~1ьного уравнения ( 1) к векторному интегральному уравнению 
на экране . Метод включает в себя решение еще двух дополни­
тельных краевых задач для уравнения Гельмгольца, причем од­
ну из них - в оnщем виде [11]. С нашей точки зрения такой прием 
не упрощает задачи. Отметим, что каких-либо выводов о разре­
шимости задачи дифракции на плоском экране не было сделано. 
Помимо попыток строгого решения уравнения ( 1) для анализа 
задач дифракции на тонком экране было предложено несколько 
различных подходов приближенного решения. В частности, ак­
тивно развивались асимптоти•1еские методы (1, 2, 37) . Не вдава­
ясь в подробное обсуждение асимптотических методов решения 
задач дифракции на незамкнутых поверхностях, укажем только 
их общий недостаток. До сих пор не решен вопрос о точности 
асимптотического решения и границах его применимости. С осо­
бой остротой этот вопрос встает в резонансной области частот, 
когда характерные размеры поверхности сравнимы с длиной воз­
буждаемой электромагнитной волны. 
Таким образом, в математической теории дифракции сложи­
лась ситуация, когда для решения задач используется большое 
количество приближенных, численных методов, известны неко­
торые аналитические решения задач дифракции на простейших 
поверхностях, исследованы частные случаи (поверхности враще­
ния), в то время как общей теории разрешимости не было по­
строено. Здесь под теорией разрешимости мы понимаем резуль­
таты, аналогичные классической теории потенциа.11а, то есть тео-
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ремы о сущсст1ювании и единственности решения краевой задачи 
и уравнения на экране (в подходящих пространствах) , теоремы 
о представимости решения краевой задачи в виде векторного по­
тенциала, теоремы о "скачках" предельных значений и т.д . 
Существует два KJ\acca задач, наиболее близких к задачам 
дифракции электромагнитных воJ111 на тонких экрю1ах . Это (век­
торные) задачи дифракции эJ1ектромагнитных волн на замкну­
тых идеально проводящих поверхностях и (ска.•1ярныс) задачи 
дифракции акустических волн на незамкнутых поверхностях. 
Первый класс задач отличается от рассматриваемых в насто­
ящей работе задач тем, что изучается дифракция на замкнутых 
поверхностях. Векторный характер зада•~ сохраняется , исследу­
ются краевые задачи для системы уравнений Максвелл<~.. Общая 
теория ра:3решимости электромагнитных задач дифракции на за­
мкнутых поверхностях была построена уже к концу 60-х годов. 
К. Мюллер [50] смог довести до определенной завершенности эту 
теорию, доказав теоремы существовании и единственности. Бла­
го..даря этому теория дифракции электромагнитных волн на за­
мкнутых поверхностях по своей внутренней замкнутости стала 
сравнимой с теорией потенциала. Современное изложение тео­
рии разрешимости для этого класса задач имеется в монографии 
Д. Колтона и Р. Кресса [17]. Докаэательство разрешимости крае­
вой задачи основано на сведении ее к интегрально~-1у уравнению 
Фредгольма 2-го рода по поверхности и опирается на теорему о 
"скачке" соответствующего векторного потенциала [17]. Уравне­
ние рассматривается в классах Гельдсра. К сожалению эта тех­
ника неприменима при исследовании задач дифракции на неза­
мкнутых поверхностях, поскольку по теореме "о скачке" вектор­
ный потенциал будет принимать различные значения с разных 
сторон Q, что противоречит непрерывности ноля . Поэтому для 
незамкнутых поверхностей можно получить только уравнение 1-
го рода (по традиционной терминоло1 ·ии). Уравнения 1-го рода на 
замкнутых поверхносп1х кратко рассматривались в [17] , однако 
их разрешимость устанавливалась сведением к уже изученному 
уравнению Фредгольма 2-го рода. 
Второй класс составляют задачи дифракции акустических 
волн на незамкнутых поверхностях . Несмотря на то, что эти за­
дачи скалярные, в них проявляется специфика задач на много­
образиях с краем. Теория разрешимости для этого круга задач 
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была построена недавно в работах [51, 52, 58, 59) (аналогичная 
теория для акустических задач дифракции на замкнутых поверх­
ностях известна давно [18, 19] ; се современное изложение имеется 
в работах [26, 43, 53]). Основным инструментом, позволяющим 
добиться прогресса в изучении зада•~ дифrакции акустических 
волн на незамкнутых поверхностях, стала техника исследова­
ния псевдодифференциальных операторов (ПДО), действующих 
в пространствах Соболева. 
К настоящему времеtш общая теория псевдодифференциаль­
ных операторов разработана достаточно полно и изложена в ра­
ботах Ю.В. Егорова и М.А. Шубина [9, 41], М. Тейлора [35], 
С. Рсмпеля и Б. Ц.Iульце [25) и других авторов. Первое система­
тическое испоJiьзование этой теории в задачах дифракции, по­
видимому, начал В. Вендланд [59). Им были рассмотрены дву­
мерные скалярные задачи дифракции на тонких экранах и раз­
вита соответствующая теория раэрешимости этих задач. Позд­
нее Э. Стефан (58) обобщил результаты на случай ограниченных 
;:,кранов в R3 с гладким краем. Отметим, •1то в рамках теории 
ПДО для скалярных задач этот переход осуществляется срав­
нителыю легко. Далее в работе [52) были рассмотрены экраны 
с угловыми точками и получены (численным методом) порядки 
сингулярности решений в окрестности этих точек, а также вве­
дены и описаны весовые к.'1ассы Соболева для самих решений. 
При решении задач дифракции на незамкнутых поверхностях 
мы будем использовать технику исследования IJДO на много­
образиях с краем, действующих в сечениях векторных расслое­
ний над П. При этом будут специально выбраны векторные про­
странства Соболева, отвечающие "физическим" требованиям за­
дачи дифракции. Такой подход будем называть методом псевдо­
дифференuиа.льных уравнений. 
Имеется еще ряд задач , которые также могут быть рассмо­
трены описываемым методом псевдодифференциальных уравне­
ний . В частности, за;~:ача дифракции электромагнитного поля на. 
отверстии в плоском, идеально проводящем экране. Эта задача 
является двойственной к задаче дифрак1щи на плоском ограни­
ченном экране и приводит к тому же векторному интегродиф­
ференциа.111,ному уравнению ( 1 ). Задача дифракции на. частич­
но экранированном магнитодю~лектрическом слое отличается от 
предыдущей наличием ма1·нитодиэлектрического заполнения и 
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до110J1нител1>ной экранирующей идеально проводящей плоскости 
в одном из нолупространств. Задача обычно решается с помо­
щью введения функций Грина слоя для -уравнения Гельм1·оль­
ца . Основной трудностью здесь является постановка условий на 
бесконечности. Эти условия были сформулированы А. Г. Свеш­
никовым (27) и П. Вернером (49), и носят название парциальных 
условий излучения Свешникова - Вернера. Задача дифракции на 
частично экранированном слое также сводится к решению урав­
нения на отверстии. Ещf' одна задача дифракции - о связи через 
отверстие полупространства с прямоугольным полубесконечным 
волноводом . В этой 3адаче уже не11осппо•шu использования од­
ной ска.11ярной функции Грина для нредставления решения в ци­
линдрической области . Используется представление решения с 
помощью двух функций Грина со смешанными граничными усло­
виями . На бесконечности применяются условия излучения Свеш­
никова. 
. Последние три за.п.ачи принадлежат к классу задач о свнзи 
объемов через отверстие. Все они приводят к одному типу ин­
тегродифференциальных уравнений на отверстии. Теория разре­
шимости для этого круга задач также была построена методом 
псевдодифферснциальных уравнений (61 , 62). 
Исследуем векторную задачу дифракции стороннего элек­
тромагнитного поля на системе ограниченных идеально прово­
дящих экранов произвольной формы Q . Основная идея изучения 
задачи заключается в переходе к анализу некоторого псевдодиф­
ференциального оператора на П. Поверхность ri естественным 
образом рассматривается как подмногообразие с краем некоторо-
1·0 объемлющего многообразия Мс римановой метрикой . Исполь­
зуется техника исследования псевдодифференциалъных операто­
ров на многообразиях в пространствах Соболева сечений вектор­
ных расслоений, так как приходится иметь дело с пространства­
ми касательных векторов, определенных в каждой точке поверх­
ности, то есть с касательным расслоением. Пространства реше­
ний и образов (W и W') состоят из сечений векторных расслое­
ний над П . Для анализа дифференциальных и лсевдодифферен­
циальных операторов на П используется исчисление символов 
ПДО, действующих в сечениях векторных расслоений (22, 25) . 
В параграфе 2 рассматривается квазиклассическая постанов­
ка задачи дифракции. Она отличается от общспринЯ'l'Ой тем, qто 
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не конкретизируется поведение решений в окрестности ребер и 
угловых точек экрана, а ставится общее условие принадлежно­
сти рассеянного поля пространству Lf0 c(R3 )- условие конечности 
энергии в любом ограниченном объеме . Такой подход объясняет­
ся тем, что в дальнейшем будут изучаться обобщенные решения 
интегродифференциального уравнения на экране и постановка 
дополнительных условий на "ребре" будет излишне сужать про­
странство решений . В то же время нет необходимости рассматри­
вать обобщенные решения во всем пространстве R3 , так как без 
труда доказывается, что рассеянное поле будет гладким всюду 
вне экрана и непрерывным вплоть до поверхности экрана с ка­
ждой стороны, исключая точки его границы. Такая постановка 
позволяет избежать ненужных усложнений, связанных с обоб­
щенными решениями, при построении и анализе векторных по­
тенциалов. Приводится теорема единственности для задачи ди­
фракции. 
В параграфе 3 вводятся векторные пространства распределе­
ний W и И-' ' , в которых будет изучаться интегродифференци­
алыюе уравнение на экране . Доказываются предложения, опи­
сывающие основные свойства этих пространств, наиболее важ­
ное из которых - разложение W в прямую сумму ортогональных 
подпространств W1 и W2 (дJJЯ IV' - W1 и W2 ), ПОЗВОJIЯЮЩСе в 
дальнейшем получить диагональное расщепление главной части 
ПДО и исследовать его свойства. 
В параграфе 4 исследуется представление полей в виде век­
торного потенциала и выводится основное интегродифференци­
альное уравнение на экране . Решение задачи дифракции с помо­
щью введения векторных потенциалов не только естественно и 
удобно с теоретической точки зрения, но и наиболее важно для 
приложений, поскольку именно этот путь чаще всего использу­
ются для получения практических численных результатов. 
В параграфе 5 интегродифференциальное уравнение рассма­
тривается как псевдодифференциальное. Особенностью этого 
уравнения является то , что главный (формально) матричный 
символ оказывается вырожденным, и поэтому изучение уравне­
ния на декартовом произведении двух экземпляров некоторого 
пространства крайне неудобно. Обойти эту трудность удается 
рассматривая уравнение на "несимметричном" пространстве W , 
согласованном с квадратичной формой псевдодифференциально-
21 
го оператора. Определяется обобщенное решение и Е И' ПД урав­
нения. 
Параграф 6 является центральным. Здесь производится диа­
гональное расщепление главной части ПДО на подпространствах 
И'1 и И-'2 . Этот момент является ключевым при анализе свойств 
оператора . Рассматривая сужение ПДО на W1 и ~V2, выясняет­
ся структура полного символа оператора и доказывается фред­
гольмовость оператора с нулевым индексом в пространствах 
W ___, И-''. Значение этих результатов выходит далеко за рамки 
доказываемых ниже теорем о раэрешимости уравнения. Знание 
структуры ПДО является очень важным при выборе численного 
метода решения ПД уравнения, базисных и пробных функций в 
методе Га.11сркина, при анализе сходимости численного алгорит­
ма и т.д. 
Одним из приложений полученных результатов является вы­
яснение вопроса о гладкости. обобщенных решений при гладких 
правых частях в ПД уравнении, который рассматривается в па­
раграфе 7. Наиболее интересный д.11я практических приложе­
ний вопрос - о порядке сингулярности решения ПД уравнения 
в окрестности границы и ее угловых точек . Осtювываясь на све­
дении общего векторного ПД уравнения к двум уравнениям вида 
( 1-Д )'f 11 2 = f, и используя результаты о решении таких уравне­
ний в весовых классах Соболева (52]. уста11авливается величина 
порядка сингулярности решения о окрестности точек границы в 
векторной задаче . 
В параграфе 8 изучается зависимость решений ПД уравне­
ния и исходной задачи дифракции от параметра k . Доказывается 
справедливость принципа предельного поглощения. 
В параграфе 9 рассматривается численный метод Галеркина 
для решения интегродифференциалыюго уравнения на экране. 
Он основан на специальном выборе безроторных и бездивергент­
ных базисных и тестовых функrщй. Представлена теорема о схо­
димости метода Галеркина. Видимо, эта теорема является пока 
единственным метематически строгим результатом о сходимости 
численного метода для решения уравнения на экране . 
Результаты, изложенные в настоящей лекции, содержатся в 
работах [61, 62, 14, 28, 29, 30, 31, 32, 33, 34] . 
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2 Постановка задачи дифракции. 
Теорема единственности 
Пусть М - замкнутая связная ориентированная поверхность 
в R 3 класса С00 • Пусть n с М, 
·- объединение конечного числа связных ориентированных неза­
м"нутых и иепересекающихся поверхностей класса С00 в R3 . 
Край дПi = nj \ rlj поверхности Пj есть кусочно-гладкая кри­
вая без точек самопересечения, состоящая из конечного числа 
простых дуг класса С00 , сходящихся под углами, отличными от 
нулевого: r = дn = u дrlj. 
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Задача дифракции стороннего монохроматического электро-
магнитного поля Е0 , н 0 на бесконечно тонком идеально проводя­
щем экране n. расположенном в свободном пространстве с вол­
новым числом k, k2 = r....1 2µ(€ + iuw- 1 ) , Im k 2:: О (k -:f. О), состоит 
в определении рассеянного электромагнитtюго поля 
удовлетворяющего однородным уравнениям Максвелла 
(4) 
RotH 
RotE 
-ikE, 
ikH , xER3 \f2, 
краевым условиям для касательных составляющих электриче­
ского поля па поверхности экрана 
(5) 
условиям конечности энергии в любом ограниченном объеме про-
страпства 
{6) 
~f усJJовиям на бесконечности 
(7) Е, Н = o{r- 1) , r := lxl--> оо при Imk >О; 
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Н Х Cr - Е = 0(1·- 1 ), Е Х er + Н = o(r- 1), 
(8) E,If=O(r- 1 ) , 1·->ooпpиlmk=O 
(условия Сильвера-Мюллсра (17] ). Здесь er = x/lxl, х - означает 
векторное проиэведение; г6 := {х : lx - YI < 6 'у Е Г}. Электро­
магнитные поля гармонически зависят от времени (множитель 
exp(-i"'1l) опущен), u.; > О - кµуговая частота, [ > О , /l > О - ди­
электrическая и ма~·нитная проницаемости , и 2: О -проводимость 
среды. М + и Jl,f _ - соответственно внешность и внутренность по­
верхности М. Через// будем обозначать единичный вектор внеш­
ней нормали к Л1 . Для полного поля Еполн = Е0 + Е , пполн. = 
н0 +н. 
Будем предполагать, что все источники падающего поля на­
ходятся вне экрана О так, что для некоторого Б > О 
отк у да следует, что 
( 10) 
Обычно падающее поле - это либо плоская волна, либо эJ1ектри­
ческий или магнитный диполь (2], расположенный вне Q. В этих 
случаях условия (9),( 10) выполнены. Поле Е0 , Н 0 является ре­
шением системы уравнений Максвелла в свободном пространстве 
без экрана. 
ОпределениР- 1 Решение Е, Jl зада-чи (4)-(8), удовлетворяющее 
условию (3), будем называть квазик.л.асси-ческим . 
Такое название обусловлено тем, что, во-первых, как и в 
классической постановке , разыскивается гладкое, непрерывное 
вплоть до !:2 (с каждой стороны) решение, а, во-вторых, в (3)-
(8) не конкретизируется поведене решения в окрестности Г , и 
ставится общее условие (6) (решение задачи не будет непрерыв­
ным вплоть до ТТ; в окрестности Г функции Е, Н имеют особен­
ность) . Часто условие (6) заменяют более жесткими условиями 
Мейкснера (21], указывая порядок особенности компонент поля в 
окрестности "ребра". Но в окрестности угловых точек границы Г 
такие условия неизвестны (они будут обсуждаться в параграфе 
7). 
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Условия (8) на бесконечности эквивалентны у;:;ловиям Зом­
мерфельда (/m k = О, k i О) 
( ll) !_(E)- ·k(E)- (_ 1) (Е)-о(- 1 ) 8r Il i Н - о r , Н - r , r~ оо, 
которые иногда легче проверить. Доказательство этого утвер­
ждения имеется в (17]. Условия (7), (8), (11) выпо.г~няюто1 рав­
номерно по всем нанравления:м er. 
Имеет место теорема единственности для задачи (3)-(8). До­
казательство опирается па энергетическое тождество, получае­
мое с помощью леммы Лоренца . Однако обычно эта лемма уста­
навливается для гладких Е, Н (13], в то время как в нашем слу­
чае поля Е, Н будут иметь особенности в окрестности Г. Обоб­
щение результатов на этот случай не совсем элементарно и пред­
ставлено в [61, 62]. 
Теорема 1 Зада'tа (3)-(8) при lm k 2::: О, k f О имеет не более 
одного решеиtt.я . 
З Пространства W и W' сечениii 
векторных расслоениii. над П 
Пусть М - замкнутая связная ориентированная поверхность в 
R3 класса С00 (замкнутая поверхность - это двумерное компакт­
ное многообразие без края). Пусть ft С М - подмногообразие с 
краем многообразия М, не обязательно связанное, с конечным 
числом компонент связности, каждая из которых имеет размер­
ность два. Предполагаем, что край Г := дQ - кусочно-гладкая 
кривая без точек самопересечения класса ссо. 
Обозначим через ТМ касательное расслоение над М со стан­
дартным скалярным произведением в слое Txlvf (касательной 
плоскости). Фиксируем И = {И0 } - конечное покрытие М ко­
ординатными окрестностями, Хо : И0 ~ Va С R2 - .rюкаJJьные 
карты и {ipa} - подчиненное покрытию И разбиение единицы. 
Для всякого гладкого сечения и Е С00 (М) расслоения ТМ вве­
дем функции (24] 
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отождествляя множество U0 с его образом в R2 . Для скалярной 
функции у Е С00 (М) пола~·асм Уо: = 'Ро:У· Онредслим простран­
ство Соболева Н'(М) как нополнение С00 (М) по норме l\ · lls для 
любого s Е R, где 
llиl\; = L)llи~,IJ; + IJи;IJ;), 1\911; = L Jloal\; · 
" " 
(Скалярное произведение и норма в Н'(R2 ) определяется обыч­
ным образом 
(и , 1;), = j I0 2'uЦ)vI0 ц , 
llиll; = (и,и),; Ю := (1+11~11 2 ) 112 . 
Через u обозначено преобразование Фурье распределения и. Здесь 
и всюду ниже, где не указана область интегрирования, подразу­
мевается интеграл по R2 . В дальнейшем нас будут интересовать 
1·лавным образом пространства вектор-функций, поэтому через 
u,v будем обозначать векторы и= (и 1 ,и2 )т, v = (11 1 ,1• 2 )т и т.д . 
. При этом в записи и Е Н', н• уже понимается как декартово 
произведе/!Иf' двух экземпляров пространства Н' со скалярным 
нроизведением и нормой 
(и,v), =(и 1 .v 1 ),+(и2 ,v2 ), = jю2·U(~)-v(Od~, 
\lиll; = llи 1 ll; + llи 2 ll; = jю2'\U(~)l 2 d~. 
Сохраним те же обозначения для пространств и в векторном слу­
чае.) Для другого покрытия, другого разбиения единицы и дру­
гих карт получите.я эквивалентная норма. Таким образом про­
странство Н • ( М) определено корректно. 
Положим для любого s Е R [25] 
Н'(Щ := {иj 11 : и Е Н'(М)}, 
Й'(ri.) :={и Е Н'(М): suppu с Q"} . 
Пространство Й'(f2) может быть получено замыканием C~(Q) 
по норме 11 ·1/ .•. Отметим, что обозначения· для Н' в скалярном и 
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в векторном случае совпадают, однако из контекста всегда ясно, 
о каком пространстве идет речь. 
Определим операции "поверхностной дивергенции и градиен­
та" . Будем считать, что покрытие И и локальные карты выбра­
ны так , что первая квадратичная форма поверхности И = U0 в 
локальных координатах имеет вид d/ 2 = G'(x 1, x 2 )(dxi + dx~); 
G = Ga (этого всегда можно добиться; см.[23, С.111]). Положим 
в каждой И = U0 
1 ( дg дg ) 
gradg = VG д.х~ е1 + дх 2 е2 . 
Тогда для и Е С0 (П), g Е СQ'(Щ : 
div и = L di·u u0 , grad g = L grad Ус" 
а а 
где 1.1-а = 'PcrV , 9а = <t'a9· 
Далее, определим гильбертово пространство iv = W(fi) как 
пополнение СQ'(П) по норме 11 · llw 
llиll~ = l!иll:_1/2 + lldi11 иll:.1/2 
со скалярным произведением 
(и, v)iv =(и , i1)_1/2 + (div и , divv)-1/2 · 
Пусть Wi есть замыкание по норме 11 · llw W,0 (i = 1, 2): 
W1 =~.где W~ :={и Е Сl°(П): divv =О}, 
~V2 =~ . где W~ :={и Е С0 (П) : и= gradh,h Е СQ'(Щ}. 
Следующие Предложения описывают свойства пространства W 
[61, 62] . 
Предложение 1 Пространство \IV разлагаете.я в прямую сум­
.му замкнутых подпространств И\ и IV2 : 
27 
Пр~ложение 2 
И/ = {и Е й- 1 ! 2 (П): divu Е Гг 1 1 2 (П)} . 
Пр~ложенне З Имеют место не11рерыв11ые вложени.я 
и оценА:u норм 
\\ull-112 ~ \\u\\w $ Cul\u\11/2· 
/{роме того . 
l\иllw = \lu\\-1/2 
для и Е И"1 , 
Введем операции, определяемые в локальных координатах в 
окрестности И= U0 следующим образом : 
1 1 ( дg дg ) grad g = -G ~е1 - -
8 
е2 ; 
u:i.:2 Х 1 
в общем случае для и= L Ua, g = L 9а 
" а 
l'Oiv и= L roiv u0 , 
а 
grad' g = L gt·ad' 9а. 
а 
Рассмотрим разложение и= u 1 + и2 , и 1 Е ~V1 , и~ Е W2 , более 
подробно . Всякий элемент и Е CQ°(!'2) представим в виде 
и = (1 - Р)и + Ри = grad' g + grad h = 
grad' д - 1 (тotv и)+ grad д - 1(div и); 
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Действие проекторов Р и 1 - Р на всем W доонределяется до 
непрерывности . Очевидно, что 
div grad' g = О ; rot" grad h = О . 
Ниже используются две фор:-.1улы, являющиеся следствием 
общей формулы Стокса (23]: 
(12) j u·g1·adbds=-J(divu)Ьds, 
м м 
(13) j 11 · g1·ad1bds = -J(rot ,, u)bds ; 
м м 
и , ЬЕС00 (М) . 
Формулы (12), (13) могут быть получены с помощью перехода к 
лока..r~ьным координатам . 
Следующие Предложеиия описывают свойства нространства 
I-V' = (W(TT))' - антидвойственноrо к W (61 , 62] . 
Пр~.дложение 4 
W' = {!/11 : f Е н- 1 f 2 (М), rot" f Е н- 1 1 2 (М)}; 
н112(n) с W' с н-112(щ. 
Замечание 1 С00 (П) плотно в W' . 
Предложение 5 Пространство W' разлагае те.я в прямую сум­
му за.л.tкнутъtх подпространст1З 
!Ф'' = W 1 ЕЕ! w· 2 ' где 
iV 1 := {! Е ~V' : dit• f =О}, 
И' 2 := {! Е ~V' : 1·ot" J =О} . 
Отметим, что все результаты параграфа 3 остаются в силе, 
если вместо подмногообразия с краем ТТ рассматривать много­
образие без края М. 
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4 Представление решениii и система 
интегродифференциальных уравне­
ний на экранах 
Будем искать решение задачи (3) - (8) в виде векторного по-
тенциала 
(14) 
(15) 
Е = ik- 1 (GradDiv (A1u) + k 2 А1и), 
Н = Rot (А 1 и) , 
( 16) 1 J eiklx-yl А 1 и=- I 1 и(y)ds ; 471" х - у 
n 
Здесь и(у) - касательное векторное поле , заданное на f2 ; и(у) · 
v(y) = О для всех у Е П , где v(y) - единичный вектор нормали 
к n в точке у. Физический смысл и - плотность поверхностного 
тока на n. 
Будем предполагать, что и удовлетворяет условиям 
(17) 
(18) 
и Е И!(ТТ), 
и, dii• и Е С 1 (Щ. 
Переходя к ,rюкальным координатам, нетрудно доказать, что 
Как показано в (43) оператор А 1 действует непрерывно в про-
странства.х 
Нетрудно доказать, что 
Div (А1и) = Ai(divu), х fi n, и Е W. 
Это равенство достаточно доказать для функций и Е C0 (r2), в 
силу плотности этого множества в JtV и в й- 1 1 2 (П") . При этом 
будем иметь A 1(div и) Е H1~0 (R3 ). 
Если и удовлетворяет условиям (17) ,(18) , тu (11) эквивалент-
но 
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Поля Е, НЕ C 00 (R3 \Q), определяемые по формулам (14),(15) 
(или (19)), удовлетворяют уравнениям Максвелла (4) в R3 \ ТТ и 
условиям на бесконечности (7) , (8) (или (11)). Это сразу следует 
из свойств ядра в интегральном представлении (16) и выбора 
Е, Н в виде ( 14), ( 15) . 
Имеют место утверждения, для предельных значений Е и Н, 
когда точках опускается на st . Пусть х Е n. Тогда касательные 
компоненты поля Е и нормальная компонента поля Н непрерыв­
ны вплоть ДО n (искючая точки края Г) . Точнее, 
liш v(x) х Е(х + v(x)t) = v(x) х Е(О)(х), 
t-0 
limv(x) · Н(х + v(x)t) = v(x) · Н( о ) (х) ; х Е П . 
t-0 
Для нормальной компоненты поля Е и касательных компонент 
поля Н имеем формулы 
(20) lim v(x) · Е(х + v(x)t) = =F,ikdivu(x) + v(x) · Е(О)(х), 
i-±o 2 • 
(21 llim v(x) х Н(х + v(x)t) = ±~и(х) + v(x) х Н(о ) (х) ; х Е П , {-±о 2 
где 
4; k (/ G ,ad, ( ~~: : 11 d;" и(у)) •=• d• + k' f ~~l~-:i u( у) d,) 
H (OJ(x) = 4~ J Hotx ( ei~l~-:ll u(y)) х=х ds, 
п 
а сиttгуJ1яр11ые интегралы понимаются в смысле главного значе­
ния по Коши . 
Из (21) получаем 
(22) u(x) = [v(x) х Н(х)Jп, х Е П, 
где [ · )51 означает разность 11редельных значений при t - +О и 
t _,. -0, х = х + v(x)l , в точках х Е n. Эта формула объясняет 
физический смысл и . 
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ДоопредеJ1им касательные составJiяющие поля Н и нормаль­
ную компоненту поля Е с каждой стороны П по формулам (20), 
(21). Тогда Е, Н будут непрерывны (с каждой стороны) в точках 
Q и условие (3) выполняется. Краевое условие (5) приводит к 
и11тегродифференциал1>ному уравнению для и. Опуская точку х 
на П , из (8) и (19) , будем иметь 
(23) gradт A(div и)+ k 2 Ати = f; х Е Q, 
(24) ! eiklx-yl Аи= lx _ yj и(у) ds, 
ri 
(25) 
Как было показано выше 
(26) 
Тогда из (15), (19), (16) иаходим , что Е, НЕ Ц0с(R3) при и Е W 
и условие (6) конечности знергии в любом ограниченном объеме 
также выполнено. 
Таким образом, если и является решением (23) и удовлетво­
ряет условиям (17), (18), то формулы (14) - (16) (или (19)) дают 
квазиклассическое решение задачи (3) - (8) па Q. Кроме того, 
если и нетривиа.пьнос решение, то, в силу (22), Е, Н - также не­
тривиальное решение (3) - (8). Тогда из теоремы единственности 
следует 
Теорема 2 Уравнение (23) имеет не более одного решения, удо­
влетворяющего услови.ям {17). (18). 
В следующих параграфах будет доказано, что при lm k ;::: О, 
r -:f О уравнение (23) всегда разрешимо. Позтому формулы ( 14) -
(16), ( 19) дают (единственное) решение задачи (3)-(8). Тем самым 
будет установлено, что всякое решение (3)-(8) представимо в виде 
векторного потенциала. 
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5 Сведение задачи к векторному псев­
додифференциальному уравнению на 
r2 
Рассмотрим ядро интегрального оператора (24). Фиксируем 
а, U = Ио, V = Va. Пусть х- 1 : V -+ И, х = х- 1 (х) Е И, 
х = (х 1 ,х 2 ) Е \/ - Jюка..льные координаты на И; х = (х 1 ,х2 ,хз). 
Имеем 
где Ф(х , х 0 ) Е ссх;· р,; х \/ ) (так как поверхность И класса С00 ) и 
Ф(х, хо)> О приз:, хо Е V; кроме того Ф(х , хо)= Ф(хо, х). Да.лее , 
Ф(х, хо)= 6(хо)+П(х, хо), 6(хо) := Ф(хо, хо), П Е C 00 (Vx V), 
причем П(х0 , ха) = О при хо Е V. Тогда 
eikjx-yj eikФ(x,:ro)l:r-:rol 
lx - YI - Ф(х, xo)lx - xol -
e-lx-xol п (х х ) 
-lr-:rol 1 ' о 1 IФ ( ) ф ( ) = ее )I 1 +С 1 1 + Х - Хо 1 Х, Хо + ~ Х, Ха , хо х - хо х - з~о 
где П 1 ,Ф 1 ,Ф2 Е C 00 (V х \/), П1(ха,хо) =О при хо Е V. 
Дифференциал площади на поверхности U представим в виде 
ds = G(x) dx, G(x)::::: G(xo)+Q(;i:, Хо), G Е C00 (V), Q Е C 00 (VxV); 
Q(x, хо) : = G(x) - G(xo) и Q(xo, хо)= О при хо Е V. 
Объединяя все формулы можно записать 
(27) 
eikФ(r ,xo)lr-xol 
Ф(x,xo)lx-xolG(x) = 
= G(xo)e-lx-xol + В(хо) · (х - хо) e-lx-:rol+ 
6(xo)lx - Xol \х - Хо\ 
1 1 ( ~ х - хо ) х - х 0 +е- х-хо lx - xol F(xo) 1 1 . 1· 1 + 
х - хо х - ха 
+lx - хоlФ1(х, .ro) + Ф2(х, ха), 
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где G, 0 Е C""(v'), G(xo) > О, 0(хо) > О при ха Е V; вектор и 
матрица В, F Е c 00 (i1 ), а функции Ф1, Ф2 Е C 00 (V х v'). 
Будем рассматривать опер;поры А (действующий па функ­
ции) и Ат (действующий в сечениях векторных расслоений) как 
псевдодифферснциальные операторы на многообразии f\1 или n, 
в зависимости от ситуации. Для любой координатной окрестно­
сти U = U01 , и, соответственно, V = Va, определим ограничение 
А и Ат на V no формулам 
А \1 = р\1 Aq\,- : С0 ( v') -+ С''° (V), 
Av = P\'Aтqv : CQ"°( V)-+ C°"(v' ), 
где qi' : Cg'(V) - С00 (М) - естественное вложение (продолжение 
нулем вне V), а pv : С00(М) -+ Cro(\/ ) - оператор ограничения , 
переnодящий f в Jlv . Здесь пе делается различия в обозна•1ениях 
для операторов qv, pv и пространств С0 , С00 в " скалярном" и 
"векторном" слу•ше. Если Av и Ai' превращаются в скалярный 
и матричный ПДО, то А и Ат - ПДО на многообразии М [9] или 
на n, если рассматривать ограничение А и Ат на r2 : 
А: С0(Щ-+ С00 (Щ, Ат : C0 (r2)-+ С00 (Щ. 
Определим действие оператора А на C0 (r2) . Поскольку тре­
буется знать лишь значения Аи в точках х Е n (или х Е М). то 
используем представление для А 1: в виде: 
(28) 
= J ао(хо) -lx-xol ( ·) d. + J -lx-xol В(хо) . (х - хо) ( ) d + 
1 l
e их х е I I и х х х - хо х - х о 
v v 
+ j 77(lx-xal)lx-xolФ1(xo,x-xo)u(x)dx+ 
v 
+ j 77(\х - хо\)Ф2(хо, х - хо)и(х) dx; 
v 
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G'{xo) ~ ао(хо) := G(xo) = vG(xo) ; 
тт(t) = 1 при t :5 R, тт(t) = О при t 2:: 2R - бесконечно дифферен­
цируемая " функция-срезка" , а R выбрано столь большим, чтобы 
7Z(lx - x0 j) = 1 при х,хо Е V. Кроме того, в (28) Ф;(хо , х - хо)= 
Ф;(х, Хо) , х, Хо Е V; функции W; Е cou(v х R2 ) гладко продол­
жены на R.2 по второму аргументу. Очевидно, что формулы (24) 
и (28) порождают один и тот же оператор при х , Хо Е V и его 
определение не зависит от выбора функции 77. 
Каждое слагаемое в (28) есть интегральный оператор типа 
свертки . Вычислим преобразование Фурье ядер первых трех опе­
раторов и обозначим через Ь1 (хо, О и Ь2 (хо , О преобразования 
Фурье функций 77(jxj)ix!Ф1(xo, х) и 77(jxj)Ф2(xo, х) по аргументу 
х. Тогда (28) можно переписать в ниде 
(29) 
= J ао(~о) U(Oeixo € df, - i J В(~~~. f, u(f,)eixo € df,+ 
+j trF(xo)I0 2 - З(F(хо)Е) ·EU(f,)eixo{ df,+ 
юs 
+ j b1(xo,Ou(E)cix"€ df, + j b2(xo,E)U(f,)eixoE df,. 
где U(E) - преобразование Фурье функции и Е Cg<'(V) , а симво­
лы Ь 1 , Ь2 Е с= ( V х R 2), как преобразования Фурье финитных 
функций. Формула (29) определяет ПДО 
порядка -1 с положительно однородным (по О главным символом 
ао(хож1- 1 . 
Очевидно, •по 11оследнее слагаемое в (28) (или в (29)) да­
ет оператор с бесконечно гладким ядром , то есть принадлежит 
классу L-=(v' ) [9 , 25]. Для функции bi(xo , f,) имеем следующую 
оценку 
(ЗО) l дР дqЬ (х с)'< Ск (c)-2+lql хо Е 1 0 1 <, _ ,p ,q <, 
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для любого компакта /{ С \/ и любых мультииндексов р, q. Из 
(30) следует, что Ь 1 Е 5- 2 (v' ) и четвертое слагаемое в (29) есть 
ПДО класса], - 2 0 -' ) [9, 2.5) . 
Таким образом для ПДО Av верно нредставление 
A1-.u - Л~1и+Вvи= f av(xo,OU(Ori.тo{d(= 
(31) ао(хо) j (~) U(Oeixa{ d( + j ь,, (xo,()uIOeixo{ d(, 
ai· (xo.O := au(xo)(()- 1 + bv(xo,O. 
где символ Ь 11 Е s- 2 (V) 11 н~, Е L- 2 (~'). 
Рассмотрим оператор А , образоваtшый с помощью "склейки" 
по формуле 
(32) .iiu = L ФсхАсх</)а:U, 
О: 
или 
где Аа: =: Av, А~ ::: А~, Ва: ::: Bv при v' = i10:; 1 = l:<t'c" а 
Q 
функции ~\, таковы, что S1Lpp Фа С Va:, 1/->cr'Pn =: <р". Оператор 
А : СQ°(Щ - С00 (Щ . 
Поскольку ядро оператора А в (24) имеет особенность только 
при х =у, А отличается от А на оператор с бесконечно гладким 
ядром 
(34) А= А+ Й, k. Е L- 00 (!1). 
Далее, ПДО с символом (()- 1 осуществляет изоморфизм 
н- 1 1 2 (М) на Н 1 1 2 (М) [22) . Так как функция a 0 (.r 0 ) >О в любой координатной окрестности, С0(Щ плотно в iJ- 1l 2(fi) и й- 1 / 2 (fi) антидвойственно к Н 1 1 2 ({2), то оператор .А 0 продолжается по не­
прерывности до ограниченного, непрерывно обратимого операто­
ра 
ло: я-112(fi) __. н112(n). 
Тогда, в силу (33) и (34), оператор 
А: iJ-lf2(fi) _ н1f2(n) 
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будет ограниченным фредгольмовым оператором с нулевым ин­
дексом . 
Для анализа свойств оператора Ат рассмотрим его ограниче­
ние Av на V. Пусть е;(х) (i = l , 2) - базисные орты локальной 
системы координат на поверхноси U . Действие Av на и Е CQ°(V) 
в локаJiьных координатах можно представить в виде 
где 
2 
Л,, u = L е;(хо)(А~и;)(хо), 
i ,j=I 
. . J eikФ(r , r o) lr-r o l 
AV. = Ф( )i IEij(x, х0 )и;(х)и(х) (lx , 
х, хо х - хо 
v 
E; j (x, хо) : = ei (x) · ej(x 0 ) , и;(х) := и( х ) · е;(х), 
причем E;j Е C 00 (V х i1 ), E;j(x0 , хо)= b;j (6ij - симвоJI Кронек­
кера) . Ксли А~ - ПДО на V , то Av превращается в матричный 
ПДО, и, следовательно , Ат - ПДО на многообразии n. 
Ядра интегральных операторов А~~ отлиqаются от ядра ин­
тегрального оператора А только сомножителями E;j (х, хо) , по­
этому анализ этих операторов полностью аналогичен анализу 
оператора А . Приведем лишь окончательное представление для 
Ai1, соответствующее (31): 
(35) = ао(хо) j (~) U(Oeixo € d{ + j bv (хо, {)U({)eixa { dC 
1 ~ ~ ~ где av := ао(хо)(О- I + Ь1.: (х о, О (/ - единичная матрица) ; ма-
трицы 
~ _ { ij ( С)}2 
av - av ха , .., i ,j=I > 
- полные символы IIДO Av , А~, Bv; 
~ь Е s·- 2(V) B~v Е L- 2 (' 1 ) . v ' 1 • 
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Здес1, U(.;)- прrобр<:tЗоuапиеФурье вектор-функции и= (u 1 , u2 ) Е 
С~( V) . Отметим также диагональную структуру матричного 
симвоJiа оператора А~. 
Определим оператор А, образованный с помощью "склейки" 
по формуле 
(36) .4u = L 1/JoAaipaU, 
о 
или , R подр()бноИ записи, 
~ ~ ~о ~о ~ ~ , где Аа = Av, Аа =А"., Ва = Bi:._ при \1 = Vo. 
Оператор Ат отличается от А на оператор с бесконечно глад-
ким ядром 
(38) 
Повторяя рассуждения , приведенные при анализе оператора А;. и 
используя диаl'ональность матричных символов операторов Av 
находим, что оператор 
непрерывно обратим . Тогда, в силу (37) и (38) 
Ат: й-tf2(ft) __... н1f2(Щ . 
будет ограниченным фредгольмовым оператором с нулевым ин­
дексом . 
Перейдем к изучению оператора , определяемого левой частью 
формулы (23) : 
(39) Lu := gradт A(di11u) + k2 Ати . 
Поскольку оператор L будет рассматриваться из W в W', а 
Cg:' (fl) плотно в W, достаточно определить L на Cg:>(n) и дока­
зать его ограниченность в указанных пространствах. Тогда дей­
ствие L на всем W доопределяется по непрерывности . 
Квадратичная форма оператора L имеет вид 
('(a)u,u):= j /,н·uds= j gradтA(divи) · 'ilds+k 2 j Aтu · uds . 
n n n 
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С помощью формул векторного анализа и теоремы Стокса полу-
чаем 
(41) (Lи, и)= -(А (div и), div и)+ k2 (Ат и, и). 
В силу определения пространства И', ограниченность фор~ы ( 41) 
в W будет доказана, если будет установлена ограниченность ква­
дратичных форм (Аи, и) и (Ати, и) на й- 1 1 2 (fi.) . В свою оче­
редь, ввиду (34), (38), достаточно доказать ограниченность форм 
(Аи, и) и ( .4и, и). Докажем ограни•1енность формы (Аи, и); дока­
зательство ограниченности формы (.4u., и) совершенно аналогич­
но . 
Для формы (Аи, и) имеем: 
" " 
где Va := 1/.•,., и, supp Va С i:a , supp и" С Va. Остается доказать 
ограниченность формы (Ааиа. va) . Но в локальных координа­
тах оператор А0 есть эллиптический ПДО порядка -1 класса 
L- 1(Va), который ограничен из й- 1 1 2 (Vа) в H 112(Vo:). и, сле­
довательно , форма (Аа иа , Va) также ограничена на й- 1 !2(V а) . 
Ограниченность квадратичной формы оператора L на vV ВJ!е­
чет ограниченность полуторалинейной формы (Lu, v) на W и по­
зво.11яет рассматривать оператор L как ограниченный оператор 
L : И' ~ И'', где W' - антидвойственное пространство к vV [16]. 
Теперь (23) можно рассматривать как векторное псевдодиф­
ферС'нциальное уравнение 
( 42) Lu = f, и Е W, f Е C 00 (fi.) С W'. 
При этом равенство в ( 42) понимается в смысле распределе­
ний. Точнее, дадим 
Определение 2 Эле,иент ·и Е W будем называть обобщеннъ~м 
решением уравне11ия (42) (или (2.J)) , если для. любых v Е СQ°(П) 
выполняется вариационное соотношение 
(43) - (A(div и), div v) + k 2 (А7 и, v) = (!, v). 
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6 Теоремы о фредгольмовости и раз­
решимости векторного псевдодиффе­
ренциального уравнения 
Ниже будет доказано , что L : И' -- И1' - фредгольмов оператор 
с нулевым индексом. Для этого достаточно представить L в ниде 
суммы непрерывно обратимого и компак.тного операторов . 
Запишем (39) в виде 
(41) 
где 
Li и := gradт А (di11 и), L2u := Атu, 
и рассмотрим действие операторов L1 и L2 на подпространствах 
И'1 и И/2 . В силу Предложений 1,5 для оператора L1 имеет место 
матричное разложение 
( 15) 
где L1 : W2 ___. И'2 - ограниченный оператор . Для оператора L2 : 
(46) 
где L;j И-'; ---+ Wj - ограниченные операторы . Нормы на W; и 
И'j индуцированы нормами на W и W'. 
Лемма 1 Оператор Lu : И'; -- Wj компактен, если существу­
ет такое s Е R, 'Ч.mо 
(47) l!Loиllн• ( rl)SCIJиllй•-з/ >( ri) • s>З/2-j ; i , j=l,2. 
По формулам (33), (34) для оператора L1 имеем представле-
ние 
( 4~ и = grad А0 (div и)+ grad (Ё + J{) (div и) ::: -Li1\u + /,~2 >11. 
Так как Ё - ПДО порядка-2, а k -оператор с бесконечно гладким 
ядром , Т{}д.ля L\2) вып-олняюте11усломя-Леммьт1ci=j=2 , s = 
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1/2, и оператор L~2 ) компактен. Квадратичная форма оператора 
Li1) коэрцетивна на И'2: 
(Ll1)u, u) = (A 0 (div и), div и)~ С lldiv ull:. 112 ~ С1 llull~, и Е W2. 
Отсюда следует [16) , что Ll1) непрерывно обратим. Таким обра­
зом L1 - фредгольмов и incl L1 = О. 
Далее, поскольку 1 2 - ПДО порядка -1, то для операторов 
zji1 ij i: 1 (то есть для L12, L211 L22) выполняются условия Лем­
мы 1 с s = i - 1/2; эти операторы также компактны . Рассмотрим 
оператор Z11 . Имеем [61 , 62] 
( 49) 
где 
~ (1) (2) L11 = L 11 + L11 , 
(1) - ~о (2) - ~ '"> L11 := p(l - P)qA (1- Р), L11 := p(l - P}q(B + Л)(l- Р) . 
Оператор в+k -пдо порядка -2, поэтому для Ll;) Вh\110.11\IЯЮТСЯ 
условия Леммы 1 с i = j = 1, s = 3/2, и, следовательно, L~;) тоже 
компактен. Квадратичная форма оператора J,i;J коэрцстивна на 
W1 
поэтому [16] Ll;) непрерывно обратим. Тем самым установлена 
фредгольмовость оператора L 11, и ind L 11 = О. 
Объединяя полученные результаты с учетом формул (44) -
( 49) находи;-.-~, что имеет место матричное представление для L в 
виде 
О ) ( k2 L~;) 
L(1) + k2L~ 
- 1 21 
где оператор L2 компактен, а оператор L 1 непрерывно обратим 
при k-:/: О, носкольку операторы Ll;). Ll1) непрерывно обратимы. 
Отсюда получаем следующее утверждение. 
Теорема 3 Оператор L = L(k) : W --+ W' J1вл.яеmсJ1 фредголъ­
мовым при k-:/: О и ind L(k) =О. 
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Замечание 2 При k = О оператор L(O) фредгол ·мtовъ~м не бу­
дет, так ка11: W1 С ker· L1, dim W1 = оо. 
Замечание 3 Выше было установлено, 'Что J,~~) и L~1 ) равно­
.мерно поло:ж:шпелъные операторы. Матрu'Чнос разло;JtСение опе­
ратора L 1 в (50) пох:а:зывает, ·что "главная 'Часть" оператора 
/,,(оператор L1 ) нс будет поло.:нсительио определенным или от­
рицательно определенным onepaтopo.At при Re k i- О, однако J, 1 
х:оэрцетивен при Im k i- О: 
При Im k = О, k f. О оператор L1, очевидно, х:оэрцетивнылt не 
будет. 
На основе Теорем 2 и 3 при Im k ~ О, ~· #О можно получить 
более сильный результат об одаозначной разрешимости уравне­
ния (23) (или (42)). Для этого нам потребуются утверждения о 
гладкости решений уравнения (42) в Q ври f Е C 00 (Q). 
Пусть f = /1 + J2, J1 Е W 1 , J2 Е W 2 , f Е С00 (ТТ). Запишем 
уравнение ( 42) с учетом матричного представления (50) в виде 
системы из двух уравнений (k f. О): 
(51) 
(52) 
где и1 Е W1, и2 Е И/2, 1l = U1 +и2. Операторы Lij : ivi -+ wj (ij f. 
1) являются ПДО порядка -1 класса L- 1(r2), i\;!: iv1 -+ И-' 1 -
ПДО порядка -2 класса L - 2 (Q), L~2 ) : И'2 -> И12 - ПДО порядка 
О класса L0 (Щ. Обозначим правую часть в (51) и (52) через gl и g; . Тогда будем иметь . 
(53) 
(54) 
L (l) 1 111L1=g., 
L (l) 2 1 и2 = g., 
gl Е нз/2(Щ, 
g; Е н1/2(Щ. 
Оператор L\~! : iv1 -+ W 1 ееть эллиптический клаееический 
ПДО порядка -1 класса L;;-1(0) с главным символом аа(.х,0 = 
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ao(x)l{i- 1J. Главный символ ао = ао(х,~) оператора при лю­
бом ненулевом элементе (х, ~) Е т• М кокасательпого расслоения 
т· Л,f задает отображение слоев 
ао(х.~) : 11-'" - w;, 
так что в целом получается отображение расслоений au : 71'; w -
ir0 И'', где ?ro : т• Лf \О -+ ЛI - каноническая проекция кокаса­
теJ1ьно1'0 расслоения без нулевого сечения на базу М; ?ro W, 7ro W' 
- индуцированные расслоения со С.llОЯМИ Wr' w~ над каждой точ­
кой ( х, 0 Е Т* М \ О . 
Рttссмотрим оператор Li 1) : W2 -+ W2 , Ll1)u := g1·ad А0 (div и) . 
Этот оператор нредставляет собой композицию операторов div , 
Л0 , g1·ad , два из котоrых диффсренциа.лыrые , а оператор А.0 - ска­
лярный ПДО с главным символом a0 (x)l~l- 1 , который является 
корректно определЕ'нной функцией на кокасательном расслоении 
т· Л1 . Согласно теоrеме о композиции классических ПДО (9 , 25), 
главный символ О'о оператоrа J; ~l) находится как произвел.спис 
главных символов этих опера.торов, что дает 
(55) ~ ( ) 1 ( ~i ао х,~ = - а о (з:ЖI 6~1 
Отметим, что формально символ ( 55) является вырожденным 
при всех~ Е R' , так как определитель матрицы в (55) тож;т,е­
стоенно равен нулю. 
Однако опера.тор Li1) действует на подпространстве W2, то 
есть на элементы и такие, что rot 11 u =О . Оператор z,i1 J действует 
на 11одпространствах W2 -+ W 2 как эллиптический классический 
ПДО порядка 1 класса L~л(Щ с главным символом -a0 1 (xЖII. 
Таким образом 
(56) L ( 1) = ао д -1/2 11 
L(I) _ a-lдl/2 1 - - о 
: W1 - l,V 1 , 
: iv2 - 1v2 , 
понимая под д± 1 / 2 класси•1еские ПДО с 1·лавными символами 
l~l'f I . 
Утверждение 1 Если и Е W решение уравнения (23) с гладх:оtl 
правой частыо f Е С00 (ТТ), то и Е С°"(П) . 
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Теорема 4 При Im k 2: О, k f. О оператор L(k) : W - W' непре­
ръ~вно обратu.лt. 
Следствие 1 При Im k ~ О, k f. О обобщенное решение и Е iv 
урааненu.я (23) (11ли(42)) существует u единственно при любо~~ 
npaвoil 'Части f Е И1 ' (в "lаnпности , при f Е С00 (°П)) . 
Подведем итог исследованию разрешимости задачи дифрак­
ции на системе ограниченных экранов S1 произвольной формы. 
Теорема 5 Зада-1а (.'J)-(8) при lm k 2: О, k f. О и.меет един­
ственное решение при любых Е0 , Н 0 , удовлетвор.яющих условию 
(.9) . 
Следствие 2 Любое решение . 1ада-1u (3)-(8) при lm k ~ О, k f. О 
представимо в виде векторного потенциала {14)-(16) с функчиеil 
и. удовле.твор.яющеil услови.ям (17) , {18) . 
7 Гладкость обобщенных решениii. 
Порядок сингулярности решениii 
в окрестности угловых точек 
Изучение гладкости обобщенных решений в окрестности гра­
ницы (включа.>1 граничные точки) является значитс.11ьно более 
сложным, особенно в окрестности угловых точек границы . Для 
ПДО д± 1 / 2 точные результаты были нолучены недавно в [52). 
Ниже , используя сведение задачи к уравнениям (51), (52), мы 
применим результаты работы [52] для получения оценок порядка 
сингулярности решения в окрестности угловых точек . При этом 
рассмотрим два случая : поведение решения в окрестности глад­
кой части границы Г и поведение решения в окрестности угловой 
точки. 
Перейдем к анализу гладкости решения уравнения Lu = f, 
и Е W, f Е С00 (ТТ). Имеем [61, 62) наилучший результат в неве­
совых классах Соболева: 
- произвольно малое число. Отсюда следует, что существует след 
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причем 
и2lг =О, 
так как продолжение u2 нулем вне П является непрерывным в 
норме 11·1/1-,. 
!<:ели граница Г - гладкая, то [бl, 62] получаем, что функция 
u1 в окрестности гранины имеет сингулярность вида 
(57) 
где р(х) dist(x, Г) = lx - t/, t · · натуральный параметр на Г. 
Далее находим, что u 2 в окрестности Г имеет особенность 
Если граница имеет угловые точки, то поведение и 1 , и 2 в 
окрестности любого гладкого куска Г' границы Г (отстоящего на 
положительное расстояние от угJювых точек) имеет тот же вид 
(57), (58), где надо заменить Г на Г' . Этот результат получается, 
если ''срезать" и в окрестности Г' (см.[52]). 
Далее, пусть п = n(t) - внешняя нормаль к границе в точке 
t Е Г' в касательной n.'lоскости. Н окрестности гладкого куска Г' 
из (58) находим, что 
(59) и2 · п/г, = О. 
Имеет место (61, 62] 
Утверждение 2 Если Г - гладкая кривая, то и · п/г = О как 
эле.мент пространства Н 1 1 2 -'(Г) . Еслu Г' - гладкuii кусок Г, 
отстоящиil на поло:ж;uтелъное расстояние от. угловъtх то-чек, 
то U · nlг' = 0 как эл.е.меum пространства Hlf"2-<(Г1 ). 
Перейдем к анализу сингулярности и в окрестности угловой 
точки Р. Пусть а= а(Р) - внутренний (по отношению к П) угол, 
под которым пересекаются две гладкие дуги границы в точке Р, 
О < а(Р) < 27Г , а(Р) # 11' . Поскольку tt2lr = О , то сингуляр-
1юсть может быть тоJ1ько у функции и 1 . Отобразим диффеоморф­
но окрестность точки Р на с-окрестность начала координат так, 
чтобы дуги, образующие угол, перешли в прямолинейные лучи 
r.p = о, r.p =а в полярных координатах (r, ip) в этой с-окрестности. 
Как следует из [52], сингулярность в окрестности точки Р будет 
иметь вид 
(60) 
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где v - гладкая и ограниченная функция на (0, rt). 
Пока.затель сиигулярности т в (60) онределяется величиной 
уг.1а а, однако т вычисляется лишь приближенно численными 
методами , например, как решение трансцендентного уравнения 
(4 .1) в (52] . JЬвестtю два преде.'lhных результата ДJJЯ т [52]: 
lim т(о) =О, liш т(а) = 1, 
о-211-О <>-+о 
причем т(о)"" 1- (ln±)- 1 при а-+ +О. 
В заключение параграфа 7 приведем таблицу приближенных 
значений для т , вычисленных в (52] . Из представленного выше 
анализа ясно, •1то показатель сингу.11ярности для и в окрестности 
угло1юй точки совпадает с т(а) . 
а/1Г о . 0.0500 0.1161 0.1250 0.2500 0.3750 0.5000 
т(о) 1.0000 0.8705 0.8350 0.8317 0.7820 0.7384 0.6956 
о:/1Г 0.6250 0.7500 0.8750 0.9000 0.9500 1.0000 1.1250 
т(а) 0.6517 0.6057 0.5561 0.5456 0.5243 0.5022 0.4448 
а/1Г 1.2500 1.3750 1.5000 1.6250 1.7500 1.8750 2.0000 
т(а) 0.3799 0.3073 0.2277 0.1441 0.0702 0.0281 О. 
8 Принцип предельного поглощения 
Полученные в предыдущих параграфах утверждения о свой­
ствах задачи дифракции на n позволяют установить ряд важ­
ных результатов , касающихся зависимости решений задачи от 
параметра k. Прежде всего это относится к предельному перехо­
ду в зада'lе дифракции при k - ku, где k - комплексное число, 
/т k > О , а k0 - вещественное, lm k0 = О, k0 # О . Если для по­
лучения решения возможен предельный переход при k -- k0 , то 
го.варят, что справедлив " принцип предельного поглощения". 
Принцип предельного поглощения может быть сформулиро­
ван как в форме предельного перехода для решения и = u(k) 
уравнения на n (23). так и в виде предельного перехода для рас­
сеянного поля Е = E(k) , Н = H(k) . В любом случае предпола­
гается , что падающее поле Е0 = E0 (k), Н0 = H 0 (k) непрерывно 
зависит от k (что обычно выполняется на практике). Достаточно 
считать, что такая зависимость имеет место только в окрестно­
сти расематриваемой точки ko, причем для k с положите.тrьноП 
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мнимой частью: Jm k >О, k ___. k0 . Ниже будут приведены точные 
формулировки условия на падающее поле. 
Основой для доказательства пµипципа предельного поглоще­
ния является Теорема 4 и аналитическая зависимость онератор­
функции L(I.~) от параметра k Е С. Под аналитичностью (гоJJо­
морфностью) понимается дифференцируемость по норме оператор­
функции в каждой точке области аналитичности. 
"Утверждение 3 Оператор-функv,и.я L(k) : iv --+ W' являете.я 
аиали1щ1•1ескоil (голоморфиой) при всех k Е С. 
Утверждение 4 Оператор-функv,и.я L - 1 ( k) : W' --+ l-V являет­
е.я аuалuтuчсской (голо.морфной) в С+ (при Im k > О) u испре­
рывноil в ё\ \О (при Im k ~О , k f= О). 
Теорема 6 Пусть ko f= О, Im k0 = О, Imk > О . Тогда если 
W 1 W f(k) --+ f(kn) при k--+ ko, то u(k)-----> u(ko) , k--+ ko, где u(k) 11 
и(k0 ) решения уравнения (23) при k и k0 , соответствснио. 
Теорема 7 Пустъ ko f= О, Im k0 = О, Jm k > О. Тогда есл~1 
W' f(k) -+ f(k 0 ) 11ри k --+ ko, то E(k) -+ E(ko), H(k) --+ H(ko) 
в Ll0 c(R3 ) при k --+ ko, где E(k), H(k) и E(ko), H(ko) решснu.я 
зада-чи (3)-(8) npu k и ko. соответствеиио. 
w' Замечание 4 Условие f(k) ---+ f(ko) будет вътолнено, если 
функчии f(x ; k) и дf(х; k)/дxj непрерывио зависят от параме­
тра k в полуокрестности то-чки ko, то-чнее 1~ри \k - ko\ < б , 
Jmk ~О . Это слr:дует из того, что нор.м.а в С 1 (ТТ) сuлъиес иор­
.л-tъt в W'(n), 
согласно теорема.м вло.J1сени.я {35} и Предло:ж:ению 4. 
Таким образом в Теоремах 6,7 установлен принцип предель­
ного ПОГЛОЩеНИЯ ДЛЯ задачи дифраКIЩИ на n. С физической ТО'l­
КИ зрения этот принцип означает непрерывную зависимость ре­
шения задачи от проводимости среды и (~ О), поэтому для по­
строения решения в среде "без поглощения" (и = О) иногда ис­
кусственно вводят малый параметр и > О ("поглощение"), а за­
тем переходят к пределу при и -> О или получают приближенное 
решение. 
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9 Метод Галеркина 
Рассмотренная выше теория позволяет посчюить и обосно­
вать новый численный метод Га.11сркина для решения уравнении 
Lu = f . Рассмотрим n-мерное 1юдпространство V,1 С W и бу­
дем аппроксимировать и элементами un Е Vn. Согласно методу 
Галеркина Un нахол.ятся как решения уравнений 
(61) (Lun,v) = (f,v) для любых v Е Vn . 
Основнан трудность при решении уравнения заключается в 
том, что оператор L щ• является эJJлиптическим, поэтому непри­
менимы и:шестные резуJiьтаты о сходимости проекционных мето­
дов (б3] . Однако мы имеем возможность построить специальный 
метод Галеркина с выбором безроторных и бе:щивергентных ба­
зисных и тестовых функций и доказать его сходимость , исполь­
зуя структуру rлавпой части пссвдодифференциального опера­
тора L [33]. 
Теорема 8 Пустъ п-.лtерныr подпрт:траиства 
\t~ С W1 и v:;1 С \!~'2 
обладают свойством annpoi.cu . .waцuu в ~V1 и vV2 соответствен­
но . Тогда метод Галеркина {61) на подпространствах v~ := 
v; + i'~2 сходите.я . 
Очевидно, что рассмотренная выше теория может быть при­
менена для расчета токов также на поверхности замкнутого экра­
на (идеально проводящего тl'ла). Результаты расчетов дифрак­
ции плоской волны при k = 1 на сфере радиуса 1 предста­
влены ниже. Сравнение нашего метода с методом Рао-Уилтона­
Глиссона ( RWG) [54] даны в следующей таблице : 
Число Относительная 
базисных функций ошибка 
Метод RWG 72 0.151 
Метод RWG 162 0.108 
Метод RWG 288 0.100 
Метод RWG 450 0.098 
Наш метод 144 0.100 
Наш метод 324 0.048 
Наш метод 576 0.028 
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