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Abstract—The generalized eigenvalue decomposition (GEVD)
of a pair of matrices generalizes the concept of the eigenvalue
decomposition (EVD) of a single matrix. It is a widely-used
tool in signal processing applications, in particular in a context
of spatial filtering and subspace estimation. In this paper, we
describe a distributed adaptive algorithm to estimate generalized
eigenvectors (GEVCs) of a pair of sensor signal covariance matri-
ces in a fully-connected wireless sensor network. The algorithm
computes these GEVCs in an iterative fashion without explicitely
constructing the full network-wide covariance matrices. Instead,
the nodes only exchange compressed sensor signal observations,
providing a significant reduction in per-node communication and
computational cost compared to the scenario where all the raw
sensor signal observations are collected and processed in a fusion
center.
Index Terms—Wireless sensor networks, distributed estima-
tion, generalized eigenvalue problem
I. INTRODUCTION
The so-called generalized eigenvalue decomposition
(GEVD) of a pair of matrices generalizes the eigenvalue
decomposition (EVD) of a single matrix [1]. The GEVD
is often used for subspace estimation or noise reduction,
as it reveals a linear transformation that maximizes the
signal-to-noise ratio (SNR) [2]–[4]. Furthermore, it is also
used for direction-of-arrival estimation [5], for blind source
separation based on second-order-statistics [6], and to extract
feature vectors with good discriminative properties, e.g., in
brain-computer-interfaces [7].
In this paper, we consider the GEVD problem in a wireless
sensor network (WSN), where we aim to estimate the Q
generalized eigenvectors (GEVCs) corresponding to the Q
largest or smallest generalized eigenvalues (GEVLs) of a
pair of a-priori unknown sensor signal covariance matrices,
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which capture the cross-correlation between all sensor signal
pairs. In principle, one could transmit all the raw sensor
signal observations to a fusion center (FC) to construct both
covariance matrices, and then compute their GEVD. However,
such data centralization requires a significant communication
bandwidth and significant computational power at the FC. In
this paper, we propose a distributed algorithm to avoid this
data centralization.
This distributed GEVC estimation problem is a generaliza-
tion of the problem statements in [8]–[10], which address
the distributed estimation of (non-generalized) eigenvectors
(EVCs) of a single network-wide sensor signal covariance
matrix. The algorithms in [8], [9] are operated in a WSN
with an ad hoc topology and are based on a distributed
realization of the power method [8] or Oja’s learning rule
[9], both in combination with nested consensus averaging
iterations. In [10], the nodes locally compute the EVCs of
compressed covariance matrices, which are estimated from
compressed sensor signal observations. As opposed to [8],
[9], the algorithm in [10] is operated in a WSN with a
fully-connected or tree topology, which avoids the need for
communication-intensive nested iterations, albeit at the cost
of some extra overhead to construct and maintain the tree
topology.
The algorithm presented in this paper can be viewed as
a generalization1 of [10] to the case of GEVCs rather than
EVCs. The algorithm estimates the GEVCs corresponding to
the Q largest or smallest GEVLs without explicitely construct-
ing the two network-wide sensor signal covariance matrices
that define them. Instead, the nodes exchange Q-dimensional
compressed sensor observations which are used to construct
local covariance matrices, followed by a local GEVD of
these matrices. Due to the compression, the communication
bandwidth is significantly reduced, and the local GEVDs are
significantly cheaper to compute since the local covariance
matrices have a much smaller dimension than the network-
wide covariance matrices. For the sake of an easy expostion,
we will only consider the case of a fully-connected WSN.
However, it is noted that all results can be modified to the
1For the algorithms in [8], [9], such a generalization is hampered by the
use of Oja’s learning rule or (sample-based) power iterations, which do not
generalize to the computation of GEVCs.
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case of multi-hop networks, using similar techniques as in
[10].
II. PROBLEM STATEMENT
We consider a fully-connected WSN with a set of sensor
nodes K = {1, . . . ,K}. Node k collects observations of the
Mk-dimensional complex-valued stochastic sensor signals uk
and vk, which are both (short-term) stationary and ergodic.
We define uk[t] as the t-th observation of uk, i.e., t denotes
the sample index. Depending on the context, observations
of uk and vk can be collected simultaneously (e.g., using
two different sets of sensors per node) or sequentially. For
example, the latter applies when the target signal switches
between two states (e.g. ‘on’ or ‘off’ [4]), yielding a pair of
covariance matrices (one for each state), on which a GEVD is
computed. This approach is often used in speech enhancement
applications [4] or applications with a controlable stimulus,
such as evoked neuromagnetic experiments [3], [7].
We define the M -dimensional stochastic vectors u and v as
the stacked version of all uk’s and vk’s, respectively, where
M =
∑
k∈KMk. Without loss of generality (w.l.o.g.), we
assume that u and v are zero-mean, possibly requiring a mean
subtraction pre-processing step. The covariance matrices of u
and v are then defined as
Ruu = E{uuH} (1)
Rvv = E{vvH} (2)
where E{·} denotes the expected value operator, and the
superscript H denotes the conjugate transpose operator.
Let U denote an M ×N observation matrix containing N
different observations of u in its columns. Then ergodicity
of u implies that Ruu can be approximated by the sample
covariance matrix, i.e.,
Ruu ≈ 1
N
UUH (3)
and equality holds in the case of an infinite observation
window, i.e., Ruu = limN→∞ 1NUU
H . Similarly, Rvv ≈
1
NVV
H where V contains observations of v in its columns.
A. Generalized eigenvalue decomposition (GEVD)
Computing the GEVD of the ordered matrix pair
(Ruu,Rvv) consists of finding GEVCs x and corresponding
GEVLs λ such that
Ruux = λRvvx . (4)
There exist various techniques to compute the GEVCs and
GEVLs defined in (4), for which we refer to [1]. Note that,
if Rvv has full rank, the GEVD can also be computed from
the EVD of R = R−1vvRuu, although this is not recommended
from a numerical point of view.
Let Xˆ denote an M ×Q matrix where the columns are the
principal GEVCs corresponding to the Q largest GEVLs of
(Ruu,Rvv). In the sequel, we assume w.l.o.g. that the GEVCs
are always scaled such that xˆHRvvxˆ = 1 for any GEVC xˆ.
Since Ruu and Rvv are Hermitian and positive-definite, their
GEVLs are real and their GEVCs are Rvv-orthogonal, i.e.,
XˆHRvvXˆ = IQ where IQ is the Q × Q identity matrix [1].
It can then be shown that Xˆ is the solution of the constrained
optimization problem [11]:
Xˆ = argmax
X
Tr
{
XHRuuX
}
(5)
s.t. XHRvvX = IQ (6)
where Tr{·} denotes the trace operator. This also implies that
the principal GEVC xˆ1 (the first column of Xˆ) maximizes the
generalized Rayleigh coefficient [1]
xˆ1 = argmax
x
xHRuux
xHRvvx
. (7)
Although we only focus on the principal GEVCs, it is noted
that all results in this paper can straightforwardly be modified
to also estimate the GEVCs corresponding to the Q smallest
GEVLs. To do so, the max operator should be replaced by a
min operator in (5) and (7), and in similar expressions in the
sequel.
B. Applications of the GEVD
The interpretation of the principal GEVCs depends on the
context in which they are used. For example, the GEVD
is often used to compute spatial filters for noise reduction.
Indeed, if u and v represent a target signal vector and a
noise signal vector, respectively, then (7) implies that xˆ1 is
the spatial filter that maximizes the SNR when applied to
the signal u + v. In the general case, (5)-(6) implies that
the columns of Xˆ span the Q-dimensional subspace with
maximal SNR. This can be viewed as a generalization of
the well-known principal component analysis (PCA), which
relies on an EVD to find the subspace with maximal variance.
It is noted that Xˆ also contains the max-SNR subspace if
u = y + v, i.e., a target signal y contaminated with additive
noise defined by the stochastic variable v. This is exploited
in applications where both ‘signal+noise’ and ‘noise-only’
samples are available [2]–[4]. In a classification context, in
which observations of u and v have to be distinguished from
each other, Xˆ can be used to extract feature vectors with good
discriminative properties [7]. If Ruu and Rvv represent two
different correlation matrices computed from a single set of
sensor signals (e.g., using two different time lags), Xˆ will
contain source separation filters [6].
C. Distributed vs. centralized computation
In the envisaged WSN, node k has access to Mk-
dimensional observations of uk and vk, which represent
only Mk rows of the observation matrices U and V. To
estimate Xˆ, all nodes may transmit their observations to an
FC, where Ruu and Rvv can be computed and updated at
regular time intervals (e.g., based on (3) using the N most
recent observations), followed by the computation of the Q
principal GEVCs. However, transmitting the raw sensor signal
observations requires a large communication bandwidth, and
the computation of the GEVCs for large M requires significant
computational power at the FC.
This paper proposes a distributed adaptive estimation al-
gorithm where each node estimates a specific part of Xˆ,
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avoiding the centralized computation of the full network-wide
covariance matrices Ruu and Rvv . The algorithm is referred
to as the distributed adaptive covariance-matrix generalized
eigenvector estimation (DACGEE) algorithm.
III. DACGEE ALGORITHM
A. Preliminaries
The DACGEE algorithm iteratively updates the M × Q
matrix Xi, where i is the iteration index, with the goal of
obtaining limi→∞Xi = Xˆ. We define the partitioning
Xi =
 X
i
1
...
XiK
 (8)
where Xik is the part of X
i that corresponds to node k and
so to uk and vk, such that Xi Hu =
∑
k∈KX
i H
k uk. Based
on this partitioning, node k is responsible for updating the
submatrix Xik.
In between iteration i and iteration i + 1, node k also
uses Xik to compress its observations of uk and vk, hence
Xik serves both as an estimation variable and a compression
matrix. The compressed versions of uk and vk are denoted as
uik and v
i
k, respectively, and are computed as
uik = X
i H
k uk (9)
vik = X
i H
k vk . (10)
In between iteration i and iteration i + 1, each node
compresses its new observations by means of (9)-(10) and
broadcasts these compressed observations to the other nodes.
For the sake of an easy exposition, we assume that Q < Mk,
∀ k ∈ K. If there exists a k for which Q ≥ Mk, node k
broadcasts uncompressed observations of uk and vk.
In the rest of this section, for the sake of conciseness, we
only define the notation for variables referring to u, and we
implicitely assume a similar notation for v.
Since the network is fully-connected, each node k collects
observations of the (Mk + (K − 1)Q)-dimensional signal
u˜ik =
[
uk
ui−k
]
(11)
where ui−k = [u
i T
1 . . . u
i T
k−1 u
i T
k+1 . . . u
i T
K ]
T . We define the
corresponding covariance matrix
Riu˜ku˜k = E{u˜iku˜i Hk } . (12)
For the sake of an easy notation, we define the matrix Cik
that allows to write u˜ik as a function of the full u, i.e.,
u˜ik = C
i H
k u (13)
with
Cik =
 O Bi<k OIMk O O
O O Bi>k
 (14)
where O is an all-zero matrix of appropriate dimension, and
with
Bi<k = Blkdiag
(
Xi1, . . . ,X
i
k−1
)
(15)
Bi>k = Blkdiag
(
Xik+1, . . . ,X
i
K
)
(16)
where the operator Blkdiag (·) is used with a slight abuse of
notation to denote a non-square block diagonal matrix built
from the matrices in its argument. It is noted that
Riu˜ku˜k = C
i H
k RuuC
i
k . (17)
Similarly to (3), Riu˜ku˜k can be estimated at node k as
Riu˜ku˜k ≈
1
N
U˜kU˜
H
k (18)
where U˜k is an (Mk +(K − 1)Q)×N matrix, containing N
observations of u˜ik in its columns, i.e., U˜k = C
i H
k U.
B. Algorithm derivation
We define the objective function
J (X) = Tr
{
XHRuuX
}
. (19)
As mentioned earlier (see (5)), Xˆ maximizes (19) under
the constraint XHRvvX = IQ. The starting point of the
algorithm derivation is the following (centralized) alternating
optimization (AO) procedure:
1) Set i← 0, q ← 1, and X0 as a random M ×Q matrix.
2) Choose Xi+1 as a solution of:
max
X
J (X) (20)
s.t. ·XHRvvX = IQ (21)
· ∀ k ∈ K\{q} : Range{Xk} = Range{Xik} (22)
where Xk is the k-th submatrix of X similarly defined
as in (8), and where Range{Xik} denotes the subspace
spanned by the columns of Xik.
3) i← i+ 1 and q ← (q mod K) + 1.
4) Return to step 2.
In each iteration, the AO procedure can update one particular
submatrix of X freely (i.e., Xq), while constraining the other
submatrices to preserve their current column space. It is
noted that the current point Xi in iteration i is always in
the constraint set such that J
(
Xi+1
) ≥ J (Xi) (except at
i = 0), i.e., by definition the objective function increases in
a monotonic fashion. Since the AO procedure is defined in a
centralized context2, the addition of the constraints (22) seems
somewhat artificial and unnecessary. However, the particular
form of (22) is chosen such that this procedure can be executed
in a distributed fashion, which is explained next.
The constraint (22) is equivalent to
∀ k ∈ K\{q}, ∃Gk ∈ CQ×Q : Xk = XikGk (26)
2Note that it requires the network-wide covariance matrices Ruu and Rvv
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1) Set i ← 0, q ← 1, and initialize all X0k , ∀ k ∈ K, with
random entries.
2) Each node k ∈ K broadcasts N new compressed observations
uik[j] = X
i H
k uk[iN + j] and v
i
k[j] = X
i H
k vk[iN + j]
(where j = 1 . . . N ).
3) At node q:
• Estimate Riu˜q u˜q and R
i
v˜q v˜q
similar to (18).
• Compute the columns of X˜i+1q as the Q principal
GEVCs of (Riu˜q u˜q ,R
i
v˜q v˜q
).
• Define P = Q(K − 1) and partition X˜i+1q as
Xi+1q =
[
IMk O
]
X˜i+1q (23)
G−q = [O IP ] X˜i+1q (24)
and broadcast G−q to all the other nodes.
4) Each node k ∈ K\{q} updates
Xi+1k = X
i
kGk (25)
where G−q =
[
GT1 . . . G
T
q−1 G
T
q+1 . . . G
T
K
]T
.
5) i← i+ 1 and q ← (q mod K) + 1.
6) Return to step 2.
which allows to parameterize the optimization variable X as
X =

Xi1G1
...
Xiq−1Gq−1
Xq
Xiq+1Gq+1
...
XiKGK

. (27)
By stacking the optimization variables in X˜ =
[XTq | GT1 | . . . | GTq−1| GTq+1| . . . | GTK ]T , and using the
definition (14)-(16), we can rewrite (27) compactly as
X = CiqX˜ . (28)
By using the parameterization (28) we can eliminate the
constraint (22), and with (17) , we find that solving (20)-(22)
is equivalent to finding X˜i+1q as the solution of
max
X˜
Tr
{
X˜HRiu˜qu˜qX˜
}
(29)
s.t. X˜HRiv˜q v˜qX˜ = IQ (30)
and setting Xi+1 = CiqX˜
i+1
q . Note that this optimization
problem has the same form as (5)-(6), and can therefore be
solved by performing a GEVD of (Riu˜qu˜q ,R
i
v˜q v˜q
). Similar to
(18), both Riu˜qu˜q and R
i
v˜q v˜q
can be estimated at node q, and
then their GEVD can be computed. The result can then be used
to update the global Xi into Xi+1. The resulting DACGEE
algorithm indeed exactly performs these operations, and is
described in detail in Table I. As the DACGEE algorithm
is then equivalent to the AO procedure, it will also result
in a monotonic increase of J(X) under the constraint (6).
Untuitively, since Xˆ maximizes J(X) under (6), we claim3
that Xi indeed converges to Xˆ under the DACGEE updates,
which is empirically validated in Section IV.
Remark I: The DACGEE algorithm defined in Table I is
assumed to operate in an adaptive, time-recursive context,
where each iteration is performed over a different signal
segment, i.e., the same block of samples is never transmitted
more than once (this can also be inferred from the sample
indices in step 2 of the algorithm). Note that the number of
observations N that are collected and transmitted in between
the iterations (step 2) should allow for a sufficiently accurate
estimate of Riu˜qu˜q and R
i
v˜q v˜q
in step 3. Note that, since
N  Q, the additional communication cost to transmit the
P ×Q matrix G−q is negligible.
Remark II: It is noted that the DACGEE algorithm can
be viewed as a generalization of the algorithm in [10], which
computes the (non-generalized) EVCs of Ruu in a similar
fashion. Indeed, by setting Rvv = IM in (4) or (6), the
GEVD problem becomes an EVD problem. Similar to [10], the
DACGEE algorithm can also be extended to simply-connected
networks (for further details, we refer to [10]).
Remark III: To measure sensor signal cross-correlations,
the nodes continuously share compressed sensor signal obser-
vations (see step 2 in Table I). This requires more powerful
-and hence more robust- communication links than what is
traditionally envisaged in low-power WSNs where only param-
eters are exchanged between nodes. Furthermore, in GEVD-
based signal enhancement applications [4], [6], the output of
the algorithm consists of XˆHu[t] and/or XˆHv[t] for t ∈ N, in
which case the loss of a packet with samples would result in
an immediate degradation of the output signal(s). Therefore,
the envisaged WSNs are assumed to have robust communi-
cation links where link failures rarely occur. Nevertheless,
due to its adaptive nature, the DACGEE algorithm is able
to recover from link or node failures as long as these don’t
happen too frequently. More frequent link failures (without
retransmission) will result in smaller sample sizes to populate
the covariance matrices in step 3 of Table I, which may affect
the estimation of Xˆ. This effect can be reduced by decreasing
the updating frequency such that sufficient samples can be
collected between updates, even under a substantial loss of
packets (at the cost of a slower convergence). Permanent link
failures can be handled by extending the DACGEE algorithm
to simply-connected networks (see Remark II).
C. Communication cost and computational complexity
If Q < Mk, then the DACGEE algorithm reduces the
communication cost for node k with a factor Mk/Q compared
to the case where it would transmit its raw sensor signal obser-
vations to the other nodes or to an FC. Furthermore, in absence
of a powerful FC, the inherent dimensionality reduction in
the DACGEE algorithm also results in a reduced per-node
computational complexity compared to the case where the cen-
tralized GEVD is computed in a single node. Indeed, assuming
3Note that the monotonic increase of J(X) is not sufficient to prove
convergence. However, an actual convergence proof can be constructed relying
on a similar strategy as in [10] (details omitted, see also Remark II).
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Fig. 1. Convergence properties of the DACGEE algorithm, based on the
evaluation of the objective function (19) and the MSE over the entries of Xi.
that the algorithm operates in an adaptive context where the
GEVCs are continuously updated, a centralized GEVD has
a complexity of O(M3) per update, whereas the DACGEE
algorithm has a complexity of O
(
(Mq + (K − 1)Q)3
)
at the
updating node q. For example, if K = 10, Q = 1, and
Mk = 15, ∀ k ∈ K, then the centralized GEVD requires
∼ 3.4× 106 flops to (re-)estimate Xi, whereas the DACGEE
algorithm requires only ∼ 1.3 × 104 flops per update. Of
course, this comes with the drawback of having a slower
adaptation speed or tracking performance due to the iterative
nature of the DACGEE algorithm.
Remark IV: A tracking vs. communication/complexity
trade-off can be obtained when computing multiple iterations
of the DACGEE algorithm on the same block of N obser-
vations. Indeed, this would improve the adaptation speed and
accuracy, but at the price of an increased communication cost
since the same block of observations has to be transmitted
multiple times. However, note that only the updating node
has to retransmit its compressed observations, since the com-
pressors at the other nodes have not changed (the Q × Q
transformation of the compressors in (25) merely results in a
Q×Q transformation of the previously compressed/transmitted
observations).
IV. SIMULATIONS
In this section, we provide Monte-Carlo (MC) simulations4
of the DACGEE algorithm, and compare it with a centralized
algorithm operated in an FC. In each MC run, a new scenario is
created with K = 10 nodes, each collecting observations of a
different 15-dimensional stochastic sensor signal uk, ∀k ∈ K.
This vector consists of a mixture of 10 spatially located source
signals, from which Q are selected as target signals (having an
on-off behavior), and the other 10−Q are interfering signals
(which are continuously active). During activity of the Q target
sources, observations of the stacked vector u are generated as
u[t] = Aon · d[t] + n[t] (31)
4The Matlab code that was used in these simulations can be downloaded
from http://homes.esat.kuleuven.be/˜abertran/software.html
where Aon is a deterministic 15K × 10 matrix (independent
from t) for which in each MC run the entries are randomly
drawn from a uniform distribution over the interval [−0.5; 0.5],
d[t] is an observation of a 10-dimensional stochastic signal
from which the entries are independent and uniformly dis-
tributed over the interval [−0.5; 0.5] and n[t] is an observation
of a 15K-dimensional stochastic signal from which the entries
are independent and uniformly distributed over the interval
[−√0.1/2;√0.1/2] (modelling spatially uncorrelated sensor
noise). During inactivity of the Q target sources, the nodes
collect ‘noise-only’ observations which are stacked in v, and
which are generated as
v[t] = Aoff · d[t] + n[t] (32)
where d[t] and n[t] are generated by the same stochastic
process as in (31), and Aoff is equal to Aon, except for the
first Q columns which are set to zero, indicating that the Q
target sources are not active.
The upper part of Fig. 1 shows the monotonic increase of
the objective function (19) over the different iterations of the
DACGEE algorithm for different values of Q (averaged over
200 MC runs). We observe that, after a sufficient number of
iterations, the algorithm always converges to the correct value.
The bottom part of Fig. 1 shows the 25%, 50%, and 75%
percentile (over 200 MC runs) of the squared error between
Xi and Xˆ, averaged over the MQ entries. It is observed that
a larger Q yields a faster convergence, which is due to the
extra degrees of freedom in the constraint (22).
V. CONCLUSIONS
We have described a distributed algorithm, referred to as
the DACGEE algorithm, to estimate the principal GEVCs of
a pair of sensor signal covariance matrices in a fully-connected
WSN. The algorithm computes these GEVCs in an itera-
tive fashion without explicitely constructing the network-wide
covariance matrices. Instead of transmitting the raw sensor
signal observations, the nodes only exchange compressed ob-
servations, providing a significant reduction in communication
and computational costs, compared to a centralized approach.
The algorithm has been validated by means of numerical
simulations. Finally, it is noted that the algorithm can be
modified to multi-hop networks, using similar techniques as
in [10].
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