We consider random d-regular graphs on N vertices, with degree d at least (log N ) 4 . We prove that the Green's function of the adjacency matrix and the Stieltjes transform of its empirical spectral measure are well approximated by Wigner's semicircle law, down to the optimal scale given by the typical eigenvalue spacing (up to a logarithmic correction). Aside from well-known consequences for the local eigenvalue distribution, this result implies the complete delocalization of all eigenvectors.
Introduction and results
1.1. Introduction. Let A be the adjacency matrix of a random d-regular graph on N vertices. For fixed d 3, it is well known that as N → ∞ the empirical spectral measure of A converges weakly to the Kesten-McKay law [22, 23] , with density [4 − x 2 ] + is the density of Wigner's semicircle law. The semicircle law is the asymptotic eigenvalue distribution of a random Hermitian matrix with independent (upper-triangular) entries (correctly normalized and subject to mild tail assumptions). From (1.2) it is natural to expect that, for sequences of random d-regular graphs such that d → ∞ as N → ∞ simultaneously, the spectral density of (d − 1) −1/2 A converges to the semicircle law. This was only proved recently [27] (in [10] it was also shown with the restriction that d is only permitted to grow logarithmically in N ).
In the study of universality of random matrix statistics, local versions of the semicircle law and its generalizations have played a crucial role; see for instance the survey [15] . The local semicircle law is a far-reaching generalization of the weak convergence to the semicircle law mentioned above. First, the local law admits test functions whose support decreases with N so that far fewer than N eigenvalues are counted, ideally only slightly more than order 1. (In contrast, weak convergence of probability measures applies only to macroscopic test functions counting an order N eigenvalues). Second, the local law controls individual matrix entries of the Green's function. Both of these improvements have proved of fundamental importance for applications. For Wigner matrices, i.e. Hermitian random matrices with independent identically distributed upper-triangular entries, the semicircle law is known to hold down to the optimal spectral spectral scale 1/N , corresponding to the typical eigenvalue spacing, up to a logarithmic correction. In [2, 10, 19, 27] , it was shown that the semicircle law (for d → ∞) or the KestenMcKay law (for fixed d) holds for random d-regular graphs on spectral scales that are slightly smaller than the macroscopic scale 1 (typically by a logarithmic factor; see Section 1.4 below for more details).
In this paper we show that d-regular graphs with degree d at least (log N ) 4 obey the semicircle law down to spectral scales (log N ) 4 /N . This scale is optimal up to the power of the logarithm.
From the perspective of random matrix theory, the adjacency matrix of a random d-regular graph is a symmetric random matrix with nonnegative integer entries constrained so that all row and column sums are equal to d. These constraints impose nontrivial dependencies among the entries. For example, if the sum of the first k entries of a given row is d, the remaining entries of that row must be zero. Our general strategy is in part inspired by that developed for random matrices with independent entries, starting with [14] and significantly improved in a sequence of subsequent papers (see Section 1.4 below for more details). All previous works on local laws rely heavily on the independence of the matrix entries, which allows one to condition on a subset of entries to obtain precise large deviation bounds on the entries of the Green's function. (See for instance [12] for a detailed account.) While the independence of the matrix entries can presumably be replaced by weak or short-range dependence, the dependence structure of the entries of random regular graphs is global, and therefore a fundamentally different approach is required. In this paper, we introduce a new method to analyse random regular graphs. We believe that our strategy is also applicable to more general models of random graphs with constraints.
Notation. We use a = O(b) to mean that there exists an absolute constant C > 0 such that |a| Cb, and a ≫ b to mean that a Cb for some sufficiently large absolute constant C > 0. Moreover, we abbreviate [[a, b] ] . .= [a, b] ∩ Z. We use the standard notations a ∧ b . .= min{a, b} and a∨b . .= max{a, b}. Every quantity that is not explicitly a constant may depend on N , which we almost always omit from our notation. Throughout the paper, we tacitly assume N ≫ 1.
Random regular graphs.
We establish the local law for the following three standard models of random d-regular graphs.
Uniform model. Let N and d be positive integers such that N d is even. The uniform model is the uniform probability measure on the set of all simple d-regular graphs on [ [1, N ] ]. (Here, simple means that the graph has no loops or multiple edges.) Equivalently, its adjacency matrix A is the uniform probability measure on symmetric matrices with entries in {0, 1} such that all rows have sum d and the diagonal entries are zero. (
1.4)
Graphs of this model can have multiple edges but no loops. Their degree d is arbitrary, but their number of vertices must be even.
The models introduced above include simple graphs (uniform model), graphs with loops and multiple edges (permutation model), and graphs with multiple edges but no loops (matching model). Throughout this paper, all statements apply to any of the above three models, unless explicitly stated otherwise. As discussed in Section 1.4 below, our approach is quite general, and applies to other models of random regular graphs as well. For brevity, however, we give the details for the three representative models introduced above.
We shall give error bounds depending on the parameter for z ∈ C + . Here C + . .= {E + iη . . E ∈ R, η > 0} denotes the upper half-plane. We always use the notation z = E + iη for the real and imaginary parts of z ∈ C + , and regard E ≡ E(z) and η ≡ η(z) as functions of z.
For z ∈ C + , let m(z) . .= ̺(x) x − z dx = −z + √ z 2 − 4 2 (1.9)
be the Stieltjes transform of the semicircle law. Here the square root is chosen so that m(z) ∈ C + for z ∈ C + , or, equivalently, to have a branch cut [−2, 2] and to satisfy √ z 2 − 4 ∼ z as |z| → ∞. We shall control the errors using the parameter Φ(z) . .= 1 10) and the function 11) where r ∈ [0, 1]. Away from the two edges z = ±2 of the support of the semicircle law, i.e. for |z ± 2| ε for some ε > 0, the function F is linearly bounded: F z (r) = O ε (r). Near the edges, F z (r) √ r provides a weaker bound.
We now state our main result. uniformly for all z ∈ C + such that η ≫ ξ 2 /N .
The condition D ≫ ξ 2 in the statement of Theorem 1.1 implies the following restrictions on the degree of the graphs:
(uniform model) , (1.13)
(permutation and matching models) .
(1.14)
Thus, for the smallest possible degree d and the smallest spectral scale η for which Theorem 1.1 applies, the parameter ξ needs to be chosen as small as permitted, which is slightly smaller than (log N ) 2 . In particular, the local semicircle law holds for all η (log N ) 4 /N and all d (log N ) 4 satisfying d N 2/3 (log N ) −4/3 for the uniform model and d N 2 (log N ) −4 for the permutation and matching models.
The estimates (1.12) have a number of well-known consequences for the eigenvalues and eigenvectors of H, and hence also for those of A. For instance, Theorem 1.1 implies that all eigenvectors are completely delocalized.
Corollary 1.2 (Eigenvector delocalization).
Under the assumptions of Theorem 1.1, any ℓ 2 -normalized eigenvector of A or H has ℓ ∞ -norm of size O(ξ/ √ N ) with probability at least 1 − e −ξ log ξ . Proof. Since A and H have the same eigenvectors, it suffices to consider H.
denote an orthonormal basis of eigenvectors with Hv α = λ α v α . Let ξ be as in Theorem 1.1, and set η . .= Cξ 2 /N for some large enough constant C. Choosing a random argument z = λ α + iη in the first estimate of (1.12), and invoking the bound
which follows easily from (1.9), we find
with probability at least 1 − e −ξ log ξ . This concludes the proof.
Next, Theorem 1.1 yields a semicircle law on small scales for the empirical spectral measure of H. The Stieltjes transform of the empirical spectral measure of H is defined by 16) where λ 1 , . . . , λ N are the eigenvalues of H. Theorem 1.1 implies that
with probability at least 1 − e −ξ log ξ . Following a standard application of the Helffer-Sjöstrand functional calculus along the lines of [13, Section 8.1], the following result may be deduced from (1.17).
Corollary 1.3 (Semicircle law on small scales). Let
denote the semicircle and empirical spectral measures, respectively, applied to an interval I. Fix a constant K > 0. Then, under the assumptions of Theorem 1.1, for any interval
with probability at least 1 − e −ξ log ξ , where |I| denotes the length of I and κ(I) . .= dist(I, {−2, 2}) the distance from I to the spectral edges ±2.
Corollary 1.3 says in particular that, in the bulk spectrum, the empirical spectral density of H is well approximated by the semicircle law down to spectral scales ξ 2 /N . Indeed, fix ε > 0 and suppose that I ⊂ [−2+ε, 2−ε], so that κ(I) ε. Then the right-hand side of (1.18) is much smaller than ̺(I) provided that |I| ≫ ξ 2 /N . We deduce that the distribution of the eigenvalues of H is very regular all the way down to the microscopic scale. Moreover, clumps of eigenvalues containing more than (log N ) 4 eigenvalues are ruled out with high probability: any interval of length at most (log N ) 4 /N contains with high probability at most O((log N ) 4 ) eigenvalues. Remark 1.4. The estimate (1.18) deteriorates near the edges, when κ(I) is small. Here we do not aim for an optimal edge behaviour, and (1.18) can in fact be improved near the edges by a more refined application of (1.17). For example, from (1.17) we also obtain the estimate
with probability at least 1 − e −ξ log ξ , which is stronger than (1.18) when |I| and κ(I) are small. Moreover, as explained in Remark 1.6 below, (1.18) itself, and hence estimates of the form (1.19), can be improved near the edges. We do not pursue these improvements here.
Remark 1.5. Theorem 1.1 has a simple extension in which the condition η ≫ ξ 2 /N is dropped. Indeed, using Lemma 2.1 below, it is easy to conclude that, under the assumptions of Theorem 1.1, for any z ∈ C + with η = O(ξ 2 /N ) we have the estimate
N η with probability at least 1 − e −ξ log ξ . Remark 1.6. Up to the logarithmic correction ξ, we expect that the estimates (1.12) cannot be improved in the bulk of the support of the semicircle law, i.e. for |E| 2 − ε. On the other hand, (1.12) is not optimal for |E| 2 − ε. For example, a simple extension of our proof allows one to show that the term ξΦ(z) on the right-hand sides of (1.12) can be replaced by the smaller bound
In order to focus on the main ideas of this paper, we give the proof of the simpler estimate (1.12).
In Appendix A, we sketch the required changes to obtain the improved error bound (1.20) . The bound (1.12) is sufficient for most applications, including Corollaries 1.2-1.3. Finally, we remark that all of our error bounds are designed with the regime of bounded z in mind; as z → ∞, much better bounds can be easily obtained. We do not pursue this direction here.
Related results.
We conclude this section with a discussion of some related results. The convergence of the empirical spectral measure of a random d-regular graph has been previously established on spectral scales slightly smaller than the macroscopic scale 1. More precisely, in [27, Theorem 1.6] , the semicircle law is established down to the spectral scale Using contiguity results, almost sure asymptotic properties of various models of random regular graphs are known to be related to those of other models; see for instance [28] for more details. Such results are difficult to extend to the case where d grows with N , for example because the probability that a graph of the permutation model is simple tends to zero roughly like exp(−cd 2 ). This is smaller than the error probabilities that we establish in this paper.
In contrast, our proof does not rely on a comparison between different models, but works directly with each individual model. Our approach is rather general, and may in particular be adapted to deal with other models of random regular graphs. For instance, by an argument similar to (but somewhat simpler than) the one given in Section 6, we may prove Theorem 1.1 for the configuration model of random regular graphs. Moreover, by a straightforward extension of our method, our results remain valid for arbitrary superpositions of the models from Section 1.2. For example, we can consider a regular graph defined as the union of several independent uniform regular graphs of lower degree. (In fact, the matching model is the union of d independent copies of a uniform 1-regular graph).
It is well known that, locally around almost all vertices, a random d-regular graph is well approximated by the d-regular tree, at least for fixed d 3. The Kesten-McKay law is the spectral measure of the infinite d-regular tree, and many previous results on the spectral properties of d-regular graphs use some form of local approximation by the d-regular tree. In particular, it is known that the spectral measure of any sequence of graphs converging locally to the d-regular tree converges to the Kesten-McKay law; see for instance [4] . In [5] , under an assumption on the number of small cycles (corresponding approximately to a locally tree-like structure and satisfied with high probability by random regular graphs), it is proved that eigenvectors cannot be localized in the following sense: if for some
ε > 0, then |B| N δ with high probability for some small δ ∝ ε 2 . In comparision, for a random d-regular graph with d (log N ) 4 , Corollary 1.2 implies that if a set B has ℓ 2 -mass ε > 0 then |B| εN (log N ) −4 with high probability, which is optimal up to the power of the logarithmic correction. In [2] , for locally tree-like d-regular expander graphs with d 3 fixed, a graph version of the quantum ergodicity theorem is proved: it is shown that averages over eigenvectors whose eigenvalues lie in an interval containing at least N (log N ) −c eigenvalues converge to the uniform distribution, along with a version of the Kesten-McKay law at spectral scales slightly smaller (by a related logarithmic factor) than the macroscopic scale 1. For random regular graphs, also using the local tree approximation, similar estimates for eigenvalues on scales of order roughly (log N ) −c were also established in [10, 19] . In all of these works, the logarithmic factor arises as the radius of the largest neighbourhood where the tree approximation holds, which is of order log d N .
Our proof does not use the tree approximation. Instead, we use that appropriately chosen switchings leave the random regular graphs from Section 1.2 invariant. Switchings of random regular graphs were introduced to prove enumeration results in [24] ; see also [28] for a survey of subsequent developments. Switchings are also commonly used for simulating random regular graphs using Monte Carlo methods; see e.g. [8] and references therein. Recently, switchings were employed to bound the singularity probability of directed random regular graphs [7] .
For d-regular graphs, the value of second largest eigenvalue λ 2 is of particular interest. At least for fixed d 3, it was conjectured that for almost all random d-regular graphs we have
with high probability [1] . For fixed d, this conjecture was proved in [17] , following several larger bounds (for which references are given in [17] ). Very recently, the results of [17] were generalized and their proofs simplified in [3, 26] . For the permutation model with d → ∞ as N → ∞, the best known bound is λ 2 = O( √ d) [18] (see [9, Theorem 2.4 ] for a more detailed proof).
Finally, it is believed that the eigenvalues of d-regular graphs obey random matrix statistics as soon as d 3. There is numerical evidence that the local spectral statistics in the bulk of the spectrum are governed by those of the Gaussian orthogonal ensemble (GOE) [20] , and further that the distribution of the appropriately rescaled second largest eigenvalue λ 2 converges to the Tracy-Widom distribution of the GOE [25] . For Erdős-Rényi graphs, in which each edge is chosen independently with (possibly N -dependent) probability p, much more is known. The local semicircle was established under the condition pN ≫ (log N ) C in [13] (see also [27] ). Moreover, random matrix statistics for both the bulk eigenvalues and the second largest eigenvalue were established in [11] under the condition pN ≫ N 2/3 . Further results on the spectral statistics of Erdős-Rényi graphs are discussed in [11, 13, 27 ].
Preliminaries and the self-improving estimate
In this section we introduce some basic tools and definitions on which our proof relies, and state a self-improving estimate, Proposition 2.2, from which Theorem 1.1 will easily follow. The rest of this paper will be devoted to the proof of Proposition 2.2.
From now on we frequently omit the spectral parameter z from our notation, and write G ≡ G(z) and so on. The spectral representation of G implies the trivial bound
We shall also use the resolvent identity: for invertible matrices A, B,
In particular, applying (2.2) to G − G * , we obtain the Ward identity
is smaller by the factor 1 N η ≪ 1 than the diagonal element |G ii |. This identity was first used systematically in the proof the local semicircle law for random matrices in [16] . The core of the proof is an induction on the spectral scale, where information about G is passed on from the scale η to the scale η/2. (See Remark 2.3 below for a comparison of this induction with the bootstrapping/continuity arguments used in the proofs of local laws in models with independent entries.) The next lemma is a simple deterministic result that allows us to propagate bounds on the Green's function on a certain scale to weaker bounds on a smaller scale. This result will play a crucial role in the induction step. In order to state it, we introduce the random error parameters
Proof. Fix E ∈ R and write Γ(η) = Γ(E + iη). For sufficiently small h, since |x ∨ 1 − y ∨ 1| |x − y| for x, y > 0, using the resolvent identity, the Cauchy-Schwarz inequality, and (2.3), we get
Thus, Γ is locally Lipschitz continuous, and its almost everywhere defined derivative satisfies
This implies ∂ ∂η (ηΓ(η)) 0 and therefore Γ(η/M ) M Γ(η) as claimed. The main ingredient of the proof of Theorem 1.1 is the following result, whose proof constitutes the remainder of the paper. To state it, we introduce the set 5) where the implicit absolute constant in ≪ is chosen large enough in the proof of the following result.
Proposition 2.2. Suppose that ξ > 0, ζ > 0, and that D ≫ ξ 2 . If for z ∈ D we have
with probability at least 1 − e −ζ , then 6) with probability at least 1 − e −(ξ log ξ)∧ζ+O(log N ) .
Given Proposition 2.2, Theorem 1.1 is a simple consequence.
Proof of Theorem 1.1. Let ξ log ξ ≫ (log N ) 2 . We first note that it suffices to prove (1.12) for z ∈ D. Indeed, since d ≪ N 2 by assumption, the spectrum of H is contained in the interval
2 N ], and the proof of (1.12) therefore becomes trivial for |E| N . Similarly, the proof of (1.12) is trivial for η N . Since G is Lipschitz continuous in z with Lipschitz constant bounded by 1/η 2 N 2 , it moreover suffices to prove (1.12) for z ∈ D ∩ (N −4 Z 2 ). By a union bound, it suffices to prove (1.12) for each
where C > 0 is the implicit absolute constant from the assumption η ≫ ξ 2 /N in the statement of the theorem.
The claim (2.7) is trivial for k = 0 since then η k = N and therefore (2.1) implies Γ * (z k ) 1 deterministically. Now assume that (2.7) holds for some k ∈ [[0, K]]. Then Lemma 2.1 applied with η = η k and M = 2 implies
We may therefore apply Proposition 2.2 with z = z k+1 and ζ = ξ log ξ − O(k log N ). Thus, we find that (2.6) holds for z = z k with probability at least 1 − e −ξ log ξ+O((k+1) log N ) . Since |m| 1 by (1.15), we conclude that Γ * (z k+1 ) 2 with with probability at least 1 − e −ξ log ξ+O((k+1) log N ) . This concludes the proof of the induction step, and hence of (2.6) for all
Finally, the argument may also be applied with ξ replaced by 2ξ, concluding the proof since e −2ξ log 2ξ+O(log N ) 2 e −ξ log ξ by assumption. Remark 2.3. The induction in the proof of Theorem 1.1 is not a continuity (or bootstrapping) argument, as used e.g. in the works [12] [13] [14] on local laws of models with independent entries. The multiplicative steps η → η/2 that we make are far too large for a continuity argument to work, and we correspondingly obtain much weaker a priori estimates from the induction hypothesis. Thus, our proof relies on a priori control of Γ instead of the error parameters Λ d and Λ o used in [12] [13] [14] . The advantage, on the other hand, of the approach taken here is that we only have to perform an order log N steps, as opposed to the N C steps required in bootstrapping arguments. As evidenced by the proof of Theorem 1.1, a logarithmic bound on the number of induction steps is crucial. An inductive approach was also taken in [6] , where a local semicircle law without logarithmic corrections was proved for Wigner matrices with entries whose distributions are subgaussian.
It therefore only remains to prove Proposition 2.2. This is the subject of the remainder of the paper, which we now briefly outline. We follow the concentration/expectation approach, establishing concentration results on the entries of G (Section 4) and computing the expectation of the diagonal entries (Section 5). All of this is performed with respect to a conditional probability measure, which is constructed for each fixed vertex. Roughly speaking, given a vertex, this conditional probability measure randomizes the neighbours of the vertex in an approximately uniform fashion. It is model-dependent and has to be chosen with great care for all of the concentration/expectation arguments of Sections 4-5 to work. Its construction is easiest for the matching model, which we explain in Section 3. The constructions for the uniform and permutation models are given in Sections 6 and 7 respectively.
Switchings and parametrization of neighbours
All models of random regular graphs that we consider are invariant under permutation of vertices. However, for our analysis, it is important to use a parametrization that distinguishes a fixed vertex. Without loss of generality, we assume this vertex to be 1. This parametrization has to satisfy a series of properties, which are given in Proposition 3.7 below. Using these properties, in Sections 4-5, we complete the proof of Proposition 2.2. Loosely speaking, the parametrization allows to resample the neighbours of 1, independently, and only changing a fixed number of edges in the remainder of the graph in a sufficiently random way. In this section, we describe the parametrization and prove Proposition 3.7 for the matching model. The parametrizations for the uniform and permutation models are discussed in Section 6 and 7 respectively. Random indices will play an important role throughout the paper. We consistently use the letters i, j, k, l, m, n to denote deterministic indices, and x, y to denote random indices.
3.1. Local switchings. Our basic strategy involves randomizing the neighbours of the fixed vertex 1 by local changes of the graph, called switchings in the graph theory literature [28] . We use double switchings which involve three edges, as opposed to single switchings which only involve two edges. Both are illustrated in Figure 3 .1.
Throughout the following, we use the following conventions to describe graphs. We consider general undirected graphs, which may have loops and multiple edges. We consistently identify a graph with its adjacency matrix A. The quantity A ij = A ji ∈ N is the number of edges between i and j, and A ii ∈ 2N is twice the number of loops at i. The degree of i is j A ij , which will always be equal to d for all i. The graph A is simple if and only if it has no multiple edges or Solid lines show edges of a graph before switching, dashed lines edges after a single switching (left) and after a double switching (right). In our application, r is chosen to be 1, so that the switching connects the vertex 1 to a given vertex a.
loops, i.e. A ij ∈ {0, 1} and A ii = 0 for all i, j. Sometimes we endow edges with a direction; we use the notation ij for the edge {i, j} directed from i to j.
To define switchings of a set of unoriented edges, it is convenient to assign directions to the edges to be switched. These directions determine which one of the possible switchings of the unoriented edges is chosen. We define the single switching of two edges rr, aa of A with the indicated directions to be the graph
if |{r, r, a, a}| = 4, and the graph τ rr,aa (A) . .= A if |{r, r, a, a}| < 4. The double switching of the three edges rr, aa, bb of A with the indicated directions is defined to be the graph
if |{r, r, a, a, b, b}| = 6, and the graph τ rr,aa,bb (A) . .= A if |{r, r, a, a, b, b}| < 6. Our goal is to use switchings to connect the distinguished vertex 1 to essentially independent random vertices a 1 , . . . , a d that are approximately uniform in the sense of the next definition. 
To give an idea how approximately uniform random variables arise, consider a switching with r = 1 (to achieve our goal of connecting 1 to a given vertex a using a switching). For simple graphs, a necessary condition to apply the switching (3.3) is a = 1. Choosing a uniformly with this constraint means that it is uniform on [[2, N ]]. In particular, the total variation distance of its distribution to that of the uniform distribution is
Throughout this paper,
appears frequently as a bound on exceptional probabilities, and we tacitly use the estimates
which follow directly from (1.5)-(1.6), as well as
We use the following conventions for conditional statements.
Definition 3.2. Let G be a σ-algebra, B an event, and p ∈ [0, 1]. We say that, conditioned on G, the event B holds with probability at least p if P(B|G) p almost surely. Moreover, we say that, conditioned on G, the random variable x is approximately uniform
The use of double switchings opposed to single switchings ensures that either condition (a) or (b) in the next lemma holds. These conditions will play an important role in Section 5.
(That double switchings are in general more effective than single switchings is well known in the combinatorial context; see for instance [28] for a discussion.)
where X is a sum of at most 10 terms ±∆ xy with the following property. 
Proof. The claim is immediate from (3.3).
We emphasize that when we say that x and y are approximately uniform, this is a statement about their individual distributions, and as such implies nothing about their joint distribution.
The introduction of switchings that connect 1 to essentially independent random vertices a 1 , . . . , a d is simplest in the matching model, in which the different neighbours of any given vertex are independent, so that it suffices to consider a single neighbour of 1 at a time. In the next subsection, we explain in detail how this parametrization using switchings is defined for the matching model.
We state the conclusion, Proposition 3.7, in great enough generality that it holds literally also for all of the other models, for which the more involved proofs are given in Sections 6-7. In the proof of Proposition 2.2 (given in Sections 4-5), and therefore in the proof of Theorem 1.1, we only use the conclusion contained in Proposition 3.7, and no other properties of the model. Hence, Proposition 3.7 summarizes everything about the random regular graphs that our proof requires. 2) we identify with the subset of permutations whose cycles all have length 2; in particular π = π −1 for π ∈ M N . For any perfect matching σ ∈ M N , we denote the corresponding symmetric permutation matrix by
Note that M (·) is one-to-one.
where we recall that τ was defined in (3.3). In particular, T ijk connects i to j (see Figure 3 .1) except in the exceptional case |{i, j, k, π(i), π(j), π(k)}| < 6.
fixed, and a, b independent and uniform over
is uniform over M N , and
Explicitly, the first claim of Lemma 3.4 states that the map
preserves the uniform measure on M N .
Proof. To prove that T iab (π) is uniform over M N , it suffices to check reversibility, i.e. that, for Figure 3 .1 (right) for illustration). If no such pairs exist, both sides of (3.9) are zero. Otherwise, there exists precisely one pair (a, b) such that T iab (σ) = σ ′ , so that the left-hand side of (3.9) is equal to 1/(N − 1) 2 because (a, b) is uniformly distributed over (N − 1) 2 elements; the same argument shows that the right-hand side of (3.9) is also equal to 1/(N − 1) 2 , which concludes the proof of (3.10). Finally, (3.9) is immediate from the definition of T iab .
and such a pair exists if and only if there exists a (
The canonical realization of the probability space of the matching model is the product of d copies of the uniform measure on M N . For our analysis, we instead employ the larger probability space Ω .
also endowed with the uniform probability measure. Elements of Ω µ are written as (π µ , a µ , b µ ). We set θ = (π 1 , . . . , π d ), u µ = (a µ , b µ ), and 
which is a random variable on the probability space Ω. To sum up, rather than working directly with the probability measure on matrices that we are interested in, we use a measure-preserving lifting to a larger probability space, given by
Throughout the following, we say that (
is an enumeration of the neighbours of 1 if
(3.14)
(Recall that, as explained in the beginning of Section 3, the vertex 1 is distinguished.) Defining α µ . .= σ µ (1), we find that (α 1 , . . . , α d ) is an enumeration of the neighbours of 1.
3.3. General parametrization. Having described the probability space and the parametrization of the neighbours of 1 for the matching model, we now generalize this setup in order to admit other models of random regular graphs as well.
Definition 3.5 (Parametrization of probability space). We work on a finite probability space
whose points we denote by (θ,
we define σ-algebras
We also define F 0 . .= σ(θ).
In general, as in the case of the matching model in Section 3.2, the variable u µ for µ ∈ [ [1, d] ] determines (with high probability given θ ∈ Θ) the µ-th neighbour of 1. Note that we have introduced an artificial ordering of the neighbours of 1; this ordering will prove convenient in Sections 4-5. The interpretation of the σ-algebras (3.16)-(3.17) is that G µ determines all neighbours of 1 except the µ-th one, and F µ determines the first µ neighbours of 1.
Having constructed the probability space Ω, we augment it with independent copies of the random variables u 1 , . . . , u d . Definition 3.6 (Augmented probability space). Let Ω be a probability space as in Definition 3.5. We augment Ω to a larger probability spaceΩ by adding independent copies of u µ for each µ ∈ [ [1, d] ]. More precisely, we definẽ 
, we define the versioñ X µ of X by exchanging the arguments u µ andũ µ of X:
Throughout the following, the underlying probability space will always be the augmented spaceΩ.
Lemmas 3.3-3.4 imply the following key result for the matching model, which is the main result of this section. We state it in a sufficiently general form that holds for all graphs models simultaneously; the proof for the other models is given in Sections 6-7. For the matching model, the parametrization in its statement and the corresponding random variables from (3.20) were defined in Section 3.2.
Proposition 3.7. For any model of random d-regular graphs introduced in Section 1.2, there exists a parametrization satisfying Definition 3.5, augmented according to Definition 3.6, with 20) such that the following holds.
(i) A is the adjacency matrix of the d-regular random graph model under consideration, and (α 1 , . . . , α d ) is an enumeration of the neighbours of 1 in the sense of (3.14).
(ii) (Neighbours of 1.
(1) Conditioned on G µ , the random variable a µ is approximately uniform.
(2) Conditioned on F 0 , with probability
(1)Ã µ − A is the sum of a bounded number of terms of the form ±∆ xy where x and y are random variables in
, the number of such terms is constant, and for each term ±∆ xy at least one of x and y is approximately uniform.
where X is a sum of terms ±∆ xy such that one of the following two conditions holds: (a) conditioned on G µ , the random variables x and y are both approximately uniform; (1) . By (3.9), α µ = σ µ (1) = a µ holds on the event |{1, π(1), a, π(a), b, π(b)}| = 6. The latter event has probability 1 − O(
) conditioned on G µ , and hence in particular conditioned on F 0 , which proves (ii)(2).
Next, we prove (iii). By the definitions (3.12)-(3.13),
By the definition of T in (3.8) and (3.3), any application of T adds or removes at most 6 terms ∆ xy , and thereforeÃ − A is equal to a sum of at most 12 terms of the form ±∆ xy , which proves the first claim of (iii) (1) .
To show the second claim of (iii) (1) and to show (iii)(2), we may assume that 22) since this event occurs with probability at least 1
) conditioned on G µ (and hence also conditioned on F 0 ). Under (3.22), we get
Since the a, b,ã,b, a, b,ã,b satisfy the assumption of Lemma 3.3 conditioned on π, the claim follows from Lemma 3.3. More explicitly, the right-hand side of (3.23) is
from which the claim is obvious.
Stability of the Green's function under resampling.
From now on we make use of the following notations for conditional expectations and conditional L p -norms.
Definition 3.8. For any σ-algebra G, we denote by E G = E( · |G) and P G = P( · |G) the conditional expectation and probability with respect to G. Moreover, we define the conditional L pnorms by
In particular, X L p (G) is a G-measurable random variable, and
Moreover, for any
The following result is an important consequence of Proposition 3.7 for the Green's function. It relies on the fundamental random control parameter
where we recall the definition of Γ(z) from (2.4). Also, we remind the reader that, according to Definition 3.6, a random variable (such as the index x or y in the following lemma) is always defined on the augmented probability space Ω, but the Green's function is F d -measurable and does therefore not depend onũ 1 , . . . ,ũ d .
In particular,
(ii) For random variables x, y such that, conditioned on G µ and x, the random variable y is approximately uniform,
An analogous statement holds with the roles of x and y exchanged, and with G replaced bỹ G.
Assuming that Γ = O(1), Lemma 3.9 (i) states that the Green's function has a bounded differences property with respect to the u µ : it only changes by the small amount O(d −1/2 ) = O(Φ) if a single u µ is changed. Lemma 3.9 (ii) states that if one of its indices is random, then (conditioned on G µ ) the L 2 -norm of the Green's function is smaller (again by a factor Φ) than its L ∞ -norm.
Proof. We start with (i). The resolvent identity (2.2) implies
By Proposition 3.7 (iii)(1), (A −Ã µ ) kl = 0 except for a bounded number of pairs (k, l). Since the non-zero entries are bounded in absolute value by 1, we immediately get (3.25). Next, we prove (ii). As in (3.18), we may further augment the probability space to include another independent copy of u µ , which we denote byû µ . From now on we drop the superscripts µ, and denote byX the version of an F d -measurable random variable X obtained by replacing u µ withû µ . On this augmented probability space, we introduce the σ-algebraĜ µ . .= σ(G µ ,û µ ). Then, since G is F d -measurable (i.e. it does not depend onû µ ), we have E Gµ f (G) = EĜ µ f (G) for any function f . From (3.25), withũ µ replaced byû µ , we get
. Since, conditioned onĜ µ and x, the distribution of y has total variation distance O 
Finally, by (3.25), ImĜ xx Γ µ + O(D −1/2 Γ 2 µ ), and therefore
which yields (3.26).
Concentration
In this section we establish concentration bounds for polynomials in the entries of G, with respect to the conditional expectation E F 0 .
Proposition 4.1. Let z ∈ C + satisfy N η 1 and let ξ, ζ > 0. Suppose that Γ = O(1) with probability at least 1 − e −ζ . Then for any p = O (1) and i 1 , j 1 , . . . , i p , j p ∈ [[1, N ] ] we have
with probability at least 1 − e −(ξ log ξ)∧ζ+O(log N ) .
The rest of this section is devoted to the proof of Proposition 4.1. The main tool in its proof is the following general concentration result. 
Suppose moreover that Y µ = O(1) with probability at least 1 − e −ζ , and that
3) with probability at least 1 − e −(ξ log ξ)∨ζ+O(log N ) .
Proof of Proposition 4.2.
To prove Proposition 4.2, we define the complex-valued martingale
In particular, X d = X and X 0 = E F 0 X. By assumption, Y µ is bounded with probability least 1 − e −ζ . By the first inequality of (4.2), we therefore get |X µ+1 − X µ | = O(1) with probability at least 1 − e −ζ . If this bound held not only with high probability but almost surely, a standard application of Azuma's inequality would show that X d − X 0 is concentrated on the scale √ d. This bound is not sufficient to prove Propositions 4.1-4.2, which provide a significantly improved bound. Instead of Azuma's inequality, we use Prokorov's arcsinh inequality, of which a martingale version is stated in the following lemma, taken from [21, Proposition 3.1]. Compared to Azuma's inequality, it can use an improved bound on the conditional square function. 
Proof. Since
it suffices to prove that any real-valued marginale X satisfying (4.5) obeys
Hence, from now on, we assume that that X is real-valued. First, for all x ∈ R, e x 1 + x + x 2 (sinh x)/x and (sinh x)/x (sinh y)/y if |x| y. Using that (X µ ) is a martingale, it follows that for any λ > 0,
Iterating this bound, using 1 + x e x , it follows that
The estimate (4.7) then follows by the exponential Chebyshev inequality with the choice λ . .
, and an application of the same estimate with X replaced by −X.
In order to exploit the fact that Y µ = O(1) with high probability, we introduce a stopping time τ . Let γ 1 be the implicit constant in the assumption of Proposition 4.2 such that Y µ γ holds with probability at least 1 − e −ζ . We define 8) and if the above set is empty we set τ . .= d. By definition, τ is an (F µ )-stopping time. The following result shows that τ < d on an event of low probability.
Using a union bound, Markov's inequality, log d = O(log N ), γ 1, and that EE Fµφµ = Eφ µ e −ζ by assumption, we therefore get
which concludes the proof. and using a union bound, it will be sufficient to study X τ µ instead of X µ . The next result shows that X τ µ satisfies the assumptions of Lemma 4.3.
Proof. Set φ µ . .= 1(τ µ + 1). Then φ µ is F µ -measurable and
Note that, by definition,
, and that, by independence,
We now prove (4.9). By the first bound of (4.2),
and therefore
In the last inequality, we used that
Hölder's inequality, and by the definition of φ µ . This completes the proof of (4.9). Next, we prove (4.10) in a similar fashion. By (4.11), Jensen's inequality for the conditional expectation E F µ+1 , and then using the second inequality of (4.2), we get
as desired.
Proof of Proposition 4.2. By Lemmas 4.3-4.5, and ξ arcsin ξ = ξ log 2ξ + O(1) for ξ > 0, we get
for a sufficiently large constant C.
Proof of Proposition 4.1.
Throughout the remainder of this section, we assume that N η 1 and D 1. From Definitions 3.5-3.6 we recall the σ-algebras G µ and F µ , as well as the versioñ X µ of a random variable X. In particular, we can express the conditional variance of an F dmeasurable complex-valued random variable X as
The following result is the main ingredient in the verification of the second bound of (4.2). For its statement, we recall the definition of Γ µ from (3.24). Lemma 4.6. We have
Proof. We abbreviateG ≡G µ . Applying (4.12) to G ij , we get
(4.14)
Let χ be the indicator function of the event of G µ -probability at least 1 − O 1 √ dD from Proposition 3.7 (iii)(1), and setχ = 1 − χ. Then the right-hand side of (4.14) is bounded by
To estimate both terms, we use that, by the resolvent identity and Proposition 3.7 (iii)(1), there are a bounded (and possibly random) number ℓ of random variables (x 1 , y 1 ) , . . . , (x ℓ , y ℓ ) such that
We focus first on the second term of (4.15). By Proposition 3.7 (iii)(1) and (4.16),
By the definition ofχ and Proposition 3.7 (iii)(1), E Gµ (χ) = O(
. This implies that the second term in (4.15) is bounded by the right-hand side of (4.13).
Next, we estimate the first term of (4.15) . By the definition of χ and Proposition 3.7 (iii)(1), the number ℓ in (4.16) is constant on the support of χ, and, conditioned on G µ , for each p ∈ [ [1, ℓ] ], at least one of x p and y p is approximately uniform. Therefore
where, conditioned on G µ , for each (p, q), at least two of x p , y p , x q , y q are approximately uniform. We estimate two of the four factors of G orG by Γ µ , including those without an approximately uniform index, and use the Cauchy-Schwarz inequality to decouple the remaining two factors of G orG, each of which has at least one approximately uniform index. Then using (3.26) we find that each such term is bounded by O(Γ 6 µ Φ 2 ). Since the sum in (4.17) has a bounded number of terms, the claim follows.
Proof of Proposition 4.1. We verify the assumptions of Proposition 4.2. Given
Moreover, by assumption, Γ = O(1) with probability at least 1 − e −ζ . Hence, Lemma 3.9 (i) implies that Γ µ 2Γ = O(1) with probability at least 1 − e −ζ , so that Y µ = O(1) with probability at least 1 − e −ζ . Moreover, the trivial bound (2.1) and N η 1 imply
. We conclude that Y µ satisfies the conditions from the statement of Proposition 4.2.
We first complete the proof for p = 1. Let X . .= Φ −1 G ij . Then, by (3.25) and 
Using (3.25), we therefore conclude that |X − E Gµ X| Y µ (after choosing C p large enough). Moreover, since (a
), by the conditional Jensen inequality and Lemma 4.6, we find
which is bounded by d −1 Y 2 µ (after choosing C p large enough). The claim now follows from Proposition 4.2.
Expectation
In this section we prove Proposition 2.2. We use the spectral parameters
Fix z 0 as in (5.1). To prove Proposition 2.2, we assume that D ≫ ξ 2 and that
for some constant γ = O(1). Recall the function F ≡ F z from (1.11) and Φ from (1.10). To prove Proposition 2.2 it suffices to show that, with probability at least 1 − e −(ξ log ξ)∧ζ+O(log N ) , (ii) Estimate of G ii − m .
(iii) Estimate of G ij for i = j.
Step (i) represents most of the work. Throughout this section we make the assumption (5.2).
High probability a priori bounds.
For the proof of Proposition 2.2 we use the following convenient notion of high probability.
Definition 5.1. Given a parameter t > 0, an event Ξ holds with t-high probability, abbreviated t-HP, if P(Ξ c ) e −t+O(log N ) .
In the nontrivial case t ≫ log N , the notion of t-high probability is stronger than the standard notion of high probability (and in fact implies what is occasionally called overwhelming probability). By definition and a union bound, a union of N O(1) many events that each hold with t-high probability holds with t-high probability. Moreover, if Ξ holds with t-HP then E F 0 1(Ξ c ) N −k with t-HP for any constant k > 0. Indeed, by Markov's inequality,
From now on, these properties will be used tacitly. Furthermore, from now on, the parameter t in Definition 5.1 will always be
with ζ and ξ the parameters given in the assumption of Proposition 2.2. Then, for any z as in (5.1), we get from the assumption (5.2) and Proposition 4.1 that, with t-HP, for all deterministic
and
To prove Proposition 2.2, we need to show that (5.3)-(5.4) then also hold with t-HP.
Derivation of self-consistent equation.
In this subsection we derive the self-consistent equation, (5.35) below, which will allows us to obtain estimates on the entries of G and hence prove Proposition 2.2. The following lemma is, in combination with the concentration bounds (5.7)-(5.8), the main estimate in its derivation. For its statement, recall from Proposition 3.7 that (α 1 , . . . , α d ) is an enumeration of the neighbours of 1. For the following we introduce the abbreviation 
10) 
14)
(iv) If (a) conditioned on G µ andã, the random variable x is approximately uniform, or (b) conditioned on G µ , the random variable y is approximately uniform, then
, and, as in the statement of the lemma, use the shorthand notation (5.13).
Denote by φ the indicator function of the event Γ µ 2γ, and setφ = 1 − φ. By definition, φ is G µ -measurable. By (3.25) , {Γ µ 2γ} ⊂ {Γ γ}, so that, by assumption, φ = 1 with t-HP. In particular, as noted around (5.5), for any constant k, the event η −k E F 0φ 1 N 1 √ dD holds with t-HP.
(i) We show (5.14); the proof of (5.15) is analogous. Since, conditioned on F 0 ,ã and G are independent, and the total variation distance between the distribution ofã and the uniform distribution on [ 23) with t-HP.
(ii) We show (5.17); the proofs of (5.16) and (5.18) are analogous. Since χ 1,
The first term is bounded by
by the definition of χ and Proposition 3.7. The second term is also O 1 √ dD with t-HP, as observed at the beginning of the proof.
(iii) We show (5.19); the proof of (5.20) is analogous. Since
) with t-HP and φ|G ij | = O(1), we get from (3.25) that
with t-HP.
(iv) We show (5.21); the proof of (5.22) is analogous. The Cauchy-Schwarz inequality and (3.26) imply 26) with t-HP, under the first assumption, and 27) with t-HP, under the second assumption, again using (5.5). This completes the proof.
Proof of Lemma 5.2. The proofs of both estimates are analogous, and we only prove (5.10).
Throughout the proof, we use Lemma 5.3 repeatedly, and estimate
is fixed, we also use the abbreviations (5.13) in the remainder of the proof, and use the indicator function χ ≡ χ µ defined in (5.12) . By definition, conditioned on F 0 , the random variables u and u are identically distributed, so that G aj andGã j are also identically distributed. (Recall the definition (3.19) and the convention (5.13).) Thus, by (5.16), and since α = a on the support of χ (by definition (5.12) of χ), we obtain 28) where in the last step we also used that χ =χ µ . By (5.14) and (5.16),
This implies
By the resolvent identity,G − G = (d − 1) −1/2 G(A −Ã)G, and therefore by Proposition 3.7 (iii)(2), on the event {χ = 1} we havẽ
where S a sum of a bounded number of terms of the form ±Gã xGyj with random variables x and y such that at least one of the following two conditions is satisfied: conditioned on G µ andã, the random variable x is approximately uniform, or, conditioned on G µ , the random variable y is approximately uniform. (For example, S contains the term Gã aG1j corresponding to (x, y) = (a, 1). Conditioned on G µ , the random variable x = a is approximately uniform and independent ofã, so that x is approximately uniform conditioned on G µ andã.) Therefore, by (5.17), (5.19) , and (5.21), we get
Similarly, by (5.17), (5.19) , and (5.15), we get
From (5.30)-(5.33), we conclude that The main idea of the proof of Lemma 5.2 is (5.30): the left-hand side is a difference of Green's functions with different indices, while the right-hand side is (up to a small error) a difference of Green's functions with the same indices but the first Green's function is computed in terms of a switched graph.
We now have all of the ingredients to derive the self-consistent equation for the diagonal entries of G. 
To show (5.37), we use that by (H − z)G = I and (1.7), with (5.9),
Taking the conditional expectation E F 0 on both sides of (5.38) and using Lemma 5.2, we get
with t-HP. This implies (5.37) and therefore completes the proof.
Under the assumptions of Proposition 2.2, the statement of Lemma 5.4 may be strengthened as follows. .1). .42) is a standard tool in the proofs of local semicircle laws for Wigner matrices; see e.g. [14] . Our version given below has weaker assumptions than previously used stability estimates; in particular, we do not (and cannot) assume an upper bound on the spectral parameter E.
Lemma 5.6. Let s : C + → C + be continuous, and set
For E ∈ R, η 0 > 0 and η 1 3 ∨ η 0 , suppose that there is a nonincreasing continuous function r . .
where F was defined in (1.11).
Proof. Denote by m andm the two solutions of (5.42) with positive and negative imaginary parts, respectively: and since for any complex square root √ · and w, ζ ∈ C we have
we deduce that |v| ∧ |v|
In the last inequality, we used that |R| (1 + |z|)r and that, for any r ∈ [0, 1],
The proof is divided into three cases. First, consider the case (1 + |z|)r(η) |z 2 − 4|/16. Then, using (5.49) and the fact that |v − v| = |z 2 − 4|, we get and together we conclude that |v| > |v|, so that the claim follows from (5.48). Finally, consider the case (1+ |z|)r(η) < |z 2 − 4|/16 and η < 3. Without loss of generality, we set η 0 = η. Since r is nonincreasing and |z 2 − 4| increasing in η, and since (1 + |z|) 
Since we have already shown |v(z)| < |v(z)| for η = 3, the proof is complete.
Proof of Proposition 2.2.
We now have all the ingredients we need to complete the proof of (5.3)-(5.4) under the assumption (5.2), and hence the proof of Proposition 2.2.
Proof of (5.3). Let z 0 = E + iη 0 ∈ D be given, where D was defined in (2.5). Set η 1 = N . Lemma 5.5 shows that, with t-HP, for all η ∈ [η 0 , η 1 ], the function s satisfies (5.43) with
where r . .= CξΦ and C is some large enough absolute constant. Hence, r is decreasing in η and, since ξΦ ≪ 1 by assumption, we have r ∈ [0, 1]. From Lemma 5.6, it therefore follows that
Having determined s, we now estimate G jj − m. By (5.35) and since s = m + O(F (ξΦ)), we
with t-HP. From (1.9) it is easy to deduce that z + m = −1/m and (1 + |z|)|m| = O(1). Hence, by (5.55) and since G jj = O(1) with t-HP,
with t-HP, as claimed.
The off-diagonal entries of the Green's function can be estimated using a similar argument.
Proof of (5.4). From (HG) ij = ((H − z)G) ij + zG ij = δ ij + zG ij , it follows that
As in (5.38), using (5.58) and (1.7), we find
Using (5.11) we therefore get, with t-HP,
with t-HP. Again, by symmetry and a union bound, the claim then holds uniformly with 12 replaced by ij.
Summarizing, we have proved that, assuming (5.2), the estimates (5.3) and (5.4) hold with t-HP. Hence the proof of Proposition 2.2 (and consequently of Theorem 1.1) is complete.
This proof of Theorem 1.1 relies on Proposition 3.7, which we proved for the matching model in Section 3.2. In order to establish Theorem 1.1 for the uniform and permutation models, we still have to prove Proposition 3.7 for these models. This is done in Sections 6 and 7, which constitute the rest of the paper. 
Uniform model
In this section we prove Proposition 3.7 for the uniform model. We identify a simple graph on the vertices [ [1, N ] ] with its set of edges E, where an edge e ∈ E is a subset of [ [1, N ] ] with two elements. The adjacency matrix of a set of edges E is by definition
where ∆ ij was defined in (3.1). Note that M (·) is one-to-one, i.e. the matrix M (E) uniquely determines the set of edges E. For a subset S ⊂ E of edges we denote by [S] . .= e∈S e the set of vertices incident to any edge in S. Moreover, for a subset B ⊂ [[1, N ]] of vertices, we define E| B . .= {e ∈ E . . e ⊂ B} to be the subgraph of E induced on B.
6.1. Switchings. For a subset S ⊂ E with |S| = 3 we define the indicator function
The interpretation of I(E, S) = 1 is that S is a switchable subset of E, i.e. any double switching of the three edges S results again in a simple d-regular graph; see Figure 6 .1. A switching of the edges S may be identified with a perfect matching of the vertices [S] . There are eight perfect matchings S ′ of [S] such that S ∩ S ′ = ∅. We enumerate these matchings in an arbitrary way as S ′ s with s ∈ [ [1, 8] ], and set 2) and say that T S,s (E) is a switching of E. (Compare this with Figure 3 .1 (right) in which one such perfect matching is illustrated.) Note that there are rr, aa, bb depending on (S, s) such that
with the right-hand side defined by (3.3) . This correspondence will be made explicit later. The definition (6.2) implies, for I(E, S) = 1, that T S,s (E) is a simple d-regular graph, and that
Next, take two disjoint subsets S 1 , S 2 ⊂ E satisfying I(E, S 1 ) = I(E, S 2 ) = 1 and [S 1 ]∩[S 2 ] = {1}. Thus, we require the sets S 1 and S 2 to be incident to exactly one common vertex, which Figure 6 .2. Each of the two diagrams illustrates the subgraph incident to S 1 and S 2 for two sets of three edges S 1 , S 2 ⊂ E satisfying I(E, S 1 ) = I(E, S 2 ) = 1. The edges of S 1 ∪ S 2 are drawn with solid lines and the edges of E \ (S 1 ∪ S 2 ) with dashed lines. The vertex 1 is drawn using a white circle. In terms of the indicator functions J µ defined in (6.8) , in the left diagram we have
we set to be 1; see Figure 6 .2. Then S 2 ⊂ E \ S 1 and S 1 ⊂ E \ S 2 , and (6.4) implies that the two compositions T S 1 ,s 1 (T S 2 ,s 2 (E)) and T S 2 ,s 2 (T S 1 ,s 1 (E)) are well-defined and coincide,
Let S satisfy I(E, S) = 1 and 1 ∈ [S]. The map T S,s (E) switches the unique edge {1, i} ∈ S incident to 1 to a new edge {1, j} / ∈ S with j ∈ [S]. Our next goal is to extend this switching to a simultaneous switching of all neighbours of 1. As already seen in (6.5), simultaneous multiple switchings are not always possible, and our construction will in fact only switch those neighbours of 1 that can be switched without disrupting any other neighbours of 1. The remaining neighbours will be left unchanged. Ultimately, this construction will be effective because the number of neighbours of 1 that cannot be switched will be small with high probability.
Let (e 1 (E), . . . , e d (E)) be an enumeration of the edges in E incident to 1, and denote by S µ (E) . .= S ⊂ E . . e µ (E) ∈ S , |S| = 3 , 1 / ∈ e for e ∈ S \ {e µ (E)} (6.6) the set of unordered triples of distinct edges in E containing e µ (E) and no other edge incident to 1. Conditioned on E, we define a random variable (S, s), where
we define the indicator functions 8) and the set
Their interpretation is as follows. On the event {I µ = 1}, the edges S µ are switchable in the sense that any switching of them results in a simple d-regular graph. The interpretation of {J µ = 1} is that the edges of S µ do not interfere with the edges of any other S ν , and hence any switching of them will not influence or be influenced by the switching of another triple of edges: on the event {J µ = 1}, (6.5) implies that T Sµ,sµ commutes with T Sν ,sν for all ν = µ. The set W lists the neighbours of 1 that can be switched simultaneously; see Figure 6 .2. Let µ 1 , . . . , µ k , where k d, be an arbitrary enumeration of W , and set
By (6.5), the right-hand side is well-defined and independent of the order of the applications of the T Sµ,sµ . Equivalently, in terms of adjacency matrices, T S,s (E) is given by
where we used that, by construction of W , any switchings µ = ν with µ, ν ∈ W do not interfere with each other, so that
The following result ensures that the simultaneous switching leaves the uniform distribution on simple d-regular graphs invariant. For this property to hold, it is crucial that, as in (6.6), we admit configurations S that may have edges that cannot be switched. The more naive approach of only averaging over configurations S in which all edges can be switched simultaneously does not leave the uniform measure invariant. The price of admitting configurations S that do not switch some neighbours of 1 is mitigated by the fact that such configurations are exceptional and occur with small probability, i.e. conditioned on E, I µ (E, S) = J µ (S) = 1 with high probability.
Lemma 6.1. If E is a uniform random simple d-regular graph, and (S, s) is uniform over
Proof. It suffices to show reversibility of the transformation E → T S,s (E) with respect to the uniform measure, i.e. that for any simple d-regular graphs E 1 , E 2 we have
(6.12)
Note that (S, s) is uniformly distributed over 8] ] d on the left-hand side and over 8] ] d on the right-hand side. First, given two (simple d-regular) graphs E 1 , E 2 , we say that E 2 is a switching of E 1 if there exist (S, s) such that E 2 = T S,s (E 1 ), and note that E 1 is a switching of E 2 if and only if E 2 is a switching of E 1 . If these conditions do not hold, then both sides of (6.12) are zero. We conclude that it suffices to show (6.12) for the case that E 2 is a switching of E 1 (or, equivalently, E 1 is a switching of E 2 ). In words, it suffices to show that the probability that E 1 is switched to E 2 is the same as the probability that E 2 is switched to E 1 . To this end, we first construct a bijection φ . . E 1 → E 2 between the edges of the two graphs, and then show that the conditioned probability measure is invariant under this bijection. The bijection is deterministic.
Define E △ . .= E 1 △ E 2 and E ∩ . .= E 1 ∩ E 2 , where △ denotes the symmetric difference. Define W . .= {µ . . e µ ∈ E △ }. The interpretation of W is the index set of neighbours of 1 that were switched in going from E 1 to E 2 . This is the same set as the set from (6.9). Note that W is now deterministic: for E 1 and E 2 that are switchings of each other, the set W is uniquely determined. Since E 2 is a switching of E 1 , and by the constraints in the indicator functions I µ and J µ in the definition of T S,s , we find that E △ | {2,...,N } consists of |W | disconnected subgraphs, each of which has 5 vertices and 4 edges. Each such subgraph is adjacent to a unique edge e µ (E 1 ) where µ ∈ W . For µ ∈ W , we denote by B µ the set of vertices consisting of 1 and the vertices of the subgraph adjacent to e µ (E 1 ). By construction, E 2 | Bµ is a switching of E 1 | Bµ (and vice versa); both are 1-regular graphs on six vertices. (The interpretation of B µ is that the switching T S,s that maps
This construction is illustrated in Figure 6 .3. Now we define the bijection φ . . E 1 → E 2 . For each µ ∈ W , we choose φ to be a bijection from E 1 | Bµ to E 2 | Bµ such that φ(e µ (E 1 )) is incident to 1. (For each such µ there are two possible choices for this bijection; this choice is immaterial.) Without loss of generality, we can choose the enumeration e µ (E 2 ) of E 2 such that e µ (E 2 ) = φ(e µ (E 1 )). This defines a bijection φ . .
We extend it to a bijection φ . . E 1 → E 2 by setting φ(e) . .= e for e ∈ E ∩ .
With these preparations, we now show (6.12). Given E 1 and E 2 that are switchings of each other, we have constructed a set W ⊂ [ [1, d] ] and subsets B µ for µ ∈ W , such that E 1 | Bµ and E 2 | Bµ are 1-regular graphs obtained from a unique switching from each other. Since the s µ are independent and since for each µ ∈ W the random variable s µ is uniform on [ [1, 8] ], we find that the left-hand side of (6.12) is equal to
where S is uniform over
By an identical argument, we find that the right-hand side of (6.12) is equal to
. Note that, by construction, W and B µ for µ ∈ W are the same in both (6.13) and (6.14) .
What remains is to show that (6.13) and (6.14) are equal. In order to prove this, we abbreviate φ(S) . .= (φ(S 1 ), . . . , φ(S d )). Then the definitions of I µ , J µ , and φ imply that for all S ∈ S 1 (E 1 ) × · · · × S d (E 1 ) we have 15) and hence (6.13) is equal to
(6.16)
Since φ(E 1 ) = E 2 and since φ is a bijection from
, and therefore φ(S) is uniform over
, we conclude that (6.16) is equal to (6.14) . This concludes the proof.
Estimate of exceptional configurations.
In preparation of the proof of Proposition 3.7 for the uniform model, we now define the probability space Ω from Definition 3.5. The space Θ is the set of simple d-regular graphs (identified with their sets of edges E), and U µ . .= sets of three distinct edges of the complete graph on N vertices × [ [1, 8] ] .
Hence, the probability space Ω = Θ × U 1 × · · · × U d from Definition 3.5 consists of elements
where we denote elements of Θ by θ = E and elements of U µ by u µ = (S µ , s µ ). Next, we define the (non-uniform) probability measure on the set Ω. To that end, we first endow the set of simple d-regular graphs Θ with the uniform probability measure. For each E ∈ Θ, we fix an arbitrary enumeration e 1 (E), . . . , e d (E) ∈ E of the edges of E incident to 1. Then, conditioned on E ∈ Θ, we take u 1 , . . . , u d to be independent, with S µ uniformly distributed over S µ (E) defined in (6.6), and s µ uniformly distributed over [ [1, 8] ]. (In other words, the probability measure is uniform on (θ, u 1 , . . . , u d ) ∈ Ω such that each S µ contains e µ (E) and no other edge incident to 1.) Having defined the probability space Ω, we augment it toΩ according to Definition 3.6. From now on, we always condition on E and write e µ ≡ e µ (E). We denote by p µ , q µ the two edges in S µ not incident to 1 (ordered in an arbitrary fashion), so that S µ = {e µ , p µ , q µ }. The next lemma provides some general properties of the random sets S µ . (i) There are at most five ν = µ such that
(ii) For any symmetric function F we have
Similarly, for any function F we have
Proof. We begin with (i). Let B be the set of ν = µ satisfying (6.17) . By definition, for ν ∈ B,
can be contained in at most one S ν with ν ∈ B. The claim follows since [S µ ] \ {1} has at most five elements. Next, we prove (ii). Conditioned on G µ , the two edges p µ , q µ are by definition of S µ chosen to be distinct and uniformly distributed on the N d/2 − d edges not incident to 1. Let ∂1 = {e ∈ E : 1 ∈ e} be the set of edges in E incident to 1. Then (6.20) This shows (6.18) ; the proof of (6.19) is analogous.
Next, we derive some basic estimates on the indicator functions I µ and J µ and the random set W . Ideally, we would like to ensure that with high probability I µ J µ = 1. While this event does hold with high probability conditioned on F 0 , it does not hold with high probability conditioned on G µ . In fact, conditioned on G µ , it may happen that I µ J µ = 0 almost surely. This happens if there exists a ν = µ such that [S ν ] ∩ e µ = {1}. The latter event is clearly independent of S µ . To remedy this issue, we introduce the G µ -measurable indicator function
which indicates whether such a bad event takes place. Then, instead of showing that conditioned on G µ we have I µ J µ = 1 with high probability, we show that conditioned on G µ we have I µ J µ = h µ with high probability. This estimate will in fact be enough for our purposes, by a simple analysis of the two cases h µ = 1 and h µ = 0. In the former case, we are in the generic regime that allows us to perform the switching of e µ with high probability, and in the latter case the switching of e µ is trivial no matter the value of S µ . For the statement of the following lemma, we recall the random set W defined in (6.9), and thatW µ is obtained from W by replacing the argument u µ withũ µ . We also recall that X△Y denotes the symmetric difference of the sets X and Y . (ii) Almost surely, we have |W △W µ \ {µ}| 10.
(iii) Conditioned on G µ , with probability
Proof. We first show the claim of (i) concerning conditioning on G µ . First, the definition of J µ immediately implies that I µ J µ = 0 if h µ = 0. Therefore and since h µ is G µ -measurable, it suffices to show that, conditioned on G µ such that h µ = 1, we have I µ J µ = 1 with probability
. Hence, for the following argument we condition on G µ and suppose that h µ = 1. We estimate
The first term on the right-hand side of (6.22) is equal to P Gµ E| eµ∪pµ∪qµ is not 1-regular = P Gµ E| eµ∪pµ is not 1-regular (6.23) + P Gµ E| eµ∪pµ is 1-regular , E| eµ∪pµ∪qµ is not 1-regular (6.24)
We first estimate (6.23). Since p µ is uniformly distributed under the constraint p µ / ∈ ∂1, we find that (6.23) is bounded by O (d 2 /(dN )) = O(d/N ) . Similarly, given p µ such that E| eµ∪pµ is 1-regular, q µ is uniformly distributed under the constraint q µ / ∈ ∂1 ∪ {p µ }. Moreover, if E| eµ∪pµ∪qµ is not 1-regular then a vertex of q µ must coincide with or be a neighbour of a vertex in e µ ∪ p µ . From this we deduce that (6.24) is bounded by O(d 2 /(dN )) = O(d/N ). We have therefore estimated the first term on the right-hand side of (6.22) by O(d/N ) .
To estimate the second term on the right-hand side of (6.22), since
and since {e µ ∩ H µ = {1}} holds by assumption, it suffices to estimate
, we therefore get (p µ ∪q µ )∩H µ = ∅ with probability O(d/N ). This proves that conditioned on G µ , with probability
, the event (6.21) holds. Next, we show that conditioned on F 0 , with probability 1 − O( d N ), we also have h µ = 1. By a union bound and since e ν ∩ e µ = {1} if ν = µ, 26) as claimed. This completes the proof of (i). Next, we show (ii). We writeW ≡W µ andS µ ≡S µ µ . We then need to show |W △W \ {µ}| 10. For this, we make the following observations.
for some ν = κ, with both distinct from µ, then ν / ∈ W regardless of u µ ; therefore then also ν / ∈W and ν / ∈ W △W . 
We conclude that all ν ∈ (W △W )\{µ} obey (6.17) or (6.17) with S µ replaced byS µ . Therefore, Lemma 6.2(i) implies |(W △W ) \ {µ}| 5 + 5, as claimed.
Finally, we establish (iii). For this, observe that I ν is independent of p µ , q µ and that J ν is independent of p µ , q µ on the event {(p µ ∪ q µ ) ∩ H µ = ∅}. In the proof of (i), we have already shown that the latter event has probability at least 1 − O( Figure 6 .4. Solid lines depict edges of E 1 \ E 2 , dashed lines edges of E 2 \ E 1 , and dotted lines edges of E 1 ∩ E 2 . For the graph E 1 , the two encircled groups contain the three edges of S 1 and the three edges of S 2 respectively. In the switching E 1 → E 2 , the solid edges S 1 are switched to the dashed configuration; hence, 1 ∈ W and α 1 is the unique neighbour of 1 in [S 1 ] after the switching. On the other hand, S 2 is not switchable (so that 2 / ∈ W ) since |[S 2 ]| < 6, and α 2 is given by the original neighbour of 1 in e 2 . 
Moreover, α µ is by definition the unique vertex incident to 1 in the subgraph
where we recall that W was defined in (6.9). The definition of α µ is illustrated in Figure 6 What remains is the definition of a µ and the proof of (ii) and (iii). To define a µ , we denote by p µ and q µ the two edges in S µ not incident to 1, ordered in an arbitrary fashion. (Note that, by definition of S µ from (6.6), e µ , p µ , and q µ are distinct but not necessarily disjoint.) We label the vertices of p µ = {p 1 µ , p 2 µ } and q µ = {q 1 µ , q 2 µ } in an arbitrary fashion, and take the pair (a µ , b µ ) to be uniformly distributed (parametrized by s µ ∈ [ [1, 8] 
More precisely, we parametrize (a µ , b µ ) ≡ (a µ (S µ , s µ ), b µ (S µ , s µ )), with s µ ∈ [ [1, 8] ], in such a way that, in the nontrivial case I µ = 1, the switching T Sµ,sµ (E) from (6.2) is given as in (6.3) by
where τ is defined in (3.3) , and the vertices r µ , a µ , b µ are defined by the conditions e µ = {1, r µ } and {p µ , q µ } = {{a µ , a µ }, {b µ , b µ }}. Note that if e µ , p µ , q µ are disjoint, a µ is uniformly distributed on p µ ∪ q µ and b µ uniformly distributed on p µ or q µ , whichever a µ does not belong to. We shall show (ii) and (iii) with the high-probability events given by those on which the conclusions of Lemma 6.3 hold. More precisely, the high-probability event in (iii)(1) is given by
and the high-probability event in (ii)(2) and (iii)(2) is given by
By Lemma 6.3 (i) and (iii), recalling that F 0 ⊂ G µ and
We now show (ii). From the definition of (a µ , b µ ), we find that a µ is chosen uniformly among the four (not necessarily distinct) vertices p 1 µ , p 2 µ , q 1 µ , q 2 µ . Therefore we get, for any function f on
where we used (6.18) with
) and the fact that each vertex is contained in exactly d edges, so that
. This shows (ii)(1). To verify (ii)(2), we use that on the event Σ µ we have µ ∈ W . Moreover, from (6.29) we find that on Σ µ we have {1, a µ } ∈ T Sµ,sµ (E), and consequently, using the definition of W and (6.10), {1, a µ } ∈ T S,s (E). Since a µ ∈ [S µ ] the definition of α µ immediately implies that a µ = α µ on Σ µ . Together with (6.32), this concludes the proof of (ii) (2) .
To show (iii), we often drop the sub-and superscripts µ and abbreviate a ≡ a µ ,Ã ≡Ã µ , and so on. For the first claim of (iii) (1) , it suffices to show that A −Ã is always a sum of at most 72 terms ±∆ xy . By (6.11),
(where the sign ± in the last sum is + if ν ∈ W and − if ν ∈W ). In Lemma 6.3 (ii), we proved that |W △W \ {µ}| 10. Therefore, since each term M (T S,s (E)) − M (E) is the sum of six terms ±∆ xy by (3.3), we find that A −Ã is the sum of at most 12 × 6 = 72 terms ±∆ xy , as desired. This proves the first claim of (iii)(1). Next, we verify the second claim of (iii)(1) and (iii) (2) . By (6.32) we may assume that the event Ξ µ holds. In particular, since W △W = ∅, (6.11) implies A −Ã = h M (T Sµ,sµ (E)) − M (TS µ,sµ (E)) .
(6.34)
In the case h = 0, the right-hand side vanishes and the second claim of (iii) (1) As in the proof of (ii)(1), we find that conditioned on G µ each of the random variables a, b, a, b is approximately uniform, and using (6.19) instead of (6.18) , that b, b are each approximately uniform conditioned on G µ and a, a. The same holds with a, b, a, b replaced byã,b,ã,b. Thus, Lemma 3.3 applied with the probability distribution conditioned on G µ and the event {h = 1} implies A −Ã = ∆ 1a − ∆ 1ã + X , (6.36) with X as in the statement of Lemma 3.3 (with all probabilities given by conditioning on G µ ).
Since for each term ±∆ xy in X at least one of x and y is approximately uniform, and since a and a are approximately uniform, we conclude that, conditioned on G µ and the event Ξ µ ∩ {h = 1}, A −Ã is given by a sum of 12 terms ±∆ xy such that at least one of x and y is approximately uniform. Together with the trivial identity A −Ã = 0 if h = 0 and (6.32), this shows the second claim of (iii)(1). Since Σ µ = Ξ µ ∩ {h = 1}, the identity (6.36) also holds on the event Σ µ . Recalling (6.32) and the form of X from Lemma 3.3, we obtain (iii) (2) . This concludes the proof.
Permutation model
In this section we prove Proposition 3.7 for the permutation model. First, we consider the 2-regular random graph defined by a single uniform permutation. As before, the symmetric group of order N is denoted by S N , and for any permutation σ ∈ S N , the associated symmetrized permutation matrix is denoted by
∆ iσ(i) .
Denote by γ ij = γ ji ∈ S N the transposition that exchanges i and j. For the remainder of this subsection, we identify S N −2 as the subset of S N of permutations that exchange 1 and 2, S N −2 ≡ {π ∈ S N . . π(1) = 2, π(2) = 1} . Proof of Proposition 3.7: permutation model. We use the parametrization of the probability space defined above, which satisfies the conditions of Definition 3.5, and augment it according to Definition 3.6. Then claim (i) follows immediately from Lemma 7.1.
To where τ . .= ̺γ 2a . Indeed, to verify (7.12), note that A ̺ (ã, b) − A ̺ (a, b) is given by 14) and that the differences under the last sum vanish unless i ∈ {2, a,ã}, and are given by (7.12) . Similarly, for the difference A ̺ (a,b) − A ̺ (a, b), we obtain
∆ τ (i),γ 2b (i) − ∆ τ (i),γ 2b (i) , (7.15) and observe from this representation that only i ∈ {2, b,b} yields a nonzero contribution, and that the corresponding terms are given by (7.12)-(7.13).
To prove (iii), observe that only the term P (σ µ ) = P (σ d−µ ) in (7.10) contributes toÃ−A and that thereforeÃ−A = A ̺ (ã,b)−A ̺ (a, b). From (7.12)-(7.13), it is straightforward to verify (iii). The first statement of (iii)(1) holds since (7.12)-(7.13) contains (at most) 12 terms ±∆ xy . For the second statement of (iii)(1), note that, since ̺ is independent of a,ã, b,b, and τ independent of b,b, for each of these terms ∆ xy in (7.12)-(7.13), at least one of x, y is approximately uniform since a,ã, b,b are approximately uniform. For (iii)(2), observe that, conditioned on F 0 , ̺ µ (2) = 1 and 2, a,ã, b,b are distinct with probability 1 − O( 1 N ). On this event, (iii)(2) can be verified directly from (7.12)-(7.13). For example, ∆ ̺2,γ 2bã = ∆ 1ã and ∆ ̺2,γ 2b a = ∆ 1a in (7.12). We skip the details for the other terms.
A. Improved bound near the edges
In this appendix, we sketch the changes required to improve (1.12) such that ξΦ is replaced by and this propagates the induction hypothesis (A.6) since O(Q) Q 2 for a sufficiently large Q.
