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We examined several low-Q2 elastic ep and ed scattering data sets using various models to extract
the proton and deuteron rms radii and developed a comprehensive algorithm for estimating the
systematic bias of each extracted radius. In each case, we chose the model and upper bound for Q2
that minimized the combination of statistical uncertainty and bias. We attribute the discrepancy
between small (≈ 0.84 fm) and large (≈ 0.88 fm) proton radius extractions to the absence of data
that can accurately isolate the linear and quadratic contributions to the form factor at low-Q2. In
light of this ambiguity, we estimated the asymmetric model-dependence of each extracted radius by
studying the distribution of many possible fits. The resulting radii are 0.842(4) fm for the proton
and 2.092(19) fm for the deuteron. These values are consistent with those determined from muonic
hydrogen measurements within 0.3σ for the proton and 1.8σ for the deuteron.
I. INTRODUCTION
The rms radius of the proton has been measured by
three different techniques: ep elastic scattering at low
momentum transfer Q2 [1–7], hydrogen Lamb shifts [8–
12] and muonic hydrogen Lamb shifts [13, 14]. The CO-
DATA average combines the first two methods, yielding
a radius of 0.875(6) fm [15]. This is more than 5σ larger
than the muonic Lamb shift value of 0.84087(39) fm.
In elastic scattering, the extracted radius depends on
the slope of the electric form factor at zero momentum
transfer. Experiments, however, can only measure the
shape of the form factor at finite values. Hence, the ex-
tracted radius depends on the reliability of an extrapo-
lation and the assumptions made in fitting. With hind-
sight of the muonic hydrogen results, several reanalyses
of existing ep data [16–21] have extracted “small” pro-
ton radii, consistent with RE ≈ 0.84 fm. Using the same
data, the reanalyses of Refs. [22–27] yield “large” radii
values consistent with CODATA.
The deuteron radius has been measured using ed
elastic scattering [28, 29] and muonic deuterium Lamb
shifts [30]. In this case the CODATA value of 2.142(2) fm
differs from the muonic Lamb shift result of 2.1256(8) fm
by more than 8σ.
With these discrepancies in mind, we have developed
a fitting algorithm to decide the best fit function and
upper bound in Q2 that minimizes bias (systematic shifts
in the extracted radius from too rigid fit models) and
variance (statistical uncertainty of the extracted radius).
We applied this algorithm to several extant data sets.
II. FORMALISM
A. The Proton
The 4-momentum transfer squared for an electron scat-
tering from an atomic nucleus at rest is given by
Q2 = −q2 = 4EE′ sin2 θ
2
, (1)
in which E is the initial electron energy, E′ is the outgo-
ing electron energy and θ is the electron scattering angle.
In the Born approximation, the elastic ep scattering
cross section can be written in terms of the Sachs electric
and magnetic form factors, GE(Q
2) and GM (Q
2), as
dσ
dΩ
=
(
dσ
dΩ
)
Mott
1
1 + τ
[
G2E(Q
2) +
τ

G2M (Q
2)
]
. (2)
The Mott cross section is given by(
dσ
dΩ
)
Mott
=
4α2 cos2 θ2E
′3
Q4E
, (3)
in which α is the fine-structure constant,
τ =
Q2
4M2
, (4)
M is the proton mass and
 =
(
1 + 2(1 + τ) tan2
θ
2
)−1
. (5)
The form factors are normalized at Q2 = 0 such that
GE(0) = 1 (6)
and
GM (0) = µp ≈ 2.793, (7)
the proton’s magnetic moment.
Determining the proton charge radius requires extrap-
olating the electric form factor to Q2 = 0 and determin-
ing the slope at the origin. The rms radius, RE , is given
by the second term in the low-Q2 expansion,
GE(Q
2) = 1− 1
6
R2EQ
2 + c2Q
4 + ... (8)
Therefore,
R2E = −6
dGE
dQ2
∣∣∣∣
Q2→0
. (9)
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2B. The Deuteron
The elastic ed scattering cross section can be written
as
dσ
dΩ
=
(
dσ
dΩ
)
Mott
[
A(Q2) +B(Q2) tan2
θ
2
]
. (10)
The two structure functions, A(Q2) and B(Q2), are com-
binations of the charge, GC(Q
2), magnetic, GM (Q
2), and
quadrupole, GQ(Q
2), form factors such that
A(Q2) = G2C(Q
2) +
2
3
ηG2M (Q
2) +
8
9
η2G2Q(Q
2) (11)
and
B(Q2) =
4
3
η(1 + η)G2M (Q
2), (12)
in which
η =
Q2
4M2d
(13)
and Md is the deuteron mass. The deuteron form factors
are normalized at Q2 = 0 in a similar manner to the
proton:
GC(0) = 1, (14)
GM (0) =
Md
M
µd ≈ 1.714 (15)
and
GQ(0) = M
2
dQd ≈ 25.83, (16)
in which M is still the proton mass, µd is the magnetic
dipole moment [31] and Qd is the electric quadrupole
moment [32]. The deuteron charge radius is determined
from the slope of the charge form factor at Q2 = 0:
R2E = −6
dGC
dQ2
∣∣∣∣
Q2→0
, (17)
or equivalently, using the slope of A(Q2) at Q2 = 0,
R2E = −3
dA
dQ2
∣∣∣∣
Q2→0
+
G2M (0)
2M2d
, (18)
in which
G2M (0)
2M2d
≈ 0.0163 fm2. (19)
We used Eq. 18 to extract the deuteron radius. The
advantage of using A(Q2) for extracting RE is that no
subtraction of GC and GM is required. As long as the
fit is robust enough to capture the form of the structure
function at the origin, the radius can be determined from
A(Q2) alone.
III. MODELS
A. Normalization
State-of-the-art form factor measurements can deter-
mine relative cross sections to ≈ 0.1% but absolute cross
sections only to ≈ 1%. Thus, all reasonable fits require
an overall normalization constant. This was demon-
strated in the Mainz (1975) [4] analysis. These re-
searchers fit their data to the form c0 + c1Q
2 and ex-
tracted c0 = 0.994(2) and RE = 0.84(2) fm. They then
demonstrated the effect of forcing GE(0) = 1, with no
penalty in their fit, using the form 1 + c1Q
2, and ex-
tracted a radius of 0.88(2) fm.
To demonstrate the effect of the normalization we gen-
erated pseudodata from Q2 = 0.005 to 0.05 GeV2 with
perfect statistics using the dipole form factor,
GD(Q
2) =
c0(
1 +Q2/0.71 GeV2
)2 , (20)
for values of c0 between 0.99 and 1.01. This range rep-
resented the uncertainty in the overall cross section that
a typical experiment may experience. We fit the pseu-
dodata to linear functions with two different forms of
normalization: 1 + c1Q
2 and c0(1 + c1Q
2).
FIG. 1 shows the radius obtained from both cases as
we changed the input value of c0 in Eq. 20. A fit func-
tion with an overall multiplicative normalization (green
dashed line) yields a consistent radius independent of the
experimental normalization. If the fit is forced through
the point Q2(0) = 1 (solid blue line), the extracted ra-
dius can be biased by the uncertainty on the experimental
normalization. The amount of bias will depend heavily
on the range in Q2 present in the data.
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FIG. 1. (Color online). The extracted radius from 1 + c1Q
2
(solid blue line) and c0(1+c1Q
2) (dashed green line) as a func-
tion of the generated normalization, c0. The fit c0(1 + c1Q
2)
yields a stable result independent of the generated normal-
ization. The dipole radius (0.811 fm) is not accurately repro-
duced because of bias in the fit form unrelated to the normal-
ization.
3B. Generating Functions
Correctly modeling the curvature of the form factor
at low-Q2 is crucial for obtaining an accurate proton ra-
dius. In order to study the effect that particular choices
of fitting functions could have on the extracted proton
radius we chose two benchmark models to simulate the
form factor. These models encompass a range of curva-
tures expected in low-Q2 form factor data and were used
to provide estimates of the bias in our fits. To model the
proton we used an exponential,
GE (exp)(Q
2) = exp
(
−R
2
E
6
Q2
)
, (21)
which is known to fall off faster than the actual electric
form factor, and a dipole,
GE (dip)(Q
2) =
(
1 +
R2EQ
2
12
)−2
, (22)
which cannot reproduce the full curvature seen in the
form factor but has often been used as a first approxi-
mation historically. For the deuteron, we used the Ab-
bott [33] parameterization of the deuteron form factors
as our model input. The Abbott radius, 2.094(3) fm, is
thought to be too small but the curvature can serve as a
useful benchmark.
C. Fitting Functions
Models with too few parameters cannot reproduce the
shape of the data, but models with too many parameters
can lead to fitting unphysical fluctuations. We attempted
to incorporate a range of possible complexity in our fits
and ultimately selected 11 functions. These functions
were polynomials,
Pn,0(Q
2) = c0
(
1 +
∑n
i=1ciQ
2i
)
, (23)
inverse polynomials,
P0,n(Q
2) =
c0
1 +
∑n
i=1 ciQ
2i
, (24)
where n = 1− 4, and three continued fraction functions,
CF 2(Q
2) =
c0
1 + c1Q
2
1+c2Q2
, (25)
CF 3(Q
2) =
c0
1 + c1Q
2
1+
c2Q
2
1+c3Q
2
, (26)
CF 4(Q
2) =
c0
1 + c1Q
2
1+
c2Q
2
1+
c3Q
2
1+c4Q
2
. (27)
We limited the complexity of our functions to quartic
powers of Q2 in order to keep the fit of GE well-behaved
outside of the interpolating region [18].
IV. FITTING PROCEDURE
A. The Role of χ2
Fits to experimental data typically rely on the mini-
mization of
χ2 =
N∑
i
(
GE
(
Q2i
)− f(Q2i )
σi
)2
, (28)
in which GE(Q
2
i )±σi are the data values and uncertain-
ties, and f(Q2i ) are the parameterized fit values at Q
2
i .
A good fit is expected to have χ2/dof ≈ 1, in which the
degrees of freedom (dof) are the number of data points
minus the number of free parameters. But χ2/dof can
be misleading if experimental uncertainties are under- or
over-estimated. Additionally, it is frequently possible to
obtain different fits to the same data and still arrive at a
satisfactory χ2.
This can be demonstrated with the published
Mainz (2010) [7] data from spectrometer B with
Q2 < 0.02 GeV2. We used P2,0 and created func-
tions with c0 = 1 and 500 evenly spaced constants with√
6c1~c = RE in [0.750, 0.950] fm and c2 in [-30.0,
30.0] GeV−4 for a total of 5002 parameterizations.
The χ2/dof for each parameterization is shown in
FIG. 2 as a function of the proton radius and curvature
terms. The χ2/dof alone implies a wide range of accept-
able radii from ≈ 0.84 to 0.90 fm. This χ2 trench arises
when increased quadratic curvature is offset by a larger
slope at the origin.
FIG. 2. (Color online). Two-dimensional χ2/dof surface for
the low-Q2 Mainz (2010) data fit to P2,0 as a function of the
parameters RE and c2 with the overall normalization c0 = 1.
The χ2/dof surface indicates a wide range of acceptable radii.
This is demonstrated in another way in FIG. 3.
4Three different fits of the P2,0 function to the low-
Q2 Mainz (2010) data are pictured. Each fit has a
χ2/dof near unity but their extracted radii vary by
more than 0.1 fm. The fits are visually similar above
Q2 ≈ 0.0075 GeV2 but they differ significantly at lower
Q2 where there is no data. These results should be a
caution that a good χ2/dof value alone does not imply
an accurate radius extraction.
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FIG. 3. (Color online). Three P2,0 fits of the Mainz low-
Q2 data with low χ2/dof but with extracted radii differing
by more than 0.1 fm. The solid blue line has a radius of
0.800 fm and χ2/dof = 1.033, the dotted red line has a radius
of 0.865 fm and χ2/dof = 0.986, and the dashed green line has
a radius of 0.920 fm with a χ2/dof = 1.025. Note that the fits
are not constrained toGE(0) = 1 because of the normalization
constant.
Any experimental measurement is only one instance of
a distribution of possible values governed by statistical
variance. To understand the implications of this vari-
ance, we generated a data set with 15 points using the
P1,0 function with 1% uncertainty on each point. Each
point was then shifted by a random value chosen from a
Gaussian distribution with σ set by the uncertainty on
the point. Then the data set was refit using P1,0. This
process was repeated 10,000 times. The resulting distri-
bution of χ2 values, as expected, was a χ2 distribution
with k degrees of freedom, given by
f(x, k) =
x
k
2−1e−
x
2
2
k
2 Γ
(
k
2
) , (29)
in which Γ denotes the Euler-gamma function and x > 0.
For a data set with 15 points, fit to P1,0, we expected
k = 13. FIG. 4 shows the χ2 distribution for k = 13
with the pseudodata (blue circles) agreeing well. Despite
this agreement for the distribution, it is possible for a
single fit to return a χ2 value much larger or smaller than
χ2/dof = 1. A single measured unsatisfactory value for
χ2 from experimental data does not necessarily indicate
a poor estimate of a fitted parameter.
Over- or under-estimated point-to-point errors intro-
duce a potential problem. We studied this by repeating
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FIG. 4. (Color online). Histogram of χ2 values for data cre-
ated by allowing the data points to fluctuate within their vari-
ance by σ (blue circles), 1.15σ (red triangles) and 0.85σ (green
squares). The solid black line is the expected χ2 distribution.
the above procedure, but instead shifted the points by a
random value chosen from a Gaussian distribution with
width equal to 1.15σ (red triangles, representing quoted
error bars that are too small) and 0.85σ (green squares,
representing quoted error bars that are too large). The
results for these distributions of χ2 are also pictured in
FIG. 4. If the statistical uncertainties on the data points
are not representative of true Gaussian statistics, it may
not be accurate to say that a poorly reconstructed χ2
distribution indicates a bad extraction.
For each fit in this paper we use the quantity k′/k
as an indicator of the statistical reliability of the exper-
imental error estimates on the data points. Here k is
the number of degrees of freedom of the fit and k′ is
the number of degrees of freedom obtained by fitting the
distribution of χ2 values from the 10,000 fits. In Monte
Carlo tests we found that the ratio k′/k was proportional
to (σ′/σ)2, where σ′ corresponded to a rescaled value of
the experimental uncertainties. Thus, the χ2/dof of a
fit can be made equal to unity by scaling the error bars
on the data by
√
k′/k. If the experimental uncertain-
ties are over-estimated, k′/k < 1 and if the uncertain-
ties are under-estimated, k′/k > 1. Although this does
not change the central values for RE , it does affect the
uncertainty quoted for RE . We include this effect as a
multiplicative factor on the variance for each extracted
radius.
B. Fitting Algorithm
We embarked on a analysis of archival form factor data
to better understand the current limitations on extract-
ing nuclear radii. Our goal was to create a consistent pro-
cedure that worked to simultaneously minimize both the
statistical uncertainty and possible bias stemming from
the chosen fit model. There is potential ambiguity in
the choice of what Q2 range to use from each published
5data set and so we evaluated the statistical uncertainty
and estimated the bias for each possible contiguous sub-
set of the overall data. For each data set, we took the
published data at face value and accepted reported uncer-
tainties as statistically distributed. Parameters for each
fit were chosen by minimizing Eq. 28 via the MIGRAD
algorithm implementation in MINUIT of ROOT [34]. We
required the fit to converge for all iterations of the radius
extraction procedure described below.
The bias of each fit form at each possible Q2 upper
bound of the examined data set was estimated. This
was done by generating 10,000 sets of pseudodata with
the generating functions discussed in Section III, over
the range of Q2 values present in the examined data set.
These pseudodata were then fit with the proposed fit
forms from their first point to the ith point, and then
the ith+1 point, and so on, until the entire data set had
been fit. The value i was the minimum number of data
points necessary to fit each function (i.e., greater than the
number of free parameters). The bias was determined to
be the rms value of the difference between the input radii
in the generating functions and the extracted radii from
the fit functions. The results of this procedure for some
of the fit functions applied to the Mainz (1980) [6] data
set are pictured in FIG. 5. This process allowed us to
estimate the bias of each potential fit as a function of the
Q2 upper bound. The functions with fewer parameters
produce systematically higher biases than the functions
with more parameters. This procedure for estimating the
bias is similar to that of Ref. [35].
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FIG. 5. (Color online). The systematic bias of several fit
functions over the range in possible Q2 upper bounds for the
Mainz (1980) data set. The functions with one parameter,
P1,0 (solid black line) and P0,1 (dotted red line), show less
flexibility and a corresponding increase in bias than do the
functions with two parameters, P2,0 (dashed blue line), P0,2
(dash-dotted green line) and CF 2 (double dashed magenta
line).
To determine the statistical uncertainty on the ex-
tracted radius, the individual points in the data set were
randomly shifted based on their uncertainty and the data
were refit. This process was repeated for each fit func-
tion and Q2 upper bound and the statistical uncertainty
in each case was taken to be the rms variation of the
10,000 extracted radii. The statistical uncertainty as a
function of Q2 upper bound for a number of functions fit
to the Mainz (1980) data set is pictured in FIG. 6.
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FIG. 6. (Color online). The statistical uncertainty of each
fit function over the range in possible Q2 upper bounds for
the Mainz (1980) data set. The functions with one parame-
ter, P1,0 (solid black line) and P0,1 (dotted red line), produce
smaller uncertainties than the functions with two parameters,
P2,0 (dashed blue line), P0,2 (dash-dotted green line) and CF 2
(double dashed magenta line).
More complex functions generally produce larger vari-
ances but smaller biases and vice versa. The best fit
function and Q2 upper bound will minimize the combi-
nation of variance and bias. We combined the statistical
uncertainty and bias in quadrature in order to estimate
the total uncertainty on the extracted radius. The ra-
dius chosen for each data set was extracted using the
particular function and Q2 upper bound (not necessarily
the entire range of published data) that had the smallest
combination of bias and variance of the candidates whose
functional forms converged for every iteration.
V. HISTORICAL DATA
A. Proton
We examined 5 early ep scattering data sets. The
first, Hand et al. (1963) [1] gave a review of scatter-
ing data before 1963. We use the published values of
GE below 0.116 GeV
2 (3 fm−2) for a loose definition of
“low-Q2.” These data were comprised of points from 5
different experiments and the GE values were derived
from a Rosenbluth separation of the cross section data
for Q2 ≥ 0.078 GeV2 and by implicit assumption that
GM = µGE for values with Q
2 < 0.078 GeV2. The
next two data sets were Yerevan (1972) [2] and Saska-
toon (1974) [3] whose published GE values were calcu-
lated from a Rosenbluth separation. The fourth data set
6was Mainz (1975) [4] which included published GE val-
ues derived via Rosenbluth separation from experimental
cross sections listed in that work and in Ref. [5]. The
final 20th century ep data set was Mainz (1980) [6] which
contains values for GE calculated assuming GM = µGE .
The Mainz (2010) cross section data is given as a ra-
tio of the measured cross section, σ, to the dipole cross
section, σD,
σ
σD
=
G2E + τG
2
M
G2D + τµ
2
pG
2
D
. (30)
From this,
GE = GD
(
σ
σD
)1/2 [
1 + τµ2p
G2M/(µpGE)
2 − 1
+ τµ2p
]−1/2
.
(31)
We used the GE/GM ratio obtained from recoil polariza-
tion experiments in order to extract GE for the Mainz
(2010) data set. JLab data [36–41] indicate that for low-
Q2 data,
µp
GE
GM
≈ 1− Q
2
8 GeV2
. (32)
The effect of slightly altering the value of 8 GeV2 over the
range 5 to 15 GeV2 was studied in Ref [18] and was found
to change the extracted radius by a negligible amount
when compared to other uncertainties.
Table I lists the results for RE from our fits to the his-
torical data sets. The 20th century data sets span the
range of RE = 0.80 to 0.90 fm. We attribute this effect
to the long and deep χ2 trench (see FIG. 2) which indi-
cates that the linear and quadratic terms at low-Q2 are
not independently constrained. The Mainz (2010) data
is much more precise than the other sets and our ex-
tracted radius, 0.841(1) fm, is in precise agreement with
the muonic Lamb shift value.
Data Set RE (fm) F (Q
2) Q2 Range (GeV)2 k′/k
Hand et al. (1963) 0.809(30) P0,1 (0.011, 0.062) 1.75
Yerevan (1972) 0.820(19) P0,1 (0.008, 0.020) 0.71
Sasktoon (1974) 0.864(24) P0,1 (0.005, 0.031) 1.75
Mainz (1975) 0.849(36) P2,0 (0.014, 0.123) 0.77
Mainz (1980) 0.884(19) P0,1 (0.005, 0.025) 1.50
Mainz (2010) 0.841(1) CF 4 (0.004, 0.326) 3.31
TABLE I. The proton radius values determined by minimizing
the combination of statistical uncertainty and bias for each
data set.
B. Model Dependence
To further investigate possible uncertainties coming
from the fitting process, we examined the total uncer-
tainty (combined statistical and bias) as a function of
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FIG. 7. (Color online). The total uncertainty (combined sta-
tistical and bias) in the Mainz (2010) fits as a function of max-
imum Q2 for the one, two, three and four parameter models
in blue, red, green and black respectively and functions of the
form Pi,0, P0,i and CF i represented by circles, triangles and
squares, respectively.
maximum Q2 for each fit function applied to the Mainz
(2010) data set. FIG. 7 shows that there are many fit
options with similar uncertainties below, for example, a
total uncertainty of 0.05 fm. Consequently, it is necessary
to understand the model dependence of these fits.
In order to resolve fit ambiguities, we attempted to in-
clude the contributions from every possible fit that con-
verged. This was done by evaluating the quantity
P (RE) =
∑ 1
σ′2
N (µ, σ′) , (33)
in which the summation runs over all eleven fit functions
and maximum Q2 combinations and N is the Gaussian
distribution, µ is the mean of the 10,000 fits and σ′ is the
statistical uncertainty of those fits scaled by the
√
k′/k
ratio as determined from the distribution of χ2 values.
In order to avoid issues coming from the build-up of
common uncertainties, we limited the summation to fits
whose estimated bias values were less than 0.008 fm. This
number was chosen because it corresponds to a 5σ dif-
ference between the 0.84 and 0.88 fm radius values. We
studied the effect of varying this limit (discussed below)
and found little effect on the results. In P (RE) the pre-
cise, unbiased fits should cluster around the most likely
radius and subtly biased fits (within the upper bound of
acceptable bias) should fill out the ends of the distribu-
tion.
Model error was calculated for every radius value in
the previous section by determining the central range re-
quired to cover 0.683% (1σ) of the distribution, P (RE).
This is generally not explicitly Gaussian, but serves as a
rough estimate of the model uncertainty due to functional
form and Q2 range. Each ep data set was reevaluated and
the results are given in TABLE II.
P (RE) for the Mainz (1980) data set is pictured in
7FIG. 8 as an example. Based on the distribution, we as-
sign the Mainz (1980) data set a model uncertainty of
0.024 fm and combine that in quadrature with the pre-
viously quoted uncertainty to arrive at a radius value of
0.884(31) fm. This uncertainty includes variance, esti-
mated systematics via study of the χ2 distribution and
model uncertainty. This result has larger uncertainties
than those traditionally reported because of this ambi-
guity in the appropriate way to extrapolate to Q2 = 0.
As discussed previously, smaller or larger values of proton
radius extractions can be attributed to fits resolving the
linear/quadratic ambiguity in separate ways as shown in
FIG. 2.
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FIG. 8. P (RE) for the Mainz (1980) data set. The peak of
the distribution is 0.867 fm and the model error is 0.024 fm.
The historical 20th century data does not have the pre-
cision to convincingly differentiate between the large and
small radii. The Mainz (2010) data set, whose P (RE)
is pictured in FIG. 9, is much more precise. The dis-
tribution shown in FIG. 9 is non-Gaussian and the 1-σ
(68.3%), 2-σ (95.4%) and 3-σ (99.7%) ranges are 0.841-
0.849 fm, 0.832-0.871 fm and 0.829-0.892 fm respectively.
We determined a proton radius from the Mainz (2010)
data set of 0.841(4) fm, where the central value comes
from the fitting algorithm described above and the ma-
jority of the error comes from the estimate of the model
dependence. This value is in good agreement with the
muonic-hydrogen value, 0.84087(39) fm. We studied the
effect of altering the maximum allowed bias in P (RE)
from 0.002 to 0.012 fm and the found the mean value
and widths remained stable within 0.002 fm. There is
little to no effect on the estimate of the model error com-
ing from P (RE) when the maximum bias value is altered
in these ranges.
In FIG. 10 we show proton radius results from each
of the examined ep scattering data sets. Our weighted
average of 0.842(4) fm is dominated by the Mainz (2010)
result.
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FIG. 9. P (RE) for the Mainz (2010) data set. The most
likely value of the distribution is 0.840 fm and the model error
is 0.004 fm. The smallest peak at around 0.831 fm is com-
prised of polynomial fits, mostly P4,0, which slightly underes-
timate the radius. The two larger peaks, at around 0.840 and
0.844 fm are primarily comprised of CF3 and CF2 fits respec-
tively. The asymmetric distribution to the right comes from
various models that slightly overestimate the radius, such as
inverse polynomials.
Data Set Modeling Error (fm) RE (fm)
Hand et al. (1963) 0.074 0.809(80)
Yerevan (1972) 0.067 0.820(70)
Sasktoon (1974) 0.057 0.863(62)
Mainz (1975) 0.032 0.849(48)
Mainz (1980) 0.024 0.884(31)
Mainz (2010) 0.004 0.841(4)
TABLE II. The final results for RE after studying the model
dependence of the radius extracted from each ep scattering
data set.
C. Deuteron Scattering
For the deuteron we focused on fitting A(Q2) from
two low-Q2 data sets: Simon et al. (1981) [28], which
published A(Q2) values calculated directly from the
cross section for Q2 ≤ 0.04 GeV2 and via Rosen-
bluth separation for Q2 ≥ 0.04 GeV2 and Platchkov et
al. (1990) [29] where we used published A(Q2) values be-
low Q2 = 0.116 GeV2 that were calculated by subtract-
ing B(Q2) contributions from the cross section using a
fit of existing B(Q2) measurements.
For the Simon (1981) data set we find the minimum
combination of statistical uncertainty and bias to come
from the CF 3 fit out to Q
2 = 0.082 GeV2 which corre-
sponds to a radius of 2.092(19) fm, in which the value
corresponding to model uncertainty is included. It was
difficult to find an appropriate model for the Platchkov
(1990) data set. The curvature in the deteuron form
factor is much larger than the proton and there is sig-
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FIG. 10. (Color online). The proton radii extracted from
each ep scattering data set (black), compared to the 2010
muon spectroscopy result, 0.84087(39) fm (red) and the 2014
CODATA result, 0.875(6) fm (green). Our weighted average,
0.842(4) fm, is shown as a blue band.
nificant freedom in the unmeasured low-Q2 region. The
best fit for the Platchkov (1990) data was the P3,0 func-
tion with a maximum Q2 of 0.071 GeV2 and a radius of
1.796(194) fm. Both of these values indicate a small ra-
dius, although the uncertainty on the Platchkov (1990)
result makes extracting anything specific impossible. Our
final result for the deuteron radius, 2.092(19) fm, is then
completely dominated by the Simon (1981) data.
VI. CONCLUSIONS
Using a consistent and comprehensive fitting approach
we have arrived at a proton radius measured from ep scat-
tering of 0.842(4) fm which is consistent with the muonic
hydrogen value of 0.84087(39) fm. We found a deuteron
radius from ed scattering of 2.092(19) fm which indicates
a smaller radius, similar to the value from muonic deu-
terium, 2.1256(8) fm, but with large errors. We stress
that systematic uncertainties have not been estimated in
this analysis beyond a scaling of the uncertainties based
on studies of the χ2 distribution for a particular fit.
Furthermore, our studies demonstrate how the discrep-
ancy between small and large radii arises in fits to elastic
scattering data. Depending on how the linear/quadratic
ambiguity is resolved, reasonable fits can yield radii from
0.84 to 0.88 fm. Our analysis indicates that a smaller
result is more likely, but precise new experiments that
extend to lower Q2 are needed. Several upcoming elastic-
scattering efforts should make valuable contributions to-
ward solving the proton radius problem by helping to
resolve the linear/quadratic ambiguity. No ed scatter-
ing data set exists with comparable statistics to the
Mainz (2010) ep experiment and so the uncertainty on
the deuteron radius from ed scattering remains large.
Upcoming results from a Mainz A1 experiment should
eclipse previous ed studies and help shed light on the
deuteron radius problem.
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