Link to publisher's version: http://pubs.acs.org/doi/full/10.1021/acs.jctc.5b00299 2 ABSTRACT The Small-angle X-ray Scattering (SAXS) methodology enables structural characterization of biological macromolecules in solution. However, because SAXS provides low-dimensional information, several potential structural configurations can reproduce the experimental scattering profile, which severely complicates the structural refinement process. Here, we present a biasexchange metadynamics refinement protocol that incorporates SAXS data as collective variables and therefore tag all possible configurations with their corresponding free energies, which allows identification of a unique structural solution. The method has been implemented in PLUMED and combined with the GROMACS simulation package, and as a proof-of-principle we explore the Trp-cage protein folding landscape.
INTRODUCTION
Small-angle X-ray scattering (SAXS) is routinely used to gather low-resolution structural information on biomolecules in solution. [1] [2] Combining ingenious experimental and modeling approaches have visualized the structural basis of protein-protein interactions 3 , fibrillation processes 4 , and protein-ligand interactions. [5] [6] Because aggregation states of peptide-based drugs can be resolved using SAXS [7] [8] , the formulation step in drug discovery benefit particularly from this technology. Recent technical advances at synchrotrons enable extension into the wide-angle regime (WAXS) 9 enabling visualization of finer structural details such as protein secondary structures and folds. [10] [11] Membrane protein targets seem conceivable considering nanodisc technology 12 and modeling of surrounding lipids/detergents. 13 In addition, time-resolved WAXS (TR-WAXS) of soluble proteins [14] [15] and membrane proteins [16] [17] show great promise for adaptation to the X-ray free electron laser (XFEL) technology. [18] [19] The molecules in the sample are not oriented in space and the diffraction pattern obtained will therefore represent a rotational average in reciprocal space corresponding to the multitude of displayed molecular orientations. The resulting low-resolution data are inherently difficult to model because several hypothetical molecular configurations can reproduce the 1-dimensonal scattering profile. The task of any structural refinement method therefore becomes to single out the molecular configuration that corresponds to the native state of the protein. The need to account for displaced solvent and increased density in the solvation shell add to the complexity of modeling SAXS/WAXS data. While existing refinement techniques show little variation in how the scattering from the target molecule is evaluated, there are drastic differences in how the surrounding solvent molecules are accounted for. Refinement protocols that model the solvent implicitly typically fit the predicted scattering pattern to the experimental data using free parameters such as solvation shell density, excluded volume, and atomic group radii. [20] [21] [22] [23] Because these free parameters are difficult to determine experimentally, refinement protocols that rely on implicit solvent models come with the caveat of overfitting. Therefore, treating solvent molecules explicitly minimizes the risk of overfitting and was also shown to produce better fits to experimental data compared to implicit model refinement methods. 24 Therefore, atomistic molecular dynamics (MD) simulations provide the most accurate descriptions of both the protein-water boundary and the excluded volume. 25 Recently, unrestrained MD simulations have shown excellent reproduction of target scattering profiles. 26 Such atomistic representations come at a significant additional computational cost, which can be alleviated by coarse-graining the protein structure.
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Rather than performing simulation-based refinement processes independently from the experimental data, it would be preferable to integrate comparison between the simulated configurations and the target scattering profile. Because several molecular configurations can reproduce the low-resolution scattering data, simply biasing the potential to drive a single simulation towards the experimental data should be avoided. Bias-Exchange Metadynamics is a simulation method that allows exploration of the free energy landscape with respect to several so-called collective variables (CVs). 27 The CVs summarize and average the microscopic description of the system into a few coordinates more relevant for the degrees of freedom in macromolecular sampling problems, such as the distance between two domains. Recently, nuclear magnetic resonance (NMR) chemical shifts were used as CVs to characterize the folding landscape of protein G from streptococcal bacteria (GB3). 28 The Bias-Exchange Metadynamics approach is particularly well suited for refinement of SAXS/WAXS data because it inherently avoids being trapped in local minima and therefore minimizes the risk of identifying solutions that reproduce the experimental data while they do not necessarily represent the target native configuration with the lowest free energy.
In this work, we present a novel structural refinement method aimed at SAXS/WAXS data by implementing scattering intensities at different angles as CVs in a Bias-Exchange Metadynamics setting. The folding free energy landscape of the Trp-cage protein is used as proof-of-principle and we observe reproduction of the target NMR structure to within 2.4 Å root mean square deviation. The Gromacs package 29 version 5.0.4 was chosen as the underlying MD engine, but the presented refinement protocol is generalizable to other MD engines such as NAMD 30 , LAMMPS 31 , and Amber. 32 While our method development focused on X-ray solution scattering, the refinement protocol is equally suitable for neutron scattering data with minor adjustments.
THEORY AND METHODS

X-ray scattering profiles
The calculated average scattering intensity I ! of a large set of identical particles in random orientations is given by the Debye formula 33 :
where ! is the form factor of the i:th atom, !" = ! − ! is the distance between atoms i and j, and Q is the amplitude of the scattering vector defined as = 4
, where is the wavelength of the X-ray beam and represents half of the scattering angle. Because solvent effects are inherent to atomistic MD simulations, the form factors were evaluated according to
Fraser et al. 34 without correcting for excluded volume and boundary solvent molecules.
Bias-Exchange Metadynamics
Metadynamics calculations enhance sampling by introducing additional bias forces to the simulated thermodynamic forces and thereby prevent visiting previously explored regions in the configurational space [35] [36] . The bias forces are derived from a history-dependent potential defined in a space spanned by an arbitrary set of collective variables (CVs). This potential is built up by repulsive Gaussian potential contributions deposited at regions previously visited by the simulation. After convergence, the sum of all the deposited contributions to the potential will be a negative approximation of the underlying free energy surface in the particular CV-space.
Denoting the :th CV as ! , the applied metadynamics potential V ! for the current set of microscopic coordinates, , at time is given as:
where the first sum iterates over the set of Gaussian potentials previously deposited and the second sum is over all the CVs in the simulation;
and ! are the height and width of the deposited Gaussian potential in the :th CV, respectively. The biasing force ! then becomes:
where ∇ ! denotes the gradient with respect to the : ℎ atom. Hence, in addition to descriptions of the CVs ! , , any metadynamics method development requires an explicit expression for the gradient ∇ ! with respect to the microscopic coordinates. To further enhance the exploration of free energy landscape, a bias-exchange protocol was used that allows periodic configurational exchanges between the biasing potentials. 27 
Collective variables
In this work, we defined a novel CV based on X-ray scattering intensity by using an experimental intensity at a single Q-value as the reference point:
where ! is calculated according to Equation (1) and ! is the experimental intensity at .
The scale factor functions as a fitting parameter and is evaluated using a weighted least-square fit, given as:
where is the number of -values defined by the user to describe the scattering profile and the weighting function is based on the experimental error at to embed error data into the calculations and will here be defined as the reciprocal experimental error. 22 The set of values should be equally distributed over the relevant scattering range. Each will be assigned a scattering intensity corresponding to a running average over the -th part of the scattering profile. The number and position of the -values should be selected to represent the different features of the profile and were here set to 20 over the interval = [0.1,0.5]. We set these parameters equally for all the CVs, hence rendering equal Cvalues across the entire trajectory.
By letting the CV at a specific angle differentiate between configurations that result in scattering intensities that are both above and below the target experimental scattering, we allow for a better resolution of the free energy landscape compared to less versatile solutions such as e.g. ! fitting
procedures. A key feature of the SAXS methodology is that the full range of distances (5-60 Å)
is measured simultaneously. To explore the free energy landscape with respect to all distances and thus mimic the experimental result, several CVs each defined at specific scattering angles should be used. In our protocol, this is accomplished using the bias-exchange protocol with four CV's at = 0.08, 0.14, 0.20, 0.28 Å -1 , respectively ( Fig. 1 ). In addition, a two-dimensional ensemble combining = 0.08 and 0.28 Å -1 was also added to the bias-exchange protocol. are shown superimposed on the theoretical scattering profile for the Trp-cage NMR structure.
In addition to the developed SAXS CVs, we also used two established CVs; radius of gyration and backbone interactions. 37 The radius of gyration CV was defined as:
Here, is the number of atoms; ! and ! correspond to the mass and position of the :th atom, respectively; and !"# is the center of mass, defined as
. The backbone interaction CV was defined as the double sum of contacts between all H-bond acceptors and donors along the backbone. A single contact was described using the continuous switching
!" is the distance between H-bond donors and acceptors and ! , ! , and are constants defining the shape of the switching function.
Implementation
The code describing the new SAXS CV was implemented within the Plumed framework. 37 The atomic coordinates generated by the MD engine were imported into PLUMED at each time step.
However, because temporal fluctuations are significantly slower in the CVs compared to those in the atomic coordinates, a multi-timestep protocol was introduced where the CVs were evaluated only at certain preset time steps. 38 At each metadynamic step a representative number of intensities for a set of Q-values spanning the relevant region in Q-space were calculated using an efficient algorithm for SAXS-profiling. 22 The resulting global scattering profile determined the scale factor in Equation (5), which was used to calculate the intensity at the Q-value of choice for the specific CV (Equation (4)). In addition to the calculated scalar value of the CV, a gradient with respect to the atom coordinates included in Equation (4) was determined and used to calculate the bias forces according to:
where ∇ ! is the gradient with respect to atom coordinates of atom index and !" = ! − ! is the vector difference between atoms and . The atomic form factors ! and ! were treated as constants in the evaluation of the gradient. The gradient was scaled to properly account for the metadynamics multi-time step. The time step iteration was finalized by adding the bias forces to the thermodynamic forces in the MD engine. In our simulations, intensities at low-Q regions of the calculated scattering profiles showed larger fluctuations compared to higher scattering angles. The width of the deposited potential was therefore chosen as 0.20, 0.18, 0.12, 0.10 a.u.
for CV(Q=0.08), CV(Q=0.14), CV(Q=0.20), and CV(Q=0.28), respectively. The potential height was set to 0.1 kJ mol -1 throughout the simulations, since this resulted in good sampling in earlier metadynamics simulations of the Trp-cage system. 39 To benchmark our developed SAXS-CVs, a control simulation was performed using a bias exchange metadynamics approach with already established CVs chosen to describe general properties of a protein structure in solution; The radius of gyration and backbone interactions described in Section 2.3 as well as helicity and end-to-end distance. The helicity CV describes the helical content of the protein by comparing the RMSD distance between collections of six continuous amino acid residues in the simulated structure at each frame with an idealized α-helix. The CV was calculated as the sum of switching functions, Equation (7), where is the mentioned RMSD distance. 40 The end-to-end distance CV was defined as the distance between Cα 's of the first and the last residue.
Computational details
All simulations were performed using the GROMACS molecular dynamics package 29 with a time step of 2 fs. The AMBER03 forcefield 41 was used because it has been shown to give reliable results of the Trp-cage NMR structure. 39, 42 The temperature was kept at 282 K using V-rescale thermostat 43 with a time constant of 0.1 ps and Parrinello-Rahman pressure coupling 44 with a time constant of 2.0 ps. The particle mesh Ewald was used for calculations of long range interactions based on cubic interpolation. Short-range neighborlist, electrostatic and van der Waals cutoffs were set to 1.0 nm. All bonds were constrained to equilibrium length using the LINKS (LINear Costraint Solver) algorithm. 29 The protein was solvated in 9704 water molecules, using tip3p water model 45 in a periodic dodecahedron-shaped simulation box. Starting from a random coil, each replica was run for 81 ns resulting in a total of 648 ns bias-exchange metadynamics simulation time distributed over 8 replicas based on 6 CVs:
• Four SAXS CVs were defined at Q-values: 0.08, 0.14, 0.20 and 0.28 Å -1 with decreasing -values: 0.20, 0.18, 0.12 and 0.10, respectively, and were evaluated at every tenth MD step.
• Radius of gyration as described by Equation (6) with -values set to 0.01.
• Backbone interaction count as described by Equation (7) where replica 1-4 were biased using each of the four CVs separately, replica 5 using the radius of gyration CV combined with the backbone interaction CV, and replica 6 using the helicity CV in combination with the end-to-end distance CV. Each replica in the control simulation was run for 87 ns, which sums to a total of 520 ns.
RESULTS
The SAXS-driven bias-exchange metadynamics approach presented here was developed using the NMR structure (PDB ID 1L2Y) of the designed 20-residue Trp-cage protein as validation 46 .
Numerical integration
To verify that the developed SAXS CV was implemented correctly, we evaluated the numerical integration of the bias forces and compared to the biased potential. In a correctly implemented CV, the potential calculated by averaging over the integrated bias forces should approximately capture the tendencies of the actual bias potential, up to a constant offset. The integration with respect to a single Cartesian component was performed according to:
where ! is the bias potential at time step , is the atomic position component, ! ! is the corresponding component of the gradient at time step , and is the scalar force applied along the direction of the gradient. Averaging of the three-component bias force vector allows direct comparison to the scalar bias potential.
The comparison of the average numerical integration of the bias forces and the biased potential was performed using a single CV set to Q=0.2 Å -1 . The height of the applied Gaussian potential was set to = 10 kJ mol -1 , the spread was = 2 a.u., and the potentials were observed for 1000 time steps (Fig. 2) . During this short simulation, the structure did not change significantly.
However, we were able to monitor changes in the potential and it was clear that both the integrated bias forces and the bias potential followed similar patterns, and hence the CV was correctly implemented. The evaluation of the bias forces involves the Δx components and will therefore incorporate a contribution from the thermodynamic potential in the simulation. This force field dependent discrepancy can be observed as the differences between the potentials in shown in black and the biased potential is shown in red. The starting height and spread of the applied Gaussian were = 10 kJ mol -1 and = 2 a.u., respectively.
Folding landscape of the Trp-cage protein
To test the implemented SAXS-CV, we explored the folding landscape of the Trp-cage protein using bias-exchange metadynamics simulations with seven independent ensembles. The SAXS-CV was used as CV(Q=0.08), CV(Q=0.14), CV(Q=0.20), and CV(Q=28). In addition, one ensemble was run using two SAXS CVs simultaneously, CV(Q=0.08) and CV(Q=0.28). We also included two established CVs; radius of gyration (RG) and backbone interaction (BB). Each ensemble was simulated for 81 ns with a stride for the SAXS-CV evaluation of 10 time steps.
The resulting free energy landscape with respect to the simultaneously evaluated CV(Q=0.08) and CV(Q=0.28) is presented in Fig. 3A . The metadynamics simulation started with the Trp-cage protein in an unfolded configuration generated in PyMol 47 with CV(Q=0.08) = -13 a.u. and CV(Q=0.28) = -6 a.u. The main features of the free energy landscape were produced within the first tens-of-nanoseconds of simulation. Two free energy minima were observed that deepened continuously and were clearly separated during the final course of the simulation where the minimum closer to the origin showed significantly lower free energies. The wide range of possible rotational averages from the overall unfolded-to-folded configurations manifests itself in the shape of the two-dimensional free energy landscape, i.e. the low-angle CV(Q=0.08) showed a significantly higher degree of variation compared to the higher-angle CV(Q=0.28).
Because solution scattering involves dynamical ensembles of structures rather than a single static native state, we used a clustering procedure to find the representative lowest free energy structure, corresponding to the native state. First, a QT-clustering algorithm 48 using a 1 Å root mean square deviation (RMSD) as cut-off was used to bin similar structural configurations generated in the ensemble. Each cluster was then assigned with an average free energy corresponding to the free energies of all included configurations. To remove random coil configurations that display low free energies we added a cut-off based upon the average backbone interactions, which was determined to 3.7 in the simulations. Taking this cut-off into consideration (i.e. > 3.7 backbone interactions), the cluster average configuration representing the lowest free energy showed a backbone RMSD of 2.6 Å (Fig. 3B ) and reproduced the scattering profile of the Trp-cage NMR structure with a ! value of 21.2 (Fig. 3C) . 4A ). We note that while the predicted scattering profile of a cluster belonging to the configurational population with a backbone interaction count < 3.7 reproduces the target scattering quite well ( ! = 5.6) (Fig. 4B) , the structural fit of the cluster average to the NMR target structure is far from satisfactory (RMSD = 7.1 Å) (Fig. 4C) . To benchmark our developed SAXS-CVs, a control bias-exchange metadynamics simulation was performed on an identical configurational starting point of the Trp-cage system using only already established CVs that were chosen to describe the general properties of a protein structure in solution. Following similar analyses of the results as for the SAXS-guided metadynamics simulation, we did not observe any of the free energy minima to contain structures with low RMSD to the native Trp-cage NMR structure (Supplementary Fig. 1A) . Instead, the free energy minima were populated by random coil states with low helical content, which in turn prevented identification of the native state by applying the backbone interaction criterion ( Supplementary   Fig. 1B ).
Comparison to single-bias simulations
In our implementation, the point at the origin represents a perfect fit to the target experimental scattering profile. The fact that the lowest free energy native state of the Trp-cage protein is slightly offset with respect to the origin (Fig. 3A) illustrates the strength of our implemented SAXS-guided metadynamics approach. By sampling configurations around the target scattering profile the developed method allows for discrimination of configurations along a free energy spectrum. In this way, the risk of non-native solutions is avoided. To test this explicitly, we benchmarked our approach against methods that rely on direct biasing of the potential to drive the simulation towards the experimental target. We performed a 5 ns MD simulation applying harmonic potential of 100 kcal mol nm -1 centered around the target scattering data. While a perfect fit ( ! = 0.15) to the target scattering was obtained (Fig. 5A) , the corresponding configuration showed poor agreement with the target NMR structure (RMSD = 7.6 Å). 
DISCUSSION
Metadynamics provides a remarkably efficient approach to refine solution scattering data using collective variables (CVs) that describe intensities at different angles gathered from SAXS experiments. The proof-of-principle system chosen in our studies was the designed Trp-cage protein, which is a popular model system in simulation-based method development, using e.g.
replica exchange [49] [50] [51] , transition path sampling (TPS) 52 , transition interface sampling 53 , and metadynamics 27, 39 approaches. By incorporating a set of CVs each defining a scattering angle in a bias-exchange protocol, the full scope of the distances describing the experimental data can be accounted for. We note that ensembles exploring the free energy landscape with more than one SAXS CV simultaneously not only provide efficient exploration of the free energy landscape, but also a meaningful way of representing it. In fact, the resolution of the free energy landscape will depend upon the scattering angles at which the CVs are defined. For instance, while the lowangle CV in our two-dimensional ensemble did not satisfactory discriminate between low free energy configurations, the high-angle CV resolved these configurations into two separate major free energy minima (Fig. 3A) . During the simulation, the free energy minimum closest to the origin became significantly more favorable relative to the more distant free energy minimum. In addition, because this global free energy minimum was found closest to the origin, it represented a better fit to the target X-ray scattering profile. The slight offset between the origin and the global free energy minimum can likely be attributed to experimental errors, force field effects, and limited computational sampling. However, given the continual improvements of force fields and ever-increasing computational resources, this offset can in principle be used to compensate for inherent experimental errors, such as large error bars in the wide-angle region for scattering data, by finding the solution at the free energy minimum rather than at the origin.
We found that by introducing a cutoff set at the average number of backbone interactions observed during the simulation, it was possible to discard random coil solutions (Fig. 4A ).
Although not necessary to find the unique solution, similar filtering approaches can be used to assist the structural refinement process. Finally, we note that the free energy maps were constructed with respect to the calculated scattering profile of the Trp-cage NMR structure. It is certainly possible that using the target scattering from a simulated average of the Trp-cage would provide even better discrimination between low-energy configurations. The failure of the control bias-exchange metadynamics simulation to identify the native Trp-cage state implies that the chosen CV-set was not ideal for discriminating between random coils and the native state. With a different set of CVs, but with similar computational sampling, Piana et. al successfully explored the folding free energy landscape of the Trp-cage. 27 This highlights the inherent difficulty to select CVs that will be able to resolve the free energy landscape of the system or process of interest. In this case, it appears that the SAXS-based CVs were well suited for discriminating between the native Trp-cage state and random coils.
The proposed atomistic metadynamics approach to refinement of scattering data is valuable in several respects. First, while refinement methods relying on implicit solvent descriptions are computationally less demanding compared to atomistic simulations, they come with the caveat of overfitting because parameters describing the solvent effects, such as excluded solvent volume and boundary effects, are not easily determined and are hence used as fitting parameters. 24 In addition, as noted by Zagrovic et al., native-like scattering profiles will also be obtained from structural configurations that are non-compact and not close to the native state. 54 Therefore, simply biasing the potential to drive the simulation towards the experimental target scattering may not be a desirable approach. To test this, we implemented a direct biasing potential designed to force the simulation towards the target scattering. A perfect fit was obtained ( ! = 0.15), but the representative structural configuration was not native-like (RMSD = 7.6 Å) (Fig. 5) . Even so, bias potential refinement methods were recently used to successfully model time-resolved scattering data 55 and conformational transitions. 56 Because both methods start from defined structures that are allowed to undergo transitional dynamics, the possible configurational space to search is significantly more limited compared to finding the native state starting from an unfolded random coil. Therefore, while direct biasing methods are indeed suitable to model timeresolved and transition scattering data, our results suggest that such methods are not appropriate for modeling static solution scattering data.
In an alternative approach to reduce the risk of overfitting, simulation-generated configurations were used to refine statistical weights of ensembles in a structural transition. 57 In this coarsegrained simulation approach, it was possible to discriminate between open and closed conformations of the CHMP3 protein. Our metadynamics approach builds on similar principles to avoid overfitting, but does not require full sampling of the free energy landscape. Instead each generated structural configuration will be tagged with a specific free energy with respect to the collective variables defined by scattering intensities at an arbitrary number of scattering angles.
CONCLUSION
We have developed a metadynamics-based approach for structural refinement of solution scattering data using the Trp-cage as proof-of-principle system. We expect that our approach can be extended to more complex proteins and be used to verify homology models. The protocol was designed to be general using freely available software (Plumed and Gromacs) and is easily adjusted to also refine neutron scattering data. The implementation is freely available from the authors upon request.
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