1. M is a random variable that takes on integer values within the range [x min , x max ] and CC(x) is the function that tallies the occurrences of the value x.
2. The random variable M is a mixture of three random variables G 1 , G 2 and U . That is, there is a random variable K that can take on values 1 2 or 3 with probabilities respectively π 1 , π 2 and π 3 and such that:
The coefficients π i will be referred to as the mixing coefficients. G 1 and G 2 represent respectively the phantom peak and the fragment peak (Landt et al., 2012) , while U represents the background noise.
3. The random variables G i , i = 1, 2 are distributed according to a discretized and truncated gaussian random variable with parameters µ i and σ i , that is:
.
4. The random variable U is uniformly distributed in the interval [x min , x max ].
From these assumptions the likelihood of CC as a function of the parameters π 1 , π 2 , µ 1 , µ 2 , σ 1 , σ 2 can be computed and a local maximum can be attained using the expectation maximization algorithm.
Since G 1 models the phantom peak commonly observed in cross-correlation analyses, the initial value for µ 1 is set to the average read length, while the initial value for µ 2 defaults to 147 and can be modified by the user. The initial values for σ 2 1 , σ 2 2 , π 1 and π 2 are respectively 36, 1000, 0.1 and 0.1. The phantom peak is not always present. In case the EM algorithm infers an unreasonable value for it (i.e. 20 bp apart from the average read length), the whole inference is repeated using only the components G 2 and U .
Analysis of the K562 dataset
We used NucHunter to compute the cross-correlation and peak cross-correlation function for the histone modification dataset for the cell line K562 (Bernstein et al., 2010) , followed by the inference of the average fragment length using the previously described EM algorithm. The plots in Figure 1 show for each library the two cross-correlation functions, as well as the inferred phantom and fragment peak, represented respectively by a red and green dashed lines.
The plots suggest that:
• the peak cross-correlation function is more suitable than the cross-correlation function for inferring the average fragment length because it exhibits a sharper peak
• the EM algorithm, by explicit modelling of the phantom peak, is able to identify the fragment peak correctly, even in cases where the former is higher than the latter.
A quality score for σ
The peak detection algorithm used by NucHunter depends mainly on the parameter σ mentioned in the main document (see Section 2.2). To a certain extent σ can be chosen a priori considering how the shape of the Mexican hat wavelet depends on σ (see Figure 2) . The impulse response of the filter used for peak detection can be interpreted as a position-specific score assigned to the read counts in proximity of a candidate position (in the Figure, position 0). Ideally, the score assigned to a nucleosome should not be influenced by the read counts due to adjacent nucleosomes, which would argue for the choice of a very small σ. However, a small σ causes an increase in false positives and less reliable nucleosome calls. A high signal-to-noise ratio should allow for smaller values of σ. The wavelet can be interpreted as a positionspecific score assigned to the read counts in proximity of a candidate position (in this case, position 0). The portion of DNA protected by the nucleosome is delimited by the dashed lines, the distance to the next nucleosome in case of an array of adjacent nucleosomes in yeast is shown with a dotted line. If σ is too large, adjacent nucleosomes cannot be resolved, if it is too small, peak detection becomes too sensitive to noise.
On the other hand σ can be chosen in a data-driven manner based on the peak cross-correlation (pcc) function. As mentioned in the main document, a strong peak in the pcc plot is also an evidence that the peaks obtained in the peak detection step are reliable. To measure the strength of the peak as a function of σ, we use the following procedure:
1. We perform peak calling on the strand-specific signals N and P using the algorithm outlined in Section 2.2 in the main document for different values of σ (typically, from 30 to 70), 2. for each σ we infer the average fragment length F σ from the pcc plot (which typically does not change very much), 3. we discard the lowest-scoring peaks so that for each σ there is an equal total number of peaks from the two strands, 4. we re-compute the pcc function for the given peak set in the interval [F σ − 73, F σ + 73] (so as to minimize the influence from adjacent nucleosomes), 5. we fit the mixture model presented in Section 1.1 constraining the mean of the peak model to F σ and without the phantom peak, for simplicity, 6. as a score, we consider the log-likelihood of the resulting model minus the log-likelihood of a uniform model (log-likelihood ratio).
The whole procedure is automated and parallelized and constitutes part of NucHunter. The plots in Figure 3 show how the score changes with σ on different datasets. In all the shown examples the score curve has a maximum at a reasonable value for σ, which makes the choice easy. When this is not the case, σ should be chosen a priori. The default value σ = 50 is, in general, a reasonable choice, as Figure 3 suggests. Moreover Figure 4 suggests that NucHunter is sufficiently robust to sub-optimal settings of the parameters σ and F . Figure 3: Quality score as a function of the parameter σ used for peak detection. The quality score is based on the strength of the fragment peak in the peak cross-correlation plot. In the human dataset, ChIP-seq data from several histone modifications contribute to the score: the score curve has been obtained by summing up the score curves from each dataset. All the maxima occur at values close to the default value 50. Figure 4 : Robustness of NucHunter to sub-optimal settings. The performance evaluation was done in the yeast dataset and is similar to the one reported in the main document. The end points of the curves show the performance measures of the algorithms using the default score thresholds. The curves labelled by "NucHunter: x,y" show NucHunter's performance when the parameters σ (default value: 50) and F (average fragment length, estimated value on this dataset: 136) are set respectively to x and y.
Performance measures
Given a list of high-confidence, base pair-resolution peaks M = {m 1 , m 2 , . . . m r } and a list of predicted peaks P = {p 1 , p 2 , . . . p s } we define three performance measures in order to evaluate how accurate the predicted peaks are:
1. the specificity, 2. the sensitivity, 3. the area under the (normalized) error curve (AUC).
Let dist(i, j) denote the genomic distance between the predicted peak p i and the benchmark peak m j . Given a cutoff distance D (D = 20 bp in our analyses), the specificity is the quantity |{i:∃j:dist(i,j)≤D}| r and, similarly, the sensitivity is
. The first performance measure does not penalize situations where many predicted peaks are close to the same benchmark peak and the second one does not penalize situations where for many closely-spaced benchmark peaks there is only one associated prediction.
In order to assess the performance of a peak caller at a higher resolution, we use a measure that depends on the distribution of the d(i, j) values smaller than W = 73 bp (the "errors"). We define the (normalized) error curve ce as the cumulative distribution function of the errors smaller than the threshold W :
The cumulative error curve should look almost like a 0 − 1 step for very precise predictions and like a straight line from the origin to the point (W, 1) for random predictions (see Figure 5 ). Therefore, we define the area under the (normalized) error curve (AUC) as:
Contrary to the sensitivity and specificity, the AUC has the property that the peaks in P and the peaks in M play a symmetric role, i.e. swapping the predictions with the benchmark peaks the result does not change. Moreover, because it depends only on pairs of peaks closer than W base pairs, the AUC is suitable for the comparison of nucleosome predictions derived from different histone marks, where a large number of peaks derived from one dataset might not have a corresponding peak derived from the other. For these reasons the AUC has been employed to compare nucleosome predictions when a nucleosome map is not available and when different histone marks are compared.
Simulated ChIP-seq experiment
As an additional test, we artificially generated a ChIP-seq sample. The simulation was done as follows.
1. We considered a chromosome of the length of chromosome IV in yeast (1531933 bp) and reads of 36 base pairs.
2. We generated reads due to noise. The number of noise reads at each genomic position was sampled from a poisson distribution with average 2.
3. We generated reads due to nucleosomes.
• Nucleosomes were assigned to genomic positions. The positions were chosen sampling the inter-nucleosomal distance D from the random variable G + 147, where G is a geometric random variable such that D averages to 165.
• Given a fragment length F (the value 140 was chosen for the simulations), and for each nucleosome position p, the reads on the positive and negative strands where generated sampling their positions from a gaussian random variable with average respectively p − F/2 and p + F/2 and with uniformly varying sigmas (from 10 to 50). The number of sampled reads was sampled from a poisson distribution with lambdas such that the expected number of reads at the peak position uniformly varies from 1 to 3.
In Figure 6 we show the performance of the three different algorithms on the the simulated dataset with respect to the performance measures outlined in Section 2.
Performance assessment on the human K562 dataset
The publicly available epigenomic data for the human cell line K562 (Bernstein et al., 2010) includes ChIP-seq experiments for different histone marks as well as replicate ChIP-seq experiments. We used this dataset to test how reproducible the nucleosome calls are between replicates and to cross-validate pairs of histone marks using different nucleosome detection algorithms. For this assessment, however, it should be noted that reproducibility does not necessarily imply the reliability of the nucleosome calls, and without a high-confidence nucleosome map it is hard to draw conclusions on the performance of the algorithms, especially when the AUC values are close to 0.5. Figures 7 and 8 show how the AUC between predictions from two ChIP-seq samples depends on the total number of nucleosome calls. In Figure 7 replicate ChIP-seq experiments have been compared, whereas in Figure 8 pairs of different histone modifications have been used. Overall the statistics suggest that, even though not for every dataset and not for every score threshold, the nucleosome predictions from NucHunter are in general more reproducible than those from other tools.
Runtime and memory usage
We tested the runtime and memory usage of the different algorithms on different datasets. We used the epigenomic data from the human cell line IMR90 made publicly available by the NIH Epigenomics Roadmap project (Bernstein et al., 2010) and we performed two sets of tests. In the first set (see Table  1 ) we split the mapped reads from a single experiment (for histone mark H3K4me3) into different files according to the chromosome they have been mapped to (each file contains reads mapped to a single chromosome). This operation was necessary in order to test the efficiency of Template Filter, which otherwise would not run. In the second set of tests Template Filter was excluded and the whole files relative to four different histone marks were used as inputs (see Table 2 ). All the tests were carried out on a quad-core computer at a clock speed of 3.10GHz and with 8GB of RAM. Overall the results show that NucHunter is faster than the other two algorithms and uses less memory on large genomes.
6 Nucleosome clustering
Normalization procedure
For each predicted nucleosome NucHunter returns a vector where each component represents a read count for a particular histone modification in a given window of the genome. Additionally, when a control experiment is present, NucHunter also returns the noise level, which is the read count relative to the given window and to a smoothed version of the control signal. Let C ij denote the read count matrix, where i = {1, . . . n} ranges over the nucleosome predictions and j = {1, .., m} ranges over the histone marks, let N i denote the noise level for each histone modification and let µ and σ denote the functions that compute respectively the sample mean and the sample standard deviation of a vector. The normalization procedure consists in the following steps:
1. A matrix of adjusted read count/noise level ratios M (0) ij = CCij αj Ni is computed. The histone modification-dependent coefficient α j rescales the ratios so that they are concentrated around 1.
2. The matrix columns are rescaled so that they have zero mean and variance equals to one:
. This steps corrects for different statistical properties of the read count signal in the different experiments.
3. The matrix rows are rescaled so that they have zero mean and variance equals to one:
. This steps correct for different read abundances at different nucleosome locations.
The matrix M
(2) ij is finally used as input for the k-means clustering algorithm.
Clustering stability analysis
The k-means clustering algorithm is initialization-dependent. That is, given different initial values for the centroid positions, the final centroid positions might differ, especially when the parameter k is not chr is the chromosome name, chr len is the chromosome length (spanned by reads), cov is the total read coverage, rt is the runtime (in minutes), mem is the maximum memory usage (in kilobytes). The symbol -means that the program crashed.
appropriately chosen. In order to test how stable the clustering procedure is for a given k, we ran the k-means algorithm 20 times with different initializations and we measured the degree of stability of the results.
To measure the consistency of a set of replicates, we defined a distance measure between two replicates and we considered the highest distance among all pairs.
Let K 1 , K 2 : {1, 2, . . . n} → {1, 2, . . . , k} denote two classifications of n objects into k distinct classes, such as those provided by two different runs of the k-means algorithm on a dataset of n vectors, and let the invertible function φ : {1, . . . , k} → {1, . . . , k} denote a correspondence between the classes of the two classifiers. We define the misclassification error as:
The correspondence function φ is chosen so as to minimize the misclassification error, so the distance between classifications K 1 and K 2 is: Table 3 shows how the stability of the clustering algorithm varies with the number k of clusters.
• , +2000] bp region around each CAGE tag, counting the nucleosome profile and computing the sum of all the profiles using the orientation given by the CAGE tag (so the profiles coming from CAGE tags mapped to the negative strands are flipped). 
DNase tags

Comparison with ChromHMM
We compared the nucleosome classes obtained by clustering with the chromatin state classification provided by ChromHMM (Ernst and Kellis, 2010) . We computed a table that counts for each pair (c, s) the number of nucleosomes of class c falling in a genomic region with chromatin state s, where c ranges over the classes derived by k-means clustering and s ranges over the states represented in ChromHMM. As it can be seen in Figure 9 , the two annotations are in agreement, at least at a coarse scale, as promoter nucleosomes tend to be associated with promoter chromatin states, enhancer nucleosomes with enhancer states, elongation nucleosomes with transcription-associated states, and repressed nucleosomes with repressed states. The differences might be due, in addition to the different methods, also to the different data sources employed. 
