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Cap´ıtulo 1
Introduccio´n
En la actualidad, cada vez es mayor la preocupacio´n por el aislamiento y el acondi-
cionamiento acu´stico [24]. Adema´s, las exigencias de las normativas son cada vez ma-
yores1. La aparicio´n de nuevos materiales que nos permiten un mejor condicionamiento
o aislamiento acu´stico (ve´ase, por ejemplo [21]) nos lleva a la necesidad de estudiar y
conocer las propiedades que caracterizan acu´sticamente un material absorbente ya que
e´stas nos permiten su correcta utilizacio´n. En este Trabajo Fin de Ma´ster, propuesto
por el Grupo de investigacio´n en Metrolog´ıa O´ptica de la Universidad de Vigo, se han
caracterizado las propiedades acu´sticas de una plancha de material absorbente a partir
de medidas experimentales en las que intervienen como excitacio´n meca´nica las ondas
planas. Ma´s precisamente, se ha caracterizado acu´sticamente una plancha del mate-
rial AptFlex SF5048 proporcionada por la empresa Precision Acoustics (ve´ase [3]) a
partir de las gra´ficas de respuesta en frecuencia para el nivel de reduccio´n de eco, la
pe´rdida por insercio´n y el coeficiente de disipacio´n de potencia, proporcionadas por el
distribuidor de dicho material absorbente en la documentacio´n te´cnica [3].
El Grupo de investigacio´n en Metrolog´ıa O´ptica ha realizado una serie de experimen-
tos con dichas planchas absorbentes en los que han utilizado distintas configuraciones
geome´tricas (ve´ase uno de esos experimentos en la Figura 1.1). Estos experimentos se
han reproducido nume´ricamente para comparar los resultados experimentales con los
obtenidos mediante simulacio´n nume´rica.
En consecuencia, el objetivo principal de este Trabajo Fin de Ma´ster ha sido deter-
minar los para´metros intr´ınsecos que permiten caracterizar el comportamiento acu´stico
de una plancha de material absorbente a partir del estudio de la sen˜al reflejada y trans-
mitida en un problema de propagacio´n de ondas planas a trave´s de dicha plancha. Los
objetivos espec´ıficos que se abordan en este Trabajo Fin de Ma´ster son: (a) realizar
la modelizacio´n matema´tica de cada uno de los medios involucrados en el problema
acu´stico (un fluido, un so´lido visco-ela´stico y una placa r´ıgida), (b) estudiar un proble-
ma inverso, en el que a partir de diversos problemas de propagacio´n acu´stica en medios
multicapa se identifican los valores de los para´metros que caracterizan el comporta-
miento acu´stico de una plancha de material absorbente, y (c) realizar una bater´ıa de
simulaciones nume´ricas mediante elementos finitos con las que reproducir las medidas
1Real Decreto 1367/2007, de 19 de octubre, por el que se desarrolla la Ley 37/2003, de 17 de
noviembre, del Ruido, en lo referente a zonificacio´n acu´stica, objetivos de calidad y emisiones acu´sticas
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Figura 1.1: Esquema de uno de los experimentos realizados por el Grupo de investiga-
cio´n en Metrolog´ıa O´ptica en un tanque de agua (las planchas de material absorbente
aparecen sumergidas en el interior).
experimentales realizadas en test de laboratorio en un tanque.
Teniendo en cuenta estos tres objetivos, este Trabajo Fin de Ma´ster se ha dividido
en tres partes:
En el primer bloque (Cap´ıtulo 2) se han planteado dos problemas de propagacio´n
acu´stica de ondas planas en medios multicapa. En el primero de dichos problemas,
se ha estudiado la propagacio´n de ondas planas armo´nicas en un medio multicapa
compuesto por un fluido compresible, un so´lido visco-ela´stico y un fluido com-
presible tanto en incidencia normal como en incidencia oblicua. En el segundo
problema, se ha estudiado la propagacio´n de ondas planas en un medio multi-
capa similar al anterior, que esta´ formado por un fluido compresible, un so´lido
visco-ela´stico, una placa r´ıgida y un fluido compresible tanto en incidencia normal
como en incidencia oblicua. Para resolver ambos problemas, se han descrito los
modelos matema´ticos utilizados para cada uno de los medios (fluido compresible,
so´lido visco-ela´stico y placa r´ıgida). Una vez se ha realizado la modelizacio´n ma-
tema´tica de los medios, se han planteado las condiciones de acople entre ellos y se
han descrito en detalle los sistemas lineales que se deben resolver para hallar la
solucio´n anal´ıtica del problema de propagacio´n. Adema´s, a partir de estas solu-
ciones anal´ıticas, se ha procedido al ca´lculo de una serie de niveles y coeficientes
acu´sticos que son de intere´s en este trabajo, como son los coeficientes de reflexio´n
y transmisio´n, el nivel de reduccio´n de eco, la pe´rdida por insercio´n y el coeficien-
te de disipacio´n de potencia. Todos estos ca´lculos han sido implementados en el
ordenador, usando el entorno de programacio´n MATLAB y se han realizado una
serie de test de validacio´n de todos los programas implementados.
3La segunda parte (Cap´ıtulo 3) se ha centrado en la resolucio´n nume´rica de un
problema inverso a partir del que caracterizar las propiedades acu´sticas del ma-
terial absorbente. Debido a que solo se conocen los datos proporcionados en la
hoja te´cnica de especificaciones del material absorbente (ve´ase [3]) y dichos da-
tos no pueden ser utilizados directamente para calcular las propiedades acu´sticas
del material, se ha disen˜ado un problema inverso con el que, a partir de la sen˜al
reflejada y transmitida de una onda plana incidente sobre la plancha de material
absorbente, se han tratado de obtener los valores que caracterizan acu´sticamente
el material mediante un modelo visco-ela´stico, esto es, el mo´dulo de Young y el
coeficiente de Poisson. Para resolver dicho problema inverso, se han utilizado los
resultados de los niveles y coeficientes acu´sticos experimentales proporcionados
por el fabricante del material absorbente objeto de estudio. En la memoria, se
incluye la descripcio´n en detalle de los distintos ajustes, bajo diferentes hipo´tesis
de trabajo, que permiten obtener los valores del mo´dulo de Young, de tal manera
que se obtienen nume´ricamente niveles y coeficientes acu´sticos que aproximan de
forma precisa aquellos medidos experimentalmente.
En la u´ltima parte (Cap´ıtulos 4 y 5) se ha utilizado un me´todo de elementos
finitos para calcular una solucio´n aproximada del problema de interaccio´n fluido-
estructura en el que esta´n involucradas varias planchas de material absorbente.
Para ello, se ha planteado el problema fuerte y la formulacio´n variacional que
nos permiten realizar una discretizacio´n mediante elementos finitos. Adema´s, se
ha realizado una bater´ıa de simulaciones nume´ricas utilizando las propiedades
acu´sticas obtenidas en la resolucio´n del problema inverso de la segunda parte
de este Trabajo. Estas simulaciones nume´ricas se han realizado con condiciones
de contorno y con unas configuraciones geome´tricas similares a las utilizadas en
los experimentos llevados a cabo por el Grupo de investigacio´n en Metrolog´ıa
O´ptica. De esta forma, se han podido comparar los resultados de las simulaciones
nume´ricas con los resultados experimentales obtenidos.
Durante la realizacio´n de este Trabajo Fin de Ma´ster se ha utilizado el lenguaje de
programacio´n MATLAB para la implementacio´n de los programas que resuelven los
sistemas de ecuaciones lineales asociados a la propagacio´n acu´stica de ondas planas en
medios multicapa (tanto en el caso de incidencia normal como en incidencia oblicua).
Para la realizacio´n de las simulaciones nume´ricas mediante elementos finitos en todas
las configuraciones geome´tricas de laboratorio, se ha utilizado el paquete de ordenador
COMSOL Multiphysics [1].

Cap´ıtulo 2
Modelos matema´ticos
En este cap´ıtulo se han estudiado dos problemas de propagacio´n de ondas en medios
multicapa: el primero, en el que el medio multicapa esta´ compuesto por un fluido
compresible, un so´lido visco-ela´stico y un fluido compresible, al que a partir de este
punto denominaremos configuracio´n sin placa y el segundo, compuesto por un fluido
compresible, un so´lido visco-ela´stico, una placa r´ıgida y un fluido compresible, al que
a partir de ahora denominaremos configuracio´n con placa. Ambos problemas se han
estudiado tanto en incidencia normal como en incidencia oblicua.
2.1. Modelos matema´ticos
A continuacio´n, se han descrito los modelos matema´ticos que se han utilizado para
caracterizar el comportamiento acu´stico de cada uno de los medios que aparecen en
ambos problemas de propagacio´n acu´stica multicapa.
2.1.1. Fluido compresible
Bajo la hipo´tesis de pequen˜as deformaciones, la ecuacio´n lineal del movimiento en
te´rminos del desplazamiento es (ve´ase [17])
ρ0
∂2u
∂t2
−Div(σ) = 0. (2.1)
donde ρ0 es la densidad de masa en el estado de referencia inicial, u es el campo de
desplazamientos y σ es el tensor de esfuerzos.
Si consideramos la ley constitutiva
σ = −piI, (2.2)
donde pi = −ρ0c20 Divu es la fluctuacio´n lagrangiana de la presio´n con respecto a la
presio´n del estado inicial pi0.
Teniendo en cuenta (2.1) y (2.2), se obtiene que, para un fluido compresible no
viscoso e isentro´pico, se satisface
ρ0
∂2u
∂t2
−Div(ρ0c20 DivuI) = 0, (2.3)
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donde c0 es la velocidad del sonido del fluido en el estado de referencia inicial. A
continuacio´n se muestra co´mo se han calculado los valores ρ0 y c0 en funcio´n de la
presio´n hidrosta´tica y de la temperatura.
Para calcular la densidad de masa en funcio´n de la presio´n hidrosta´tica y de la
temperatura se ha utilizado el esta´ndar IAPWS95, International Association for the
Properties of Water and Steam, Formulation 1995, (ve´ase [15] y [2] para obtener ma´s
detalles).
Adema´s, se ha supuesto que la velocidad del sonido viene dada por una funcio´n res-
puesta que depende de la presio´n hidrosta´tica y de la temperatura siguiendo el trabajo
[4]. En [2] se muestra que las expresiones utilizadas para calcular la densidad de masa
en funcio´n de la presio´n hidrosta´tica y de la temperatura consideran la temperatura
segu´n la ITS-90 (International Temperature Scale of 1990 ). Atendiendo a esta obser-
vacio´n y siguiendo el algoritmo propuesto por Del Grosso [11], la velocidad del sonido
en funcio´n de la presio´n hidrosta´tica y la temperatura viene dada por
cˆ(θ, pi0) = c(θ, 0)+M1(θ)(pi0 − 0.101325)
+M2(θ)(pi0 − 0.101325)2 +M3(θ)(pi0 − 0.101325)3, (2.4)
donde cˆ, θ y pi0 son, respectivamente, la funcio´n respuesta de la velocidad del sonido,
la temperatura (en grados Celsius) y la presio´n hidrosta´tica (en MPa). Las funciones
involucradas en (2.4) vienen dadas por
c(θ, 0) = a00 + a10θ + a20θ
2 + a30θ
3 + a40θ
4 + a50θ
5,
M1(θ) = a01 + a11θ + a21θ
2 + a31θ
3,
M2(θ) = a02 + a12θ + a22θ
2 + a32θ
3,
M3(θ) = a03 + a13θ + a23θ
2 + a33θ
3.
(2.5)
En la Tabla 2.1 se muestran los coeficientes amn para 0 ≤ m ≤ 3, 0 ≤ n ≤ 3
utilizados en la definicio´n de Mj(θ), j = 1, 2, 3, de (2.5), los cuales han sido obtenidos
del trabajo [6].
HHHHHHm
n
1 2 3
0 1.49043589 4.31532833× 10−3 −1.852993525× 10−5
1 1.077850609× 10−2 −2.938590293× 10−4 1.481844713× 10−6
2 −2.232794656× 10−4 6.822485943× 10−6 −3.940994021× 10−8
3 2.718246452× 10−6 −6.674551162× 10−8 3.939902307× 10−10
Tabla 2.1: Coeficientes del ajuste del algoritmo de Del Grosso [11] para las funciones
descritas en (2.5).
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Adema´s, los coeficientes necesarios para definir c(θ, 0) son los siguientes:
a00 = 1402.38744,
a10 = 5.03836171,
a20 = −5.81172916× 10−2,
a30 = 3.34638117× 10−4,
a40 = −1.48259672× 10−6,
a50 = 3.16585020× 10−9.
Si se tiene en cuenta la expresio´n de la velocidad del sonido (2.4), entonces
c0 = cˆ(θ, pi0)
donde θ = 20◦C y pi0 = 0.101325 MPa.
Teniendo en cuenta la expresio´n (2.3), la ecuacio´n del movimiento linealizada en
te´rminos del desplazamiento, para un fluido compresible no viscoso e isentro´pico es
ρ0
..
u−∇(ρ0c20 Divu) = 0,
donde
..
u denota la derivada segunda en tiempo del campo de desplazamientos u. Im-
poniendo soluciones armo´nicas de la forma
u(p, t) = Re(e−iωtU(p)), (2.6)
donde ω representa la frecuencia angular, se obtiene que la ecuacio´n del movimiento en
desplazamientos es
− ω2ρ0U −∇(ρ0c20 DivU) = 0, (2.7)
donde ahora el campo de desplazamientos armo´nico toma valores complejos. Si se es-
cribe la ecuacio´n del movimiento en te´rminos de la presio´n resulta
1
ρ0c20
..
pi −Div
(
1
ρ0
∇pi
)
= 0.
Imponiendo soluciones armo´nicas de la forma
pi(p, t) = Re(e−iωtΠ(p)),
la ecuacio´n resultante es
− ω
2
ρ0c20
Π−Div
(
1
ρ0
∇Π
)
= 0.
Si ρ0 es constante, teniendo en cuenta que Div∇Π = ∆Π, obtenemos
− ω
2
c20
Π−∆Π = 0. (2.8)
Si se denota por k = ωc0 entonces la ecuacio´n (2.8) se puede escribir como
−k2Π−∆Π = 0,
que es la conocida como Ecuacio´n de Helmholtz.
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2.1.2. So´lido visco-ela´stico
La ecuacio´n del movimiento en un so´lido visco-ela´stico viene dada por (2.1). Adema´s,
la ley constitutiva en el so´lido visco-ela´stico es (ve´ase [13])
σij(t) =
∫ t
−∞
Cijkl(t− τ)
.
Ekl(τ)dτ, (2.9)
donde σ es el tensor de esfuerzo, E = ∇u+∇u
t
2
es el tensor de deformaciones, C es
el tensor de elasticidad y
.
E denota la derivada con respecto al tiempo de E . De forma
ana´loga a como ocurre en la ley de Hooke, supondremos que la accio´n del tensor C
sobre cualquier tensor R viene dada por
CijklRkl = λ̂ Rkkδij + 2µ̂Rij , (2.10)
donde λ̂ y µ̂ son los coeficientes de Lame´ asociados al material ela´stico.
Teniendo en cuenta (2.10) en (2.9), resulta
σij(t) =
∫ t
−∞
λ̂(t− τ)
.
Ekkδij + 2µ̂(t− τ)
.
E ij(τ)dτ
= (λ̂ ∗
.
Ekk)(t)δij + 2(µ̂ ∗
.
E ij)(t), (2.11)
donde ∗ denota una convolucio´n en tiempo.
Realizando un ca´lculo formal de la transformada de Fourier F en (2.11) de obtiene
Σij(ω) = F
(
(λ̂ ∗
.
Ekk)(t)δij
)
+ F
(
µ̂ ∗
.
E ij)(t)
)
= F(λ̂)F(
.
Ekk)δij + 2F(µ̂)F(
.
E ij), (2.12)
donde Σ es el tensor de esfuerzo armo´nico. Teniendo en cuenta que F(E) = E, que
F(u) = U y las propiedades de la transformada de Fourier, de (2.12) se obtiene que
Σij(ω) = −iωF(λ̂)Ekkδij − 2iωF(µ̂)Eij = λEkkδij + 2µEij , (2.13)
donde λ = −iωF(λ̂) y µ = −iωF(µ̂) son los coeficientes de Lame´ dependientes de la
frecuencia en el modelo de so´lido visco-ela´stico.
Considerando (2.1) en el so´lido visco-ela´stico e imponiendo soluciones armo´nicas se
obtiene que
− ω2ρsU − Div Σ = 0, (2.14)
donde ρs es la densidad de masa del so´lido en el estado de referencia inicial.
Sustituyendo (2.13) en (2.14) se obtiene que la ecuacio´n del movimiento en el so´lido
visco-ela´stico es
− ω2ρsU − µ∆U − (µ+ λ)∇DivU = 0, (2.15)
donde λ y µ son los coeficientes de Lame´, dependientes de la frecuencia, asociados al
material visco-ela´stico. Si se reescriben los coeficientes de Lame´ en te´rminos del Mo´dulo
de Young y del coeficiente de Poisson se obtiene (ve´ase [22])
λ =
νE
(1− 2ν)(1 + ν) , µ =
E
2(1 + ν)
. (2.16)
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2.1.3. Placa r´ıgida
Se supone que la placa esta´ situada en un plano. Si se denota por χ al desplazamiento
normal de la placa, la ecuacio´n del movimiento de la placa (ve´ase [10]) es
m
d2χ
dt2
(t) + s
dχ
dt
(t) + rχ(t) = f(t),
donde m es la densidad superficial de masa, s el coeficiente de viscosidad, r coeficiente
de elasticidad y f es la carga exterior superficial a la que esta´ sometida la placa.
Denotando por X el desplazamiento de la placa en el dominio de la frecuencia, es decir,
χ(t) = Re (e−iωtX),
entonces, la ecuacio´n de la placa r´ıgida en el dominio de la frecuencia resulta
−mω2X − iωsX + rX = F. (2.17)
2.2. Ondas planas
En esta seccio´n se va a considerar un tipo particular de solucio´n de las ecuaciones
(2.7) y (2.15): las ondas planas. Ma´s precisamente, en el dominio de la frecuencia y en
el caso bidimensional, se ha estudiado co´mo diferentes ondas planas son solucio´n de los
modelos para fluidos compresibles y so´lidos visco-ela´sticos.
2.2.1. Ondas planas para el fluido compresible
Supongamos que el campo de desplazamientos en el dominio de la frecuencia se
puede escribir como
U = aeik·p, (2.18)
donde a ∈ C es el vector amplitud de la onda plana, k es el vector nu´mero de onda y
p es el vector posicio´n.
Veamos que´ relacio´n debe haber entre a y k para que (2.18) sea solucio´n de la
ecuacio´n (2.7). Como el campo de desplazamientos se puede escribir como se ha visto
en (2.18), entonces1
DivU = Div
(
aeik·p
)
= (aeik·p)j,j = (ajeiknpn),j = iajkjeiknpn = ia · keik·p,
∇ (DivU) = ∇
(
ia · keik·p
)
= −(a · k)keik·p.
Por tanto, la ecuacio´n (2.7) se puede escribir como
−ω2ρ0aeik·p + ρ0c20(a · k)keik·p = 0,
es decir,
−ω2a+ c20(a · k)k = 0,
1Se ha utilizado la notacio´n ∂Φ
∂xj
= Φ,j y la convencio´n de que los sub´ındices repetidos suman.
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de donde resulta que
k =
ω2a
c20 (a · k)
. (2.19)
Esto significa que k y a son paralelos y, por tanto,
|k · a| = |k| · |a|. (2.20)
Teniendo en cuenta (2.19) y (2.20) se obtiene
|k| = ω
2|a|
c20|a||k|
=
ω
c0
,
por lo que
k =
ω2 a
c20|a||k|
=
ω a
c0|a| . (2.21)
La ecuacio´n (2.21) indica que´ relacion debe existir entre k y a para que una onda plana
sea solucio´n de (2.7). Adema´s, la velocidad de propagacio´n de una onda plana es
c0 =
ω
|k| , (2.22)
que coincide con la velocidad del sonido en el fluido. Como se ha demostrado que a es
paralelo a k entonces el vector desplazamiento de la onda tiene la misma direccio´n que
el vector propagacio´n, es decir, la onda plana en un fluido compresible es longitudinal.
2.2.2. Ondas planas para el so´lido visco-ela´stico
Supongamos que el campo de desplazamientos, en el dominio de la frecuencia se
puede escribir como
U = aeik·p, (2.23)
donde a ∈ C es la amplitud de la onda plana, k es el vector nu´mero de onda y p es el
vector posicio´n.
Veamos que´ relacio´n debe haber entre a y k para que (2.23) sea solucio´n de la
ecuacio´n (2.15). La presio´n en el so´lido visco-ela´stico se puede escribir como se ha visto
en (2.23), entonces como se ha visto anteriormente
DivU = ia · keik·p,
∇ (DivU) = −(a · k)keik·p.
Adema´s, como puede verse en [12],
Div
(∇U −∇U t) = ∆U −Div (∇U t) = ∆U −∇ (DivU) .
Por tanto, el laplaciano se escribe como
∆U = Div
(∇U −∇U t)+∇ (DivU) = −Rot RotU . (2.24)
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Teniendo en cuenta (2.24), la ecuacio´n (2.15) se puede escribir como
− ω2ρsU + µRot RotU − (2µ+ λ)∇ (DivU) = 0. (2.25)
Por otro lado, se satisface
RotU = Rot
(
aeik·p
)
= ∇×
(
aeik·p
)
= ∇eik·p × a = ikeik·p × a,
Rot RotU = Rot
(
ikeik·p × a
)
= ∇×
(
ikeik·p × a
)
= ∇ikeik·p × (k × a)
= −keik·p × (k × a).
En consecuencia, la ecuacio´n (2.25) se reescribe como
−ω2ρs
(
aeik·p
)
− µkeik·p × (k × a) + (2µ+ λ)(a · k)keik·p = 0.
Simplificando el factor no nulo eik·p, se obtiene
− ω2ρsa− µ(k × (k × a)) + (2µ+ λ)(a · k)k = 0. (2.26)
Veamos ahora que´ ocurre con los vectores k y a. Si k y a son paralelos, a × k = 0 y,
por tanto, la ecuacio´n (2.26) se reduce a
−ω2ρsa+ (2µ+ λ)(a · k)k = 0,
es decir,
k =
ω2ρsa
(2µ+ λ)(a · k) .
Como k y a son paralelos |a · k| = |a||k| luego
|k| = ω
2ρs|a|
(2µ+ λ)|a||k| = ω
√
ρs
2µ+ λ
.
Como la velocidad de propagacio´n de las ondas planas se define por
cp =
ω
|k| , (2.27)
entonces
cp =
√
2µ+ λ
ρs
, (2.28)
e introduciendo (2.16) en la ecuacio´n (2.28) se obtiene
cp =
√
E(1− ν)
ρs(1− 2ν)(1 + ν) .
Estas ondas longitudinales se conocen como ondas P y su velocidad de propagacio´n es
la mostrada en (2.28).
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Por otro lado, puede ocurrir que k y a sean perpendiculares. En ese caso, a · k = 0
y por tanto, la ecuacio´n (2.26) resulta
−ω2ρsa− µ(k × (k × a)) = 0.
Teniendo en cuenta que |k × (k × a)| = |k|2|a|, entonces se obtiene que |k|2 = ω
2ρs
µ
.
Como la velocidad de propagacio´n de las ondas planas se define por
cs =
ω
|k| , (2.29)
entonces
cs =
√
µ
ρs
, (2.30)
e introduciendo (2.16) en la ecuacio´n (2.30) se obtiene
cs =
√
E
2ρs(1 + ν)
.
Estas ondas transversales se conocen como ondas S y su velocidad de propagacio´n es
la mostrada en (2.30)
2.3. Problema multicapa
Si se considera un medio multicapa que esta´ formado por un primer medio que es
un fluido, un segundo medio que es un so´lido visco-ela´stico y un tercer medio que es
otro fluido, el desplazamiento complejo U(p) en cada uno de los medios viene dado
por la combinacio´n lineal de una onda plana incidente y una onda reflejada. En estos
problemas se ha supuesto que ambos fluidos son no acotados y que el espesor del so´lido
visco-ela´stico es igual a L.
En el caso del fluido, el desplazamiento viene dado u´nicamente por una combina-
cio´n lineal de ondas longitudinales, por lo que el desplazamiento complejo en el fluido
compresible es
UF(p) = C1e
i(−k1p1+k2p2)dI + C2ei(k1p1+k2p2)dR, (2.31)
donde p1 y p2 son las coordenadas del vector posicio´n con respecto a la base cano´nica
{e1, e2}, C1 y C2 son las amplitudes de la onda regresiva y progresiva, respectivamente,
kI = (−k1, k2)t y kR = (k1, k2)t son los vectores que indican la direccio´n de propagacio´n
de la onda regresiva y progresiva, respectivamente y dI y dR son los vectores que indican
la direccio´n de desplazamiento de la onda regresiva y progresiva, respectivamente. Al
estar en el caso de ondas longitudinales se debe cumplir que dI ||kI y dR ||kR y la
ecuacio´n de dispersio´n |k| = ω
c0
.
En el caso del so´lido visco-ela´stico, el desplazamiento viene dado por una com-
binacio´n lineal de ondas longitudinales y ondas transversales. As´ı, el desplazamiento
complejo en el so´lido visco-ela´stico esta´ dado por
US(p) = Up(p) +U s(p),
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donde
Up(p) = C3e
i(−k1pp1+k2pp2)dIp + C4e
i(k1pp1+k2pp2)dRp , (2.32)
es el desplazamiento dado por las ondas longitudinales, con C3 y C4 las amplitudes de la
onda regresiva y progresiva, respectivamente, kIp = (−k1p, k2p)t y kRp = (k1p, k2p)t son
los vectores que indican la direccio´n de propagacio´n de la onda regresiva y progresiva,
respectivamente y dIp y dRp son los vectores que indican la direccio´n de desplazamien-
to de la onda regresiva y progresiva, respectivamente. Al estar en el caso de ondas
longitudinales se debe cumplir que dIp ||kIp y dRp ||kRp y la ecuacio´n de dispersio´n
|kIp | = |kRp | =
ω
cp
. Adicionalmente,
U s(p) = C5e
i(−k1sp1+k2sp2)dIs + C6e
i(k1sp1+k2sp2)dRs , (2.33)
es el desplazamiento dado por las ondas transversales, con C5 y C6 las amplitudes de la
onda regresiva y progresiva, respectivamente, kIs = (−k1s, k2s)t y kRs = (k1s, k2s)t son
los vectores que indican la direccio´n de propagacio´n de la onda regresiva y progresiva,
respectivamente y dIs y dRs son los vectores que indican la direccio´n de desplazamien-
to de la onda regresiva y progresiva, respectivamente. Al estar en el caso de ondas
transversales se debe cumplir que dIs ⊥ kIs y dRs ⊥ kRs y la ecuacio´n de dispersio´n
|kIs | = |kRs | =
ω
cs
.
En las subsecciones siguientes se van a detallar dichas ecuaciones tanto para inci-
dencia normal como para incidencia oblicua.
2.3.1. Incidencia normal
Se considera el problema de propagacio´n multicapa en incidencia normal (ve´ase
Figura 2.1), en el cual la direccio´n de propagacio´n de las ondas planas es perpendicular
al medio multicapa, es decir, el vector nu´mero de onda en el fluido es paralelo a e1.
p1= L
Medio 1
Z1
p1= 0
Medio 2 Medio 3
Z2 Z3
C2e
ik1p1
C1e
-ik1p1
C4e
ikpp1
C8e
ik1p1
C3e
-ikpp1
Figura 2.1: Esquema de la propagacio´n de ondas planas con incidencia normal en una
multicapa que involucra tres medios (cada uno con una impedancia caracter´ıstica aso-
ciada Zj con j = 1, 2, 3.
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Lo primero que se debe notar es que en el fluido todas las ondas planas son longi-
tudinales, es decir, el vector desplazamiento es paralelo a la direccio´n de propagacio´n
de la onda luego, en (2.18) hay que tener en cuenta que a || e1 y por tanto,
k =
(
k1
0
)
,
donde k1 =
ω
c0
, siendo c0 la velocidad del sonido en el fluido. Es por esto que, siguiendo
(2.31), el campo de desplazamientos complejo en el primer medio y en el tercer medio,
ambos fluidos y de ide´nticas propiedades, viene dado, respectivamente, por
U1(p) =(C1e
−ik1p1 + C2eik1p1)e1, (2.34)
U3(p) =(C7e
−ik1p1 + C8eik1p1)e1, (2.35)
donde Cj , con j = 1, 2, 7, 8, son constantes complejas que modelan la reflexio´n y la
transmisio´n entre las distintas capas. Adema´s, en el primer fluido compresible la solu-
cio´n de ondas planas para el campo de presiones resulta
Π1(p) = C˜1e
i(−k1p1+k2p2) + C˜2ei(k1p1+k2p2), (2.36)
donde C˜1 y C˜2 son las amplitudes en presiones de la onda regresiva y progresiva, respec-
tivamente y en el tercer medio, que tambie´n es un fluido compresible con propiedades
ide´nticas a las del primer medio, la solucio´n de ondas planas en te´rminos del campo de
presiones resulta
Π3(p) = C˜7e
i(−k1p1+k2p2) + C˜8ei(k1p1+k2p2), (2.37)
donde C˜7 y C˜8 son las amplitudes en presiones de la onda regresiva y progresiva,
respectivamente.
En el so´lido visco-ela´stico aparecen ondas planas longitudinales, en las que el vector
desplazamiento es paralelo a la direccio´n de propagacio´n de la onda, es decir, a partir
de (2.23), y teniendo en cuenta que a || e1 resulta
k =
(
kp
0
)
,
donde kp =
ω
cp
y cp =
√
λ+ 2µ
ρs
. En este modelo tambie´n aparecen ondas planas
transversales, en las que el vector desplazamiento es perpendicular a la direccio´n de
propagacio´n de la onda, esto es, se satisface que
a ⊥ e1 y k =
(
ks
0
)
,
donde ks =
ω
cs
y cs =
√
µ
ρs
. Por tanto, siguiendo (2.32) y (2.33), el campo de des-
plazamiento complejo en el segundo medio, que es un so´lido visco-ela´stico, viene dado
por
U2(p) = Up(p) +U s(p) = (C3e
−ikpp1 + C4eikpp1)e1
+ (C5e
−iksp1 + C6eiksp1)e2, (2.38)
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donde Cj , con j = 3, 4, 5, 6, son constantes complejas que modelan la reflexio´n y trans-
misio´n entre las distintas capas.
2.3.2. Incidencia oblicua
Si se denota por β1 ∈ (0, pi/2) al a´ngulo de incidencia de la onda en el fluido (el
caso β1 = 0 se corresponde con el problema de incidencia normal), el vector nu´mero de
onda en el fluido es paralelo a (cos(β1), sin(β1))
t, por lo que, teniendo en cuenta (2.31),
el desplazamiento complejo en el primer fluido compresible viene dado por
U1(p) =
(
C1e
i(−k11p1+k21p2) + C2ei(k11p1+k21p2)
)(cos(β1)
sin(β1)
)
, (2.39)
donde Cj son constantes complejas que modelan la reflexio´n y la transmisio´n entre los
medios 1 y 2. Adema´s, como las ondas son longitudinales, el vector desplazamiento es
paralelo a la direccio´n de propagacio´n de la onda, es decir
k1 =
(
k11
k21
)
= k1
(
cos(β1)
sin(β1)
)
. (2.40)
Teniendo en cuenta (2.22) y (2.40) se obtiene
k1 =
ω
c0
(
cos(β1)
sin(β1)
)
. (2.41)
El desplazamiento en el so´lido visco-ela´stico es U2(p) = Up(p) + U s(p). Por un
lado, teniendo en cuenta (2.32), se obtiene
Up(p) =
(
C3e
i(−k1pp1+k2pp2) + C4ei(k1pp1+k2pp2)
)(cos(βp)
sin(βp)
)
,
donde, como las ondas son longitudinales, el vector desplazamiento es paralelo a la
direccio´n de propagacio´n de la onda, es decir
kp =
(
k1p
k2p
)
= kp
(
cos(βp)
sin(βp)
)
. (2.42)
Teniendo en cuenta (2.27) y (2.42) se obtiene
kp =
ω
cp
(
cos(βp)
sin(βp)
)
. (2.43)
Por otro lado,
U s(p) =
(
C5e
i(−k1sp1+k2sp2) + C6ei(k1sp1+k2sp2)
)(− sin(βs)
cos(βs)
)
,
donde, como las ondas son transversales, el vector desplazamiento es perpendicular a
la direccio´n de propagacio´n de la onda
ks =
(
k1s
k2s
)
= ks
(
cos(βs)
sin(βs)
)
. (2.44)
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Teniendo en cuenta (2.29) y (2.44) se obtiene
ks =
ω
cs
(
cos(βs)
sin(βs)
)
. (2.45)
Por tanto, el desplazamiento complejo en el so´lido visco-ela´stico resulta
U2(p) = Up(p) +U s(p)
=
(
C3e
i(−k1pp1+k2pp2) + C4ei(k1pp1+k2pp2)
)(cos(βp)
sin(βp)
)
+
(
C5e
i(−k1sp1+k2sp2) + C6ei(k1sp1+k2sp2)
)(− sin(βs)
cos(βs)
)
, (2.46)
donde kp y ks vienen dados por las expresiones (2.43) y (2.45) y Cj para j = 3, 4, 5, 6
son constantes complejas que modelan la reflexio´n y transmisio´n entre los medios 1, 2
y 3.
Si se realiza un razonamiento ana´logo al realizado para el primer medio se obtiene
que en el tercer medio, que tambie´n es un fluido compresible con las mismas carac-
ter´ısticas que el primer medio, el desplazamiento complejo viene dado por
U3(p) =
(
C7e
i(−k13p1+k23p2) + C8ei(k13p1+k23p2)
)(cos(β3)
sin(β3)
)
, (2.47)
donde Cj , para j = 7, 8, son constantes complejas que modelan la reflexio´n y la trans-
misio´n entre los medios 2 y 3. Adema´s, como las ondas son longitudinales, se verifica
que el vector desplazamiento es paralelo a la direccio´n de propagacio´n de la onda, es
decir
k3 =
(
k13
k23
)
= k1
(
cos(β3)
sin(β3)
)
. (2.48)
Teniendo en cuenta (2.22), (2.48) y que tanto el primer medio como el tercero tienen
las mismas propiedades, se obtiene
k3 =
ω
c0
(
cos(β3)
sin(β3)
)
.
2.4. Condiciones de acople
Una vez vistos los modelos matema´ticos que rigen cada medio y las soluciones en
forma de ondas planas con incidencia normal y oblicua en dichos medios, se deben
estudiar las condiciones de acoplamiento entre los medios que forman el problema de
propagacio´n de ondas. En todos los problemas a estudiar se considera que la interfaz
Γ1 esta´ situada en p1 = 0, esto es
Γ1 = {(p1, p2) ∈ R2 : p1 = 0},
y que la interfaz Γ2 esta´ situada en p1 = L, es decir,
Γ2 = {(p1, p2) ∈ R2 : p1 = L}.
Ambas interfaces planas son perpendiculares al eje de abscisas, por lo que se toma el
vector normal n = e1.
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2.4.1. Configuracio´n sin placa
Se considera el problema de propagacio´n acu´stica en un medio multicapa formado
por un fluido compresible, un so´lido visco-ela´stico y un fluido compresible (ve´ase la
Figura 2.1).
Las condiciones de acople entre un fluido compresible y un so´lido visco-ela´stico
vienen dadas por la continuidad de los desplazamientos normales en la interfaz y la
continuidad de los esfuerzos normales, es decir,
UF(p) · n = US(p) · n, (2.49)
−Πn = C(E(US))n. (2.50)
Por tanto, las condiciones de acople (2.49) y (2.50) en cada una de las interfaces son
U1(p) · n =U2(p) · n en Γ1, (2.51)
−Π1n =C(E(U2))n en Γ1, (2.52)
U2(p) · n =U3(p) · n en Γ2, (2.53)
C(E(U2))n =−Π3n en Γ2. (2.54)
Adema´s, en los fluidos compresibles 1 y 3 se satisface
Πj = −ρ0c20 DivUj , para j = 1, 3, (2.55)
mientras que en el so´lido visco-ela´stico se satisface la relacio´n
C(E(U2)) = 2µE(U2) + λtr(E(U2))I,
entonces
C(E(U2))e1 =
(
(C(E(U2)))11
(C(E(U2)))12
)
=
(
2µE11(U2) + λDivU2
2µE12(U2)
)
, (2.56)
y as´ı, considerando (2.55) y (2.56), se puede escribir (2.52) como(
ρ0c
2
0DivU1
0
)
=
(
2µE11(U2) + λDivU2
2µE12(U2)
)
en Γ1. (2.57)
Del mismo modo, considerando (2.55) y (2.56), se puede escribir (2.54) como(
2µE11(U2) + λDivU2
2µE12(U2)
)
=
(
ρ0c
2
0DivU3
0
)
en Γ2. (2.58)
Incidencia normal
Se considera el problema de propagacio´n multicapa con incidencia normal. Si se
considera que la interfaz de contacto entre el primer fluido compresible y el so´lido visco-
ela´stico es Γ1, la ecuacio´n (2.51), teniendo en cuenta (2.34) y (2.38) y evalua´ndola en
p1 = 0 resulta
C1 + C2 = C3 + C4. (2.59)
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Sabemos que, en incidencia normal, utilizando (2.34) y (2.38) se obtiene
DivU1 = ik1(−C1e−ik1p1 + C2eik1p1), (2.60)
DivU2 = ikp(−C3e−ikpp1 + C4eikpp1), (2.61)
E11(U2) = ikp(−C3e−ikpp1 + C4eikpp1), (2.62)
E12(U2) =
i
2
ks(−C5e−iksp1 + C6eiksp1), (2.63)
y, por tanto, la ecuacio´n (2.57) resulta
ρ0c
2
0k1(−C1e−ik1p1 + C2eik1p1) = (2µ+ λ)kp(−C3e−ikpp1 + C4eikpp1),
0 = µks(−C5e−iksp1 + C6eiksp1).
Por u´ltimo, evaluando estas u´ltimas ecuaciones en p1 = 0 se obtiene
ρ0c
2
0k1(−C1 + C2) = (2µ+ λ)kp(−C3 + C4), (2.64)
µks(−C5 + C6) = 0. (2.65)
Por otro lado, se estudian las ecuaciones de acople entre el so´lido visco-ela´stico y el
segundo fluido en la interfaz Γ2. La ecuacio´n (2.53) se reescribe como
C3e
−ikpL + C4eikpL = C7e−ik1L + C8eik1L. (2.66)
En incidencia normal, utilizando la expresio´n (2.35) se obtiene
DivU3 = ik1(−C7e−ik1p1 + C8eik1p1). (2.67)
Teniendo en cuenta las ecuaciones (2.61)-(2.63) y (2.67), la ecuacio´n (2.58) resulta
(2µ+ λ)kp(−C3e−ikpp1 + C4eikpp1) = ρ0c20k1(−C7e−ik1p1 + C8eik1p1),
µks(−C5e−iksp1 + C6eiksp1) = 0.
Por u´ltimo, evalua´ndolas en p1 = L se obtiene
(2µ+ λ)kp(−C3e−ikpL + C4eikpL) = ρ0c20k1(−C7e−ik1L + C8eik1L), (2.68)
µks(−C5e−iksL + C6eiksL) = 0. (2.69)
De (2.65) y (2.69) se deduce que C5 = 0 y C6 = 0 lo que significa que en incidencia
normal en el so´lido visco-ela´stico so´lo aparecen ondas longitudinales.
Para modelar que no existen ondas planas que se propagan del medio 3 al so´lido
visco-ela´stico se usa la condicio´n de radiacio´n siguiente:
l´ım
p1→+∞
(
∂U3
∂p1
− ik1U3
)
= 0,
lo que implica, utilizando la ecuacio´n (2.35), que C7 = 0. Por tanto, el sistema lineal
que se debe resolver para determinar todas las constantes que determinan las ondas
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planas en los tres medios, viene dado por las ecuaciones (2.59), (2.64), (2.66) y (2.68),
es decir,
C1 − C3 − C4 = −C2,
ρ0c
2
0k1C1 − (2µ+ λ)kpC3 + (2µ+ λ)kpC4 = ρ0c20k1C2,
e−ikpLC3 + eikpLC4 − eik1LC8 = 0,
(2µ+ λ)kpe
−ikpLC3 − (2µ+ λ)kpeikpLC4 + ρ0c20k1eik1LC8 = 0,
(2.70)
donde C2 es la amplitud de la onda incidente que se propaga del primer medio al resto,
la cual ha sido asumida como conocida.
Incidencia oblicua
Se considera ahora el problema de propagacio´n de ondas planas con incidencia
oblicua a trave´s de un medio multicapa formado por tres medios, con un a´ngulo de
incidencia β1 ∈ (0, pi/2). Si se considera que la interfaz de contacto entre el primer
fluido compresible y el so´lido visco-ela´stico es Γ1, la ecuacio´n que se obtiene al imponer
la continuidad de los desplazamientos normales como se indica en (2.51), utilizando
(2.39) y (2.46) es(
C1e
i(−k1p1+k2p2) + C2ei(k1p1+k2p2)
)
cos(β1)
=
(
C3e
i(−k1pp1+k2pp2) + C4ei(k1pp1+k2pp2)
)
cos(βp)
−
(
C5e
i(−k1sp1+k2sp2) + C6ei(k1sp1+k2sp2)
)
sin(βs). (2.71)
Evaluando (2.71) en p1 = 0, se obtiene
eik2p2 (C1 + C2) cos(β1) = e
ik2pp2 (C3 + C4) cos(βp)− eik2sp2 (C5 + C6) sin(βs). (2.72)
La continuidad de los desplazamientos normales debe cumplirse a lo largo de toda la
interfaz Γ1, es decir, se debe satisfacer (2.72) para todo p2 ∈ R, lo cual implica
k2 = k2p = k2s, (2.73)
de donde resulta, simplificando las expresiones que dependen de la variable p2 en (2.72),
(C1 + C2) cos(β1) = (C3 + C4) cos(βp)− (C5 + C6) sin(βs). (2.74)
Sabemos que, en incidencia oblicua, utilizando (2.39) y (2.46), se obtiene
DivU1 = i
[
k11(−C1e−ik11p1+k21p2 + C2eik11p1+k21p2) cos(β1)
+ k21(C1e
−ik11p1+k21p2 + C2eik11p1+k21p2) sin(β1)
]
, (2.75)
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DivU2 = i
[
C3e
i(−k1pp1+k2pp2)(−k1p cos(βp) + k2p sin(βp))
+ C4e
i(k1pp1+k2pp2)(k1p cos(βp) + k2p sin(βp))
+ C5e
i(−k1sp1+k2sp2)(k1s sin(βs) + k2s cos(βs))
+ C6e
i(−k1sp1+k2sp2)(−k1s sin(βs) + k2s cos(βs))
]
, (2.76)
E11(U2) = i
[
k1p
(
−C3ei(−k1pp1+k2pp2) + C4ei(k1pp1+k2pp2)
)
cos(βp)
+ k1s
(
C5e
i(−k1sp1+k2sp2) − C6ei(−k1sp1+k2sp2)
)
sin(βs)
]
, (2.77)
E12(U2) =
i
2
[
C3e
i(−k1pp1+k2pp2)(−k1p sin(βp) + k2p cos(βp))
+ C4e
i(k1pp1+k2pp2)(k1p sin(βp) + k2p cos(βp))
− C5ei(−k1sp1+k2sp2)(k1s cos(βs) + k2s sin(βs))
+ C6e
i(−k1sp1+k2sp2)(k1s cos(βs)− k2s sin(βs))
]
, (2.78)
DivU3 = i
[
k13(−C7e−ik13p1+k23p2 + C8eik13p1+k23p2) cos(β3)
+ k23(C7e
−ik13p1+k23p2 + C8eik13p1+k23p2) sin(β3)
]
. (2.79)
Por otro lado, de la ecuacio´n (2.57) para incidencia oblicua, utilizando las ecuaciones
(2.75)-(2.78) y evaluando en p1 = 0, resultan las ecuaciones
eik2p2ρ0c
2
0 [k1(−C1 + C2) cos(β1) + k2(C1 + C2) sin(β1)]
= eik2pp2 [(2µ+ λ)k1p(−C3 + C4) cos(βp) + λk2p(C3 + C4) sin(βp)]
+ eik2sp2 [(2µ+ λ)k1s(C5 − C6) sin(βs) + λk2s(C5 + C6) cos(βs)] , (2.80)
0 = µ
[
eik2pp2(k2p(C3 + C4) cos(βp) + k1p(−C3 + C4) sin(βp))
+ eik2sp2(k2s(−C5 − C6) sin(βs) + k1s(−C5 + C6) cos(βs))
]
. (2.81)
Teniendo en cuenta de nuevo que la continuidad de los esfuerzos normales (2.80) y
(2.81) deben darse en todos los puntos de la interfaz Γ1, se cumple de nuevo (2.73) y
se obtiene, simplificando el factor eik2pp2 6= 0 para todo p2 ∈ R,
ρ0c
2
0 [k1(−C1 + C2) cos(β1) + k2(C1 + C2) sin(β1)]
= [(2µ+ λ)k1p(−C3 + C4) cos(βp) + λk2p(C3 + C4) sin(βp)]
+ [(2µ+ λ)k1s(C5 − C6) sin(βs) + λk2s(C5 + C6) cos(βs)] , (2.82)
0 = µ [(k2p(C3 + C4) cos(βp) + k1p(−C3 + C4) sin(βp))
+ (k2s(−C5 − C6) sin(βs) + k1s(−C5 + C6) cos(βs)) ] . (2.83)
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Por otro lado, se deben estudiar las ecuaciones de acople entre el so´lido visco-ela´stico
y el segundo fluido. Si se tienen en cuenta las ecuaciones (2.46) y (2.47), considerando
la ecuacio´n (2.53) sobre la interfaz de contacto Γ2 resulta
eik2pp2
(
C3e
−ik1pp1 + C4eik1pp1
)
cos(βp)− eik2sp2
(
C5e
−ik1sp1 + C6eik1sp1
)
sin(βs)
= eik23p2
(
C7e
−ik13p1 + C8eik13p1
)
cos(β3),
y evalua´ndola en p1 = L se obtiene
eik2pp2
(
C3e
−ik1pL + C4eik1pL
)
cos(βp)− eik2sp2
(
C5e
−ik1sL + C6eik1sL
)
sin(βs)
= eik23p2
(
C7e
−ik13L + C8eik13L
)
cos(β3). (2.84)
La continuidad de los desplazamientos normales debe cumplirse a lo largo de toda la
interfaz Γ2, es decir, se debe satisfacer (2.84) para todo p2 ∈ R, lo que implica que
k2p = k2s = k23, (2.85)
y por tanto, simplificando el factor eik2pp2 6= 0 para todo p2 ∈ R,(
C3e
−ik1pL + C4eik1pL
)
cos(βp)−
(
C5e
−ik1sL + C6eik1sL
)
sin(βs)
=
(
C7e
−ik13L + C8eik13L
)
cos(β3). (2.86)
Por otro lado, de la ecuacio´n (2.58) para incidencia oblicua, utilizando las ecuaciones
(2.76)-(2.78) y (2.79) y evaluando en p1 = L resultan las ecuaciones
eik2pp2
[
(2µ+ λ)k1p(−C3e−ik1pL + C4eik1pL) cos(βp)
+λk2p(C3e
−ik1pL + C4eik1pL) sin(βp)
]
+ eik2sp2
[
(2µ+ λ)k1s(C5e
−ik1sL − C6eik1sL) sin(βs)
+λk2s(C5e
−ik1sL + C6eik1sL) cos(βs)
]
= eik23p2ρ0c
2
0
[
k13(−C7e−ik13L + C8eik13L) cos(β3) + k23(C7e−ik13L + C8eik13L) sin(β3)
]
,
(2.87)
0 = µ
[
eik2pp2(k2p(C3e
−ik1pL + C4eik1pL) cos(βp)+k1p(−C3e−ik1pL+C4eik1pL) sin(βp))
+ eik2sp2(k2s(−C5e−ik1sL − C6eik1sL) sin(βs) + k1s(−C5e−ik1sL + C6eik1sL) cos(βs))
]
.
(2.88)
Considerando de nuevo que la continuidad de los esfuerzos normales (2.87) y (2.88)
debe darse para todos los puntos de la interfaz Γ2, se verifica la igualdad (2.85) y por
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tanto, se obtiene simplificando el factor eik2pp2 6= 0 para todo p2 ∈ R,
(2µ+ λ)
[
k1p(−C3e−ik1pL + C4eik1pL) cos(βp) + k1s(C5e−ik1sL − C6eik1sL) sin(βs)
]
+ λ
[
k2p(C3e
−ik1pL + C4eik1pL) sin(βp) + k2s(C5e−ik1sL + C6eik1sL) cos(βs)
]
= ρ0c
2
0
[
k13(−C7e−ik13L + C8eik13L) cos(β3) + k23(C7e−ik13L + C8eik13L) sin(β3)
]
,
(2.89)
0 = µ
[
k2p(C3e
−ik1pL + C4eik1pL) cos(βp) + k1p(−C3e−ik1pL + C4eik1pL) sin(βp)
+k2s(−C5e−ik1sL − C6eik1sL) sin(βs) + k1s(−C5e−ik1sL + C6eik1sL) cos(βs)
]
. (2.90)
Para modelar que no existen ondas planas con incidencia oblicua que se propagan
del medio fluido 3 hacia el so´lido visco-ela´stico se considera la siguiente condicio´n de
radiacio´n:
l´ım
p1→+∞
(
∂U3
∂p1
− ik1 cos(β3)U3
)
= 0,
lo que implica, considerando la ecuacio´n (2.47) que C7 = 0.
Por tanto, el sistema lineal a resolver, donde las inco´gnitas son las constantes Cj
con j = 1, . . . , 8 que determinan las ondas planas, es el formado por las ecuaciones
(2.74), (2.82), (2.83), (2.86), (2.89) y (2.90), es decir,
cos(β1)C1 − cos(βp)C3 − cos(βp)C4 + sin(βs)C5 + sin(βs)C6 = −C2 cos(β1),
ρ0c
2
0k1·
(− cos(β1)
sin(β1)
)
C1 + kp·
(
(2µ+ λ) cos(βp)
−λ sin(βp)
)
C3 − kp·
(
(2µ+ λ) cos(βp)
λ sin(βp)
)
C4
−ks·
(
(2µ+ λ) sin(βs)
λ cos(βs)
)
C5 + ks·
(
(2µ+ λ) sin(βs)
−λ cos(βs)
)
C6 = −ρ0c20k1·
(
cos(β1)
sin(β1)
)
C2,
µ
[
kp·
(− sin(βp)
cos(βp)
)
C3 + kp·
(
sin(βp)
cos(βp)
)
C4 − ks·
(
cos(βs)
sin(βs)
)
C5 +ks·
(
cos(βs)
− sin(βs)
)
C6
]
= 0
e−ik1pL cos(βp)C3 + eik1pL cos(βp)C4 − e−ik1sL sin(βs)C5 − eik1sL sin(βs)C6
−eik13L cos(β3)C8 = 0
e−ik1pLkp·
(−(2µ+ λ) cos(βp)
λ sin(βp)
)
C3 + e
ik1pLkp·
(
(2µ+ λ) cos(βp)
λ sin(βp)
)
C4
+e−ik1sLks·
(
(2µ+ λ) sin(βs)
λ cos(βs)
)
C5 + e
ik1sLks·
(−(2µ+ λ) sin(βs)
λ cos(βs)
)
C6
−ρ0c20eik13Lk3·
(
cos(β3)
sin(β3)
)
C8 = 0,
µ
[
e−ik1pLkp·
(− sin(βp)
cos(βp)
)
C3 + e
ik1pLkp·
(
sin(βp)
cos(βp)
)
C4 − e−ik1sLks·
(− cos(βs)
− sin(βs)
)
C5
+eik1sLks·
(
cos(βs)
− sin(βs)
)
C6
]
= 0,
(2.91)
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donde C2 es la amplitud de la onda incidente en el primer fluido compresible que se
propaga al resto de los medios, la cual ha sido asumida como conocida.
2.4.2. Configuracio´n con placa r´ıgida
Se considera ahora el problema de propagacio´n acu´stica en un medio multicapa
formado por un fluido compresible, un so´lido visco-ela´stico, una placa r´ıgida y un fluido
compresible.
En lo que sigue, se analiza la propagacio´n de ondas planas tanto para incidencia
normal como para incidencia oblicua. En ambos casos, al igual que en la configuracio´n
anterior la interfaz Γ1 esta´ situada en p1 = 0 y la interfaz Γ2 esta´ situada en p1 = L.
Las condiciones de acople entre un fluido compresible y un so´lido visco-ela´stico
vienen dadas por la continuidad de los desplazamientos normales en la interfaz y la
continuidad de los esfuerzos normales. Por tanto, las condiciones de acople son
U1(p) · n =U2(p) · n en Γ1, (2.92)
−Π1n =C(E(U2))n en Γ1, (2.93)
Adema´s, como se ha visto en la configuracio´n sin placa, en un fluido compresible se
satisface (2.55) y en un so´lido visco-ela´stico se satisface (2.56). Por tanto, se puede
escribir (2.93) como(
ρ0c
2
0DivU1
0
)
=
(
2µE11(U2) + λDivU2
2µE12(U2)
)
en Γ1. (2.94)
La condicio´n de continuidad de los desplazamientos normales en Γ2 resulta
U2(p) · n = U3(p) · n en Γ2, (2.95)
Por otro lado, la fuerza resultante F que actu´a sobre la placa, es la diferencia de las
tensiones normales de cada uno de los medios que separa la placa. Por tanto,
F = −Π3n− C(E(U2))n. (2.96)
As´ı, teniendo en cuenta (2.17) y (2.96) se puede escribir la continuidad de los esfuerzos
normales en Γ2 como
−Π3n− C(E(U2))n = (−mω2 − iωs+ r)U3 en Γ2. (2.97)
Considerando de nuevo (2.55) y (2.56), se puede escribir (2.97) como(
2µE11(U2) + λDivU2
2µE12(U2)
)
=
(
ρ0c
2
0DivU3
0
)
− (−mω2 − iωs+ r)U3 en Γ2. (2.98)
Incidencia normal
Se considera el problema de propagacio´n multicapa en la configuracio´n con placa
con incidencia normal. Si se considera que la interfaz de contacto entre el primer fluido
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compresible y el so´lido visco-ela´stico es Γ1, la ecuacio´n (2.92), teniendo en cuenta (2.34)
y (2.38) y evaluando en p1 = 0 resulta
C1 + C2 = C3 + C4. (2.99)
Se sabe que, en incidencia normal, se verifican (2.60)-(2.63) y por tanto, la ecuacio´n
(2.94) resulta
ρ0c
2
0k1(−C1e−ik1p1 + C2eik1p1) = (2µ+ λ)kp(−C3e−ikpp1 + C4eikpp1),
0 = µks(−C5e−iksp1 + C6eiksp1),
y, evalua´ndolas en p1 = 0 se obtiene
ρ0c
2
0k1(−C1 + C2) = (2µ+ λ)kp(−C3 + C4), (2.100)
µks(−C5 + C6) = 0. (2.101)
Por otro lado, se han estudiado las ecuaciones de acople entre el so´lido visco-ela´stico y
el segundo fluido en la interfaz de contacto Γ2. La ecuacio´n (2.95), teniendo en cuenta
(2.38), (2.35) y evaluando en p1 = L se reescribe como
C3e
−ikpL + C4eikpL = C7e−ik1L + C8eik1L. (2.102)
Teniendo en cuenta (2.61)-(2.63) y (2.67), la ecuacio´n (2.98) resulta
(2µ+ λ)kp(−C3e−ikpp1 + C4eikpp1) =C7e−ik1p1(−ρ0c20k1 − imω2 + ωs+ ir)
+C8e
ik1p1(ρ0c
2
0k1 − imω2 + ωs+ ir),
µks(−C5e−iksp1 + C6eiksp1) =0.
Evalua´ndola en p1 = L se obtiene
(2µ+ λ)kp(−C3e−ikpL + C4eikpL) =C7e−ik1L(−ρ0c20k1 − imω2 + ωs+ ir)
+C8e
ik1L(ρ0c
2
0k1 − imω2 + ωs+ ir), (2.103)
µks(−C5e−iksL + C6eiksL) =0. (2.104)
De (2.101) y (2.104) se obtiene que C5 = 0 y C6 = 0, por lo que se deduce que en el
so´lido visco-ela´stico y en incidencia normal, no existen ondas transversales.
Para modelar que no existen ondas planas que se propagan del medio 3 al so´lido
visco-ela´stico se usa la condicio´n de radiacio´n siguiente:
l´ım
p1→+∞
(
∂U3
∂p1
− ik1U3
)
= 0,
lo que implica, utilizando la ecuacio´n (2.35) que C7 = 0. Por tanto, el sistema lineal que
se debe resolver para determinar todas las constantes que determinan las ondas planas
en los tres medios viene dado por las expresiones (2.99), (2.100), (2.102) y (2.103), es
decir, 
C1 − C3 − C4=−C2,
ρ0c
2
0k1C1 − (2µ+ λ)kpC3 + (2µ+ λ)kpC4=ρ0c20k1C2,
e−ikpLC3 + eikpLC4 − eik1LC8=0,
(2µ+ λ)kpe
−ikpLC3 − (2µ+ λ)kpeikpLC4
+eik1L
(
ρ0c
2
0k1 − imω2 + ωs+ ir
)
C8=0,
(2.105)
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donde C2 es la amplitud de la onda incidente que se propaga del primer medio al resto,
la cual ha sido asumida como conocida.
Incidencia oblicua
Se considera ahora el problema de propagacio´n de ondas planas en la configuracio´n
con placa r´ıgida en incidencia oblicua a trave´s de un medio multicapa formado por tres
medios, con un a´ngulo de incidencia β1 ∈ (0, pi/2). Si se considera que la interfaz de
contacto entre el primer fluido compresible y el so´lido visco-ela´stico es Γ1, la ecuacio´n
que se obtiene al imponer la continuidad de los desplazamientos normales, como se
indica en (2.51) y utilizando (2.39) y (2.46), es(
C1e
i(−k1p1+k2p2) + C2ei(k1p1+k2p2)
)
cos(β1)
=
(
C3e
i(−k1pp1+k2pp2) + C4ei(k1pp1+k2pp2)
)
cos(βp)
−
(
C5e
i(−k1sp1+k2sp2) + C6ei(k1sp1+k2sp2)
)
sin(βs). (2.106)
Evaluando (2.106) en p1 = 0 se obtiene
eik2p2 (C1 + C2) cos(β1) = e
ikpp2 (C3 + C4) cos(βp)− eiksp2 (C5 + C6) sin(βs). (2.107)
La continuidad de los desplazamientos normales debe darse a lo largo de toda la interfaz
Γ1, es decir, la ecuacio´n (2.107) se debe satisfacer para todo p2 ∈ R, lo cual implica
k2 = k2p = k2s, (2.108)
de donde resulta, simplificando las expresiones que dependen de la variable p2 en
(2.107),
(C1 + C2) cos(β1) = (C3 + C4) cos(βp)− (C5 + C6) sin(βs). (2.109)
Teniendo en cuenta que, en incidencia oblicua, se verifica (2.75)-(2.78), al considerar la
ecuacio´n (2.94) y evaluarla en p1 = 0 se obtiene
eik2p2ρ0c
2
0 (k11(−C1 + C2) cos(β1) + k21(C1 + C2) sin(β1))
= eik2pp2 ((2µ+ λ)k1p(−C3 + C4) cos(βp) + λk2p(C3 + C4) sin(βp))
+ eik2sp2 ((2µ+ λ)k1s(C5 − C6) sin(βs) + λk2s(C5 + C6) cos(βs)) , (2.110)
µ
[
eik2pp2(k2p(C3 + C4) cos(βp) + k1p(−C3 + C4) sin(βp))
+ eik2sp2(k2s(−C5 − C6) sin(βs) + k1s(−C5 + C6) cos(βs))
]
= 0. (2.111)
Teniendo en cuenta de nuevo que la continuidad de los esfuerzos normales (2.110) y
(2.111) deben darse en todos los puntos de la interfaz Γ1, se cumple de nuevo (2.108)
y se obtiene, simplificando el factor eik2pp2 6= 0 para todo p2 ∈ R,
ρ0c
2
0 (k11(−C1 + C2) cos(β1) + k21(C1 + C2) sin(β1))
= (2µ+ λ)k1p(−C3 + C4) cos(βp) + λk2p(C3 + C4) sin(βp)
+ (2µ+ λ)k1s(C5 − C6) sin(βs) + λk2s(C5 + C6) cos(βs), (2.112)
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µ [k2p(C3 + C4) cos(βp) + k1p(−C3 + C4) sin(βp)
+ k2s(−C5 − C6) sin(βs) + k1s(−C5 + C6) cos(βs)] = 0. (2.113)
Por otro lado, se deben estudiar las ecuaciones de acople entre el so´lido visco-ela´stico
y el segundo fluido compresible en la interfaz Γ2. Si se tienen en cuenta las ecuaciones
(2.46) y (2.47), considerando la ecuacio´n (2.95) sobre la interfaz de contacto Γ2 resulta
eik2pp2
(
C3e
−ik1pp1 + C4eik1pp1
)
cos(βp)− eik2sp2
(
C5e
−ik1sp1 + C6eik1sp1
)
sin(βs)
= eik23p2
(
C7e
−ik13p1 + C8eik13p1
)
cos(β3),
y, evalua´ndola en p1 = L se obtiene
eik2pp2
(
C3e
−ik1pL + C4eik1pL
)
cos(βp)− eik2sp2
(
C5e
−ik1sL + C6eik1sL
)
sin(βs)
= eik23p2
(
C7e
−ik13L + C8eik13L
)
cos(β3).
La continuidad de los desplazamientos normales debe cumplirse a lo largo de toda la
interfaz Γ2, es decir, se debe satisfacer (2.107) para todo p2 ∈ R, lo que implica que
k2p = k2s = k23. (2.114)
Por tanto, simplificando el factor eik2pp2 6= 0 para todo p2 ∈ R, resulta(
C3e
−ik1pL + C4eik1pL
)
cos(βp)−
(
C5e
−ik1sL + C6eik1sL
)
sin(βs)
=
(
C7e
−ik13L + C8eik13L
)
cos(β3). (2.115)
Por otro lado, de la ecuacio´n (2.98), utilizando las ecuaciones (2.76)-(2.78) y (2.79)
y evalua´ndolas en p1 = L, resultan las ecuaciones
eik2pp2
[
(2µ+ λ)k1p(−C3e−ik1pL + C4eik1pL) cos(βp) + λk2p(C3e−ik1pL + C4eik1pL) sin(βp)
]
+eik2sp2
[
(2µ+ λ)k1s(C5e
−ik1sL − C6eik1sL) sin(βs) + λk2s(C5e−ik1sL + C6eik1sL) cos(βs)
]
= eik23p2eik13L
[
ρ0c
2
0(k13 cos(β3) + k23 sin(β3))− (imω2 − ωs− ir) cos(β3)
]
, (2.116)
µ
[
eik2pp2(k2p(C3e
−ik1pL + C4eik1pL) cos(βp) + k1p(−C3e−ik1pL + C4eik1pL) sin(βp))
+eik2sp2(k2s(−C5e−ik1sL − C6eik1sL) sin(βs) + k1s(−C5e−ik1sL + C6eik1sL) cos(βs))
]
− eik23p2(imω2 − ωs− ir)C8eik13L sin(β3) = 0. (2.117)
Considerando de nuevo que la continuidad de los esfuerzos normales (2.116) y (2.117)
debe darse para todos los puntos de la interfaz Γ2 se verifica la igualdad (2.114) y por
tanto, se obtiene simplificando el factor eik2pp2 6= 0 para todo p2 ∈ R,[
(2µ+ λ)k1p(−C3e−ik1pL + C4eik1pL) cos(βp) + λk2p(C3e−ik1pL + C4eik1pL) sin(βp)
]
+
[
(2µ+ λ)k1s(C5e
−ik1sL − C6eik1sL) sin(βs) + λk2s(C5e−ik1sL + C6eik1sL) cos(βs)
]
= eik13L
[
ρ0c
2
0(k13 cos(β3) + k23 sin(β3))− (imω2 − ωs− ir) cos(β3)
]
, (2.118)
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µ
[
k2p(C3e
−ik1pL + C4eik1pL) cos(βp) + k1p(−C3e−ik1pL + C4eik1pL) sin(βp)
+k2s(−C5e−ik1sL − C6eik1sL) sin(βs) + k1s(−C5e−ik1sL + C6eik1sL) cos(βs)
]
− (imω2 − ωs− ir)C8eik13L sin(β3) = 0. (2.119)
Para modelar que no existen ondas planas con incidencia oblicua que se propagan
del medio fluido 3 hacia el so´lido visco-ela´stico se considera la siguiente condicio´n de
radiacio´n:
l´ım
p1→+∞
(
∂U3
∂p1
− ik1 cos(β3)U3
)
= 0,
lo que implica, considerando la ecuacio´n (2.47) que C7 = 0.
Por tanto, el sistema lineal a resolver donde las inco´gnitas son las constantes Cj con
j = 1, . . . , 8 que determinan las ondas planas, es el formado por las ecuaciones (2.109),
(2.112), (2.113), (2.115), (2.118) y (2.119), es decir,
cos(β1)C1 − cos(βp)C3 − cos(βp)C4 + sin(βs)C5 + sin(βs)C6 = − cos(β1)C2,
ρ0c
2
0k1·
(− cos(β1)
sin(β1)
)
C1 + kp·
(
(2µ+ λ) cos(βp)
−λ sin(βp)
)
C3 − kp·
(
(2µ+ λ) cos(βp)
λ sin(βp)
)
C4
−ks·
(
(2µ+ λ) sin(βs)
λ cos(βs)
)
C5 + ks·
(
(2µ+ λ) sin(βs)
−λ cos(βs)
)
C6 = −ρ0c20k1·
(
cos(β1)
sin(β1)
)
C2,
µkp·
(− sin(βp)
cos(βp)
)
C3 + µkp·
(
sin(βp)
cos(βp)
)
C4 + µks·
(− cos(βs)
− sin(βs)
)
C5 + µks·
(
cos(βs)
− sin(βs)
)
C6 = 0,
e−ik1pL cos(βp)C3 + eik1pL cos(βp)C4 − e−ik1sL sin(βs)C5 − eik1sL sin(βs)C6
−eik13L cos(β3)C8 = 0,
e−ik1pLkp·
(−(2µ+ λ) cos(βp)
λ sin(βp)
)
C3 + e
ik1pLkp·
(
(2µ+ λ) cos(βp)
λ sin(βp)
)
C4
+e−ik1sLks·
(
(2µ+ λ) sin(βs)
λ cos(βs)
)
C5 + e
ik1sLks·
(−(2µ+ λ) sin(βs)
λ cos(βs)
)
C6
−eik13L
[
ρ0c
2
0k3·
(
cos(β3)
sin(β3)
)
− (imω2 − ωs− ir) cos(β3)]C8 = 0,
µe−ik1pLkp·
(− sin(βp)
cos(βp)
)
C3 + µe
ik1pLkp·
(
sin(βp)
cos(βp)
)
C4 − µe−ik1sLks·
(
cos(βs)
sin(βs)
)
C5
+µeik1sLks·
(
cos(βs)
− sin(βs)
)
C6 − eik13L
(
imω2 − ωs− ir) sin(β3)C8 = 0,
(2.120)
donde C2 es la amplitud de la onda incidente en el primer fluido compresible que se
propaga al resto de los medios, la cual ha sido asumida como conocida.
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Para resolver el problema de propagacio´n multicapa tanto en incidencia normal co-
mo en incidencia oblicua se han resuelto los sistemas de ecuaciones lineales que aparecen
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en el problema de la propagacio´n acu´stica de ondas planas a trave´s de un medio mul-
ticapa, tanto para la configuracio´n sin placa r´ıgida (ve´anse (2.70) y (2.91)) como para
la configuracio´n con placa (ve´ase (2.105) y (2.120)). Una vez resueltos estos sistemas
lineales, se han calculado los coeficientes y niveles que se definen a continuacio´n:
Definicio´n 2.1 (Coeficiente de reflexio´n). El coeficiente de reflexio´n en la interfaz Γ1
es el cociente del valor cuadra´tico medio de la presio´n reflejada y la presio´n incidente,
es decir,
|R| = (pir)rms
(pii)rms
∣∣∣∣
Γ1
, (2.121)
donde pir y pii son la presio´n reflejada y la presio´n incidente en el primer medio fluido,
respectivamente. El valor cuadra´tico medio (o valor RMS) de la presio´n pi viene dado
por
(pi)rms(p) =
√
1
T
∫ T
0
pi2(p, t)dt,
donde T = 2piω es el per´ıodo de los campos armo´nicos, siendo ω la frecuencia angular.
Ma´s precisamente, en el caso de la propagacio´n de ondas planas, considerando (2.36),
se obtiene que
pii(p, t) = Re
(
e−iωtC˜2eik1p1
)
,
pir(p, t) = Re
(
e−iωtC˜1e−ik1p1
)
,
y por tanto, R =
∣∣∣∣∣ C˜1C˜2
∣∣∣∣∣ .
Definicio´n 2.2 (Coeficiente de transmisio´n). El coeficiente de transmisio´n se define
como el cociente del valor cuadra´tico medio de la presio´n transmitida y la presio´n
incidente.
|T | = (pit)rms
(pii)rms
, (2.122)
donde pit es la presio´n transmitida en el tercer medio fluido y pii la presio´n incidente
en el primer medio.
Ma´s precisamente, en el caso la propagacio´n de ondas planas, considerando (2.37),
se obtiene que
pii(p, t) = Re
(
e−iωtC˜2eik1p1
)
,
pit(p, t) = Re
(
e−iωtC˜8e−ik1p1
)
,
y por tanto, T =
∣∣∣∣∣ C˜8C˜2
∣∣∣∣∣ .
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Definicio´n 2.3 (Nivel de reduccio´n de eco). El nivel de reduccio´n de eco se define
como
ER = −20 log10(|R|), (2.123)
donde R es el coeficiente de reflexio´n definido segu´n la ecuacio´n (2.121).
Este nivel proporciona una medida de lo que se reduce el sonido incidente despue´s
de reflejarse en la plancha visco-ela´stica.
Definicio´n 2.4 (Pe´rdida por insercio´n). La pe´rdida por insercio´n se define como
IL = −20 log10(|T |), (2.124)
donde T es el coeficiente de transmisio´n definido segu´n la ecuacio´n (2.122).
Este nivel representa la reduccio´n que sufre la sen˜al al insertar la plancha.
Definicio´n 2.5 (Coeficiente de disipacio´n de potencia). El coeficiente de disipacio´n de
potencia se define como
FPD = 1− |R|2 − |T |2, (2.125)
donde R y T que son los coeficientes de reflexio´n y transmisio´n, respectivamente, los
cuales vienen definidos por las ecuaciones (2.121) y (2.122), respectivamente.
Este coeficiente representa la fraccio´n de la potencia acu´stica incidente que no es ni
reflejada ni transmitida. Evidentemente, todas estas definiciones deben ser entendidas
en el marco de trabajo de las ondas planas armo´nicas.
2.5.1. Validacio´n
Para determinar las amplitudes de las ondas planas Cj , j = 1, . . . , 8, los coeficientes
R y T y los niveles ER, IL y FPD, se han realizado una serie de test con los que validar
la implementacio´n en MATLAB de estos ca´lculos. En lo que sigue, se describe cada
uno de los test que se han realizado:
(i) Se han comparado los resultados nume´ricos obtenidos con la implementacio´n del
programa que resuelve la propagacio´n de ondas planas en incidencia normal con
los obtenidos en el caso de incidencia oblicua considerando que el a´ngulo de inci-
dencia es β1 = 0 rad. Se ha comprobado que los resultados son ide´nticos. En este
caso, con β1 = 0 se tiene que
k1 =
ω
c0
(
cos(β1)
sin(β1)
)
=
ω
c0
(
1
0
)
y k11 = k1.
A partir de (2.73) y (2.85), se obtiene que
0 =
ω
cp
sin(βp) =
ω
cs
sin(βs) =
ω
c0
sin(β3),
es decir, 0 = sin(βp) = sin(βs) = sin(β3). Como se considera que todos los a´ngulos
esta´n entre 0 y pi/2 entonces
β1 = βp = βs = β3 = 0,
30 2. Modelos matema´ticos
y como consecuencia, k13 = k1. Teniendo en cuenta (2.41), (2.43) y (2.45) se
obtiene que k1 =
ω
c0
(
1
0
)
, kp =
ω
cp
(
1
0
)
y ks =
ω
cs
(
1
0
)
.
Por tanto, el sistema de incidencia oblicua (2.91) es A~C = ~b donde
A=

1 −1 −1 0 0 0
ρ0c
2
0k1 −(2µ+ λ)kp (2µ+ λ)kp 0 0 0
0 0 0 −µks µks 0
0 e−ikpL eikpL 0 0 −eik1L
0 (2µ+ λ)kpe
−ikpL −(2µ+ λ)kpeikpL 0 0 ρ0c20k1eik1L
0 0 0 −µkse−iksL µkseiksL 0

,
~C =

C1
C3
C4
C5
C6
C8
 y ~b =

−C2
ρ0c
2
0k1C2
0
0
0
0

,
donde C2 es la amplitud de la onda incidente en el primer medio fluido. Es claro
que dicho sistema es equivalente al sistema de incidencia normal (2.70).
(ii) Se ha considerado un test donde se ha incrementado la densidad de masa del
so´lido a valores muy altos, para obtener |R| ≈ 1 y |T | ≈ 0. Teniendo en cuenta
la definicio´n (2.121) y (2.122), se necesita conocer el valor de C1 y C8 que son las
amplitudes de la onda reflejada en el primer medio fluido y de la onda transmi-
tida en el tercer medio fluido, respectivamente, obtenidas a partir del sistema de
incidencia normal (2.70). Estas soluciones son
C1 =
C2i(ρ
2
0c
4
0k
2
1 − (2µ+ λ)2k2p) sin(kpL)
i(ρ20c
4
0k
2
1 + (2µ+ λ)
2k2p) sin(kpL) + (−2ρ0c20k1(2µ+ λ)kp) cos(kpL)
,
C8 =
−2ρ0c20k1(2µ+ λ)kp
eik1L
(
i sin(kpL)(ρ20c
4
0k
2
1 + (2µ+ λ)
2k2p) + cos(kpL)(−2ρ0c20k1(2µ+ λ)kp)
) .
Por tanto,
|R| =
∣∣∣∣C1C2
∣∣∣∣ =
∣∣∣∣∣ i(ρ20c40k21 − (2µ+ λ)2k2p) sin(kpL)i(ρ20c40k21 + (2µ+ λ)2k2p) sin(kpL) + (−2ρ0c20k1(2µ+ λ)kp) cos(kpL)
∣∣∣∣∣ ,
y as´ı
|R| = i(A−Bρs) sin(kpL)
i(A+Bρs) sin(kpL)− C√ρs cos(kpL) −−−−→ρs→∞ 1,
donde A = ρ20c
4
0k
2
1, B = (2µ + λ)
2 y C = −2ρ0c20k1(2µ + λ) son constantes
independientes de ρs.
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Por otro lado, con un razonamiento ana´logo, se obtiene
|T | =
∣∣∣∣C8C2
∣∣∣∣ =
∣∣∣∣∣ −2ρ0c20k1(2µ+ λ)kpeik1L (i sin(kpL)(ρ20c40k21 + (2µ+ λ)2k2p)− 2 cos(kpL)ρ0c20k1(2µ+ λ)kp)
∣∣∣∣∣ ,
y por tanto,
|T | =
∣∣∣∣∣ C
√
ρs
eik1L
(
i sin(kpL)(A+Bρs) + cos(kpL)(C
√
ρs)
)∣∣∣∣∣ −−−−→ρs→∞ 0,
donde A, B, C son constantes independientes de ρs.
(iii) Se ha considerado un test en el que las propiedades del so´lido visco-ela´stico sa-
tisfacen ciertas relaciones para obtener |R| = 0 y |T | = 1. Ma´s precisamente,
si 
ρs = ρ0,
2µ+ λ = ρ0 c
2
0,
µ = 0,
entonces
kp =
ω
cp
=
ω√
2µ+λ
ρs
=
ω√
ρ0c20
ρ0
=
ω
c0
= k1.
En este caso, el sistema de incidencia normal (2.70) es
C1 − C3 − C4 = −C2,
C1 − C3 + C4 = C2,
e−ikpLC3 + eikpLC4 − eik1LC8 = 0,
−e−ikpLC3 + eikpLC4 − eik1LC8 = 0.
Este sistema tiene como solucio´n C1 = 0, C3 = 0, C4 = C2 y C8 = C2. Por tanto,
utilizando las definiciones (2.121) y (2.122), obtenemos |R| = 0 y |T | = 1
(iv) Se ha considerado un problema de incidencia normal con tres medios fluidos
compresibles, donde el primero y el u´ltimo tienen las mismas caracter´ısticas f´ısicas.
La validacio´n se ha realizado al comparar la solucio´n nume´rica con la obtenida a
partir de la expresio´n del coeficiente de transmisio´n y reflexio´n mostrada en [16]
para un problema multicapa con tres fluidos de diferentes caracter´ısticas. Como
indica [16],
R = C1
C2
=
(
1− Z1Z3
)
cos(k2L) + i
(
Z2
Z3
− Z1Z3
)
sin(k2L)(
1 + Z1Z3
)
cos(k2L) + i
(
Z2
Z3
+ Z1Z3
)
sin(k2L)
, (2.126)
donde Zj , j = 1, 2, 3 son las impedancias caracter´ısticas de cada uno de los tres
fluidos que esta´n en contacto, k2 es el nu´mero de onda del segundo medio y L
es la distancia entre las dos interfaces existentes (ve´ase la Figura 2.1). Teniendo
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en cuenta que, en nuestro caso, tanto el primer medio como el u´ltimo tienen las
mismas propiedades, entonces Z1 = Z3. Al sustituir en (2.126), se obtiene
|R| =
∣∣∣∣∣∣
i
(
Z2
Z1
− Z1Z2
)
sin(k2L)
2 cos(k2L) + i
(
Z2
Z1
+ Z1Z2
)
sin(k2L)
∣∣∣∣∣∣ .
Adema´s, segu´n [16], se obtiene
|T | =
√√√√√
∣∣∣∣∣∣ 4(2 + Z3Z1 + Z1Z3) cos2(k2L) + ( Z22Z1Z3 + Z1Z3Z22 ) sin2(k2L)
∣∣∣∣∣∣. (2.127)
Al tener en cuenta que, el primer y el u´ltimo medio tienen las mismas propiedades
Z1 = Z3 y as´ı (2.127) se convierte en
|T | =
√√√√√√
∣∣∣∣∣∣∣
1
1 + 14
(
Z2
Z1
− Z1Z2
)2
sin2(k2L)
∣∣∣∣∣∣∣.
De la misma forma se ha validado la resolucio´n nume´rica del problema de propagacio´n
acu´stica de ondas planas, que involucra un medio multicapa, similar al anterior, donde
en la parte posterior de la capa de material visco-ela´stico se situ´a una placa r´ıgida. Al
igual que en el caso anterior, se ha realizado la implementacio´n tanto para incidencia
normal como para incidencia oblicua, calculando las amplitudes de las ondas planas en
cada medio. La validacio´n incluye tres problemas test:
(v) Se han comparado los resultados nume´ricos obtenidos con la implementacio´n que
resuelve la propagacio´n de ondas planas en incidencia normal con placa r´ıgida con
aquellos que se corresponden con el caso de incidencia oblicua con placa r´ıgida,
considerando el a´ngulo de incidencia β1 = 0. Se ha comprobado que los resultados
son ide´nticos. Puesto que β1 = 0 se tiene
k1 =
ω
c0
(
cos(β1)
sin(β1)
)
=
ω
c0
(
1
0
)
.
y, a partir de (2.73) y (2.85), se obtiene que
0 =
ω
cp
sin(βp) =
ω
cs
sin(βs) =
ω
c0
sin(β3),
es decir, 0 = sin(βp) = sin(βs) = sin(β3). Como se considera que todos los a´ngulos
esta´n entre 0 y pi/2 entonces
β1 = βp = βs = β3 = 0.
2.5. Niveles y coeficientes acu´sticos 33
Teniendo en cuenta (2.41), (2.43) y (2.45) se obtiene que k1 =
ω
c0
(
1
0
)
, kp =
ω
cp
(
1
0
)
y ks =
ω
cs
(
1
0
)
. Por tanto, el sistema de incidencia oblicua con placa (2.120) viene
dado por
C1 − C3 − C4 = −C2,
−ρ0c20k11C1 + (2µ+ λ)k1pC3 − (2µ+ λ)k1pC4 = −ρ0c20k11C2,
e−ik1pLC3 + eik1pLC4 − eik13LC8 = 0,
−(2µ+ λ)k1pe−ik1pLC3 + (2µ+ λ)k1peik1pLC4
−eik13L(ρ0c20k31 − (imω2 − ωs− ir))C8 = 0.
Puesto que el primer y el u´ltimo fluido tienen las mismas propiedades, entonces
k11 =
ω
c0
= k31
y queda probado que el sistema es equivalente al sistema de incidencia normal
con placa (2.105).
(vi) Se ha realizado un test en el que las propiedades del so´lido visco-ela´stico satisfacen
ciertas relaciones con las que se obtienen |R| y |T | en funcio´n u´nicamente de los
coeficientes m, s y r de la placa. Ma´s precisamente, si
ρs = ρ0,
2µ+ λ = ρ0 c
2
0,
µ = 0,
,
entonces, el medio multicapa se puede considerar como formado por la secuen-
cia de medios fluido-fluido-placa-fluido donde los tres fluidos tienen las mismas
propiedades. Esto supone que
kp =
ω
cp
=
ω√
2µ+λ
ρs
=
ω√
ρ0c20
ρ0
=
ω
c0
= k1.
En este caso, el sistema de incidencia normal con placa (2.105) viene dado por
C1 − C3 − C4 = C2,
C1 − C3 + C4 = C2,
e−ik1LC3 + eik1LC4 − eik1LC8 = 0,
e−ik1LC3 − eik1LC4 + eik1L
(
1 + mω
2+iωs−r
ρ0c20ik1
)
C8 = 0.
La solucio´n de este sistema es
C1 = C3 = e
2ik1LC2
−mω2 − iωs+ r
2ρ0c20ik1 +mω
2 + iωs− r ,
C4 = C2,
C8 = C2
2ρ0c
2
0ik1
2ρ0c20ik1 +mω
2 + iωs− r .
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Por tanto, se satisface
|R| =
∣∣∣∣C1C2
∣∣∣∣ = ∣∣∣∣e2ik1L −mω2 − iωs+ r2ρ0c20ik1 +mω2 + iωs− r
∣∣∣∣ ,
|T | =
∣∣∣∣C8C2
∣∣∣∣ = ∣∣∣∣ 2ρ0c20ik12ρ0c20ik1 +mω2 + iωs− r
∣∣∣∣ .
(vii) Por u´ltimo, se han comparado los resultados nume´ricos obtenidos en el caso de
incidencia oblicua con placa, considerando que la placa r´ıgida tiene impedancia
Z = 0, con los obtenidos a partir del programa de incidencia oblicua sin placa
r´ıgida. La impedancia meca´nica de una placa r´ıgida viene dada por (ve´ase [10])
Z = s+ i
(
−ωm+ r
ω
)
,
donde m, s y r son, respectivamente, la densidad superficial de masa y los coefi-
cientes de viscosidad y elasticidad asociados al movimiento de la placa. Por tanto,
para imponer Z = 0 basta considerar s = 0 y r = mω2. Al sustituir estos valores
en el sistema lineal asociado al problema de incidencia oblicua con placa (2.120)
se obtiene
cos(β1)C1 − cos(βp)C3 − cos(βp)C4 + sin(βs)C5 + sin(βs)C6 = − cos(β1)C2,
ρ0c
2
0k1·
(− cos(β1)
sin(β1)
)
C1+kp·
(
(2µ+ λ) cos(βp)
−λ sin(βp)
)
C3−kp·
(
(2µ+ λ) cos(βp)
λ sin(βp)
)
C4
−ks·
(
(2µ+ λ) sin(βs)
λ cos(βs)
)
C5+ks·
(
(2µ+ λ) sin(βs)
−λ cos(βs)
)
C6 = −ρ0c20k1·
(
cos(β1)
sin(β1)
)
C2
µkp·
(− sin(βp)
cos(βp)
)
C3 + µkp·
(
sin(βp)
cos(βp)
)
C4 − µks·
(
cos(βs)
sin(βs)
)
C5 + µks·
(
cos(βs)
− sin(βs)
)
C6 = 0,
e−ik1pL cos(βp)C3 + eik1pL cos(βp)C4 + e−ik1sL sin(βs)C5 + eik1sL sin(βs)C6
−eik13L cos(β3)C8 = 0,
ie−ik1pLkp·
(−(2µ+ λ) cos(βp)
λ sin(βp)
)
C3 + ie
ik1pLkp·
(
(2µ+ λ) cos(βp)
λ sin(βp)
)
C4
+ie−ik1sLks·
(
(2µ+ λ) sin(βs)
λ cos(βs)
)
C5 + ie
ik1sLks·
(−(2µ+ λ) sin(βs)
λ cos(βs)
)
C6
−eik13Liρ0c20k3·
(
cos(β3)
sin(β3)
)
= 0,
iµe−ik1pLkp·
(− sin(βp)
cos(βp)
)
C3+ iµe
ik1pLkp·
(
sin(βp)
cos(βp)
)
C4− iµe−ik1sLks·
(
cos(βs)
sin(βs)
)
C5
+iµeik1sLks·
(
cos(βs)
− sin(βs)
)
C6 = 0.
que se observa que es equivalente al sistema de incidencia oblicua sin placa (2.91).
Cap´ıtulo 3
Problema inverso
Una vez que han sido descritos los modelos matema´ticos acu´sticos en el Cap´ıtu-
lo 2, la segunda parte de este proyecto se ha centrado en la resolucio´n nume´rica de
un problema inverso. Los u´nicos datos conocidos de la plancha de pol´ımeros son los
proporcionados por el fabricante, que son las dimensiones de la plancha, la densidad de
masa y una serie de gra´ficas que muestran la respuesta en frecuencia del nivel de re-
duccio´n de eco, la pe´rdida por insercio´n y el coeficiente de disipacio´n de potencia. Para
obtener una caracterizacio´n acu´stica del material AptFlex SF5048 (ve´ase [3]) mediante
un modelo visco-ela´stico, se necesita conocer su coeficiente de Poisson y su mo´dulo de
Young.
3.1. Datos experimentales
La empresa Precision Acoustics, proveedora del material AptFlex SF5048, propor-
ciona los valores experimentales para el nivel de reduccio´n de eco, la pe´rdida por in-
sercio´n y el coeficiente de disipacio´n de potencia. Las respuestas en frecuencia de este
material esta´n disponibles en tres configuraciones experimentales diferentes, como se
muestra en [3]:
(a) El comportamiento acu´stico de la placa polime´rica trabajando meca´nicamente
sin soportar cargas, en un rango de frecuencias entre 20 y 200 kHz (ve´ase la
Figura 3.1).
(b) El comportamiento acu´stico de la placa en contacto con una placa de acero de
5 mm de espesor, en un rango de frecuencias entre 1 y 25 kHz (ve´ase la Figura 3.2).
(c) El comportamiento acu´stico de la placa de pol´ımeros en contacto con una placa
de acero de 5 mm de espesor, en un rango de frecuencias entre 2 y 50 kHz y para
diferentes valores de presio´n hidrosta´tica (ve´ase la Figura 3.3).
Para poder utilizar los datos experimentales de las respuestas en frecuencia facili-
tados por el proveedor de la forma ma´s precisa posible, e´stos se han digitalizado con el
programa digitizer de MATLAB (ve´ase [23]), consiguiendo as´ı los valores nume´ricos
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Figura 3.1: Valores experimentales de la respuesta en frecuencia de la plancha polime´rica
sin cargas para el nivel de reduccio´n de eco (a), la pe´rdida por insercio´n (b) y el
coeficiente de disipacio´n de potencia (c).
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Figura 3.2: Valores experimentales de la respuesta en frecuencia de la plancha polime´rica
en contacto con una placa r´ıgida de acero para el nivel de reduccio´n de eco (a), la pe´rdida
por insercio´n (b) y el coeficiente de disipacio´n de potencia (c).
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Figura 3.3: Valores experimentales de la respuesta en frecuencia de la plancha polime´rica
en contacto con una placa r´ıgida de acero para el nivel de reduccio´n de eco (arriba), la
pe´rdida por insercio´n (en medio) y el coeficiente de disipacio´n de potencia (abajo), a
distintas presiones hidrosta´ticas.
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de la respuesta en frecuencia experimental de los distintos niveles para alrededor de
200 frecuencias, que sera´n las frecuencias de estudio en el problema inverso.
La finalidad del problema inverso considerado es encontrar los valores de la parte real
y la parte imaginaria del mo´dulo de Young, E′ y E′′, respectivamente, que proporcionen
una respuesta en frecuencia lo ma´s pro´xima posible a la proporcionada por las medidas
experimentales. El valor del coeficiente de Poisson tambie´n es desconocido pero, durante
todas las pruebas, se utilizara´ ν = 0.48, siguiendo el trabajo [14], que es el valor gene´rico
para los elasto´meros de poliuretano. Adema´s, siguiendo las especificaciones te´cnicas
proporcionadas por el proveedor del material Aptflex SF5048 (ve´ase [3]), los datos que se
han utilizado para la plancha de pol´ımeros son la densidad de masa ρs = 2100 kg/m
3 y el
espesor L = 0.05 m. Por otro lado, en el modelo que contiene la placa r´ıgida de acero los
datos utilizados son la densidad de masa volu´mica ρ = 7850 kg/m3 y el espesor l = 5 mm
(por tanto, su densidad superficial de masa es m = 7850 × 0.005 = 39.25 kg/m2).
Para calcular la densidad de masa del agua, se ha utilizado el esta´ndar IAPWS-95
(ve´ase [15]), que permite calcular la densidad de masa a partir de la temperatura y
de la presio´n hidrosta´tica. Adema´s, para calcular la velocidad del sonido en el agua se
ha implementado una funcio´n que sigue el algoritmo explicado en el Cap´ıtulo 2 para
calcular dicha velocidad a partir de la temperatura y de la presio´n hidrosta´tica (ve´ase
[6] y [11]). En todos los ca´lculos, se ha considerado una temperatura de θ = 20◦C y
una presio´n hidrosta´tica de pi0 = 101325 Pa.
3.2. Ajustes del mo´dulo de Young en la configuracio´n sin
placa
En esta seccio´n y en las siguientes, se van a mostrar las distintas funciones objetivo
que deseamos minimizar en cada una de las configuraciones, as´ı como los resultados
nume´ricos obtenidos. Ma´s precisamente, en esta seccio´n se muestran las funciones ob-
jetivo utilizadas y los resultados nume´ricos obtenidos en la configuracio´n sin placa.
3.2.1. Ajuste considerando E ′ y E ′′ constantes
Se ha realizado un primer ajuste en el que se considera que la parte real y la parte
imaginaria del mo´dulo de Young, E′ y E′′ respectivamente, son constantes.
Nivel de reduccio´n de eco
Se denota por ER expj con j = 1, . . . , NER a los valores experimentales obtenidos al
medir el nivel de reduccio´n de eco en la configuracio´n sin placa (obtenidos a partir de
la Figura 3.1a), donde NER es el nu´mero de frecuencias de estudio. Del mismo modo,
se denota por ER anlj con j = 1, . . . , NER, a los valores anal´ıticos calculados a partir de
la resolucio´n del sistema (2.70), correspondiente al problema de propagacio´n acu´stica
en la configuracio´n sin placa. Se introduce, a partir del modelo, una funcio´n respuesta
ER anlj = ÊR(E, fj), (3.1)
donde E = E′− iE′′ y fj es la frecuencia de trabajo. As´ı, el problema de minimizacio´n
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viene dado por
(E′, E′′) = arg mı´n
x, y>0
√√√√NER∑
j=1
|ER expj − ÊR(x− iy, fj)|2√√√√NER∑
j=1
|ER expj |2
. (3.2)
Una vez realizado el ajuste, se puede calcular el error relativo cometido en norma L2
utilizando la siguiente expresio´n:
EER = 100×
√√√√NER∑
j=1
|ER expj − ÊR(E′ − iE′′, fj)|2√√√√NER∑
j=1
|ER expj |2
. (3.3)
Nivel de pe´rdida por insercio´n
Se denota por IL expj con j = 1, . . . , NIL a los valores experimentales obtenidos al
medir la pe´rdida por insercio´n en la configuracio´n sin placa (obtenidos a partir de la
Figura 3.1b), donde NIL es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por IL anlj con j = 1, . . . , NIL, a los valores anal´ıticos calculados al resolver el
sistema (2.70), sistema asociado al problema de propagacio´n acu´stica en la configuracio´n
sin placa. Se ha introducido, a partir del modelo, una funcio´n respuesta
IL anlj = ÎL(E, fj), (3.4)
donde el mo´dulo de Young es E = E′−iE′′ y fj es la frecuencia de trabajo. El problema
de ajuste viene descrito por
(E′, E′′) = arg mı´n
x, y>0
√√√√NIL∑
j=1
|IL expj − ÎL(x− iy, fj)|2√√√√NIL∑
j=1
|IL expj |2
. (3.5)
Con este ajuste realizado, se puede calcular el error relativo cometido en norma L2 del
siguiente modo:
EIL = 100×
√√√√NIL∑
j=1
|IL expj − ÎL(E′ − iE′′, fj)|2√√√√NIL∑
j=1
|IL expj |2
. (3.6)
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Coeficiente de disipacio´n de potencia
Se denota por FPD expj con j = 1, . . . , NFPD a los valores experimentales obtenidos
al medir el coeficiente de disipacio´n de potencia en la configuracio´n sin placa (obtenidos
a partir de la Figura 3.1c), donde NFPD es el nu´mero de frecuencias de estudio. Del
mismo modo, se denota por FPD anlj con j = 1, . . . , NFPD, a los valores anal´ıticos
calculados a partir de la resolucio´n del sistema (2.70), el cual esta´ asociado al problema
de propagacio´n acu´stica en la configuracio´n sin placa. Se introduce, a partir del modelo,
una funcio´n respuesta
FPD anlj = F̂PD(E, fj), (3.7)
donde el mo´dulo de Young es E = E′−iE′′ y fj es la frecuencia de trabajo. El problema
de ajuste se describe por
(E′, E′′) = arg mı´n
x, y>0
√√√√NFPD∑
j=1
|FPD expj − F̂PD(x− iy, fj)|2√√√√NFPD∑
j=1
|FPD expj |2
. (3.8)
Una vez realizado el ajuste, se puede calcular el error relativo cometido en norma L2
utilizando la siguiente expresio´n:
EFPD = 100×
√√√√NFPD∑
j=1
|FPD expj − F̂PD(E′ − iE′′, fj)|2√√√√NFPD∑
j=1
|FPD expj |2
. (3.9)
Ajuste conjunto
Se denota por ER expj , IL
exp
j y FPD
exp
j con j = 1, . . . , Nfreq a los valores experi-
mentales obtenidos al medir el nivel de reduccio´n de eco, la pe´rdida por insercio´n y
el coeficiente de disipacio´n de potencia, respectivamente, en la configuracio´n sin placa
(obtenidos a partir de las tres gra´ficas de la Figura 3.1), donde Nfreq es el nu´mero de
frecuencias de estudio en que se calculan los niveles. Se definen ER anlj , IL
anl
j y FPD
anl
j
de forma ide´ntica a (3.1), (3.4) y (3.7), respectivamente. El problema de ajuste viene
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dado en este caso por
(E′, E′′) = arg mı´n
x, y>0

√√√√√Nfreq∑
j=1
|ER expj − ÊR(x− iy, fj)|2√√√√√Nfreq∑
j=1
|ER expj |2
+
√√√√√Nfreq∑
j=1
|IL expj − ÎL(x− iy, fj)|2√√√√√Nfreq∑
j=1
|IL expj |2
+
√√√√√Nfreq∑
j=1
|FPD expj − F̂PD(x− iy, fj)|2√√√√√Nfreq∑
j=1
|FPD expj |2

. (3.10)
Una vez realizado el ajuste, se puede calcular el error relativo cometido en norma
L2 para cada uno de los niveles utilizando las expresiones (3.3), (3.6) y (3.9), donde
NER = NIL = NFPD = Nfreq.
Para calcular los mı´nimos de cada problema de minimizacio´n, se han implementado
diversos programas en MATLAB que calculan el mı´nimo de dichas funciones objetivo,
lo que nos permite mostrar los resultados nume´ricos obtenidos con cada uno de los
ajustes.
MATLAB incluye en su Toolbox de optimizacio´n, la funcio´n fmincon (ve´ase [18])
que utiliza me´todos iterativos para calcular el mı´nimo de una funcio´n no lineal de varias
variables cuando e´sta esta´ sujeta a restricciones. En los test nume´ricos realizados con
dicha funcio´n, se ha observado que utiliza un algoritmo que posee u´nicamente conver-
gencia local y por tanto, solamente es capaz de resolver los problemas de ajuste si el
iterante inicial es pro´ximo al mı´nimo buscado. En nuestro problema inverso, que ha
sido formulado como un problema de minimizacio´n, dado que se desconocen las propie-
dades del material y se trabaja con un rango de valores muy amplio, la implementacio´n
de estos me´todos iterativos tanto para la parte real como para la parte imaginaria del
mo´dulo de Young no siempre proporciona los resultados deseados. Como alternativa
se ha implementado una nueva estrategia de optimizacio´n que, aunque ma´s costosa
computacionalmente, ya que se basa en un algoritmo de “fuerza bruta” (realiza una
bu´squeda exhaustiva entre los valores alcanzados por la funcio´n objetivo en un conjunto
discreto de posiciones), encuentra el mı´nimo de una funcio´n de dos variables de forma
anidada en sucesivas iteraciones. Dicha funcio´n, llamada fminglobal, tiene como datos
de entrada: la funcio´n a minimizar, los extremos inferiores, am y bm, y superiores, Am y
Bm, de los intervalos en la iteracio´n m en los que se busca los valores de E
′ y E′′ en los
que se alcanza el mı´nimo y el nu´mero de puntos, n1 y n2, logar´ıtmicamente espaciados
contenidos en el intervalo de la primera variable y de la segunda, respectivamente, y en
los que la funcio´n objetivo sera´ evaluada.
La funcio´n fminglobal genera una rejilla de puntos contenida en [am, Am]×[bm, Bm],
en la iteracio´n m, en los que se evalu´a la funcio´n a minimizar, y calcula la localizacio´n
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Figura 3.4: Representacio´n gra´fica con respecto a la frecuencia de los niveles ER (arriba
a la izquierda), IL (arriba a la derecha) y FPD (abajo) tanto experimentales (l´ınea
azul discontinua) como los nume´ricos (l´ınea roja continua) considerando las funciones
objetivo (3.2), (3.5) y (3.8), en una configuracio´n sin placa y asumiendo que el mo´dulo
de Young es complejo y constante.
del mı´nimo en dichos puntos.
La eleccio´n de los extremos de los intervalos en los que se busca el mı´nimo en ambas
variables es el siguiente: primero, se parte de intervalos de bu´squeda relativamente
grandes, para luego localizar el mı´nimo de la funcio´n. Una vez hecho esto, se reduce
la longitud de los intervalos de bu´squeda por un factor 10−1 pero preservando que los
nuevos intervalos contengan la localizacio´n del mı´nimo antes calculado. De este modo,
realizando un nu´mero finito N de iteraciones, se obtiene una sucesio´n de conjuntos
encajados en los que se encuentra el mı´nimo de la funcio´n de intere´s. Esta estrategia de
minimizacio´n permite localizar el mı´nimo global buscado con una tolerancia prescrita.
Los resultados del ajuste para el modelo sin placa r´ıgida, utilizando la funcio´n
fminglobal, y trabajando con frecuencias entre 20 y 200 kHz son los mostrados en la
Figura 3.4 para los ajustes individuales, utilizando las funciones objetivo (3.2), (3.5) y
(3.8), y en la Figura 3.5 para el ajuste conjunto, siguiendo la funcio´n objetivo (3.10).
Los valores tanto de la parte real como de la imaginaria del mo´dulo de Young, calculados
como se indica en (3.2), (3.5) y (3.8) para los ajustes individuales y, en (3.10), para el
ajuste conjunto as´ı como el error relativo cometido en cada ajuste, calculado como se
indica en (3.3), (3.6) y (3.9), tanto para los ajustes individuales como para el ajuste
conjunto, se muestran en la Tabla 3.1.
El error cometido en el ajuste de ER individual es aproximadamente del 12 % y
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Figura 3.5: Representacio´n gra´fica con respecto a la frecuencia de los niveles ER (arriba
a la izquierda), IL (arriba a la derecha) y FPD (abajo) tanto experimentales (l´ınea azul
discontinua) como nume´ricos (l´ınea roja continua) considerando la funcio´n objetivo
mostrada en (3.10) en una configuracio´n sin placa y asumiendo que el mo´dulo de Young
es complejo y constante.
ER IL FPD Conjunto
E′ [Pa] 1.177× 108 7.565× 106 1.123× 108 1.123× 108
E′′ [Pa] 1.123× 107 4.037× 105 3.126× 107 2.595× 107
EER 12.34 % 86.25 % 93.48 % 26.34 %
EIL 100.25 % 2.83 % 100.45 % 5.34 %
EFPD 13.57 % 35.77 % 0.33 % 1.07 %
Tabla 3.1: Parte real y parte imaginaria del mo´dulo de Young y errores cometidos en
el ajuste de los datos experimentales en la configuracio´n sin placa asumiendo mo´dulo
de Young constante tanto en los ajustes individuales como en el ajuste conjunto.
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en el ajuste conjunto es aproximadamente del 26 %. Por este motivo, se ha tratado de
mejorar el ajuste realizando otra suposicio´n sobre la parte real e imaginaria del mo´dulo
de Young.
3.2.2. Ajuste considerando el mo´dulo de Young como funcio´n lineal
de la frecuencia
Con el objetivo de mejorar los resultados obtenidos al suponer que tanto la parte
real como la imaginaria del mo´dulo de Young son constantes, en lo que sigue se ha
considerado que la parte imaginaria del mo´dulo de Young es una funcio´n lineal de la
frecuencia. Ma´s precisamente, siguiendo el modelo propuesto en [20], se ha considerado
que el mo´dulo de Young de la plancha de pol´ımeros se puede escribir como
E = E′ − iωE′′,
donde E′ y E′′ continu´an siendo asumidas constantes.
Nivel de reduccio´n de eco
Se denota por ER expj con j = 1, . . . , NER a los valores experimentales obtenidos al
medir el nivel de reduccio´n de eco en la configuracio´n sin placa (obtenidos a partir de
la Figura 3.1a), donde NER es el nu´mero de frecuencias de estudio. Del mismo modo,
se denota por ER anlj con j = 1, . . . , NER, a los valores anal´ıticos calculados a partir de
la solucio´n del sistema (2.70). Se introduce, a partir del modelo, una funcio´n respuesta
ER anlj = ÊR(E, fj), (3.11)
donde E = E′ − i2pifjE′′ y fj es la frecuencia de trabajo. El problema de ajuste viene
dado por
(E′, E′′) = arg mı´n
x, y>0
√√√√NER∑
j=1
|ER expj − ÊR(x− i2pifjy, fj)|2√√√√NER∑
j=1
|ER expj |2
. (3.12)
Una vez realizado el ajuste, se puede calcular el error relativo cometido en norma L2
utilizando la siguiente expresio´n:
EER = 100×
√√√√NER∑
j=1
|ER expj − ÊR(E′ − i2pifjE′′, fj)|2√√√√NER∑
j=1
|ER expj |2
. (3.13)
Nivel de pe´rdida por insercio´n
Se denota por IL expj con j = 1, . . . , NIL a los valores experimentales obtenidos al
medir la pe´rdida por insercio´n en la configuracio´n sin placa (obtenidos a partir de la
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Figura 3.1b), donde NIL es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por IL anlj con j = 1, . . . , NIL, a los valores anal´ıticos calculados a partir de la
solucio´n del sistema (2.70). Se introduce, a partir del modelo, una funcio´n respuesta
IL anlj = ÎL(E, fj), (3.14)
donde el mo´dulo de Young es E = E′ − i2pifjE′′ y fj es la frecuencia de trabajo. El
problema de minimizacio´n viene dado por
(E′, E′′) = arg mı´n
x, y>0
√√√√NIL∑
j=1
|IL expj − ÎL(x− i2pifjy, fj)|2√√√√NIL∑
j=1
|IL expj |2
. (3.15)
Con este ajuste realizado, el error relativo cometido en norma L2 es
EIL = 100×
√√√√NIL∑
j=1
|IL expj − ÎL(E′ − i2pifjE′′, fj)|2√√√√NIL∑
j=1
|IL expj |2
. (3.16)
Coeficiente de disipacio´n de potencia
Se denota por FPD expj con j = 1, . . . , NFPD a los valores experimentales obtenidos al
medir el coeficiente de disipacio´n de potencia en la configuracio´n sin placa (obtenidos a
partir de la Figura 3.1c), donde NFPD es el nu´mero de frecuencias de estudio. Del mismo
modo, se denota por FPD anlj con j = 1, . . . , NFPD, a los valores anal´ıticos calculados a
partir de la solucio´n del sistema (2.70). Se introduce, a partir del modelo, una funcio´n
respuesta
FPD anlj = F̂PD(E, fj), (3.17)
donde el mo´dulo de Young es E = E′ − i2pifjE′′ y fj es la frecuencia de trabajo. El
problema de ajuste viene descrito por
(E′, E′′) = arg mı´n
x, y>0
√√√√NFPD∑
j=1
|FPD expj − F̂PD(x− i2pifjy, fj)|2√√√√NFPD∑
j=1
|FPD expj |2
. (3.18)
El error relativo cometido en norma L2 es
EFPD = 100×
√√√√NFPD∑
j=1
|FPD expj − F̂PD(E′ − i2pifjE′′, fj)|2√√√√NFPD∑
j=1
|FPD expj |2
. (3.19)
46 3. Problema inverso
Ajuste conjunto
Se denota por ER expj , IL
exp
j y FPD
exp
j con j = 1, . . . , Nfreq a los valores experi-
mentales obtenidos al medir el nivel de reduccio´n de eco, la pe´rdida por insercio´n y
el coeficiente de disipacio´n de potencia, respectivamente, en la configuracio´n sin placa
(obtenidos a partir de las tres gra´ficas de la Figura 3.1), donde Nfreq es el nu´mero de
frecuencias de estudio en que se calculan los niveles. Se definen ER anlj , IL
anl
j y FPD
anl
j ,
como en (3.11), (3.14) y (3.17), respectivamente. El problema de ajuste esta´ descrito
por
(E′, E′′) = arg mı´n
x, y>0

√√√√√Nfreq∑
j=1
|ER expj − ÊR(x− i2pifjy, fj)|2√√√√√Nfreq∑
j=1
|ER expj |2
+
√√√√√Nfreq∑
j=1
|IL expj − ÎL(x− i2pifjy, fj)|2√√√√√Nfreq∑
j=1
|IL expj |2
+
√√√√√Nfreq∑
j=1
|FPD expj − F̂PD(x− i2pifjy, fj)|2√√√√√Nfreq∑
j=1
|FPD expj |2

.
(3.20)
Una vez realizado el ajuste, se puede calcular el error relativo cometido en norma
L2, para cada uno de los niveles utilizando las expresiones (3.13), (3.16) y (3.19) con
NER = NIL = NFPD = Nfreq.
Los resultados del ajuste para el modelo sin placa r´ıgida trabajando con frecuencias
entre 20 y 200 kHz, utilizando la funcio´n fminglobal (descrita en la Seccio´n 3.2.1)
son los mostrados en la Figura 3.6 para los ajustes individuales (ve´anse las funciones
objetivo (3.12), (3.15) y (3.18)) y en la Figura 3.7 para el ajuste conjunto (ve´ase la
funcio´n objetivo (3.20)).
En la Tabla 3.2 se muestran los valores tanto de la parte real como de la imaginaria
del mo´dulo de Young, calculados como se indica en (3.12), (3.15) y (3.18) para los
ajustes individuales y, en (3.20), para el ajuste conjunto as´ı como el error relativo
cometido en cada ajuste en norma L2, calculado como se indica en (3.13), (3.16) y
(3.19), tanto para los ajustes individuales como para el ajuste conjunto.
Como se observa en la Tabla 3.2 los cambios en los errores de los ajustes individuales
de ER, IL y FPD no son significativos (ve´ase resultados en la Tabla 3.1). Sin embargo,
al comparar los resultados obtenidos con mo´dulo de Young constante con los obtenidos
considerando el mo´dulo de Young como funcio´n lineal de la frecuencia, a pesar de que
el error cometido en ER en el ajuste conjunto disminuye de 26 % a 16 %, tanto el error
cometido en IL como el de FPD aumentan (de aproximadamente 5 % a 40 % en el caso
de IL y de aproximadamente 1 % a 21 % en el caso de FPD). Es por ello que este ajuste
no mejora cualitativamente los resultados del ajuste anterior.
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Figura 3.6: Representacio´n gra´fica con respecto a la frecuencia de los niveles ER (arriba
a la izquierda), IL (arriba a la derecha) y FPD (abajo) tanto experimentales (l´ınea azul
discontinua) como nume´ricos (l´ınea roja continua) considerando las funciones objetivo
(3.12), (3.15) y (3.18), en una configuracio´n sin placa, asumiendo que la parte imaginaria
del mo´dulo de Young es una funcio´n lineal de la frecuencia.
ER IL FPD Conjunto
E′ [Pa] 1.097× 108 1.204× 109 6.893× 107 1.123× 108
E′′ [Pa] 1.233× 101 5.722× 103 9.112× 101 3.944× 101
EER 14.63 % 90.02 % 93.29 % 16.20 %
EIL 100.35 % 3.14 % 101.52 % 39.71 %
EFPD 38.10 % 49.92 % 4.07 % 21.38 %
Tabla 3.2: Parte real e imaginaria del mo´dulo de Young y errores cometidos en el ajuste
de los datos experimentales en la configuracio´n sin placa asumiendo que el mo´dulo de
Young es una funcio´n lineal de la frecuencia tanto en los ajustes individuales como en
el ajuste conjunto.
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Figura 3.7: Representacio´n gra´fica con respecto a la frecuencia de los niveles ER (arriba
a la izquierda), IL (arriba a la derecha) y FPD (abajo) tanto experimentales (l´ınea azul
discontinua) como nume´ricos (l´ınea roja continua) considerando la funcio´n objetivo
mostrada en (3.20) en una configuracio´n sin placa, asumiendo que la parte imaginaria
del mo´dulo de Young es una funcio´n lineal de la frecuencia.
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3.2.3. Ajuste considerando el mo´dulo de Young gobernado por una
funcio´n arbitraria que depende de la frecuencia
A la vista de los resultados obtenidos con los modelos ma´s simples, se ha supuesto
que el mo´dulo de Young esta´ gobernado por una funcio´n arbitraria que depende de la
frecuencia angular, es decir, en el proceso de ajuste se buscan Eˆ′(ω) y Eˆ′′(ω) tal y como
se indica a continuacio´n.
Nivel de reduccio´n de eco
Se denota por ER expj con j = 1, . . . , NER a los valores experimentales obtenidos
al medir la reduccio´n de eco en la configuracio´n sin placa (obtenidos a partir de la
Figura 3.1a), donde NER es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por ER anlj con j = 1, . . . , NER, a los valores anal´ıticos calculados a partir de la
solucio´n del sistema (2.70). Se introduce, a partir del modelo, una funcio´n respuesta
ER anlj = ÊR(Ej , fj), (3.21)
donde Ej = E
′
j − iE′′j = Eˆ′(2pifj) − iEˆ′′(2pifj) y fj es la frecuencia de trabajo. El
problema de ajuste esta´ descrito por
(E′j , E
′′
j ) = arg mı´n
x, y>0
|ER expj − ÊR(x− iy, fj)|
|ER expj |
, (3.22)
para cada j = 1, . . . , NER. Una vez realizado el ajuste, el error relativo cometido en
norma L2, se calcula utilizando la siguiente expresio´n:
EER = 100×
√√√√NER∑
j=1
|ER expj − ÊR(E′j − iE′′j , fj)|2√√√√NER∑
j=1
|ER expj |2
. (3.23)
Nivel de pe´rdida por insercio´n
Se denota por IL expj con j = 1, . . . , NIL a los valores experimentales obtenidos al
medir la pe´rdida por insercio´n en la configuracio´n sin placa (obtenidos a partir de la
Figura 3.1b), donde NIL es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por IL anlj con j = 1, . . . , NIL, a los valores anal´ıticos calculados a partir de la
solucio´n del sistema (2.70). Se introduce, a partir del modelo, una funcio´n respuesta
IL anlj = ÎL(Ej , fj), (3.24)
donde el mo´dulo de Young es Ej = E
′
j−iE′′j = Eˆ′(2pifj)−iEˆ′′(2pifj) y fj es la frecuencia
de trabajo. El problema de minimizacio´n viene dado por
(E′j , E
′′
j ) = arg mı´n
x, y>0
|IL expj − ÎL(x− iy, fj)|
|IL expj |
, (3.25)
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para cada j = 1, . . . , NIL. Una vez realizado el ajuste, se puede calcular el error relativo
cometido en norma L2 utilizando la siguiente expresio´n:
EIL = 100×
√√√√NIL∑
j=1
|IL expj − ÎL(E′j − iE′′j , fj)|2√√√√NIL∑
j=1
|IL expj |2
. (3.26)
Coeficiente de disipacio´n de potencia
Se denota por FPD expj con j = 1, . . . , NFPD a los valores experimentales obtenidos al
medir el coeficiente de disipacio´n de potencia en la configuracio´n sin placa (obtenidos a
partir de la Figura 3.1c), donde NFPD es el nu´mero de frecuencias de estudio. Del mismo
modo, se denota por FPD anlj con j = 1, . . . , NFPD, a los valores anal´ıticos calculados a
partir de la solucio´n del sistema (2.70). Se introduce, a partir del modelo, una funcio´n
respuesta
FPD anlj = F̂PD(Ej , fj), (3.27)
donde el mo´dulo de Young es Ej = E
′
j−iE′′j = Eˆ′(2pifj)−iEˆ′′(2pifj) y fj es la frecuencia
de trabajo. El problema de ajuste viene dado por
(E′j , E
′′
j ) = arg mı´n
x, y>0
|FPD expj − F̂PD(x− iy, fj)|
|FPD expj |
, (3.28)
para cada j = 1, . . . , NFPD. El error relativo cometido en el ajuste es
EFPD = 100×
√√√√NFPD∑
j=1
|FPD expj − F̂PD(E′j − iE′′j , fj)|2√√√√NFPD∑
j=1
|FPD expj |2
. (3.29)
Ajuste conjunto.
Se denota por ER expj , IL
exp
j y FPD
exp
j con j = 1, . . . , Nfreq a los valores experi-
mentales obtenidos al medir el nivel de reduccio´n de eco, la pe´rdida por insercio´n y
el coeficiente de disipacio´n de potencia, respectivamente, en la configuracio´n sin placa
(obtenidos a partir de las tres gra´ficas de la Figura 3.1), donde Nfreq es el nu´mero de
frecuencias de estudio en que se calculan los niveles. Se definen ER anlj , IL
anl
j y FPD
anl
j
como en las expresiones (3.21), (3.24) y (3.27), respectivamente. El problema de ajuste
se describe por
(E′j , E
′′
j ) = arg mı´n
x, y>0
(
|ER expj − ÊR(x− iy, fj)|
|ER expj |
+
|IL expj − ÎL(x− iy, fj)|
|IL expj |
+
|FPD expj − F̂PD(x− iy, fj)|
|FPD expj |
)
, (3.30)
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Errores Ajuste ER Ajuste IL Ajuste FPD Ajuste Conjunto
EER 0.23 % 64.85 % 96.26 % 27.57 %
EIL 100.06 % 0.019 % 100.18 % 0.35 %
EFPD 65.20 % 18.55 % 0.15 % 0.35 %
Tabla 3.3: Errores relativos del ajuste de los datos experimentales en la configuracio´n
sin placa, asumiendo que el mo´dulo de Young depende de la frecuencia.
para cada j = 1, . . . , Nfreq. Una vez realizado el ajuste, se puede calcular el error relativo
cometido en norma L2, para cada uno de los niveles utilizando las expresiones (3.23),
(3.26) y (3.29), donde NER = NIL = NFPD = Nfreq.
Los resultados nume´ricos obtenidos para el modelo sin placa r´ıgida trabajando con
frecuencias entre 20 y 200 kHz se muestran en la Figura 3.8 para el ajuste individual y en
la Figura 3.9 para el ajuste conjunto. En la Tabla 3.3 se muestran los errores relativos
cometidos en cada uno de los ajustes realizados frecuencia a frecuencia, calculados
como se indica en (3.23), (3.26) y (3.29), tanto para los ajustes individuales como para
el ajuste conjunto.
En la Figura 3.8, en la gra´fica del ajuste individual de FPD se aprecia que a fre-
cuencias bajas la parte real del mo´dulo de Young es inferior a la parte imaginaria. Este
hecho no es habitual ya que la parte imaginaria suele ser aproximadamente un orden
de magnitud menor que la parte real (ve´ase [14]).
Adema´s, a pesar de que los errores cometidos en los ajustes independientes son
pequen˜os (todos por debajo de 0.2 %) y los errores cometidos en el ajuste conjunto
tanto para IL como para FPD tambie´n son pequen˜os (ambos son aproximadamente
0.3 %), el error al ajustar el nivel ER es de aproximadamente el 30 %, lo cua´l nos
lleva a descartar su uso y considerar solamente IL y FPD para realizar el ajuste en la
configuracio´n sin placa r´ıgida. A continuacio´n se describe este nuevo ajuste.
Se denota por IL expj y FPD
exp
j con j = 1, . . . , Nfreq a los valores experimentales
obtenidos al medir la pe´rdida por insercio´n y el coeficiente de disipacio´n de potencia,
respectivamente, en la configuracio´n sin placa (obtenidos a partir de las gra´ficas de la
Figura 3.1), donde Nfreq es el nu´mero de frecuencias de estudio en que se calculan los
niveles. Se definen IL anlj y FPD
anl
j por (3.24) y (3.27), respectivamente. El problema
de minimizacio´n viene dado por
(E′j , E
′′
j ) = arg mı´n
x, y>0
(
|IL expj − ÎL(x− iy, fj)|
|IL expj |
+
|FPD expj − F̂PD(x− iy, fj)|
|FPD expj |
)
, (3.31)
para cada j = 1, . . . , Nfreq. Una vez realizado el ajuste, se puede calcular el error relativo
cometido en norma L2 tanto para la pe´rdida por insercio´n como para el coeficiente de
disipacio´n de potencia, utilizando las expresiones (3.26) y (3.29).
El ajuste considerando IL y FPD se muestra en la Figura 3.10
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Figura 3.8: Representacio´n gra´fica con respecto a la frecuencia de los niveles ER (arriba
derecha), IL (en medio derecha) y FPD (abajo derecha) tanto experimentales (l´ınea azul
discontinua) como nume´ricos (l´ınea roja continua) utilizando las funciones objetivo
(3.22), (3.25) y (3.28), en una configuracio´n sin placa, asumiendo que el mo´dulo de
Young esta´ gobernado por una funcio´n arbitraria que depende de la frecuencia (gra´ficas
de la izquierda).
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Figura 3.9: Representacio´n gra´fica con respecto a la frecuencia de los niveles ER (arriba
a la derecha), IL (abajo a la izquierda) y FPD (abajo a la derecha) tanto experimentales
(l´ınea azul discontinua) como nume´ricos (l´ınea roja continua) utilizando la funcio´n
objetivo mostrada en (3.30) en una configuracio´n sin placa, asumiendo que el mo´dulo
de Young esta´ gobernado por una funcio´n arbitraria que depende de la frecuencia
(arriba a la izquierda).
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Errores Ajuste con ER Ajuste sin ER
EER 27.57 % 29.11 %
EIL 0.35 % 0.059 %
EFPD 0.35 % 0.39 %
Tabla 3.4: Errores relativos del ajuste de los datos experimentales en el ajuste conjunto
con ER y el ajuste sin ER en la configuracio´n sin placa asumiendo que el mo´dulo de
Young esta´ gobernado por una funcio´n arbitraria que depende de la frecuencia.
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Figura 3.10: Representacio´n gra´fica con respecto a la frecuencia de los niveles IL (arri-
ba a la derecha) y FPD (abajo) tanto experimentales (l´ınea azul discontinua) como
nume´ricos (l´ınea roja continua) considerando la funcio´n objetivo mostrada en (3.31) en
una configuracio´n sin placa, asumiendo que el mo´dulo de Young esta´ gobernado por
una funcio´n arbitraria que depende de la frecuencia (arriba a la izquierda).
Como se puede observar en la Tabla 3.4 aunque no se consideren los datos del nivel
ER en el proceso de ajuste, los errores cometidos al utilizar los datos experimentales
de los niveles IL y FPD son similares a los obtenidos en el ajuste conjunto de ER, IL
y FPD.
A pesar de que los errores cometidos en todos los ajustes realizados en esta seccio´n
son pequen˜os (sin tener en cuenta los problemas que surgen al ajustar los datos expe-
rimentales del nivel ER), se observa que la respuesta en frecuencia tanto de la parte
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real como de la parte imaginaria del mo´dulo de Young presentan muchas oscilaciones.
Es por esto, que se va a realizar otro ajuste para tratar de conseguir respuestas en
frecuencia ma´s suaves.
3.2.4. Ajuste con informacio´n de gradiente y hessiano
A medida que se han realizado los distintos ajustes en los cua´les las inco´gnitas
eran la parte real y la parte imaginaria del mo´dulo de Young, se ha observado que
ligeros cambios en los iterantes iniciales del algoritmo de optimizacio´n utilizados al
realizar el ajuste producen resultados muy diferentes. Para mitigar esta situacio´n, vamos
a reescribir el sistema (2.70) para tratar de realizar un ajuste ma´s preciso que los
realizados anteriormente. El sistema lineal (2.70) que se resuelve en el problema de
incidencia normal es
1 −1 −1 0
−ρ0c20k1 (2µ+ λ)kp −(2µ+ λ)kp 0
0 e−ikpL eikpL −eik1L
0 −(2µ+ λ)kpe−ikpL (2µ+ λ)kpeikpL −ρ0c20k1eik1L


C1
C3
C4
C8
 =

−C2
−ρ0c20k1C2
0
0
 ,
donde k1 =
ω
c0
siendo c0 la velocidad de propagacio´n de las ondas planas en el fluido
y kp =
ω
cp
siendo cp =
√
λ+ 2µ
ρs
, la velocidad de propagacio´n de las ondas planas
en el so´lido visco-ela´stico. Si introducimos las impedancias caracter´ısticas Z1 = ρ0c0,
Z2 = ρscs, el sistema lineal resultante se puede reescribir como
1 −1 −1 0
−Z1
Z2
1 −1 0
0 e−ikpL eikpL −eik1L
0 −e−ikpL eikpL −Z1
Z2
eik1L


C1
C3
C4
C8
 =

−C2
−Z1
Z2
C2
0
0
 .
Si se observa este sistema en detalle se puede apreciar que los te´rminos exponenciales
que dependen de mo´dulo de Young se pueden reescribir en te´rminos de Re(kp)L y
eIm(kp)L. Por ello, se ha realizado un nuevo ajuste donde las inco´gnitas son δ = Re(kp)L
y M = eIm(kp)L y no E′ y E′′.
As´ı, se ha considerado este sistema, que resuelve el problema de propagacio´n acu´stica
en la configuracio´n sin placa (2.70). A continuacio´n, se ha reescrito dicho sistema para
dejarlo en funcio´n de δ y M . Basta tener en cuenta que Z1 = ρ0c0 y Z2 = ρscs = ρs
ω
kp
=
ρsωL
δ + i logM
y el sistema (2.70) se reescribe como
1 −1 −1 0
−Z1ω (2µ+ λ)kp −(2µ+ λ)kp 0
0 e−iδM e
iδ
M −eik1L
0 −(2µ+ λ)kpe−iδM (2µ+ λ)kp eiδM −Z1ωeik1L


C1
C3
C4
C8
 =

−C2
−Z1ωC2
0
0
 .
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Dividiendo tanto la segunda fila como la cuarta por ωZ2 y reemplazando Z2 por su
expresio´n en te´rminos de δ y M , se obtiene el sistema lineal
1 −1 −1 0
−Z1(δ+i logM)ρsωL 1 −1 0
0 e−iδM e
iδ
M −eik1L
0 −e−iδM eiδM −Z1(δ+i logM)ρsωL eik1L


C1
C3
C4
C8
=

−C2
−Z1(δ+i logM)ρsωL C2
0
0
 . (3.32)
A continuacio´n de detallan las funciones objetivo de este nuevo ajuste.
Nivel de reduccio´n de eco
Se denota por ER expj con j = 1, . . . , NER a los valores experimentales obtenidos
al medir la reduccio´n de eco en la configuracio´n sin placa (obtenidos a partir de la
Figura 3.1a), donde NER es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por ER anlj con j = 1, . . . , NER, a los valores anal´ıticos calculados a partir de la
solucio´n del sistema (3.32). Se introduce, a partir del modelo, una funcio´n respuesta
ER anlj = ÊRδ(δj ,Mj , fj), (3.33)
donde δj = Re
(
2pifj
cp
)
L, Mj = e
Im
(
2pifj
cp
)
L
y fj es la frecuencia de trabajo. El problema
de minimizacio´n viene dado por
(δj ,Mj) = arg mı´n
δ,M>0
φERj (δ,M),
donde
φERj (δ,M) =
|ER expj − ÊRδ(δ,M, fj)|
|ER expj |
, (3.34)
para cada j = 1, . . . , NER. Una vez realizado el ajuste, se puede calcular el error relativo
cometido en norma L2 utilizando la siguiente expresio´n:
EER = 100×
√√√√NER∑
j=1
|ER expj − ÊRδ(δj ,Mj , fj)|2√√√√NER∑
j=1
|ER expj |2
. (3.35)
Nivel de pe´rdida por insercio´n
Se denota por IL expj con j = 1, . . . , NIL a los valores experimentales obtenidos al
medir la pe´rdida por insercio´n en la configuracio´n sin placa (obtenidos a partir de la
Figura 3.1b), donde NIL es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por IL anlj con j = 1, . . . , NIL, a los valores anal´ıticos calculados a partir de la
solucio´n del sistema (3.32). Se introduce, a partir del modelo, una funcio´n respuesta
IL anlj = ÎLδ(δj ,Mj , fj), (3.36)
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donde δj = Re
(
2pifj
cp
)
L, Mj = e
Im
(
2pifj
cp
)
L
y fj es la frecuencia de trabajo. El problema
de ajuste viene dado por
(δj ,Mj) = arg mı´n
δ,M>0
φILj (δ,M),
donde
φILj (δ,M) =
|IL expj − ÎLδ(δ,M, fj)|
|IL expj |
, (3.37)
para cada j = 1, . . . , NIL. Una vez realizado el ajuste, se puede calcular el error relativo
cometido en norma L2 utilizando la siguiente expresio´n:
EIL = 100×
√√√√NIL∑
j=1
|IL expj − ÎLδ(δj ,Mj , fj)|2√√√√NIL∑
j=1
|IL expj |2
. (3.38)
Coeficiente de disipacio´n de potencia
Se denota por FPD expj con j = 1, . . . , NFPD a los valores experimentales obtenidos al
medir el coeficiente de disipacio´n de potencia en la configuracio´n sin placa (obtenidos a
partir de la Figura 3.1c), donde NFPD es el nu´mero de frecuencias de estudio. Del mismo
modo, se denota por FPD anlj con j = 1, . . . , NFPD, a los valores anal´ıticos calculados a
partir de la solucio´n del sistema (3.32). Se introduce, a partir del modelo, una funcio´n
respuesta
FPD anlj = F̂PDδ(δj ,Mj , fj), (3.39)
donde δj = Re
(
2pifj
cp
)
L, Mj = e
Im
(
2pifj
cp
)
L
y fj es la frecuencia de trabajo. El problema
de minimizacio´n esta´ descrito por
(δj ,Mj) = arg mı´n
δ,M>0
φFPDj (δ,M),
donde
φFPDj (δ,M) =
|FPD expj − F̂PDδ(δ,M, fj)|
|FPD expj |
, (3.40)
para cada j = 1, . . . , NFPD. Una vez realizado el ajuste, se puede calcular el error
relativo cometido en norma L2 utilizando la siguiente expresio´n:
EFPD = 100×
√√√√NFPD∑
j=1
|FPD expj − F̂PDδ(δj ,Mj , fj)|2√√√√NFPD∑
j=1
|FPD expj |2
. (3.41)
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Ajuste conjunto
Se denota por ER expj , IL
exp
j y FPD
exp
j con j = 1, . . . , Nfreq a los valores experi-
mentales obtenidos al medir el nivel de reduccio´n de eco, la pe´rdida por insercio´n y
el coeficiente de disipacio´n de potencia, respectivamente, en la configuracio´n sin placa
(obtenidos a partir de las tres gra´ficas de la Figura 3.1), donde Nfreq es el nu´mero de fre-
cuencias de estudio en que se calculan los niveles. Se denota por ER anlj , IL
anl
j y FPD
anl
j ,
a las funciones respuesta definidas como en (3.33), (3.36) y (3.39), respectivamente. El
problema de minimizacio´n viene dado por
(δj ,Mj) = arg mı´n
δ,M>0
φj(δ,M),
donde
φj(δ,M) = φ
ER
j (δ,M) + φ
IL
j (δ,M) + φ
FPD
j (δ,M), (3.42)
para cada j = 1, . . . , Nfreq. Una vez realizado el ajuste, se puede calcular el error relativo
cometido en norma L2 utilizando las expresiones (3.35), (3.38) y (3.41).
Para poder obtener los resultados nume´ricos asociados a estos ajustes se utiliza
la funcio´n fmincon de MATLAB. Esta funcio´n intenta encontrar un mı´nimo de una
funcio´n escalar de varias variables sujeto a un conjunto de restricciones no lineales, a
partir de un determinado iterante inicial. La funcio´n fmincon permite elegir el algoritmo
que se va a utilizar. En este caso, puesto que solo existen restricciones lineales sobre las
variables y, adema´s, no existen restricciones de igualdad, se utiliza el algoritmo Trust
Region Reflective, basado en el me´todo interior reflexivo de Newton (ve´anse [7] y
[8] para ma´s detalles).
A continuacio´n, se detalla el ca´lculo del gradiente y el hessiano de ERδ, ILδ y FPDδ
que se utilizara´n ma´s adelante para calcular el gradiente y el hessiano de la funcio´n
objetivo.
Si se denota por A~C = ~b al sistema (3.32) y se deriva con respecto a M se obtiene
∂A
∂M
~C +A
∂ ~C
∂M
=
∂~b
∂M
, (3.43)
donde
∂A
∂M
=

0 0 0 0
− Z1iρsωML 0 0 0
0 e−iδ − eiδ
M2
0
0 −e−iδ − eiδ
M2
− Z1iρsωMLeik1L
 y
∂~b
∂M
=

0
− Z1iρsωMLC2
0
0
 .
As´ı, a partir de (3.43) se puede calcular ∂
~C
∂M . Se deriva el sistema (3.32) con respecto a
δ obteniendo
∂A
∂δ
~C +A
∂ ~C
∂δ
=
∂~b
∂δ
, (3.44)
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donde
∂A
∂δ
=

0 0 0 0
− Z1ρsωL 0 0 0
0 −ie−iδM i eiδM 0
0 ie−iδM i e
iδ
M − Z1ρsωLeik1L
 y
∂~b
∂δ
=

0
− Z1ρsωLC2
0
0
 .
As´ı, a partir de (3.44) se puede calcular ∂
~C
∂δ . Se deriva (3.43) con respecto a M obte-
niendo
∂2A
∂M2
~C + 2
∂A
∂M
∂ ~C
∂M
+A
∂2 ~C
∂M2
=
∂2~b
∂M2
,
donde
∂2A
∂M2
=

0 0 0 0
Z1i
ρsωM2L
0 0 0
0 0 2e
iδ
M3
0
0 0 2e
iδ
M3
Z1i
ρsωM2L
eik1L
 y
∂2~b
∂M2
=

0
Z1i
ρsωM2L
C2
0
0
 .
A partir de (3.2.4) se obtiene ∂
2 ~C
∂M2
. Se deriva (3.43) con respecto a δ obteniendo
∂2A
∂δ∂M
~C +
∂A
∂M
∂ ~C
∂δ
+
∂A
∂δ
∂ ~C
∂M
+A
∂2 ~C
∂δ∂M
=
∂2~b
∂δ∂M
,
donde
∂2A
∂δ∂M
=

0 0 0 0
0 0 0 0
0 −ie−iδ −i eiδ
M2
0
0 ie−iδ −i eiδ
M2
0
 y
∂2~b
∂δ∂M
=

0
0
0
0
 .
A partir de (3.2.4) se obtiene ∂
2 ~C
∂δ∂M . Se deriva (3.44) con respecto a δ obteniendo
∂2A
∂δ2
~C + 2
∂A
∂δ
∂ ~C
∂δ
+A
∂2 ~C
∂δ2
=
∂2~b
∂δ2
,
donde
∂2A
∂δ2
=

0 0 0 0
0 0 0 0
0 −e−iδM − eiδM 0
0 e−iδM − eiδM 0
 y
∂2~b
∂δ2
=

0
0
0
0
 .
A partir de (3.2.4) se obtiene ∂
2 ~C
∂δ2
. Con todas estas expresiones estamos en condiciones
de calcular el gradiente y el hessiano de ÊRδ, ÎLδ y F̂PDδ. A continuacio´n se detalla
co´mo se han obtenido.
60 3. Problema inverso
Teniendo en cuenta las funciones respuesta R = R̂(δ,M) y T = T̂ (δ,M) a partir
de las expresiones (2.123), (2.124) y (2.125) resulta
∇δ,M ÊRδ = −10|R̂|2 log 10∇δ,M |R̂|
2, (3.45)
∇δ,M ÎLδ = −10|T̂ |2 log 10∇δ,M |T̂ |
2, (3.46)
∇δ,M F̂PDδ = −100
(
∇δ,M |R̂|2 +∇δ,M |T̂ |2
)
, (3.47)
donde ∇δ,M denota el gradiente con respecto a las variables δ y M y
∇δ,M |R̂|2 = 2

Re(Ĉ1)Re
(
∂Ĉ1
∂M
)
+ Im(Ĉ1)Im
(
∂Ĉ1
∂M
)
Re(Ĉ1)Re
(
∂Ĉ1
∂δ
)
+ Im(Ĉ1)Im
(
∂Ĉ1
∂δ
)
 ,
∇δ,M |T̂ |2 = 2

Re(Ĉ8)Re
(
∂Ĉ8
∂M
)
+ Im(Ĉ8)Im
(
∂Ĉ8
∂M
)
Re(Ĉ8)Re
(
∂Ĉ8
∂δ
)
+ Im(Ĉ8)Im
(
∂Ĉ8
∂δ
)
 ,
con Ĉ1 y Ĉ8 las funciones respuesta en te´rminos de δ y M de las amplitudes de la onda
reflejada y transmitida, respectivamente, en la solucio´n del sistema (3.32).
Por otro lado, las expresiones para calcular el hessiano de ÊRδ, ÎLδ y F̂PDδ con
respecto a las variables δ y M son
Hess δ,M (ÊRδ) =
−10
|R̂|4 log 10
(
|R̂|2Hess δ,M (R̂)−∇δ,M |R̂|2
(
∇δ,M |R̂|2
)t)
, (3.48)
Hess δ,M (ÎLδ) =
−10
|T̂ |4 log 10
(
|T̂ |2Hess δ,M (T̂ )−∇δ,M |T̂ |2
(
∇δ,M |T̂ |2
)t)
, (3.49)
Hess δ,M (F̂PDδ) = −100
(
Hess δ,M (R̂) + Hess δ,M (T̂ )
)
, (3.50)
donde Hess δ,M (R̂) y Hess δ,M (T̂ ) son el hessiano de R̂ y T̂ , respectivamente, con
respecto a las variables δ y M .
Por tanto, si consideramos la expresio´n (3.34), para cada frecuencia j = 1, . . . , NER,
se cumple
∇δ,M
(
φj
ER(δ,M)
)
=
signo
(
ER expj − ÊRδ(δj ,Mj , fj)
)
|ÊR exp|
∇δ,M ÊRδj (δ, M, fj),
Hess δ,M
(
φj
ER(δ,M)
)
=
signo
(
ER expj − ÊRδ(δj ,Mj , fj)
)
|ÊR exp|
Hess δ,M ÊRδj (δ, M, fj),
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donde φj
ER es la funcio´n objetivo definida en (3.34) para cada frecuencia fj , con j =
1, . . . , NER.
Si consideramos la expresio´n dada por (3.37), para cada frecuencia fj con j =
1, . . . , NIL, se cumple
∇δ,M
(
φj
IL(δ,M)
)
=
signo
(
IL expj − ÎLδ(δj ,Mj , fj)
)
|ÎL exp|
∇δ,M ÎLδj (δ, M, fj),
Hess δ,M
(
φj
IL(δ,M)
)
=
signo
(
IL expj − ÎLδ(δj ,Mj , fj)
)
|ÎL exp|
Hess δ,M ÎLδj (δ, M, fj),
donde φj
IL es la funcio´n objetivo definida en (3.37), para cada frecuencia fj con j =
1, . . . , NIL.
De forma ana´loga, realizamos el mismo ajuste para el nivel FPD. Si se considera la
expresio´n (3.40), para cada frecuencia fj con j = 1, . . . , NFPD, se cumple
∇δ,M
(
φj
FPD(δ,M)
)
=
signo
(
FPDexpj − F̂PDδ(δj ,Mj , fj)
)
|F̂PDexp|
∇δ,M (F̂PDδj (δ,M, fj)),
Hess δ,M
(
φj
FPD(δ,M)
)
=
signo
(
FPDexpj − F̂PDδ(δj ,Mj , fj)
)
|F̂PDexp|
Hess δ,M (F̂PDδj (δ,M, fj)),
donde φj
FPD es la funcio´n objetivo definida en (3.40), para cada frecuencia fj con
j = 1, . . . , NFPD.
En el ajuste conjunto, se considera (3.42) para cada frecuencia fj con j = 1, . . . , Nfreq.
En este caso conjunto, es fa´cil comprobar que se cumple ∇δ,Mφj = ∇δ,MφjER +
∇δ,Mφj IL +∇δ,MφjFPD y Hess δ,M φj = Hess δ,M φjER +Hess δ,M φj IL +Hess δ,M φjFPD,
donde φj es la funcio´n objetivo definida en (3.42), para cada frecuencia fj con j =
1, . . . , Nfreq. Los gradientes y hessianos calculados se han implementado en diferentes
funciones para posteriormente ser utilizados en el proceso de minimizacio´n del ajuste.
Los resultados nume´ricos obtenidos para el modelo sin placa r´ıgida trabajando con
frecuencias entre 20 y 200 kHz son los mostrados en la Figura 3.11 (para el ajuste
individual) y en la Figura 3.12 (para el ajuste conjunto). En la Tabla 3.5 se muestran los
errores relativos cometidos en cada uno de los ajustes realizados frecuencia a frecuencia,
calculados como se indica en (3.35), (3.38) y (3.41) tanto para los ajustes individuales
como para el ajuste conjunto.
Si tenemos en cuenta los resultados obtenidos en el ajuste conjunto (ve´ase Ta-
bla 3.5), el resultado obtenido para el nivel ER es el menos preciso. Es por este motivo
que se ha descartado su uso y se han considerado solamente los datos de los niveles IL
y FPD para realizar el ajuste en la configuracio´n sin placa r´ıgida. A continuacio´n se
describe este nuevo ajuste.
Se denota por IL expj y FPD
exp
j con j = 1, . . . , Nfreq, a los valores experimentales
obtenidos al medir la pe´rdida por insercio´n y el coeficiente de disipacio´n de potencia,
respectivamente, siendo Nfreq el nu´mero de frecuencias de estudio en que se calculan
los niveles. Estos valores, medidos en el experimento que possee la configuracio´n sin
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Figura 3.11: Representacio´n gra´fica con respecto a la frecuencia, de los niveles ER (arri-
ba derecha), IL (en medio derecha) y FPD (abajo derecha) tanto experimentales (l´ınea
azul discontinua) como nume´ricos (l´ınea roja continua) utilizando las funciones objeti-
vo (3.34), (3.37) y (3.40), en la configuracio´n sin placa. La parte real e imaginaria del
mo´dulo de Young calculados en cada ajuste se muestran en las gra´ficas de la izquierda.
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Figura 3.12: Representacio´n gra´fica con respecto a la frecuencia, de los niveles ER
(arriba a la derecha), IL (abajo a la izquierda) y FPD (abajo a la derecha) tanto
experimentales (l´ınea azul discontinua) como nume´ricos (l´ınea roja continua) utilizando
la funcio´n objetivo mostrada en (3.42) en una configuracio´n sin placa. La parte real
e imaginaria del mo´dulo de Young calculado en el ajuste se muestran en la gra´fica de
arriba a la izquierda.
Errores Ajuste ER Ajuste IL Ajuste FPD Ajuste Conjunto
EER 4.16× 10−10 % 92.02 % 94.81 % 29.44 %
EIL 100 % 3.39× 10−12 % 100.17 % 0.037 %
EFPD 92.74 % 54.55 % 0.15 % 0.39 %
Tabla 3.5: Errores relativos obtenidos en el ajuste de los datos experimentales en la
configuracio´n sin placa, utilizando como variables en el problema de minimizacio´n δ y
M .
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Figura 3.13: Representacio´n gra´fica, con respecto a la frecuencia, de los niveles IL
(arriba a la derecha), FPD (abajo) tanto experimentales (l´ınea azul discontinua) como
nume´ricos (l´ınea roja continua) usando la funcio´n objetivo mostrada en (3.51) en una
configuracio´n sin placa. La parte real e imaginaria del mo´dulo de Young se muestran
en la gra´fica de arriba a la izquierda.
placa han sido obtenidos a partir de las gra´ficas de la Figura 3.1. Se denota por IL anlj
y FPD anlj , a las funciones respuesta definidas de igual modo que en (3.36) y (3.39),
respectivamente. El problema de minimizacio´n viene dado por
(δj ,Mj) = arg mı´n
δ,M>0
φj(δ,M),
donde
φj(δ,M) = φ
ER
j (δ,M) + φ
IL
j (δ,M) + φ
FPD
j (δ,M), (3.51)
para cada j = 1, . . . , Nfreq. Una vez realizado el ajuste, se puede calcular el error relativo
en norma L2, cometido en el ajuste de los niveles IL y FPD utilizando las expresiones
(3.38) y (3.41). Los resultados nume´ricos obtenidos para este nuevo ajuste en el modelo
sin placa r´ıgida trabajando con frecuencias entre 20 y 140 kHz son los mostrados en la
Figura 3.13.
En la Tabla 3.6 se observa que aunque no se consideren los datos experimentales
del nivel ER en el proceso de ajuste, los errores cometidos al utilizar los datos experi-
mentales de los niveles IL y FPD son similares a los obtenidos en el ajuste conjunto de
los niveles ER, IL y FPD. Sin embargo ahora la gra´fica de la parte real y de la parte
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Errores Ajuste con ER Ajuste sin ER
EER 29.44 % 41.64 %
EIL 0.04 % 2.42× 10−10 %
EFPD 0.39 % 2.76 %
Tabla 3.6: Errores relativos obtenidos en el ajuste de los datos experimentales en la
configuracio´n con placa entre el ajuste conjunto con ER y el ajuste conjunto sin ER
imaginaria del mo´dulo de Young tienen cualitativamente un comportamiento similar al
que se observa en otros ajustes con datos experimentales (ve´ase, por ejemplo, el trabajo
[14]).
Si se comparan los errores de la Tabla 3.5 y de la Tabla 3.6 con los obtenidos en
los ajustes anteriores, se aprecia que dichos errores apenas mejoran. Sin embargo, si
observamos las gra´ficas de la parte real y la parte imaginaria del mo´dulo de Young
(ve´anse las Figuras 3.11 y 3.12), vemos que dichas gra´ficas son mucho ma´s suaves que
las obtenidas en el ajuste en donde se consideraban como variables E′ y E′′ en el pro-
blema de minimizacio´n y no se utilizaba la informacio´n del gradiente y el hessiano de
la funcio´n objetivo (ve´anse las Figuras 3.8 y 3.9). De hecho, como ya se ha indicado,
la respuesta en frecuencia del mo´dulo de Young reproduce cualitativamente el compor-
tamiento meca´nico de materiales polime´ricos descrito en el trabajo [14], en el cua´l se
aprecia que tanto la parte real como la parte imaginaria del mo´dulo de Young decrece
ra´pidamente a medida que decrece la frecuencia.
3.3. Ajuste de los coeficientes de viscosidad y elasticidad
de la placa r´ıgida
Para poder realizar el ajuste en la configuracio´n con placa se necesitan los coeficien-
tes de viscosidad y elasticidad asociados al montaje de la placa r´ıgida de acero. Para
calcular dichos coeficientes se han realizado dos ajustes diferentes. En el primero de
ellos, se ha utilizado la parte real e imaginaria del mo´dulo de Young constantes obte-
nidas a partir del ajuste realizado con el nivel de reduccio´n de eco en la configuracio´n
sin placa (3.2). De forma similar a como se ha realizado en los ajustes para la confi-
guracio´n sin placa r´ıgida, en el segundo ajuste se ha tenido en cuenta la informacio´n
del gradiente y del hessiano y se ha utilizado la parte real e imaginaria del mo´dulo de
Young, dependientes de δ y M , obtenidas a partir del ajuste del nivel de reduccio´n de
eco en la configuracio´n sin placa (3.34). A continuacio´n se han detallado cada uno de
los dos ajustes realizados.
3.3.1. Ajuste considerando mo´dulo de Young constante
Se ha considerado el ajuste realizado para calcular la parte real e imaginaria del
mo´dulo de Young constantes, en la configuracio´n sin placa. Teniendo en cuenta el
mo´dulo de Young obtenido, se ha realizado un ajuste en la configuracio´n con placa
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para encontrar el coeficiente de viscosidad y el de elasticidad de la placa, ambos cons-
tantes. Para ello, se denota por ERp
exp
j con j = 1, . . . , NER a los valores experimentales
obtenidos al medir la reduccio´n de eco en la configuracio´n con placa (obtenidos a partir
de la Figura 3.2a), donde NER es el nu´mero de frecuencias de estudio. Del mismo modo,
se denota por ERp
anl
j con j = 1, . . . , NER, a los valores anal´ıticos calculados a partir de
la solucio´n del sistema (2.105), en el cua´l se introduce E = E′− iE′′ y donde los valores
de E′ y E′′ son las constantes obtenidas en el ajuste realizado en la Seccio´n 3.2.1 para
el nivel de reduccio´n de eco en la configuracio´n sin placa (3.2). Se introduce, a partir
del modelo, una funcio´n respuesta
ERp
anl
j = ÊRp(E, s, r, fj),
donde s y r son los coeficientes de viscosidad y elasticidad, respectivamente, asociados
al movimiento de la placa r´ıgida y fj es la frecuencia de trabajo. El problema de ajuste,
en este caso, viene descrito por
(s, r) = arg mı´n
x,y>0
√√√√NER∑
j=1
|ERp expj − ÊRp(E, x, y, fj)|2√√√√NER∑
j=1
|ERp expj |2
.
Los valores obtenidos en este ajuste son s = 6.656×105 kg/ms y r = 9.884×109 kg/m2.
3.3.2. Ajuste con informacio´n de gradiente y hessiano
De forma ana´loga a como se ha procedido en los ajustes sin placa, se ha realizado un
ajuste considerando que las variables del problema de minimizacio´n son δ = Re(kp)L
y M = eIm(kp)L. Se ha utilizado esta misma estrategia de ajuste para encontrar los
valores del coeficiente de viscosidad y de elasticidad de la placa.
El sistema que se resuelve en el caso del problema de propagacio´n en la configuracio´n
con placa viene dado por (ve´ase el sistema (2.105))
1 −1 −1 0
−ρ0c20k1 (2µ+ λ)kp −(2µ+ λ)kp 0
0 e−ikpL eikpL −eik1L
0 −(2µ+ λ)ikpe−ikpL (2µ+ λ)ikpeikpL (−ρ0c20ik1 −mω2 − iωs+ r)eik1L


C1
C3
C4
C8
=

−C2
−ρ0c20k1C2
0
0
 .
(3.52)
A continuacio´n, se reescribe dicho sistema para escribirlo, al igual que hemos hecho
en el caso de la configuracio´n sin placa, en funcio´n de δ = Re(kp)L y M = e
Im(kp)L. Si
introducimos las impedancias caracter´ısticas Z1 = ρ0c0 y Z2 = ρscs = ρs
ω
kp
= ρsωLδ+i logM ,
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el sistema lineal (3.52) se puede reescribir como
1 −1 −1 0
−Z1ω Z2ω −Z2ω 0
0 e−iδM e
iδ
M −eik1L
0 −iZ2ωe−iδM iZ2ω eiδM −iω(Z1 + Zp)eik1L


C1
C3
C4
C8
=

−C2
−Z1ωC2
0
0
 ,
donde Zp es la impedancia meca´nica asociada a la placa r´ıgida, esto es,
Zp = s+ i
(
−ωm+ r
ω
)
.
Dividiendo tanto la segunda fila como la cuarta por ωZ2, se obtiene el sistema a resolver
1 −1 −1 0
−Z1Z2 1 −1 0
0 e−iδM e
iδ
M −eik1L
0 −ie−iδM i eiδM −i
(
Z1+Zp
Z2
)
eik1L


C1
C3
C4
C8
 =

−C2
−Z1Z2C2
0
0
 . (3.53)
Para obtener los resultados nume´ricos se ha utilizado la funcio´n fmincon que busca
el mı´nimo de una funcio´n escalar de varias variables, a partir de un iterante inicial.
Al igual que se ha realizado anteriormente en la configuracio´n sin placa, puesto que
solo existen restricciones lineales sobre las variables y, adema´s, no existen restricciones
de igualdad, se utiliza el algoritmo Trust Region Reflective, basado en el me´todo
interior reflexivo de Newton (ve´anse [7] y [8]) .
A continuacio´n, se detalla el ca´lculo del gradiente y el hessiano de ÊRpδ , ÎLpδ y
F̂PDpδ en el caso de la configuracio´n con placa, para utilizarlos despue´s para calcular
el gradiente y el hessiano de las funciones objetivo usadas en los ajustes.
Si se denota por A~C = ~b al sistema (3.53) y se deriva con respecto a M se obtiene
∂A
∂M
~C +A
∂ ~C
∂M
=
∂~b
∂M
, (3.54)
donde
∂A
∂M
=

0 0 0 0
− Z1iρsωML 0 0 0
0 e−iδ − eiδ
M2
0
0 −ie−iδ − ieiδ
M2
Z1+Zp
ρsωML
eik1L
 y
∂~b
∂M
=

0
− Z1iρsωMLC2
0
0
 .
A partir de (3.54) se ha calculado ∂
~C
∂M . De la misma forma, al derivar A
~C = ~b con
respecto a δ, se obtiene
∂A
∂δ
~C +A
∂ ~C
∂δ
=
∂~b
∂δ
, (3.55)
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donde
∂A
∂δ
=

0 0 0 0
− Z1ρsωL 0 0 0
0 −ie−iδM i eiδM 0
0 −e−iδM − eiδM −iZ1+ZpρsωL eik1L
 y
∂~b
∂δ
=

0
− Z1ρsωC2
0
0
 .
A partir de (3.55) se ha obtenido ∂
~C
∂δ . Si se deriva (3.54) con respecto a M resulta
∂2A
∂M2
~C + 2
∂A
∂M
∂ ~C
∂M
+A
∂2 ~C
∂M2
=
∂2~b
∂M2
,
donde
∂2A
∂M2
=

0 0 0 0
− Z1i
ρsωM2
0 0 0
0 0 2e
iδ
M3
0
0 0 2ie
iδ
M3
− Z1+Zp
ρsωM2L
eik1L
 y
∂2~b
∂M2
=

0
− Z1i
ρsωM2
C2
0
0
 .
A partir de (3.3.2) se ha calculado ∂
2 ~C
∂M2
. Ana´logamente, al derivar (3.54) con respecto
a δ se tiene
∂2A
∂δ∂M
~C +
∂A
∂M
∂ ~C
∂δ
+
∂A
∂δ
∂ ~C
∂M
+A
∂2 ~C
∂δ∂M
=
∂2~b
∂δ∂M
,
donde
∂2A
∂δ∂M
=

0 0 0 0
0 0 0 0
0 −ie−iδ − ieiδ
M2
0
0 −e−iδ eiδ
M2
0
 y
∂2~b
∂δ∂M
=

0
0
0
0
 .
A partir de (3.3.2) se ha calculado ∂
2 ~C
∂δ∂M . De la misma forma, se deriva (3.55) con
respecto a δ obteniendo
∂2A
∂δ2
~C + 2
∂A
∂δ
∂ ~C
∂δ
+A
∂2 ~C
∂δ2
=
∂2~b
∂δ2
,
donde
∂2A
∂δ2
=

0 0 0 0
0 0 0 0
0 −e−iδM − eiδM 0
0 ie−iδM − ieiδM 0
 y
∂2b
∂δ2
=

0
0
0
0
 .
A partir de (3.3.2) se ha obtenido ∂
2 ~C
∂δ2
. Las expresiones para el ca´lculo de ∇δ,M (ÊRpδ),
∇δ,M (ÎLpδ) y ∇δ,M (F̂PDpδ) son ide´nticas a las ya descritas en (3.45)-(3.47) y las expre-
siones para el ca´lculo de Hess δ,M (ÊRpδ), Hess δ,M (ÎLpδ) y Hess δ,M (F̂PDpδ) ide´nticas a
las introducidas en (3.48)-(3.50).
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Figura 3.14: Valores nume´ricos de s (l´ınea continua roja) y r (l´ınea discontinua azul)
obtenidos para las frecuencias entre 20 y 25 kHz en el ajuste con los datos experimentales
de los niveles ER (arriba a la izquierda), IL (arriba a la derecha) y FPD (abajo).
Para realizar el ajuste de los coeficientes de viscosidad y elasticidad de la placa
r´ıgida, se denota por ER exppj con j = 1, . . . , NER a los valores experimentales obtenidos
al medir la reduccio´n de eco en la configuracio´n con placa (obtenidos a partir de la
Figura 3.2a), donde NER es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por ER anlpj con j = 1, . . . , NER, a los valores nume´ricos calculados a partir de
la solucio´n del sistema (3.53), donde se introducen los valores de E′ y E′′ entre 20 y
25 kHz, calculados en la seccio´n 3.2.4, dependientes de la frecuencia y obtenidos en el
ajuste realizado previamente para el nivel de reduccio´n de eco en la configuracio´n sin
placa (3.34).
Se introduce, a partir del modelo matema´tico, una funcio´n respuesta
ER anlpj = ÊRpδ(δ,M, sj , rj , fj),
donde sj y rj son los coeficientes de viscosidad y elasticidad, respectivamente, asociados
al movimiento de la placa r´ıgida para cada frecuencia y fj es la frecuencia de trabajo.
El problema de ajuste se describe como
(sj , rj) = arg mı´n
x, y>0
|ER exppj − ÊRpδ(δ,M, x, y, fj)|
|ER expj |
. (3.56)
Los resultados nume´ricos obtenidos realizando el ajuste (3.56) considerando los
datos experimentales de los niveles ER, IL y FPD se muestran en la Figura 3.14.
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Como se puede observar, los valores de s y r son pra´cticamente constantes para
todas las frecuencias entre 20 y 25 kHz en las tres gra´ficas (en realidad, en el ajuste
del nivel ER y FPD son constantes). Como se puede apreciar en (2.125), el coeficiente
de disipacio´n de potencia contiene informacio´n tanto del nivel ER como del IL. Es
por ello que se han elegido los valores de los coeficientes de viscosidad y elasticidad
constantes resultantes del ajuste del nivel FPD, es decir, s = 6.656 × 105 kg/ms y
r = 9.883× 109 kg/m2.
3.4. Ajuste del mo´dulo de Young en la configuracio´n con
placa
Una vez que se han encontrado los valores de s y r asociados al movimiento de
la placa r´ıgida, se van a realizar una serie de ajustes en la configuracio´n con placa,
teniendo en cuenta distintas suposiciones sobre la parte real y la parte imaginaria del
mo´dulo de Young.
3.4.1. Ajuste considerando E ′ y E ′′ constantes
Se ha realizado un primer ajuste en el que se considerara´ que la parte real y la parte
imaginaria del mo´dulo de Young, E′ y E′′ respectivamente, son constantes.
Nivel de reduccio´n de eco
Se denota por ER exppj con j = 1, . . . , NER a los valores experimentales obtenidos
al medir la reduccio´n de eco en la configuracio´n con placa (obtenidos a partir de la
Figura 3.2a), donde NER es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por ER anlpj con j = 1, . . . , NER, a los valores nume´ricos calculados a partir de la
solucio´n del sistema (2.120). Se introduce, a partir del modelo, una funcio´n respuesta
ER anlpj = ÊRp(E, s, r, fj), (3.57)
donde E = E′− iE′′ y fj es la frecuencia de trabajo. As´ı, el problema de minimizacio´n
en este caso viene dado por
(E′, E′′) = arg mı´n
x, y>0
√√√√NER∑
j=1
|ER exppj − ÊRp(x− iy, s, r, fj)|2√√√√NER∑
j=1
|ER exppj |2
. (3.58)
Una vez realizado el ajuste, se puede calcular el error relativo cometido en norma L2
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con la siguiente expresio´n:
EER = 100×
√√√√NER∑
j=1
|ER exppj − ÊRp(E′ − iE′′, s, r, fj)|2√√√√NER∑
j=1
|ER exppj |2
. (3.59)
Nivel de pe´rdida por insercio´n
Se denota por IL exppj con j = 1, . . . , NIL a los valores experimentales obtenidos al
medir la pe´rdida por insercio´n en la configuracio´n con placa (obtenidos a partir de la
Figura 3.2b), donde NIL es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por IL anlj con j = 1, . . . , NIL, a los valores nume´ricos calculados a partir de la
solucio´n del sistema (2.105). Se introduce, a partir del modelo, una funcio´n respuesta
IL anlpj = ÎLp(E, s, r, fj), (3.60)
donde el mo´dulo de Young es E = E′ − iE′′ y fj es la frecuencia de trabajo. De este
modo, el problema de ajuste se describe como
(E′, E′′) = arg mı´n
x, y>0
√√√√NIL∑
j=1
|IL exppj − ÎLp(x− iy, s, r, fj)|2√√√√NIL∑
j=1
|IL exppj |2
. (3.61)
Con este ajuste realizado, se puede calcular el error relativo cometido en norma L2 del
siguiente modo:
EIL = 100×
√√√√NIL∑
j=1
|IL exppj − ÎLp(E′ − iE′′, s, r, fj)|2√√√√NIL∑
j=1
|IL exppj |2
. (3.62)
Coeficiente de disipacio´n de potencia
Se denota por FPD exppj con j = 1, . . . , NFPD a los valores experimentales obtenidos al
medir el coeficiente de disipacio´n de potencia en la configuracio´n con placa (obtenidos a
partir de la Figura 3.2c), donde NFPD es el nu´mero de frecuencias de estudio. Del mismo
modo, se denota por FPD anlpj con j = 1, . . . , NFPD, a los valores nume´ricos calculados a
partir de la solucio´n del sistema (2.105). Se introduce, a partir del modelo, una funcio´n
respuesta
FPD anlpj = F̂PDp(E, s, r, fj), (3.63)
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donde el mo´dulo de Young es E = E′ − iE′′ y fj es la frecuencia de trabajo. De este
modo, el problema de ajuste se describe como
(E′, E′′) = arg mı´n
x, y>0
√√√√NFPD∑
j=1
|FPD exppj − F̂PDp(x− iy, s, r, fj)|2√√√√NFPD∑
j=1
|FPD exppj |2
. (3.64)
Una vez realizado el ajuste, se puede calcular el error relativo cometido en norma L2
utilizando la siguiente expresio´n:
EFPD = 100×
√√√√NFPD∑
j=1
|FPD exppj − F̂PDp(E′ − iE′′, s, r, fj)|2√√√√NFPD∑
j=1
|FPD exppj |2
. (3.65)
Ajuste conjunto
Se denota por ER exppj , IL
exp
pj y FPD
exp
pj con j = 1, . . . , Nfreq a los valores experi-
mentales obtenidos al medir el nivel de reduccio´n de eco, la pe´rdida por insercio´n y
el coeficiente de disipacio´n de potencia, respectivamente, en la configuracio´n con placa
(obtenidos a partir de la Figura 3.2), donde Nfreq es el nu´mero de frecuencias de estudio
en que se calculan los niveles. Se denota por ER anlpj , IL
anl
pj y FPD
anl
pj , a las funciones
respuesta definidas en (3.57), (3.60) y (3.63), respectivamente. El problema de ajuste
viene dado por
(E′, E′′) = arg mı´n
x, y>0

√√√√√Nfreq∑
j=1
|ER exppj − ÊRp(x− iy, s, r, fj)|2√√√√√Nfreq∑
j=1
|ER exppj |2
+
√√√√√Nfreq∑
j=1
|IL exppj − ÎLp(x− iy, s, r, fj)|2√√√√√Nfreq∑
j=1
|IL exppj |2
+
√√√√√Nfreq∑
j=1
|FPD exppj − F̂PDp(x− iy, s, r, fj)|2√√√√√Nfreq∑
j=1
|FPD exppj |2

.
(3.66)
Una vez realizado el ajuste, se puede calcular el error relativo cometido en norma L2,
para cada uno de los niveles utilizando las expresiones (3.59), (3.62) y (3.65).
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Figura 3.15: Representacio´n gra´fica con respecto a la frecuencia de los niveles ER (arriba
a la izquierda), IL (arriba a la derecha) y FPD (abajo) tanto experimentales (l´ınea azul
discontinua) como nume´ricos (l´ınea roja continua) usando las funciones objetivo (3.58),
(3.61) y (3.64), en una configuracio´n con placa r´ıgida y asumiendo que el mo´dulo de
Young es complejo y constante.
Los resultados del ajuste para el modelo con placa r´ıgida de acero trabajando con
frecuencias entre 1 y 25 kHz son los mostrados en la Figura 3.15 para los ajustes indivi-
duales, utilizando las funciones objetivo (3.58), (3.61) y (3.64) y en la Figura 3.16 para
el ajuste conjunto, utilizando la funcio´n objetivo (3.66). Los valores tanto de la parte
real como de la imaginaria del mo´dulo de Young, as´ı como el error relativo cometido
en cada ajuste esta´ mostrado en la Tabla 3.7.
Como se puede observar en la Tabla 3.7, el error cometido al ajustar los datos
experimentales del nivel ER tanto en el ajuste individual como en el ajuste conjunto,
es aproximadamente del 27 %, por lo que para mejorar el error cometido al realizar el
ajuste debemos realizar otra suposicio´n sobre la parte real e imaginaria del mo´dulo de
Young.
Ajuste considerando el mo´dulo de Young como funcio´n lineal de la frecuencia
Con el objetivo de mejorar los resultados obtenidos suponiendo que el mo´dulo de
Young es constante, en lo que sigue se ha considerado que la parte imaginaria del mo´dulo
de Young de la plancha de pol´ımeros se puede escribir como una funcio´n lineal de la
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Figura 3.16: Representacio´n gra´fica con respecto a la frecuencia de los niveles ER (arriba
a la izquierda), IL (arriba a la derecha) y FPD (abajo) tanto experimentales (l´ınea azul
discontinua) como nume´ricos (l´ınea roja continua) usando la funcio´n objetivo (3.66)
en una configuracio´n con placa, asumiendo que el mo´dulo de Young es complejo y
constante.
ER IL FPD Conjunto
E′ 8.902× 107 2.105× 108 1.385× 108 8.697× 107
E′′ 2.364× 107 1× 108 5.857× 107 2.257× 107
EER 27.55 % 45.47 % 29.8 % 27.38 %
EIL 6.97 % 4.46 % 10.7 % 3.08 %
EFPD 96.92 % 96.62 % 1.50 % 2.59 %
Tabla 3.7: Parte real e imaginaria del mo´dulo de Young y errores cometidos en el ajuste
de los datos experimentales en la configuracio´n con placa asumiendo que el mo´dulo de
Young es constante y errores cometidos en los ajustes.
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frecuencia. Ma´s concretamente, siguiendo el modelo propuesto en [20], escribiremos el
mo´dulo de Young de la plancha de pol´ımeros como
E = E′ − iωE′′,
donde E′ y E′′ continu´an siendo asumidas constantes.
Nivel de reduccio´n de eco
Se denota por ER exppj con j = 1, . . . , NER a los valores experimentales obtenidos
al medir la reduccio´n de eco en la configuracio´n con placa (obtenidos a partir de la
Figura 3.2a), donde NER es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por ER anlpj con j = 1, . . . , NER, a los valores anal´ıticos calculados a partir de la
solucio´n del sistema (2.105). Se introduce, a partir del modelo, una funcio´n respuesta
ER anlpj = ÊRp(E, s, r, fj), (3.67)
donde E = E′ − i2pifjE′′ y fj es la frecuencia de trabajo. El problema de ajuste viene
dado por
(E′, E′′) = arg mı´n
x, y>0
√√√√NER∑
j=1
|ER exppj − ÊRp(x− i2pifjy, s, r, fj)|2√√√√NER∑
j=1
|ER exppj |2
. (3.68)
Una vez realizado el ajuste, se puede calcular el error relativo cometido en norma L2
utilizando la siguiente expresio´n:
EER = 100×
√√√√NER∑
j=1
|ER exppj − ÊRp(E′ − i2pifjE′′, s, r, fj)|2√√√√NER∑
j=1
|ER exppj |2
. (3.69)
Nivel de pe´rdida por insercio´n
Se denota por IL exppj con j = 1, . . . , NIL a los valores experimentales obtenidos al
medir la pe´rdida por insercio´n en la configuracio´n con placa (obtenidos a partir de la
Figura 3.2b), donde NIL es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por IL anlpj con j = 1, . . . , NIL, a los valores anal´ıticos calculados a partir de la
solucio´n del sistema (2.105). Se introduce, a partir del modelo, una funcio´n respuesta
IL anlpj = ÎLp(E, s, r, fj), (3.70)
donde el mo´dulo de Young es E = E′ − i2pifjE′′ y fj es la frecuencia de trabajo. El
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problema de minimizacio´n viene dado por
(E′, E′′) = arg mı´n
x, y>0
√√√√NIL∑
j=1
|IL exppj − ÎLp(x− i2pifjy, s, r, fj)|2√√√√NIL∑
j=1
|IL exppj |2
. (3.71)
Con este ajuste realizado, se puede calcular el error relativo cometido en norma L2 del
siguiente modo:
EIL = 100×
√√√√NIL∑
j=1
|IL exppj − ÎLp(E′ − i2pifjE′′, s, r, fj)|2√√√√NIL∑
j=1
|IL exppj |2
. (3.72)
Coeficiente de disipacio´n de potencia
Se denota por FPD exppj con j = 1, . . . , NFPD a los valores experimentales obtenidos al
medir el coeficiente de disipacio´n de potencia en la configuracio´n sin placa (obtenidos a
partir de la Figura 3.2c), donde NFPD es el nu´mero de frecuencias de estudio. Del mismo
modo, se denota por FPD anlpj con j = 1, . . . , NFPD, a los valores anal´ıticos calculados a
partir de la solucio´n del sistema (2.105). Se introduce, a partir del modelo, una funcio´n
respuesta
FPD anlpj = F̂PDp(E, s, r, fj), (3.73)
donde el mo´dulo de Young es E = E′ − i2pifjE′′ y fj es la frecuencia de trabajo. El
problema de ajuste viene descrito por
(E′, E′′) = arg mı´n
x, y>0
√√√√NFPD∑
j=1
|FPD exppj − F̂PDp(x− i2pifjy, s, r, fj)|2√√√√NFPD∑
j=1
|FPD exppj |2
. (3.74)
Una vez realizado el ajuste, se puede calcular el error relativo cometido en norma L2
utilizando la siguiente expresio´n:
EFPD = 100×
√√√√NFPD∑
j=1
|FPD exppj − F̂PDp(E′ − i2pifjE′′, s, r, fj)|2√√√√NFPD∑
j=1
|FPD exppj |2
. (3.75)
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Ajuste conjunto
Se denota por ER exppj , IL
exp
pj y FPD
exp
pj con j = 1, . . . , Nfreq a los valores experi-
mentales obtenidos al medir el nivel de reduccio´n de eco, la pe´rdida por insercio´n y
el coeficiente de disipacio´n de potencia, respectivamente, en la configuracio´n con placa
(obtenidos a partir de las tres gra´ficas de la Figura 3.2), donde Nfreq es el nu´mero
de frecuencias de estudio en que se calculan los niveles. Se denota por ER anlpj , IL
anl
pj y
FPD anlpj a las funciones respuesta dadas por (3.67), (3.70) y (3.73), respectivamente. El
problema de ajuste viene dado, en este caso, por
(E′, E′′) = arg mı´n
x, y>0

√√√√Nfreq∑
j=1
|ER exppj − ÊRp(x− i2pifjy, s, r, fj)|2√√√√Nfreq∑
j=1
|ER exppj |2
+
√√√√Nfreq∑
j=1
|IL exppj − ÎLp(x− i2pifjy, s, r, fj)|2√√√√Nfreq∑
j=1
|IL exppj |2
+
√√√√Nfreq∑
j=1
|FPD exppj − F̂PDp(x− i2pifjy, s, r, fj)|2√√√√Nfreq∑
j=1
|FPD exppj |2
 .
(3.76)
Una vez realizado el ajuste, se puede calcular el error relativo cometido en norma L2,
para cada uno de los niveles utilizando las expresiones (3.69), (3.72) y (3.75).
Los resultados del ajuste para el modelo con placa r´ıgida trabajando con frecuencias
entre 1 y 25 kHz son los mostrados en la Figura 3.17 para los ajustes individuales (ve´anse
las funciones objetivo (3.68), (3.71) y (3.74)) y en la Figura 3.18 para el ajuste conjunto
(ve´ase la funcio´n objetivo en (3.76)).
La Tabla 3.8 muestra en las primeras filas los valores tanto de la parte real E′ como
de la imaginaria E′′ del mo´dulo de Young, calculados como se indica en (3.68), (3.71)
y (3.74) (para los ajustes individuales) y, en (3.76) (para el ajuste conjunto). Adema´s,
esta tabla tambie´n muestra el error relativo cometido en cada ajuste, calculado como se
indica en (3.69), (3.72) y (3.75) tanto para los ajustes individuales como para el ajuste
conjunto.
Como se observa en la Tabla 3.8 el error cometido en el ajuste individual a partir
de los datos experimentales del nivel ER es aproximadamente del 32 % y en el ajuste
conjunto el error EER es aproximadamente del 34 %, es decir, los errores cometidos al
considerar que el mo´dulo de Young es una funcio´n lineal de la frecuencia son superiores
a los cometidos considerando tanto la parte real como la parte imaginaria del mo´dulo
de Young constantes (ve´ase la Tabla 3.7). Es por este motivo por el que se concluye
que este ajuste no mejora el realizado en la seccio´n anterior.
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Figura 3.17: Representacio´n gra´fica con respecto a la frecuencia de los niveles ER (arri-
ba a la izquierda), IL (arriba a la derecha) y FPD (abajo) tanto experimentales (l´ınea
azul discontinua) como nume´ricos (l´ınea roja continua) utilizando las funciones obje-
tivo (3.68), (3.71) y (3.74), en una configuracio´n con placa, asumiendo que la parte
imaginaria del mo´dulo de Young es una funcio´n lineal de la frecuencia.
ER IL FPD Conjunto
E′ 1.353× 108 6.428× 108 5.722× 107 1.322× 108
E′′ 4.431× 102 8.697× 103 3.352× 102 4.132× 102
EER 32.28 % 76.42 % 45.31 % 34.10 %
EIL 17.29 % 3.39 % 105.57 % 16.52 %
EFPD 97.59 % 97.39 % 3.32 % 12.69 %
Tabla 3.8: Parte real e imaginaria del mo´dulo de Young y errores cometidos en el
ajuste de los datos experimentales en la configuracio´n con placa asumiendo que la
parte imaginaria del mo´dulo de Young es una funcio´n lineal de la frecuencia.
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Figura 3.18: Representacio´n gra´fica con respecto a la frecuencia de los niveles ER (arriba
a la izquierda), IL (arriba a la derecha) y FPD (abajo) tanto experimentales (l´ınea azul
discontinua) como nume´ricos (l´ınea roja continua) utilizando la funcio´n objetivo (3.66)
en una configuracio´n con placa, asumiendo que el mo´dulo de Young es una funcio´n
lineal de la frecuencia.
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3.4.2. Ajuste considerando el mo´dulo de Young gobernado por una
funcio´n arbitraria que depende de la frecuencia
A la vista de los resultados obtenidos con los modelos ma´s simples, se ha supuesto
que el mo´dulo de Young esta´ gobernado por una funcio´n arbitraria que depende de la
frecuencia angular, es decir, en el proceso de ajuste se buscan Ê′(ω) y Ê′′(ω) tal y como
se indica a continuacio´n.
Nivel de reduccio´n de eco
Se denota por ER exppj con j = 1, . . . , NER a los valores experimentales obtenidos
al medir la reduccio´n de eco en la configuracio´n con placa (obtenidos a partir de la
Figura 3.2a), donde NER es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por ER anlpj con j = 1, . . . , NER, a los valores anal´ıticos calculados a partir de la
solucio´n del sistema (2.105). Se introduce, a partir del modelo, una funcio´n respuesta
ER anlpj = ÊRp(Ej , s, r, fj), (3.77)
donde Ej = E
′
j − iE′′j = Ê′(2pifj) − iÊ′′(2pifj) y fj es la frecuencia de trabajo. El
problema de ajuste esta´ descrito por
(E′j , E
′′
j ) = arg mı´n
x, y>0
|ER exppj − ÊRp(x− iy, s, r, fj)|
|ER exppj |
(3.78)
para cada j = 1, . . . , NER. Una vez realizado el ajuste, se puede calcular el error relativo
cometido en norma L2 utilizando la siguiente expresio´n:
EER = 100×
√√√√NER∑
j=1
|ER exppj − ÊRp(E′j − iE′′j , s, r, fj)|2√√√√NER∑
j=1
|ER exppj |2
. (3.79)
Nivel de pe´rdida por insercio´n
Se denota por IL exppj con j = 1, . . . , NIL a los valores experimentales obtenidos al
medir la pe´rdida por insercio´n en la configuracio´n sin placa (obtenidos a partir de la
Figura 3.2b), donde NIL es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por IL anlpj con j = 1, . . . , NIL, a los valores anal´ıticos calculados a partir de la
solucio´n del sistema (2.105). Se introduce, a partir del modelo, una funcio´n respuesta
IL anlpj = ÎLp(Ej , s, r, fj), (3.80)
donde el mo´dulo de Young es Ej = E
′
j−iE′′j = Ê′(2pifj)−iÊ′′(2pifj) y fj es la frecuencia
de trabajo. El problema de minimizacio´n viene dado por
(E′j , E
′′
j ) = arg mı´n
x, y>0
|IL exppj − ÎLp(x− iy, s, r, fj)|
|IL exppj |
, (3.81)
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para cada j = 1, . . . , NIL. Realizado este ajuste, se puede calcular el error relativo
cometido en norma L2 utilizando la siguiente expresio´n
EIL = 100×
√√√√NIL∑
j=1
|IL exppj − ÎLp(E′j − iE′′j , s, r, fj)|2√√√√NIL∑
j=1
|IL exppj |2
. (3.82)
Coeficiente de disipacio´n de potencia
Se denota por FPD exppj con j = 1, . . . , NFPD a los valores experimentales obtenidos al
medir el coeficiente de disipacio´n de potencia en la configuracio´n sin placa (obtenidos a
partir de la Figura 3.2c), donde NFPD es el nu´mero de frecuencias de estudio. Del mismo
modo, se denota por FPD anlpj con j = 1, . . . , NFPD, a los valores anal´ıticos calculados a
partir de la solucio´n del sistema (2.105). Se introduce, a partir del modelo, una funcio´n
respuesta
FPD anlpj = F̂PDp(Ej , s, r, fj), (3.83)
donde el mo´dulo de Young es Ej = E
′
j−iE′′j = Ê′(2pifj)−iÊ′′(2pifj) y fj es la frecuencia
de trabajo. El problema de ajuste viene dado por
(E′j , E
′′
j ) = arg mı´n
x, y>0
|FPD exppj − F̂PDp(x− iy, s, r, fj)|
|FPD exppj |
, (3.84)
para cada j = 1, . . . , NFPD. Realizado este ajuste, se puede calcular el error relativo
cometido en norma L2 utilizando la siguiente expresio´n:
EFPD = 100×
√√√√NFPD∑
j=1
|FPD exppj − F̂PDp(E′j − iE′′j , s, r, fj)|2√√√√NFPD∑
j=1
|FPD exppj |2
. (3.85)
Ajuste conjunto
Se denota por ER exppj , IL
exp
pj y FPD
exp
pj con j = 1, . . . , Nfreq a los valores experi-
mentales obtenidos al medir el nivel de reduccio´n de eco, la pe´rdida por insercio´n y
el coeficiente de disipacio´n de potencia, respectivamente, en la configuracio´n sin placa
(obtenidos a partir de las tres gra´ficas de la Figura 3.2), donde Nfreq es el nu´mero
de frecuencias de estudio en que se calculan los niveles. Se denota por ER anlpj , IL
anl
pj y
FPD anlpj , a las funciones respuesta definidas en (3.77), (3.80) y (3.83), respectivamente.
El problema de ajuste se describe por
(E′j , E
′′
j ) = arg mı´n
x, y>0
( |ER exppj − ÊRp(x− iy, s, r, fj)|
|ER exppj |
+
|IL exppj − ÎLp(x− iy, s, r, fj)|
|IL exppj |
+
|FPD exppj − F̂PDp(x− iy, s, r, fj)|
|FPD exppj |
)
, (3.86)
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Errores ER IL FPD Conjunto
EER 0.20 % 61.88 % 42.67 % 0.95 %
EIL 44.27 % 1.41 % 93.22 % 2.25 %
EFPD 97.58 % 97.49 % 0.11 % 3.81 %
Tabla 3.9: Errores relativos del ajuste de los datos experimentales en la configuracio´n
con placa r´ıgida, asumiendo que el mo´dulo de Young depende de la frecuencia.
para cada j = 1, . . . , Nfreq. Una vez realizado el ajuste, se puede calcular el error relativo
cometido en norma L2, para cada uno de los niveles utilizando las expresiones (3.79),
(3.82) y (3.85).
Los resultados nume´ricos del ajuste para el modelo con placa r´ıgida de acero, tra-
bajando con frecuencias entre 1 y 25 kHz se muestran en las Figuras 3.19 para el ajuste
individual y 3.20 para el ajuste conjunto. Los errores relativos cometidos en cada ajuste
esta´n mostrados en la Tabla 3.9.
En las Figuras 3.19 y 3.20 se puede observar que, aunque los errores tanto para el
ajuste individual como para el ajuste conjunto son todos inferiores al 2 %, en el ajuste
individual de FPD, la parte real del mo´dulo de Young es mayor que la imaginaria. Sin
embargo, es habitual que la parte real del mo´dulo de Young sea, al menos, un orden de
magnitud mayor que la parte imaginaria (ve´ase [14]), lo cual lleva a pensar que el ajuste
frecuencia a frecuencia no es lo suficientemente preciso. Adema´s las gra´ficas tanto de la
parte real como de la imaginaria del mo´dulo de Young tienen muchas oscilaciones (en
varios o´rdenes de magnitud). Como consecuencia, se realizara´ un nuevo ajuste, para
tratar de obtener comportamientos ma´s suaves en la respuesta en frecuencia del mo´dulo
de Young.
Ajuste con informacio´n de gradiente y hessiano
A medida que se han realizado los distintos ajustes en los cua´les las inco´gnitas son
la parte real y la parte imaginaria del mo´dulo de Young, se ha observado que ligeros
cambios en los iterantes iniciales del algoritmo de optimizacio´n utilizados al realizar el
ajuste producen resultados muy diferentes. En esta seccio´n se ha utilizado la reescri-
tura del sistema de propagacio´n acu´stica en la configuracio´n con placa r´ıgida (2.105)
mediante las variables δ y M , con lo que se obtiene (3.53), que ya esta´ reescrito en fun-
cio´n de δ = Re(kp)L y M = e
Im(kp)L. A partir de este nuevo sistema lineal se realiza el
nuevo ajuste. A continuacio´n se describen las funciones objetivo de estos nuevos ajustes.
Nivel de reduccio´n de eco
Se denota por ER exppj con j = 1, . . . , NER a los valores experimentales obtenidos
al medir la reduccio´n de eco en la configuracio´n con placa (obtenidos a partir de la
Figura 3.2a), donde NER es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por ER anlpj con j = 1, . . . , NER, a los valores anal´ıticos calculados a partir de la
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Figura 3.19: Representacio´n gra´fica con respecto a la frecuencia de los niveles ER (arri-
ba a la derecha), IL (en medio a la derecha) y FPD (abajo a la derecha) tanto ex-
perimentales (l´ınea azul discontinua) como nume´ricos (l´ınea roja continua) utilizando
las funciones objetivo (3.78), (3.81) y (3.84), en una configuracio´n con placa, asumien-
do que el mo´dulo de Young esta´ gobernado por una funcio´n arbitraria que depende
de la frecuencia, cuya parte real y parte imaginaria se muestran en las gra´ficas de la
izquierda.
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Figura 3.20: Representacio´n gra´fica con respecto a la frecuencia de los niveles ER (arriba
a la derecha), IL (abajo a la izquierda) y FPD (abajo a la derecha) tanto experimentales
(l´ınea azul discontinua) como nume´ricos (l´ınea roja continua) utilizando la funcio´n
objetivo (3.86) en una configuracio´n con placa, asumiendo que el mo´dulo de Young
esta´ gobernado por una funcio´n arbitraria que depende de la frecuencia, cuya parte
real y parte imaginaria se muestran en la gra´fica de arriba a la izquierda.
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solucio´n del sistema (3.53). Se introduce, a partir del modelo, una funcio´n respuesta
ER anlpj = ÊRpδ(δj ,Mj , s, r, fj),
donde δj = Re
(
2pifj
cp
)
L, Mj = e
Im
(
2pifj
cp
)
L
y fj es la frecuencia de trabajo. El problema
de minimizacio´n viene dado por
(δj ,Mj) = arg mı´n
δ,M>0
φERpj (δ,M),
donde
φERpj (δ,M) =
|ER exppj − ÊRδ(δ,M, s, r, fj)|
|ER exppj |
, (3.87)
para cada j = 1, . . . , NER.
Una vez realizado el ajuste, se puede calcular el error relativo cometido en norma
L2 utilizando la siguiente expresio´n:
EER = 100×
√√√√NER∑
j=1
|ER exppj − ÊRpδ(δj ,Mj , s, r, fj)|2√√√√NER∑
j=1
|ER exppj |2
. (3.88)
Nivel de pe´rdida por insercio´n
Se denota por IL exppj con j = 1, . . . , NIL a los valores experimentales obtenidos al
medir la pe´rdida por insercio´n en la configuracio´n con placa (obtenidos a partir de la
Figura 3.2b), donde NIL es el nu´mero de frecuencias de estudio. Del mismo modo, se
denota por IL anlpj con j = 1, . . . , NIL, a los valores anal´ıticos calculados a partir de la
solucio´n del sistema (3.53). Se introduce, a partir del modelo, una funcio´n respuesta
IL anlpj = ÎLpδ(δj ,Mj , s, k, fj), (3.89)
donde δj = Re
(
2pifj
cp
)
L, Mj = e
Im
(
2pifj
cp
)
L
y fj es la frecuencia de trabajo. El problema
de ajuste viene dado por
(δj ,Mj) = arg mı´n
δ,M>0
φILpj (δ,M),
donde
φILpj (δ,M) =
|IL exppj − ÎLpδ(δ,M, s, r, fj)|
|IL exppj |
, (3.90)
para cada j = 1, . . . , NIL.
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Una vez realizado el ajuste, se puede calcular el error relativo cometido en norma
L2 utilizando la siguiente expresio´n:
EIL = 100×
√√√√NIL∑
j=1
|IL exppj − ÎLpδ(δj ,Mj , s, r, fj)|2√√√√NIL∑
j=1
|IL exppj |2
. (3.91)
Coeficiente de disipacio´n de potencia
Se denota por FPD exppj con j = 1, . . . , NFPD a los valores experimentales obtenidos al
medir el coeficiente de disipacio´n de potencia en la configuracio´n con placa (obtenidos a
partir de la Figura 3.2c), donde NFPD es el nu´mero de frecuencias de estudio. Del mismo
modo, se denota por FPD anlpj con j = 1, . . . , NFPD, a los valores anal´ıticos calculados a
partir de la solucio´n del sistema (3.53). Se introduce, a partir del modelo, una funcio´n
respuesta
FPD anlpj = F̂PDpδ(δj ,Mj , s, r, fj), (3.92)
donde δj = Re
(
2pifj
cp
)
L, Mj = e
Im
(
2pifj
cp
)
L
y fj es la frecuencia de trabajo. El problema
de ajuste esta´ descrito por
(δj ,Mj) = arg mı´n
δ,M>0
φFPDpj (δ,M),
donde
φFPDpj (δ,M) =
|FPD exppj − F̂PDpδ(δ,M, s, r, fj)|
|FPD exppj |
, (3.93)
para cada j = 1, . . . , NFPD.
Realizado este ajuste, se puede calcular el error relativo cometido en norma L2
utilizando la siguiente expresio´n:
EFPD = 100×
√√√√NFPD∑
j=1
|FPD exppj − F̂PDpδ(δj ,Mj , s, r, fj)|2√√√√NFPD∑
j=1
|FPD exppj |2
. (3.94)
Ajuste conjunto sin ER
Al igual que en la configuracio´n sin placa, se ha realizado un ajuste conjunto en el
que se consideran solo los datos de los niveles IL y FPD. Se denota por IL exppj y FPD
exp
pj
con j = 1, . . . , Nfreq a los valores experimentales obtenidos al medir la pe´rdida por
insercio´n y el coeficiente de disipacio´n de potencia, respectivamente, en la configuracio´n
con placa (obtenidos a partir de las gra´ficas de la Figura 3.2), donde Nfreq es el nu´mero
de frecuencias de estudio en que se calculan los niveles. Se denota por IL anlpj y FPD
anl
pj ,
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Errores ER IL FPD Conjunto sin ER
EER 6.57× 10−10 % 95.56 % 20.05 % 31.54 %
EIL 55.51 % 1.57 % 82.48 % 0.29 %
EFPD 94.24 % 98.46 % 1.67 % 1.75 %
Tabla 3.10: Errores relativos obtenidos en el ajuste de los datos experimentales en
la configuracio´n con placa r´ıgida utilizando como variables M y δ en el problema de
minimizacio´n, tanto para los ajustes individuales como para el ajuste conjunto sin tener
en cuenta el nivel ER.
a las funciones respuesta descritas en (3.89) y (3.92), respectivamente. El problema de
minimizacio´n viene dado por
(δj ,Mj) = arg mı´n
δ,M>0
φpj (δ,M),
donde
φpj (δ,M) = φ
IL
pj (δ,M) + φ
FPD
pj (δ,M), (3.95)
para cada j = 1, . . . , Nfreq. Una vez realizado el ajuste, se puede calcular el error relativo
cometido en norma L2, para cada uno de los niveles, utilizando las expresiones (3.91)
y (3.94).
Los resultados nume´ricos obtenidos para el modelo con placa r´ıgida trabajando
con frecuencias entre 1 y 25 kHz son los mostrados en la Figura 3.21 para cada uno
de los ajustes individuales y en la Figura 3.22 para el ajuste conjunto sin ER. En
la Tabla 3.10 se muestran los errores relativos cometidos en cada uno de los ajustes
realizados frecuencia a frecuencia, calculados como se indica en (3.91) y (3.94), tanto
para los ajustes individuales como para el ajuste conjunto sin tener en cuenta los datos
experimentales del nivel ER. Como se puede observar en la Tabla 3.10, los errores
cometidos en el ajuste individual de los datos experimentales de ER, IL y FPD as´ı como
en el ajuste conjunto sin considerar el nivel ER son inferiores al 2 %, por lo que se puede
afirmar que el ajuste es el ma´s preciso entre todos los realizados. Adema´s, tanto en las
gra´ficas del ajuste individual (ve´ase la Figura 3.21) como en las del ajuste conjunto sin
tener en cuenta el nivel ER (ve´ase la Figura 3.22) se observa que la parte real del mo´dulo
de Young tiene al menos un orden de magnitud ma´s que la parte imaginaria (dicha
hipo´tesis se verifica en los materiales polime´ricos, como puede verse en [9]). Del mismo
modo, se observa que la monoton´ıa tanto de E′ como de E′′ tiene un comportamiento
similar al mostrado en [14] para los pol´ımeros. Es por esto que los resultados obtenidos
en estos u´ltimos ajustes van a ser los utilizados en la u´ltima parte del Trabajo para
realizar la simulacio´n nume´rica con elementos finitos.
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Figura 3.21: Representacio´n gra´fica, con respecto a la frecuencia, de los niveles ER
(arriba derecha), IL (en medio derecha) y FPD (abajo derecha) tanto experimentales
(l´ınea azul discontinua) como nume´ricos (l´ınea roja continua) utilizando las funciones
objetivo (3.87), (3.90) y (3.93), en una configuracio´n con placa. La parte real e imagi-
naria del mo´dulo de Young calculados en cada ajuste se muestran en las gra´ficas de la
izquierda.
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Figura 3.22: Representacio´n gra´fica, con respecto a la frecuencia, de los niveles IL
(arriba a la derecha) y FPD (abajo) tanto experimentales (l´ınea azul discontinua) como
nume´ricos (l´ınea roja continua) utilizando la funcio´n objetivo mostrada en (3.95) en una
configuracio´n con placa. La parte real e imaginaria del mo´dulo de Young se muestran
en la gra´fica de arriba a la izquierda.
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Figura 3.23: Parte real E′ e imaginaria E′′ del mo´dulo de Young obtenidos a partir del
ajuste con los datos experimentales del nivel ER medidos a 20◦C y a distintas presiones
hidrosta´ticas (0.1 MPa, 0.7 MPa, 1 MPa, 1.4 MPa y 2.8 MPa)
3.5. Comportamiento del mo´dulo de Young frente a la
presio´n hidrosta´tica
En la hoja de especificaciones del material AptFlex SF5048 tambie´n se proporciona
la respuesta en frecuencia de los niveles de reduccio´n de eco y pe´rdida por insercio´n y del
coeficiente de disipacio´n de potencia para distintas presiones hidrosta´ticas, trabajando
en un rango de frecuencias de 1 a 50 kHz para la configuracio´n con placa r´ıgica (ve´ase
Figura 3.3). Dependiendo de la presio´n hidrosta´tica, se ha calculado la densidad de
masa del agua en funcio´n de las distintas presiones hidrosta´ticas y de la temperatura,
siguiendo el esta´ndar IAPWS-95 (ve´ase [2]). Del mismo modo, la velocidad del sonido se
ha calculado a partir de la ecuacio´n (2.4). As´ı, para cada valor de la presio´n hidrosta´tica
se ha realizado un ajuste a partir de los datos experimentales del nivel ER siguiendo el
ajuste descrito en (3.87). En la Figura 3.23 se muestran la parte real e imaginaria del
mo´dulo de Young obtenida para cada una de las presiones hidrosta´ticas. Los errores
relativos en norma L2 cometidos utilizando la expresio´n del error (3.88), se muestran
en la Tabla 3.11.
Por otro lado, se realiza el ajuste de IL para distintas presiones hidrosta´ticas si-
guiendo el ajuste (3.90). En la Figura 3.24 se muestran la parte real e imaginaria del
mo´dulo de Young obtenida para cada una de las presiones hidrosta´ticas. Los errores
cometidos, utilizando la expresio´n del error (3.91) se muestran en la Tabla 3.11.
Como se puede observar en las Figuras 3.23 y 3.24, el mo´dulo de Young es indepen-
diente de la presio´n hidrosta´tica, lo que confirma la respuesta en frecuencia del mo´dulo
de Young obtenido en las secciones anteriores.
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Figura 3.24: Parte real E′ e imaginaria E′′ del mo´dulo de Young obtenidos a partir del
ajuste con los datos experimentales del nivel IL medidos a 20◦C y a distintas presiones
hidrosta´ticas (0.1 MPa, 0.7 MPa, 1 MPa, 1.4 MPa y 2.8 MPa)
Presio´n hidrosta´tica Ajuste ER (EER) Ajuste IL (EIL)
0.1 MPa 0.0013 % 7.11× 10−5 %
0.7 MPa 0.0045 % 9.62× 10−5 %
1 MPa 0.011 % 1.01× 10−4 %
1.4 MPa 0.0015 % 2.95× 10−4 %
2.8 MPa 0.0029 % 1.78× 10−4 %
Tabla 3.11: Errores relativos obtenidos en el ajuste de los datos experimentales del
nivel ER y IL en la configuracio´n con placa r´ıgida utilizando como variables M y δ en
el problema de ajuste, a distintas presiones hidrosta´ticas y a una temperatura de 20◦C.

Cap´ıtulo 4
Discretizacio´n mediante
elementos finitos
Para poder encontrar una solucio´n aproximada del problema de interaccio´n fluido-
estructura se ha considerado realizar una discretizacio´n basada en un me´todo de elemen-
tos finitos. El primer paso ha consistido en definir la formulacio´n fuerte del problema
acoplado, considerando que las ecuaciones del fluido se expresan en funcio´n de su pre-
sio´n y las ecuaciones de la elasticidad lineal en el so´lido se expresan en funcio´n de su
desplazamiento. Se ha supuesto que el dominio poligonal ΩF donde se situ´a el fluido
compresible tiene su frontera dividida en cuatro partes disjuntas: ΓD, donde se imponen
condiciones Dirichlet, ΓN, en la que se imponen condiciones Neumann homoge´neas, ΓI,
que es la frontera de contacto entre el so´lido visco-ela´stico y el fluido y una u´ltima fron-
tera ΓT donde se coloca el transductor. Adema´s, se ha supuesto que ΩS es el dominio
ocupado por el material visco-ela´stico. La formulacio´n fuerte del problema que se va a
estudiar es 
−∆Π− ω
2
c20
Π = 0 en ΩF,
−ω2ρSUS −DivC(E(US)) = 0 en ΩS,
−Πn = C(E(US))n en ΓI,
− 1
ρ0ω2
∂Π
∂n
= US · n en ΓI,
∂Π
∂ν
= 0 en ΓN,
Π = 0 en ΓD,
1
ρ0
∂Π
∂ν
= aν en ΓT.
(4.1)
donde n es el vector normal a ΓI y exterior al so´lido (y, por tanto, interior al fluido)
y ν es el vector normal a ΓN ∪ ΓD ∪ ΓT y exterior al fluido. Se debe recordar que Π
es el campo de presiones en el fluido, US es el desplazamiento complejo en el so´lido,
C(E(US)) es el tensor de elasticidad del material,
E(US) =
∇US +∇(US)t
2
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es el tensor de deformaciones infinitesimales y aν es la aceleracio´n normal impuesta por
el movimiento del transductor.
A lo largo de este cap´ıtulo se ha utilizado la siguiente notacio´n para los espacios de
Sobolev: L2(Ω) es el espacio de funciones de cuadrado integrable, es decir,
L2(Ω) =
{
f : Ω→ C :
∫
Ω
|f(p)|2 dAp <∞
}
.
En caso de funciones vectoriales,
L2(Ω) =
{
f : Ω→ C2 :
∫
Ω
|f(p)|2 dAp <∞
}
.
Adema´s, H1(Ω) es el espacio de funciones en L2(Ω) cuyas derivadas (en el sentido de
las distribuciones) esta´n en L2(Ω), es decir,
H1(Ω) =
{
v ∈ L2(Ω) : ∇v ∈ L2(Ω)} .
Si Γ es una parte de la frontera de Ω, H1Γ(Ω) es el espacio de funciones en H
1(Ω) con
traza nula en Γ, es decir,
H1Γ(Ω) = {v ∈ H1(Ω) : v|Γ = 0}.
Ma´s precisamente, en las siguientes secciones se ha trabajado con los espacios:
H1ΓD(ΩF) = {Π ∈ H1(Ω) : Π|ΓD = 0},
H1(ΩS) = (H
1(ΩS))
2.
4.1. Formulacio´n variacional
En lo que sigue se van a utilizar las denominadas fo´rmulas de Green (ve´ase [5]).
Sea R una regio´n regular (una regio´n cerrada, cuya frontera ∂R es regular a trozos)
y V espacio vectorial real. Sean ϕ,ψ : R → R, u, v : R → V y S : R → Lin campos
regulares. Si ϕ es de clase C2(R) se verifica:∫
∂R
∂ϕ
∂n
ψ dlp =
∫
R
∇ϕ ·∇ψ dAp +
∫
R
∆ϕψ dAp, (4.2)∫
∂R
u · nψ dlp =
∫
R
divuψ dAp +
∫
R
u ·∇ψ dAp. (4.3)
Para obtener la formulacio´n variacional en la parte fluida, se multiplica la primera
ecuacio´n de (4.1) por el conjugado de una funcio´n test Q que se anule en ΓD y se integra
en ΩF, obteniendo
−
∫
ΩF
∆Π Q¯dAp −
∫
ΩF
ω2
c20
Π Q¯dAp = 0.
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Utilizando la fo´rmula de Green (4.2) y teniendo en cuenta las ecuaciones cuarta, quinta,
sexta y se´ptima de (4.1), obtenemos∫
ΩF
∇Π · ∇Q¯dAp − ω
2
c20
∫
ΩF
Π Q¯dAp − ρ0ω2
∫
ΓI
US · n Q¯dlp
− ρ0
∫
ΓT
aν Q¯dlp = 0, (4.4)
donde se ha supuesto que ρ0, c0 son constantes en ΩF.
En cuanto a la formulacio´n variacional de la parte so´lida, multiplicando escalarmente
la segunda ecuacio´n de (4.1) por el conjugado de una funcio´n test W S e integrando en
ΩS, se obtiene
−
∫
ΩS
ω2ρSU
S · W¯ SdAp −
∫
ΩS
DivC(E(US)) · W¯ S dAp = 0.
Utilizando la fo´rmula de Green (4.3) y teniendo en cuenta la tercera ecuacio´n de
(4.1) obtenemos
− ω2ρS
∫
ΩS
US · W¯ S dAp +
∫
ΩS
C(E(US)) ·E(W¯ S) dAp +
∫
ΓI
Πn · W¯ S dlp = 0, (4.5)
donde se ha supuesto que ρs es constante en ΩS.
Ahora sumando (4.4) y (4.5) se obtiene la formulacio´n variacional del problema
tomando espacios funcionales adecuados de tal forma que todos los te´rminos de (4.4)
y (4.5) este´n bien definidos:
Dado ω > 0 y una aceleracio´n normal aν ∈ L2(ΓT)1, encontrar (Π,US) ∈ VΠ, tal
que∫
ΩF
∇Π · ∇Q¯dAp +
∫
ΩS
C(E(US)) · E(W¯ S) dAp − ω
2
c20
∫
ΩF
Π Q¯dAp
− ω2ρS
∫
ΩS
US · W¯ S dAp − ρ0ω2
∫
ΓI
US · n Q¯dlp + ρ0
∫
ΓT
aν Q¯dlp
−
∫
ΓI
Πn · W¯ S dlp = 0, ∀ (Q,W S) ∈ VΠ
donde VΠ = H1ΓD(ΩF)×H1(ΩS).
4.2. Discretizacio´n por elementos finitos
Sea Th una triangulacio´n del dominio computacional ΩF ∪ΩS. Sea P2(T ) el espacio
de polinomios cuadra´ticos a trozos en dos variables sobre un tria´ngulo T ∈ Th. En cada
tria´ngulo T ∈ Th, se han considerado como nodos tanto los ve´rtices de los tria´ngulos
1Aunque es suficiente con imponer que aν ∈ L2(ΓT), se podr´ıa imponer que aν ∈ H−1/2(ΓT)
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como los puntos medios de las aristas. Se va a considerar la base de Lagrange para el
espacio vectorial P2(T ). Las funciones p ∈ P2(T ) son funciones de la forma p(x, y) =
α1 + α2x + α3y + α4x
2 + α5xy + α6y
2. Se ha denotado por (xj , yj), j = 1, . . . , 6,
las coordenadas de los nodos de un tria´ngulo cualquiera T ∈ Th. Se denota por qj ,
j = 1, 2, 3 a los tres ve´rtices del tria´ngulo T ∈ Th y qj , j = 4, 5, 6 a los tres puntos
medios de las aristas de dicho tria´ngulo. Se puede transformar cualquier tria´ngulo
T ∈ Th en el tria´ngulo de referencia T̂ (con ve´rtices (0, 0), (1, 0), (0, 1)) mediante la
transformacio´n af´ın, que preserva la numeracio´n de los ve´rtices,
FT : Tˆ −→ T
(ξ, η) −→ (x, y)
FT
(
ξ
η
)
=
(
q2 − q1 q3 − q1
)(ξ
η
)
+ q1,
donde ξ y η son las coordenadas de los nodos del tria´ngulo de referencia. Por tanto, los
nodos en T̂ son (0, 0), (1, 0), (0, 1), (1/2, 0), (1/2, 1/2) y (0, 1/2). La base asociada al
espacio esta´ formada por seis funciones Ni que verifican Ni(qj) = δij con i, j = 1, . . . , 6.
De esta forma, las funciones de base en el tria´ngulo de referencia T̂ son
N1(ξ, η) = 1− 3ξ − 3η + 2ξ2 + 4ξη + 2η2,
N2(ξ, η) = −ξ + 2ξ2,
N3(ξ, η) = −η + 2η2,
N4(ξ, η) = 4ξ − 4ξ2 − 4ξη,
N5(ξ, η) = 4ξη,
N6(ξ, η) = 4η − 4ξη − 4η2.
Las funciones de base se muestran en la Figura 4.1.
Se aproxima la presio´n en el fluido y cada componente del desplazamiento en el
so´lido utilizando elementos Lagrange P2, esto es,
Lh,ΓD(ΩF) := {q ∈ H1ΓD(ΩF) : q|T ∈ P2(T ) ∀T ∈ Th, T ⊂ ΩF},
Lh(ΩS) := {w ∈ H1(ΩS) : w|T ∈ P2(T ) ∀T ∈ Th, T ⊂ ΩS},
donde Lh,ΓD(ΩF) = 〈Q1, Q2, . . . , QNF〉 y Lh(ΩS) = 〈W 1,W 2, . . . ,WNS〉. Por lo tanto,
el espacio variacional V Π sera´ reemplazado en el problema discreto por
V Πh = Lh,ΓD(ΩF)×Lh(ΩS).
De esta forma, se puede escribir entonces la aproximacio´n discreta del problema varia-
cional: Encontrar (Πh,U
S
h) ∈ VΠh , tal que
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Figura 4.1: Funciones de base respecto al tria´ngulo de referencia para los elementos
triangulares cuadra´ticos.
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∫
ΩF
∇Πh · ∇Q¯h dAp +
∫
ΩS
C(E(USh)) · E(W¯ Sh) dAp −
ω2
c20
∫
ΩF
Πh Q¯h dAp
− ω2ρS
∫
ΩS
USh · W¯ Sh dAp − ρ0ω2
∫
ΓI
USh · n Q¯h dlp + ρ0
∫
ΓT
aν Q¯h dlp
−
∫
ΓI
Πhn · W¯ Sh dlp = 0, ∀ (Qh,W Sh) ∈ VΠh .
Se puede escribir ahora la formulacio´n matricial((
KF 0
C∗ KS
)
− ω2
(
MF ρ0C
0 MS
))(
Πh
USh
)
=
(
GT
0
)
donde
(KF)ij =
∫
ΩF
∇Qj · ∇Q¯i dAp i, j = 1, 2, . . . , NF,
(KS)ij =
∫
ΩS
C(E(W i)) · E(W¯ j) dAp i, j = 1, 2, . . . , NS,
(MF)ij =
∫
ΩF
1
c20
Qj Q¯i dAp i, j = 1, 2 . . . , NF,
(MS)ij =
∫
ΩS
ρSW i · W¯ j dAp i, j = 1, 2, . . . , NS,
(C)ij =
∫
ΓI
W i · n Q¯j dlp i = 1, 2, . . . , NS, j = 1, 2, . . . , NF,
(GT)j = −
∫
ΓT
ρ0 aν Q¯j dlp j = 1, . . . , NF,
donde {Q1, Q2, . . . , QNF} es una base de Lh,ΓD(ΩF) y {W 1,W 2, . . . ,WNS} es una base
de Lh(ΩS). Para cada tria´ngulo T ∈ Th, las funciones de base Qj , para j = 1, . . . , NF,
se definen como
Qj |T = Nl ◦ F−1T ,
donde l es el grado de libertad local que tiene asociado el ı´ndice j en la numeracio´n
global. Adema´s, para cada tria´ngulo T ∈ Th las funciones de base W j , para j =
1, . . . , NS, se definen como
W j |T · ei = Nl ◦ F−1T , para i = 1, 2,
donde l es el grado de libertad local que tiene asociado el ı´ndice j en la numeracio´n
global.
Cap´ıtulo 5
Resultados nume´ricos
Una vez que el mo´dulo de Young complejo y el coeficiente de Poisson han sido halla-
dos a partir del comportamiento acu´stico experimental del material AptFlex SF5048,
se ha realizado la implementacio´n del me´todo de elementos finitos utilizando el software
COMSOL Multiphysics [1]. Las simulaciones nume´ricas se han realizado bajo las mis-
mas condiciones y con las mismas configuraciones geome´tricas utilizadas en los ensayos
experimentales llevados a cabo por el Grupo de investigacio´n en Metrolog´ıa O´ptica de
la Universidad de Vigo. En todas las configuraciones se ha considerado un tanque de
inmersio´n lleno de agua dulce y, dentro de e´l, una o varias planchas de material Apt-
Flex SF5048. Para ajustar los resultados nume´ricos a los datos experimentales se ha
modelizado el equipo de generacio´n de ultrasonidos (transductor) mediante una curva
de respuesta en frecuencia.
5.1. Configuraciones geome´tricas
Se han estudiado tres configuraciones diferentes proporcionadas por el Grupo de
investigacio´n en Metrolog´ıa O´ptica. En las tres se trabaja con un tanque de metacrilato
lleno de agua dulce con medidas interiores de 670 mm de largo, 275 mm de ancho y
600 mm de alto. En e´l se ha instalado un equipo de generacio´n de ultrasonidos y un
hidro´fono para medir la presio´n acu´stica en distintos puntos del tanque. Como ya se
ha analizado en el Cap´ıtulo 3, los datos de la plancha de pol´ımero AptFlex SF5048 se
han obtenido a partir de su hoja de especificaciones [3]. Dicha placa tiene dimensiones
de 600 mm× 600 mm× 50 mm y una densidad de masa ρs = 2100 kg/m3. Para calcular
cua´l es la velocidad del sonido en la plancha de pol´ımero se ha utilizado el coeficiente
de Poisson ν = 0.48, siguiendo la caracterizacio´n acu´stica para pol´ımeros propuesta
en [14]. Por el contrario, se han usado la parte real e imaginaria del mo´dulo de Young
dependientes de la frecuencia obtenidas con los ajustes propuestos en el Cap´ıtulo 3.
Ma´s precisamente, se ha utilizado el mo´dulo de Young obtenido en el ajuste utilizando
la informacio´n del gradiente y hessiano (ve´anse las Secciones 3.2.4 y 3.4.2). Los datos
utilizados para el agua son ρ0 = 998 kg/m
3 y c0 = 1480 m/s calculados siguiendo
el procedimiento explicado en el Cap´ıtulo 2 para calcular tanto la densidad de masa
como la velocidad de propagacio´n a partir de la temperatura θ = 20◦C y de la presio´n
hidrosta´tica pi0 = 101325 Pa (ve´ase la Seccio´n 2.1.1 para ma´s detalles).
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Figura 5.1: Configuracio´n geome´trica MP en la que el transductor esta´ situado frente
a la pared del tanque (la plancha de material absorbente esta´ resaltada en gris).
A continuacio´n se muestran las tres configuraciones en las que se ha realizado la
simulacio´n nume´rica. La primera configuracio´n (etiquetada como MP) es la mostrada
en la Figura 5.1, en la cua´l se observa que frente al transductor (cuya cara activa
esta´ situada en ΓT) se encuentra la pared del tanque. Se considera, tanto en esta figura
como en las del resto del cap´ıtulo, que el fondo del tanque se corresponde con la frontera
de la parte izquierda del dominio computacional y el nivel del agua con la frontera de
la parte derecha del dominio.
La segunda configuracio´n (etiquetada como MA) es la mostrada en la Figura 5.2, en
la cual se coloca una plancha de material absorbente horizontal en el fondo del tanque
y centrado sobre el eje longitudinal del transductor.
En la tercera configuracio´n experimental (etiquetada como MB), se busca disminuir
los efectos de reverberacio´n en el tanque. Para ello se disponen cuatro planchas de
material absorbente, tres de ellas en el fondo del tanque en configuracio´n “trampa”
y una cuarta en la superficie del agua, cerca del transductor, dispuesta a modo de
apantallamiento acu´stico (ve´ase la Figura 5.3).
5.2. Simulaciones nume´ricas mono-frecuenciales
De forma ana´loga a lo hecho en el Cap´ıtulo 3, se han realizado dos tipos de simula-
ciones nume´ricas. En el primer conjunto de simulaciones se ha utilizado la parte real y la
parte imaginaria del mo´dulo de Young obtenida para el ajuste de los datos experimen-
tales ER y un segundo tipo en el que se ha utilizado la parte real y la parte imaginaria
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Figura 5.2: Configuracio´n geome´trica MA en la que el transductor esta´ situado frente a
una plancha de material absorbente (la plancha de material absorbente esta´ resaltada
en gris).
del mo´dulo de Young obtenida en el ajuste conjunto de los valores experimentales de
los niveles IL y FPD. En la Tabla 5.1 se muestran los valores de la parte real y la parte
imaginaria obtenidos a una frecuencia de 20 kHz, para ambos ajustes. Dichos valores
son los que se han utilizado en las simulaciones nume´ricas mediante elementos finitos.
ER IL y FPD
E′ [Pa] 2.747× 105 5.715× 107
E′′ [Pa] 1.337× 102 1.154× 107
Tabla 5.1: Valores de la parte real E′ y la parte imaginaria E′′ del mo´dulo de Young
obtenidos mediante el ajuste de los datos experimentales de ER y el ajuste conjunto
de los datos experimentales IL y FPD a una frecuencia de 20 kHz.
A la hora de realizar el mallado se ha construido una malla que satisface diferentes
requisitos en la parte fluida y so´lida. En el caso del fluido, la malla posee como taman˜o
ma´ximo 4.625 × 10−3 m, para preservar al menos 16 elementos por longitud de onda,
es decir
λ
16
=
c0
16f
=
1480
16× 20000 = 4.625× 10
−3 m.
En el caso del so´lido visco-ela´stico, para garantizar 16 elementos por cada oscilacio´n de
una onda plana longitudinal, con velocidad de propagacio´n compleja cp se obtiene que
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Figura 5.3: Configuracio´n geome´trica MB en el que el transductor esta´ rodeado de
una “trampa” acu´stica formada por tres planchas de material absorbente en el fondo
del tanque y una plancha pro´xima al transductor (las planchas de material absorbente
esta´n resaltadas en gris).
el taman˜o ma´ximo de la malla es
Re(λ)
16
=
Re(cp)
16f
= 1.059× 10−4 m,
en el caso de las simulaciones nume´ricas con los datos obtenidos para el ajuste de los
valores de ER, mientras que en el caso de aquellas que utilizan los valores de E′ y E′′
obtenidos a partir del ajuste conjunto de los valores de IL y FPD, resulta
Re(λ)
16
=
Re(cp)
16f
= 1.528× 10−3 m.
En las Figuras 5.4, 5.5 y 5.6 se muestra en detalle algunas partes de las mallas.
En todas ellas se puede apreciar como la malla es no uniforme y que, a pesar de los
distintos taman˜os ma´ximos de malla en ΩF y ΩS, la malla es conforme en la frontera
de acople ΓI entre el dominio fluido y el so´lido visco-ela´stico.
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Figura 5.4: Detalle del mallado de la parte superior de la plancha absorbente en la
configuracio´n geome´trica MP.
Figura 5.5: Detalle del mallado de la parte inferior de la plancha absorbente en la
configuracio´n geome´trica MA.
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Figura 5.6: Detalle del mallado de un punto de contacto entre entre dos planchas de
material absorbente en la tercera configuracio´n geome´trica MB.
5.2.1. Resultados nume´ricos con la configuracio´n MP
La primera configuracio´n a estudiar es la que hemos denominado configuracio´n MP
(ve´ase la Figura 5.1) en la que el transductor se encuentra frente a la pared del tanque.
En la Figura 5.7 se muestra la norma L2 del desplazamiento producido en el so´lido
visco-ela´stico y la parte real de la presio´n en el fluido, usando el mo´dulo de Young
obtenido a partir del ajuste de los datos experimentales de ER (ve´anse los valores en
la Tabla 5.1).
De forma ana´loga, pero considerando el mo´dulo de Young obtenido en el ajuste
conjunto de los valores experimentales de IL y FPD (ve´anse los valores en la Tabla 5.1)
se han obtenido la norma L2 del desplazamiento producido en el so´lido visco-ela´stico y
la parte real de la presio´n en el fluido, mostrados en la Figura 5.8.
5.2.2. Resultados nume´ricos con la configuracio´n MA
La siguiente configuracio´n a estudiar es la denominada configuracio´n MA (ve´ase
la Figura 5.2) en la cual se coloca un absorbente horizontal en el fondo del tanque
centrado en el eje acu´stico. En la Figura 5.9 se muestra la norma L2 del desplazamiento
producido en el so´lido visco-ela´stico y la parte real de la presio´n en el fluido, para el
mo´dulo de Young obtenido en el ajuste de los valores de ER (ve´anse los valores en la
Tabla 5.1).
Si se procede de la misma forma, pero utilizando el mo´dulo de Young obtenido en
el ajuste conjunto de los valores experimentales de IL y FPD (ve´anse los valores en la
Tabla 5.1), se obtienen los resultados mostrados en la Figura 5.8 para la norma L2 del
desplazamiento producido en el so´lido visco-ela´stico y la parte real de la presio´n en el
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Figura 5.7: Mo´dulo del vector desplazamiento [m] en el so´lido visco-ela´stico (izquierda)
y parte real de la presio´n [Pa] en el fluido (derecha) para la configuracio´n MP.
Figura 5.8: Mo´dulo del vector desplazamiento [m] en el so´lido visco-ela´stico (izquierda)
y parte real de la presio´n [Pa] en el fluido (derecha) para la configuracio´n MP.
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Figura 5.9: Mo´dulo del vector desplazamiento [m] en el so´lido visco-ela´stico (izquierda)
y parte real de la presio´n [Pa] en el fluido (derecha) para la configuracio´n MA.
fluido.
5.2.3. Resultados nume´ricos con la configuracio´n MB
Por u´ltimo, se ha realizado la simulacio´n nume´rica con la configuracio´n MB en la
que se disponen cuatro placas de absorbente tres de ellas en el fondo del tanque en
configuracio´n “trampa” y una cuarta en la superficie del agua dispuesta a modo de
apantallamiento acu´stico (ve´ase la Figura 5.3). En la Figura 5.11 se muestra la norma
L2 del desplazamiento producido en el so´lido visco-ela´stico y la parte real de la presio´n
en el fluido, usando el mo´dulo de Young obtenido en el ajuste de los valores de ER
(ve´ase Tabla 5.1).
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Figura 5.10: Mo´dulo del vector desplazamiento [m] en el so´lido visco-ela´stico (izquierda)
y parte real de la presio´n [Pa] en el fluido (derecha) para la configuracio´n MA.
Figura 5.11: Mo´dulo del vector desplazamiento [m] en el so´lido visco-ela´stico (izquierda)
y parte real de la presio´n [Pa] en el fluido (derecha) para la configuracio´n MB.
A continuacio´n, se ha repetido esta simulacio´n utilizando el mo´dulo de Young ob-
tenido en el ajuste conjunto de los valores experimentales de IL y FPD (ve´anse los
valores en la Tabla 5.1). En este u´ltimo caso, en la Figura 5.12 se muestra la norma L2
del desplazamiento producido en el so´lido visco-ela´stico y la parte real de la presio´n en
el fluido.
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Figura 5.12: Mo´dulo del vector desplazamiento [m] en el so´lido visco-ela´stico (izquierda)
y parte real de la presio´n [Pa] en el fluido (derecha) para la configuracio´n MB.
5.3. Simulaciones nume´ricas multi-frecuenciales
La finalidad de esta seccio´n es obtener los valores cuadra´ticos medios de la presio´n
a lo largo del eje acu´stico del transductor para las tres configuraciones geome´tricas que
se han mostrado anteriormente. Con el fin de obtener unos resultados ma´s realistas
y poder compararlos con los obtenidos de forma experimental por el Grupo de Inves-
tigacio´n en Metrolog´ıa O´ptica de la Universidad de Vigo, se ha descartado el uso de
simulaciones nume´ricas mono-frecuenciales en las que se supone que el transductor tra-
baja u´nicamente a f = 20 kHz. Por el contrario, se ha tenido en cuenta que el espectro
de la excitacio´n acu´stica generada por el transductor viene dado por una sen˜al como la
que se muestra en la Figura 5.13.
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Figura 5.13: Espectro de la sen˜al producida por el transductor representada en el rango
de 0 a 40kHz frente a la frecuencia.
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Si no se tienen en cuenta todas las contribuciones por encima de 30 kHz, podemos
trabajar con el espectro generado por el transductor en una regio´n alrededor de 20 kHz
(ve´ase Figura 5.14).
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Figura 5.14: Espectro de la presio´n acu´stica frente a la frecuencia alrededor de f = 20
kHz.
A partir de este espectro, lo primero que se ha realizado es un suavizado de su
respuesta en frecuencia. Para ello se ha utilizado un spline cu´bico suavizado que se
ajusta a los datos con una determinada tolerancia ρ. El spline p se ha calculado a
partir de los pares de datos (xj , yj) con j = 1, . . . , n utilizando la siguiente expresio´n:
p = arg mı´n
g∈C([a,b])
(
ρE(g) + F (g(m )
)
,
donde
E(g) =
n∑
j=1
|yj − g(xj)|2
y
F (g(m ) =
∫ b
a
|g′′(t)|dt.
Si la tolerancia es negativa, se considera ρ = −tol. En nuestro caso, se ha utilizado la
implementacio´n en MATLAB mediante la funcio´n spaps (ve´ase [19]) con una toleran-
cia −1× 10−8. El resultado de este suavizado es la l´ınea azul continua que se muestra
en la Figura 5.15.
Una vez realizado el suavizado del espectro, se han tomado 10 frecuencias equies-
paciadas alrededor de f = 20 kHz (ve´ase Figura 5.15). Este conjunto de frecuencias
discretas han sido las utilizadas para aproximar la contribucio´n multi-frecuencial del
espectro del transductor.
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f [Hz] E′ [Pa] E′′ [Pa]
1.7651× 104 2.1396× 105 9.5163× 101
1.8088× 104 2.2468× 105 1.0122× 102
1.8525× 104 2.3566× 105 1.0670× 102
1.8962× 104 2.4690× 105 1.1299× 102
1.9398× 104 2.5841× 105 1.2036× 102
1.9835× 104 2.7018× 105 1.2955× 102
2.0272× 104 2.8220× 105 1.4152× 102
2.0709× 104 2.9448× 105 1.5032× 102
2.1145× 104 3.0706× 105 1.5675× 102
2.1582× 104 3.1988× 105 1.6330× 102
Tabla 5.2: Valores de la parte real y la parte imaginaria del mo´dulo de Young para
cada frecuencia de estudio obtenidas a partir del ajuste de los valores experimentales
del nivel ER.
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Figura 5.15: Espectro de la sen˜al del transductor en el rango de frecuencias entre 15 y
25 kHz (l´ınea continua puntos), su funcio´n de respuesta en frecuencia suavizada (l´ınea
continua) y los valores elegidos para realizar su representacio´n discreta (cuadrados).
En la Tabla 5.2 se muestran los valores de la parte real y la parte imaginaria del
mo´dulo de Young analizado en el ajuste del nivel ER analizado en el Cap´ıtulo 3 para
cada una de las frecuencias de estudio del espectro del transductor. Del mismo modo
en la Tabla 5.3 se muestran los valores de la parte real y la parte imaginaria del mo´dulo
de Young obtenidos en el ajuste conjunto de valores de los niveles IL y FPD, para
cada una de las frecuencias en que se ha realizado la simulacio´n nume´rica de las tres
configuraciones geome´tricas.
Puesto que nuestro objetivo es calcular los valores cuadra´ticos medios de la presio´n
a lo largo del eje perpendicular a la cara activa del transductor, debemos recordar que
para un campo de presiones armo´nico Π, se satisface
Π2rms =
|Π|
2
. (5.1)
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f [Hz] E′ [Pa] E′′ [Pa]
1.7651× 104 4.4842× 107 6.7716× 106
1.8088× 104 4.7045× 107 7.5577× 106
1.8525× 104 4.9314× 107 8.3588× 106
1.8962× 104 5.1528× 107 9.1869× 106
1.9398× 104 5.4056× 107 1.0097× 107
1.9835× 104 5.6370× 107 1.1073× 107
2.0272× 104 5.8387× 107 1.2225× 107
2.0709× 104 6.0564× 107 1.2987× 107
2.1145× 104 6.3043× 107 1.3584× 107
2.1582× 104 6.5680× 107 1.4148× 107
Tabla 5.3: Valores de la parte real y la parte imaginaria del mo´dulo de Young para cada
frecuencia de estudio obtenidas a partir del ajuste de los valores experimentales de IL
y FPD.
De esta forma, se han realizado cada una de las simulaciones nume´ricas con cada una
de las 10 frecuencias diferentes obteniendo as´ı un campo de presiones Πj con 1 ≤
j ≤ 10 asociado a cada frecuencia. A continuacio´n realizaremos la combinacio´n lineal
ponderada por los respectivos aνi. Dichos aνi son los valores del espectro suavizado
para cada una de las 10 frecuencias de estudio obteniendo
Π =
10∑
j=1
aνjΠj . (5.2)
Finalmente, sustituyendo (5.2) en (5.1) se obtiene
Π2rms =
1
2
∣∣∣∣∣∣
10∑
j=1
aνjΠj
∣∣∣∣∣∣
De la misma forma a como se ha procedido en las simulaciones nume´ricas mono-
frecuenciales, en primer lugar, se trabaja con el ajuste de ER, es decir, con los datos
mostrados en la Tabla 5.2. Los ajustes de ER realizados en MATLAB se han hecho
considerando que la aceleracio´n normal vale 1, es decir, aν0 = 1. Para obtener las gra´ficas
adecuadas se han reescalado las gra´ficas obtenidas mediante la simulacio´n nume´rica.
Este proceso ha sido posible realizarlo ya que nuestro problema es lineal. Para encontrar
el valor a por el cua´l se ha reescalado la solucio´n se ha tenido en cuenta el siguiente
ajuste:
Se denota por p expMPj , p
exp
MAj
y p expMBj con j = 1, . . . , N a los valores experimentales
obtenidos al medir el valor cuadra´tico medio de la presio´n en la configuracio´n geome´trica
MP, MA y MB, respectivamente (obtenidos a partir de las tres gra´ficas de la izquierda
de las Figuras 5.7, 5.9 y 5.11), donde N es el nu´mero de puntos a lo largo del eje
perpendicular a la cara activa del transductor en que se calculan los valores cuadra´tico
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medios de la presio´n. Se denota por p anlMPj , p
anl
MAj
y p anlMBj , a los valores anal´ıticos obtenidos
al medir el valor cuadra´tico medio de la presio´n en la configuracio´n geome´trica MP,
MA y MB, respectivamente. Se introducen, a partir del modelo, las funciones respuesta
p anlMPj = p̂MP(a, zj),
p anlMAj = p̂MA(a, zj),
p anlMBj = p̂MB(a, zj),
donde aν = a · aν0 y zj es la distancia, en el sentido negativo del eje longitudinal del
transductor, del origen al punto en el que se calcula el valor cuadra´tico medio de la
presio´n. El problema de minimizacio´n viene dado por
a = arg mı´n
x>0

√√√√ N∑
j=1
|p expMPj − p̂MP(x, zj)|2√√√√ N∑
j=1
|p expMPj |2
+
√√√√ N∑
j=1
|p expMAj − p̂MA(x, zj)|2√√√√ N∑
j=1
|p expMAj |2
+
√√√√ N∑
j=1
|p expMBj − p̂MB(x, zj)|2√√√√ N∑
j=1
|p expMBj |2
 . (5.3)
Una vez realizado el ajuste, se puede calcular el error relativo cometido en norma L2,
para cada una de las configuraciones utilizando las siguientes expresiones
EMP = 100×
√√√√ N∑
j=1
|p expMPj − p̂MP(a, zj)|2√√√√ N∑
j=1
|p expMPj |2
, (5.4)
EMA = 100×
√√√√ N∑
j=1
|p expMAj − p̂MA(a, zj)|2√√√√ N∑
j=1
|p expMAj |2
, (5.5)
EMB = 100×
√√√√ N∑
j=1
|p expMBj − p̂MB(a, zj)|2√√√√ N∑
j=1
|p expMBj |2
. (5.6)
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Figura 5.16: Valores cuadra´ticos medios de la presio´n obtenidos en la configuracio´n MP
de forma experimental (izquierda) y mediante simulacio´n nume´rica reescalada (dere-
cha), usando el mo´dulo de Young obtenido a partir del ajuste de ER.
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Figura 5.17: Valores cuadra´ticos medios de la presio´n obtenidos en la configuracio´n MA
de forma experimental (izquierda) y mediante simulacio´n nume´rica reescalada (dere-
cha), usando el mo´dulo de Young obtenido a partir del ajuste de ER.
Al realizar el ajuste mostrado en (5.3) utilizando los valores de p anlMPj , p
anl
MAj
y p anlMBj ob-
tenidos en las simulaciones nume´ricas realizadas para el ajuste de ER, se ha obtenido
a = 8.9229×1010. En las Figuras 5.7, 5.9 y 5.11 se muestran las gra´ficas que resultan al
reescalar los resultados obtenidos mediante las simulaciones nume´ricas, multiplicando
por a, as´ı como los experimentales en las configuraciones MP, MA y MB, respectiva-
mente. Los valores del error relativo cometido en cada ajuste, calculados como se indica
en (5.4), (5.5) y (5.6), son EMP = 49.24 %, EMA = 92.36 % y EMB = 86.73 %.
En segundo lugar, se trabaja con el ajuste conjunto de IL y FPD, es decir, con los
datos mostrados en la Tabla 5.3. Al realizar el ajuste mostrado en (5.3) utilizando los
valores de p anlMPj , p
anl
MAj
y p anlMBj obtenidos en las simulaciones nume´ricas realizadas para
el ajuste conjunto de IL y FPD, se ha obtenido a = 1.4815× 1012. En las Figuras 5.8,
5.10, 5.12 se muestran las gra´ficas que resultan al reescalar los resultados obtenidos
mediante las simulaciones nume´ricas, multiplicando por a, as´ı como los experimentales
en las configuraciones MP, MA y MB, respectivamente.
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Figura 5.18: Valores cuadra´ticos medios de la presio´n obtenidos en la configuracio´n MB
de forma experimental (izquierda) y mediante simulacio´n nume´rica reescalada (dere-
cha), usando el mo´dulo de Young obtenido a partir del ajuste de ER.
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Figura 5.19: Valores cuadra´ticos medios de la presio´n obtenidos en la configuracio´n MP
de forma experimental (izquierda) y mediante simulacio´n nume´rica reescalada (dere-
cha), usando el mo´dulo de Young obtenido a partir del ajuste conjunto de IL y FPD.
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Figura 5.20: Valores cuadra´ticos medios de la presio´n obtenidos en la configuracio´n MA
de forma experimental (izquierda) y mediante simulacio´n nume´rica escalada (derecha),
usando del mo´dulo de Young obtenido a partir del ajuste conjunto de IL y FPD.
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Figura 5.21: Valores cuadra´ticos medios de la presio´n obtenidos en la configuracio´n MB
de forma experimental (izquierda) y mediante simulacio´n nume´rica reescalada (dere-
cha), usando el mo´dulo de Young obtenido a partir del ajuste conjunto de IL y FPD.
Los valores del error relativo cometido en cada ajuste, calculados como se indica en
(5.4), (5.5) y (5.6), son EMP = 46.53 %, EMA = 32.81 % y EMB = 49.88 %.
La simulacio´n nume´rica se ha hecho con varias configuraciones para tratar de mini-
mizar la cantidad de oscilaciones que presenta el valor cuadra´tico medio de la presio´n
en el caso de la configuracio´n MP, ya que dichas oscilaciones se deben a la presencia
de ondas reflejadas en las paredes del tanque. Se observa, tanto en el ajuste realizado
para el nivel ER como en el realizado para IL y FPD, que al introducir un absorbente
en el fondo del tanque (configuracio´n MA) se producen menos oscilaciones que cuando
la cara activa del transductor se encontraba directamente frente a la pared del tanque.
De forma similar, se aprecia el mismo feno´meno en la configuracio´n con los absorbentes
colocados a modo de “trampa” acu´stica (configuracio´n MB). Sin embargo, se observa
que los resultados obtenidos en la simulacio´n nume´rica no son satisfactorios ya que los
errores relativos cometidos esta´n todos por encima del 30 %, llegando en algu´n caso a
alcanzar el 90 %. Esto puede deber a multitud de razones. A continuacio´n se describen
algunas de ellas:
Se ha realizado una simulacio´n nume´rica en 2D mientras que el experimento es
un experimento 3D.
Se han considerado las paredes del tanque con condiciones de frontera r´ıgida
cuando realmente en los experimentos el tanque es de metacrilato.
Se ha considerado que el transductor tiene un movimiento de traslacio´n en di-
reccio´n perpendicular a su superficie activa que, al realizar la simulacio´n en 2D,
simplemente es una l´ınea, pero en el experimento el transductor es un pisto´n cir-
cular que se podr´ıa esperar que no se comportase como una superficie r´ıgida que
vibra u´nicamente restringida a una direccio´n sino que tuviese un comportamiento
ma´s complejo.
Se ha considerado que el transductor tiene una u´nica frecuencia de excitacio´n
alrededor de los 20 kHz pero en los espectros de presio´n acu´stica proporcionados
por el Grupo de Investigacio´n en Metrolog´ıa O´ptica se apreciaban frecuencias de
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excitacio´n alrededor de los 60 y los 80 kHz las cua´les podr´ıan tener repercusio´n
sobre los resultados nume´ricos obtenidos.
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