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I derive a general set of boundary conditions for quasiclassical transport theory of metals and
superconductors that is valid for equilibrium and non-equilibrium situations and includes multi-band
systems, weakly and strongly spin-polarized systems, and disordered systems. The formulation is
in terms of the normal state scattering matrix. Various special cases for boundary conditions are
known in the literature, that are however limited to either equilibrium situations or single band
systems. The present formulation unifies and extends all these results. In this paper I will present
the general theory in terms of coherence functions and distribution functions and demonstrate its
use by applying it to the problem of spin-active interfaces in superconducting devices and the case
of superconductor/half-metal interface scattering.
PACS numbers: 74.20.-z, 74.45.+c, 74.81.-g
I. INTRODUCTION
For the theoretical understanding of transport in met-
als and superconductors Landau’s concept of quasipar-
ticles acting as elementary excitations over the ground
state has been of immeasurable value.1,2 In a normal
metal, electrons are in a strongly quantum correlated
state due to Pauli’s exclusion principle and due to
Coulomb interactions. Conduction electrons in metals
are, however, quasiparticles, i.e. elementary excitations
in the vicinity of the Fermi surface that are rarely scat-
tering with each other as a result of phase space restric-
tions. Although these quasiparticles are strongly coupled
to electrons far away from the Fermi surface, renormal-
izations due to these interactions are constant over the
energy range of interest (kBT , with temperature T ) and
thus can be treated as phenomenological parameters of
the theory.1,2 Quasiparticles are represented by a classical
distribution function and obey a semiclassical Landau-
Boltzmann transport equation.1
Landau’s Fermi liquid theory can be formulated in
a systematic way within a diagrammatic expansion of
many-body Green’s functions.3 Asymptotic expansion in
the small parameter kBT/EF (with the Fermi energy EF)
leads to the quasiclassical theory of metals,4,5,6 that de-
scribes the range (kBT )
2/EF ≪ kBT ≪ EF in tem-
perature well. In leading order, the dynamical equa-
tions for Green’s functions can be transformed into Lan-
dau’s transport equation for quasiparticle distribution
functions.2,4,5,6,7 Electrons that are far away from the
Fermi surface and thus do no represent quasiparticles en-
ter this theory as effective interaction vertices. Only a
small number of these vertices is needed to describe the
dynamics of the quasiparticles.
The development of semiclassical concepts for the su-
perconducting state was pioneered by Geilikman8,9 and
Bardeen et al.10 soon after the development of the BCS-
theory of superconductivity.11 Several early works12,13,14
on transport and linear response in superconductors
showed that various semiclassical concepts of Landau’s
Fermi liquid theory could be readily generalized to the
superconducting state. A formulation of the equilibrium
theory of superconductivity near the superconducting
critical temperature Tc in terms of classical correlation
functions was developed by de Gennes.15
In the seminal works of Larkin and Ovchinnikov16 and
Eilenberger17 the concepts of the BCS pairing theory
of superconductors11 were merged with the concepts of
Boltzmann transport equations within Landau’s Fermi
liquid theory. This quasiclassical theory of superconduc-
tivity was later generalized to non-equilibrium phenom-
ena by Eliashberg5 and Larkin and Ovchinnikov.18
Quasiclassical methods can be applied to both wave-
function techniques and Green’s function techniques. In
the former case, the starting point are Bogoljubov’s
equations,15,19 leading in quasiclassical approximation to
Andreev’s equations for the envelopes of the waves.20 Al-
ternatively, one can start from the microscopic Nambu-
Gor’kov matrix Green’s functions.21 In quasiclassical
approximation they result into envelope Green’s func-
tions that vary on the coherence length scale, ξ0 =
~|vF|/2πkBTc (with Fermi velocity vF), and the time
scale t0 = ~/∆ (with gap ∆), and are free of irrelevant
fine-scale structures on the Fermi wave length scale.
Dynamical phenomena are described within quasi-
classical theory by using the Keldysh Green’s function
technique.22 Quasiparticle states in superconductors are
coherent mixtures of particle and hole states. The degree
of mixing is determined by the superconducting order pa-
rameter ∆. The spectrum of quasiparticles is coupled to
quasiparticle distribution functions, and this coupling is
expressed in Keldysh’s technique by two types of Green’s
functions, gR,A and gK, that are elements of a 2×2 ma-
trix gˇ. The information about distribution functions is in
the Keldysh part, gK. Different formulations in terms of
dynamical distribution functions in the superconducting
state have been introduced by Larkin and Ovchinnikov,18
by Shelankov,23 and by the author.24
2The derivation of boundary conditions for quasiclas-
sical Green’s functions is a difficult problem. For mi-
croscopic Green’s functions the formulation of bound-
ary conditions, e.g. in terms of scattering matrices or
transfer matrices at interfaces, is rather simple. In con-
trast, in quasiclassical theory only the envelope function
of the Bloch waves is known. The information about the
phase of the waves is, however, missing. Under these
circumstances it is not a priori clear if boundary con-
ditions can be formulated within quasiclassical theory.
That this is indeed the case was shown independently
by Shelankov,25 and by Zaitsev.26 More general formula-
tions have been derived subsequently,27,28,29,30 including
a formulation in terms of scattering matrices by Millis,
Rainer and Sauls.30 However, owing to the normalization
condition for the quasiclassical propagator, the boundary
conditions so far were formulated as non-linear equations.
Furthermore, their practical use was limited as they con-
tained unphysical, spurious solutions that lead to insta-
bilities in numerical calculations.
Progress has been achieved by using the projector for-
malism of Shelankov,23 that allows an explicit formula-
tion of boundary conditions for both equilibrium31,32,33
and non-equilibrium32 situations. These boundary con-
ditions have been generalized for the single band case
to include spin-active interfaces in equilibrium34 and in
non-equilibrium,35 diffusive interface scattering,36 and
interfaces with strongly spin polarized ferromagnets.37,38
An alternative, equivalent, route has been followed via
transfer matrices.39,40,41,42,43 All the developments above
were complemented by boundary conditions for diffusive
superconductors44,45,46 that are appropriate for the dif-
fusive limit of quasiclassical theory, the Usadel theory.47
In this work, we will pursue the approach in terms of
scattering matrices, and will present the boundary condi-
tions in their most general form. Our results include all
previous formulations as special cases, and are capable of
describing e.g. non-equilibrium effects, multiband met-
als, spin polarized systems, and diffusive interfaces. In
most of these cases the present formulation leads to more
transparent and compact boundary conditions, that al-
low (i) for a very effective numerical implementation and
(ii) better analytical treatment due to their simpler struc-
ture. We use throughout the notation of Ref. 32.
II. THEORETICAL DESCRIPTION
Quasiclassical theory is a powerful tool for describ-
ing inhomogeneous superconducting systems in and out
of equilibrium, covering both ballistic and diffusive
materials.6,16,17,47,48,49,50,51,52 All the relevant physical
information is contained in the quasiclassical Green func-
tion gˆ(ǫ,pF,R, t). Here ǫ is the quasiparticle energy mea-
sured from the chemical potential, pF the quasiparticle
momentum on the Fermi surface (that can have several
branches), R is the spatial coordinate, and t is the time.
The “hat” refers to the 2×2 matrix structure of the prop-
agator in the Nambu-Gor’kov particle-hole space, and the
“check” to the 2×2 Keldysh matrix structure. The equa-
tion of motion for gˆ is the Eilenberger equation,16,17
[ǫτˆ31ˇ− hˇ, gˇ]◦ + i~vF ·∇gˇ = 0ˇ (1)
subject to the normalization condition
gˇ◦gˇ = −π2 1ˇ. (2)
The elements of the 2×2 Keldysh matrices are matrices
in Nambu-Gor’kov particle-hole space,
gˇ =
(
gˆR gˆK
0 gˆA
)
, hˇ =
(
hˆR hˆK
0 hˆA
)
, (3)
and τˆ3 is the third Pauli matrix in particle-hole space.
The ◦-product combines a time convolution and a ma-
trix product and is explained in Appendix A. For what
follows it is useful to think about it as discretized in time,
in which case its properties are that of conventional ma-
trix multiplication.53 In equilibrium we will have to re-
tain a matrix structure if the spin degree of freedom is
active, in which case the ◦-product reduces to a matrix
multiplication in Pauli spin space.
Self energies enter Eq. (1) via the matrices
hˆR,A =
(
Σ ∆
∆˜ Σ˜
)R,A
, hˆK =
(
Σ ∆
−∆˜ −Σ˜
)K
, (4)
where diagonal (Σ) and off-diagonal (∆) self energies are
determined by self-consistency equations. In this paper
we do not, however, need to specify the exact form of
these equations, and will assume for what follows that
their solutions are given. There are fundamental symme-
tries that relate the particle and hole components of both
self energies and Green’s functions.6 We express these
symmetries throughout this paper by using the particle-
hole conjugation operation that is defined in the mixed
(ǫ, t) representation via
Q˜(z,pF,R, t) = Q(−z∗,−pF,R, t)∗, (5)
where z = ǫ is real for the Keldysh components, and z is
situated in the upper (lower) complex energy half plane
for retarded (advanced) quantities.
The characteristic curves of the partial differential
equation (1) define the quasiclassical trajectories. Tra-
jectories are labeled by the position on the Fermi sur-
face, pF, and are aligned with the Fermi velocity vF(pF).
Quasiparticles move along these trajectories, thereby be-
ing coherently coupled to the condensate.
Eqs. (1) and (2) must be supplemented by boundary
conditions at the two ends of each trajectory. Eq. (1) is
numerically stiff, with exponentially growing solutions in
both directions. In addition, unphysical solutions must
be eliminated using the normalization condition Eq. (2).
Both problems are solved in a natural way with the pa-
rameterization of the quasiclassical Green’s functions by
coherence and distribution functions.32 These are phys-
ical quantities that obey initial value problems with a
stable integration direction, and automatically ensure the
normalization of gˇ.
3FIG. 1: (Color online) a) The coherence function γ(t, t′) de-
scribes the local probability amplitude for conversion of a hole
(dotted line) at time t′ to a particle (full line) at time t. For re-
tarded functions t > t′, and for advanced functions t < t′. b)
The corresponding local amplitude for conversion of a particle
at time t′ into a hole at time t is described by the coherence
function γ˜(t, t′). c) Diagrammatic representation of Eqs. (7)
and (11).
A. Coherence functions and distribution functions
The numerical solution of the (non-linear) system of
Eqs. (1) and (2) is greatly simplified by using a conve-
nient parameterization of the Green functions in terms
of retarded and advanced coherence functions γR,A, γ˜R,A,
and distribution functions x, x˜.24,32,54,55 The coherence
functions are a generalization of the so-called Riccati
amplitudes56,57 to non-equilibrium situations. Using a
projector formalism as described in Appendices B and
C we can write the retarded and advanced Green’s func-
tions [here the upper (lower) sign corresponds to retarded
(advanced)] as
gˆR,A = ∓ 2πi
( G F
−F˜ −G˜
)R,A
± iπτˆ3, (6)
with the parameterization24
G = (1 − γ◦γ˜)−1, F = (1 − γ◦γ˜)−1◦γ, (7)
G˜ = (1 − γ˜◦γ)−1, F˜ = (1 − γ˜◦γ)−1◦γ˜. (8)
The inverse is defined via the ◦-product,
(. . .)−1◦(. . .) = (. . .)◦(. . .)−1 = 1 , (9)
with the unit element 1 (see Appendix A). Obviously,
we can calculate the coherence functions from
γ = G−1◦F = F◦G˜−1, γ˜ = G˜−1◦F˜ = F˜◦G−1. (10)
In order to obtain a diagrammatic representation we re-
formulate the problem in terms of Dyson equations
G = 1 + G◦γ◦γ˜, F = γ + F◦γ˜◦γ, (11)
G˜ = 1 + G˜◦γ˜◦γ, F˜ = γ˜ + F˜◦γ◦γ˜. (12)
In Fig. 1 the corresponding diagrammatic expansion is
shown. Here, and in the following, we adopt and ex-
tend a diagrammatic notation by Lo¨fwander, Zhao and
Sauls.58,59,60 The quantity G describes the local spectral
amplitude of a particle-like excitation in the presence of
a condensate. This amplitude is renormalized from its
normal state value δ(t − t′) due to multiple virtual An-
dreev scattering processes that take place in the presence
of an off-diagonal complex condensate field ∆. The same
holds for hole-like excitations, described by the quantity
G˜. The “anomalous” propagators F and F˜ result from
the local coherence amplitudes for particle-hole conver-
sion, γ, and for hole-particle conversion, γ˜, again by tak-
ing into account renormalization due to multiple virtual
Andreev processes. For small superconducting ampli-
tudes (e.g. near Tc) the anomalous propagators coincide
with the coherence amplitudes. The four functions F , F˜ ,
G and G˜ are inter-related via γ and γ˜, and a number of
identities hold that are shown in Fig. 2 diagrammatically.
Although the coherence functions γ and γ˜ are suf-
ficient to describe the retarded and advanced Green’s
functions, the quantities in Eqs. (11)-(12) allow for an
effective formulation of boundary conditions (see below).
The Keldysh part of the propagator can be formulated
in terms of these and a suitable distribution function for
particle-like and hole-like excitations, respectively, in the
following way,
gˆK ≡ −2πi
( X Y
Y˜ X˜
)K
(13)
= −2πi
( G F
−F˜ −G˜
)R
◦
(
x 0
0 x˜
)
◦
( G F
−F˜ −G˜
)A
.
Making use of the identities in Fig. 2, we can further use
that XK = GR◦x◦GA−FR◦x˜◦F˜A = GR◦(x−γR◦x˜◦γ˜A)◦GA
FIG. 2: (Color online) Identities that hold between the six
quantities F , F˜ , G, G˜, γ, and γ˜ as defined in Eqs. (7)-(8).
4FIG. 3: (Color online) The distribution functions x and x˜ (left) connect incoming advanced and outgoing retarded propagators.
The Keldysh components XK, X˜K, YK, and Y˜K are shown in a diagrammatic representation of Eqs. (14)-(17). “R” and “A”
refer to “retarded” and “advanced”. The particle distribution function x and hole distribution function x˜ are coherently mixed
due to multiple coherent Andreev scattering events with amplitudes given by the renormalized quantities G, G˜, F , and F˜ that
are sums of terms shown in Fig. 1.
and similarly for the other components, which gives
XK = GR◦(x− γR◦x˜◦γ˜A)◦GA, (14)
YK = GR◦(x◦γA − γR◦x˜)◦G˜A, (15)
X˜K = G˜R◦(x˜− γ˜R◦x◦γA)◦G˜A, (16)
Y˜K = G˜R◦(x˜◦γ˜A − γ˜R◦x)◦GA. (17)
The Keldysh amplitudes X , X˜ , Y, and Y˜ are shown in a
diagrammatic representation in Fig. 3. Note that for the
Keldysh components we need to keep track of retarded
and advanced coherence functions. As advanced func-
tions propagate backward in time, their group velocity
is reversed. Advanced propagators can be described as
usual by the particle-antiparticle paradigm, that in the
present case is equivalent to a particle-hole transforma-
tion as described in Appendix G. In drawing diagrams
we prefer to keep the particle picture instead of intro-
ducing antiparticles (which would reverse the arrows and
turn them into hole propagators with opposite energy).
We stress that there are no diagrams with more than
one x or x˜ vertex, as no retarded propagator can enter
either of them, and no advanced propagator can emerge
from them. As a result, the structure of the equations
for X , X˜ , Y, and Y˜ formally corresponds to that of a
linear response with a perturbation that switches from
retarded to advanced (in fact, the linear response theory
for retarded and advanced coherence functions has many
formal similarities with the Keldysh part of the transport
theory,54 see also Appendix E).
1. Alternative distribution functions
Other definitions for distribution functions have been
introduced in the literature. We discuss the issue of the
various possibilities in defining distribution functions and
their relation with each other in detail in Appendix D.
The distribution functions h introduced by Larkin and
Ovchinnikov16,51 and F introduced by Shelankov23 are
related to the distribution functions x and x˜ by
x = F − γR◦F◦γ˜A = h+ γR◦h˜◦γ˜A ,
x˜ = F˜ − γ˜R◦F˜◦γA = h˜+ γ˜R◦h◦γA. (18)
Series expansions for the inverses can be obtained by
iteration,61 for example
F =
∑∞
n=0(γ
R)n◦x◦(γ˜A)n (19)
with (. . .)n = (. . .)n−1◦(. . .), and
h =
∑∞
n=0(γ
Rγ˜R)n◦(x− γR◦x˜◦γ˜A)◦(γAγ˜A)n. (20)
In equilibrium,
heq = Feq = tanh
ǫ
2T
= −F˜eq = −h˜eq (21)
holds. The advantages of the functions x and x˜ are that
the transport equations take their simplest form,24 their
numerical evaluation is easier, they simplify considerably
time-dependent problems,24,54,61 and as we will show be-
low, they allow for an effective handling of the boundary
conditions.
B. Transport equations
The central equations that govern the transport phe-
nomena have been derived in Ref.24,32,54. The transport
equation for the coherence functions γ(ǫ,pF,R, t) and
γ˜(ǫ,pF,R, t) are given by
(i~ vF ·∇+ 2ǫ)γR,A = [γ◦∆˜◦γ + Σ◦γ − γ◦Σ˜ −∆]R,A,
(i~ vF ·∇− 2ǫ)γ˜R,A = [γ˜◦∆◦γ˜ + Σ˜◦γ˜ − γ˜◦Σ − ∆˜]R,A.
(22)
For the distribution functions x(ǫ,pF,R, t) and
x˜(ǫ,pF,R, t) the transport equations read
(i~ vF ·∇+ i~ ∂t)x− [γ◦∆˜+ Σ ]R◦x− x◦[∆◦γ˜ − Σ ]A
= −γR◦Σ˜K◦γ˜A +∆K◦γ˜A + γR◦∆˜K − ΣK, (23)
(i~ vF ·∇− i~ ∂t)x˜− [γ˜◦∆+ Σ˜ ]R◦x˜− x˜◦[∆˜◦γ − Σ˜ ]A
= −γ˜R◦ΣK◦γA + ∆˜K◦γA + γ˜R◦∆K − Σ˜K. (24)
5In Appendix E we discuss properties of the solutions of
these equations, and equivalent formulations in terms of
integral equations.
An important property of the set of equations (22)-
(24) is their invariance with respect to gauge transfor-
mations. There are two types of gauge transformations
that are important, and that are very different in nature.
We discuss this issue in Appendix F. The first type is the
usual gauge invariance that links the phase of the coher-
ence functions with the electromagnetic potentials. The
second type leaves retarded and advanced quantities in-
variant and affects only the distribution functions x and
x˜ and the Keldysh part of the self energies. It leads to
a certain freedom for the choice of the distribution func-
tions (several choices have been mentioned above). In
particular, when a reference system is present, distribu-
tion functions can be defined with respect to those of the
reference system. They are then called “anomalous”,63
and vanish in the reference system. This is particularly
useful for situations when a system is coupled to a reser-
voir.
1. Homogeneous equilibrium solution
In the case that both ER,A = ǫ− (ΣR,A − Σ˜R,A)/2 and
[∆∆˜]R,A are diagonal in spin space, the homogeneous so-
lutions for the coherence functions in equilibrium can be
written as,
γR,Ah,eq = −
[
∆
E ± i
√
−∆∆˜− E2
]R,A
(25)
where the upper (lower) sign holds for the retarded (ad-
vanced) functions. For a singlet superconductor in the
clean limit [∆∆˜]R,A = −|∆|2. In the presence of a con-
stant superflow with momentum ps one has to replace ǫ
by ǫ− vF · ps.
For the distribution function in equilibrium one obtains
xh,eq = (1− γRγ˜A) tanh( ǫ
2T
). (26)
Note that γ˜A = (γR)† (see Appendix G).
2. General solution for homogeneous self energies
For homogeneous self energies we can express the so-
lutions γR,A(ρ) along a certain trajectory with path vari-
able ρ (defined by the trajectory parameterization R =
R0 + ρvF), for a given initial value γ
R,A(0) = γR,A0 , in
terms of the homogeneous solution γR,Ah that satisfies
[γh◦∆˜◦γh − E◦γh + γh◦E˜ −∆]R,A = 0, (27)
where ER,A = ǫ − ΣR,A, E˜R,A = −ǫ − Σ˜R,A. Defining
ΩR,A1 = [E − γh◦∆˜]R,A and ΩR,A2 = [E˜ + ∆˜◦γh]R,A, and
using the relations of Appendix E 1, it follows as
γR,A(ρ) =
[
γh + e
iρΩ1◦δ0◦
{
eiρΩ2 + C(ρ)◦δ0
}−1]R,A
,(28)
with δR,A0 = [γ0 − γh]R,A and
CR,A(ρ) =
[
C0◦eiρΩ1 − eiρΩ2◦C0
]R,A
(29)
where CR,A0 is the solution of the equation
[C0◦Ω1 − Ω2◦C0]R,A = ∆˜R,A. (30)
For equilibrium we have ER,A = −E˜R,A ≡ ER,A, and if
ER,A and [∆∆˜]R,A are diagonal in spin space, then with
ΩR,A1 = −ΩR,A2 ≡ ΩR,A the relation
γR,A(ρ) =
[
γ0Ω + i tan(ρΩ)(Eγ0 +∆)
Ω − i tan(ρΩ)(E − γ0∆˜)
]R,A
(31)
follows, in agreement with Ref. 64.
3. Equilibrium solution for sub-gap energies in the presence
of an inhomogeneous order parameter in the clean limit
If we can neglect impurity scattering, and the system
outside the scattering region is asymptotically homoge-
neous with gap ∆h, then for sub-gap energies |ǫ| ≤ |∆h|
we can make some more general statments about the
properties of the coherence amplitudes. In particular,
if we e.g. consider a pure singlet pairing state, and if the
order parameter is of the form∆ = ∆0(ρ)e
iχiσy with spa-
tially varying modulus ∆0 and spatially constant phase
χ, then, using the ansatz γR(ρ) = iγ0(ρ)e
i[χ+Ψ(ρ)] · iσy
with real γ0 and Ψ , the equilibrium equations of motion
along any fixed trajectory read
dγ0
dρ
= (1 − γ20)∆0 cos(Ψ)− 0+γ0 (32)
γ0
dΨ
dρ
= −(1 + γ20)∆0 sin(Ψ) + 2ǫγ0, (33)
where 0+ is a positive infinitesimal. The first equation
is stable only in direction of increasing ρ. Now, for the
initial condition far away from the scatterer, for sub-gap
energies |ǫ| ≤ |∆h| the relation γ0 = 1 holds. Then, as
Eq. 32 shows, this property will be preserved along the
trajectory regardless of the spatial variation of ∆0(ρ).
That means, only the phaseΨ of the coherence amplitude
varies, and we have γR = iei[χ+Ψ(ρ)] · iσy with
dΨ(ρ)
dρ
= −2∆0(ρ) sin
(
Ψ(ρ)
)
+ 2ǫ (34)
and initial condition Ψ(ρ0) = 0. If ǫ = 0, then the co-
herence amplitude stays constant along the trajectory.
Similarly, we obtain γ˜R = −ie−i[χ+Ψ˜(ρ)] · iσy with
dΨ˜(ρ)
dρ
= 2∆0(ρ) sin
(
Ψ˜(ρ)
)
+ 2ǫ. (35)
For energies |ǫ| > |∆h| both the modulus and phase of γR,
γ˜R vary in space. A similar consideration can be made
for any unitary order parameter.
6III. SCATTERING THEORY
We consider in the following a general quantum me-
chanical scattering problem that is characterized by in-
coming and outgoing Bloch wave solutions. We assume
that the scattering region is localized in a certain space
area, where we have in mind e.g. an interface, a sur-
face, or an impurity. In quasiclassical context there will
be trajectories that enter and leave the scattering region.
Correspondingly we can define incoming solutions along
each trajectory as those for which the group velocity is
pointing towards the scattering region under considera-
tion (the “scatterer”), and outgoing those for which the
group velocity is pointing away. The projection of the
group velocity on the Fermi momentum has one and the
same sign for γR, γ˜A, and x, and the opposite sign for γ˜R,
γA, and x˜. Correspondingly, these six objects for each
trajectory always group into three incoming and three
outgoing ones.
The scatterer will lead to a mixing between the tra-
jectories that enter the scattering region. Depending on
symmetry constraints, the possible number of scattering
wave vectors might be drastically reduced, as for example
is the case for conservation of parallel momentum at an
atomically clean interface. In the latter case, for a single
Fermi surface on each side of the interface, there will be
mixing only between the incoming, reflected, transmit-
ted trajectory, and a fourth trajectory that is reached by
a process involving “crossed” Andreev reflection. In the
case of a diffusive interface trajectories of all directions
will be mixed with each other.
In order to distinguish incoming and outgoing direc-
tions we will adopt the notation of Ref. 32, that small
case letters γR,A, γ˜R,A, x, x˜ denote incoming quantities,
and capital case letters ΓR,A, Γ˜
R,A
, X , X˜ denote outgoing
quantities. As the quasiclassical Green’s function is pa-
rameterized by the momentum pF, it is composed of both
incoming and outgoing quantities. We may write the
Keldysh matrix Green’s function as a functional of the
four coherence functions and the two distribution func-
tions. If the Fermi velocity points towards the scatterer,
this functional dependence will be
gˇ = gˇ[γR, Γ˜
R
,ΓA, γ˜A, x, X˜], (36)
and for the case that the Fermi velocity points away from
the scatterer, it is
gˇ = gˇ[ΓR, γ˜R, γA, Γ˜
A
, X, x˜]. (37)
Usually the potentials in a scattering region vary on a
energy scale large compared to the superconducting gap
or the temperature. In this case, it is sufficient to know
the normal state scattering matrices for particle-like ex-
citations, denoted by S with elements S(pF ← p′F), and
for hole-like excitations, denoted by S˜ with elements
S˜(p′F ← pF), that connect outgoing with incoming quasi-
particles on trajectories parameterized by the Fermi mo-
menta pF and p
′
F.
65 The scattering matrix in particle-
hole space reads
Sˆ =
(
S 0
0 S˜
†
)
Sˆ
†
=
(
S† 0
0 S˜
)
. (38)
In order to reduce the amount of notation we will in the
following label trajectories with the Fermi velocity point-
ing away from the scatterer simply by k, k′, k1 etc, and
trajectories with the Fermi velocity pointing towards the
scatterer by p, p′, p1 etc, thus omitting the vector nota-
tion. It is understood that those labels are from the set of
Fermi momenta associated with all the trajectories that
overlap with the scattering region. As for the discussion
in this chapter the dynamical variables (energy, time) en-
ter only as parameters, we will suppress the dependence
on these. We assume for the scattering problem that
the spatial coordinate R on each trajectory entering or
leaving the scattering region is sufficiently far from the
scatterer in order that the scattered waves have taken
their asymptotic form, but sufficiently close to neglect
spatial variations on the scale of the coherence length in
the scattering region, and we will suppress these spatial
coordinates in this chapter as well. The scattering prob-
lem will thus be fully characterized by the set of k and
p values associated with all involved trajectories. In a
centro-symmetric system (or a non-centrosymmetric sys-
tem with time reversal symmetry), for each k value there
will also be the trajectory with the opposite direction
p = −k.
It is our task to express the set of outgoing coherence
and distribution functions ΓRk ,Γ˜
R
p , Γ
A
p ,Γ˜
A
k , Xk X˜p by the
incoming ones γRp ,γ˜
R
k , γ
A
k ,γ˜
A
p , xp x˜k for a given scattering
matrix Skp (the scattering matrix S˜pk for hole-like exci-
tations is related to that for particle-like excitations by
the particle-hole conjugation symmetry).
A. Elementary interface Andreev scattering events
The central objects for the formulation of boundary
conditions for the coherence functions and distribution
functions are the following quantities, that express an
elementary scattering event,
[γ′kk′ ]
R = [
∑
p
Skp◦γp◦S˜pk′ ]R, (39)
[γ′pp′ ]
A = [
∑
k
Spk◦γk◦S˜kp′ ]A, (40)
x′kk′ =
∑
p
SRkp◦xp◦SApk′ , (41)
7FIG. 4: (Color online) Diagrammatic symbols for the ele-
mentary scattering events described by Eqs. (47)-(48). p and
h refers to “particle” and “hole”, and “R” and “A” to “re-
tarded” and “advanced”. A sum over internal variables ac-
cording to Eqs. (39)-(41) is implied.
together with the respective particle-hole conjugated
quantities,
[γ˜′pp′ ]
R = [
∑
k
S˜pk◦γ˜k◦Skp′ ]R (42)
[γ˜′kk′ ]
A = [
∑
p
S˜kp◦γ˜p◦Spk′ ]A (43)
x˜′pp′ =
∑
k
S˜Rpk◦x˜k◦S˜Akp′ . (44)
As we will show below, the scattering matrices enter the
boundary conditions only in terms of these quantities.
This allows for a compact matrix notation. For example,
we can re-formulate boundary conditions for spin active
interfaces that are known in literature,34,35 in a rather
compact way. Importantly, a straightforward general-
ization of these boundary conditions to multiple bands,
to disordered interfaces, to strongly spin polarized ferro-
magnets, to strongly spin-orbit split bands, and to the
general scattering problem from a target is possible. For
equilibrium we recover also the results by Shelankov and
Ozana,33 that were obtained by a similar procedure. In
order to switch to a compact matrix notation, we intro-
duce the diagonal matrices
γRkk′ = γ
R
k δkk′ , γ
A
pp′ = γ
A
p δpp′ , xkk′ = xk δkk′ , (45)
γ˜Rpp′ = γ˜
R
p δpp′ , γ˜
A
kk′ = γ˜
A
k δkk′ , x˜pp′ = x˜p δpp′ . (46)
With this, we can write the elementary scattering events
as
[ γ′]R,A = [ S◦ γ◦ S˜]R,A, x′ = SR◦ x◦ SA, (47)
[ γ˜′]R,A = [ S˜◦ γ˜◦ S]R,A, x˜′ = S˜R◦ x˜◦ S˜A. (48)
In Fig. 4 we show these scattering events in diagram-
matic form. We note that the retarded and advanced
scattering matrices are related by fundamental symme-
try,
SA = [ SR]†, S˜
A
= [ S˜
R
]†, (49)
which leads together with the symmetries in Appendix G
to the symmetry relations
[ γ′]A = [ γ˜′]R†, x′ = [ x′]†, (50)
[ γ˜′]A = [ γ′]R†, x˜′ = [ x˜′]†. (51)
FIG. 5: (Color online) Diagrammatic representation of
Eq. (53) for the retarded functions. In the last line the iden-
tity (56) is shown diagrammatically, which defines the dia-
grammatic expansion for GR. Summation over internal vari-
ables is implied.
B. Derivation of boundary conditions
1. Retarded Propagator
The anomalous functions FR are obtained from a sum
over all virtual multiple Andreev scattering events that
are accompanied by interface scattering. We consider
first the set of retarded Green’s functions with directions
k that are directed away from the scatterer. In this case,
the retarded propagator is given by
gˆRk = gˆ
R
k [Γ
R, γ˜R]. (52)
We introduce effective interface coherence amplitudes as
solutions of the equation
[Fkk′ ]R =
[
γ′kk′ +
∑
k1
Fkk1◦γ˜k1◦γ′k1k′
]R
. (53)
Using a compact matrix notation, the solutions are
F
R =
[
γ′◦ ( 1− γ˜◦ γ ′)−1
]R
, (54)
where the inversion Q−1 is defined via Q◦ Q−1 = 1
with 1kk′ = δkk′1 . The diagrammatic representation of
this expansion is shown in Fig. 5. We also define the
corresponding particle-hole diagonal interface amplitude
G
R =
[
( 1− γ ′◦ γ˜)−1
]R
= 1 + [ F◦ γ˜]R , (55)
that is closely related to the function FR by
F
R = [ G◦ γ′]R . (56)
For the quasiclassical approximation only the component
k′ = k is relevant, as it contributes to the slowly varying
envelope function of trajectory k, and we obtain
GRk = GRkk, FRk = FRkk . (57)
8The remaining two retarded Green’s function matrix
components are G˜Rk = [( 1 − γ˜◦ γ′)−1]Rkk and F˜Rk =
G˜Rk ◦γ˜Rk . According to section IIA, for the outgoing coher-
ence functions the equation FRkk = ΓRk + FRkk◦γ˜Rk ◦ΓRk =
(1 + FRkk◦γ˜Rk )◦ΓRk holds, which according to Eq. 55 is
equal to GRkk◦ΓRk . Thus, we extract the outgoing coher-
ence amplitudes from the solution of the equation
GRkk◦ΓRk←k′ = FRkk′ , ΓRk = ΓRk←k . (58)
The more general quantity ΓRk←k′ that is introduced here
will be needed below, e.g. in the transport equations for
the distribution functions.
For the component Γ˜
R
we must consider the retarded
Green’s function for a direction p towards the scatterer,
as the group velocity of Γ˜
R
is opposite to the direction of
the momentum. The corresponding retarded propagator
is given by,
gˆRp = gˆ
R
p [γ
R, Γ˜
R
]. (59)
We obtain in complete analogy to the discussion above
F˜
R
=
[
γ˜′◦ ( 1− γ◦ γ˜′)−1]R = [ G˜◦ γ˜′]R , (60)
G˜
R
=
[(
1− γ˜ ′◦ γ)−1]R = 1 + [ F˜◦ γ]R , (61)
from which we extract the outgoing coherence amplitude
by solving the equation
G˜Rpp◦Γ˜Rp←p′ = F˜Rpp′ , Γ˜Rp = Γ˜Rp←p . (62)
2. Advanced Propagator
For the advanced functions we need to take into ac-
count that they propagate backward in time. Thus, we
consider for ΓA the advanced Green’s function for a di-
rection p towards the scatterer,
gˆAp = gˆ
A
p [Γ
A, γ˜A], (63)
and for Γ˜
A
for a direction k away from the scatterer,
gˆAk = gˆ
A
k [γ
A, Γ˜
A
]. (64)
The most convenient form of the corresponding equations
is
F
A =
[
γ′◦ ( 1− γ˜◦ γ ′)−1
]A
=
[
γ′◦ G˜
]A
, (65)
G˜
A
=
[
( 1− γ˜◦ γ′)−1
]A
= 1 + [ γ˜◦ F ]A , (66)
with the the coherence amplitudes
ΓAp′→p◦G˜App = FAp′p, ΓAp = ΓAp→p , (67)
and
F˜
A
=
[
γ˜ ′◦ ( 1− γ◦ γ˜ ′)−1]A = [ γ˜ ′◦ G]A , (68)
G
A =
[(
1− γ◦ γ˜′)−1]A = 1 + [ γ◦ F˜]A , (69)
with the the coherence amplitudes
Γ˜
A
k′→k◦GAkk = F˜Ak′k, Γ˜
A
k = Γ˜
A
k→k . (70)
FIG. 6: (Color online) Diagrammatic representation of
Eqs. (72) and (75), using the identities in Eq. (56) and (60).
3. Keldysh Propagator
The corresponding expressions for the Keldysh com-
ponents are obtained in a similar way. We perform a
diagrammatic expansion of the Keldysh components in
the elementary scattering events, using the fact that the
vertices x and x˜ can only occur once in each diagram
(see end of section II A). Thus, all renormalizations af-
fect only the particle-hole conversion processes on either
side of the x and x˜ vertices. We consider first the Keldysh
Green’s function for k being directed away from the scat-
terer,
gˆKk = gˆ
K
k [Γ
R, γ˜R, γA, Γ˜
A
, X, x˜], (71)
for which the expansion, shown in Fig. 6a, gives
X
K = GR◦( x′ − γ′R◦ x˜◦ γ˜′A)◦ GA. (72)
We obtain the distribution functions X in terms of XK
by
GRkk◦
(
Xk − ΓRk ◦x˜k◦Γ˜
A
k
)
◦G˜Akk = XKkk . (73)
Similarly, considering the Keldysh Green’s function for p
being directed towards the scatterer,
gˆKp = gˆ
K
p [γ
R, Γ˜
R
,ΓA, γ˜A, x, X˜], (74)
we obtain from the expansion shown in Fig. 6b
X˜
K
= G˜
R◦( x˜′ − γ˜′R◦ x◦ γ′A)◦ G˜A, (75)
and from this X˜ in terms of X˜
K
,
G˜Rpp◦
(
X˜p − Γ˜Rp◦xp◦ΓAp
)
◦GApp = X˜Kpp . (76)
94. Boundary conditions for coherence amplitudes
For the outgoing coherence amplitudes that where ob-
tained in Eqs. (58), (62), (67), and (70), closed equa-
tions can be derived, that can again be represented di-
agrammatically in a straightforward way. We can cast
ΓRk←k′ = (GRkk)−1◦FRkk′ , Γ˜
R
p←p′ = (G˜Rpp)−1◦F˜Rpp′ , ΓAp′→p =
FAp′p◦(GApp)−1, and Γ˜
A
k′→k = F˜Ak′k◦(G˜Akk)−1, in the form of
Dyson-type equations,
[Γk←k′ ]
R =
[
γ′kk′ +
∑
k1 6=k
Γk←k1◦γ˜k1◦γ′k1k′
]R
(77)
[Γ˜ p←p′ ]
R =
[
γ˜′pp′ +
∑
p1 6=p
Γ˜ p←p1◦γp1◦γ˜′p1p′
]R
(78)
and
[Γp′→p]
A =
[
γ′p′p +
∑
p1 6=p
γ′p′p1◦γ˜p1◦Γp1→p
]A
(79)
[Γ˜ k′→k]
A =
[
γ˜′k′k +
∑
k1 6=k
γ˜′k′k1◦γk1◦Γ˜ k1→k
]A
. (80)
From those we obtain the quasiclassical coherence ampli-
tudes,
ΓRk = Γ
R
k←k , Γ
A
p = Γ
A
p→p , (81)
Γ˜
R
p = Γ˜
R
p←p , Γ˜
A
k = Γ˜
A
k→k . (82)
The diagrammatic representation of these equations is
the same as for the functions FR,A and F˜R,A, with the
modification that in all internal sums the direction k of
the final state that is scattered into is excluded.
5. Boundary conditions for distribution functions
Analogously to the discussion for the coherence ampli-
tudes we derive now the boundary conditions for the dis-
tribution functions. For this we formally solve Eqs. (73)
and (76),
Xk − ΓRk ◦x˜k◦ΓAk = [(Gkk)−1]R◦Xkk◦[(G˜kk)−1]A (83)
X˜p − Γ˜Rp◦xp◦Γ˜
A
p = [(G˜pp)−1]R◦X˜pp◦[(Gpp)−1]A (84)
and use the relations
[(Gkk)−1◦Gkk′ ]R = 1− [Γ k←k′◦γ˜k′ ]R, (85)
[Gp′p◦(Gpp)−1]A = 1− [γ˜p′◦Γ p′→p]A, (86)
and the corresponding particle-hole conjugated equa-
tions. In these equations we have introduced the scat-
tering parts of the coherence functions, that is obtained
by subtracting the forward scattering contributions,
[Γ k←k′ ]
R = [Γk←k′ − Γkδkk′ ]R (87)
[Γ p′→p]
A = [Γp′→p − Γpδpp′ ]A (88)
and similarly for particle-hole conjugated quantities.
Solving Eqs. (83) and (84) for Xk and X˜p leads to an
explicit solution in terms of x′k, x˜k, x˜
′
p, and xp,
Xk =
∑
k1,k2
[δkk1 + Γ k←k1◦γ˜k1 ]R◦x′k1k2◦[δk2k + γk2◦Γ˜ k2→k]A −
∑
k1
[Γ k←k1 ]
R◦x˜k1◦[Γ˜ k1→k]A (89)
X˜p =
∑
p1,p2
[δpp1 + Γ˜ p←p1◦γp1 ]R◦x˜′p1p2◦[δp2p + γ˜p2◦Γ p2→p]A −
∑
p1
[Γ˜ p←p1 ]
R◦xp1◦[Γ p1→p]A (90)
The diagrammatic representation of these equations is
the same as for the functions XR,A and X˜R,A, with
the modification that in all internal sums over virtual
particle-hole or hole-particle conversion processes the di-
rection k of the state that is scattered into is excluded.
The scattering into the final state (forward scattering) is
taking place only in the last scattering event. Note that
these simple diagrammatic rules result from our particu-
lar choice of the distribution functions. Applying a gauge
transformation of the type discussed in Appendix F 2 to
the distribution functions amounts to shifting terms be-
tween the two contributions on the right hand sides in
Fig. 6 back and forth. This leads to redefined distri-
bution functions without changing the Keldysh Green’s
function.
6. General use of boundary conditions
Equations (39)-(44), (77)-(82) and (87)-(90) give the
outgoing quantities ΓRk , Γ˜
R
p , Γ
A
p , Γ˜
A
k , Xk, X˜p in terms
of the incoming quantities γRp , γ˜
R
k , γ
A
k , γ˜
A
p , xp, x˜k, and
are the main result of this paper. For a small number of
trajectories involved in the scattering process these equa-
tions can be solved analytically. For numerical calcula-
tions, in particular when many trajectories are involved
that mix with each other in the scattering region (diffu-
sive scattering), it might be of advantage to use matrix
algebra and solve the set of equations (47)-(48), (54)-(58),
(60)-(62), (65)-(70), (72)-(73), and (75)-(76). The solu-
tion of these equations involves only standard numerical
linear algebra and is straightforward.
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IV. APPLICATION I: SPIN-ACTIVE
INTERFACE SCATTERING IN
SUPERCONDUCTING DEVICES
In this section we show how to recover from our formu-
lation of boundary conditions the results of Refs. 32, 34,
and 35. These boundary conditions are for an interface
between two superconductors or two metals or one super-
conductor and one metal. On both sides of the interface
each trajectory is doubly degenerate due to the spin de-
gree of freedom. The interface is assumed to conserve the
momentum component parallel to the interface, p||. It is
assumed that only one Fermi surface sheet is present in
each material, such that only one incoming and one out-
going trajectory exists for each side of the interface. For
such a case the boundary conditions take a particular
simple form. As on either side of the interface (index 1
and 2) only one incoming and one outgoing momentum
direction are coupled by the boundary condition, we can
label the involved trajectories simply by indices 1 and
2, and incoming and outgoing components by small and
capital letters in the boundary condition.
We start with writing down Eqs. (39)-(41) for this case:(
γ′11 γ
′
12
γ′21 γ
′
22
)R,A
=
[(
S11 S12
S21 S22
)
◦
(
γ1 0
0 γ2
)
◦
(
S˜11 S˜12
S˜21 S˜22
)]R,A
(91)
and (
x′11 x
′
12
x′21 x
′
22
)
=(
S11 S12
S21 S22
)R
◦
(
x1 0
0 x2
)
◦
(
S11 S12
S21 S22
)A
(92)
where all involved quantities are 2×2 spin matrices.
A. Coherence functions
Using these quantities, the boundary condition
Eq. (77) takes on the form
[Γ1←1]
R = [γ′11 + Γ1←2◦γ˜2◦γ′21]R (93)
[Γ1←2]
R = [γ′12 + Γ1←2◦γ˜2◦γ′22]R (94)
[Γ2←1]
R = [γ′21 + Γ2←1◦γ˜1◦γ′11]R (95)
[Γ2←2]
R = [γ′22 + Γ2←1◦γ˜1◦γ′12]R. (96)
The equations for the 12- and 21-components, Eqs. (94)
and (95), can be solved directly,
[Γ1←2]
R = [γ′12◦(1− γ˜2◦γ′22)−1]R (97)
[Γ2←1]
R = [γ′21◦(1− γ˜1◦γ′11)−1]R. (98)
Analogously, for the advanced components Eq. (79) leads
to
[Γ1→2]
A = [(1− γ′11◦γ˜1)−1◦γ′12]A (99)
[Γ2→1]
A = [(1− γ′22◦γ˜2)−1◦γ′21]A. (100)
Introducing these into the corresponding 11- and 22-
components, i.e. Eqs. (93) and (96) and analogously for
the advanced functions, gives the first set of boundary
conditions for the coherence functions,
[Γ1]
R,A = [γ′11 + γ
′
12◦(1− γ˜2◦γ′22)−1◦γ˜2◦γ′21]R,A (101)
[Γ2]
R,A = [γ′22 + γ
′
21◦(1− γ˜1◦γ′11)−1◦γ˜1◦γ′12]R,A. (102)
The particle-hole conjugated equations are obtained by
simply applying the particle-hole conjugation operation
to these results. These boundary conditions, together
with the definitions (91), are equivalent to the bound-
ary conditions of Ref. 34, and for spin-scalar scattering
matrices to those of Ref. 32.
B. Distribution functions
Turning to the the Keldysh components, we formulate
Eq. 89 for our case,
X1 = x
′
11 + Γ
R
1←2◦γ˜R2 ◦x′21 + x′12◦γA2 ◦Γ˜
A
2→1
+ΓR1←2◦(γ˜R2 ◦x′22◦γA2 − x˜2)◦Γ˜
A
2→1 (103)
X2 = x
′
22 + Γ
R
2←1◦γ˜R1 ◦x′12 + x′21◦γA1 ◦Γ˜
A
1→2
+ΓR2←1◦(γ˜R1 ◦x′11◦γA1 − x˜1)◦Γ˜
A
1→2 (104)
Substituting Eqs. (97)-(100) into these gives the re-
quired boundary conditions for the distribution func-
tions. Again, the particle-hole conjugated equations are
obtained by simply applying the particle-hole conjuga-
tion operation to these results. These boundary condi-
tions, together with the definitions (92), are equivalent
to the ones of Ref. 35, and for spin-scalar scattering ma-
trices to those of Ref. 32.
C. Spin-active interface in bilayer geometry
As an application we discuss the coherence functions
for a bilayer that consists of a thick superconducting layer
(that we will treat as bulk system) with a thin normal
metal overlayer of thickness d. We consider a spin-active
interface with a scattering matrix
S =
(
rS tSN
tNS −rN
)
= S˜∗. (105)
We assume that the interface has a unique quantization
axis, in which case all reflection (rS↑, rS↓, rN↑, rN↓) and
transmission amplitudes (tSN↑, tSN↓, tNS↑, tNS↓) are spin
diagonal. We consider a singlet superconductor with (re-
tarded) coherence amplitudes γR = γSiσy. As a result,
all possible induced correlations in the normal metal are
written as γR = diag[γN↑, γN↓]iσy, where ‘diag’ denotes a
diagonal spin matrix with the diagonal elements as indi-
cated. In the following we restrict our discussion to the
equilibrium situation.
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Eqs. (101)-(102) result into
ΓN↑ =
[
rN↑r
∗
N↓γN↑ + tNS↑t
∗
SN↓γS +
+γ˜SγSγN↑(rN↑rS↑ + tNS↑tSN↑)(r
∗
N↓r
∗
S↓ + t
∗
NS↓t
∗
SN↓)
]
/
/
[
1 + γ˜S(tSN↑t
∗
NS↓γN,↑ + rS↑r
∗
S↓γS)
]
(106)
Now, using the unitarity condition of the scattering
matrix, we write (with σ = {↑, ↓}), rNσ = rσeiϑNσ ,
rSσ = rσe
iϑSσ , tNSσ = tσe
iϑNSσ , tSNσ = tσe
iϑSNσ ,
where ϑSσ + ϑNσ = ϑSNσ + ϑNSσ, and r
2
σ + t
2
σ = 1.
Then, with the spin mixing angles ϑS = ϑS↑ − ϑS↓ and
ϑN = ϑN↑ − ϑN↓, and with the further abbreviations
[(ϑSN↑+ϑSN↓)−(ϑNS↑+ϑNS↓)]/2 = ϑ′, (ϑN+ϑS)/2 = ϑ+,
(ϑN − ϑS)/2 = ϑ−, the last equation becomes
ΓN↑
[
e−iϑ+ + γN↑γ˜Se
iϑ′t↑t↓ + γSγ˜Se
−iϑ−r↑r↓
]
=
γN↑e
iϑ−r↑r↓ + γSe
−iϑ′t↑t↓ + γN↑γSγ˜Se
iϑ+ .(107)
The extra spin-scalar phase ϑ′ may appear due to time
reversal symmetry breaking by the interface. In order to
obtain the coherence amplitudes at the outer surface of
the normal layer, γB↑, we solve the transport equation
(i~vF ·∇+2ǫ)γ↑(x) = 0 in the normal metal with perfect
reflection at the outer boundary, which gives
γB↑ = ΓN↑e
iz/εd , γN↑ = γB↑e
iz/εd , (108)
with z = ǫ + i0+, εd = ~vFx/2d the ballistic Thou-
less energy, and vFx the Fermi velocity component nor-
mal to the interface in the normal conductor. We now
concentrate on sub-gap energies, |ǫ| < |∆|. Substitut-
ing Eq. (108) into Eq. (107), and using the bulk solu-
tions γS = ie
iΨ = −γ˜ with Ψ = arcsin(ǫ/∆) (see sec-
tion II B 3), we obtain the following equation for γB↑,
γ2B↑e
2iϑ′ + 2γB↑e
iϑ′ u↑
t↑t↓
+ 1 = 0 (109)
with u↑ = sin
(
z
εd
+ ϑ+ +Ψ
)
+ r↑r↓ sin
(
z
εd
+ ϑ− −Ψ
)
.
For γB↓ an analogous equation holds, with the quantity
u↓ = sin
(
z
εd
− ϑ+ +Ψ
)
+ r↑r↓ sin
(
z
εd
− ϑ− −Ψ
)
. Fi-
nally, for the particle-hole conjugated coherence ampli-
tude one obtains γ˜B↓e
−iϑ′ = −γB↑eiϑ′ . Thus, the pairing
amplitude is given by
fBσ = −2πi γB,σ
1− γ2B,σe2iϑ′
= π
t↑t↓e
−iϑ′√
(t↑t↓)2 − u2σ
(110)
for |uσ| ≤ t↑t↓, and by
fBσ = iπ
t↑t↓sign(uσ)√
u2σ − (t↑t↓)2
e−iϑ
′
(111)
for |uσ| > t↑t↓. This characteristic spin dependence of
the pairing correlations has been discussed recently in
Ref. 84, where it was shown that a change in the symme-
try of the pairing correlations near the chemical potential
takes place as function of ϑN. A more detailed discussion
will be provided in a future publication.85
V. APPLICATION II:
SUPERCONDUCTOR/HALF-METAL HYBRID
STRUCTURE
A. Interface scattering matrix
Next, we consider as application an interface between a
superconductor and a completely polarized ferromagnet,
a half metal, in the ballistic limit. Each trajectory in the
superconductor has a spin degeneracy, whereas in the
half metal the spin for each trajectory is fixed. Following
Ref. 37, we write the scattering matrix in singular value
decomposition as
S =
(
UˆS 0
0 UF
)(
rˆS | t〉
〈t | −rF
)(
Vˆ †S 0
0 V †F
)
where | t〉 and 〈t | are the transmission amplitudes, and
rˆS =
√
1− | t〉〈t | and rF =
√
1− 〈t | · | t〉 are the reflec-
tion amplitudes. The phase-matrices on the left and
on the right can be written as UˆS = e
i(ψu+ϑu2 muσ),
Vˆ †S = e
i(ψv+ϑv2 mvσ), UF = e
iψu , V †F = e
iψv , and the
singular values are determined by the matrices
rˆS =
(
r 0
0 1
)
, | t〉 =
(
t
0
)
, (112)
rF = r, 〈t |=
(
t 0
)
(113)
with r =
√
1− t2. The quantization axis is the direction
of the magnetization in the half metal, M , which we
chose as the z-axis. The directionsmi are determined by
the interface properties, and do not necessarily coincide
with that of the half metal.
We now make the simplifying model assumptionmu =
mv ≡ m. We write mx = sinα cosφ, my = sinα sinφ,
mz = cosα, and for the bulk magnetization Mz = M ,
Mx = My = 0. Because we consider singlet superconduc-
tors we have the freedom to choose a spin quantization
axis inside the superconductors in a convenient way. The
most convenient choice is along the interface magnetic
momentm. The spin rotation matrix between the quan-
tization axis in the superconductor and in the half metal
is Uˆm = e
−iα
2
e⊥σ with e⊥ = (m ×M)/(M sinα). In
this representation UˆmUˆSUˆ
†
m = e
iϑu
2
σz and UˆmVˆ
†
S Uˆ
†
m =
ei
ϑv
2
σz become spin-diagonal. Because in quasiclassical
approximation only the envelope of the wave is relevant,
we are furthermore allowed to drop all spin-independent
phases in the scattering matrix (except for a possible
phase ϑ′ analogous to that in the last subsection, arising
from an internal flux; one can prove that all other spin-
scalar phases do not enter the final expressions). This
leads to the scattering matrix in the new frame,37
S ≡
(
RˆS |T 〉
〈T | −RF
)
(114)
=
(
ei
ϑu
2
σz Uˆm 0
0 1
)(
rˆS | t〉
〈t | −rF
)(
Uˆ †me
iϑv
2
σz 0
0 1
)
.
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B. Josephson geometry
The Josephson effect in a superconductor/half-
metal/superconductor (S/HM/S) junction has
been studied previously both experimentally66 and
theoretically.37,41,42,55,67,68,69,70,71,72,73,74,75,76,77,78,79,80
Here we demonstrate how the present formulation of
boundary conditions can be used to simplify analytical
expressions within the same approximation as in Ref. 76.
Our formulation is in terms of the microscopic scattering
matrix. Such a scattering matrix cannot in general be
obtained by solving Eilenberger’s equations but must
be obtained by a full microscopic quantum mechanical
treatment of the interface.38,70 This has to be contrasted
to the case considered e.g. in Ref. 78, where an interface
represented by a thin magnetic domain wall is treated
with Eilenberger’s equations. The two approaches are
complementary and have non-overlapping ranges of
applicability.
1. Coherence amplitudes
We express the boundary condition it in terms of the
matrices
γˆ′ ≡
(
γˆ′S |γ〉′
〈γ |′ γ′F
)
= S
(
γˆS 0
0 γF
)
S˜ (115)
with γˆS being a 2×2 spin matrix and γF a scalar, and
similar notations for the particle-hole conjugated com-
ponents: ˆ˜γS and γ˜F. Explicitely,
γˆ′S = RˆSγˆS
ˆ˜RS+ |T 〉γF〈T˜ |, (116)
|γ〉′ = RˆSγˆS | T˜ 〉− |T 〉γFR˜F, (117)
〈γ |′ = 〈T | γˆS ˆ˜RS −RFγF〈T˜ |, (118)
γ′F = 〈T | γˆS | T˜ 〉+RFγFR˜F. (119)
Then the boundary conditions, Eqs. (77) and (81), can
be solved for ΓˆS and ΓF, leading to
ΓˆS = γˆ
′
S +
γ˜F
1− γ˜Fγ′F
|γ〉′〈γ |′ (120)
ΓF = γ
′
F + 〈γ |′
(
1ˆ− ˆ˜γSγˆ′S
)−1
ˆ˜γS |γ〉′. (121)
This gives the outgoing amplitudes in terms of the in-
coming ones. The particle-hole conjugated quantities are
obtained similarly, with the definition ˆ˜γ′S = S˜
† ˆ˜γSS
†.
We assume singlet superconducting order parameters
∆R = |∆|eiχiσy, allowing us to write for the bulk coher-
ence functions γˆS = γSe
iχiσy and ˆ˜γS = γ˜Se
−iχiσy. It is
useful to introduce the parameter
P = sin (ϑ/2) sin(α)/(1 + r) (122)
with the spin mixing angle ϑ = ϑu+ϑv, that controls the
overall magnitude of the proximity effect. An analytic
solution is then given by
ΓF =
αγF − iβγSei(χ−φ)
ζ − iβγFγ˜Se−i(χ−φ) (123)
where we use the abbreviations
β = Pt2(1 + r)(1 − γSγ˜S) (124)
α = r2 + γ2Sγ˜
2
S + 2γSγ˜Sr cos(ϑ)− γSγ˜SP 2t4 (125)
ζ = 1 + γ2Sγ˜
2
Sr
2 + 2γSγ˜Sr cos(ϑ)− γSγ˜SP 2t4 (126)
assuming that all incoming coherence amplitudes at the
superconducting side are singlet. The full solutions of
the boundary conditions in the superconductor can also
be obtained analytically and are given in Appendix H.
Note that the geometric angle φ that determines the di-
rection of the interface magnetic moments enters only in
combination with the superconducting order parameter
phases. Thus, it leads to simple shifts in the current
phase relation.70,71 In the following, we include φ into
renormalized superconducting phases χ in order to sim-
plify notation, i.e. we define χ′1 = χ1 − φ1, χ′2 = χ2 − φ2
for the two superconducting banks (indices 1 and 2).
2. Josephson current
The equations for the coherence amplitude in a point
in the middle of the half metal of an S/HM/S junction,
for positive (γ+) and negative (γ−) directions, can be ob-
tained by expressing ΓF1 and ΓF2 in terms of γF1 and
γF2 using the boundary conditions Eq. 123 for each inter-
face, and solving the transport equations in the half metal
with the results γ+ = yΓF1, γF2 = yγ+, γ− = yΓF2, and
γF1 = yγ−, where y = e
− ǫnL
~vFx , and vFx is the component
of the Fermi velocity in the half metal perpendicular to
the interfaces. This leads for a symmetric setup to
γ+ = y · αyγ− − iβγSe
iχ′1
ζ − iβyγ˜Se−iχ′1γ−
(127)
γ− = y · αyγ+ − iβγSe
iχ′2
ζ − iβyγ˜Se−iχ′2γ+
. (128)
In principle the amplitudes γS and γ˜S must be obtained
by solving self-consistently for the order parameter sup-
pression near the interface. Here, we will however neglect
this effect and assume that the bulk solution
γS = −γ˜S = i|∆|/(ǫn + Ωn), Ωn =
√
|∆|2 + ǫ2n (129)
is present all the way to the interface. This approxima-
tion becomes exact in the limit of small t and ϑ. Note
that in this case 1 − γ2S = 2Ωn/(|ǫn| + Ωn) is even and
1 + γ2S = 2ǫn/(|ǫn|+ Ωn) is odd in ǫn. One obtains
g+ − g−
2
= − iπ
2
(
1 + γ˜+γ+
1− γ˜+γ+ −
1 + γ˜−γ−
1− γ˜−γ−
)
= −iπ 1
2
[(
1− 4
p2+
)− 1
2
−
(
1− 4
p2−
)− 1
2
]
,
(130)
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by solving the equations γ2± + p±γ± + 1 = 0. Here,
1
p±
=
iβγSy
(
ζe∓i
χ
2 + ηy2e±i
χ
2
)
(ζ2 − η2y4)± 2i(βγSy)2 sin(χ) (131)
with χ = χ′2 − χ′1. Note that ζ − η = t2(1− γ2Sγ˜2S).
Using this, one can show that for Matsubara frequen-
cies p− = p
∗
+. Consequently, the Josephson current is
given in terms of these quantities by,
j = eNFvF · 2πT
∑
ǫn>0
Im
〈
µ
(
1− 4
p+(ǫn)2
)− 1
2
〉
FS+
.(132)
where µ = cos(θp), and θp is the impact angle (µ = 1 for
normal impact). Here, vF and NF are the Fermi velocity
and the density of states at the Fermi level in the normal
state of the half metal, respectively.
We obtain the corresponding Josephson current for the
case of the half metal replaced by a normal metal if we
replace β = it2, η = r2 + γSγ˜S, ζ = 1 + r
2γSγ˜S and add
a spin degeneracy factor 2.
The normal state boundary resistance of the symmetric
S/HM/S Josephson junction with area A is given by
1
RNA
=
j⊥
V
= e2NFvF
〈
µ
t2
2− t2
〉
FS+
(133)
= e2
∫
(vFe⊥)>0
(dpF)
|vF| (vFe⊥)
t(p||)
2
2− t(p||)2
(134)
= e2
∫
(dp||)
t(p||)
2
2− t(p||)2
(135)
with (dpF) = d
D−1pF/(2π~)
D for D dimensions, and
p|| = pF · e||.81 For an S/N/S junction an additional
factor 2 has to be added on the right hand sides.
In Fig. 7(a) we show results obtained with Eq. 132.
Shown is the critical Josephson current multiplied with
the normal state resistance obtained by Eq. 133. For def-
initeness we present results for identical isotropic Fermi
surfaces on both sides of the interface and for the de-
pendence of the transmission amplitude t on the impact
angle θp (measured from the surface normal) appropriate
for a δ-potential, t(θp) = t0 cos θp/
√
1− t20 sin2 θp, where
t0 is the transmission for normal impact. For the spin
mixing angle ϑ we assume a dependence ϑ = ϑ0 cos(θp).
For comparison we also show the corresponding val-
ues for a superconductor/normal-metal/superconductor
(S/N/S) Josephson junction. As can be seen, the super-
current through a half metal can be of a similar magni-
tude as through a normal metal, provided the parameter
P is of order one.
In fact, as can be seen in Fig. 7(b), the IcRN-product
can exceed that for an analogous S/N/S junction. The
reason for this enhancement are current carrying An-
dreev bound states below the gap energy, that are dis-
cussed further below. We show for several values of ϑ0
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FIG. 7: (Color online) Critical Josephson current Ic multi-
plied with the normal state resistance RN for an S/HM/S
Josephson junction with magnetic interfaces (thick lines) and
for an S/N/S junction with non-magnetic interfaces (thin
lines). In (a) for both cases, the transmission amplitudes t0
are varied from 0.2 to 0.5. The spin-mixing angle for normal
impact is ϑ0 = 0.75pi, and the junction length L is equal to
the coherence length in the half metal, ξF = vF/2piTc. In (b)
we fix L = 3ξF, t0 = 0.5, and vary for the S/HM/S junc-
tion the spin mixing angle. For (a) and (b) the interface spin
misalignment angle is α = pi/2.
the IcRN-product in comparison with that for a non-
magnetic S/N/S Josephson junction with the same trans-
mission probability and same length. With increasing ϑ0
the magnitude of the effect increases, and the maximum
in the temperature dependence moves to lower tempera-
tures.
In fact, for the special case that P = 1 (i.e. t = 1,
ϑ = π, α = π/2) for all Fermi surface points, the max-
imum becomes unobservable because it moves to zero
temperature, as has been noted also in Ref. 76. In
this case, furthermore, we have β = ζ = (1 − γSγ˜S),
η = −γSγ˜S(1−γSγ˜S) for the S/HM/S junction, and β = i,
ζ = 1, η = γSγ˜S for the S/N/S junction. Consequently,
after canceling the common factor (1− γSγ˜S) in Eq. 131
for the S/HM/S junction, it is seen that 1/p± at phase
χ for the S/HM/S junction coincides with 1/p± at phase
(χ + π) for the S/N/S junction. This proves that the
IcRN-product for P = 1 is equal to that for the corre-
sponding S/N/S junction, and the corresponding current
phase relations are shifted by π. This result is in agree-
ment with the findings in section III.D of Ref. 76 for the
short and long junction limits, that were obtained within
the more general Gor’kov formalism.
We caution however, that the suppression of the sin-
glet order parameter at the interface cannot be neglected
for P close to 1, unless a strong Fermi surface mismatch
is present (in which case the transmission is reduced due
to the Fermi velocity mismatch), and self-consistent cal-
culations must be performed as done in Ref. 41.
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3. Local density of states
We now proceed to calculate the local density of states
as function of energy. For this we need to perform an
analytical continuation to the real energy axis. We define
in this case y = eizL/µvF and γS = −γ˜S = −|∆|/(z +
i
√
|∆|2 − z2) with z = ǫ+ i0+. The momentum resolved
density of states is then given in the center of the half
metal by,
N±
NF
= − 1
π
ImgR± = Re
1 + γ˜±γ±
1− γ˜±γ±
= Re
[(
1− 4
p±(ǫ)2
)− 1
2
]
. (136)
The local density of states is obtained as
N(ǫ) = 〈N+ +N−〉FS+ . (137)
In Fig. 8 we compare the local density of states (LDOS)
for an S/HM/S-junction and an S/N/S-junction in the
high-transmission limit for a symmetric setup. For clar-
ity of presentation we have vertically shifted the curves
with respect to each other. The junctions are current bi-
ased, and the phase difference varies in both cases from 0
to π as indicated. For the S/N/S-junction the well-known
Andreev-Saint-James states20,82 are seen (for a review see
Ref. 83) with a reduction of the LDOS at low bias except
for the case of χ = π, when a zero bias bound state is
present. In contrast, for the S/HM/S-junction there is
a low-energy band of bound states. This behavior has
already been noted in Ref. 41. Note that χ = π is the
equilibrium phase of the S/HM/S junction.41 The dis-
persion of the Andreev peaks in the spectra with χ indi-
cates the direction of the current that is carried by them.
For the S/N/S-junction the lowest bias peak dominates,
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FIG. 8: (Color online) Local density of states in the center of
a current biased high-transmissive symmetric Josephson junc-
tion for (a) an S/HM/S junction and (b) an S/N/S junction.
In both cases the phase difference over the junction is varied
from 0 to pi. The remaining parameters are indicated.
that carries current in positive direction, whereas for the
S/HM/S-junction the low-energy band is responsible for
the low-temperature anomaly Jc(T ), and the next higher
band carries most of the current, that is in negative di-
rection, in accordance with the π-junction behavior.
The half-width W1/2 of the low-energy band varies
with the interface parameters, with the impact angle,
with the phase difference χ, with temperature, and with
junction length. In general the width of the low-energy
band is larger for χ = 0 than for χ = π. In Fig. 9, we
show its dependence on the junction length for (a) a π-
junction and (b) a zero-junction. In the short-junction
limit the half-width for t = 1 is given by W1/2(χ = π) =
|∆|(√2− P 2 − P )/2 and W1/2(χ = 0) = |∆|
√
1− P 2.
In the limit of small P (but still t = 1) we obtain
W1/2(χ = π) → |∆|/
√
2 and W1/2(χ = 0) → |∆|. For
the special case P = 1 the spectra are equal to those for
an S/N/S-junction with the junction phase shifted by π
(see the corresponding discussion in the last subsection),
i.e. the low energy band vanishes in the limit P → 1
for a π junction and a zero energy bound state appears
for a zero-junction. In general, as P varies with ϑ and
thus with the impact angle, the width of the low-energy
band in Figs. 8(a) and 9 is a superposition for many dif-
ferent P . The overall width of the low-energy band is
set by the values for smallest P , the kink-features closer
to the chemical potential correspond to the largest P for
trajectories with normal impact.
In Fig. 10 we show results for the variation of the LDOS
with with the spin-mixing angle ϑ0 for (a) a π-junction
and (b) a zero-junction. For the zero-junction a peak
appears at high ϑ0, that is a signature of the zero bias
bound state for normal impact when P = 1. For smaller
spin-mixing angles in general the structures get smeared
out, and a set of energy bands separated by narrower
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FIG. 9: (Color online) Local density of states in the center of a
current biased high-transmissive symmetric S/HM/S Joseph-
son junction, for (a) a phase difference over the junction of
pi and (b) of 0. In both cases the junction length is varied
from the short junction limit to L = 50ξF. The remaining
parameters are indicated.
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FIG. 10: (Color online) Local density of states in the cen-
ter of a current biased high-transmissive symmetric S/HM/S
Josephson junction, for (a) a phase difference over the junc-
tion of pi and (b) of 0. In both cases the spin mixing angle ϑ0 is
varied from 0 to pi. The remaining parameters are indicated.
suppressions of the LDOS remains.
C. Point contact geometry
1. Distribution functions
For the distribution functions, we introduce the nota-
tion,
xˆ
′ =
(
xˆ′S |x〉′
〈x |′ x′F
)
= SR
(
xˆS 0
0 xF
)
SA (138)
with SA = (SR)†, which explicitely gives
xˆ′S = Rˆ
R
S xˆSRˆ
A
S + xF |T 〉R〈T |A (139)
|x〉′ = RˆRS xˆS |T 〉A − xF RAF |T 〉R (140)
〈x |′ = 〈T |R xˆS RˆAS − xF RRF 〈T |A (141)
x′F = 〈T |R xˆS |T 〉A + xF RRF RAF. (142)
with RˆAS = (Rˆ
R
S)
†, | T 〉A = (〈T |R)†, 〈T |A= (| T 〉R)†,
RAF = (R
R
F)
∗. Then, with the abbreviations
|Γ 〉R = |γ〉′(1− γ˜Fγ′F)−1 (143)
〈Γ |R = 〈γ |′
(
1ˆ− ˆ˜γSγˆ′S
)−1
, (144)
and |Γ 〉A = (〈Γ˜ |R)†, 〈Γ |A= (| Γ˜ 〉R)†, the explicit bound-
ary conditions, Eq. (89), for the distribution functions
read,
XˆS = xˆ
′
S + γ
A
F |x〉′〈Γ˜ |A +γ˜RF |Γ 〉R〈x |′
+(γ˜RFx
′
Fγ
A
F − x˜F) |Γ 〉R〈Γ˜ |A (145)
XF = x
′
F + 〈x |′ γˆAS | Γ˜ 〉A + 〈Γ |R ˆ˜γRS |x〉′
+〈Γ |R (ˆ˜γRS xˆ′SγˆAS − ˆ˜xS) | Γ˜ 〉A (146)
Here, γˆAS = (
ˆ˜γRS )
†, γAF = (γ˜
R
F)
∗.
2. Point contact spectra
Superconductor/half-metal point contact spectra
have been studied experimentally in a number of
cases.86,87,88,89,90,91,92,93,94,95 However, the analysis in
all these studies did not include the effect of spin active
interface scattering. Here, we show how such effects
can be taken into account in a ballistic point contact.
We assume incoming solutions to be in equilibrium.
The treatment in terms of coherence and distribution
functions can be simplified considerably by using the
symmetries described in Appendix F 2. Proceeding along
the lines described there, we introduce anomalous distri-
bution functions by gˆK [x, x˜]− gˆK [x0, x˜0] = gˆRFˆ0− Fˆ0gˆA,
with
Fˆ0 =
(
F0 0
0 −F˜0
)
(147)
and x0 = x− (F0 + γRF˜0γ˜A). We use for F0 the equilib-
rium distribution function in the superconductor. Then,
the incoming anomalous distribution functions xS,0 and
x˜S,0 in the superconductor are zero. For the half metal
we have xF = F + γ
R
FF˜ γ˜
A
F with F = tanh[(ǫ − eV )/2T ]
and F˜ = − tanh[(ǫ + eV )/2T ], and consequently xF,0 =
(F − F0) + γRF(F˜ − F˜0)γ˜AF. Furthermore, for a ballistic
point contact the incoming coherence functions on the
half-metallic side are zero, γF = γ˜F = 0. From here on
we drop the index “0” for all distribution functions in or-
der to not overload the notation, and keep in mind that
they are all anomalous.
Substituting all this into Eq. (146), one arrives at
XF − xF = − xFt
2
|ζR|2
{
(1−Π2)
[
1 + r2Π2 − r cos(ϑ)Σ2
+ r cos(α) sin(ϑ)∆2]
+t2P 2(1 + r) [Σ2(1 + rΠ2) + 2(1 + r)Π2]
}
−ΓRF x˜FΓ˜
A
F = −
x˜Ft
4
|ζR|2P
2(1 + r)2|γRS |2 [1 + Σ2 +Π2]
(148)
with
Π2 = (γ
R
S γ˜
R
S )(γ
A
S γ˜
A
S )
2 = |γRS γ˜RS |2 (149)
Σ2 = −(γRS γ˜RS + γAS γ˜AS ) = −2Re(γRS γ˜RS ) (150)
∆2 = −1
i
(γRS γ˜
R
S − γAS γ˜AS ) = −2Im(γRS γ˜RS ), (151)
and we have used the notation γˆRS = γ
R
S iσy and γˆ
A
S =
γAS iσy, meaning that γ˜
A
S = −(γRS )∗. These expressions
are still general and we only made use of zero incoming
γF, γ˜F, xS,0, and x˜S,0.
The current density from the half metal to the super-
conductor is given in terms of the anomalous distribution
functions by,
j = eNFvF
∫
dǫ
2
〈
µ(XF − xF − ΓRF x˜FΓ˜
A
F)
〉
FS+
(152)
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FIG. 11: (Color online) Point contact spectra for an S/HM
contact. In (a) the transmission t0 varied from 0 to 1, and in
(b) the spin-mixing angle ϑ0 is varied from 0 to pi. Both quan-
tities depend on the quasiparticle impact angle as discussed
in the text. The remaining parameters are indicated.
with xF = F − F0 = [tanh ǫ−eV2T − tanh ǫ2T ], and x˜F =
F˜ − F˜0 = −[tanh ǫ+eV2T − tanh ǫ2T ]. The current density
can be written as
j = eNFvF
∫ ∞
−∞
dǫ
4
jǫ
(
tanh
ǫ+ eV
2T
− tanh ǫ− eV
2T
)
(153)
with spectral current kernels jǫ. The normal state bound-
ary resistance is 1/RNA = jN/V = e
2NFvF〈µt2〉FS+ .
Further simplifications arise for incoming homogeneous
distribution functions, when γ˜RS = −γRS . Then, noting
that for |ǫ| < |∆| we have Π2 = 1, it follows that
XF − xF = − xFt
4
|ζR|2P
2(1 + r)2(Σ2 + 2) (154)
−ΓRFx˜FΓ˜AF = −
x˜Ft
4
|ζR|2P
2(1 + r)2(Σ2 + 2) (155)
leading to the Andreev spectral current
jǫ =
〈
µ · 4P 2t4(1 + r)2 · (1 + Re[(γRS )2])∣∣∣1 + (γRS )4r2 − 2(γRS )2r cos(ϑ) + (γRS )2P 2t4∣∣∣2
〉
FS+
.
(156)
For zero misalignment of the interface moments, α = 0
leads to P = 0, and there is no Andreev current. For
|ǫ| > |∆|, additional terms become important, associated
with Π2 6= 1. Here, because γRS is real, and thus x˜F(ǫ) =
−xF(−ǫ), we obtain
jǫ =
〈
µt2 · [1− (γRS )4]
1 + (γRS )
4r2 − 2(γRS )2r cos(ϑ) + (γRS )2P 2t4
〉
FS+
+
〈
µ · 2P 2t4(1 + r)2 · [1 + (γRS )2]2(γRS )2∣∣∣1 + (γRS )4r2 − 2(γRS )2r cos(ϑ) + (γRS )2P 2t4∣∣∣2
〉
FS+
.
(157)
For comparison, we also present the expressions for the
corresponding dI/dV -spectra for a normal metal, jǫ =
1+
〈
µ[t4|γRS |2 − r2|1− (γRS )2|2]/|1− r2(γRS )2|2
〉
FS+
. This
gives jǫ =
〈
2µt4/|1− r2(γRS )2|2
〉
FS+
, for |ǫ| < |∆|, and
jǫ =
〈
µt2[1 + (γRS )
2]/[1− r2(γRS )2]
〉
FS+
for |ǫ| > |∆|.
In Fig. 11 we show representative results for zero tem-
perature S/HM point-contact spectra for various trans-
missions and spin-mixing angles. In general, there are
sub-gap states present in the spectra except for very small
ϑ0, α, or t0. For the special case ϑ0 = π there is a sharp
zero bias state observable in the spectra. Otherwise, if
ϑ0 is not close to π, dI/dV is for T = 0 zero at zero bias
and increases quadratic with the voltage. The details of
the spectra will depend on the Fermi surface mismatch
and the interface characteristics, in particular the depen-
dence of the various parameters on impact angle. We
leave a detailed discussion of these issues for a future
publication.
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APPENDIX A: TIME CONVOLUTION
PRODUCT
We use extensively the non-commutative ◦-product be-
tween two functions, which allows us to formulate the
equations independently from the representation of the
dynamical coordinates (time, energy, mixed). In the
time domain, the non-commutative ◦-product between
two functions Aˆ(t, t′) and Bˆ(t, t′) is defined by
Aˆ◦Bˆ(t, t′) =
∫
dt′′ Aˆ(t, t′′)Bˆ(t′′, t′), (A1)
with the unit element 1ˆ = δ(t− t′)1ˆ. In an energy repre-
sentation (after a Fourier transform t → ǫ, t′ → ǫ′), the
product reads
Aˆ◦Bˆ(ǫ, ǫ′) =
∫
dǫ′′
2π
Aˆ(ǫ, ǫ′′)Bˆ(ǫ′′, ǫ′), (A2)
with the unit element 1ˆ = δ(ǫ−ǫ′)1ˆ. In a mixed represen-
tation, when performing a Fourier transform (t− t′)→ ǫ,
and keeping the time variable (t+ t′)/2→ t, the product
can be written as
Aˆ◦Bˆ(ǫ, t) = e i~2 (∂Aǫ ∂Bt −∂At ∂Bǫ )Aˆ(ǫ, t)Bˆ(ǫ, t) , (A3)
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and the unit element is 1ˆ = 1ˆ. If one of the factors is both
independent of ǫ and t, the ◦-product reduces to the usual
matrix product. Note that in a mixed representation
ǫ◦a− a◦ǫ = i~∂ta, ǫ◦a+ a◦ǫ = 2ǫa. (A4)
Sometimes (for example when performing a perturbation
theory out of the equilibrium) a modified energy repre-
sentation is useful, where one performs Fourier trans-
forms (t − t′) → ǫ, (t + t′)/2 → ω. In this case the
product reads
Aˆ◦Bˆ(ǫ, ω) =
∞∫
−∞
dω′
2π
dω′′
2π
δ(ω′ + ω′′ − ω)×
×Aˆ(ǫ+ ~ω′2 , ω′′)Bˆ(ǫ− ~ω
′′
2 , ω
′) , (A5)
and the unit element is 1ˆ = δ(ω)1ˆ. If Aˆ(ǫ, t) = Aˆ(ǫ) is
independent of t (if Aˆ is an equilibrium quantity) then
Aˆ◦Bˆ(ǫ, ω) = Aˆ(ǫ+ ~ω2 )Bˆ(ǫ, ω) , (A6)
and, analogously, if Bˆ is an equilibrium quantity
Aˆ◦Bˆ(ǫ, ω) = Aˆ(ǫ, ω)Bˆ(ǫ− ~ω2 ) . (A7)
We also generalize throughout the paper the commutator
[Aˆ, Bˆ]◦ = Aˆ◦Bˆ − Bˆ◦Aˆ . (A8)
A useful identity is
(1 + a◦b)−1 ◦a = a◦ (1 + b◦a)−1 . (A9)
APPENDIX B: PROJECTORS
We adopt here the notation of Ref. 32, Appendix B.
Following Shelankov,23 we introduce the following pro-
jectors
Pˇ± =
1
2
(
1ˇ± 1−iπ gˇ
)
(B1)
with the properties Pˇ+◦Pˇ+ = Pˇ+ , Pˇ−◦Pˇ− = Pˇ−, Pˇ+ +
Pˇ− = 1ˇ, and Pˇ+◦Pˇ− = Pˇ−◦Pˇ+ = 0ˇ. The quasiclassical
Green’s function is expressed in terms of Pˇ+ or Pˇ− by,
gˇ = −iπ (Pˇ+ − Pˇ−) . (B2)
From the normalization condition, the Keldysh compo-
nent of the Green’s function, gˆK, fulfills the relations
PˆR+◦gˆK◦PˆA+ = 0ˆ and PˆR−◦gˆK◦PˆA− = 0ˆ, which allows a pa-
rameterization by
gˆK = −2π i
[
PˆR+◦XˆK◦PˆA− + PˆR−◦Yˆ K◦PˆA+
]
, (B3)
were XˆK and Yˆ K are related by symmetry relations. The
function XˆK can be chosen in a convenient way.
Analogously, for the linear response to an exter-
nal perturbation, the normalization condition leads to
PˆR,A+ ◦δˆgR,A◦PˆR,A+ = 0ˆ and PˆR,A− ◦δˆgR,A◦PˆR,A− = 0ˆ; as a con-
sequence the spectral response, δˆgR,A, can be written as
δˆgR,A = ∓2πi
[
Pˆ+◦δWˆ◦Pˆ− − Pˆ−◦δZˆ◦Pˆ+
]R,A
(B4)
with a suitable parameterization of the functions δWˆ and
δZˆ.
APPENDIX C: PARAMETER
REPRESENTATIONS OF PROJECTORS
The projectors PˆR+ and Pˆ
R
− may be parameterized by
complex spin matrices γR and γ˜R as defined in Appendix
C of Ref. 32. Alternatively, we give here the parameteri-
zation in terms of G, F , G˜, and F˜ . We obtain
PˆR+ =
( G F
−F˜ (1− G˜)
)R
, PˆR− =
(
(1− G) −F
F˜ G˜
)R
.(C1)
PˆA+ =
(
(1 − G˜) −F
F˜ G˜
)A
, PˆA− =
( G F
−F˜ (1− G˜)
)A
.(C2)
APPENDIX D: PARAMETER
REPRESENTATIONS OF DISTRIBUTION
FUNCTIONS
In general the functions XˆK and Yˆ K in Eq. (B3) can
be written as
XˆK =
(
x11 x12
y˜12 y˜11
)
, Yˆ K =
(
y11 y12
x˜12 x˜11
)
, (D1)
taking into account the fundamental symmetry relations
for the Keldysh Green’s function through the “tilde”
particle-hole symmetry relation. Any choice of the four
functions x11, x12, y11, and y12, will lead to a valid pa-
rameterization of the Keldysh Green’s function. As they
parameterize only one free function in gˆK (due to sym-
metry relations and normalization condition), three of
the four parameters can be chosen conveniently. It is
customary to require x12 = y12 = 0, leading to the pa-
rameterization
XˆK =
(
x 0
0 y˜
)
, Yˆ K =
(
y 0
0 x˜
)
. (D2)
Three definitions for distribution functions have been
considered in literature. They correspond to different
choices of the remaining two parameters. Larkin and
Ovchinnikov introduced the parameterization16,51
x = −y = h : XˆK =
(
h 0
0 −h˜
)
, Yˆ K =
( −h 0
0 h˜
)
.(D3)
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Shelankov’s distribution functions23 follow from
x = y˜ = F : XˆK =
(
F 0
0 F
)
, Yˆ K =
(
F˜ 0
0 F˜
)
. (D4)
The author introduced the parameterization24
y = y˜ = 0 : XˆK =
(
x 0
0 0
)
, Yˆ K =
(
0 0
0 x˜
)
. (D5)
The advantage of (D5) is that the transport equations
take their simplest form. The advantage of (D4) is that
XˆK and Yˆ K are scalar in particle-hole space. And the
advantage of (D3) is that XˆK + Yˆ K = 0. Why the latter
property is an advantage one can see when re-writing
Eq. (B3) into
gˆK = − iπ
2
[
(XˆK + Yˆ K) +
gˆR
−iπ ◦(Xˆ
K − Yˆ K)− (XˆK − Yˆ K)◦ gˆ
A
−iπ −
gˆR
−iπ ◦(Xˆ
K + Yˆ K)◦ gˆ
A
−iπ
]
. (D6)
With XˆK + Yˆ K = 0 this leads to
gˆK = gˆR◦XˆK − XˆK◦gˆA with XˆK =
(
h 0
0 −h˜
)
, (D7)
which is an equivalent definition to Eq. (D3) that was
first given by Larkin and Ovchinnikov.
The symmetry relations for all these distribution func-
tions are
h˜(ǫ,pF,R, t) = h(−ǫ,−pF,R, t)∗, (D8)
F˜ (ǫ,pF,R, t) = F (−ǫ,−pF,R, t)∗, (D9)
x˜(ǫ,pF,R, t) = x(−ǫ,−pF,R, t)∗, (D10)
and
h(ǫ,pF,R, t) = h(ǫ,pF,R, t)
†, (D11)
F (ǫ,pF,R, t) = F (ǫ,pF,R, t)
†, (D12)
x(ǫ,pF,R, t) = x(ǫ,pF,R, t)
†. (D13)
The x and x˜ are expressed in terms of the other distri-
bution functions in a straightforward way, and we obtain
Eqs. (18)-(20) of the main text.
Finally we comment on the linear response, Eq. (B4).
Here, the most convenient parameterization is
δWˆR,A =
(
0 δγR,A
0 0
)
, δZˆR,A =
(
0 0
δ˜γR,A 0
)
. (D14)
APPENDIX E: PROPERTIES OF THE
EQUATIONS OF MOTION
In this Appendix, we use some shorthand notation in
order not to be confused by too cumbersome expressions.
We use for the superscripts (R, A, M) the notation (X).
We parameterize the position on the trajectory by a spa-
tial coordinate R = ρvF. We also introduce the symbol
∂ for ~vF ·∇ and omit the ◦ symbol in all products.
Finally, we use the shorthand notation EX = ǫ − ΣX,
E˜X = −ǫ− Σ˜X, and EK = −ΣK, E˜K = −Σ˜K.
1. Relations between different solutions for
coherence functions
We consider solutions of the equations of motion for
the coherence functions, Eq. 22, and for simplicity we
concentrate on the first one, as the second is related to the
first by fundamental symmetry relations. The equation,
i∂γX − γX∆˜XγX + EXγX − γXE˜X +∆X = 0,
γX(0) = γXi , (E1)
is a Riccati matrix differential equation, the basic prop-
erties of which were thoroughly studied, e.g. in the book
of Reid.62 Associated with any solution γX(ρ) of (E1)
are three quantities UX(ρ|γX), V X(ρ|γX), and WX(ρ|γX),
which obey the set of equations
i∂UX + (EX − γX∆˜X)UX = 0, UX(0) = 1 , (E2)
i∂V X − V X(E˜X + ∆˜XγX) = 0, V X(0) = 1 , (E3)
i∂WX + V X∆˜
X
UX = 0, WX(0) = 0 . (E4)
Let us assume we know the solution γX0 (ρ) with initial
condition γX0 (0) = γ
X
0i and associated functions U
X
0 , V
X
0 ,
and WX0 . Often it is the case that we have boundary
conditions, which have to be fulfilled for given molecu-
lar fields, external fields, and order parameters. Then we
have to find the initial value γX0i self consistently. A prop-
erty of Riccati differential equations is that the knowledge
of one solution allows to construct any other solution. For
this we note that the solutions UX(ρ), V X(ρ), andWX(ρ)
for any other initial condition γXi = γ
X
0i + δ
X
i are
UX(ρ) = UX0 (ρ)[1 + δ
X
i W
X
0 (ρ)]
−1 ,
V X(ρ) = [1 +WX0 (ρ)δ
X
i ]
−1V X0 (ρ) ,
WX(ρ) = [1 +WX0 (ρ)δ
X
i ]
−1WX0 (ρ) ,
= WX0 (ρ)[1 + δ
X
i W
X
0 (ρ)]
−1. (E5)
The full solution γX(ρ) along the entire trajectory for the
new initial condition is then obtained by the following
formula:
γX(ρ) = γX0 (ρ) + U
X
0 (ρ)δ
X
i V
X(ρ)
= γX0 (ρ) + U
X(ρ)δXi V
X
0 (ρ). (E6)
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2. Integral equation for coherence amplitudes
For the retarded and advanced coherence amplitudes
there is a possibility to formulate the Riccati differential
equation as an integral equation. The formal solutions of
equations (E2-E4) are
UX(ρ) = Pei
R
ρ
0
(EX−γX∆˜
X
)dρ′′
V X(ρ) = Pe−i
R
ρ
0
(E˜X+∆˜
X
γX)dρ′′ (E7)
UX(ρ)−1 = Pe−i
R
ρ
0
(EX−γX∆˜
X
)dρ′′
V X(ρ)−1 = Pei
R
ρ
0
(E˜X+∆˜
X
γX)dρ′′ (E8)
where P (P)is a trajectory (anti-) path-ordering opera-
tor. With the definition of the transfer operators
SXU (ρ, ρ
′) = UX(ρ)UX(ρ′)−1 = Pei
R ρ
ρ′
(EX−γX∆˜
X
)dρ′′
SXV (ρ
′, ρ) = V X(ρ′)−1V X(ρ) = Pei
R
ρ′
ρ
(E˜X+∆˜
X
γX)dρ′′
(E9)
and introducing the notation
IX
∆
(ρ) = −∆X(ρ)− γX(ρ)∆˜X(ρ)γX(ρ) (E10)
we can write the equation of motion as
i∂ γX + (E − γ∆˜)XγX − γX(E˜ + ∆˜γ)X = IX∆ (E11)
and obtain an integral equation for γX,
γX(ρ) = SXU (ρ, 0)γ
X(0)SXV (0, ρ)
− i
∫ ρ
0
SXU (ρ, ρ
′)IX
∆
(ρ′)SXV (ρ
′, ρ) dρ′ . (E12)
3. Construction of solutions for distribution
functions
In a similar way we can obtain integral representations
for the Keldysh Green’s functions. Consider the trans-
port equation for the distribution function x,
i∂x+ (E − γ∆˜)Rx− x(E +∆γ˜)A = IK
IK = γRE˜Kγ˜A +∆Kγ˜A + γR∆˜
K
+ EK. (E13)
The solutions can be written in terms of SRU (ρ, ρ
′) and
S˜AV (ρ, ρ
′), Eq. (E9), as
x(ρ) = SRU (ρ, 0)x(0)S˜
A
V (0, ρ)
− i
∫ ρ
0
SRU (ρ, ρ
′)IK(ρ′)S˜AV (ρ
′, ρ)dρ′ (E14)
4. Construction of solutions for linear response
functions
Analogously we obtain the linear response equations
for retarded and advanced coherence functions, that are
given by the solutions of
i∂ δγX + (E − γ∆˜)XδγX − δγX(E˜ + ∆˜γ)X = δIX
δIX = γXδ∆˜
X
γX − δEXγX + γXδE˜X − δ∆X. (E15)
Its solutions can be written in terms of SXU (ρ, ρ
′) and
SXV (ρ, ρ
′), Eq. (E9), as
δγX(ρ) = SXU (ρ, 0)δγ
X(0)SXV (0, ρ)
− i
∫ ρ
0
SXU (ρ, ρ
′)δIX(ρ′)SXV (ρ
′, ρ)dρ′ . (E16)
APPENDIX F: GENERALIZED GAUGE
TRANSFORMATIONS
We start with the set of quasiclassical equations
[ǫˇ− hˇ, gˇ]◦ + i∂gˇ = 0ˇ gˇ ◦ gˇ = −π21ˇ . (F1)
We note that the generalized gauge transformation in
combined Keldysh and Nambu-Gor’kov space
gˇ′ = Tˇ−1 ◦ gˇ ◦ Tˇ (F2)
leaves equations (F1) invariant,
[ǫˇ − hˇ′, gˇ′]◦ + i∂gˇ′ = 0ˇ , gˇ′ ◦ gˇ′ = −π21ˇ . (F3)
if we use as gauge transformed source terms
ǫˇ− hˇ′ = Tˇ−1 ◦ (ǫˇ − hˇ) ◦ Tˇ + Tˇ−1 ◦ i∂Tˇ . (F4)
Here, the matrix Tˇ is of the following form
Tˇ =
(
Tˆ R TˆK
0 Tˆ A
)
(F5)
We write now
Tˇ = TˇD + TˇK =
(
Tˆ R 0
0 Tˆ A
)
+
(
0 TˆK
0 0
)
(F6)
Here, the matrix TˇD is assumed to have an inverse Tˇ
−1
D .
Then, the inverse of Tˇ is expressed through Tˇ−1D by
Tˇ−1 = Tˇ−1D − Tˇ−1D ◦ TˇK ◦ Tˇ−1D . Defining TˇK = −TˇD ◦ Fˇ
we can write without loss of generality
Tˇ = TˇD ◦
(
1ˇ− Fˇ ) Tˇ−1 = (1ˇ + Fˇ ) ◦ Tˇ−1D (F7)
where the matrix structure of Fˇ is given by
Fˇ =
(
0 Fˆ
0 0
)
, (F8)
and Fˇ ◦ Fˇ = 0 ensures the simple structure of the inverse
of Tˇ . Now we can write the generalized gauge transfor-
mation as
gˇ′ = (1ˇ + Fˇ ) ◦ Tˇ−1D ◦ gˇ ◦ TˇD ◦ (1ˇ − Fˇ ) (F9)
20
Thus, we have two types of transformation, which we can
study separately, first for Fˇ = 0ˇ,
gˇ′ = Tˇ−1D ◦ gˇ ◦ TˇD
ǫˇ− hˇ′ = Tˇ−1D ◦ (ǫˇ − hˇ) ◦ TˇD + Tˇ−1D ◦ i∂TˇD . (F10)
and second for TˇD = 1ˇ,
gˇ′ = (1ˇ + Fˇ ) ◦ gˇ ◦ (1ˇ − Fˇ ) = gˇ − [gˇ, Fˇ ]◦ ,
ǫˇ− hˇ′ = (ǫˇ− hˇ)− [ǫˇ− hˇ, Fˇ ]◦ − i∂Fˇ . (F11)
The second transformation does not affect the re-
tarded and advanced components, and redefines only the
Keldysh components. It leads to a gauge transformation
for the distribution functions. A general transformation
is obtained by successive application of these two types
of transformations.
For an infinitesimal transformation TˇD = 1ˇ − δTˇD we
obtain to first order
gˇ′ = (1ˇ + δTˇD) ◦ gˇ ◦ (1ˇ − δTˇD) = gˇ − [gˇ, δTˇD]◦ ,
ǫˇ− hˇ′ = (ǫˇ− hˇ)− [ǫˇ− hˇ, δTˇD]◦ − i∂δTˇD . (F12)
Note the similarity to the second type of gauge transfor-
mation. This follows from the fact that formally we can
write (1ˇ+ Fˇ ) = eFˇ , and (1ˇ− Fˇ ) = e−Fˇ due to Fˇ ◦ Fˇ = 0,
so the same equations like for TˇD = e
−δTˇD ≈ 1ˇ − δTˇD
hold.
1. Transformations of coherence functions
The Riccati differential equations are invariant under
the following transformation with transformation matri-
ces T˜ X and T X,
γX0 = (T˜
X)−1 ◦ γX ◦ T X, (F13)
∆X0 = (T˜
X)−1 ◦∆X ◦ T X, (F14)
EX0 = (T˜
X)−1 ◦ (i∂T˜ X + EX ◦ T˜ X), (F15)
UX0 = (T˜
X)−1 ◦ UX ◦ T˜ X, (F16)
V X0 = (T
X)−1 ◦ V X ◦ T X, (F17)
WX0 = (T
X)−1 ◦WX ◦ T˜ X, (F18)
x0 = (T˜
R)−1 ◦ x ◦ T˜ A, (F19)
∆K0 = (T˜
R)−1 ◦∆K ◦ T A, (F20)
EK0 = (T˜
R)−1 ◦ EK ◦ T˜ A, (F21)
with EX = ǫ − ΣX, EK = −ΣK, and analogous relations
for the particle-hole conjugated quantities. An important
case is that of unitary transformation matrices, where
this transformation is a local gauge transformation, pos-
sibly accompanied by a local spin rotation. In this case
it is more convenient to write
T X = e
i
2
φ T˜ X = e−
i
2
φ˜ . (F22)
The important feature is the occurrence of the new driv-
ing terms (T˜ X)−1 ◦ i∂T˜ X that gives a contribution Aφ to
the vector potential. For gauge transformations they are
equal to
− e
c
vfAφ = e
i
2
φ˜ ◦
(
~
2
vF ·∇φ˜
)
◦ e− i2 φ˜. (F23)
When vF·∇φ˜ commutes with φ˜, the two gauge factors on
either side cancel in equilibrium. As can be seen above
there is a very broad class of transformations (not neces-
sarily gauge transformations) which leave the equations
of motion invariant.
2. Transformations of distribution functions
The equations of motion are also invariant under the
transformations
x0 = x− (F0 + γR ◦ F˜0 ◦ γ˜A) (F24)
∆K0 = ∆
K + (∆R ◦ F˜0 + F0 ◦∆A) (F25)
EK0 = E
K − (ER ◦ F0 − F0 ◦ EA)− i∂F0 (F26)
with EX = −ΣX, EK = −ΣK, and analogously for x˜0,
∆˜
K
0 , and E˜
K
0 . A natural choice is the equilibrium distribu-
tion function, F0 = tanh(ǫ/2T ) (and F˜0 related by sym-
metry). The transformed quantities are called anomalous
in this case.
Let us assume we calculate the Keldysh Green’s function
from x and x˜ and obtain gˆK[x, x˜]. Applying the above
transformation of the driving terms we could also solve
for the x0 and x˜0 instead. We can then construct an
anomalous Green’s function defined by gˆa ≡ gˆK[x0, x˜0].
The difference between the Keldysh part and the anoma-
lous part of the Green’s function is called spectral part
of the Green’s function. If we introduce
Fˆ0 =
(
F0 0
0 −F˜0
)
(F27)
then it is given by,
gˆK[x, x˜]− gˆK[x0, x˜0] = gˆR ◦ Fˆ0 − Fˆ0gˆA (F28)
Thus, it is enough to solve for x0 and x˜0 to obtain di-
rectly the full Keldysh Green’s functions once one has the
retarded and advanced ones. The choice of the distribu-
tion function Fˆ0 is of course somewhat arbitrary, but it
is best chosen to be the equilibrium distribution function
whenever there is one well defined. For a spatially vary-
ing electrochemical potential Φ(R) and possibly varying
temperature,
F0 = tanh
(
ǫ− eΦ(R)
2kBT (R)
)
, F˜0 = − tanh
(
ǫ+ eΦ(R)
2kBT (R)
)
,
where Φ(R) is determined by the unit trace of the
Keldysh Green’s function to ensure local charge neutral-
ity. The advantage of such a choice is that the anomalous
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functions x0 are zero in ‘reservoir’ regions. If the elec-
trochemical potentials are different on the two sides of
an interface, then the boundary conditions produces a
nonzero anomalous component x0 on either side of the
interface. It is always numerically advisable to use the
x0 with the spectral part subtracted instead using the
full x. This makes the driving forces explicit and avoids
cancellations between large terms.
Let us finally mention the driving terms for the above
choice of equilibrium function. They are given in the
equation for x0 by −i∂F0, with
∂F0 = vf
[
eE(R)−∇µ(R)− ǫ − eΦ(R)
T (R)
∇T (R)
]
~∂ǫF0
(F29)
where E is the electric field. This corresponds to the
force term in a Boltzmann equation. There are additional
terms for time dependent forces. For instance the term
ǫ ◦ F0 − F0 ◦ ǫ is equal to i~∂tF0. Note also the term
−∆R ◦ F˜0 − F0 ◦∆A which gives for energy independent
gap as off-diagonal force
∆ ·
(
tanh
(
ǫ + eΦ(R)
2kBT (R)
)
− tanh
(
ǫ− eΦ(R)
2kBT (R)
))
.(F30)
Finally, we mention the possibility to define spin depen-
dent forces in a similar way.
APPENDIX G: RETARDED-ADVANCED
SYMMETRIES AND KELDYSH SYMMETRIES
The following symmetries connect retarded and ad-
vanced functions and express symmetries in the Keldysh
components:
γA = (γ˜R)†, ∆A = −(∆˜R)†, EA = (ER)†, (G1)
UA = (V˜ R)†, V A = (U˜R)†, WA = (W˜R)†, (G2)
x = (x)†, ∆K = (∆˜
K
)†, EK = −(EK)† (G3)
with ER,A = ǫ− ΣR,A, EK = −ΣK. The quantities UR,A,
V R,A, and WR,A are defined in Eqs. (E5). Analogous
relations hold for the particle-hole conjugated quantities.
APPENDIX H: FULL SOLUTIONS IN
SUPERCONDUCTOR FOR S/HM INTERFACE
The solutions of the boundary conditions for the
model discussed in section VB1 can be obtained also
in the superconductor explicitely. With the abbrevia-
tions ϑ↑↑ = (ϑu − ϑv)/4, P = sin ϑ2 sinα/(1 + r) and
Q = cos ϑ2 sinα/(1 + r), they are given by
(ΓS)(↑↓−↓↑)/2 =
1
2
−iP t2(1 + r)[γ˜Fγ2Se−iφ + γFeiφ] + γS(1− γFγ˜F)
[
2r cosϑ− P 2t4]
1− r2γFγ˜F + iP t2(1 + r)γ˜FγSe−iφ (H1)
(ΓS)(↑↓+↓↑)/2 =
1
2
−Qt2(1 + r)[γ˜Fγ2Se−iφ + γFeiφ] + iγS(1− γFγ˜F)
[
2r sinϑ+ PQt4
]
1− r2γFγ˜F + iP t2(1 + r)γ˜FγSe−iφ (H2)
(ΓS)↑↑ = e
2iϑ↑↑e−iφ
−t2 [γ˜Fγ2Se−iφ sin2 α2 − γFeiφ cos2 α2 ]+ iP t2γS [(1 + rγFγ˜F) sin2 α2 + (r + γFγ˜F) cos2 α2 ]
1− r2γFγ˜F + iP t2(1 + r)γ˜FγSe−iφ (H3)
(ΓS)↓↓ = e
−2iϑ↑↑eiφ
−t2 [γ˜Fγ2Se−iφ cos2 α2 − γFeiφ sin2 α2 ]+ iP t2γS [(1 + rγFγ˜F) cos2 α2 + (r + γFγ˜F) sin2 α2 ]
1− r2γFγ˜F + iP t2(1 + r)γ˜FγSe−iφ . (H4)
For zero misalignment angle α, these solutions sim-
plify: (ΓS)(↑↓−↓↑)/2 = γSr cos(ϑ)(1−γFγ˜F)/(1−r2γFγ˜F),
(ΓS)(↑↓+↓↑)/2 = iγSr sin(ϑ)(1 − γFγ˜F)/(1 − r2γFγ˜F),
(ΓS)↑↑ = t
2γFe
2iϑ↑↑/(1 − r2γFγ˜F), and (ΓS)↓↓ =
−t2γ˜Fγ2Se−2iϑ↑↑/(1− r2γFγ˜F).
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