Semiempirical quantum models are routinely used to study mechanisms of RNA catalysis and phosphoryl transfer reactions using combined quantum mechanical (QM)/molecular mechanical methods. Herein, we provide a broad assessment of the performance of existing semiempirical quantum models to describe nucleic acid structure and reactivity to quantify their limitations and guide the development of next-generation quantum models with improved accuracy. Neglect of diatomic differential overlap and self-consistent density-functional tight-binding semiempirical models are evaluated against high-level QM benchmark calculations for seven biologically important datasets. The datasets include: proton affinities, polarizabilities, nucleobase dimer interactions, dimethyl phosphate anion, nucleoside sugar and glycosidic torsion conformations, and RNA phosphoryl transfer model reactions. As an additional baseline, comparisons are made with several commonly used density-functional models, including M062X and B3LYP (in some cases with dispersion corrections). The results show that, among the semiempirical models examined, the AM1/d-PhoT model is the most robust at predicting proton affinities. AM1/d-PhoT and DFTB3-3ob/OPhyd reproduce the MP2 potential energy surfaces of 6 associative RNA phosphoryl transfer model reactions reasonably well. Further, a recently developed linear-scaling "modified divide-and-conquer" model exhibits the most accurate results for binding energies of both hydrogen bonded and stacked nucleobase dimers. The semiempirical models considered here are shown to underestimate the isotropic polarizabilities of neutral molecules by approximately 30%. The semiempirical models also fail to adequately describe torsion profiles for the dimethyl phosphate anion, the nucleoside sugar ring puckers, and the rotations about the nucleoside glycosidic bond. The modeling of pentavalent phosphorus, particularly with thio substitutions often used experimentally as mechanistic probes, was problematic for all of the models considered. Analysis of the strengths and weakness of the models suggests that the creation of robust nextgeneration models should emphasize the improvement of relative conformational energies and barriers, and nonbonded interactions.
Introduction
Semiempirical quantum mechanical (QM) methods play an important role in theoretical chemistry by providing atomic and electronic levels of detail to complex chemical problems while retaining the computational efficiency necessary to routinely investigate large systems. [1] [2] [3] Semiempirical QM methods can be combined with molecular mechanical (MM) models to form QM/MM methods, [4, 5] or linear-scaling quantum force fields (QMFFs) [6, 7] which are applied within molecular dynamics simulations to achieve the level of statistical sampling often necessary to make direct comparison with experiment. Semiempirical methods achieve their efficiency [8, 9] by replacing expensive multicenter integrals encountered in robust ab initio methods with computationally tractable approximations that are parametrized so that the resulting method retains suitably accurate small molecule geometries, heats of formation, and electronic properties. A broadly applicable semiempirical model can be made by parametrizing to a large set of reference data or by choosing parameters from theoretical arguments. Alternatively, specialized parameter sets can potentially achieve even higher accuracy for a limited subset of chemistry. New limitations or deficiencies in the model become apparent only through their application and testing to chemistries extending beyond the training set. [9] In this spirit, recent effort has been made to test and validate semiempirical methods [10] [11] [12] [13] [14] [15] [16] [17] to promote the development of new methods, [8, 9, [18] [19] [20] [21] [22] with particular emphasis on improving the description of biologically relevant systems and nonbonded interactions, such as hydrogen bonding and dispersion interactions. [20] , [23] [24] [25] [26] [27] [28] [29] [30] In this work,
we use large datasets related to biocatalysis, with particular emphasis on RNA catalysis, [31, 32] to make extensive comparisons between neglect of diatomic differential overlap (NDDO) and self-consistent density-functional tight-binding (SCC-DFTB) semiempirical methods, including: PM7, [9] PM6, [19] AM1/dPhoT, [18] AM1, [33] DFTB3-3ob, [20] and DFTB2-mio, [34] and their closely related variations [3, 21, 24, 25] , [28, 35] to high-level ab initio calculations. The datasets are categorized as follows: proton affinities, polarizabilities, binding energies of nucleobase dimers, 2D conformational profiles of dimethyl phosphate anion (DMP), 2D conformational profiles of nucleoside sugar rings, 1D conformational profiles of nucleoside glycosidic torsions, and 2D (and 1D) energy surfaces of RNA phosphoryl transfer model reactions. The proton affinity and polarizability datasets are composed of a wide range of important molecules in biocatalysis [36] involving amino acid side chain and backbone residues, nucleobases in both keto and enol tautomeric forms, A-and B-form nucleic acid sugar rings, and various phosphates and phosphoranes relevant to phosphoryl transfer reactions [37] and RNA catalysis. [31, 32, 38] The complexes in the nucleobase dimer dataset are subcategorized into hydrogen bonding and dispersion interactions. These interactions are responsible for the flexible tertiary and quaternary structures of macromolecules and their function. [39] Dimethyl phosphate (DMP) is the simplest molecule to mimic the phosphodiester linkage in the highly charged nucleic acid backbone, and has been widely used as a model compound to simulate the properties of phosphate group. [40] [41] [42] [43] Ribose and deoxyribose sugar rings in nucleic acids form the flexible link between the nucleobase and phosphate backbone. [44, 45] The nucleobase and sugar ring are connected through a glycosidic bond, and the glycosidic torsion around this bond determines their relative orientation. The nucleoside sugar ring pucker conformation and glycosidic torsion play important roles in the structure and function of nucleic acids, [46] [47] [48] [49] [50] and have been studied extensively with quantum electronic structure methods. [51] [52] [53] RNA phosphoryl transfer is a fundamental reaction [51, 54, 55] in biology that is catalyzed by both proteins and RNA enzymes. [56] [57] [58] [59] [60] [61] The evaluation of the NDDO-based and SCC-DFTB semiempirical methods presents a clearer perspective of the strengths and weaknesses of the methods and provides insights for their usage and further improvement. The collected benchmark datasets also serve as an important tool for parametrization and/or verification of new computational methods.
Methods
The methods section is subdivided into subsections that describe details about the semiempirical and densityfunctional QM models that are tested, and the reference data used for comparison (which in many cases involve high-level quantum calculations). The datasets used to compare the models and the ab initio methods used to construct the reference values are summarized in Table 1 and described in more detail below. Table 2 summarizes theoretical models used in this work. The QM models used for comparisons include the PM7, [9] PM6, [19] AM1/d-PhoT, [18] and AM1 [33] NDDO methods; the DFTB3-3ob [20] and DFTB2-mio [34] tight-binding methods; and the B3LYP [62, 63] and M062X [64] density functional theory (DFT)
QM models
methods. Many variations of these methods containing special corrections to improve the description of hydrogen bonds and dispersion interactions are also used in this manuscript. These variations include: PM6-DH1, [28] PM6-D3, [65] AM1-D, [24, 25] DFTB2-D, [35] DFTB2-c h , [8] the dispersion corrected DFT methods B3LYP-D3 [65] and M062X-D3, [65] and the long range corrected B3LYP methods CAM-B3LYP [66] and CAM-B3LYP-D3, [65, 66] DFTB2-D-c h and DFTB3-D denote the DFTB2-c h and DFTB3-3ob methods augmented with the dispersion correction developed for DFTB2-D, [8] respectively. We note that PM7 natively includes hydrogen bonding and dispersion corrections, [9] and M062X has been parameterized to account for mid-ranged dispersion. [64] For brevity, we refer to AM1/d-PhoT, DFTB3-3ob, and DFTB2-mio as: AM1/d, DFTB3, and DFTB2, respectively, unless explicitly noted otherwise. In addition to the models above, which include modified functional forms, we also make use of some DFTB3 models with specialized parameters, which we label "DFTB3-NH," "DFTB3-OP," and "DFTB3-HNOP." DFTB3-NH is equivalent to the DFTB3 "NHmix" model used in Ref. [8] . Specifically, DFTB3-NH applies the reparametrized H-N tight binding matrix element splines developed in Ref. [20] to the sp 3 hybridized nitrogens while retaining the DFTB3-3ob parameters for all other atom pairs. DFTB3-OP is equivalent to the DFTB3 "OPhyd" model developed in Ref. [21] , which differs from standard DFTB3-3ob only through the use of reparametrized O-P tight binding matrix element splines. We note that the "OPhyd" DFTB3 parameters were specifically developed for improving the description of phosphate hydrolysis reactions [21] ; however, we test their use outside of their original application area by applying them within proton affinity calculations, for example. We use DFTB3-HNOP as an abbreviation to denote a method that uses DFTB3-NH for nitrogen containing molecules and DFTB3-OP for phosphorous containing molecules. The recently developed mDC linear-scaling QM force field, [2, 3] which is based on DFTB3, is also included in the comparison of nucleobase dimer interactions. Several density-functional methods, including B3LYP [62, 63] and M062X [64] (including in some cases corrections for PES stands for potential energy surface and "N" is the number of structures in each dataset.
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WWW.C-CHEM.ORG dispersion), post Hartree-Fock (MP2) and multilevel (CBS-QB3) [67, 68] methods were used in this work. All these ab initio calculations were performed using Gaussian 09. [69, 70] The DFT calculations used an ultrafine numerical integration grid.
Proton affinity reference data
The benchmark proton affinity data was systematically calculated at CBS-QB3 [67, 68] for the molecules studied in our previous work, [71] except for P(O)(SCH)(O)(OH) -, which was excluded from the statistics because it often underwent dissociation on geometry optimization. The reference data was computed with CBS-QB3 because this level has previously been found to provide reliable proton affinities when compared to experiment. [71] With exception to the NDDO models, the proton affinity values were computed from approximate enthalpy differences corresponding to the reaction 
on geometry optimization at the corresponding level of theory. The enthalpy used for the ab initio methods and approximate DFTB methods were computed from standard normal mode analysis methods. The NDDO-based semiempirical methods, however, implicitly include enthalpic correction through the manner of their parametrization. The NDDO models underestimate the heat of formation of H 1 ; therefore, the experimental value 367.2 kcal/mol was used in its place. [13, [72] [73] [74] [75] A complete list of all proton affinities can be found in the Supporting Information. Table 3 summarizes the error statistics, including: the root mean square error (RMSE), the Pearson correlation coefficient (R) between the model and CBS-QB3 reference values, and the mean unsigned error (MUE) and mean signed error (MSE) and their corresponding standard deviations (STD). The error statistics in Table 3 and Figure 1 are divided into six categories. (1) The "amino acid" subset includes model compounds for amino acid site chain capped by a methyl group together with glycine and proline as amino acid backbone models. (2) The "nucleobase" subset contains multiple protonation sites of adenine (A), cytosine (C), guanine (G), thymine (T), and uracil (U). (3) The "nucleobase tautomer" subset are not technically proton affinities, but are instead the relative proton affinities between the two relevant tautomeric forms of the nucleobase. (4) The "ribose" subset contains three model compounds for the RNA ribose: 2-hydroxytetrahydrofuran (THF), 2-hydroxy-1,3,4-trimethyltetrahydrofuran (Methyl), and 2-hydroxy-1,4-dimethyl-3-methoxytetrahydrofuran (Ribose), which are successively more similar to the sugar ring of RNA. (5) The "phosphate" and (6) "phosphorane" subsets consist of metaphosphates, phosphates and phosphoranes representing vital states along the reaction path of RNA phosphoryl transfer reactions as well as their thio substituents, which are useful mechanism probes of ribozyme catalysis. In addition, the "adjusted phosphorane" set in Table 3 excludes the pentavalent phosphorus species that incorrectly geometry optimize to form tetravalent phosphorus compounds.
Polarizability reference data
Isotropic dipole polarizabilities of the neutral molecules within the proton affinity dataset were computed with each method and compared to MP2/6-31111G(3df,2p)//MP2/6-3111G(d,p) Table 2 . Theoretical models applied in this work. NDDO and SCC-DFTB denote neglect of diatomic differential overlap and self-consistent-charge densityfunctional tight-binding methods, respectively.
Model
Description and references CBS CBS-QB3 [67, 68] 
B3LYP-D3/6-31111G(3df,2p)//B3LYP-D3/6-3111G(d,p) (B3LYP with dispersion correction [65] ) CAM-B3LYP
CAM-B3LYP/6-31111G(3df,2p)//CAM-B3LYP/6-3111G(d,p) (B3LYP with long range correction [66] ) CAM-B3LYP-D3
CAM-B3LYP-D3/6-31111G(3df,2p)//CAM-B3LYP-D3/6-3111G(d,p) [66] M062X M062X/6-31111G(3df,2p)//M062X/6-3111G(d,p) M062X-D3
M062X-D3/6-31111G(3df,2p)//M062X-D3/6-3111G(d,p) (M062X with dispersion correction [65] ) AM1 NDDO-based Austin Model 1 [33] AM1-D AM1 including dispersion correction [24, 25] AM1/d AM1/d-PhoT, AM1/d with specific reaction parametrization for phosphoryl transfer reactions [18] PM6 NDDO-based Parameterized Model 6 [19] PM6-DH1 PM6 with dispersion and hydrogen-bonding corrections [28] PM6-D3 PM6 augmented with the dispersion correction developed for DFT [65] PM7 NDDO-based Parameterized Model 7 [9] DFTB2 SCC-DFTB or DFTB2-mio developed for materials and biological systems [34] DFTB2-c h DFTB2-mio with the c h function [8] DFTB2-D DFTB2-mio with dispersion correction [35] DFTB2-D-c h DFTB2-c h augmented with the dispersion correction developed for DFTB2 DFTB3-mio SCC-DFTB including the third-order expansion of the DFT total energy [8] DFTB3 DFTB3-3ob developed for organic and biological application [20] DFTB3-HN DFTB3-3ob with specialized H-N ("NHmod") parameters for the sp [3] hybridized nitrogen atoms [8, 20] DFTB3-OP DFTB3-3ob with specialized O-P ("OPhyd") parameters for phosphate hydrolysis reactions, DFTB3-3ob/OPhyd [21] DFTB3-HNOP DFTB3-HN for sp [3] N-containing molecules and DFTB3-OP for P-containing molecules DFTB3-D DFTB3-3ob augmented with the dispersion correction developed for DFTB2 mDC A linear-scaling quantum mechanical force field based on DFTB3-3ob [2, 3] FULL PAPER WWW.C-CHEM.ORG results. The ab initio method polarizabilities were computed analytically within Gaussian 09, whereas the semiempirical model polarizabilities were computed through finite differentiation of the molecular dipole moment with respect to applied dipole field strength. Figure 2 and Table 4 summarize the error statistics of isotropic polarizabilities, which are divided into five 
The "adjusted phosphorane" set excludes the tetravalent phosphorus species that are supposed to be pentavalent. "N" is the number of such tetravalent phosphorus compounds in the phosphorane set. categories, including the "amino acid," "nucleobase," "ribose," "phosphate," and "phosphorane" subsets as described in the proton affinity reference data section. A complete list of all isotropic polarizabilities are presented in the Supporting Information.
Nucleobase dimer reference data
The benchmark calculations of the nucleobase dimers were taken from the JSCH-2005 database, [76, 77] whose reference interaction energies were calculated with CCSD(T)/CBS//MP2/ TZVPP or MP2/CBS//MP2/cc-pVTZ, as described in Ref. [76] . The hydrogen bonded or stacked dimers in this test set include only those neutral complexes from the JSCH-2005 database [76, 77] that result from geometry optimization; that is, we do not include the dimers placed in artificial geometries. A complete list of dimers and extended analysis are provided in the Supporting Information. The nucleobase interactions are compared in two ways. Table 5 and Figures 3 and 4 compare the interactions on geometry optimization of both the dimer and the monomers, whereas Table 6 , and Figures 5 and 6 compare the interactions based on single point calculations of dimers evaluated using the reference structures without inclusion of monomer deformation energies. The "N" denotes the number of stacked dimers that devolved into hydrogen bonded configurations.
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2D profiles of DMP conformation reference data
The conformational energy profiles of dimethyl phosphate anion DMP are displayed in Figure 8 as 2D contours of the backbone torsion angles f and a (see Fig. 7a ). The contours were constructed by scanning f and a in a series of constrained geometry optimizations from 08 to 3608 in steps of 58. The benchmark scans were performed using MP2/6-31111G(3df,2p)//MP2/6-3111G(d,p), which we shall refer to as MP2 henceforth, unless specifically noted otherwise. Table 7 lists the torsion angles and the relative energies of the minima and transition states of DMP. The minima labeled gg, tg, and tt denote gauche-gauche, trans-gauche, and transtrans conformations of DMP, respectively. Similarly, gg-tg, tg-tt, tg-gt, and tt-tt indicate the transition states connecting the two corresponding minima.
2D profiles of sugar conformation reference data
Figures 9 and 10 display sugar pucker energy profiles of the deoxyadenosine (dA), deoxyguanosine (dG), deoxycytidine (dC), and thymidine (dT) DNA nucleosides and the adenosine (rA), guanosine (rG), cytidine (rC), and uridine (rU) RNA nucleosides, respectively. The Z x and Z y axis in these figures are "pucker parameters," which are related to the proper torsions m 1 and m 3 in the sugar ring shown in Figure 7 by
(2)
The 2D scans are constructed from partial geometry optimizations, whereby the values of Z x and Z y are constrained to their desired values while enforcing the torsion constraints listed in Table 8 to mimic the nucleoside connection to the B-DNA or A-RNA backbone and to avoid intramolecular hydrogen bonding interactions. Following our previous work, [22] we use MP2/6-31111G(3df,2p)//MP2/6-3111G(d,p) to construct the reference 2D profiles. Table 6 . Error statistics of interaction energies (kcal/mol) of nucleobase dimers evaluated from single point calculations at the reference structure geometries. The pseudorotation angles, puckering amplitudes, and the relative energies of the stationary points of the DNA and RNA nucleosides are listed in Tables 9 and 10 , respectively. MIN1 and MIN2 are the "Eastern" (large Z x ) and "Western" (small Z x ) minima observed in the 2D contours, and TS1 and TS2 are the "Northern" (large Z y ) and "Southern" (small Z y ) transition states.
1D profiles of glycosidic torsion reference data
Figure 11 displays 1D energy profiles of deoxyribonucleosides (dA, dG, dC, and dT) and ribonucleosides (rA, rG, rC, and rU) as a function of the glycosidic torsion coordinate. The 1D profiles were constructed by scanning the glycosidic torsion v from 08 to 3608 in steps of 58. Several additional torsion constraints were imposed on the geometry optimizations to mimic the nuceleoside in the B-DNA or A-RNA and avoid intramolecular hydrogen bonding interactions. These torsion constraints are listed in Table 8 together with constraint parameters from NAB program. [78] The benchmark scans were performed using MP2/6-31111G(3df,2p)//MP2/6-3111G(d,p). Tables 11 and 12 list the glycosidic torsions and relative energies of the stationary points along the 1D reaction coordinate computed from M062X, AM1/d-PhoT, PM6, and DFTB3. Comparisons involving the remaining methods have been made available in the Supporting Information. "MIN1" and "MIN2" are local and global minima with syn and anti glycosidic torions, respectively. "TS1" and "TS2" are transition states with lower and higher barriers, which have glycosidic torsions of about 1208 and 08, respectively.
1D and 2D profiles of phosphoryl transfer reference data These energy profiles were constructed from relaxed potential energy scans of the P-O2 0 forming bond and the P-O5 0 breaking bond from 1.60 Å to 2.60 Å in steps of 0.05 Å . MP2 is used as the reference benchmark. Table 14 lists the values of the reaction coordinate and relative energy at the stationary points of 7 RNA phosphoryl transfer reaction profiles computed in the gas-phase. [ 
Results and Discussion
Proton affinity
Proton affinities and related metrics, such as gas phase acidities and basicities, have frequently been used to test and compare semiempirical models. [8, 21, [72] [73] [74] [75] For example, Dewar [72] found AM1 to adequately reproduce the experimental proton affinities of neutral molecules. Burk [73, 74] further compared the proton affinities of neutral compounds with AM1 and PM3 and concluded AM1 to be superior. More recently, Toomsalu [75] compared AM1, PM3, PDDG, and PM6;
and found PM6 and AM1 to best reproduce gas phase basicities and AM1 and PM3 to best reproduce gas phase acidities. As described in the Methods section, the benchmark proton affinity data used as reference values in the comparisons that follow were performed at the CBS-QB3 level and reported previously.
[71] Figure 7 . Definition of torsion angles in the a) dimethyl phosphate anion and b) nucleoside sugar ring. The sugar puckering parameters Z x and Z y are defined as, Z x 5ðm 1 1m 3 Þ=ð2cosð4p=5ÞÞ and Z y 5ðm 1 2m 3 Þ=ð2sinð4p=5ÞÞ. 
FULL PAPER WWW.C-CHEM.ORG
The results in Figure 1 and Table 3 show that all the DFT and semiempirical models evaluated here give excellent overall linear correlations. Both M062X and B3LYP are in close agreement with CBS-QB3 calculations with overall MUEs of 0.9 and 1.2 kcal/mol, respectively. The NDDO-based semiempirical models systematically reproduce the proton affinities better than approximate DFTB models. Among the semiempirical methods, AM1/d-PhoT and AM1 produce the lowest overall MUEs of 3.3 kcal/mol and 5.3 kcal/mol, respectively; which is consistent with previous studies. [72, 74, 75] The lowest STDs of overall MSEs were found for AM1/d-PhoT (4.9 kcal/mol) and PM6 (5.3 kcal/mol), suggesting that they are the best for estimating "relative" proton affinities, although PM6 systematically underestimate "absolute" proton affinities. Use of both "NHmod" and "OPhyd" DFTB3 parameters slightly improves the amino acid and phosphorane proton affinities, respectively. Abnormally large negative proton affinity errors occur for molecules involving sulfur in the phosphorane set using AM1/dPhoT, PM7, and all DFTB models due to their failure to reproduce the expected pentavalent phosphorus geometrical structure, although low MUEs set were obtained for the phosphate set with these models except DFTB2. Note that AM1/d-PhoT has not been specifically parameterized for sulfur and the sulfur parameters in AM1 are used here without modification. When those molecules are removed from the statistics, both DFTB3-HNOP and DFTB3 systematically overestimate the proton affinities except the phosphorane set. Chemical modifications that involve the substitution of phosphoryl oxygens with sulfur represent important experimental probes to study metal ion binding and ribozyme mechanisms. [37, 79, 80] Consequently, the modeling of pentavalent phosphorus both with and without thio substitutions is an important area that warrants attention in the development of next-generation semiempirical quantum models for nucleic acid reactivity.
Polarizability Figure 2 and Table 4 show good linear correlations between the model and reference isotropic polarizabilities for all models. Both M062X and B3LYP closely match MP2 calculations with overall MUEs of 21.5 and 1.5 a.u., although M062X and B3LYP slightly under-and over-estimate the static isotropic polarizabilities, respectively. All the semiempirical methods evaluated here systematically underestimate the reference isotropic polarizabilities by approximately 30%, which is consistent with previous studies. [81] [82] [83] The systematic underestimation of polarizability by semiempirical methods is attributed to the use of a minimal basis set, because the accuracy of polarizability depends largely on the size of the basis. [81, 82, 84] For the case of DFTB models, it is exacerbated by monopole representation of charge fluctuations. [82] Nucleobase dimer
The JSCH-2005 dataset of hydrogen bonded and stacked nucleobase dimers [76] has been widely used to test noncovalent interactions. [3, 17, 24, [27] [28] [29] The intermolecular interactions contained within JSCH-2005 involve both geometry optimized Table 7 . Torsion angles f and a (8), and relative energies DE (kcal/mol) of minima (gg, tg, and tt) and transition states (gg-tg, tg-tt, tg-gt, and tt-tt) of dimethyl phosphate anion (DMP). complexes and ad hoc, artificial geometries chosen to mimic the relative orientation of dimers within DNA or RNA. We limit the scope of our comparisons to those dimers whose reference structures were optimized to a stable minimum; however, we compare the models to the reference calculations twice. In the first comparison, the interactions are computed on optimization of the complex's geometry (Figs. 3 and 4 , and Table 5 ).
Methods
In the second comparison, we compute the model interactions from single point calculations at the reference geometry (Figs. 5 and 6, and Table 6 ). Large differences between these two comparisons are indicative of a significant change to the geometry on optimization. For example, previous comparisons of AM1, PM3, AM1-D, and PM3-D have found that the inclusion of dispersion corrections not only greatly improve the stacked dimer interactions, but it proved vital to prevent destacking of the dimers into hydrogen bonded complexes on geometry optimization. [24, 25] Hydrogen-bonded DNA base pair interactions have also been shown to be improved with PM6-DH1 [29] and DFTB2-D. [35] Our results indicate that the models with dispersion correction and/or hydrogen bonding correction greatly improve the binding energies of hydrogen bonded and stacked dimmers. [16, 24, 27, 28, 85] However, most of dispersion corrected models, except M062X-D3, M062X, mDC, and DFTB2-D, still fail to correctly locate all of the stable stacked dimers on geometry optimization.
Among the models examined here, mDC produces the lowest overall interaction energy MUE (0.9 kcal/mol) on geometry optimization. PM6-DH1 and DFTB2-D-c h give the lowest overall MUE amongst the NDDO and DFTB methods. The best models for hydrogen bonded nucleobase dimers are CAM-B3LYP-D3, mDC, and B3LYP-D3, whose MUEs are 0.7, 0.9, and 1.1 kcal/mol, respectively. The most accurate results for stacked nucleobase dimers are obtained with mDC, M062X-D3 and M062X with MUE of 0.6, 1.0, and 1.0 kcal/mol, respectively. The single point calculations indicate that all DFTB models underestimate the interaction energies.
2D profiles of DMP conformation
The MP2 energy profile of dimethyl phosphate anion (DMP) in Figure 8 has a plane of symmetry and contains three unique minima (gg, tg, and tt) and four significant transition states (gg-tg, tg-tt, tg-gt, and tt-tt). Their relative energies are all within 4 kcal/mol of the global minimum, as shown in Table 7 . The MP2 stationary point relative mimima are slightly higher than those reported in previous works, [86, 87] but agree to within 0.4 kcal/mol. The M062X energy profile is in excellent agreement with MP2; their stationary points are within 20.16 kcal/mol of each other, on average. The B3LYP and MP2 energy profiles qualitatively resemble, but the B3LYP stationary point relative energies are 25% lower. The DFTB3-OPhyd and DFTB3 energy profiles are very similar to each other, but are in poor agreement with the ab initio profiles. The relative energies of local minima and transition states are less than 0.8 kcal/mol, which are five times smaller than MP2 and M062X, and suggests a lack of preference among the gg, tg, and tt conformations. Furthermore, the tg-gt transition state is incorrectly predicted to be a shallow minimum.
The DFTB2 and NDDO-based semiempirical models only correctly predict the gg global minimum and, like DFTB3, produce a shallow minimum where the tg-gt transition state would be predicted. The DFTB2 tt-tt conformer is actually a gg-gg transition state connecting the two gg conformers.
2D profiles of sugar conformation
Figures 9 and 10 display the 2D profiles of DNA and RNA sugar pseudorotation potential energy surfaces, respectively. In our previous work, [22] AM1/d-PhoT, PM6, and DFTB3-mio have Table 8 . Constrained dihedral angles in nucleosides.
The constrained torsion values are taken from NAB program in the AmberTools 13 program suite. [78] The v and m 1 , m 3 torsion constraints are imposed on geometry optimizations in the construction of sugar conformation and glycosidic torion profiles, respectively. For glycosidic bond torsion (v) numbering scheme for purines (R) and pyrimidines (Y) are labeled by subscripts and indicated separately.
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been evaluated by comparing to the benchmark MP2 calculations. Here, we focus on the latest semiempirical methods, PM7 and DFTB3-3ob. The DFTB3-3ob energy profiles resemble DFTB3-mio and their agreement with MP2 energy profiles is poor. The conspicuous feature of DFTB3-3ob and DFTB3-mio DNA profiles is the flatness of the potential energy surface. The relative energies of DFTB3-mio local minima and transition states are 3 to 5 times smaller than MP2, suggesting a lack of preference between the C2 0 -endo and C3 0 -endo conformation.
The relative energies of DFTB3-3ob stationary points are less than 0.8 kcal/mol, even smaller than those of DFTB3-mio. The puckering amplitude of DFTB3-3ob stationary points are also slightly smaller than DFTB3-mio. The northern pseudorotation path shown in DFTB3-3ob and DFTB3-mio profiles is not preferred, which is counter to steric arguments [44] and previous ab initio computation. [22, 88] Pyrimidine deoxynuclosides from DFTB3-3ob do not have a northern TS1. In the DFTB3-mio RNA nucleoside profiles, the pyrimidines have only one minimum, whereas the local minimum of purine nucleosides are barely bound. The DFTB3-3ob ribose energy profiles have only one minimum. The PM7 energy profiles are similar to PM6; they both predict a single circular-shaped minimum for both DNA and RNA nucleosides. The puckering amplitudes of the PM6 stationary points are 2-3 times smaller than MP2, indicative of a preference for a flat sugar ring. The PM7 DNA and RNA nucleoside pucker amplitudes are smaller and larger than PM6, respectively.
We hypothesize that the failure of semiempirical methods to reproduce sugar ring conformation is largely caused by the use of a minimal basis set and, in the case of NDDO-based models, further aggravated by the atomic orbital orthogonality condition. An ad hoc correction potential has recently been developed to improve sugar pucker profiles for both NDDO and DFTB semiempirical models. [22] 1D profiles of glycosidic torsion
The MP2 nucleoside glycosidic torsion profiles shown in Figure  11 have two minima: an anti-conformation global minimum (MIN2) and a syn-conformation local minimum (MIN1). The two minima are connected by two transition states (TS1 and TS2). The TS1 pathway is favored by 6.93 kcal/mol, on average. The M062X energy profiles of DNA and RNA nucleosides closely match the benchmark MP2 results. The energy profiles from semiempirical methods are in qualitative agreement with MP2 and M062X. The semiempirical models correctly predict the locations of the global MIN2 and TS2; however, AM1/d and DFTB3 fail to predict at least one of the MIN1 local minima within the set of DNA nucleosides, as indicated in Table  11 , and AM1/d fails to predict a local minimum for the rC and rU RNA nucleosides. Even when the semiempirical models do correctly predict the existence of a MIN1 local minimum, their depth is far too shallow (0.5 kcal/mol) in comparison to the ab initio results. Amongst the semiempirical models, DFTB3 underpredicts the height of the TS2 barrier by approximately 3 kcal/mol, whereas AM1/d and PM6 agree with MP2 to within 1 kcal/mol.
1D and 2D profiles of RNA phosphoryl transfer reactions Figure 13 and Table 13 describe the RNA phosphoryl transfer model reactions shown in Figure 12 . The late transition state and close barrier observed in the MP2, M062X, and B3LYP 2D energy profiles suggest that both of the model reactions undergo an associative asynchronous concerted mechanism. [51, 55] The AM1/d energy profiles are in good agreement with MP2; the TS barrier difference between AM1/d and MP2 methods is 2.29 kcal/mol on average. The DFTB3-OPhyd profiles resemble the ab initio results; however, formally, DFTB3-OPhyd predicts an associative stepwise mechanism with a slightly bound intermediate. The agreement between DFTB3, DFTB2, PM7, PM6, and AM1 energy profiles with MP2 is poor. The DFTB3 energy profiles show both dissociative and associative mechanisms. Although DFTB2 predicts associative concerted mechanisms, in agreement with the MP2 results, the DFTB2 reaction paths are noticeably different from MP2; the DFTB2 TS is 8 kcal/mol lower than MP2. The PM7, PM6, and AM1 energy profiles show associative stepwise mechanisms passing through an intermediate bound by more than 7 kcal/mol. 
Conclusion
In this work, we critically examine NDDO and SCC-DFTB semiempirical models against seven different datasets that span important properties related to biocatalysis: proton affinities, polarizabilities, nucleobase dimer interactions, dimethyl phosphate anion conformation, nucleoside sugar ring and glycosidic torsion conformation, and RNA phosphoryl transfer model reactions. The results show that, among the semiempirical models examined here, AM1/d-PhoT is the best overall for predicting proton affinities, whereas PM6 systematically underestimate proton affinities. The modeling of pentavalent phosphorus, particularly with thio modifications used experimentally as mechanistic probes, was problematic for all of the semiempirical models considered, and is marked as an area that warrants closer attention in the development of new models. All the semiempirical methods here underestimate the polarizabilities by approximately 30%, which can be attributed to their use of a minimal valence basis set. The mDC linear-scaling QM force field produces the most accurate nucleobase dimer interactions. Dispersion corrections greatly improve hydrogen bonding and stacking of nucleobase dimers; however, many of the corrected models continue to fail to reproduce the structures of all stacked nucleobase dimers considered. Hence, the development of new models that provide improved accuracy for intermolecular interactions is important.
All of the tested semiempirical models poorly reproduced the ab initio conformational energy profiles of the dimethyl phosphate anion, nucleoside sugar rings, and glycosidic torsions. The DFTB models perform generally better than the NDDO methods for conformational energies except glycosidic torsion, but they still have considerable limitations. DFTB3-3ob correctly predicted all of the stable DMP conformations, but the rotational barriers between them are underestimated. DFTB2-mio and all of the NDDO-based models could only correctly locate the global minimum of DMP. DFTB3-3ob and DFTB3-mio correctly predict two DNA nucleoside sugar pucker conformations, but incorrectly predict only one stable RNA nucleoside sugar pucker conformation. PM7 and PM6 energy surfaces resemble 2D parabola with only one stable sugar pucker minimum corresponding to a flat sugar ring. The AM1/ d-PhoT model also performs very poorly for sugar pucker profiles, although recently reported empirical corrections offer considerable improvement. [22] The AM1/d-PhoT and DFTB3-3ob/OPhyd associative RNA phosphoryl transfer model reaction profiles are in overall reasonable agreement with MP2; however, DFTB3-3ob/OPhyd often predicts a stepwise mechanism (albeit with a slightly bound intermediate) even when the MP2 mechanism indicates a concerted mechanism. Conversely, the MP2 dissociative RNA phosphoryl transfer model reaction profile is poorly reproduced by AM1/d-PhoT, whose transition state barrier is 15 kcal/mol too small.
A long-term goal of this work is the creation of nextgeneration fast semiempirical models for RNA catalysis and phosphoryl transfer that are able to reproduce all of the properties detailed in this work with high accuracy. Analysis of the strengths and weakness of a wide range of existing models suggests several aspects that future development should consider. These include modifications that allow the better modeling of phosphoranes (both with and without thio substitutions) and relative conformational energies and barriers, and that improve the accuracy of intermolecular interactions through use of a multipolar representation for electrostatic interactions, explicit dispersion terms, and corrections that enhance electronic response properties.
