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 Simulation is an effective method to study the mechanical properties of materials. 
Three kinds of simulations of nano-indentation on copper were carried out: Molecular 
Dynamics simulation (MD), Finite Element (FE) simulation and hybrid simulation of 
Molecular dynamics and Finite Element.  
 The molecular dynamics simulations predicted mechanical properties of copper: The 
Young’s modulus was calculated from the unloading curve and the yielding stress was 
obtained from the indenting stress. Similar results of the mechanical properties were obtained 
from tensile simulations and a potential based XMD program. Those results agree with 
previous works using atomistic simulations. However, such results differ greatly from bulk 
material properties because the modeled specimen is a perfect single cubic.  
 When equivalent molecular properties were used in the Finite Element simulation 
similar quantitative properties such as force-indentation depth relation can be recovered but 
other aspects, like deformed shape and stress distribution, continued to show obvious 
disagreements due to the different theoretical basis of the two kinds of simulation methods. 
 At last, a hybrid MD-FE simulation of nano-indentation was carried out. With proper 
definition on the MD-FE handshaking area of the model, the model was built up and similar 
force-displacement curve as MD simulation were obtained. Then a comparison of stress 
distribution among three simulations (FE with MD deduced property, MD and hybrid MD-FE 
 III
 
simulations) was carried out. There is roughly agreement among the three models during 
loading process. But the FE simulation shows great difference from the other two on the 
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The nature of matter is derived from the structure and motion of its constituent 
building blocks, and its dynamics is contained in the solution to an N-body problem. Given 
that the classical N-body problem lacks a general analytical solution, numerical method is 
an important tool. With the recent growth of computational power, numerical simulation 
has become a powerful tool to study the characteristics of materials and behavior. In this 
report, two kinds of simulations will be discussed: the Molecular Dynamics (MD) 
simulation, which is based on particle mechanics; and Finite Element (FE) simulation, 
which is based on continuum mechanics. 
 
Molecular Dynamics simulation is a methodology for detailed modeling on the 
atomic scale. It computes the motions of individual atoms/molecules in models of materials 
and describes how their positions, velocities and orientations change with time.  
Molecular Dynamics simulation is the modern realization of an essentially old-
fashioned idea in science; namely, the behavior of a system can be computed if we have a 
set of initial conditions plus forces of interaction for the system’s parts. The force of 
interaction is derived from an inter-atomic potential, and Newton’s law is applied to update 
each atom’s velocity and position at each time-step.  
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In an isolated system containing a fixed number of molecules N in a volume V, the 
total energy E is also constant; here E is the sum of the molecular kinetic and potential 
energies. Thus, the variables N, V, and E determine the thermodynamic state. In the NVE-
molecular dynamic system, the position ri of molecular i is obtained by solving Newton’s 




∂−== )(m)( &&         (1.1) 
Here, Fi is the force on atom i caused by the remaining molecules. The dots on ri indicate 
total time derivatives, m is the molecular mass, t is the time and U is the potential energy. 
This equation relates the force to the inter-atomic potential energy. Integrating equation 1.1 
once yields the atomic momentum; integrating a second time produces the atomic positions. 
Performing the computation for a series of time steps produces individual atomic 
trajectories. 
 Unlike MD simulations, the Finite Element method is based on continuum material 
behavior for bulk material simulations. This macroscopic description requires a constitutive 
law for the material. This is the volume-averaged representation of matter where a 
continuum description persists. 
 In the Finite Element technique, the continuum elastic energy, which is a function 
of the displacement field, is integrated over the entire volume of the sample by placing a 
mesh over the system. If the displacements are known at the mesh points (nodes), then, 
interpolation can be used within each element of the mesh to determine the entire 
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displacement field. The elastic energy integral is then replaced by a sum over elements and 
the important dynamical variables in the problem are the values of the displacements at the 
nodes. The kinetic energy integral is handled similarly. Since the energy is defined for the 
FE region, forces with respect to the dynamical variables can be obtained. Thus, the time 
evolution of the system may be propagated using similar time integration schedules as for 
molecular dynamics. 
 
Nano-indentation has become a popular method to measure the mechanical properties 
of nano-crystal materials. Unfortunately, due to the small size of the nano-crystal material, it 
is very difficult to obtain fine-grained samples. Simulation of nano-indentation becomes an 
effective way to study fine-grained materials.  
The aim of this report is to study how well nano-indentation can be simulated through 
MD simulation and to find out the characteristics of both MD and FE methods on the nano-
indentation simulation. Therefore, in this report, MD simulations of nano-indentation will be 
carried out to study some mechanical properties, such as the Young’s modulus and the 
induced stress distribution. MD simulation of tensile tests will also be undertaken to compare 
the properties obtained from nano-indentation simulation. Finally, a Finite element 
simulation and a hybrid MD-FE simulation of nano-indentation will be carried out to 
compare the values of the relative properties and stress distributions, and investigate the 






 It is well known that the materials with grain size refined to less than 100nm show 
very different mechanical properties from those of bulk materials [1]. Copper, a widely 
applied material, has been studied by many researchers in regards to its relationship 
between its mechanical properties and nano-crystalline structure. The Young’s modulus 
and the yield stress are mechanical properties of interest as they are the most important 
references in engineering applications.  
 The yield stress of materials increases when their grain size is reduced, especially 
when the grain size reaches nanometer levels. The Hall-Petch relationship [2] [3] describes 
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where σ is the yield stress, σ0 is the friction stress needed to move individual dislocations, k 
is a material dependent constant, and d is the average grain size. 
Due to difficulties in preparing nano-crystal samples on such small size scales, 
experimental verification of the Hall-Petch relationship [2] [3] was not carried out until 
recent years. Gunther et al. [4] did tensile experiments on nano-crystalline Cu and reported 
that the yield stress values were 10 times higher than that of annealed coarse-grained Cu. 
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Sanders et al. [5] did tensile experiments on fine-grain samples of copper with grain sizes 
in the range of 22-110 nm, and reported yield stresses of 0.3-0.4 GPa, which is also about 
ten times higher than bulk property. 
 
 
2.1 Nano-indentation Experiments 
Apart from tensile tests, nano-indentation is another popular method to measure the 
mechanical properties of nano-crystalline materials. Nano-indentation equipment was first 
introduced in 1980s [6] to record the force-displacement curve of the loading and 
unloading processes. Fougere [7] did nano-indentation on a series of bulk Fe samples with 
porosity varying from 2 to 30% and reported their Young’s modulus were considerably 
reduced with increasing amount of porosities. Bamber et al [8] successfully introduced 
acoustic microscopy in nano-indentation experiments to test the Young’s modulus and 
Poisson’s ratio of bulk materials and obtained agreement with Fougere’s work.  
Suresh et al [9] [10] reported a detailed nano-indentation experiment. In their 
experiment, copper films with 300-1000nm thicknesses were prepared with an average 
grain size of approximately 500nm. A diamond Berkovich pyramid indenter with a tip 
radius, R ≈ 50nm, was used. The copper films were mounted on silicon substrates and 
indented by the diamond indenter to depths of 40-50nm. From records of the indenting 
force and displacement, Suresh et al reported “displacement bursts” in the indenting 
process (Figure 2.1) and analyzed that the first “burst” occurs when the maximum shear 
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stress reaches the theoretical shear stress of τ = G/2π, where G is the shear modulus. For 
copper, the theoretical shear stress is about 12.7 GPa.  
 
Figure 2.1 Force versus indenting depth curve for copper thin films. The dashed lines denote 
predicted elastic response for the copper film indented by the sharp Berkovich indenter [9] [10]. 
 
Suresh et al proposed an empirical elastic-plastic force-displacement curve and 
showed that the thin Cu films displayed yield strengths several times larger than that of 
bulk copper. This is shown in figure 2.2. 
 Due to the average grain size of 500nm, the copper samples are deemed too coarse 
to be considered as nano structured materials. However, it is evident that the mechanical 




Figure 2.2 Relative variations in the resistance to indentation, which signifies the resistance to 
elastoplastic deformation, as a function of film thickness for the Cu films [9] [10]. 
 
It was reported that the unloading curve of the indentation could be related to 
Young’s modulus [11] [12]. Doener et al. [13] applied the unloading curve to calculate the 
Young’s modulus of various materials and verified the relationship between unloading 
curve of indentation and Young’ modulus of the material. Pharr and Oliver [14] extended 
the relationship by taking into consideration the compliance of non-rigid indenters and 
elastic-plastic materials and showed that the result is independent of the indenter shape. 
The measured Young’s modulus is very sensitive to the recorded contact area and 
maximum indenting load. Giannakopoulos [15] proposed that the contact area could be 
evaluated by a polynomial function of the indentation depths at the maximum loading and 
at the end of unloading.  
Pharr [16] did a series of nano-indentations on semi-conductor materials and 
compounds to measure their hardness, elastic modulus, and fracture toughness. The 
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Young’s modulus was measured from the unloading force-displacement curve using 






π1          (2.2) 
where s is the slope of the unloading force-displacement curve; A is the contact area 
between the indenter and specimen; and β is a geometry coefficient.  
Hardness is obtained by dividing maximum indenting force with the projected 
contact area  
A
P
H max=           (2.3) 
Pmax is the maximum loading force and A is the contacting area. 
When materials are indented by a sharp indenter such as Vickers or Berkovich 
diamond tip, the fracture toughness of the material Kc can be obtained by measuring the 















EK c α          (2.4) 
where P is the peak indentation load and α is an empirical constant that depends on the 




Figure 2.3 Schematic illustration of radial cracking induced by Vickers indentation [16]. 
  
Pharr performed such experiment on various materials and obtained the results:  
Table 2.1 
Properties of materials used in indentation cracking measurement of fracture toughness [16] 
 
 
It was reported that in [16], with well-prepared specimens, the hardness and elastic 
modulus could be measured with accuracy to within 10%. To probe fracture toughness at 
small scales, it is necessary to use special indenters to get low cracking thresholds. 
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2.2 Molecular Dynamics Simulations 
With the development of computer technology, computational simulation down to 
atomistic details through molecular dynamics (MD) simulation has become a powerful tool 
to study the characteristics of materials at the nanometer level. Recent advances in 
algorithms and supercomputers have made it possible to carry out MD simulations with a 
scale of 10-100 million atoms, which effectively reaches a linear dimension of about 50-
100 nanometers [19]. Haile [20] and Rapaport [21] introduced the basic method of MD 
simulation. Belak [22] [23] simulated nano-indentation to study the surface reaction of 
metals. In his simulation, a very sharp rigid diamond-like tip was indented into copper to a 
maximum depth of about 1.1nm. He reported that the copper surface yields at an indenting 
depth of 0.25nm with some atoms piling up above the surface and some atoms being 
pressed into interstitial positions.  
Komvopoluos [24] did MD simulations of single and repeated nano-indentation on 
copper. In his work, the indenter is a rigid diamond tip. The interaction among copper 
atoms is controlled by Morse potential and the copper-diamond interaction is controlled by 
Lennard-Jones potential. Various types of indenters, from a single atom, cubic indenter to 
pyramid indenters are applied on the same copper specimen.  
Figure 2.4-1 shows one indentation process with a pyramid indenter. Two 
phenomena, piling-up at the beginning of loading and sticking at the end of unloading, 
were observed. Such phenomena were caused by the inter-atomic attraction when the 
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distance between a pair of atoms exceeds the equilibrium point but remains within the 
cutoff distance.   
          
         Figure 2.4-1     Figure 2.4-2 
Figure 2.4-1 Atomic configurations corresponding to characteristics states of the force response  
        shown in figure 2.4-2 [24]. 
Figure 2.4-2 Force vs. tip-substrate distance for an fcc copper substrate indented by a rigid fcc  
        copper-like tip [24]. 
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The force-displacement curve is shown in figure 2.4-2. Here, z is the distance from 
the indenter tip to the top surface of the specimen and a is the lattice parameter of copper. 
The maximum indenting depth was z/a= -0.4, that is, the indenter penetrated the specimen 
to a maximum depth of about 0.145 nm. Repulsive interaction is represented as a positive 
value and attraction as negative. From the chart, it can be seen that at initial loading and 
most of the unloading, the force is negative. This means that the indenter is attracted to the 
specimen, giving rise to the piling-up and sticking phenomenon in figure 2.4-1.    
Leng et al [25] did a nano-indentation simulation for the elastoplastic contact of 
copper. He developed a 2D model and plotted the Von Mises equivalent stress σeq and 
shear stress τxy distribution at the onset of plastic deformation as shown in Figure 2.5. 
 
Figure 2.5 equivalent Von Mises stress distribution at onset of plastic deformation [25]. 
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According to figure 2.5, at onset of plastic deformation, the maximum Von Mises 
stress occurs at the atoms just under the tip. Leng suggested that such phenomenon is due 
to the significant contribution of large shear stress τxy induced by the tip indentation. For 
other regions, σeq is almost constant which roughly represents the ‘yielding stress”. 
Therefore, Leng concluded that the material yield at the atomic level is still governed by 
the Von-Mises shear strain-energy criterion and this yield stress is significantly greater than 
the theoretical shear strength of ideal crystal lattice, where for FCC copper, the value 
equals approximately to one sixth the average shear modulus, G, i.e. 9.1 GPa.  
Christopher [26] reported experiments and simulations of nano-indentation on iron 
and silver substrates. In his experiments, dislocation phenomenon was studied; Hardness 
and Young’s modulus were also calculated from the experimental force-depth data. In his 
simulations, the indenting was loaded at a speed of 40m/s.Figure 2.6 shows the indenting 
process and force-displacement curve. The arrows inside the pictures refer to the location 




Figure 2.6 (a) Force-depth curves from the simulation of indentation into the specimen crystal. 
Snapshots from the simulation with indenter rotational angle φ and step of time t are shown in  
(b) φ=0° at t=75ps; (c)φ=0° at t=150ps;(d)φ=45° at t=75ps; (e)φ=45° at t=150ps. The slip planes on 
the substrate surface are marked by the arrows [26].   
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 Figure 2.7 is the top view of the specimen. The lightly shaded atoms denote atoms 
displaced above the surface by more than 0.01 nm and the dark atoms represent those 
displaced by more than 0.1 nm below the surface. The pile-up of substrate atoms occurs 
along the indenter sides at the surface, which agrees qualitatively with experimental 
phenomenon where there is a definite orientation and crystallographic dependence.  
 
Figure 2.7 Top view chart corresponding to figure 2.6 (a)-(d). The lightly shaded atoms denote 
those atoms displaced above the surface by more than 0.1 angstrom and the dark-shaded atoms 
represent those atoms displaced by more than 1 angstrom below the surface [26].  
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It was also reported that the pile-up of material occurs preferentially along the 
close-packed planes in the work material and forms as some of the atoms set into motion 
by the indenting tip are displaced sequentially towards the substrate surface. 
 Christopher also simulated an indentation process at a grain boundary of [100] and 
[111] orientated crystal Fe specimen as shown below  
 
Figure 2.8 Plan view of the deformed region in the Fe {100}{111} grain boundary substrate 
showing only first layer. The grain boundary is aligned vertically along the middle of the substrate 
with the {111} grain on the left and  the {100}grain on the right. The lightly shaded atoms denote 
those atoms displaced above the layer by more than one angstrom below the layer [26]. 
 
In figure 2.8, the left half of atoms are in the [100] direction and the right side in the 
[111] direction. It shows that the atoms of the [111] grain are more preferentially displaced 
horizontally in the layer, rather than vertically above the layer. It was reported that the 
load-displacement curves are not found to be sensitive to the position and orientation of the 
indenter with respect to the crystal orientation of the work material.   
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2.3 Finite Element Simulation 
The finite element (FE) analysis is a method of computing approximate solutions of 
partial differential equations by discretizing the domain into a mesh and solving numerically 
the set of coupled ordinary differential equations that result.  The FE method is more 
computationally efficient than MD simulation since it deals only with minimal degrees of 
freedom necessary to describe the correct physics.  
The FE method has been universally applied to various simulations at macro scale.  
Bouzakis [27] did an FE simulation of nano-indentation to study the stress-strain 
characteristics of thin hard coatings. An axis-symmetric analysis was performed, in which 
contact elements were used in order to describe the interface between the indenter and the 
work-piece surface. The contact element stiffness and friction coefficient, in a large range of 
their values, did not affect the results. To achieve a flexible and reproducible model, different 
indenters, coatings and the substrate material properties as well as the penetration depths 
were simulated. The simulations were performed in two load steps. The first load step, the 
so-called loading stage, represents the indentation phase into the coating. During the second 
load step, the so-called relaxation stage, the indenter cone is removed, leading to a material  
elastic-plastic recovery.  





  Figure 2.9      Figure 2.10 
Figure 2.9   Stress distribution during the nano-indentation simulation [27] 
Figure 2.10 Strain distribution during the nano-indentation simulation [27] 
 
Figure 2.9 shows that with a maximum penetration depth of 222 nm, the maximum 
stress during the loading and the relaxation stage are 11.25 GPa and 9.5 GPa. Figure 2.10 
presents the corresponding Von Mises equivalent strains for various loading stages. Bouzakis 
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ascertained Buckle’s [28] statement that the indentation depth should be less than one-tenth 
of the coating thickness to avoid the influence of the substrate properties. 
Knapp [29] [30] did a series of FE simulations of nano-indentation on various 
materials. In his work, experiments of nano-indentation were first carried out. Then in FE 
simulations, different material properties were used for the diamond tip and substrate in the 
simulation to determine the properties that gave force-depth response similar to experimental 
results. This is shown in figure 2.11. 
 
Figure 2.11 Nano-indentation load versus depth response curves for O-implanted Al sample. Both 
experimental response curves and a best-fit modeling simulation are shown. [30] 
 
Knapp found that the values of E=135GPa and σy=2.4 GPa could reproduce the entire 
experimental force-displacement history for both loading and unloading. Therefore, Knapp 
concluded that these values are correct. However, it was reported that the FE modeling lacks 




2.4 Hybrid Simulation of Molecular Dynamics and Finite Element 
FE simulation is well known for its agreement with experiments at macro scale size. 
The MD method studies phenomena at atomic scale but is unable to simulate large models 
due to high computational cost. Therefore, new simulation methods, which can study a 
macro model efficiently as well as offer detailed information at atomistic level at specific 
zones have been proposed recently. 
 Abraham et al [50] and Broughton et al [51] have developed a hybrid simulation 
approach that combines quantum-mechanical tight-binding (TB) calculation with large-
scale MD simulation embedded in FE continuum meshes. With such a model, Abraham et 
al successfully studied the crack propagation in silicon, as shown in figure 2.12:. 
 
Figure 2.12 Crack propagation of hybrid FE-MD-TB Model, the image is the simulated silicon slab, 
with expanded view of two hybrid regions: TB-MD and FE-MD hybrid [50].  
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In Abraham et al’s model, the FE mesh spacing is scaled down to atomic 
dimensions where the nodes reach the handshake region with MD atoms. In the Handshake 
region, the MD atoms and FE nodes overlap at the same positions, that is, these points in 
the handshaking represent both MD atoms and FE nodes. When calculating the force, both 
FE nodes and MD atoms contribute half of their values which form a transfer region, as 
shown in figure 2.13.  
 
 
Figure 2.13 Illustration of FE/MD handshaking, the FE nodes scales down to atomic size and 
overlap with MD atoms. The points in the handshaking region represent MD atoms as well as FE 
nodes [50].   
 
Broughton et al did a comparison between models of with/without TB on the crack 
tip propagating speed. As shown in figure 2.14, it indicates that for bulk material, the 
MD/FE can work well without TB calculation. Therefore, Broughton et al reported that in 
their model, the complex calculation of tight-binding can be overlooked.   
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Figure 2.14 The distance vs. time history of the two crack tips, one having the TB atoms always 
centered at the immediate failure region [51].  
 
  Broughton et al also studied the characteristics of stress wave propagation. As shown 
in figure 2.15, the stress waves passed from the MD to FE regions with no visible reflection 
at the FE-MD interface, that is: the handshaking is transparent, as reported by Broughton et 
al.  
 
Figure 2.15 The stress waves propagating through the slab using a finely tuned gray scale [51]. 
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 Based on above analysis, Broughton et al concluded that their hybrid MD-FE model 
could work well on crack propagation problems. 
After Abraham et al and Broughton et al’s pioneering work, Nakano et al. [52] [53] 
simulated a 3D block of crystalline silicon with a dimension 31.73x10.5x6.1 nm in the 
crystal direction of [111],    [-211] & [0-11]. As shown in figure 2.16, the top surface of 
MD region is free and the bottom surface of FE is fixed. All other surfaces are applied with 
periodic boundary. In the handshake region, Nakano applied the same methodology as 
Abraham et al did to simulate the hybrid model.  
The specimen was impacted with a rigid ball with diameter of 1.7nm. Figure 2.16 
shows the process of impact simulation.   
 
Figure 2.16 Snapshots of a projectile impact on a silicon crystal. Absolute displacement of each 
particle from its equilibrium position is color-coded [52] [53]. 
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 From figure 2.16, it can be seen that the impact wave in the MD region propagates 
into the FE region without reflection. Therefore, the handshaking between MD and FE was 
reported to be seamless.  
Rudd et al. [54] [55] described two multi-scale simulation methods of coupling 
length scales from atomistic to continuum: MD+FE and MD + Coarse-grained MD and 
concluded that the latter method is too computationally expensive. MD+FE methodology 
was applied to study a problem on sub-micron Micro-Electro-Mechanical Systems.  
A series of resonators were simulated with various thicknesses, the largest of which 
comprises about 2 million atoms as shown in figure 2.17 and figure 2.18.  
 
   (a) 
Figure 2.17 (a) The geometry of the silicon micro-resonator. The long, thin bar in the middle 
oscillates, comprising the resonator. (b) Size, orientation and aspect ration of a silicon oscillator [54] 
[55]. 
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Figure 2.18 Partition of the micro-resonator system into MD and FE regions. MD is used in the 
central part of the device and FE at far-end regions [54] [55].  
 
According to figure 2.18, MD was used at the central part of the device and FE at 
the periphery regions according to the scales set by the geometry. The methodology of 
handshake definition was from Abraham et al’s work [50] as mentioned above. After 
reaching thermal dynamic equilibrium, the resonator was deflected into its fundamental 
flexural mode of oscillation, and then released.  
The Young’s modulus as a function of device size and temperature was obtained as 
shown in Figure 2.19. 
As shown in figure 2.19, the data at 10K temperature is a little higher than those at 
300K. It was explained that the device at 10K was more perfect. Rudd mentioned that the 
multi-scale modeling was still in its infancy; often it was difficult to get extensive 
experimental data. When experimental data becomes available, further progress is expected 




Figure 2.19 A plot of the Young’s modulus as a function of the device size for a perfect crystal at 











Molecular Dynamics Simulations 
 
3.1 Potential Functions 
 In molecular dynamics simulation, the most basic issue is to decide on the atomic 
potential. Many potentials have been developed, such as Lennard-Jones, Morse, 
Embedded-atom (EAM), Effective Medium Theory (ETM), etc. 
  













U σσε         (3.1) 
Here r is the distance between two atoms, ε is a material property parameter and σ is the 
equilibrium distance. The LJ potential is more widely applied for fluids where Van der 
Waals interaction is the dominant. It works well for some thermodynamics simulations [20]. 
It has also been applied to simulate solid metals, like copper by Chang [33]. 
  When two atoms share electrons between them, bonds are formed. In metals, there 
are many free electrons among the atoms. Electric bonds are formed as all the free 
electrons are shared by all the atoms. In quantum chemical terms such a picture is overly 
simplistic as it results in an increase in electron density between the atoms. Based on such 
principle, the Morse potential is derived from the chemical bond energy via quantum 
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mechanics [56]. It comprises three parameters and is widely applied for solids. The Morse 
potential is given by: 
( ))0()0(2 rrrr eeDU −−−− −= αα        (3.2) 
Here r is the distance between two atoms, r0 is the equilibrium distance and D, α are 
parameters dependent on material properties. It has been widely applied in previous works 
[15] and works well to describe the material characteristics of solids. 
 The Lennard-Jones and Morse potentials are both two-body potentials. 
Comparatively, the LJ potential shows a very stiff repulsive interaction at short distances 
and weaker attraction when two particles are separated above the equilibrium distance. As 
such, it is more applicable for gases and liquids. Both potentials have the advantage of 
simple computation. 

















































    
  Pair potentials result in the Cauchy relation [34] [35] that elastic constants c12 = c44, 
which means that the shearing constants in the XY plane are equal to the shearing constants 
of planes that are perpendicular to the XY plane. This is not observed for some metals [32]. 
Therefore, care must be taken where shearing vectors are concerned. For most cases, the 
pair potential can work well and offers simple and fast calculations. Sanders [36] 
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investigated the dynamics of adsorption of a metal atom on the same FCC metal substrate 
with LJ and Morse potentials and obtained good agreement with experimental results for 
the both potentials. 
 In metals there are clouds of free electrons. At equilibrium, the free electrons will 
distributed among the crystals and offer equilibratory actions on each atom core. Such 
interaction gives rise to an “embedded potential”. To describe the embedded potential, it is 
vital to know the electron density. Two assumptions are made: 
1. Each atom is assumed to be embedded in a locally uniform electron cloud. 
2. The electron density is inferred from the atom density, that is, the electron 
density assumed to be related to the atom density. 
Combining the embedded potential and pair potential, the total potential function can be 











1)( ϕρ         (3.3) 
The effective-medium theory and embedded atom method potential share the same basic 
form of equation 3.3, where U is the total potential energy; Fi is the embedding energy and 
ρi is the electron density; ijϕ  is the pair potential and Rij is the distance between a pair of 
atoms i, j. In the EMT, the pair potential is expressed in exponential form and is 
significantly more complex than the pure pair potential (for details, refer to [37]). The EMT 
potential has been applied by Heino [32] and Schiotz [38] and has been proven to work 
well. The pair function of EAM is a polynomial expression derived from Taylor’s 
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expansion [39] and is simpler in form compared to EMT.  The EAM potential has become 
very popular in describing materials, especially metals [40] [41] [42].  
MD simulation of nano-indentation of material is performed in this study. Such 
simulation only requires a simple model as the interaction force is not complicated. 















3.2 Nano-indentation Simulation 
3.2.1 Initialization 
In the simulation, the sample specimen is copper, which is a common and very 
widely used material. A lot of work has been done to study various properties of nano-
crystalline copper so there is an abundance of information for reference and comparison. 
The indenter is a diamond pyramid tip. The diamond is much stiffer and harder than copper, 
so the diamond tip is taken as rigid; that is, there is no movement between any pair of 
diamond atoms. In experiments, usually a Berkovich diamond tip is applied, however, to 
reduce computational costs and based on Pharr and Oliver’s [14] report that the results of 
mechanical properties are independent of the indenter shape; a 45o half-angle conical 
diamond indenter is modeled. To avoid extremely high stresses at the initial contact, a blunt 
tip with a radius of 50 nm is modeled at the indenter tip.  
Copper has a face-center unit cubic structure (fcc) as shown in figure 3.1: 
   
(a) FCC cubic structure view   (b) four atoms in one single FCC cubic 
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The 3D model of the specimen is cubic with 40x20x40 single FCC cubes in [XYZ] 
direction. As each FCC single cubic contains 4 atoms (Figure 3.1 (b)), the whole model 
contains 128,000 copper atoms. The cubic lattice parameter 'a' in figure 3.1 has a value of 
3.62 Ǻ, and the size of the specimen model is 14.48x7.24x7.24 nm. 
The diamond tip has a “diamond cubic” lattice structure, of which each single cubic 
contains four more carbon atoms than FCC structure as shown in figure 3.1(c). The 
indenter tip is 20 times the diamond single cubic in height and width with a blunt radius of 
500 nm at the tip, which comprises about 64,000 atoms. To save computational time, only 
the surface of the rigid indenter is simulated, that is, diamond atoms that are too far away to 
interact with specimen atoms will be ignored. The cubic lattice parameter of single 
diamond cubic is 1.203 Ǻ, and the diamond tip is 2.406 nm in length in each direction.   




Figure 3.2 Front view of the initial state of the model. The whole model contains 128,000 copper 
atoms in the specimen and 64,000 carbon atoms in the indenter. 
 
Boundary conditions of the specimen surfaces are very important. There are various 
ways to apply the boundary condition: periodic boundary, stationary boundary, reflected 
boundary and free surface boundary, etc. 
Molecular dynamics is normally applied to systems containing no more than a few 
millions of atoms; this is still a very small system in the real world. In such small systems, 
the properties are dominated by surface effects—interactions at the boundary area. For 
example, to hold 500 atoms at a liquid density, a cube must have an edge length of about 
8.5 atomic diameters [20]. However, wall-fluid interactions extend 4 to 10 atomic 
diameters from each wall. A simulation of this system would provide information on the 
behavior of the sample near a solid surface, not information on the bulk sample. In 
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simulation in which these surface effects are not of interest, they can be removed by using 
periodic boundary conditions (pbc). 
To use pbc in a simulation of N atoms confined to a volume V, it is imagined that 
the volume V is only a small portion of the bulk material. The volume V is called the 
primary cell (shown as figure 3.3); it is representative of the bulk material to the extent that 
the bulk is assumed to be composed of the primary cell surrounded by exact replicas of 
itself. These replicas are called image cells. The image cells are each the same size and 
shape as the primary cell and each image cell also contains N atoms, which are images of 
the atoms in the primary cell. Thus the primary cell is imagined to be periodically 
replicated in all directions to form a macroscopic sample of the substance of interest. This 
periodicity extends to the positions and momenta of the images in image cells. That is, for 
every atom that leaves the primary cell, an image of this atom will enter the primary cell 
from an adjacent cell through the opposite face. 
Figure 3.3 shows the periodic conditions in a two-dimensional chart. The primary 
cell is surrounded by eight image cells and each cell is identified by a cell translation vector 
α. At the instant at which an atom crosses the cell boundary, it appears at the opposite side 
of the primary cell. With periodic boundary, the number of atoms in each cell is constant. 
The periodic boundary condition can maintain the thermal dynamic properties and works 
very well for gases and liquids. For solids, if the external force is distributed over a plane, 
such as in tension, the periodic boundary condition can also be applied to boundary 
surfaces that are perpendicular to the loading surface [33]. 
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Figure 3.3 Periodic boundary condition: the primary Cell is surrounded by its image cells. Any 
atoms crossing the boundary line will come in at the other side of the cubic.   
 
  
The application of stationary boundary is just to set stationary boundary atoms 
adjacent to the boundary surfaces. Such atoms give interaction to the specimen atoms while 
they are kept stationary all the time. Such conditions can represent the “rigid boundary 
surface”, such as a hard wall or a hard substrate. However, from a physical perspective, the 
temperature of the stationary atoms is absolutely 0 K. If the simulation is for material 
above 0 K temperature, the velocity of the atoms, especially those near the stationary 
boundaries, needs to be scaled to reflect the correct temperature. 
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 The reflected boundary is applied in this way: For those atoms in the boundary 
surface, constrain them only moving in the boundary planes. Then taking the boundary 
surface as a mirror, reflect the inner atoms to the outside. 
 For free surface boundaries, the atoms are left as they are, and are free to move.  
 In the case of nano-indentation, normally there is a rigid substrate on which the 
sample is placed. Therefore, in the simulation model, stationary boundary atoms are 
applied to the bottom surface of the specimen. As the top surface will be contacting with 
the indenter, the top surface is set as a free surface. For the four side surfaces, reflected 
boundaries are applied. 
As mentioned above, atomic interaction is controlled by the Morse potential. Since 
the diamond tip is rigid, only two atomic interactions need consideration: Cu-Cu and C-Cu. 
The Morse potential and inter-atomic forces are given by 
( ))0()0(2 rrrr eeDV −−−− −= αα        (3.4) 






∂= αααϕ      (3.5) 
Equations 3.4 and 3.5 are the potential energy and force equation. There are three 
parameters in the equations, D, α and r0. These are determined from the cohesive energy, 
the elastic modulus C11 and the equilibrium distance. The cohesive energy is estimated 












Cu-Cu 0.3429 1.3588 2.722 
Cu-C 0.1 1.7 2.2 
 
The force of atomic interaction is non-linear with inter-atomic separation. Figure 
3.4 shows the force-distance curve of Cu-Cu. When the distance is near zero, that is, two 
atoms are very close to each other, the repulsive force is very strong as shown by the high 
positive value in figure 3.4. With increasing distance, the repulsive force drops 
significantly and reaches zero at a distance of 0.272 nm. Such distance is called the 
equilibrium distance. Thereafter, the attractive force becomes dominant and reaches a 
maximum negative value at the distance of 0.323 nm. With further increase in distance, the 
attractive force drops again towards zero.  
According to equation 3.4, the inter-atomic force will not reach zero no matter how 
far two atoms separate from each other. Obviously this is not physically true. Therefore, a 
cut-off distance must be defined. From any pair of atoms whose distance exceeds the cut-
off distance, there will be no interaction with each other. The cut-off distance is determined 
empirically from experimental results [15] [43]. Here the cut-off distance for Cu-Cu 
interaction is 5.74 Ǻ, and the cut-off distance of Cu-C interaction is 4 Ǻ. 
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Figure 3.4 Force-distance curve of Morse potential: The force is strongly repulsive at very short 
distance. With increasing distance, the force drops and changes to attractive when the distance 
exceeds about 0.29 nm and reaches maximum attraction around the distance of  0.32 nm. Thereafter 
the attraction drops slowly toward zero until far distance. Here at the distance of 0.57 nm, the 
attractive force is small enough to be ignored.  
 







π1 ) for a conical indenter with a blunted tip. Equation 2.2 has been 
widely applied to several nano-indentation experiments to determine the Young’s modulus 
[7] [8] [16].  
Another important consideration in the simulation is the loading speed of the 
indenter. In experiments, normally the loading speed is less than10-3 m/s, which is almost a 
quasi-static process. In simulation, the whole process is an accumulation of time steps. For 
stability, normally one time step is limited to several femto seconds (10-15s).  
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Figure 3.5 Force vs. indentation depth with different indenting speed. The loading curve is 
dependent on the loading speed. When the speed is lower than 10m/s, the loading curves don’t 
show much difference with each other. The unloading curves are shown as independent of the 
unloading speed. 
 
To simulate a quasi-static process, millions of time steps are needed. Such process 
greatly exceeds the capacity of available computational power; especially when the model 
becomes larger. On the other hand, too high speeds result in impact effects.  A proper 
indenting speed must be determined to avoid severe impact effects while maintaining 
reasonable computational cost. Therefore, a study was carried out to search for a practical 
indenting speed. 
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Figure 3.5 shows the force-displacement curves of various loading-unloading 
speeds. It is seen that, when the speed is less than 10 m/s, the loading forces do not differ 
much until the indenting depth exceeds about 2nm. At that distance, the copper atoms will 
re-locate and this will depend on the indenting speed. For the unloading curve, all the 
curves agree well, which means that the unloading force properties do not depend on the 
unloading speed. Of course, the unloading speed cannot be too high. If the unloading 
displacement exceeds the cut-off distance within decades of time steps, the force will drop 
to zero immediately. Normally, in the simulations of published works, the loading-
unloading speed is about 10-100 m/s. Here, based on the analysis above, the loading-
unloading speed is set as 10 m/s. To avoid the effects from the rigid base, the specimen 
thickness should be at least 5 times of the maximum indenting depth in the loading 
direction. In figure 3.5, the force curve agrees well at various loading rate before the depth 
of 2 nm. Here, we set the maximum indenting depth as 1.5 nm.  
The initial position of copper atoms in FCC structure is specified to form a cubic 
specimen of 40x20x40 lattices. Stationary boundary conditions are applied to the bottom 
surface, reflected boundary conditions to the side surfaces and the top surface is kept free. 
Some atoms are then assigned with random velocities in the range of [-1, 1]. Several 
considerations are taken on setting the initial velocities of atoms. 
1) The initial angular momentum of the model is set to zero. On assigning the 
velocities, for any arbitrary point ‘k’ in the model, the following relationship 









0         (3.6) 
Here vi is the velocity vector of atom i, rik is the distance from atom i to the 
point k, and Ns is the number of atoms assigned with non-zero velocities. As 
each atom has the same mass (the mass of one copper atom is 1.05x10-25 kg), 
satisfying equation 3.6 sets the total angular momentum as zero. 
2) The total linear velocity is also set to zero. For example: in the –x direction, the 







xiv          (3.7) 
Here vxi is the velocity in –x direction. Equation 3.7 also needs to be satisfied in 
Y and Z directions. 
3) As the simulation is for room temperature, which is the normal experimental 
environment, it is necessary to scale the velocities of the atoms to the room 
temperature all through the simulation process. In the view of thermal dynamic 
theory, the total kinetic energy of the atoms determines the temperature of the 












3       (3.8) 
where Ek is the kinetic energy, N is the number of copper atoms of the model, k 
is the Boltzmann’s constant, T is temperature in unit of Kelvin and m is the 
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mass of a copper atom. Equation 3.8 shows that the temperature is proportional 
to the square of the velocity, so the velocity should be scaled in the form of 













NkTvv       (3.9) 
The temperature scaling here only scales the speed, the direction of each atom’s 
movement remains the same.  
 Building up the diamond tip is simple. The position of carbon atoms are assigned 
according to the diamond cubic structure in a shape of 45o half angle with a blunt radius of 
50 nm at the tip. As the diamond tip is a rigid part, no interaction among the carbon atoms 
is required. When contacting with the copper specimen, only those carbon atoms that near 
the boundary will be involved in the Cu-C interaction. Therefore, those atoms away from 
the tip boundary more than the Cu-C interaction distance (0.3 nm) are not modeled and 
thus a hollow rigid indenter tip is formed. The tip is placed above the specimen such that 
all carbon atoms must be at least one Cu-C cutoff distance higher than the top of the copper 
specimen.  
The side view of the initial model is shown in Figure 3.2, and the 3D view is shown 
in figure 3.6. 
For clarity, Figure 3.6 shows the center part of the specimen, the different layers of 
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Figure 3.6 3D view of the initial model. Dark and light colors are assigned to show different layers 
of atoms in the specimen model. 
 
3.2.2 Algorithm 
3.2.2.1 Position updating 
After building the initial model, the nano-indentation process is then started. At the 
beginning of a time step, the force from each pair of atoms is calculated based on the 
position of each atom. All the forces on each atom are summed and the acceleration can 
then be obtained. The displacement of each atom is then updated using the acceleration and 
everything is ready for the next time step. The indenter follows a prescribed displacement 
as the above procedure is iterated until the end of the total simulation time. During each 
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time step, the position and velocity of each atom and various properties, like force, 
displacement, energy, strain, stress, etc. are recorded for post processing. 
  The inter-atomic force is derived from the potential energy based on the position of 
individual atoms. The atoms are moving all the time, that is, the positions of the atoms are 
changing all the time and therefore all the atomic interaction are changing too. As the force 
is only calculated at every time step, that is, only at an instant of the whole time step, there 
is a slight error between the calculated value and true value. No matter how small the time 
step is, it is impossible to track the displacement and force curve exactly. Therefore, some 
methods need to be applied to reduce these errors. Two algorithms that are widely used are: 
the Verlet’s algorithm and the Gear’s Predictor-Corrector Algorithm [20]. 
 The Verlet’s algorithm is a very simple method that combines two Taylor 
expansions as follows: The Taylor series for position from time t forward to t+∆t and t-∆t 
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This is the Verlet’s algorithm for positions. It is a two-step method because it estimates 
x(t+∆t) from the current position x(t) and the previous position x(t-∆t) from the current 
position x(t) and the previous position x(t-∆t). It offers the virtues of simplicity and good 
stability for moderately large time steps. However, such method requires recording the 
displacement of the last two steps and assumes the linearity in the velocity during that 
period. Therefore, the Verlet’s algorithm is suitable for the cases where the force is not 
very sensitive to displacement or where larger time steps are applied. 
 Predictor-Corrector algorithms can update the displacement in one time increment. 
It is composed of three steps: prediction, evaluation and correction. Based on the current 
position x(t) and velocity v(t), the steps are as follows: 
1. The position x(t+∆t) and velocity v(t+∆t) at the end of the next step is predicted. 
2. The forces at t+∆t are evaluated using the predicted position. 
3. The predictions are corrected using some combination of the predicted and previous 
values of position and velocity. 
Many methods used in molecular dynamics are often taken from the collection of 
methods devised by Gear. The Gear’s Predictor-Corrector algorithm consists of the 
following steps: 
1. The atoms’ position ri at time t+∆t is predicted using a fifth-order Taylor series 
based on positions and their derivatives at time t. Thus, the time derivatives ri’, ri’’, 
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ri(’’’), ri(iv) and ri(v) are needed at each step; these are also predicted at time t+∆t by 
applying Taylor expansions at t: 
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2. The inter-atomic force Fi on each atom is evaluated at time t+∆t using the predicted 
positions. For the potential energy functions U(rij) that act between atoms i and j, 










        (3.20) 
Evaluation of forces is time consuming if all atom pairs are taken into consideration 
for each atom. Here, the Newton’ third law is applied 
 )()( ijij rFrF −=         (3.21) 
 So, the amount of force computation is decreased by a factor of 2. 
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3. The predicted positions and their derivatives are corrected using the discrepancy in  
∆r’’ between the predicted acceleration and that given by the evaluated force Fi. 
With the forces at t+∆t obtained from equation 3.20, Newton’s second law can be 
used to determine the accelerations r’’(t+∆t). The difference between the predicted 
accelerations and evaluated accelerations is then formed: 
)(')'()('''' ttrttrr pii ∆+−∆+=∆       (3.22) 
In Gear’s algorithms for second-order differential equations, this difference term is 
used to correct all predicted positions and their derivatives; thus 
20∆Rαrr
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Equation 3.14 to 3.19 are for Taylor expansions of order 5. It is possible to use  
expansion of any order above 2. The values of αi (i =0 to 5) in equations 3.23 to 3.28 
depend on the order of the Taylor expansion. The values of αi for expansions of order q= 3, 
4 and 5 are shown in table 3.2. 
Table 3.2 
Values of αi for Taylor expansion of order q: 
αi q=3 q=4 q=5 
α0 1/6 19/120 3/16 
α1 5/6 3/4 251/360 
α2 1 1 1 
α3 1/3 1/2 11/18 
α4 - 1/12 1/6 
α5 - - 1/60 
 
The parameters of αi promote numerical stability of the algorithm and the values are 
determined by applying each algorithm to linear differential equation and analyzing the 
resulting stability matrices. Here an order five derivative method is adopted, that is q=5, so 
the values of the last column in table 3.2 are applied here.  
The Gear’s Predictor-Corrector algorithm can update the positions in one step and 





3.2.2.2 Neighbor list 
As mentioned, the most time-consuming part of the simulation process is the force 
calculation. In this model, there are 1.28x105 copper atoms in the specimen, the distance of 
each atom pair must be calculated to determine if they will interact with each other. It is a 
very huge amount of computation (1.64x1010 times) although most of the inter-atomic 
distances will exceed the cut-off distance resulting in zero force value. Normally each atom 
has only about 40 atoms around it that will interact with it. That means the force will be 
calculated 5.12x106 times at each step, This is much smaller than 1.64x1010 times of 
distance calculation and is acceptable by current computational power. 
Verlet [45] devised a method called “neighbor list”. For each atom i, the method 
maintains a list of neighboring atoms that lie within a distance rL of atom i; so the list 
identities those atoms that contribute to the force on atom i. The same neighbor list is used 
over several consecutive time steps, and it is updated periodically, normally after a few 
decades of time steps. 
Figure 3.7 shows the programming method of applying neighbor list. There are two 
arrays: Array NPOINT contains the number of neighbor atoms of each atom and array 
LIST contains all the “called number” of atoms that are neighbors to each atom. For 
example, NPOINT(1)=1 and NPOINT(2)=41 mean that the atom numbered 1 has 40 
neighbor atoms (41-1=40). Then atoms that are neighboring to atom i are recorded in the 
array LIST(i). LIST(1) to LIST(40) stands for the “called number” of each of the atoms 
that are neighbor to atom 1. It is the same case with NPOINT(2) to NPOINT(3) and 
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LIST(41) to LIST(82), and so on…. It is not difficult to realize such relationship with 
programming codes. As the atoms are moving all the time, the neighbor list needs to be 
updated periodically. Possibly there will be chances that some atoms will pass through the 
boundaries of cut-off distance and enter/leave the neighboring group before the next 
updating of the neighbor list. To avoid such inaccuracy, the distance rL to identify the 
neighbor atoms is a bit larger than the cut off distance. Here set it as 1.1 times of the cut off 
distance. 
  
Figure 3.7 Neighbor list array NPOINT and LIST can record the neighboring atoms of each sample 
atom. Such methods can greatly save the computational cost.  
 
Experience has shown that the neighbor list method can save 80% of the total 
computational time for the above model. Furthermore, applying equation 3.21, 50% of the 
force-computational work can be saved. 
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3.2.2.3 Velocity scaling 
The top surface of the specimen is a free surface; side surfaces are reflected 
boundaries and the bottom surface is modeled using stationary boundary atoms. The 
simulation is held at room temperature while stationary atoms represent the temperature of 
absolute 0, so it is necessary the scale the velocities of atoms to maintain constant 
temperature.  
The scaling is based on equation 3.9. To simulate heat-transfer, only atoms near the 
boundary surfaces, both side surfaces and bottom surface are scaled. Typically, the scaling 
involves four layers of atoms near the boundaries.  
The scaling of velocity is carried out repeatedly all through the simulation process. 
Here, scaling is performed every 0.2 picot second. 
 
3.2.3 Equilibration 
 Before starting the simulation, the first step is to let the specimen reach 
equilibration. For the initial model, the velocities are randomly set; it is not a constant 
though the velocities have been scaled to give total zero momentum and room temperature. 
Therefore, it is necessary to let the model reach a stable status before indentation.  
   Some parameters had to be defined before starting the simulation. First, the size of 
the time step must be determined. Theoretically, the smaller of the time step, the more 
precise the result will be, but small time steps mean more steps to finish the simulation 
process, leading to higher computational cost. On the other hand, as the atomic interaction 
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is based on the position of the atoms, too large time steps will cause instability. Under such 
conditions, if two atoms are moving toward each other under an inter-attractive force, the 
two atoms may become very close or even collide within one time step. According to 
figure 3.4, when the distance is less than the equilibrium distance, the repulsive force will 
increase very significantly along the very stiff curve. In such case, there is possibility of 
extremely high repulsive force, thus extremely high acceleration and velocity which will 
make the interatomic separation excessively large. Normally, the time step of molecular 
dynamics at the nano-level is several to tens of femto seconds (10-15s). Here the time step is 
2 femto second. 
 During the process, the neighbor list updating and velocity scaling need to be 
carried out periodically. The above two processes will take more than half of the whole 
computation time. The frequency of the two processes is vital: high frequency will severely 
burden the computation while low frequency will cause errors or even wrong results. A 
series of tests of various frequencies were conducted to find the optimal one. It was found 
that the frequency of the neighbor list updating and velocity scaling should be 50 time steps, 
that is, 0.1 pico second to achieve an optimal balance. 
For an independent system, a necessary and sufficient condition for identifying 
equilibrium is that the system entropy be a maximum. Unfortunately, entropy is not a 
measurable property and cannot be readily evaluated from the time average of any 
mechanical quantity. We are therefore left with the problem of identifying equilibrium by 
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accumulating a number of necessary conditions and claiming that these are also sufficient 
[20]: 
1) The total number of atoms N should be constant, independent of time. 
2) As the top surface is a free surface, the top layer of atoms will be pulled 
downwards since the initial regular position of atoms will cause downward 
attraction on the top layer atoms. Thus, the height of the model will shrink and 
will not stop until it reaches equilibrium. 
3) Each Cartesian component of the velocities should, on a time average, describe 
a Maxwell distribution. 
4) Thermodynamic properties, such as temperature, should be fluctuating about 
stable average values. 
5) The total energy should keep constant. 
As the model is constrained with boundary atoms at the side and bottom surfaces 
and the top surface will come down, no atoms will escape from the model and no new 
atoms will be added. The total number of atoms N is always a constant, thus the condition 1) 
is always fulfilled. 
After running 50,000 time steps, it was found that the height of the model has 
shrunk to 85% of original value and keeps constant thereafter. Therefore, after 50,000 time 
steps, the model meets the condition 2). Then the following analysis will be carried out 
after 50,000 time steps, which is 100 pico second.  
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To study the velocity distribution, the velocity of each atom is first recorded. In 
each Cartesian direction, the maximum and minimum values are determined. The velocity 
values are grouped into separate categories.  The number of velocity values within each 
region gives the velocity distribution chart. Figure 3.8 shows the distribution of the velocity 
in –x direction: 
V e lo c ity  (m /s )







1 0 0 0
1 5 0 0
2 0 0 0
2 5 0 0
 
Figure 3.8 The velocity distribution reaches Maxwell distribution  
 
Figure 3.8 shows a very good Maxwell distribution. It is the same case with 
velocities in –y and –z direction. Therefore, condition 3) is satisfied. 











3 ), with a fixed number of atoms 
N, the temperature is a function of the single variable: velocity. Since figure 3.8 shows a 
stable Maxwell distribution of velocities, the kinetic energy as well as the temperature is 
stable. Condition 4) is therefore satisfied. 
 For condition 5), the total energy is recorded and shown in figure 3.9 
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Figure 3.9 Total energy of the model reaches equilibrating status. 
 
It obviously shows that the energy has reached a stable state. The negative value is 
caused by the attractive potential in the –x and –z directions because there are reflected 
boundaries at the side surfaces which prevent the system from shrinking in the –x and –z 
directions. Furthermore, conditions 3) and 4) have verified that the kinetic energy has 
reached a stable value due to stable velocities, so the potential energy is also stable and 
each atom is fluctuating around their equilibrating positions. Condition 5) thus is also 
satisfied. 
 Since all conditions are satisfied, it is concluded that the model has reached 
equilibrium after 50,000 time steps. To improve the margin of confidence, 60,000 time 
steps were performed for equilibration.  
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3.2.4 Indentation 
 After equilibration, the indenter is placed above the top surface of the specimen and 
the indentation process is initiated. 
 The indenter is positioned above the specimen’s top surface by at least one Cu-C 
cutoff distance so that the indenter will not interact with specimen before coming down. 
Then the indenter is moved down at a speed of 10 m/s. With a time step of 2 femto second, 
it moves 2x10 -14 m at one time step. After around 15,000 steps, the indenter starts to move 
into the specimen and keeps going down until a depth of 1.5 nm, which is the maximum 
indenting depth. Then the indenter is held for about 10 pico second, which is the same as 
the initial equilibrating period. The holding process is to let the model reach re-equilibrium. 
Afterwards, the indenter begins to retreat at the same speed of loading until it no longer 
interacts with the Cu atoms. 
 
  
          (a)            (b) 
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      (g)        (h) 
Figure 3.10 Plan view of the indentation process. Chart (a) – (e) represent the loading process and 
chart (f) – (h) represent the unloading process. 
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Figure 3.10 shows the whole process of loading-unloading process.  During loading, 
when the distance between the indenter tip and the specimen top surface reaches the Cu-C 
cut off distance, the indenting interaction begins to take effect. 
As shown in figure 3.11, the first Cu-C interaction is an attractive force. With the 
indenter coming down, the attractive force reaches a maximum at the distance of around 
0.265 nm, then the attractive force starts to drop and reaches zero at the distance around 
0.219nm. During that period, some copper atoms are attracted upward from the top surface 
as shown in figure 3.11(b). Such phenomenon has also been reported in previous works [24] 
[25]. 
D i s t a n c e  ( n m )
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Figure 3.11 Force-distance curves of Cu-Cu and Cu-C interaction. Comparatively, the Cu-C inter-
action shows weaker at attractive region and shorter cut-off distance. 
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With the indenting process going on, repulsive forces start to take effect and soon 
become dominant. At that time, the popped-up atoms are pressed back and the top surface 
atoms begin to experience repulsive force from the indenter and the whole model reaches 
the state of chart (c) in figure 3.10. As the repulsive interaction is concentrated at the 
indenter tip area, only the copper atoms around that area experience high repulsive stress. 
Those atoms move and press the copper atoms around them. The stress is propagated 
downward like a fan and forms two slip lines as shown in figure 3.10 (c). The slip-line was 
first proposed in metal-working by Hundy [46], who obtained a section view of metals in 
his experiment, as shown in figure 3.12, which agrees with chart (c) of figure 3.10. 
 
Figure 3.12 Cross-section view slip-line in metal working presented by Hundy[46]. 
 
 With further indentation, the slip lines soon extends to the boundary and the atoms 
begin to deform significantly from the top, as shown in chart (d) of figure 3.10. The 
deformed area expands to a shape that similar to the shape of the indenter. The indenter 
reaches the maximum indenting depth in chart (e) of figure 3.10. 
 The simulation process includes a holding step to re-equilibrate the model. Then the 
unloading starts, as shown in chart (f) of figure 3.10. When the indenter starts to retract, the 
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compressed atoms are released and the slip lines disappeared. Figure 3.10 (g) and (h) show 
the unloading process. After unloading, the model remains deformed and a hole is left 
behind. Pile-up occurs at the top-central area. Furthermore, several new slip-lines formed. 
 Another interesting phenomenon during unloading process is that some atoms are 
stuck to the indenter and move up with the indenter. Such phenomenon is caused by the 
attraction force from the indenter. Referring to the force characteristics in figure 3.11, the 
maximum attraction of Cu-Cu interaction is stronger than that of Cu-C and it occurs at 
larger inter-atomic distance. At the separation of 0.22-0.28 nm, the Cu-Cu interaction has 
changed to repulsion but the Cu-C interaction remains attractive. Atoms at such separation 
will experience the two kinds of forces that both push them to the indenter. It is also 
possible that some copper atoms are attracted to the indenter, but their upward speed is 
sometimes not high enough to catch up with the indenter. At some time, these atoms will 
separate for the indenter and be left in space as shown in figure 3.10 (g) and (h). 
Figure 3.13 describes the force-displacement characteristics. At the beginning of the 
indentation process, the force starts with an attractive force, shown as negative values. 
Then the repulsive force starts to increase and soon becomes dominant. After the maximum 
indenting depth is reached and re-equilibrium is performed, the indenter begins to retract 
and the force drops significantly and soon becomes negative. When the indenter has moved 
significantly away from the bulk material, some copper atoms remain stuck to it. The 
attraction force will always be present but it is no longer of interest. The loading curve is 
quite noisy as the interactions are based on the discrete atoms. While the unloading curve is 
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rather smooth because attractive forces tend to zero when inter-atomic distance becomes 
large. This is unlike the repulsive forces, which tend to infinity as atomic separation tends 
to zero. 
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Figure 3.13 Force-displacement curve of the nano-indentation process. The loading curve is 
vibrating while the unloading curve is quite smooth. 
  
 The smoothness of the unloading curve makes it easy to apply equation 2.2 to 
calculate the Young’s modulus. Table 3.3 shows the calculated values and the values from 
ASTM and previous tensile simulation works. 
Table 3.3 





Tensile simulation [32] 
E (GPa) 176 128 178.2 
 62
 According to table 3.3, the calculated value is quite different from the bulk value, 
but close to the result from the tensile simulation of nano-scale material of previous work 
as referenced in table 3.3  
 Bulk properties for most materials at marco-scale are normally isotropic. However, 
it is no longer the case for atomistic model here as the lattice structure is not isotropic. 
Theoretically, indentation results will be direction-dependant at the atomic scale. All 
simulations reported here were done in the [100] direction. This section presents nano-
indentation simulation in the [100], [110] and [111] directions. The atomistic models are 
formed by rotating the previous model. For example, to build the [110] model, the [100] 
model is rotated 45° about the X axis. This model (with boundary atoms) is shown in figure 
3.14: 
 
Figure 3.14 Plain view of the specimen model in [110] direction 
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Then the [110] model is rotated 45° around Z axis, the [111] model is formed.  
 Simulations of nano-indentation are carried out on the two models with the same 
condition as before. The three force-displacement curves are shown in figure 3.15 a. 
Indenting depth (nm)


















Figure 3.15 (a) Force-displacement curve with various indenting directions 
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 To compute the Young’s modulus, the unloading curves are of interest. They are 
clearly shown in figure 3.15 (b). 
In d e n t in g  D e p th  (n m )


















Figure 3.15 (b) Unloading force-displacement curve with various indenting directions 
  
All the unloading curves are quite linear which makes it easy to calculate the 







Values of Young’s modulus 
 
Direction [100] [110] [111] 
Nano-indentation 176 230.1 250.2 
Tensile [32] 178.2 224.3 248.6 
 
 According to table 3.4, the properties of elastic modulus show obvious anisotropic 
characteristics. The modulus depends on the cubic structure, if the structure changes to bcc, 
it will show another kind of anisotropy. 
It is also informative to study the stress distribution during of the nano-indentation 
process. Haile [20] derived a general equation for the stress reaction based on the kinetic 
theory of intermolecular interactions. 
























11     (3.30) 
σmn is the stress vector on m plane and in n-direction; Mi is the mass of atom i; Vi is the 
volume assigned to atom i; Ns is the number of particles contained in the region S and S is 
defined as the region of atomic interaction, that is, a radius of cut-off distance from atom i; 
rij is the distance between atoms i and j; mijr  and 
n
ijr  are two components of the vector from 
atom i to j.   
 The indenting stress (at indenting direction) of the specimen during the loading 
process is shown in figure 3.16: 
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Figure 3.16 Indenting stress of the loading process. The stress reaches a maximum value of around 
10 GPa and then keeps vibrating around it.  
 
Figure 3.16 shows that the stress reaches a maximum stress of about 10 GPa, and 
then keeps constant. Such phenomenon indicates that it reaches the yielding stress of about 
10 GPa, which is about 38 times of that of bulk material (ASTM standard). Previous works  
[4] [5] also reported that the yielding stress can be decades of times larger when the grain 
size is refined to nano-scale. Furthermore, previous tensile simulations reported a 
maximum tensile stress of around 10-40 GPa [21-23], which is approximately in the same 
scale as the results here.  
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3.3 Tensile simulation 
The most common method to obtain the Young’s modulus is through tensile test. 
There have already been some works on tensile MD simulation of nano-crystal copper. 
Heino [32] did tensile MD simulations with effective-medium theory in various directions 
at a strain rate of 113%/ns with 104 to 2.8x105 atoms, vacancy and interstitials were also 
introduced to represent the isotropy of crystalline status. Chang [33] has also done a tensile 
MD simulation on copper with Lennard-Jones potential at a very high strain rate of 
275%/ps.  





Figure 3.17 Plan view of the tensile MD model. Part A is rigid and will be pulled apart during the 





  For the nano-indentation simulation here, the Morse potential is applied, which is 
unlike the above mentioned works. To make a comparison, a tensile MD simulation with 
Morse potential is performed.   
The specimen model comprises 25x8x8 cubics in YXZ direction involving 6400 
atoms. Referring to figure 3.17, the regions marked ‘A’ are rigid parts, which will be drawn 
apart in the Y direction during the simulation. The atoms in region B are free to move and 
modeled with periodic boundaries in the X and Z directions.  
The model is built in a similar manner as previous nano-indentation models. Firstly, 
the atoms are assigned positions with FCC cubic structure. Then periodic boundary 
conditions are applied to the sides of region B. The width of region A extends to the 
outside surface of the boundary atoms, as shown in figure 3.17.   
 Then initial atomic velocities are randomly assigned within region B with 
approximate Maxwell distribution under constraints that the total linear and angular 
momentum should be kept as zero and scaled to maintain the constant temperature. The 
movements of the atoms under interaction forces are integrated using the Gear algorithm 
with a time step of 2 femto second. After 10000 time steps to reach equilibrium, the rigid 
parts are drawn apart at a speed of 10%/ns. After each step, the rigid atoms are kept 
stationary for 1ps to let the atoms in region B achieve equilibrium. This is to simulate a 
quasi-static tensile process.   
 The simulation process is shown in figure 3.18. 
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Figure 3.18 Plain view of the tensile process until breaking 
  
 The stress during the tensile process is calculated via equation 3.30 
























11 ). As the tension is only in the 
Y direction, only the stress σy is determined. Similarly, only the strain εy is of interest and 














=          (3.31) 
where yi is the coordinate of atom i in the tensile direction and yi0 is the original coordinate. 
With equations (3.30) and (3.31), the stress-strain curve can be obtained as shown in figure 
3.19. 
S t r a i n














Figure 3.19 Stress-strain curve of the tensile process. The stress reaches a maximum value of  
about 20 GPa. 
  
There is no obvious yielding point for the nano-crystal material because such 
perfect material is very ductile. The stress reaches an ultimate stress of about 20 GPa, then 
the specimen breaks. Therefore, the elastic modulus is computed from the initial linear part 
of the whole curve. From the curve, the elastic modulus is computed as 165.7 GPa. This 
value also roughly agrees with previous results. 
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Various potentials have been applied in the similar tensile simulations. Here, a 
comparison is made between the Lennard-Jones (LJ) and Effective-medium theory (EMT). 
The LJ potential is another pair potential while the EMT is a many-body potential so that 
comparison can be made between the pair potentials and many-body potentials.  
The stress-strain curves of the simulations are shown in figure 3.20. 
S t r a i n  
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Figure 3.20 Stress-strain curve with various potentials. The EMT curve shows most ductile and 
highest ultimate stress. The LJ curves shows most brittle and lowest ultimate stress. 
  
From figure 3.20, it can be seen that all the 3 curves started with a linear region 
(ignoring the very initial part where the strain is almost zero). Then the stress increased 
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slowly with some fluctuations, which were probably caused by the re-location of the atoms. 
Finally, the ultimate stress was reached and it failed through fracture. 





Potential LJ Morse EMT 
E (GPa) 151.9 165.7 172.5 
 
Furthermore, the ultimate stress and strain are also obtained in table 3.6. 
Table 3.6 
Ultimate stress and strain 
 
Potential LJ Morse EMT 
σult  (GPa) 10.37 21.17 30.51 
εult 0.1552 0.3482 0.3774 
 
 
 The values above are totally different from those of the bulk copper, whose 
Young’s modulus, ultimate stress and ultimate strain are 128 GPa, 0.29 GPa and 0.08 [47]. 
The reason lies in that the simulated material is a single cubic structure and free of any 
defects.  
There are also significant differences among the three curves with various potential 













U σσε ), and is more widely applied for fluids where Van der 
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Waals interaction is dominant. The Morse potential is derived from the chemical bonded 
energy, which comprises three parameters and is widely applied for solids. Comparatively, 
the LJ potential shows a very stiff repulsive interaction at short distance while weaker 
attractions when two particles move apart above the equilibrium distance. During the 
tensile process, the attractive force is the dominant interaction. That is why the LJ curve 
shows lower stress and elastic modulus.  










1)( ϕρ ) has two parts as shown in the 
equation, where Ec  is the embedding energy of  atoms in a density of  electron gas and 
V(rij) is the pair potential term which is similar to the Morse potential. Therefore, the EMT 
potential shows more attractive interactions from the embedding energy that leads to a 
more ductile mechanical behavior as shown here.  Such a characteristic has also been 
analyzed by Hollan B.T. et al. [48] [49]. 
 From the above analysis, it can be concluded that the pair potential and many-body 
potential can all work fairly well on some simple problems like tensile test. As the many-
body potential involves the embedded potential, it is more complex in computation but 
probably suitable for more complex problems like shear test, etc. 




3.4 XMD simulation 
 XMD is a program that performs molecular dynamics simulation. It is developed 
and has been continuously updated by Joh Rifkin [31] at Connecticut University since 
1990s. It can use various potentials, like pair potential, Embedded atom potential, Tersoff’s 
silicon-carbon potential etc. With XMD, specific lattice structures can be generated. With 
these lattice structures calculations using both static and dynamic methods can be 
performed. XMD reads a command file, which describes an initial atomic system, the 
simulation to be performed and output the desired data. This command file is a normal text 
file. Normal text files are also used for recording energies during the course of a simulation. 
Special format files can also be used if required. XMD for Unix/Linux as well as Windows 
platforms are available and can be run on both PC and work stations. 
 A simulation to test the bulk modulus using XMD is presented here. For a bulk 
material, the bulk modulus E can be obtained via the second derivative of the potential with 





∂•=           (3.32) 
where V is the equilibrium volume and U is the potential energy. The bulk modulus E is a 
measure of the resistance of a crystal against volume change. For nano-crystal copper, the 







































1       (3.34) 


















∂         (3.35) 









∂•=           (3.36) 
Equation 3.36 offers another method of calculating the elastic modulus: applying a 
strain to the whole lattice and calculating the second derivative of the potential energy, the 
bulk modulus can be obtained. 
As the equilibrium lattice constant of copper is known, the simulation program only 
needs to obtain the potential U as a function of a, and then its second derivative can be 
determined. 
 The programming is rather simple. Firstly, a specimen of material according to the 
copper crystal structure is constructed and the individual potential energy is calculated. 
Then the lattice space is increased from a0 to a value a1, i.e., the whole specimen is 
expanded to a1/a0 and the potential energy is calculated. Based on the obtained data, a 
polynomial expression is derived to approximately represent U as a quadratic function in 
terms of a. Thus, the elastic modulus can be obtained from the simple simulation. 
 Here, the results are shown in table 3.7 
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    Table 3.7  
Results for XMD program 
 





U (N/nm) U (GPa) 
Value 0.362 142.22 174.6 
 
 The value of elastic modulus E is quite close to that from nano-indentation 
simulation. 














Chapter 4  
Finite Element Simulation 
 
 All the works described above are Molecular Dynamics simulations. MD simulation 
is based on atomic interaction and can characterize materials at the atomic scale. However, 
it requires huge computational resources, as it needs to calculate the individual potentials of 
each pair of atoms within the cut-off distance. For the above nano-indentation simulation, it 
takes several for the process. If the size of the model reaches one micrometer, the 
computational time will be several months at least. However, in real world, one micrometer 
is still a very small size. 
Therefore, other methods or algorithms are necessary to simulate large models. 
Finite element simulation, a method based on the continuum theory, is very popular for 
describing phenomena at macro scale. In this section, a study is presented to see how fine 
such continuum simulations can reach.  
The FE simulation is carried out via the Abaqus 6.31 software. The program codes 
need information on the Young’s modulus and yielding stress to perform the analysis. As a 
macro-scale simulation tool, normally bulk properties are input. As mentioned, the FE 
simulation is based on continuum theory, which is no longer valid when the model size 
approaches atomistic level. Here, a special study will be carried out. Comparison of FE 
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simulation of nano-indentation at atomic scale with properties obtained from MD 
simulation and bulk value.   
To do the simulation, a 3D model is constructed. The plane view of the model is 
shown in figure 4.1. 
 
Figure 4.1 Plane view of 3D initial model of FE nano-indentation simulation. The rigid conical 
indenter is put on the center of the top surface of the specimen.   
 
The indenter is set as rigid and placed at the center of the specimen top surface. 
Meshing of the specimen is very important. Fine meshes can offer good result but the 
calculation cost will increase with finer meshes. Coarse meshes can save computational 
time but will lose accuracy or even become unstable, especially when there is severe 
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deformation. Normally fine meshes are applied at the stress concentration area and become 
coarser away from the key loading. Here, as the indention is at the center-top part of the 
model, the meshes are very fine at the top-center part. Moving away from the contacting 
area, the meshes become coarser little by little, as shown in figure 4.1.  
Corresponding to the MD model, the bottom surface of the specimen is set as rigid 
and the top surface is free. The nodes in side surface can only move vertically. They 
represent the reflected boundary conditions of the MD model.  
The indenter is designed as a rigid conical surface. Moving the rigid surface down 
and upward gives rise to the loading-unloading process of nano-indentation. 
With the atomistic Young’s modulus and yielding stress deduced from MD 
simulation, the FE nano-indentation simulation was carried out. Figure 4.2 shows the strain 
characteristics during the indentation process on 1/4 part of the specimen model.  
        
  (a)         (b)                    
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  (c)           (d) 
      
  (e)           (f) 
 
Figure 4.2   Strain Characteristics during the indention process. Chart (a) is the original view. Chart 
(b)--(d) represent the loading process and (d) is at the stage of maximum indenting depth. Chart (e) 
and (f) show the unloading process and (f) is the final view of the process. 
 
Starting the loading process, the specimen begins to deform slightly at the top 
surface, as shown in figure 4.2 b. It shows that the maximum compressive strain is not at 
the location beneath the center of the contacting surface. It is probably because at the initial 
stage of loading, apart from the downward stress, the material around the contact area is 
also pushed aside severely. With the indenter coming down, the maximum stress changes 
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to appear just beneath the indenter tip. The specimen begins to deform greatly and the 
deformation propagates to the regions around. Such deformations are different from those 
of the MD simulation as FE simulation is using continuum theory, Hooke’s law, which is 
totally different from that of MD. Figure 4.2d shows the state when the indenter reaches the 
maximum indenting depth and the deformations are at maximum level. Afterwards, the 
indenter begins to retract and soon separate from contacting the specimen and the 
simulation ends. Figure 4.2 f shows that some parts of the specimen model have recovered 
while parts remain some plastic deformation. Such phenomenon is due to the elastic-plastic 
deformation characteristic: Elastic deformation recovery and permanent plastic 
deformation.  
The above FE simulation is repeated with bulk mechanical properties obtained from 
ASTM. The values of the properties are shown in Table 4.1. 
Table 4.1 







Bulk (ASTM) 128 0.26 
MD Simulation 175 10 
 
The two force-displacement curves from the two simulations are shown together 
with that of MD simulation in figure 4.3.  
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Figure 4.3 Force-displacement curves from three types of simulation: FE simulation with bulk 
mechanical properties, FE simulation with MD deduced properties and MD simulation. 
 
 From figure 4.3, it can be seen that both the FE curves are quite smooth and are 
linear during the unloading process. The two curves are quite different because of 
differences in the Young’s modulus and yield stress. 
 The FE curve with “MD properties” approximately agrees with the MD curve. 
Possibly, with the MD properties, such as Young’s modulus, yielding stress, the FE 
simulation can represent the force reactions of MD nano-indentation. Furthermore, such 
unloading curve can also be applied to verify the Young’s modulus. 
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Chapter 5  
Hybrid Simulation of Molecular Dynamics and Finite Element 
  
To successfully simulate nano-scale materials in a large model, it is necessary to 
bridge the gap at length scales from nanometer level to micrometer level. To achieve this 
goal, hybrid simulation of FE and MD can be an effective tool. Here a nano-indentation 
simulation of hybrid MD and FE methodology will be carried out. 
To develop a hybrid MD-FE model, it is vital to simulate handshake region to make 
smooth transferring between MD and FE region. Here the methodology of Abraham et al is 
adopted [50] as shown in figure 5.1.    
 
Figure 5.1 Handshake region of hybrid MD-FE. The FE nodes are scaled down to atomic size and 
overlap with MD atoms. The dashed line is a virtue line which separate between the MD and FE 
region 
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As shown in figure 5.1, there is a virtual ‘parting line’ which separates the model 
into FE and MD region. In both regions, the points have dual identities: atoms as well as 
nodes. All finite elements that cross the parting line contribute one-half of their potentials 
to the potential energy. Similarly, any MD interaction between atomic pairs that cross the 
parting line contributes one-half of its potential to the total potential energy. To ensure the 
MD interactions, the width of the atomic-scale refined mesh must be no less than a cut-off 


















1 φ        (5.1-1) 
Here up,q is the nodal displacement in the Cartesian direction of p,q, Kpq is  the stiffness of 
the elements, Φ is the atomic pair potential dependent on the atomic distance rij ,  NHK, IHK 
are the number of nodes and atoms in the handshake region.  
With above hybrid region, the whole hybrid model can be built up as shown in 
figure 5.2. The MD region is placed at the upper-center part which is the area directly 
under the indenter. FE meshes are applied at regions far from the contact area. A dynamic 
FE analysis is performed and therefore the FE domain contributes to the strain energy and 
kinetic energy of the system. The MD part is 3D and the FE part is represented as a 2D 
model, as shown in figure 5.2A. The FE plane is treated as plain strain. When calculating 
the force at FE region, only the represented FE plane is enrolled. Afterwards, the 
representative plane is copied layer by layer to update the whole FE region. The FE plane is 
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in XY plane and the –z direction periodic boundaries are applied to both FE and MD 
regions.  
 
Figure5.2A  3D view of the FE-MD model. The MD region is in 3D and FE is treated as 2D  
plane strain. When calculating nodal force, only the representative FE plane is enrolled, then the 
representative plane is copied to all layers of the model. 
 
Figure 5.2B shows the front view of XY plane of the model. The FE meshes scale 
down to atomic size at regions neighboring the MD region, which represents the handshake 
region. Periodic boundaries is applied at –z direction. Corresponding to MD model, the 
bottom layer of FE nodes are set as rigid and the nodes of side boundary are constrained 
only to move in –y direction.    
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Figure 5.2B Front view of the initial model of the specimen. The dots represent the MD atoms. The 
FE meshes are assigned around the MD region. In the handshaking region, the mesh nodes are at 
the same size as MD atoms. At regions far from MD atoms, the meshes become coarser which 
makes it possible to simulation models with larger size. 
  
Apart from the handshake region, the MD atoms and FE nodes are just simulated as 
normal. The simulation of nano-indentation on a hybrid MD-FE model of copper can be 
carried out. The input properties of FE model are deduced from MD simulation. The 
process of the indentation is shown in figure 5.3.  
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        (a)      (b) 
  
(c) (d) 
Figure 5.3 Nano-indentation process on a hybrid MD-FE model: Chart (a) shows pop-up 
phenomenon which is also the case of MD simulation. Chart (b) (c) represent the loading process 
and chart (c) is at the stage of deepest loading. Chart (d) is the status after unloading, some copper 
atoms sticking to the indenter as expected. 
 
 Figure 5.3 shows similar view at MD region as MD simulation. Also the 
deformation of FE meshes can be seen in chart (c) which means at this stage, the indenting 
stress has propagated to the FE region. However, no slip lines are formed during loading 
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process while it is the case with MD simulation. Probably the MD model is of small size in 
which the stationary boundary atoms prevented the bottom atoms to go downward under 
indenting stress and caused a compressed slip line at somewhere in the model.  
 The force-displacement curve is obtained as shown in figure 5.4. 
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Figure 5.4 Force-displacement curves of four simulations: FE simulation with macro property, FE 
simulation with MD deduced properties, MD simulation and Hybrid MD-FE simulation. 
  
According to figure 5.4, there is fairly good agreement among the three force-
displacement curves of FE simulation with MD deduced properties, MD simulation and 
Hybrid MD-FE simulation. 
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A comparison of the stress distribution among FE (with MD deduced properties), 
MD and hybrid MD-FE simulations was undertaken. Stresses in the MD region are 

























Equation 3.30 gives stresses at the position of each atom which shows great fluctuation. 









_ 1           (5.2) 
where the σi is the stress on each atom, N is the number of atoms in each local domain 
(normally each mesh contains 5 atoms) and σ
_
 is the average stress. After obtaining the 
average stresses in all –XYZ directions, equation 4.2 can be used to get the Von mises 
stress. 
( ) ( ) ( )[ ]23123222121 σσσσσσσm −+−+−=      (5.3) 
where σm is the Von mises stress and σ1-3 are normal stress vectors. 
The distributions of Von mises stress of FE, MD and hybrid MD-FE simulation 
models are shown in figure 5.5. In the chart of MD-FE hybrid model, the FE nodes are 












Figure 5.5 Comparison of Von mises stress of three simulations. Chart (a)-(c) represent the loading 
process. Chart (d) is the final view after unloading. 
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According to figure 5.5, during the loading process, the three simulation models 
reach roughly agreement of Von mises stress distribution. Chart (c) represents the status of 
maximum loading and shows that some MD atoms contribute more deformation at the top 
surface of the specimen. In the hybrid MD-FE model, it can be seen that the stress has 
propagated to the FE region which means the handshaking region is able to transfer stress 
from MD to FE region. For the unloading process, the FE model shows a little more 
complicate stress distribution than other two models. The MD and hybrid MD-FE model 
show similar deformation shape that some atoms are piling on the top surface.  
Therefore, the three models above can offer similar force and stress characteristics 
for a nano-indentation test. However, the MD region shows more deformation through the 












Conclusions and Recommendations 
 A series of nano-indentation simulations have been carried out in the report. Based 
on the atomic potential, the MD simulation of nano-indentation was carried out to study 
some mechanical properties: The Young’s modulus was calculated from the unloading 
curve and the yielding stress was obtained from the indenting stress. The values are much 
higher than bulk values because the modeled specimen is a perfect single cubic. Similar 
results of the mechanical properties were obtained from tensile simulations and a potential 
based XMD program.  
 FE simulation of nano-indentation was also carried out via Abaqus software. The 
FE simulation was carried out two times with two groups of mechanical properties: bulk 
values and values deduced from MD simulation. There is great difference between the two 
force-displacement curves due to different input properties. The curve of MD deduced 
properties agrees with that of MD simulation. Therefore, it can be concluded that, with the 
MD deduced properties, the force reaction of indentation can be obtained from FE 
simulation and the computational cost of MD can be saved here. 
 Finally, a hybrid MD-FE simulation of nano-indentation was carried out. The MD 
atoms are assigned at regions closer to the indenter to offer detail information at the atomic 
level; FE elements are located at peripheral regions to save computational cost. With 
proper definition on the MD-FE handshaking area of the model, the simulation was carried 
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out and similar force-displacement curve as MD simulation were obtained. Then a 
comparison of stress distribution among three simulations (FE with MD deduced property, 
MD and hybrid MD-FE simulations) was carried out. There is rough agreement among the 
three models during loading process. However, during unloading, the FE model shows 
significant difference from the other two models. Furthermore, at the deep loading stage of 
the hybrid MD-FE model, the stress has propagated to the FE region. Therefore, the 
handshake region has built up the bridge between the MD atoms and FE nodes. 
  
 Due to the limited computational power, it is still difficult to simulate materials 
from detailed atomistic characteristics to bulk properties in one model. The hybrid MD-FE 
simulation has started to bridge the gap between atomic levels to macro scales. But it is still 
far from well developed. On the other hand, there is still a lack of experimental data at nano 
scale due to the difficulties in preparing the extremely small size of samples and equipment. 
With the development of experimental technology and computational power, the atomistic 
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