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This research is aimed to develop an efficient image enhancement technique using multi 
layer Feedforward neural network. A nonlinear digital filter has been introduced as a 
promising solution for improving the image quality. 
 
The filter, which is named unsharp mask filter based neural network, significantly 
enhances the sharpness of image while highlights its details (edges and lines). 
In this thesis sharpening of image details has been obtained. Multi-layer Feedforward 
neural network with back propagation algorithm known as Multilayer Perceptron (MLP) 
is used to control the level of contrast enhancement. Grayscale blurred images were also 
used in this study.  
 
 iv 
The results have been evaluated using mean square error as well as grayscale histogram 
distribution for sharpening of image details. Comparison among 3x3, 5x5 and 7x7 mask 
sizes has shown that least mean square error has been achieved by using the 3x3 mask 
size. However, the grayscale histogram distribution has shown that the proposed method 
has given more image details sharpening (11.333% in average) compared to the original 
free noise image. 
 
Regarding the size of filter mask, three filter masks which are, 3 x 3, 5 x 5 and 7 x 7 have 
been used in this study. Results have shown that the mean square error is proportionate 
with the increasing of mask size. The program has been implemented using MATLAB 
version 6.5 as programming language.   
 
Finally, unsharp mask filter based neural network with different mask sizes has been 
investigated. Results have shown that better performance has been obtained using the 
proposed method, i.e., 10% for 3x3, 11% for 5x5 and 13% for 7x7 mask size.  
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Kajian tesis ini bertujuan unutk membangunkan teknik pemulihan dan pembaikan imej 
yang cekap dengan menggunakan rangkaian neural suap-hadapan (FeedForward).  Hingar 
‘garam’ dan ‘lada hitam’ digunakan untuk mewujudkan imej hingar.   Suatu penapis tidak 
lurus telah dikaji sebagai suatu kaedah yang sesuai untuk mengurangkan hingar dan 
meningkatkan kualiti imej. 
 
Penapis tersebut yang dinamakan penapis topeng tidak tepat berdasarkan rangkaian 
neural, telah mengurangkan hingar pada imej digit.  Ia juga meningkatkan ketepatan 
perincian imej (tepian dan garisan).  Di dalam tesis  ini suatu tolak ansur di antara 
pembuangan hingar dan penepatan imej telah didapati.  Penapis telah direkabentuk 
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dengan mengambil-kira rangkaian neural pelbagai lapisan suap-hadapan dengan 
algoritma penghantaran belakang yang dikenali sebagai MLP.  Imej berskala kelabu 
dikaburkan dengan hingar ‘garam’ dan ‘lada hitam’ digunakan di dalam kajian ini.  
Prestasi penapis ini telah dibandingkan dengan penapis purata, penapis  median dan 
penapis topeng tradisional tidak tepat. 
 
Keputusan-keputusan yang dinilai dengan menggunakan ralat purata kuasa dua untuk 
pengurangan hingar dan taburan histogram kelabu untuk penepatan perincian imej.  
Perbandingan di antara kaedah yang dicadangkan dengan penapis purata, penapis  median 
dan penapis topeng tradisional tidak tepat telah dijalankan.  Kaedah yang dicadangkan 
mempunyai  ralat purata kuasa dua  yang lebih rendah berbanding kaedah-kaedah yang 
lain.  Selain itu, taburan histogram kelabu telah menunjukkan kaedah yang dicadangkan 
memberikan lebih perincian imej dan lebih tepat berbanding imej yang tiada hingar.  Saiz 
penapis-penapis yang digunakan di dalam kajian ini ialah , 3 x 3, 5 x 5 dan 7 x 7. 
Keputusan menunjukkan purata ralat kuasa dua adalah berkadaran dengan penambahan 
saiz topeng.  Keputusan juga telah menunjukkan tolak ansur yang lebih baik di antara 
pengurangan hingar dan penepatan perincian imej dengan menggunakan saiz topeng 3 x 
3.  Program-program simulasi telah dilakukan dengan menggunakan perisian MATLAB 
versi 6.5.  
 
Akhir sekali, topeng tidak tepat rangkaian neural dengan pelbagai saiz telah dikaji.  
Keputusan telah menunjukkan pencapaian prestasi yang lebih baik dengan menggunakan 
kaedah yang dicadangkan. 
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