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Abstract
We consider the class of projection matrices arising from the size-classified matrix model
for population growth. Suppose that such a matrix M is irreducible, and that the corresponding
stable distribution vector is x. We give formulae for the partial derivatives of the entries in x
with respect to the demographic parameters in M . Those formulae only require knowledge of
the entries in M and the Perron value of M . For the special case that M is a Leslie matrix,
we discuss various concavity and order properties of the partial derivatives, and for a large
subclass of Leslie matrices, provide bounds on the sizes of the relevant partial derivatives.
© 2003 Elsevier Ltd. All rights reserved.
1. Introduction
One of the standard models for population growth considers a population clas-
sified into n size classes; associated with that population is the sequence of vectors
v(k) ∈ Rn where for each i = 1, . . . , n and k ∈ N, vi(k) represents the number of
members of the population in the ith size class at time k. Assume that if an in-
dividual is in class i, then in one time unit, it either remains in class i, moves into
class i + 1, or does not survive; this assumption, while posing some restrictions, still
covers a large number of situations, including populations classified by age. For each
i = 1, . . . , n, let the scalar Fi be the average number of surviving members of class 1
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produced in one time unit by an individual in class i, and for each i = 1, . . . , n − 1,
let the scalar Pi be the proportion of individuals in class i that move into class i + 1
in one time unit, and let the scalar Bi be the proportion of individuals in class i that
remain in class i after one time unit. We capture that information in the following
matrix:
M =


F1 F2 · · · · · · Fn−1 Fn
P1 B1 0 · · · 0 0
0 P2 B2 0 0 0
... · · · . . . . . . ... ...
... · · · · · · . . . ... ...
0 · · · · · · · · · Pn−1 Bn−1


. (1.1)
If the demographic parameters (i.e. the Fi’s, Pi’s and Bi’s) do not change over time,
we find readily that for each k ∈ N, v(k + 1) = Mv(k), so that v(k + 1) = Mkv(1)
for each k.
The matrix M is known as the projection matrix for the population, and in the
special case that all of the Bi’s are zero, M is called a Leslie matrix. Note that the
Leslie matrix case can be thought of as corresponding to a population classified into
n equal age groups of one time unit each.
Suppose now that each Pi is positive, as is Fn; then M is irreducible, and so
the Perron–Frobenius theorem applies to M . We then find that M has a positive
dominant eigenvalue ρ and a corresponding eigenvector ξ with all positive entries.
If M is primitive (this is equivalent to assuming, in addition to the irreducibility
conditions above, that either some Bi is positive, or that gcd{i|Fi > 0} = 1) then in
fact the Perron value ρ strictly dominates the moduli of the other eigenvalues of M .
In that case, denoting the all ones vector in Rn by 1, it is straightforward to see that
as k → ∞, v(k)/1Tv(k) → ξ/1Tξ . Observing that v(k)/1Tv(k) represents the dis-
tribution of the population through classes 1, . . . , n, we see that if M is primitive, the
population’s distribution converges to an appropriately scaled Perron vector of M ,
which is known as the stable distribution vector. (It also turns out that asymptotically,
the total size of the population grows geometrically with ratio ρ.)
We see then that the stable distribution vector carries information on the long-
term behaviour of the population, and for this reason, it is one of the central quanti-
ties of interest for size-classified population models. Given this interest in the stable
distribution vector, the following natural question arises: Suppose that one of the
demographic parameters of M is perturbed; how does that perturbation affect the
nature of the corresponding stable distribution vector? In Chapter 9 of [3], Caswell
provides a nice discussion of the utility of this kind of sensitivity analysis in un-
derstanding population models, including its implications for analysing the effects
of changes in vital rates, the action of natural selection, and the design of sampling
schemes.
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In this paper we address the question of how the perturbation of an entry of M
affects the stable distribution vector by considering the partial derivatives of the en-
tries in the stable distribution vector with respect to the various entries in M . (These
partial derivatives are well defined because ρ is an algebraically simple eigenvalue
of M; see [8], for example.) We produce closed form expressions for those deriva-
tives, expressions that can be computed in terms of the entries in M and the value
of ρ. For the Leslie matrix case, we discuss some of the relationships between those
derivatives, and for a certain subclass of Leslie matrices, we discuss upper and lower
bounds for the various partial derivatives.
We remark that the idea of finding derivatives of the stable distribution vector does
not originate with this paper. Caswell [3] describes one method for computing the
derivative of the stable distribution vector with respect to a particular entry, and gives
an expression for that derivative in terms of a sum involving all of the eigenvalues
of M , along with entries in the corresponding left and right eigenvectors. In part our
objective here is to give alternative expressions for those same derivatives that can
be written in terms of the Perron value and the matrix entries. (In particular, if one
already has M and ρ on hand, our expressions allow the derivatives of the stable
distribution vector to be computed without too much extra effort.) Our hope is that
these expressions for the derivatives will lead to greater insight into the sensitivity of
the stable distribution vector.
Throughout this paper, we continue with the notation and assumptions above. The
n × n matrix M (and the relevant demographic parameters that appear as its entries)
will be given as in (1.1), and we will assume that it is irreducible. We denote the
Perron value of M by ρ. The corresponding stable distribution vector, that is, the right
Perron vector of M normalized so that its entries sum to 1, will be denoted by x. We
will have occasion to refer to notions from the theory of nonnegative matrices, and
from the theory of generalized inverses. Readers are referred to [1,2], respectively,
for background material. Finally, for a detailed account of the size-classified model
for population growth, see [3].
2. Derivatives of the stable distribution vector
In this section, we produce formulas for the derivatives of the stable distribution
vector with respect to the entries in M . We begin with some preliminaries that are
needed in order to develop our results. Let ξ1 = 1 and ξi = P1···Pi−1(ρ−B1)···(ρ−Bi−1) , i =
2, . . . , n. It is straightforward to determine that Mξ = ρξ, so that ξ serves as a right
Perron vector for M . Consequently, we find that x = ξ/(∑ni=1 ξi) is the stable dis-
tribution vector for M .
As we will see below, we can generate expressions for partial derivatives of x with
respect to the entries of M by employing the group generalized inverse of ρI − M,
which we denote by (ρI − M)#. The following discussion will lead to an explicit
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expression for that generalized inverse. We remark that the notation introduced in
this discussion will be carried throughout the remainder of the paper.
Let X be the diagonal matrix whose ith diagonal entry is xi, i = 1, . . . , n. Con-
sider the matrix
A = 1
ρ
X−1MX ≡


a1 a2 · · · · · · an−1 an
1 − b1 b1 0 · · · 0 0
0 1 − b2 b2 0 0 0
... · · · . . . . . . ... ...
... · · · · · · . . . ... ...
0 · · · · · · · · · 1 − bn−1 bn−1


;
observe that A is stochastic. Here we note that for i = 1, . . . , n, ai =
P1···Pi−1Fi
ρ(ρ−B1)···(ρ−Bi−1) , while for i = 1, . . . , n − 1, bi =
Bi
ρ
. Set b0 = 0, s0 = 0, si =∑i
p=1 ap, i = 1, . . . , n − 1. Then the left Perron vector for A, normalized so that
its entries sum to 1, is given by
wT = 1∑n−1
i=0
(
1−si
1−bi
) [ 1 − s0
1 − b0
1 − s1
1 − b1 · · ·
1 − sn−1
1 − bn−1
]
.
Let Q = I − A; it is straightforward to show that since ρI − M = ρXQX−1,
we have (ρI − M)# = 1
ρ
XQ#X−1. Thus, in order to find (ρI − M)#, it suffices to
generate an expression for Q#. Let the trailing subvector of w of order n − 1 be wˆ.
Let R be the (n − 1) × (n − 1) matrix given by
R =


1 0 0 · · · 0 0
1 1 0 · · · 0 0
1 1 1 0 · · · 0
...
.
.
.
...
1 1 1 · · · 1 0
1 1 1 · · · 1 1


,
where  is the diagonal matrix of order n − 1 whose ith diagonal entry is 11−bi , i =
1, . . . , n − 1. It is shown in [7] that
Q# =

 w1wˆTR1 −wˆTR + (wˆTR1)wˆT
−w1R1 + w1(wˆTR1)1 R − 1wˆTR − R1wˆT + (wˆTR1)1wˆT

 .
With Q# in hand, the following lemma shows how we can generate expressions
for the partial derivatives of x. Here we denote the th standard basis vector by
e, and use Ei,j to denote the n × n matrix with a 1 in position (i, j) and zeros
S. Kirkland / Linear Algebra and its Applications 398 (2005) 3–23 7
elsewhere. We remark that in fact, the lemma below does not rely at all on the spe-
cial structure of the projection matrix, and that an analogous result holds for any
irreducible nonnegative matrix.
Lemma 2.1. For each i, j,  ∈ {1, . . . , n}, xMi,j =
xj x
ρxi
(eT − xT)Q#ei .
Proof. We have Mx = ρx and 1Tx = 1. Differentiating the first relation with re-
spect to Mi,j , we obtain
Ei,j x + M xMi,j =
ρ
Mi,j
x + ρ x
Mi,j
.
Let yT be the left Perron vector for M , normalized so that yTx = 1. Since
(ρI − M)#(ρI − M) = I − xyT, we find that
(I − xyT) x
Mi,j
= (ρI − M)#Ei,j x.
It follows that xMi,j = (ρI − M)#Ei,j x + δx for some scalar δ. From the fact that
1Tx = 1, we have 1T xMi,j = 0, so that δ = −1T(ρI − M)#Ei,j x. Consequently,
x
Mi,j
= (ρI − M)#Ei,j x − (1T(ρI − M)#Ei,j x)x.
We then use the fact that (ρI − M)# = 1
ρ
XQ#X−1 to deduce that for each  =
1, . . . , n,
x
Mi,j
= eT
x
Mi,j
= xjx
ρxi
(eT − xT)Q#ei . 
The special structure of Q# for a projection matrix now yields the following result.
Theorem 2.2. Suppose that i ∈ {1, . . . , n}. Then (eT − xT)Q#ei =

−1
1−bi−1
∑n
p=i xp
+wi
[∑n
p=+1 xp
(∑p−1
q=
1
1−bq
)
−∑−1p=1 xp (∑−1q=p 11−bq
)]
, if < i,
1
1−bi−1
∑i−1
p=1 xp
+wi
[∑n
p=+1 xp
(∑p−1
q=
1
1−bq
)
−∑−1p=1 xp (∑−1q=p 11−bq
)]
, if i  .
Proof. From our expression for Q#, we find that
(
eT − xT
)
Q# =(eT − xT)

 0 0T
−w1R1 R − R1wˆT


+ (eT − xT)1
[
w1
(
wˆTR1
) | − wˆTR + (wˆTR1)wˆT] .
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Since eTpR1 =
∑p
q=1
1
1−bq , it follows that
(eT − xT)Q#e1 =w1
n∑
p=1
xp

p−1∑
q=1
1
1 − bq −
−1∑
q=1
1
1 − bq


=w1

 n∑
p=+1
xp

p−1∑
q=
1
1 − bq

− −1∑
p=1
xp
(
−1∑
q=p
1
1 − bq
)
 .
Similarly, we see that for i = 2, . . . , n,
(
eT − xT
)
Q#ei =R−1,i−1 − 11 − bi−1
n∑
p=i
xp
+wi

 n∑
p=+1
xp

p−1∑
q=
1
1 − bq

− −1∑
p=1
xp
(
−1∑
q=p
1
1 − bq
)
 .
The formula for (eT − xT)Q#ei now follows from the fact that R−1,i−1 is either 0
or 11−bi−1 according as  < i or i  , respectively, and the fact that the entries of x
sum to 1. 
Putting Lemma 2.1 together with Theorem 2.2 yields our formulae for the partial
derivatives of x.
Corollary 2.3. Suppose that i, j ∈ {1, . . . , n}. Then
x
Mi,j
= xjx
ρxi


−1
1−bi−1
∑n
p=i xp + wi
[∑n
p=+1 xp
(∑p−1
q=
1
1−bq
)
− ∑−1p=1 xp (∑−1q=p 11−bq
)]
, if  < i,
1
1−bi−1
∑i−1
p=1 xp + wi
[∑n
p=+1 xp
(∑p−1
q=
1
1−bq
)
− ∑−1p=1 xp (∑−1q=p 11−bq
)]
, if i  .
Corollary 2.4. Suppose that i ∈ {1, . . . , n}. Then (eT − xT)Q#ei is decreasing in
 for  = 1, . . . , i − 1, and for  = i, . . . , n. Further, for each i = 1, . . . , n, (eTi −
xT)Q#ei must be positive, and at least one of (eTi−1 − xT)Q#ei and (eTn − xT)Q#ei
must be negative. In particular, if x0Mi,j < 0 for some 0  i − 1, then
x
Mi,j
< 0 for
all 0  l  i − 1. Similarly, if x1Mi,j < 0 for some i + 1  1  n, then
x
Mi,j
< 0
for all 1  l  n.
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Proof. The fact that (eT − xT)Q#ei is decreasing for  = 1, . . . , i − 1, and for
 = i, . . . , n follows directly from Theorem 2.2. A result of [4] asserts that for
each i = 1, . . . , n, the maximum entry in the ith column of Q# is uniquely re-
alized by Q#i,i . Since the entries of x are positive and sum to 1, the positivity of
(eTi − xT)Q#ei now follows. Since 0 = 0TQ#ei =
∑n
=1 x(eT − xT)Q#ei, we see
that for some , (eT − xT)Q#ei < 0, and since (eT − xT)Q#ei is decreasing for  =
1, . . . , i − 1 and for  = i, . . . , n, we conclude that at least one of (eTi−1 − xT)Q#ei
and (eTn − xT)Q#ei must be negative. 
Remark 2.5. It follows directly from Corollary 2.4 that (eTn − xT)Q#e1 < 0 and
that (eTn−1 − xT)Q#en < 0. However, for each index i = 2, . . . , n, it is possible for
(eTn − xT)Q#ei to be positive. For example, if si−1 is close to 1, so that wi is close
to 0, then certainly (eTn − xT)Q#ei is positive.
Similarly, for each index i = 1, . . . , n − 1, it is possible for (eTi−1 − xT)Q#ei to
be positive. For example, if si > si−1, and bi is close to 1 while the other bj ’s are
not close to 1, then (eTi−1 − xT)Q#ei is close to
1
1 − bi−1

− n∑
p=i
xp + 1 − si−11 − si
n∑
p=i+1
xp

 ,
which is positive if si is sufficiently close to 1.
As noted in Section 1, the class of Leslie matrices yields an important special case
of size-classified population models. Recalling that for a Leslie matrix each Bi is 0,
and thus each bi = 0, the following result is immediate from Corollary 2.3.
Theorem 2.6. Suppose that M is a Leslie matrix. If i, j ∈ {1, . . . , n}, then
x
Mi,j
= xjx
ρxi

− n∑
p=i
xp + wi

 n∑
p=1
pxp − 




for  = 1, . . . , i − 1, while
x
Mi,j
= xjx
ρxi

 i−1∑
p=1
xp + wi

 n∑
p=1
pxp − 




for  = i, . . . , n.
We close this section with an example taken from [3].
Example 2.7. The projection matrix for the desert tortoise (based on data from [5])
is given by
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M =


0 0 0 0 0 1.3000 1.9800 2.5700
0.716 0.567 0 0 0 0 0 0
0 0.149 0.567 0 0 0 0 0
0 0 0.149 0.604 0 0 0 0
0 0 0 0.235 0.560 0 0 0
0 0 0 0 0.225 0.678 0 0
0 0 0 0 0 0.249 0.851 0
0 0 0 0 0 0 0.016 0.860


.
(Observe that this is not a Leslie matrix, but instead corresponds to the size-classified
population model.) The Perron value for M is ρ = 0.9560 (the species is endan-
gered) and the stable distribution vector is
x =


0.2202
0.4052
0.1552
0.0657
0.0390
0.0316
0.0743
0.0083


.
Computing derivatives as in Corollary 2.3, we find that
x
M1,8
=


0.00191
0.00180
0.00003
−0.00029
−0.00034
−0.00046
−0.00226
−0.00039


,
while
x
M8,7


0.29106
0.12021
−0.11312
−0.12234
−0.11188
−0.13584
−0.60651
0.67842


.
Observe that the magnitudes of the entries of xM8,7 are on the order of 100 to 10,000
times larger than the magnitudes of the corresponding entries in xM1,8 . We see then
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that each entry of the stable age distribution is significantly more sensitive to P7 (the
survival rate into the last size class) than it is to F8 (the reproductive rate of the last
size class). Inspecting the entries of x, we might have anticipated this difference in
magnitudes between xM8,7 and
x
M1,8
: from Corollary 2.3, we see that each entry of
the former vector includes a factor of x7
x8
= 8.95, while each entry of the latter vector
includes a factor of x8
x1
= 0.0377.
Finally, we remark that xM1,8 and
x
M8,7
serve to illustrate the conclusion of Corol-
lary 2.4; for the former vector, observe that fourth entry is negative, and hence so are
all entries after that, while for the latter vector, we see that the third entry is negative,
and hence so are all further entries up to and including the seventh.
3. Relations between derivatives for a Leslie matrix
We begin with an intriguing example that appears in [3], in which there appears
to be some structure to the entries in the derivatives of the stable population vector.
As we will see later in this section, that structure can be explained and quantified by
use of the results in Section 2.
Example 3.1. Based on data for the population of the USA in 1966 (see [6]), the
Leslie matrix arising from classifying that population into five year age groups has a
top row given by[
0 0.00102 0.08515 0.30574 0.40002 0.28061 0.15260 0.06420 0.01483 0.00089
]
,
while the subdiagonal is given by[
0.99670 0.99837 0.99780 0.99672 0.99607 0.99472 0.99240 0.98867 0.98274
]
.
The corresponding Perron value is ρ = 1.0498 and the stable population vector is
x =


0.1252
0.1189
0.1131
0.1075
0.1020
0.0968
0.0917
0.0867
0.0817
0.0765


.
Computing the partial derivatives of x with respect F3, F6 and F9 and with respect
to P3, P6 and P9, we arrive at the following two figures (see Figs. 1 and 2).
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Fig. 1. Derivative of the stable distribution with respect to F3, F6 and F9.
Several features arise upon inspecting those graphs. Observe that the graphs in
Fig. 1 showing derivatives with respect to Fj for different values of j all have the
same general shape, with a flattening of that shape as we increase j . This is easily ex-
plained by Corollary 2.3, which shows that the only contribution of the index j to the
expression for the derivative is a multiplicative factor of xj . Hence the shapes of the
graphs for different j ’s are the same, and since the entries of the stable age distribu-
tion decrease with age for this example, the flattening arises from the multiplicative
factor of xj .
Notice also that in both Figs. 1 and 2, there are sections of the graphs where the
derivatives are decreasing and concave up with respect to the age classes. Specifi-
cally, each of the graphs in Fig. 1 is decreasing and concave up, while in Fig. 2, for
j = 3, 6, the entries in the derivatives with respect to Pj are decreasing and concave
up after the (j + 1)st age class.
In this section, we attempt to quantify the observations made in Example 3.1 by
providing conditions that are sufficient to ensure the decreasingness and concavity
properties of the derivatives. Throughout the development of several of the results in
this section, we will assume that the entries of the stable population vector decrease
with the index of the age class. We note that this assumption is not too restrictive,
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Fig. 2. Derivative of the stable distribution with respect to P3, P6 and P9.
since for any Leslie matrix whose Perron value ρ exceeds 1, we find from Section 1
that for each  = 1, . . . , n − 1, x+1 = Plρ x  x.
Corollary 3.2. Let M be a Leslie matrix with stable population vector x. Suppose
further that x1  x2  · · ·  xn. If xMi,j > 0 and l /= i − 1, then
x
Mi,j
>
x+1
Mi,j
.
Proof. From Corollary 2.4, we find that −∑np=i xp + wi [∑np=1 pxp − ] is de-
creasing in  for  = 1, . . . , i − 1, and that −∑np=i xp + wi [∑np=1 pxp − ] is
decreasing in  for  = i, . . . , n. The result now follows from the hypotheses that
xl  xl+1 and xMi,j > 0. 
Remark 3.3. Referring to Example 3.1, we see that the entries of xP9 = xM10,9 (de-
picted by the dashed line in Fig. 2) are in fact increasing with the age class, and that
all but the last of those entries is negative. Thus we see that the hypothesis that xMi,j
is positive in Corollary 3.2 is essential to the statement of the result.
Theorem 3.4. Let M be a Leslie matrix with stable population vector x, and sup-
pose that x1  x2  · · ·  xn. Suppose further that i    n − 1 and that we have
P  ρ and ( − 1)ρ  P. Then xMi,j 
x+1
Mi,j
.
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Proof. From Theorem 2.6, it suffices to show that
(x − x+1)
i−1∑
p=1
xp + wi

x n∑
p=1
(p − )xp − x+1
n∑
p=1
(p −  − 1)xp

  0.
Since P  ρ  P−1 , we have
0−( − 1) + P
ρ

(
1 − P
ρ
) n∑
p=1
(p − )xp + P
ρ
=
(
1 − x
x+1
) n∑
p=1
(p − )xp + x
x+1
.
It follows readily that
x
n∑
p=1
(p − )xp − x+1
n∑
p=1
(p −  − 1)xp
= (x − x+1)
n∑
p=1
(p − )xp + x+1  0,
yielding the result. 
Remark 3.5. We find from Theorem 3.4 that if the entries in x are decreasing and
max{P| = 1, . . . , n − 1}  ρ  min
{
P
 − 1 | = 2, . . . , n − 1
}
,
then the entries of xFj = xM1,j are decreasing with the age class. These conditions
are readily seen to hold for Example 3.1, since there we have
ρ = 1.0498  1.1055 = min
{
P
 − 1 | = 2, . . . , 9
}
.
We again note that consideration of xP9 = xM10,9 in Example 3.1 shows that in
Theorem 3.4, the hypothesis that   i is essential (see Fig. 2).
Our final result of this section deals with the concavity (as a function of the age
class) of the entries in the derivative of the stable distribution vector.
Theorem 3.6. Let M be a Leslie matrix with stable population vector x, and sup-
pose that 2  i    n − 2. If
ρ2 − 2Pρ + PP+1  0  ρ2 − 2 P
 − 1ρ + PP+1
 + 1
 − 1 ,
S. Kirkland / Linear Algebra and its Applications 398 (2005) 3–23 15
then
x+1
Mi,j
− x
Mi,j
 x+2
Mi,j
− x+1
Mi,j
.
Similarly, if 1    n − 2 and
ρ2 − 2 P
 − 1ρ + PP+1
 + 1
 − 1  0,
then
x+1
M1,j
− x
M1,j
 x+2
M1,j
− x+1
M1,j
.
Proof. Suppose first that 2  i    n − 2. It follows from Theorem 2.6 that it
suffices to show that
(x+2 − 2x+1 + x)
i−1∑
p=1
xp
+wi

x+2 n∑
p=1
(p −  − 2)xp − 2x+1
n∑
p=1
(p −  − 1)xp + x
n∑
p=1
(p − )xp


 0.
Recalling the formula for x, we find that x+2 − 2x+1 + x  0 if and only if ρ2 −
2Pρ + PP+1  0, and the latter inequality is part of our hypothesis. Consequent-
ly, it is enough to show that
x+2
n∑
p=1
(p −  − 2)xp − 2x+1
n∑
p=1
(p −  − 1)xp + x
n∑
p=1
(p − )xp  0,
or equivalently,
0PP+1
n∑
p=1
(p −  − 2)xp − 2Pρ
n∑
p=1
(p −  − 1)xp + ρ2
n∑
p=1
(p − )xp
=(ρ2 − 2Pρ + PP+1)
n∑
p=1
(p − )xp + 2P(ρ − P+1).
Since ρ2 − 2Pρ + PP+1  0 and ∑np=1(p − )xp  − + 1, we see that
(ρ2 − 2Pρ + PP+1)
n∑
p=1
(p − )xp + 2P(ρ − P+1)
 −( − 1)(ρ2 − 2Pρ + PP+1) + 2P(ρ − P+1)  0,
the last inequality following from our hypothesis that ρ2 − 2 P
−1ρ + PP+1 +1−1 
0.
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Finally, for the case that i = 1, note that we may drop the hypothesis that ρ2 −
2Pρ + PP+1  0 (since ∑i−1p=1 xp is empty in that case); the argument then fol-
lows as above. 
Remark 3.7. In Example 3.1, it is readily verified that ρ2 − 2 P
−1ρ + PP+1 +1−1 
0 for  = 1, . . . , 9, thus explaining the fact that for each of j = 3, 6, 9, the entries
of xFj = xM1,j are concave up as a function of the age class. We note also that ρ2 −
2Pρ + PP+1  0 for  = 1, . . . , 6, while ρ2 − 2Pρ + PP+1 < 0 for  = 7, 8.
This explains some (but not all) of the concavity properties of the other deriva-
tives in Example 3.1. Finally, we also note that x9M8,7 −
x8
M8,7
= −0.004516, while
x10
M8,7
− x9M8,7 = −0.004533, showing that if the hypothesis of Theorem 3.6 does not
hold, then the concavity property can fail.
Remark 3.8. We note here that if the survival probabilities P and P+1 are equal
to 1, then the conditions ρ2 − 2Pρ + PP+1  0  ρ2 − 2 P−1ρ + PP+1 +1−1 of
Theorem 3.6 simplify to (ρ − 1)2  0  (ρ − 1)
(
ρ − +1
−1
)
. Thus for a population
whose survival probabilities are all close to 1, the hypotheses of Theorem 3.6 are
likely to hold, provided that 1 < ρ < 1 + 2
n−1 , with ρ not too close to either 1 or
1 + 2
n−1 .
4. Derivative bounds for a Leslie matrix
In this section we again consider the case of a Leslie matrix M with the additional
assumption that the entries in the corresponding stable distribution vector x are non-
increasing. As mentioned in Section 3, that extra hypothesis still captures a number
of interesting scenarios. Our goal here is to provide, where possible, some readi-
ly computable upper and lower bounds on the entries of xMi,i−1 , i = 2, . . . , n and
x
M1,j
, j = 1, . . . , n. Our strategy in generating those bounds is to consider the rele-
vant expressions for the derivatives in Theorem 2.6, and to bound those expressions
independently of x and wT.
In the development of these results, we will rely on a couple of observations. First,
since x is a nonnegative vector whose entries sum to 1, and since we are assuming
that the entries of x are nonincreasing, it follows that for each k = 2, . . . , n, 0 
xk  1/k, while 1/n  x1  1. (An analogous statement also holds for the en-
tries of the vector wT.) Next, define n ≡ {z ∈ Rn|z1  · · ·  zn  0, 1Tz = 1},
and suppose that f (z) : n → R is some function that is linear in each zi . Then
f is maximized over n at a vector z such that for some 1  m  n, zi = 1m, for
i = 1, . . . , m, and zi = 0 for i = m + 1, . . . , n. An analogous statement holds for
the minimum of f over n, and both statements follow from the observation that a
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linear functional over a convex polytope is maximized (or minimized) at an extreme
point of that polytope.
We note as an aside that given any positive vector x ∈ n, any ρ > 0, and any
positive vector wT whose entries are nonincreasing and sum to 1, we can easily
construct a Leslie matrix M with Perron value ρ, stable distribution vector x, and
such that wT is a left Perron vector for the corresponding matrix A. The construc-
tion is straightforward: the top row of A can be recovered from wT, since for each
i = 1, . . . , n − 1, ai = (wi+1 − wi)/w1, while an = wn/w1; once A has been con-
structed, we let M = ρXAX−1 as in Section 2. So while our approach below is to
simply construct bounds on the algebraic expressions involving x, ρ and wT arising
from Theorem 2.6, for each pair of positive vectors x and wT, there is a Leslie matrix
for which those algebraic expressions are equal to the appropriate partial derivatives
of x.
We begin our discussion with bounds on xM1,j .
Theorem 4.1. Suppose that M is a Leslie matrix and that the entries of x are non-
increasing.
(a) For each j = 1, . . . , n, xM1,j  − −1ρ max{j,} .
(b) For each j = 1, . . . , n, xM1,j  n+1−22ρ max{j,} if   (n + 1)/2, and
x
M1,j

n+1−2
2nρ max{j,} if  > (n + 1)/2.
Proof. (a) For some w ∈ [1/n, 1], we have
x
M1,j
= xjxw
ρx1

 n∑
p=1
pxp − 

 ,
so that
x
M1,j
 −xjxw
ρx1
( − 1)  −  − 1
ρ max{j, } ,
the last inequality arising from the following facts: x1  max{xj , x}, xj  1/j, and
x  1/.
(b) For each w ∈ [1/n, 1], we have
xjxw
ρx1

 n∑
p=1
pxp − 

  xjxw
ρx1
(
n + 1
2
− 
)
.
If   (n + 1)/2, then we find that
xjxw
ρx1
(
n + 1
2
− 
)
 1
ρ max{j, }
(
n + 1
2
− 
)
,
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since w  1. On the other hand, if  > (n + 1)/2, then since w  1/n, we have
xjxw
ρx1
(
n + 1
2
− 
)
 xjx
nρx1
(
n + 1
2
− 
)
 n + 1 − 2
2nρ max{j, } ,
as desired. 
Remark 4.2. Evidently our lower bound on xM1,j is nonpositive, nondecreasing in
j and nonincreasing in . For   n+12 , our upper bound on
x
M1,j
is nonnegative,
and nonincreasing in both j and , while for  > n+12 , our upper bound on
x
M1,j
is
nonpositive, nondecreasing in j and nonincreasing in .
Remark 4.3. We see from Theorem 4.1 that when  = j = 1, our upper bound on
x1
M1,1
is equal to n−12ρ . While that number seems quite large, we note that it is possible
to construct examples where x1M1,1 is of the same order of magnitude as that bound.
For instance, if x1 = 12 , xp = 12(n−1) , i = 2, . . . , n, and w is close to 1, we have
x21w
ρx1

 n∑
p=1
pxp − 1

 = wn
8ρ
,
which is close to n8ρ .
Our next two examples help to introduce our discussion of xMi,i−1 .
Example 4.4. Suppose that i  3 and 1    i−12 . Suppose that for some small
positive , we have xp = 1−i−1 for p = 1, . . . , i − 1, xi =  − 2, and xp = 
2
n−i for
p = i + 1, . . . , n. Evaluating the expression
xi−1x
xi

− n∑
p=i
xp + w

 n∑
p=1
pxp − 




yields a value of
(1 − )2
(i − 1)2( − 2)
(
− + w
2
(i − 2 + i + (n + i + 1)2)
)
.
Note that for any w > 0, that last quantity diverges to infinity as  → 0+. Conse-
quently we see that for these values of i and , there is a sequence of Leslie matri-
ces with decreasingly ordered stable distribution vectors such that the corresponding
sequence of derivatives xMi,i−1 is unbounded from above.
Example 4.5. Suppose that 2    i − 1. Let  be small and positive, and let x
be given by x1 = 1 − , x2 = · · · = xi−1 = −3i−2 , xi = 3 − 4, and xp = 
4
n−i , p =
i + 1, . . . , n. Evaluating the expression
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xi−1x
xi

− n∑
p=i
xp + w

 n∑
p=1
pxp − 




yields a value of
( − 3)2
(i − 2)2(3 − 4)
(
−3 + w
2
(2 − 2 + (i − 1) + (i − 1)3 + (n − i + 1)4)
)
.
Note that for any w > 0, that quantity diverges to −∞ as  → 0+. Consequently
we see that for these values of i and , there is a sequence of Leslie matrices with
decreasingly ordered stable distribution vectors such that the corresponding sequence
of derivatives xMi,i−1 is unbounded from below.
In light of Examples 4.4 and 4.5, it remains only to bound xMi,i−1 from above for
i
2    i − 1, and from above and below for i    n, and for  = 1, i = 2.
Theorem 4.6. Suppose that M is a Leslie matrix and that the entries of x are non-
increasing.
(a) Suppose that 3  i, and that i2    i − 1. Then xMi,i−1 
(n−i)(n−i+1)
2ρi(i−1) .
(b) −n−1
ρ
 xM2,1 
n2−5n+4
4ρ .
(c) Suppose that 2  i    n. If   n2 , then xMi,i−1 
n+1−2+2i
2ρi(i−1) ; if n+12  ,
then xMi,i−1 
1
ρ(i−1) .
(d) Suppose that 2  i. If i <   n, then xMi,i−1  − −i−1ρi(i−1) ; finally,
xi
Mi,i−1  0.
Proof. (a) For some w ∈ [0, 1/i], we have
x
Mi,i−1
= xi−1x
ρxi

− n∑
p=i
xp + w

 n∑
p=1
pxp − 




= xi−1x
ρxi

w

 i−1∑
p=1
pxp − 

+ n∑
p=i
(wp − 1)xp

 .
It is straightforward to show that
∑i−1
p=1 pxp −   i2
∑i−1
p=1 xp −   0, the last in-
equality since i2  . Since w  1/i, we thus find that
x
Mi,i−1
 xi−1x
ρ
n∑
p=i
(p − i)xp
ixi
 xi−1x
ρi
(n − i)(n − i + 1)
2
.
The result now follows since xi−1  1/(i − 1) and x  1/.
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(b) For some w ∈ [0, 1/2], we have
x
M2,1
= x
2
1
ρx2

− n∑
p=2
xp + w

 n∑
p=1
pxp − 1



 ,
so certainly
x
M2,1
 −x
2
1
ρ
n∑
p=2
xp
x2
 −n − 1
ρ
,
yielding the desired lower bound.
We also have
x21
ρx2

− n∑
p=2
xp + w

 n∑
p=1
pxp − 1





x21
ρx2

− n∑
p=2
xp + 12
n∑
p=1
(p − 1)xp


= x
2
1
ρ

 n∑
p=2
(p − 3)xp
x2

  x21
ρ
n2 − 5n + 4
4
 n
2 − 5n + 4
4ρ
.
(c) Suppose that   n2 . For some w ∈ [0, 1/i] we have
x
Mi,i−1
= xi−1x
ρxi

 i−1∑
p=1
xp + w

 n∑
p=1
pxp − 



 .
We note that since
∑n
p=1 pxp −   n+12 −  and
∑i−1
p=1 xp  1, it readily follows
that
x
Mi,i−1
 xi−1x
ρxi
(
1 + 1
i
(
n + 1
2
− 
))
 xi−1
ρ
(
1 + 1
i
(
n + 1
2
− 
))
.
The bound now follows since xi−1  1/(i − 1).
On the other hand, if   n+12 , we find that necessarily
n∑
p=1
pxp −   n + 12 −   0,
so that
x
Mi,i−1
 xi−1x
ρxi
 1
ρ(i − 1) .
(d) Suppose that i + 1    n. For some w ∈ [0, 1/i] we have
x
Mi,i−1
= xi−1x
ρxi

 i−1∑
p=1
xp + w

 n∑
p=1
pxp − 



 .
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We claim that
i−1∑
p=1
xp + w

 n∑
p=1
pxp − 

  1 −  − 1
i
.
To see the claim, note that if z ∈ n, the expression∑i−1p=1 zp + w [∑np=1 pzp − ]
is minimized at a vector z such that for some m = 1, . . . , n, zp = 1/m for p =
1, . . . , m, and zp = 0 for p = m + 1, . . . , n. It follows that
i−1∑
p=1
xp + w

 n∑
p=1
pxp − 


 min
{{
1 + w
(
m + 1
2
− 
)
|m = 1, . . . , i − 1
}
∪
{
i − 1
m
+ w
(
m + 1
2
− 
)
|m = i, . . . , n
}}
.
Evidently 1 + w(m+12 − )  1 − −1i for m = 1, . . . , i − 1, and it is straightfor-
ward to show that i−1
m
+ w(m+12 − )  1 − −1i for m = i, . . . , n.
With our claim established, we see that xMi,i−1  −
xi−1x
ρxi
−i−1
i
. The result now
follows since xi  x and xi−1  1/(i − 1).
Finally, we note that the nonnegativity of xiMi,i−1 follows directly from Corollary
2.4. 
Remark 4.7. Evidently our upper bound on xMi,i−1 in (a) of Theorem 4.6 is pos-
itive and decreasing in both i and . Our upper bound on xMi,i−1 in (c) is positive,
decreasing in i, decreasing in  if   n2 , and independent of  if  
n+1
2 . Finally,
our lower bound on xMi,i−1 in (d) is nonpositive, decreasing in , and increasing in i.
Remark 4.8. We note that in Theorem 4.6(b) the bounds −n−1
ρ
and n2−5n+44ρ on
x
M2,1
, are the best possible, despite being of large modulus. To see this, let  be a
small positive number, and consider the vector x with x1 = 1 −  and xp = n−1 , p =
2, . . . , n. For each w ∈ [0, 1/2], we then have
x21
ρx2

− n∑
p=2
xp + w

 n∑
p=1
pxp − 1



 = (1 − )2
ρ
(−(n − 1) + wn(n − 1)/2).
As ,w → 0+ this expression approaches −n−1
ρ
, while as  → 0+ and w → 1/2−,
that expression approaches n2−5n+44ρ .
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Considering Theorem 4.6(c) for the case that   n+12 , the upper bound of 1ρ(i−1)
is also best possible. To see that, let  be a small positive number, and consider the
vector x with xp = 1−i−1 , i = 1, . . . , i − 1, and xp = n−i+1 , p = i, . . . , n. In that
case we have
xi−1x
ρxi

 i−1∑
p=1
xp + w

 n∑
p=1
pxp − 



= 1 − 
i − 1
(
1 −  + w
(
i − 2 + n
2
))
.
As ,w → 0+, that expression approaches 1
ρ(i−1) .
5. Conclusion
In this paper, we considered an irreducible projection matrix M arising from a
size-classified population model. Using techniques from the theory of generalized
inverses, we produced explicit expressions for the derivatives of the entries in the
corresponding stable distribution vector with respect to the demographic parameters
in M . We discussed the signs of those derivatives, and for certain subclasses of Leslie
matrices, we explored their order and convexity properties. The latter discussion
resulted in a mathematical explanation for some of the structure that is apparent
in some plots of those derivatives. Finally, for a large subclass of Leslie matrices,
we obtained, where possible, readily computable upper and lower bounds on the
derivatives of the entries in the stable distribution vector with respect to the various
demographic parameters.
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