This article performs a canonical correlation analysis on financial data of country-specific Exchange Traded Funds (ETFs) to analyze the relationship between stock markets in developed and developing countries. We conclude, using Bartlettʼs statistic, that there is a significant relationship between these two datasets. ‡ Introduction
‡ Introduction
The aim of canonical correlation analysis is to find the best linear combination between two multivariate datasets that maximizes the correlation coefficient between them. This is particularly useful to determine the relationship between criterion measures and the set of their explanatory factors. This technique involves, first, the reduction of the dimensions of the two multivariate datasets by projection, and second, the calculation of the relationship (measured by the correlation coefficient) between the two projections of the datasets.
While the correlation coefficient measures the relationship between two simple variables, canonical correlation analysis measures the relationship between two sets of variables. Although the correlation measure employed for both techniques is the same, namely (1) corr HX, YL = covHX, YL varHXL ÿ varHYL , the distinction between the two techniques must be clear: while for the correlation coefficient X and Y must be n-dimensional vectors containing realizations of the random variables, for canonical correlation analysis (CCA) X has to be an n µ p and Y an n µ q matrix, with p and q at least 2. In the latter case, n is the number of realizations for all p + q random variables, where p is the number of random variables contained in the set X and q is the number of random variables in the set Y.
Here X and Y are used for correlation coefficient calculation.
Here X and Y are used for canonical correlation analysis (CCA). This article calculates, through CCA, the relationship between stock markets of developed and developing countries and performs Bartlett's test for the statistical significance of the canonical correlation found.
For an introduction to statistics in financial markets, see [1] . ‡ The Data
The data employed for the CCA in the present work was obtained directly from Mathematica's FinancialData@D function. The variables are divided into two groups: the ETFs representing developed nations and the ETFs representing developing countries. The first group is treated as independent variables and the second group as dependent variables.
The idea here is to analyze the relationship between stock markets in these two groups of countries through ETFs traded at the New York Stock Exchange (NYSE).
Although there are several country-specific ETFs traded on the NYSE, not all of them were chosen. The idea is to select, for each group, those ETFs representing countries with large stock markets according to a market capitalization criterion. The market capitalization of all stock markets was obtained from the website of the World Federation of Exchanges (www.world-exchanges.org/statistics). All countries with stock markets greater than 500 billion US dollars in December 2012 were chosen, and only one ETF per country was selected.
These six ETFs were included in the group of developed nations: EWA (Australia), EWC (Canada), EWG (Germany), EWJ (Japan), EWU (UK), and SPY (USA).
Eight ETFs were included in the group of developing countries: EWZ (Brazil), FXI (China), EPI (India), EWW (Mexico), RSX (Russia), EWS (Singapore), EWY (South Korea), and EWT (Taiwan).
These are the monthly returns for the five-year period between March 2008 and February 2013 (60 months).
ETFs =
FinancialData@Ò, "Return", 882008, 2<, 82013, 2<, "Month"<D@@All, 2DD & êü 8"EWA", "EWC", "EWG", "EWJ", "EWU", "SPY", "EWZ", "FXI", "EPI", "EWW", "RSX", "EWS", "EWY", "EWT"<;
This checks the number of observations for each variable. Evaluate the previous command again if the lengths are not all 60. This plots the data for all the variables. This plots the price behavior of the six ETFs representing developed countries for the 60-month period.
DateListPlot@
Tooltip@FinancialData@Ò, "CumulativeFractionalChange", 882008, 2<, 82013, 2<<D, ÒD & êü 8"EWA", "EWC", "EWG", "EWJ", "EWU", "SPY"<, Joined Ø True, PlotLegends Ø 8"Australia", "Canada", "Germany", "Japan", "UK", "USA"<D This plots the price behavior of the eight ETFs representing developing countries for the 60-month period.
Tooltip@FinancialData@Ò, "CumulativeFractionalChange", 882008, 2<, 82013, 2<<D, ÒD & êü 8"EWZ", "FXI", "EPI", "EWW", "RSX", "EWS", "EWY", "EWT"<, Joined Ø True, PlotLegends Ø 8"Brazil", "China", "India", "Mexico", "Russia", "Singapore", "South Korea", " Taiwan According to [2] , "to use canonical correlation analysis safely for descriptive purposes requires no distributional assumptions." However, they still state that "to test the significance of the relationships between canonical variates, (…), the data should meet the requirements of multivariate normality and homogeneity of variance" ( [2] , p. 339). Is the data normally distributed in this sense?
As can be seen, the null hypothesis of normality cannot be rejected for all variables at the 5% confidence level.
In order to perform the canonical correlation analysis, it is necessary to organize the data into two groups of variables: X (representing the developed countries) and Y (representing the developing countries);
, Y = ª¸⋱ ª a p1 º⋯ a pk
· Solution Procedure I
CCA can be performed either on variance-covariance matrices or on correlation matrices. If the random variables X and Y are standardized to have unit variance, the variance-covariance matrix becomes a correlation matrix.
After partitioning the variance-covariance matrix, and given equation (5), the main objective is to solve To solve this problem, define:
A singular value decomposition of K gives
G and D are column orthonormal matrices HG¬ G = D¬ D = IL, and L is a diagonal matrix with positive elements, namely, the eigenvalues of K. (For detailed information about singular value decomposition, see [3] .) From the property rankHU V WL = rankHVL, for nonsingular U, W, and from equation (7),
For this solution procedure, the largest eigenvalue of K is the canonical correlation of our analysis. A and B can also be found through
· Solution Procedure II
The problem in this case is to solve the following canonical equations [2, 4] :
where I is the identity matrix and l is the largest eigenvalue for the characteristic equations
The largest eigenvalue of the product matrices
is the squared canonical correlation coefficient. Furthermore, it can be shown that
which means that only one of the characteristic equations needs to be solved in order to find A or B. ‡ The Technique
This transposes the data.
This checks the dimensions of Z; it has 60 rows (months) and 14 columns (ETFs).
Dimensions@ZD

860, 14<
There are 14 random variables (six in the first set and eight in the second); the dimensions of the submatrices are 60×6 for X, 60×8 for Y, 6×6 for S XX , 6×8 for S XY , 8×6 for S YX , and 8×8 for S YY .
Define M1 to be the variance-covariance matrix of Z. Here are the first seven columns of M1. To better understand the relationship between the random variables, here is M2, the correlation matrix of Z. The checks agree.
The last step in this analysis is to find the canonical correlation vectors, which maximize the correlation between the canonical variates. According to equations (12) and (13) Given that In terms of the canonical correlation vectors, the canonical variates are
where, as before,
and Y = The interpretation of canonical correlation coefficients, canonical correlation vectors, and canonical variates is one of the most difficult tasks in the whole analysis. CCA would be better understood relating the original data matrix to the matrix computed using the canonical correlation vectors, which is simply a reduction of the data matrix through linear combinations of its elements. It should be easier to understand that the canonical correlation coefficient is merely the ordinary Bravais-Pearson correlation between the two columns of the reduced matrix.
In principle, one can say that the highest canonical correlation coefficient that was found is the maximum possible correlation between the two columns of the reduced matrix. In this case, it is usual to say that this coefficient represents the relationship between the two datasets, X and Y, in the sense of a correlation measure. Thus, if X is the matrix containing the explanatory factors of Y, the matrix containing the criterion measures (or criterion variables), it is possible to say that the explanatory factors would perfectly explain the criterion variables if l 1 = 1. If l 1 = 0, the explanatory factors have no influence on the criterion variables, and any value between 1 and 0 is merely an interpolation of these extreme cases.
In the next inputs we will compute and show (partially) the reduced data matrix. In order to demonstrate the validity of the CCA theory, we also compute the correlation for the other (not so interesting for our analysis) canonical variates. We start by defining y 2 and f 2 . The first column of our reduced data matrix is y 1 . The correlation between the canonical variates can be better interpreted graphically. First we show the reduced matrix computed using the canonical correlation vectors a 1 and b 1 , whose canonical correlation coefficient is l 1 = 0.971939.
Now we show the reduced matrix computed using the canonical correlation vectors a 2 and b 2 , whose canonical correlation coefficient is l 2 = 0.746103. We can also compute the canonical cross-loadings, that is, the correlation between every single ETF and its opposite canonical variate. Finally, we compute the canonical cross-loadings for the second canonical variate, that is, the linear combination of variables with correlation coefficient l 2 = 0.746103. It is possible to compute canonical loadings and cross-loadings for all the six canonical variates. However, only the first two are shown here for descriptive purposes. ‡ Statistical Testing
In this section we test the hypothesis of no correlation between the two sets X and Y. An approximation for large n was provided in [5] :
where n is the number of observations p is the number of rows of X q is the number of rows of Y k is the rank HKL L i is the canonical correlation coefficients. ‡ Conclusion
This article analyzed the relationship between two sets of variables, namely financial assets represented by NYSE-traded country-specific ETFs. The ETFs were divided into two sets representing developed and developing countries. In the first set a total of six ETFs (representing developed countries) were included, while in the second set a total of eight ETFs were included (representing developing countries). Using monthly return data for a five-year period it was possible to show, through canonical correlation analysis (CCA), that there is a significant relationship between these two sets of ETFs. The highest correlation coefficient found in the present study was l 1 = 0.971939 and, in an analogous manner to R 2 statistics in regression analysis, we could interpret its squared value l 1 2 = 0.942723 as the explanatory power of the canonical correlation analysis. In other words, the squared canonical correlation coefficient l 1 2 indicates the proportion of variance a dependent variable linearly shares with the independent variable generated from the observed variable's set (i.e., the canonical variates).
