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COMMUTING GRAPHS ON COXETER GROUPS,
DYNKIN DIAGRAMS AND FINITE SUBGROUPS OF SL(2,C)
UMAR HAYAT, ÁLVARO NOLLA DE CELIS AND FAWAD ALI
ABSTRACT. For a group H and a non empty subset Γ ⊆ H , the commuting graph G =
C(H,Γ) is the graph with Γ as the node set and where any x, y ∈ Γ are joined by an
edge if x and y commute in H . We prove that any simple graph can be obtained as
a commuting graph of a Coxeter group, solving the realizability problem in this setup.
In particular we can recover every Dynkin diagram of ADE type as a commuting graph.
Thanks to the relation between the ADE classification and finite subgroups of SL(2,C), we
are able to rephrase results from the McKay correspondence in terms of generators of the
corresponding Coxeter groups. We finish the paper studying commuting graphs C(H,Γ)
for every finite subgroup H ⊂ SL(2,C) for different subsets Γ ⊆ H , and investigating
metric properties of them when Γ = H .
1. INTRODUCTION
For a given group H with center Z(H) we can consider the commuting graph C(H)
consisting of the vertex setH\Z(H) and joining two vertices if and only if they commute.
This graph has been studied since [4] in several contexts and for different purposes (see
[1], [7] among other examples), one of them being to characterize if given a simple graph
G whether there exists or not a group H for which G ∼= C(H), known as the realization
problem (see [9] and references therein).
In this paper we consider commuting graphs G = C(H,Γ) where Γ is a nonempty
subset of a groupH , for which Γ is the node set and any x, y ∈ Γ are joined by an edge if
and only if x and y commute in H (see for example [3], [2]). Clearly C(H) = C(H,H).
In this context, we are able to obtain any simple graph as the commuting graph of a certain
Coxeter groupWM taking Γ to be the set of generators of WM (Theorem 3.1), therefore
solving the realization problem.
In addition, Coxeter groups provide us with a rich collection of groups with remark-
able connections with other branches of mathematics and sciences. In this paper we are
interested in the correspondences between simple laced finite Coxeter groups and finite
subgroups of SL(2,C) through the simple laced Dynkin diagrams, also known as the ADE
classification. Finite subgroups ofH ⊂ SL(2,C) were classified by F. Klein around 1870
into the families of cyclic Cn, binary dihedral groups BD4n, and the exceptional cases
of binary tetrahedral BT24, binary octahedral BO48 and binary icosahedral BI120. These
groups have played a central role not only in group theory but in many other areas such as
algebraic geometry, singularity theory, simple Lie algebras and representation theory (see
[11], [14] for references and further reading).
2010 Mathematics Subject Classification. Primary 05C25; Secondary 20F55, 20D60, 14E16.
Key words and phrases. Commuting graph, Coxeter group, Dynkin diagram, ADE Classification, McKay
correspondence, metric dimension.
1
2 U. Hayat, F. Ali, and A. Nolla de Celis
Given a finite H ⊂ SL(2,C) we can consider the orbifold quotient C2/H , also known
as a rational double point or Du Val singularity. J. McKay in [12] observed that the resolu-
tion graph of the singularity is precisely the (simple laced) Dynkin diagram of the subgroup
H , initiating the so called McKay Correspondence (see [13]). The realization of (simple
laced) Dynkin diagrams as commuting graphs C(WM ,Γ) of Coxeter groups allows us to
relate the geometry of the resolution of the singularityC2/H with the representation theory
ofH in terms of the generators Γ ofWM (Theorem 3.6).
We conclude studying commuting graphs C(H,Γ) on finite subgroups H ⊂ SL(2,C)
for different subsets Γ ⊆ H using the software GAP [8]. For the case Γ = H , we use this
description to compute metric properties of C(H), in particular the radius, the diameter,
their detour analogues and the metric dimension (Theorem 4.5).
2. BASIC NOTIONS
We denote by G a graph with node set V (G) and edge set E(G). The total number of
nodes of the graphG, denoted by |G|, is called the order ofG. We write a ∼ b if the nodes
a and b are adjacent, otherwise a ≁ b.
The join of any two graphs G1 and G2, denoted by G1 ∨ G2, is the graph with node
set V (G1) ∪ V (G2) and edge set E(G1) ∪ E(G2) ∪ {y ∼ z : y ∈ V (G1), z ∈ V (G2)}.
The complement of a graph G, denoted by G, is the graph with the same vertex set V (G)
where a ∼ b in G if a ≁ b in G. A graph Kn with n nodes is called complete graph if
any two different nodes of Kn are connected by exactly one edge. We denote by rKn the
graph consisting of r copies of the complete graphKn.
The degree deg(a) of a node a in a graphG is the number of nodes inG that are incident
to a where the loops are counted twice. We may write degG(a) if we want to emphasize
the underlying graph. For definitions and further explanations see [6].
3. COMMUTING GRAPHS ON COXETER GROUPS
LetM = (mij)1≤i,j≤n be an n× n symmetric matrix with mij ∈ N ∪ {∞} such that
mii = 1 andmij ≥ 2 if i 6= j. The Coxeter group of typeM is defined as
WM = 〈s1, . . . , sn | (sisj)
mij = 1, 1 ≤ i, j ≤ n, mij <∞〉 .
See [10] for a standard reference. Observe that conditionmij = 1 implies that s2i = 1
for all i, that is, every generator has order 2. The notationmij =∞ is reserved for the case
when there is no relation of the form (sisj)m = 1 for anym. For example, if n = 1 then
WM = C2 the cyclic group of order 2 and if n = 2 thenM = ( 1 mm 1 ) andWM = D2m is
the dihedral group of order 2m.
The following result observes that it is possible to realize any simple graph, i.e. any
unweighted, undirected graph containing no loops or multiple edges, as the commuting
graph of an (in general) infinite Coxeter group.
Theorem 3.1. Let G be a simple graph with n vertices. Then G ∼= C(WM ,Γ) where
Γ = {s1, . . . , sn} is the set of generators of a Coxeter groupWM .
Proof. In a Coxeter group WM any pair of generators si and sj commute if and only if
mij = 2. Therefore, the commuting graph C(WM ,Γ) is defined as the graph with vertex
set Γ and where two nodes si and sj are joined if and only ifmij = 2. This fact allows us
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to recoverG as the commuting graph of the Coxeter groupWM of matrix typeM with
mij =


1 , if i = j
2 , if i ∼ j
≥ 3 , if i ≁ j.

Example 3.2. The Petersen graph is the commuting graph C(WM ,Γ) where the Coxeter
groupWM is given by the following matrixM :
8
7
6 10
9
3
2
1 5
4
M =


1 2 2 2
1 2 2 2
2 1 2 2
2 2 1 2
2 2 1 2
2 1 2 2
2 2 1 2
2 2 1 2
2 2 1 2
2 2 2 1


The blank spaces inM correspond to any natural number greater or equal to 3 or∞.
Thus there are infinitely many Coxeter groups giving the same commuting graph.
3.1. Commuting graphs and Coxeter diagrams. LetWM be a Coxeter group with gen-
erator set Γ = {s1, . . . , sn}. The Coxeter diagram is the graph with vertex set Γ where
two nodes i and j are joined if and only if mij ≥ 3. In the case mij > 3 the edge i − j
is classically labeled by mij , although in what follows we will consider just the Coxeter
graph, denoted by Cox(WM ), which is the Coxeter diagram forgetting the labelling.
Thereforewe can associate to a given Coxeter groupWM two different graphs, C(WM ,Γ)
and Cox(WM ). The following result shows the relation between them.
Proposition 3.3. LetWM be a Coxeter group. Then
Cox(WM ) = C(WM ,Γ)
Proof. In the Coxeter graph we have that i ∼ j if and only if mij ≥ 3 so the adjacency
matrix A = (aij) of Cox(WM ) has every entry equal to 1 except aij = 0 whenmij = 1
or 2. On the other hand, the adjacency matrix A′ = (a′ij) of C(WM ,Γ) has entries a
′
ij = 1
just whenmij = 2. Therefore A + A′ is the matrix with entries 1 if i 6= j and 0 if i = j,
so that the corresponding graphs Cox(WM ) and C(WM ,Γ) are complementary. 
In particular C(WM ,Γ) andCox(WM ) are two simple graphs of n nodes with the same
automorphism group and every node corresponds to an involution si ∈ WM . For both
graphs the degree at each vertex is related by the following formula.
Corollary 3.4. IfWM is a Coxeter group and Γ = {s1, . . . , sn}. Then
degC(WM ,Γ)(i) + degCox(WM )(i) = n− 1, for i ∈ 1, . . . , n.
Proof. Since C(WM ,Γ) and Cox(WM ) are complement graphs we have that
C(WM ,Γ) + Cox(WM ) = C(WM ,Γ) + C(WM ,Γ) = Kn
whereKn is the complete graph of n vertices. Therefore
degC(WM ,Γ)(i) + degCox(WM)(i) = degKn(i) = n− 1.

4 U. Hayat, F. Ali, and A. Nolla de Celis
Example 3.5. LetWM be the affine Coxeter group A˜5, which is defined by the matrix
M =


1 3 2 2 2 3
3 1 3 2 2 2
2 3 1 3 2 2
2 2 3 1 3 2
2 2 2 3 1 3
3 2 2 2 3 1

. This matrix gives the adjacency matrix A =


0 0 1 1 1 0
0 0 0 1 1 1
1 0 0 0 1 1
1 1 0 0 0 1
1 1 1 0 0 0
0 1 1 1 0 0

 for the
graph C(A˜5,Γ). Thus we obtain the complementary graphs:
1
2
3 4
5
Cox(A˜5)
1
2
3 4
5
C(A˜5,Γ)
3.2. Commuting graphs, Dynkin diagrams and the McKay correspondence. It is well
know that finite and irreducible Coxeter groups are classified by diagrams of typesAn(n ≥
1), Bn(n ≥ 3), Dn(n ≥ 4), E6, E7, E8, F4, G2, H3, H4 and I2(m), which correspond
precisely with the semisimple Lie algebras. If we take from this classification only the
ones that contains no multiple (or labelled) edges we obtain the so called Dynkin diagrams
of ADE type: An,Dn(n ≥ 4), E6, E7, E8, also named as the ADE classification.
Among several correspondences and appearances of these diagrams in other branches
of mathematics, we focus in the relation of the ADE classification with finite subgroups
of SL(2,C). Namely, cyclic groups Cn, binary dihedral groups BD4n, binary tetrahedral
BT24, binary octahedral BO48 and binary icosahedral BI120, correspond to diagrams An,
Dn, E6, E7 and E8 respectively.
Firstly, from a group theoretical point of view, Dynkin diagrams of ADE type reveals the
relations between irreducible representations of the corresponding group H ⊂ SL(2,C)
while tensoring with the natural representation V via the McKay graph (see 3.6 (b) below).
Secondly, from an algebraic-geometric point of view, the quotient space C2/H has an
isolated singularity at the origin for which we can construct its minimal resolution pi :
Y → C2/H . The exceptional set pi−1(0) = ∪Ei ⊂ Y is a finite union of rational curves,
and the Dynkin diagram is the resolution graph of the singularity. In fact, the intersection
matrix of the Ei is the negative of the Cartan matrix of the subgroupH (see [12]).
In the following result we rephrase both of the above observations in terms of commut-
ing graphs of Coxeter groups.
Theorem 3.6. Let G be a Dynkin diagram of ADE type and letH be the corresponding
finite subgroupH ⊂ SL(2,C). Then
(a) Every Dynkin diagram of ADE type is the commuting graph C(WM ,Γ) of a Cox-
eter groupWM with Γ = {s1, . . . , sn}.
(b) Let H ⊂ SL(2,C) be the finite subgroup which corresponds to the graph G. Let
IrrH = {ρ0, . . . , ρn} be the set of irreducible representations of H , where ρ0
denotes the trivial representation, and let V be the natural representation of H .
Then
V ⊗ ρi =
∑
j∈J
ρj , where J = {j|(sisj)
2 = 1 with i 6= j}.
(c) The Cartan matrix of H is C = 2In − A where In is the identity n × n matrix
and A is the adjacency matrix of C(WM ,Γ). Moreover, −C is the intersection
matrix of the exceptional divisors Ei, for i = 1, . . . , n, in the minimal resolution
of singularities of C2/H .
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Proof. Part (a) is a direct application of Theorem 3.1. For part (b), we first recall the con-
struction of the McKay graph. For any ρi ∈ IrrH the representation V ⊗ ρi decomposes
as a sum of irreducible representations as:
V ⊗ ρi =
∑
ρ∈IrrH
αijρj .
The McKay graph has vertex set IrrH and has αij edges between ρi and ρj . By [12] this
graph corresponds to the extended (or affine) Dynkin diagram of H . Now considering the
induced subgraph of IrrH\{ρ0} and using (a), we have the αij is precisely the (i, j)-th
entry of the adjacency matrix of C(WM ,Γ). Therefore αij = 1 if si and sj commutes in
WM , that is (sisj)2 = 1.
For (c) again by theMcKay correspondence in [12] the Dynkin diagram (or equivalently
the McKay graph) is the dual graph of pi−1(0), that is, there is a vertex for every Ei with
i = 1, . . . , n, and we join Ei with Ej if Ei ∩ Ej 6= ∅. Since C = 2In −A where A is the
adjacency matrix of the Dynkin graph, by (a) the result follows. 
In Figure 1 we show every subgroup of SL(2,C), their corresponding ADE Dynkin
graph and Coxeter matrix M . The entries mij which are not shown consist of integers
greater or equal than 3 or∞.
Type H ⊂ SL(2,C) C(WM ,Γ) M
An Cn •
1
•
2
•
n
· · ·


1 2
2 1 2
2 1 2
. . .
2 1 2
2 1


Dn+2 BD4n •
1
•
n-1
•
n
•
n+1
•
n+2
· · ·


1 2
2 1 2
2 1 2
. . .
2 1 2
2 1 2 2
2 1
2 1


E6 BT24 •
1
•
2
•
3
•
4
•
5
•
6


1 2
2 1 2
2 1 2 2
2 1
2 1 2
2 1


E7 BO48 •
1
•
2
•
3
•
4
•
5
•
6
•
7


1 2
2 1 2
2 1 2 2
2 1
2 1 2
2 1 2
2 1


E8 BI120 •
1
•
2
•
3
•
4
•
5
•
6
•
7
•
8


1 2
2 1 2
2 1 2 2
2 1
2 1 2
2 1 2
2 1 2
2 1


FIGURE 1. Subgroups of SL(2,C), ADE Dynkin diagrams G and the
corresponding types of Coxeter groups for which G = C(WM ,Γ) with
Γ the set of generators ofWM .
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In what follows we concentrate the attention in the finite subgroupsH ⊂ SL(2,C) and
we investigate commuting graphs C(H,Γ) for relevant subsets Γ ⊆ H .
4. COMMUTING GRAPHS ON FINITE SUBGROUPS OF SL(2,C)
4.1. Ciclic subgroupsCn. Since Cn = Z(Cn) this case is trivial. For any subset Γ ⊆ Cn
we have that G = C(Cn,Γ) = Km the complete graph withm = |Γ|.
4.2. Binary Dihedral subgroupsBD4n. The presentation of binary dihedral groupsBD4n
of order 4n (n ≥ 2) is given by
BD4n = 〈α, β : α
2n = β4 = 1, αn = β2, αβ = βα−1〉,
where the center is Z(BD4n) = {e, αn}. Consider the following subsets of BD4n:
Γ1 = {1, α, α
2, ..., α2n−1},
Γ2 = {β, αβ, α
2β, ..., α2n−1β},
Γ3 = Γ1 \ Z(BD4n).
Proposition 4.1. Let BD4n be a binary dihedral group and let G = C(BD4n,Γ) be a
commuting graph on BD4n . We have
G ∼=


K2 , when Γ = Z(BD4n),
nK2 , when Γ = Γ2,
K2n−2 , when Γ = Γ3,
K2 ∨ (nK2 ∪K2n−2) , when Γ = BD4n .
Proof. If Γ = Z(BD4n) = {e, αn}, both elements commute with each other in BD4n, so
it is the complete graphK2.
If y = αiβ and z = αn+iβ with 0 ≤ i ≤ n − 1 are two elements of Γ2 then y and
z commute in BD4n, so C(BD4n,Γ2) ∼= nK2. Similarly, any two distinct elements of Γ3
commute in BD4n, so C(BD4n,Γ3) ∼= K2n−2.
We have that BD4n = Z(BD4n) ∪ Γ2 ∪ Γ3 and notice that elements in Γ2 and Γ3 do
not commute. Then we can conclude that C(BD4n,BD4n) ∼= K2 ∨ (nK2 ∪K2n−2). 
4.3. Binary Tetrahedral group BT24. Let the binary tetrahedral group of order 24 be
presented as
BT24 =< r, s, t | r
2 = s3 = t3 = rst > .
Consider the following subsets of BT24:
B1 = Z(BT24) = {1, r2} C1 = {s, s−1, s−2, tr}
B2 = {r, r−1} C2 = {rt, r−1t, t−1r−1, t−1r}
B3 = {ts, s−1t−1} C3 = {t, t−1, rs, s−1r−1}
B4 = {tsr, s−1t−1r} C4 = {sr, t−1s, s−1t, r−1s−1}.
Following GAP [8] computations and using the fact that BT24 =
⋃4
i=1 Bi ∪
⋃4
i=1 Ci,
we obtain the following result.
Proposition 4.2. Let BT24 the binary tetrahedral group and G = C(BT24,Γ) be a
commuting graph on BT24. Then we have
G =


K2 , when Γ = Bi for i = 1, . . . , 4
K4 , when Γ = Ci for i = 1, . . . , 4
K2 ∨ (3K2 ∪ 4K4) , when Γ = BT24 .
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4.4. Binary Octahedral group BO48. Let the binary octahedral group be presented as
BO48 =< r, s, t | r
2 = s3 = t4 = rst > .
Its order is 48 and consider the following subsets of BO48:
B1 = Z(BO48) = {1, r2} C1 = {s, s−1, s−2, tr}
B2 = {r, r−1} C2 = {rt, r−1t, t−1r−1, t−1r}
B3 = {ts, s−1t−1} C3 = {rts, r−1ts, tsr, s−1t−1r}
B4 = {s
−1ts−1, st−1s} C4 = {srt, t
2s, t−2s, s−1t2}
B5 = {t−1r−1t, t−1rt}
B6 = {r−1tsr, rtsr} D1 = {t, t2, t−1, t−2, rs, s−1r−1}
B7 = {t−1r−1ts, t−1rts} D2 = {sr, t−1s, st−1r−1, st−1r, s−1t, r−1s−1}
D3 = {t2r, s−1t2s, srts, st−1, ts−1, srs}.
Following GAP [8] computations and using the fact that BO48 =
⋃7
i=1 Bi ∪
⋃4
i=1 Ci ∪⋃3
i=1Di, we obtain the following result.
Proposition 4.3. Let BO48 the binary octahedral group and C(BO48,Γ) be a commut-
ing graph on BO48. Then we have
G =


K2 , when Γ = Bi for i = 1, . . . , 7
K4 , when Γ = Ci for i = 1, . . . , 4
K6 , when Γ = Di for i = 1, . . . , 3.
K2 ∨ (6K2 ∪ 4K4 ∪ 3K6) , when Γ = BO48 .
4.5. Binary Icosahedral group BI120. Let the binary icosahedral group be presented as
BI120 =< r, s, t | r
2 = s3 = t5 = rst > .
The order of binary icosahedral group is 120 and consider the following subsets of BI120:
B1 = Z(BI120) = {1, r2}
B2 = {r, r−1} B15 = {rtsr, r−1tsr}
B3 = {ts, s−1t−1} B16 = {t−1r−1t, t−1rt}
B4 = {s−1ts−1, st−1s}
B5 = {r−1(tsr)2, (rts)2r} C1 = {s, s−1, s−2, tr}
B6 = {s−1t2srts, (srt)2s} C2 = {rt, r−1t, t−1r−1, t−1r}
B7 = {t−1r−1tsrts, t−1(rts)2} C3 = {s−1t−2, ts−1t−1, tst−1, t2s}
B8 = {st
−1r−1tsr, st−1rtsr} C4 = {t
−1rt2s, s−1t2sr, srtsr, t−1r−1t2s}
B9 = {st−1r−1t2s, st−1rt2s} C5 = {ts−1t−2r, st−1r−1ts, st−1rts, t2st−1r}
B10 = {t−1r−1tsrt, t−1rtsrt} C6 = {t−1r−1t2, t−1rt2, ts−1t−1r, t2sr}
B11 = {tsrts, s−1t−1rts} C7 = {ts−1t−2s, st−1r−1t2, st−1rt2, t2st−1s}
B12 = {t2srt, ts−1t−1rt} C8 = {st−1r−1t, st−1rt, t−1r−1ts−1, t−1rts−1}
B13 = {st−1rts−1, st−1r−1ts−1} C9 = {t−1r−1ts, s−1t−1rt, t−1rts, tsrt}
B14 = {t2st−1, ts−1t−2} C10 = {tst−1r, r−1t2s, rt2s, s−1t−2r}
D1 = {t, t−1, rs, s−1r−1, t−2, t2, s−1r−1t, t−1rs}
D2 = {sr, r−1s−1, s−1t, t−1s, r−1ts−1, rts−1, st−1r−1, st−1r}
D3 = {srs, st−1, ts−1, t2r, s−1t−2s, s−1t2s, srts, tst−1s}
D4 = {tsr, r−1ts, rts, s−1t−1r, r−1tsrts, (rts)2, s−1t−1rtsr, (tsr)2}
D5 = {r−1t2, rt2, t−2r−1, t−2r, r−1tsrt, rtsrt, t−1r−1tsr, t−1rtsr}
D6 = {srt, s−1t2, t−1r−1s−1, t−2s, s−1t2srt, (srt)2, ts−1t−1rts, t2srts}.
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Following GAP [8] computations and using the fact that BI120 =
⋃16
i=1 Bi ∪
⋃10
i=1 Ci ∪⋃6
i=1Di, we obtain the following result.
Proposition 4.4. Let BI120 the binary icosahedral group and C(BI120,Γ) be a commut-
ing graph on BI120. Then we have
G =


K2 , when Γ = Bi for i = 1, . . . , 16
K4 , when Γ = Ci for i = 1, . . . , 10
K8 , when Γ = Di for i = 1, . . . , 6.
K2 ∨ (15K2 ∪ 10K4 ∪ 6K8) , when Γ = BI120 .
4.6. Distance properties of commuting graphs on finite subgroups of SL(2,C). Let
a, b be two nodes in a graphG. The distance from a to b, denoted by d(a, b), is the length
of a shortest path between a to b in G. Also the length of a longest path from a to b in G is
denoted by dD(a, b). An a− b path of length d(a, b) is known as a geodesic, respectively
a path of length dD(a, b) is called detour geodesic.
The largest distance between a node a and any other node of G is called eccentricity,
denoted by e(a). The diameter d(G) of the graphG, is the greatest eccentricity among all
the nodes of the graphG. Also the radius r(G) of the graph G is the smallest eccentricity
among all the nodes of the graph G. We can define respectively the detour analogous
eD(a), dD(G) and rD(G).
For an ordered subset U = {u1, . . . , um} ⊂ V (G) and a node t ∈ G, an m-vector
r(t|U) = (d(t, u1), . . . , d(t, um)) is said to be the representation of t with respect to U .
A set U is said be a resolving set for G if any two different nodes of the graph G have
different representation with respect to U . A basis ofG is a minimum resolving set for the
graphG, and the metric dimension dim(G) is the cardinality of a basis of G (see [5]).
Theorem 4.5. Let H ⊂ SL(2,C) be a finite subgroup. Then the radius, diameter,
detour radius, detour diameter and metric dimension of the commuting graphs C(H) for
finiteH ⊂ SL(2,C) are the following:
r(G) d(G) rD(G) dD(G) dim(G)
C(Cn) 1 1 n− 1 n− 1 n− 1
C(BD4n) 1 2 2n+ 1 2n+ 3 3n− 2
C(BT24) 1 2 5 13 16
C(BO48) 1 2 7 19 34
C(BI120) 1 2 9 25 88
Proof. It is clear that for any groupH the graphG = C(H) contains elements in the center
Z(H), so e(x) = 1 for any x ∈ Z(H) and e(x) ≤ 2 for x /∈ Z(H). Therefore r(G) = 1
for anyH , and d(G) = 1 if H is abelian or 2 if H is not abelian.
For rD and dD we first calculate the eccentricity eD for each vertex inG. IfG = C(Cn)
then eD(x) = n− 1 for all x ∈ Cn so rD(G) = dD(G) = n− 1.
If H = BD4n we know by Proposition 4.1 that G ∼= K2 ∨ (nK2 ∪ K2n−2). Then if
x ∈ Z(BD4n) there is a x − z path of detour length 2n+ 1 for every z ∈ Γ2 ∪ Γ3 and if
x ∈ Γ2 (respectively x ∈ Γ2) there exists an x − z path of detour length 2n+ 3 for every
z ∈ Γ3 (respectively for every z ∈ Γ3). Therefore rD(G) = 2n+1 and dD(G) = 2n+3.
If H = BT24 we know by Proposition 4.2 that G = C(BT24) ∼= K2 ∨ (3K2 ∪ 4K4)
the smallest eccentricity is achieved from an x − z path where x, z ∈ Z(BT24), and the
greatest eccentricity is achieved from an x − z path where x ∈ Ci and x ∈ Cj with i 6= j.
Therefore rD(G) = 5 and dD(G) = 13.
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Similarly, forH = BO48 andH = BI120, the smallest eccentricity is achieved from an
x−z path where x, z ∈ Z(H), and the greatest eccentricity is achieved from an x−z path
where x ∈ Di and x ∈ Dj with i 6= j. Thus we obtain the results in the statement.
For the metric dimension dim(G)we know by [5] thatG ∼= Kn if and only if dim(G) =
n− 1. Therefore, if G = C(Cn) then dim(G) = n− 1.
For the caseH = BD4n we have thatG ∼= K2 ∨ (nK2 ∪K2n−2). Since dim(K2) = 1
and dim(K2n−2) = 2n− 3 we know that there exists a resolving set U of (n+1) · 1+ 1 ·
(2n− 3) = 3n− 2 elements, consisting of one element of eachK2 component and 2n− 3
elements in K2n−2. Clearly, the sets Ui := U \ {xi} for each xi ∈ U are not resolving
sets, therefore U is a basis and dim(G) = 3n− 2.
Following the same argument, by Propositions 4.2, 4.3 and 4.4 we have that
dim(C(BT24)) = 4 dim(K2) + 4 dim(K4) = 16
dim(C(BO48)) = 7 dim(K2) + 4 dim(K4) + 3 dim(K6) = 34
dim(C(BT120)) = 16 dim(K2) + 10 dim(K4) + 6 dim(K8) = 88
so the result follows. 
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