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ABSTRAKT
Táto bakalárska práca sa zaoberá problematikou sledovania viacerých objektov vo videu,
so zameraním na neučiace algoritmy. Prvá kapitola predstavuje teoretickú časť práce,
v ktorej sú popísané jednotlivé sledovacie metódy. Tieto algoritmy sú rozdelené podľa
vlastností, ktoré používajú pre správne sledovanie. V tejto sekcií je popísaný princíp
sledovacích metód mean-shift, škálovo invariantnej tranformácie objektu, Kalmanovho
filtru, časticového filtru a Gáborovej vlnkovej transformácie. V kapitole je taktiež riešený
problém priradenia, ktorý sa zaoberá hlavne Maďarskou metódou. Ďaľšia časť kapitoly
opisuje možnosti zlúčenia viacerých sledovacích metód, ktoré sú rozdelené podľa typu
konštrukcie na paralelné, kaskádovité, vážené a diskriminatívne ohodnotenie s príkladmi.
Rovnako je v tejto časti popísaná adaptívnosť sledovacieho systému. V práci sú ďaľej
popísané problémy nastávajúce pri sledovaní a riešenie týchto problémov. Daná sekcia
pozostáva z riešenia šumu obrazu, zmeny osvetlenia, zjavu a zániku objektu pričom sa
práca sústreďuje predovšetkým na riešenie problému oklúzie dvoch objektov. V rámci
praktickej časti je vytvorený algoritmus zložený z rozličných typov sledovania, ktorého
výsledky sú následne porovnané s vybranými sledovacími systémami z benchmarku pre
sledovanie viacerých objektov vo videu. Praktická časť zahŕňa použité nástroje a vysvet-
lenie návrhu sledovacieho systému, v ktorom sú popísané hlavné triedy a metódy použité
pre tvorbu. Okrem toho je v tejto sekcí popísané paralelné zlučovanie a použitá adap-
tívnosť sledovania. Vo výsledkoch práce sa nachádza porovnanie použitia sledovacích
techník oddelene a spolu. Pre porovnanie výsledkov boli použité videosekvencie so sledo-
vaním chodcov a sledovanie tvárí. Vychádzali sme z predpokladu, že zlúčenie viacerých
sledovacích systémov napomôže k zlepšeniu sledovania čo bolo potvrdené vo výsledkoch
práce.
KĽÚČOVÉ SLOVÁ
Kalmanov filter, oklúzia, priraďovací problém, sledovanie objektov, škálovo invariantná
transformácia vlastnosti, zmena k stredu
ABSTRACT
This bachelor thesis deals with the issue of tracking multiple objects in a video, speci-
fically focusing on non-learning algorithms. The first chapter represents the theoretical
part of the thesis, in which some of the often used tracking methods are described, such
as mean-shift, scale-invariant object transformation, Kalman filter, particle filter and Ga-
bor wavelet transformation. These algorithms are broken down by properties they use for
proper tracking. The chapter also contains section assignment problem, which is mainly
concerned with Hungarian algorithm. The next part describes options of merging mul-
tiple tracking methods that are broken down by construction type into parallel, cascade,
weighted and discriminatory with example for each one. Moreover there is described
adaptability of the tracking system. Bellow are described problems which may occur du-
ring tracking and possible solutions to them. This section consists of a solution of image
noise, changes in illumination, appearance and extinction of an object, focusing mainly
on solving the problem of object occlusion. Within the practical part is created algorithm
composed of different types of tracking, the results of which are then compared with
selected tracking systems from the multiple object tracking benchmark. The practical
part includes the tools used and the explanation of the design, in which the main classes
and methods used for the tracking are explained. Besides that, this section describes
parallel merging and tracking adaptability . The results of the thesis contain a compari-
son of the use of tracking techniques separately and together. To compare the results,
videos for pedestrian tracking and face tracking were used. This thesis was based on the
assumption that merging multiple monitoring systems will help with the improvement of
the tracking, which was confirmed by the results.
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ÚVOD
Sledovanie objektov v reálnom čase je kľúčovou úlohou pre najrôznejšie aplikácie,
ako napríklad pre dohľadové systémy, interakciu s počítačom, rozšírenie reality alebo
asistenciu riadenia. Táto práca je prevažne zameraná na sledovanie viacerých objek-
tov, ktoré sú pri sledovaní reprezentované rôznymi vlastnosťami. Sledovanie objektov
zahŕňa určenie všetkých výskytov objektov v slede snímkov. Pre správne sledovanie
je potrebná identifikácia získaných detekcií k objektom pomocou vybraných vlast-
ností. Práca je orientovaná na časť správneho priradenia detekcií k objektom. Cieľom
tejto práce je vytvorenie algoritmu pre sledovanie objektov pomocou viacerých pa-
rametrov objektu.
Práca je rozdelená na časti zaoberajúce sa metódami sledovania, priraďovacím
problémom a riešením problémov týkajúcich sa sledovania. Skladá sa zo všeobecného
úvodu do sledovania a následného opisu jednotlivých krokov pri tvorbe algoritmu
pre sledovanie objektov. Prvá kapitola je venovaná preberaným metódam sledovania
využívajúcim vlastnosti objektov, ako napríklad farby objektu, body záujmu alebo
ich postup v obraze. Nasledujúca časť rozoberá priraďovací problém a použité rie-
šenia pre sledovanie pomocou viacerých parametrov. Tretia kapitola sa zameriava
na problémy nastávajúce pri použití jednotlivých sledovacích metód a ich riešenie.
Posledná časť je venovaná návrhu samotného riešenia, použitiu metód sledovania
a zlúčeniu týchto metód. Tu sú vysvetlené triedy a metódy podstatné pre tvorbu
sledovania. V záverečnej časti je zhrnuté vyhodnotenie programového riešenia na
testovacích videách a ukážka riešenia prechodu dvoch objektov na tomto videu.
11
1 TEORETICKÁ ČASŤ ŠTUDENTSKEJ
PRÁCE
Sledovanie objektu je jedným z najdôležitejších problémov v odbore počítačového
videnia, pričom jeho aplikácie majú veľký dosah, napríklad pri dohľadových systé-
moch, interakcii s ľudmi alebo robotike. Hlavným cieľom sledovania je proces ne-
ustáleho určovania stavu objektu založenom na meraniach rôznych senzorov alebo
odhadom pomocou rôznych metód [1]. V prípade, že sa objekt dostane von z dosahu
senzorov, táto entita zanikne a v prípade, že sa dostane objekt do oblasti detekova-
nej senzormi, nová entita vznikne. V našom prípade sa senzorom myslí videokamera,
ktorá však nedokáže získavať potrebné údaje alebo vlastnosti objektov pre spraco-
vanie počítačovou technikou. Preto je nutné zavádzať rôzne metódy zisťovania stavu
objektu, ktoré sú kľúčovými vo veľkom počte technických aplikácii. Hlavný stav rie-
šený metódami sledovania je poloha v obraze. Nie vždy však tieto detekcie udajú
konkrétne priradenie k objektu, a preto tu vzniká problém priraďovania, ktorý je
v tejto práci riešený. Na začiatok je však nutné zistiť, ako tieto detekcie fungujú.
1.1 Metódy sledovania objektu
Jedným z hlavných problémov sledovania je reprezentácia objektu tak, aby bol čo
najefektívnejšie rozlíšiteľný medzi dvoma sledovanými objektami. Táto sekcia rozo-
berá analýzu obrazu pomocou detektorov najlepších vlastností a deskriptorov1, pre
popis týchto detekcií . Cieľom tejto časti je lepšie pochopenie opisu objektu a jeho
podiel práce pri sledovaní objektu.
1.1.1 Sledovanie pomocou farby
Hlavnou myšlienkou sledovania pomocou farby je porovnávanie histogramov dvoch
rôznych detekcií obrazu. Histogram, graf vyjadrujúci distribúciu farby alebo jasu na
x-ovej osi a na y-ovej osi, určuje počet výskytov danej farby alebo veľkosti jasu.




𝑞𝑢 = 1, (1.1)
kde 𝑞𝑢 sú veľkosti jednotlivých distribúcii histogramu. Väčšinou sa histogram používa
na úpravu prepalov na fotografiách, ale v našom prípade je histogram potrebný
pre zistenie distribúcie farieb hľadaného objektu. Existujú rôzne typy vykresľovania
obrazu ktoré sú popísané v [2], avšak popísané budú len hlavné:
1deskriptor-popis vlastnosti použiteľnej pre porovnanie
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RGB,HSV,Luv,Lab,YCbCr
Modely obrazu uvedené v nadpise sa používajú na spracovanie farebného obrazu.
Majú výhodu v mohutnosti informácie, ktorú prenášajú. Naopak použitie tohto typu
modelov prináša nevýhodu v tom, že nemôžeme reprezentovať takýto model obrazu
jednou maticou pre spracovanie filtrom, detekciou hrán a pod.
Odtiene sivej
Model odtieňov sivej, je tvorený primárne z jedného parametru, a tým je jas. Tento
model je používaný hlavne pri filtrácii obrazu a vyhľadávaní hrán, nakoľko je možné
reprezentovať obraz v odtieňoch sivej jednou maticou, pričom jas je jeho jediný pa-
rameter. Taktiež býva táto zložka obrazu najkvalitnejšia, pretože pri prenose farebné
zložky prechádzajú zväčša stratovou kompresiou [3]. Nevýhodou tohto formátu ob-
razu je veľká senzitivita na zmenu jasu obrazu.
Nutnosťou pre sledovanie objektu pomocou farby je potreba zobraziť objekt ako
určitú oblasť obrazu, napr. štvorec, aby sme mohli z danej oblasti vytvoriť histogram.
Pre zvýšenie presnosti sledovania pomocou histogramu sa váhuje celý obraz Gaus-
sovou maskou, ktorá je veľkosti stanovenej detekcie. Daný postup uprednostňuje
časť obrazu, ktorá je najbližšie ku stredu obrazu. Ďalšou možnosťou, ako vylepšiť
sledovanie, je odstránenie šumu v obraze, a to napr. Mediánovým filtrom. Taktiež je
možné predom vyrezať časť obrazu, ktorá je siluetou objektu, a to pomocou detek-
tora hrán, napr. Canny[4], bližšie popísaného v časti 1.4.1. V prípade, že je vytvorený
histogram obrazu, je treba ho porovnávať medzi ostatnými oblasťami obrazu, a to







kde 𝑞𝑢(𝑦) je u-ty prvok historgramu y-tej časti obrazu, vybraný pre porovnanie. 𝑞𝑢 je
u-ty prvok histogramu pre porovnávaného obrazu objektu. Po vytvorení koeficientov,
ktoré sú mierou podobnosti, je vybraná časť obrazu, ktorá je najviac farebne po-
dobná vzoru. Lepším použitím Bhattacharyyovej vzdialenosti je sledovanie pomocou
zmeny k stredu(z angl. Mean Shift)[6].
Zmena k stredu
Ďalej nazývaný ako Mean shift je algoritmus sledovania pomocou vyhľadávania hus-
toty pravdepodobnosti podobnosti. Základnou myšlienkou metódy sledovania je vy-
tvorenie bodov podobnosti v okolí objektu, ktorý je určovaný na základe Bhatta-
charyyovej vzdialenosti. Body podobnosti sú vytvorené z oblasti bodu podobnosti
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nazývaného región záujmu, v ktorom je bod podobnosti umiestnený. Potom je vy-
tvorený vektor, ktorý smeruje k zhluku týchto bodov vážených pomocou Bhatta-
charyovej vzdialenosti. Primárne je potrebné zadefinovať model objektu, ktorý je





𝑘(||x𝑖||2)𝛿(𝑏(x𝑖) − 𝑢), (1.3)
kde C je normalizačná konštanta, k je profil kernelu, ktorý určuje príspevok na
základe vzdialenosti od centra záujmu. 𝛿 je jednotkový impulz pričom
𝛿(𝑥)
⎧⎨⎩ 0 ak x=01 v ostatných prípadoch. (1.4)







kde 𝑝𝑢(y) je u-ty prvok pravdepodobnosti kandidáta a 𝑞𝑢 je u-ta pravdepodobnosť
modelu objektu. Bhattacharyyov koeficient sa rozšíri na Taylorovu radu, je maxima-
lizovaná pre vynímanie váh, ktoré sú priraďené pre jednotlivé oblasti podobností[7].









pričom 𝛿 zistí, akou hodnotou prispieva daný bod x ku veľkosti 𝑢. 𝑃𝑢(y0) a 𝑞𝑢 sú
podiely v časti distribúcie 𝑢. Po vytvorení váh 1.6 je možné vytvoriť nové umiestnenie







kde 𝑤𝑖 sú jednotlivé váhy pre body, 𝑥𝑖 sú body podobnosti a y0 je pozícia, z ktorej
vychádzame [7].
ŷ = y𝑜 + 𝑀ℎ(y0), (1.8)
kde y0 je iniciálna pozícia a 𝑀ℎ(y0) je vektor smerujúci k sledovanému objektu.
1.1.2 Zmena veľkosti detekcie
Zmena veľkosti detekcie je metóda sledovania založená na plynulej zmene objektu
v obraze. Používa sa hlavne pri detekcií objektov rôznych veľkostí v značnej vzdia-
lenosti od kamery. Táto metóda sledovania sa používa predovšetkým na určenie veľ-
kosti kernelu objektu pri KLT algoritme[8], ktorý je z časti invariantný voči zmene
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veľkosti, posunutia a iných jednoduchých zmien obrazu[9].V prípade veľkej zmeny
veľkosti objektu môžu spôsobiť nesprávne priradenie k objektu. Problémom tohto
detektoru môže byť frekvencia snímania kamery, nakoľko menej obrazov na porovná-
vanie znamená väčšie zmeny veľkosti obrazu. Táto metóda taktiež potrebuje repre-
zentovať objekt ako primitívny objekt, ktorého veľkosť sa dá jednoducho vypočítať.
1.1.3 Sledovanie pomocou zmeny pozície
Tento typ metód zahŕňa v sebe predpoklad plynulého postupu objektu v obraze.
Táto metóda je jednoduchým riešením problému sledovania, avšak nezahŕňa v sebe
riešenie prekrytia dvoch objektov. Najlepším riešením, čo sa týka tohto typu sle-
dovania, je použitie predikcie a korekcie postupu objektu. Príkladom najčastejšie
používanej sledovacej metódy pre riešenie prekrytia, resp. oklúzie je Kalmanov filter
[10].
Kalmanov filter
Je odhad, ktorý predpokladá a koriguje stavy širokého rozsahu lineárnych procesov[11].
Pri sledovaní objektov Kalmanov filter koriguje stav pohybu, avšak je treba zaistiť
dobrý model detekcie. Kalmanov filter priradí iniciálny stav objektu podľa miesta,
v ktorom sa objekt nachádza, a jeho rýchlosť v určitom smere podľa miesta z pre-
došlého obrazu. Potom je predikovaný nový stav








⎤⎦ [𝑎𝑥0 ], (1.9)
kde 𝐴𝑥𝑘−1 je predikovaný stav na základe rýchlosti objektu a 𝐵𝑢𝑘 je prídavok ku
predikovanému stavu na základe zrýchlenia objektu. Následne je možné vytvoriť






pričom Δ𝑥 a Δ𝑣 sú rozdiely predikcie rýchlosti a pozície. Na základe tejto tabuľky
potom je možné vytvoriť novú maticu, ktorá je predikciou z matice 1.10 kovariancie
v ďalšom kroku
𝑃𝑘𝑝 = 𝐴𝑃𝑘−1𝐴𝑇 + 𝑄𝑘, (1.11)
kde 𝑃𝑘−1 je prvotná matica kovariancie a 𝑄𝑘 je chyba procesu kalkulácie prediko-
vanej kovariancie matice, ktorú je možné nulovať. Po vytvorení predikovanej matice
kovariancie je vytvorený Kalmanov zisk, ktorý je ukazovateľ chyby
𝐾 = 𝑃𝑘𝑝𝐻
𝐻𝑃𝑘𝑝𝐻
𝑇 + 𝑅 (1.12)
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kde 𝐾 je Kalmanov zisk, čo je matica, podľa ktorej je možné zistiť, aká veľká je
chyba. Ďalej sa tu nachádza matica 𝐻 vytvorená z hodnôt, ktoré predikujeme. R
v rovnici pre výpočet Kalmanovho zisku je rozdiel detekovaných hodnôt od vypočí-





Čím vačšia je matica K, tým je toto meranie presnejšie a naopak. Taktiež je možné
danú maticu použiť pre výpočet novej pozície pre novú detekciu objektu
𝑋𝑘+1 = 𝑋𝑘𝑝 + 𝐾(𝑌𝑘 − 𝐻𝑋𝑘𝑝) (1.14)
kde 𝑋𝑘𝑝 matica predicie objektu a 𝑌𝑘 je nové pozorovanie zapísané do matice. Po
vytvorení nového stavu sa pokračuje s vytvorením novej matice kovariancie 𝑃𝑘 z hod-
nôt
𝑃𝑘 = (𝐼 − 𝐾𝐻)𝑃𝑘𝑝 . (1.15)
Po vytvorení vypočítaných hodnôt sa iteruje od začiatku. Kalmanov filter použí-
vaný pri sledovaní objektu, ktorý bol použitý v [10] obsahoval 𝑋𝑘 vektor priestoru
obsahujúceho veľkosť detekcie, jeho pozíciu, rýchlosť zmeny pozície a rýchlosť zmeny
veľkosti objektu. Pre dané hodnoty je vytvorený vektor, ktorého obsahom sú hod-
noty potrebné pre aproximáciu. Potom je nutné vytvoriť matice A a H, ktoré vzni-
kajú v závislosti od vektorov 𝑥𝑘 a 𝑧𝑘. Kalmanov filter je v súčastnosti používaný
pri sledovaní viacerých objektov vo videu. Jeho hlavnou vlastnosťou je invariancia
voči oklúzii dvoch objektov, nakoľko pri zaniknutí detekcie vo videu predpokladá
lineárny postup objektu[12].
1.1.4 Sledovanie objektu pomocou kontúr
Značí sledovanie objektu podľa špecifických častí objektu v obraze. Kontúrou ob-
jektu sa myslí špecifická časť objektu rozdielna od ostatných kontúr tak, aby ju bolo
možné nájsť v inom obraze v ktorom sa objekt nachádza. Sledovanie je vykonávané
na základe vyhľadávania počiatočných kontúr z predošlého obrázku. Objekt je re-
prezentovaný danými kontúrami[13]. Tieto kontúry môžu byť podľa potreby veľmi
malé, pokiaľ je potreba zisťovať rozdiely medzi podobnými objektami, alebo veľké,
ak je požiadavka klasifikovať objekty podľa ich podobnosti. Tak isto ako pri veľkosti
je možné zväčšiť alebo zmenšiť počet kontúr objektu v závislosti od potreby kon-
kretizovať objekt. Tu sa však musí dosiahnuť kompromis tak, aby bolo sledovanie
invariantné voči zmenám objektu a aby nedochádzalo k výmene dvoch objektov. Cie-
ľom detektorov spomenutých nižšie je vyhľadať tieto kontúry a správne ich popísať
pre porovnanie. Sledovanie pomocou kontúr objektu je jednou z najpoužívanejších
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pomôcok pre sledovanie objektu dodnes, a preto si ukážeme niektoré metódy pou-
žívané v súčasnosti[14][15].
Škálovo invariantná transformácia vlastnosti
Škálovo invariantná transformácia vlastnosti(z angl. SIFT), podľa ktorej je možné
vyhľadať použiteľné kontúry obrazu, ktoré sú následne algoritmicky opísané deskrip-
torom pre porovnanie s nasledujúcim obrazom. Pomocou tohto princípu sa vyhľadajú
jednotlivé kontúry v obraze a priraďujú sa k danému objektu. Hlavným princípom
SIFTu je použitie rôznych škál a parametrov masky, ktorým docieli odozvu rôznych
veľkostí kontúr. Škálovým parametrom používaným v SIFT je hodnota 𝜎, ktorá
je parametrom Gaussovho filtra. Druhým je veľkosť masky docielená zmenšovaním
veľkosti obrazu. Tieto dva parametre sa zisťujú pomocou grafu nulových kontúr
[16], z ktorých je možné vyčítať nejlepšie parametre. V praxi sa používa parame-
ter 𝜎 = 1.6 a mocniteľ tohto parametru 𝑘 =
√
2. Zmena veľkosti obrazu prebieha
pomocou DOG Gaussovej redukcie [17]
𝜎Δ2𝐺(𝑘 − 1) ≈ 𝐺(𝑥, 𝑦, 𝑘𝜎) − 𝐺(𝑥, 𝑦, 𝜎), (1.16)
kde 𝐺(𝑥, 𝑦, 𝑘𝛿) a 𝐺(𝑥, 𝑦, 𝛿) sú stupne Gausovho filtru podľa násobku k. Extrémy
takto vytvorených škál potom porovnávame s vyšším a nižším stupňom tak, aby sa








ktorou sa ukáže, či je daný extrém kontúrou použiteľnou pre opísanie objektu. Túto
maticu potom je treba upraviť tak, aby výsledkom bolo iba jedno číslo, ktoré je
jednoduchšie porovnávateľné. Príkladom je Szeliskiho detektor[19]
𝑅 = 𝑆𝑇𝑂𝑃𝐴(𝐻)
𝐷𝑒𝑡(𝐻) . (1.18)
Po vyhľadaní potrebných oblastí sa postupuje s jeho opisom pomocou deskrip-
toru. Deskriptor používa oblasť okolo extrému, to je napríklad štvorec. Vytvorí cen-




(𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦))2 + (𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1)2), (1.19)
𝜃(𝑥, 𝑦) = arctan
(︃
(𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1)
𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦))
)︃
. (1.20)
kde 𝑚(𝑥, 𝑦) je výpočet odvesny z derivácii v x-ovom a y-ovom smere. 𝜃(𝑥, 𝑦) je
výpočet smeru derivácii okolo bodu 𝐿(𝑥, 𝑦). Jednotlivé veľkosti a smery sa zlúčia do
celkov, pričom smery sa kvantizujú do ôsmich smerov, aby bol výpočet jednoduchší.
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Časticový filter
Je vzorkovacia technika Bayesovskej sekvenčnej dôležitosti, ktorá rekurzívne ap-
roximuje nasledujúcu distribúciu pomocou konečného počtu vážených vzoriek[21].
Tieto vzorky nazývané častice sú náhodne rozprestrené v obraze pričom zameriavajú
rôzne vlastnosti a pomocou podobnosti objektu vytvárajú funkciu hustoty pravde-
podobnosti. V stavovom popise systému tieto častice aproximujú teoretickú distri-
búcu objektu. Stavový popis systému sa skladá z procesu pozorovania 𝑝(𝑍1:𝑡|𝑋𝑡) kde
Z predstavuje vektor pozorovania a X reprezentuje stavový vektor v čase t. Druhý
proces stavového popisu je prechodový 𝑝(𝑋𝑡|𝑋𝑡−1) kde X je stavový vektor v časoch
t a t-1. Systém časticového sledovania používa pravdepodobnostný systém použí-
vajúci prechodový proces pomocou všetkých pozorovaní z predchádzajúcich stavov










kde model 𝑝(𝑍𝑡|𝑋𝑡) je získaný z procesu pozorovania. Následne je model v ďalšom
procese aproximovaný pomocou váh 𝑤𝑖𝑡 pre každú časticu 𝑖. Váhy vzoriek sú:
𝑤𝑖𝑡 = 𝑤𝑖𝑡−1
𝑝(𝑍𝑡|?̃? 𝑖𝑡)𝑝(?̃? 𝑖𝑡 |𝑋 𝑖𝑡−1)
𝑞(?̃?𝑡|𝑋1:𝑡, 𝑍1:𝑡)
, (1.23)
kde 𝑞(?̃?𝑡|𝑋1:𝑡, 𝑍1:𝑡) je distribúcia dôležitosti váh vybraných kandidátov, čiže vzoriek
?̃? 𝑖𝑡 . Častice sú následne prevzorkované aby bolo zabránené degenerácii dôležitosti
častíc.
1.1.5 Sledovanie pomocou textúr
Textúra je miera zmeny intenzity povrchu, ktorá kvantifikuje vlastnosti ako hladkosť
a pravidelnosť. Pomocou pravidelnosti môžeme sledovať objekty, ktoré sú reprezen-
tované pomocou lokálneho dvojitého vzoru v [22]. Tento typ vzoru je invariantný
voči zmene intanzity svetla, pričom používa čiernobiele textúry v lokálnych častiach
obrazu. Taktiež je výhoda tohto typu sledovania v jeho jednoduchosti, aj keď exis-
tujú jeho zložitejšie varianty ako lokálne trojité vzory alebo viacúrovňové binárne
vzory. Do popredia sa dostaly Gáborove vlnky s reprezentáciou a detekciou tváre po-
mocou Gáborových binárnych vzorov v [23]. Tieto typy reprezentácie sú používané
pre rozpoznávanie objektov, avšak Gáborove vlnky je možno použiť aj pre sledovacie
systémy, a preto je popísaná v nasledujúcej časti.
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Gáborove vlnky
Je dvojrozmerná funkcia ktorá je používaná k detekcií frekvencí v rôznych smeroch.
Jej funkcia je definovaná ako:







) + 2𝜋𝑗𝑊𝑥] (1.24)
, kde 𝜎𝑥 a 𝜎𝑦 sú štandardné odchýlky v x-ovej a y-ovej osi. 𝑊 predstavuje frekvencie
záujmu. Následne je Gáborova vlnka vytvorená zmenou škály a rotáciou tejto funkcie⎡⎣ 𝑥′
𝑦′
⎤⎦ = 𝑎−𝑚
⎡⎣ cos 𝜃𝑛 sin 𝜃




pričom na ľavej strane rovnice sa nachádza Gáborova vlnka 𝑔𝑚𝑛, 𝑎 je škálovací faktor
pre ktorý platí 𝑎 > 1. Škála sa nastavuje pomocou parametru 𝑚 = 1 : 𝑀 . Orientácia
Gáborovej vlnky je určená podľa 𝜃𝑛 = 𝑛𝜋/𝑁 , pričom 𝑛 = 1 : 𝑁 . Konvolúciou obrazu
s Gáborovou vlnkou získavame vlnkovú transformáciu:
𝐼(𝑥, 𝑦, 𝑚, 𝑛) =
∫︁
𝐼(𝑥′, 𝑦′)𝑔𝑚,𝑛(𝑥 − 𝑥′, 𝑦 − 𝑦′)𝑑𝑥′𝑑𝑦′. (1.26)
Z tejto rovnice vzniká obraz, pričom pre každý vzniká M frekvenčných koeficientov
s N počtom orientácii. Pokiaľ vypočítame Gáborovu vlnkovú transformáciu potre-
bujeme vybrať body, ktoré čo najlepšie reprezentujú objekt. Nakoľko koeficienty
GWT sú počítané aj z oblati pixelu, nebude potrebné vybrať všetky body. Taktiež
sa používa pri výbere správnych bodov prahovanie, aby sa zabrániu vplyvu šumu
na sledovanie. Ďalšou možnosťou výberu bodov v lokálnom susedstve je výber bodu
s najvyšším gradientom korešpondujúce s hranami a rohmi objektu. Body s najvyš-
ším lokálnym maximom sú vybrané ako črty objektu[24]. Po vyhľadaní týchto bodov
je potreba použiť vzťahy medzi týmito bodmi na sledovanie, a to pomocou sieťe. Z 𝑁𝑝
počtu vybraných bodov vyberieme nový bod z (𝑥𝑓 (𝑖), 𝑦𝑓 (𝑖)) z 𝑁𝑝 a pripojíme ho po-
mocou líniového segmentu k predchádzajúcim bodom (𝑥𝑓 (𝑗), 𝑦𝑓 (𝑗))|𝑗 = 1 : 𝑖 − 1.
Ak sa pridaný segment kríži s iným, vyberieme kratší z nich. Pre reprezentáciu sieťe
je potrebné aby bol invariantný voči zmene afinity a zmeny veľkosti. Sieť je repre-
zentovaná pomocou vektorov trojuholníkov v priestore, ktoré sú vytvorené pomocou
líniových segmentov 𝐺 = [𝑎(1), 𝑎(2), ..., 𝑎(𝑁𝑡)], kde a(i) je rozloha i-teho trojuhol-















pričom x a y je originálna pozícia bodu. Vo vzorci sú 𝑥𝑎 a 𝑦𝑎 body po zmene afinity.
Po vytvorení modelu je treba vypočítať podobnosť medzi sledovanými objektami a
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to pomocou súvislosťami medzi bodmi, líniami a trojuholníkmi. Konečná podobnosť
bude váženým súhrnom jednotlivých podobností. Pre výpočet lokálnej podobnosti














pričom 𝐿𝑀(𝑖) je lokálny vektor detekcie a 𝐿𝑂(𝑖) je lokálny vektor sledovaného ob-
jektu. Druhou funkciou podobnosti ktorá je počítaná je globálna, ktorú počítame
ako:
𝑆𝑔 = cos(𝑘 × arccos(
𝐺𝑀 .𝐺𝑂
||𝐺𝑀 || × ||𝐺𝑂||
)), (1.30)
kde 𝐺𝑀 je vektor obsahu detekcie, 𝐺𝑂 je vektor obsahu objektu a parameter 𝑘 je
určený k zmene citlivosti na deformáciu[24]. Výsledná podobnosť objektu a detekcie
vzniká zlúčením globálnej a lokálnej podobnosti a výberom parametru 𝛼:
𝑆 = 𝛼𝑆𝑡 + (1 − 𝛼)𝑆𝑔. (1.31)
Po porovnaní detekcie s objektom sa pokračuje s vyhľadaním objektu v obraze.
Používanými metódami sú vyhľadanie miesta objektu vo všetkých možných polohách
alebo vyhľadanie jednotlivých bodov alebo línii v obraze.
1.2 Problém priradenia objektu
Je jeden z fundamentálnych optimalizačných problémov v matematike, ktorý rieši
priradenie maximálnou celkovou váhou vo váženom biparitnom grafe. Problém pri-
radenia objektu sa používa pri sledovaní viacerých objektov, pričom rieši priradenie
detekcie k objektu. Tento algoritmus rozhoduje o tom, či detekcia reprezentuje objekt
viac, ako súbor iných detekcií[25]. Tento typ problému môžeme vyobraziť ako bipa-
ritný graf reprezentovaný ako list trojíc y,z,l, pričom každý y reprezentuje objekt,
z predstavuje detektor [26]. Výsledok algoritmu by mal vytvoriť dvojice 𝑦𝑖, 𝑧𝑖,. Prí-
kladom algoritmu na riešenie tohto problému je Maďarská metóda priraďovania[27],
ktorá rieši daný problém v polynomiálnom čase. Táto metóda používa na vyrieše-
nie problému priradenia maticu, ktorú je možné jednoducho vytvoriť z biparitného
grafu tak, že objekty reprezentujú riadky a stĺpce detekcie, pričom v jednotlivých
bunkách sú váhy medzi nimi[25].
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1.2.1 Maďarská metóda priraďovania
V tejto sekcii je popísaný postup priraďovania Maďarskou metódou[27]. Prvým kro-
kom je pozorovanie, či je rovnaký počet riadkov a stĺpcov matice. Príčinou tejto
skutočnosti je fakt, že detektor nemusí detegovať objekt alebo možnosť, že do ob-
razu pribudne nový objekt. Ak takýto jav nastane, je potreba odčítať od každého
prvku najmenší prvok matice a vytvoriť další riadok tak, aby bol počet riadkov a
stĺpcov rovnaký. Druhým krokom metódy je odčítavanie najmenšieho prvku v riadku
od každého prvku v riadku. Rovnaký postup je použitý aj pre každý stĺpec. Týmto
postupom sa získajú nulové hodnoty v matici. Pokiaľ pri opakovanom prechode
maticou v riadkoch príde na nulu, je potrebné vytvoriť vertikálnu čiaru zakrýva-
júcu všetky hodnoty v tomto smere. Táto operácia sa opakuje aj pri prechádzaní
v stĺpcoch, avšak pri zistení nuly sa vytvára diagonálna čiara. Pokiaľ sa počet vy-
tvorených čiar rovná počtu riadkov, je možné vytvoriť optimálne priradenie. Ne-
začiarknuté nulové hodnoty, sú vyjadrením priradenia detekcie ku objektu. Ak sa
však počet vytvorených čiar nerovná počtu riadkov, je treba vytvoriť novú maticu
a to tak, že sa vyhľadá najmenší prvok zo súboru neoznačených čísel, ktorý je ná-
sledne odčítaný od jednotlivých čísel z tohto súboru. Potom je potrebné vyhľadať
prvky, ktorými prechádzajú čiary vo vertikálnom aj diagonálnom smere, ku ktorým
je pripočítaný najmenší prvok z predchádzajúceho kroku. Pokiaľ je vytvorená nová
matica, je možné opakovať proces od začiatku. Výsledné matice po jednotlivých
krokoch je možné vidieť na obr.1.1
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Obr. 1.1: Postup získania optimálneho priradenia pomocou Maďarskej metódy pri-
radenia
1.2.2 Enumeračná metóda priraďovania
Je najjednoduchším riešením priraďovacieho problému. Jeho hlavnou myšlienou je
použitie hrubej sily pre daný problém, a to výpočtom všetkých možností priradenia[28].
To spôsobuje pomalý výpočtový výkon, nakoľko počet možných priradení je faktoriál
veľkosti matice. V prípade matice 3x3 je veľkosť výpočtov možností až 3!.
1.3 Zlučovanie metód sledovania
Táto časť sa zaoberá metódami pre zlučovanie výsledkov sledovacích systémov do
jedného celku. Reprezentácia objektu prináša zlepšenie pri sledovaní objektu za cenu
vyššej výpočtovej zložitosti. Použitie viacerých metód pre opis objektu taktiež zvy-
šuje robustnosť voči chybám, vyskytujúcim sa pri použitý jednotlivých metód sa-
mostatne. Zlučovacie systémy je možné deliť pomocou použitia rôznych modelov
ohodnotenia jednotlivých systémov, adaptívnosti systému a použitia paralelného
alebo kaskádovitého systému hodnotenia.
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1.3.1 Paralelné a kaskádovité hodnotenie sledovacích systé-
mov
Pri sledovaní rozlišujeme viacero možností ako zlúčime sledovacie systémy. V para-
lelnom systéme v každom kroku je vybraný najspoľahlivejší kandidát pre sledovanie,
prípadne váhovanie jednotlivých metód do konečného výsledku. V kaskádovitom sys-
téme je vyhodnotené sledovanie postupne, a ak sa dosiahne vysokej percentuálnej
istoty, že ide o správny výsledok, je vybraná táto možnosť[29]. Kaskádovitý sys-
tém je pre svoju postupnosť procese nenáročný, avšak je potrebné aby tu existovalo
správne poradie jednotlivých sledovacích systémov, ako aj správny prah kedy systém
zaradí výsledok za správny. Poradie jednotlivých sledovacích systémov je zoradené
podľa ich váhy, čiže miery dôvery v tento sledovací systém.
1.3.2 Vážené ohodnotenie vlastností
Vážené ohodnotenie vlastností [30] vytvára status objektu ako jeho pozíciu, výšku a
dĺžku objektu. Tu je ohodnotenie objektu tvorené Haarovými funkciami[31], inten-
zitou obrazu a jeho histogramom. Spočiatku je vytvorený iniciálny stav pomocou
Harrisovho detektora rohov[32]. Následne sú vytvorené vzorky kandidátov okolo ini-
ciálneho stavu váženého podľa Gausovej distribúcie. Potom sú ohodnotený jednotlivý
kandidáti podľa vlastností zvlášť a následne sú zlúčený pomocou váženej entropie.
Translácia objektu v obraze je v nasledujúcom obraze riešená pomocou Harrisových
rohov. Najlepšie reprezentácie objektu sú vytvorené pomocou podobrázkov, pričom
podobrázok s najnižšou Euklidovou vzdialenosťou od modelu vzhľadu je vybraný
ako bázový. Najprv sú tieto rohy detegované a následne jednotlivo vyhľadané trans-
lácie v nasledujúcom obraze. Výsledná translácia objektu je vypočítaná ako priemer
translácii jednotlivých rohov. Po tomto kroku sa znova môže pokračovať v ohodno-
tení pomocou viacerých vlastností.
1.3.3 Diskriminatívne ohodnotenie vlastností
Je vážená entropia, ktorá diskriminatívne kombinuje vlastnosti pre sledovanie [30].
Tu existuje 𝑁 možných stavov, ktoré sú hodnotené podľa intenzity obrazu 𝐿𝑖𝑛𝑡𝑒𝑛,
histogramu 𝐿ℎ𝑖𝑠𝑡 a Haarových funkcii 𝐿ℎ𝑎𝑎𝑟 a časovom okamihu 𝑡. Hodnotenia sú
definované ako:
𝑝(𝑂𝑡|𝑋𝑡) = exp(−𝑐||(𝐹𝑡 − 𝐹𝑡) − 𝑈𝑈𝑇 (𝐹𝑡 − 𝐹𝑡)||22), (1.32)
pričom U je analýzou hlavných komponentov podpriestorov, 𝐹𝑡 je vlastnosť objektu
a 𝐹𝑡 je zmena od predošlej vlastnosti. Vytvorením pravdepodobnosti 𝑝 z pozorovania
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𝑂𝑡 v čase 𝑡, vlastnosti 𝐹𝑡, je určená pravdepodobnosť stavu 𝑋𝑡. Po vytvorení prav-
depodobností je zachovaná uniformnosť ohodnotenia jeho normalizovaním2. Ohod-
notenie s najnižšou váhou je vymazané. Po normalizácii sumy hodnotení pravdepo-
dobnosť i-teho kandidáta bude:
𝑝𝑖 = 𝛼0?̃?𝑖𝑛𝑡𝑒𝑛𝑖 + 𝛼1?̃?ℎ𝑖𝑠𝑡𝑖 + (1 − 𝛼0 − 𝛼1)?̃?ℎ𝑎𝑎𝑟𝑖 , (1.33)
kde 𝛼0,𝛼1 a 1 − 𝛼0 − 𝛼1 sú koeficienty jednotlivých ohodnotení. ?̃?𝑖𝑛𝑡𝑒𝑛𝑖 , ?̃?ℎ𝑎𝑎𝑟𝑖 a ?̃?ℎ𝑖𝑠𝑡𝑖
sú normalizované ohodnotenia i-teho kandidátskeho stavu. Vyhodnotenie pravdepo-
dobnosti jednotlivých kandidátov, ktorý sú následne porovnaný pre výber najprav-
depodobnejšieho kandidáta.
1.3.4 Adaptívnosť sledovacieho systému
Je možnosť sledovacieho systému prispôsobiť sledovací systém pre zníženie jeho chy-
bovosti. Adaptívnosť pri zlučovaní je používaná pri zmene váh, alebo typu zlučovacej
stratégie. V tejto časti si popíšeme jeden z typov adaptívnosti. V sledovacom sys-
téme popísanom v [34] je adaptívnosť dosiahnutá v zmene typu zlučovania. Model
zlučovania súčinovým pravidlom predpokladá, že jednotlivé vlastnosti sú od seba





kde 𝑧𝑖 je ohodnotenie i-tej vlastnosti odhadovaného stavu 𝑥. Použitie tohto typu
zlúčenia napomáha presnosti sledovania, ktoré má vysokú kvalitu obrazu pretože
jednotlivé ohodnotenia vlastností ukazujú relatívne rovnaké výsledky. Druhá mož-





pričom 𝑎𝑖 sú váhy i-tej vlastnosti, ktoré sú normalizované tak aby ich súčet bol jedna.
Tento systém zlučovania je používaný, pokiaľ je kvalita obrazu nízka, respektíve po-
kiaľ jednotlivé ohodnotenia vlastností so sebou nesúhlasia. Potom podľa koeficientu
určujúceho či jednotlivé ohodnotenia so sebou súhlasia určíme ktorý z modelov po-
užijeme.
1.4 Problémy nastávajúce pri sledovaní objektu
Táto sekcia pozostáva z popisu rôznych typov problémov, ktoré môžu nastať pri sle-
dovaní objektu a ich riešenie pomocou používaných techník v dnešnej dobe, nakoľko
vyššie uvedené sledovacie systémy sú náchylné na chyby.
2Normalizovaný vektor X̂-je vektor s dĺžkou 1 v rovnakom smere ako vektor X [33]
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1.4.1 Sledovanie častí, ktoré nie sú objektom
Tento problém nastáva pri zobrazovaní detekcie pomocou primitívnych objektov,
ako napríklad obdĺžnik alebo elipsa. Určitá časť reprezentácie objektu zahŕňa aj
jeho okolie, ktoré žiadnym spôsobom nepopisuje objekt. Popis okolia objektu spô-
sobuje problémy hlavne pri sledovaní pomocou farieb detekcie alebo kontúr. Pri
sledovaní pomocou farieb sa vytvorí histogram nielen na základe objektu, ale aj
na základe okolia objektu a pri posunutí objektu môže nastať priradenie detekcií
k nesprávnemu objektu nachádzajúcemu sa v rovnakej oblasti. Taktiež pri sledovaní
pomocou kontúr, zvlášť ak má okolie dobré kontúry pre porovnanie, môže vznik-
núť zámena priradenia k objektom. Tento problém je riešený pomocou odstránenia
pozadia fungujúceho na báze Canny detektoru hrán[4], ktorý je popísaný nižšie.
Canny detektor hrán
Canny detektor hrán je jedným z najpoužívanejších detektorov hrán v súčasnosti.
Využíva derivačný Gaussov filter, zužovanie hrán a hysterézne prahovanie, ktoré si
popíšeme z [35]. Gaussova derivačná filtrácia znamená derivácia Gaussovho filtru
v dvoch smeroch, pri ktorých vzniknú dve masky. Konvolúciou s obrázkom potom
dostaneme dva výsledky, ktoré spojíme
𝑆𝑥𝑦 =
√︁
𝑆2𝑥 + 𝑆2𝑦 , (1.36)
kde 𝑆𝑥 a 𝑆𝑦 sú gradienty filtrácie na osi x a y. Zužovanie hrán je erózia hrany, pričom
zostáva z hrany iba jej maximálna zložka. Funguje na princípe lokálneho maxima
v smere hrany, ktoré sa dá jednoducho zistiť pomocou
Θ = 𝑡𝑎𝑛−1 𝑆𝑦
𝑆𝑥
. (1.37)
Lokálne maximum potom určité detekcie ponechá a všetky ostatné zruší. Po zužo-
vaní hrán sa postupuje v prahovaní pomocou dvoch prahov, a to horného, ktorý
automaticky zaradí všetky hrany nad tento prah a dolného, ktorý vylúči všetky
hodnoty pod ním. Stred je určovaný podľa toho, či hrana pokračuje nad spodným
prahom. Výslednú detekciu hrán je možno vidieť na obr.1.2.
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a) b)
Obr. 1.2: a)Spracovávaný obraz b)Použitie detektoru hrán Canny
Po vytvorení hrán sa postupuje nastavením ukotvenia obrázku, pričom časti
oddelené hranami sú odstránené [36].
1.4.2 Šum obrazu
Šum obrazu je problém, ktorý sa stáva menšou prekážkou vzhľadom na zlepšujúcu sa
kvalitu obrazov, avšak môže zavážiť hlavne pri sledovaní pomocou menších kontúr,
ktoré majú veľkú náchylnosť na chyby tohto typu. Vznik tohto typu problému závisí
od zlej kvality alebo nastavení kamery. V súčasnosti je používaná filtrácia proti
danému typu problému alebo použitie metódy sledovania, ktorá je invariantná voči
šumu obrazu. Jedným z jednoduchších filtrov proti tomuto typu je mediánový filter.
Jeho základným princípom je výpočet mediánu z určitej veľkosti filtru
𝑓(𝑥, 𝑦) = 𝑚𝑒𝑑(𝑓(𝑥 − 1, 𝑦 − 1), 𝑓(𝑥, 𝑦 − 1), ..., 𝑓(𝑥 + 1, 𝑦 + 1)). (1.38)
kde sú 𝑓(𝑥 − 1, 𝑦 − 1), 𝑓(𝑥, 𝑦 − 1), ..., 𝑓(𝑥 + 1, 𝑦 + 1) hodnoty z okolia bodu 𝑓(𝑥, 𝑦).
1.4.3 Zmena osvetlenia obrazu
Zmena osvetlenia obrazu je problém vyskytujúci sa pri vysokom osvetlení alebo
nelinearite osvetlenia objektu. Problém tohto typu sa vyskytuje prevažne pri jedno-
duchých detekčných metódach, ako je subtrakcia pozadia alebo porovnávanie his-
togramu. Pri lineárnom osvetlení je uvedený obraz ako priestor, pričom jednotlivé
jeho časti sú rozdelené do podpriestorov, kde každý podpriestor má iné vlastnosti
prostredia [37]. Problém pri porovnávaní histogramu je možné riešiť na základe po-
rovnávania diferencii medzi jednotlivými veľkosťami histogramu na rozdiel od po-
rovnávania veľkosti stupňov jasu ako takých. Avšak aj tu nastáva problém pre neli-
neárne osvetlenie objektu. Hlavnou metódou riešenia daných problémov je použitie
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detektoru invariantného voči daným problémom, a to je použitie detektoru kontúr,
konkrétnejšie bodov záujmu.
1.4.4 Zjavenie a zánik objektu v obraze
Táto časť sa zaoberá otázkou spôsobu vyhľadania objektu v obraze, čím je vytvorený
jeho zjav. Tento problém sa rieši v súčasnosti pomocou súboru vlastností daného
objektu. Prvé riešenie pomocou šablón, príkladov objektu v obraze, môžeme vytvo-
riť z malého počtu vzorov, a tým zaistiť rýchle spracovanie údajov za cenu potreby
tuhého objektu. Pokiaľ je potreba vytvoriť šablóny objektu pre komplexnejšie ob-
jekty, je treba použiť väčší počet šablón, čím sa zvýši výpočtová zložitosť. Druhým
typom riešenia je použitie súboru vlastností, ktorými sa zaoberajú Haarove vlast-
nosti alebo SIFT kontúry. Problémom týchto detektorov je však potreba zachovať
určitú štruktúru objektu pre jeho kategorizáciu. Sledovanie pomocou histogramu je
jednou z metód invariatných voči radikálnej zmene otočenia alebo zmeny tvaru ob-
jektu. Preto sa v dnešnej dobe používajú histogramy orientovaných gradientov ako
riešenie zjavu chodcov[38].
1.4.5 Prekrytie objektu
Prekrytie objektu tiež nazývané oklúzia je stav, kedy kľúčové atribúty pre detekciu
objektu nie sú k dispozícii pre kameru z dôvodu jeho polohy v obraze. Vznik oklú-
zie môže nastať rôzne, napríklad prekrytím s objektom v pozadí, prekrytím s iným
objektom, ktorý detekujeme alebo prekrytím inou časťou detekovaného objektu. Ne-
schopnosť detegovať objekty, ktoré medzi sebou prechádzajú, má za následok zlyha-
nie detektoru, hlavne pri reprezentácii pomocou kernelu [39][40]. Riešenie problému
oklúzie znamená vedieť priradiť objekt aj po prekrytí a stratení detekcie. Tento
problém môže zhoršiť aj možnosť, pri ktorej majú prekrývajúce sa objekty vysokú




Prekrývanie objektov je možné rozdeliť podľa veľkosti prekrytej časti do troch sku-
pín. Prvou skupinou sú objekty v obraze bez oklúzie, ktorého všetky atribúty mô-
žeme sledovať počas celého priebehu sledovania. Ďaľej sú to objekty, ktoré sú pre-
kryté iba časťou, takže existuje menej individuálnych znakov, ktoré je možné sledo-
vať, a preto sa stáva sledovanie náročnejším. Avšak tu sa naskytá možnosť použitia
sledovacích metód, ktoré neberú do úvahy tvar objektov, napr. sledovanie pomocou
Mean Shift vektoru spomenutého v 1.1.1. Existuje tiež metóda vytvorenia hĺbky
scény na základe hustoty pravdepodobnosti z trénovacích obrázkov[41]. Posledným
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typom podľa veľkosti prekrytej časti objektu je úplná oklúzia, pri ktorej neexis-
tuje žiadna možnosť detegovať objekt. Tu je možné použiť metódy predikcie polohy
objektu na základe lineárneho alebo nelineáreho modelu pohybu objektu. Jedným
z príkladov lineárnej predikcie pohybu je vyššie spomenutý Kalmanov filter.
1.5 Zhrnutie
V tejto časti sú v jednoduchosti zhrnuté použiadavky na systémy sledujúce viaceré
objekty.
Pre úspešné sledovanie viacerých objektov v obraze je nutné aby bola zaručená
robustnosť systému. Tým sa myslí zaručenie sledovania pri ťažkostiach nastávajúcich
pri sledovaní, ktoré boli spomenuté v časti 1.4.5.
Druhou nutnou požiadavkou na systém je práca v reálnom čase, čo je systém
ktorý vie spracovať minimálne 15 snímkov za sekundu, aby sa zaistil plynulý vý-
stup pre ľudské oko[42]. Poslednou vlastnosťou systému je možnosť prispôsobiť sa
rozdielnym prostrediam, ktoré sú sledované alebo prispôsobiť systém pre rôzne typy
objektov podľa potreby. Veľký rozsah prác bol z hľadiska robustnosti vytvorený,
pričom niektoré z nich sú spomenuté v časti 1.1. Jedným z nich je napríklad Kal-
manov filter[43], ktorý predikuje postup objektu na základe jeho predchádzajúceho
postupu. Tento postup je lineárny, čo je nepriaznivé pre sledovanie pri abruptnej
zmene. Kalmanov filter je často používaný pri sledovaní v reálnom čase, avšak ak sa
zvýši počet sledovaných objektov dochádza k zvýšenej chybovosti. Ďaľším systémom
používaným pri sledovaní je Mean-shift, ktorý predpokládá malú rýchlosť pohybu
objektu, čo ho z časti limituje. Taktiež nedokáže čeliť úplnému prekrytiu objektov.
Tento systém je prevažne používaný pri sledovaní stredného počtu objektov a často
sa používa v kombinácii s Kalmanovým filtrom pre riešenie oklúzii[44].
Problémy pri vyššie spomenutých systémoch rieši časticový filter, ktorý doteraz
nebol používaný, vzhľadom na jeho výpočtové nároky. So zlepšujúcou sa technikou
sa stal tento systém populárny avšak čím vyššiu presnosť sledovania je potrebné do-
siahnuť, tým väčšiu výpočtovú zložitosť má tento systém. Taktiež tento systém čelí
degenerácii váh častíc čím spracuváva údaje ktoré nie sú relevantné pre správne ur-
čenie polohy objektu v obraze. Preto je pre používanie Časticových filtrov potrebné
opatrné vyladenie parametrov, čím sa znižuje prispôsobivosť systému na rozličné
prostredia. V súčastnej dobe sa používa časticový filter v spojení s Markovým re-
ťazcom Monte Carlo. V tejto práci je narhnutý systém zlučujúci viaceré vlastnosti
ktoré používame pri sledovaní.
Rovnakým spôsobom konfrontuje problém sledovania pravdepodobnostné zlúče-
nie senzorov v [45]. Týmto systémom sledovania je zaistená robustnosť voči oklúzii,
zlyhaniu senzorov a iných chýb spomenutých v časti 1.4.5. Zlúčenie jednotlivých
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systémov bolo v práci [46] vytvorené pravdepodobnostne, alebo paralelne a kaská-
dovito [29]. Taktiež je potrebná adaptívnosť systému, ktorá je dosiahnutá v práci
zmenou váh jednotlivých typov sledovania.
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2 PRAKTICKÁ ČASŤ
2.1 Nástroje použité pre tvorbu
Táto časť zahŕňa výber prostredia a nástrojov použitých v práci a dôvody ich pou-
žitia.
2.1.1 Eclipse Jee Oxygen
Ako vývojové prostredie je používaný Eclipse Jee Oxygen, ktorý je open source.
Eclipse je vhodný na tvorbu v programovacom jazyku Java, avšak jeho flexibilita
umožnuje doplniť vývojové prostredie o programovacie jazyky ako C++ alebo PHP.
Hlavnou výhodou tohto vývojového prostredia je možnosť rozšírenia pomocou plug-
inov, čím výrazne znižuje jeho veľkosť v pamäti.[47]
2.1.2 OpenCv 2.4.13
Open source knižnica OpenCv je hlavným prostriedkom pre obrazové spracovanie,
ktorá je použitá v práci. Táto knižnica sa venuje počítačovému videniu v reálnom
čase, čo je dôvodom pre výber tejto knižnice. OpenCv bola založená v roku 2000
spoločnosťou Intel pre podporu počítačového videnia v komerčnej sfére. Aplikácia
OpenCv je veľmi robustná, nakoľko obsahuje viac ako 2500 algoritmov, či už pre
detekciu objektov, v robotike, segmentácii a na sledovanie objektov. Taktiež jednou
z výhod je veľký počet používateľov tejto knižnice presahujúci 47 tisíc. OpenCv
podporuje programovacie jazyky ako C++, C, Python, Java pre operačné systémy
Windows, Mac OS a Linux[48].
2.2 Programové riešenie
V tejto časti je popísaný postup pri tvorbe detekcie, riešenie hlavných problémov pri
sledovaní objektu, použitie metód pre sledovanie a jeho zlúčenie do jedného celku.
2.2.1 Návrh sledovania
Je základom pri tvorbe sledovacieho programu. V tejto práci je sledovanie objektov
demonštrované na príklade detekcie tvárií a chodcov. S týmto problémom úzko súvisí
otázka, ako reprezentovať sledovaný objekt. Na výber sa ponúka niekoľko možností,
a to reprezentovanie pomocou siluety, jednoduchých geometrických objektov,bodov
alebo skeletálneho modelu. Sledovanie pomocou siluety sa používa pre subtrakciu
pozadia, ktorá nie je použitá pre detekciu v tejto práci. Skeletálny model je možné
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použiť pri mimike tváre, ktorá pri tomto type sledovania nie je využívaná a sledo-
vanie pomocou bodov sa používa pre veľmi malé objekty. Rozhodnutie pripadá na
reprezentáciu pomocou geometrického obrazca, konkrétnejšie obdĺžnika.
Po výbere reprezentácie objektu je treba preň vytvoriť model zjavu, čo znamená
vlastnosti, pomocou ktorej reprezentujeme jednotlivé detekcie. Pokiaľ je objekt de-
tekovaný, postupuje sa s výberom rôznych vlastností, podľa ktorých je objekt po-
rovanávaný s detekciami v nasledujúcom obraze. Cieľom tejto práce bolo použiť
viacero vlastností, a preto sú vyberané metódy sledovania podľa farby, vzdialenosti
a kontúr. Pokiaľ sú ustanovené všetky tieto pravidlá, je možné vytvoriť triedu, obsa-
hujúcu všetky informácie o vzore, podľa ktorého sú porovnávané jednotlivé detekcie
v nasledujúcom obraze [49].
2.2.2 Porovnávanie so vzorom
Trieda, podľa ktorej je porovnávaná detekcia so vzormi, obsahujúca informácie o po-
zícii reprezentácie v obraze. Z hodnoty obrazu a pozície štvorca, ktorý je reprezen-
táciou objektu v obraze, je možné vyňať túto časť obrazu pre porovnanie pomocou
metódy frame.submat(new Rect()) z knižnice OpenCv, ktorá vyberie z obrazu
určitú časť, v našom prípade obdĺžnik triedy Rect z OpenCv. Základný výrez z ob-
razu postačuje na to, aby sa z neho získali potrebné dáta na porovnanie. Jednou
z týchto metód je histogram, podľa ktorého sú porovnávané detekcie so vzormi.




• rýchlosť a predikcia polohy vzoru
Tieto hodnoty spájajú detekcie k jednotlivým vzorom podľa daného typu detekcie.
Template je možne ukázať na diagrame 2.1
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Obr. 2.1: UML diagram triedy template
Po vytvorení triedy Template sa postupuje tvorbou súboru vzorov potrebných
na porovnanie. Súbor vzorov je vytvorený ako Arraylist, čo je zoznam voliteľ-
nej veľkosti pre rôzne typy tried. Taktiež je možné manipulovať s rozsahom tohto
radu alebo ho triediť pomocou vybranej vlastnosti elementu alebo iterovať cez rad.
Vytvorením radu vzorov v predošlom snímku a radu detekcií v nasledujúcom vzni-
kol biparitný graf, kde je riešený problém priradenia pomocou detektorov, ktoré je
opísané v nasledujúcej časti.
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2.2.3 Metódy sledovania
Metódy sledovania v praktickej časti obsahujú tvorbu rozhrania a algoritmus me-
tód v triedach, ktoré tvoria sledovanie. Najskôr je potrebné zadefinovať rozhranie
IMatcher:
public interface IMatcher {
public void match(List <Template > listOfTemplates , List <
Template > listOfDetections , double [][]
assignmentArray );
public void setMultiplicator ( double multiplicator );
public double getMultiplicator ();
}
Všetky triedy implementujúce rozhranie IMatcher musia obsahovať metódu match
a getter so settrom multiplikátora s použitými parametrami. Metóda match vyplní
maticu priradenia pre podľa daného typu sledovania a Multiplicator je potrebný
pri nastavení váhy jednotlivých typov sledovaní. Týmto spôsobom sú zaradené jed-
notlivé triedy, porovnávajúce vzorový rad s radom detekcií.
Metóda match
Metóda match je základnou metódou každého vytvoreného sledovacieho algoritmu.
Skladá sa z dvoch iterácii cez rad detekcií a vnorenej iterácie prechádzajúcej radom
vzorov. Tie porovnáva za pomoci vlastností nachádzajúcich sa v 1.1. Z týchto po-
rovnaní je vytvorená hodnota alebo koeficient, ktorá určuje príbuznosť detekcie so
vzorom. Pokiaľ zistila metóda sledovania najlepšiu zhodu, priradí danému detektoru
index vzoru v rade zapísaním indexu do premennej ID podľa typu danej metódy.
Tento algoritmus je možné vidieť na obr.2.2
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Zápis do matice 
priradenia
Obr. 2.2: Algoritmus porovnávania vzoru s detekciou
Uvedený algoritmus prirovná detekcie k vzorom, pričom existuje možnosť prepí-
sať vzor za prirovnanú detekciu alebo ponechať vzor. Prepísaním vzoru je docielená
lepšia detekcia v nasledujúcom obraze, avšak pri chybe detekcie môže spôsobiť po-
stup, teda kumulovanie chyby, a tým výrazne poškodiť sledovanie. Pokiaľ je vzor
ponechaný, znižuje sa tým šanca dobrého sledovania, ale nenastane situácia postupu
chyby pri sledovaní.
Porovnávanie pomocou farby
Porovnávanie pomocou farby je prvou z uvedených metód porovnávania, a taktiež
jednou z metód použitých v tomto projekte. V skratke ide o porovnávanie histogra-
mov, ktoré sú získané z metódy histogram triedy template:
public Mat histogram ()
{
Mat greyimage = new Mat(image.height (), image.width
(), CvType. CV_8UC2 );
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Imgproc . cvtColor (image , greyimage , Imgproc .
COLOR_RGB2GRAY );
Vector <Mat > bgr_planes = new Vector <Mat >();
Core.split(greyimage , bgr_planes );
MatOfInt histSize = new MatOfInt (256);
final MatOfFloat histRange = new MatOfFloat (0f, 256
f);
boolean accumulate = false;
Mat b_hist = new Mat ();
Imgproc . calcHist (bgr_planes , new MatOfInt (0) ,new
Mat (), b_hist , histSize , histRange , accumulate );
return b_hist;
}
Táto metóda vytvorí čiernobiely obraz z výrezu a zapíše ho do potrebného for-
mátu Vector<Mat>. Čiernobiely model je použitý pre zjednotenie histogramu a pre
zníženie výpočtovej náročnosti. Druhým krokom metódy je nastavenie údajov o his-
tograme a následný zápis do histogramu pomocou metódy calchist z knižnice
OpenCv. Pokiaľ sú vytvorené histogramy detekcie a vzoru, môže začať porovná-
vanie histogramov podľa Bhattacharyyovho koeficientu popísaného v časti 1.1.1.
Pre výpočet koeficientu je použitý v programovacom jazyku metóda compareHist
z OpenCv.
Porovnávanie pomocou vzdialenosti
Porovnávanie pomocou vzdialenosti je metódou sledovania, ktorá sa hodí prevažne
na detekciu bez oklúzii. Pozoruje Euklidovu vzdialenosť jednotlivých detekcií voči
vzorom, pričom predpokladá plynulý postup detekcie v obraze. Pri tvorbe sledovania
je nutné vypočítať stredový bod objektu triedy Template:
public Point getPoint ()
{
Point templatePoint = new Point ();
templatePoint .x= ( getRect ().x+ getRect ().width)/2;
templatePoint .y=( getRect ().y+ getRect ().height)/2;
return templatePoint ;
}
Pokiaľ máme vytvorený stredový bod, je možné vypočítať Euklidovu vzdialenosť
stredových bodov. Trieda vzoru obsahuje pre sledovanie vzdialeností metódu getDistance:
public double getDistance ( Template otherTemp )
35
{
double distance =Math.sqrt(Math.pow( getPoint ().x-
otherTemp . getPoint ().x, 2)+Math.pow( getPoint ().y-
otherTemp . getPoint ().y, 2));
return distance ;
}
Čím menšia je veľkosť Euklidovej vzdialenosti, tým je väčšia šanca, že je pár detekcia
- vzor jedným objektom. Problém nastáva pri prechode detekovaných objektov za
seba, čím má metóda sledovania porovnateľne veľké vzdialenosti jednej detekcie
k vzorom dvoch objektov.
Párovanie Bodov záujmu
Je metóda používajúca body záujmu vzorov a detekcií, medzi ktorými vytvára ko-
rektné spojenia. Body záujmu tvoríme z objektu triedy Template, konkrétne z vý-
rezu obrazu, ktorý táto trieda obsahuje. Pre vyhľadávanie bodu záujmov je použitá
obmena SIFT a SURF[50], ORB[14] detektor bodov záujmu[14]. Po vyhľadaní bodov
záujmu je nutné vytvoriť deskriptory, pomocou ktorých sú porovnávané jednotlivé
body záujmu. Následne sú hrubou silou porovnávané jednotlivé deskriptory vzorov a
obrazu čím vzniká priradenie bodu záujmu vzoru k bodom záujmu obrazu. Po zistení
umiestnenia bodov záujmu detekcií v obraze algoritmus zisťuje, v ktorej detekcii sa
body záujmu nachádzajú a podľa toho priraďujú detekciu k vzoru. V programe sú
použité triedy FeatureDetector pre detekciu,DescriptorExtractor pre vytvorenie
deskriptorov a DescriptorMatcher pre priradenie bodov záujmu. Objekty týchto
typov sú používané pre detekciu metódami
Fdetector .detect(greyImage , imageKeyPoints )
, vytvorenie deskriptorov
Fdescriptor . compute (greyImage , imageKeyPoints ,
imageDescriptors )
a porovnávanie
matcher .match( detectionDescriptors , imageDescriptors ,
matches )
Tieto metódy sú implementované z knižnice OpenCv pre jednotlivé objekty. V algo-
ritme je taktiež použitý čiernobiely obraz, nakoľko je potrebné hľadať body záujmu
ktoré sa vyskytujú hlavne v rohoch, ktoré model grayscale zachováva. Sledovanie
prebieha podľa algoritmu 2.2 uvedeného vyššie.
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2.3 Zlúčenie jednotlivých metód
2.3.1 Zlučovanie sekvenčným spôsobom, adaptívnosť sledo-
vania
Po vytvorení rôznych metód sledovania objektu je potreba zlúčiť uvedené metódy
tak, aby sledovanie riešilo problémy uvedené v 1.4.5. V programe je tento problém
riešený uvedením sledovania do rôznych stavov, kedy je dominantný iný typ sledova-
nia. Typ použitého sledovania závisí na udalostiach, ktoré sa odohrávajú v obraze.
V prípade nastávajúcej oklúzie je dominantným detektorom colorMatcher na nasta-
vený počet snímkov. Dominancia je vytvorená na základe nastavenia multiplikátora
pre matcher ktorý sme zvolili. Vytvorený kód je vidieť nižšie.
if ( oclusionHandler ==0) {
for ( Template det : detectionList ) {
int counter =0;
for ( Template temp : detectionList ) {









if ( oclusionHandler >0) {
cMatcher . setMultiplicator (1.2);
oclusionHandler --;
}
V tejto časti programu je možné nastaviť rôzne parametre, a to vzdialenosť kedy je
dominantné sledovanie pomocou farby, počet sekvencií kedy je dominantné sledova-
nie pomocou farby a Bhattacharyya koeficient.
2.3.2 Paralelné zlučovanie sledovacích systémov
Je zlučovanie metód sledovania do uceleného výsledku. V programe je tento problém
riešený pomocou matice priradenia ktorá je vypĺňaná jednotlivými sledovacými me-
tódami. Jednotlivé metódy vypĺňajú túto maticu s rôznymi váhami, ktoré sú určené
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pre potrebný typ sledovania. Pre správne sledovanie je potrebné tieto váhy dobre na-
staviť. Pri zlučovaní taktiež dochádza k detekcií nového objektu, pokiaľ sa detekcia
výrazne líši od objektov. Vytvorený kód môžeme vidieť nižšie
for (int i = 0; i < assignmentArray .length; i++)
{
double [] ds = assignmentArray [i];
int idGoodMatch =200;
double bestMatch =0;
if ( detectionList .get(i).
getBhattacharyyaCoeficient () >2.0// nastavenie






getNumberOfGoodContours () ==0 */)
{
listOfTemplates .add( detectionList .get(i));//
Model zjavu
}
for (int j = 0; j < ds.length; j++) {// Priraď
ovanie najlep šieho kandid áta





Taktiež sa v danom zlučovaní nachádza predikcia pohybu, ktorá sa zkladá z vytvo-
renia predikcie a korekcie a metódy sledovania pomocou predikovaného stavu. Túto
metódu môžete vidieť nižšie.
public void match(List <Template > listOfTemplates , List <
Template > listOfDetections , double [][] assignmentArray
) {
// TODO Auto - generated method stub




Point detectionPoint = new Point ();
detectionPoint .x= ( detection . getRect ().x+ detection .
getRect ().width)/2;
detectionPoint .y=( detection . getRect ().y+ detection .
getRect ().height)/2;
for ( Template template : listOfTemplates ) {
double distance =Math.sqrt(Math.pow( template .
getPredictedState ().x- detectionPoint .x, 2)+
Math.pow( template . getPredictedState ().y-
detectionPoint .y, 2));
if (distance < nearestDistance ) {
nearestDistance = distance ;
idGoodMatch = listOfTemplates . indexOf ( template );
}
}
assignmentArray [ listOfDetections . indexOf ( detection )
][ idGoodMatch ]+=1* multiplicator ;




3 VÝSLEDKY ŠTUDENTSKEJ PRÁCE
Táto kapitola sa zaoberá vhodným ohodnotením vytvoreného sledovacieho systému,
ktorý zlučuje viaceré vlastnosti a porovnanie tohto systému so sledovacími systé-
mami používajúcimi len jednu vlastnosť objektu. Obecne je sledovanie viacerých
objektov ohodnotené pomocou metrík:
• MOTA - presnosť sledovania viacerých objektov
• MOTP - precíznosť sledovania viacerých objektov
• FP - celkový počet falošných pozitív (falošné detekcie)
• FN - celkový počet falošných negatív (nedetekované objekty)
• ID Sw. - celkový počet zámen objektov
• FPS - počet snímkov za sekundu
Nakoľko sa táto práca nezaoberá detekciou ale správnym priradením, je tento systém
testovaný len z hľadiska presnosti sledovania, počtu snímkov za sekundu, celkového
počtu zámen objektov a počtu zámien objektov za jeden snímok. U vačšiny me-
novaných metrík je výpočet zrozumiteľný z názvu avšak použitú metriku presnosti
sledovania MOTA(z angl. multiple object tracking accuracy) je potrebné zadefino-
vať. Meranie precíznosti sledovania počítame ako:
𝑀𝑂𝑇𝐴 = 1 −
∑︀
𝑡(𝑚𝑡 + 𝑓𝑝𝑡 + 𝑚𝑚𝑒𝑡)∑︀
𝑡 𝑔𝑡
, (3.1)
kde 𝑚𝑡 je počet minutých objektov, 𝑚𝑚𝑒𝑡 je počet zámien objektov a 𝑓𝑝𝑡 je počet
falošných pozitív, čiže počet detekcii ktoré nie sú požadovaným objektom[51]. 𝑔𝑡 je
počet objektov v snímku t. Nedetekované objekty, falošné pozitíva a zámeny objektov











Obr. 3.1: Zlé priradenie objektov používané v precíznosti merania. Štvorec označuje
objekt a kruh detekciu v štyroch sekvenciách.
Testovanie a nastavenie váh v praktickej časti prebiehalo na dvoch video sekven-
ciách, pričom prvá je získaná z [52] a druhá bola vytvorená pre rozšírenie sledovania
tvárií. V oboch videosekvenciách sa nachádzajú tri osoby, ktoré prechádzajú cez seba
plynulou rýchlosťou, vychádzajú a vchádzajú do obrazu alebo sa otáčajú v priestore,
čím zaniká detekcia tváre. Výsledky sledovania s paralelným zlučovacím systémom
boli porovnané so sledovacími systémami, ktoré používali priradenie pomocou jed-
ného typu sledovania a boli relatívne spoľahlivé. Za spoľahlivé metódy sledovania
môžme považovať sledovanie pomocou farby a vzdialenosti, nakoľko je u nich nízky
počet zámien objektov. Výsledky sledovania tvárií je možno vidieť v tabuľke 3.1 a
3.2. Pre sledovanie tvárí bol použítý kaskádový Haar detektor.
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Tab. 3.1: Úspešnosť sledovania pomocou rôznych metód pre prvú videosekvenciu
Typ sledovania MOTA-precíznosť sledovania[%] ID sw.-zmena identity[-] FPS
Histogramy 94,2177 9 5.175719
Vzdialenosť 94,3027 8 5.311475
Zlúčenie metód 94,5578 0 5.005149
Bez adaptívnosti 94,5578 0 5,169851
Tab. 3.2: Úspešnosť sledovania pomocou rôznych metód pre druhú videosekvenciu
Typ sledovania MOTA-precíznosť sledovania[%] ID sw.-zmena identity[-] FPS
Histogramy 92,0548 2 7.548747
Vzdialenosť 91,3699 7 7.384196
Zlúčenie metód 92,3288 0 7.038961
Bez adaptívnosti 92,0548 2 7,245989
Okrem sledovania tvárií bolo ohodnotené sledovanie hokejistov v pohyblivom
videu [53] a sledovanie chodcov v [54], pri ponechaní nastavenia systému z predošlých
videí a použití detektoru histogramu orientovaných gradientov. Výsledky je možno
vidieť v tabuľke 3.3 a 3.4.
Tab. 3.3: Úspešnosť sledovania pomocou rôznych metód pre tretiu videosekvenciu
Typ sledovania MOTA-precíznosť sledovania[%] ID sw.-zmena identity[-] FPS
Histogramy 51,0606 16 10,96639
Vzdialenosť 54,0909 36 10,65306
Zlúčenie metód 54,3000 15 10,44418
Bez adaptívnosti 0,539394 17 10,74074
Tab. 3.4: Úspešnosť sledovania pomocou rôznych metód pre štvrtú videosekvenciu
Typ sledovania MOTA-precíznosť sledovania[%] ID sw.-zmena identity[-] FPS
Histogramy 73,8574 47 8,386235
Vzdialenosť 73,309 56 8,249153
Zlúčenie metód 73,4918 50 8,063688
Bez adaptívnosti 0,731871 58 8,253968
Z dosiahnutých výsledkov je možné vyvodiť, že zlúčenie rôznych sledovacích me-
tód zlepšuje úspešnosť detekcie. Taktiež zlúčené systémy nemajú veľkú výpočtovú
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zložitosť avšak tento systém nie je možné použiť pre spracovanie obrazu v reálnom
čase, nakoľko nepresahuje 15FPS. Zo sledovania osôb sa dá preukázať aké je dôle-
žité nastaviť správne váhy pre jednotlivé metódy a adaptívnosť sledovania. Ďalším
spôsobom, ako je možné zhodnotiť výsledky na základe riešení problémov spomenu-
tých v 1.4.5, pričom hlavným cieľom tejto práce je riešenie oklúzie dvoch objektov.
Tento problém bol riešený vytvorením adaptívnosti systému ktorý podľa tabuliek
napomohol k lepšiemu sledovaniu. Riešenie oklúzie je znázornené na obr.3.2,3.3,3.5
a 3.4.
a) b)
Obr. 3.2: a)Obraz v sekvencii pred oklúziou sledovaných objektov b)Obraz v sek-
vencii po oklúzii so sledovaným objektom
a) b)
Obr. 3.3: a)Obraz v sekvencii pred oklúziou sledovaných objektov b)Obraz v sek-
vencii po oklúzii so sledovaným objektom
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a) b)
Obr. 3.4: a)Obraz v sekvencii pred rýchlou oklúziou sledovaných objektov b)Obraz
v sekvencii po rýchlej oklúzii so sledovaným objektom
a) b)
Obr. 3.5: a)Obraz v sekvencii pred oklúziou a východom z obrazu sledovaných ob-
jektov b)Obraz v sekvencii po oklúzii so sledovaným objektom
Taktiež môžeme porovnať sledovací systém pomocou videí z MOTA [55] a [56].
Pre porovnanie boli použité sledovacie systémy [57], [58], [59], [60], [61] a [62].
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Tab. 3.5: Porovnanie sledovacích systémov na videu TUD-Crossing z MOTA bench-
marku
Sledovací systém MOTA[%] ID sw.[-] FP FN Hardware
AP_HWDPL_p 61.3 12 14 401 GTX 1080, 2.3 GHz, 1 Core
AMIR15 73.7 16 18 256 TITAN X 3GHZ 1 Core
HybridDAT 73.3 8 42 244 3.4 GHZ, 1 Core
TDAM 55.4 8 52 431 3.4 GHZ, 1 Core
LFNF 64.6 28 14 348 3.3 GHZ, 2 Core
TBX 58.3 28 150 282 3.50GHz, 1 Core
Naša metóda 67,15 26 118 129 2.0GHz, 4 Core
Tab. 3.6: Porovnanie sledovacích systémov na videu ETH-Crossing z MOTA bench-
marku
Sledovací systém MOTA[%] ID sw.[-] FP FN Hardware
AP_HWDPL_p 34.2 10 20 630 GTX 1080, 2.3 GHz, 1 Core
AMIR15 32.9 21 33 619 TITAN X 3GHZ 1 Core
HybridDAT 24.1 1 29 731 3.4 GHZ, 1 Core
TDAM 25.1 2 18 731 3.4 GHZ, 1 Core
LFNF 29.6 3 3 700 3.3 GHZ, 2 Core
TBX 20.1 6 35 760 3.50GHz, 1 Core
Naša metóda 24.12 34 261 584 2.0GHz, 4 Core
Z týchto výsledkov je možno ukázať že nami vytvorený sledovací systém je porov-
nateľný s vybranými systémami z MOTA benchmarku. Taktiež má sledovací systém
lepšiu detekciu objektov, avšak na úkor falošných pozitív. Falošné pozitíva taktiež
poškodzujú priradenie detekcí k objektom a tým dochádza k zámene identít.
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4 ZÁVER
Táto práca sa zaoberá tvorbou neučiacich sa algoritmov pre sledovanie objektov vo
videu. Cieľom bolo vytvoriť algoritmus, ktorý pri sledovaní objektu používa via-
ceré jeho parametre. Ďalším krokom práce bolo riešenie priraďovacieho problému a
zoznámenie sa s problémami vznikajúcimi pri sledovaní objektov.
V prvej kapitole sú popísané metódy, ktoré sú neskôr použité v praktickej časti a
metódy, ktoré sa v súčasnej dobe používajú na sledovanie objektov. Použitie rôznych
metód sledovania vedie k zníženiu chybovosti, čím prispieva k zlepšeniu sledovania.
V druhej kapitole sa rieši problém priraďovania, ktorá je venovaná hlavne maďarskej
metóde priraďovania. Problém priraďovania rieši vyhodnotenie priradenia rôznych
sledovacích metód, ktoré nedospeli k rovnakému výsledku. V tretej kapitole sú uve-
dené hlavné problémy vyskytujúce sa pri sledovaní sledovaní objektov v obraze.
Táto časť sa venuje vysvetleniu problematiky a jeho riešením. Nasledujúca kapitola
sa venuje praktickému riešeniu programu. Tu je opísaný návrh hlavných tried pou-
žívaných v rámci sledovania, algoritmus sledovacích metód a zlúčenie týchto metód
pre priradenie objektu.
Hlavným prínosom práce je použitie rôznych metód pre sledovanie objektov,
ktoré vedie ku spresneniu sledovania objektov. V rámci tejto časti je vyhodnotená
presnosť sledovania pomocou benchmarku MOTA a vyhodnotenie riešenia problému
oklúzie objektov. Taktiež je v tejto časti porovnanie úspešnosti rozličných metód sle-
dovania zvlášť a spolu. Testovanie sledovania bolo vykonávané na základe viacerých
videosekvencí a vyhodnotené výsledky boli spracované v tabuľkách.
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
SIFT Škálovo invariantná transformácia vlastnosti- detektor a deskriptor
bodov záujmu
ORB Oriented FAST rotated BRIEF-detektor a deskriptor bodov záujmu
KLT Kanade-Lucas-Tomasi-sledovacia metóda pomocou extrakcie
vlastností
SURF Speeded up robust features- detektor a deskriptor lokálnej extrakcie
vlastností
DOG Difference of Gaussians-vylepšenie SIFT detektoru pomocou diferencie
oblastí bodov záujmu filtrovaných Gausovým filtrom
MOTA presnosť sledovania viacerých objektov(z angl. multiple objact
tracking accuracy)
MOTA precíznosť sledovania viacerých objektov(z angl. multiple objact
tracking precision)
FP celkový počet falošných pozitív (falošné detekcie)
FN celkový počet falošných negatív (nedetekované objekty)
ID Sw. celkový počet zámen objektov vo videu
FPS počet snímkov za sekundu
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ZOZNAM PRÍLOH
A Obsah priloženého CD 55
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A OBSAH PRILOŽENÉHO CD
Na priloženom médiu sa nachádza digitálna verzia bakalárskej práce a program
prakticej časti. Programová časť bola realizovaná vo vývojovom prostredí Eclipse
Jee Oxygen spolu s knižnicou OpenCv 2.4.13, ktorá sa nachádza v adresári prog-
ramu. Súbory ožnačené * vznikajú až po spustení programu. Taktiež je potrebné pri-
dať knižnicu OpenCv 2.4.13.6 pre javu do zložky lib zo stránky https://opencv.
org/releases.html. Nastavenie detekovaného videa a výber klasifikátorov je možné
v hlavnej triede HumanDetector.class na riadku 59 a 73. Taktiež je možné nestaviť
váhy jednotlivých systémov v ich triede pomocou premennej multiplicator.
/186035..........................................koreňový adresár priloženého CD
sablona-prace.pdf................................pdf verzia bakalárskej práce







ColorMatcher.class...........trieda priradenia podľa histogramu
ContourMatcher.class.............trieda priradenia podľa kontúr
DistanceMatcher.class.......trieda priradenia podľa vzdialenosti
HumanDetector.class........................trieda pre spustenie
IMatcher.class ................... rozhranie pre triedy priradenia
PredictionMatcher.class....... trieda priradenia podľa predikcie








haarcascade_frontalface_alt.xml.haarove kaskády pre detekciu
tváre
hogcascades
























opencv_ffmpeg2413_64.dll...................súbor pre používanie kodekov
*test.txt.............................textový záznam výsledkov sledovania
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