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Abstract
This study examined the contributions of low-, mid- and high-level visual motion information
to vection. We compared the vection experiences induced by hand-drawn and
computer-generated animation clips to those induced by versions of these movies that
contained only their pure optic flow.

While the original movies were found to induce longer

and stronger vection experiences than the pure optic flow, vection onsets were not
significantly altered by removing the mid- and high-level information.

We conclude that

low-level visual motion information appears to be important for vection induction, whereas
mid- and higher-level display information appears to be important for sustaining and
strengthening this vection after its initial induction.

Introduction
Humans use multiple senses to perceive their self-motions through the world (including
vision, the vestibular system of the inner ear, kinesthesia, somatosensation and even audition).
The important role that vision plays in self-motion perception is clearly demonstrated by the
occurrence of vection (i.e., compelling visual illusions of self-motion induced in physically
stationary observers1; e.g., Brandt, Dichgans and Koenig 1973; Brandt, Wist and Dichgans
1971).

This vection has traditionally been assumed to be the result of low-level visual

motion processing.

However, recent evidence shows that vection also depends on mid-level

visual processing (such as the computations involved in perceiving surfaces and material
properties – see Kim, Khuu and Palmisano 2016) and other high-level/cognitive factors (e.g.,
Lepecq et al. 1995; Palmisano and Chan 2004; Riecke et al. 2005, 2006). Below we discuss
the various high and low-level contributions to visual self-motion perception in more detail.
Low-level motion processing in vection
Global patterns of optic flow are regarded to be the major visual stimulus for self-motion
perception and vection (e.g., Gibson 1966; Palmisano 1996).

The term optic flow refers to

the way that the patterns of light at our eyes continually change as we move through the
environment (Gibson 1966).

Global perspective changes in these patterns over time clearly

provide important self-motion information (e.g., Gibson, Olum and Rosenblatt 1955).
Indeed, research has shown that compelling vection can be induced using global motion
perspective information alone (e.g., Andersen and Braunstein 1985; Telford and Frost 1993).
However, important information about self-motion in depth can also be conveyed by local
changes in the image sizes of individual objects (i.e., ‘changing-size cues’ – see Palmisano
1996;

Seya

and

Sinoda

2018)

and

stereoscopic

motion

signals

(based

on

changing-disparity-over-time and interocular velocity differences – see Palmisano 1996;
2002; Palmisano et al. 2016, 2019).
Most past studies investigating the role of low-level motion processing in vection have
used (non-stereoscopic) schematic dot motion displays as inducing stimuli.

These

computer-generated displays have typically provided only luminance-defined (or
“first-order”) motion signals to observers (which could be detected via spatiotemporal
filtering by the neurons in V1 – see Adelson and Bergen 1985; Emerson et al. 1992).
However, the visual system also normally receives “second-order” motion signals, which are
1

Please see Palmisano, Allison, Schira and Barry 2015 for other self-motion related uses of the term vection.

based on stimulus characteristics other than luminance changes, such as contrast, flicker or
texture (Chubb and Sperling 1988, 1989; Cavanagh and Mather 1989). Research suggests
that this second-order motion contributes much less to vection than first-order motion
(Aaen-Stockdale, Ledgeway and Hess 2007; Gurnsey, Fleet and Potechin 1998; Hanada and
Ejima 2000; Seno and Palmisano 2012).

For example, Gurnsey and colleagues (1998)

found that luminance-defined motion induced much stronger vection than the equivalent
contrast-defined motion.

Similarly, a subsequent study by Seno and Palmisano (2012)

found that vection could only be facilitated by adding additional luminance-, not contrast-,
defined motion to the optic flow – even when observers were able to clearly report seeing
both types of additional display motion.
Higher-Level Contributions to Vection
Self-motions in the real world generate complex patterns of visual motion stimulation that
also depend on the 3D shape, as well as the lighting and material properties of any
surrounding surfaces.

For example, the precise patterns of light arriving at a moving

observer’s eyes will be determined (in part) by the specular and diffuse reflectance properties
of such surfaces.

Kim, Khuu and Palmisano (2016) found that vection could be induced by

optic flow resulting from specular as well as diffuse reflectance, and that the strength of the
vection induced by ‘specular-only’ optic flow depended on the perceived relief height of the
simulated environmental surfaces. This latter finding shows that vection is not only based
on low-level visual motion processing, but also depends on the computations involved in
perceiving surfaces and their materials.
Higher-level, top-down cognitive processes have also been shown to play important roles
in vection.

For example, knowledge about the possibility of actual self-motion has been

shown to affect vection induction (Lepecq et al. 1995; Ogawa and Seno 2014; Palmisano and
Chan 2004; Schulte-Pelkum et al. 2004; Wright et al. 2006). Studies have also found that
vection increases with the naturalness/realism of the visual inducing stimulus (Bonato and
Bubka 2006; Bubka and Bonato 2010; Schulte-Pelkum et al. 2003; Riecke et al. 2005, 2006).
For example, Riecke et al. (2006) found that photorealistic self-motion simulations induced
stronger vection than scrambled and inverted versions of the same visually moving scene.
Other studies have also shown that adding natural visual field features to inducing displays
improves vection.

For example, Bubka and Bonato (2010) found that vection was stronger

when their optic flow simulated self-motion relative to naturally colored (as opposed to
grayscale or black-and-white) scenes.

There is also evidence that vection can be altered by differences in stimulus meaning (such
as changes to either the perceived figure-ground status of objects/surfaces or their semantic
meaning; Seno and Fukuda 2011; Seno et al. 2009; Ogawa and Seno 2013). For example,
Seno and Fukuda (2012) found that vection could be altered by changing the meaning
associated with their motion displays, while holding low-level visual stimulus factors (such
as the overall area and speed of the retinal motion stimulation) relatively constant.

When

simulating the view from a moving train, they found that vection was more compelling when
the motion was seen through the cabin’s windows when its doors were closed (as opposed to
open) and when the motion of a second train was provided (as opposed to a grating pattern
moving at the same speed).

Similarly, Ogawa and Seno (2014) found that vertical vection

was reduced when the moving elements in their inducing displays had sematic meaning as
falling objects – even though these objects (feathers, petals and leaves) were otherwise
identical to the dots in their motion control displays (e.g., in terms of colour, luminance and
size).
One intriguing study by Seno, Ito and Sunaga (2011) has even reported the occurrence of
purely metaphorical vection.

Participants in their study viewed displays consisting of two

stationary curved lines which simulated the winding edges of a road when driving at night.
Even though these road displays did not contain any explicit (only implicit) visual motion,
they were found to induce vection which was stronger than that found with their control
displays (which were also static but did not resemble a road). Seno and his colleagues found
that adding explicitly moving characters to the road display (which gave an impression of
driving past a traffic sign) further enhanced the strength of this metaphorical vection.
The current study
This study was aimed at further investigating the contributions of low-, mid- and
high-level visual motion information to vection. The research was informed by Seno et al.
(2018).

This study identified 150 different video clips 2 from contemporary Japanese

animation films that all induced vection, and produced a database3 that described each of
them in terms of: 1) the scenario they depicted, 2) the strength of the vection that they
induced, and 3) their method of creation.

Five of these 150 video clips were chosen to serve

as vection stimuli in the present study (see Table 1).
2

While these five stimuli each

It should be noted that 30 of these 150 video clips had previously been examined by Tokunaga, Ogawa,

Ikehata, Masuda, and Seno (2016).
3

This vection video clip database was provided as supplementary materials for Seno et al. 2018.

contained a mixture of low-, mid- and high-level motion information, they varied in terms of
their naturalness/realism and their method of creation (with two of them being hand-drawn,
two of them being computer generated, and the remaining video clip being a mix of both
techniques). These five video clips were also chosen to produce a range of expected vection
strengths (based on the previous findings of the Seno et al. 2018 study).
The current study was primarily interested in how the vection induced by these original
video clips might be affected by removing their mid- and higher-level information (including
their stimulus meanings, chromatic colours, scene lighting, material properties and any
metaphorical effects, etc.).

Our plan was to compare the vection induced by the original

animation clips to that induced by modified versions containing their pure optic flow (i.e.,
only their low-level visual motion information). The removal of higher-level information
was achieved using specialized algorithms that extracted and separated out the low-level
motion information from the original video clips, and then moved random dots in the
converted clips based solely on this low-level information (see Suzuki et al. 2017). Because
this conversion process completely stripped off all shape, color and texture information from
the original movies, it was well-suited for the purposes of the present study4.
If the vection induced by the original video clips is based primarily on its low-level
motion information, then vection strength may be relatively unaffected by removing the
movie’s higher-level information. However, if the vection induced by the original movies
relies heavily on higher-level information, then it is possible that the remaining low-level
motion signals may not be sufficient to induce compelling vection.

We were also interested

in whether the relative importance of higher-level information for vection depended on how
the original animation movie was created. To this end, we examined the vection induced by
original and pure optic flow versions of hand-drawn movies, computer-generated movies and
movies made using a combination of both techniques (i.e., they had both hand-drawn and
computer-generated elements).

Method
Ethics statement.

The study was pre-approved by the Ethics Committee of Kyushu

University. Written informed consent was obtained from each participant.
4

Unfortunately, this extraction process also removed some local low-level motion (i.e., the changing-size cues

to object motion in depth), so that only first-order, motion perspective remained after the conversion.

Apparatus. Stimuli were generated and controlled by a computer (Alienware-M18x, Dell,
Austin, TX) and presented on a large plasma display (3D Viera 65-inch, Panasonic, Japan,
with 1920 × 1080 pixel resolution at a 60-Hz refresh rate). The maximum luminance (R, G, B
= 255, 255, 255) was 43.9 cd/m2. The experiments were conducted in a dark chamber. Each
pixel subtended about 0.05 x 0.05 degree/cycle.

Participants. Fourteen adult volunteers participated in this experiment. They were either
graduate or undergraduate students aged between 20 and 52 years (mean age 25.1 (SD = 8.2),
11 males and 3 females). All of these participants were unaware of the purpose of the
experiment. They were of sound physical and mental health, had normal color vision and
eyesight, and had no history of any of the following conditions: ear pain or headaches when
boarding aircraft, vestibular system diseases, cardiorespiratory diseases, moderate balance
disorders, dizziness, or altitude sickness (based on oral self-reports). This study had a
within-subjects design, so that each of the participants experienced all twelve of the different
experimental conditions.

Visual Stimuli.
Original Movies.

Five of the original vection clips used in this study were chosen from

the following popular Japanese animation films: 1) “Mind Game” [2004; STUDIO4℃; clip
start time: 1:18:08; clip duration: 20 s]; 2) “Crayon Shin-chan Serious Battle! Robot Dad
Strikes Back” [2014; SHIN-EI ANIMATION; clip start time: 12:12:03; clip duration: 87s];
3) “Stand By Me Doraemon” [2014; Shirogumi, ROBOT, SHIN-EI ANIMATION; clip start
time: 12:12:43; clip duration: 44 s]; 4) “Dragon Ball Z: Battle of Gods” [2013; TOEI
ANIMATION; clip start time: 1:19:29; clip duration: 19 s]; and 5) “Porco Rosso” [1992;
STUDIO GHIBLI; clip start time: 12:21:08; clip duration: 34 s].

While these video clips all

provided coherent patterns of optic flow, they varied greatly in terms of their actual content
(such as their flow types, speeds, densities, luminance, contrast, simulated material properties
and surface optics, presence/absence of characters and their actions) and their playing times
(19-87 s). In addition to these complex animation-based video clips, we also used a simpler
expanding circular grating display in the current study (see Figure 1).

This grayscale

display had a 30 s play duration and simulated constant velocity forwards self-motion (based
on its stimulus spatial frequency decreasing as eccentricity increased). We had previously
obtained vection ratings for all six of these video clips. In the previous Seno et al. (2018)

study, participants were told to rate the vection induced by the expanding grating as having a
strength of “100”.

As can be seen in Table 1, four of the five Japanese animation video clips

were found to induce stronger vection than the expanding grating stimulus (with their
strength ratings ranging from 138 to 293; only the “Porco Rosso” clip was found to induce
weaker vection (57) than the expanding grating stimulus).

Figure 1. A single frame of the original expanding grating stimulus.
Table 1. Details of the 6 original video clips used in this experiment (none were stereo 3D).
No. in

Vection

Method of

Database

Title & Release Date

Duration

strength

Construction

18

Mind Game (2014)

20 s

176

Computer-generated

Scene details

A pan of the camera shows a small room
in an ordinary Japanese home.

Crayon Shin-chan
A first-person perspective of a man
20

Serious Battle! Robot

87 s

192

Hand-drawn
running through a town.

Dad Strikes Back (2014)
Flying through a town. The first-person
Stand by Me Doraemon
28

44 s

293

Computer-generated

viewpoint and camerawork show the

(2014)
main character being chased.

Dragon Ball Z: Battle of
34

19 s

Hand-drawn &

A battle scene involving two men flying

Computer-generated

very quickly through many buildings.

138

Gods (2013)

This shows a small red airplane taking
120

Porco Rosso (1992)

34 s

57

Hand-drawn
off from the sea.

Standard

A meaningless expanding circular
Control condition

stimulus

Pure Optic Flow Movies.

30 s

100

Computer-generated
grating.

We also created six new “low-level motion only” versions of

the original movies described above (i.e., by estimating/extracting the pure optic flow from
these five Japanese animation video clips and the expanding grating stimulus).

The

dynamic vector field of each original movie was initially extracted using an algorithm
developed by Suzuki et al. (2017)5.

The algorithm required that the color videos first be

converted into grayscale (this conversion was not necessary in the case of the expanding
grating stimulus).

Then after applying a spatial low-pass filter (circular averaging filter,

radius: 3 pixels), the normalized local normal vectors of the frame images for each pixel were
extracted and projected onto the x-y plane using Equations 1 and 2.

The x and y components

of the normalized local normal vector of the frame image projected onto the x-y plane were
calculated as:

1

𝑛𝑥 = −

2

𝜕𝐼(𝑥,𝑦,𝑡)
2

√𝜕𝐼(𝑥,𝑦,𝑡) +𝜕𝐼(𝑥,𝑦,𝑡) +1
𝜕𝑥
𝜕𝑦

1

𝑛𝑦 = −

2

𝜕𝑥

,

𝜕𝐼(𝑥,𝑦,𝑡)
2

√𝜕𝐼(𝑥,𝑦,𝑡) +𝜕𝐼(𝑥,𝑦,𝑡) +1
𝜕𝑥
𝜕𝑦

𝜕𝑦

.

(1)

(2)

where I(x,y) was the pixel value at position (x, y). Then, the time derivatives of the projected
local normal vectors were calculated by subtracting them from those in the subsequent frame.
We approximated the normalization factor in Equations 1 and 2 by the constant value
computed for the last frame. The local normal vectors were also calculated with contrast
reversals.
Next the pure optic flow of the original movie was then estimated based on this calculated
vector field. The vector of each pixel in the dynamic vector field was considered to be a
visual feature, and its direction and magnitude was used for feature tracking. Although the
magnitude of the vector of each pixel was not related to the pixel movement itself, the
direction of the vector did indicate the direction of the pixel movement (Suzuki et al. 2017).
The algorithm used to estimate the optic flow examined whether there was: a) constant
luminance in a local spatial region between three neighboring frames; and b) linear motion in
a local time scale between these three frames (i.e., if so, the vector field in the local region
between two frames should be the same). Suppose a pixel has a vector with time derivatives
5

The original motivation for developing this algorithm was to separate motion and shape information that

interacts in the primate visual association cortices. A preliminary version of this algorithm was found to
successfully activate the visual motion area MT (or V5) of a primate (Suzuki et al. 2017).

of the projected local normal vectors (as described in equations (1) and (2)) that were
calculated by subtracting two neighboring t-th and t+1-th frames. Then the algorithm would
search for a pixel in the next t+1-th to t+2-th frame to obtain a local normal vector with the
same direction and magnitude. Search areas would be restricted to a line in the direction of
the local normal vector of the particular target pixel. If two pixels were found to have the
same vector in the next frame, the closest pixel to the target pixel would be the one which
was matched.
𝐴 = {𝒙𝑡+1 |𝒗(𝒙𝑡+1 ) = 𝒗(𝒙𝑡 ), 𝒙𝑡+1 − 𝒙𝑡 = 𝑎𝒗(𝒙𝑡 ), 𝑎 ∈ 𝑅 }

(3)

𝒙𝑡𝑟𝑎𝑐𝑘
𝑡+1 (𝒙𝑡 ) = arg min 𝑑(𝒙𝑡+1 − 𝒙𝒕 ), 𝒙𝑡+1 ∈ 𝐴

(4)

𝒙𝑡+1

where xt and xt+1 indicates the position (x,y) of the pixel at t-th and t+1-th frame,
respectively; v(xt) and v(xt+1) indicates the vector of the pixel xt and xt+1, respectively; A is a
group of pixels at t+1-th frame whose vector is the same as that of a pixel at t-the frame and
is in line with the direction of v(xt) of the pixel xt; xtrackt+1(xt) indicates the tracked pixel of
pixel xt at t+1-th frame; and d(xt+1-xt) is the Euclidean distance between the pixels xt and xt+1.
The motion information of the movie should remain the same after contrast reversal (Suzuki
et al., 2017), which results in the following tracking criterion.
𝐴 = {𝒙𝑡+1 |𝒗(𝒙𝑡+1 ) = ±𝒗(𝒙𝑡 ), 𝒙𝑡+1 − 𝒙𝑡 = 𝑎𝒗(𝒙𝑡 ), 𝑎 ∈ 𝑅 }

(5)

There was a case where no pixel at t+1-th frame fulfilled this criterion. The pixels that did
not move or that moved only with a small magnitude (< 2 pixels) were ignored.

Tracked

pixels were each visualized by a dot with a radius of 3 pixels presented on a black
background. The resulting dot numbers and dot densities for each of the converted movies
are shown in Table 2.

Table 2. Dot numbers and densities for the converted movies.
No. in Database

Title & Release Date

Dot number per frame

Dot density

18

Mind Game (2014)

486

0.023 %

436

0.021 %

Crayon Shin-chan Serious Battle!
20
Robot Dad Strikes Back (2014)

28

Stand by Me Doraemon (2014)

133

0.006 %

34

Dragon Ball Z: Battle of Gods (2013)

883

0.043 %

120

Porco Rosso (1992)

278

0.013 %

Standard stimulus

Control condition

1853

0.090 %

Design. Two independent variables were manipulated in this within-subjects experiment:
(1) MOVIE.

The vection inducing stimuli used were based on six different video clips:

“Grating”, “Dragonball”, “Porco Rosso”, “Mindgame”, and “Crayon” (see Table 1); and 2)
INFORMATION TYPE.

These vection inducing stimuli were either the original video clips

(containing a mix of low-, mid- and high-level information) or their extracted pure optic flow
(containing only low-level information).

Four dependent variables were measured for each

of these twelve MOVIE by INFORMATION TYPE conditions, including: 1) the vection
onset latency (i.e., the time from the start of the display motion until the participants first felt
that they were moving); 2) the %-duration of vection (i.e., the proportion of time that vection
was experienced as a function of the total duration of the motion exposure for that trial); 3)
the strength of the vection experienced by the participant (rated from 0-100); and 4) the
perceived scene depth (rated from 0-100) for each display.

Procedure. Seated participants viewed each of the above-mentioned motion stimuli from

a distance of 57-cm, which resulted in them stimulating a visual area of 100.2° × 71° (note:
no fixation point was provided and there was no chin rest). Each trial presented one of the
twelve different stimuli (the 6 original and 6 low-level motion movies). Participants were
asked to press a space key whenever they perceived self-motion (or vection) and keep that
key depressed as long as they continued to experience vection. In addition to recording
vection onset latency and duration, participants also rated the subjective strength of their
experience of vection directly after each trial (using a 101-point rating scale where 0
represented no vection and 100 represented very strong vection; the experimenter entered the
rating into the program using the corresponding keys on the keyboard; These procedures have
been used in several previous studies – e.g., Seno et al. 2013, 2015, 2017).

After obtaining

the vection strength rating for the trial, we also obtained a rating of the perceived depth of the
display (again using a 101-point rating scale, where 0 indicated that the display was
perceived to be flat and 100 indicated that they perceived that the scene extended a large
distance behind the screen). Each stimulus condition was repeated four times; thus, there
were 48 trials in total. The order of conditions was fully randomized.

Results
A) Effects of Mid- and High-Level Information on Vection and Depth
The vection onset latencies, %-durations of vection, vection strength ratings and perceived
depth ratings for the 6 original movies (low-, mid- and high-level information) and 6 pure
optic flow (low-level information only) versions of these movies are shown in Figure 2a-d.
These datasets were each subjected to separate 2 (INFORMATION TYPE: Original or Pure
Optic Flow) by 6 (MOVIE: “Grating”, “Dragonball”, “Porco Rosso”, “Mindgame”, or
“Crayon”) repeated measures ANOVAs (Greenhouse-Geisser corrections were applied
whenever the assumption of sphericity was violated). Post-hoc multiple comparisons were
performed using Tukey-Kramer method.

Vection Onset Latency. The main effect of INFORMATION TYPE was not significant for
vection onset latency, F (1,13) = 0.088, p = 0.771, ηp2 = 0.007 – suggesting that the original
movies did not induce vection more rapidly than the pure optic flow.

The main effect of

MOVIE was significant, F (2.234, 29.042) = 16.600, p < 0.001, ηp2 = 0.561 – indicating that
vection onset latency varied significantly depending on which movie was being shown (see
Figure 2a). Of the six movies, “Doraemon” was found to have the shortest (M = 2.869 s, SE

= 0.81 s), and “Crayon” was found to have the longest (M = 14.854 s, SE = 2.609 s), average
vection onset latency. Post-hoc comparisons revealed that: 1) “Doraemon” had significantly
shorter latencies than all movies except for the “Grating” and “Dragonball” (p < 0.01); and 2)
“Crayon” had significantly longer latencies than all movies except “Porco Rosso” (p < 0.01).
The interaction between MOVIE and INFORMATION TYPE was not found to be significant
for vection onset latency, F (1.957,25.447) = 3.298, p > 0.05, ηp2 = 0.202.

%-Duration of Vection. The main effect of INFORMATION TYPE was significant
for %-duration of vection, F (1,13) = 8.315, p = 0.013, ηp2 = 0.390 – indicating that the
original movies (M = 49.09 %, SE = 4.65 %) induced larger %-durations of vection on
average than the pure optic flow (M = 38.82 %, SE = 4.86 %). The main effect of MOVIE
was significant, F (2.965,38.544) = 26.898, p < 0.0001, ηp2 = 0.674 – indicating that
the %-duration of vection varied significantly depending on which movie was shown.

Of

the six movies, the “Grating” (M = 60.84 %, SE = 6.275 %) was found to have the largest,
and “Porco Rosso” (M = 17.46 %, SE = 4.38 %) the smallest, average %-duration of vection.
The interaction between MOVIE and INFORMATION TYPE was not significant for
the %-duration of vection, F (1.957,25.447) = 2.640, p > 0.05, ηp2 = 0.169.

Vection Strength. The main effect of INFORMATION TYPE was significant for vection
strength, F (1,13) = 16.806, p = 0.001, ηp2 = 0.564 – indicating that the vection induced by the
original movies (M = 58.78, SE = 3.49) was stronger on average than that induced by the pure
optic flow (M = 43.964, SE = 5.06). The main effect of MOVIE was also significant, F
(2.611, 33.943) = 21.128, p < 0.0001, ηp2 = 0.619 – indicating that vection strength varied
significantly depending on which movie was shown.

Of the six movies, “Doraemon” was

found to have the strongest (M = 64.17, SE = 3.94), and “Porco Rosso” the weakest (M =
23.76, SE = 4.32), vection strength ratings on average.

Post-hoc comparisons revealed that:

1) “Doraemon” had significantly stronger vection ratings than all movies except “Grating”
and “Dragonball” (p < 0.01); and 2) “Porco Rosso” had significantly weaker vection ratings
than all of the other movies (p < 0.01).

The interaction between MOVIE and

INFORMATION TYPE was also found to be significant for vection strength ratings, F (5,65)
= 5.187, p < 0.01, ηp2 = 0.285.

As can be seen in Figure 2c, this was interpreted as

indicating that removing the higher-level visual motion information reduced vection strength
ratings for all of the movies except “Porco Rosso”.

Perceived Depth. The main effect of INFORMATION TYPE was significant for perceived
depth, F (1,13) = 28.183, p < 0.001, ηp2 = 0.684 – indicating that the scene represented by the
original movies (M = 51.39, SE = 3.01) was perceived as deeper than that represented by the
pure optic flow (M = 30.64, SE = 4.23).

The main effect of MOVIE was also significant, F

(2.841, 36.937) = 10.396, p < 0.0001, ηp2 = 0.444 – indicating that perceived depth varied
significantly depending on which movie was shown. Of the six movies, the scenes in the
computer-generated “Doraemon” movie were perceived to be the deepest (M = 52.51, SE =
3.71), and those in the hand-drawn “Porco Rosso” movie were perceived to be the flattest (M
= 22.35, SE = 4.24), on average. The interaction between MOVIE and INFORMATION
TYPE was not significant, F (5,65) = 2.364, p > 0.05, ηp2 = 0.154.

B) Correlational Analyses
We next examined how consistent the effects of higher- and low-level information were on
vection and perceived scene depth across individuals. To this end, we conducted
correlation-based analyses which compared the effects of the original and pure optic flow
versions of the movies on our participants for each of the dependent measures (i.e., the
vection onset latency, %-duration of vection, vection strength rating and perceived depth
rating data). Correlational analyses assume that their data represent independent samples
(Lorch and Meyers 1990). However, our experiment actually had a repeated measures design.
Therefore prior to conducting these analyses, we first calculated each participant’s average
vection onset latency (or %-duration, or strength or depth) for the original movies and their
average onset latency (or %-duration, or strength or depth) for the pure optic flow versions of
these movies.

Pearson correlations confirmed that the vection onsets/%-durations/strength

ratings obtained with the pure optic flow (which contained only low-level information)
strongly predicted the vection onsets/%-durations/strength ratings obtained with the original
movies (which also contained mid- and high-level information) (Pearson correlations for
vection onset latency: R = 0.61, p < 0.05; vection magnitude: R = 0.70, p = 0.01; %-duration
of vection, R = 0.72, p < 0.01 – see Figures 3a-d).

However, the correlation between the

perceived depth ratings for the original and pure optic flow movies was not found to be
significant (R = 0.46, p > 0.05). These findings show that across participants the rank
ordering of their vection experiences from least compelling to most compelling (in terms of
its strength, onset latency and duration) remained highly consistent irrespective of whether
their displays had higher level or only low-level motion information. However, this was not
the case for perceived depth – where there was not a significant relationship between an

individual’s depth ratings for displays with higher level motion information and those for
displays with only low level motion information.

C) Effects of Type of Animation film (Computer-generated vs Hand-drawn)
We were also interested in whether computer-generated and hand-drawn movies were
differently affected by the loss of mid- and high-level information.

Thus, for each

dependent variable (i.e., vection onset latency, %-duration, vection strength ratings and
perceived depth), we calculated the average difference between the values obtained during
the original movies and the pure optic flow for each participant.

We then compared these

average differences for the computer-generated (i.e., “Doraemon” and “Mindgame”) and
hand-drawn movies (i.e., “Porco Rosso” and “Crayon”) using paired-samples t-tests (the
vection and depth data for “Dragonball” was not included in these analyses as this film was
created using a mix of hand-drawn and computer-generated techniques).

The effects of

losing mid- and high-level information were not found to be significantly different for these
computer-generated and hand-drawn movies (Vection latency: t(13) = -1.917, p = 0.078
2-tailed; %-duration of vection t(13) = 0.500, p = 0.625 2-tailed; Vection strength: t(13) =
0.947, p = 0.361 2-tailed; Perceived depth t(13) = 0.628, p = 0.541 2-tailed). However,
equivalence tests (Lakens 2017), with the smallest effect sizes of interest being ±5.77 for
Vection latency and ±14.43 for the other variables6, indicated statistical equivalence for
the %duration of vection (pl<0.001, pu<0.001), Vection strength (pl<0.001, pu=0.009) and
Perceived depth (pl=0.003, pu=0.034), but not for Vection latency (pl=0.170, pu<0.001).

Discussion
In this study, low-level motion information was extracted from six complex (hand-drawn
and/or computer-generated) animation movies to create patterns of pure optic flow. We then
6

These correspond to one standard deviation of the uniform distribution of the potential range for vection

strength, %-duration of vection, and perceived depth..

The potential range for latency was estimated to be 40

seconds. In Seno et al (2018), which examined the same original anime films used in the current study, we
obtained only vection magnitude (not latency) data. However, in our other previous studies, when participants
were presented with similar self-motion stimuli, they reported vection within 40 seconds on more than 95 % of
all trials. This was the reason for that we set 40 seconds as the upper limit for the vection onset latency in our
statistics.

compared these original and pure optic flow movies in terms of their ability to generate
vection and perceived scene depth. As expected, perceived scene depth was significantly
reduced by the removal of mid- and high-level information from these movies. However, as
can be seen in Figure 2d, some depth information still remained in the pure optic flow (which
must have been based on the remaining motion perspective information).
The main purpose of this study was to investigate how vection is induced and mediated by
low-, mid- and high-level motion information. With the exception of the hand-drawn “Porco
Rosso” movie, the original movies always induced longer and stronger vection experiences
than pure optic flow. While the removal of mid- and high-level information appeared to
reduce both of these vection indices7, the vection onset latency was not significantly altered.
That is, displays which contained only low-level visual motion information seemed to induce
vection as quickly as displays which also contained mid- and high-level visual information.
This finding suggests that low-level visual motion information was primarily responsible for
the induction of vection in this experiment.

However, mid- and higher-level information

still appeared to play important roles in enhancing and sustaining these vection experiences
once they were triggered.

The current results appear to provide a basis for understanding

past findings of inconsistencies between these three vection measures (e.g., Seno et al. 2013;
also see Seno et al. 2017 for a review).

For example, a number of studies have reported that

only vection strength ratings, not vection onset latencies, were altered by some display
manipulations. Such findings could be explained by these manipulations altering the
available mid- and high-level, but not low-level, self-motion information in these displays.
As would be expected based on the above findings, we found that average vection onset
latencies for the pure optic flow (which contained only low-level motion information)
correlated highly with average vection onset latencies for the original movies (which
contained extra mid- and high-level information).

However, the average %-durations of

vection and the average vection strength ratings for the pure optic flow also correlated highly
with these same measures for the original movies. These findings indicate that vection
responding was highly consistent to both types of movies across our participants. They also
suggest that low-level motion was an important contributor to all of three vection indices
7

These two vection advantages for the original movies may have also been due in part to their differences in

overall luminance and contrast compared to the pure optic flow.

However, it is worth noting that the local

contrasts would actually have been higher in the pure optic flow, as they consisted of light white dots against a
dark black background (note: there was no way to balance the global contrast and luminance between the pure
optic flow and the original movies).

(although this information was clearly more important for vection onset latency).

By

contrast, the correlation between the average perceived depth ratings for the original and pure
optic flow movies was not significant.

This null finding was expected, as the conversion

process used to create the pure optic flow was designed to remove important shape, meaning,
and 3D layout information. It suggests that mid- and high-level information were much more
important for perceived scene depth than they were for vection.
Even though vection and perceived depth did vary significantly depending on which of the
original movies was shown 8 , the effects on vection of removing their higher-level
information were quite similar for hand-drawn and computer-generated stimuli.

Paired

samples t-tests failed to find any significant differences in these effects across the two types
of movies for vection. However, this information manipulation was not confirmed to have
equivalent effects for hand-drawn and computer-generated movies in terms of vection onset
latency ‒ again pointing to a potentially important difference between this vection measure
and the two others.

While our information manipulation generally had similar effects on

the %duration and strength of the vection induced by hand-drawn and computer-generated
movies, the hand-drawn “Porco Rosso” movie appeared to be an exception. We found a
significant interaction between INFORMATION and MOVIE for vection strength.

We

interpreted this finding as indicating that the removal of mid- and high-level information
from the “Porco Rosso” movie had little effect on its vection strength ratings – even though it
reduced the vection strength ratings for the other five movies. Since the original version of
“Porco Rosso” was always perceived to be flatter, and induced less compelling vection, than
the other original movies, this suggests that it contained less higher-level information. This
would explain why removing the little mid- and higher-level information that it contained had
so little effect on vection strength.
Relating Vection and Depth findings to Physiology
Neuroimaging research has identified a number of cortical regions that are sensitive to
visual motion. Many of these regions lie along the dorsal visual pathway, which starts at the
primary visual cortex (V1) in the occipital lobe, and passes through V2, V3 and MT/V5, and
then onto the parietal lobe.

Suzuki et al. (2017) recently examined the activity of MT/V5

neurons in response to object motion movies and their corresponding random dot movies
(following the dynamic vector field calculated by the same method used in the current study).
8

Probably due in part to the different durations of these original movies (which ranged from 19-87 seconds).

It is possible that longer movies allowed vection to build up to a greater strength (see Seno et al. 2018).

The naturalistic movies showed moving animals, human actors and artificial objects. While
these original movies contained a mix of low-, mid- and high-level motion information, their
vector fields (which were the basis of the pure optic flow displays) did not contain mid- and
high-level motion information.

Suzuki and colleagues found that their random dot movies

generated very similar neural responses in marmoset monkey MT to the original movies –
suggesting that this area was primarily activated by low-level visual motion information.
Visual stimuli that are consistent with self- (as opposed to object-) motion have been
found to generate activity in V1, V2, V3, MT, MT+, MST, V6 and several parietal, cingulate
and insular visual and multisensory association areas (de Jong et al. 1994; Brandt et al. 1998;
Morrone et al. 2000; Previc et al. 2000; Wiest et al. 2001; Thilo et al. 2002; Kleischmidt et al.
2002; Deutschlander et al. 2004; Uesaki and Ashida 2015; Wada et al. 2016; Wall and Smith
2008).

Many studies have reported that global optic flow activates area MST in macaques

(e.g., Tanaka et al. 1986; Saito et al. 1986; Tanaka and Saito 1989; Wurtz 1991; Lagae et al.
1994; see also the review by Wurtz 1998) and area MT+ in humans (Cheng et al. 1995;
Pitzalis et al. 2010). These findings suggest that much of the visual self-motion processing is
done in the dorsal stream.

The dorsal stream is thought to be responsible for the

preconscious Gibsonian pickup of visual self-motion information (Norman 2002; also see
Palmisano, Allison, Schira and Barry, 2015 for a discussion). By contrast, the ventral visual
pathway – which also starts at V1 but goes through V2, V4 and onto areas of the inferior
temporal lobe – is thought to be responsible for conscious perception (Goodale and Milner
1992).

While dorsal system processing is clearly involved, vection is also a conscious

experience of self-motion.
ventral processing.

This conscious aspect of vection implicates the involvement of

Consistent with this notion, Deutschlander and colleagues (2004) have

reported that vection also activates the fusiform gyrus.

The current results suggest that

low-level visual motion information is particularly important for vection induction, whereas
mid- and higher-level display information appears to be important for sustaining and
strengthening the conscious experience of self-motion after its initial induction (presumably
requiring the involvement of both the dorsal and ventral streams).
Conclusions
This paper provides evidence that low- and higher-level information serve different
functions in the experience of vection.

While low-level motion information is particularly

important for vection induction, mid- and high-level display information appears to be
important for sustaining and strengthening the vection experience after its initial induction.
To our knowledge the current results are the first clear demonstration of these different

functions – although it has been previously proposed that low- and high-level motion
information might modulate the vection experience differently.
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Legends
Figure 1. A single frame of the original expanding grating stimulus.
Figure 2 shows mean (a) vection onset latencies, (b) %-durations of vection, (c) vection
strength ratings, and (d) perceived depth ratings for each original and pure optical flow movie.
The blue and red bars indicate original and pure optic flow movies, respectively. The error
bars indicate standard error of mean.
Figure 3 provides scatter plots which show the relationships between the original and the
pure optical flow movies in terms of their: (a) vection onset latencies, (b) %-durations of
vection, (c) vection strength ratings and (d) perceived depth ratings. Each data point in
these scatterplots represents the average scores for one participant.

Supplementary Information
Movie 1, 2 and 3. Three sample pure optical flow movies. These movies were generated by
applying the same method as the current study to one of the benchmark films (Butler et al.,
2012) and was not used in the experiment.
Butler, D. J. and Wulff, J. and Stanley, G. B. and Black, M. J. (2012). A naturalistic open
source movie for optical flow evaluation. In A. Fitzgibbon et al. (Eds.) European Conf. on
Computer Vision (ECCV), Springer-Verlag, Part IV, LNCS 7577, 611-625.

