Synchronization in the networks of coupled oscillators is a widely studied topic in different areas. It is wellknown that synchronization occurs if the connectivity of the network dominates heterogeneity of the oscillators. Despite extensive study on this topic, the quest for sharp closed-form synchronization tests is still in vain. In this paper, we present an algorithm for finding the Taylor expansion of the inverse Kuramoto map. We show that this Taylor series can be used to obtain a hierarchy of increasingly accurate approximate tests with low computational complexity. These approximate tests are then used to estimate the threshold of synchronization as well as the position of the synchronization manifold of the network.
for the performance of the synchronization such as robustness with respect to disturbances. Finally, these numerical methods do not provide any intuition about the role of different factors, such as network topology and dissimilarity of the oscillators, in the synchronization of Kuramoto model. Therefore they are not suited for design purposes. These observations motivate the quest for sharp analytic conditions for synchronization of Kuramoto model [2] , [10] , [5] . The first rigorous analytic characterization of frequency synchronization is developed for the complete unweighted graphs [3] , [23] , [28] . Unfortunately these synchronization conditions require solving implicit algebraic equations and they are not suitable for studying the synchronization performance of the network. Moreover, they are only applicable to specific networks and cannot be extended for characterizing frequency synchronization of the Kuramoto model with general topologies. For the Kuramoto model with general topology and arbitrary weights, an ingenious approach based on graph theoretic ideas is proposed in [15] . Using this approach and Lyapunov analysis, a concise closed-form condition for synchronization of coupled oscillator is obtained [15] . Similar conditions have been derived in the literature using quadratic Lyapunov function [8] , [9] and sinusoidal Lyapunov function [12] . The essence of all these approaches can be explained using this intuitive idea: synchronization is determined by the trade-off between the connectivity of the network and the dissimilarity of the oscillators. Despite being elegant and insightful, these conditions usually provide conservative estimates of the synchronization threshold for large networks.
To get sharp closed-form synchronization tests for coupled oscillators, it is conjectured that instead of comparing the heterogeneity of oscillators with the well-established measures of connectivity such as spectral connectivity or nodal degree, one should focus on mixed measures of connectivity and heterogeneity of the network [11] . Inspired by characterization of frequency synchronization for acyclic networks, a suitable measure of connectivity and heterogeneity is proposed in [11] . Using numerical analysis for several random graphs and IEEE test cases, it has been shown that this condition provides a good estimate of the threshold of synchronization for different classes of graphs. Using cutset projections, a rigorous, more-conservative, and generallyapplicable modified version of this test has been established for synchronization in [16] .
Contribution: In this paper, we obtain a recursive scheme to compute the Taylor expansion of the inverse Kuramoto map for the network of coupled Kuramoto oscillators with arbitrary topology. Using results from theory of complex analysis in several variables, we find an estimate on the domain of convergence of this Taylor series. We show that this Taylor expansion provides a mathematical explanation for the correct form of the trade-off between the coupling strengths and oscillators heterogeneity for synchronization of coupled oscillators. By truncating the Taylor series, we obtain a family of approximate synchronization tests which can be used to estimate the threshold of synchronization as well as find the approximate position of the synchronization manifold of the network. Using numerical simulations, we show that these approximate tests provide a reasonablyaccurate computationally-efficient tool for estimating the synchronization of Kuramoto model.
II. NOTATION
For n ∈ Z >0 , let T n denote the n-torus, let 1 n (resp. 0 n ) denote the vector in R n with all entries equal to 1 (resp. 0), and define the vector subspace 1 ⊥ n = {x ∈ R n | 1 n x = 0}. Similarly, define the vector subspace
∈ R n and every (z 1 , . . . , z n ) ∈ R, we have (e ix1 z 1 , . . . , e ixn z n ) ∈ R. For a complex number z = x + iy ∈ C, the norm of z is denoted by z = x.
We define subspaces Img C (M ) ⊆ C m and Ker C (M ) ⊆ C n as follows:
It is easy to see that the real subspaces Img(M ) and Ker(M ) are the restrictions of the complex subspaces Img C (M ) and Ker C (M ) to the real Euclidean space, respectively. The number of partitions of the integer 2n + 1 into 2k + 1 odd numbers is denoted by p(k, n). An element in p(k, n) is denoted by α = (α 1 , . . . , α 2k+1 ) where 2k+1 i=1 α i = 2n+1. Let G be a weighted undirected connected graph with the node set N = {1, . . . , n}, the edge set E ⊆ N × N , and the adjacency matrix A ∈ R n×n . We denote the incidence matrix of G by B and the Laplacian matrix of the graph G by L. It is known that L = BAB , where A ∈ R m×m is the diagonal weight matrix defined by A kl = a ij for k = l = (i, j) and 0 otherwise. For every complex vector w ∈ C n , we define L w = BA[w]B . The cutset projection of G, denoted by P, is the oblique projection onto the cutset space of G parallel to the cycle space of G [16, Theorem 4]. One can show that P = B L † BA [16, Theorem 4] . Additional properties of the cutset projection can be found in [16] . Let T s be a spanning tree of the graph G. Then we denote the incidence matrix of T s by B s ∈ R n×(n−1) . We define the matrix
III. HETEROGENOUS KURAMOTO MODEL
The Kuramoto model is a system of n oscillators, where each oscillator has a natural frequency ω i ∈ R and its state is represented by a phase angle θ i ∈ S 1 . The interconnection of these oscillators are described using a weighted undirected connected graph G, with nodes N = {1, . . . , n}, edges E ⊆ N × N , and positive weights a ij = a ji > 0 for all ij ∈ E. The dynamics for the heterogeneous Kuramoto model is given by:
In matrix language, the Kuramoto model is given by:
where θ = (θ 1 , . . . , θ n ) ∈ T n is the phase vector, ω = (ω 1 , . . . , ω n ) ∈ R n is the natural frequency vector. For every s ∈ [0, 2π), the clockwise rotation of θ ∈ T n by the angle s is the function rot s : T n → T n defined by rot s (θ) = (θ 1 + s, . . . , θ n + s) , for θ ∈ T n .
Given θ ∈ T n , define the equivalence class [θ] by
The quotient space of T n under the above equivalence class is denoted by [T n ]. If θ : R ≥0 → T n is a solution for the Kuramoto model (1) then, for every s ∈ [0, 2π), the curve rot s (θ) : R ≥0 → T n is also a solution of (1). A solution θ : R ≥0 → T n of the Kuramoto model (1) achieves frequency synchronization if there exists a synchronous frequency ω syn ∈ R such that lim t→∞θ (t) = ω syn 1 n . By summing all the equations in (1), we obtain ω syn = 1 n n i=1 ω i . Therefore, by choosing a rotating frame with frequency ω syn , one can assume that ω ∈ 1 ⊥ n . Given natural frequency vector ω ∈ 1 ⊥ n , the synchronization manifold of the Kuramoto model is given by
In many application of the Kuramoto model, such as the power networks, it is not only important to achieve the frequency synchronization but it is also essential that the synchronization manifold satisfies some phase constraints. These constraints can be understood as performance measures for the frequency synchronization. In power network applications, these constraints are usually imposed by the thermal and power capacity of the lines in the network. For every γ ∈ [0, π 2 ), we define the embedded cohesive subset Theorem 8] . We refer the readers to [16] for further properties of the embedded cohesive subset. In this rest of this paper, we restrict our study to frequency synchronization of the Kuramoto model (1) 
. We consider the state space of the Kuramoto model (1) to be [T n ] and we identify the embedded cohesive subset S G (γ) by D G (γ).
IV. SYNCHRONIZATION OF KURAMOTO MODEL
We start by introducing a map which arises naturally in the study of synchronization of the Kuramoto model (1) . The
Note that equation (2) can be interpreted as a nodal balance equation. By multiplying both side of equations (2) by B L † , we get
where B L † ω are the edge variables associated to ω and equation (4) . Then the following statements are equivalent:
(i) there exists a unique locally exponentially stable synchronization manifold x * for the Kuramoto model (1) in S G (γ); (ii) there exists a unique solution x * for the node balance equation (2) in S G (γ); (iii) there exists a unique solution x * for the flow balance equation (4) in S G (γ); Therefore, instead of studying frequency synchronization in S G (γ), we focus on studying the range of the Kuramoto map (3). The following theorem shows that the Kuramoto map is invertible on the domain S G (γ) and presents an iterative procedure to compute the Taylor expansion of
Theorem 2 (Inverse Kuramoto map): Consider the Kuramoto map defined in (3) . Let γ ∈ [0, π 2 ). Then the following statements hold:
(i) there exists a real analytic bijective function f −1
(ii) the map B f −1 K (η) has the following Taylor expansion around η = 0 m :
where A 2j+1 (η) is a homogeneous polynomial of order 2j + 1 in η computed iteratively by:
where, for α = (α 1 , . . . , α 2k+1 ) ∈ p(k, n), we denote
Proof: Regarding part (i), we first show that f K is a local diffeomorphism on S G (γ). Note that, for every
Since x ∈ S G (γ), we have cos(x i − x j ) > 0, for every (i, j) ∈ E. Thus, the matrix BA[cos(B x)]B is positive semidefinite with 1 n being the only eigenvector associated to the eigenvalue 0. This implies that v = 0 n . Therefore, for every x ∈ S G (γ), the map D x f K is an isomorphism. The Inverse Function Theorem [1, Theorem 2.5.2] implies that f K is a local diffeomorphism. Now we show that f K is one-to-one on the domain S G (γ). Suppose that x 1 , x 2 ∈ S G (γ) are such that f K (x 1 ) = f K (x 2 ). This means that BA sin(B x 1 ) = BA sin(B x 2 ). As a result, we have
Since the function y → sin(y) is strictly increasing on the interval (− π 2 , π 2 ), we get B x 1 = B x 2 . This implies that x 1 = x 2 and the function f K is one-to-one on S G (γ). Note that an injective local diffeomorphism with compact domain is a diffeomorphism onto its image [21, Proposition 7.4] . Therefore, the map f K : S G (γ) → f K (S G (γ)) is a global diffeomorphism and part (i) follows from this result.
Regarding part (ii), suppose that
By equating the same order terms on both side of the above equality, we get A 1 (η) = η. Moreover, for every j ∈ Z ≥0 , we get A 2j (η) = 0 m . For the odd order terms we get
This completes the proof of the theorem.
Remark 3: 1) One can compute the first five terms in the Taylor series (5) as follows:
2) Using Theorem 2(ii), it is easy to see that the Taylor expansion for f −1 K (η) is given by
Before we state the main result of this paper, it is convenient to introduce the smooth function g :
.
One can verify that g(1) = 1, g is monotonically decreasing, and lim x→∞ g(x) = 0; the graph of g is shown in Figure 1 . Suppose that G is a weighted undirected connected graph and T s is a spanning tree of G. Then using function g, one can define two subsets of Img(B ) as follows:
In order to study the convergence of the Taylor series (5), we need to use various tools form theory of complex analysis in several variables. These tools are developed in the Appendix. In the next theorem, using the results in the Appendix, we prove the convergence of the Taylor expansion (5) on a suitable domain.
Theorem 4 (Synchronization of Kuramoto model): Consider the Kuramoto model (1), with graph G and cutset projection P. Suppose that T s is a spanning tree of G and define γ * ∈ [0, π 2 ) by γ * = arccos P ∞ − 1 P ∞ + 1 .
Then the following statements holds:
(i) For every ω ∈ 1 ⊥ n such that B L † ω ∈ Ω, there exists a unique locally exponentially stable synchronization manifold x * for the Kuramoto model (1) in S G (γ * ); (ii) For every ω ∈ 1 ⊥ n such that B s L † ω ∈ Ω s , the Taylor expansion (5):
converges absolutely to B x * .
Proof: Regarding part (i), by Theorem 7(ii), there exists x * ∈ S G (γ * ) such that B L † ω = f K (x * ). The result follows from Theorem 1(iii).
Regarding part (ii), we use the notations and results in the Appendix. First note that by Theorem 8(ii), the inverse of the complex Kuramoto map f −1 KC is a well-defined holomorphic diffeomorphism on Ω C . It is easy to see that B # s Ω s C ⊆ Ω C . Therefore, one can define the holomorphic mapping
It is easy to see that
x * . Theorem 4(ii) provides an estimate on the domain of convergence of the power series (5) . For many large networks, this estimate is overly conservative and the domain of convergence is usually much larger than Ω s . However, one can still use the formal power series (5) as a tool for studying approximate synchronization of the Kuramoto model as well as the approximate position of the synchronization manifold.
Definition 5 (Approximate synchronization): For n ∈ Z ≥0 , we define the (2n + 1)th approximate synchronization manifold S 2n+1 ∈ 1 ⊥ n of the Kuramoto model (1) by
and the (2n + 1)th approximate synchronization test T 2n+1 for synchronization of the Kuramoto model (1) 
V. SIMULATIONS
In this section, we study the accuracy and computational time of the family of approximate tests (6) and (7) on several IEEE test cases. An IEEE test case is described by a connected graph G and a nodal admittance matrix Y ∈ C n×n . The set of nodes of G is partitioned into a set of load buses N 1 and a set of generator buses N 2 . The voltage at the node j ∈ N 1 ∪ N 2 is denoted by V j , where V j = |V j |e iθj and the power demand (resp. power injection) at node j ∈ N 1 (resp. j ∈ N 2 ) is denoted by P j . By ignoring the resistances in the network and the power balance equations for reactive power, the synchronization manifold [θ] of the network satisfies the following Kuramoto model [11] :
where a jl = a lj = |V j ||V l |Im(Y jl ), for connected nodes j and l. We consider effective power injections (demands) to be a scalar multiplication of nominal power injections (demands), i.e., given nominal power profile P nom we set P j = KP nom j , for some K ∈ R >0 and for every j ∈ N 1 ∪N 2 . The voltage magnitudes at the generator buses are pre-determined and the voltage magnitudes at load buses are computed by solving the reactive power balance equations using the optimal power flow solver provided by MATPOWER [30] . For six IEEE test cases given in Table I , we numerically compute the accuracy of the approximate synchronization test T 5 in the domains S G (π/4) and S G (π/2). Remark 6: 1) By increasing the value of γ, the accuracy of the approximate tests decreases; 2) By increasing the number of nodes in the IEEE test case, the computation time of the approximate test increases. This is mainly because computing the approximate test requires multiplication by the matrix P ∈ R m×m which is a dense matrix with n − 1 ≤ m ≤ n 2 . For a select set of IEEE test cases, we compute the accuracy of equations (6) in approximating the position of the synchronization manifold of the system. For every n ∈ Z ≥0 , we define the error of the approximate manifold S 2n+1 by
where θ * ∈ 1 ⊥ n is the solution for the power flow equations (8) using fsolve in MATLAB. Figure 2 shows the accuracy of different approximate manifolds. 
VI. CONCLUSION
We presented an algorithm to compute the Taylor expansion of the inverse Kuramoto map. We showed that this Taylor series can be used to study the frequency synchronization as well as to find the position of the synchronization manifold of the Kuramoto model of coupled oscillators. Using techniques from complex analysis in several variable, we found an estimate on the domain of convergence of this Taylor series. Numerical simulations show that this power series gives approximations of the synchronization of Kuramoto model with reasonable accuracy and low computational cost, way beyond our estimate on its domain of convergence.
APPENDIX
In this Appendix, we generalize the results in [16] to the complexified Kuramoto model. We start by defining the domains
and complex Kuramoto map f KC : 1 ⊥ C → Img C (B ) by f KC (z) = P sin(B z).
Now we can state the main result of this Appendix, whose proof is given in [?, Theorem 9] .
Theorem 7 (Range of the complex Kuramoto map): Define γ * ∈ [0, π 2 ) by
