Baskakov operators and their inverses can be expressed as linear differential operators on polynomials. Recurrence relations are given for the computation of these coefficients. They allow the construction of the associated Baskakov quasi-interpolants (abbr. QIs). Then asymptotic results are provided for the determination of the convergence orders of these new quasi-interpolants. Finally some results on the computation of these QIs and the numerical approximation of functions defined on the positive real half-line are illustrated by some numerical examples.
Introduction
In the present paper, the general method developed by various authors for the construction of quasi-interpolants (abbr. QIs) of Bernstein and other types, is applied to Baskakov operators [2] defined by
We thus complete the results given by P. Mache and M.W. Müller in [8] . The method also works for Durrmeyer type Baskakov operators and will be developed elsewhere. This method can be summarized as follows : let {Q n , n ∈ N} be a sequence of linear operators defined on some functional space F with values in a finite-dimensional subspace P n of algebraic (or trigonometric) polynomials. Assuming that for all n ∈ N, Q n is an isomorphism of P n preserving the degree, i.e. Q n p ∈ P m for any p ∈ P m , 0 ≤ m ≤ n, very often it admits a representation in that space as a differential operator of the form
where D is a (simple) linear differential operator, and β (n)
r (x) is a polynomial of degree at most r. In most cases, the inverse P n := Q −1 n of Q n has also a representation of the same form
In general, both families of polynomial coefficients satisfy a recurrence relation. This has been proved [11] for Bernstein and Szász-Mirakyan operators and their associated Kantorovich and Durrmeyer versions, and also for Weierstrass operators [14] .
Introducing the truncated inverse of order 0 ≤ r ≤ n of P n P k (x)D k Q n p, ∀p ∈ P n or the right quasi-interpolants {Q [r] n , 0 ≤ r ≤ n} defined by
n p := Q n P (r)
By construction, these operators are exact on P r and, in general, they can be extended to the functional space F. In virtue of classical theorems in approximation theory, this procedure greatly improves the convergence order of the initial operator Q n in the space F. After its introduction in [9, 10] for Bernstein operators (see also [7] ), it has been extended by several authors to various classical linear approximation operators. For example by P. Mache and M.W. Müller [8] to Baskakov operators, by A.T. Diallo [3, 5, 6 ] and the author [11] to Szász-Mirakyan operators, and more recently [14] to Weierstrass operators. This general method also works for multivariate extensions of these operators (see e.g. [13] for Bernstein operators on triangles).
Here is a brief outline of the paper. In Section 2, we construct the polynomial coefficients of the differential operators representing the Baskakov operator and its inverse on the space of polynomials. Theorem 1 and 2 give the recurrence relations for the computation of these polynomials and their asymptotic behaviour when n → ∞. In Section 3, some additional results are given on the norms of Baskakov QIs V (r) n and a Voronovskaya type theorem about their asymptotic convergence orders on smooth functions. Section 4 describes some practical methods for the effective computation of these operators. Section 5 presents some numerical examples of approximation of functions by Baskakov quasi-interpolants. Finally, in Section 6, are listed the polynomial coefficients that are needed for the construction of the QIs V (r) n for 5 ≤ r ≤ 11. We want to emphasize the fact that the function to be approximated is only known by its values on uniform partitions of step 1/n of the positive real axis R + = [0, +∞). Therefore the Baskakov QIs cannot be compared with operators using specific points like e.g. zeros of orthogonal polynomials or similar systems of abscissas for the evaluation of the function. In a forthcoming paper [15] , we will study the quadrature formulas on R + generated by integration of those Baskakov QIs.
Notations. The rising factorials are written
The (positive) Stirling numbers of the first kind (see e.g. [1] , chapter 1) are defined by
The falling factorials are written
The (positive) Stirling numbers of the second kind are then defined by
We also use the notations X := x(1 + x), y := x 1+x and m r (x) := x r for monomials. P (resp. P n ) denotes the space of polynomials (resp. of polynomials of degree at most n).
Baskakov operator and its inverse as differential operators
Let us denote
the set of basic functions of the Baskakov operators
The images of (Newton) polynomials are monomials of the same degree ( [8] , Lemma 1.1)
where
Therefore V n is degree-preserving for all r ≥ 0. One can write
With the change of index k = j + r, the series can be written
As lim j→+∞ u j+1 u j = lim j→+∞ j+n+r j+1 y = y < 1, the series is always convergent. Moreover, V n is exact on P 1 since V n ν 0 (x) = m 0 (x) = 1 and V n ν 1 (x) = m 1 (x) = x.
2.1 V n and its inverse on P Therefore V n is an isomorphism of the space P of polynomials and both V n and U n := V −1 n can be written as differential operators on this space (here D = d/dx):
In the following, we often omit the upper index n when the latter is fixed.
Computation of polynomials
We begin with computing w n,p := V n m p , then solving the system of linear equations 
where the S(p, r) are the positive Stirling numbers of the second kind, we deduce immediately
For example
and 6xθ 2 + 6θ 3 = w 3 − m 3 gives θ 3 (x) = 1 6n 2 x(x + 1)(2x + 1).
In the general case, we get a linear system in θ 2 , θ 3 , . . . , θ r whose general equation is the following
By inverting the matrix, one obtains
we deduce
and finally we obtain the right polynomial
from which we derive the expression of
we get
which can be factorized as
In [8] , one finds
r /(n) r and, using the expansion
r D r , we see that η = (η k ) is solution of the linear system
whose solution can be written under the form
Example: computation of η 4 We have
, which gives
24 Substituting the polynomials ρ k by their expressions and factorizing, we get
as desired. However, the polynomials θ r and η r are more easily calculated by using the recurrence formulas of the next theorem.
Recurrence on polynomials β and α
Theorem 1. The polynomials θ r and η r satisfy the following recurrence relations:
Proof. For the polynomials θ r , the recurrence relation is already given in Lemma 1.1 of [8] . For the polynomials η r , the proof is rather technical, so we omit some details in calculations. The idea is to show that E r = r k=2
x r−k (r−k)! A k = 0 where
Moreover, as we have seen above, η = (η k ) is solution of the linear system
and it can thus be written under the form
Substituting the polynomials η j for their expansion in terms of polynomials ρ j in the expression
we obtain
which, using the definition of polynomials ρ r and ρ r−1 and after simplification, gives the desired result:
Now, it is easy to check that A 2 = 0. Then, by induction on r, assuming that A k = 0 for k = 2, . . . r − 1 and using the fact that E r = 0, we immediately deduce that A r = 0, q.e.d.
Asymptotic behaviour of θ and η
From the above results, we deduce, when n → ∞:
More generally, using the recurrence relations of Theorem 1, one obtains, by induction on r:
Theorem 2.The following limits hold, when n → +∞ lim n r θ
Proof. The result being already true for r = 1, 2, we assume the limits hold for r and we prove them for r + 1. We only give the proof for polynomials η (n) 2r+1 and η (n) 2r+2 , the one for θ (n) 2r+1 and θ (n) 2r+2 being similar. We start respectively from (n + 2r)n r (2r + 1)η
which completes the proof.
Baskakov quasi-interpolants: norm and convergence
Baskakov left quasi-interpolants are defined [8] by
(However in that paper the authors do not give the recurrence relation of Theorem 1 on the coefficients η). Baskakov right quasi-interpolants are defined by
They seem to be less interesting than the left ones since they need the knowledge of derivatives of the function f to be approximated. Therefore, we do not study them in the present paper.
In the rest of the paper, the QIs are thus left QIs.
Norms of Baskakov quasi-interpolants
The (left) Baskakov QIs can also be represented in the quasi-Lagrange form
where the quasi-Lagrange basic functions are defined by
This form allows to express the infinite norm of the operator V (r)
n as the max norm of the associated Lebesgue function
The following result is proved in [8] (Lemma 2.3):
Theorem 3. For all r ≥ 0, there exists a constant C r > 0 such that At first sight, it can be observed that the norms have reasonable values for 1 ≤ r ≤ 7 and much higher ones when r ≥ 8.
Asymptotic convergence order
From Theorems 1 and 2, we may immediately deduce the asymptotic convergence order of QIs for polynomials.
Theorem 4. Let p be a polynomial of degree
Proof. For p ∈ P m , with m ≥ 2r + 1, one can write
Remind that lim n r+1 η
The proof is similar for V
In other terms
This result can be extended, via Taylor's formula, to functions which are differentiable enough.
Proof. We only give the proof for the second limit, the one for the first limit being similar.
By Taylor's formula, for x fixed and for all t, there exists x t between x and t such that
Therefore, as V (2r+1) n is exact on P 2r+1 :
Moreover, as lim D 2r+2 V n m 2r+2 = D 2r+2 m 2r+2 = (2r + 2)! and lim n r+1 η 2r+2 (x) =η 2r+2 (x), we obtain lim n
Second, we will prove that lim
We already know that lim n r+1 (V
and finally
It remains to prove that lim n r+1 R(x) = 0 , where R is the quantity
where the quasi-Lagrange functions are defined by
We have seen above that
Therefore the parenthesis in the upper bound on |v
Let us introduce the two following subsets of indices, for a given a > 0:
We can write
The second sum is equivalent, up to the rational factor X −2rη
and we have to prove that lim n r+1 R 2 = lim n 2r+1
As j ∈ J 2 , |j/n − x| ≥ n −a implies |j − nx| 2p ≥ n 2p(1−a) , thus 1 ≤ n 2p(a−1) |j − nx| 2p , whence
From the recurrence relation of Theorem 1, we already know that θ 2r+2p+4 (x) ≤ Cn −(r+p+2) , thus
This gives
and the limit will be equal to 0 provided a < p+1−r 2p . Finally, we must have the following bounds on a: r + 1 2(r + 2)
This is possible if 
Computation of Baskakov quasi-interpolants
We give more explicit expressions of Baskakov quasi-interpolants V (r) n f (x) for the first orders 1 ≤ r ≤ 11, which can be useful for their practical evaluation. The general case can be treated in the same way.
Baskakov operator
The problem is to compute, for a given N large enough,
Recalling the notations f k := f k n and y = x 1+x , one gets
As P N (y) is a polynomial of degree at most N in the variable y, it can be evaluated in O(N ) operations.
For the results below, we need the following lemma whose proof is technical, but straightforward
Lemma. (i) For given pairs (p, j) and (n, k), with 0 ≤ j ≤ p and 0 ≤ k ≤ n, there holds
4.2 Baskakov QI: r = 2
We have to compute
Using the above lemma
we obtain, using (1 + 2x)X = (1 + x) 3 y(1 + y):
In a similar way, we compute
Using the auxiliary variable z = y + 1/y, the numerator of η 4 (x) can be written
we deduce the following expression
In the same way, we get successively
Approximation by Baskakov quasi-interpolants: examples
In practice, one can only compute an approximation of V (r) n f (x) involving N terms of the series, for N large enough
We often choose N = mn where m = 5, 6 for example: this gives a reasonable approximation on the intervals [0, 2] or [0, 3] . Of course, the results depend very much both on the function to be approximated and on the interval in which one needs this approximation. Remarks. 1) Some comments on the above computations:
• We are aware of the fact that this numerical study is neither complete nor sufficient and that we should compare with other approximation methods. However, this was not the main aim of this paper.
• For smooth and decreasing functions, the results are as expected with an improvement in the approximation order. The numerical convergence orders tend to the actual ones, predicted in Theorem 5, but we observe that the convergence is slow for higher orders.
• It is a little bit surprising that example 3 (f (x) = exp(−x 2 )) does not give as good results as example 1 (f (x) = exp(−x)). Maybe this is due to the change of convexity of the former. Example 5 shows that the approximation deteriorates for an oscillating function and the observed convergence orders are not the predicted ones.
2) It is of course possible to approximate functions on wider intervals. In that case, one has to increase the value of N in order to have a good approximation. The convenient choice of N is still an open problem.
3) In forthcoming papers, we plan to study some techniques allowing a better approximation of series (by using e.g. convergence acceleration methods) involved in the computation of Baskakov quasi-interpolants and to give some applications to numerical analysis. For the reader's convenience, we give tables of the first polynomials θ (n) r and η (n) r involved in the differential representations of V n and its inverse as differential operators on polynomials. We recall that X := x(x + 1) and (n + 1) r := (n + 1) . . . (n + k). Using the recurrence relation of Theorem 1, Section 2, we obtain successively 6.1 Polynomials theta θ 6 (x) = X 6!n 5 (1 + 5((n + 6)X + (3n 2 + 26n + 24)X 2 ) θ 7 (x) = X 7!n 6 (2x + 1)(1 + 4(14n + 15)X + 3(35n 2 + 154n + 120)X 2 ) θ 8 (x) = X 8!n 7 (1 + a 1 X + a 2 X 2 + a 3 X 3 ) a 1 = 119n + 126, a 2 = 490n 2 + 2156n + 1680 a 3 = 105n 3 + 2380n 2 + 7308n + 5040 θ 9 (x) = X 9!n 8 (2x + 1)( 
