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Tietoverkot ovat nykypäivänä yritysten toiminnan kannalta erittäin tärkeitä resursseja. 
Siksi niiden toimivuuden ylläpitämiseen käytetään verkonvalvontaa. 
Verkonvalvonnan perusajatuksena on verkon palvelujen toimivuuden seuranta, 
vikojen etsintä sekä toimintojen kehittäminen esimerkiksi verkon liikennemääriä 
seuraamalla. 
Tämän opinnäytetyön tarkoituksena oli selvittää Kymenlaakson ammattikorkeakoulun 
tietoverkkojen ja niiden valvonnan nykytilanne. Lisäksi tavoitteena oli vertailla 
kolmea eri valvontasovellusta, joista organisaation vaatimuksiin parhaiten soveltuva 
valitaan tuotantokäyttöön valvomaan verkon aktiivilaitteita, palvelimia ja palveluja. 
Lisäksi dokumentissa kuvataan ICT-laboratorioon asennettavan Zabbix-
verkonvalvontasovelluksen käyttöönoton valmisteluvaihetta. 
Työn teoriaosassa tarkastellaan yleisesti verkonhallintaa, sen vaatimuksia ja osa-
alueita. Verkonhallinnan osa-alueet ovat vikojen hallinta, käytön hallinta, 
suorituskyvyn hallinta, kokoonpanon hallinta ja turvallisuuden hallinta. Tämän lisäksi 
teoriaosuudessa käsitellään verkonhallinnan yleisimmän protokollan SNMP:n (Simple 
Network Monitoring Protocol) sekä sen käyttämän MIB-tietokannan toimintaa. 
Opinnäytetyössä suoritetun vertailun perusteella hankittavaksi valvontasovellukseksi 
suositellaan NetEye-tuoteperhettä, koska se on ominaisuuksiltaan ja kustannuksiltaan 
soveltuvin ratkaisu Kymenlaakson ammattikorkeakoulun tietoverkon valvontaan. 
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Information networks are important resources in modern-day businesses. That is why many organi-
zations are using network monitoring to maintain the functionality of their networks. The basic idea 
of network monitoring is to monitor the performance of the services and to develop the operations 
in the network. 
The purpose of this thesis work was to clarify the present situation of information networks and 
their monitoring in Kymenlaakso University of Applied Sciences. Another objective was to com-
pare different monitoring software. The most appropriate solution would be selected for production 
use to monitor network devices, servers and services in Kymenlaakso University of Applied 
Sciences. Added to this, the document describes the introduction of the preparatory phase of the 
installation of the Zabbix network monitoring software, which will later be implemented in 
Metsola’s ICT laboratory. 
The theoretical section deals with network management in general and covers its requirements and 
the areas of function. The five areas of function are fault management, configuration management, 
accounting management, performance management and security management. In addition, the theo-
retical part discusses SNMP, the most common protocol used in network monitoring, and MIB, the 
management database of SNMP. 
Based on the survey, NetEye was the most appropriate network monitoring software for Kymen-
laakso University of Applied Sciences because of its features and costs. 
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DES Data Encryption Standard, tietotekninen salausalgoritmi 
 
EGP Exterior Gateway Protocol, Internetin reititysprotokolla 
 
FDDI Fiber Distributed Data Interface, optisiin siirtoyhteyksiin perustuva 
verkko, jonka perinteinen nopeus on 100Mb/s ja jonka siirtotienä toimii 
valokuitu 
 
DHCP Dynamic Host Configuration Protocol, IP-osoitteiden jakamiseen tarkoi-
tettu verkkoprotokolla 
 
DNS Dynamic Name Server, nimipalvelujärjestelmä, joka muuntaa verkko-
tunnuket IP-osoitteiksi 
 
HTTPS Hypertext Transfer Protocol Secure, HTTP-protokollan suojattu versio 
 
ICMP Internet Control Message Protocol, kontrolliprotokolla, jolla lähetetään 
nopeasti viestejä koneesta toiseen 
 
ICT Information and Communication Technology, tieto- ja viestintäteknolo-
gia 
 
IOS Internetwork Operating System, Cisco-reitittimien ja -kytkimien käyttä-
mä ohjelmisto 
 
IP Internet Protocol, TCP/IP-mallin protokolla, joka toimittaa pakettikyt-
kentäisen verkon tietoliikennepaketit perille   
 
ITU-T The telecommunication standardisation sector of International Tele-
communication Union, kansainvälisen televiestintäliiton televiestin-
täsektori, jonka päätehtäviä ovat mm. standardisointi 
 
LDAP Lightweight Directory Access Protocol, hakemistopalvelujen käyttöön 
tarkoitettu verkkoprotokolla, jonka pääasiallinen tehtävä on autentikointi 
 
   
 
 
MD5 Message-Digest algorithm 5, salsanojen suojaamiseen tarkoitettu algo-
ritmi 
 
MIB Management Information Base, verkon hallinnassa käytettävä virtuaali-
nen tietokanta 
 
NMS Network Management System, laitteistojen ja ohjelmistojen yhdistelmä, 
jolla hallitaan verkkoja 
 
OID Object Identifier, yksilöintitunnus, joka on kohteeseen liitettävä numero-
sarja 
 
OSI Open Systems Interconnection, malli, joka kuvaa tiedonsiirtoprotokolli-
en yhdistelmän seitsemässä kerroksessa 
 
RFC Request for Comments, Internetiä koskevia standardeja 
 
RMON Remote Network Monitoring, liikennepohjaisen tietoliikenteen tarkaste-
lutekniikka 
 
RPM RPM Package Manager, alun perin RedHat Package Manager, paketin-
hallintaohjelma, joka hoitaa asennuksen käyttäjän puolesta ja asentaa 
tiedostot oikeille paikoilleen 
 
SFTP SSH File Transfer Protocol, protokolla, joka mahdollistaa tiedostojen 
käsittelyn SSH-protokollan yli 
 
SGMP Simple Gateway Monitoring Protocol, tietoverkkojen hallintaan käytet-
tävä protokolla, SNMP:n edeltäjä 
 
SHA1 Secure Hash Algorithm 1, salauksissa käytettävä kryptografinen tiiviste-
funktio 
 
SMI Structure of Management Information, määrittely, joka määrittää 
SNMP:n tietokannan objektit 
   
 
 
 
SMTP Simple Mail Transfer Protocol, sähköpostipalvelimien käyttämä TCP-
pohjainen viestinvälitysprotokolla 
 
SNMP Simple Network Monitoring Protocol, tietoverkkojen hallintaan käytet-
tävä protokolla 
 
SSH Secure Shell, ohjelmisto, jolla voidaan ottaa salattuja etäyhteyksiä järjes-
telmästä toiseen 
 
TCP Transmission Control Protocol, yhteyksien luomiseen tarkoitettu tietolii-
kenneprotokolla 
 
TCP/IP Transmission Control Protocol / Internet Protocol, usean Internet-
liikennöinnissä käytettävän tietoverkkoprotokollan yhdistelmä 
 
UDP User Datagram Protocol, yhteydetön tiedostonsiirtoprotokolla 
 
VLAN Virtual Local Area Network, virtuaalilähiverkko 
 
VoIP Voice Over Internet Protocol, tekniikka jonka avulla voidaan siirtää ään-
tä reaaliaikaisesti IP-protokollan välityksellä 
 
VPN Virtual Private Network, virtuaalinen yksityinen verkko 
 
WLAN Wireless Local Area Network, langaton lähiverkkotekniikka 
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1 JOHDANTO 
Nykypäivän yritysmaailmassa tietoverkot ovat nousseet erittäin tärkeiksi resursseiksi, 
koska yhä enenevässä määrin organisaatioiden toiminnot siirtyvät toimimaan tieto-
verkkojen välityksellä. Näin ollen informaatio tukeutuu yhä enemmän tietoliikentee-
seen ja informaatioteknologiaan sekä sen tarjoamiin sovelluksiin. 
Verkkojen kasvaessa ja laitteiden lisääntyessä topologiat monimutkaistuvat ja verkko-
jen hallinta vaikeutuu. Tällöin on löydettävä paras mahdollinen keino tietoverkkojen 
toimivuuden ylläpitämiseksi. Tätä varten on kehitetty erilaisia hallintatyökaluja, jotka 
monitoroivat verkon laitteiden sekä palvelujen tilaa ja joiden avulla verkkoja pyritään 
pitämään jatkuvasti toimintakunnossa. Valvontasovellukset eivät pelkästään selkeytä 
verkonvalvontaa sekä -hallintaa vaan helpottavat ja tehostavat myös ylläpitoa ja yllä-
pitäjien työtä. Verkonvalvontasovellusten perusajatuksena on vikojen etsintä sekä 
toimintojen kehittäminen, mutta mahdollisten verkon väärinkäyttötapauksien estämi-
seksi nykysovellukset pystyvät seuraamaan myös käyttäjien verkonkäyttöä. 
Opinnäytetyön tarkoituksena on toimia Kymenlaakson ammattikorkeakoulun (Ky-
AMK) verkonvalvonnan suunnittelupohjana. Tämä koostuu KyAMK:n valvontaym-
päristön kartoituksesta, tarjolla olevien valvontasovellusten vertailusta sekä käytettä-
vän sovelluksen valinnasta. Sovelluksen varsinainen käyttöönotto tullaan toteuttamaan 
tätä työtä apuna käyttäen. 
Verkonhallinnan sekä -valvonnan ymmärtämiseksi työn teoriaosuudessa käsitellään 
pääpiirteittäin verkonhallinnan periaatteita sekä yleisimmän valvontasovellusten käyt-
tämän protokollan SNMP:n toimintaa. 
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2 VERKONHALLINTA 
Verkonhallinta on tärkeä osa nykypäivän yritysmaailmaa, sillä useimmat yritysten 
palvelut tukeutuvat tietoverkkoihin toimimalla niiden kautta. Tietoverkoissa kuljete-
taan lisäksi yrityksen kannalta tärkeää informaatiota (esim. myynti, hankinta, tuotanto, 
logistiikka ja hallinto). (1:305) 
Yritysten tietojärjestelmät koostuvat useimmiten tietoliikenteellä yhdistetyistä laitteis-
ta, jonka ytimenä toimii tietoverkko. Toimiva verkko vaatii valvontaa ja verkonhallin-
nan tarkoituksena onkin saada verkko sekä sen palvelut toimimaan luotettavasti ja 
eheästi. Verkonhallinnalla pyritään ennalta ehkäisemään verkon ongelmia sekä kor-
jaamaan syntyneitä vikoja tehokkaasti ja turvaamaan verkon kautta käytettävien pal-
veluiden saatavuus. (2:277) 
Tietoverkkojen ylläpito ilman asianmukaista hallintatyökalua on suuremmissa koko-
naisuuksissa hankalaa, sillä verkon eri osa-alueet voivat sijaita maantieteellisesti täy-
sin eri paikoissa. Hyvänä esimerkkinä toimii Kymenlaakson ammattikorkeakoulu, 
jonka toimipisteitä sijaitsee ympäri Kymenlaaksoa (Metsola, Jylppy, Kuusankoski, 
Kasarminmäki). Toimipisteiden sisälläkin verkot voivat olla hajautettuja, kuten Ka-
sarminmäen kampuksella, jossa tietoverkkoja sijaitsee monessa rakennuksessa, vaikka 
kyseessä on sama toimipiste. Hajautetut lähiverkot yhdistetään etäverkoilla yhdeksi 
toimivaksi verkoksi. 
Kokonaisuutta, joka toteuttaa verkonhallinnan, kutsutaan verkonhallintajärjestelmäksi. 
Hallintajärjestelmät koostuvat yleensä sovelluksista, jotka monitoroivat verkkoa. Hal-
lintasovellukset perustuvat yleisimmin SNMP-protokollaan ja käyttävät mahdollisesti 
myös telnet- ja www-pohjaisia laitehallintatyökaluja. Monitoroinnin avulla ylläpitäjä 
pystyy seuraamaan tietoverkkojen, sen palvelujen sekä laitteiden tilaa etänä, sillä ver-
kon eri osissa sijaitsevat palvelut kommunikoivat keskitetylle verkonhallinta-asemalle 
asennetun valvontaohjelmiston kanssa ja antavat näin ylläpidolle kokonaiskuvan ver-
kosta ja sen tilasta. Näin pystytään paikantamaan mahdolliset ongelmat verkossa sekä 
nopeuttamaan ongelmista toipumiseen kuluvaa aikaa tai korjaamaan ilmaantuneet viat 
ennen kuin mittavaa vahinkoa on päässyt tapahtumaan verkon käyttäjien tiedoille tai 
palveluille. 
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2.1 Verkonhallinnan vaatimukset 
Riippuen näkökulmasta, verkonhallinnalle voidaan asettaa erilaisia vaatimuksia. Terp-
lan on listannut niistä tärkeimmät: 
• Organisaation omaisuuden kontrollointi. Tietoverkot eivät hyödytä yrityksien 
liiketaloudellisia tavoitteita ilman tehokasta valvontaa. 
• Hallinnan kompleksisuus. Tietoverkkojen resurssien käytön uhkana on verkon 
laitteiden, käyttäjien, protokollien ja toimittajien määrän kasvu. Tämän takia 
verkon ylläpitäjien tulee olla koko ajan selvillä siitä, mitä verkkoon on liitetty 
ja kuinka sen resursseja käytetään. 
• Palvelun parantuminen. Tietojärjestelmien kasvaessa ja hajautuessa, käyttäjät 
odottavat verkolta samanlaista tai parempaa palvelua kuin aikaisemmin. 
• Tarpeiden tasapainottaminen. Eri käyttäjäryhmät tarvitsevat erilaisia palveluja 
ja resursseja joita yrityksen tietojärjestelmien tulee tarjota käyttäjilleen. Pitääk-
seen tarpeet tasapainossa tulee verkon ylläpitäjän kontrolloida sekä jakaa käy-
tettäviä resursseja. 
• Katkosten vähentäminen. Verkonhallinnalla on tärkeä rooli saatavuuden ta-
kaamiseksi, sillä tietojärjestelmien merkityksen myötä niiden ajallisen saata-
vuuden vaatimukset lähestyvät sataa prosenttia. 
• Kustannusten hallinta. Resurssien käyttöastetta on seurattava, jotta voidaan 
taata käyttäjien olennaiset tarpeet kohtuullisilla kustannuksilla. 
(3.) 
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2.2 Verkonhallinnan osa-alueet 
Verkonvalvonta ja -hallinta muodostavat kokonaisuuden jota kutsutaan verkonhallin-
naksi. ITU-T:n verkonhallintastandrdin X.700 mukaan verkonhallinta jakautuu viiteen 
eri osa-alueeseen: 
Verkonvalvonnan osa-alueet: 
• Vikojen hallinta 
• Käytön hallinta 
• Suorituskyvyn hallinta 
Verkonhallinnan osa-alueet: 
• Kokoonpanon hallinta 
• Turvallisuuden hallinta 
Vikojen, käytön sekä suorituskyvyn hallinnalla tarkoitetaan verkonvalvontaa ja ko-
koonpanon sekä turvallisuuden hallinnalla tarkoitetaan verkonhallintaa. Valvontaa pi-
detään verkon kannalta lukuprosessina, ja se sisältää verkon liikenteen valvonnan, kun 
taas hallinta käsitetään kirjoitusprosessina ja se mahdollistaa verkon suorituskyvyn te-
hostamisen. (4:303; 1:306.)  
2.2.1 Vikojen hallinta 
Vikatilanteiden hallinnalla pyritään havaitsemaan, kirjaamaan, ilmoittamaan viasta 
käyttäjälle sekä korjaamaan vika. Laajalle skaalautuvan verkon toimintakunnon yllä-
pitämiseksi on pidettävä huolta, että verkon jokainen laite on itsessään kunnossa. Kun 
vika havaitaan, ensimmäinen toimenpide on sen paikallistaminen sekä muun verkon 
eristäminen vian mahdollisten aiheuttamien häiriöiden estämiseksi. Jotta ilmaantuneen 
vian aiheuttamat häiriöt jäävät mahdollisimman pieniksi, muutetaan tarvittaessa lait-
teen konfiguraatiota. Tämän jälkeen vikaantuneet laitteet tai komponentit vaihdetaan, 
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jotta verkon toiminta pystyttäisiin palauttamaan entiselleen. Vikoihin tulee reagoida 
nopeasti, jotta verkon saatavuus turvataan sekä käyttökatkokset vähenisivät. 
Lopulta, kun vika on korjattu, on varmistuttava siitä, että verkko toimii täysin oikein 
eikä vikaa ole enää olemassa eikä uusia ongelmia ole ilmentynyt. Vikojen hallinnan 
tulisi aiheuttaa mahdollisimman vähän haittaa verkon suorituskyvylle. (3.) 
2.2.2 Käytön hallinta 
Käytön hallinnalla seurataan verkon resurssien käyttöä. Jotta verkko olisi tarpeiden 
mukainen, käyttöasteen ja resurssien seuraamisesta saatuja tunnuslukuja käytetään ka-
pasiteettisuunnittelussa eli verkon laajentamisen suunnittelussa sekä kehittämisessä. 
Käytön hallinnalla voidaan selvittää myös verkkoa kuormittavat väärinkäytökset sekä 
tehottomat käytöt, joita aiheuttavat useimmiten verkon käyttäjät. Loppukäyttäjille on 
kyettävä selvittämään mitä tietoa kerätään ja mistä sitä kerätään. Saatavia tunnusluku-
ja voidaan käyttää hyödyksi myös verkon käyttäjien laskutuksessa.(1:307.) 
2.2.3 Suorituskyvyn hallinta 
Suorituskyvyn hallinta koostuu valvonnasta sekä hallinnasta. Valvonnan avulla seura-
taan verkon liikennettä ja hallinnan avulla asetetaan verkon asetukset vastaamaan vaa-
dittua suorituskyvyn tasoa. Suorituskyvyn hallinnalla pyritään pitämään verkon lii-
kennemäärät hyväksyttävällä tasolla.  
Suorituskyvyn kannalta tärkeimpiä mittareita ovat 
• kapasiteetin käyttöaste 
• liikenteen määrä 
• vasteajat. 
Suorituskyvyn hallinta ei seuraa verkon palveluiden käyttöä, vaan keskittyy enimmäk-
seen verkon ja laitteiden tilaan. (4:304.) 
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2.2.4 Kokoonpanon hallinta 
Kokoonpanon hallinnan tehtäviin kuuluu verkon laitteiden määrittelytiedostojen hal-
linta. Tiedostojen avulla voidaan muuttaa haluttujen laitteiden attribuutteja ja ladata 
konfiguraatiotiedostoja verkon eri laitteisiin, jotta jokainen laite vastaisi senhetkisiä 
tarpeita ja vältyttäisiin mahdollisilta yhteensopivuusongelmilta. Jos ongelmia ilmenee 
voidaan konfiguraatiotiedostojen avulla palauttaa laitteet aikaisempaan tilaan. Tämä 
on tärkeä seikka vikatilanteista toipumiseen kuluvan ajan kannalta. Kokoonpanon hal-
linnan tärkeimpiä tehtäviä ovat myös laitteiden, laitekokoonpanojen tai verkon hallittu 
käynnistäminen sekä sammuttaminen ja verkon alustus. (1:306.) 
2.2.5 Turvallisuuden hallinta 
Turvallisuuden hallinnalla seurataan ja kontrolloidaan pääsyä verkon laitteisiin sekä 
sen tietoihin että palveluihin. Esimerkiksi yrityksen julkiset sivut ovat kaikkien saata-
villa, kun taas intranet-sivut ovat vain rajatun käyttäjäryhmän saatavilla. Turvallisuu-
denhallinta keskittyy käyttäjäryhmien oikeuksien määrittämisen sijasta siihen, kenellä 
ja mistä on oikeus päästä eri laitteisiin käsiksi. (1:307.) 
3 SNMP 
SNMP on tällä hetkellä keskeisin verkonhallintajärjestelmissä käytetty hallintaproto-
kolla ja se on saavuttanut nykyisen suosionsa lähinnä yksinkertaisuutensa ansiosta. 
SNMP vaatii toimiakseen TCP/IP-protokollapinon, mutta käyttää tiedonsiirtoon yh-
teydetöntä UDP-protokollaa. SNMP:n avulla voidaan hallita verkon tapahtumia sekä 
helpottaa vianhakua verkossa. Protokolla on saatavana kaikille yleisille lähi- ja etä-
verkkolaitteille ja käytännössä sillä voidaan hallita mitä tahansa verkon laitetta, jossa 
on asennettuna SNMP-hallintasovellus. SNMP:n pääasialliset käyttöalueet ovat ver-
kon sekä sen laitteiden että yhteyksien tilaa kuvaavien tietojen ylläpito sekä laitteiden 
konfigurointitiedot. (2:280.) 
3.1 SNMP:n rakenne 
SNMP:n rakenne koostuu kolmesta peruskomponentista. Tärkein on määriteltyjä tie-
toja keräävä hallinta-asema (Network Management Station, NMS). NMS:n lisäksi 
SNMP:aan kuuluvat hallittavissa kohteissa sijaitsevat agentit, joiden kanssa hallinta-
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asema kommunikoi sekä hallintatietokanta MIB (Management Information Base), jos-
ta hallinta-asema hakee informaatiota (kuva 1). 
 
Kuva 1. SNMP:n rakenne 
 
SNMP käyttää hallinta-aseman sekä agentin väliseen kommunikointiin erilaisia vieste-
jä: 
• GET 
• GET-NEXT 
• GET-BULK 
• GET-RESPONSE (SNMPv2 & SNMPv3) 
• SET 
• TRAP 
• NOTIFICATION (SNMPv2 & SNMPv3) 
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• INFORM (SNMPv2 & SNMPv3) 
• REPORT (SNMPv2 & SNMPv3) 
Agentin ja hallinta-aseman väliset UDP-viestit koostuvat versionumerosta, yhteisöni-
mestä (community string) sekä PDU:sta (Protocol Data Unit). UDP käyttää viestin lä-
hetykseen porttia 161 lukuun ottamatta agentin lähettämiä trap-viestejä, jotka käyttä-
vät porttia 162. (5.) 
 
Kuva 2. Hallinta-aseman ja agentin viestien käyttämät porttinumerot 
Kun hallinta-asema tai agentti aikoo suorittaa SNMP-toiminnon (esim. trap- tai re-
quest-viestit), tapahtuu TCP/IP-protokollapinon eri kerroksissa seuraavaa: 
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• Sovelluskerros. SNMP toimii sovelluskerroksessa, jossa SNMP-sovellukset 
kommunikoivat keskenään UDP-porttien avulla. Sovelluskerroksesta välite-
tään tietoa loppukäyttäjälle käyttöliittymän kautta sekä lähetetään viestejä 
agenttien sekä hallinta-aseman välillä. 
• UDP (Kuljetuskerros). Seuraavassa kerroksessa mahdollistetaan eri kompo-
nenttien keskustelu keskenään. Riippuen viestistä, käytettävä portti on joko 
161 tai 162. Kyseisten porttien kautta lähetetään UDP-viestejä eteenpäin. Käy-
tettävä portti on sisällytetty UDP-viestin kehykseen muiden tietojen ohella. 
• IP (Internet-kerros). Seuraavana Internet-kerros kuljettaa SNMP-paketin IP-
osoitteen perusteella haluttuun kohteeseen. Paketit kuljetetaan reitittimien 
avulla. 
• MAC (Verkkokerros). Lopulta paketit kulkevat verkkokerrokselle, joka on 
fyysisten laitteiden rajapinta. Verkkokerroksen tehtävänä on määritellä, mille 
protokollalle tiedot annetaan käsiteltäväksi. 
(5.) 
3.1.1 Hallinta-asema 
Hallinta-asema on yleisimmin itsenäinen työasema tai palvelin, jolla ajetaan verkon-
hallintaohjelmistoa, jonka kanssa verkkolaitteissa olevat agentit kommunikoivat. Hal-
linta-asemia kutsutaan myös managereiksi tai NMS:ksi. Hallintajärjestelmä vastaanot-
taa agenteilta kyselyiden vastaukset (query) sekä hälytykset (traps). Hallintatoiminnot 
suoritetaan agenteilta saatujen verkon laitteiden mittaustuloksien ja tunnuslukujen pe-
rusteella. Näihin tietoihin perustuen NMS muodostaa myös graafisia kuvaajia, jotka 
kuvaavat verkon tilaa. Hallintaohjelmiston käytettävissä on erinäisiä työkaluja, jotka 
toimivat verkon hallittavien laitteiden rajapintana, joilla voidaan vaihtaa hallittavien 
laitteiden asetuksia sekä hakea tietoa verkon eri osa-alueista.  Fyysisesti tarkasteltuna 
verkonhallinnassa käytettävä hallinta-asema on usein tehokas tietokone nopealla pro-
sessorilla sekä suurella kiintolevy- ja keskusmuistikapasiteetilla. (5.) 
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3.1.2 Agentit 
Agentit ovat ohjelmia, jotka sijaitsevat hallittavan verkon laitteissa ja joilla on pääsy 
laitteiden tilatietoihin. Ne voivat olla erillisiä ohjelmia, kuten Linuxin daemonit tai ne 
voivat olla sisällytettynä laitteen käyttöjärjestelmään, kuten esim. Cisco-reitittimien 
IOS. Nykypäivänä suurimmassa osassa verkkolaitteita on jonkinlainen sisäänrakennet-
tu SNMP-agentti helpottamassa ylläpidon työtä. Nämä kyseiset agentit kommunikoi-
vat hallinta-asemien kanssa antamalla informaatiota hallitsemistaan laitteista erilaisilla 
viesteillä. Huomatessaan verkossa tapahtuvan jotain normaalista poikkeavaa, agentti 
lähettää hälytyksen (trap) hallinta-asemalle, joka käsittelee hälytyksen. Tilasta palau-
duttuaan laitteet lähettävät ”all clear” viestin, jolloin tiedetään vikatilanteen ratken-
neen. (5.) 
 
3.1.3 MIB & SMI 
MIB on agenttien ylläpitämä hierarkkinen tietokanta, joka kuvaa hallittavan laitteen 
tiedot muuttujina ja muuttujajoukkoina. Muuttujat on nimetty sekä merkitty numero-
tunnisteella, OID:lla (Object Identifier). Seurattavana oleva tapahtuma voi olla esi-
merkiksi reitittimen liitäntäportin tila (ylhäällä/alhaalla) tai liitäntään saapuneiden pa-
kettien määrä.  MIB-tietokannasta saatujen tietojen avulla hallinta-asema määrittelee 
verkkolaitteen tilan. Hallintatietokannan muodostuminen on määritelty SMI-
standardin mukaisesti. SMI tarjoaa tavan objektien määrittelemiseksi, kun taas MIB-
tietokanta on itse objektin kuvaus. Tekniikkaa voidaan verrata sanakirjaan, jossa ensin 
kerrotaan kuinka sana kirjoitetaan (SMI) ja lopulta kerrotaan, mitä kyseinen sana tar-
koittaa (MIB). MIB:n muuttujat jaetaan kahdeksaan ryhmään, joista viisi koskee pe-
rusprotokollia (IP, ICMP TCP, UDP, EGP) ja loput kolme määrittelevät laitteiden 
verkkotiloja, verkkoliitäntöjä ja laitteen käyttämän käyttöjärjestelmän tilaa. (5.) 
Käytettävät standardinmukaiset hallintamäärittelyt ovat seuraavat: 
• MIB I yleisille TCP/IP-laitteille 
• MIB II Ethernet-, Token Ring- ja FDDI-lähiverkkolaitteille ja -verkoille 
• Hub MIB Ethernet-keskittimille 
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• Bridge MIB Ethernet-silloille 
• Host MIB tietokoneille ja työasemille 
• Frame Relay MIB kehysvälitysverkon laitteille ja liitännöille 
• RMON MIB verkon etämonitorointiin, tasot 1-2 
• RMON II MIB tasojen 1-7 etämonitorointiin 
• Manager-to-manager MIB hallinta-asemien väliseen sanomanvaihtoon 
SNMPv2:ssa 
(1:309.) 
MIB-tietokannoista on siis monia eri versioita, mutta tällä hetkellä yleisin käytettävis-
sä oleva on MIB-II -tietokanta. Tämä standardi määrittelee liittymäportista saatujen ti-
lastojen muuttujia ja monia muita asioita, jotka liittyvät itse järjestelmään. MIB-II:n 
päätavoite on tarjota yleisesti TCP/IP-hallintainformaatiota. (5.) 
3.2 SNMP:n versiot 
SNMP:n varhainen versio kehitettiin New Yorkissa vuonna 1988 hallitsemaan suuren 
verkon reitittimiä. Protokolla kulki tällöin nimellä Simple Gateway Management Pro-
tocol (SGMP). Ajan kuluessa yleisemmän ja monipuolisemman verkonhallinnan tarve 
kasvoi, jolloin SGMP:n yksinkertainen toimivuus huomattiin IAB:n (Internet Activi-
ties Board) toimesta ja uutta protokollaa alettiin kehittämään SGMP:n pohjalta. (6.) 
3.2.1 SNMPv1 
Ensimmäinen käytössä ollut SNMP:n versio tunnetaan nimellä SNMPv1. Sen ensim-
mäiset RFC-suositukset ilmestyivät jo vuonna 1988, mutta lopullinen muoto saavutet-
tiin vuonna 1990. SNMPv1 on käytännössä hyvin yksinkertainen ja se koituikin kysei-
sen protokollan heikkoudeksi. SNMPv1:ssä ei ole kunnollista käyttäjän autentikointia, 
vaan luottosuhteiden muodostaminen perustuu selkokielisenä kulkevaan salaamatto-
maan community string –avaimeen, joka toimii kuten salasana. Community string –
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avainta käytetään oikeutena lukea tai kirjoittaa tietoa agentin hallitsemalta laitteelta. 
Tämän lisäksi pyynnön lähettäjän IP-osoitteet tarkistetaan, jotta varmistetaan pyynnön 
lähettäjän olevan oikea. Tämäkin on yksi merkittävä tietoturvauhka, sillä lähettäjän 
IP-osoitteen muuttaminen käy helposti, jonka takia SNMP:ssä pyyntöjä lähettäviä lait-
teita ei pystytä varmuudella tunnistamaan. (6.) 
3.2.2 SNMPv2 
SNMP:n turvallisuuden parantamiseksi alkoi SNMP:n parannellun version kehittämi-
nen. Kehityksen tuloksena syntyi SMP (Simple Monitoring Protocol), jonka pohjalta 
kehitettiin uusi standardiehdotus SNMPv2 joka hyväksyttiin vuonna 1993. Versio 2 
oli edeltäjäänsä verrattuna selkeästi monimutkaisempi protokolla, vaikka se pohjautui 
suurimmaksi osin SNMPv1:n tekniikkaan käyttäen muun muassa community string -
avainta käyttäjän tunnistukseen. Uuden version oli tarkoitus parantaa tietoturvaa, suo-
rituskykyä, luotettavuutta sekä hallinta-asemien välistä kommunikointia. Samalla 
SNMP:n reviiri laajeni, sillä versio 2 soveltui sekä TCP/IP että OSI-pohjaisiin verk-
koihin. (6.) 
3.2.3 SNMPv3 
Viimeisin ja tietoturvallisin SNMP:n versio määriteltiin vuonna 2002. SNMPv3 kehi-
tettiin parantamaan edellisten versioiden jättämiä tietoturva-aukkoja. Tietoturvaa pa-
rannettiin lisäämällä ominaisuuksiin autentikointimekanismi sekä salasanan salaus. 
Autentikoinnissa käytetään joko SHA1- tai MD5-algoritmiä ja salaus tapahtuu DES-
kryptausalgoritmilla. SNMPv3:ssa community string–avaimen korvaa käyttäjäkohtai-
set tunnukset ryhmänimi (Groupname) sekä käyttäjänimi (Username). (6.) 
4 VERKONVALVONTA KÄYTÄNNÖSSÄ 
Työn tarkoituksena on kartoittaa Kymenlaakson ammattikorkeakoulun vaatimuksiin 
sopiva verkonvalvontasovellus, joka sijoitetaan koulun tekniseen ympäristöön siten, 
että ohjelmiston valvonnan piiriin kuuluvat KyAMK:n jokainen toimipiste ja niissä 
toimivat palvelimet sekä verkkolaitteet. Verkkolaitteiden lisäksi tarkoituksena on val-
voa yksityiskohtaisesti myös KyAMK:n tietoliikenneverkossa käytettävien eri proto-
kollien sekä palvelujen toimintaa.  
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4.1 Valvontaympäristö 
Toteutettava valvontaympäristö koostuu Kymenlaakson ammattikorkeakoulun toimi-
pisteiden palvelimista ja verkkolaitteista. Kokonaisuudessaan ympäristössä on 25 fyy-
sistä palvelinta, 73 virtuaalipalvelinta ja 50 kytkintä. Verkkolaitteiden lisäksi valvonta 
ulottuu jokaisen toimipisteen verkossa toimiviin eri palveluihin ja protokolliin. Toimi-
pisteet sijoittuvat Kotkan (Metsola, Jylppy) sekä Kouvolan (Kasarminmäki, Kuusan-
koski) alueille. Internet-yhteyden palveluntarjoajana toimii Funet. 
Funet
(Internet)
1Gbit/s
1Gbit/s
1Gbit/s
1Gbit/s
1Gbit/s
KyAMK / Metsola
KyAMK / Kuusankoski
KyAMK / Kouvola
KyAMK / Jylppy
Optigon
 
Kuva 4. KyAMK:n looginen verkkokuva 
4.1.1 Kotka 
Kotkan seudun verkko jakautuu maantieteellisesti kahteen eri osa-alueeseen: 
• Metsola, tekniikan ja liikenteen alan opetustilat, tietohallinto 
• Jylppy, sosiaali- ja terveysala 
Kotkan toimipisteiden valvontaympäristö rakentuu 1 Gigabit/s runkoyhteyden ympä-
rille. Yhteys Metsolan ja Jylpyn toimipisteiden sekä internetin välille muodostetaan 
Optigon-palvelinkeskuksen kautta, jossa sitaisee myös verkon palomuuri. Internetin 
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palveluntarjoajana toimii Funet. Metsolaan levittyvä verkko reititetään HP5412ZL-
reitittimen kautta ICT-laboratiorioon sekä Metsolan toimipisteen sisäverkkoon. Kou-
lun sisäverkossa yhteydet jaetaan eteenpäin HP:n 26xx ja 28xx kytkimillä, joiden 
kautta verkko jaetaan erinäisiin VLAN:eihin, joilla jokaisella on oma käyttötarkoituk-
sensa. Sisäverkossa toimii myös Kymen Puhelimen tarjoama WLAN-yhteys, jonka 
valvonta ja ongelmatilanteiden ratkominen toteutetaan yhteistyössä Kymen Puhelimen 
kanssa. ICT-laboratoriossa verkko jaetaan Ciscon kytkimillä eteenpäin työasemille. 
HP 26xx
HP 28xx
Kasarminmäki
Kuusankoski
Internet
(Funet)
KYMP
OPTIGON
HP 5412 ZL
Jylppy
4x ristikytkentäkaappia
Logica
Taloushallinto/
palkanlaskenta
Seutulaskenta
Taloushallinnon palvelut
HP 5412 ZL
Cisco 3750G
ICTLAB
HP 5406 ZL
ICTLAB-
WLAN
Sisäverkko
Opiskelijat
Hallinto
KyAMK-G -
WLAN
 
Kuva 4. Metsolan verkkoympäristö 
4.1.2 Kouvola 
Kouvolan seudulla Kymenlaakson ammattikorkeakoulun verkko jakautuu moneen eri 
alueeseen. Liikenne reititetään Mediakasarmilla sijaitsevan HP5406-reitittimen kautta 
eteenpäin seitsemään eri toimipisteeseen, jotka jakautuvat Kasarminmäen (Kouvola) 
sekä Sairaalamäen (Kuusankoski) kokonaisuuksiin. 
Kasarminmäen eri alueita ovat 
• Mediakasarmi, viestinnän koulutusohjelman tiloja 
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• Kasarminmäen päärakennus, Paraatikenttä 7, liiketalouden osaamisalan ja 
muotoilun suunnittelutilat, palveluyksiköiden tiloja 
• Paja, muotoilun ja restauroinnin koulutusohjelman työpajatilat, viestintäpalve-
lut, tietohallinto 
• Rykmenttisali, viestinnän koulutusohjelman opetustiloja sekä TV-studio ja 
muita av-median opetustiloja sekä Insider Student Magazinen toimitus 
• Taidetalo, muotoilun, restauroinnin ja viestinnän koulutusohjelmien sekä ku-
vataiteen ja plastisen sommittelun opetus. 
Opetustilojen lisäksi Kasarminmäellä sijaitsee kirjasto sekä opiskelijakunta Klaanin ti-
lat. Kirjaston verkkoyhteys reititetään Kasarminmäen päärakennuksessa sijaitsevan 
HP 42xx-reitittimen kautta ja yhteys Klaanin tiloihin saapuu rykmenttisalin work-
group-kytkimien kautta. 
Kasarminmäen kokonaisuuden lisäksi valvonnan piiriin kuuluu myös sosiaali- ja ter-
veysalan kampus Sairaalamäki, joka sijaitsee Kuusankoskella. 
Kuva 6. Kouvolan verkkoympäristö 
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4.2 Nykytilanne 
Tällä hetkellä Kymenlaakson ammattikorkeakoulun verkonvalvonta perustuu yksin-
kertaisen Dude-verkonvalvontasovelluksen toimintaan, jota tarkkailevat KyAMK:n 
tietohallinnon kahdeksan työntekijää kukin omalla painollaan. Käytännössä The Dude 
Network Monitor -ohjelma tarkkailee laitteiden ja linkkien tilaa ja ilmoittaa vikatilan-
teesta näyttöpäätteelle, jonka kautta verkkolaitteiden tilaa monitoroidaan. 
 
Kuva 7. The Duden käyttöliittymä 
 
4.3 Vaatimukset 
Kymenlaakson ammattikorkeakoulun ympäristössä verkonvalvontaan kuuluu palveli-
mien sekä verkkolaitteiden lisäksi eri protokollia sekä palveluja. Monitoroitavia koh-
teita koulun verkossa on yhteensä toistasataa. Valvottavat kohteet koostuvat 25:stä 
fyysisestä palvelimesta, joista vähintään 10 tulisi olla valvonnan kohteena, 73:sta vir-
tuaalisesta palvelimesta sekä 50:stä kytkimestä. Protokollat toimivat KyAMK:n tieto-
verkossa, joiden päällä toimii eri palveluja, joiden saatavuus on oltava korkeaa luok-
kaa johtuen palvelujen kuljettamasta informaatiosta. Valvottavia protokollia ovat 
DHCP, HTTP(S), LDAP, SSH, SFTP, SMTP ja SNMP. Näiden lisäksi valvottavia 
palveluja ovat Web-serverit (Apache), Active Directory -hakemistopalvelut, tietokan-
nat (MySQL), DNS-nimipalvelin, levyjärjestelmät (EMC CX3), virtuaaliympäristöt 
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(VMware), Tomcat ja tulostimet/tulostusjonot. Valvottavat käyttöjärjestelmät ovat Li-
nux-, MS Office- sekä Netware-käyttöjärjestelmiä, jotka toimivat mm. palvelimilla. 
Koulun verkossa toimii myös erinäisiä sovelluksia, joiden saatavuus on pidettävä kii-
tettävällä tasolla. Sovellukset on luokiteltu eri ryhmiin niiden kriittisyyden perusteella. 
Valvottavia sovelluksia ovat 
• Winha 
• SoleOPS 
• Sähköposti 
• Moodle. 
5 VERTAILTAVAT OHJELMISTOT 
Verkonvalvontasovelluksen valinta tehdään kolmen kaupallisen ohjelmiston välillä. 
Palveluja on kartoitettu kyselemällä Datacenter Oy:n, Noval Networksin sekä HP:n 
tarjoamia ratkaisuja verkonvalvontaan. Vertailtavat ohjelmistot ovat Datacenter Oy:n 
tarjoama Nimsoft, Noval Networksin NetEye sekä HP:n IMC (Intelligent Manage-
ment Center). Vertailussa tarkasteltiin ohjelmistojen ominaisuuksia, laitteistovaati-
muksia sekä kustannuksia. Vertailu tehtiin haastattelemalla yritysten edustajia puhe-
limitse ja sähköpostitse sekä etsimällä tietoa ohjelmistojen verkkosivuilta. 
5.1 Nimsoft 
Datacenter Oy:n tarjoama Nimsoft Monitoring System (NMS) -ohjelmiston valvonnan 
piiriin kuuluvat seuraavat osa-alueet: 
• Virtuaaliset ympäristöt. NMS:n avulla järjestelmänvalvojat pystyvät seuraa-
maan ja optimoimaan virtuaalisia ympäristöjä. NMS tukee kaikkien merkittä-
vimpien virtualisoinnin toimittajien ratkaisuja, kuten VMware, Microsoft, Cit-
rix, IBM ja Sun. 
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• Sovellusympäristöt. NMS kattaa sovellusten, kuten Microsoft Exchange, Acti-
ve Directory ja IIS, Lotus Notes, SharePoint, VoIP, Citrix, WebSphere ja mo-
nien muiden, valvonnan. 
• Palvelimet. NMS tarjoaa tuen iSeries AS400, Netware, Linux-, Windows- ja 
UNIX-palvelimien seurannalle. 
• Tietokannat. NMS tarjoaa reaaliaikaisen ja kattavan tietokantojen seurannan 
Oraclelle, Microsoft SQL Serverille, Sybaselle, MySQL:lle, DB2:lle ja Infor-
mix:lle. 
• Verkkoympäristöt. Nimsoftin ohjelmisto kattaa erilaisten verkkoinfrastruktuu-
rin elementtien seurannan kuten Cisco IPSLA, DNS, DHCP ja LDAP, SNMP, 
reitittimet ja kytkimet sekä verkkoliikenne. 
• Käytön seuranta. NMS:n avulla voidaan seurata tunneittain käyttösastetta. 
• Virrankulutuksen seuranta. NMS seuraa UPS:ja (Uninterruptible Power Supp-
lies), jotta datakeskuksen operaattorit voivat nopeasti arvioida energiatehok-
kuutta.  
(7.) 
 
Kuva 8. Nimsoftin käyttöliittymä 
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5.2 NetEye 
NetEye-valvontajärjestelmä koostuu seuraavista kokonaisuuksista: 
• NetEye Base on NetEye-perheen ydin ja tarjoaa käyttöliittymän NetEye-
työkaluihin. Lisäksi se sisältää verkon perusvalvonnan. NetEye Basen avulla 
voidaan hallita kapasiteettia, IP-pohjaisia laitteita (SNMPv1, SNMPv2c, 
SNMPv3) ja halytyksiä (sähköposti, SMS, SNMPTrap). NetEye Basen avulla 
pystytään myös luomaan varmuuskopiot laitteiden konfiguraatioista. Käyttö-
liittymä on selainpohjainen. 
• Business Application Monitor tarjoaa ICT-palvelujen päästä päähän monito-
rointia, jonka avulla saadaan kuva palvelun kokonaiskäytettävyydestä. 
• Analyze Engine analysoi verkkoprotokollia ja mittaa vasteaikoja todellisesta 
datasta, jolloin saadaan selville sovellusten toimivuus. 
• Traffic Enginen avulla voidaan tutkia verkon suorituskykyä seuraamalla laa-
tumääreitä aktiivimittauksella ja generoimalla liikennettä. Erilaisten toiminnal-
lisuuksien valvontaan on erilaisia testityyppejä, joita voidaan ajaa probe-
laitteilta. Traffic Enginellä voidaan myös kartoittaa VoIP:n valmius sekä vika-
tilanteet. 
• Report Engine tarjoaa ongelmatilanteista automatisoidun raportoinnin. 
• Network Device Backup Enginen avulla pystytään hallitsemaan keskitetysti 
verkkolaitteiden konfigurointitiedostoja. 
• Backup Monitor valvoo varmuuskopioiden onnistumista.  
(8.) 
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5.3 IMC 
HP:n tarjoama verkonhallintasovellus Intelligent Management Center yhdistää toi-
minassaan vianhallinnan, kokoonpanon hallinnan sekä verkonvalvonnan. IMC:ssä on 
tuki kolmannen osapuolen laitteille, joten sen avulla voidaan hallita kaikkia verkon 
osia erilaisilla automatisoiduilla tehtävillä. IMC:n arkkitehtuuri tarjoaa mahdollisuu-
den lisätä hallintaominaisuuksia lisäämällä kokonaisuuteen uusia moduuleja. Näitä 
moduuleja ovat mm. käytönhallinta, VPN-hallinta ja liikenteen analysointi. IMC:n 
avulla pystytään valvomaan myös virtuaaliympäristöjä. (9.) 
IMC:n toiminnallisiin ominaisuuksiin kuuluvat muun muassa 
• pääsylistojen hallinta 
• käyttöoikeuksien hallinta 
• Endpoint Admission Defense (EAD) 
• Network Traffic Analyzer. 
(9.) 
IMC tarjoaa myös keskitetyn raportoinnin verkon tapahtumista. Raportteja voidaan 
tarkastella monessa eri muodossa (PDF, XLS) ja ne pystytään lähettämään automaatti-
sesti sähköpostitse. (9.) 
5.4 Vertailu 
Vertailu tehtiin NetEyen, Nimsoftin sekä IMC:n kesken, joista jokaisen todettiin täyt-
tävän Kymenlaakson ammattikorkeakoulun verkonvalvonnalle asettamat vaatimukset. 
Sovellusten kartoittamiseksi haastateltiin yritysten edustajia ja siten saatiin selville oh-
jelmistojen tarvittavat ominaisuudet sekä kustannusarviot. 
NetEye tarjoaa isojen ympäristöjen lisäksi pienten ICT-ympäristöjen hallintaa. NetEy-
en ydin, NetEye Base, tarjoaa ICT-valvonnan perustyökaluja, joiden avulla voidaan 
hallita muun muassa verkon kapasiteettia sekä IP-laitteiden käytettävyyttä SNMP:n 
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avulla. Työkalujen käyttäminen tapahtuu selkeän selainpohjaisen käyttöliittymän kaut-
ta. Sovelluksen käyttöoikeuden lisäksi sopimus kattaa käyttötuen, joka sijaitsee Suo-
messa, HelpDeskin ja päivitykset. NetEyen yhtenä huonona puolena on valvonnan 
laajentaminen. Valvontaominaisuuksien lisäämiseksi joudutaan NetEye-
verkonvalvontajärjestelmään hankkimaan uusia palvelukokonaisuuksia. Tämä tekee 
valvonnasta hieman monimutkaisempaa, valvonnan osien sijaitessa eri kokonaisuuk-
sissa, mutta tarjoaa yrityksen tarpeiden mukaista skaalautuvuutta. NetEyen tarjoamien 
eri kokonaisuuksien avulla voidaan muun muassa seurata päästä- päähän -
käytettävyyttä, toteuttaa protokollatason analysointia, mitata vasteaikoja, suorittaa 
palvelutasonhallintaa, hallita varmuuskopioita ja verkkolaitteiden konfiguraatio-
tiedostoja sekä määrittää automatisoitu raportointi ylläpidolle verkon tilasta. NetEyen 
ominaisuudet kattavat Kymenlaakson ammattikorkeakoulun verkonvalvonnan vaati-
mukset. Käyttöönoton kustannusarviosta saatiin selville, että perusvalvonnan käyt-
töönoton arvioitu hintaluokka liikkuu kohtuullisissa rajoissa. Tämä olikin NetEyen 
vahvin vertailukriteeri. Käyttöönottoon ja koulutukseen ei arvioitu menevän kauem-
paa kuin pari viikkoa. 
Nimsoft-valvontasovelluksen vahvuutena ovat sen kattavat ominaisuudet, jotka vas-
taavat koulun verkonvalvonnan vaatimuksia. Nimsoftin valvonnan piiriin kuuluu laaja 
kirjo elementtejä, joita voidaan valvoa verkossa. Valvontaan kuuluvat muun muassa 
virtuaaliset ympäristöt, sovellusympäristöt, palvelimet, tietokannat sekä verkkoympä-
ristöt. Vahvuudeksi voidaan lisätä myös valvonnan rakentuminen yhden ratkaisun 
ympärille, joten Nimsoft ei vaadi erillisiä moduuleja valvonnan laajentamiseksi. Työ-
kalujen käyttäminen tapahtuu graafisen käyttöliittymän kautta. Kattavista ominaisuuk-
sista huolimatta Nimsoftin kompastuskiveksi muodostui käyttöönoton kustannusarvio, 
joka oli kahteen muuhun vertailtavaan sovellukseen verrattuna moninkertainen. Käyt-
töönottoon sekä koulutukseen oli varattu noin toistakymmentä konsultointipäivää. 
HP:n tarjoaman IMC:n mukaan ottaminen vertailuun johtui koulun HP-painotteisesta 
verkkoympäristöstä ja se olikin kyseisen sovelluksen vahvimpia puolia. IMC sisältää 
myös kaikki verkonvalvontaominaisuudet, joita Kymenlaakson ammattikorkeakoulun 
verkonvalvonnalta vaadittiin. IMC:n toiminta yhdistää vianhallinnan, kokoonpanon 
hallinnan sekä verkonvalvonnan, joita hallitaan graafisen käyttöliittymän kautta. Hin-
noitteluarviosta saatiin selville, että sovelluksen käyttöönoton kustannukset olivat 
muiden vertailtavien sovellusten kustannuksia pienemmät. Poikkeuksena IMC:ssä on 
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laitetuki tietylle määrälle laitteita, kun taas muut vertailtavat ratkaisut pohjautuvat lai-
tekohtaiseen käyttöönottoon ja hinnoitteluun. Sovelluksen hintaan kuuluu tuki sadalle 
laitteelle. Kymenlaakson ammattikorkeakoulun valvonnan piiriin kuuluu noin 150 
verkkolaitetta, jonka takia huonona puolena voidaan pitää sitä, että käyttöönotto vaati-
si vielä sadan laitteen lisätuen, jota HP tarjoaa lisämaksusta. Tämän lisäksi sovelluk-
sen päivitykset ja käyttötuet eivät kuulu hintaan, vaan ne hoidetaan erillisillä Care 
Packeilla, joita on saatavissa myös HP:lta. Käyttöönoton erillisiä kustannuksia (käyn-
nistysprojekti, koulutus) ei otettu huomioon, sillä kyseiset tiedot eivät ehtineet mukaan 
opinnäytetyöhön. Tästä huolimatta HP:lla arvioitiin käyttöönottoon kuluvan vain pari 
päivää. 
Datacenterin tarjoama Nimsoft oli sovelluksista kattavin, mutta hinta-arvio oli varsin 
korkea verrattuna muihin ratkaisuihin. Lisäksi tiedon välittämisessä ilmeni pieniä on-
gelmia, sillä kaikkiin yhteydenottoihin ei vastattu. Hinta-arvion saaminenkin kesti 
monta viikkoa, eikä tämän syytä kerrottu kuin vasta viimemetreillä. HP:n IMC oli var-
sin potentiaalinen vaihtoehto valvontasovellukseksi, mutta ei pärjännyt vertailussa 
muille sovelluksille. HP:n henkilökunta vastasi sähköpostikyselyihin suhteellisen no-
peasti, joten kustannusten ja ominaisuuksien selvittäminen sujui lähes vaivattomasti. 
Haastattelujen ja päätelmien perusteella parhaiten koulun vaatimuksiin soveltui Noval 
Networksin tarjoama NetEye, joka ominaisuuksiltaan ja kustannuksiltaan oli kolmesta 
vertailtavasta sovelluksesta tyydyttävin ratkaisu. Näiden lisäksi yhteydenpito Noval 
Networksin kanssa sujui ongelmitta ja halutut tiedot saapuivat nopeasti, joka antoi po-
sitiivisen kuvan yrityksen toiminnasta. 
Hinta-arvioihin saattoi hieman vaikuttaa se, että kyseiset kustannusarviot ovat vain 
karkeita arvioita mahdollisista kustannuksista. Tämän lisäksi eri yritykset saattavat si-
sällyttää hinta-arvioonsa enemmän ominaisuuksia kuin toiset. 
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6 ZABBIXIN ASENNUS ICT-LABORATORIOON 
Kymenlaakson ammattikorkeakoulun varsinaisen verkonvalvonnan lisäksi ICT-
laboratiorioon asennetaan Zabbix-verkonvalvontajärjestelmä monitoroimaan kulkevaa 
tietoliikennettä ja valvomaan tiloissa sijaitsevien verkkolaitteiden sekä SimuNet-
hankkeen laitteiden tilaa. Zabbix on ilmainen vapaan lähdekoodin valvontasovellus, 
joka on saatavilla osoitteessa http://www.zabbix.com/download.php. 
Zabbix asennettiin virtuaaliselle VMware-työasemalle Metsolan ICT-laboratorion La-
bESX-ympäristöön, jossa käyttöjärjestelmänä toimii Linuxin Fedora 13 distribuutio. 
Sovellusten asentaminen sekä niiden asetusten muuttaminen tapahtuu Linux-
terminaalin kautta. Asennuksissa käytettiin paketinhallintatyökalu yum:ia (Yellow 
Dog Updater, Modified), jota käytetään RPM-pohjaisiin Linux-jakeluihin. Yum:n 
käyttö on yksinkertaista, sillä sen käskyt ovat aina muotoa 
	

	
. 
6.1 Valvontaympäristö 
ICT-laboratorion verkkoympäristö rakentuu Hauki-verkossa sijaitsevan Ciscon 
3750G-reitittimen ympärille, joka jakaa verkon eri virtuaalisiin lähiverkkoihin (kuva 
9). SimuNet-hankkeen palvelimet sijaitsevat myös Hauki-verkossa muiden tärkeimpi-
en laitteiden kanssa. Muut aliverkot sisältävät vain työasemia, WLAN-tukiasemia se-
kä printtereitä. 
 
Kuva 9. ICT-laboratorion verkkoympäristö 
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6.2 Zabbix-asennuksen alkuvalmistelut 
Ennen asennusta valitaan asennusympäristö, joka määräytyy monitoroitavien kohtei-
den lukumäärän perusteella. ICT-laboratorion valvontaympäristö lukeutuu pienimpään 
kategoriaan, sillä valvottavia laitteita on enintään toistakymmentä. 
Taulukko 1. Asennusympäristön valinta koon mukaan 
Size Platform CPU/Memory Database Monitored 
hosts 
Small Ubuntu 
Linux 
PII 350MHz 
256MB 
MySQL 
MyISAM 
20 
Medium Ubuntu 
Linux 64bit 
AMD Athlon 
3200+ 
2GB 
MySQL 
InnoDB 
500 
Large Ubuntu 
Linux 64bit 
Intel Dual 
Core 6400 
4GB 
RAID10 
MySQL 
InnoDB 
or 
PostgreSQL 
>1000 
Very Large RedHat Enterprise Intel Xeon 
2xCPU 
8GB 
Fast RAID10 
MySQL 
InnoDB or 
PostgreSQL 
>10000 
 
6.2.1 Käyttöjärjestelmän valmistelut 
Zabbix tarvitsee seuraavat paketit asennettuna käyttöjärjestelmään toimiakseen: 
• net-snmp net-snmp-utils net-snmp-libs net-snmp-devel 
• popt-devel 
• rpm-devel 
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• curl curl-devel 
• openssl openssl-devel libidn-devel  
• glibc-devel zlib-devel 
• libssh2-devel 
• OpenIPMI-devel 
Luodaan Zabbix-käyttäjä, jolla voidaan tehdä asennuksia pääkäyttäjän oikeuksilla. 
		
Luodun käyttäjän kirjautuminen tapahtuu käskyllä: 
	 
Käyttöjärjestelmään vaadittavat osat asennetaan käskyllä: 
		

6.2.2 MySQL:n valmistelut 
Asennetaan MySQL:n vaadittavat osat hallinta-asemalle seuraavalla käskyllä: 
	 
Käynnistetään MySQL ja vaihdetaan root-salasana: 
		 
		 
6.2.3 Web-käyttöliittymän valmistelut 
Asennetaan web-käyttöliittymän vaadittavat osat: 
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	
6.2.4 Network Time Protocol 
Network Time Protocol asennetaan hallinta-asemaan, jotta tapahtumien aikatiedot 
ovat täsmällisiä. NTP:n asennus tapahtuu käskyllä: 
	
Käynnistetään Ntpd (Network Time Protocol daemon)-palvelu komennolla: 
		 
6.3 Zabbix Serverin asennus 
Asennetaan Zabbix ja sen komponentit. 
				 
Käsky asentaa Zabbix-serverin, Zabbix-agentin sekä Zabbixin web-käyttöliittymän.
6.3.1 MySQL tietokantojen luominen 
Kirjaudutaan tietokantaan aiemmin luodulla MySQL-salasanalla ja luodaan Zabbix-
tietokanta. Luodaan uusi käyttäjä tietokantaan ja annetaan sille käyttöoikeudet. 
 
 !"#$%#&$%$'$(#	)
 *"$+%
&",-./+&#0.!"#$%#.(#1#!%./+(#"%.2-&$%#.$1%#".&#1#%#,+	3
%,	4454		6/&#+%/7/#&'89	
9)
 	) 
 
Siirrytään Zabbix-kansioon, jossa tietokantojen luominen tapahtuu. 
	:;: 
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Seuraavaksi annetaan kannan luontikomennot, joihin tarvitaan aiemmin määritettyä 
salasanaa: 
<	4454
		 
<	4454
		 
	=<	4454
		 
6.3.2 Zabbix Server 
Zabbixin konfigurointikäsky, joka syötetään Zabbix-kansiossa, määrittää Zabbixin 
toiminnan kannalta tarvittavat komponentit. 
>			
			5			
Tämän jälkeen Zabbix-server asennetaan käskyllä: 
	
  
Luodaan palvelimelle /etc/-polun alle Zabbix-niminen kansio johon kopioidaan ase-
tustiedostot. 
		
	>	=>	 
 
Muokataan nano-tekstieditorilla /etc/zabbix/ -polun alta löytyvää zabbix_server.conf – 
tiedostoa. 
		=>
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Muutetaan kohdat, jotka määrittävät tietokannan käyttäjän ja salasanan sekä 
mysql.sock -tiedoston sijainnin. 
&'2?	4454 
'-?	
&'(?	
Lisätään /etc/init.d/ -polun alta löytyviin zabbix_server- ja zabbig_agentd-tiedostoihin 
#!/bin/sh -kohdan yläpuolelle seuraavat parametrit: 
>	@ABCDCDC
		@E	(taiE	$(riippuen tiedostosta) 
Lopuksi määritetään Zabbix käynnistymään automaattisesti. 
>	ABC	=
>	ABC	=
>	ABC
>	ABC
Varmistetaan, että Zabbixin käyttämät oletusportit 80, 10050 ja 10051 ovat auki. Por-
tit avataan käskyillä: 
F	=:GGCGH  	
F	=:GGCGH  	
F	=:GGC:H  	
F	=:GGC:H  	
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6.3.3 Asennuksen loppuvalmistelut 
Kopioidaan frontend-tiedostot Zabbixin html-kansioon: 
>	 
 
Muokataan php.ini -tiedoston asetuksia nano-tekstieditorilla. 
		
Skriptien maksimiajoaika muutetaan 300 sekuntiin. 
 
=	=	?AGG
Asetetaan aikavyöhykkeen parametrit oikeiksi. 
	?#I		
Käynnistetään Apache web-palvelinohjelma. 
 
		  
 
Suoritetaan komento, jolla muutetaan konfiguraatiotiedostojen kirjoitusoikeudet. 
 
JJJ	> 
 
Tarkastetaan /var/www/html/zabbix/php/conf/ -polun alta löytyvä zabbix.conf.php -
tiedosto. Sen sisältämän tiedon tulisi näyttää tältä: 
K&'=%8-#.K&'=(#"L#".K&'=-,"%.K&'=&$%$'$(#.
K&'=2(#".K&'=-$((M,"&.K/N$*#=7,"N$%=&#7$21%)
K&'=%8-#?O444		9)
K&'=(#"L#"?O-			9)
K&'=-,"%?OGP)
K&'=&$%$'$(#?O			9)
K&'=2(#"?O	44549)
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K&'=-$((M,"&?O	9)
K/N$*#=7,"N$%=&#7$21%?/N$*#=7,"N$%=-+*)
Seuraavaksi käyttöliittymälle tulee syöttää tarvittavat tiedot, joka tapahtuu osoitteessa 
http://127.0.0.1/zabbix. 
1. Sivu (Introduction) 
Luetaan tekstit ja painetaan Next painiketta. 
2. Sivu (License Agreement) 
Luetaan GPL-lisenssi ja hyväksytään se laittamalla ruksi I Agree - kohtaan. 
Hyväksymisen jälkeen painetaan Next –painiketta 
3. Sivu (Check of Pre-Requisites) 
Tarkistetaan, että kaikki vaaditut osat on asennettu, minkä jälkeen  painetaan Next. 
Tässä vaiheessa ongelmia ilmeni post max sizen sekä memory limitin kanssa. Niistä 
selvittiin asettamalla /etc/php.ini -tiedoston arvo kohdassa mbstring.func_overload = 2 
ja asentamalla puuttuva php.mbstring -osa: 
 
 		 
Tämän jälkeen käynnistetään web-server uudestaan: 
 
  
 
Lopuksi muutetaan /var/www/html/zabbix/conf/zabbix.conf.php:ssa tiedot oikeellisik-
si. 
                                                                                   
4. Sivu (Configure DB Connection) 
Luodaan yhteys tietokantaan antamalla asetukset. Alla ohjeet: 
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Type = Valitaan käytettävä tietokannan tyyppi 
Host = Palvelimen IP-osoite. Jos tietokanta on asennettu samalle palvelimelle kuin 
käyttöliittymä, isäntänimi on localhost 
Port = Käytettävä portti. Perusasetuksilla käytetään porttia 0. 
Name = Aiemmin luodun MYSQL-tietokannan nimi 
User = Luodun MYSQL-tietokannan käyttäjän nimi 
Password = MYSQL-käyttäjän salasana 
Tietojen syöttämisen jälkeen testataan yhteys painamalla Test connection -painiketta. 
Mikäli yhteys toimii, painetaan Next. 
5. Sivu (ZABBIX server details) 
Annetaan Zabbix-serverin tiedot: 
Host = Palvelimen IP-osoite. Jos käyttöliittymä on samalla koneella Zabbix-Serverin 
kanssa, voidaan käyttää arvoa localhost tai 127.0.0.1. 
Port = Portti jota Zabbix-Server käyttää. Vakioasetuksilla portti on 10051. 
Tarkistetaan asetukset ja painetaan Next. 
  
6. Sivu (Pre-Installation Summary) 
Varmistetaan annetut asetukset ja painetaan Next. 
7. Sivu (Install) 
Tallennetaan asetustiedosto painamalla Save configuration file -painiketta. Tallennus-
hakemisto näkyy sivulla 
Testataan asetustiedoston toimivuus painamalla Retry-painiketta. 
Kun asetustiedosto toimii, painetaan Next. 
  
8. Sivu (Finish) 
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Nyt käyttöliittymä on asennettu ja sitä voi siirtyä käyttämään painamalla Finish.  
Lopuksi suoritetaan komennot: 
JCC	>
	
	
			=
6.4 Käyttöliittymä 
Zabbixin web-käyttöliittymän valikko koostuu viidesta välilehdestä: 
• Monitoring, joka sisältää useimmat seurantaan liittyvät sivut, joissa voidaan 
tarkastella valvottavien kohteiden tietoja, vikoja ja kaavioita. 
• Inventory, joka kattaa valvottavista kohteista kerättyä tietoa  
• Reports, joka sisältää valvottavien kohteiden raportit 
• Configuration, jossa asetetaan valvottavien kohteiden parametrit, kuten esi-
merkiksi ilmoitukset ja hälytykset 
• Administration, jossa voidaan asettaa käytettävät todentamismenetelmät sekä 
käyttäjiin kohdistuvat asetukset, kuten esimerkiksi käyttöoikeudet. 
6.5 Kohteiden asettaminen 
Kun Zabbix-verkonvalvontajärjestelmä on asennettu, lisätään valvottavat kohteet 
Zabbixin selainpohjaisen käyttöliittymän kautta. Asennuksen viimeistelyn jälkeen se-
laimeen avautuu kirjautumissivu, johon kirjautuminen tapahtuu käyttäjänimellä admin 
ja salasanalla zabbix. Tunnukset ovat oletustunnuksia ja ne vaihdetaan Zabbixin käyt-
töliittymän käyttäjäasetuksista.  
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6.5.1 Valvottavan kohteen lisääminen 
Jotta valvonnan pystyisi toteuttamaan, tulee valvontasovellukseen lisätä valvottavia 
kohteita. Tämä tapahtuu luomalla Zabbix-valvontajärjestelmään uusi laite (host). Tes-
tikäytössä valvottavaksi kohteeksi lisättiin valvonta-asema. Laitteen lisääminen tapah-
tuu Zabbixin käyttöliittymän valikosta menemällä Configuration-valikon Hosts-
välilehteen. Painamalla Add Host -painiketta aukeaa sivu, jossa on täytettäviä kenttiä 
koskien valvottavan laitteen tietoja (kuva 10). 
 
Kuva 10. Valvottavan kohteen lisääminen (10.) 
 
Name: Syötetään host-laitetta kuvaava nimi (A Test Host) 
Groups: Valitaan oikealla sijaitsevasta valikosta ryhmä, johon valvottava laite (host) 
lisätään. Työssä käytettiin Linux servers -ryhmää. Käytettävä Ryhmä valitaan << -
painikkeella ja ylimääräiset ryhmät poistetaan >> -painikkeella. Valitun ryhmä tulisi 
olla kohdassa In Groups. 
New group: Vaihtoehtoisesti voidaan luoda oma ryhmä nimeämällä se kohdassa New 
Group. 
DNS name: Valitaan host-laitteelle DNS-nimi 
IP address: Lisätään host-laitteen IP-osoite (127.0.0.1) 
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Connect to: Valitaan yhteyden muodostustapa. Vaihtoehtoina ovat IP-osoite tai DNS-
nimi (IP-address) 
Zabbix agent port: Lisätään portti, jota Zabbix-agent käyttää (10050) 
Monitored by proxy: Valitaan käytettävä välityspalvelin 
Status: Valitaan valvotaanko valvottavaa kohdetta suoraan kohteen lisäämisen jäl-
keen. Laitteen ollessa valmis valvottavaksi, valitaan Monitored-vaihtoehto. 
Use IPMI: Valitsemalla Use IPMI -asetus saadaan IPMI:tä käytettäessä syötettyä tar-
vittavat arvot. 
Tämän jälkeen painetaan Save-painiketta ja tarkastetaan löytyykö host-listasta juuri li-
sättyä kohdetta. 
6.5.2 Item-määrityksen lisääminen 
Valvottavien kohteiden (host) suorituskykyä sekä saatavuutta mitataan item-
määrityksillä.  Asetusten lisääminen tapahtuu menemällä Configuration-valikon 
Items-välilehteen. Sieltä valitaan aiemmin lisätty ryhmä (Linux Servers) Group-
pudotusvalikosta ja painetaan Items-painiketta. Lopuksi valitaan Create Item, joka 
avaa item-määrityksen luomiseen tarkoitetun sivun (kuva 11). Testiympäristössä lisät-
tiin valvottavaksi elementiksi host-laitteen prosessorin kuorma. 
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Kuva 11. Item-määrityksen asettaminen (10.) 
Tärkeimpien kenttien selitykset: 
Description: Lisätään määritystä kuvaava nimi (CPU Load) 
Type: Valitaan tapa, jolla Zabbix saa tietonsa. (Zabbix agent) 
Key: Syötetään kohteen "tekninen nimi", jonka avulla tunnistetaan mitä tietoa kerä-
tään (system.cpu.load) 
Type of information: Valitaan missä muodossa vastaanotettava tieto kulkee. (Nume-
ric (float)) 
Update interval (in sec): Määritetään sekunteina kuinka usein tietoa päivitetään. (30) 
Tämän jälkeen painetaan Save-painiketta ja valikon tulisi näyttää seuraavalta: 
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Kuva 12. Luotu item-määritys (10.) 
6.5.3 Trigger-määrityksen luominen 
Trigger-määrityksillä valvotaan item-asetusten arvoa. Tässä tapauksessa järjestelmä 
asetetaan raportoimaan valvottavassa kohteessa havaittavasta ongelmatilanteesta. Tar-
kastelun kohteeksi valittiin prosessorin kuormitus. Trigger-määritys tekee raportoin-
tinsa host-laitteeseen lisätyn item-määrityksen pohjalta, jossa valvotaan prosessorin 
kuormitusta. Määrityksen lisääminen tapahtuu Configuration-valikon Hosts-
välilehden kautta, josta löytyy painike Create Trigger. Tätä painamalla avautuu loma-
ke, jossa on täytettäviä kenttiä liittyen trigger-asetukseen (kuva 13). 
 
Kuva 13. Trigger-määrityksen luominen (10.) 
Tällä kertaa täytettäviä kohtia on vain kaksi. Tärkeimpien kohtien selitykset: 
Name: Kenttään kirjoitetaan määritystä kuvaava nimi (CPU Load too high on Test 
Host for last 3 minutes) 
Expression: Lisätään item, jonka arvosta trigger-määrityksen tila riippuu, sekä asete-
taan hälytysraja. ({A Test Host:system.cpu.load.avg(180)}>2) 
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Tämän jälkeen painetaan Save-painiketta, jonka jälkeen 30 minuutin kuluttua valikos-
sa tulisi näkyä juuri luotu trigger-määritys (kuva 14). 
 
Kuva 14. Luotu trigger-määritys (10.) 
6.5.4 Ilmoitusten määrittäminen sähköpostiin 
Ongelmatilanteiden raportointi asetetaan trigger-määrityksillä. Vikatilanteiden ilmoi-
tus välitetään sähköpostilla järjestelmän ylläpidolle. Parametrien asettaminen tapahtuu 
Administration-valikon Media types -välilehden takaa, jossa on valittavana e-mail -
painike. Tätä painamalla päästään konfiguroimaan sähköpostiasetuksia (kuva 15). 
 
Kuva 15. Mediaparametrien asettaminen (10.) 
Kenttiin asetetaan vastaanottajan sähköpostiosoite sekä välityspalvelimen SMTP-
palvelinosoite. 
Kun tämä on tehty, tulee Zabbixiin lisätä käyttäjän tiedot, jotta järjestelmä tietää mihin 
ilmoitukset tulee lähettää. Tämä tapahtuu Administration-valikon Users-välilehden ta-
kaa. Pudotusvalikosta valitaan Users, jota painamalla tulisi näkyä käyttäjät Admin se-
kä guest. Valitaan Admin-käyttäjä, jonka jälkeen avautuu lomake jossa voidaan määri-
tellä käyttäjän tietoja (kuva 16). 
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Kuva 16. Käyttäjän määrittäminen (10.) 
Syötetään käyttäjän tiedot sille vaadittuihin kenttiin ja lisätään käytettävä media pai-
namalla Media-rivin kohdalta Add-painiketta. Tämän jälkeen avautuu median määri-
tykseen tarkoitettu sivu (kuva 17). 
 
Kuva 17. Käytettävän median määrittäminen (10.) 
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Type: Valitaan käytettävä mediatyyppi 
Send to: Syötetään käyttäjän sähköpostiosoite 
6.5.5 Action-määrityksen lisääminen 
Action-määrityksellä valitaan trigger-asetuksen aktivoituessa suoritettava toiminto. 
Testiympäristössä action-määrityksellä asetettiin Zabbix raportoimaan käyttäjälle 
mahdollisesta ongelmatilanteesta. Määrityksen lisääminen tapahtuu painamalla Confi-
guration-valikon Actions-välilehden takaa löytyvää Create Action-painiketta. Tämän 
jälkeen avautuu action-asetusten luomiseen tarkoitettu sivu (kuva 18). 
 
Kuva 18. Action-määrityksen lisääminen (10.) 
Kenttien selitykset: 
Name: Syötetään määritystä kuvaava nimi (Test Action) 
Event source: Lähde, johon tapahtuma perustuu (Triggers) 
Default subject: Lähetettävän viestin aihe 
Default message: Lähetettävän viestin sisältö 
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Lisätäkseen tapahtuman, joka tulee käytäntöön kun prosessorilla on liikaa kuormaa, 
siirrytään Action operations -valikon kautta uuden operaation lisäämiseen painamalla 
New-painiketta. 
 
Kuva 19. Uuden operaation lisääminen (10.) 
Tärkeimpien kenttien merkitykset: 
Operation type: Valitaan tapa, jolla ongelmatilanteen hälytys lähetetään 
Send message to: Valitaan käyttäjä, jolle hälytys lähetetään 
Näiden ominaisuuksien lisäksi Zabbix sisältää lukuisia vaihtoehtoja valvonnan toteut-
tamiseksi. Aikataulun vuoksi työssä ei käydä läpi kuin yksinkertaisimpien kohteiden 
ja tapahtumien luonti. 
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7 YHTEENVETO 
Työn tärkeimpänä päämääränä oli selventää koulun verkonvalvonnan tila kartoitta-
malla Kymenlaakson ammattikorkeakoulun verkkoympäristö ja valvonnan piiriin kuu-
luvat verkkolaitteet sekä -palvelut. Työssä vertailtiin myös kolmea eri verkonvalvon-
tasovellusta, joista parhaiten koulun vaatimuksiin sopiva tullaan hankkimaan myö-
hemmin tuotantokäyttöön. Sovelluksen lopullista valintaa ei ehditty tehdä opinnäyte-
työn aikana, mutta työssä esitetään päätelmiä parhaiten soveltuvasta valvontatyökalus-
ta ominaisuuksien, käyttöönoton sekä kustannusten perusteella. Näiden lisäksi työssä 
käytiin läpi ICT-laboratorioon asennettavan Zabbix-verkonvalvontasovelluksen käyt-
töönotto. Opinnäytetyön tarkoituksena oli myös perehtyä verkonvalvonnan sekä sen 
käyttämän SNMP-protokollan toimintaan yleisesti. 
Opinnäytetyö perehdytti verkonvalvontaan ja opetti ymmärtämään sen toimintaa sekä 
siitä saatavaa hyötyä. Verkonvalvontaa käytettäessä ylläpitoon käytettävä aika vähe-
nee huomattavasti ja ongelmatilanteiden paikallistaminen helpottuu. SNMP-
protokollaan perehtyminen auttoi ymmärtämään valvontasovellusten ja verkonhallin-
tatyökalujen toimintaa. 
Kymenlaakson ammattikorkeakoulun verkkoympäristön kartoittaminen selvensi val-
vottavien kohteiden sijainteja sekä verkon loogista rakennetta. Verkkoympäristön kar-
toittamiseksi haastateltiin koulun tietohallinnon henkilökuntaa. Haastatteluilla selvitet-
tiin verkon eri osien laitekokoonpanot sekä niiden väliset fyysiset yhteydet. Verkon 
rakenteen selvittäminen sujui lähes ongelmitta, sillä tietohallinnolta saadusta infor-
maatiosta selvisi eri toimipisteiden maantieteelliset sijainnit sekä niiden väliset verk-
koyhteydet. Kymenlaakson ammattikorkeakoulun tämänhetkisestä verkosta ei ollut 
ajan tasalla olevaa loogista verkkokuvaa. 
Työssä saatiin yleiskuva mukaan valituista kolmesta kaupallisesta valvontasovelluk-
sesta. Sovelluksia vertailtiin ominaisuuksien sekä kustannusten perusteella. Jokaisen 
vertailtavan sovelluksen ominaisuudet kattoivat ainakin perusvalvontaan lukeutuvat 
toiminnot, joita Kymenlaakson ammattikorkeakoulu vaati verkonvalvonnalta. Tämän 
pohjalta ne soveltuivat kaikki Kymenlaakson ammattikorkeakoulun verkkoympäristön 
valvontaan. Painavimmaksi kriteeriksi valintaprosessissa muodostui sovelluksen ko-
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konaiskustannukset sekä käyttöönottoprosessi. Kustannusarviot kerättiin yrityksiltä 
sähköpostitse sekä puhelimitse haastattelemalla. Kustannuksista tuli tietää sovelluk-
sen, käyttöönoton sekä koulutuksen osuus kokonaiskustannuksesta. Selvityksen perus-
teella Kymenlaakson ammattikorkeakoulun käyttöön suositellaan Noval Networksin 
tarjoamaa NetEye-tuoteperhettä, joka vakuutti ominaisuuksillaan ja sen kustannukset 
ovat kohtuulliset eikä käyttöönottoprosessiin (koulutus, käyttöönotto) arvioida mene-
vän kuin enintään kaksi viikkoa. Lisäksi yrityksen kanssa viestiminen tapahtui vaivat-
tomasti niin puhelimitse kuin sähköpostitsekin ja vaaditut tiedot saatiin nopeasti ilman 
väärinkäsityksiä. 
Ilmaisen verkonvalvontaohjelmiston Zabbixin asennusta testattiin ensimmäisen kerran 
2010 kesän työharjoittelujaksolla, jonka vuoksi asennus sujui LabESX-ympäristöön 
ilman suurempia ongelmia. Käyttöönoton apuna käytettiin Richard Olupsin Zabbix 
1.8 Network Monitoring –kirjaa. Suurimpana hidasteena sovelluksen käyttöönotossa 
oli VMware-virtuaaliympäristöissä toimiminen. Virtuaalinen palvelin ei jaksanut jo-
kaisessa tilanteessa pyörittää hallintajärjestelmää eikä Zabbixin käyttöliittymää huo-
limatta siitä, että Zabbix on varsin kevyt sovellus. Tästä ongelmasta päästään eroon 
asettamalla virtuaalikoneen käyttöön enemmän muistia. Zabbix tulee myöhemmin 
varsinaiseen käyttöön valvomaan ICT-laboratorion verkkoa sekä siellä sijaitsevia Si-
muNet-hankkeen laitteita.  
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