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CHAPTER 1. INTRODUCTION AND LITERATURE REVIEW 
1.1 Introduction 
In statistics, we frequently encounter estimation problems. Such problems call 
for deciding on an estimation method. Such estimation methods include the method 
of moments, maximum likelihood, least squares, minimum variance unbiased estima­
tion, minimum chi-square. and minimum distance, among others. These estimation 
methods usually arise in connection with formulating certain "optimum" properties, 
followed by the task of finding estimators that are optimum within given classes. 
Some of these optimum properties involve ideas of bias, variance, eiRciency and con­
sistency. Thus, most estimation methods are to be viewed in the context of a given 
optimum property and given class. 
All of the above-mentioned criteria are marginal in nature, in that the optimality 
or near-optimality of an estimator can be ascertained for that estimator itself, without 
introduction, generally, of other members of the pertinent class. 
•A, slightly different point of view, emphasizing the idea of comparison of esti­
mators. was proposed by Pitman [26]: an estimator A' is closer than Y to a scalar 
parameter 0 if 
Prg(i% -<?! < >1/2 , V g . 
This criterion is now called Pitman Closeness Criterion (PCC) or Pitman Nearness 
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Criterion (PNC) 1271. It is generalized by Rao [28] and Sen i32l in a manner that 
may be formulated as follows: Let the p-dimensional vectors A' and F, with joint 
density depending on a parameter vector w = (^i,- • -,wg), be estimators 
of ^ = (^2) ' • A is closer than F to ^ with respect to the loss function L{-, •) if 
P r w ( I ( % , g ) < I ( y , g ) ) > l / 2  ,  V w e n .  ( 1 . 1 )  
This criterion is now called the Generalized Pitman Closeness Criterion (GPCC) or 
Generalized Pitman Nearness Criterion (GPNC). 
Pitman 126] suggested that median-unbiased estimators derived from sufficient 
statistics are well suited to PCC, and gave the "comparison theorem" for identifying 
classes of estimators Pitman-dominated by a median-unbiased estimator. He also 
noted that PCC is intransitive. 
After Pitman gave the "comparison theorem" for identifying classes of estimators 
Pitman-dominated by median-unbiased estimators derived from sufficient statistics, 
Ghosh and Sen [10] and Nayak [22] showed that a median-unbiased estimator is best 
equivariant in the Pitman sense. These investigations are in a sense supportive of 
Pitman's idea. 
Following a different line of research based on certain shrinkage constructions. 
Salem and David [31] constructed a shrinkage estimator for 9 Pitman-dominating an 
observation A' from a normal population with unknown mean 9 and unit variance, 
(see also Efron [7] for an example in a similar vein). David and Salem [5] extended the 
results of Salem and David [31] to the case of a single observation from any symmetric 
density, and also constructed intransitive triples of estimators of a Laplace location 
parameter, each member of the triple Pitman-dominating a single observation. This 
direction of research is less supportive of Pitman's idea. 
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In this dissertation, we generalize the approach of David and Salem |5]. A 
number of parametric situations are considered, including some considered by Pit­
man. In each case, a class of continuous not necessarily increasing functions of a 
median-unbiased or otherwise natural estimator derived from sufficient statistics is 
considered, each member of the class Pitman-dominating the estimator itself. Spe­
cial attention is given to Pitman domination for location-scale families. Finally, we 
construct Pitman-intransitive triples of estimators based on the earlier results on 
shrinkage and equivariant estimators. 
Section 1.2 is devoted to further details concerning the pertinent literature. 
Chapter 2 is mainly devoted to univariate shrinkage constructions for dominating 
an estimator in the sense of PCC and GPCC. In Section 2.2 we discuss the relation be­
tween median-unbiased estimators and PCC. In Section 2.3 we study construction of 
estimators Pitman-dominating competing, in particular sufficient median-unbiased, 
estimators. 
Chapter 3 is devoted to univariate shrinkage constructions for location-scale 
families of density functions. In Section 3.2 we study shrinkage of a single observation 
when the scale parameter is bounded below. In Section 3.3 we show that, in a certain 
sense, the lower bound on the scale parameter cannot be removed. 
Chapter 4 is devoted to multivariate shrinkage constructions for Pitman domina­
tion. In Section 4.2 we review the results on James-Stein type estimators for Pitman 
domination. In Section 4.3 we adapt univariate Pitman domination to multivariate 
and generalized Pitman domination problems. 
Chapter 5 is devoted to the constructions of triples of intransitive estimators for 
location parameters and scale parameters, respectively in Section 5.2 and Section 5.3. 
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1.2 Literature Review 
After Pitman proposed the closeness criterion, research proceeded in many di­
rections. One direction was to compare the Pitman closeness criterion with other 
estimation criteria; another direction was to generalize the closeness criterion; still 
another direction was to find families of estimators Pitman-dominated by a median-
unbiased estimator. A somewhat different direction was to find families of estimators 
Pitman-dominates a median-unbiased estimator. We review the literatures regarding 
these directions in this section. 
1.2.1 The Pitman Closeness Criterion as an Estimation Criterion 
The arguments concerning which estimation method should be used for com­
paring estimators of a parameter have to some extent been subjective, touching on 
what optimum property is regarded as critical. After Pitman proposed the closeness 
criterion, it has been compared with other criteria. 
Geary j9] discussed the relation between the Pitman closeness criterion and the 
criterion of minimum variance for unbiased estimators. He also noted that the Pitman 
closeness criterion is identical with the criterion of eflficiency as determined by a 
comparison of the variances of two estimators when the joint distribution of the 
estimators is normal and that the Pitman criterion will not yield results much different 
from results based on efficiency when the estimators are based on large samples and 
are consistent. 
Johnson [14] compared the Pitman closeness criterion with the mean square 
error criterion in some examples, and stated that comparison of mean square errors 
appeared to be somewhat more satisfactory than the Pitman closeness criterion. On 
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the contrary, Rao j27] compared the Pitman closeness criterion and mean square 
error criterion by providing examples in which shrinking an unbiased estimator to a 
minimum mean square error estimator did not improve the property of closeness in 
Pitman sense, and suggested that the Pitman closeness criterion could be considered 
as a criterion to compare estimators. 
Peddada i23] showed that the Pitman closeness criterion, minimum mean squared 
criterion, and minimum mean absolute error criterion are equivalent under some con­
ditions on the moments of random variable. 
The Pitman closeness criterion is generalized by Rao et al. [281 and Sen et al. i.32] 
with respect to the loss function L{-,-) as follows: Let the p-dimensional vectors A' 
a n d  F ,  w i t h  j o i n t  d e n s i t y  d e p e n d i n g  o n  a  p a r a m e t e r  v e c t o r  u - '  =  ( d ^ ,  
be estimators of ^ • - ^ O p ) .  X  is closer than Y  to 6  with respect to the loss 
function if 
> 1 / 2  ,  V w  6  n  .  ( 1 . 2 )  
This criterion is now called the Generalized Pitman Closeness Criterion (GPCC) or 
Generalized Pitman Nearness Criterion (GPNC). 
•According to Hwang [12] A" stochastically dominates 1' under loss function L  if. 
for any real number c. 
Prg(I(.V, 0 ) > c )  <  Prg(I(Kg) > c )  ,  V g  
and the probability inequality is strict for some 9. Lee [21] showed that stochastic 
domination implies Pitman domination for comparing any two estimators of the mean 
vector of a multivariate normal distribution if the distribution of estimator is multi­
variate normal, and also showed that stochastic domination and Pitman domination 
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are equivalent if the two estimators are unbiased. 
1.2.2 Pitman Domination of Equivariant Estimators 
Pitman [26] suggested that a median-unbiased estimator based on a minimal 
sufficient statistic should fare well under his closeness criterion. 
After that, Basu [ij defined an ancillary statistic and showed that a complete 
sufficient statistic is independent of any ancillary statistic. 
Ghosh and Sen [10], interpreting Pitman's comparison theorem in terms of Basu's 
theorem [1], showed that a median-unbiased estimator dominates every other estima­
tor within the class of equivariant estimators. N'ayak [22] obtained best equivariant 
estimators in the sense of GPCC by using decision theoretic approaches. Kubokawa 
[19] showed that an estimator is median-unbiased if and only if it is best equivariant 
in the sense of GPCC. 
1.2.3 Pitman-Dominating Median-Unbiased Estimators 
Salem and David [31] and Salem [30] constructed a shrinkage estimator for 0 
Pitman-dominating an observation X from a normal population with unknown mean 
9 and unit variance. They constructed a continuous increasing function /(.t), defined 
by 
f i ^ )  —  •  0  <  . c  <  . 8 9  ,  
and 
f { x  +  R ( x ) / ' 2 )  —  x  , .89 < r < oo 
with 
$ ( • )  t h e  u n i t  n o r m a l  c d f .  W i t h  / (  — i . r j )  d e f i n e d  t o  b e  — t h e y  s h o w e d  t h a t  f { X )  
dominates _Y in the sense of PCC. 
Also, Efron [7], using a similar construction, showed that S ( X )  dominates X  in 
the sense of PCC, with S(.v) defined as follows: 6(z) = x — A(a:), for x > 0, with 
A ( z )  =  m i n ( \/n x,^{ — \/n x)) 
2\/n 
and, again, (!>(-|a ; i )  =  —(5(|a;|). 
Given any location family symmetric about a location parameter 0. David and 
Salem [5] provided a way to construct a boundary function i.i(x) such that, for any 
continuous increasing T{x) between x and //(z), dominates A"" in the sense of 
PCC. 
1.2.4 Multivariate Normal Considerations 
Consider the observation vector A" = { X i , X p ) '  where A' ~ X p { 0 , V )  for 
p > 3. In the case of V = cr^I, James and Stein i  13] proved that T, where 
r = (1 - c/ x ' x )x  
has smaller mean squared error than A for all 6 provided 0 < c < 2(p — 2) and the 
mean squared error is minimized when c = p — 2. 
Consider a loss function of the form L ( x , d )  =  (A — ^)'(A' — 0 ) .  Efron [7Î stated 
that James-Stein estimator 113] Pitman-dominates the vector of sample means with 
respect to the loss function Z( -, • ) in estimating the mean vector of the normal density 
with V = cr-J. 
Rao, Keating, and Mason i28j numerically showed that the James-Stein estima­
tor dominates the vector of sample means in the Pitman sense. Keating and Mason 
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[17] proposed an alternative James-Stein estimator with c = p — 1. and numerically 
showed that it dominates the James-Stein estimator in the Pitman sense. 
Sen, Kubokawa. and Saleh [32] showed that, for p > 2, any Stein type estimator 
with c , 0 < c < (p — l)(3p + l)/(2p), dominates the vector of sample means in the 
Pitman sense. 
1.2.5 Scale Parameter Estimation 
Let . . . ,Xn be a random sample of size n from normal density with mean fi 
and variance a". Some general aspects of estimating are as follows. 
Eisenhart [6] noted that the square roots of the usual estimators of such as the 
sufficient unbiased estimator, the maximum likelihood estimator, and the minimum 
mean absolute error estimator of tend to underestimate cr in the probability sense. 
Keating [16] showed that the sufficient median-unbiased estimator of a is Pitman-
c l o s e s t  i n  t h e  c l a s s  o f  e s t i m a t o r s  o f  t h e  f o r m  a S ,  
Nayak [22], in the context of his paper on PCC, pointed out that the log transfor­
mation will transform a scale parameter problem into a location parameter problem. 
Khattree 118] noted that maximum likelihood estimator under the unknown 
mean assumption has smaller mean square error than that under the known mean 
assumption in the problem of estimating variance cr'^ with known mean /.i, and thus 
compared the following two classes of estimators cr^ in the Pitman sense: 
C'l : : 0 < < 1} 
and 
Co : {ci52 : 0 < < 1} , 
9 
where 5i - - /O^ - X)\ 
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CHAPTER 2. UNIVARIATE SHRINKAGE CONSTRUCTIONS 
2.1 Introduction 
In section 2.2, we study the relation between median-unbiased estimators and 
PCC in some detail. In section 2.3, we essentially generalize the approach of David 
and Salem [51. A number of parametric situations are considered, including some 
considered by Pitman. In each case, a class of continuous not necessarily increasing 
functions of a minimal sufficient median-unbiased or otherwise natural estimator is 
considered, each member of the class Pitman-dominating the estimator itself. Three 
examples are considered; 
1. The parameter of interest is the median of a density supported by the real 
line. The estimator to be dominated is a single observation, minimal sufficient 
median-unbiased for the population median. This is the single-observation lo­
cation parameter situation. 
2. The parameter of interest is the non-centrality parameter of a non-central t 
distribution. The estimator to be dominated is \/nX/ 5 , for sample sizes two 
and three. 
3. The parameter of interest is a positive parameter of a density supported by the 
positive real line. The estimator to be dominated is median-unbiased for the 
11 
parameter. This example includes scale parameter situations. 
2.2 Median-Unbiased Estimators and the Pitman Closeness Criterion 
An absolutely continuous estimator A' of a unknown parameter Q is said to be 
median-unbiased (or. Q is the median of the density of A') if 
Prg(A < = Prg(A' > 0) , V g . 
Pitman [26] gave the following theorem to identify classes of estimators domi­
nated in the Pitman sense by a median-unbiased estimator. 
Theorem 2.1 (Pitman Comparison Theorem) Ltt he an absolutely con­
tinuous random variable with median value 9, and let X2 be any other continuous 
random variable; then A^ is a closer estimate of 9 than Ag if there exist a random 
variable Z, always of one sign, and such that 
A 2 and Z( A^ — A^ ) 
are independent. That is, 
P r g ( ! A i - ( ) | < | A 2 - ^ ! ) > ^  ,  V  
Proof: The inequality lA]^ — 9\ < {A2 — i9| is satisfied if any one of the following 
is true: 
(.4) ^ , Ai < A2 
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{ B )  X i  > t >  .  X i  +  . Y 2  <  2 6  
( C )  ^  >  . Y g  
( D )  A ' l  <  0  ,  X 1  +  X 2  >  2 0  .  
Without loss of generality, suppose Z is positive. Let p be the probability that 
Z{X2—Xi) > 0 , i.e., A''2 > %%. Since is independent of Pr^((/1)) = 
and Pr^((C')) = 7(1 —/?). Hence, 
Prg(|%i-g|<|%2-^l) = Prg((.4)) + Prg((B)) + Prg((C)) + Prg((D)) 
> Prg((.4)) + Prg((C')) 
=  ^ P + ^ ( 1 - P )  
= ^ (Q.E.D.) 
This proof is essentially given by Pitman [26]. With this comparison theorem, 
Pitman suggested that a median-unbiased estimator depending on a minimal suffi­
cient statistic is well suited to PCC. 
Basu [1] defined an ancillary statistic and showed that a complete sufficient 
statistic is independent of any ancillary statistic. It can be noted that the statistic 
ZlXo — A"]^) in Theorem 2.1 involves an ancillary statistic if we let A^ be complete 
sufficient and A2 be the sum of A'^ and an ancillary statistic. 
Let A^, ....Xn be a random sample of size n from normal density with mean /i 
known and variance a" unknown. Consider estimating variance cr^. Let 5^ be the 
unbiased estimator of a" (i.e., 5^ = ~ )• The following proposition 
is noted by Pitman [261. 
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Proposition 2.1 (Pitman) For given rz > 1 , Pr(0 < < n) > ^ . 
We note that Proposition 2.1 says that 
c2 
Pr(0 < Xn < n) - Prcr(0 < < n) 
1 
> 2 
This imphes that the unbiased estimator of a" tends to underestimate its value as 
noted by Eisenhart [6]. Thus we need improve this unbiased estimator 5^ in order 
not to underestimate. 
Keating [16j considered the estimation of scale parameters in location and scale 
parameter families of density functions. Let T be a scale invariant median-unbiased 
estimator of a scale parameter cr. Consider a class of estimators of a such that 
<$2 = {cT : c > 0} . 
If r is a complete and sufficient statistic for cr then contains the maximum likeli­
hood estimator and minimum variance unbiased estimator of cr. 
Theorem 2.2 (Keating) Let T be a scale invariant median-unbiased estimator 
of a scale parameter cr in a location and scale parameter family of density functions. 
Let cT be an estimator in Si such that c ^ I. Then, for every c > 0 .c ^ a scale 
invariant median-unbiased estimator T is Pitman-closest in class i.e., 
Pr(7( I r — cr| < \cT — c| ) > — , V (T . 
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Proof: When 0 < c < 1, we have that 
V T a [ \ T -  a ^ - \ < \ c T  - a - \ )  = V T a [ T < ^ c - - )  
i + c 
>  P r ( T ( T < ( T " )  =  l . 
Similarly, when c > 1, we have that 
P r o - d r - a ^ j  <  i c r - a ' l )  =  P r ^ ( T > ^ , T 2 )  
1 4- c 
> Pi(t(T > a") — - . (Q.E.D.) 
Example 2.1 Let .Y]^, • • -, be a random sample of size n from normal density 
with mean unknown fi and variance cr". Consider the problem of estimation of the 
v a r i a n c e  a ^ .  L e t  b e  t h e  u n b i a s e d  e s t i m a t o r  o f  c r ^  ( i . e . ,  ^ —  X ) ^ / n ) .  
Let be the median-unbiased estimator of Then, in view of Proposition 2.1, 
there exist A'n,0 < kji < 1, such that 
Pro-(0 < ^ < cr-) = - . 
Kn 
We have ^ . Therefore, by Theorem 2.2, is Pitman-closer to 
cr" than 5^. • 
Example 2.2 Let A'j^, • • -iXn be a random sample of size n from uniform density 
(0,^), i.e., A'j ~ U(Q,9). Consider the problem of estimation of 0. Let A^^^ be the 
largest observation from the sample. Note that A^ ^ is a maximum likelihood estima­
tor, is an uniformly minimum variance unbiased estimator, is a 
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estimator minimizing mean square error. Then, by Theorem 2.2. a median-unbiased 
estimator is Pitman-closer than any of them. • 
Ghosh and Sen [lOl, and Nayak [22j restricted the classes of estimators Pitman-
dominated by an appropriate median-unbiased estimator in light of Basu's theorem 
[1]. They showed a median-unbiased estimator based on complete sufficient statistic 
of a parameter is the Pitman-closest estimator within a class of equivariant estimators 
satisfying some conditions. The following two theorems are given by Ghosh and Sen 
[10]. 
Theorem 2.3 (Ghosh and Sen) Let T be a median-unbiased estimator of 9, 
and consider the class C of all statistics of the form U = T -r Z, where T and Z are 
independently distributed. Then 
Prg(|r-g| < i(r_g|) > 1 , V g , V 
Proof: Note that 
P r ^ d T  -  ( 9 |  >  \ U  -  ^! )  
=  P r g ( ( T - g ) 2 - { ( T _ g )  +  Z } 2 - > 0 )  
=  ? i q { 2 Z { t - e x  ~ z ^ )  
< Vi0{Z{T — ^) < 0) 
= Prg(Z(r - g) < 0|r > ^) (^) + - g) < OIT < ^) (^) 
= ^{Prg(Z < OiT > ()) + Prg(Z > OIT < g)} 
=  >  0 ) +  P t 0 ( Z  <  0 ) }  
16 
1 
2 
where the last second is due to the independence of Z and T. (Q.E.D.) 
Theorem 2.4 (Ghosh and Sen) L e t C *  b e  t h e  c l a s s  o f  a l l  s t a t i s t i c s  o f  t h e  f o r m  
U = T{1 + Z), where T is median-unbiased estimator of $ and nonnegative and T 
and Z are independently distributed. Then 
P r g ( | T - ^ | < i r - g | ) > ^  ,  V  g , V  
Proof: By noting that T is nonnegative, we have that 
Prg(|T-g| > |(;-g!) 
=  P r ^ ( ( T - 0 ) 2 - { ( r - 0 )  +  r Z } 2  >  0 )  
=  P r ^ ( 2 T Z ( r - ^ )  <  - r ^ Z ^ )  
<  P r g ( Z ( r - g ) < 0 )  
= Prg(Z(r - g)< oir > + Prg(Z(r - O) < 0|T < ^) (^) 
= ^{Prg(Z < Oir > g) + Prg(Z > 0|r < g)} 
= ^{Pr^iiZ > 0)-r Pr^(Z < 0)} 
1 
' 2 
where the last second is due to the independence of Z and T. (Q.E.D.) 
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2.3 Construction of Estimators Pitman-Dominating Competing 
Estimators 
2.3.1 Characterization of Pitman Domination 
Before we consider characterization for Pitman esimators, we first define some 
notations and a terminology which were first defined by Rao, Keating, and Mason 
[28]. Let Ti and To be two univariate estimators of the real parameter 6. We further 
define 
=  { ( T i  ,  T o )  :  +  T o  >  a n d  <  T o }  
^2 — , 72 ) : -h T'2 < 29 and Ti < T2} 
%  =  { ( T i , r 2 ) : r i 4 . r 2 < 2 g o w r 2 < r i }  
^ 4  =  { ( T i  ,  T 2 )  : T i  +  T 2 >  2 6  a n d  7 ^  <  T i )  .  
Definition 2.1 (Rao. Keating and Mason) The point x in the essential range 
of X is said to be a crossing point of T-^ and To if Ti — To changes sign at x (i.e.. 
f o r  g i v e n  e  >  0 ,  { T i ( x  -  e )  -  T o { x  -  € ) ) { T i ( x  +  e )  —  T o { x  +  e ) )  <  0 ) .  
In general, the crossing points of and T2 will just consist of the points of 
intersection of and T2-
In an effort to characterize Pitman domination. Rao, et al. |28j stated and 
proved following theorem. 
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Theorem 2.5 (Rao. Keating and Mason) 
<  i T o  -  ^\ )  =  T Pr,9(^3) • 
Proof: In we have that Ti < T-j which implies that Ti — 0 < T2 — 0. And 
for each € ^i, we have that 
Ti -r To > 29 and — T-^ + To > 0 . 
By adding these two inequalities, we obtain To > 0. Therefore, we have that, 
- ( T 2 - O )  <  ( T i  - $ ) <  [ T 2 - O )  . 
I n  O g ,  w e  h a v e  t h a t  T i  >  T 2  w h i c h  i m p l i e s  t h a t  T - ^  —  S  >  T 2  —  9 .  A n d  f o r  e a c h  
[Ti^To) € Og, we have that 
T^-i-To < 29 and — Ti -i- To < 0 • 
By adding these two inequalities, we obtain T2 < 9. Therefore, we have that, 
In a similar way we can show that in Çïo and 
iTg -A| <  T i - 9 \  . 
Hence it is now obvious that 
PrgdTi - g| < 1^2 - g|) = Prg(ni) + Prg(%) . (Q.E.D.) 
It can be noted that Theorem 2.5 emphasizes comparison of estimators. Sup­
pose we are interested in shrinkage constructions of estimators T = r(A') Pitman-
dominating A'. We can interpret Theorem 2.5 in terms of construction of Pitman-
dominating estimators in the following way. For simplicity, we consider there is at 
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most one crossing point of T and X. Assume A" is a median-unbiased estimator of 
and , r(A') is continuous and increasing in A". Then, without loss of generality, 
there are the following four possible cases; 
(i) T>.Y 
(») T < % 
( m )  T  < X  < 0  ,  T { Q )  =  0  ,  0  <  %  <  T  
( z r )  A '  <  r  <  0  .  T ( 0 )  =  0  ,  0  <  T  <  . Y  
We now establish that, if a T is to be found, of either type ( i ) , { i i ) , ( i i i ) o r { i v ) ,  
P i t m a n - d o m i n a t i n g  A " ,  t h e n  s u c h  a  T  m u s t  b e  o f  t y p e  { i v ) .  
To begin with, in view of Theorem 2.5, we have that 
IPrgfljT - 6i| <: pr-- 4|) 
= ?i q {T ^X > 2 9  , r < A) + Pr^(r + X < 2^ , T  >  X )  .  
I n  t h e  c a s e  o f  ( i )  T > X. we have that 
IPr^C IjT - 2| <: LV -- g|) 
= Prg(r 4- A > 2 6  ,  T >  X )  
< Pr^(% >(9) = J , 
so that a T Pitman-dominating A" cannot exist. 
In the case of { i i )  T  <  X ,  we have that 
P r g ( | r - g |  <  i A ' - 0 | )  
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= Pr^(r +A" < 2 9  ,  T  <  X )  
< Prg(A' < 6) = - , 
so that, again, a T Pitman-dominating X cannot be found. 
In the case of ( i n )  T  <  X  <  0  ,  T ( 0 )  =  0  ,  0  <  X  <  T ,  for given 0 > 0, we 
have that 
Prg( |r-g|<|%-g|)  
= Pr0{T + X <26 T > X > 0) 
< Prg(0 < % < g) < ^ , 
so that, again, a T Pitman-dominating % cannot exist. 
Thus, in the case of (i),(«'), and { i i i ) ,  no T  can be found Pitman-dominating 
.Y. 
Finally, in the case of (iv) X < T < 0 , r(0) = 0 , 0 < T < .V, now define 
(f) = T, and a continuous increasing function as follows: 
0 < 0(%) < .Y , .Y > 0 
A" < o { X )  <0 , A" < 0 
and 
r = A — o 
and 
g - l ( . Y )  =  . Y - ^  
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Note that 
T  =  X - 0  
= 2(A--|)-A' 
=  2 } - ^ I X ) - X  
We mav observe that 
IT - - ;X - = l(X-^)-çi^-IX-Ûj^ 
Thus 
Prg(|T-g| < |.Y-g|) 
' 2 
=  P r g ( ( % _ g ) , ^ > y )  
' 2 2 
— — 9)4> > ^ , A' >0) + Prg((A - 0)ç!> > — , A' < 0) 
= Prg(A - I > ^ • -Y > 0) + Prg(.Y - | < . A < 0) . 
Suppose ^ > 0. Then 
Prg( |r-g|< 
= Prg(A — — > 0 . \ > 0) + Pr^(A — — < ^ , A < 0) 
=  P r g ( g - ^ ( A ) > g )  +  P r g ( A < 0 )  
= Prg( A > g(g)) f Prg(.Y < 0) 
=  1  -  P r g ( 0  <  . Y  <  g { 0 ) )  .  
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Suppose 6 < 0. Then 
?ie(\T-o \  < \ x -o \ )  
= Prg(.Y - ^  > g , % > 0) + Prg(% - j < g , % < 0) 
= Prg(.V > 0) + Prg(.Y - ^  
= Prg(% > 0) + Prg(% < g(g)) 
= 1 - Prg(g(6') < A' < 0) . 
Thus, if there exists g ( - )  such that 
Prg(g(g) < .Y < 0)< ^ , g < 0 
and 
Pr^(0 < X  <  g { & ) )  < ^ , 0 > 0 , 
then T Pitman-dominates X. This result provides the motivation of the following 
section. 
2.3.2 Shrinkage Constructions for Pitman Domination 
The following lemma and two theorems in this section involve a version of certain 
continuous increasing function A(-) , each with its own particular domain, and a 
function 
2A~l(.T)-.r (2.1) 
constructed from A(z). For ease of notation, the function (2.1) will be denoted 
throughout this section by 
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Lemma 2.1 Consider a scalar statistic X, with density f{x:$) depending on 
a  s c a l a r  p a r a m e t e r  9 ,  0  <  0  <  + o o ,  w h e r e ,  f o r  a l l  6  ,  t h e  s u p p o r t  o f  f { x ; 0 )  i s  
the nonnegative real line. Suppose that there is a continuous increasing function 
9 > 0 , such that 
A(0) = 0 , 
A ( g ) > g > 0 ,  ( 2 . 2 )  
and 
f { x - J ) d x  <  -  , ^ > 0 . (2.3) 
Define the continuous function i^{x) : 
l . i { x )  =  ma .x (0  ,  f t ^ { x ) )  , .r > 0 . (2.4) 
for which, in view of (2.1) and (2.2) with argument x , 
X  >  j i ( x )  .  X >  Q .  (2.5) 
Then any estimator T{X) of 0, with T{-) continuous, and 
I . l { x )  <  T { x )  <  X  ,  ,r > 0 , (2.6) 
Pitman-dominates the estimator X: in other words, for 0 . 
Prg(|T(.Y)-g|<|.Y-gl)>l. (2.7) 
Proof: When é) = 0, in view of (2.6), it is clear that 
Prg(T(.Y)< .V) = 1 
and thus (2.7) holds. 
For 6 > 0, in view of (2.3), (2.7) is verified by verifying inequalities (2.14) and 
(2.24) below ; the first is verified in PART I, and the second in PART II. 
PART I: Consider, for ^ > 0, any x  such that 
> A(g) . (2.8) 
Then, with regard particularly to the relative magnitudes of 6 and ^i[x), we have, in 
view of (2.2) and (2.5), the two mutually exclusive cases: 
0 < ii[x) < X (2.9) 
and 
li{x) < 6 < X . (2.10) 
Relation (2.9) clearly implies 
\li{x) - ()| < |z - . (2.11) 
•Is to relation (2.10), consider the relation 
= (2.12)  
where the first weak inequality is due to (2.8), the equality is due to (2.1), and the 
second weak inequality is due to (2.4). Relation (2.10), together with (2.12), implies 
^  <  9  —  I . L { X )  <  X  —  6  
and thus also impUes 
I J , ( x )  —  6 \  <  Iz — j . (2.13) 
So. all told, (2.8) implies (2.13). and this implication allows writing 
/m«T (2.14) 
PART II: Suppose first that 0  <  T { x )  <  x ;  then 
\ T ( x ]  —  9 \  <  \ x  -  6 \  .  (2.15) 
On the other hand, when T { x )  <  0  <  x  ,  then 
0 < /((.c) < T { x )  <  9  <  X  
in view of (2.6), so that the relation 
\ l i { x )  - 0 \  < \ x  -  6 \  (2 .16 )  
impHes (2.15). 
Hence, all told, 
(2.16) =• (2.15) (2.17) 
when z — <9 > 0. 
But, in view of (2.6), 
0 < j.i[x) < T[x) < X < 0 , (2.18) 
when X — 0 < 0 , so that neither (2.15) nor (2.16) can hold. 
Thus (2.17) holds regardless of the sign oi x — 0 , so that 
IB 
f { x \ O ) d x < J ^ ^ f ( x \ 0 ) d x ,  (2.19) 
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where .4 = {.r : \ T { x )  -  0 '  < l,r - 6 \ }  and B = {x : !/<(a;) — 9\ < |,c - 6\}. Since 
f{x;6] is supported by the positive real line, it remains to show that S is a proper 
subset of A, with /I — 5 an open subset of = {x : 0 < x < +oo}. 
To that end, consider the point xq  = min(2^ , A(^)), for which relation (2.4) 
implies that 
O < X 0 — 8  =  9  —  f j - { x 0 )  , (2.20) 
which, in view of (2.6), implies that 
X 0  —  9  ^  \ 9  —  T { x 0 ) \  . (2.21) 
Now X + fiix) is increasing in view of (2.1) and (2.4), so that (2.20) ensures that there 
is an X0*. slightly smaller than Xfj, for which 
0 < z g * - g < g - / i ( z g * )  ( 2 . 2 2 )  
and for which the inequality (2.21) is maintained: 
(2.23) 
Relations (2.22) and (2.23) place x^" in .4 — 5, so that 4 — 5 is an open subset of 
and it follows that 
(Q.E.D.) 
Theorem 2.6 Consider a scalar statistic X, with density f{x\9) depending on a 
scalar parameter 6, —oo < 9 < -roo, where, for all 9 , the support of f{x\6] is the 
2 1  
real line. Suppose that there is a continuous increasing function X{0) such that 
/\(g) < ^ , g < 0 (2.25a) 
A(0) = 0 , (2.25b) 
A(g) > g , g > 0 (2.25c) 
and 
^(^)/(a:;^)c?-'c < ^ ^ < 0 (2.26a) 
/'A(g) 1 
/ /(r;g) jz < - , g > 0 . (2.26b) 
Define the continuous function n{x) : 
I . l ( x )  -  min(0 , ^ ) ^ ( X ) ]  , .c < 0 , 
I . l (x )  = max(0 , j J -^ ix ) )  , z > 0 , 
for which, in view of (2.1) and (2.25) with arguments x , 
X  <  i i ( x )  ,  X  <  0  ,  
H ( Q )  =  0  ,  
X  >  i d { x )  ,  X  >  0  .  
Then any estimator T{X) of 6, with T(-) continuous and 
X  <  T { x )  <  / j . { x )  , .c < 0 (2.27a) 
r(0) = 0 . (2.27b) 
l.t(x) < T{x) < X , .c > 0 , (2.27c) 
Pitman-dominates the estimator X: in other words, for 0 G ( - oo , -roo) , 
P r g ( i r ( % ) - g | < ! . Y - g l ) > ^ .  ( 2 . 2 8 )  
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Proof: When 0 = 0, in view of (2.27), it is clear that 
Prg(|r(%)| <!%!)= /(z;g)(fz+ = l 
J — oo vu 
and thus (2.28) holds. 
As to ^ ^ 0 , the symmetry built into our formulations leads to identical argu­
ment for ^ < 0 and 0 > 0 , and we choose the latter. 
Analogously to our approach in Lemma 2.1, we see that, in view of (2.26b), it 
suffices to show that 
+ ^ (2.29) 
and that 
 ^ /{. : " /{. : tr(xM|<|x-«|} 
As in Lemma 2.1, we treat the respective verifications of (2.29) and (2.30) in two 
parts: 
PART I: Relation (2.29) will be verified if 
x < 0 (2.31) 
and 
r > A(g) (2.32) 
both imply that 
iXz) -()| < k-g| . (2.33) 
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That (2.31) implies (2.33) follows immediately from (2.27a). while the demon­
stration that (2.32) implies (2.33) is precisely that of PART I of Lemma 2.1. 
PART II: The open set analogous to the open set A — B o{ Lemma 2.1 is seen, by 
the same argument as before, to contain a point *. (Q.E.D.) 
Note 2.1: T { - ]  in effect "shrinks" a statistic toward zero. In keeping with the fact 
that, generally, shrinkage need not always be toward the origin in location problems, 
the construction may, by a translate, be focused on statistics r(-) satisfying T(c) = c , 
c arbitrary, rather than 7(0) = 0. 
Theorem 2.6 is now illustrated by two examples. For each of these, the essential 
step is to identify a continuous increasing function A(^) , -oo < 6 < +oo , satisfying 
(2.25) and (2.26). 
Example 2.3 This is the case treated in David and Salem [.5] with a symmetry 
restriction on f{x\0) and monotonicity restriction on T{-). Let A' be an observation 
from a density f{x;9) supported by the real line, and 9 be the median. Since 
rO  1  
/  f [ x \ d ) d x  =  -  ,  
J —oo I 
it is clear that 
A  f { x \ 0 ) d x  < ^ , ^ < 0 (2.34a) 
and 
f { x ; 9 ) d x  <  ^  ,  9  > 0 .  (2.34b) 
Without loss of generality, consider (2.34b), which guarantees that there is a contin-
30 
uous function . A*(#) > ^ > 0 . such that 
(2.35) 
and also a continuous increasing function A(0) satisfying (2.'25b) and (2.25c) : 
as well as (2.26b) in view of (2.35) and (2.36). Then, in view of Theorem 2.6, any 
continuous function T(X) satisfying (2.27) is Pitman-closer to 6 than is A'. C 
In particular, a class of estimators of 6 Pitman-dominating the sample mean of 
a normal density with known variance can be constructed by this example. Let % 
be an observation from a normal density (p{x;9). Figure 2.1 shows the continuous 
function A*(-) satisfying (2.35) and its negative analogue. Figure 2.2 shows fi(x) (we 
call this "boundary function''). Table 2.1 shows the value of the median-unbiased 
e s t i m a t o r  A "  a n d  t h e  v a l u e  o f  t h e  b o u n d a r y  f u n c t i o n  / J - i x ) .  
As noted in Section 1.2.3, Salem [30] and Efron [71 constructed a shrinkage 
estimator dominating an observation A' from a normal population with unknown 
mean 9 and unit variance. Figure 2.3 shows the comparisons of Salem and Efron 
estimators, and David's [5] boundary function for the normal density with unit vari­
ance, and indicates that Salem and Efron estimators are included in the class of 
shrinkage estimators constructed by applying Theorem 2.6. Figure 2.4 shows the 
comparisons of Pq { 0 )  = 1 — Pr^(0 < A' < (9), Pi{ 0 )  = Pr^(|E'(%) - <9! < iA' - #1), 
Poie) = Pr^(i5(X) -0\ < |A' - e\), and P^{d) = Pr^(|^(%) - ê\ < |X - ^1) . where 
A(0) = 0 , (2.36a) 
g < A(^) < A*(g) , g > 0 , (2.36b) 
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Figure 2.1: The graph of A*(x) for the normal density with unit variance 
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Figure 2.2: The graph of the boundary function f i { x )  
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Table 2.1: The boundary function fi[x) for the normal density with unit variance 
X  l i  .00 i  .01 i  .02 1  .03 i  .04 1  .05 .06 .07 1  .08 1  .09 
0.0 I I  0.0 ! 0.0 1  0.0 0.0 I  0.0 1  0.0 0.0 0.0 0.0 1  0.0 
0.1 ! j  0.0 : 0.0 1  0.0 ! 0.0 1  0.0 1  0.0 0.0 0.0 0.0 1  0.0 
0.2 i !  0.0 : 0.0 ! 0.0 0.0 1  0.0 1  0.0 0.0 0.0 0.0 1  0.0 
0.3 !| 0.0 ! 0.0 ! 0.0 0.0 0.0 1  0.0 0.0 0.0 0.0 0.0 
i  0.4 I I  0.0 ; 0.0 ! 0.0 0.0 I  0.0 0.0 0.0 0.0 0.0 1  0.0 
0.5 i i  0.0 ' 0.0 i  0.0 1  0.0 i  0.0 0.0 0.0 0.0 0.0 ! 0.0 
! 0.6 i i  0.0 0.0 : 0.0 i  0.0 i  0.0 i 0.0 0.0 0.0 0.0 1  0.0 
1  0.7 i i  0.0 0.0 , 0.0 t  0.0 i  0.0 i  0.0 0.0 0.0 I  0.0 ! 0.0 
1  0.8 ' 1  0.0 ! 0.0 I  0.0 j  0.0 1  0.0 1  0.0 0.0 0.0 0.0 1  0.0 
1  0.9 i |  0.0 i  0.0 ' 0.0 1  0.0 i  0.0 1  0.0 0.0 I  0.0 0.0 0.0 
i  1.0 I I  0.0 : 0.0 ; 0.0 0.0 j  0.0 1  0.0 0.0 0.0 0.0 i  0.0 
1.1 I i  0.0 i  0.0 i  0.0 1  0.0 i  0.0 0.0 0.0 0.0 0.0 1  0.0 
1.2 I I  0.0 i  0.0 ! 0.0 1  0.0 j  0.0 i  0.0 0.0 ! 0.0 0.0 1  0.0 
1.3 I I  0.0 1  0.0 i  0.0 1  0.0 0.0 1  0.185 0.305 I  0.386 0.456 1  0.516 
1.4 1 1  0.566 i  0.616 | 0.665 0.705 0.745 0.777 0.816 0.847 0.877 1  0.907 
1.5 I I  0.937 i  0.967 1  0.997 1.026 1.048 1.076 1.105 1.126 1.147 1  1.175 1  
1.6 I i  1.196 1  1.217 1  1.237 1.258 1.278 1.305 1.325 1.345 1.358 1  1.378 
1.7 i l  1.398 ! 1.417 1  1.436 1.456 1.469 1.488 1.507 1  1.526 1.538 1  1.557 1  
1.8 ! i  1.576 1  1.588 1  1.607 1.619 I  1.637 1.656 1.668 i  1.686 1  1.698 I  1.716 | 
1.9 N  1.728 i  1.746 i  1.757 1.775 1.787 1.799 1.816 1  1.828 I  1.845 i  1.857 i  
2.0 i l  1.869 i  1.886 | 1.897 1  1.909 | 1.926 1  1.937 1.949 1.966 1  1.977 i  1.988 1  
2.1 ;| 1.999 ! 2.016 i  2.027 j  2.039 I  2.055 I  2.066 2.077 2.088 1  2.099 | 2.116 
2.2 i i  2.127 ; 2.138 1  2.149 | 2.165 | 2.176 1  2.187 1  2.198 2.209 2.219 2.236 1  
2.3 1 !  2.246 ! 2.257 i  2.268 | 2.278 1  2.289 i  2.305 2.316 ! 2.326 2.337 1 2.348 | 
2.4 i |  2.358 i  2.369 I  2.379 2.395 1  2.406 | 2.416 | 2.427 1  2.437 2.448 1  2.458 | 
2.5 1 1  2.469 1  2.479 i  2.490 | 2.505 2.516 j  2.526 | 2.536 | 2.547 2.557 I  2.568 ! 
2.6 i l  2.578 I  2.588 | 2.599 I 2.609 | 2.619 | 2.630 1 2.645 | 2.655 2.666 1  2.676 
2.7 i i  2.686 i  2.696 I  2.707 I  2.717 2.727 I  2.737 | 2.748 I  2.758 I 2.768 I  2.778 
2.8 I i  2.788 i  2.799 ! 2.809 I  2.819 I  2.829 2.839 I  2.850 ! 2.860 I  2.875 i  2.885 
2.9 ! i  2.890 I  2.905 j  2.916 I  2.926 I  2.936 I  2.946 I  2.956 i  2.966 2.986 I  2.987 
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E { X )  and 5(A'') are shrinkage estimators of 9  constructed by Efron and Salem, re­
spectively. It is noted that = Pr^(iS(A'') — 9\ < jE(%) — 0\) is greater than 
0.5. Figure 2.5 shows the graph of P^{d) . 
Example 2.4 Consider the "non-central t" case of estimating the non-centrality 
parameter 8 = using '2^1'^XIS for sample size two. where the A'^'s form 
a random sample from a normal distribution with mean 6 and standard deviation 
(T, and S'^ is the unbiased estimator of cP'. Note that ï^l'XjS is distributed as 
non-central t with 1 degree of freedom and non-centrality parameter 8. Without loss 
of generality suppose that 8 is positive. Conditioning on the random variable S" Icr" 
which follows the chi-square distribution with 1 degree of freedom, one finds that 
Pr^(0 < < 6) 
roc 
= (2.37) 
where $(•) is the standard normal cumulative distribution function and f { y )  —  
" exp + 1)^) is the probability density function of 1' = A'^/^ - 1, where 
the distribution of A is chi-square with 1 degree of freedom. is convex and 
increasing on —1 < y < 0; thus it is bounded above by (#(0) — $( —<!')) t/ 4- —6) on 
-1 < J/ < 0. Hence, 
roo 
J _ ^  ^ ( ^ y ) f { y ) d y  
<  + \ ]  f { y ) d y  +  f { y ) d y  
'1 1 /"O 11 /oo 
-  -  $ ( - é ) | y _ ^  y f { y ) d y  +  -  +  f [ y ) d y  
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Figure 2.3. Comparison of Salem and Efron estimators, and David's boundary func­
tion, on the positive real line for the normal density with unit variance 
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Figure 2.4: Comparison of Pq {S), Pi{&), P2{ ^ ) i  ^.nd P^{0) j  on the positive real line 
for the normal density with unit variance 
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Figure 2.5: The graph of on the positive real line for the normal density with 
unit variance 
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— {1 — •2$( — (5)}(<?(0) - o( 1 )) — - 4- ( 1 — $(1 )) 
= {@(0) - 0(1) + 2(1- $(!))} - 2 ((^(0) - o(l) - ($(1) - J) l>$(-5) -
< ^ + ^ (-6), (2.38) 
where o(-) is the standard normal probability density function. Thus, in view of 
(2.37) and (2.38), 
Prg(0 < 2^/2^/^ < ^ ' (^-39) 
and also 
Prg(0 < < n-oo) = 1 - $(-6) > ^ . (2.40) 
Hence, in view of (2.39) and (2.40), one can define a continuous increasing function 
A(6)  s a t i s fy ing  (2 .25 ) ,  and  (2 .26 )  w i th  equa l i ty ,  w i th  a rgument  6 :  
Pr^(0 < 2I/2.Y/S < A(,!;)) = ^ . 
Therefore, in view of Theorem 2.6, any continuous function T{'2^^'^X/S ) ,  with T { - )  
s a t i s f y i n g  ( 2 . 2 7 ) ,  i s  P i t m a n - c l o s e r  t h a n  2 ^ ^ ' ^ X / S  t o  6 .  •  
Note 2.2: The case of n = 3 is carried out similarly and the case of n = 00 is 
formally covered by Example 2.3: also, numerical investigations indicate that the 
construction may be carried out for any sample size. 
Theorem 2.7 implements Note 2.1, and, in addition, introduces half-infinite do­
mains; its proof essentially follows that of Theorem 2.6, and is not given. 
Theorem 2.7 Consider a scalar statistic X. with density f{x\0) depending on a 
scalar parameter 9 , a < 9 < —00 , where a is the lower limit of the domain of 9 . 
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and the support of f(x\$) is (a , -j-oo). Suppose that, for some constant c > a, there 
is a continuous increasing function > a , such that 
X { 9 )  <  0  ,  a  < 9  <  c  (2.41a) 
A(c) = c , (2.41b) 
\ [ 9 )  > 6  ,  9  >  c  (2.41c) 
and 
^^(^)/(••c; ^) ^ ^ ^ ^ (2.42a) 
f\(d) 1 
/  f { x \ 9 ) d x < - , e > c .  (2.42b) 
Jc I 
Define the continuous function ^(.c) : 
/ i ( x )  = min(c , ,  a  <  x  <  c  ,  
H { x )  =  max(c , p,\[x)) , x >c , 
for which, in view of (2.1) and (2.41) with arguments x , 
X <  i . l {x ) , a < X < c . 
I i ( c )  =  c  ,  
X  >  p { x )  ,  X  >  c  .  
Then any estimator T(X) of 9, with T(-) continuous and 
X  < T{ x )  <  f i ( x )  ,  a  <  X  <  c  (2.43a) 
T{ c )  =  c  ,  (2.43b) 
l . i { x )  < T{ x )  <  X  .  X  >  c  .  (2.43c) 
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Pitman-dominates the estimator X\ in other words, for 6 > a , 
Prg( |r(%)-g|<|%-g|)>^. (2.44) 
Theorem 2,7 is now illustrated by an example. Analogous to the two previous 
examples, the essential step is to identify a continuous increasing function A(^) , 
6 > a , satisfying (2.41) and (2.42). 
Example 2.5 Let .Y be a median-unbiased .for the unknown positive parameter 
0 of a density f{x\6) supported by the positive real line, so that a = 0. Since 
fO 1 
JQ f ( x ; 0 ) d x  ^  -  ,  
it is clear that, for any c > 0 , 
f  f { x \ ô ) d x  <  -  ,  0  <  â  <  c  (2.45a) 
J 2 
and 
rff 1 
/  f [ x \ 9 ) d x < - , c < 9 < o o .  (2.45b) 
J C  W  
Without loss of generality, consider (2.45b), which guarantees that there is a contin­
uous function A*(i9) , \'^{9) > 0 > c , such that 
/  f { x \ 6 ) d x = - ,  (2.46) 
J c 
and also a continuous increasing function A(0) satisfying (2.41b) and (2.41c): 
A(c) = c. (2.47a) 
g < A ( g ) < A * ( g ) , ^ > c ,  ( 2 . 4 T b )  
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as well as (2.42b) in view of (2.46) and (2.47). Then, in view of Theorem 2.7. any 
continuous function ?(%) satisfying (2.43) is Pitman-closer to 6 than is X. • 
In particular, Example 2.5 pertains to constructing a class of estimators Pitman-
dominating the minimal sufficient median-unbiased estimator of the variance cP' of a 
normal distribution with known mean. Example 2.5 also pertains to constructing a 
class of estimators Pitman-dominating the multiple of the ratio of two independent 
sample variances that is median-unbiased for the corresponding population variance 
ratio. 
Let 5^ be the sufficient unbiased estimator of a" of a normal distribution with 
unknown mean (i.e., S'^ ~ — X)^/(a - 1) ). Then, in view of Proposition 
2.1 ,  ^ 
Prcr(0 < S'^ < a") = Pr<j(0 < ——< re - 1) > ^ . 
cr" 2 
Thus, there exist kn,0 < kn < 1, such that 
5^ 2 1 Prcr(0 < — < (T ) = T • 
q'2 9 . . 
Therefore, T — is a median-unbiased estimator of cr~ .  Now it is clear that, for anv 
'^n 
c > 0. there exist a continuous function /\*((j") such that 
Pra-(c < f- < A^(cr"^)) = ^ , A''(cr") > cr~ > c , 
= C , 
Pro-(A*((j-) < ^ < c) = 2 , A^(cr^) < cr- < c . 
Figure 2.6 shows the graph of A*(a:) with df = 10 and c = 1. Figure 2.7 shows the 
boundary function I.L(X) with df = 10 and c = 1. 
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Figure 2.6: A*(x) for the chi-square density with df — 10 and c = 1 
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Figure 2.7: jx[ x )  for the chi-square density with d f  =  10 and c = 1 
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2.3.3 Shrinkage Constructions for Generalized Pitman Domination 
In this section, we consider a loss function of the form L ( x , 0 )  =  h ( x  —  8 )  
where h{y) = r(y) on [0,+oo) and s(—y) on (—oo.O], with r(y) and s(y) continuous 
increasing on lO.-roo) and r(0) = 5(0) = 0. 
For Theorem 2.8. the following definitions are needed: Let and ao satisfy 
-oo < 0]^ < «2 ^ , and let / be the interval (a^, ag). Let A", with density 
f(x: supported by /, have median Û for Û restricted to I. Further, for given c 6 /, 
let A(-) be any continuous increasing function satisfying 
f [ x - J ) d x  <  1 / 2  , a i < 9 < c ,  (2.48a) 
J  f ( x \ 9 ) d x  <  1/2 . c < 9 < a-j , (2.48b) 
A(#) <9 , ai < 9 < c ^ (2.48c) 
A(c) = c , (2.48d) 
A(#) >9 , c < 9 < a2 ; (2.48e) 
and let f i { x )  on I  be A"^(a:) . 
Theorem 2.8 Let X, median-unbiased for 9, 9 E I, have density f{x\6) with 
support I for all 9. Then, for c G (a^, ag), any estimator T{X) of 9 with T(-) 
continuous and 
X  <  T { x )  <  i u ( x )  ,  a i  <  X  <  c  
T { c )  = c . 
n i x )  <  T [ x )  <  X  ,  c  <  X  <  a 2  .  
(2.49a) 
(2.49b) 
(2.49c) 
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Pitman-dominates the estimator X with respect to any loss function of type L ; in 
o t h e r  w o r d s ,  f o r  6  €  { a ^ .  a o )  ,  
Prg(I(T(.Y),g) < > 1/2 . (2;50) 
Note that T { - )  satisfying (2.49) always exists in view of the definition of A(-). 
Proof: When 6 = c, in view of (2.49) and the properties of the loss function 
L{-, •), it is clear that 
Prg(Z(r(.Y),g) < Z(%,g)) = r r^/(z;g)jz = 1 
Ja-^ Jc 
and thus (2.50) holds. 
As to ^ c , the argument for < i9 < c is essentially identical to that for 
c < 9 < a2 , and we choose the latter. 
For 0  6 (c, a o )  ,  in view of (2.48b) and (2.50), it suffices to show that, given any 
j ^ ^ f ( x ; 6 )  d x  +  J ^ ^ ^ ^ f { x ; 6 ) d x  <  j ^ f { x ; d ) d x  (2.51) 
and 
J ^ f { x ; 9 ) d x < j ^ ^ f { x ; 9 ) d x  (2.52) 
, where .4 = : L i T { x } , $ )  <  L { x , 9 ) }  à n à  B  —  { x  :  L { n { x ) , 0 )  <  L ( x , 9 ) } .  
With regard to (2.51), it is clear, in view of (2.48c),(2.48d), (2.48e), and (2.49), 
that both 
a i  <  X  <  c  
and 
A ( ^ )  <  X  <  A G  
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imply 
L{ h { x ) , 9 )  <  L [ x . B )  .  
Hence, (2.51) holds. 
With regard to (2.52), it is not difficult to see that 5 is a proper subset of .4. 
with .4 - 5 an open subset of I. which implies (2.52). (Q.E.D) 
Note 2.3: In the symmetric case r(-) = s(-). Theorem 2.8 still holds with n [ x )  
defined as 
l i { x )  = min(c , 2A~^(.r) — ,r) , < a; < c , 
n i x )  = max(c , 2A~^(x) — .r) , c  <  x  <  a 2  .  
furnishing a larger class of estimators T { X )  Pitman-dominating A'. 
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CHAPTER 3. UNIVARIATE SHRINKAGE CONSTRUCTIONS FOR 
LOCATION-SCALE FAMILIES 
3.1 Introduction 
Let A' be an estimator of the location parameter 6 taken from a location-scale 
family of density functions f[x\6,cr), where both 6 and a are unknown. Since the 
density function of A' depends on both 6 and <7, we cannot apply the results in the 
previous chapter. 
In section 3.2, we essentially show that a shrinkage estimator T { X )  of 9  Pitman-
dominating A' for any fixed ctq also dominates A' in the Pitman sense for any cr > ctq , 
s o  t h a t ,  f o r  s u c h  a  T { X ) ,  
for all 9 and all cr > uq . 
On the other hand, in section 3.3, we show that it is unlikely that any T { X )  can 
be found, for which the restriction O" > uq can be removed. In particular, it is shown 
that, within a certain class of functions T{X), there is always a value of 9 such 
that 
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3.2 Shrinkage Constructions for the Case of Bounded Below Scale 
Parameter 
Let A' be a median-unbiased estimator of the location parameter Q taken from a 
location-scale family of density functions f(x; 0, a), where both 0 and a are unknown. 
If there exists a lower bound of a other than zero then we can construct shrinkage 
estimators of 9 Pitman-dominating A' in the following way. 
Let (TQ be the lower bound of cr, i.e., cr > uq . It is clear that 
Pr^g < A' < 6^) < - , 0 < 0 < -foo . 0 < cr < -foo . (3.1a) 
Pr^^ ^)(0 < A < 0) < - , -oo <0<O , 0 < (T < -f 'X> . (3.1b) 
For the following lemmas, we define AJ(-) to be a continuous function satisfying, for 
given a , cr e [tq , -foo), 
rO 
= 1/2 , -oo < ^ < 0 , (3.2a) 
^  f { x \ 9 , c r )  d x  =  1 / 2  , 0 < ^ < -foo , (3.2b) 
AJ(0) < 9 , —oo < ^ < 0 , (3.2c) 
A;(o) = 0, (3.2d) 
A^(i9) > 9 , 0 < 6 < -roo . (3.2e) 
Lemma 3.1 For given cr^ > erg , A^^(^) > A^ q( ^ )  i f  9  >  0  ,  a n d  A J ^ ( ^ )  <  
A;o(m 2/^ < 0. 
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Proof: In the case that d > 0. In view of (3.2b), it is true that, for given a 
o- G [CTQ , -foo), 
dx 
=  P r ( g ^ ) ( 0 < % < A * ( g ) )  
V Û 
where $(•) is the cumulative distribution of standardized random variable — . 
Now, in view of (3.3), it is true that 
$ ( -  — 1  > $ ( -  —  
<^lJ V <^0 
and thus 
so that. 
I "^1 / \ <^0 , 
(71 erg 
In view of (3.2e) and (3.4), we have that 
^  ^  j  ( A ( j- q( ^ )  -  ^)  +  ^  
(3.4) 
In the case that 0 < 0 . similar argument holds. (Q.E.D) 
Now, for given c r  .  a  E  [ctq , -fw) , let Acr(-) be as defined with respect to AJ(-) 
as in section 2.3.2: 
A^(^) < \(T {0) < 9 , —oo < 0 < 0 , (3.5a) 
Acr(O) = 0 , (3.5b) 
0  <  X c r ( d )  <  X ^ { 9 )  , 0 < 0 < +00 . (3.5c) 
Then, in view of Lemma 3.1 and (3.5). for given (7^ > CTQ, there exist A ^q(<?) and 
Acr^(^) satisfying 
A( 7 j ^((9) <  AcrQ(0) <  9  , -oo < (9 < 0 , (3.6a) 
^(To(0) = ^(^^(O) = 0 , (3.6b) 
6 < A(TQ(^) < X(T -^{9) , 0 < ^ < +00 . (3.6c) 
Now, for given a, define Ta to be the class of estimators r(.Y) identified in Theorem 
2.6, satisfying 
X -  <  T { x )  <  A^^(.r) , -oo < .T < 0 (3.7a) 
r ( 0 ) = 0 ,  ( 3 . 7 b )  
A^\.r)  <  T [ x )  <  X  , 0 < .r < +oo , (3.7c) 
where A^- ^(.r) is the inverse function of X a i ^ )  with respect to x  for given a .  Then 
we have the following lemma. 
Lemma 3.2 For given > erg , T Q --^ D  
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Proof: In view of (3.6) and the definition of we have, for given > (rg, that 
^ < 0 , -00 < g < 0 , (3.8a) 
/ \ô^(0)  =  =  0  ,  ( .3 .8b)  
0 < < o , o < 0 < +% . (3.8c) 
Thus, in view of (.3.7) and (3.8), we have that 
X  <  T { x )  <  Aj-Q^(,r ) < A^-j^ <0, -oo<.r<0 
T ( 0 )  =  0  ,  
0 < A^^^(.r) < Agrg (r) < T [ x )  <  X  , 0 < r < -foe . 
Hence, for given A I  > A Q  , Ta--^  D T^ Q  . (Q.E.D) 
Theorem 3.1 Let X, median-unbiased for a location parameter $, be taken from a 
location-scale family of density functions f{x;9^a), where both 6 and a are unknown. 
Then, for all cr^ > tq and any estimator 7Vg(A'') of 6 with Ta^iX) G , we have 
P r ( g ^ ^ ^ ) ( | r o . Q ( A l - 6 ) ! < i . Y - g ! ) > l / 2  ,  .  ( 3 . 9 )  
Proof: In view of Theorem 2.6 in Chapter 2, we have, for given crj^, that 
PR(G^^^^( |R(%)-G|<LV-^ | )>L/2  ,  V GE A ,  
for which T { X )  G Tcr^- Since, in view of Lemma 3.2. Tc^ D , Ta^iX] € T i y - ^  . 
(Q.E.D) 
•52 
3.3 Non-existence of Pitman-dominating Estimators 
We can construct univariate shrinkage estimators Pitman-dominating an esti­
mator A' when the density function of A is from only either location or scale family. 
However, if the density function of A is from a location-scale family then, under 
certain conditions, there is no estimator Pitman-dominating A. We study the non­
existence of such an estimator that Pitman-dominates A in the following theorem. 
Theorem 3.2 Let X be an observation from the location-scale family of density 
functions f{x\ 6, a), where both 0 and a are unknown. Let X he absolutely continuous 
and T{X) arbitrary such that there is an 9q with 
a ---- lim T { x )  ^  i9q (3.10) 
X— —  
and 
b  =  lim T [ x )  ^  . (3.11) 
z—i9Q-|-
Then 
r (A) -0 | )  = l  .  
Proof: Let 77 = min(|a - (9Q| ,  ]b — (9Q|). In view of (3.10), for given > 0, there 
exists (5^ > 0 such that 
I T ( z )  —  a !  <  
whenever 
O Q  — 6^ < ,r < ^0 
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In view of (3.11), for given eo 0, there exists So > 0 such that 
! T ( . T )  -  6 |  <  €-2 
whenever 
OQ < X < 0Q + S2 • 
Now note that 
T ( x )  —  f ^ Q  —  ( a — flg ) + ( r(.T ) — a) 
- (6 - -r (7(3:) - 6) 
Then 
: T ( x )  — ^OL — 1^  ~  ^ OI  ~  L^(^)  ~  <^1 (3 .12)  
and 
j T ( x )  —  ( ^ Q I  >  l b  —  Û Q I  — ' T l x )  —  b j  .  (3 .13)  
Recall that i a  -  > 7;  and l b  —  O Q \  >  T J .  NOW in view of (3 .12) ,  given — 7?/3 .  
there exists > 0 such that 
! r ( x ) - « o l >  J 
whenever 
^0 "" '^1 < < ^0 • 
Also, in view of (3.13). given 69 = v/^- there exists <$2 > 0 such that 
i r ( i ) - O o l >  f  
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whenever 
Thus, if 
OQ  <  X  < + 6-2 
or 
then 
max 1 ^ j < .r < B Q  
B Q < .r < min ( + 69 , ^0 + | 
\x - i^oi < \T{x) - ^oi • 
Hence we have that 
> Pr/zj. <!max " <^1,^0 - ^ ) < % < j (é'o>cr 
+ P:(gQ,o.) {^0 < < min + ^2,^0 | 
It is now true that 
^'^(^0,(7) (^0 - - 3) < < ^0} 
^ < min [ B Q  +  ^ I 
= (^0 - '•''1 ' ^0 - I) < < min (gg f 62 , ^ 
and 
jii?o '•'Co.")I"»'"("IT • "è) •' ' .v)} = ' 
(Q.E.D) 
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CHAPTER 4. MULTIVARIATE SHRINKAGE CONSTRUCTIONS 
4.1 Introduction 
Let the p-dimensional vectors A' and 1'. - with joint density depending on a 
parameter vector w = - • -.Op.rji,- • -.rjq), a; G Q Ç RP^I. be estimators of 
0 = (O^- - • ••Op)- A' is closer than Y to $ with respect to the norm || • ||q (or, in the 
terminology used below. A' Pitman-dominates Y ) if 
Pru;(||A —  0 \ \ Q  < 111 — 0 \ \ Q )  >  1/2 , V w G Q , 
where, for given positive definite matrix Ç, ||.Y — 0\\Q  is defined as — OYQIX -0). 
This PCC is defined by Sen et al 132]. We consider the case of Ç = / in this chapter. 
4.2 James-Stein Type Estimators for Pitman Domination 
Consider, throughout this section, the vector of estimators A' = ( A- • -.Xp/ 
where > 2. A' .Vp(0, cr-V), ^ and V is a known positive definite 
matrix. We assume that there exists a statistic 5 distributed independently of A' as 
cr-\^/7n. where is a chi-square random variable with m degrees of freedom. We 
consider construction of estimators Pitman-dominating A', estimators of unknown 0, 
i n  t h i s  s e c t i o n .  T h e  s i m p l e s t  c a s e  i s  t h a t  c r "  i s  k n o w n  a n d  V  —  I .  
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For simplicity, we consider the vector of estimators A" = • -.Xp)' where 
AT N p { 0 , I )  and 0  =  { O i , -  •  - . d p ) ' .  Let o  = 0(A) = (9(A^), - • -.©(A^p))' and 
T = T{X) = X — 0{X). Then we observe that 
! i r - ^ j | 2  -  i i a - ^ ? ! | 2  =  { ( X - e ) - é ) ' ( { x - o ) - 0 ) - ( x - 6 ) ' ( x  ~ e )  
= -2(x -e)ci)' + (j>'è 
Thus 
Pr^dir - «:! < ||.Y - 0») = Pro ((A- - D}é' > ^ 
Hence, the problem is now to find a function A) satisfying 
PZ0({X-0}É '  I  ,  V« .  
Let us take 0 ( X )  =  c X / X ' X  with constant c > 0 then 
W T  -  0 \ \ ^  -  ^X  -  9 \ \ ^  =  - 2 { X - 0 ) 0 ' +  0 4  
= -•2c[X ~ e)X'Ix'X + Ix'X . 
Thus 
P r g ( i | r - g i : < : % - A ! | )  =  P r 0 ( ( A - ^ ) A / > H  
— ( (A' - 012)'{X — 012) > - -r —j 
û! g ^ 
where 8 ~ and ^ is a non-central chi-square random variable with p degrees 
of freedom and non-centrality parameter S. 
James and Stein [13] showed that T. where 
r = ( l -c /A'A)A 
0 1  
has smaller mean square error than A" for all provided 0 < c < 2(77 — 2) for p > 3. 
and has smallest mean square error if c — p — 2. 
Efron [7], Rao, et al. [28], Keating, et al. [17], Sen, et al. [32, 331, Saleh. et 
al. [29] considered James-Stein type estimators under Pitman closeness criterion. It 
may be useful to review some of the key theorems developed by them. 
In addition to A" and T, define 
where (1  -  c / X ' X ) '  = ((1  -  C/X'X)  V 0)  = max(l - c/X 'A ' .O) .  
The following theorems compare T, and A' under the Pitman closeness 
Theorem 4.1 (Sen. Kubokawa and Saleh) For every p > 2, T = (I — 
C ! X ' X ) X  P i t m a n - d o m i n a t e s  X  i f  0  <  c  <  ( p  —  l)(3p — l)/(2p). 
The proof is omitted since it is given by Sen et al. i32l. Theorem 4.1 is equivalent 
to stating that 
= (1 -c/ x ' x ) ^ x  . 0 0 
T./(.V\Y > c) , c> 0 , 
criterion. 
9 0 • 
where 6 = and ^ is a non-central chi-square random variable with p degrees 
of freedom and non-centrality parameter S. 
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Theorem 4.2 (Saleh and Sen) For every p > 2, Pitman-dominates T. 
The proof is omitted since it is given by Saleh and Sen [29]. 
Let 8"^ = G : ^  > 0} and, for any A" Ç let .V" = (A"]^ VO, •••, A'pVO)'. 
Sen and Sengupta [33] compared the restricted maximum likelihood estimators A'"*" 
with the corresponding James-Stein type estimators 
where 
P  
4%) = ^ /(A; > 0) , 
i=l 
and 
c/. - medianixp) , 2 < k < p ; 
eg = ci = 0 . 
Theorem 4.3 (Sen and Sengupta) For every p > 2, Pitman-dominates 
X ^ .  
The proof is omitted since it is given by Sen and Sengupta [331. 
Lemma 4.1 Let = (1 — cijX'X)X fori = 1,2, where ci > co > 0. Then, 
for every p > 2, 
P i T i ^ T o - J )  =  P r ^ d l T i  - m i  <  1 1 7 2 - ^ 1 ! )  
"2 
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9 .) 
where 6 = ^ and \~ ^ is a non-central chi-square random variable with p degrees 
of freedom and non-centrality parameter 8. 
Proof: We have that 
-  P r g  ( { ( %  - d ) -  c i X I X ' X } ' ^  <  { ( %  - 9 ) -  C 2 A 7 - Y ' A ' } 2 )  
The following theorem shows that the dominating function of Theorem 4.1 itself 
can be dominated. 
Theorem 4.4 Let = {1 — c-/X'X)X for i = 1,2, where ci > C2 > 0. Then, 
for every p >2 and given co. 0 < co < (p — l)(3p -r l)/(4p), Pitman-dominates 
To provided 
(Q.E.D.) 
^  { p  -  l)(3p + 1) 
Proof: From Lemma 4.1, we have that 
p{Ti,T-r,e) = CI + C2 
2 
— ( 
Now. in view of Theorem 4.1. if we have 
0 < + eg < 
(P -  l)(3p -r 1) 
2p 
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then Ti Pitman-dominates Tg. Thus, for given C2 . 0 < C2 < (p— l)(3p-r l)/(4p), if 
we talce such that 
, (P - l)(3p+ 1) 
"2 < '1 < Tp "2 
then Ti Pitman-dominates To. (Q.E.D.) 
Now define 
T i b )  =  { 1  - b / X ' X ) ^ X  
where 0 < 6 < (p — l)(3p-i- l)/(2p), and define T•\,£ = T{mp) where mp is the median 
of chi-square random variable with degrees of freedom p. And further define 
C  -  { T ( b )  :  r r i p  <  b  <  [ p  -  l)(3p 4- l)/(2p)} . 
Then we can state the following theorem which is proved by Sen and Sengupta 133]. 
Theorem 4.5 (Sen and Sengupta) For everyp > 2, T:\,j Pitman-closest than 
any estimator in C. 
Theorem 4.6 For every p > 2 and a E. R, define 
To,a = T c M X )  =  { l  -
.where l — Then. Tc,a Pitman-dominates X ifO < c < (p—l)(3p-f-l)/(2p). 
Proof: Since A' .\'p(9,I), Y = A' - al ~ .Vp(/i,/) where /j. = 0 — al. Then the 
situation is now exactly equal to Theorem 4.1. (Q.E.D.) 
Theorem 4.6 states that shrinkage construction need not always be toward the 
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origin in location problems, the construction may be toward any vector which has 
same real numbers as its element. 
Note 4.1: The case of A" ~ Ap(^,cr^/) with known can be dealt within this 
s e c t i o n  s i n c e  Y  =  X j c r  N p { B , I ) .  
Note 4.2: Consider the general setup stated in Section 3.2 and generalized 
Pitman closeness criterion with loss function L{X — 0) — (X — 9)'Q{X — 0) for a 
given positive definite matrix 0. Stein i.34] proposed Stein estimators of the form 
T = X- c , 
where c is a nonnegative value. y = A'", V is a covariance 
matrix, and mSja^ is independent of A' and distributed with chi-square with m 
degrees of freedom. 
4.3 Multivariate Shrinkage Constructions for Generalized Pitman 
Domination 
Let the p-dimensional vectors A" and F. with joint density depending on a 
parameter vector w = {Oi,- • -.^p, • -j/yg), u-' G fi Ç RP^^, be estimators of 
d ~ {9i,- • -.dp). X is closer than Y to 9 with respect to the loss function I(-, •) (or. 
in the terminology used below. % Pitman-dominates Y ) if 
Pr^(Z(A,g) < >1/2 , Vù, E n . (4.1) 
This criterion is defined by Rao I28I and Sen [32] ), and is called the Generalized 
Pitman Closeness Criterion (GPCC). In the current chapter, we consider additive loss 
functions of the form L { x , 0 )  —  here Ij(xj,6'j) — - O ^ )  where 
hiiy) = rj(y) on [0,-f-oo) and si(—y) on (-00. Oj, with r^-(y) and si(y) continuous 
increasing on [0,+oo) and r^(0) = 5^(0) = 0. 
One point made in the present section is that the Pitman closeness criterion 
makes graphic that the Stein effect manifests itself more readily in higher dimensions. 
That point is made especially naturally in the context of Theorem 2.8 in Chapter 2 
which studies shrinkage constructions for univariate Pitman domination in a rather 
general setting. Theorem 4.7 links the univariate considerations of Theorem 2.8 to 
GPCC under the above additive loss functions, and is followed by examples. It can 
be noted that David and Salem [5] and the results of Chapter 2 essentially use the 
notion of "crossing point," as it appears in Rao et al [28], but with emphasis on 
construction, rather than comparison, of estimators. 
We begin with the following preliminary observation. In the above GPCC set­
ting, with A' = • -, Ap) and T = A''2,' • -, Ap), 
P r w ( I ( T . g ) < I ( A , g ) )  >  1 / 2  
<=• Prt^,(i]^(r|, 0]^) < > 1/2 , V Lj E n . (4.2) 
This observation, applied in the context of Theorem 2.8. leads to the following theo­
rem. 
Theorem 4.7 Let the p-dimensional vector A = ( A^- • -.Xp), with density de­
pending on a parameter vector w = (i9][, • • - ,  7]^, • • - ,  ' /g), estimate 6 = 
Suppose that the domain of d-^ is an interval I = (, ^2 ), and that the marginal 
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density of Xi depends only on further suppose that this density is supported by I 
for all9i G I, and that is median-unbiased for d-^ . Then there exists an estimator 
of 9 Pitman-dominating X with respect to all additive loss functions of type L. 
Proof: Using (4.2) and the conditions of the theorem, we have that 
> 1/2 
=  >  l / 2 , V w E n  
= .  >  i / 2 , v g i e ; .  
Now take Ti Pitman-dominating as an estimator of 9i as constructed in Theorem 
2.8. Û 
Example 4.1 (Here (a^, ao) = (—oo.-roo) and w = (<9]^,- • - . O p ) - )  Consider a 
multivariate location family of density g(xi — Oi,- • •,xp — Op) pertaining to a vector 
_Y = ( Xp) of estimators of ^ = {$1, • • -.dp). If AT^ is distributed symmetrically 
about (^2 ; then there exists an estimator of 0 Pitman-dominating A with respect to 
all additive loss functions of type L. • 
Example 4.2 (Here (a^, (^2 ) — (0, —'3o) and q  =  p { p  -  l)/2 .) Suppose that, 
for some positive integer p, A = ( A- • -, Ap) has p-variate normal distribution 
with all parameters unknown. Consider the vector 5 = - - --Sp") of estimators 
of a" — (cr|-,- • -.CTp-') with 5]^" median-unbiased for cr^". Then there exists an 
estimator of tr" Pitman-dominating S with respect to all additive loss functions of 
type L. • 
Observation (4.2) also is useful when applied in conjunction with univariate 
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constructions not necessarily involving median-unbiasedness: one such instance is 
that of the evident extension of Example 2.4 in Chapter 2 beyond PCC, leading to 
the following example. 
Example 4.3 Let A' ~ N { d  ,  c r ^ )  ,  where both and are unknown. Consider 
the vector (X/S , X) of estimators of (ô/cr , 0), where X is the sample mean and 
5 ^  i s  t h e  u n b i a s e d  e s t i m a t o r  o f  c r " .  T h e n  t h e r e  e x i s t s  a n  e s t i m a t o r  o i  { 9 / a  .  6 ]  
Pitman-dominating (X/S , X) with respect to all additive loss functions of type 
L. C 
The following example combines the ideas of Theorem 3.1 and Theorem 4.7. 
Example 4.4 Consider a multivariate location-scale family of density /( ^ , •• 
-, ^ ) pertaining to a vector % = Xp) of estimators of (9 = (^1» If 
is distributed symmetrically about 9^ and is bounded below, then there exists 
an estimator of 9 Pitman-dominating A" with respect to all additive loss functions of 
type L. • 
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CHAPTER 5. TRIPLES OF INTRANSITIVE ESTIMATORS 
5.1 Introduction 
We consider univariate version of GPCC in this chapter as follows; Let A"" and 
Y, with joint density depending on a parameter vector w = (O.-q), be estimators of 6. 
X is closer than Y to 0 with respect to the loss function L{-.-) (or, in the notation 
used below, A"" t> Y) if 
Prw(I(%,g) < >1/2 , Vw e n . (5.1) 
After Pitman [26] noted that FCC is intransitive, David [4] defined stochastic 
transitivity and showed the existence of stochastic intransitive triples. He considered 
stochastic transitivity in the course of investigating ranking problems for the method 
of paired comparisons. Blyth 121 further discussed stochastic intransitivity problems 
with discrete random variables. It is possible to interpret that the works of David 
[4] and Blyth [2] are related to Pitman-intransitive for a degenerate parameter space. 
David and Salem [5] constructed intransitive triples of estimators of a Laplace location 
parameter, each member of the triple dominating a single observation in the sense of 
PCC. 
The present chapter is devoted to constructing a class of Pitman-intransitive 
triples A. M{X]. T{X) with A > M(X), r(A) > A, and r(A) > M(A) for the 
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location parameter case and scale parameter case; here the first domination and 
second domination respectively are based on the two lines of research cited above. The 
d i s c u s s i o n  i s  i n  t e r m s  o f  G P C C ,  i n v o l v i n g  l o s s  f u n c t i o n s  o f  t h e  f o r m  X ( a ; ,  —  h { x — 0 )  ,  
where h[y] = r{y) on [0,+oo) and s{—y) on (—oo.O], with r{y) and s{y) continuous 
increasing on [O.+oo) and r(0) = 5(0) = 0. 
5.2 Triples of Intransitive Estimators for Location Parameters 
Theorem 2.8 with c = 0. = —oo and ao — +oo, and the results of Ghosh 
and Sen [10], Nayak [22], and Kubokawa [19], lead to the following theorem, whose 
geometric basis is illustrated by Figure 5.1. 
Theorem 5.1 Let X, median-unbiased for a location parameter 9, 9 Ç. I — 
(—CO, -roo), have density f(x;0) with support I for all 8. Let, for any fixed 9 = 
9Q G (0, TOO), M{X) be any estimator of B of the form M{X) = X -r b. b < 0, 
s a t i s f y i n g ,  f o r  O Q  <  x  <  X { 9 Q ) ,  
Let, for given XQ 6 (0, ^g), T(X) be any estimator of 9 which is continuous and 
max(.r + A ^(i9g)-^g, A ^(z), z — — A(^Q)) < M(z) < z . (5.2) 
X  <  T { x )  <  \  ^(,r) , .r < 0 
r(o) = 0 . 
max(A~^(.r). M i x ) )  <  T ( x )  <  x  .  0  <  x  <  X Q  
T ( X Q )  =  A T ( Z Q )  ,  (5.3d) 
(5.3b) 
(5.3a) 
(5.3c) 
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<  T { x )  <  M i x )  , .CQ < r < (5.3e) 
T { x )  =  M { x )  , X  =  M ~ ^ ( O Q )  (5.3f) 
M { x ) < T { x ) < x  , < I < A(gQ) (5.3g) 
max(A~^(a;), M { x ) )  <  T [ x )  <  x  ,  x  >  X { O Q )  .  (5.3h) 
Then X  >  A I ( X ) ,  T{ X )  t> X , and T { X )  in other words, 
P r g ( I ( J \ : , g ) < Z ( A f ( % ) , g ) ) > l / 2  ,  V g E / ,  ( 5 . 4 a )  
? ^ { L { T ( X ) J )  <  L { X . 9 ) )  >  1/2 . yg e / , (o.4b) 
^iQ{ L { M ( X ) . 9 ) < L ( T { X ) , E ) ) > l / 2  , 9  =  0 ^  .  (5.4c) 
Proof: Essentially as in Ghosh and Sen [10], Nayak [22], and Kubokawa 119], 
A" > M{X). Also it is true that T{X) > X since T{X) satisfying (5.2) and (5.3) also 
satisfies condition (2.49) in Theorem 2.8. 
It remains to show that (5.4c) holds. In view of (5.2), it is observed that 
max(A-^(g0), 2^0 - A(go)) < A/(go) < ^0 (3-5) 
and 
m a x ( A ( 0 O ) ~  ^ 0 '  ^ O )  - ^  •  ( 5 . 6 )  
(5.5) imphes 
gg < (5.T) 
and (5.6) implies 
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Hence, in view of (5.7) and (5.8), it is true that 
^ 0 < M - ^ ( g o ) < / \ ( g o ) .  ( 5 . 9 )  
For .TQ < X  < M ~ ^ { 9 Q ), it is clear that M { x )  < $ Q ,  hence, in view of (5.3e), we 
have 
L { M { x ) ,  9 Q )  <  L { T { x ) ,  O Q )  . (5.10) 
For IL/~^(0Q)  <  X  <  A(^ Q), it is clear that < M { x ) ,  hence, in view of (5.3g), we 
have 
L { M { x ) ,  $ Q )  <  L ( T { x ) ,  6 Q )  .  (5.11) 
For X > A(^ Q), it is clear that A~^(A:)  >  I9Q and, in view of (5.8), it is true that 
M(i) > M(A(^o)) > M(M-l(go)) = ^0 , 
hence. 
max(A/(x), A~^(a;)) > 9q . (5.12) 
Thus, in view of (5.3h) and (5.12), we have 
Z(M(z), go)<I(r(i), gg). (5.13) 
Therefore, in view of (5.3f), (5.10), (5.11), and (5.13), 
X > .CQ 
implies 
L { M { x ) ,  9 Q )  <  L [ T { x ) .  6 ' Q )  
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with equality holding only when x — 
Finally, we have, for 6 = 6q £ (0, -oo), 
> Prg(.Y > .rg) 
> Pr^(A' > 9) = 1/2 . • 
Note 5.1: For any fixed 6 = OQ  £ (-oo, 0), a similar argument holds by defining 
.1/(%) to be any equivariant estimator of 6 of the form M{X) = A" -f- 6, b > 0, 
sa t i s fy ing ,  for  A(0Q)  <  X <  0Q,  
X  <  M { x )  <  min(Z -F- A~^(0Q) - - A((9Q)) . 
Note 5.2: In keeping with the fact that shrinkage need not be constructed with 
c = 0, the construction can be done with arbitrary c E (-oo, -foo). 
Example 5.1 Let A' be a single observation from the density 
/ ( z ; g )  =  ,  z e  ( - 0 0 .  + o o )  ,  
where 9  is real valued unknown location parameter. It is noted that A is a median-
unbiased estimator of 9. Without loss of generality, we assume ^ > 0. It is easy to 
see that A'^(^) = 0 — ln(l — e~^) where A'^(^) satisfies 
f { x ; 9 ) d x  —  l / 2  , 0 < ^ < 4-00 . 
It is easy to see that A*( .R)  is convex and has a unique minimum value 2In2 at 
X = In2. Now take A(0) satisfying 
X { 9 )  =  - ^ - l n ( l  - e ^ )  ,  0  <  -  I n 2  
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A ( 0 )  =  2 9  ,  — \ t i 2 < 9 <  I n 2  
A ( ^ ) =  ^  —  l n ( l  —  e ~ ^ )  ,  0  >  I n 2  .  
Then A(^) satisfies (2.48). Now take M { X )  and T(%) satisfying (5.2) and (5.3), 
r e s p e c t i v e l y .  T h e n ,  i n  v i e w  o f  T h e o r e m  5 . 1 ,  A '  >  M ( X ) ,  T { X )  >  X ,  a n d  T { X )  
Example 5.2 Let • -.Yn be iid random variables having the normal density 
with unknown mean 0 and unit variance. Let A' be the sample mean (i.e., A = 
Y — )• is noted that A' is a median-unbiased estimator of 6. In 
view of Theorem 2.8, we can construct a function A~^(,T) satisfying (2.48). Now 
take M(%).r(A) satisfying (5.2) and (5.3), respectively. Then, in view of Theorem 
5.1, A' > M{X), T{X) 0 A"", and %"(%) ^M{X). An example of triples of intransitive 
estimators of 9 with c = 0 is displayed in Figure 5.1 by applying Theorem 5.1. i-
5.3 Triples of Intransitive Estimators for Scale Parameters 
Theorem 2.8 with c = 1, = 0 and a2 — -i-oo, and the results of Ghosh and Sen 
[10], Nayak [22], and Kubokawa [19], lead to the following theorem, whose geometric 
basis is illustrated by Figure 5.2. 
Theorem 5.2 Let X, median-unbiased for a scale parameter a, a Ç: I = 
(0, -foo), have density f{x\a) with support I for all a. Let, for any fixed a — 
TQ E (c, —oo), A/(%) be any estimator of a of the form M(X) = bX, 0 < b < 1, 
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(M 
(1.4926. 1.2) 
• / (1.3791,0.9) 
(1.349,0.69) 
[-1.349, -0.09) 
n-) 
CM 
- 2 - 1 0 1 2  
Figure 5.1: Triples of intransitive estimators of 6  for N { 6 , 1) with c = 0 
satisfying, for CTQ < ,R < A(CRQ), 
max(A~^(crQ)a:/crQ, A~^(j;), crQx/A(crQ)) < M ( x )  <  x  .  (5.14) 
Let, for given ZQ G (c, erg), T(X) be any estimator of a which is continuous and 
X  <  T ( x )  <  A~^(.t) , 0 < ,r < c (5.15a) 
T(c) = c , (5.15b) 
max(A"~^(a;), M { x ] )  <  T { x )  <  x  ,  c  <  x  <  X Q  (5.15c) 
T { X Q )  -  M { X Q )  , (5.15d) 
A ~ ^ ( a ; )  <  T { x )  <  M { x )  , .eg <  x  <  iV/~^((jg) (5.15e) 
T { x )  =  M { x )  , X  = A/~^((Tg) (5.15f) 
M ( x )  <  T { x )  <  X  , M"~^(c7-g) <  X  <  A(crQ) (5.15g) 
max(A~^(i), M ( x ) )  <  T ( x )  <  x  ,  x  >  A((jg) . (5.15h) 
Then X > M(.Y), T{X) > A", and T{X) / M{X); in other words, 
Prc7-(i(-Y, CT) < Z(M( A"), cr)) > 1/2 , Vcr G / , 
Pr(r(I(r(%),<T) < > 1/2 , Vcr € / , 
Pro-(L(M(A),cr) < •I(r(A''),a-)) > 1/2 , cr = ag . 
The proof is omitted since it essentially follows the proof of Theorem 5.1. 
Note 5.3: For any fixed cr = ctq G (0, c), M { X )  be any equi variant estimator of 
a of the form M{X) = bX, b > I, satisfying, for A(o-g) < x < erg, 
X  < M{ x )  <  min(A~^(crQ)a:/(Tg, A~^(.c), crQ.-c/A(crQ)) . 
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Example 5.3 Let }^- -, Yn be iid random variables having the normal density 
with unknown mean 9 and unknown variance cr'^. Let be the median-unbiased 
estimator of cr^ (i.e., — Y)^/{n — 1) ). It is observed that 
2 
Pr(7-(0 < 5^ < - Prcr(0 < ——< n - 1) > ^ . 
Thus, there exist 0 < kji < 1, such that 
P r c r ( 0  < ^ < 0 - 2 ) = ^ .  
Kn ^ 
Therefore, S'^/kn = A" is a median-unbiased estimator of cr^. Now it is clear that, 
for any c > 0, there exist a continuous increasing function A(c7-^) such that 
P R ( 7 ( C  <  A '  <  A ( ( R " ) )  =  ^  ,  A ( C 7 ^ )  >  >  C  ,  
A(c) = c , 
Pro-(A(cr^) < A" < c) = ^ , A(cr^) < cr'^ < c . 
Now take A/(A),?(A) satisfying (5.14) and (5.15), respectively. Then, in view of 
Theorem 5.2, A > M{X), T{X) > A, and T{X) / M{X). An example of triples 
of intransitive estimators of cr" with c = 1 is displayed in Figure 5.2 by applying 
Theorem 5.2. • 
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1.8496, 1.3) 
(0.5406, 0, 
Figure 5.2: Triples of intransitive estimators of cr^ for N { 6 , a ^ )  when n = 11 with 
c = 1 
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