Input Distance (denoted by Delta) is introduced as a metric for difficulty of propositional resolution derivations. If F = Ci is the input CNF formula, and clauses are regarded as sets of literals, then the input distance of a clause D from F, denoted by Delta(D, F), is defined as the minimum over i of -D -Ci-.
Introduction
The reader is assumed to be generally familiar with the propositional satisfiability problem, CNF formulas, and resolution derivations. Some definitions are briefly reviewed in Section 2, but are not comprehensive.
Ben-Sasson and Wigderson [BSW01] showed that, if the minimum-length general resolution refutation for a CNF formula has Ë steps, and if the minimum-length tree-like refutation of has Ë Ì steps, then there is a (possibly different) refutation of using clauses of width at most:
Note that the Û´ µ terms were omitted from their statement in the introduction, but appear in their statements of the theorems. The notation for this expression is:
Û´ µ is the width of the widest clause in ; Û´ µ denotes the minimum resolution width of ranging over all resolution derivations that refute , where the resolution width of , denoted Û ´ µ, is the width of the widest clause in ; is a constant, independent of ; ÐÒ and Ð denote natural and binary logs, respectively.
All formulas and clauses are propositional, clauses are disjunctions of literals, formulas are in CNF, unless specified otherwise.
Our main results essentially eliminate the Û´ µ terms in the Ben-Sasson and Wigderson theorems [BSW01] , and replace resolution width by ¡ ´ µ, the input distance, as defined next, in Section 1.1. For families of formulas whose widest clause is bounded by a constant, input distance and resolution width are essentially equivalent measures.
Input Distance
We define input distance for nontautologous clauses (primarily derived clauses in a resolution proof) for input CNF formula .
Definition 1.1: (input distance)
All clauses mentioned are non-tautologous. Let be a clause; let be an input clause, i.e., a clause of formula . The input distance of from is , treating and as sets of literals, and using " " for set difference. The input distance of from , denoted ¡ ´ µ, is the minimum over ¾ of the input distances of from .
For a resolution proof the input distance of from , denoted ¡ ´ µ, is the maximum over ¾ of the input distances of from . When is understood from the context, ¡´ µ and ¡´ µ are written. Following Ben-Sasson and Wigderson [BSW01] , ¡´ µ denotes the minimum of ¡ ´ µ over all that are derivations of from .
Summary of Results
The theorems shown here are that, if is a resolution refutation of and uses all clauses of and the length of is Ë, then there is a refutation of using clauses that have input distance from that is at most:
Also, we show that the pigeon-hole family of formulas PHP´Ò · ½ Ò µ require refutations with input distance ª´Òµ, although they contain clauses of width Ò. This result suggests that input distance provides a refinement of the clausewidth metric as a measure of resolution difficulty. That is, when a family of formulas with increasing clause-width, such as PHP´Ò · ½ Ò µ, is transformed into a bounded-width family, such as EPHP´Ò · ½ Ò µ, and the bounded-width family has large resolution width, this is not simply because they rederive the wide clauses of the original family, then proceed to refute the original family. Rather, it is the case that wide clauses substantially different from those in the original family must be derived. 
Preliminaries

Notation
This section collects notations and definitions used throughout the paper. Standard terminology for conjunctive normal form (CNF) formulas is used. Notations are summarized in Table 1 . Although the general ideas of resolution and derivations are well known, there is no standard notation for many of the technical aspects, so it is necessary to specify our notation in detail.
Definition 2.1: (assignment, satisfaction, model) A partial assignment is a partial function from the set of variables into false true . This partial function is extended to literals, clauses, and formulas in the standard way. If the partial assignment is a total function, it is called a total assignment, or simply an assignment. A clause or formula is satisfied by a partial assignment if it is mapped to true; A partial assignment that satisfies a formula is called a model of that formula.
A partial assignment is conventionally represented by the (necessarily consistent) set of unit clauses that are mapped into true by the partial assignment. Note that this representation is a very simple formula. With this generalized definition of resolution, we have an algebra, and the set of clauses (including ) is a lattice, based on , with the convention that every clause is a subset of . We shall see later that the benefit of this structure is that resolution "commutes up to subsumption" with strengthening (see Definition 2.4), so strengthening can be applied to any resolution derivation to produce another derivation.
Resolution as a Total Function
If clause , we say properly subsumes ; if , we say subsumes . Also, any non-tautologous clause properly subsumes . Notation is read as " , or some clause that subsumes ". A clause is said to be useless for formula if it is subsumed by a clause in ; is always useless. (Normally, tautologous resolvents are discarded.) Definition 2.3: (derivation, refutation) A derivation (short for propositional resolution derivation) from formula is a rooted, directed acyclic graph (DAG) in which each vertex is labeled with a clause and possibly with a clashing literal. Let be the clause label of vertex Ú. If ¾ , then Ú has no out-edges and no clashing literal, and is called a leaf. Otherwise Ú is called a resolution vertex, has two out-edges, say to vertices with clause labels ½ and ¾ , and is also labeled with the clashing literal Õ such that
where res is the total function defined in Definition 2.2. In much of the discussion, vertices are referred to by their clause labels. A derivation derives its root clause. When the root clause is , the derivation is called a refutation.
The Strengthening Operation
Definition 2.4: (strengthened formula, strengthened derivation) Let be a partial assignment for formula . Let be a derivation from . The clause , read " strengthened by ", and the formula , read " strengthened by ", are defined as follows. ´ µ in all cases. Also notice that the clashing literal is absent from one operand in the resolution for ¿ , so the resolvent is just the other operand.
Lemma 2.1: Given formula , and a strengthening literal Ô,
The principal case that requires checking is when Õ Ô and Õ ¾ ½ and Õ ¾ ¾ (or vice versa). In this case,
Lemma 2.2: Given formula , and a strengthening literal Ô, if is a derivation of from , then Ô is a derivation of´ Ôµ (a clause that subsumes Ô) from Ô.
Proof : The proof is by induction on the structure of with edges reversed; i.e., the base cases are the vertices that are clauses in , called the leaves. 
Input Distance and Strengthening
A few properties of input distance on clauses that result from strengthening are stated. 
Size vs. Input Distance Relationships
Ben-Sasson and Wigderson [BSW01] derived size-width relationships that they describe as a "direct translation of [CEI96] to resolution derivations." Their informal statement, "if has a short resolution refutation then it has a refutation with a small width," applies only when has no wide clauses. This section shows that by using input distance rather than clause width, the restriction on the width of can be removed. That is, the relationships are strengthened by removing the additive term, width( ).
The use of strengthening for recursive construction of refutations with special properties originates with Anderson and Bledsoe [AB70] , who used it as a uniform framework for showing completeness of various restrictions on resolution, including linear resolution, set-of-support strategy, positive resolution, and others. Clegg et al. [CEI96] used it in connection with Groebner-basis refutations. Ben-Sasson and Wigderson [BSW01] used it to construct resolution refutations of small width. We use it here to construct resolution refutations of small input distance, closely following Ben-Sasson and Wigderson. 1. Use as the initial part of ¿ . This part of ¿ has input distance at most from . 2. Resolve every clause of that contains Ô with the root of , which contains Ô . Call this set of resolvents ½ . All of these resolvents have input distance 0 from (Lemma 2.3), so they do not contribute to ¡ ´ ¿ µ; also, they and are in À.
3. Let ¾ consist of those clauses in that contain neither Ô nor Ô. Note that ½ · ¾ À. The plan of the proof is to show that, if Á È ¼ is nonempty and has fewer than Ò ¿ negative literals, either there is an assignment that satisfies Eq. 6 or È ½ has at least Ò ¿ ½ pigeons. Recall that sets Ü ¼ for all ¾ Ã. Also, sets Ü ½ for ¾ Á £ and ´ µ only if Ü ¾ ´ µ. If, for any ¾ Ã, Ü can be flipped to 1 and Ü can be set to 0 for all ¾ Á £ without falsifying ´ µ, that would create a satisfying assignment for Eq. 6. Therefore, for each ¾ Ã, ´ µ contains Ü or Ü for some ¾ Á £ . Since Ã Ò ¿ and we assumed has fewer than Ò ¿ negative literals, it must be the case that ´ µ contains Ü for some ¾ Ã.
Finally, we argue that since ´ µ contains Ü , for some ¾ Ã, it must contain Ü for all ¾ Á £ . Suppose this fails for some . Then modify by setting Ü ´ µ ½, Ü ´ µ ¼, and Ü ½. This produces a satisfying assignment for Eq. 6.
To summarize, if ´ µ contains Ü for some ¾ Ã, then contains positive literals for at least Ò ¿ ½ different pigeons, i.e., È ½ Ò ¿ ½, giving an input distance of at least Ò ¿ ¾.
Conclusion
We proposed the input distance metric as a refinement of clause width for studying the complexity of resolution. For families with wide clauses, the trade-off between resolution refutation size and input distance is sharper than the trade-off between resolution refutation size and clause width.
We showed that any refutation of PHP´Ò · ½ Ò µ requires input distance at least Ò ¿ ¾. Moreover, the proof showed that this input distance can arise in two possible ways: by having Ò ¿ negative literals in a derived clause, or by having Ò ¿ ½ positive literals that refer to distinct pigeons.
We conjecture that a similar exercise can be carried out for the family called GT´Òµ [Kri85] , which has general refutations of polynomial size, but for which tree-like refutations are exponential [BG99] . This family can be modified so that regular refutations are also exponential [AJPU02] . (The deadline prevents us from addressing this problem here.) Some open problems remain. Can input distance improve the lower bound for weak PHP´Ñ Òµ, where Ñ Ò ?
Ben-Sasson and Wigderson [BSW01] transformed this problem into a family with clause width proportional to ÐÓ Ñ.
Are there other natural families to which input distance can be applied? Is there a trade-off between regular refutation size and input distance?
