Abstract-Wavelet coherence computed from two time series has been widely applied in hypothesis testing situations, but has proven resistant to analytic study, with resort to simulations for statistical properties. As part of the null hypothesis being tested, such simulations invariably assume joint stationarity of the series. If estimated using multiple orthogonal Morse wavelets, wavelet coherence is in fact amenable to statistical study. Since the wavelets are complex-valued, we consider the case of wavelet coherence calculated from discrete-time complex-valued and stationary time series. Under Gaussianity, the Goodman distribution is, for large samples, appropriate for wavelet coherence. The true wavelet coherence value is identified in terms of its frequency domain equivalent. Theoretical results are illustrated and verified via simulations.
I. INTRODUCTION
T HE magnitude-squared coherency or ordinary coherence is a long-established, widely researched [4] and used [23] quantity that measures the linear correlation of two stationary processes at a frequency on a scale from zero to unity. It is defined as the modulus-squared of the cross spectrum divided by the product of the individual spectra. When estimated in practice, the spectral terms must be smoothed in order to avoid the sample coherence being identically unity.
The emergence of wavelet methodologies in the last two decades has resulted in an increasing interest in the concept of a wavelet coherence measure, WCOH say, in the scale-time (wavelet) domain. The continuous wavelet transform (CWT) of a signal at scale , for , and translation or time is defined as (1) (e.g., [16] ), where is the analyzing wavelet, and denotes complex conjugation. It is often assumed that is positive, whence the divisor becomes . In this paper, we consider the more general case in (1) , which is suited to complex-valued data.
Given a second signal , Liu [12] introduced but recognized that without smoothing, this quantity is identically unity. (The equivalent Fourier-type quantity would be the modulus-squared of the cross periodogram over the product of the periodograms and would likewise be unity.) With " " representing a smoothing step, a sensible WCOH estimator at a particular scale and time in the time-scale domain can be expressed as [9] , [20] In the construction of sample coherence in the frequency domain, smoothing is straightforward, but for WCOH the question of how to smooth over time and scale has proven problematic [12] , [25] . In fact the influential paper by Torrence and Compo [25, p. 77 ] called for further research on the properties of wavelet coherence.
Used in combination with a Morlet wavelet , a smoothing method suggested by Torrence and Webster [26] involves a smoothing over time, , followed by a smoothing over scale, , with parameters based on wavelet width in time and decorrelation width in scale [2] ; it has been widely applied [1] , [9] , [20] . However, the statistical repercussions of these smoothings have not been determined analytically, and the statistical properties of WCOH estimators have only been determined by Monte Carlo simulation, e.g., [9] , [13] , [20] .
A possible alternative approach is to use multiple orthogonal wavelets, the smoothing now being done by averaging over these wavelets, in a manner exactly analogous to the use of multiple orthogonal tapers in multitaper spectral analysis. The coherence estimator now takes the form (2) where and is the th of a set of orthogonal analyzing wavelets. A set of complex-valued wavelets that are both analytic and orthogonal are the multiple Morse wavelets discussed in [5] , developed in [15] , and used in [2] . These desirable properties are fully utilized in deriving our statistical results for the WCOH estimator (2) . Since the multiple Morse wavelets are complex-valued, we also consider complex-valued time series.
The null hypothesis under which the statistical properties of WCOH may be derived is simply that the two processes are jointly stationary and Gaussian with a given second-order structure. This includes cases where the processes are white, colored, independent, or correlated (e.g., [2] , [9] , [13] , [20] , and [25] ). For example, [9] looks for intermittent coherent oscillations against background red noise (low frequency) spectra, the background processes specifying the null hypothesis.
Our results are derived for the practically useful case of discrete-time processes, even though the Morse wavelets are defined in continuous time.
In Section II, we give a few useful results on the complex-valued, analytic, multiple Morse wavelets, , with Fourier transforms , and their anti-analytic versions, . Since coherence involves two processes, Section III discusses vector-valued complex processes. We give the spectral matrix of a four-element vector process consisting of a complex-valued bivariate process and its conjugate, which enables us to define three types of frequency-domain coherence: between two complex processes, between one process and the conjugate of the other, and between a process and its own conjugate. (For real-valued series, the first two cases are identical, and the third is pointless.) Section IV introduces a four-element vector consisting of a discretized form of the th order Morse wavelet transforms based on . Theorem 1 proves that for a large sample size , this vector may be taken to be a proper complex-valued vector, and derives its covariance matrix in terms of and . This enables us to define the three types of wavelet coherence, all of which may be taken, under Gaussianity and for large , to have the Goodman distribution. Section V illustrates, via simulation, the statistical results for one of the wavelet coherence types, that between a process and its conjugate. Also verified by the simulation is the mean of the wavelet coherence estimator with the number of Morse wavelets, , and the mean of the sample covariance matrix, , a quantity needed to fully define the Goodman distribution. In Section VI, we briefly comment on continuous-time equivalent results and possible future research.
II. MULTIPLE MORSE WAVELETS

A. Genesis and Properties
The genesis and properties of the multiple Morse wavelets are discussed in detail in [15] , (including details on computing the wavelets), and here we distill a few relevant results. There are two design parameters, and . 
Sometimes we will omit the parameters when these are already specified.
The straightforward mathematical forms of and are given in [15] . Some properties we shall make use of are [15, p. 2666 If we combine (6) and (8), we see that so that, with denoting a complex-valued signal (9) so that the CWT of the conjugate of a complex-valued process can be written as the conjugate of the CWT of the process, evaluated at rather than at . Henceforth, the th analytic CWT of is written more simply as for .
B. Application
Three important aspects of the implementation of multiple Morse CWTs, namely efficient computation, minimum scale value, and maximum scale value, were discussed in [17] , and here we briefly summarize relevant results, extending them to cope with negative scales needed here for treating complexvalued processes.
Suppose we sample the signal with a fine enough sample interval to avoid aliasing, i.e., for , where is the Fourier transform of . Let and . Take to be even and large. A discretized form of the th analytic CWT is given by [16] (10) where , for , the discrete Fourier transform of , with , and
The discrete form in (10) is an efficient formula for computation as it is a multiple of the inverse DFT of and can be calculated using the inverse fast Fourier transform. It defines the form of the CWT, which we shall use for statistical analysis.
The multiple Morse wavelets are not compactly supported. (Concentration properties are discussed in detail in [15] .) However, there exists and such that , for all outside . This is illustrated in the first column of plots in Fig. 1 , which shows the support of the Morse wavelets increasing with , but nevertheless we see for and that when is chosen to be 5. Hence, for a scale , will be zero except for a spread of . The transform implementation in (10) is of course cyclic, and since the wavelets are centred at zero, at most half of the spread, , can be wrapped around due to the cyclicity, and this will occur at the endpoints and . Wrapping on both sides meets when , where , or (12) The frequency cutoff of the Morse wavelets increases with increasing order . The minimum usable scale is (13) where is the frequency after which is effectively zero. This is illustrated in the second column of plots in Fig. 1 , which shows the support of growing slowly with ; we see that a conservative cutoff would be for . Therefore, henceforth, we only use for and exclude for and because of wrapping effects.
III. COMPLEX-VALUED PROCESSES
The coherence estimator (2) involves two time series. In consideration of complex-valued time series, the covariance of one series with the other or of one series with the complex-conjugate of the other are both important, and we will deal with both cases. We first look at some basic results for scalar complex-valued processes [19] , [24] .
A. Scalar Complex-Valued Processes
Let us denote a discrete complex-valued random process by ; without loss of generality, we assume the process to have a mean of zero and a sample interval of .
is said to be second-order stationary (SOS) if and only if the autocovariance sequence , and the relation sequence [19] , (or complementary covariance [24] ), , are functions of only [19] . In this case, we denote the autocovariance sequence by and the relation sequence by ; note , and , so the autocovariance sequence is complex-Hermitian, and the relation sequence is complex-symmetric.
We now define the power spectrum and the relational cross-spectrum of to be the Fourier transforms of the autocovariance and relation sequences, respectively: and is called the relational cross spectrum due to it being the cross spectrum of , and its conjugate . is a complex symmetric function. The spectral density function is real-valued and generally not symmetric.
If , (or , ), then the process is said to be proper or circular. If for any , then the process is said to be improper.
B. Vector-Valued Complex Processes
We now consider a zero mean, complex-valued, bivariate random process , the two processes being jointly SOS, i.e., and , are functions of only, giving cross-covariance sequences and cross-relation sequences . We now append the conjugate bivariate process to obtain . The corresponding lag-covariance matrix is (14) where denotes Hermitian (complex conjugate transpose), and and are 2 2 matrices with th elements and , respectively. Then, , the spectral matrix of , is given by (15) Some parts simplify (16) The diagonal elements of are true spectral density functions for the individual processes. All off-diagonal terms are cross spectra.
, , is simply a conventional cross-spectral density function; e.g., is the cross spectrum of and . or are relational cross-spectral density function; e.g., is the cross spectrum of and .
C. Frequency Domain Coherencies
From we can define three useful coherencies. (i) The ordinary coherence between and , the first and second entries of , is given by (17) (Note that the ordinary coherence between and , the third and fourth entries of , would be given by replacing by on the right side of (17) and so would be equal to .) (ii) The conjugate coherence between and , the first and fourth entries of (18) (iii) The conjugate coherence between and , the first and third entries of , would follow by replacing the subscript 2 by 1 in (18). Such coherencies have been used for many years in oceanography and meteorology. In oceanography, tidal currents are typically resolved into eastward (zonal) and northward (meridional) components, and in meteorology a similar decomposition may be made for wind vectors; these components form the real and imaginary parts of the time series. All three coherence expressions appear in [14] .
measures the proportion of power at frequency in that can be linearly predicted from , while in (18) measures the proportion of power at frequency in that can be linearly predicted from . Although the conjugate coherence in (iii) measures the proportion of power at frequency in that can be linearly predicted from its conjugate , it was also shown in [22] how it controls properties of the random ellipse associated to a single stationary complex-valued time series at a single absolute frequency.
IV. STATISTICAL PROPERTIES OF WAVELET VECTORS
A. Large Sample Properties
Now, define , where is given by (10) .
is the discretized wavelet transform of the process using the analytic Morse wavelet at scale and translation . the wavelet transform of ; see (9) . Then, for large , 1. approximates a proper zero-mean complex-valued vector. 2. The covariance matrix of is given by (20) Proof: This can be found in the Appendix. Let us interpret the formula in (20) . reaches its maximum at some positive frequency , say, [16] , and attains its maximum at . Provided or displays limited, smooth variation over the frequency domain support of , then (20) gives (21) From (7), , using Parseval's theorem [18, p. 117] , so that (22) since for we know from (13) that for . Putting together (21) and (22), we obtain (23) Instead of a single Morse wavelet, consider now the multiple orthogonal wavelets average (24) The function peaks at the frequency , where is the value of that maximizes . To obtain the equivalent of (23) for this multiple-wavelets case, we first state Condition 1.
Condition 1:
, or , displays limited, smooth variation over the frequency domain support of . Under Condition 1, the equivalent of (23) is (25) The requirement in Condition 1 is illustrated by the analysis of an example in Section V-C.
B. Estimated Wavelet Coherencies
(i) The ordinary WCOH estimator for and , the first and second entries of , is given by (26) (ii) The conjugate WCOH estimator for and , the first and fourth entries of , is (27) (iii) The conjugate WCOH estimator for and , the first and third entries of , would follow by replacing the subscript 4 by 3 in (27).
C. Distribution of Multiwavelet Estimator
The results of Theorem 1 did not require a Gaussian assumption. Suppose now that is additionally Gaussian. Then, its real and imaginary components are zero-mean real-valued multivariate Gaussian of dimension 4. All the elements of are constructed linearly from these real and imaginary parts, and hence from Theorem 1, approximates, for large , a proper zero-mean complex-valued Gaussian vector. Then (28) will have a distribution that approximates a 4-D complex central Wishart distribution with complex degrees of freedom [7] and mean [from (25) ], so
If , the matrix will be singular. To obtain just a single ordinary WCOH estimator such as (26) or a single conjugate WCOH estimator such as (27), we could delete the other rows or columns of ; e.g., for (27), we do not need the second or third rows and columns of , and in this case it would be sufficient to have for nonsingularity. Because of (29), all the coherencies of Section IV-B have the Goodman distribution [7] . As a concrete example, consider coherence of type (iii), the conjugate WCOH estimator for and . Deleting the second and fourth rows and columns of (15), the spectral matrix for is
where we have used (16) . Evaluation at as required by (29) gives (31) Thus, the estimator has the Goodman distribution with true parameter value (32) Its probability density function (pdf) is (33) where and is the hypergeometric function with 2 and 1 parameters, and , and scalar argument . It is a special case of the generalized hypergeometric series defined by [8, p. 1045] .
D. Real Case
If both processes were real-valued, then and all the 2 2 blocks of (14) and (15) are identical. The only unique coherence estimator is (26) , for which the Goodman distribution is appropriate.
V. SIMULATIONS
A. Background
To demonstrate the theory derived above, we shall concentrate on coherence of type (iii), that between a process and its own conjugate. We take . The process we shall use is the (improper) complex SOS autoregressive process of order 1, denoted CAR(1), which has a model of the form (34) where is a complex-valued parameter such that the root of the -polynomial is outside the unit circle, and is doubly white noise. A zero-mean complex-valued sequence is said to be doubly white noise [19] if it has an autocovariance sequence of the form , where , the variance of , and a relation sequence of the form , where , for . As shown in [21] , we must have (35) in (34) is simulated iteratively using the doubly white noise innovations sequence . We set . As shown in [21] , the doubly white noise can be written , where and and is proper white noise. In our simulations, apart from setting , we shall also let , a combination that satisfies (35). Moreover, for these choices of and , we have from (35) that for . Our doubly white noise sequence is thus found via (36) Proper Gaussian white noise can be readily generated by setting , where and are zero-mean uncorrelated real-valued Gaussian white noise sequences each having variance .
B. Morse Parameters
When choosing the Morse wavelet parameters and , there are two important issues. First, in order to have a range of scales , we obviously require , i.e., from (13) and (12), with . Second, we require that Condition 1 holds.
The choice , and (the first five frequency responses are shown in Fig. 1 ) gives rise to , and , and 2.56 for , and 1024, respectively. Also, . (Note is too small since in this case .) Of course, we could use less than wavelets, but we have chosen this number as a choice of 10 complex degrees of freedom for an estimator is very typical.
C. Results
In our simulation, for all , so that from (32), for all pairs satisfying the restrictions in the last paragraph of Section II-B. Hence, our theory predicts that the distribution of is invariant to for our CAR(1) model. This is examined in Fig. 2 for  (a) and (b) . Each curve is produced by ordering 100 independently simulated estimates into increasing order of size. The probability of a value less than the th ordered estimate (or sample quantile) is to a close approximation. The corresponding theoretical quantile of the Goodman distribution is the value such that , where is the cumulative distribution function of the Goodman distribution that can be calculated using the algorithm in [11] . The value can be found rapidly by solving
. The values so obtained are plotted (on the -axis) against the ordered estimates, giving a Q-Q (quantile-quantile) plot. A good fit to the Goodman distribution will correspond to a plot close to the dashed line. We see that the fit is good at all four points for and 512. Fig. 3 shows, for each of to 10, the theoretical mean value of the coherence estimator (triangles) and the sample mean of over 1000 simulations (crosses) at four randomly chosen points . The four sample means for any are practically overlaying each other and match the theoretical values very closely. We see that for , the mean of as expected. For , the theoretical mean of the coherence estimator is given by [3] Knowing that the true WCOH value is 0.36, we can appreciate that the bias is quite severe for small values of . Coherence estimates can be readily debiased if required [4] .
A key result in our methodology is the specification of the expected value in (25) , which allows full definition of the Wishart distribution in (29) and thence the Goodman distribution in (33) via . We examine the relation in Fig. 4. For our parameter choice . The four plots are the parts of (30), the theoretical components of ; note Fig. 4 is very good except for the high positive frequency end of (Fig. 4 , top left) and its reflection (Fig. 4, bottom right) , where there is a slight discrepancy. The explanation for this discrepancy lies in the requirement to satisfy Condition 1, as we now explain.
Let us consider in (20) . We can see from Fig. 1 that for , and that for . For illustration, we look at the extremes of the range of values and concentrate on (Fig. 4, top left) . For , we see that in (20) , the matrix will therefore be smoothed over . Fig. 4 shows that varies quite rapidly over this interval, and as a result, when the mean of is plotted at , there is a slight error. In other words, for this value, there is significant variation in over the support of . When and then , a narrow interval over which there is little variation in . The mean of is plotted at and is in good agreement with . For , we see that in (20) the matrix will now be smoothed over . Fig. 4 shows that varies little over this interval, and as a result, when the mean of is plotted at , the agreement is excellent. For
, there is little variation in over , so the mean of , plotted at , is in excellent agreement with . Thus, we see it is important to consider the frequency behavior of (taken as known for a specified null hypothesis) and to choose Morse parameters appropriate to the inherent variation. We only needed to try four parameter combinations, using plots like Fig. 1 , to determine the Morse parameter choice for (and this before carrying out any simulations). Of course, for a null hypothesis process of doubly white noise, in (30) will be flat, and such considerations are unnecessary.
VI. CONCLUDING REMARKS
The long-standing problem of finding the statistical distribution of a WCOH estimator applied to SOS processes has been addressed, and the Goodman distribution has been shown to be applicable for the case of estimation via multiple Morse wavelets.
In order to make the theory presented here accessible for practical purposes, we concentrated on a discrete-time implementation. If for Theorem 1 we work instead with continuous-time processes and the continuous CWT in (1), results are exact:
is a proper zero-mean complex-valued vector, and the covariance is precisely
We also presented large-sample discrete-time results. A subject for future work would involve following the propagation of the integral approximation errors of (45) and (51) to obtain more precise information on large-sample behavior.
In a future paper, the authors will report progress on finding the statistical properties of WCOH estimated using a single Morlet wavelet combined with smoothing in time [10] , [25] . The properties of WCOH estimated using a single wavelet with smoothing over time and scale remain elusive.
APPENDIX
Proof of Theorem 1: Part 1 of the theorem concerns the large-sample approximation that is proper. To show this, we need to show that all the relational values for the vector are equal to zero. This is equivalent to showing that . We first assume . Using (9) to rewrite the last two components of in terms of the complex conjugates of the two processes, (3), (10) , and (11) , and the first part of the proof is complete.
We now turn our attention to part 2 of the theorem and the form of . Consider first . Then, (3), (10), and (11) give (49) where now (50) with Using (42) and (43) again gives where is given in (15) . Substituting this into (50), we see that is given by
As in the first part of the proof, we take the sums into the integral and then replace the integral by a left-endpoint Riemann sum, with large, so is approximated as
Using (46) and (51), we can see that the only nonzero case is for , so (51) becomes simply if otherwise.
Substituting (52) into (49), and using the fact that , we obtain completing the proof of (20) 
Substituting (54) into (53) and reindexing gives completing the proof of (20) for .
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