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KHOVANOV-LIPSHITZ-SARKAR HOMOTOPY TYPE FOR LINKS IN
THICKENED HIGHER GENUS SURFACES
LOUIS H. KAUFFMAN, IGOR MIKHAILOVICH NIKONOV, AND EIJI OGASA
Abstract. We define the Khovanov-Lipshitz-Sarkar homotopy type and the Steen-
rod square for the homotopical Khovanov homology of links in thickened higher genus
surfaces.
Our Khovanov-Lipshitz-Sarkar homotopy type and our Steenrod square are stronger
than the homotopical Khovanov homology of links in thickened higher genus surfaces.
It is the first meaningful Khovanov homotopy type of links in a 3-manifold other than
the 3-sphere.
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1. Introduction
In this paper, a surface means a closed oriented surface unless otherwise stated. Of
course, a surface may or may not be the sphere. We discuss links in thickened sur-
faces. If L is a link in a thickened surface, then a link diagram L which represents L is
in the surface. Since our theory has a special behaviour at genus one, in this paper a
higher genus surface means a surface with genus greater than one unless otherwise stated.
In [10], Khovanov defined the Khovanov homology for links in S3, and proved that its
graded Euler characteristic is the Jones polynomial of the link.
In [2], Bar-Natan proved that the Khovanov homology is stronger than the Jones
polynomial as invaraints of links in S3.
In [13], Lipshitz and Sarkar defined the Khovanov-Lipshitz-Sarkar stable homotopy
type for links in S3, and proved that the cohomology group of the Khovanov-Lipshitz-
Sarkar stable homotopy type of any link L in S3 is the Khovanov homology of L.
Note. Khovanov-Lipshitz-Sarkar stable homotopy type is sometimes abbreviated to
Khovanov-Lipshitz-Sarkar homotopy type or Khovanov homotopy type, in this paper
and in other papers, when it is clear from the context.
In [15], Lipshitz and Sarkar found a method to calculate the second Steenrod square
operator on the Khovanov homology for links in S3.
In [22], Seed made a computer program of the above method, used it, and showed
that the Khovanov-Lipshitz-Sarkar stable homotopy type is stronger than the Khovanov
homology as invaraints of links in S3,
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The Alexander polynomial and many other invariants for links in S3 are extended to
those in an arbitrary 3-manifold easily and consistently. It is very natural to ask the
following question.
Question 1.1. (1) Can we generalize the definition of the Jones polynomial for links in
S3 to the case of an arbitrary 3-manifold?
(2) Can we generalize the definition of the Khovanov homology for links in S3 to the case
of an arbitrary 3-manifold?
(3) Can we generalize the definition of the second Steenrod square operator on the Kho-
vanov homology for links in S3 to the case of an arbitrary 3-manifold?
(4) Can we generalize the definition of the Khovanov stable homotopy type for links in
S3 to the case of an arbitrary 3-manifold?
A significant partial answer to Question 1.1.(1) is given by using virtual knot theory,
for the case of manifolds of the form of a thickened surface. Virtual links are introduced
in [6, 7, 8]. In contrast with virtual knot theory, the theory of links embedded in R3,
S3 or S2 × I is called classical knot theory. The Jones polynomial for virtual links is
defined in [6, 7, 8]. The set of virtual links is equivalent to a quotient of the set of links in
thickened surfaces. This fact means that, by using virtual links, we can define the Jones
polynomial for links in thickened surfaces. The classifications of links in S3, the 3-ball B3,
the 3-space R3, and the thickened sphere S2× [−1, 1] coincide. We omit comments about
these cases and such similar other trivial cases (R3−(open 3-balls), etc.). Furthermore
see Note 1.2 below.
Note also that for knots and links in thickened surfaces, taken up to handle stabiliza-
tion, virtual knot theory has a fully diagrammatic formulation; and also Kuperberg [12]
has shown that there is a unique embedding using the minimal embedding genus for the
virtual knot or link. This gives the theory a flexibility that has led to the discovery of
many new invariants of virtual links and relationships with classical knot theory. One
finds that by using the generalization of classical knot theory to virtual knot theory,
there are infinitely many non-trivial virtual knots with unit Jones polynomial, all with
minimal supporting surfaces of genus greater than zero so far (See [3].). Virtual knot
theory is a context for studying the conjecture that the Jones polynomial detects the
classical unknot. (Recall the following facts. Let K be a classical knot diagram for a
classical knot. In [4], Haken introduced an algorithm which detects whether K repre-
sents the classical unknot or not. After that, in [11], Kronheimer and Mrowka proved
the Khovanov homology for classical knots can detect that. After that, in [18], Ozsva´th
and Szabo´ proved that their construction of a knot Floer homology can detect that.)
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Figure 1.1. The Jones polynomial of this virtual knot is not that
of any classical knot.
There is a virtual 1-knot whose Jones polynomial is not that of any classical knot. An
example is shown in Figure 1.1. Note that the Jones polynomial of knots in a thickened
surface defined by using virtual knots is not the Jones polynomial of knots made by the
method (i) or (ii) described below. Assume that the genus of F is greater than zero.
(i) Let K be a knot in a thickened surface F × [−1, 1]. Make K into K ′ in S3 as follows:
Embed F × [−1, 1] in S3, for example, in the standard position. We obtain a new knot
K ′ in S3.
(ii) Let K be a knot in a thickened surface F × [−1, 1]. Make K into K ′ in S3 as follows:
Take the universal covering space, which is R2 × [−1, 1], of F × [−1, 1]. Lift K to the
universal covering space. Note that the lift of K has many components in general. Take
one of them if there are many. Thus we obtain S1 or R embedded in R2 × [−1, 1]. We
changed it into a new knot K ′ in S3 naturally.
Note 1.2. In [20, Theorem 3.3.3, page 560] there are defined invariants for links in a
closed oriented 3-manifold M . These invariants depend on the use of the colored Jones
polynomials at roots of unity and the use of the Kirby calculus. We are interested in
more direct constructions for invariants of links in three manifolds, and we believe that
the formulation of virtual knot theory is a step in this direction. Similarly, in [24],
Witten formulated his functional integral for any link in S3 at physics-level. This gives a
heuristic three dimensional definition of specializations of the Jones polynomial and other
invariants as well. However, Question 1.1.(1) is open even in physics-level. Witten’s path
integral has not been calculated explicitly in the case of links in all 3-manifolds. Another
aim for combinatorial topology is to find rigorous combinatorial definitions for invariants
such as the Jones polynomial in each 3-manifold. Now we can further ask for fully three
dimensional definitions of the extension of the Jones polynomial that we have defined in
the virtual theory.
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In [1], Asaeda, Przytycki, and Sikora gave a partial answer to Question 1.1.(2): It is
given in the case of links in thickened surfaces.
In [16], Manturov introduced an integral Khovanov homology for virtual links. It is a
partial answer to Question 1.1.(2): It is the case of links in thickened surfaces by using
virtual knot theory.
Each of Tubbenhauer ([23]) and Rushworth ([21]) introduced a Khovanov homology
for virtual links in a different way from that in [16]. It is a partial answer to Question
1.1.(2): It is the case of links in thickened surfaces by using virtual knot theory.
In [17], Manturov and Nikonov made an alternative definition of that in [1], and ob-
tained a new result by using it. There, the homology is called the homotopical Khovanov
homology. We review the definition in §2.
In [3], Dye, Kaestner, and Kauffman gave an alternative definition of that of [16], and
proved the existence of infinitely many virtual knots of genus greater than zero with unit
Jones polynomial by using virtual Khovanov homology. Their result showed that the
virtualization construction of Kauffman [7] applied to non-trivial classical knots always
produces virtual knots of genus greater than zero with unit Jones polynomial. Further-
more, they obtained a new result about virtual knots by generalizing the Rasmussen
invariant, which is defined in [19].
In [9], Kauffman and Ogasa have significantly simplified the definition of integral virtual
Khovanov homology of [3], and obtained a new result, written two paragraphs below.
The set of virtual links is a quotient of the set of links in thickened surfaces, but there
are important differences between the Khovanov homology for virtual links and that for
links in thickened surfaces. See §3 and §10.
In [9], Kauffman and Ogasa defined the second Steenrod square operator on the Kho-
vanov homology for virtual links. Therefore we can define the second Steenrod square
operator on the Khovanov homology for links in thickened surfaces and give a partial
answer to Question 1.1.(3). This is only one consistent partial answer to Question 1.1.(3)
for now. They did not give an answer to Question 1.1.(4) in [9]. They gave the partial
solution to Question 1.1.(3) toward answering Question 1.1.(4) in the future.
In this paper, for the homotopical Khovanov homology for links in thickened surfaces,
we construct Khovanov-Lipshitz-Sarkar stable homotopy type. It is our main theorem,
Main Theorem 1.3, below. It is the first consistent partial answer to Question 1.1.(4),
and the second consistent partial answer to Question 1.1.(3).
Main Theorem 1.3. (1) We define a Khovanov-Lipshitz-Sarkar homotopy type for the
homotopical Khovanov homology for links in thickened surfaces.
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(2) We define the second Steenrod square acting on the homotopical Khovanov homology
for links in thickened surfaces by using the Khovanov-Lipshitz-Sarkar homotopy type
in (1).
(3) Each of the Khovanov-Lipshitz-Sarkar homotopy type in (1) and the second Steenrod
square in (2) is stronger than the homotopical Khovanov homology as invariants of links
in thickened surfaces. That is, there is a pair of links in a thickened surface with the
following properties: They have different Steenrod squares. They have different Khovanov
stable homotopy types. They have the same Khovanov homology.
2. The homotopical Khovanov homology for links in thickened surfaces
We review the definition of the homotopical Khovanov homology for links in thickened
surfaces introduced in [17]. We translate the definition into terminologies in Lipshitz and
Sarkar’s paper [13], because we generalize the results about Khovanov-Lipshitz-Sarkar
stable homotopy type there.
2.1. Labeled resolution configurations.
Definition 2.1. Let F be a closed oriented surface. A resolution configurationD is a pair
(Z(D), A(D)), where Z(D) is a set of pairwise-disjoint embedded circles in F , and A(D) is
a totally ordered collection of disjoint arcs embedded in F , with A(D)∩Z(D) = ∂A(D).
We call the number of arcs in A(D) the index of the resolution configuration D, and
denote it by ind(D). We sometimes abuse notation and write Z(D) to mean ∪Z∈Z(D)Z
and A(D) to mean ∪A∈A(D)A. Occasionally, we will describe the total order on A(D) by
numbering the arcs: a lower numbered arc precedes a higher numbered one.
We changed [13, Definition 2.1] into Definition 2.1 by replacing ‘S2 in [13, Definition
2.1]’ by ‘F in Definition 2.1’.
Definition 2.2. Let F be a surface. Let L be a link in F × [−1, 1]. Let L be a link
diagram of L. Note that L is in F . Assume that the link diagram L has n crossings, an
ordering of the crossings in L, and a vector v ∈ {0, 1}n. There is an associated resolution
configuration DL(v) obtained by taking the resolution of L corresponding to v (that is,
taking the 0-resolution at the i-th crossing if vi = 0, and the 1-resolution otherwise) and
then placing arcs corresponding to each of the crossings labeled by 0’s in v (that is, at
the i-th crossing if vi = 0). See Figure 2.1.
Therefore, n−ind(DL(v)) = |v| =
∑
vi, the (Manhattan) norm of v. (Note that
∑
vi
=
∑
(vi)
2 in this situation, since 02 = 0 and 12 = 1.)
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Figure 2.1. The 0- and 1-resolutions
Note that (if L in F denotes a classical link diagram in S2 or virtual link diagram)
resolution configurations are the same as what many people often call Kauffman states,
which Kauffman first introduced in [5]. (The ways to draw arcs in both papers are dif-
ferent.)
Note. We draw resolution configurations on the plane R2 in this paper. Our way of
drawing is similar to that in virtual knot theory which is introduced in [6, 7, 8]. However,
in this paper, the strict definition of resolution configurations is Definition 2.1. (On the
other hand, the way of drawing resolution configurations on S2 is defined strictly in
virtual knot theory.)
We draw a part of a surface F in the upper figure in Figure 2.2. The middle and lower
figures in Figure 2.2: Depict a non-contractible circle in Z(D) on F . These kinds of
non-contractible circles are drawn as in the left figure of Figure 2.3. We call this circle
a circle with (H). We omit drawing a part of the surface F when it is clear from the
context. If we need to explain some property of a non-contractible circle, we write it in
the right lower side where x is written in the right one of Figure 2.3
In a situation, we use a net of surfaces in which link diagrams exist, and draw labeled
resolution configurations.
In another situation, we draw only Z(D) ∪ A(D) abstractly, like abstract graphs.
Note: Z(D) ∪ A(D) has a neighborhood N such that N is a compact surface and such
that the inclusion map of Z(D)∪A(D) to N is a homotopy type equivalence map. For a
given Z(D) ∪A(D) , there are many homeomorphism types of N in general. See Figure
2.4 for an example.
Definition 2.3. ([13, Definition 2.3].) Given resolution configurations D and E, there
is a new resolution configuration D − E defined by
Z(D −E) = Z(D)− Z(E) A(D −E) = {A ∈ A(D)|∀Z ∈ Z(E) : ∂A ∩ Z = ∅}.
Let D ∩ E = D − (D − E).
Note that Z(D∩E) = Z(E∩D) and A(D∩E) = A(E ∩D); however, the total orders
on A(D ∩ E) and A(E ∩D) could be different.
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Figure 2.2. The upper figure is a part of a surface F . In each of
the middle and lower figures, there is a non-contractible circle on
F .
8
xFigure 2.3. Non-contractible circles
Figure 2.4. Two Kauffman states with a single circle and a single
arc: The two are different but make the same abstract graph.
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Definition 2.4. ([13, Definition 2.4].) The core c(D) of a resolution configuration D
is the resolution configuration obtained from D by deleting all the circles in Z(D) that
are disjoint from all the arcs in A(D). A resolution configuration D is called basic if
D = c(D), that is, if every circle in Z(D) intersects an arc in A(D).
Definition 2.5. ([13, Definition 2.5].) Given a resolution configuration D and a sub-
set A′ ⊆ A(D) there is a new resolution configuration sA′(D), the surgery of D along
A′, obtained as follows. The circles Z(sA′(D)) of sA′(D) are obtained by performing
embedded surgery along the arcs in A′; in other words, Z(sA′(D)) is obtained by delet-
ing a neighborhood of A′ from Z(D) and then connecting the endpoints of the result
using parallel translates of A′. The arcs of sA′(D) are the arcs of D not in A
′, i.e.,
A(sA′(D)) = A(D)− A
′.
Let s(D) = sA(D)(D) denote the maximal surgery on D.
Definition 2.6. Let D be a resolution configuration. Suppose that, when we carry out
a surgery along one arc of A(D) on circles of Z(D), the number of the elements of Z(D)
is not changed. Then we call this surgery a single cycle surgery. We call this arc a scs
arc.
There is a scs arc in the right figure of Figure 2.4.
See another example in Figure 2.5: Each of these three figures are a part of a surface
F . The upper is a link diagram in F . The middle is obtained from the upper by the
0-resolution. The lower is obtained from the upper by the 1-resolution. The lower is
obtained from the middle by a surgery along the arc in the middle. This surgery is a
single cycle surgery.
See Figure 2.6. The left figure is a part of a closed oriented surface F with a part
of a link diagram in F . We draw it as the right one for convenience when we discuss a
single cycle surgery. The right one includes (H). This (H) represents not only the fact
in Figure 2.6 but also the fact that the circle is a non-contractible circle as written in
Definition 2.2.
Figure 2.7 is an example of drawing a single cycle surgery by using (H) of Figure 2.6.
Definition 2.7. If a surgery along an arc increases (respectively, decreases) the number of
circles by one, the surgery is called a comultiplication (respectively, multiplication). There
are just three kinds of surgeries along an arc: a single cycle surgery, a multiplication, a
comultiplication. If an arc produces a multiplication (respectively, comultiplication), the
arc is called a m-arc (respectively, c-arc). If an arc is an m-arc or a c-arc, that is, it is
not a scs arc, then the arc is called a mc arc.
Definition 2.8. ([13, Definition 2.9]). A labeled resolution configuration is a pair (D, x)
of a resolution configuration D and a labeling x of each element of Z(D) by either x+ or
x−.
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surgery
0-resolution 1-resolution
Figure 2.5. A single cycle surgery.
Figure 2.6. A way of drawing a non-contractible circle in a res-
olution configuration.
Note that (if they are associated with classical diagrams in S2 or virtual link diagrams,)
labeled resolution configurations are the same as what many people often call enhanced
Kauffman states or enhanced states. Some people use v+ (respectively, v−) for x+ (re-
spectively, x−).
Let {Ai}i∈Λ be the set of all labeled resolution configurations made from an arbitrary
link diagram L in a surface. Note that Λ is a finite set. {Ai}i∈Λ composes a basis of the
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Figure 2.7. A single cycle surgery drawn by using (H).
Khovanov homology for L as in [1, 2, 3, 9, 10, 13]. We call {Ai}i∈Λ the Khovanov basis.
We call each Ai a Khovanov basis element.
We will define a partial order on {Ai}i∈Λ. After that, by using the partial order, we
will define the differential acting on each Ai, and introduce the Khovanov homology for
L as in [13, 9]. See the definitions in the following subsections for the detail. In order to
define moduli spaces and to construct Khovanov-Lipshitz-Sarkar stable homotopy type,
we need the partial ordered set.
Review. A differential of the Khovanov complex and a partial order on the set of labeled
resolution configurations are essentially the same thing as explained below
Let {Xi}i∈Θ be a set of all labeled resolution configurations of an arbitrary link diagram
in S2.
(1) The Khovanov differential acting on {Xi}i∈Θ in [10, 2] induces a partial order on
{Xi}i∈Θ as below. We use the following notation
(2.1) δXi =
∑
j∈Θ
c[Xi;Xj ] ·Xj,
and c[Xi;Xj ] is an integer coefficient. Recall that c[Xi;Xj ] ∈ {−1, 0, 1}. The partial
order ≺ on {Xi}i∈Θ is induced as follows: If c[Xi;Xj] = ±1, then Xi ≺ Xj. It follows
from this definition that if u ≺ v and v ≺ w then u ≺ w.
(2) In [13, Definition 2.10], Lipshitz and Sarkar introduced a partial order ≺ on the set
{Xi}i∈Θ before they define the Khovanov differential acting on each Xi.
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Furthermore, they use the following method: Let Y, Z ∈ {Xi}i∈Θ. Let Y ≺ Z. Assume
that Y ≺ X ≺ Z does not hold for any X ∈ {Xi}i∈Θ − {Y, Z}. They define an explicit
way to assign +1 or −1 to the pair, Y and Z.
By using this partial order and this method to give a sign, they induce the Khovanov
differential, acting on {Xi}i∈Θ ([13, Definition 2.15]).
We follow Lipshitz and Sarkar’s method above, in the following subsections.
Lipshitz and Sarkar used the partial ordered set, defined moduli spaces, and con-
structed Khovanov-Lipshitz-Sarkar stable homotopy type.
2.2. A partial order on the set of labeled resolution configurations.
Definition 2.9. Let (D, x) and (E, y) be labeled resolution configurations. Then there
is a natural labeling x| (respectively, y|) on D−E (respectively, E−D), say the induced
labeling. We often consider induced labelings in the following case: if we restrict each of
the labelings x and y to D ∩ E = E ∩D, we obtain the same labeling from x and y.
We define a partial order on {Ai}i∈Λ in the following definition. By using the partial
order, we will induce the differential (Definition 2.16, cited from [17, §2]). One can induce
this partial order from the differential: Use [17, (2.1), (2.3)-(2.6)]. (One can do it in a
similar way in the Review in the last part of §2.1.)
Definition 2.10. There is a partial order ≺ on labeled resolution configurations defined
as follows. Note that α ≺ α holds. Then we declare that (E, y) ≺ (D, x) if:
(1) The labelings x and y induce the same labeling on D ∩ E = E ∩D.
(2) D is obtained from E by surgering along a single arc of A(E).
Z(E−D) (respectively, Z(D−E)) has an induced labelling y| (respectively, x|)
from y (respectively, x). There are two sub-cases (i) and (ii).
(i) (E −D, y|) has just one circle P , and (D−E, x|) has just two circles, Q and
R. These two labeled resolution configurations satisfy the conditions in Table
2.1. Here, c means a contractible circle, and n means a non-contractible circle.
Examples are the upper three figures in Figure 2.8 and the upper six figures in
Figure 2.9.
(ii) (E−D, y|) has just two circles, P and Q, and (D−E, x|) has just one circle
R. These two labeled resolution configurations satisfy the conditions in Table
2.2. Examples are the lower three figures in Figure 2.8 and the lower six figures
in Figure 2.9.
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P ≺ Q & R
c, x+ ≺ c, x+ & c, x−
c, x+ ≺ c, x− & c, x+
c, x− ≺ c, x− & c, x−
n, x+ ≺ c, x− & n, x+
n, x+ ≺ n, x+ & c, x−
n, x− ≺ c, x− & n, x−
n, x− ≺ n, x− & c, x−
c, x+ ≺ n, x− & n, x+
c, x+ ≺ n, x+ & n, x−
Table 2.1. P , Q, R in Definition 2.10.(2).(i).
P & Q ≺ R
c, x+ & c, x− ≺ c, x−
c, x− & c, x+ ≺ c, x−
c, x+ & c, x+ ≺ c, x+
c, x+ & n, x+ ≺ n, x+
n, x+ & c, x+ ≺ n, x+
c, x+ & n, x− ≺ n, x−
n, x− & c, x+ ≺ n, x−
n, x+ & n, x− ≺ c, x−
n, x− & n, x+ ≺ c, x−
Table 2.2. P , Q, R in Definition 2.10.(2).(ii).
Now, ≺ is defined to be the transitive closure of this relation.
Note. (1) The upper three relations in each of Tables 2.1 and 2.2 are the same as
those in [13, Definition 2.10]. The lower six in each is associated with the case where
non-contractible circles appear. These cases conform to the conditions for defining the
boundary in [17, (2.1), (2.3)-(2.6)].
(2) In Definition 2.9 the relations for homotopy classes of circles are determined naturally.
(When we consider a homotopy class of the circles, we let them orient appropriately.)
(3) No surgery in Definition 2.10 is a single cycle surgery although we now consider links
in thickened surfaces.
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Figure 2.8. The partial order of the set of labeled resolution con-
figurations in the upper three of Table 2.1 and in the upper three
of Table 2.2. See Figures 2.11 and 2.12.
(4) In Figure 2.10, we draw abstractly Z(E−D)∪A(E−D) in the case where A(E−D)
has a single arc. There are only two cases.
Definition 2.11. ([13, Definition 2.11].) A decorated resolution configuration is a triple
(D, x, y) where D is a resolution configuration and x (respectively, y) is a labeling of each
component of Z(s(D)) (respectively, Z(D)) by an element of {x+, x−}. Associated to a
decorated resolution configuration (D, x, y) is the poset P (D, x, y) consisting of all labeled
resolution configurations (E, z) with (D, y) ≺ (E, z) ≺ (s(D), x). We call P (D, x, y) the
poset for (D, x, y).
If we never have (D, y) ≺ (s(D), x), we say that (D, x, y) is empty.
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Figure 2.9. The partial order of the set of labeled resolution con-
figurations in the lower six of Table 2.1 and in the lower six of
Table 2.2: There appear non-contractible circles. Circles with
(H) denote non-contractible circles. See Figures 2.11 and 2.12.
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Figure 2.10. Graphs of the basic resolution configurations of in-
dex 1.
Note: In [13, Definition 2.11], Lipshitz and Sarkar dealt with only non-empty decorated
resolution configurations. It means that, in their paper, they only consider labelings x
on s(D) such that (D, y) ≺ (s(D), x). On the other hand, in this paper, we define the
case where (D, x, y) is empty, for convenience.
Definition 2.12. ([13, A part of Definition 2.15], and [17, Definition 2.2].) Let L be
an oriented link diagram in a surface F . Let n (respectively, n+, n−) be the number of
crossing (respectively, positive crossing, negative crossing) points of L.
For labeled resolution configurations, homological grading grh, a quantum grading grq,
and a homotopical grading grH are defined as follows:
(2.2) grh((DL(u), x)) = −n− + |u|,
(2.3)
grq((DL(u), x)) = n+−2n−+|u|+♯{Z ∈ Z(DL(u))|x(Z) = x+}−♯{Z ∈ Z(DL(u))|x(Z) = x−}.
We consider the set L = [S1;F ] of all the homotopy classes of free oriented loops in F .
Let © ∈ L be the homotopy class of contractible loops. For any closed curve γ, one can
consider the curve −γ obtained from γ by the orientation change. Let H be the quotient
group of the free abelian group with generator set L modulo the relations © = 0 and
[γ] = [−γ] for all free loops γ. Let Z(DL(u)) = {C1, C2, ..., Cν}. Let Ci equip xi, where
xi ∈ {x+, x−} and i ∈ {1, ..., ν}. Define
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(2.4) grH((DL(u), x)) =
ν∑
i=1
deg(xi) · [Ci] ∈ H,
where deg(x±) = ±1.
Note 2.13. If L has only one component, then n, n+, n−, grh, grq, and grH, we do not
depend on the orientation of L. If L has greater than one component, we use that of L
when we define n+ and n−. Note that, if we change the orientation of L into the opposite
one, then neither n+ nor n− changes.
We suppose [γ] = [−γ] when we define H. Hence, whichever orientation we give to a
disjoint union of circles Z(D) in a labeled resolution configuration (D, x), grH(D, x) is
the same.
Note the following facts. Let γ and γ′ be circles embedded in a surface F , and γ∩γ′ = ∅.
Let A be an arc which connects γ and γ′. Assume that we do not consider the orientation
of γ nor that of γ′. Let σ be an embedded circle in F which is obtained from γ and γ′
by the surgery along A. Suppose that we do not consider the orientation of σ. Once we
are given A, γ and γ′, then σ is determined, and henceforth [σ] ∈ H is determined.
Let γ be a circle embedded in a surface F . Let A be a c-arc both of whose endpoints
are in γ. Assume that we do not consider the orientation of γ. Let s be a disjoint union
of two embedded circles in F which is obtained from γ by the surgery along A. We do not
consider the orientation of s. Note that s determines one or two elements in H. Once we
are given A and γ, then s is determined. Furthermore we can know how many elements
of H are determined, and what the elements are (respectively, the element is).
Let γ be a circle embedded in a surface F . Let A be a scs arc both of whose endpoints
are in γ. Note that we do not use a scs arc when we define the partial order in Definition
2.10.
Each of grh(D, x), grq(D, x), and grH(D, x) is independent of which orientation we give
Z(D), and is independent of which we choose L or −L. Here, −L is the link made from
L by reversing the orientation of L.
By Definition 2.12, we have the following.
Fact 2.14. Let (E, y) and (D, x) be labelled resolution configurations of a link diagram in
a surface. Let (E, y) ≺ (D, x). Then (E, y) and (D, x) have the same quantum grading
and the same homotopical grading.
We have the following.
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Fact 2.15. Assume that a single cycle surgery changes a (non-labeled) resolution config-
uration DL(u) into DL(v). Let Ai (respectively, Aj) be a labeled resolution configuration
defined on DL(u) (respectively, DL(v)). Then Ai and Aj have different quantum gradings.
Proof of Fact 2.15. Recall the definition of quantum gradings, grq((DL(u), x)), above.
Since n+ and n− are determined by a given link diagram, a single cycle surgery does not
change n+ − 2n−. By the definition of a (single cycle) surgery and that of | |, a single
cycle surgery changes the parity of |u|. Since a single cycle surgery does not change
the number of circles in a labelled resolution configuration, a single cycle surgery does
not change the parity of ♯{Z ∈ Z(DL(u))|x(Z) = x+} − ♯{Z ∈ Z(DL(u))|x(Z) = x−}.
Therefore a single cycle surgery always changes the quantum grading grq((DL(u), x)). 
We use the partial order in Definition 2.12, and define the integral (Z-coefficient) Kho-
vanov chain complex for a link diagram in a thickened surface in the following subsection.
2.3. The differential, and the homotopical Khovanov homology for link dia-
grams in surfaces.
Definition 2.16. The differential δ. Given an oriented link diagram L with n crossings
and an ordering of the crossings in L, the Khovanov chain complex is defined as follows.
The Khovanov chain group KC(L) is the Z-module freely generated by labeled resolution
configurations of the form (DL(u), x) for u ∈ {0, 1}
n. (The set of all labeled resolution
configurations of L is a basis of KC(L).) The differential preserves the quantum grading
and the homotopical grading, increases the homological grading by 1, and is defined as
(2.5)
δ(DL(v), y) =
∑
For all(DL(u),x),such that|u|=|v|+1,and such that(DL(v),y)≺(DL(u),x)
(−1)s0(Cu,v)(DL(u), x),
where s0(Cu,v) ∈ Z2 is defined as follows: if u= (ǫ1, ..., ǫi−1, 1, ǫi+1, ..., ǫn) and v
= (ǫ1, ..., ǫi−1, 0, ǫi+1, ..., ǫn), then s0(Cu,v) = (ǫ1 + · · ·+ ǫi−1).
Note. See §3 for a difference between the differential of Khovanov homology for links in
thickened surfaces, defined above, and that for virtual links.
Example 2.17. In Figures 2.11 and 2.12, examples of how the differential acts. Note:
Let x be a labeled resolution configuration such that x has two circles and one arc which
connects the two circles. If x is different from the left hand side of all identities in this
figure and Figure 2.12, then δx = 0. Let y be a labeled resolution configuration such
that y has one circle and one arc. If y is different from the left hand side of all identities
in this figure and Figure 2.12, then δy = 0.
19
Figure 2.11. Examples of how the differential acts. See other
examples in Figure 2.12.
Note 2.18. Recall that {Ai}i∈Λ denotes the set of all labeled resolution configurations
made from an arbitrary link diagram L in a surface. We use the following notation
(2.6) δAi =
∑
j∈Λ
c[Ai;Aj ] · Aj,
like the identity (2.1). Here, c[Ai;Aj] is an integral coefficient. Note that, by Definition
2.16, c[Ai;Aj] ∈ {−1, 0, 1}.
By Definition 2.16, the following facts hold.
(1) If Ai and Aj have different quantum gradings, then c[Ai;Aj] = 0. (This is related to
Fact 2.15.) Note: This condition holds in the case of the Khovanov homology for links
in S3.
(2) If grh(Ai) + 1 = grh(Aj), then c[Ai;Aj ] = 0.
(3) c[Ai;Aj] 6= 0 only if grq(Ai) = grq(Aj), grH(Ai) = grH(Aj), and
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Figure 2.12. Examples of how the differential acts. See other
examples in Figure 2.11. Read the note in the caption of Figure
2.11.
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grh(Ai) + 1 = grh(Aj).
Note that the above facts (1) and (2) follows from this fact (3).
(4) If δAi = 0, then Ai is a maximal element in {Ai}i∈Λ.
Therefore we have the following. Let A (respectively A′) be a labeled resolution con-
figuration. Assume that a (non-labeled) resolution configuration under A is changed into
that under A′ by just one surgery. Suppose that δA = 0. Then A and A′ are not related
by ≺.
By Definition 2.16, we have the following. We use notaions in the identities (2.5) and
(2.6).
Proposition 2.19. Let (DL(v), y) and (DL(u), x) be labelled resolution configurations.
We have [(DL(v), y); (DL(u), x)] 6= 0 only if we have the following: (DL(v) −DL(u), y|)
is the left hand side of one of the relations by ≺ in the tables in Definition 2.10.
(DL(u)−DL(v), x|) is the right hand side of the above relation by ≺.
Then [(DL(v), y); (DL(u), x)] = (−1)
s0(Cu,v).
By Fact 2.15 and Note 2.18.(1), we have the following.
Proposition 2.20. Assume that a single cycle surgery changes a (non-labeled) resolu-
tion configuration DL(u) into DL(v). Let Ai (respectively, Aj) be a labeled resolution
configuration defined on DL(u) (respectively, DL(v)). Then c[Ai;Aj ] = 0.
2.4. The well-definedness of the homotopical Khovanov homology for links in
thickened surfaces.
Theorem 2.21. ([17].) Let L be a link diagram of a link L in a thickened surface. For
δ in Definition 2.16,
(2.7) δ2 = 0.
Note. (1) The above homology uses integer coefficients.
(2)By Note 2.13, this homology of L is the same as that of −L. This homology is inde-
pendent of which orientation on the disjoint union of all circles in each labeled resolution
configuration we choose.
Let G and G′ be resolution configurations. Let R be an arc in G. By definition,
A(G−G′) and A(sA(G)) are subsets of A(G). If R belongs to these subsets, then it does
not change and remains R. Thus, we can omit this remark.
Proof of Theorem 2.21. Let (D, x) be any labeled resolution configuration of L. Take
two arbitrary arcs, A and A′, in D. Let x| be labelings on D− sA,A′(D) induced by x. If
δ2(D − sA,A′(D), x|) = 0, then Theorem 2.21 holds. Let (E, z) = (D − sA,A′(D), x|).
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Figure 2.13. Connected graphs of the resolution configurations
of index 2.
Note that E has only two arcs A and A′. We check all cases of (E, z) and prove
δ · δ(E, z) = 0 below.
The union of all arcs A and A′ and all circles in E is a topological space, say P . If A
and A′ are included in different connected components of P , then the proof is easy. Note
that E is a basic resolution configuration. Assume that P above is connected.
In Figure 2.13, we draw all cases of Z(E) ∪A(E) abstractly.
We check all (E, z) as follows.
Case 1. If only two arcs, A and A′, in E, only one arc A′ in sA(E), and only one arc A
in sA′(E) are mc arcs, we have δ
2(E, z) = 0 by applying the rule in Figures 2.8 and 2.9
of Definition 2.10.
Note. Let y be a labeling on s(E). There is a case where the number of the elements in
P (E, y, z) is six. This case is important. We will discuss it in §4 and §6.
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Figure 2.14. Surgery along A in the case when A and A′ in E are
mc arcs, and A′ in sA(E) is a scs arc.
Case 2. If only two arcs, A and A′, in E are scs arcs, δ(E, z) = 0 by Proposition 2.20.
Hence δ2(E, z) = 0.
Case 3. Suppose that only two arcs, A and A′, in E are mc arcs, and that only one arc
A′ in sA(E) is a scs arc. (See two examples in Figure 2.14.) Then we have the following:
The surgery from sA(E) to sA,A′(E) is a single cycle surgery. Hence the number of circles
in E has a different parity of that in sA,A′(E). Therefore the surgery from sA′(E) to
sA,A′(E) is a single cycle surgery. By Proposition 2.20, we have δ
2(E, z) = 0.
Assume that only two arcs, A and A′, in E are mc arcs, and that only one arc A in
sA′(E) is a scs arc. We can prove δ
2(E, z) = 0 by the same method as the above one.
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Figure 2.15. A shell configuration and its neiborhood
Case 4. Assume that one of only two arcs, A and A′, in E is a mc arc, and the other
a scs arc. We can let A be a mc arc and A′ a scs arc without loss of generality.
Note that, under this setting, there is a case such that only one arc A′ in sA(E) is a
mc arc. The other possibility, when A′ in sA(E) is a scs arc, is easy.
In order to show such examples, we need to introduce a terminology.
A shell configuration or shell Kauffman state is a resolution configuration of a link
diagram in a surface F drawn in Figure 2.15: We draw only a neighborhood N of the
shell configuration in F . We assume that N is a compact surface and that the inclusion
map of the shell configuration to N is a homotopy type equivalence map.
Two examples of the above case are drawn in Figure 2.16: The upper of each side is a
shell configuration.
We must take care of the cases in Figures 2.17 and 2.18, which are associated with
Figure 2.16. The other cases are easy.
In the case in Figure 2.17, we have δ · δ = 0 because of Figure 2.19.
In the case in Figure 2.18, we have δ · δ = 0 because of Figure 2.20.
Therefore δ2(E, z) = 0 in all cases. This completes the proof of Theorem 2.21. 
Note. When we consider this case, we should take care of the following facts.
Let (E, z) be a labeled resolution configuration which is obtained by giving a labeling
to the left upper shell configuration in Figure 2.17 (respectively, 2.18). Then there is only
one element in the set {p|p is a labeled resolution configuration. (E, z) ≺ p, (E, z) 6= p}.
In the identities in Figures 2.11 and 2.12, only the most upper identity in Figure
2.11 and the third identity in Figure 2.12 have two labeled resolution configurations in
the right hand side. In both cases, the left hand side has only one labeled resolution
configuration and the circle in it is a contractible circle.
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Figure 2.16. Each side is an example of surgery: Only two arcs,
A and A′, in E are mc arcs and only one arc in sA(E) is a scs arc.
Shell configurations, Figures 2.17 and 2.18 are important. See §3.
By using the same method in [2, 10], we have the following.
Theorem 2.22. ([17].) Let L and L′ be link diagrams of a link L in a thickened surface.
Then the homotopical Khovanov homology of L and that of L′ are equivalent.
By Theorem 2.22, the following definition is well-defined.
Definition 2.23. Let L be a link in a thickened surface. Let L be a link diagram of a
link L. We define the homotopical Khovanov homology of L to be that of L.
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Figure 2.17. A link diagram L in a thickened surface, and the
relation, which is made by surgeries, among all (non-labeled)
resolution configurations made from L. One circle in the left
lower labeled resolution configurations is non-contractible, and
the other contractible.
3. Khovanov homology for virtual links and a shell resolution configuration
The set of virtual links is a quotient of the set of links in thickened surfaces (See
[6, 7, 8].). It is natural to ask what relations there are between Khovanov homology for
virtual links in [3, 9, 16] and that for links in thickened surfaces as in this paper. We
explain some relations in this section.
The power of −1 in the right hand side of (2.5) is s0(Cu,v). This is the same as that in
[13, Definition 2.15] in the case of links in S3.
In §8, when we define the Khovanov-Lipshitz-Sarkar homotopy type, we will use this
sameness.
On the other hand, the power of −1 in the case of virtual links in [3, 9, 16] is different
from the above two cases. It is s0(Cu,v) + ζ((DL(u), x), (DL(v), y)). (See [9, Definition
3.14] for the definition of ζ((DL(u), x), (DL(v), y)).) That is why it is difficult to define
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Figure 2.18. A link diagram L in a thickened surface, and the
relation, which is made by surgeries, among all (non-labeled)
resolution configurations made from L. The two circles in the
left lower labeled resolution configurations are non-contractible.
the Khovanov-Lipshitz-Sarkar homotopy type for virtual links.
It is more complicated to define Khovanov homology for virtual links ([3, 9, 16]) than
to define Khovanov homology for links in S3, as stated above. We explain the reason in
more detail, below.
Shell configurations are important in the proof of Theorem 2.21. The reason above is
also associated with shell configurations.
We can regard a shell configuration as a resolution configuration of a virtual link. Then
it is called the shell configuration. The left upper resolution configuration in Figure 3.1
is the shell configuration.
One reason why there is such difference on the power of −1 is as follows: Assign the
labeling x+ to the left upper shell configuration in Figure 3.1, and call the resultant
labeled resolution configuration (E ′, z′). Apply the differential to (E ′, z′). Then we have
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Figure 2.19. We put a labbeling x+ (respectively, x−) on the left
(respectively, right) upper resolution configuration in Figure 2.17.
We check what labelled resolution configurations are made from
it by the differential.
a situation drawn in Figure 3.2. (See [9, section 3] for detail.) Note the difference between
Figure 2.19 and 3.2. Suppose that, in virtual knot theory, we do not change the power
of −1, that is, we define it in [9, Definition 3.14] to be s0(Cu,v), then δ
2(E ′, z′) 6= 0. We
must change the power of −1 in [3, 9, 16], as above.
In [1, 17], there is introduced a set of rules about handling patterns for contractibility
and non-contractibility of loops in the configurations so that the “bad” cases associated
with the shell configuration in Khovanov homology for virtuals do not occur. This means
that they can define a “standard” Khovanov complex for their theory. We translate
their conditions into a partial order on decorated resolution configurations to match the
language of [13]. With this, we can formulate the homotopy theory for this surface theory.
Let x, a, b and y be labelled resolution configurations. Suppose that
[x; a][a; y] = −[x; b][b; y] = 1. Both in the case of links in thickened surfaces and in that
of those in S3, the vector (in [13, Definition 2.2]) of a is different from that of b. On the
29
Both are the zero map.Figure 2.20. In each side the lower (non-labelled) resolution con-
figuration is obtained from that under the above labeled resolu-
tion configuration by a surgery along a m-arc. By Note 2.18.(4),
we have the following: Whichever of x+ and x− we give the lower
resolution configuration, the upper and the lower are not related
by ≺.
other hand, in the case of virtual links, the vector of a is the same as that of b in some
cases (See Figure 3.2.).
Note also the following fact: As we write in the proof of Theorem 2.21, in the case of
links in thickened surfaces, there is only one element in the set
{p|p is a labeled resolution configuration. (E, z) ≺ p, (E, z) 6= p}.
Recall that E is a shell configuration. On the other hand, in the case of virtual links,
if we replace (E, z) with (E ′, z′) in the definition of the above set, there are just three
elements in the above set. See Figure 3.2.
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Figure 3.1. A virtual link diagram L, and the relation, which is
made by surgeries, among all (non-labeled) resolution configura-
tions made from L. n+ (respectively, n−) denotes the number of
positive (respectively, negative) crossing points.
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Figure 3.2. The poset for a decorated resolution configuration of
the virtual link in Figure 3.1. See [9] for detail.
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Since links in thickened surfaces can be regarded as virtual links, it is natural to ask a
question: Compare the strength of the Khovanov homology for virtual links with the ho-
motopical Khovanov homology for links in thickened surfaces. By using the homotopical
grading, we can easily make a pair of links in thickened surfaces such that the Khovanov
homology for virtual links cannot distinguish them but that the homotopical Khovanov
homology can do them. Consider other cases.
Can we combine these two cases and define a new Khovanov homology?
See §10.
4. The ladybug configuration for link diagrams in S2
We review the ladybug configuration for link diagrams in S2, which is introduced in [13,
section 5.4]. Lipshitz and Sarkar introduced it to define a CW complex for any link
diagram in S2. We cite the definition of it, that of the right pair, and that of the left
pair associated with it from [13, section 5.4.2].
Definition 4.1. ([13, Definition 5.6]). An index 2 basic resolution configuration D in S2
is said to be a ladybug configuration if the following conditions are satisfied (See Figure
4.1.).
• Z(D) consists of a single circle, which we will abbreviate as Z;
• The endpoints of the two arcs in A(D), say A1 and A2, alternate around Z
(that is, ∂A1 and ∂A2 are linked in Z).
Definition 4.2. ([13, section 5.4.2]). Let D be as above. Let Z denote the unique circle
in Z(D). The surgery sA1(D) (respectively, sA2(D)) consists of two circles; denote these
Z1,1 and Z1,2 (respectively, Z2,1 and Z2,2); that is, Z(sAi(D)) = {Zi,1, Zi,2}. Our main
goal is to find a bijection between {Z1,1, Z1,2} and {Z2,1, Z2,2}; this bijection will then
tell us which points in ∂expM(x, y) to identify. See [13, (RM-2) in section 5.1] for the
notation ∂exp.
As an intermediate step, we distinguish two of the four arcs in Z−(∂A1∪∂A2). Assume
that the point ∞ ∈ S2 is not in D, and view D as lying in the plane S2 − {∞} ∼= R2.
Then one of A1 or A2 lies outside Z (in the plane) while the other lies inside Z. Let Ai be
the inside arc and Ao the outside arc. The circle Z inherits an orientation from the disk
it bounds in R2. With respect to this orientation, each component of Z − (∂A1 ∪ ∂A2)
either runs from the outside arc Ao to an inside arc Ai or vice-versa. The right pair is the
pair of components of Z − (∂A1 ∪ ∂A2) which run from the outside arc Ao to the inside
arc Ai. The other pair of components is the left pair. See [13, Figure 5.1].
We explain why the ladybug configuration is important, below. See also Fact 5.2.
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Figure 4.1. The ladybug configuration
Proposition 4.3. Let x (respectively, y) be a labelled resolution configuration in S2 of
homological grading n (respectively, n+ 2). Then the cardinality of the set
{p|p is a labelled resolution configuration. x ≺ p, p ≺ y, p 6= x, p 6= y}
is 0, 2, or 4, where ≺ is defined in Definition 2.10.
Let D be the ladybug configuration in S2. Since each of D and s(D) has only one
circle, we can let x+ or x− denote a labeling on it. Give D (respectively, s(D)) a labeling
x+ (respectively, x−). We call the resultant labeled resolution configuration (D, x+)
(respectively, (s(D), x−)). We obtain a decorated resolution configuration (D, x−, x+) as
drawn in Figure 4.2.
Fact 4.4. The case of 4 in Proposition 4.3 occurs in the above case (D, x−, x+).
Fact 4.4 is also explained in [13, section 5.4].
5. Khovanov-Lipshitz-Sarkar stable homotopy type and Steenrod square for
links in S3
The natural dual of the Khovanov chain group is called the dual Khovanov chian group.
The natural dual of the Khovanov basis is called the dual Khovanov basis. See [9, §3] for
the explanation of this kind of dual.
Let L be a link in S3. Let L be a link diagram in S2 which represents L. In [13]
Lipshitz and Sarkar made a consistent method to construct a CW complex for L whose
singular homology is the homology of the dual Khovanov chain complex of L.
Note that, by the definition of the Khovanov homology, the cohomology, not homology,
of Khovanov homotopy type is the Khovanov homology.
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a b c d
Figure 4.2. The poset for the decorated resolution configuration
associated with a ladybug configuration in S2
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Let L′ be a link diagram in S2 which represents L. They also proved that the stable
homotopy type of the CW complex for L and that for L′ are the same. We call this stable
homotopy type, Khovanov-Lipshitz-Sarkar stable homotopy type for L. Thus this stable
homotopy type has Steenrod squares. In [15] Lipshitz and Sarkar found how to calculate
the second Steenrod square associated with Khovanov-Lipshitz-Sarkar stable homotopy
type by using labeled resolution configurations. In [22] Seed proved the following fact by
making a computer program of Lipshitz and Sarkar’s calculation of the second Steenrod
square: There is a pair of links in S3 with the following properties. Their second Steenrod
squares and their Khovanov-Lipshitz-Sarkar stable homotopy types are different. Their
Khovanov homologies are the same.
We review Lipshitz and Sarkar’s method below.
Let L in S2 and L in S3 be as above. In [13, §5 and §6, in particular, Definition 5.3],
the Khovanov-Lipshitz-Sarkar stable homotopy type of L and that of L is defined as
follows.
Let (D, x, y) be any index n basic decorated resolution configuration. In [13, §5 and
§6] Lipshitz and Sarkar associate to (D, x, y) an (n− 1)-dimensional < n− 1 >-manifold
M(D, x, y) together with an (n− 1)-map
F :M(D, x, y)→MC (n)(1, 0).
See [13, §3.1] for < m >-manifolds and m-maps, where m is an integer.
See [13, Definition 3.3] for the definition of 0¯, 1¯.
Note that we regard the poset for each index n basic decorated resolution configuration
as a flow category. See [13, Definition 3.12] for the definition of flow category.
The Khovanov flow category CK(L) has one object for each Khovanov basis element.
That is, an object of CK(L) is a labeled resolution configuration of the form x = (DL(u), x)
with u ∈ {0, 1}n. The grading on the objects is the homological grading grh; the quantum
grading grq is an additional grading on the objects. We need the orientation of L in
order to define these gradings, but the rest of the construction of CK(L) is independent
of the orientation. Consider objects x = (DL(u), x) and y = (DL(v), y) of CK(L). The
space MCK(L)(x,y) is defined to be empty unless y ≺ x with respect to the partial
order from Definition 2.10. So, assume that y ≺ x. Let x| denote the restriction of x to
s(DL(v)−DL(u)) = DL(u)−DL(v) and let y| denote the restriction of y toDL(v)−DL(u).
Therefore, (DL(v)−DL(u), x|, y|) is a basic decorated resolution configuration. We define
M(DL(v)−DL(u), x|, y|) as above. Use it, and define
MCK(L)(x,y) =M(DL(v)−DL(u), x|, y|),
as smooth manifolds with corners.
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In [13, §5], it is proved that, if grhx−grhy = n, MCK(L)(x,y) is a disjjoint union of
some copies of the n-dimensional cube moduli MC (n)(1, 0).
Definition 5.1. Let L in S2 and L in S3 be as above. We define a CW complex Y (L)
for L below.
Let {ap}p∈Λ be the dual Khovanov basis for L. Note that Λ is a finite set.
Fix n ∈ Z. Let gni be all dual Khovanov basis elements whose homological grading is
n in {ap}p∈Λ. We assign to g
n
i a (n+N)-cell e
n+N
i , where N is a large integer.
We attach the cells, en+Ni , for all n: We use the moduli spaces defined above, with an
arbitrary set of framings which satisfy [13, Definition 3.20], according to the method in
[13, Definition 3.23] (note Proposition 5.4 below). The result is Y (L).
The stable homotopy type of the CW complex Y (L) is called the Khovanov-Lipshitz-
Sarkar stable homotopy type for the link diagram L. More precisely, since we use an
arbitrary large integer N to construct Y (L), we must handle N as follows. N times of
the formal desuspension of Y (L) is called the Khovanov-Lipshitz-Sarkar spectrum for the
link diagram L.
Note: Following Lipshitz and Sarkar [13, Definition 5.5], the Khovanov homology is the
reduced cohomology of the Khovanov space shifted by (−C) for some positive integer
C. The Khovanov spectrum χKh(L) is the suspension spectrum of the Khovanov space,
de-suspended C times. Here we can take C = N .
Note. The dual Kovanov chain complex is made from Kovanov chain complex uniquely,
and vice versa. So the following two sentences (1) and (2) have the same meaning.
(1) We associate the framed flow category C to Kovanov chain complex.
(2) We associate the framed flow category C to the dual Kovanov chain complex.
(Here, suppose that the above Kovanov chain complex and the above dual Kovanov chain
complex are dual each other.)
When we make F above, it is important to analyze the ladybug configuration [13,
§5.4.2].
Fact 5.2. ([13, §6].) The stable homotopy type of Khovanov-Lipshitz-Sarkar stable ho-
motopy type for link diagrams in S2 does not depend on whether we use the right pair or
the left pair of each ladybug configuration.
Fact 5.3 is used in the proof of Fact 5.2.
Fact 5.3. (This is written in [13, Proof of Proposition 6.5].) Fix a classical link
diagram L in S2, and let L′ be the result of reflecting L across the y-axis, say, and
reversing all of the crossings. Then L and L′ represent the same link in S3.
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Proposition 5.4. (This follows from results in [12]. See the comments below.)
The stable homotopy type of the Khovanov-Lipshitz-Sarkar stable homotopy type for link
diagrams in S2 does not depend on the choice of the coherent framing, which is defined
in [13, Definition 3.18].
Of course Proposition 5.4 does not hold in the general case of construction of CW
complexes. See Example 5.5 below. However, Proposition 5.4 is true in this case. Propo-
sition 5.4 is the same as [13, (4) in the first part of section six], which is proved in the
proof of [13, Proposition 6.1]: In three lines above [15, Definition 3.4], it is written, “all
such framings lead to the same Khovanov homotopy type [13, Proposition 6.1]”. See also
[13, Lemma 4.13, which is cited in the proof of Proposition 6.1]. In short, in the case of
Khovanov homotopy type for links in S3, all modulis are contractible so we do not need
to check framings on them.
Example 5.5. Both Σk(the one point union of S2∨S4) and Σk(CP 2), where Σk denotes
the k-times suspension and k is large, have a natural CW decomposition
(the base point)∪e2+k ∪ e4+k. Consider a set of moduli spaces associated with
Σk(the one point union of S2 ∪S4) (respectively, Σk(CP 2)). In ∂e2+k, there is no moduli
space. In ∂e4+k, take an embedded circle. It is a moduli space. Take the normal bundle of
the circle in ∂e4+k, and take the trivial (respectively, nontrivial) framing. It is a framing
on the moduli space.
Definition 5.6. In [13] it is proved that if two link diagrams L and L′ in S2 represent
the same link in S3, then Y (L) and Y (L′) (see Definition 5.1) are stable homotopy type
equivalent. Thus we obtain a unique stable homotopy type, Khovanov-Lipshitz-Sarkar
stable homotopy type, and the Khovanov-Lipshitz-Sarkar spectrum for links in S3. They
are link type invariants.
It is an outstanding property of the Khovanov chain complex and Khovanov stable
homotopy type for link diagrams in S2 that, ifMCK(L)(x,y) 6= ∅, each connected compo-
nent of MCK(L)(x,y) is determined only by grhx−grhy. Chain complexes in other cases
do not have this property in general.
6. Ladybug and quasi-ladybug configurations for link diagrams in surfaces
Definition 6.1. Let D be a resolution configuration which is made of one circle and two
m-arcs.
Stand at a point in the circle where you see an arc to your right. Go ahead along the
circle. Go around one time. Assume that you encounter the following pattern: In the
order of travel you next touch the other arc. Then you touch the first arc. Then you
touch the other arc again. Finally, you come back to the point at the beginning.
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Since both arcs are m-arcs, both satisfy the following property: At both endpoints of
each arc, you see the arc in the same side – either on the right hand side and on the left
hand side.
If you see the arcs both in the right hand side and in the left hand side (respectively,
only in the right hand side) while you go around one time, we call D a ladybug configu-
ration (respectively, quasi-ladybug configuration).
If F is the 2-sphere, our definition of ladybug configurations is the same as that in §4.
Let D be a ladybug (respectively, quasi-ladybug) configuration. Then Z(D) have
only one circle and A(D) have only two arcs. Make s(D). Give D (respectively, s(D))
a labeling x (respectively, y). We call the decorated resolution configuration (D, y, x) a
decorated resolution configuration associated with the ladybug (respectively, quasi-ladybug)
configuration D.
Note that (D, y, x) may be empty as explained below.
Since each ofD and s(D) has only one circle, we can let x+ or x− denote x (respectively,
y).
Proposition 6.2. (1) Let D be a quasi-ladybug configuration in a surface F . Assume that
the only one circle in D is contractible. Let F be the torus. Then there is a non-vacuous
decorated resolution configuration (D, x−, x+) associated with D.
(2) Let D be a quasi-ladybug configuration in a surface F . Assume that the only one
circle in D is contractible. Let (D, y, x) be a decorated resolution configuration associated
with D. Assume that the genus of F is greater than one. Then (D, y, x) is empty for
arbitrary x and y.
(3) Let D be a ladybug (respectively, quasi-ladybug) configuration in a surface F . Let
(D, y, x) be a decorated resolution configuration associated with D. Assume that the only
one circle in D is non-contractible. Then (D, y, x) is empty for arbitrary x and y.
(4) Let F be an arbitrary surface. There is a ladybug configuration D in F such that a
decorated resolution configuration (D, y, x) associated with D is non-empty.
Proof of Proposition 6.2. The proof of Proposition 6.2.(1). In Figure 6.1, we draw
an example.
The proof of Proposition 6.2.(2). Let D be a quasi-ladybug configuration in F . Let
(D, y, x) be the decorated resolution configuration associated with D.
Let C be only one circle in D. Let A and A′ be just two arcs in A(D).
Let Ap and Aq (respectively, A
′
p and A
′
q) be the endpoints of A (respectively, A
′). We
can suppose that, when we go around C one time in an orientation, we meet Ap, A
′
p, Aq,
39
a b c
d
Figure 6.1. The poset for a decorated resolution configuration
(D, x−, x+) associated with a quasi-ladybug configuration on T
2:
We envelope T 2 along two circles as usual, and draw six labeled
resolution configurations. Here, we have [ξ; a] · [a; η] = [ξ; b] · [b; η] =
−[ξ; c] · [c; η] = −[ξ; d] · [d; η].
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and A′q in this order, without loss of generality. We obtain four circles in F :
A circle made of the following two: The arc A. An arc which is a part of C, whose
boundary is Ap ∐ Aq, and which includes A
′
p.
A circle made of the following two: The arc A. An arc which is a part of C, whose
boundary is Ap ∐ Aq, and which includes A
′
q.
A circle made of the following two: The arc A′. An arc which is a part of C, whose
boundary is A′p ∐ A
′
q, and which includes Ap.
A circle made of the following two: The arc A′. An arc which is a part of C, whose
boundary is A′p ∐ A
′
q, and which includes Aq.
Since D is a quasi-ladybug configuration, the four circles above are non-contractible.
The two circles in sA(D) (respectively, sA′(D)) divide F into two connected compact
surfaces, WA and W
′
A (respectively, WA′ and W
′
A′), with boundary.
Note that the only one circle in D is contractible, and that the genus of F is greater
than one. Therefore one of WA and W
′
A (respectively, WA and W
′
A′) is an annulus and
the other has the genus greater than one.
Since the four circles above are non-contractible, A′ (respectively, A) is not included
in the annulus.
Therefore the only one circle in s(D) divided F into two components:
a compact surface with boundary S1 and with genus one, and
a compact surface with boundary S1 and with genus greater than zero.
Therefore the only one circle in s(D) is non-contractible.
Use the rule in Definitions 2.10 and 2.16 again. Since the two circles in sA(D) (respec-
tively, sA′(D)) and the only one circle in s(D) are non-contractible, (D, y, x) is empty.
This completes the proof of Proposition 6.2.(2).
The proof of Proposition 6.2.(3). By the rules in Definitions 2.10 and 2.16.
The proof of Proposition 6.2.(4). The ladybug configuration in Figure 4.2 is put in a
2-disc in S2. Put it in a 2-disc embedded in F . 
Therefore we must divide our discussion into three cases: F = S2, F = T 2, and F is
a higher genus surface. In [13], Lipshitz and Sarkar did the S2 case. In this paper, we
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obtain new results mainly about the higher genus surface case, and point out the dif-
ficulties of the T 2 case. In a sequence of this paper, we will write the detail of the T 2 case.
Let D be a ladybug configuration in a surface F . Let A be an arc in A(D). Note that
sA(D) may include a non-contractible circle.
Let D be a ladybug configuration. Let C be only one circle in Z(D). Recall the round
trip of C, used above when we define ladybug configurations. Cut the circle at the four
points where the arcs meet the endpoints. The circle is then divided into four pieces.
Recall that, at the beginning point, you see an arc on the right hand side. We call the
first and third pieces of the four, which you are in while your trip, the right pair, and call
the other two the left pair. Note that the orientation of your trip and the place where
you stand at the beginning of your trip do not change the right and the left pair. Note
also that, if F is the 2-sphere, this definition is the same as the one in [13, §5.4.2] and in
§4.
It is important that we cannot determine the right and left pair in the case of quasi-
ladybug configurations by this method. (We pose the question: Can one find a method
to define the right and the left pair for quasi-ladybug configurations, to be compatible
with the construction of Khovanov homotopy type?)
By using the right and left pairs introduced above, we determine the right and left pair
of the labeled resolution configurations in the middle row of the poset for a given dec-
orated resolution configuration associated with a ladybug configuration (See Figure 4.2
for an example.). The determination is explained in [13, Figure 5.1 and its explanation
in §5.4.2].
In this paper, we take the right pair when we construct a CW complex if there is a
ladybug configuration. (If we take the left pair, we can construct a CW complex in a
parallel method.)
However, in the case of quasi-ladybug configurations, we cannot distinguish the two
cases.
It means that, in general, in the case of link diagrams in T 2, we may associate more
than one CW complex to a single link diagram.
In the case of the higher genus surfaces, we give only one CW complex to a single link
diagram. Reason. By Proposition 6.2, the decorated resolution configuration associated
with an arbitrary quasi-ladybug configuration is empty. Therefore the moduli associated
with it is the empty set.
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7. A moduli in the case of link diagrams in the torus, which never appears
in the case of those in S2 nor in the case of those in higher genus surfaces
In Figure 7.1, we draw the poset for a decorated resolution configuration. Each labeled
resolution configuration in it is put in T 2. Assume that we give more than one moduli for
a single decorated resolution configuration in general, and make many CW complexes for
a single link diagram, as explained in §6. Then one of moduli spaces for the decorated
resolution configuration in Figure 7.1 is a dodecagon. It is not the 3-dimensional cube
moduli. Of course, it is also not a trivial covering of the 3-dimensional cube moduli. This
is a new phenomenon which we do not have in the S2 case. We also do not have it in the
higher genus case. That is a reason why the torus case is difficult.
Review. See [13, Proposition 5.2]: In the S2 case, each moduli space is the empty set
or a trivial covering of the n-dimensional cube moduli.
8. The Khovanov-Lipshitz-Sarkar stable homotopy type for links in
thickened higher genus surfaces
In this section, we define the Khovanov-Lipshitz-Sarkar stable homotopy type for links
in thickened higher genus surfaces (§8.7).
8.1. Moduli spaces for decorated resolution configurations.
Definition 8.1. Take an n-dimensional cube in a coordinate space Rn whose vertices
are points with coordinates (a1, ..., an), where each ai is 0 or 1. Let Cn be the set of all
of these vertices. Elements of Cn can be regarded as vectors. Cn has a partial order ≺
as follows: Let u = (u1, ..., un), v = (v1, ..., vn) ∈ Cn. Let k ∈ {1, ..., n}. If uk = 0, vk = 1
and ui = vi for i 6= k, then u ≺ v. It follows from this definition that if u ≺ v and v ≺ w
then u ≺ w.
We define the norm |u| of u to be u1+...+un. (Note that u1+...+un = (u1)
2+...+(un)
2
in this situation, since 02 = 0 and 12 = 1.)
Recall the norm for resolution configurations in Defintion 2.2. The n-dimensional cube
flow category CC(n) in [13, §4] is associated with Cn. We use the moduliMCC(n)(0¯, 1¯) for
CC(n), defined there.
Let (D, x, y) be an index n basic decorated resolution configuration in a higher genus
surface. Let y = (D, y) and x = (s(D), x). We associate to each non-vacuous (D, x, y)
an (n − 1)-dimensional < n − 1 >-manifold, M(D, x, y) or M(x,y), together with an
(n− 1)-map
F :M(D, x, y)→MCC(n)(0¯, 1¯)
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Figure 7.1. The poset for the decorated resolution configuration
associated with a quasi-ladybug configuration in T 2: We use a
net of T 2 with a labeled resolution configuration. Each one in the
second row includes just two circles. Each one in the third row
includes only one circle. The lowest one includes two circles.
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below, as done in [13, all of §5. In particular, see §5.1 and Proposition 5.2.]. If (D, x, y)
is empty, we associate toM(x,y) the empty set. We suppose that (D, x, y) is not empty
below.
This means that we make a moduli space for any pair of Khovanov basis elements in
the Khovanov chain complex of L.
Definition 8.2. Take any element r ∈ P (D, x, y). Let v be the vector of r. Define π to
be the map P (D, x, y)→ Cn such that π(r) = v.
This map π : P (D, x, y)→ Cn keeps the partial order because grh((DL(u), x))
= −n− + |u|.
We define the map F to be associated with π, as done in [13, all of §5. In particular,
see §5.1 and Proposition 5.2.].
Proposition 8.3. The map π in Definition 8.2 is onto.
Theorem 8.4. The map F is a trivial covering map.
Theorem 8.4 corresponds to [13, Proposition 5.2 and §5.1]. See [13, §3.4.1] for the
definition of trivial covering maps in this case.
While we prove Proposition 8.3 and Theorem 8.4 in the following subsections, we prove
Theorem 8.5 together. In the proof of Theorem 8.4, Theorem 8.5 plays a crucial role.
Theorem 8.5. Let (D, x, y) be an index n basic decorated resolution configuration in a
higher genus surface above. Suppose that (D, x, y) is non-vacuous, as above. Take any
element A in P (D, x, y). (Recall that A is a labelled resolution configuration.) Then all
arcs in A are mc arcs.
In the case of links in S3, the map π is an epimorphism for all natural numbers n, and
the above theorems are true ([13]).
In the case of links in the thickened torus and in the case of virtual links, we have
different features. See §3 and §7.
We prove Proposition 8.3, Theorems 8.4 and 8.5 below.
8.2. The case n = 1.
Proof of the case n = 1 of Theorem 8.4 and that of the case n = 1 of Propo-
sition 8.3. We associate to M(x,y) one point because the coefficient of the right hand
side of the identity (2.5) is +1, 0, and −1. Therefore Theorem 8.4 and Proposition 8.3
hold in this case.
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Proof of the n = 1 case of Theorem 8.5. Suppose that only one arc in D is a scs
arc. By the rule in Definitions 2.10 and 2.16, the decorated resolution configuration is
empty. We arrived at a contradiction. 
8.3. The case n = 2.
Proof of the case n = 2 of Theorem 8.4 and that of the case n = 2 of Proposition
8.3. Let P be a partial ordered set. Let α, β ∈ P . Define Q(α, β) associated with P to
be {q|q ∈ P, q 6= α, q 6= β, α ≺ q, q ≺ β}. We omit the words, associated with P , when it
is clear from the context. Let A be a finite set. Let #A be the number of all elements of
A.
Take Q(x,y) associated with P (D, x, y). Then #Q(x,y) is 2 or 4 because of Definitions
2.10 and 2.16 since we assume that (D, x, y) is non-vacuous. If #Q(x,y) is 2, we associate
to M(x,y) one segment.
Suppose that #Q(x,y) is 4, (D, x, y) is a ladybug configuration and D includes only
one contractible circle because of Proposition 6.2. We associate to M(x,y) a disjoint
union of two segments. We use the right pair in §6.
Therefore Theorem 8.4 and Proposition 8.3 hold in this case.
Note 8.6. If we choose the left pair, we can also construct the Khovanov stable homotopy
type. In the case of links in S3, both choices give the same Khovanov stable homotopy
type (Fact 5.2). We pose the question: Do both choices give the same Khovanov stable
homotopy type in the case of links in thickened (higher genus) surfaces?
Proof of the n = 2 case of Theorem 8.5. Suppose that there is a scs arc in a labeled
resolution configuration in P (D, x, y). Then the decorated resolution configuration is
empty. Reason. Consider index 2 decorated resolution configurations associated with
Figures 2.17-2.20. Other cases are easy.
We arrived at a contradiction. 
Note 8.7. In the case of virtual links in [3, 9, 16], Theorem 8.5 is not true and the map
π is not an epimorphism, even if n = 2. See Figure 3.2. See also [9]. See Note 8.12.
8.4. The first part of the case n ≧ 3.
Proof of Proposition 8.3. The case n = 1, 2 holds by §8.2 and §8.3. We prove the
case n ≧ 3. Take two arbitrary labeled resolution configurations, w = (Dξ(L), w) and
z = (Dζ(L), z), in P (D, x, y) such that |ξ|+ 2 = |ζ |, and such that w≺z. Since (D, x, y)
is not empty, there is such a pair. Assume that Q(ξ, ζ) associated with Cn is {η, η
′}.
Take Q(w, z) associated with P (D, x, y). By §8.3 and [13, §5.4], we have that #Q(w, z)
is 2 or 4. If it is 2, one element of Q(w, z) is over Dη(L) and the other is over Dη′(L) by
the rule in Definitions 2.10 and 2.16. If it is 4, two elements of Q(w, z) are over Dη(L)
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and the other two are over Dη′(L) by the rule in Definitions 2.10 and 2.16. Repeat this
procedure. Hence π is onto. 
Proof of Theorem 8.5. We have proved the n < 3 case in the previous subsections. We
prove the n ≧ 3 case. We prove by reductio ad absurdum. Assume that g ∈ P (D, x, y)
has a scs arc A. Let G be a (non-labeled) resolution configuration under g. Carry out
a surgery along A, and obtain a (non-labeled) resolution configuration G′. Let v be the
vector of G′. Then v ∈ Cn. By Proposition 8.3, we have π
−1(v) 6= ∅.
Any labeled resolution configuration on G′ has a different quantum degree from that
of g (See Proposition 2.20.). (Note that grqg =grqx =grqy.) By the definition of dec-
orated resolution configurations, all labeled resolution configurations in P (D, x, y) have
the same quantum degree. Hence π−1(v) = ∅. We arrived at a contradiction. 
Review. In [13, Proof of Proposition 5.2], the case of three arcs is more complicated
than the case of greater than three arcs. (In our way of description in this paper, the case
of three arcs is the case n = 3.) The reason is as follows: Let f be a local diffeomorphism
map from X to Sm. If m > 1, f : X → Sm is a trivial covering map. If m = 1, X is
not a trivial covering map in general. An example is the connected double covering map
S1 → S1. (Here, m+ 2 is the above n.)
The case of three arcs in [13, Proof of Proposition 5.2] is proved in [13, §5.5] by checking
all resolution configurations with three arcs.
In this paper, the case n = 3 is also more complicated than the case n > 3.
We split the case n ≧ 3 into the case n = 3 and the case n ≧ 4 below.
8.5. The proof of Theorem 8.4 in the case n = 3.
There are just two cases.
Case 1. Suppose that all circles in all labeled resolution configurations in P (D, x, y) are
contractible.
By Theorem 8.5, all arcs in all labeled resolution configurations in P (D, x, y) are mc
arcs. Hence we can prove Theorem 8.4 in this case, as proved in [13, §5.1, especially
Proposition 5.2, and 5.5].
Case 2. Assume that there is a non-contractible circle in a labeled resolution configura-
tion in P (D, x, y).
Recall that ∂MC(3)(1¯, 0¯) is a circle. By Proposition 8.3 and [13, Definition 3.12, es-
pecially (M-3) in it, and Proposition 5.2], we have the following: ∂M(x,y) is a disjoint
union of circles. Furthermore, ∂M(x,y) is a covering space of ∂MC(3)(1¯, 0¯) by F .
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Fact 8.8. Any circle which is a connected component of ∂M(x,y) covers ∂MC(3)(1¯, 0¯)
by a degree one map.
Proof of Fact 8.8. By Theorem 8.5, all arcs in all labeled resolution configurations in
P (D, x, y) are mc arcs. We check all basic resolution configurations with three mc arcs.
We can use almost the same methods as those in [13, §5.5].
We must take care of the difference between the rule of the partial order in Definition
2.10 and that in [13, Definition 2.10].
The result ([13, Lemma2.14]) on leaves and co-leaves is used in [13, §5.5]. This result
is generalized easily, and also holds in our case. Therefore we only have to concentrate
on resolution configurations without a leaf or a co-leaf, as in [13, §5.5].
The duality theorem, [13, Lemma 2.13], is used in [13, §5.5]. This result is generalized
easily, and also holds in our case. It helps our purpose below.
If the union of all arcs and circles in a basic resolution configuration is disconnected,
there is a leaf or a co-leaf. Note that it is basic. Hence we assume that it is connected.
Let D be any resolution configuration with three arcs such that Z(D) ∪ A(D) is con-
nected. We draw such all cases of Z(D) ∪A(D) like abstract graphs in Figure 8.1.
We choose Z(D)∪A(D) without a leaf or a co-leaf from Figure 8.1, and draw them in
Figure 8.2.
Recall the following facts associated with Figures 8.1 and 8.2. In a surface, each
Z(D) ∪ A(D) has a neighborhood N such that N is a compact surface and such that
the inclusion map of Z(D)∪A(D) to N is a homotopy type equivalence map. There are
many homeomorphism types of N in general. We can assume that no scs arc appears.
Let D be a resolution configuration made from one diagram of Figure 8.2. Assume
that, if we choose two arcs and one circle fromD, then they make a ladybug configuration
(or a quasi-ladybug configuration). Then we say that D includes a ladybug configuration
(or a quasi-ladybug configuration).
Let D induce a quasi-ladybug configuration. By Proposition 6.2, any decorated reso-
lution configuration starting from D is empty.
The following two conditions are equivalent.
(1) D does not include a ladybug configuration. Let E be any resolution configuration
obtained from D by a single surgery. E is not a ladybug configuration.
(2) Neither D nor the dual resolution configuration D∗ includes a ladybug configuration.
If we have the above condition (1) (respectively, (2)), the moduli of any decorated
resolution configuration starting from D is the empty set or the single 3-dimensional
cube moduli.
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Figure 8.1. Connected graphs of the resolution configurations
of index 3: The segments denote arcs. We do not use dotted
segments here.
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Figure 8.2. Graphs of the connected resolution configurations
with three arcs, without a leaf or a co-leaf: Recall that we con-
sider the case where arcs are mc arcs.
Note that, even if D does not include a ladybug configuration, D⋆ may include a
ladybug configuration. An example is the case where D is [13, Figure 5.3.g].
Let D be a resolution configuration made from one figure of Figure 8.2. Then D∗ is
also made from one figure of Figure 8.2. Reason. Let G be a resolution configuration
in Figure 8.1. If G has a leaf (respectively, co-leaf), then G∗ has a co-leaf (respectively,
leaf).
Apply Propositions 6.2. If the moduli of a decorated resolution configuration starting
from D is not the empty set nor a single 3-dimensional cube moduli, D or D∗ satisfies
the condition: It includes a ladybug configuration, and does not include a quasi-ladybug
configuration. The circle in the ladybug configuration is contractible.
Therefore we only have to check decorated resolution configurations starting from D
made from the left upper figure in Figure 8.2. The moduli of each is a disjoint union of
the 3-dimensional cube moduli or the empty set.
This completes the proof of Fact 8.8. 
Henceforth we have Theorem 8.4 in this case.
8.6. The proof of Theorem 8.4 in the case n ≧ 4.
50
The case n ≦ 3 is true by §8.2-8.5. Therefore the case n ≧ 4 is proved by the same
method as one in [13, Proposition 5.2].
8.7. Definition of the Khovanov-Lipshitz-Sarkar stable homotopy type for links
in thickened surfaces.
Definition 8.9 is made by adding the fact about the quantum grading to [13, Definition
5.3].
Definition 8.9. Let L be a link diagram in a higher genus surface. The Khovanov flow
category CK(L) has one object for each Khovanov basis element. That is, an object of
CK(L) is a labeled resolution configuration of the form x = (DL(u), x) with u ∈ {0, 1}
n.
The grading on the objects is the homological grading grh; the quantum grading grq
and the homotopical grading grh are additional gradings on the objects. We need the
orientation of L in order to define these gradings, but the rest of the construction of
CK(L) is independent of the orientation.
Consider objects x = (DL(u), x) and y = (DL(v), y) of CK(L). The spaceMCK(L)(x,y)
is defined to be empty unless y ≺ x with respect to the partial order from Definition
2.10. So, assume that y ≺ x. Let x| denote the restriction of x to s(DL(v)−DL(u))
= DL(u) − DL(v) and let y| denote the restriction of y to DL(v) − DL(u). Therefore,
(DL(v) − DL(u), x|, y|) is a basic decorated resolution configuration. Recall that we
defined M(DL(v)−DL(u), x|, y|) in §8.1. Define
MCK(L)(x,y) =M(DL(v)−DL(u), x|, y|)
as smooth manifolds with corners. The composition maps for the resolution configuration
moduli spaces (see [13, (RM-1) in §5.1]) induce composition maps
MCK(L)(z,y)×MCK(L)(x, z)→MCK(L)(x,y)
Given a flow category C and an integer n, let C[n] be the flow category obtained from
C by increasing the grading of each object by n.
The Khovanov flow category CK(L) is equipped with a functor F to CC(n)[−n−], which
is a cover in the sense of [13, Definition 3.28].
On the objects, F : ObCK(L) → ObCC(n) is defined as
F :MCK(L)((DL(u), x), (DL(v), y))→MCC(n)(u, v)
is defined to be composition
M(DL(v)−DL(u), x|, y|)
F
→MCC(|u|−|v|)(1, 0)
Iu,v
→ MCC(n)(u, v).
We can say that F is associated with π in Definition 8.2.
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As explained in §5, use the moduli spaces which are defined above. Thus we construct
the Khovanov-Lipshitz-Sarkar stable homotopy type for L and the Khovanov-Lipshitz-
Sarkar spectrum XKh(L) =
∨
q,h
X q,hKh(L). for L.
Note. In general, we need framings over moduli spaces when we construct a CW com-
plex. However, in the case of Khovanov homotopy type, we do not need to take care of
framings. See Proposition 5.4 and the comment below it where it is pointed out that the
construction is independent of the choice of framing.
Definition 8.10. Let L be a link diagram of a link L in a thickened higher genus surface.
We define the Khovanov-Lipshitz-Sarkar homotopy type (respectively, the Khovanov-
Lipshitz-Sarkar spectrum XKh(L) =
∨
q,h
X q,hKh(L)) for L, to be the Khovanov-Lipshitz-
Sarkar homotopy type (respectively, the Khovanov-Lipshitz-Sarkar spectrum XKh(L)
=
∨
q,h
X q,hKh(L)) for L, defined in Definition 8.9.
Theorem 8.11. Definition 8.10 above is well-defined.
Proof of Theorem 8.11. Use almost the same method as that in [13, §5]. Note, in
particular, that [13, the comment between the end of the proof Proposition 6.3, and
Proposition 6.4] also holds in our case: use the rule of partial order in Definition 2.10
instead of that in [13, Definition 2.10]. 
Proof of Main theorem 1.3. In [22], it is proved that there is a pair of knots, J and
J ′, in S3 (respectively, D3) with the following properties: The second Steenrod square
of J and that of J ′ are different. The Khovanov homotopy type of J and that of J ′ are
different. The Khovanov homology of J and that of J ′ are the same.
Take the knots in D3 in thickened higher genus surfaces. Therefore Main theorem 1.3
holds.
Furthermore we have the following. Let F be a surface. Let C be a circle in F which
represents a nontrivial element of H1(F ;Z). Regard C as a knot in F × [−1, 1]. Take
J and J ′ in a 3-ball B embedded in F × [−1, 1]. Assume that C ∩ B = ∅. Make a
disjoint 2-component link which is made from C and J (respectively, J ′). By the above
result in [22], these two links have different Steenrod squares and the same Khovanov
homology. 
Note 8.12. Our case is different from [13] in that the circles inD may be non-contractible
circles, and arcs in D may be scs arcs. However, as we saw above, by the property on
the sign convention explained in §3, the Khovanov chain complexes for links in thickened
surfaces have similar theorems in [13, section 5]. More precisely we have Theorem 8.5.
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α β
Figure 9.1. A neighborhood of a link diagram U with one crossing.
Figure 9.2. Resolution configurations DU(0) (left) and DU(1) (right) of
the link diagram U .
In the case of virtual links in [3, 9, 16], Theorem 8.5 is not true as explained in Note
8.7. See Figure 3.2. See also [9]. The reason of this difference is the sign convention as we
explain in §3. This is a difference between the case of the Khovanov homology for links
in thickened surfaces in this paper and that for virtual links in [3, 9, 16] as explained in
§3. See also §10 below.
9. Examples of Khovanov homotopy type
We show examples of Khovanov homotopy type.
9.1. links whose link diagrams have one crossing. Consider an oriented link
diagram U with one crossing, see Fig. 9.1.
The diagram has two resolution configurations, see Fig. 9.2.
The resolution configurations correspond to six labeled resolution configurations, see
Table 9.1. The homotopical grading is expressed using the homotopical classes of the left
and the right loops of the diagram, see Fig. 9.1.
The partial order on the set of labeled resolution configurations depends on the layout
of the knot U in the surface. If the loops α and β are contractible then the situation does
not differ from the classical case, cf. [13, section 9.1]. We have XKh(U) = S
0 ∨ S0 here.
There are three homotopically nontrivial cases.
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Table 9.1. Labeled resolution configurations of the diagram U .
Name Generator grh grq grH
a (DU(1), x+x+) 0 1 [α] + [β]
b (DU(1), x+x−) 0 -1 [α]− [β]
c (DU(1), x−x+) 0 -1 −[α] + [β]
d (DU(1), x−x−) 0 -3 −[α]− [β]
x (DU(0), x+) -1 -1 [αβ]
y (DU(0), x−) -1 -3 −[αβ]
... ...
Figure 9.3. Possible layouts of the knot U in the surface.
Case 1 (see Fig. 9.3, upper left). Let one of the loops of U (say α) be non-contractible
and the other be contractible. Then [β] = 0 and [αβ] = [α] 6= 0. Hence, we have x ≺ b,
y ≺ d, and the other generators are incomparable because they have different quantum
and homotopical gradings. We can treat XKh as a desuspension of the cell complex
consisting of the basepoint ∗, two 0-cells x and y, and four 1-cells a, b, c, d where both
ends of a and c are the basepoint ∗, b is attached to ∗ and x, d is attached to ∗ and y.
Thus, XKh(U) = Σ
−1(S1a ∨ S
1
c ∨D
1
b ∨D
1
d) = S
0 ∨ S0. In the splitting
XKh(U) =
∨
q,h
X q,hKh(U)
we have X 1,[α]Kh (U) = X
−1,−[α]
Kh (U) = S
0, the other X q,hKh(U) are trivial.
Case 2 (see Fig. 9.3, upper left). Let the composition αβ be contractible and α be
non-contractible. Then [β] = [α−1] = [α] 6= 0 and [αβ] = 0. Hence, x ≺ b, x ≺ c, and the
other generators are incomparable. Then we have
X
1,2[α]
Kh (U) = X
−1,0
Kh (U) = X
−3,−2[α]
Kh (U) = S
0,X−3,0Kh (U) = Σ
−1(S0),
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Figure 9.4. A neighborhood of a link in a surface of genus 2. The com-
plement to the neighborhood in the surface is a disk.
α
β
γ
δ
Figure 9.5. The arcs of the link.
the other X q,hKh(U) are trivial. Thus, XKh(U) = S
0 ∨ S0 ∨ S0 ∨ Σ−1(S0).
Case 3 (see Fig. 9.3, lower). Let the α, β and αβ be non-contractible. Then all the
generators have different gradings and are incomparable. Hence, each generator yields a
nontrivial space in the bouquet decomposition of XKh(U) = (Σ
−1S0)∨2 ∨ (S0)∨4:
X 1,[α]+[β]Kh (U) = X
−1,[α]−[β]
Kh (U) = X
−1,−[α]+[β]
Kh (U) = X
−3,−[α]−[β]
Kh (U) = S
0,
X
−1,[αβ]
Kh (U) = X
−3,−[αβ]
Kh (U) = Σ
−1(S0).
9.2. links whose link diagrams have three crossings. Consider the oriented
link in a surface of genus 2 drawn in Fig. 9.4. The diagram has two positive and one
negative crossings.
The link as an embedded graph consists of a black segment which can be contracted to
a point, and four arcs, that generate the fundamental group of the surface, see Fig. 9.5.
We denote these arcs as α, β, γ, δ.
Consider the resolution cube of the diagram (Fig. 9.6). The homotopy classes of the
circles in the resolution configurations are all different. Hence, all the labeled resolution
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δγβα
δ-1γβα δγβ
-1α
δαβ-1γ-1
δγ-1β-1α
δγ-1 αβ-1
δ-1γ-1β-1α
δα γβ
Figure 9.6. The resolution cube of the link diagram. The circles are
marked with their homotopy type.
configurations are incomparable by the partial order, and there are no nontrivial deco-
rated resolution configurations. Then the differential in the homotopical Khovanov com-
plex is zero, and the homotopical Khovanov homology coincides with the chain complex.
The Khovanov–Lipshitz–Sarkar homotopy type is a bouquet of spheres corresponding to
the labeled resolution configurations
XKh = (Σ
−1S0)∨2 ∨ (S0)∨8 ∨ (S1)∨6 ∨ (S2)∨4.
The dimension of the spheres is determined by the homological grading of the resolution
configuration.
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The example above is opposite to the classical case in some sense. For classical links,
the homotopical grading does not matter because all circles are contractible. And in this
case the homotopical grading brakes all connections between resolution configurations.
Note that among the twelve surgeries in the resolution cube six are single circle surgeries.
10. Open questions
As we recall in §3, links in thickened surfaces are regarded as virtual links. It is natural
to ask a question: Compare the strength of the following invariants.
(1) The Khovanov homology for virtual links,
(2) The second Steenrod square for vrtual links in conjunction with Khovanov ho-
mology for vrtual links
(3) The Khovanov homology for links in thickened surfaces
(4) The second Steenrod square for links in thickened surfaces in conjunction with
Khovanov homology for links in thickened surfaces
(5) The Khovanov-Lipshitz-Sarkar homotopy type for links in thickened surfaces
In §3 we asked what relations there are between (1) and (3).
In [9], it is proved that (2) is stronger than (1).
In this paper we prove the following: (4) is stronger than (3) if the genus is greater
than one. (5) is stronger than (3) if the genus is greater than one.
We have not defined Khovanov-Lipshitz-Sarkar stable homotopy type for virtual links
nor have we defined a homotopy type for links in the thickened torus. How does one
introduce them? In the case of the thickened torus, we shall deal with it in a separate
paper. Can we combine the Steenrod square (and Khovanov homotopy theory) in a single
theory that would apply to both links in thickened surfaces and to virtual links?
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