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　　Abstruct: Let us consider several normal populations whose means and variances are
unknown to us. Then our main object is to give the statistical selection procedures which select
the populations that are not significantly different from some standard one, by use of the
estimators Ｘ｀十βSand x/s of parametric functions μ十β（7（β＞O）ａｎｄμla, respectively.
Moreover, we caluculate the expectations of the size of populations which were selected b゛y
our procedures.
　第１節　概　　　要
　k(k≧2)個の正規母集団からの選出方法と，それに伴う関連分布について述べる。正規平均や，
分散を特性とした統計的選出方法については, R.E.Bechhofer〔1〕, R. E. Bechhofer, M. Sobel〔2〕，
E. Paulson〔3〕,〔4〕,S.S.Gupta, M.Sobel〔5〕,〔6〕等々，数多くの研究がなされ，順序付けと選出
(ranking and selection)に関しては, E. J. Dudewicz, J.O.Koo〔7〕によって，詳しく収録され，
かつ分類されている。この論文では，正規平均と標準偏差の関数によって，母集団を選出する統計
的方法について述べる。
　与えられたk(k≧2)個の正規母集団を{ni:Ｎ(μ1,?)}，i＝1，2,……，kで表わす。このとき，
ｒ＝μ十β(7(βは予め定めた定数)に関する統計的選出方法を第二節で論じ，ω＝μ/(7に関する統
計的選出方法を第３節で論ずる。
　第２節　11十β(7による選出方法と，選ぱれた母集団数の期待値
　ｋ個の母平均:μ,I，…，μ，と，ｋ個の標準偏差の，･･･, C7kは何れも未知の値であるが，それらを
大きさの順に並べたものを
(2.1)　μ〔l〕£μ(2)≦｡“≦μ(W),
(2.2)　cy〔1〕£(7〔2〕≦…≦Otk)
によって表わす。
　今，母平均μ,)を持っている母集団を，ここで再びｍで表すことにする, i = l. 2,…，ｋ．この
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niの分散をｄ)で表すことにする。このとき，ｄ)は(禎に必ずしも一致していない。そこで，この
祠)の(2.2)の順序における番号を，ｄ９と書くことにしておく。
　このとき，
　(2.3)　ｒi＝μ(i汁βO(j)
と書くことにする。各母集団からの大きさniの任意標本に基づく，標本平均と標本(不偏)分散を，
それぞれＸ｡ｓ?とする。(i = l. 2.…，k)そして, (2. 3)のｒiの推定値を
　(2.4)　ti = X汁βSi (i = l, 2,…，k)
とする。本節の目的は，次の２つの問題に答えることである。
　問題1 (P.):母数関数rci)= min{z'i}を持った母集団と，有意な差のない母集団を選出すること。
　問題2(Ｐ,):母数関数Z:ki= max {rjを待った母集団と，有意な差のない母集団を選出すること。
　先づ，PIに対し，次の選出手法を与える。
　Ｒ‘P: ti＜幅十d1ならば,ｍを“良じとして選出し，そうでなければ“悪い"として棄却する。 d，
　　　は，ある正数である。
Ｐに対しても同様に，手法
　則):t≫t(k)― d2ならば,niを“良じとして選出し，そうでなければ“悪い"として棄却する。d2
　　　は，ある正数である。
第2.1節{T,}i = 1. 2,…,kの同時分布. (j.p.d.f.)
添数iを落して，ｘとｓ2のj･p.d.f.は
(2.1.1) g,(x)g2(sOdx dｓ2＝謳い小有川壮言汐同士ト
　　　　　　　　　●･l(ご)
これから, t=x十βsのp.d.f.は
(2.1.2) f(t)dt = kj二(上丿毘
ただし，
(2.1.3)　k＝･､/2Fcにﾀﾋﾟ/2)(ホy７2
１
２ が
〔n(x~ u )'十七 尹〕}dｘ dt,
　次の様に置く:
(2.1.4)　ｎ(χ－μ)2＋1ﾉ(t－χ)2β-2＝Ａ(χ－ＢＡ-1)2十(ＣＡ２－Ｂ２)Ａ
ただし，
(2. 1. 5)　Ａ＝ｎ＋1ﾉβ-2，Ｂ＝μ+ 1/tβ-2，Ｃ＝μ2＋1ﾉt2β-2
ゆえに，
次に、変換
　(2.1.7)　、/A"(x-BA-')=z
によって
早) exp I
Ａ(Ｘ－ＢＡ-ｌ)
　　　２(７２ 卜
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(2.1.8)　f(t)＝k expj
昏芦}にG‾‰I‾2A‾“
　　k
°β’-'■sｆｋ-
exp
紬順良
ﾄﾞ討刊魯ヅ)(べ)ズーｊ)刈
ただし, M"''=E(z''), h = 0, 1,…，ｋ
　以上よりTI，…，Ｔ,のj･p.d.f.は
(2.1.9)　f(tl, t2,…. tO=
h
fi(tO,
i＝1
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ただし，fi(ti)は(2.12)で与えられる。
　さて，β＝Ｏのときは，母数関数ｒ＝μとなり，よく知られた，正規母集団の平均による選出問
題となる。
　次に，|β|≧2/･√ｙに対し. f(t)の別の正確な分布を求める。Ｘとsの同時分布から
(2 1 10) f(t)＝フjFｼ几expしか〔(t－βs)2-μ〕2}
　　　　　･expj一昔}岩学ds
このとき
(2.1.11)
ただし，
(2.1.12)
ただし，
　　1
Γ(1ﾉ/2
－ご＝一心(s－b,)2－ａ｡(ｃ,－b,)２
Ci
　c.
－一一　Ａ
1ノーＳ２
２(７２ ド
2
2(7
j(t－βｓ)－μ}2
(2.1.13)　Ａ＝β2－lﾉ/ｎ，Ｂ,＝β(t－μ),Ct=(t-μ)2
ゆえに
(2. 1.14)　f(t)＝k｡exp{ ―〔Ci―bi〕2/ａ｡}，
ただし，
　(2.1. 15)　k｡＝
次に，変換
2、/Ｆ(lﾉ/(2(72))゛2
,､/2n aΓ(1ﾉ/2)
　（2.1.16）（ｓ－b,）2a-j＝ξ，
を用いる。
　倒　s<btなら, s = ―a｡。/Ｆ十b1
　圓　ｓ≧ｂ,なら, s = a｡･,/T‾十ｂ，
故に，
(2.1.17) f(t) = (J,+J2)k。ｅｘp{－(ｃ､ － b､)2aで}
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(2. 1.18. a) J.=Jq' e-f〔－ａ｡･,/T‾十b.]'"'(-a｡ijy＝)
そして
(2. 1. 18. b) J2
そして
一
一
??＝
　lﾒｰ1
な回(ν71)(一a.) be"-'-'Γ(b,;jjL!ﾐ)
　i＝0
oo〔ａぶＴ十b,〕■7a｡iﾂﾞﾄﾞ)
　　Zノー1
＝言l二:(νy1)aibｒl‾i〔1－Ｆ(bt ；
　　i＝0
(2. 1. 19)　Γ(ｘ；1ﾉ)＝ｆ
および
ｘξ’‾ｌｅ‾゛ｄξ
０
(2.1.20) exp{(c.-bO' an"}= exp|-ふ〔2(t-μ)2－β(t－μ)〕}
　第2.2節{TJ i=1. 2,…,kの漸近同時分布(a.j.p.d.f.)
　{Ti} i = l, 2.…,kの正確なj･p.d.f.を，第2.1節で求めたが，相当に複雑かつ厄介であった。
本節では，Ｔの漸近分布をGram-Chalier級数を用いて求める。これによって
(2.2.1) f(t)=φ(t; ａ,(72){bo－bl(ﾆ≒ド)十b,〔(≒yﾂﾞｰ1)十…十(-1)"b｡Ｈ･(≒yy)十…}
ただし
　(2.2. 2)　Ｈ｡(ｚ)＝ｚ°－がし≒こﾘｚ･-･＋11(11‾1)(U53)(｢1‾4｣がｰ･……
および，φ(x ; a, a)はN(a, aOのp.d.f.である。
　さて，以下の手順によって，定数a.,a＼h。b,,b2,…を定め乍ら，ｔのa.p.d.f.を与える。確率
変数Ｘに対し
(2.2.3)　μo＝Jこでf(ｘ)dｘ＝b，＝1，μ,＝Ｅ〔ｘ〕＝一abi +a,
　　　　　　μ, = v(x)=aHl + 2b2),μa＝－3!(73b3，
　　　　　　μ, = C7*(3+4!b,),…。
さてＴ＝ｘ十βsに対して
(2.2.4)　μ,〔Ｔ〕＝Ｅ〔Ｔ〕＝αμ十βoGiv)/。/瓦
　　　　　　μ,〔Ｔ〕＝（ＪＩ(β2十n-),
　　　　　　μ,〔Ｔ〕= a'(β八/i‾)3〔Ｇﾉ＋1〕Ｇ(1ﾉ)－31ﾉＧ２(０＋2G3〔０〕
μ,〔Ｔ〕=a'〔こ十亨(1－9こｼﾞﾘ)十β411ﾉ(lﾉ＋2)＋2(1ノー2)Ｇ２０)－31ﾉＧ４０)ｈﾉｰ2十…
ただし
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(2j 2. 5) G(i･)＝ｒ(ﾍﾟﾄﾞﾐ)/ｒ(|)
　　　　　，'｀へ/7‾二丁(1＋161ﾉ(と－1))十〇(n-")
･さて，Ｇ(l/)＝石｀とおいて，μi＝μ･〔Ｔ〕,i=l,2,…を解いて
(2.2.6)　bo ―1
　　　　　b,=0,ただしａ＝μ十β（J，
　　　　　b，＝(β3－ｎ-1－1)/2，
　　　　　b3 =-＼/ir~i,
　　　　　b，＝－1ﾉ/8，
以上より
　(2.2.7)
―??
P〔n.eSil R(?)
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f(t)～φ(t ;a, o'){l十(β2十ｎ-1－1)(y2－1)/2－(。/iアー1)(y3－3y)－ν(y4－6y2＋3)
　　　/8十…}
ただし
(2.2.8)　y = (t-a)/a
　第2.3節{Ｔ･}i＝1,2,…,kの別のa.j.p.d.f.
　各i(i=l,2, ･･･√k)1こ対し,ｎ≫30のときは,確率変数Siは漸近的にＮ(ａ･,／７而ｌ/L，/iiこ&f/(21ﾉi))
に従う。かつ又,又とSμま互に独立であるから，Ｔ,のa.p.d.f.はＮ(μ?,aroに従う。ただし
(2. 3.1. a)μ7＝μ汁β(7i 。/石Ui+0.5)ｱこ
(2. 3. 1. b) o'i'= aHnT'十β2/(21ﾉi)},(i＝1,2,…,k)｡
第2.4節　選出母集団数の期待値
確率変数列{Yij.}(i = l,2,…,k)を次の様に定義する。手法Ｒぼi=i,2)のそれぞれに対し
　　　　　　　　1,
nieSiのとき
(2.4.1)　Ｙ。＝｛
　　　　　　　　0, n.^Siのとき
かつまた，各j(jl1,2)に対し
(2.4.2)Nj＝EYij.
　　　　　　　i＝1
このとき，Njの期待値を求める. j= l,2に対し
(2.4.3) E〔Nj〕＝
k
ＥＥ〔Yij〕＝
i＝1
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次に，母数の集合を以下に定義する。
(2. 4. 4. a) A','.',:μ(■)―μ〔ｏ十D, (i=2,3,…k)
　　　　　　　　　DI＝β△1･
???????????????????????????
???
??
Ai'i : C7(r)= ari汁△. (i = 2,3,…，k)
AS:μ(i) ―μ。,-D2
　　Ｄ，＝β△2･　(i=2, 3,…，k)
(2.4.4. d) Ai!1 : (7(0―<7(k)―△2 (i=2, 3,…,k)
ただし，△。△，は正の定数である。
　I. (A!:i ；Ａ４!ｌ)に対し
(2.4.5)
　　　　　　　　　　μl＋βOw,
　　　　　て1　‾
{
　　　　[　　　　　
μ1十βQI汁β△l
－
じ寺ごこ
。，
　吉≠1F
{　
同十恥l汁β△l･
(1)＝(1')の時
(1)≠(1')の時
(1)＝(1')の時
　　μ1十βQI汁β△l･　　　　(1)≠(l'),(i)=(l')の時
゜
(
μ1十βのl)十β(△I･十△.),(1)≠(l'),(i)≠(1')の時
と表わされる。ゆえに，△,＜△,･を仮定するとTi =inin{ri}｡さて，β≫Oに対し
(1) P〔n.es
I
I R‘P ； Ａ‘11.11； Ａ‘lll〕
(2. 5. 6)　＝Ｐ〔TI＜Ｔ,･l十d l l A‘11j･；Ａ‘j?,〕
　　　　　＝P〔TI＜Ti十d,, i = 2,3,…,k|A鴇；Ａ帽
ただし，
(2. 5. 7)
一
一
一
一
Iﾆﾙ
=1
〔1‾Ｆ心c‾dl〕〕fi(・)d・
I二〔1－Ｆ(ｘ－dllθ．)〕'-'f(x|θ‥)dｘ
(1)=(1')の時
j:二〔1－Ｆ(ｘ－dll＆)〕｀-2〔1－Ｆ(ｘ－dllθ。)〕f(ｘlθ。)dｘ，(1)≠(ｒ)の時
θij＝(μ,十(i－1)DI ； QI汁(j－1)△0, i,i=l,2.
(2) i≠1かっ(1)=(1')の時
(2.5.8) P〔niESIIR‘P；Ａ鴉；Ａ帽
＝工二〔1－Ｆ(ｘ－d,｜θ．)〕｀-2〔l-F(x-d,|0に)〕f(x|
i≠1かつ(i)＝(r)の時，i≠(1')に対し
　(2.5.9)　Ｐ〔niGSilR‘P；Ａ(どｌ；Ａｍ
θ●)dｘ
＝J!二〔1－Ｆ(ｘ－dll＆)〕｀-3〔1－Ｆ(ｘ－dllθ1,)〕〔1－Ｆ〔ｘ－dllθ,1〕f(x|(9,,)dx.
以上のことから
(1):(1)＝(ｒ)の時
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(2. 5. 10) E〔NI〕゜J!ﾆ1(1‾Ｆり‾dll＆)〕'-'f(x|6',,)dx
　　　　　　　　　十(k－1)j!二〔･1－Ｆ(ｘ－d,1θ。)〕｀-2〔1－Ｆ(ｘ－dJθ。)〕f(ｘl＆)dｘ
(2):(1)≠(!')の時
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(2.5.11)　Ｅ〔Ｎ,〕＝工二〔1－Ｆ(ｘ－dll＆)〕｀-2f(ｘ－d,1θ･l)f(ｘlθl,)dｘ
　　　　　　　　　　十工二〔1－Ｆ(ｘ－d,1＆)〕｀-2〔1－Ｆ(ｘ－d,|θl,)〕f(ｘl＆)dｘ
　　　　　　　　　　十(k－2)f二〔1－Ｆ(ｘ－dllθ●)j-3〔l-F(x-d,|(9,0〕〔1－Ｆ(ｘ－d.|＆)〕
　　　　　　　　　　　　　●f(χ|θ。)dχ｡
　応用上としては，ｍの選出に特に関心がある。先づＰ〔n.es, 1R‘P；Ａ以；Ａ幻は，Ｄ,と△，の
単調関数であることを示す。しかし，この単調性をfi(tO(i = l,2,…,k)の正確な分布を用いて示
すことは難しい。それで，漸近分布のとき，特に，第2.3節の漸近正規分布に対し証明する。(1):
(1)=(1')のときに対し，変換　　　　　ノ
　(2.5.12)
を用いると
－μ-D,-A(a十△,)
　　(cy十△,)Ｂ
η
(2°5' 13) l-F(x-d,|0≪)ニi-(d(・‾dl‾応ｲJと才((7十△I))
ただし
(2.5.14)　Ｂ＝皿，Ａ＝β√で::^+0.5)/n.
ゆえに，1－Ｆ(ｘ－d,|θ。)はＤ,に関して，単調増大である。それで，Ｐ〔(1)=(1')〕は増大する。
　次に，更に変換
(2.5.15) (x-μ-Aa)/(aB)= S
を用いて
(2. 5.16)　Ｐ〔(1)＝(ｒ)〕＝工二〔1－Φ(77)〕｀-1φ(ξ)dξ
がえられる。ただし
　(2.5.17)　η＝
そこで
(2. 5. 18)
faB-di-D,-A△
　　B(ct十△,)
∂Ｐ〔(1公?')〕＝ｴﾆ1(k－1)〔1－Φ(η)〕｀-'φ(77)ηdξ.
－≒j工二〔1－Φ(η)〕｀-2φ(η)(77十合)dη.
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ここで, B>0, 1≧Φ(η)≧O(－ｏｏ＜η＜cｘ))である．|η.I = |77a|かっη.＞0，刀.＜Oとなる任意
のTil, Tilに対し
　(2.5. 19)　|ｱﾌ2〔1－Φ07,〕〕｀-2φ(77,)|＞|η1〔1－Φ071〕〕｀-2φ(η,)|
かっ
(2. 5. 20)　772〔1-<D(7?2)〕｀-2φ(77,)＜0，η1〔1－Φ(77.)〕｀-2φ(η1)＞0
ゆえに
(2.5.21) Ji=r二η〔1－Φ(η)〕｀-２φ(77)d77＜0
かつ
(2.5.22) Ji =合jで.二η〔1－Φo7〕〕｀-2φ(77)d77＞0.
今ここでJIとJ2を直接比較する事は難しい。それで,十分大きいｋに対し，Ｊ,とJ2を夫々J,',J/
とかく。 JjとJjを比べてみる。次の極限関数ε(77)を考える。
(2. 5.23)〔1－Φ(η)〕｀-2～ε0
　　　　　　　　　　　　　0
そのとき
(2. 5.24)　Jj＝I二77φ(77)d77＝
77＜Oのとき
77≧Oのとき
１
､/５｀
=何回日
　さて，正の定数βは実用上から５をこえないと仮定してもよい。このβの値に対し，ｎ≧８なら
ばJ,'<J.'がえられる。(1－Φ(η))｀-2の性質から，上の関係は，２≦ｋ＜(ｘ)に対しても成り立つで
あろう。
　(2)　(1)＝(1')のとき
(2. 5. 26)　Ｐ〔(1)≠(!')〕＝工二〔1－Ｆ｡(ｘ－dll＆)〕｀-2〔〔1ニＦ｡(ｘ－d,|θ。)〕f(ｘlθ。)dｘ
である。（1）の時と同様な議論を進める。
　(2.5. 27. a) 77= ―μ≒UvyNぶ十△,）
(2. 5. 27. b)‘　ξ＝・‾ajﾓyM,7J△I)'
　(2. 5. 27. c)　ぐ＝
とおくと，
Ｖ－μ-Act
　　Ｂ(７
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(2 5 28) Ｐ〔(1)゜(1')〕゜工二〔1‾Φ(ξ‾ｉで?十瓦)〕｀‾'〔1‾Φ(ξﾅ合‾Ｂ(低,))〕φ(ξ)dξ
ゆえに,Ｐ〔(1)＝(ｒ)〕の値はDIに関して単調増大である。次に
(2.5.29)　゛)(言(!')にが五言に〔1一瞬-(嶮,)８)Ｄ(f-(嶮岨
･べｎ齢皆)0(f)df
であるから,'Ｐ〔(1)≠(r)〕の値は，△1に関して単調減少である。
　n. (A‘a；AW)の場合
(2.5.30）
べごな。
そして，ｉ≠ｋならば
　　　　　　　　　　　μ1＋βC7(k),
(2. 5. 31)　7'i= ･μ1十β(7Ck),
　　　　　　　　　　　μ1十βOCk) ―β△2
(k)＝(k')のとき
(k)≠(k')のとき
(k)＝(k')のとき
(k)≠(k'), (i)=(k')のとき
(k)≠(k'), (i)≠(k')のとき
今，△ｙ＞△,を仮定すると　rk = max{ Zi}であり，以下の理論展開ができる。
(1) Ｐ〔nieSklR'!'; A‘ａ,ＡＵ〕
(2. 5. 32)
　　　　－
工二〔1－Ｆ(ｘ－d,|θ。)〕｀-lf(ｘｌ
e^)dx, (k) = (k')のとき
j:二〔1－Ｆ(ｘ－dllθll)〕｀-2〔1－Ｆ(ｘ－d11θ1,)〕f(ｘlθ,l)dｘ,(k)≠(k')のとき
(2) i≠ｋかつ(k)＝(kりのときは
　　　　Ｐ〔ｎ，ＥＳ,|附；Ａ(,１,１,ＡＵ)
(2. 5. 33)ﾆｴﾆ〔1－Ｆ(・－dllθII)〕｀‾'〔1-F(・‾dllθ●).〕f(x|θ･.)d・.
一方，ｉ≠ｋかつ(k)≠(kりのときは
　(2. 5. 34) P〔niesJ R‘1'； Ａ‘a；ＡＵ〕
ゆえに，
(1)
一
一
工二〔1－Ｆ(ｘ－dllθ。)〕｀-'〔l-F(x-d,|(9,,)〕f(ｘ隋,)dｘ,(i)＝(kりのとき
工二〔l-F(x-d, ＼d。)〕｀-8〔l-F(x-d,|θ。)〕〔1－Ｆ(ｘ－d,|θ。)〕f(x|θ。)dx,
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(i)≠(kりのとき
(k)＝(k')のときは
(2. 5. 35)　Ｅ〔Ｎ,〕＝(k－1)工二〔1－Ｆ(ｘ－d,|θ。)〕｀-2〔1－Ｆ(ｘ－dll＆)〕i(x＼e。)dｘ
　　　　　　　　　　十工二〔1－Ｆ(ｘ－dllθ‥)〕｀-lf(ｘlθ。)dx.
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(2)　(k)≠(kりのときは
(2. 5. 36)　E〔N2〕＝J!二〔l-F(x-d,|θ‥)〕｀-2〔1－Ｆ(ｘ－d,1＆)〕f(ｘl6)dｘ
　　　　　　　　　　十(k－2)工二〔1－Ｆ(ｘ－dllθ‥)〕｀-3〔1-'Ｆ(ｘ－dll＆)〕〔l-F(x-d,|θ1,)〕
　　　　　　　　　　・f(ｘlθ。)dｘ九五二〔1－Ｆ(ｘ－dllθII)〕｀-2〔1－Ｆ(ｘ－dllθ。)〕f(ｘlθ,1)dｘ
この場合, max{ I r 11}=2=τ,だから，特に次の確率に関心がある:
　　　Ｐ〔n.esJR'J' ；Ａ?1；ＡＵ〕。
この確率の正確な分布表示に対し，単調性を示すことは難しい。しかし，前にも述べた様に，漸近
正規分布による確率表示に対し，単調性を示す。
(2. 5. 37)・二1にことg＝ηX ―μ‾DI諾((7十△I)＝ぎ
と置くと
(2 5 38) Ｐ〔(k)ニ(k')〕‾J!二(fぎd2居Ｂμ・P{"21ふＦ{y‾μ‾Ａ°Ｐ}dj‾
7､/ＦＢ(
と
＋△､)e4)
{
‾
旦二
この式は，DIと△,に関して単調増大である。次に，
(2. 5. 40)
－△.-A (7十△1
2B2((7十△l
77＝(ｕ－μ-Act)/Bc7, f = (x-μ－Ｄ,－Ａｙ)/Ｂ（J，
ぐ＝(Ｖ－μ-A(a十△,))/B(a十△,)．
ゆえに, (2.66)はDI，および△，に関し単調増大である。
　Ⅲ。（Ａ?Ａ；ＡＵ）の場合
　　　　　　　　　μ,＋βO[k)(2.5.41)　ｒl＝
{
　　　　　　　　　μ1十βCTcki ―β△。
(1)＝(kDのとき
(1)≠(k')のとき
ｉ≠１のときは
　(2.5. 42. a)μ1十βみ汁β(△I･－△,)，(1)＝(kりのとき
　(2.5.42. b)μl十βみ汁β△l･。　　(1)≠(k'),(i)=(k')のとき
　(2.5. 42. c)μl十βみ汁β(△l･ －△,)，(1)≠(k'), (i)≠(k')のとき
△l･＞△,を仮定すると, ri = min{ri}である。
(1)　Ｐ〔n.eS.lR'l', AV.',; Ay.O
〔1－Ｆ(ｘ－dllθ。)〕｀-lf(ｘlθl,)dｘ，　　　　　　　　　　(l)=(k')のとき
〔1－Ｆ(ｘ－dl1＆)〕｀-2〔1－Ｆ(ｘ－d，|＆)〕f(ｘlθ。)dｘ，(1)≠(kりのとき
ある統計的選出規則,及び被選出数の期待値について（野町・野町）
(21)　i≠1，かっ(1)＝(k')のとき
　　　　Ｐ〔niESi I R‘P； A(l> . Al≫〕
(2.5.44) =工二〔1－Ｆ(ｘ－d,|θ,l)〕｀-2〔l-F(x-di|6l,0〕f(x|ft,)dx
(2,)　i≠1，かっ田≠(k')のとき
　　　　Ｐ〔niES,IR‘P ；Ａ?ｎＡＵ〕
(2. 5. 45)
　　　　－
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f二〔1－Ｆ(ｘ－d.|θ,1)〕｀-'〔l-F(x-di|(9。)〕〔1－Ｆ(ｘ－d.|Ｏｘ．)〕f(ｘlθ,l)dｘ，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(i)≠(kりのとき，
J!二〔1－Ｆ(ｘ－dll＆)〕｀-2〔1－Ｆ(ｘ－dllθ。)〕f(xie≪)dx,　　　(i)＝(k')のとき。
(1). (l) = (kりのとき，
　　　　　　　k
(2. 5. 46) E〔NI〕ニχ::Ｐ〔ni^s. IR‘P；Ａ鴇；Ａ帽
　　　　　　　i＝1
＝工二〔1－Ｆ(ｘ－dllθ。)〕｀-lf(ｘlθ･,)dｘ
　十(k－1)工二〔1-F(xニdllθ,l)〕｀-2〔1－Ｆ(ｘ－dllθ。)〕f(ｘl＆l)dｘ
(2). (1)≠(k')のとき，
(2.5.47)　Ｅ〔NI〕＝I二[l-F(x-d,|a。)〕｀-'〔1－Ｆ(ｘ－d.|θ●)〕f(x|θ。)dｘ
　　　　　　　　　十jT二〔1－Ｆ(ｘ－d､|＆)〕｀-2〔1－Ｆ(ｘ－d､|ｅ､、)〕f(ｘl＆)dｘ
　　　　　　　　　十(k－2)に1〔1－Ｆ(ｘ－dll＆)〕｀-8〔1－Ｆ(ｘ－dllθ。)〕〔1－Ｆ(ｘ－dllθ●)〕
　　　　　　・f(ｘl＆,)dｘ.
Ⅳ.(ＡＷ; A'i',)の場合
(2. 5.48)　Zk
?????
そして，i≠kのとき
Ｉ十βQI汁β△2･ ，
1十βQI汁β(△2･十△,)，
(2. 5.49)　川口二万，
このときri = min{ v,}, (i≠k)
(1). i≠kに対し，(k)＝(ｒ)ならば
(2. 5. 50)　Ｐ〔niES, IR‘P；Ａ?1；Ａ幻
(k)＝(ｒ)のとき
(k)≠(ｒ)のとき
(k)＝(1')のとき
(k)≠(ｒ)のとき
＝工二〔1－Ｆ(ｘ－d，|θ。)〕｀-2〔1－Ｆ(ｘ－dllθ。)〕f(ｘlθ。)dx.
(2).i≠kに対し，(k)≠(!')ならば(2. 77)の確率は
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(2.5.51)
??????????????????
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〔1－Ｆ(ｘ－d，|θ･,)〕｀-2〔l-F(x-d,|θ．)〕f(x|6l,,)dx, (i)=(l')のとき
〔1－Ｆ(ｘ－dllθ。)〕゛3〔1－Ｆ(ｘ－dllθ。)〕〔l-F(x-d,|θ●)〕f(ｘlθl,)dｘ，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(i)≠(ｒ)のとき。
ゆえに, k = l'　のとき
(2. 5. 52)　Ｅ〔NI〕=(k-l)工二〔l-F(x-d>|(9。)〕｀-'〔1－Ｆ(ＸＴｄ,|θ。)〕f(ｘlθ,｡)dｘ
　　　　　　　　　十jT二〔l-F(x-d,|(9,,)〕｀-lf(ｘlθ。)dx.
また，k≠1のとき
(2. 5. 53)　E〔NI〕＝(k－2)工二〔l-F(x-d,|(9･｡)〕｀'3〔I－Ｆ(ｘ－d,jθ。)〕〔1－Ｆ(ｘ－dll＆｡)〕
　　　　　　　　　・f(x|θ９)dｘ十I二〔1－Ｆ(ｘ－d,｜θ。)〕｀-2〔1－Ｆ(ｘ－dll＆)〕f(ｘlθ。)dｘ
　　　　　　　　　十工二〔l-F(x-d, ＼d。)〕｀-2〔l-F(x-d,|<9,。)〕f(ｘl＆)dｘ.
第2.6節　確率の計算
　今まで展開してきた，選出確率に対し計算する。正整数p(1≦p＜k)に対し，
(2 6 1) j:
　　　　＝Ｐ〔dll(il,i2)｀-p；(i3,i4);…I Ci2p-i,i2ii)1 Cijp+i,2p+j)〕
とおく，また
(2. 6. 2)
J:二[i-Fx-d,＼e.,.,)〕p-1〔1－Ｆ(ｘ－dl
l a,j，｡･ｉ。)〕f(ｘ)θi,j，li,j，･)dｌ
　　　　　　＝Ｐ〔di|(ii,iz)^ '; (i3,iｱ;…I (izp-i,ijp); (i。4。i。９)〕
とおく。ただし, ih= l,2 ; h = l,2,3,…｡しかし，我々はＡ??k (j,h = l,2)の場合に対する確率計
算に，特別の関心があり，ｐ≦３に対してだけを考える。以上の記号を用いると，前節までに展開
して来た確率は
　(2.6. 3.a) (1) P〔ぽ‾？犬(1,1)〕
　(2.6.3. b) (2) P〔a7‾？-'；圧‾ｎ；(1,2)〕
　(2.6.3. c) (3) P〔a7‾罰‘-'；ａＴＤ；(2,2)〕
等々と表される。以下にこれら20個の確率表示は,３つのパターンをもった，３種類に分類出来る。
　　　　　Ｐ〔(i。12)'-'; (i3,i,)〕……(k－1)型
(2°6‘
fp
〔Gで‾う｀-'；(i。i,)〕……a戸Ｄ型
　　　　　Ｐ〔(il,i,)｀-2;(ｈふ);(is,ie)〕……(k－2)型
(2' 6 4゛' b){Ｐ〔百ＴＪ｀-'；Ｇこ‾□；(i。i,)〕……灰二万型
及び
ある統計的選出規則,及び被選出数の期待値について（野町・野町）
　　　　　　Ｐ〔duuy": (i3,i,); (is.ie)･;(i。i8)〕……(k－3)型
(2‘6' 4' c){Ｐ〔Gてｎ‘万両T□;
(is, ie); (i。il)〕……(k－3)型
これらの確率計算の詳細は略す。
　第３節　母数関数･』/。による母集団の選出と，選出母集団数の期待値
　第3.1節『,』./a･}i=1,2,…,kによる選出方法
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　先づ，各i (i=l,2,…,k）に対し
　(3.1.1)ωi＝μi/a
とおき，Ｘ。s,2は，母集団niからの，大きさｎ,の任意標本から計算される，標本平均と標本不偏分
散とする。　　　　　　　　　　　　　　　　　　　　　　ダ
（3 1 2） ｀″iニ迂回゜芸誤
　　　　　1ﾉi Sf 、/iF17ぶ’
とおく。ただし，
　(3.1.3)　Vi = ni―1, (5i=･-i/nT,μ■Ja。
このとき. {ZJは，互に独立で，Ｎ（0,1）に従い，かつ｛χj｝も互に独立で，自由度zﾉiのカイ＝乗
分布に従う。{ZJと｛球｝も，組として互に独立であるから，
（314）Wi＝辺そ（i1,2,…,k）
は，非心率δi，自由度zjiの互に独立な非心t一分布に従う。
　本節における主問題は
　(Q,)ω(,)をもった母集団から，有意に異っていない母集団の選出と，選出された母集団数の期
　　　　待値。
　(Ｑ,)ω(,)をもった母集団から，有意に異っていない母集団の選出と，選出された母集団数の期
　　　　待値。
　各問題Qiに対し選出された母集団の集合をSi(ω)で表わし，それぞれに対する，統計的選出方
法R'?を以下に述べる。i = l,2.
　QIに対し，ある正の定数ｒべｒl＞1)を用いて
　(2)･　ｗiくriWf[)ならば，ｍをSI(ω)に入れる。
R"f '
{ｗi≧r
1Wri)ならば，niをSI(ω)に入れない。
　問題Ｑ,に対する選出方法は，0くｒ,＜1に対し
　本節の目的は，２つの問題Ｑ．とＱ,に対し，それぞれ，手法Ｒ‘r,Ｒ‘l'を用いたとき，母集団の
採否の確率を確立し，かつ，それぞれの場合に，選出母集団数の期待値を定式化することである。
28 高知大学学術研究報告　第37巻(1988年）　自然科学
第3.2節｛ｗ･}(i = l,2,…,k）のj･p.d.f.
　各i(i = l,2,…,k)に対して，Ｗ,は，自由度νi,非心率δ･の非心ｔ分布に従い，かつ互に独立な
確率変数である。それでＷ,のp.d.f.は
　(3 2 1) hi(w‘；∂‘)ニe等{こjJj2}E12jJij'
　　　　　　　　　　　　　　　J＝0
と表わされる。ただし
　　　　　　＿Γ(しﾉi十汁1)/2)(ｗi/、/７)j
(3‘ 2‘2)　J‘'j‾　χ/７　　　　　(1＋ｗび1ﾉi)(いj゛0/3 ･
ここで，lﾉiが十分大きいときは
(3 2 3) Jij‾(ｺﾞ総jWexpj-ﾀﾞ}ニJuとおく
ゆえに(3.2.1)式は
　　hi(wi ; 4)～e7=JJt?ふj2}口乱
　　　　　　　　　　　　J°0
　第3.3節{W?}(i = l,2,…,k)のj.p.d.f.
第3.2節で求めた{ｗi}のj4 d. f.とは異って，Ｆ分布を利用して展開する。そのため
(3.3.1) w?=苔゜(tﾆｼｼl)‰Ｆ‘
とおくと，WIは非心率δiで，自由度対(1, udのＦ分布に従い，互に独立である。ただし，
　(3.3.2)　δi＝･,/ii7μi/a (i = l,2,…,k)
従って，Ｗ?のp.d.f.は
　(3.3.3)　gi(wり＝(g,(Ｆy)とも書く)
　　　　　ニy:-■ giexp{-g,/2} ,‘)j゛(Fi)j゛(1十Fi'/″i)‾(91)“‾I
　　　　　　　J°0
この無限級数は処理が厄介であるから, p. B. Patnaik〔8〕による次の近似法を利用する。いま，
非心カイニ乗統計量χ'j＝λχ2,とおく，ただし，記号χ勺は。自由度1ﾉの非心カイニ乗統計量で
あり，χ2,は普通の自由度θのカイニ乗統計量，λはある正の定数である。このとき
　(3.3.4. a) E〔χ?〕＝1十δ2
　(3.3.4. b) V〔χ?〕＝2(1十∂2)
であり，一方
　(3.3. 5.a) E〔λχ2,〕＝λθ
　(3.3. 5.b) V〔λが,〕＝2θλ2
ある統計的選出規則，及び被選出数の期待値にて）いて（野町・野町）
である。(3.3.4)と(3.3.5)式を等置して
(3. 3.6. a)λ＝(1＋2∂2)/(1十∂2)
(3. 3.6. b) e=(l十∂2)2/(1＋2∂2)
　そこで，上で求めた(通常の)カイニ乗近似式を用いて，
(3. 3.7)　ｗ?＝･≒fﾐｸでﾀﾞ(＝Wjとおく), (i = l,2,-,k)
(3･｡3.8)江＝WjソWj(j≠1; i,j= i. 2,…,k)
　　　　　でriLニmin (Si.j}
　　　　　　　　J
　　　　　?ii・ ゜ max(Gi.i}
　　　　　　　　J
とおくと，
て書くと
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圀jのj.p.d.f.が求まる。今は, {w}のj.p.d.f.のみを求めればよい。添数iを外し
(339)か＝-≒べ片＝λ言＝λＦ
とおく。ただし，Ｆは自由度対(θ,v)の中心Ｆ分布に従う。ゆえに
(3. 3. 10) T(゛)ｊ(有)万言と琵
ただし，Ｃはｉがp.d.f.となる為の正定数である。(3. 3.10)式で各文字に添数ｉを付けるとWj
のp.d.f.が求まる。
　次に，母数の特別の集合を考える:
(3. 3. 11. a)　Ａ?いμ,＝Ξμi,(i = l,2,…,k).Ξ＞1，
(3. 3.11. b)　ＡＳ:μ,＝Ξ勺ム,(i = l,2,…,k-l),Ξく1，
(3. 3.11. c)　A12) : a(i)= eat,),(i=2, 3,…,k), e>i,
(3.3.11.d)ＡＳ:の) = e'aw, (i = l,2,…,k-i), eく１，
　I. (AW ; A?',)の場合｡Ξ＞Θを仮定すると, Wi =min{wふそして
(3.3.12)　Ｐ〔n,GS,(ω)|R'?'; Af. ; A?',]
　　　　＝Ｐ〔ｗlくr.wmlA?', ; AS]
　　　　= P[wi<ri Wi,j=2, 3,…, k IA?,；AI,)1〕｡
ただし
(3.3.13)
〕
工二〔1－Ｆ(ｘ/ｒllθ．)〕'-'f(x|(9,,)dx,
(1)＝(1')のとき
j:二〔1－Ｆ(ｘ/ｒ,|＆)〕｀-2〔1－Ｆ(ｘ/rll＆f(ｘlθl,)dｘ，(1)≠(ｒ)のとき．
θり＝{μi＝Ξi‘lμ1 ; am=Q' 'CTti〕}i,j= l,2.
II.（ＡＳ ；ＡＳ）の場合．
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(3.3.13)　則よ
そしてi≠1に対して
　(3.3. 14)
・ぺ＝
　(1)＝(k')のとき
(1)≠(k')のとき，
(1)＝(ky)のとき，
(1)≠(k'), (i)≠(kりのとき，
(1)≠(k'),(i)＝(kりのとき，
若し，Ξe'>iを仮定すると，ω1 = min{ωi}，かっ
(3. 3. 15)　Ｐ〔ｎ,ESI(ω)|R? ；Ａ‘配Ａ乳〕
　　　　　＝Ｐ〔ｗi＜ｒlｗ(,)IA?,；ＡＳ〕
　　　　　＝Ｐ〔ｗi＜ｒl Wi, i=2,…, k I A'?,; A‘孔〕
=
| jT二〔1－Ｆ(ｘ/r,|＆)〕｀-lf(ｘlθ。)dx, (1)＝(k')のとき
J:二〔1－Ｆ(ｘ/r,|θ。)〕゛2〔l-F(x/r,|(9≪)〕f(ｘlθ。)dx,　(1)≠(k')のとき。
Ⅲ. (A?!1; Ａ‰)の時，各i(i≠k)に対し
(3. 3. 16)
ωi=
θ'μ,/(ｅ４))，(k)＝(k')のとき，
Ξふ/(びみ)), (k)≠(k'), (i)=(k')のとき，
S.'iiy./ow,　　(k)≠(k'), (i)≠(k')のとき，
そして
　　　　　　　　　μ,/み)，　(k)＝(k')のとき
　(3 3゛ 1゛7)　゛ニ(μk/Θ４)，　　(k)≠(kりのとき。
ゆえに, s'<e'を仮定すると，ωi = min{ωj}が，あるi(i≠k)に対し成立する。任意のi(i≠k)に
対し
　(3.3.18)　Ｐ〔niESI(ω) I R'F ; AS ; A'l!,〕
　　　　　　＝Ｐ〔ｗi＜Ｖ,ｗj,j≠ilAa；ＡＩ〕
　　　　　　　　I二〔l-F(x/r,|(9,,)〕｀-2〔1－Ｆ(ｘ/ｒll＆)〕f(x|(9,。)dx,　　　(k)＝(kりめとき
　　　　　　゜
L
[二〔1－Ｆ(ｘ/ｒ,1θ。)〕｀-3〔l-F(x/r,Iθ。)〕I〔1－Ｆ(ｘ/rll＆)〕f(ｘlθ。)dx,｡
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(k)≠(k'),(i)=(k')のとき。
IV. (A'5 ； A?',)の時．
(3゛3' 19)゛゜{ご;こ，
となる，また各i(i≠k)に対し
(3. 3. 20)
となる。
ωi‾
?????????
´μk/ecji〔l〕，
´μJom,
´μk/9(7l〔l〕，
(k)＝(1')のとき
(k)≠(!')のとき．
(k)＝(kDのとき，
(k)≠(!'), (i) = (l')のとき，
(k)≠(!'), (0≠げ)のとき，
再びωk = max {ωi}であり，任意のi(i≠kかつi=(l'))に対し
　(3.3.21) P〔niESI(ω)IR(?)；Ａ?しAi,〕
＝Jこ1〔1－Ｆ(ｘ/ｒllθ．)〕｀-2〔1－Ｆ(ｘ/rllθ．)〕f(x|θ1,)dｘ.
第3.4節　選出母集団数の期待値
確率変数列位ii}(i,i = l,2,…,k)を，次のように定義する。手法Ｒ胆)もとで。　1，njESi(ω)
　Ｙりニ
{
0，　nj申Si(ω)　(i = l,2)　　　　　　i　　｡　　　　　・
かつ， 各i(i=l,2)に対し
?―??????
31
ここで，手法Ｒ?Iを用いたときの，母集団の数の期待値を，母数の特別の集合に対し求める。これ
らの期待値は，今までに求めて来た方法と本質的には同様であるので，すべての場合に対して求め
る事は避ける。
　これまでに求めてきた確率や，期待値の計算は，多重積分を含んでいて，計算は容易ではないが，
E. J. Dudewicz. J.０. Koo 〔7〕(p.84)に収録されている，確率表を利用して求めることが出来るの
で，詳細は省略する。
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