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The numerical solution of a two-point boundary value problem of the form 
r”(t) +.fcc r(t)9 Y’W = 0 (0.1) 
~(4 = A, ~(4 = B (0.2) 
can in some circumstances be obtained conveniently by means of a “shooting 
method,” by which is meant some sort of iterative scheme based upon 
numerically generated solutions of initial value problems (0.1) and 
or 
~(4 = A, y’(u) = s (O-3) 
y(b) = B, y’(b) = s. (04 
The idea is to determine by some systematic procedure the slope s in (0.3) 
or (0.4) for which the solution of the corresponding initial value problem 
also satisfies the remaining boundary condition of (0.2) at the other end of 
the interval. (No iterative procedure is necessary when the problem is linear. 
All that is needed in this special case is to generate two solutions of (0.1) 
and then form the linear combination of them which satisfies (0.2).) 
If the differential equation (0.1) is such that initial value problems are 
unstable, meaning that small variations in initial conditions give rise to 
large variations in the value (or slope) of the solution at b, then of course a 
shooting method would not be a suitable way of solving the boundary value 
problem. In fact many very simple equations are quite unsuitable for shooting 
methods. In such cases it is generally preferable to use a “global method” 
which maintains both of the boundary conditions (0.2) throughout the process 
of solving the differential equation. On the other hand, the nontrivial occur- 
rence ofy’ inf(t, y, y’) severely limits the classes of boundary value problems 
for which global methods have so far been shown to converge, even in prin- 
ciple, whereas the shooting method is theoretically applicable to a much 
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broader class of problems. Indeed, there are a good many problems for 
which shooting methods are eminently suitable and offer a number of advant- 
ages. They depend on reliable and readily available routines for solving 
initial value problems. In contrast to global methods for boundary value 
problems, the shooting methods are very economical of computer storage; 
the discretized version usually has its mesh automatically adjusted to the 
behavior of the solution, and, subject to inherent limitations of a shooting 
method, it is easy to increase the accuracy of a solution. 
Even though shooting methods are quite unsuitable for many problems, 
as mentioned earlier, nonetheless it seems to be generally recognized (e.g., 
Fox [I, p. 2281, H enrici [2, p. 3461) that there are classes of problems for 
which the advantages mentioned can be realized in practice. There seems to 
be very little in the way of a theoretical analysis of the properties of shooting 
methods and it is our aim to initiate such a study for a convenient and fairly 
broad class of problems. 
Given a problem (O.l), (0.2) we attempt to determine a suitable initial 
slope s such that the solution y(t; s) of (O.l), (0.3) satisfies 1 y(b; s) - B / < cl , 
say. or cannot be supposed arbitrarily small since in practice one uses finite 
arithmetic and this fact sets a very definite limit on the accuracy with which 
the boundary condition at b can be satisfied. The error which results at b 
due to the initial slope at a being determined only to within an amount 6, 
say, is fundamental in deciding whether or not a shooting method is suitable 
for a particular problem. (In “shooting” from right to left the rBles of a and b 
are interchanged, of course.) Clearly this “inherent error” is a lower bound 
on attainable ei . 
We shall not discuss specific methods for numerically integrating (O.l), 
(0.3) but note that there is a well-developed theory dealing with this question 
(cf. Henrici [2], [3]). A typical computer routine allows one to specify an 
accuracy l a and then either produces an integral curve of approximately this 
accuracy or else fails to do so in the allotted time because l a has been set too 
small. We shall discuss the important but difficult question of a reasonable 
choice of ~a , but for the moment let us assume we have available a means of 
generating integral curves to within an accuracy of Ed . 
A globally convergent procedure will be given for finding a suitable 
initial slope. We then know there is an integral curve y(t) of (0.1) within ~a 
of our computed curve which satisfies 
13’(a) - A I < 6, I JV) -- B I < ~1 + ~2 . 
A bound ca , depending on 6, Ed + Ed , will be derived for which 
I ~(4 - 34 I < c3 on [a, 4, 
where y(t) is the solution of (O.l), (0.2). This bound measures the sensitivity 
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of the solution of the boundary value problem to variations in the boundary 
conditions, hence measures how well posed the original problem is. 
Finally, then, the computed curve cannot differ from the true solution 
by more than c2 + l s . 
1. BOUNDS ON THE INHERENT ERROR OF SHOOTING METHODS 
For simplicity we shall assume from here on that the function f(t, y, y’) 
is continuous and satisfies a Lipschitz condition in y and y’: i.e., 
Kl(Y - 4 Gf(4YYY’) -f(4 %Y’) G K2(Y - 4 for y-x>0 
Ll(Y’ - x’) <f(C y, Y’) -f(4 y, 4 d L,(Y’ - x’> for y’ - x’ >, 0. 
(1.1) 
If f has continuous partial derivatives, this is just 
K <af<K 
l’,Y’ 2’ 
We shall also assume that the length of the interval [a, b] is sufficiently small 
that 
where 
0 -=cb --a <a(L,,K,) +kwl,K,), U.2) 
if 4K - L2 l== 0
2 
cash-l 
L 
a(L, K) = i 1/L2 - 4K 21/K’ 
if 4K-L2<0,L>0,K>0 
2 
L’ 
if 4K-L2=0,L >0 
+ a, otherwise; 
I 2 
cos-l 
-L 
2/4K - - if 4K-L2>0 L2 2 1/K ) 
2 -L 
P(L, K) = ( n 
cash-l 
2 
if 4K-L2<0,L<0,K>0 
2 
--9 L 
\ + a, 
if 4K-L2=O,L (0 
otherwise. 
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It follows from the work of [4] that under these conditions all such bound- 
ary value problems (O.l), (0.2) h ave unique solutions. Notice that if either 
4% , Kd or WI , K,) is infinite-which happens in particular if Kz < O- 
then (1.2) is no restriction at all on the length b - a. This class is convenient 
for our study of shooting methods since the Lipschitz condition guarantees 
global existence of solutions of initial value problems and the numerical 
solution of such problems has been the subject of much study. A very useful 
implication of the uniqueness criterion (1.2) is that when it holds, two 
integral curves of (0.1) cannot intersect more than once in [a, b]. 
To bound the sensitivity of the solution of (O.l), (0.3) to variations in the 
initial slope s let y(t; s), y(t; S) denote the solutions corresponding to two 
different slopes s, S. If, say, s > s, then as we have noted 
z(t) = y(t; S) -- y(t; s) > 0 
with strict inequality in (a, b]. Bounds on z(t) can be obtained rather easily 
in terms of the Lipschitz constants Kl , K, , L, , L, . To this end let us 
introduce two piecewise linear functions 
K,Y + L,Y’, if YbO and Y’ 30 
py ;;$ ;: Y30 
and Y’ \<o 
K:y + Lry’: 
Y<O and Y’ GO 
if Y<O and Y’ to 
and Y’ 20 
and Y’ GO 
and Y’ GO 
and y’ > 0. 
It is an immediate consequence of the work of [5] that the solutions u(t) and 
v(t) of 
u”(t) + G&(t), u’(t)> = 0 
v”(t) + G&(t), v’(t)) = 0, 
which satisfy the initial conditions 
u(u) = 0, U’(U) = 1 
v(u) = 0, v’(u) = 1, 
provide upper and lower bounds on z(t); i.e., 
(S - s) u(t) > z(t) > (5 - s) v(t) > 0 on (a, bl. (1.3) 
Ix A particular, if (S - s) < 6, then 
I yp; q - y(c s) I < qt>. (1.4) 
SHOOTING METHODS 239 
Thus u(t) bounds the sensitivity of the solutions of (O.l), (0.3) to variations 
in initial slopes. We shall have more to say about u and v later, particularly 
in connection with the iterative process for selecting the desired initial slope. 
Right now we need only observe that u and v are quite easy to obtain expli- 
citly: 
From a to the point c = a + ol(L, , K,), OI(L, , K,), respectively, u(t) and 
v(t) are the solutions of 
u” + L,u’ + K,u = 0 
vn + Lzv’ + K,v = 0. 
The solution w(t) of 
w”+Lw’+Kw=O 
w(u) =o, w’(a) = 1 
is 
e-L/2( t-a) if 4K>L2 
e-L/2( t-U) if 4K <L2 
if 4K =L2 
(1.5) 
from which the functions u(t), v(t) are found on [a, c]. If c < b, then in 
[c, b] the derivative is negative and u(t), v(t) are the solutions of 
U” + Lzur + K,u -= 0 
v” + Llv’ + K,v = 0, 
which have zero slope at c and which agree in value with the previous, 
expressions. Notice that if L, = L, , then the expression (1.5) holds for u(t) 
v(t) on all of [a, b]. The maximum values of a(t), v(t) on [Q, b] occur at t = b 
if c > b and at t = c if c < b. Let us denote these maximum values by ZZ, f?. 
The solution w(t) on [c, b] which satisfies 
wO”+Lw’+Kw=O 
w(c) = ii,, w’(c) = 0 
is 
if 4K>L2 
w(t) = (1.6) 
if 4K<L2 
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from which u(t), v(t) are easily found using C, 5. In particular, to determine G, 
u(b) we evaluate c = 01(Li , Ki). Then if c > b, ti =: u(b) is obtained from 
(1.5). If c < b, then ti = U(C) is obtained from (1.5) and then u(b) is obtained 
from (1.6). 
The following simple examples will illustrate the main points involved. 
First consider the initial value problem 
y”(t) - lOOy(t) = 0 
Y(0) = 1, y’(0) = s. (1.7) 
Its solution is 
y(t; S) = cash lot + h sinh lot, 
y(t; S) - y(t; s) = (S - s) @gJJ * 
Obviously y(t; s) is very sensitive to even small variations in s. Our bounds 
u(t) and v(t) are clearly exact for linear equations with constant coefficients, so 
u(b) = +) = SF 
and 
sinh 106 
E1=S-----’ 
10 
Unless the interval is very small, l 1 is very large, which means that boundary 
value problems for (1.7) are not suitable for shooting methods for this 
reason alone. 
Consider next the initial value problem 
r”(t) + r(t) = 0 
Its solution is 
and we have 
y(0) = 1, y’(0) = s. 
y(t; s) = cos t + s sin t, 
u(t) = w(t) = sin t. 
Since sin t is bounded by 1, we have in this case 
cl = 6 sin b < 6 
V-8) 
for any b > 0, which means that initial value problems for (1.8) are not at 
all sensitive to variations in initial slope. (On the other hand it should be 
noted that boundary value problems for (1.8) are not well posed if the length 
6 - a is an integral multiple of n.) 
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Thus we see that as regards the inherent error of shooting methods, some 
problems are very suitable and others are very unsuitable, and the magnitude 
of u(b) provides a simple a priori criterion for judging. 
2. SUITABLE ITERATION PROCEDURES 
Let us now discuss some procedures for finding the desired initial slope. 
In terms of the solution y(t; S) of (0.1) (O-3), the correct initial slope s is the 
unique root of the nonlinear equation 
y(b; s) = B. 
In the preceding section we saw that y(b; S) satisfies a Lipschitz condition 
o < v(b) < Y(h 4 -Y@ s> . S-S < u(b). 
If we use the iterative scheme (the chord method) 
where 
Sk+1 =bw, 
and 
g(s) = s - m[y(b; s) - B] 
2 
m = u(b) + v(b) ’ 
it is easy to see that g(s) satisfies the Lipschitz condition for all s 
I 
g(f) - g(s) 
s-s 
< 44 - 44 < 1 
’ u(b) + $4 ’ 
The process is a contraction mapping so convergent for any starting guess s, . 
We have focused our attention on the chord method because it is globally 
convergent with just a Lipschitz condition on f(t, y, y’). Bisection is also 
easily seen to be globally convergent here. Its rate constant of 4 may well 
be faster than the chord method for particular values of u(b), s(b). If we 
suppose more differentiability, other possibilities such as Regula Falsi and 
Muller’s method come to mind. It seems advisable to use a relatively high 
order root finding procedure because evaluating y(b; s) involves quite a bit of 
labor. It is possible to obtain ay(b; s)/as, say, for use with Newton’s method 
but this is inconvenient unless it is easy to obtain explicit partial derivatives 
off. One device which gives faster convergence at virtually no extra cost is 
Aitken’s D-procedure. Given s;‘), calculate 
sk (1) = g(sf'), sf' = g(@). 
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(0) (0) slc+l = Sk - 
($ ~ $y 
s(2) - ql + ,;,w * 
k 
The sequence sk”) converges quadratically [6]. This process supposes that si”) 
be close enough to the solution that the dominant term in the asymptotic 
error expression be a valid approximation to the true error. As a practical 
matter it is usually best to obtain a figure or two with the chord method 
before accelerating. 
The rate of convergence is essentially independent of the conditioning 
of the boundary value problem. We have u(b) 3 ay(b; s)/& >, u(b) > 0. If it 
were the case that ay(b; s)/as = 0, then uniqueness of solutions of the bound- 
ary value problem would be violated. The condition v(b) > 0 is precisely our 
condition (1.2) on the length of the interval [a, b]. A small value of ay(b; s)/as 
indicates ill-conditioning of the boundary value problem. Thus if u(b) is small, 
the problem must be ill-conditioned and if v(b) is large the problem is not 
ill-conditioned. The point here is that the iterative procedure converges 
linearly with its asymptotic error constant bounded by 
u(b) - a 
u(b) +v(b) ’ 
and this bound is independent of the conditioning of the boundary value 
problem. 
3. STABILITY OF THE BOUNDARY VALUE PROBLEM 
Suppose now that an integral curve y(t) has been found which satisfies 
I B(a) - A I < 6, , I A’(b) - B I G 8s 
for suitable numbers 6, , S, . Then, as indicated previously, we need to find 
an ~a such that the solution y(t) of the given boundary value problem (O.l), 
(0.2) must satisfy 
I r(t) -At) I G 6s * 
In view of the fact that f(t, y, y’) satisfies a Lipschitz condition with 
respect to y and y’, which can be written in terms of the functions G1 and 
G as 
G,(y - x, y’ - x’) <f(t, y, y’) -f(t, x, 4 < G,(Y - *, Y’ - ~‘1, (3-I) 
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and since both r(t) and y(t) satisfy the differential equation (O.l), the dif- 
ference 
z(t) = 3(t) -r(t) 
satisfies 
0 = qt> +f(4 Jqt), Y(t)> -f(C r(t), y’(t) 
< z”(t) + G&(t), dt>), (3.2) 
together with 
I 44 I G 6, 3 I 44 I G 62 * (3.3) 
It is an easy consequence of the uniqueness of solutions of boundary value 
problems on [a, 61 that the greatest difference x(t) occurs when z(a) = 6, , 
z(b) = 6, and z(t) > 0 on [a, b]. Assuming this most unfavorable case, and 
defining y(t) by 
r]“(t) + GM), 7’(t)) = 0 (3.4) 
7(a) = 4 9 r)(b) = 62 (3.5) 
it follows from [4] that q(t) 2 z(t). 
Now if 7(t) has a local maximum at an interior point c, we must have 
from (3.4) 
7%) + &7(c) = 0. 
7(c) > 0 else at c, 7(c) = 0, 7’(c) = 0 so that 7(t) = 0 from (3.4) which 
contradicts (3.5). It then follows that K, > 0. Consequently, if KS < 0 
the maximum of 7(t) must occur at the boundary and 
0 < z(t) < 7(t) < max@, , h> on [a, 4. 
Thus we see that the case Kz < 0 is particularly simple to analyze since there 
is no restriction on the size of the interval (condition (1.2) is vacuous in 
this case) and the parameter ~a can be taken to be just max(6, , S,}. 
When K, > 0, on the other hand, the function 7(t) defined above may 
have a maximum in the interior of the interval and, unless some restriction 
such as (1.2) is placed on the size of the interval, boundary value problems in 
such cases may not be well posed; i.e., solutions may be very sensitive to the 
boundary conditions. For example the problem 
r”(t) + y(t) = 0 
Y(O) = 0, y(b) = B 
has, for any real number B, the unique solution 
(3.6) 
(3.7) 
y(t) = zb sin t. 
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If b is near V, it is clear that the functiony(t) is very sensitive to variation in B, 
at least for values of t well away from both 0 and b. 
It is not difficult to solve (3.4), (3.5), for 77(t) in general [5, p. 3131 but, since 
the process can (depending upon the values of 6, and 6,) involve the solution 
of a transcendental equation, we shall content ourselves here with finding a 
somewhat cruder bound. If we define gr(t), Q(L) as the solutions of (3.4) which 
satisfy the respective boundary conditions 
and if we denote by yl(t) the solution of (0.1) which satisfies 
Yl(4 = Y(4 Y,(b) = Y(b) + h! P 
then T(t) > yr(t) 3 y(t) and it follows again from the comparison theorems 
in [4] that 
7lW 2 N - YlWT 
so that 
Thus instead of having to solve (3.2) for q(t), which must satisfy two nonzero 
boundary conditions, we need only find Tl(t) and T3(t) each of which has one 
zero boundary condition. 
Since (3.2) is positive homogeneous, let us recall the function v(t) obtained 
in Section 1 as the solution of (3.2) which satisfies 
and realize that 
v(u) = 0, v’(a) = 1 
7)3(t) = A- v(t). vu4 
The function Tl(t) can be obtained in a similar way or by a change of inde- 
pendent variable which has the effect of interchanging L, and L, in the 
formula for v(t). 
From the construction for v(t), we see that if ol(Lz , K,) < b - a, then v(t), 
hence I, reaches an interior maximum and then decreases to v(b). Since 
in the course of the construction of v(t) we evaluate its maximum G, we 
immediately obtain the maxima ii1 , +js of vl(t), I so that we can take 
E3 = ii1 + 773 *
If we apply this method to the example (3.6), (3.7), we find 
T3(t) = _6, sin t, 
sm b 71(t) = 
& sin(b - t). 
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‘Y(L, , K,) = a(0, 1) = 7r/2. If b < (7r/2), there is no interior maximum and 
7jl = 6, , ijz = 62 . 
If (n/2) < b, then 
61 ;il = - 
sin b ’ 
f&L. 
sin b 
The criterion (1.2) requires b <r so that (3.6), (3.7) be well posed, but 
clearly the boundary value problem is ill-conditioned when b is nearly 7~. 
4. NUMERICAL INTEGRATION OF INITIAL VALUE PROBLEMS 
For the class of problems being considered here, methods are known 
(Henrici [2], [3]) f or constructing a computer routine which will generate 
an integral curve of the differential equation to a preassigned tolerance ~a 
or fail because too much time has elapsed-provided, of course, that ~a 
is not less than the inherent errors of the method for the word length of the 
computer. The accuracy of the most common initial value methods, such 
as linear multi-step or Runge-Kutta, depends on the stability of integral 
curves with respect to perturbations, which is the consideration we shall use to 
obtain a reasonable lower value for l a . 
To take the simplest case, suppose we are following an integral curve of 
(0.1) and have arrived at a point t, where, due to our use of finite arithmetic, 
errors of possibly as much as 6 are made in both value and slope, and that 
from this point on no additional errors are made. The errors at t, have caused 
us to jump from one integral curve of (0.1) to another, and the maximum 
possible difference between two such integral curves is what we wish to bound. 
Let yJt>, ya(t) be the two integral curves of (0.1) which differ in value and 
slope at some point t, E [a, b] by not more than 6. As we have noted, no two 
integral curves of (0.1) can meet more than once in the interval [a, b]. Con- 
sequently, it is easy to see that the greatest difference yr(t) - ya(t) for 
t > t,, will occur when t, = a, yr(a) = ya(a) + S, and y;(a) = y;(a) + 6. Put 
z(t) = y&> - y&> 2 0 on [a, 4 
It follows again from the work of [5] that 
44 < s?(t) on [a, 4, 
where 7(t) is the solution of the initial value problem 
TV> + GM% TW) = 0 
??(a> = 1, +(a) = 1. 
(4.1) 
(4.2) 
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The function 7(t) can have at most one maximum in the interval (because 
the Eq. (4.1) is unforced and because of our restriction on the length b -- a), 
and up to the maximum it is the solution of 
77” + L2Tj’ + Kg = 0. (4.3) 
Denoting the maximum of the solution of (4.2), (4.3) by +j, it follows that 
z(t) < +j . 6 on [a, bl. 
Thus an error of as much as 6 in both value and slope at a single point of 
[a, b] can give rise to an error of as much as 6 * ;i, hence it is clearly unreason- 
able to attempt to follow an integral curve to greater precision than this. 
Experience indicates that a precision of a few orders of magnitude less than 
Sq is feasible with a reasonable expenditure of computer time. 
5. AN ILLUSTBATIW EXAMPLE 
The problem of determining an odd periodic solution of a sinusoidally 
driven pendulum can be posed in the form of a first boundary value problem 
(cf. Tricomi [6], p. 213) such as 
y”(t) + sin y(t) = sin $- , (4.4) 
y(O) = 0, y(3.1) = 0. (4.5) 
Here K,= -1, Ka=l, L,=L,=O, so a(L,,Kz)=B(L,,K,)=n/2, 
hence condition (1.2) is 3.1 < r, and is obviously satisfied. Thus this bound- 
ary problem has a unique solution, but is not very far from being singular 
since 3.1 is near r. This fact will be seen to be reflected in values of other 
quantities we calculate. 
In our treatment of the inherent error we defined two functions u(t), e)(t) 
(just before (1.3)) h h w ic in this example are readily found to be 
u(t) = sinh t, 
v(t) = sin t, 
hence the inherent error due to perturbations of magnitude 6 in the initial 
slope is bounded by 
<I = Su(3.1) = 6 sinh(3.1) 5 116. 
Evidently this particular problem is not very sensitive in this respect. 
As noted in Section 2, a small value of v(b)-here 
v(b) = ~(3.1) = sin 3.1 A 0.04 
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-indicates possible ill-conditioning, and in fact our bound 
shows that convergence of the chord method could be very slow. 
The discussion in Section 3 of the stability of the boundary value problem 
when Ka > 0, as here, employed two functions or, I. These functions 
are easily found explicitly in this example (because Eq. (3.4) is actually 
linear for 7 3 0 or for 77 < 0, since L, = L, = 0). Thus 
712(t) = sz -v(t) = -&- 
VW 
sin t 
. 
< & =T= 246, , 
and similarly we find 
where 8i ,a, are the respective bounds on the perturbation’s at the end points 
0 and 3.1. Hence 
c3 = q1 + ij2 = 246, + 246,. 
Let 6 be the unit of machine accuracy and let l a be the accuracy requirement 
during the computation of a shot. When a shot p has been found satisfying 
I y(b) - B I d ~2 , we know there is an integral curve 7 of (0.1) within e2 
of B which satisfies 
I Y(4 - A I < 6, I Y(b) - B I < ~1 + ~2 , 
and the solution y of the boundary value problem (4.4), (4.5) does not differ 
from 9 by more than ca . It follows that 
I r(t) - m I < E2 + E3 
= c2 + 248, + 246, 
= l 2 + 246 + 24( 116 + c2) 
= 256, + 2648. 
Our computations were carried out on a CDC 3600 which has a 4%bit 
word (which is relatively long) using a fourth-order Adams-Moulton process. 
The predicted and corrected values were required to agree to within 5 x 1O-6, 
which we take to be roughly the magnitude of Ed . Since this was achieved 
without difficulty, and since 116 is not more than 10-13, we estimate that 
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6, < 5 x 10P5. Hence the computed solution 7 should not differ at any 
point from the exact solution by any more than 
5 x 10~~ + 24 x IO-l3 + 24 x 5 x 10-5, 
which is about 10-3. Computations with higher precision confirm that this 
is the case. 
The following tables show some of the results obtained for the initial 
slope using the chord method with and without acceleration. We deliberately 
chose the chord method so as to obtain relatively slow convergence and 
demonstrate the use of Aitken’s procedure. Table 1 shows that the straight 
use of the chord method converges rather slowly, but it is by no means as 
bad as our bound on the rate suggests. 
TABLE 1 
SLOPES s,< BY CHORD METHOD 
k=O 0 
1 -.31603 
2 -.60415 
5 - 1.37646 
10 -2.15814 
15 -2.21724 
20 - 2.22022 
21 -2.22023 
Table 2 shows the results obtained when the acceleration scheme was 
applied. Acceleration was applied from the beginning, before even one 
figure of accuracy was obtained. This can be a poor strategy, as remarked 
in Section 2, but was satisfactory this time. 
TABLE 2 
EXTRAPOLATED VALUES ~$0 
k=O 1 2 3 4 
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6. SOME QUALITATIVE OBSERVATIONS 
From our theoretical treatment we can gain some understanding as to when 
shooting methods can be expected to be applicable. For example, if the 
Lipschitz constantsl, and& both are nonnegative (nonpositive), the function 
w(t) of (1.5), (1.6) which provided bounds on the inherent error is expo- 
nentially damped as t increases (decreases), hence shooting from left to right 
(right to left) is certainly feasible; but shooting from right to left (left to right) 
is not unless also Kr -< K, < 0 and the magnitude of K, is large relative to 
the damping. 
On the other hand, if the problem is such that the solution is sensitive with 
respect to the boundary values (ill-conditioned) and if u(b) > 1 (recall 
cl = &(b)), then neither shooting methods nor the usual global methods are 
suitable. 
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