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Abstract
We consider the difference equation
xn+1 = F(xn, xn−1), n= 0,1, . . . ,
where the function F(u,v) is continuous on I2 for some interval I  0, F(0,0) = 0, and
F(x,x) = x for x ∈ I\{0}. Assuming that F(u, c) is decreasing in u on I and that F(c, v)
is increasing in v on I , for any c ∈ I , we establish a necessary and sufficient condition for
existence of monotone solutions converging to the equilibrium x = 0.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
The long term behavior of the solutions of nonlinear difference equations of
order greater than one has been extensively studied during the last decade. For
example, various results about boundedness, stability and periodic character of
the solutions of the second-order nonlinear difference equation
xn+1 = F(xn, xn−1), n= 0,1, . . . , (1.1)
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may be found in the monograph [1] and the references cited there. For the par-
ticular case when
xn+1 = α+ βxn + γ xn−1
A+Bxn +Cxn−1 , (1.2)
see the monograph [2]. For many cases of unstable equilibria, it is known that
both convergent and nonconvergent solutions exist. However, the existence of
nonconstant monotonic convergent solutions is still an open problem. In fact,
this paper is motivated by Conjectures 8.2 and 8.3 in [3], which suggest that
monotonic convergent nontrivial solutions of Eq. (1.2) do exist in the following
special cases:
(i) A= β = C = 0 and α = B = γ = 1,
(ii) α  β = C = 0 and A= B = γ = 1,
respectively. See also [4] and [2]. The proofs of these conjectures will follow
immediately from our main result presented in Section 3. Under the assumption
that the function F(u, v) in Eq. (1.1) is continuous, decreasing in u and increasing
in v, we establish an explicit criterion for existence of monotonic convergent
solutions of Eq. (1.1). Note that a similar result has been established in [5] for
the case when F(u, v)= g(u)f (v), where g is an increasing continuous function
and f is a nonincreasing continuous function.
2. Preliminaries
Our proof of the main result in Section 3 is based on the following implicit
function type theorem.
Theorem 2.1. Let f ∈ C([0, T ]2,R) and f (0,0) = 0. Assume that, for every
constant c ∈ [0, T ], f (u, c) is strictly decreasing in u on [0, T ], and f (c, v) is
strictly increasing in v on [0, T ]. Then there exist A ∈ (0, T ) and a unique strictly
increasing function g ∈ C([0,A],R) such that g(0)= 0, g(A) T , and
f
(
g(v), v
) = 0 for every v ∈ [0,A]. (2.1)
Proof. From f (T ,0) < 0, by continuity, it follows that there exists A ∈ (0, T ]
such that
f (T , v) 0 for every v ∈ (0,A].
On the other hand, we have
f (0, v) > 0 for every v ∈ (0,A].
Since f (u, v) is continuous and strictly decreasing in u on [0, T ], for every fixed
v ∈ (0,A], there exists a unique u= g(v) ∈ (0, T ] such that f (g(v), v) = 0. By
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setting g(0) = 0, we obtain the unique function g, defined on [0,A] such that
(2.1) holds.
Let 0 v1 < v2 A. If we suppose that g(v1) g(v2), then, by monotonicity,
we obtain
f
(
g(v1), v1
)
< f
(
g(v1), v2
)
 f
(
g(v2), v2
)
which is impossible, since f (g(v1), v1) = f (g(v2), v2) = 0. Hence, g(v1) <
g(v2). Thus, g(v) is strictly increasing on [0,A].
Let 0 < u< g(A). Then, we have
f (u,0) < 0= f (g(A),A)< f (u,A)
and, by continuity, f (u, v)= 0 for some v ∈ (0,A). The uniqueness of g implies
u= g(v). Therefore g maps [0,A] onto [0, g(A)], and, hence, the continuity of g
follows from its monotonicity. The proof of Theorem 2.1 is now complete. ✷
Theorem 2.2. Let f ∈ C([0, T ]2,R) and f (0,0) = 0. Assume that, for every
constant c ∈ [0, T ], f (u, c) is strictly decreasing in u on [0, T ], f (c, v) is strictly
increasing in v on [0, T ], and
f (c, c) < c for every c ∈ (0, T ]. (2.2)
Then there exist A ∈ (0, T ) and unique strictly increasing functions g,h ∈
C([0,A], [0, T ]) such that g(0)= h(0)= 0, and, for every v ∈ (0,A],
f
(
g(v), v
)= 0, (2.3)
f
(
h(v), v
)= g(h(v)), (2.4)
and
0 < h(v) < g(v) v, (2.5)
where
g(v)=min{g(v), v}. (2.6)
Proof. By Theorem 2.1, there exist A0 ∈ (0, T ) and a unique strictly increasing
function g ∈ C([0,A0], [0, T ]) such that g(0) = 0 and (2.3) holds for every
v ∈ [0,A0]. Then the function g, defined by (2.6), is continuous and strictly
increasing on [0,A0]. For u,v ∈ [0,A0] set
F(u, v)= f (u, v)− g(u). (2.7)
By Theorem 2.1, there exists A ∈ (0,A0) and a unique strictly increasing function
h ∈C([0,A], [0, T ]) such that h(0)= 0 and
F
(
h(v), v
) = 0 for every v ∈ [0,A]. (2.8)
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Therefore, (2.4) follows from (2.8) and (2.7).
For every v ∈ (0,A], by (2.3), (2.7) and (2.8), we obtain
F
(
g(v), v
)=−g(g(v))< 0= F (h(v), v). (2.9)
Since F(u, v) is decreasing in u, (2.9) implies
h(v) < g(v) for every v ∈ (0,A]. (2.10)
It remains to prove that h(v) < v for every v ∈ (0,A]. For the sake of contra-
diction, suppose that we have
v0  h(v0) for some v0 ∈ (0,A]. (2.11)
Then, (2.10), (2.11) and (2.6) imply g(v0)= v0, which combined with (2.7) and
(2.2) yields
F(v0, v0)= f (v0, v0)− g(v0) < v0 − v0 = 0. (2.12)
On the other hand, (2.11) and (2.8) imply
F(v0, v0) F
(
h(v0), v0
)= 0
which contradicts (2.12). The proof of Theorem 2.2 is complete. ✷
3. Main results
Theorem 3.1. Let f ∈C([0, T ]2,R), f (0,0)= 0 and
f (c, c) < c for every c ∈ (0, T ]. (3.1)
Assume that, for every c ∈ [0, T ], f (u, c) is strictly decreasing in u on [0, T ] and
f (c, v) is strictly increasing in v on [0, T ]. Let g and h be strictly increasing
continuous functions, defined on [0,A], such that g(0) = h(0) = 0, g(A)  T
and, for every v ∈ (0,A],
f
(
g(v), v
) = 0, (3.2)
f
(
h(v), v
) = g(h(v)), (3.3)
and
0 < h(v) < g(v) v, (3.4)
where
g(v)= min{g(v), v}. (3.5)
Then, for every n  0, there exists a unique sequence of nonempty closed
intervals [pk, qk], k = −1,0, . . . , n, and a unique sequence of functions xk+1 ∈
C([pk, qk]), k = 1,0, . . . , n, such that
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p−1 = 0, p0 = h(A), q0 = g(A), q−1 =A, (3.6)
x−1(t)=A, x0(t)= t, (3.7)
and, for every k = 0,1, . . . , n and t ∈ [pk, qk],
[pk, qk] ⊂ [pk−1, qk−1], (3.8)
xk+1(t)= f
(
xk(t), xk−1(t)
) ∈ [0,A), (3.9)
and either
xk(pk)= g
(
xk−1(pk)
)
, xk(qk)= h
(
xk−1(qk)
)
, k odd, (3.10)
or
xk(pk)= h
(
xk−1(pk)
)
, xk(qk)= g
(
xk−1(qk)
)
, k even. (3.11)
Proof. Let n = 0. Then (3.8) follows by (3.4) and (3.6), and (3.11) follows by
(3.6) and (3.7). In view of (3.6), (3.7), it remains to establish
f (t,A) ∈ [0,A) for t ∈ [h(A),g(A)]. (3.12)
Since f (t,A) is strictly decreasing in t , by t  g(A)  g(A)  T and (3.2), it
follows that
f (t,A) f
(
g(A),A
)= 0.
On the other hand, by t  h(A), (3.3) and (3.4), we obtain
f (t,A) f
(
h(A),A
)= g(h(A)) h(A) < A.
Hence, (3.9) holds for k = 0, which completes the proof for n= 0.
The proof for the general case n 0 will follow by induction. Assume that the
theorem holds for some n  0; i.e., there exists a unique sequence of nonempty
closed intervals [pk, qk], k = −1,0, . . . , n, and a unique sequence of functions
xk+1 ∈ C([pk, qk]), k = −1,0, . . . , n, such that (3.6)–(3.11) hold. It suffices to
prove that there exists a unique interval [pn+1, qn+1] ⊂ [pn, qn] such that
f
(
xn+1(t), xn(t)
) ∈ [0,A) for t ∈ [pn+1, qn+1] (3.13)
and either (3.10) or (3.11) holds.
From the monotonicity of f and from (3.7), (3.8) and (3.9) for every k =
0,1, . . . , n + 1, it follows that xk ∈ C([pn, qn]), xk(t) is increasing on [pn, qn]
provided k is even and xk(t) is decreasing on [pn, qn] if k is odd.
Let n be even. Then, (3.11), (3.9) and (3.3) imply
xn+1(pn)= f
(
xn(pn), xn−1(pn)
)= f (h(xn−1(pn)
)
, xn−1(pn)
)
= g(h(xn−1(pn)
))= g(xn(pn)
)
. (3.14)
Taking into account that the function xn+1(t)− g(xn(t)) is strictly decreasing on
[pn, qn], we see that (3.10) with k = n+ 1 may hold only when
pn+1 = pn. (3.15)
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Similarly, the monotonicity of the function xn+1(t)−h(xn(t)) on [pn, qn] implies
that there is at most one number qn+1 ∈ [pn, qn], for which (3.10) holds with
k = n+1. Moreover, from (3.14) and (3.4), it follows that xn+1(pn) > h(xn(pn)),
and, by continuity, the existence of such a number qn+1 is equivalent to the
inequality
xn+1(qn) h
(
xn(qn)
)
. (3.16)
From (3.9) and (3.11), it follows that
xn+1(qn)= f
(
g
(
xn−1(qn)
)
, xn−1(qn)
)
. (3.17)
If g(xn−1(qn))= g(xn−1(qn)), then by (3.17) and (3.2) we obtain that xn+1(qn)
= 0 and (3.16) follows. If g(xn−1(qn)) = g(xn−1(qn)), by (2.6), it follows that
xn−1(qn) < g(xn−1(qn)), and then (3.17) and (3.5) imply
xn+1(qn)= f
(
xn−1(qn), xn−1(qn)
)
. (3.18)
On the other hand, by (3.9), we have
xn+1(qn)= f
(
xn(qn), xn−1(qn)
)
. (3.19)
Therefore, (3.18), (3.19) and the monotonicity of f yield
xn(qn)= xn−1(qn). (3.20)
Now, if we suppose that (3.16) does not hold, i.e.,
h
(
xn(qn)
)
< xn+1(qn),
by (3.9), (3.20), (3.4), and (3.3), we obtain
h
(
xn(qn)
)
< xn+1(qn)= f
(
xn(qn), xn−1(qn)
)= f (xn(qn), xn(qn)
)
 f
(
h
(
xn(qn)
)
, xn(qn)
)= g(h(xn(qn)
))
 h
(
xn(qn)
)
which is a contradiction. Hence, (3.16) holds. Therefore, there exist unique num-
bers pn+1, qn+1, for which (3.10) holds with k = n+1. It remains to prove (3.13).
Since n is even, xn+1(t) is decreasing on [pn+1, qn+1], and, by (3.18), we have
h
(
xn(qn+1)
)
 xn+1(t) g
(
xn(pn+1)
) (3.21)
and
xn(pn) xn(pn+1) xn(t) xn(qn+1). (3.22)
Hence,
xn+2(t)= f
(
xn+1(t), xn(t)
)
 f
(
h
(
xn(qn+1)
)
, xn(qn+1)
)
= g(h(xn(qn+1)
))
 xn(qn+1) < A
and
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xn+2(t)= f
(
xn+1(t), xn(t)
)
 f
(
g
(
xn(pn+1)
)
, xn(pn+1)
)
 f
(
g
(
xn(pn+1)
)
, xn(pn+1)
)= 0.
Thus, (3.13) holds. The proof in the case when n is odd is similar and will be
omitted. The proof of Theorem 3.1 is complete. ✷
Theorem 3.2. Let f ∈ C([0, T ]2,R) and f (0,0)= 0. Assume that, for every c ∈
[0, T ], f (u, c) is strictly decreasing in u on [0, T ], f (c, v) is strictly increasing
in v on [0, T ], and
f (c, c) = c for every c = 0. (3.23)
Then the following statements are equivalent:
(i) There exists a positive solution {xn}∞n=−1 of the difference equation
xn+1 = f (xn, xn−1) (3.24)
such that xn converges to the equilibrium x = 0.
(ii) The inequality f (c, c) < c holds for every c ∈ (0, T ].
Proof. Let {xn}∞n=−1 be a decreasing positive solution of Eq. (3.24), which con-
verges to zero. Without loss of generality, we may assume
0 < x1  x0 < x−1 < T.
Then, by monotonicity, Eq. (3.24) yields
x−1 > x1 = f (x0, x−1) > f (x−1, x−1), (3.25)
and, by continuity, (3.23) and (3.25) imply (ii).
Now assume that (ii) holds. Then, by Theorem 2.2 we see that (3.2)–(3.5)
hold for some A ∈ (0, T ), and, by Theorem 3.1, there exists a unique sequence
of nonempty closed intervals [pk, qk], and functions xk+1 ∈ C([pk, qk]), k =
−1,0, . . . , such that (3.6)–(3.11) hold. In addition, by monotonicity, we obtain
h
(
xk−1(t)
)
 xk(t) g
(
xk−1(t)
)
for t ∈ [pk, qk].
Therefore, for a ∈ [pk, qk] we have
xk+1(a)= f
(
xk(a), xk−1(a)
)
 f
(
h
(
xk−1(a)
)
, xk−1(a)
)
= g(h(xk−1(a)
))
 h
(
xk−1(a)
)
 xk(a) (3.26)
and, in view of (3.5) and (3.2),
xn+1(a)= f
(
xk(a), xk−1(a)
)
 f
(
g
(
xk−1(a)
)
, xk−1(a)
)= 0. (3.27)
Finally, (3.8) implies the existence of a positive number a such that a ∈
[pk, qk] for every k  −1. Therefore, (3.9) implies that the solution {xn}∞n=−1
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of Eq. (3.24), with initial conditions x−1 = A, x0 = a, exists and by (3.26) and
(3.27) we obtain
0 xn+1  xn for every n 0.
If we suppose that xn = 0 < xn−1 for some n, then we obtain
0= xn+1 = f (0, xn−1) > 0,
which is impossible. Hence, xn > 0 for every n. If we assume that xn+1 = xn =
c > 0 for some n, then (3.26) implies c= h(c), which contradicts (3.4). Therefore,
the solution {xn} is positive and strictly decreasing. The proof is complete. ✷
Theorem 3.3. Let f ∈ C(I 2,R) for some internal I and assume that, for every
c ∈ I , f (u, c) is decreasing in u on I and f (c, v) is increasing in v on I . Suppose
that f has a unique equilibrium x ∈ I ; i.e.,
f (x, x)= x
and
f (x, x) = x for x ∈ I\{x}.
Then, the following inequality
(
f (x, x)− x)(x − x) < 0 for some x ∈ I\{x} (3.28)
is a necessary and sufficient condition for the existence of a strictly monotone
solution {xn}∞n=−1 of the difference equation
xn+1 = f (xn, xn−1), n= 0,1, . . . , (3.29)
such that xn converges to x.
Proof. By translation, we may assume that x = 0, with no loss of generality.
By Theorem 3.2, we see that (3.28), with some x > x = 0, is a necessary and
sufficient condition for existence of positive decreasing solutions, converging to
x = 0. Observe that {xn} is an increasing negative solution of Eq. (3.29) if and
only if the sequence {yn}, defined by yn =−xn, is a decreasing positive solution
of the equation
yn+1 = F(yn, yn−1), (3.30)
where
F(u, v)=−f (−u,−v). (3.31)
Without loss of generality, we may assume that I is symmetric about x = 0, i.e.,
I =−I . Then, by Theorem 3.2, it follows that such a solution {yn} of Eq. (3.30)
exists if and only if
F(c, c)− c < 0 for some c > 0,
and, in view of (3.31), this is equivalent to (3.28) with x =−c < 0= x. The proof
is complete. ✷
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4. Some applications and an open problem
Consider the difference equation
xn+1 = α + xn−1
A+ xn , (4.1)
where α,A are are nonnegative constants. If either α > 0 or α = 0 < 1 A, this
equation has a unique nonnegative equilibrium x,
x2 + (A− 1)x − α = 0.
For the following special cases, when either α = 1, A= 0 or α > 0, A= 1, it was
conjectured in [3] that Eq. (4.1) has a positive strictly decreasing solution (see [3,
Conjectures 8.2 and 8.3]). The existence of a decreasing solution of Eq. (4.1) in
the special case α = 0, A= 1 was also stated as an open problem in [4, p. 6]. In
all these cases, the existence of a strictly decreasing positive solution of Eq. (4.1)
follows immediately from Theorem 3.3 with
f (u, v)= α + v
A+ u,
since for every x > x  0 we have
f (x, x)= α + x
A+ x < x.
Further, consider the difference equation
xn+1 = p+ xn−1
xn
(4.2)
with p > 0. This was studied in [6].
Ladas conjectured that for p ∈ (0,1) every oscillatory solution of Eq. (4.2)
must be unbounded. Every positive solution is either monotonic or eventually os-
cillatory with semicycles of length 1. Thus Ladas’ conjecture means that, in this
case, every convergent solution must be monotone. Clearly, the existence of con-
vergent monotone solutions of Eq. (4.2) follows from Theorem 3.3. The existence
(or nonexistence) of convergent oscillatory solutions of Eq. (4.2) is still an open
problem.
Note that p ∈ (0,1) is a necessary and sufficient condition for existence of
unbounded solutions to Eq. (4.2). Also, Eq. (4.2) is a special case of the more
general equation
xn+1 = α + βxn + γ xn−1
A+ xn , (4.3)
where the coefficients α,β, γ,A are nonnegative. From [7], we know that a
necessary and sufficient condition for the existence of unbounded solutions of
Eq. (4.3) is the inequality γ > β + A. If γ > β + A, Eq. (4.3) has a unique
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positive equilibrium x and, in this case, Theorem 3.3 implies the existence of non-
trivial monotonically convergent solutions of Eq. (4.3). However, it is not known
whether these are the only convergent solutions.
We can extend Ladas’ conjecture as follows.
Conjecture 1. If γ > β + A, then every nonnegative convergent solution of
Eq. (4.3) must be monotonic.
Now, motivated by the general existence results presented here and in [5], we
are really interested in the following open problem.
Open problem. Let f ∈ C(I 2,R), f (0,0) = 0, and f (c, c) = c for every
c ∈ I\{0}. What additional conditions on f will guarantee that every nontrivial
convergent solution of the difference equation
xn+1 = f (xn, xn−1)
must be monotonic?
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