Abstract. In this paper, we show the inclusion and the density of the Schwartz space in Besov-Dunkl spaces and we prove an interpolation formula for these spaces by the real method. We give another characterization for these spaces by convolution. Finally, we establish further results concerning integrability of the Dunkl transform of function in a suitable Besov-Dunkl space.
Introduction
We consider the differential-difference operators T i , 1 ≤ i ≤ d, on R d , associated with a positive root system R + and a non negative multiplicity function k, introduced by C.F. Dunkl in [9] and called Dunkl operators (see next section). These operators can be regarded as a generalization of partial derivatives and lead to generalizations of various analytic structure, like the exponential function, the Fourier transform, the translation operators and the convolution (see [8, 10, 11, 16, 17, 18, 19, 22] ). The Dunkl kernel E k has been introduced by C.F. Dunkl in [10] . This kernel is used to define the Dunkl transform F k . K. Trimèche has introduced in [23] the Dunkl translation operators τ x , x ∈ R d , on the space of infinitely differentiable functions on R d . At the moment an explicit formula for the Dunkl translation operator of function τ x (f ) is unknown in general. However, such formula is known when f is a radial function and the L p -boundedness of τ x for radial functions is established. As a result, we have the Dunkl convolution * k .
There are many ways to define the Besov spaces (see [6, 15, 21] ) and the Besov spaces for the Dunkl operators (see [1, 2, 3, 4, 14] ). Let β > 0, 1 ≤ p, q ≤ +∞, the Besov-Dunkl space denoted by BD β,k p,q in this paper, is the subspace of functions f ∈ L φ(
, for all t ∈ (0, +∞) and x ∈ R d . In this paper we show for β > 0 the inclusion of the Schwartz space in BD β,k p,q for 1 ≤ p, q ≤ +∞ and the density when 1 ≤ p, q < +∞. We prove an interpolation formula for the Besov-Dunkl spaces by the real method. We compare these spaces with C φ,β,k p,q which extend to the Dunkl operators on R d some results obtained in [4, 5, 21] . Finally we establish further results of integrability of F k (f ) when f is in a suitable Besov-Dunkl space BD β,k p,q for 1 ≤ p ≤ 2 and 1 ≤ q ≤ +∞. Using the characterization of the Besov spaces by differences analogous results of integrability have been obtained in the case q = 1 by Giang and Móricz in [13] for a classical Fourier transform on R and for q = 1, +∞ by Betancor and Rodríguez-Mesa in [7] for the Hankel transform on (0, +∞) in Lipschitz-Hankel spaces. Later Abdelkefi and Sifi in [1, 2] have established similar results of integrability for the Dunkl transform on R and in radial case on R d . The argument used in [1, 2] to establish such integrability is the L p -boundedness of the Dunkl translation operators, making it difficult to extend the results on R d . We take a different approach based on the the characterization of the Besov spaces by convolution to establish our results on higher dimension.
The contents of this paper are as follows. In Section 2 we collect some basic definitions and results about harmonic analysis associated with Dunkl operators. In Section 3 we show the inclusion and the density of the Schwartz space in BD β,k p,q , we prove an interpolation formula for the Besov-Dunkl spaces by the real method and we compare these spaces with C φ,β,k p,q . In Section 4 we establish our results concerning integrability of the Dunkl transform of function in the Besov-Dunkl spaces.
Along this paper we denote by ·, · the usual Euclidean inner product in R d as well as its extension to C d ×C d , we write for x ∈ R d , x =
x, x and we represent by c a suitable positive constant which is not necessarily the same in each occurrence. Furthermore we denote by
• E(R d ) the space of infinitely differentiable functions on R d ;
• S(R d ) the Schwartz space of functions in E(R d ) which are rapidly decreasing as well as their derivatives;
• D(R d ) the subspace of E(R d ) of compactly supported functions.
Preliminaries
Let W be a finite reflection group on R d , associated with a root system R and R + the positive subsystem of R (see [8, 10, 11, 12, 18, 19] ). We denote by k a nonnegative multiplicity function defined on R with the property that k is W -invariant. We associate with k the index
and the weight function w k defined by
Further we introduce the Mehta-type constant c k by
By using the homogeneity of w k it is shown in [18] 
The function F is integrable with respect to the measure r 2γ+d−1 dr on [0, +∞) and we have
, where S d−1 is the unit sphere on R d with the normalized surface measure dσ and
Introduced by C.F. Dunkl in [9] the Dunkl operators T j , 1 ≤ j ≤ d, on R d associated with the reflection group W and the multiplicity function k are the first-order differential-difference operators given by
where α j = α, e j , (e 1 , e 2 , . . . , e d ) being the canonical basis of R d . The Dunkl kernel E k on R d × R d has been introduced by C.F. Dunkl in [10] . For y ∈ R d the function x → E k (x, y) can be viewed as the solution on R d of the following initial problem
This kernel has a unique holomorphic extension to
Rösler has proved in [17] the following integral representation for the Dunkl kernel
where µ k x is a probability measure on R d with support in the closed ball B(0, x ) of center 0 and radius x .
We have for all λ ∈ C and z, z [10, 17, 18, 19, 22] ).
The Dunkl transform F k which was introduced by C.F. Dunkl in [11] (see also [8] ) is defined for f ∈ D(R d ) by
According to [8, 11, 18] we have the following results:
has the following basic property
ii) The Schwartz space S(R d ) is invariant under the Dunkl transform F k .
iii) When both f and
we have the inversion formula
By (2), Plancherel's theorem and the Marcinkiewicz interpolation theorem (see [20] 
The Dunkl transform of a function in L 1 k (R d ) rad is also radial and could be expressed via the Hankel transform (see [18, Proposition 2.4 
]). K. Trimèche has introduced in [23] the Dunkl translation operators
and
Notice that for all x, y ∈ R d τ x (f )(y) = τ y (f )(x), and for fixed
As an operator on L 2 k (R d ), τ x is bounded. A priori it is not at all clear whether the translation operator can be defined for L p -functions with p different from 2. However, according to [19, Theorem 3.7 ] the operator τ x can be extended to [19, 23] ) is given by
The Dunkl convolution product is commutative and for f, g ∈ D(R d ) we have
It was shown in [19, Theorem 4 
The Dunkl Laplacian ∆ k is defined by
From [16] we have for each λ > 0 λI − ∆ k maps S(R d ) onto itself and
Proof . Fix (φ j ) j∈Z , (ψ j ) j∈Z in Φ and f ∈ BD β,k p,q for q < +∞. Using the properties (i) for (φ j ) j∈Z and (i) and (iii) for (ψ j ) j∈Z , we have for j ∈ Z φ j = φ j * k (ψ j−1 + ψ j + ψ j+1 ). Then by the property (ii) for (φ j ) j∈Z , (7) and Hölder's inequality for j ∈ Z we obtain
Thus summing over j with weights 2 jβq we get
Hence by symmetry we get the result of our proposition. When q = +∞ we make the usual modification.
As the Besov-Dunkl spaces these spaces are also independent of the choice of the sequence (ϕ j ) j∈N satisfying the previous properties.
Proposition 2. For β > 0 and 1 ≤ p, q ≤ +∞ we havë
Proof . Since both spacesBD β,k p,q and BD
and are independent of the specific selection of sequence of functions, then according to [5, Lemma 6.1.7, Theorem 6.3.2] we can take a function φ ∈ S(R d ) rad such that
If we consider the sequences (ψ j ) j∈Z and (ϕ j ) j∈N in S(R d ) rad defined respectively for BD
Remark 2. By Proposition 2 and [21, Proposition 2] we have the following embeddings.
Proposition 3. For β > 0 and 1 ≤ p, q ≤ +∞ we have
Proof . In order to prove the inclusion, we may restrict ourself to q = +∞. This follows from the fact that BD
p,q for β > β ′ > 0 and 1 ≤ p, q ≤ +∞ (see Remark 2, 2). Let f ∈ S(R d ) and (ϕ j ) j∈N a sequence of functions in S(R d ) rad satisfying the properties of Remark 1, there exists a sufficiently large natural number L such that
, so using (8) and the property i) of (ϕ j ) j∈N (see Remark 1) we obtain
where c j = A j w k (x)dx. Hence there exists a sufficiently large natural number M such that
Since (I − ∆ k ) L is linear and continuous from S(R d ) into itself, we deduce that
which gives by the property ii) of (ϕ j ) j∈N
By Proposition 2 we conclude that S(R d ) ⊂ BD β,k p,q . Let us now prove the density of S(R d ) in BD β,k p,q for p, q < +∞. Assume f ∈ BD β,k p,q and (ϕ j ) j∈Z ∈ Φ, then we put for N ∈ N\{0},
Using the properties (i) and (iii) for (ϕ j ) j∈Z we get
Since f ∈ BD β,k p,q , then we deduce that
Next we take a function θ ∈ D(R d ) such that θ(0) = 1. For n ∈ N\{0} we put θ n (x) = θ(n −1 x),
Again from the properties (i) and (iii) for (ϕ j ) j∈Z we can assert that
Using the properties (i), (ii), (iii) for (ϕ j ) j∈Z and (7) we obtain
The dominated convergence theorem implies that
Hence we deduce that
Combining (9) and (10) we conclude that S(R d ) is dense in BD β,k p,q . This completes the proof of Proposition 3.
For 0 < θ < 1, β 0 , β 1 > 0, 1 ≤ p, q 0 , q 1 ≤ +∞ and 1 ≤ q ≤ +∞, the real interpolation BesovDunkl space denoted by (BD
and sup t∈(0,+∞)
with K p,k is the Peetre K-functional given by
where the infinimum is taken over all representations of f of the form
Proof . We start with the proof of the inclusion (BD
We may assume that β 0 > β 1 . Let q < +∞, for f = f 0 + f 1 with f 0 ∈ BD β 0 ,k p,∞ and f 1 ∈ BD
Then we deduce that
which proves the result. When q = +∞, we make the usual modification.
Then in order to complete the proof of the theorem we have to show only that
Suppose that β 0 > β 1 again. Let q < +∞, we have
Since β > β 1 , by Remark 2 we get
, hence we deduce
Using the properties of the sequence (ϕ j ) j∈N we obtain
Hence we can write
For s = q it is easy to see that
For s < q we take u > s such that s q + s u = 1 and β 1 < α 1 < β < α 0 < β 0 , then by Hölder's inequality we have
Finally we deduce
Here when q = +∞ we make the usual modification. Our theorem is proved.
Theorem 2. Let β > 0 and 1 ≤ p, q ≤ +∞. Then for all φ ∈ A, we have
Proof . For φ ∈ A and 1 ≤ u ≤ 2, we get supp
Then we can write
Using Hölder's inequality for j ∈ Z we get
hence we obtain
Here when q = +∞, we make the usual modification. This completes the proof.
Theorem 3. Let β > 0 and 1 ≤ p, q ≤ +∞, then for φ ∈ A such that
Proof . By Theorem 2 we have only to show that C
Then we can assert that
for 1 ≤ q < +∞, using Hölder's inequality for j ∈ Z and the property ii) of the sequence of functions (ϕ j ) j∈Z we get
Integrating with respect to u over (1, 2) we obtain
When q = +∞ we make the usual modification. Our result is proved.
Remark 3. We observe that the spaces C φ,β,k p,q are independent of the specific selection of φ ∈ A satisfying the assumption of Theorem 3. 
we can characterize the Besov-Dunkl spaces by differences using the Dunkl translation operators. Observe that
where H = φ ∈ S * (R) :
dx and S * (R) the space of even Schwartz functions on R. Then we can assert from Theorem 3 and [4, Theorem 3.6] that for 1 < p < +∞, 1 ≤ q ≤ +∞ and 0 < β < 1 we have
Note that when f is an even function in L p (µ α ) we have τ x (f )(y) = τ −x (f )(−y) for x, y ∈ R, then we get In the following lemma we prove the Hardy-Littlewood inequality for the Dunkl transform.
Proof . To see (11) we will make use of the Marcinkiewicz interpolation theorem (see [20] ). For
For every f ∈ L 2 (R d ) we have from Plancherel's theorem
Moreover, according to (1) and (2) we get for λ ∈]0, +∞) and
Hence by (12) and (13) L is an operator of strong-type (2, 2) and weak-type (1, 1) between the spaces (R d , w k (x)dx) and (R d ,
dx).
Using Marcinkiewicz interpolation's theorem we can assert that L is an operator of strongtype (p, p) for 1 < p ≤ 2, between the spaces under consideration. We conclude that
thus we obtain the result. Now in order to prove the following two theorems we denote by A the subset of functions φ in A such that
Let β > 0 and 1 ≤ p, q ≤ +∞. From Theorem 2 we have obviously for all φ ∈ A, BD β,k p,q ⊂ C φ,β,k p,q .
For 1 ≤ p ≤ 2 we take p ′ such that , then
This complete the proof of the theorem. 
Proof . Let f ∈ BD β,k p,∞ with 1 ≤ p ≤ 2 and φ ∈ A. i) Suppose that p = 1 and 0 < β ≤ . Using (3) and (6) we have for t ∈ (0, +∞)
Then from (14) and (15) we obtain
Let s ∈ , p ′ . Since
2(γ+
we have only to show the case s = p ′ . For t ≥ 1 put G t the set of x in R d such that 1 t 1/s ≤ x ≤ 2 t 1/s . By Hölder's inequality, (1) and (17) we have
