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Abstract
Dimensional regularization is incompatible with the standard covariant pro-
jection methods that are used to calculate the short-distance coefficients in
inclusive heavy quarkonium production and annihilation rates. A new method
is developed that allows dimensional regularization to be used consistently to
regularize the infrared and ultraviolet divergences that arise in these per-
turbative calculations. We illustrate the method by calculating the leading
color-octet terms and the leading color-singlet terms in the gluon fragmen-
tation functions for arbitrary quarkonium states. We resolve a discrepancy
between two previous calculations of the gluon fragmentation functions for
the spin-triplet P-wave quarkonium states.
Typeset using REVTEX
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I. INTRODUCTION
A rigorous theoretical framework for calculating inclusive production cross sections (and
inclusive annihilation decay rates) for heavy quarkonium in QCD has recently been developed
[1]. The cross section (or decay rate) is expressed as a sum of the product of short-distance
coefficients and long-distance matrix elements. The short-distance coefficients can be calcu-
lated by perturbation theory to any order in αs(mc), the running coupling constant at the
energy scale of the heavy quark mass. The long-distance factors are expressed as matrix
elements in nonrelativistic QCD (NRQCD), an effective field theory that reproduces QCD
to any desired order in the velocity of the heavy quark. The matrix elements scale in a
definite way with v, the typical relative velocity of the heavy quark in quarkonium. The
NRQCD factorization formalism therefore allows the inclusive production cross section to
be calculated systematically as a double expansion in αs(mc) and v.
In calculating the short-distance coefficients beyond leading order in αs, ultraviolet diver-
gences and infrared divergences inevitably arise and need to be regulated. In perturbative
calculations, the most convenient method for regulating both ultraviolet and infrared diver-
gences is dimensional regularization. The main advantage of this method is that it preserves
many of the symmetries of a field theory, including gauge invariance and Lorentz invariance.
It also often leads to simpler expressions for the finite parts of a perturbative calculation.
One feature of dimensional regularization that is particularly convenient in a nonrenor-
malizable effective field theory like NRQCD is that it automatically sets power ultraviolet
divergences to zero. This makes it unnecessary to explicitly subtract these divergences as
part of the renormalization procedure. Dimensional regularization has been widely used in
perturbative calculations of the cross sections and decay rates of elementary particles. It has
also been used in some perturbative calculations involving quarkonium, but the consistency
of the method has not been carefully examined.
Most calculations of production cross sections and annihilation decay rates for heavy
quarkonium have been carried out using the covariant projection method [2]. This method
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involves the projection of a cc¯ pair onto states with definite total angular momentum J . For
orbital angular momentum L = 1 and higher, the projections are specific to 3 dimensions. In
dimensional regularization, momentum integrals are analytically continued to N = 3−2ǫ di-
mensions. There is therefore a potential inconsistency in combining the covariant projection
method with dimensional regularization. Moreover, the projections for spin-singlet states,
such as 1S0 and
1P1, involve the γ5 matrix, whose extension to N dimensions is problematic.
We have recently developed an alternative method for calculating production cross sec-
tions and annihilation decay rates for heavy quarkonium which fully exploits the NRQCD
factorization framework [3]. We refer to it as the threshold expansion method. In this method,
a quantity that is closely related to the cross section for the production of a cc¯ pair with
total momentum P is calculated using perturbation theory in full QCD and expanded in
powers of the relative 3-momentum q of the cc¯ pair. Matrix elements of certain 4-fermion
operators in NRQCD are also calculated using perturbation theory and expanded around
the threshold q = 0. The short-distance coefficients in the factorization formula are then
determined by matching these perturbative expressions. Finally, the NRQCD matrix ele-
ments for quarkonium states are simplified by using rotational symmetry, heavy-quark spin
symmetry, and the vacuum saturation approximation.
In this paper, we generalize this method to N spatial dimensions, so that dimensional
regularization can be consistently used to regularize infrared and ultraviolet divergences. The
perturbative calculation of the QCD side of the matching condition and its expansion around
the threshold generalize easily to N dimensions. The perturbative calculation and threshold
expansion of the NRQCD matrix elements can also be carried out in N dimensions, provided
that the matrix elements are defined in a way that generalizes toN dimensions. By matching
the cross section and the matrix elements, we obtain the short-distance coefficients. After
renormalization of coupling constants in QCD and NRQCD, the short-distance coefficients
may have poles in N − 3, which must be removed by renormalization of the 4-fermion
operators in NRQCD. One must take care to avoid simplifying the matrix elements of these
operators using identities that are specific to 3 dimensions until after these renormalizations
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have been carried out.
In Section II, we review the threshold expansion method of Ref. [3], generalizing it
to N spatial dimensions. In Section III, we give a definition of the gluon fragmentation
function for quarkonium states that is particularly convenient for low order calculations.
We then present a matching prescription for calculating the short-distance coefficients in the
factorization formula for these fragmentation functions. In Sections IV and V, we illustrate
our calculational method by calculating the color-octet terms in the gluon fragmentation
function for a general quarkonium state to order αs and the color-singlet terms to order
α2s. The color-singlet calculation involves a pole in N − 3 which must be removed by the
renormalization of an NRQCD matrix element. We apply our general formula for the gluon
fragmentation function to S-wave and P-wave states in Section VI. We resolve a discrepancy
between two previous calculations of the gluon fragmentation function for 3PJ states.
II. THRESHOLD EXPANSION METHOD
We begin by reviewing the threshold expansion method of Ref. [3], generalizing it to N
dimensions. Cartesian vectors and Lorentz vectors are extended to N and N + 1 compo-
nents, respectively. The inclusive cross section for producing the heavy quarkonium H with
momentum P can be written in a factorized form [1]:
∑
X
dσ(12→ H(P ) +X) = 1
4E1E2v12
dNP
(2π)N2EP
∑
mn
Cmn〈OHmn〉, (1)
where EP =
√
M2H +P
2. The coefficients Cmn take into account the effects of short distances
of order 1/mc or smaller, and therefore can be calculated as perturbation series in the QCD
coupling constant αs(mc). The matrix elements 〈OHmn〉 are expectation values in the NRQCD
vacuum of local 4-fermion operators that have the structure
OHmn = χ†K′†mψ PH ψ†Knχ, (2)
where ψ and χ are the field operators for the heavy quark and antiquark in NRQCD, and
Kn and K′†m are products of a color matrix (1 or T a), a spin matrix, and a polynomial in the
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gauge covariant derivative D in N dimensions. The spin matrix is either the unit matrix
or a polynomial in the Pauli matrices σi. The Pauli matrices in N dimensions satisfy the
anticommutation relations
{ σi, σj } = 2δij , i, j = 1, . . . , N. (3)
In 3 dimensions, they also satisfy the commutation relations
[ σi, σj ] = 2i ǫijk σk, i, j, k = 1, 2, 3. (4)
Using both the relations (3) and (4), the spin matrices in Kn and K′†m in (2) can be reduced
to a linear combination of 1 and σi. However, the commutation relations (4) can be used to
simplify the NRQCD matrix elements only after all poles in N − 3 have been removed from
the short-distance coefficients. Until these poles are removed, we must allow for additional
spin matrices in Kn and K′†m, such as [σi, σj] and {[σi, σj ], σk}. The projection operator PH
in (1) can be written
PH =
∑
S
∣∣∣H(P = 0) + S〉〈H(P = 0) + S∣∣∣, (5)
where the sum is over soft hadron states S whose total energy is less than the ultravio-
let cutoff Λ of NRQCD. This operator projects onto the subspace of states which in the
asymptotic feature include the quarkonium state H at rest plus soft hadrons. The standard
relativistic normalization of the states in (5) is
〈
H(P′)
∣∣∣H(P)〉 = 2EP (2π)NδN(P−P′). (6)
With this normalization of states, the projection operator PH has energy dimension 1−N .
The short distance coefficients Cmn in (1) can be determined by matching perturbative
calculations of the corresponding process in which the quarkonium H is replaced by a cc¯ pair.
Let cc¯(P,q, ξ, η) represent a state that consists of a c and a c¯ with total momentum P , spatial
momenta ±q in the cc¯ rest frame, and spin and color states specified by the spinors ξ and
η. Color and spin indices on these spinors are suppressed. The number of spin components
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for these Pauli spinors is that appropriate to Pauli spinors in N spatial dimensions. Using
the abbreviated notation cc¯(P ) ≡ cc¯(P,q, ξ, η) and cc¯′(P ) ≡ cc¯(P,q′, ξ′, η′), the matching
condition in the threshold expansion method of Ref. [3] is
∑
X
(2π)N+1δN+1(k1 + k2 − P − kX)
(
Tcc¯′(P )+X
)∗ Tcc¯(P )+X ∣∣∣
pQCD
=
∑
mn
Cmn 〈χ†K′†mψ Pcc¯′,cc¯ ψ†Knχ〉
∣∣∣
pNRQCD
, (7)
where k1 and k2 are the momenta of the incoming particles and kX is the sum of the momenta
of all the outgoing particles except the c and c¯. The operator Pcc¯′,cc¯ in the matrix element
in (7) is defined by
Pcc¯′,cc¯ =
∑
S
∣∣∣c(q′, ξ′)c¯(−q′, η′) + S〉〈c(q, ξ)c¯(−q, η) + S∣∣∣. (8)
The sum is over soft parton states whose total energy is less than the ultraviolet cutoff Λ of
NRQCD. The standard relativistic normalization is
〈
c(q′1, ξ
′)c¯(q′2, η
′)
∣∣∣c(q1, ξ)c¯(q2, η)〉 = 4Eq1Eq2 (2π)2NδN(q1 − q′1)δN(q2 − q′2) ξ†ξ′η′†η, (9)
where Eq =
√
m2c + q
2. The spinors are normalized so that ξ†ξ = 1, and similarly for η, ξ′
and η′. In expressions like ξ†ξ′, both the spin and color indices are contracted. With the
normalization (9), the projection operator Pcc¯′,cc¯ has dimension 2 − 2N . To carry out the
matching procedure, the left side of (7) is calculated using perturbation theory in full QCD,
and then expanded in powers of q and q′. The matrix elements on the right side of (7) are
calculated using perturbation theory in NRQCD, and then expanded in powers of q and q′.
The short-distance coefficients Cmn are obtained by matching the terms in the expansions
in q and q′ order by order in αs.
In the perturbative calculations of the matching condition (7), infrared and ultraviolet
divergences can appear on both sides of the equation. Since NRQCD is constructed to be
equivalent to full QCD at low energies, the infrared divegences on both sides must match.
They therefore cancel in the short-distance coefficients Cmn. Any ultraviolet divergences
on the left side are eliminated by renormalization of the QCD coupling constant and the
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heavy quark mass. On the right side, some of the ultraviolet divergences are eliminated
by renormalization of the gauge coupling constant and other parameters in the NRQCD
lagrangian. The remaining ultraviolet divergences are removed by renormalization of the
4-fermion operators of NRQCD.
The matching calculations are particularly simple if dimensional regularization is used to
regulate both infrared and ultraviolet divergences. With dimensional regularization, power
infrared diverences and power ultraviolet divergences are automatically set equal to zero.
The only divergences which remain are logarithmic divergences, which appear as poles in
ǫ = (3−N)/2. With dimensional regularization, the NRQCD side of the matching condition
is especially simple, because radiative corrections to the matrix elements vanish identically.
The reason for this is that one must expand the integrand of the radiative correction using
a nonrelativistic expansion in the loop momentum before integrating. Since the integrand
is also expanded in powers of q and q′, there is no momentum scale in the dimensionally
regularized integral and it therefore vanishes. The radiative corrections have both infrared
and ultraviolet divergences, but the infrared poles in ǫ cancel the ultraviolet poles. Thus
the only contributions to the NRQCD side of the matching condition are the tree-level
contributions of the matrix elements, including those matrix elements that arise from coun-
terterms associated with operator renormalization. The poles in ǫ from the coefficients of
the counterterm matrix elements will match the infrared poles in ǫ on the QCD side of the
matching condition. The short-distance coefficients of the renormalized matrix elements in
the factorization formula depend on the operator renormalization scheme for NRQCD. The
renormalized matrix elements in the minimal subtraction scheme are defined by the condi-
tion that the coefficients of the counterterms in the expression for the bare operators in terms
of renormalized operators are pure poles in ǫ. In the more conventional MS renormalization
scheme, the coefficients of the counterterms are multiples of 1/ǫ + log(4π) − γ, where γ is
Euler’s constant. One must be wary of simplifying the matrix elements using identities that
are specific to 3 dimensions until after these renormalizations have been carried out.
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III. FACTORIZATION OF FRAGMENTATION FUNCTIONS
To illustrate the use of dimensional regularization in the threshold expansion method,
we will calculate the terms of lowest order in αs in the gluon fragmentation function for an
arbitrary quarkonium state. The fragmentation function Di→H(z) gives the probability for
a jet initiated by a high energy parton i to include the hadron H carrying a fraction z of the
jet momentum. The factorization formula (1), when applied to the fragmentation function
for a gluon into a heavy quarkonium state H , yields the factorized form
Dg→H(z) =
∑
mn
dmn(z)〈OHmn〉, (10)
where the short-distance coefficients dmn(z) can be calculated using perturbation theory.
Fragmentation functions can be calculated directly from the gauge-invariant field-
theoretic definitions [4]. This method is particularly advantageous for higher order cal-
culations. We choose instead to follow as closely as possible the calculational strategy
introduced in Ref. [5], in which the fragmentation function is obtained by calculating the
decay rate of a virtual parton in the infinite momentum frame and in an appropriate axial
gauge. We consider the fragmentation of a gluon into a quarkonium state H . We take the
gluon momentum to be ℓ = (ℓ0, 0, . . . , 0, ℓN). The infinite momentum frame is defined by
the limit ℓ0, ℓN →∞ with ℓ2 = ℓ20−ℓ2N of order m2c . We choose an axial gauge with reference
vector n = (1, 0, . . . , 0,−1), so that the gluon propagator is
Gµν(ℓ) =
1
ℓ2 + iǫ
(
−gµν + nµℓν + ℓµnν
n · ℓ
)
. (11)
We also introduce n¯ = (1, 0, . . . , 0,+1). Let Aµag∗→H(P )+X be the amplitude for a virtual
gluon to decay into a quarkonium state H plus additional final state particles X whose total
momentum is kX . The gluon fragmentation function can be defined by
Dg→H(z) =
∫
dℓ2
2π
∫
dNP
(2π)N2EP
∑
X
(2π)N+1δN+1(ℓ− P − kX) δ
(
z − P · n
ℓ · n
)
× 1
8(N − 1)
1
(ℓ2)2
(
Aνag∗→H(P )+X
)∗Aµag∗→H(P )+X
(
−gµν + nµn¯ν + n¯µnν
2
)
. (12)
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The sum over additional final state particles X includes integration over their phase space.
The last factor in (12) is the numerator of the gluon propagator in (11) evaluated at the
positive energy pole ℓ0 = ℓN + iǫ. It can also be written in the form
− gµν + nµn¯ν + n¯µnν
2
=
N−1∑
i=1
ǫ(i)∗µ ǫ
(i)
ν , (13)
where ǫ(i)µ , i = 1, . . . , N − 1, are the transverse polarization vectors for a real gluon whose
momentum is proportional to n¯. The factor of 1/(8(N − 1)) in (12) comes from averaging
over the color and polarization states of the decaying gluon. In calculations beyond leading
order, there are infrared poles in N−3 that arise from the splitting of the gluon into collinear
partons. They should be absorbed into the Altarelli-Parisi evolution of the fragmentation
functions. This complication will not enter into the leading-order calculations presented in
this paper.
The short-distance coefficients dmn(z) defined by the factorization formula (10) can be
obtained by a matching prescription analogous to (7) for the cross section:
∫
dℓ2
2π
∫
dNP
(2π)N2EP
∑
X
(2π)N+1δN+1(ℓ− P − kX) δ
(
z − P · n
ℓ · n
)
× 1
8(N − 1)
1
(ℓ2)2
(
−gµν + nµn¯ν + n¯µnν
2
)(
Aνag∗→cc¯′(P )+X
)∗Aµag∗→cc¯(P )+X
∣∣∣
pQCD
=
∑
mn
dmn(z) 〈χ†K′†mψ Pcc¯′,cc¯ ψ†Knχ〉
∣∣∣
pNRQCD
. (14)
The left side is calculated using perturbative QCD and expanded around the thresholds
q = q′ = 0. The matrix elements on the right side are calculated using perturbative
NRQCD and also expanded around the thresholds. Matching the expansions in q and q′
order by order in αs, we can determine the short-distance coefficients dmn(z).
IV. COLOR-OCTET TERMS AT ORDER αS
The leading color-octet terms in the gluon fragmentation function Dg→H(z) have short-
distance coefficients of order αs. These terms come from the decay of the virtual gluon
through the process g∗ → cc¯. For this simple case, there are no additional final state particles
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X in the left side of the matching condition (14). The energy-momentum-conserving delta
function forces P = ℓ and the QCD side of the matching condition collapses to
δ(1− z) 1
8(N − 1)(P 2)2
(
−gµν + nµn¯ν + n¯µnν
2
) (
Aνag∗→cc¯′(P )
)∗Aµag∗→cc¯(P )
∣∣∣
pQCD
. (15)
At leading order in αs, the amplitude for g
∗(ℓ)→ c(p)c¯(p¯) is given by the Feynman diagram
in Fig. 1:
Aµag∗→cc¯(P ) = gsµǫ u¯(p)γµT av(p¯). (16)
The coupling constant in (16) has been written gsµ
ǫ, where ǫ = (3 − N)/2 and µ is the
scale of dimensional regularization, so that gs remains dimensionless in N dimensions. The
momenta of the c and c¯ are p = 1
2
P + Lq and p¯ = 1
2
P − Lq, where Lµi is the matrix that
boosts a spacelike vector in the rest frame of the cc¯ pair to the frame in which the pair has
total momentum P . The components of the boost matrix are given in (A4) of Appendix A.
The spinor factor in (16) is expressed in terms of nonrelativistic Pauli spinors in (A9b). The
amplitude becomes
Aµag∗→cc¯(P ) = 2mcgsµǫ Lµi ξ†σiT aη . (17)
Inserting this into the QCD side of the matching condition (15), it reduces to
δ(1− z) παsµ
2ǫ
8(N − 1)m2c
(
−gµν + nµn¯ν + n¯µnν
2
)
Lνj L
µ
i η
′†σjT aξ′ξ†σiT aη . (18)
Using the explicit expression for the boost matrices in (A4), the contraction of LνjL
µ
i with
nνn¯µ reduces to (n · L)j(n¯ · L)i = −zˆj zˆi, where zˆ is the unit vector in the N ’th coordinate
direction. Using also the identity (A5a), the QCD side of the matching condition reduces to
δ(1− z) παsµ
2ǫ
8(N − 1)m2c
(
δij − zˆizˆj
)
η′†σjT aξ′ξ†σiT aη. (19)
We now consider the NRQCD side of the matching condition (14). The spinor factor in
(19) can be identified as the expansion to leading order in αs and to linear order in q and
q′ of the following NRQCD matrix element:
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〈χ†σjT aψPcc¯′,cc¯ ψ†σiT aχ〉
∣∣∣
pNRQCD
≈ 4m2c η′†σjT aξ′ξ†σiT aη. (20)
The tree-level expression for the matrix element in (20) is represented diagramatically in
Fig. 2. The dot represents the operators ψ†σiT aχ and χ†σjT aψ, which create and annihilate
cc¯ pairs from the vacuum. The 2 lines emerging from the right side of the diagram represent
the c and c¯ in the bra of the projection operator Pcc¯′,cc¯ defined in (8). The 2 lines entering
the left side of the diagram represent the c and c¯ in the ket of the projection operator. The
radiative corrections to the matrix element include diagrams in which virtual gluons are
exchanged between the c and c¯ on the right or between the c and c¯ on the left. They also
include diagrams in which real gluons enter the diagram on the left side and emerge on the
right side with the same momenta and in the same color and spin states. These contributions
come from higher Fock states in the projection operator Pcc¯′,cc¯ defined in (8). The sum over
soft states S in the definition of Pcc¯′,cc¯ includes integrals over the momenta of the real gluons
and sums over their spin and color quantum numbers. Since 〈χ†σjT aψPcc¯′,cc¯ ψ†σiT aχ〉
is a vacuum matrix element, the only diagrams that are allowed are those for which no
propagators are cut by a vertical line through the dot.
The coefficient of the factor (20) in (19) is the short-distance coefficient for the matrix
element. The same short-distance coefficient will hold for operators defined using the pro-
jection PH(λ), where λ specifies the polarization of the quarkonium state H . The color-octet
term in the gluon fragmentation functions at leading order in αs is therefore
Dg→H(λ)(z) = δ(1− z) παsµ
2ǫ
32(N − 1)m4c
(
δij − zˆizˆj
)
〈χ†σjT aψPH(λ) ψ†σiT aχ〉. (21)
The indices i and j range from 1 to N . We will find that, in order to obtain ultraviolet
finite results at order α2s, the matrix element in (21) will require renormalization. After that
renormalization has been carried out, we can take the limit N → 3. Our final result for the
order-αs term in the gluon fragmentation function is then
Dg→H(λ)(z) = δ(1− z)παs(mc)
64m4c
(
δij − zˆizˆj
)
〈χ†σjT aψPH(λ) ψ†σiT aχ〉(µ). (22)
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The indices i and j now range from 1 to 3. We have set the scale of the running coupling
constant in the short-distance coefficient equal to mc, since that coefficient is only sensitive
to momenta on the order of mc or larger. The superscript (µ) on the matrix element is a
reminder that it is a renormalized matrix element that may depend on a renormalization
scale µ. For a specific quarkonium state, it may be possible to simplify the matrix element in
(22) by using rotational symmetry, heavy-quark spin symmetry, and the vacuum saturation
approximation. For example, if we sum over polarizations, we can use rotational symmetry
to set
∑
λ
〈χ†σjT aψPH(λ) ψ†σiT aχ〉(µ) = 1
3
δij
∑
λ
〈χ†σkT aψPH(λ) ψ†σkT aχ〉(µ). (23)
For unpolarized quarkonium states, the calculation of the fragmentation function can be
simplified by using rotational symmetry at an earlier stage of the calculation. Under the
rotation group in N dimensions, q and q′ transform as vectors and ξ, η, ξ′, and η′ transform
as spinors. Denoting the action of an element R of the rotation group by R.q, R.ξ, etc., the
average over the rotation group of a function of these vectors and spinors can be defined by
f(q, ξ, η,q′, ξ′, η′) ≡
∫
dR f(R.q, R.ξ, R.η, R.q′, R.ξ′, R.η′), (24)
where dR is the invariant integration element on the group, normalized so that
∫
dR = 1.
We can average the factor (Aνag∗→cc¯′(P )+X)∗Aµag∗→cc¯(P )+X on the right side of (14) over rotations
if we also average the projection operator Pcc¯′,cc¯ on the left side. Alternatively, we can leave
Pcc¯′,cc¯ unchanged and simply restrict the sum on the left side to matrix elements for which
〈χ†K′†mψψ†Knχ〉 is a scalar.
Applying this rotational average to the QCD side of the matching condition in (18), it
becomes
δ(1− z) παsµ
2ǫ
8(N − 1)m2c
(
−gµν + nµn¯ν + n¯µnν
2
)
Lνj L
µ
i η
′†σjT aξ′ξ†σiT aη . (25)
The average over rotations of the spinor factor is
η′†σjT aξ′ξ†σiT aη =
1
N
δij η′†σkT aξ′ξ†σkT aη. (26)
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Using the identity (A5b), the QCD side of the matching condition in (25) immediately
collapses to
παsµ
2ǫ
8Nm2c
δ(1− z) η′†σkT aξ′ξ†σkT aη. (27)
The spinor factor is the lowest order expression for the matrix element
〈χ†σkT aψPcc¯′,cc¯ ψ†σkT aχ〉
∣∣∣
pNRQCD
≈ 4m2c η′†σkT aξ′ξ†σkT aη. (28)
The coefficient of this term in (27) is the short-distance coefficient for the matrix element.
Thus the QCD side of the matching condition can be written
παsµ
2ǫ
32Nm4c
δ(1− z) 〈χ†σkT aψPcc¯′,cc¯ ψ†σkT aχ〉
∣∣∣
pNRQCD
. (29)
The fragmentation function for an unpolarized quarkonium state H is therefore
Dg→H(z) = d
(8,3S1)(z) 〈χ†σkT aψPH ψ†σkT aχ〉(µ) , (30)
where the short-distance coefficient is
d(8,
3S1)(z) =
παs(mc)
96m4c
δ(1− z) . (31)
In the short-distance coefficient, we have set N = 3 and set the scale of the running coupling
constant equal to mc. The superscript (µ) on the matrix element in (30) indicates that it is
a renormalized matrix element. The projection operator PH in the matrix element in (30)
is the sum over helicities of the projection operators defined in (5): PH = ∑λ PH(λ). The
result (30) can also be obtained by using the identity (23) in the unpolarized fragmentation
function (22).
V. LEADING COLOR-SINGLET TERMS AT ORDER α2S
The leading color-singlet terms in the gluon fragmentation function Dg→H(z) have short-
distance coefficients of order α2s. These terms come from the decay of the virtual gluon
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through the process g∗ → cc¯g. The phase space integrals and the energy-momentum-
conserving delta function in the matching condition (14) reduce to
∫ dNP
(2π)N2EP
∫ dNk
(2π)N2|k| (2π)
N+1δN+1(ℓ− P − k)
=
1
2
∫ 1
0
dz
z(1 − z)
∫ dN−1P⊥
(2π)N−1
δ
(
ℓ2 − P
2
⊥ + P
2
z
− P
2
⊥
1− z
)
. (32)
If we only require fragmentation functions that are summed over the polarizations of the
quarkonium states, the calculation can be simplified by averaging both sides of the matching
condition over rotations of the vectors and spinors that specify the state of the cc¯ pair in its
rest frame. The integrand on the QCD side of the matching condition (14) then reduces to
a function of P 2⊥, and the integration over P⊥ can be carried out using the remaining delta
function in (32). The QCD side of the matching condition in (14) reduces to
(
√
4π)−(N+1)
16 Γ
(
N+1
2
) ∫ ∞
4m2c/z
ds
s2
PN−3⊥
(
−gµν + nµn¯ν + n¯µnν
2
) (
Aνag∗→cc¯′(P )+g
)∗Aµag∗→cc¯(P )+g
∣∣∣
pQCD
, (33)
where s = ℓ2 and P 2⊥ = (1 − z)(zs − 4E2q ). At leading order in αs, the amplitude for the
process g∗(l) → c(p) c¯(p¯) g(k), with the cc¯ pair in a color-singlet state, is the sum of the
Feynman diagrams in Fig. 3:
Aµag∗→cc¯(P )+g =
g2sµ
2ǫ
6
ǫνa(k) u¯(p)
[
γµ( 6 p¯ + 6k −mc)γν
2p¯ · k −
γν( 6p + 6k +mc)γµ
2p · k
]
v(p¯) . (34)
Using the identities for carrying out the nonrelativistic expansion of spinor factors given in
Appendix A, we expand (34) to linear order in q:
Aµag∗→cc¯(P )+g =
g2sµ
2ǫ
6P · k ǫ
νa(k)
{
mc L
µ
iL
ν
j(k · L)k ξ†{[σi, σj ], σk}η
+
2
mc
[
4m2c
P · k (k · L)i
(
kµLνj + L
µ
jℓ
ν − (k · L)j gµν
)
− (k · L)i(P µLνj − LµjP ν) + (k · L)j(P µLνi − LµiP ν)
+ P · k LµiLνj − P · ℓ LµjLνi
]
ξ†qiσjη
}
. (35)
In N > 3 dimensions, the spin matrix {[σi, σj], σk}, which is totally antisymmetric in its
three indices, is linearly independent of 1 and σi, i = 1, . . . , N . In 3 dimensions, it reduces
to the unit matrix multiplied by −4iǫijk.
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After inserting the amplitude (35) into the QCD side of the matching condition (33),
the spinor factors can be simplified by averaging over the rotation group. The factor
η′†q′kσlξ′ξ†qiσjη can be reduced to a linear combination of three independent rotationally-
invariant spinor factors:
ξ′† q′kσl η′η† qiσj ξ =
1
N(N − 1)(N + 2)
×
[ (
(N + 1)δijδkl − δikδjl − δilδjk
)
η′†q′ · σξ′ξ†q · ση
+
(
(N + 1)δikδjl − δijδkl − δilδjk
)
η′†q′mσnξ′ξ†qmσnη
+
(
(N + 1)δilδjk − δijδkl − δikδjl
)
η′†q′mσnξ′ξ†qnσmη
]
. (36)
The spinor factors η′†q′lσmξ′ξ†{[σi, σj], σk}η and η′†{[σl, σm], σn}ξ′ξ†qiσjη average to zero,
while η′†{[σi, σj], σk}ξ′ξ†{[σi, σj ], σk}η reduces to a single rotationally-invariant spinor fac-
tor:
η′†{[σl, σm], σn}ξ′ξ†{[σi, σj ], σk}η
=
1
N(N − 1)(N − 2)
∣∣∣∣∣∣∣∣∣∣∣∣
δil δjl δkl
δim δjm δkm
δin δjn δkn
∣∣∣∣∣∣∣∣∣∣∣∣
η′†{[σr, σs], σt}ξ′ξ†{[σr, σs], σt}η.
(37)
We will find that there are no poles in N − 3 multipying this spinor factor. It can therefore
be simplified by using the commutation relations (4) for N = 3:
η′†{[σr, σs], σt}ξ′ξ†{[σr, σs], σt}η = −96 η′†ξ′ξ†η, N = 3. (38)
After averaging the spinor factors over the rotation group using (36) and (37), all the
Cartesian indices of the boost tensors Lµi are contracted and they can be simplified using the
identity (A5b) of Appendix A. The factor ǫν
′a(k)∗ǫνa(k), summed over colors and polariza-
tions of the real gluon, can be replaced by 8(−gν′ν). After simplifying all the Lorentz algebra,
the QCD side of the matching condition (33) reduces to integrals of scalar quantities:
(
√
π)3−Nα2sµ
4ǫ
72 Γ
(
N+1
2
)
N(N − 1)(N + 2)m4+2ǫc
∫ ∞
(1−z)/z
dx
x4 (1 + x)2
t(N−3)/2
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×
(
m2c W0(x, z)
(
− 1
96
η′†{[σr, σs], σt}ξ′ξ†{[σr, σs], σt}η
)
+W1(x, z) η
′†q′ · σξ′ξ†q · ση + W2(x, z) η′†q′mσnξ′ξ†qmσnη
+W3(x, z) η
′†q′mσnξ′ξ†qnσmη
)
, (39)
where x = (s− 4m2c)/(4m2c), t = (1− z)(zx + z − 1), and
W0(x, z) = 6 (N + 2) x
2
[
−4t(1 + x) + (N − 1)x2
]
, (40a)
W1(x, z) = −4t
[
4N + 4(N − 2)x+ (N − 9)x2 + (N − 1)x3
]
+ (N − 1)x2
[
4− 4(N + 1)x+ (N − 1)x2
]
, (40b)
W2(x, z) = −4t
[
−8− 16x+ (2N2 +N − 17)x2 + (2N2 +N − 9)x3
]
+ (N − 1)x2
[
4(N2 − 3) + 4(N2 − 3)x+ (2N2 +N − 9)x2
]
, (40c)
W3(x, z) = −4t
[
4N − 4(N2 − 2N − 4)x− (6N2 − 5N − 23)x2 − (2N2 −N − 7)x3
]
+ (N − 1)x2
[
4− 4(N2 − 5)x− (2N2 −N − 7)x2
]
. (40d)
Upon integrating (39) over x, we obtain distributions in z. Some of these distributions
are infrared divergent in the sense that the integrals over z diverge as N → 3. The infrared
divergences arise from the following integrals:
∫ ∞
(1−z)/z
dx
t−ǫ
x2
= Γ(1 + ǫ)Γ(1− ǫ) z (1− z)−1−2ǫ , (41)
∫ ∞
(1−z)/z
dx
t1−ǫ
x4
=
Γ(2 + ǫ)Γ(2− ǫ)
6
z3 (1− z)−1−2ǫ . (42)
The divergences as ǫ→ 0 can be made explicit by using the expansion
(1− z)−1−2ǫ = − 1
2ǫ
δ(1− z) + 1
(1− z)+ + . . . . (43)
There is no infrared divergence in the W0 term. The divergences in the W1 and W3 terms
are multiplied by factors of ǫ, and they give δ(1− z) terms. There is an infrared divergence
that survives in the W2 term.
Integrating over x in (39) and taking the limit ǫ → 0, the QCD side of the matching
condition reduces to
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d(1,
1S0)(z) 4m2cη
′†ξ′ξ†η
+ d1(z) 4m
2
cη
′†q′ · σξ′ξ†q · ση + d3(z) 4m2cη′†q′mσnξ′ξ†qnσmη
+
[
− α
2
s
324m6c
(
1
ǫIR
+ ln(4πµ2)− γ + 2
3
)
δ(1− z)
+ d2(z, µ)
]
4m2cη
′†q′mσnξ′ξ†qmσnη . (44)
The coefficient of the first spinor factor is
d(1,
1S0)(z) =
α2s
144m4c
[2(1− z) ln(1− z) + z(3 − 2z)] . (45)
The remaining three functions in (44) are
d1(z) =
α2s
6480m6c
[δ(1− z) + 6(17− 11z) ln(1− z) + 15z(7− 2z)] , (46a)
d2(z, µ) =
α2s
6480m6c
[
40
z
(1− z)+ − 40
(
ln
µ
2mc
− 3
20
)
δ(1− z)
+ 36(2− z) ln(1− z) + 10z(5 − 4z)
]
, (46b)
d3(z) =
α2s
6480m6c
[δ(1− z) + 36(2− z) ln(1− z) + 60z] . (46c)
The subscript IR on the ǫ in (44) is a reminder that the pole is of infrared origin. The
reason for associated the term ln(4πµ2)− γ + 2
3
with the pole in ǫ in (44) will become clear
later.
We now consider the NRQCD side of the matching condition (14). The spinor factors in
(44) can be identified as the tree-level expressions for NRQCD matrix elements, expanded
to linear order in q and q′. The first matrix element is
〈χ†ψ Pcc¯′,cc¯ ψ†χ〉
∣∣∣
pNRQCD
≈ 4m2c η′†ξ′ξ†η , (47)
and the remaining three are
〈χ†(− i
2
↔
D · σ)ψ Pcc¯′,cc¯ ψ†(− i2
↔
D · σ)χ〉
∣∣∣
pNRQCD
≈ 4m2c η′†q′ · σξ′ξ†q · ση, (48a)
〈χ†(− i
2
↔
D)mσnψ Pcc¯′,cc¯ ψ†(− i2
↔
D)mσnχ〉
∣∣∣
pNRQCD
≈ 4m2c η′†q′mσnξ′ξ†qmσnη, (48b)
〈χ†(− i
2
↔
D)mσnψ Pcc¯′,cc¯ ψ†(− i2
↔
D)nσmχ〉
∣∣∣
pNRQCD
≈ 4m2c η′†q′mσnξ′ξ†qnσmη. (48c)
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For the matrix elements (47), (48a), and (48c), we can immediately read off the short-
distance coefficients from (44). They are the functions of z given in (45), (46a), and (46c).
However the coefficient of η′†q′mσnξ′ξ†qmσnη in (44) contains an infrared pole in ǫ, indicating
that it is sensitive to long-distance effects. Since an infrared divergence cannot appear in a
short-distance coefficient, that divergence must be matched by an infrared divergence from
some matrix element on the NRQCD side of the matching condition. Infrared divergences
in NRQCD matrix elements can arise only from radiative corrections. Since the divergence
in (44) has a coefficient of order α2s, the infrared-divergent NRQCD matrix element must
have a short-distance coefficient of order αs. The only such scalar matrix element is the
one whose short-distance coefficient has already been determined in (29). Thus the infrared
divergence on the NRQCD side of the matching condition must come from that term.
If the cc¯ pairs are in color-singlet states, the tree level expression (28) for the matrix
element vanishes and the leading contribution comes instead from radiative corrections.
Specifically, it comes from the cc¯g term in the projection operator Pcc¯′,cc¯ defined in (8):
∑
λb
∫
dNk
(2π)N2k
∣∣∣c(q′, ξ′)c¯(−q′, η′) + g(k, λ, b)〉〈c(q, ξ)c¯(−q, η) + g(k, λ, b)∣∣∣ . (49)
The sum is over the N − 1 physical polarizations and the 8 color states of the real gluon.
The leading contributions to the matrix element are represented by the diagrams in Figure
4. The expression for diagram 4a is
4g2µ2ǫ η′†σnT aT bξ′ξ†σnT bT aη
∫
dNk
(2π)N2k
(
q · q′ − q · kˆ kˆ · q′
)
× 1
Eq + k − (q + k)2/(2mc) + iǫ
1
Eq + k − (q′ + k)2/(2mc) + iǫ , (50)
where Eq = q
2/(2mc) = (q
′)2/(2mc). As discussed in Appendix B of Ref. [1], the proper
way to evaluate the diagram is to first expand out the denominators in powers of q/mc,
q′/mc, and k/mc, and then integrate over k. Keeping only terms up to linear order in q/mc
and q′/mc, the diagram reduces to
8παsµ
2ǫ η′†σnT aT bξ′ξ†σnT aT bη
∫
dNk
(2π)N
q · q′ − q · kˆ kˆ · q′
k3
. (51)
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The integral is both ultraviolet and infrared divergent. It vanishes in dimensional regular-
ization due to a cancellation between an ultraviolet pole in ǫ and an infrared pole. Making
these poles explicit, the diagram can be written
4αs
3π
(
1
ǫUV
− 1
ǫIR
)
η′†q′
m
σnT aT bξ′ξ†qmσnT bT aη . (52)
The subscripts UV and IR on ǫ indicate whether the pole is of ultraviolet or infrared
origin. We have set N = 3 in the prefactor, since any finite terms obtained by expanding
the prefactor in powers of ǫ will cancel. The effect of the other 3 diagrams is simply to
symmetrize both of the products of color matrices T aT b. Since the projector Pcc¯′,cc¯ requires
the asymptotic cc¯ pairs to be in color-singlet states, we can replace {T a, T b} by δab/3. The
final result for the matrix element is
〈χ†σkT aψPcc¯′,cc¯ ψ†σkT aχ〉
∣∣∣
pNRQCD
=
32αs
27π
(
1
ǫUV
− 1
ǫIR
)
η′†q′
m
σnξ′ξ†qmσnη . (53)
After multiplying by the short-distance coefficient in (29), we find that the infrared pole in
ǫ matches the one on the QCD side of the matching condition, which is given in (44).
After taking into account the matrix element (53) on the NRQCD side of the matching
condition, the short-distance coefficient of the matrix element (48b) can be read off from
(44). The net effect of taking into account the matrix element (53) is simply to change
the infrared pole in ǫ into an ultraviolet pole. The short-distance coefficient of the matrix
element (48b) therefore contains an ultraviolet divergence. This divergence must be removed
by operator renormalization in NRQCD. As is evident from the ultraviolet pole in ǫ in (53),
it is the matrix element 〈χ†σkT aψPcc¯′,cc¯ψ†σkT aχ〉 that requires renormalization. In the MS
renormalization scheme, the relation betweeen the matrix element of the bare operator and
matrix elements of renormalized operators is
〈χ†σkT aψPcc¯′,cc¯ ψ†σkT aχ〉 = µ−4ǫ
(
〈χ†σkT aψPcc¯′,cc¯ ψ†σkT aχ〉(µ)
+
8αs
27πm2c
(
1
ǫUV
+ ln(4π)− γ
)
〈χ†(− i
2
↔
D)mσnψPcc¯′,cc¯ ψ†(− i2
↔
D)mσnχ〉(µ)
)
. (54)
The superscripts (µ) on the matrix elements on the right side indicate that they are renor-
malized matrix elements with renormalization scale µ. We will suppress this superscript on
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P-wave matrix elements, since they do not require any renormalization at this order in αs.
The fermion field operators in the bare matrix element on the left side of (54) have dimen-
sion N/2. The fermion field operators in the renormalized matrix elements on the right side
have dimension 3/2. The factor of µ−4ǫ on the right side of (54) compensates for the differ-
ence between the dimensions of the two sides. Solving (54) for 〈χ†σkT aψPcc¯′,cc¯ψ†σkT aχ〉(µ)
and using (53) and (48b), we find that the renormalized matrix element, with dimensional
regularization as the infrared cutoff, is
〈χ†σkT aψPcc¯′,cc¯ ψ†σkT aχ〉(µ)
∣∣∣
pNRQCD
= −32αs
27π
(
1
ǫIR
+ ln(4π)− γ
)
η′†q′
m
σnξ′ξ†qmσnη . (55)
Multiplying (54) by the short-distance coefficient in (29), we find that the contribution from
the renormalized matrix element to the NRQCD side of the matching condition is
παsµ
2ǫ
32Nm4c
δ(1− z) 〈χ†σkT aψPcc¯′,cc¯ ψ†σkT aχ〉(µ)
∣∣∣
pNRQCD
= − α
2
s
324m6c
(
1
ǫUV
+ ln(4πµ2)− γ + 2
3
)
δ(1− z) 4m2cη′†q′mσnξ′ξ†qmσnη . (56)
This term on the NRQCD side of the matching condition matches the part of the
η′†q′mσnξ′ξ†qmσnη term on the QCD side that contains the pole in ǫ. Subtracting this
term from (44), we find that the short-distance coefficient of the matrix element (48b) is the
function d2(z, µ) given in (46b).
Note that the calculation of the radiative correction to the NRQCD matrix element
in (53) was necessary only to determine the coefficient of the counterterm in (54). The
radiative correction itself vanishes if we identify ǫUV = ǫIR. Its only effect is to transform
the ultraviolet pole in the coefficient of the counterterm into an infrared pole on the NRQCD
side of the matching condition.
Combining the color-octet term in (30) with the color-singlet terms determined above, we
obtain a general expression for the gluon fragmentation function of an unpolarized quarko-
nium state H :
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Dg→H(z) = d
(8,3S1)(z) 〈χ†σnT aψ PH ψ†σnT aχ〉(µ) + d(1,1S0)(z) 〈χ†ψ PH ψ†χ〉
+ d1(z) 〈χ†(− i2
↔
D · σ)ψ PH ψ†(− i2
↔
D · σ)χ〉
+ d2(z, µ) 〈χ†(− i2
↔
D)mσnψ PH ψ†(− i2
↔
D)mσnχ〉
+ d3(z) 〈χ†(− i2
↔
D)mσnψ PH ψ†(− i2
↔
D)nσmχ〉 , (57)
where the short-distance coefficients are given in (31), (45), and (46). This expression
for the fragmentation function includes all those color-octet matrix elements with short-
distance coefficient of order αs and all those color-singlet matrix elements with short-distance
coefficients of order α2s that involve at most one derivative acting on χ
† and ψ and at most
one derivative acting on ψ† and χ.
The µ-dependence of the coefficient d2(z, µ) in (57) is cancelled by the µ-dependence of
the color-octet matrix element. The renormalization group equation that determines the
µ-dependence of that matrix element is obtained by differentiating (54) with respect to µ.
We use the fact that the bare matrix element on the left side is independent of µ and that
the bare coupling constant, which at this order is αsµ
2ǫ, is also independent of µ. Replacing
Pcc¯′,cc¯ by the projector PH , we find
µ
d
dµ
〈χ†σkT aψPH ψ†σkT aχ〉(µ) = 16
27πm2c
αs(µ)〈χ†(− i2
↔
D)mσnψ PH ψ†(− i2
↔
D)mσnχ〉 . (58)
The solution to this renormalization group equation at leading order in αs is
〈χ†σkT aψPH ψ†σkT aχ〉(µ) = 〈χ†σkT aψPH ψ†σkT aχ〉(µ0)
− 32
9(33− 2nf)m2c
log
(
αs(µ)
αs(µ0)
)
〈χ†(− i
2
↔
D)mσnψ PH ψ†(− i2
↔
D)mσnχ〉 , (59)
where nf is the number of flavors of light quarks (nf = 3 for charmonium).
VI. GLUON FRAGMENTATION FUNCTIONS
The relative importance of the various terms in the fragmentation function (57) depends
on the quarkonium state. The magnitude of a particular term is determined by the order in
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αs of its short-distance coefficient and by the scaling of the matrix element with v, which is
given by the velocity-scaling rules of NRQCD [1]. Below, we apply this general fragmentation
formula to specific S-wave states and P-wave states.
A. Spin-singlet S-wave states
The dominant Fock state of the ηc consists of a cc¯ pair in a color-singlet
1S0 state.
The dominant matrix element is therefore 〈χ†ψPηcψ†χ〉, which scales as v3. It has a short-
distance coefficient of order α2s, and therefore contributes to the gluon fragmentation function
at order α2sv
3. Since the dominant Fock state can be reached from a color-octet 3S1 state
through a chromomagnetic dipole transition, the matrix element 〈χ†σkT aψPηcψ†σkT aχ〉 is
suppressed by v3 relative to the dominant matrix element. It contributes to Dg→ψ(z) at
order αsv
6. The color-singlet P-wave matrix elements in (57) are all suppressed by v7. Their
contributions are therefore of order α2sv
10, and are expected to be negligible.
The most important term in the gluon fragmentation function for the ηc is the color-
singlet 1S0 term. Keeping only this term, the fragmentation function reduces to
Dg→ηc(z) =
α2s(mc)
144m4c
[
3z − 2z2 + 2(1− z) ln(1− z)
]
〈χ†ψPηc ψ†χ〉 . (60)
Since the short-distance coefficient is dominated by contributions from large momenta of
order mc or larger, we have set the scale of the running coupling constant equal to mc.
The standard NRQCD matrix elements 〈On(2S+1LJ )〉 introduced in Ref. [1] were defined
using a projection operator analogous to PH in (5), except that the states have the standard
nonrelativistic normalization. The relation between our matrix elements and those defined
in Ref. [1] is discussed in Appendix B of [3]. At leading order in v2, they differ simply by a
normalization factor. For the matrix element in (60), the relation is
〈χ†ψPηc ψ†χ〉 ≈ 4mc 〈Oηc1 (1S0)〉 . (61)
The term (60) in the fragmentation function was first calculated by Braaten and Yuan [5].
The next most important term should be the color-octet 3S1 term in (57).
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B. Spin-triplet S-wave states
The dominant Fock state of the J/ψ consists of a cc¯ pair in a color-singlet 3S1 state. The
dominant matrix element is therefore 〈χ†σkψPψψ†σkχ〉, which scales as v3. Since the domi-
nant Fock state can be reached from a color-octet 3S1 state through a double chromoelectric
dipole transition, the matrix element 〈χ†σkT aψPψψ†σkT aχ〉 is suppressed by v4 relative to
the dominant matrix element. The matrix element 〈χ†ψPψψ†χ〉 is suppressed by v7 and the
color-singlet P-wave matrix elements in (57) are all suppressed by v8. Their contributions
are therefore expected to be negligible.
Of the terms that we have calculated, the most important is the color-octet 3S1 term.
Keeping only this term, the fragmentation function reduces to
Dg→ψ(z) = δ(1− z)παs(mc)
96m4c
〈χ†σiT aψPψ ψ†σiT aχ〉. (62)
Since the short-distance coefficient is dominated by contributions from large momenta of
order mc or larger, we have set the scale of the running coupling constant equal to mc.
Up to corrections of relative order v2, the matrix element in (62) differs from the standard
NRQCD matrix element introduced in Ref. [1] only by a normalization factor:
〈χ†σiT aψPψ ψ†σiT aχ〉 ≈ 4mc 〈Oψ8 (3S1)〉 . (63)
The result (62) was first given by Braaten and Fleming [6]. This contribution to the frag-
mentation function is of order αsv
7. If we assume that the effect of a suppression factor
of αs is comparable to that of a suppression factor of v
2, then there is one other term in
the fragmentation function that could be equally important. The color-singlet 3S1 term
contributes at order α3sv
3. It has been calculated in Ref. [7].
C. Spin-singlet P-wave states
The dominant Fock state of the hc consists of a cc¯ pair in a color-singlet
1P1 state. According to the velocity-scaling rules, the largest matrix elements are
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〈χ†(− i
2
↔
D)mψPhcψ†(− i2
↔
D)mχ〉 and 〈χ†T aψPhcψ†T aχ〉, both of which scale as v5. The rea-
son that they are comparable in magnitude is that one is suppressed by a factor of v2 from
the covariant derivatives, while the other is suppressed by v2 because of the chromoelectric
dipole transition required to reach the dominant Fock state from a color-octet 1S0 state.
The color-octet 3S1 and color-singlet
1S0 matrix elements in (57) contribute at orders αsv
8
and α2sv
9, respectively. The color-singlet P-wave matrix elements in (57) contribute at order
α2sv
12 and should be negligible. If we assume that the effect of a suppression factor of αs
is comparable to that of a suppression factor of v2, then the most important term is the
color-octet 1S0 term, which contributes at order α
2
sv
5. This term has not yet been calculated.
D. Spin-triplet P-wave states
The dominant Fock state of the χcJ consists of a cc¯ pair in a color-singlet
3PJ state. Ac-
cording to the velocity-scaling rules, the largest matrix elements are 〈χ†σiT aψPχcJψ†σiT aχ〉
and the color-singlet P-wave matrix elements in (57), all of which scale as v5. The color-
octet 3S1 matrix element contributes to the gluon fragmentation function at order αsv
5,
while the color-singlet P-wave matrix elements contribute at order α2sv
5. The matrix ele-
ment 〈χ†ψPχcJψ†χ〉 contributes at order α2sv8 and should be negligible. We will therefore
consider only the color-octet 3S1 term and the color-singlet P-wave terms in the fragmenta-
tion function.
The symmetries of NRQCD can be used to reduce the three color-octet S-wave matrix
elements 〈χ†σiT aψPχcJψ†σiT aχ〉 to one independent matrix element, which we take to be
the J = 0 one. These symmetries are rotational symmetry and heavy-quark spin symmetry.
Spin symmetry is an approximate symmetry with corrections that are of relative order v2.
It implies that the state χcJ(λ), which is an eigenstate of J
2 and Jz, can be expressed in the
form
∣∣∣χcJ(λ)〉 ≈ ∑
lzsz
〈1lz; 1sz|Jλ〉
∣∣∣χc(lzsz)〉 , (64)
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where χc(lzsz) is an eigenstate of Lz and Sz. Using the definition (5) of the projection
operator PH , the color-singlet 3S1 matrix element can be written
〈χ†σiT aψPχcJ ψ†σiT aχ〉 ≈
∑
λ
∑
lzsz
∑
l′zs
′
z
〈1lz; 1sz|Jλ〉〈Jλ|1l′z; 1s′z〉
×∑
S
〈
0
∣∣∣χ†σiT aψ∣∣∣χc(lzsz) + S〉〈χc(l′zs′z) + S
∣∣∣ψ†σiT aχ∣∣∣0〉 . (65)
Spin symmetry also implies that the two matrix elements in (65) are proportional to Uszi
and U †is′z , where Umi is the unitary 3× 3 matrix that transforms vectors from the Cartesian
basis to the spherical basis. Finally, rotational symmetry implies that the product of the two
matrix elements in (65) summed over soft states S must be proportional to δlzl′z . Using the
orthogonality relations of the Clebsch-Gordan coefficients, the equation (65) can be reduced
to
〈χ†σiT aψPχcJ ψ†σiT aχ〉 ≈ (2J + 1) 〈χ†σiT aψPχc0 ψ†σiT aχ〉 . (66)
These relations hold up to corrections of relative order v2.
The color-singlet P-wave matrix elements in (57) can also be reduced to a single inde-
pendent matrix element, which we choose to be 〈χ†(− i
2
↔
D · σ)ψPχc0ψ†(− i2
↔
D · σ)χ〉. Using
the expression (64) for the χcJ states and the definition (5), we can write
〈χ†(− i
2
↔
D)iσjψPχcJψ†(− i2
↔
D)mσnχ〉 ≈ ∑
λ
∑
lzsz
∑
l′zs
′
z
〈1lz; 1sz|Jλ〉〈Jλ|1l′z; 1s′z〉
×∑
S
〈
0
∣∣∣χ†(− i
2
↔
D)iσjψ
∣∣∣χc(lzsz) + S〉〈χc(l′zs′z) + S∣∣∣ψ†(− i2↔D)mσnχ
∣∣∣0〉 . (67)
Spin symmetry implies that the two matrix elements in (67) are proportional to Uszj and
U †ns′z . Since the operators create and annihilate cc¯ pairs in the dominant Fock state of χc, we
can use the vacuum-saturation approximation, which is accurate up to corrections of relative
order v4. Keeping only the vacuum term in the sum over S, the matrix elements reduce to
〈0|χ†(− i
2
↔
D)iσjψ|χc(lzsz)〉 and 〈χc(l′zs′z)|ψ†(− i2
↔
D)mσnχ|0〉. By rotational symmetry, these
must be proportional to Ulzi and U
†
ml′z
. Thus the tensorial structure of the matrix element
(67) is completely determined. The proportionality constant can be deduced by taking the
special case J = 0, i = j and m = n. The resulting formula is
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〈χ†(− i
2
↔
D)iσjψPχcJψ†(− i2
↔
D)mσnχ〉 ≈ 1
3
〈χ†(− i
2
↔
D · σ)ψPχc0ψ†(− i2
↔
D · σ)χ〉
× ∑
λ
∑
lzsz
∑
l′zs
′
z
〈1lz; 1sz|Jλ〉〈Jλ|1l′z; 1s′z〉UszjU †ns′zUlziU
†
ml′z
. (68)
The scalar combinations of these matrix elements can be simplified by using the orthogo-
nality relations of Clebsch-Gordan coefficients together with the identity
(
UU t
)
m1m2
= −
√
3 〈1m1; 1m2|00〉 . (69)
The resulting formulas are
〈χ†(− i
2
↔
D · σ)ψPχcJψ†(− i2
↔
D · σ)χ〉 ≈ δJ0 〈χ†(− i2
↔
D · σ)ψPχc0ψ†(− i2
↔
D · σ)χ〉 , (70a)
〈χ†(− i
2
↔
D)mσnψPχcJψ†(− i2
↔
D)mσnχ〉 ≈ 2J + 1
3
〈χ†(− i
2
↔
D · σ)ψPχc0ψ†(− i2
↔
D · σ)χ〉 , (70b)
〈χ†(− i
2
↔
D)mσnψPχcJψ†(− i2
↔
D)nσmχ〉
≈ (−1)J 2J + 1
3
〈χ†(− i
2
↔
D · σ)ψPχc0ψ†(− i2
↔
D · σ)χ〉 . (70c)
Using the relations (66) and (70), the dominant terms in the gluon fragmentation function
for the χcJ reduce to
Dg→χcJ (z) = (2J + 1) d
(8,3S1)(z) 〈χ†σnT aψ Pχc0 ψ†σnT aχ〉(µ)
+ d(1,
3PJ )(z, µ) 〈χ†(− i
2
↔
D · σ)ψ Pχ0 ψ†(− i2
↔
D · σ)χ〉 , (71)
where d(8,
3S1)(z) is given in (31) and d(1,
3PJ)(z, µ) is a linear combination of the functions in
(46):
d(1,
3PJ )(z, µ) = δJ0 d1(z) +
2J + 1
3
d2(z, µ) + (−1)J 2J + 1
3
d3(z) . (72)
More explicitly, these coefficients are
d(1,
3PJ )(z, µ) =
α2s(mc)
486m6c
[
(2J + 1)
z
(1− z)+
+
(
QJ − (2J + 1) log µ
2mc
)
δ(1− z) + PJ(z)
]
, (73)
where the numbers QJ are
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Q0 =
1
4
, Q1 =
3
8
, Q2 =
7
8
, (74)
and the functions PJ(z) are
P0(z) =
z(85− 26z)
8
+
9(5− 3z)
4
log(1− z) , (75)
P1(z) = −3z(1 + 4z)
4
, (76)
P2(z) =
5z(11− 4z)
4
+ 9(2− z) log(1− z) . (77)
The matrix elements in (71) are related to the standard matrix elements defined in Ref. [1]
by
〈χ†σiT aψ Pχ0 ψ†σiT aχ〉 ≈ 4mc Oχ08 (3S1) , (78)
〈χ†(− i
2
↔
D · σ)ψ Pχ0 ψ†(− i2
↔
D · σ)χ〉 ≈ 12mc Oχ01 (3P0) . (79)
We now compare our results for the gluon fragmentation functions of the χcJ states
with previous calculations. These fragmentation functions were first calculated by Braaten
and Yuan [8]. They regularized the infrared divergence from the process g∗ → cc¯g by
imposing a cut-off |k| > Λ on the momentum of the real gluon in the final state, and
they used the covariant projection method to isolate the contributions to the fragmentation
functions for χc0, χc1, and χc2. They also assumed implicitly that the renormalization of the
NRQCD matrix element 〈χ†σiT aψPcc¯′,cc¯ψ†σiT aχ〉 was carried out in such a way that the
net effect of terms on the NRQCD side of the matching condition was simply to transform
the infrared cutoff Λ into an ultraviolet cutoff on NRQCD. The fragmentation functions
calculated in Ref. [8] have been checked by Cho, Wise, and Trivedi [9], who extended the
calculation to the polarized fragmentation functions of g → χJ . Our results differ from those
in Ref. [8] only in the coefficients of the δ(1− z) terms in (73). Braaten and Yuan obtained
Q′J − (2J + 1) ln(Λ/mc), where Q′0 = 1312 , Q′1 = 238 , and Q′2 = 12124 . The numbers QJ and Q′J
differ by 5
6
(2J + 1). Since the difference between the coefficients of δ(1− z) is proportional
to 2J + 1, it can be absorbed into a shift in the value of the color-octet matrix element
〈χ†σiT aψPχ0ψ†σiT aχ〉. The relation between the matrix elements in the two calculations is
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〈χ†σiT aψ Pχ0 ψ†σiT aχ〉(µ)
∣∣∣∣∣
dim.reg.
= 〈χ†σiT aψ Pχ0 ψ†σiT aχ〉(Λ)
∣∣∣∣∣
cutoff
+
16αs
81πm2c
(
ln
µ
2Λ
+
5
6
)
〈χ†(− i
2
↔
D · σ)ψ Pχ0 ψ†(− i2
↔
D · σ)χ〉 . (80)
Thus our calculation is consistent with that of Braaten and Yuan. The differences in the
short-distance coefficients are due simply to different definitions of the color-octet matrix
element.
The gluon fragmentation functions for χcJ have also been calculated by Ma [10]. Ma used
dimensional regularization to cut off the infrared divergence from the process g∗ → cc¯g. He
also used the covariant projection method to isolate the contributions to the fragmentation
functions for χc0, χc1, and χc2. His results differ from ours only in the numbers QJ multiply-
ing the δ(1− z) terms in (73). He obtained Q0 = 14 , Q1 = 158 , and Q2 = 198 . The differences
between his values of QJ and ours are not proportional to 2J+1. Therefore, they cannot be
absorbed into a redefinition of the color-octet matrix element. We attribute the discrepancy
to an inconsistency in Ma’s calculation. Dimensional regularization of the infrared diver-
gence involves analytically continuing integrals to 3 − 2ǫ dimensions, while the standard
covariant projection method uses projection matrices that are specific to 3 dimensions.
VII. CONCLUSIONS
Dimensional regularization is the most convenient method for regularizing the infrared
and ultraviolet divergences that arise in calculations of quarkonium production and annihila-
tion rates beyond leading order. The standard covariant projection method is incompatible
with dimensional regularization. An alternative method for calculating the short-distance
coefficients in the NRQCD factorization formulas is the threshold expansion method devel-
oped in Ref. [3]. In this paper, we have generalized this method to N spatial dimensions,
so that dimensional regularization can be used consistently to regularize the infrared and
ultraviolet divergences that arise in perturbative calculations. We illustrated the method by
calculating the color-octet terms of order αs and the color-singlet terms of order α
2
s in the
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gluon fragmentation functions for arbitrary quarkonium states. We resolved a discrepancy
between two previous calculations of the gluon fragmentation functions for the spin-triplet
P-wave quarkonium states. This general and systematic method should be very useful in
extending calculations of the production and decay rates of heavy quarkonium states to
higher orders in perturbation theory.
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APPENDIX A: NONRELATIVISTIC EXPANSION OF SPINORS
This appendix is identical to Appendix A of Ref. [3], except that it includes only those
formulas that generalize to N spacial dimensions. Formulas involving Levi-Civita tensors
that cannot be easily generalized are omitted. We give the nonrelativistic expansions for the
spinors of a heavy quark c and antiquark c¯ for arbitrary momentum P = (P0, P1, . . . , PN).
We assume that the relative momentum q = (q1, . . . , qN) of the c in the center-of-momentum
(CM) frame of the cc¯ pair is small compared to the quark mass mc. The momenta p and p¯
of the c and c¯ can be written
p = 1
2
P + Lq , (A1a)
p¯ = 1
2
P − Lq , (A1b)
where P is the total momentum and L is a Lorentz boost matrix. From the mass-shell
conditions, p2 = p¯2 = m2c , we have P · Lq = 0 and P 2 = 4E2q , where Eq =
√
m2c + q
2. The
components of the momenta P and Lq in the CM frame of the pair are
P µ
∣∣∣∣
CM
= (2Eq, 0) , (A2a)
(Lq)µ
∣∣∣∣
CM
= (0, q) . (A2b)
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When boosted to an arbitrary frame in which the pair has total spacial momentum P, these
momenta are
P µ =
(√
4E2q +P
2, P
)
, (A3a)
(Lq)µ = Lµj q
j . (A3b)
The boost matrix Lµj, which has one Lorentz index and one Cartesian index, has components
L0j =
1
2Eq
P j , (A4a)
Li j = δ
ij − P
iP j
P2
+
P 0
2Eq
P iP j
P2
. (A4b)
The contraction of the boost tensor Lµi with the Lorentz vector P vanishes: PµL
µ
j = 0. The
contractions of two boost matrices in their Lorentz indices or in their Cartesian indices have
simple forms:
gµνL
µ
iL
ν
j = −δij , (A5a)
LµiL
ν
i = −gµν +
P µP ν
P 2
. (A5b)
The representation for gamma matrices that is most convenient for carrying out the
nonrelativistic expansion of a spinor is the Dirac representation:
γ0 =

 1 0
0 −1

 , γi =

 0 σ
i
−σi 0

 . (A6)
In the CM frame of the cc¯ pair, the spinors for the c and the c¯ are
u(p)
∣∣∣∣∣
CM
=
1√
Eq +mc

 (Eq +mc) ξ
q · σ ξ

 , (A7a)
v(p¯)
∣∣∣∣∣
CM
=
1√
Eq +mc

 −q · σ η
(Eq +mc) η

 . (A7b)
Color and spin quantum numbers on the Dirac spinors and on the Pauli spinors ξ and η are
suppressed. When boosted to a frame in which the pair has total spacial momentum P, the
spinors for the c and c¯ are
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u(p) =
1√
4Eq(P0 + 2Eq)(Eq +mc)
(2Eq + /Pγ0)

 (Eq +mc) ξ
q · σ ξ

 , (A8a)
v(p¯) =
1√
4Eq(P0 + 2Eq)(Eq +mc)
(2Eq + /Pγ0)

 −q · σ η
(Eq +mc) η

 . (A8b)
These spinors are normalized so that u¯u = −v¯v = 2mc if the Pauli spinors are normalized
so that ξ†ξ = η†η = 1.
The independent quantities that can be formed by sandwiching 3 or fewer Dirac matrices
between u¯(p) and v(p¯) are
u¯(p)v(p¯) = −2 ξ†(q · σ)η, (A9a)
u¯(p)γµv(p¯) = Lµj
(
2Eq ξ
†σjη − 2
Eq +mc
qj ξ†(q · σ)η
)
, (A9b)
u¯(p)(γµγν − γνγµ)v(p¯) = (P µLνj − P νLµj)
(
2mc
Eq
ξ†σjη +
2
Eq(Eq +mc)
qj ξ†(q · σ)η
)
+ Lµj L
ν
k ξ
†{[σj, σk],q · σ}η, (A9c)
u¯(p)(γµγνγλ − γλγνγµ)v(p¯)
= Lµi L
ν
j L
λ
k
(
− Eq ξ†{[σi, σj], σk}η + q
i
Eq +mc
ξ†{[σj, σk],q · σ}η
+
qj
Eq +mc
ξ†{[σk, σi],q · σ}η + q
k
Eq +mc
ξ†{[σi, σj],q · σ}η
)
− 2
Eq
(
P µLνiL
λ
j + L
µ
iL
ν
jP
λ + LµjP
νLλi
) (
ξ†qiσjη − ξ†qjσiη
)
. (A9d)
The simplest way to derive these formulas is to use the identities
(2Eq + γ0/P ) (2Eq + /Pγ0) = 4Eq(P0 + 2Eq), (A10a)
(2Eq + γ0/P ) γ
µ (2Eq + /Pγ0) = 4Eq(P0 + 2Eq)
(
P µ
2Eq
γ0 + L
µ
j γ
j
)
. (A10b)
Using the expressions for the spinor factors given in (A9), it is easy to carry out the nonrel-
ativistic expansions in powers of q.
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FIGURES
Fig. 1. The lowest-order Feynman diagram in QCD for g∗(l)→ c(p) + c¯(p¯).
Fig. 2. The lowest-order Feynman diagram for the NRQCD matrix element
〈χ†σkT aψPcc¯′,cc¯ψ†σkT aχ〉. The lines entering at the left and leaving at the right come from
a term of the form |cc¯′〉〈cc¯| in the projection operator Pcc¯′,cc¯.
Fig. 3. The lowest-order Feynman diagrams in QCD for g∗(l)→ c(p) + c¯(p¯) + g(k) when
the cc¯ pair is in a color-singlet state.
Fig. 4. The lowest-order Feynman diagrams for the NRQCD matrix element
〈χ†σkT aψPcc¯′,cc¯ψ†σkT aχ〉 when the projection operator Pcc¯′,cc¯ requires the cc¯ pairs to be
in color-singlet states. The lines entering at the left and leaving at the right come from a
term of the form |cc¯′g〉〈cc¯g| in the projection operator.
33
FIGURE 3
FIGURE 4
FIGURE 1
FIGURE 2
