Introduction
The research community agrees on the influences and importance of the Tang 1 poems for the studies of Chinese literature and linguistics, 2 and we have seen discussions about the Tang poems in the community of digital humanities. 3 Chinese is a language that does not place clear markers, e.g., spaces in alphabetic languages, between words in the texts. To study the Chinese contents with digital tools, words are more meaningful units than characters, although using characters is also possible. Unfortunately, it remains difficult to algorithmically segment words in classical
Chinese.
4
Chinese word segmentation (CWS) is a key step for computational processing of Chinese texts.
CWS for modern vernacular Chinese has achieved good results in international competitions and in practical applications. 5 It is relatively easier to obtain data to train software for CWS of modern
Chinese, but there are no known good sources of labelled data for CWS of classical Chinese yet. In fact, even segmenting classical Chinese texts into sentences is an ongoing research topic. 6 We report results of our attempt to segment words in the Complete Tang Poems (CTP 9 We have to ignore two poems because they include very rare characters that cannot be handled in our programming environment. We also dropped nine poems when our annotators believed that the poems could be segmented in multiple ways or when our annotators were not sure how to segment them. At this moment, we have 2433 segmented regulated octave (RO) poems.
10
There is a popular belief, among experienced researchers and readers of classical Chinese poems, about the word boundaries in the RPO and RHO poems. 11 A sentence in an RPO poem contains five characters. They can be segmented into two patterns: 2-2-1 or 2-1-2, where 2-2-1
indicates that a sentence is segmented into a two-character word, a two-character word, and a one-character word. Similarly, a sentence in an RHO poem can be segmented into two patterns:
2-2-2-1 and 2-2-1-2.
We have 19464 lines in the 2433 RO poems, and found that 96.5% of the lines followed the aforementioned expectation. 12 Table 1 shows the details. The most common exceptions are due to place or person names in poems, and, in such cases, we observed 2-3 or 2-2-3 patterns. They represent 1.6% of the lines.
Weighted Pointwise Mutual Information (PMI)
The simplest version of a CWS problem is to determine whether we should segment a sequence of three characters, say XYZ, into XY-Z or X-YZ. 13 We compute the PMI for the competing candidates, and choose the bigram that has a larger PMI. Namely, we choose XY-Z if PMI(XY) is larger than PMI(YZ). The PMI of a bigram, AB, is defined below.
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Normally, we use labelled data in machine learning research for training. However, we have only 2433 segmented poems, and will use them to evaluate our methods for segmentation. Hence, Consider a line, JKLMNOP, in an RHO poem. 15 Although we are not sure of the correct segmentation, we can assume that this line may follow either the 2-2-1-2 or 2-2-2-1 pattern as we explained above, and record the occurrences of JK, LM, NO, and P (if 2-2-2-1) or the occurrences of JK, LM, N, and OP (if 2-2-1-2). Since we are not really sure of the correct pattern for a line, we can only assign different weights to JK, LM, N, NO, OP, and P based on certain assumptions. We can then use the weights for unigrams and bigrams to estimate the probability values.
In this running example, we are more confident that we will see the occurrences of JK and LM than the occurrences of NO and OP, so it is reasonable to assign larger weights to JK and LM than to NO and OP. Under the current assumption, KL is unlikely to form a bigram, but we may choose to assign a small weight to its occurrences. This can be done in many different ways, and we will report technical details in DH2019.
We can compute the PMI for bigrams with 38580 CTP poems that contain only five or seven characters in their lines. Since there are less than 7500 distinct characters in CTP, we hope that having more than 2.22 million characters in 38580 poems will provide statistics about the PMI values with reasonable reliability.
We do not use the poems of the poets whose poems are in our segmented poems for training PMI values because we use the segmented poems as the test data. Hence, it is possible to encounter unseen unigrams and bigrams at test time. In these cases, we adopt a basic smoothing procedure to estimate the unseen instances.
Segmentation with Weighted PMI
We can measure the quality of segmentation decisions in different ways. The most common measurement is the precision rate, recall rate, and F 1 measure. 14 Denote the segmentation decisions for a line as an array of either N (for not segmenting) or P (for segmenting). Consider a seven-character line. There are six positions to place segmentation markers between the characters, and the correct decision for a line of 2-2-2-1 pattern is NPNPNP. An array of NPPNPP will produce a 2-1-2-1-1 pattern, and resulting in 2/4, 2/3, and 4/7 in precision, recall, and F 1 , respectively.
Among our 2433 segmented poems, we can find 2009 poems that contain only lines that conform to the four patterns. 16 For these patterns, the segmentation problem is boiled down to choosing either 2-1-2 or 2-2-1 for RPO poems and either 2-2-1-2 or 2-2-2-1 for RHO poems. Hence, we expect to achieve more favorable results when we use these 2009 poems as the test data.
Using this prior information in our segmenter, we produce only NPPN or NPNP decisions for RPO poems and NPNPPN or NPNPNP for RHO poems. Running our segmenter with the 2433 poems, we achieved 89.6% in F 1 . When experimenting on the 2009 poems, we achieved 90.3% in F 1 .
17

More Demanding Measurements
An F 1 of about 90% is an encouraging accomplishment, but it is somewhat clement. A correct segmentation decision does not guarantee the identification of a word. We need two correct decisions on both sides of a word to find the word. Hence, a more practical measure is to calculate the proportions of words recovered by our decisions. 
Contributions of More Domain-Dependent Information
Domain-dependent information is instrumental. If we do not employ the presumption about the four patterns and make a random guess for every segmentation decision, we would see 49.7% in F 1 and recovered 19.8% of the words for the 2433 poems.
19
Researchers found that it is more likely for the middle four lines in RO poems to parallel.
20
Taking this factor into consideration, our segmenter can segment a pair of lines in the same pattern.
We achieved 89.9% in F 1 and recovered 85.7% words for the 2433 poems.
21
The resulting improvements in F 1 and word recovery are not very impressive by adding parallelism into consideration. We have to consider an even stricter measurement: the percentage of perfectly segmented poems. Considering the number of correct decisions needed to perfectly segment a poem, this measurement is very challenging. After including the parallelism factor, we raised this percentage from 14.2% to 21.5% for the 2009 poems (see the last two rows of Table 2 ).
17 Statistics for this method of segmentation is shown in row "4 patterns + PMI" in Table 2 . 18 Statistics for this method of segmentation is shown in row "4 patterns, but random" in Table 2 . 19 Statistics for this method of segmentation is shown in row "completely random" in Table 2 . 20 With the increased data, we have boosted the performance noticeably, and we shall discuss these latest results at DH 2019.
