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Introduction
The objective of this paper is to establish a trace identity for four parabolic elements in SLð2; CÞ. Let F g; m denote the orientable closed surface of genus g with m points removed. We assume that m > 0. The fundamental group G g; m of F g; m is generated by 2g þ m elements In [3] R. C. Penner introduced l length coordinates to the decorated Teichmü ller spaces of punctured surfaces and proved the ''ideal Ptolemy theorem''. This theorem played an essential role in obtaining a faithful representation of the mapping class group MC g; m as a group of rational transformations. Let R g; m denote the space of all conjugacy classes of faithful representations r of G g; m in SLð2; CÞ such that rðc i Þ is parabolic and tr rðc i Þ ¼ À2 for i ¼ 1; 2; . . . ; m. In [2] the l length is complexified so as to parametrize the space R g; m and the ''ideal Ptolemy theorem'' is proved for a special case. The complexified l length is a kind of trace function and hence the ''ideal Ptolemy theorem'' proved in [2] is a trace identity (see Lemma 1.2 below). In this paper we establish another version of the ''ideal Ptolemy theorem''. Our main theorem is Theorem 0.1. Let P 1 , P 2 , P 3 , P 4 be matrices in SLð2; CÞ satisfying the following conditions: 1 1. tr P 1 ¼ tr P 2 ¼ tr P 3 ¼ tr P 4 ¼ À2, and 2. Any two of them generate an irreducile group. Let Q 1 ; Q 2 ; Q 3 ; Q 4 ; Q 5 ; Q 6 A SLð2; CÞ be matrices with the following properties: (The existence and the uniqueness up to a multiple factor in fÀ1; 1g of these matrices are shown in Lemma 2.4). If
then the following equation holds:
tr Q 1 tr Q 3 þ tr Q 2 tr Q 4 ¼ tr Q 5 tr Q 6 : ð0:1Þ Similar results hold for the cases where some pairs of P 1 , P 2 , P 3 , P 4 generate reducible groups, see Section 4. In Section 5 we show an application of the trace identity (0.1) to the mapping class group MC 0; 4 acting on R 0; 4 .
1. Trace functions 1.1. We shall use the following basic properties of traces of matrices without mentioning them:
tr Y À1 XY ¼ tr X : tr X 1 X 2 Á Á Á X n ¼ tr X sð1Þ X sð2Þ Á Á Á X sðnÞ for any cyclic permutation s on f1; 2; . . . ; ng. The group SLð2; CÞ consists of matrices of the form: Each matrix of SLð2; CÞ acts on the extended complex planeĈ C ¼ C U fyg by a linear fractional transformation. We denote by I the unit matrix in SLð2; CÞ. A matrix A of SLð2; CÞ other than GI is called parabolic if tr A A fÀ2; 2g; elliptic if À2 < tr A < 2. If, in particular, tr A ¼ 0, then A 2 ¼ ÀI and A is called elliptic of order 2. We list some trace identities for SLð2; CÞ.
. Matrices in SLð2; CÞ satisfy the following equations.
The following equation is obtained by a repeated use of (1.1). 
¼ tr Q sð2Þ tr Q sð3Þ Á Á Á tr Q sðnÞ tr Q sð2Þ Q sð3Þ Á Á Á Q sðnÞ for any cyclic permutation s on f1; 2; . . . ; ng.
Proof. If we show
then cyclic permutations of indices yield the desired result. By using (1.4) we rewrite the above equation as X which is an abelian group and conjugate in SLð2; CÞ to
: e A fÀ1; 1g; w A C
:
There is a group homomorphism w : G z ! fÀ1; 1g defined by
Verifying them for the case of z ¼ y we obtain the following lemmas and identities. If A; B A G z , then
where O is the zero matrix. Lemma 2.4. Let P, A and B A SLð2; CÞ and assume that both A À1 P and B À1 P are elliptic of order 2, then for any Q commutative with P it holds that
2. Let P 1 and P 2 be two matrices in SLð2; CÞ. We call the pair fP 1 ; P 2 g reducible if P 1 and P 2 generate a reducible group and irreducible otherwise. The pair fP 1 ; P 2 g is reducible if and only if P 1 and P 2 have a common fixed point (see [1, Definition 1.2.1]). If tr P 1 ¼ tr P 2 ¼ À2, then the fact that fP 1 ; P 2 g is reducible is equivalent to each of the following conditions:
(i) P 1 and P 2 are commutative.
(ii) tr P 1 P 2 ¼ 2. We can verify this easily by considering the case where P 1 fixes y.
Lemma 2.5. Let P 1 ; P 2 A SLð2; CÞ with tr P 1 ¼ tr P 2 ¼ À2. If fP 1 ; P 2 g is irreducible, then there exists a unique Q A SLð2; CÞ up to a multiple factor in fÀ1; 1g such that
This matrix Q satisfies tr Q 0 0 and
Moreover, Q À1 P 1 and Q À1 P 2 are elliptic of order 2.
Proof. By a simultaneous conjugation we can assume that P 1 and P 2 are of the following forms:
where m 0 0. Then we can find a Q A SLð2; CÞ such that
With this matrix we can easily verify the other properties of Q. r Lemma 2.6. Let P 1 ; P 2 ; P 3 ; Q 1 ; Q 2 ; Q 3 A SLð2; CÞ be such that tr
Proof. By (1.1) and (1.4) we have
This, together with (2.6) and Lemma 1.4, yields (2.7). r 3. Proof of the main theorem 3.1. Let Q 1 ; Q 2 ; . . . ; Q n A SLð2; CÞ be such that Q 1 Q 2 Á Á Á Q n is commutative with a parabolic matrix in SLð2; CÞ. Then by Lemma 2.1 we have
Let P 1 ; P 2 ; . . . ; P n be parabolic matrices in SLð2; CÞ such that tr
. . . n, where P nþ1 ¼ P 1 and since P i 0GI , there exist a matrix Q i such that
Thus Q 1 Q 2 Á Á Á Q n and P 1 are commutative and hence ðQ 1 ; Q 2 ; . . . ; Q n Þ is either a ðÀÞ-system or a ðþÞ-system. Let P 1 ; P 2 ; P 3 ; P 4 A SLð2; CÞ be such that tr P 1 ¼ tr P 2 ¼ tr P 3 ¼ tr P 4 ¼ À2. We assume that any two of P 1 , P 2 , P 3 , P 4 generate an irreducible group. Then by Lemma 2.5 we can find Q 1 ; Q 2 ; . . . ; Q 6 A SLð2; CÞ satisfying the following conditions.
ð3:1Þ and
These Q i are uniquely determined up to a multiple factor in fÀ1; þ1g. Let
7 a trace identity for parabolic elements of SLð2; CÞ Lemma 3.1. Assume that ðQ 1 ; Q 2 ; Q 5 Þ and ðQ 2 ; Q 3 ; Q 6 Þ are ðÀÞ-systems. Then each of ðQ 3 ; Q 4 ;Q Q 5 Þ and ðQ 4 ; Q 1 ;Q Q 6 Þ is a ðÀÞ-system if and only if ðQ 1 ; Q 2 ; Q 3 ; Q 4 Þ is a ðÀÞ-system.
Proof. Since Q À1 5 Q 3 Q 4 commutes with P 1 and since P À1 1 Q 5 is elliptic of order 2, we obtain
The proof for ðQ 4 ; Q 1 ;Q Q 6 Þ is similar. r 3.2. Now we prove Theorem 0.
and l 6 ¼ tr Q 6 . By Lemma 3.1 we need to show the equation
when ðQ 1 ; Q 2 ; Q 5 Þ, ðQ 3 ; Q 4 ;Q Q 5 Þ, ðQ 2 ; Q 3 ; Q 6 Þ and ðQ 4 ; Q 1 ;Q Q 6 Þ are all ðÀÞ-systems.
Our proof proceeds as in the following way: In 3.3 we prove (3.5) below, which is the same equation as
In 3.4, we introduce a value D defined by l 1 þ tr Q 2 Q 3 Q 4 ¼ l 1 D and prove (3.3) provided D 0 0. The proof is an application of Lemma 1.2. In 3.5 we obtain an explicit expression of D by using the facts that ðQ 1 ; Q 2 ; Q 5 Þ, ðQ 3 ; Q 4 ;Q Q 5 Þ, ðQ 2 ; Q 3 ; Q 6 Þ and ðQ 4 ; Q 1 ;Q Q 6 Þ are ðÀÞ-systems. Finally, in 3.6 we show that two equations l 1 l 3 þ l 2 l 4 þ l 5 l 6 ¼ 0 and D ¼ 0 are not compatible. In the calculations of trace identities, as illustrated in the proof, one often encounters surplus and cumbersome equations such as l 1 l 3 þ l 2 l 4 þ l 5 l 6 ¼ 0.
3.3. From (1.3) we obtain 2 tr P 1 P 2 P 3 P 4 ¼ À2 tr P 2 P 3 P 4 À 2 tr P 1 P 3 P 4 À 2 tr P 1 P 2 P 4 À 2 tr P 1 P 2 P 3 ð3:4Þ þ tr P 1 P 2 tr P 3 P 4 À tr P 1 P 3 tr P 2 P 4 þ tr P 4 P 1 tr P 2 P 3 À 4 tr P 3 P 4 À 4 tr P 4 P 1 À 4 tr P 1 P 2 À 4 tr P 2 P 3 þ 16 From (1.4), (3.1) and (3.4) we obtain 8 toshihiro nakanishi
¼ tr P 1 P 2 tr P 3 P 4 À tr P 1 P 3 tr P 2 P 4 þ tr P 1 P 4 tr P 2 P 3 þ 2ðtr P 1 P 3 þ tr P 2 P 4 À tr P 1 P 2 À tr P 2 P 3 À tr P 3 P 4 À tr P 4 P 1 Þ þ 4:
is invariant under any cyclic permutation of the indices f1; 2; 3; 4g. Therefore there exists a D such that
Next we shall show the following identities
By the proof of Lemma 3.1 we know that tr Q
by the Cayley-Hamilton theorem. Then (1.1), (2.2) and (3.8) yield
a trace identity for parabolic elements of SLð2; CÞ
1 and Q
À1
5 P 1 are elliptic of order 2 and P 1 and Q À1 5 Q 3 Q 4 are commutative. So we conclude that tr
and also the first equation in (3.7). The same calculation(or permuting the indices in the calculation above) yields the second one. By using Lemma 1.2 and (3.6) and (3.7) we can conclude (3.3) provided that D is not zero.
3.5.
In this subsection we find the explicit expressions of D. Applying (2.7) in Lemma 2.6 to the ðÀÞ-system ðQ 1 ; Q 2 ; Q 5 Þ and ðQ 3 ; Q 4 ;Q Q 5 Þ, we obtain
Thus, by using the first equation of (3.7) we obtain
Since ðQ 2 ; Q 3 ; Q 6 Þ and ðQ 4 ; Q 1 ;Q Q 6 Þ are also ðÀÞ-systems, by repeating the same argument and using the second equation of (3.7) we obtain also
3.6. The di¤erence of the expressions (3.9) and (3.10) of D yields
So, if (3.3) does not hold, by the results in 3.3 and 3.4 we obtain the following three equations.
From (3.11) and (3.12) we have
Then (3.9) yields D ¼ 4, which contradicts (3.13). Now we complete the proof of (3.3) and hence Theorem 0.1.
Degenerate cases
In this section we extend Theorem 0.1 to the full generality so that it is valid for the case where P 1 , P 2 , P 3 and P 4 include reducible pairs.
4.1. Let P 1 ; P 2 A SLð2; CÞ be such that tr P 1 ¼ tr P 2 ¼ À2. If fP 1 ; P 2 g is an irreducible pair, Lemma 2.5 yields a matrix Q 1 satisfying
If fP 1 ; P 2 g is reducible, then tr P 1 P 2 ¼ 2. So it seems natural to define the value corresponding tr Q 1 to be zero for this case.
4.2. Let P 1 ; P 2 A SLð2; CÞ be parabolic with tr P 1 ¼ tr P 2 ¼ À2. Even for the case where fP 1 ; P 2 g is reducible, we can find matrices Q 1 satisfying
. Such matrices form essentially a oneparameter family: If
where m is a nonzero complex number, then
ð4:1Þ
with an arbitrary complex number x. 4.3. Let P 1 , P 2 , P 3 and P 4 A SLð2; CÞ be parabolic with tr P i ¼ À2 for i ¼ 1; 2; 3; 4. We choose matrices Q ¼ Q ½P i ; P j A SLð2; CÞ satisfying P j ¼ Q À1 P i Q. If fP i ; P j g is irreducible, we impose the condition P i P j ¼ ÀQ 2 on Q too. Let
If the indices i, j, k are such that Q k ¼ Q ½P i ; P j , then we define l k ¼ tr Q k if fP i ; P j g is irreducible and l k ¼ 0 otherwise. .3) holds. a trace identity for parabolic elements of SLð2; CÞ 4.4. We prove Theorem 4.1 for the case where there are distinct indices i; j A f1; 2; 3; 4g such that fP i ; P j g is reducible but fP i ; P k g is irreducible for any k 0 i; j. We consider subcases.
4.4.1. We give a proof for the case fi; jg ¼ f2; 3g. Since
Thus there exists D such that
We can show
by the same calculation as in Subsection 3.4. With the facts that Q 1 P À1 1 and Q
À1
5 P 1 are elliptic of order 2 and that
and hence the first equation in (4.3). Likewise, since Q 4 P À1 4 andQ Q À1 6 P 4 are elliptic of order 2, whereQ Q 6 ¼ P 2 Q 6 P À1 2 , and since
and also the second one in (4.3).
Since
and Q 3 Q 4 Q 1 fix the common fixed point of P 2 and P 3 . Hence by Lemma 2.3,
We suppose that Q 2 is of the form in (4.1). Since P 2 ¼ Q À1 1 P 1 Q 1 , Q 1 sends the fixed point y of P 2 to that of P 1 . Hence Q 1 ðyÞ 0 y (that is, the (2,1)-entry of Q 1 is nonzero). Thus tr Q 1 Q 2 is of the form ax þ b with complex constants a 0 0; b. We can choose x so that tr Q 1 Q 2 þ tr Q 3 Q 4 0 0 and hence D 0 0. Now Lemma 1.2, together with (4.2), (4.3) and (4.4), yields (3.3), which is
for the present case.
4.4.2.
Next we treat the case where fP 1 ; P 3 g is reducible. We consider the ordered tuple ðP 2 ; P 3 ; P 1 ; P 4 Þ instead of ðP 1 ; P 2 ; P 3 ; P 4 Þ. We note that
Þ and
(It may holds that P 4 P 2 ¼ ÀQ is that, as shown below, ðQ 2 ; Q 5 ; ÀP 1 Q 4 P À1 1 ; Q 6 Þ is a ðÀÞ-system. Then, since ðQ 6 ; Q 2 ; Q 3 Þ is a ðÀÞ-system, so is ðQ 5 ; ÀP 1 Q 4 P À1 1 ; P 4 Q 3 P À1 4 Þ. Since ðQ 2 ; Q 5 ; Q 1 Þ is also a ðÀÞ-system, from the result of 4.4.1 we obtain
which is the desired equation
To show that ðQ 2 ; Q 5 ; ÀP 1 Q 4 P À1 1 ; Q 6 Þ is a ðÀÞ-system, note that Q 4 P À1 1 is elliptic of order 2 and that P 1 and
Moreover Q 6 Q 2 Q 3 and Q 
Now we conclude the proof. (Other cases can be proved in a similar way after a cyclic permutation of indices f1; 2; 3; 4g.) 4.5. Let three of P 1 , P 2 , P 3 and P 4 generate a reducible group. By a cyclic permutation of indices, we can assume that those three are P 1 , P 2 and P 3 . Then l 1 ¼ l 2 ¼ l 5 ¼ 0 and so (3.3) is trivial. Now we complete the proof of Theorem 4.1.
5. An example 5.1. The four-times puntured sphere. Let F be a two-dimensional sphere and P ¼ fx 1 ; x 2 ; x 3 ; x 4 g a set of four distinct points of F . Let F 0 ¼ F À P. The fundamental group of F 0 is isomorphic to the group G with the presentation
We defineR R to be the set of all faithful representations r of G into SLð2; CÞ satisfying tr rðc i Þ ¼ À2 for i ¼ 1; 2; 3; 4 and Rð¼ R 0; 4 Þ to be the set of conjugacy classes ½r of r inR R. Since r AR R is determined by the matrices P i ¼ rðc i Þ, i ¼ 1; 2; 3, we shall identify r with ðP 1 ; P 2 ; P 3 Þ and ½r with the (simultaneous) conjugacy class of ðP 1 ; P 2 ; P 3 Þ.
5.2.
Our first purpose of this section is to introduce a coordinate-system for R. Let r ¼ ðP 1 ; P 2 ; P 3 Þ AR R. Since r is faithful, all pairs in P 1 , P 2 , P 3 and P 4 ¼ ðP 1 P 2 P 3 Þ À1 are irreducible. We choose Q 1 ; . . . ; Q 6 A SLð2; CÞ so that (3.1) holds. Since P 1 P 2 P 3 P 4 ¼ I , we have 
are commutative with P 1 and
So Lemma 2.2, together with (5.2), yields
, (2.6) yields the following identity.
5.3. Let P be the set of all pairs ðQ 1 ; Q 2 Þ of matrices of SLð2; CÞ such that ðQ 1 ;
2 Þ is a ðÀÞ-system and such that there exist P 1 , P 2 and P 3 A SLð2; CÞ with tr P 1 ¼ tr P 2 ¼ tr P 3 ¼ tr ðP 1 P 2 P 3 Þ ¼ À2 satisfying LetṼ V denote the set of all triples ðl 1 ; l 2 ; l 3 Þ of non-zero complex numbers satisfying (5.3) andF F : P !Ṽ V denote the mapping defined byF
We like to employ ðl 1 ; l 2 ; l 3 Þ ¼F FðQ 1 ; Q 2 Þ as the coordinates for ½r ¼ ½ðP 1 ; P 2 ; P 3 Þ A R when pðQ 1 ; Q 2 Þ ¼ ðP 1 ; P 2 ; P 3 Þ. However, due to (5.5)F F does not induce a well-defined mapping fromR R toṼ V . So we introduce the equivalence relation onṼ V by ðl 1 ; l 2 ; l 3 Þ @ ðl The mapping F : R ! V gives a global coordinate-system of R, for each point ½ðl 1 ; l 2 ; l 3 Þ restores the conjugacy class of ðP 1 ; P 2 ; P 3 Þ uniquely. First it is known that l 1 ¼ tr Q 1 and l 2 ¼ tr Q 2 and l 3 ¼ tr Q 1 Q 2 determine uniquely the conjugacy class of ðQ 1 ; Q 2 Þ satisfying (5.1) (See, e.g. [1, Exercise 4.6]). Then by using (5.4) we can find P 1 , P 2 , P 3 uniquely under some normalization condition. Actually, under the condition that ðP 1 P 2 P 3 Þ À1 ¼ À1 1 0 À1
; and P 1 fixes 0, we find and in the process of finding them we obtain
Note that P 1 , P 2 , P 3 depend only on the equivalence class of ðl 1 ; l 2 ; l 3 Þ.
Since z 2 ¼ 5z À 8, the group generated by A, B and C is a subgroup of SLð2; Z½zÞ and hence discrete. Since j Ã fixes t, ðjðAÞ; jðBÞ; jðCÞÞ and ðA; B; CÞ di¤er only by a simultaneous conjugation by an element of SLð2; CÞ. Actually jðAÞ, jðBÞ, jðCÞ are sent to
respectively, by an inner automorphim of G. 
Let L be the link in the 3-sphere S 3 as depicted in Figure 1 . The arrows a, b and c are the Wirtinger generators. Then the link group p 1 ðS 3 À LÞ has the Wirtinger presentation: Figure 1 
