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2lowed quantum communication is encoded in a partition
P of the N sites into disjoint subsets: inside each of the
subsets arbitrary quantum communication is allowed, so
these sites act like one party, but no quantum commu-
nication is possible between sites in dierent subsets of
P. For example, the partition P = (f1; 2g; f3; 4g) means
that sites 1 and 2 can exchange quantum information
freely, just like 3 and 4, but between these groups only
classical communication is allowed.
Whatever procedure the N parties apply will amount
to measuring some \analyzing operator" A, 0  A  1
such that the probability for guessing the value \1" of
the hidden bit on an initial preparation  is tr [A]. The
locality conditions imply that only certain operators A
are admissible for P. Of course, the parties will try to
make tr [
1
A]  1 and tr [
0
A]  0: We say that for a




a partition P is
hiding with quality "
1




)A] j  "
1
for all
admissible analyzing operators A. On the other hand,
we say that P is revealing with quality "
2
, if for some




)A] j  1  "
2
.
Whoever is hiding the information does not know in
advance what communication pattern will be established.














respectively. The set of hiding partitions can be
chosen arbitrarily subject only to the trivial constraint
that for every partition which is ner than a hiding one,
i.e., which corresponds to a pattern allowing less quan-
tum communication, must itself be hiding. We remark
that the Hilbert space dimensions need to become large
if the "
i
are small. In fact, in our construction the "
i
typically behave like 1=d, if d is the dimension of the
one-site Hilbert spaces. The construction naturally also




satisfying the conditions, al-
though for these still higher dimensions d are required to
achieve the same errors.





for all choices of hiding partitions of 4 parties,
which are democratic in the sense that each site plays the
same role. It is remarkable that two such choices are not
comparable in the sense that neither allows more commu-
nication than the other: we will give states for which any
2:2 partition (f1; 2g; f3; 4g) is hiding and any 3:1 parti-
tion (f1; 2; 3g; f4g) is revealing, but also states for which
the opposite is true. Hence \hiding strength" of pairs




We begin by restricting ourselves to a class of highly
symmetric states known as multipartite Werner states
[7]. Their main virtue is that they can be described by a
xed set of parameters while the local Hilbert space di-
mensions go to innity. By denition, 4-partite Werner





), and commute with all unitary op-
erators of the form U

4
with U a unitary operator on the
d-dimensional Hilbert space C
d
. This is equivalent to the
possibility of writing the state as linear combinations of
permutation operators (see [9]). For any permutation 
of the four sites we will denote the corresponding permu-







Since the communication patterns we consider are
invariant under permutations we can even choose the





; : : : ; i
r
























, since these permutations dier only by a rela-
belling of the sites. This leaves just 4 expectations char-















































tions independently of the dimension d. Thus we auto-
matically get hiding schemes, which work for all dimen-
sions, though achieving "
1
! 0 only in the limit d!1.
Whether or not a particular vector of expectations cor-
responds to a family of density operators can be decided
independently of the dimension by group theoretical cri-
teria, the extremal possibilities being given by irreducible
representations of the permutation group. For details we
refer to [8].
Analyzing operators for xed P
Without loss of discriminating power we can then sup-
pose that the analyzing operators A also have the U

4
symmetry: The 4 parties only have to perform the same
random unitary rotation at every site (\twirling") before




but will have exactly the same discriminat-
ing power for states insensitive to such unitary rotations.









with suitable coeÆcients a

. Note that this averaging
operation does not work for the permutation symmetry,
because the permutations are non-local operations, which
3would clearly require the exchange of quantum informa-
tion.
It turns out that in the sum (2) we must distinguish
two types of terms depending on how the permutation 
relates to the partition P. We say that  is adapted to
P, if  maps each of the sets in the partition into itself.
Clearly, if only the coeÆcients a

for  adapted to P
are non-zero, A is a local operator in this communication
situation, hence admissible. Only such local operators
will be needed to show that certain patterns are revealing
in our theory.
The key problem (settled in the following subsection)
is the converse, namely to show that every operator A
which is admissible for the partition P is at least approx-
imately of this sort. Fortunately, we can use here the
same simple criterion already employed in [4, 5], which
is based on partial transposition. The partial transpose
operation 
S
associated with a subset S  f1; 2; 3; 4g of







a similar product, in which all A
i
with i 2 S are replaced
by their matrix transpose in a xed basis. For example,

f2;3g
transposes only the second and the third tensor
factor of the input. The arguments in [4, 5] then tell us




(A)  1 (3)
for all subsets S compatible with P; i.e., for all S which
can be written as unions of the disjoint subsets forming
the partition P: Since positivity is preserved under global
transposition, it suÆces to verify this for either S or its
complement. For example, for P = (f1gf2; 3gf4g); we
must require (3) for the four subsets S = (empty set),
f1g; f2; 3g; and f4g:
CoeÆcients of admissible operators
In this subsection we sketch the proof of the following
Lemma:
Suppose that A is an analyzing operator, which is ad-
missible for the partition P. Then in the sum (2) all
coeÆcients a

with  not adapted to P are bounded by
c=d, where c is a constant depending only on N:
We will abbreviate by O(1=d) any terms bounded by
a constant times 1=d, and leave the estimate of the con-














, where c is the





+ O(1=d). Thus to leading order in
d, the permutation operators are an orthonormal system
with respect to the normalized trace. Then by standard
perturbation theory the matrix M
 1
is also close to the
identity, and we can approximately determine the coeÆ-








A] +O(1=d) : (4)










) of partially transposed permuta-














() denotes the number of points in S, which
are mapped outside S: Rather than proving this in gen-
eral, consider as an example the case S = f1; 2g and
 = (2; 3). Since `1' is xed and `2' is mapped to `3'
outside S, we have l
S


















 1 , where P
(23)
denotes
the one dimensional projection onto the maximally en-
















as claimed. More generally, l
S
() ap-
pears in this computation as the number of repeated in-






We now apply the standard estimate tr [XY ]  jjXjj
1

jjY jj, and use that taking a partial transpose of both X































Coming back to the statement of the Lemma: let 
not be adapted to P. Then there is some set S of the
partition, which is not mapped into itself by . For this
set l
S
()  1. On the other hand, since A is admissi-
ble for P the inequality (3) must hold for this S, hence
jj
S



























] ; for all permutations  which
are adapted to any of the targeted hiding partitions P.




)A] for any A
admissible for P the only contributing coeÆcient are
a

= O(1=d). Hence the whole expectation goes to zero.







] 6= 0; for at least one permutation adapted
to each of the targeted revealing partitions. From this we
get an admissible analyzing operator with analyzing qual-
ity "
2
6= 0, and independent of d. Analysis may not be
with probability one, but imperfect analysis can always
be upgraded to certainty as described in the following
section.
4Verifying the examples
In the following examples the hiding states are given
in terms of the vector of expectations in (1). The hiding
partitions in each example are the given partition, to-
gether with all its permutations and all its renements.
Weakest hiding. The only permutation adapted to the
nest partition P = (f1g; f2g; f3g;f4g) is the identity.
Hence any way of xing the expectations of permutation





) as the normalized projection to
the Bose (=symmetric) subspace (resp. the Fermi (=an-







= (1; 1; 1; 1)
and ~
1
= ( 1; 1; 1; 1): Obviously, if just two partners,
e.g., 1 and 2, can exchange quantum information they can
nd out which alternative 0=1 was chosen by just looking
at the restriction of the state to their pair of subsystems,
and measuring \symmetry" A = (1 + V
12
)=2.
Hiding against single pairs. For all pair partitions











( 1; 3; 0; 1) are hiding. Analysis for `single pairs'
and `triplets' (see below) is imperfect.
Hiding against two pairs. For all partitions like
P = (f1; 2g; f3; 4g), the states ~
0






; 0) are hiding. However, a partition








distinguish these with certainty.










(1; 1; 0; 1) are hiding for any
partition like P = (f1; 2; 3g; f4g), but can be analyzed
(imperfectly) by two pairs.











(0; 0; 1; 2) are hiding unless quantum com-
munication between all parties is established, in which
case they can be distinguished perfectly.
MULTIPLE COPIES ENHANCE RECOVERY
As these examples show, our construction so far does
not guarantee perfect distinction ("
2
= 0) for the par-
titions meant to be revealing. However, there is a sin-
gle device to boost the detection quality, namely to dis-
tribute several, say K copies of the N -particle system,
all prepared in the same state. Then for the hiding par-
titions we still get "
1
= O(1=d): On the other hand, for
the revealing partitions we can use detection operators
A which are linear combinations of permutations. Then
the detection probabilities tr [
1
A] and tr [
0
A] are inde-
pendent of d, and if they are at all dierent, measuring A






This shows that for getting good discrimination "
2
! 1





are dierent along appropriate directions.
Thus they can even be chosen to be close to the max-
imally mixed state and, in particular, separable. Since
this was conjectured in [4, 5] we include an explicit ex-
ample, namely the bipartite (N = 2) case of our con-
struction. At the same time this illustrates nicely the
interplay between the parameters d and K.
We use a simplied (but slightly weaker) bound to
establish hiding: Since all admissible analyzing opera-
tors satisfy 0  
f2g


























Our single copy scheme is based on bipartite Werner
states. With P

































which are clearly separable [6]. From this one can read-








trace norm dierence, as well as the expectations of the














Thus we can rst choose K large to make "
2
small, and





This separable scheme is remarkably robust even if
the analyzing partners share some entanglement: If they
share a maximally entangled pair of aD-dimensional sys-
tem with xed D, we get the same asymptotic behaviour
in the limit d ! 1, just with worse constants. Only if
we choose D to grow on the same scale as d, i.e., on the
same scale which would make teleportation possible, we
nd that hiding becomes impossible.
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