In this paper we extend the stationarity test proposed by Kurozumi and Tanaka (2010) to reduce size distortion with one structural break in data generating process. We find the bias up to the order of 1/T for four types of models containing structural breaks. Simulations on finite samples show a decrease of size distortions relative to other tests, thus receiving higher power.
Introduction
Unit root testing is a necessary element of data analysis. The standard and most widespread approach is hypothesis testing of unit root in a time series, first proposed in the work of Dickey and Fuller (Dickey and Fuller, 1979) . Recently, Kwiatkowski et al. (1992) (hereafter KPSS) proposed an opposite direction of inquiry, employing the null hypothesis of stationarity about the deterministic trend as a reversal complement of the unit root tests. A serious challenge to these tests is an assumption about the type of deterministic function.
Results of a study by Perron (1989) indicate that conventional unit root tests are inconsistent, if the alternative hypothesis is that of stationary with structural break in the deterministic trend. A similar problem arises in stationarity tests, i.e. if a structural break occurs in the data, there is a serious size distortion in the usual KPSS test (see, e.g., Lee et al. (1997) ). To address this problem several studies were conducted, allowing for breaks in stationarity tests. Lee and Strazicich (2001) used an analogue of the KPSS test, where two models were considered: one model with a change in level for a non-trending series and the other with a change in both level and slope. In case of an unknown break date the authors used the test statistic obtained through minimizing the sequence of stationarity statistics for each possible break date (infimumtest). However, it was shown that the test has low power, as minimization of test statistics leads to the least favorable outcome against the alternative. Kurozumi (2002) considered the local asymptotic of the KPSS test, allowing four types of structural changes. The author obtained limiting distributions of test statistics for all models, asymptotic local power function (approach stated in Tanaka (1996, chapter 9) ) and investigated the power of tests relative to the location of the break. Furthermore, this study proposed another test, in which limiting distribution did not depend on the timing of the break. In case of an unknown break date, the author used an estimator of the break date -obtained by minimizing the sum of squared residuals.
In Busetti and Harvey (2001) a similar problem of stationarity testing was considered under a fixed alternative. The authors investigated KPSS tests for four types of models and received a corresponding limiting distribution and critical values. The proof was correct and critical values were simulated using the correct distribution. However, Harvey and Mills (2003) found an error in the final distribution for a model with a change in level. Busetti and Harvey (2001) proposed a modification of the standard KPSS statistic, in which the limiting distribution did not depend on the timing of the break and its generalization in a case of multiple structural changes. Busetti and Harvey (2003) investigated different ways of estimating an unknown break date. The test of Busetti and Harvey (2001) is based on the assumption of small breaks (the magnitude of the shift shrinks to zero, as the sample size grows), and the break date is calculated using minimization of test statistics. A natural question arises about how large the shift should be to satisfy this assumption, as it was shown that in the presence of large changes the rejection of the null hypothesis occurs too frequently. Another procedure proposed by Busetti and Harvey (2003) consists of making a preliminary estimation of the break date by minimizing the sum of squared residuals, and then using the standard test statistic with the obtained estimate as the true date of break. This approach was shown to contain good size properties, but loses power under small changes. Simulations have shown that minimization of test statistics rejects the null hypothesis of stationarity too often, even for shift as small as one standard deviation of errors.
While the empirical size is never above 0.17 for large shifts, the size of the test based on a superconsistent estimate of break fraction is close to nominal at any size of break 1 . However, the power of the test is too small for a small shift, increasing with growth in magnitude (i.e. in a situation where it is easier to identify change). If the break does not occur, the infimum-test is more powerful than a test relying on a superconsistent estimate of break fraction obtained through minimization of the sum of squares residuals. Thus, if there is uncertainty about the presence of a break, the infimum-test is preferable. However, if it can be shown with confidence that a break exists, but its location is not clear, it is preferable to use a two-step procedure in which the test statistic is calculated with the break date estimated through minimization of the sum of squares residuals.
Carrion-i-Silvestre and Sans´o-i-Rossell´o (2005) consider a possibility of two structural breaks in the KPSS test. This study uses an approach proposed by Sul et al. (2005) (hereafter SPC) for the long-run variance estimator. The authors obtained limiting distributions for each of the seven models examined in the article. A search of unknown break dates was made through minimization of the sum of squares residuals.
Another problem of KPSS type test has been considered in Carrion-i-Silvestre and Sans´o-i-Rossell´o (2006), among others. This study revealed that on finite samples the SPC test with AR(1) pre-whitening was more preferable than others, as it controls size. However, the SPC test with AR(1) pre-whitening contains serious size distortion when the data generating process (DGP) is AR(2) (or higher order). Kurozumi and Tanaka (2010) (hereafter KT) extended the SPC approach (in absence of breaks) where the authors employed autoregressive approximation for estimation of a long-run variance, using a boundary rule introduced by SPC to assure the consistency of long-run variance. The authors also investigated the problem of downward bias in the numerator of the KPSS test statistic. For size correction they derived the finite sample bias and proposed a bias-corrected version of the KPSS test. Simulations showed that the empirical size of the modified test is well controlled in the case of AR(2) errors, and the modified test also has a higher power in comparison with the SPC. In this paper we propose the extension of the KT test to a case of a single structural break.
In this work we derive a finite sample bias of KPSS test statistic in a case where one break in DGP is present, using a modification of the boundary rule with autoregressive approximation, as in KT. If the break date is unknown, we use its estimate obtained through a minimization of the sum of squares of residuals using the approach of Harvey and Leybourne (2013) . Results (finite sample simulations) derived from this study suggest superiority of the modified test, even in case of MA error.
The paper is organized in the following order. In section 2 we discuss the model, test statistic and the boundary rule of SPC with modification of long-run variance proposed by KT. Also we derive the parameter of bias for different types of models containing a structural break. In section 3 we describe the possible estimators for unknown break date. In section 4 we detail the finite sample properties of the modified test. Obtained results are formulated in the Conclusion.
The Model
We consider the time series process {y} generated according to the following model
where d t is some deterministic component, and process u t satisfy following standard assumptions (see also Phillips and Solo (1992) ).
Assumption 1 Process u t may be either I(0) or I(1):
• if u t ∼ I(0), then it is a linear process such that
with c(z) = 0 for all |z| ≤ 1 and (2006)) we consider four types of models: Model 0 (a change in level), respectively for a non-trending and trending series, Model I (a change in slope) and Model II (a change in both level and slope, mixed effect). Therefore, deterministic component d t can be written as:
is the indicator function, T 1 is the break date. We also define the break fraction as λ 1 = T 1 /T .
We are testing null hypothesis of stationarity (u t ∼ I(0)) against the alternative of a unit root (u t ∼ I(1)). It is usually used following the KPSS test statistic for testing stationarity against the unit root: Harvey and Mills (2003) ):
Lemma 1 Under the null hypothesis
where for Model 0:
for Model 0t:
for Model I:
for Model II:
The KPSS test can control the size of the test asymptotically, but in finite samples it has a serious size distortion. For their reduction SPC proposed the AR(1) pre-whitening method with a boundary rule. Thus, we first estimate the AR(p) model for residuals of regression (1),û t :
Then, the long-run variance estimator is constructed aŝ
e is the long-run variance estimator of residualsê t .
2
KT proposed the modification of SPC for the case of autoregressive long-run variance estimator ω
T with c is some finite constant. However, while autoregressive estimator of long-run variance is applied with significant accuracy in this case, there is a problem of a downward bias of test statistic (2) in finite samples. KT showed that for the cases of a constant and a trend their modification of the long-run variance estimator still leads to rare rejection of the null hypothesis due to this downward bias. This leads to essential power losses under the alternative hypothesis. For prevention of bias in the numerator of the KPSS test statistic in finite samples KT proposed this bias-corrected version:
Here, the term b T is responsible for the bias. To calculate its value, KT suggested the use of the Beveridge-Nelson decomposition. Let u t = ψ(L)e t , then the process u t can be written as
whereê t and ∆υ t are the residuals of regression of e t and ∆υ t on d t , respectively. Then, KT decomposed the numerator of (2) into three terms:
The second and third terms are o p (1), while the first term have non-degenerate limiting distribution. Thus, bias of numerator depends on R 1 and R 2 . KT determines this bias as expectation of
. This bias is defined as b T :
For further analysis, we need the following additional assumption.
Assumption 2 is sufficient for our purposes, as it is usually assumed that the shift is in the range of (0.15T, 0.85T ), so we can ignore the covariance between the T 1 observations. Thus, the following theorem holds.
Proposition 1 Let
for Model 0t, b 0 = 7/6 for Model I and b 0 = 19/15 for Model II 3 .
Remark. It should be noted, that for Model 0, I and II the bias does not depend on the break fraction λ. But, this is not the case for Model 0t. For Models 0 and II the bias is the same as for models without a structural break considered in KT. In addition, if λ 1 approaches 0 or 1 the bias term for Model 0t approaches 19/15, which corresponds to the models with no break. However, the bias for Model I is the same for any value of λ 1 , except for λ 1 = 0 and λ 1 = 1 (the case of structural break absence). The explanation for this discontinuity arises from the fact that in the proof we use the condition of Assumption 2, that γ T 1 and γ T −T 1 are o(1). However, as λ 1 → 0 and λ 1 → 1 autocovariances γ T 1 and γ T −T 1 approach γ 0 = 0, so that the bias parameter b 0 will approach the case without break. Parameter γ 0 can be constructed by recursively solving Yule-Walker equations (see for details in Kurozumi and Tanaka (2010, section 3.2) ).
The case with unknown break date
The test considered in the previous section is based on the assumption that the timing of the structural break is known. However, in many cases it cannot be established. In such cases it is possible to replace a known break fraction with its superconsistent estimate. Then, the limiting distribution of the test statistics remains the same. The superconsistent estimator of the break fraction λ 1 = T 1 /T can be obtained by minimizing the sum of squared residuals in the model over all possible break dates. It is possible to show that this estimator is superconsistent under I(0) case 4 (see, e.g., Perron and Zhu (2005) ). The alternative procedure of searching an unknown break date was proposed by Carrion-i- Silvestre et al. (2009) , using preliminary (quasi) GLS-detrending of y t . Let us estimate the following regression:
where vector y = [y 1 , y 2 . . . , y T ] , matrix X (λ 1 ) includes all regressors, and β denotes the corresponding parameters vector. Then, the GLS-estimateβ of vector β is the OLS-estimate of coefficient vector in equation
where
Carrion-i- Silvestre et al. (2009) suggested choosingc inρ = 1 +c/T depending on timing of break, because it is not known whether the series u t is I(0) or I(1). Then, the estimator of break date is:λρ
where S(ρ, λ 1 ) is the sum of squared residuals in regression (11). The obtained estimate of the break fraction will be superconsistent for Models I and II under both the I(0) and I(1) cases. Harvey and Leybourne (2013) proposed the modification of this break date estimator for Models I and II using additional information, if the series is I(1). In this case, the estimate of break fraction obtained for the GLS detrended series will also be superconsistent, but the estimate obtained for the first-differenced series will be efficient. This study proposes the use of a hybrid estimator:λ Dm 1 = arg min
where D m = {ρ 1 , ρ 2 , . . . , ρ m−1 , 1} is the m element set, where |ρ i | < 1 for all i and, without loss of generality,
Asymptotic results show that it is necessary to set ρ m−1 close enough to unit, so that the estimator (13) has desired asymptotic properties (if the true value of ρ > ρ m−1 , then the break fraction estimator will be inefficient). As set D m Harvey and Leybourne (2013) suggest using D m = {0, 0.2, 0.4, 0.6, 0.8, 0.9, 0.95, 0.975, 1}, reasoning that a negative serial correlation is not typically observed in practice, and also the serial correlation can oftenly be strongly positive. Therefore, inclusion of 0.975 value allows a small enough interval 0.975 < ρ < 1 for adequate asymptotic choice.
We will use this estimator in the next section for Models I and II. However, for Models 0 and 0t, the estimator of the break fraction, obtained by minimizing the sum of squared residuals for series in level, should be used, as the break date estimators discussed above may not be consistent in I(1) case. It should be noted, that as an estimator of break fraction is superconsistent under the null hypothesis of I(0), according Kurozumi (2002) the critical values in the known break date case (obtained by Busetti and Harvey (2001) or Kurozumi (2002) ) are asymptotically valid to control the size of the test. Also, the test is consistent because under the alternative hypothesis of I(1), the test statistics diverge, irrespective of the value of break fraction, although it would not be consistent. However, some power loss is expected in comparison to the case with a known break date. This effect is investigated by simulations.
We will briefly discuss another important issue that arises in estimating the dating of structural changes. When the break date is estimated, it may differ from the actual date. This leads to the fact that the expression (6) will not be correct. In the case of an unknown break date, this expression can be rewritten aŝ
This leads to an additional bias of order 1/T in the leading term of the test statistic (7), although it does not introduce bias into the term R 1 − R 2 (for example under the T consistent break date estimator). However, correction of the test statistic to this new bias becomes more complicated than the correction undertaken in the previous section and we leave this problem open for future research. We investigate the effect of this bias on the power by simulations.
Finite sample properties
In this section we investigate the finite sample behavior of the tests. First, consider following DGP:
i.e., we allow AR(2) errors in DGP. Here, we assume ε t ∼ i.i.d.N (0, 1) and set φ 2 = 0.3 and -0.3 as in KT, and set φ 1 such, that the value φ 1 + φ 2 ranges from 0.5 to 1. The break fraction λ 1 is assumed to be 0.5 and the parameters of deterministic component are µ 0 = 1, µ 1 = 1, β 0 = 0.2 and β 1 = 0.02. The sample size is T = 150, the significance level is 0.05 and the number of replications is 5,000. The initial value u 0 is set to 0 for simplicity. We consider the behavior of four tests. The first is a bias-corrected KPSS test with a correction factor, obtained under structural change in Section 2 (marked BC in graphs). The second is the SPC test with AR(1) pre-whitening (marked as SPC). Also, for comparison, we consider a KPSS test without the correcting factorb T (marked as NC), and a KPSS test with break, proposed by Kurozumi (2002) bandwidth:
with k =boundary value (marked as K). In all cases, the lag length is selected using BIC with maximum lag length p max = [12(T /100) 1/4 ], where [·] denotes the integer part. Figure 1 shows the size and power of the considered tests for Model II (the results for other models are similar and omitted for brevity) for known break date (λ 1 = 0.5) and various boundary values 1 − c/ √ T = 0.7, 0.8 and 0.9. The horizontal axis corresponds to the value φ 1 + φ 2 . Specific boundary value implies that if it is lower than φ 1 + φ 2 , then the null hypothesis of I(0) would tend to be rejected, while for φ 1 + φ 2 < 1 − c/ √ T the size of test will be close to the nominal. In Figures 1(a) -(c) parameter φ 2 = −0.3, in Figures 1(d) -(f) parameter φ 2 = 0.3. In all cases, the test proposed by Kurozumi (2002) has serious size distortions (and these distortions have nonmonotonic behavior in the case φ 1 = 0.3) to the left of the boundary value and much lower power in comparison with the other tests. For φ 2 = −0.3 and small boundary values (0.7) the tests BC, NC and SPC have similar properties, but the behavior of SPC and NC considerably deteriorate with increasing boundary value. For φ 2 = 0.3, the bias-corrected test is slightly oversized around the boundary value, but is much more powerful than the SPC and NC. For large boundary values (0.9), the power of the SPC and NC become less than 0.05, while the bias-corrected test has power close to 0.5. Figure 2 shows the size and power of tests for unknown break date, estimated by the Harvey and Leybourne (2013) procedure. In this case, the size of all tests becomes larger, but for SPC and NC the size distortions are more pronounced. Also, the power of all tests is lower than in the case of known break date. Now consider a situation when the errors u t follow the ARMA(1,1) process, i.e.
where parameter θ in the MA component takes values {−0.8, −0.4, 0.0, 0.4, 0.8} and other parameters take the same values as above for the AR(2) process. If θ = 0, then the measure of the strength of persistence φ ∞ (1) = φ 1 + · · · + φ p + . . . should be based on the autoregressive representation of the series. In this study we rewrite ARMA(1,1) DGP for u t as
, and the measure of the strength of persistence φ 1 + · · · + φ p + · · · = φ ∞ (1) = (α − θ)/(1 − θ). Figure 3 (the case of known break date) and Figure  4 (the case of unknown break date) show the size and power of the BC, NC, SPC and K tests when the error term follows the ARMA(1,1) model. The horizontal axis corresponds to the value φ ∞ (1) = (α − θ)/(1 − θ). We set the boundary value equal to 0.8 and we expect that the null hypothesis of I(0) would tend to be rejected if the strength of persistence will be greater than 0.8. For all θ, the K test is clearly dominated by all other tests. For θ = −0.8, the size of BC is closer to the nominal one for all φ(1) and the power of BC, NC and SPC tests is almost the same. For θ = −0.4 the BC test has a slightly higher size for φ(1) (close to 0.8) than the NC and SPC, however it is more powerful. For θ = 0, the size of SPC and NC is much lower than the nominal one. Hence, these tests lose power considerably, while the BC test is slightly oversized and has more power. For θ = 0.8 and θ = 0.4 all tests have serious size distortions, although for θ = 0.4 the bias-corrected test is more powerful than the other tests.
In the case of an unknown break date ( Figure 4 ) the results are similar to the AR(2) case, i.e. tests NC and SPC are more oversized than BC, and all tests have lower power. It should be noted that in the case of a highly negative MA components (θ = 0.8), the size and power of all tests is lower than in the case of a known break date.
We also observe that the proposed bias-corrected test over-corrects the bias term in some cases, so our test suffers from over-size distortion. However, these size distortions disappear with larger T , as in KT.
Conclusion
In this paper we considered the extension of the test proposed by Kurozumi and Tanaka (2010) in the case of a single structural break. Using the generalization of the boundary rule in SPC with AR(1) pre-whitening, we found the finite sample bias of the numerator in case of structural change occurring in the DGP. Results are similar to the case where the break is absent. In simulation analysis the case of unknown break date has been considered using the approach proposed by Harvey and Leybourne (2013) . Finite sample results indicate superiority of the obtained modification in the presence of the break due to better size control allowed by this test. Therefore, continued use of the bias-corrected KPSS test should be considered in empirical applications.
Appendix Proof of Theorem 1
5 . Consider the most general case with d t = (1, t, DU t , DT t ). As in KT, we decompose R 1 into three terms:
Notice that
The second term is expressed as:
For proof we use the following results:
5 Some calculations (multiplication, inversion) are carried out using Wolfram Mathematica 8.
Using (22)- (24) it can be shown that
Consider the expectation of right hand side of (17) using (18) and (19). The expectation of (1,1) element equal to (see KT)
Similarly for the (1,2) element (see KT)
Consider (1,3) element.
as γ t absolutely summable and γ T = o(1), and also according to equation (20). Similarly expectation of (1,4) element (we use (21)):
As in KT (2,1) and (2,2) elements are o(T 3 ) and o(T 4 ), respectively. Clearly, (2,3) and (2,4) elements have the same orders as o(T 3 ) and o(T 4 ), respectively, because DU t and DT t have the same orders as the constant and the trend, respectively.
Elements of third row of the matrix differ, so that in corresponding expressions γ 0 replaces
. Elements of fourth row are equal to the corresponding elements of the second row, as they have the same order. Hence, we can write the expectation as
Then, using (26) and (31) we obtain:
Consider the third term of R 13 :
It can be shown, using (18) and the fact that γ T 1 and
Consider the component DD :=
. We can show that
Thus using (26),
We then obtain that
Combining (16), (32) and (36) we obtain
We now consider the expectation of R 2 . We decompose R 2 into four terms (see KT), except for the scalar 2ψ(1)/T 2 :
The expectation of the first term is (see KT):
Consider the second term:
Next, we use the Lemma provided in KT with some generalizations for dummy variables:
Lemma 2 Let f t and g t be deterministic sequences for t = 1, . . . , T . Then
Also, because f t can be dummy variables, being zero up to the moment T 1 , therefore for convenience it is necessary to transform (43) as follows: Using (41) (see KT), we obtain the following elements of the expectation of the right hand side of (40):
Using (26) we obtain the final expression of expectation of the second term:
where f 1 , f 2 and f 3 are some functions which may depend only on λ 1 . Consider the R 23 term:
Using obtained expression of DD matrix it can be shown that: 
where f 7 and f 8 are defined as before. Further, from (39), (45), (48) and (51) we obtain: 
