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IRREDUCIBLE REPRESENTATIONS OF UNTWISTED
AFFINE KAC-MOODY ALGEBRAS
XIANGQIAN GUO, KAIMING ZHAO
Abstract. In this paper we construct a class of new irreducible
modules over untwisted affine Kac-Moody algebras g˜, generalizing
and including both highest weight modules and Whittaker mod-
ules. These modules allow us to obtain a complete classification of
irreducible g˜-modules on which the action of each root vector in
n˜+ is locally finite, where n˜+ is the locally nilpotent subalgebra (or
positive part) of g˜. The necessary and sufficient conditions for two
such irreducible g˜-modules to be isomorphic are also determined.
In the second part of the paper, we use the “shifting technique” to
obtain a necessary and sufficient condition for the tensor product
of irreducible integrable loop g˜-modules and irreducible integrable
highest weight g˜-modules to be simple. This tensor product prob-
lem was originally studied by Chari and Pressley 28 years ago.
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Whittaker modules, highest weight modules, loop modules
Mathematics Subject Classification 2010: 17B05, 17B30, 17B65,
17B67.
1. Introduction
Affine Lie algebras are the most extensively studied and most use-
ful ones among infinite-dimensional Kac-Moody Lie algebras. Their
representation theory is as rich as but quite different to that of finite-
dimensional simple Lie algebras. One difference is that, affine Lie
algebras have irreducible weight modules containing both finite and
infinite-dimensional nonzero weight spaces, that cannot occur in the
finite-dimensional simple Lie algebra case. In the present paper we will
construct irreducible modules over untwisted affine Kac-Moody Lie al-
gebras that do not have counterpart for finite-dimensional simple Lie
algebras.
Let g be a finite dimensional simple Lie algebra. We use g˜ to denote
the corresponding untwisted affine Kac-Moddy Lie algebra and let ĝ =
[g˜, g˜].
The integrable highest weight modules were the first class of rep-
resentations over affine Kac-Moody Lie algebras that have been ex-
tensively studied, see [K] for detailed discussion of results and further
bibliography. In [Ch] Chari classified all irreducible integrable weight
modules with finite-dimensional weight spaces over the untwisted affine
1
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Lie algebras. V. Chari and A. Pressley, [CP2], then extended this clas-
sification to all affine Lie algebras. The results of [Ch] and [CP2] state
that every irreducible integrable weight module with finite-dimensional
weight spaces is either a highest weight module or a loop module; in
particular, the study of loop modules was initiated. Some more general
results on weight irreducible modules over untwisted affine Lie algebras
ĝ were also obtained in [Li].
In the 1990’s, V. Futorny began a comprehensive program study-
ing weight modules over arbitrary affine Lie algebras by taking non-
standard partitions of the root system; that is, partitions which are
not equivalent under the Weyl group to the standard partition into
positive and negative roots (see [DFG]). For affine Lie algebras, there
are always only finitely many equivalence classes of such non-standard
partitions (see [F4]). Corresponding to each partition is a Borel subal-
gebra, and one can form representations induced from one-dimensional
modules for these Borel subalgebras. These modules, often referred to
as Verma-type modules, were first studied by Jakobsen and Kac [JK],
and then by Futorny [F3, F4]. Results on the structure of Verma-type
modules can also be found in [Co, F1, FS]. For a nice exposition of
Futorny’s program, see [F5].
Very recently, a complete classification for all simple weight mod-
ules with finite-dimensional weight spaces over affine Lie algebras were
obtained in [FT, DG]. Naturally, the next important task is to study
irreducible weight modules with infinite-dimensional weight spaces and
irreducible non-weight modules. The first examples were given by
Chari and Pressley in [CP3] by taking the tensor product of some ir-
reducible integrable highest weight modules and integrable loop mod-
ules over affine Lie algebras. Besides these irreducible weight mod-
ules, a class of irreducible weight modules over affine Lie algebras with
infinite-dimensional weight spaces were constructed in [BBFK]. An-
other class of such irreducible weight modules over the affine Lie alge-
bra A
(1)
1 were constructed in [FGM]. A complete classification for all
irreducible (weight and non-weight) modules over affine Lie algebras
with locally nilpotent action of the nilpotent radical was obtained in
[MZ]. In the paper [Chr], some irreducible non-weight modules, called
imaginary Whittaker modules, were constructed. The structure of the
usual Whittaker modules over the affine Kac-Moody algebra A
(1)
1 was
systematically studied in [ALZ], while this study for other affine Kac-
Moody algebras is still open.
The present paper is to classify irreducible modules over untwisted
affine Lie algebras g˜ on which the action of each weight vector in n˜+ is
locally finite (not necessarily locally nilpotent), where n˜+ is the locally
nilpotent subalgebra (or positive part) of g˜, and construct some new
irreducible weight g˜-modules.
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The paper is organized as follows. In Sect.2, we recall some ba-
sic notations and results for later use. In Sect.3, using loop modules
E(λ, a) and some ĝ-modules L with a special property (including high-
est weight modules and Whittaker modules) we construct a class of
new modules over untwisted affine Lie algebras g˜ and study their prop-
erties (see Theorem 3.3). These modules are in general non-weight
modules. More precisely, let E be a nontrivial irreducible evaluation
g⊗C[t, t−1]-module (such modules were classified in [CP2] and a more
general case was obtained in [L]). Then we prove that the g˜-module
Indg˜
ĝ
(E⊗L) is irreducible. In Sect.4, we study properties of irreducible
g˜-modules V on which the action of each root vector in n˜+ is locally
finite (not necessarily locally nilpotent). In Sect.5, using our results
in Sect.3 we classify all irreducible g˜-modules on which the action of
each root vector in n˜+ is locally finite. They are precisely irreducible
highest weight modules, irreducible Whittaker modules, the irreducible
modules (E(λ, a)⊗V (γ))[d] and (E(λ, a)⊗W (η))[d] with E(λ, a) being
finite dimensional (see Theorem 5.3). The last two classes are special
examples of the irreducible modules we constructed in Sect.3. As a
byproduct we see that the action of n˜+ on these irreducible g˜-modules
are also locally finite. In Sect.6, we determine the necessary and suf-
ficient conditions for two such irreducible g˜-modules to be isomorphic
(see Theorem 6.3).
In 1987, Chari and Pressley [CP3] first gave some sufficient condi-
tions for the tensor product of irreducible loop g˜-modules and irre-
ducible integrable highest weight g˜-modules to be simple. Then some
other sufficient conditions were obtained in [CP4, Ad1, Ad2, Ad3]. This
problem has been unsolved for 28 years. In Sect.7, we use the “shift-
ing technique” to obtain a necessary and sufficient condition for this
tensor product to be simple for untwisted affine Kac-Moody algebras
(Theorem 7.9). From this we recover Admovic’s result in [Ad2].
Throughout this paper, we denote by Z, N, Z+ and C the sets of
integers, positive integers, nonnegative integers and complex numbers
respectively. All vector spaces and Lie algebras are over C. For a Lie
algebra G, we denote its universal enveloping algebra by U(G) and the
center of G by Z(G).
2. Notation
pre
In this section we will recall standard notions, basically from [K] and
[BM].
Let g be a finite dimensional simple Lie algebra of type Xl over C.
For this g we fix a root system ∆ and a base Π of ∆. Denote by
∆+ and ∆− the sets of positive roots and negative roots respectively.
Then g admits a triangular decomposition g = n− ⊕ h ⊕ n+, where h
is the Cartan subalgebra and n± are corresponding maximal nilpotent
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subalgebras with respect to Π. Let σ be a diagram automorphism of
g. The order r of σ is 1, 2, or 3 (r can be 2 for Xl = Al, Dl, E6 and r
can be 3 for Xl = D4.) Denote the eigenspace decomposition of g with
respect to σ by g =
r−1⊕
i=0
gi, where we put
gi := { x ∈ g | σ(x) = ω
ix } for i = 0, 1, . . . , r − 1
with ω = exp(2pi
√−1
r
) ∈ C. For any vector subspace V of g, denote
V ∩ gi by Vi. For example, ni,± = n± ∩ gi and hi = h ∩ gi. Then g0
becomes a simple Lie algebra with h0 as its Cartan subalgebra, see [K]
for more details.
Let us recall the definition of the affine Lie algebra g˜ associated to the
pair (g, σ). Put Ri := t
i
C[tr, t−r] ⊂ C[t, t−1]. Not that Ri = Rr+i for
any i ∈ Z. Define the subalgebra Lr(g) of the loop algebra g⊗C[t, t
−1]
by
Lr(g) :=
r−1⊕
i=0
gi ⊗ Ri,
which is called a (twisted) loop Lie algebra. Let d be the degree deriva-
tion t d
dt
acting on Lr(g). Then Lr(g)⊕Cd possesses a natural semidirect
Lie algebra structure. As a vector space, we define g˜ by
g˜ := Lr(g)⊕ CK ⊕ Cd.
Its Lie algebra structure is defined by
[x⊗ tm, y⊗ tn] = [x, y]⊗ tm+n+(x|y)mδm+n,0K, [d, x⊗ t
m] = mx⊗ tm
where K is central in g˜, and (x|y) is the Killing form of g. When
r = 1, g˜ is called an untwisted affine Lie algebra and in the other cases
(r = 2, 3), g˜ is called a twisted affine Lie algebra. For convenience, we
denote the subalgebra
ĝ := Lr(g)⊕ CK.
For any 0 6= α ∈ h∗0 := HomC(h0,C), we put
gi,α := {x ∈ gi | [h, x] = α(h)x, ∀ h ∈ h0}
∆i := {0 6= α ∈ h
∗
0 | gi,α 6= 0}
i.e., the set of nonzero weights of h0 on gi. Then, for α ∈ ∆i we can
write gi,α = Cei,α since dim gi,α = 1 (see [K]). Now we can describe
the root system ∆˜ and the root space decomposition of g˜ with respect
to h˜ = h0 ⊕ CK ⊕ Cd as follows:
∆˜ = {α+kδ : k ∈ rZ+i, α ∈ ∆i, i = 0, 1, . . . , r−1}
⋃
{jδ | j ∈ Z\{0}};
g˜ = h˜⊕
(⊕
γ∈∆˜
g˜γ
)
with g˜α+kδ = gk¯,α ⊗ t
k, g˜jδ = hj¯ ⊗ t
j
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where δ is the standard imaginary root and k¯ = i if k ∈ rZ+ i for some
i = 0, 1, . . . , r − 1. The set of positive roots of g˜ is
∆˜+ = ∆0,+
⋃
{nδ | n ∈ N}
⋃
{α + nδ | α ∈ ∆n¯, n ∈ N}
where ∆0,+ is the positive roots of g0 corresponding to n0,+. Now we
have
n˜+ =
⊕
γ∈∆˜+
g˜γ =
r−1⊕
i=1
(gi ⊗ t
i
C[tr])⊕ (g0 ⊗ t
r
C[tr])⊕ (n0,+ ⊗ C),
and the standard triangular decomposition
g˜ = n˜+ ⊕ h˜⊕ n˜−
where the meaning for n˜− is obvious.
For the subalgebra ĝ we can define similar notation only by replacing
h˜ with hˆ = h + CK. Using the triangular decompositions, we can
define highest weight modules and Whittaker modules over g˜ and ĝ.
Let G = g˜,H = h˜ (or sometimes G = ĝ,H = hˆ).
highest weight Definition 2.1. Let γ : H → C be a linear map and V be a G-module.
(1). A nonzero vector v ∈ V is called a highest weight vector with
highest weight γ if xv = γ(x)v for all x ∈ H, and n˜+v = 0.
(2). The module V is called a highest weight module with highest
weight γ over G if it is generated by a highest weight vector
with highest weight γ.
It is well known that irreducible highest weight modules are deter-
mined uniquely by its highest weight. So we denote by V (γ) the irre-
ducible highest weight module over G (that will be specified later) with
highest weight γ.
Whittaker Definition 2.2. Let η : n˜+ → C be a nonzero Lie algebra homomor-
phism and W be a G-module.
(1). A nonzero vector v ∈ W is called a Whittaker vector of type η
if xv = η(x)v for all x ∈ n˜+.
(2). W is called a type η Whittaker module for G if it is generated
by a type η Whittaker vector.
We say that the Lie algebra homomorphism η : n˜+ → C for affine Lie
algebras g˜ is nondegenerate if η(ei) 6= 0 for each Chevalley generator
ei of n˜+. We denote by W (η) any one of the irreducible Whittaker
module of type η in this case (it may not be unique).
The structure of irreducible Whittaker modulesW (η) over the affine
Lie algebra A
(1)
1 was thoroughly studied in [ALZ], while it is unclear
for other affine Lie algebras.
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3. Construction of irreducible modules
In this section we construct a class of new modules over untwisted
affine Lie algebras g˜ and study their properties. So we assume that
r = 1 in the rest of the paper.
Let C˜m be the set of all vectors a = (a1, · · · , am) ∈ C
m with all
a1, · · · , am being nonzero and pairwise distinct. Take a ∈ C˜m and set
fa(t) = (t − a1) · · · (t − am). It is well-known that the quotient Lie
algebra
L_a (3.1) La(g) =
g⊗ C[t±1]
g⊗ fa(t)C[t±1]
is the direct sum of m copies of g and hence is semisimple. Actually
La(g) = ⊕
m
i=1L
(i)
a (g), where
LL_i (3.2) L(i)
a
(g) = g⊗
(
fa(t)
(t− ai)
∏
j 6=i(ai − aj)
)
≃ g.
This is because(
fa(t)
(t− ai)
∏
j 6=i(ai − aj)
)2
≡
fa(t)
(t− ai)
∏
j 6=i(ai − aj)
mod (fa(t)).
We note that La inherit a standard triangular decomposition and root
system from g. In particular, ha = h ⊗ (C[t
±1]/(fa(t)C[t±1])) is the
Cartan subalgebra of La(g). Within the quotient Lie algebra La(g),
we have
iso Lemma 3.1. For any k ∈ N, we have the following canonical isomor-
phism of vector spaces
LL_a(g) (3.3)
g⊗ tkC[t]
(g⊗ tkC[t]) ∩ (g⊗ fa(t)C[t±1])
∼=
g⊗ C[t±1]
g⊗ fa(t)C[t±1]
.
Proof. This is the composition of the following obvious isomorphisms:
g⊗ tkC[t]
(g⊗ tkC[t]) ∩ (g⊗ fa(t)C[t±1])
=
g⊗ tkC[t]
(g⊗ tkC[t]) ∩ (g⊗ fa(t)C[t])
∼=
g⊗ tkC[t] + g⊗ fa(t)C[t]
g⊗ fa(t)C[t]
∼=
g⊗ C[t]
g⊗ fa(t)C[t]
∼=
g⊗ C[t±1]
g⊗ fa(t)C[t±1]
. 
For a = (a1, · · · , am) ∈ C˜m and λ = (λ1, · · · , λm) ∈ (h
∗)m where
h∗ is the dual space of h, let us first recall from [CP1] the evaluation
module E(λ, a) over g ⊗ C[t±1]. Let V (λi) be the irreducible highest
weight module over the finite-dimensional simple Lie algebra g with
highest weight λi. The action on the module E(λ, a) =
m⊗
i=1
V (λi) is as
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follows
action (3.4) (x⊗ tk)(
m⊗
i=1
vi) =
m∑
i=1
aki (v1 ⊗ ...⊗ xvi ⊗ ...⊗ vm),
for any x ∈ g, k ∈ Z. Then E(λ, a) is an irreducible module over the
Lie algebra ĝ = g⊗ C[t±1]⊕ CK with trivial action of K.
Note that (g⊗ fa(t)C[t
±1])⊕CK ⊆ Ann(E(λ, a)), so we can regard
E(λ, a) as a module over La(g) ∼= ĝ/
(
(g ⊗ fa(t)C[t
±1]) ⊕ CK
)
. Thus
we can consider the weight vectors and weight spaces of E(λ, a) with
respect to the Cartan subalgebra ha of La(g). Identify h
∗
a
with (h∗)m
via (3.1) and (3.2), for example, a weight vector v ∈ E(λ, a) of weight
µ = (µ1, · · · , µm) ∈ (h
∗)m satisfies (h ⊗ f(t))v =
m∑
i=1
µi(hi)f(ai)v. We
will use these notations freely in the rest of the paper.
remark Remark 3.2. We notice that (g ⊗ fa(t)) ⊕ CK 6= Ann(E(λ, a)) in
general. Indeed if we take fλ,a(t) =
∏
λi 6=0
(t−ai), then (g⊗fλ,a(t)C[t
±1])⊕
CK = Ann(E(λ, a)). (The equality can be verified by the fact that any
simple ideal of La¯(g), for example Ann(E(λ, a))/(g⊗fλ,aC[t
±1]), is one
of Li in(3.2). The equality will be used in the proof of Lemma 6.2.)
Hence we can regard E(λ, a) as a module over La¯(g) ∼= ĝ/Ann(E(λ, a))
and moreover, we have E(λ, a) ∼= E(λ¯, a¯), where λ¯ and a¯ are obtained
by removing the entries λi and ai with λi = 0 from λ and a respectively.
tensor Theorem 3.3. Let L be a module over ĝ such that for any v ∈ L we
have (g ⊗ tkC[t])v = 0 for sufficiently large k ∈ N. Let a ∈ C˜m, λ ∈
(h∗)m. Then any ĝ-submodule of E(λ, a)⊗L is of the form E(λ, a)⊗N
for some ĝ-submodule N of L.
Proof. Let W be a nonzero ĝ-submodule of E(λ, a) ⊗ L and take any
nonzero element w ∈ W . We can write w =
n∑
i=1
vi⊗ui for some nonzero
vi ∈ E(λ, a) and nonzero ui ∈ L. Fix one such expression for w with
n minimal. We see that v1, v2, ..., vn are linearly independent. There
exists k ∈ N such that (g ⊗ tj)ui = 0 for all j ≥ k and i = 1, · · · , n.
Thus for any x ∈ g ⊗ tkC[t], we have xw =
n∑
i=1
(xvi) ⊗ ui ∈ W. From
Lemma 3.1 we deduce that
action_geq k (3.5)
n∑
i=1
(xvi)⊗ ui ∈ W, ∀ x ∈ U(ĝ).
It is well known that any endomorphism of an irreducible module
over a countably generated associative C-algebra is a scalar (Proposi-
tion 2.6.5 and Corollary 2.6.6 in [D]). Thus HomU(ĝ)(E(λ, a), E(λ, a)) ∼=
C since E(λ, a) is irreducible over the finite dimensional Lie alge-
bra La(g). Note that E(λ, a) is a faithful irreducible module over
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U(ĝ)/AnnU(ĝ)(E(λ, a)). From the Jacobson Density Theorem (Page
197, [J]) or Proposition 2.6.5 in [D], we know that U(ĝ)/AnnU(ĝ)(E(λ, a))
is isomorphic to a dense ring of endomorphisms of the C-vector space
E(λ, a). Then there exists xi ∈ U(ĝ) such that xivj = δi,jvj for all
i, j = 1, · · · , n. Taking x = xi in (3.5), we deduce that vi ⊗ ui ∈ W .
Again using (3.5) for n = 1, we get E(λ, a)⊗ ui ⊆W for i = 1, · · · , n.
Thus we deduce that if
n∑
i=1
vi ⊗ ui ∈ W for linearly independent vi ∈
E(λ, a) then E(λ, a)⊗ ui ⊆W for each i.
Let
N = {u ∈ L | v ⊗ u ⊆W for some nonzero v ∈ E(λ, a)}.
From the above arguments we know that N is a nonzero subspace of
L and E(λ, a) ⊗ N ⊂ W . Then for any nonzero v ∈ E(λ, a), u ∈ N
and x ∈ ĝ, we deduce that x(v ⊗ u) = (xv)⊗ u+ v ⊗ (xu) ∈ W . Since
(xv)⊗ u ∈ W , we have v ⊗ (xu) ∈ W . Thus xu ∈ N . In other words,
N is a ĝ-submodule of L. Combining this with the result established
in the previous paragraph we see that W = E(λ, a)⊗N . Noticing that
the action of K is central, the lemma follows immediately. 
We point out that the statement in Lemma 3.3 for irreducible in-
tegrable highest weight module L and finite dimensional E(λ, a) is
Theorem 4.2 of [CP3].
For any ĝ-module M , we can define an induced g˜-module
M [d] = Indg˜
ĝ
M.
It is easy to see thatM [d] = C[d]⊗M as vector spaces. We will simply
write dnv = dn ⊗ v for all n ∈ Z+ and v ∈ M . Now we can prove the
following
E ot L[d] Theorem 3.4. Let a ∈ C˜m and λ ∈ (h∗)m \ {0}. Let L be a module
over ĝ such that for any v ∈ L we have (g⊗ tkC[t])v = 0 for sufficiently
large k ∈ N. Then any g˜-submodule of (E(λ, a)⊗ L)[d] is of the form
(E(λ, a)⊗N)[d] for some ĝ-submodule N of L.
Proof. Denote M = E(λ, a) ⊗ L for short. Let M (n) =
n∑
i=0
di ⊗M for
all n ∈ Z+ and M
(n) = 0 for n < 0. Similarly as in Theorem 3.5, we
have
(x⊗ tk)(dnv) = dn(x⊗ tk)v − [dn, x⊗ tk]v,
for all x ∈ g, v ∈ M, k ∈ Z, n ∈ N, which induces a ĝ-module isomor-
phism
M (n)/M (n−1) →M, dnv 7→ v.
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Let W be a nonzero submodule of M [d] and take a nonzero w ∈ W .
Suppose that w ∈ W ∩M (n). Then we can write w as
w =
n∑
j=0
dj
lj∑
i=1
(vj,i ⊗ uj,i),
where vj,i ∈ E(λ, a), uj,i ∈ L, lj ∈ N, j = 1, · · · , n such that vj,1, · · · , vj,lj
are linearly independent weight vectors for each j. We may assume that
vj,i has weight µj,i ∈ (h
∗)m. We note that there exists k′ ∈ N such that
(g⊗ tk
′
C[t])uj,i = 0 for all i = 1, · · · , lj and j = 1, · · · , n.
Claim. (E(λ, a)⊗ uj,i)[d] ⊆ W for all i, j.
We prove this by induction on n and ln. If n = 0 and l0 = 1 the
result is clear from (3.3) and (3.5). Now we fix some n ∈ Z+ and
ln ∈ N. Suppose that the claim holds for smaller n or for the same n
and smaller ln.
Case 1. ln = 1.
We may assume n ≥ 1. Take any x ∈ U(g ⊗ tk
′
C[t]) such that
xvn,1 = vλ, the nonzero highest weight vector in E(λ, a). Then we have
xuj,i = 0 for all i = 1, · · · , lj and j = 1, · · · , n and xw ≡ d
n(vλ ⊗ un,1)
mod M (n−1). By replacing w with xw (noticing that un,1 has not been
changed) we may assume that
w = dn(vλ ⊗ un,1) +
n−1∑
j=1
dj
lj∑
i=1
(vj,i ⊗ uj,i)
with µn,1 = λ. Without loss of generality, we may assume that either
vλ, vn−1,1, · · · , vn−1,ln−1 are linearly independent, or vn−1,1 = vλ. For
any h ∈ h and k ≥ k′ we can compute that
(h⊗ tk)w =(h⊗ tk)dn(vλ ⊗ un,1) + (h⊗ t
k)
n−1∑
j=1
dj
lj∑
i=1
(vj,i ⊗ uj,i)
≡dn(h⊗ tk)(vλ ⊗ un,1)− [d
n, h⊗ tk](vλ ⊗ un,1)
+ dn−1
ln−1∑
i=1
(h⊗ tk)(vn−1,i ⊗ un−1,i) mod M (n−2)
≡dnλ(h⊗ tk)(vλ ⊗ un,1)− nkd
n−1λ(h⊗ tk)(vλ ⊗ un,1)
+ dn−1
ln−1∑
i=1
µn−1,i(h⊗ t
k)(vn−1,i ⊗ un−1,i) mod M
(n−2),
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where we have used the notation λ(h ⊗ tk) =
m∑
i=1
aki λi(h) for λ =
(λ1, · · · , λm) ∈ (h
∗)m and similarly for µn−1,i(h ⊗ tk). Then W con-
tains the following vector
w′ =(h⊗ tk)w − λ(h⊗ tk)w ≡ −nkdn−1λ(h⊗ tk)(vλ ⊗ un,1)
+ dn−1
ln−1∑
i=1
(µn−1,i − λ)(h⊗ tk)(vn−1,i ⊗ un−1,i) mod M (n−2).
for all k > k′ and h ∈ h. Since λ 6= 0, there exist h ∈ h and k ≥ k′ such
that λ(h⊗ tk) =
m∑
j=1
aki λi(h) 6= 0. It is easy to check that w
′ 6= 0 for this
h⊗ tk and hence w′ ∈ W ∩M (n−1) \ {0}. By induction hypothesis, we
deduce that (E(λ, a) ⊗ un,1)[d] ⊆ W . Consequently, the claim follows
in this case.
Case 2. ln ≥ 2.
Since vn,1, · · · , vn,ln are linearly independent andE(λ, a) is irreducible,
using Density Theorem and Lemma 3.1, we can choose an element
x ∈ U(g⊗ tk
′
C[t]) such that xvn,i = δi,1vλ. Then W contains
xw ≡ dn
(
vλ ⊗ un,1
)
mod M (n−1).
By induction hypothesis, we deduce that (E(λ, a)⊗un,1)[d] ⊆W . Using
induction hypothesis we obtain the claim.
From the above claim we see that
N = {u ∈ L | (E(λ, a)⊗ u)[d] ⊆W}
is a nonzero subspace of L. It is easy to see that N is a ĝ-submodule of
L. Using the above claim we can easily prove that (E(λ, a)⊗N)[d] =
W . This completes the proof of the theorem. 
Now we can have two important consequences from the above theo-
rem.
M[d] Corollary 3.5. Let L be an irreducible module over ĝ such that for
any v ∈ L we have (g ⊗ tkC[t])v = 0 for sufficiently large k ∈ N. Let
a ∈ C˜m, λ ∈ (h∗)m \ {0} and M = E(λ, a)⊗L. Then the module M [d]
is irreducible over g˜.
Taking L to be the 1-dimensional trivial ĝ-module in Corollary 3.5,
we obtain the following
E[d] Corollary 3.6. Let a ∈ C˜m and λ ∈ (h∗)m \ {0}. Then E(λ, a)[d] is
an irreducible g˜-module.
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4. Properties of locally finite modules
Recall that g = n+ ⊕ h⊕ n− is the standard triangle decomposition
of the finite dimensional simple Lie algebra g with respect to a fixed
Cartan subalgebra h, where n± =
∑
α∈∆±
gα. We consider the current
algebra g⊗ C[t] and its subalgebra n˜+ = (g⊗ tC[t])⊕ n+. We identify
g⊗ 1 with g. For any f(t) ∈ C[t], we can define an ideal of n˜+:
I(f) = n+ ⊗ 〈 f(t) 〉+ (h+ n−)⊗ 〈 tf(t) 〉,
where 〈 f(t) 〉 denotes the ideal generated by f(t) in C[t] and similar
for 〈 tf(t) 〉. It is easy to see I(f) = n˜+ ∩ (g⊗ fC[t
±1]). For any a 6= 0,
we have the following canonical Lie algebra isomorphism
canonical_iso (4.1) n˜+/I(t− a) −→ g, x⊗ g(t) 7→ g(a)x,
for all x⊗ g(t) ∈ n˜+ with x ∈ g, g(t) ∈ C[t].
local finite Theorem 4.1. Let V be a g˜-module such that each weight vector in
n˜+ acts locally finitely on V . Then V has a finite dimensional nonzero
n˜+-submoduleW such that I(f(t))W = 0 for some nonzero f(t) ∈ C[t].
Proof. Let δ be the standard imaginary root of g˜ with respect to h˜.
Then g˜δ = h⊗ t is a finite dimensional abelian subalgebra of g˜. Since
g˜δ is locally finite on V , there is a nonzero vector v ∈ V such that
(h⊗ t)v ∈ Cv for all h⊗ t ∈ g˜δ.
Take any α ∈ ∆ which is considered as a subset of ∆˜. We have
α(h)x⊗ tk+1v = [h⊗ t, x⊗ tk]v = (h⊗ t)(x⊗ tk)v − (x⊗ tk)(h⊗ t)v,
for all h ∈ h, x ∈ g˜α, which implies g˜α+(k+1)δ ⊆ g˜δg˜α+kδv+ g˜α+kδv for all
k ∈ Z+. Inductively we have g˜kδ+αv ⊆
k∑
i=0
g˜kδ g˜αv for all k ∈ Z+. Since
dim
∞∑
k=0
g˜kδ g˜αv < ∞, there is k0 ∈ N such that
∞∑
k=0
g˜kδ g˜αv =
k0∑
k=0
g˜kδ g˜αv is
a finite dimensional space, i.e.,
dim
( ∑
k∈Z+
g˜kδ+αv
)
= dim
( k0∑
k=0
g˜kδ+αv
)
<∞.
Let 0 6= xα ∈ g˜α. Then there is a nonzero g(t) ∈ C[t] such that
(xα ⊗ g(t))v = 0. Note that we may assume that g(t) is divisible by t
when α ∈ ∆−. Set
Iα = {g(t) ∈ C[t] | (xα ⊗ g(t))v = 0 and t divides g(t) if α ∈ ∆−},
which is nonzero. If g(t) ∈ Iα, for any h ∈ h we have
0 = (h⊗ t)(xα ⊗ g(t))v =
(
[h, xα]⊗ tg(t)
)
v + (xα ⊗ g(t))(h⊗ t)v
=α(h)
(
xα ⊗ tg(t)
)
v.
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Hence tg(t) ∈ Iα, i.e., Iα is an ideal of C[t]. Assume Iα = 〈 fα(t) 〉
for some nonzero polynomial fα(t) ∈ C[t]. Setting f˜(t) = lcm{fα(t) :
α ∈ ∆} ∈ C[t], the least common multiple of fα(t), α ∈ ∆, we have
(gα ⊗ 〈 f˜(x) 〉)v = 0 for all α ∈ ∆. It follows that
(h⊗ 〈 f˜ 2(t) 〉)v =
∑
α∈∆
[
g˜α ⊗ 〈 f˜(t) 〉, g˜−α ⊗ 〈 f˜(t) 〉
]
v = 0.
Then there exists nonzero f ∈ C[t] such that I(f)v = 0. Note that t
divides f(t), so we may assume that deg(f 2(t)) = p+1 ≥ 1. Our result
follows from
Claim. U(n˜+)v is a finite-dimensional n˜+-module.
We know I(f)U(n˜+)v = 0 since I(f) is an ideal of n˜+. Take nonzero
eα ∈ gα, fα ∈ g−α for all α ∈ ∆+ and let {h1, · · · , hl} be a basis of h.
Denote deg(x⊗ ti) = i for all x ∈ g and i ∈ Z+. Let
{xi | i ∈ N} = {eα, eα⊗ t
i, fα⊗ t
i, hj ⊗ t
i | α ∈ ∆+, j = 1, · · · , l, i ∈ N}
be such that deg(xi) ≤ deg(xi+1) for all i ∈ N. Take s such that
deg(xs) = p and deg(xs+1) = p+ 1. We know that
W =
∑
ri∈Z+
Cxr11 · · ·x
rs
s v
is finite-dimensional since the actions of all xi are locally finite. For
q ∈ Z+ let
Wq = span{x
r1
1 · · ·x
rs
s v|r1 + r2 + ... + rs ≤ q}.
We know that Wq = W for sufficiently large q. We will show that
n˜+Wq ⊂Wq+1. Let
W (4.2) w = xr11 · · ·x
rs
s v ∈ Wq, ri ∈ Z+.
It is enough to show that xjw ∈ Wq+1 for any j ∈ N. We will do this by
induction on q and then on j. For q = 0, it is clear that xjw ∈ Cxjv ⊆
Wq+1, since any xjv is a linear combination of x1v, · · · , xsv (because of
the definition of f(t) and p).
Suppose xjw ∈ Wq+1 for any w given in (4.2) and any j ∈ N if q < k.
Now consider one such w ∈ Wq given in (4.2) with q = k.
We write w = xr1i1 · · ·x
rl
il
v where i1 < i2 < ... < il ≤ s, r1, r2, ..., rl ∈ N
and r1 + r2 + ... + rl = q. Now we use induction on j. If j ≤ i1, it is
clear that xjw ∈ Wq+1. Now suppose j > i1. We have
x_j w (4.3)
xjw = xjxi1x
r1−1
i1
· · ·xrlil v = [xj , xi1 ]x
r1−1
i1
· · ·xrlil v + xi1xjx
r1−1
i1
· · ·xrlil v.
Since [xj , xi1 ]Wq−1 ⊆ span{xi | i ∈ N}Wq−1, by induction hypotheses
we know that the first term in (4.3) is [xj , xi1 ]x
r1−1
i1
· · ·xrlil v ∈ Wq. For
the second term, we see that xjx
r1−1
i1
· · ·xrlil v ∈ Wq by the induction
hypothesis on q. Then by the induction hypothesis on j we know that
the second term in (4.3) is xi1xjx
r1−1
i1
· · ·xrlil v ∈ xi1Wq ⊂ Wq+1 since
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i1 < j. Thus xjWq ⊂ Wq+1 for all j and all q. So W is an n˜+-module,
as desired. 
It is clear that
[n˜+, n˜+] =
∑
α∈∆+\Π
gα ⊗ C[t] +
∑
α∈Π
gα ⊗ 〈 t 〉+
∑
α∈∆+\{θ}
g−α ⊗ 〈 t 〉
+g−θ ⊗ 〈 t2 〉+ h⊗ 〈 t 〉,
where Π is the prime root system of g, and
I(t) = n+ ⊗ 〈 t 〉+ (n− + h)⊗ 〈 t
2 〉 ⊆ [n˜+, n˜+].
I(t-a) Lemma 4.2. Let a ∈ C, n ∈ N, and let S be a nontrivial finite dimen-
sional irreducible n˜+-module with I((t− a)
n)S = 0.
(i). If a 6= 0 then I(t− a) = Ann(S).
(ii). If a = 0, then S is 1-dimensional and [n˜+, n˜+] ⊆ Ann(S).
Proof. Denote L = n˜+/I((t− a)
n) for short. We may consider S as an
L-module. Let Rad(L) be the radical of L. Then Rad(L) is nilpotent
and by Proposition 19.1 in [Hu], we see that Rad(L)/Ann(S) is con-
tained in the center of L/Ann(S), which implies that any element in
Rad(L) acts on S as a scalar. Then we have Rad(L)∩ [L,L] ⊆ Ann(S)
since the trace of any element in [L,L] on S is 0. We know that
I(t − a)/I((t − a)n) ⊆ Rad(L). By computing [L,L] ∩ I(t − a), we
deduce that Ann(S) contains the following subspace∑
α∈∆+\Π
gα ⊗ 〈 t− a 〉+
∑
α∈Π
gα ⊗ 〈 t(t− a) 〉+
∑
α∈∆+\{θ}
g−α ⊗ 〈 t(t− a) 〉
+g−θ ⊗ 〈 t2(t− a) 〉+ h⊗ 〈 t(t− a) 〉.
(i). If a 6= 0, combining with the fact I((t − a)n) ⊂ Ann(S) we see
that I(t−a) ⊆ Ann(S). Since n˜+/I(t−a) ∼= g is simple, we must have
I(t− a) = Ann(S).
(ii). If a = 0, we know that L is nilpotent and finite-dimensional. So
S has to be 1-dimensional, and [L,L] acts trivially on S, i.e., [n˜+, n˜+] ⊆
Ann(S). 
Take any a = (a1, · · · , am) ∈ C˜m and let f(t) =
m∏
i=1
(t− ai). There is
a canonical Lie algebra isomorphism
alg_iso (4.4) πf :
(
n˜+/I(tf)
)
→ n˜+/I(t)⊕
m⊕
i=1
n˜+/I(t− ai),
defined by mapping x⊗g(t) to (x⊗g(t), · · · , x⊗g(t)). Here and later,
we continue to denote by x⊗g(t) its image in n˜+/I for any x⊗g(t) ∈ n˜+
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and an ideal I ⊆ n˜+ for convenience. Using (4.1) we further have the
Lie algebra isomorphism
alg_iso2 (4.5)
n˜+/I(tf) → (n˜+/I(t))⊕
⊕m
i=1 g,
x⊗ g(t) 7→ (x⊗ g(t), g(a1)x, ..., g(am)x), ∀ x ∈ g, g(t) ∈ C[t].
Given any Lie algebra homomorphism η : n˜+ → C. We can define a
1-dimensional n˜+-module Cvη by xvη = η(x)vη for all x ∈ n˜+. Note that
η([n˜+, n˜+]) = 0 and hence η is completely determined by its values on∑
α∈Π
gα+g−θ⊗t. For any g-modules L1, ..., Lm, using the isomorphism in
(4.5) and noticing that I(t) ⊆ [n˜+, n˜+], we can make L1⊗· · ·⊗Lm⊗Cvη
into an n˜+/I(f)-module via:
(x⊗ g(t))v1 ⊗ · · · ⊗ vm ⊗ vη = η(x⊗ g(t))v1 · · · ⊗ vm ⊗ vη
+
∑m
i=1 g(ai)v1 ⊗ · · · ⊗ xvi ⊗ · · · ⊗ vm ⊗ vη,
for all vi ∈ Li and x ⊗ g(t) ∈ n˜+. We denote the resulted module by
S(η;L1, · · · , Lm; a1, · · · , am). Note that S(η;L1, · · · , Lm; a1, · · · , am)
can be naturally viewed as an n˜+-module. Here we point out that when
η = 0, then Cvη is a trivial n˜+-module and Cvη makes no contribution
to the n˜+-module S(η;L1, · · · , Lm; a1, · · · , am).
Let L(λi) be the irreducible g-module with highest weight λi ∈ h
∗ for
i = 1, · · · , m. Then we denote S(η;L(λ1), · · · , L(λm); a1, · · · , am) by
S(η,λ,a) for short, where λ = (λ1, · · · , λm) and a = (a1, · · · , am). It
is not hard to prove that S(η,λ,a) is an irreducible n˜+-module as well
as an irreducible n˜+/I(tf)-module. If all λ1, · · · , λm are dominant,
then S(η,λ,a) is finite dimensional. We also note that when some
λi = 0, this L(λi) is a 1-dimensional trivial g-module and hence makes
no contribution to the n˜+-module S(η,λ, a).
I(f) Lemma 4.3. Let f(t) =
m∏
i=1
(t − ai) and f˜(t) =
m∏
i=0
(t − ai)
ni, where
a = (a1, · · · , am) ∈ C˜m, a0 = 0, n0 ∈ Z+ and other ni ∈ N. Let S
be an irreducible finite dimensional n˜+-module with I(f˜)S = 0. Then
S ∼= S(η,λ,a) for some Lie algebra homomorphism η : n˜+ → C and
λ = (λ1, · · · , λm) with each λi ∈ h
∗ being dominant. Moreover,
(i). if n0 = 0 then η = 0 and I(f) ⊆ Ann(S);
(ii). if n0 6= 0 we have∑
α∈∆+\Π
gα ⊗ 〈 f 〉+
∑
α∈Π
gα ⊗ 〈 tf 〉+
∑
α∈∆+\{θ}
g−α ⊗ 〈 tf 〉
+g−θ ⊗ 〈 t2f 〉+ h⊗ 〈 tf 〉 ⊆ Ann(S).
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Proof. Denote L = n˜+/I(f˜). We regard S as an L-module. In a similar
Lie algebra isomorphism as in (4.4):
π˜f : n˜+/I(f˜) →
m⊕
i=0
n˜+/I((t− ai)
ni),
let Li = n˜+/I((t− ai)
ni). Hence S can be viewed as an Li-module for
each i. We choose a nonzero irreducible Li-submodule of S, say Li.
First suppose i 6= 0. By Lemma 4.2, we see that I(t− ai)Li = 0. So
Li is an irreducible module over the simple Lie algebra g ∼= n˜+/I(t −
ai). We see that Li ∼= L(λi) for some weight of g with respect to h,
i.e.,(x ⊗ tk)v = aki xv for any v ∈ Li, x ∈ g and k ∈ N. Moreover, λi is
dominant, and λi = 0 if further Li is trivial.
Now suppose that i = 0 and n0 6= 0. Then L0 is nilpotent, further-
more L0 is 1-dimensional and there exist a Lie algebra homomorphism
η0 : L0 → C and w ∈ L0 such that xw = η0(x)w for all x ∈ L0. Again
by Lemma 4.2, we get [n˜+, n˜+]L0 = 0. Recalling that I(t) ⊆ [n˜+, n˜+],
so we obtain I(t)L0 = 0.
If n0 = 0, then L0 = 0 and hence η = 0.
From [Li, Lemma 2.7] we know that S ∼= S(η,λ,a). Part (i) follows
easily. For Part (ii), computing the left hand side of [n˜+, n˜+] ∩ I(f) ⊂
Ann(S) we deduce the statement in (ii). The lemma is true. 
5. Classification of locally finite irreducible modules
In this section we will obtain the complete classification of irreducible
g˜-modules on which each root vector in n˜+ acts on the modules locally
finitely.
Let λ = (λ1, · · · , λm) ∈ (h
∗)m, a = (a1, a2, ..., am) ∈ C˜m, and let
η : n˜+ → C be a Lie algebra homomorphism. We will denote by W (η)
an irreducible Whittaker ĝ-module with Whittaker function η if η 6= 0.
For any γ ∈ hˆ∗, we denote by Vˆ (γ) the irreducible highest weight
ĝ-module with highest weight γ.
Let S = S(η,λ, a) be as defined in Sect.4, and let fa =
m∏
i=1
(t − ai).
Then I(tfa)S = 0, and I(fa)S = 0 if additionally η = 0. Recall from
(4.4) that
n˜+/I(tfa) ∼=(n˜+/I(t))⊕ (n˜+/I(fa))
∼=(n˜/I(t))⊕
m⊕
i=1
n˜+/I(t− ai).
Let πi be the projection from n˜+/I(fa) to g
(i) = n˜+/I(t − ai) which
is isomorphic to g for all i = 1, · · · , m. We identify n˜+/I(fa), which
can be viewed as an ideal of n˜+/I(tfa), with g
m. Then regarded as
an n˜+/I(fa)-module, S is an irreducible highest weight module with
highest weight λ ∈ (h∗)m.
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We consider the induced g˜-module
M˜(η,λ, a) = Indg˜
n˜+
S(η,λ, a) = U(g˜)⊗U(n˜+) S(η,λ, a),
and the induced ĝ-module
M̂(η,λ, a) = Indĝ
n˜+
S(η,λ, a) = U(ĝ)⊗U(n˜+) S(η,λ, a).
Clearly, M˜(η,λ, a) = M̂(η,λ, a)[d] = C[d]⊗M̂ (η,λ, a). Let Cuη be the
1-dimensional n˜+-module such that xuη = η(x)uη for all x ∈ n˜+. Then
we have the induced ĝ-module
Ŵ (η) = Indĝ
n˜+
Cuη.
If η 6= 0, Ŵ (η) is the universal Whittaker module with Whittaker
function η. Recall that the irreducible ĝ-module E(λ, a) is defined in
Section 3 (before Theorem 3.3).
phi-iso Lemma 5.1. As ĝ-modules we have M̂(η,λ, a) ∼= E(λ, a)⊗ Ŵ (η).
Proof. Regarding E(λ, a) as an n˜+-module, we have the canonical n˜+-
module isomorphism ϕ : S(0,λ, a) → E(λ, a). We get the canonical
n˜+-module homomorphism
S(η,λ, a) = S(0,λ, a)⊗ vη −→ E(λ, a)⊗ Ŵ (η),
v ⊗ vη 7→ ϕ(v)⊗ uη, ∀ v ∈ S(0,λ, a),
whose restriction is the canonical n˜+-module isomorphism
S(η,λ, a) −→ E(λ, a)⊗ uη.
From the universal property we obtain an induced ĝ-module homomor-
phism
ϕ̂ : M̂(η,λ, a) = Indĝ
n˜+
S(η,λ, a)
→ E(λ, a)⊗ Ŵ (η) = E(λ, a)⊗ (Indĝ
n˜+
Cuη).
Note that M̂(η,λ, a) = U(b̂−)⊗ S(η,λ, a) and
E(λ, a)⊗ Ŵ (η) = E(λ, a)⊗ U(b̂−)⊗ Cuη
as vector spaces, where b̂− = ĥ + n˜−. Take a basis {b1, b2, · · · } of b̂−.
We have a PBW basis
{brnn · · · b
r1
1 | n ∈ Z+, r1, . . . , rn ∈ Z+}
for U(b̂−). For any l ∈ Z+, we denote
U(b̂−)l =
∑
n, ri ∈ Z+,
r1 + · · ·+ rn = l
Cbrnn · · · b
r1
1 .
By induction on l ∈ Z+, we can easily deduce the following
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Claim 1. For any x ∈ U(b̂−)l, l ∈ Z+ and v ∈ S(0,λ, a),
ϕ̂
(
x(v⊗vη)
)
= x(ϕ(v)⊗uη) ≡ ϕ(v)⊗(xuη) mod E(λ, a)⊗
l−1∑
i=0
U(b̂−)iuη.
Noticing that ϕ is an isomorphism, we see E(λ, a)⊗
l−1∑
i=0
U(b̂−)iuη ⊆
ϕ̂(M̂(η,λ, a)) implies E(λ, a)⊗
l∑
i=0
U(b̂−)iuη ⊆ ϕ̂(M̂(η,λ, a)) from the
claim. Then by induction we can obtain that E(λ, a) ⊗ Ŵ (η) ⊆
ϕ̂(M̂(η,λ, a)), that is, ϕ̂ is surjective.
Now we prove that ϕ̂ is injective. For any nonzero w ∈ M̂(η,λ, a),
we write
w =
k∑
i=0
xi(vi ⊗ vη) mod
l−1∑
i=0
U(b̂−)i(S(0,λ, a)⊗ uη),
where xi ∈ U(b̂−)l and vi ∈ S(0,λ, a). We may assume that vi’s are
linearly independent and each xi 6= 0. Using Claim 1, we see that
ϕ̂(w) ≡
k∑
i=0
ϕ(vi)⊗ (xiuη) mod E(λ, a)⊗
l−1∑
i=0
U(b̂−)iuη.
which is nonzero since ϕ(vi)’s are linearly independent and each xi 6= 0.
Thus ϕ̂ is injective. We conclude that ϕ̂ is an isomorphism. 
As a result of Lemma 5.1, we have a g˜-module isomorphism
ϕ˜ : M˜(η,λ, a) = Indg˜
ĝ
M̂(η,λ, a) −→ Indg˜
ĝ
(
E(λ, a)⊗ Ŵ (η)
)
.
Note that Indg˜
ĝ
(
E(λ, a)⊗ Ŵ (η)
)
= (E(λ, a)⊗ Ŵ (η))[d]. By Theorem
3.6, any g˜-submodule of (E(λ, a)⊗ Ŵ (η))[d] is of the form (E(λ, a)⊗
N)[d] for some ĝ-submodule N of Ŵ (η). Thus any irreducible g˜-
quotient module of (Ŵ (η)⊗E(λ, a))[d] is of the form (W (η)⊗E(λ, a))[d]
for some irreducible ĝ-quotient module W (η) of Ŵ (η). Now we can
characterize all irreducible ĝ-quotient modules W (η) of Ŵ (η).
quotient-hW Lemma 5.2. Let η : n˜+ → C be a Lie algebra homomorphism, and
Ŵ (η) be the universal Whittaker module over ĝ.
(1). If η 6= 0, then any irreducible quotient module of Ŵ (η) is an
irreducible Whittaker ĝ-module of type η.
(2). If η = 0, then any irreducible quotient module of Ŵ (η) is
an irreducible highest weight module Vˆ (γ) over ĝ with some
highest weight γ ∈ hˆ∗.
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Proof. Part (1) is clear. Now suppose η = 0, and W is an irre-
ducible quotient ĝ-module of Ŵ (0). Consider the induced g˜-module
W˜ = W [d] = indg˜
ĝ
W .
If W˜ is irreducible, using Theorem 1 in [MZ1] we know that W˜ is
an irreducible highest weight g˜-module which is a contradiction to the
fact that the action of d is free on W˜ .
So W˜ is not irreducible. Let Y be a nonzero proper g˜-submodule of
W˜ . It is obvious that Y ∩W = 0, since otherwise
W˜ = U(g˜)W = U(g˜)U(ĝ)(Y ∩W ) ⊆ Y.
Because W is irreducible over ĝ, W˜ has a maximal submodule over g˜.
Take a maximal g˜-submodule X of W˜ and choose any
w = dn ⊗ wn + d
n−1 ⊗ wn−1 + ...+ w0 ∈ X, wi ∈ W, wn 6= 0
such that n is minimal. For any x ∈ U(ĝ), k ∈ Z and l ∈ Z+, by
computing dlxw ∈ X and noticing that W is an irreducible ĝ-module,
we see that for any v ∈ W there is an element dn+l⊗v+
n+l−1∑
i=0
di⊗vi ∈ X
for some vi ∈ W , and hence X +W ⊕ (d⊗W )⊕ ...⊕ (d
n ⊗W ) = W˜ .
In particular,
W˜/X ∼=
W ⊕ (d⊗W )⊕ ...⊕ (dn ⊗W )
X ∩
(
W ⊕ (d⊗W )⊕ ...⊕ (dn ⊗W )
)
is a nontrivial irreducible g˜-module. Using Theorem 1 in [MZ1] we
know that n = 1 and W˜/X is a highest weight g˜-module. If we consider
W˜/X as a ĝ-module we have W˜/X ∼= W . Hence W is a highest weight
ĝ-module. Part (2) follows. 
Using the above two lemmas, we can give the characterization of
irreducible g˜-modules such that the actions of elements n˜+ are locally
finite.
char Theorem 5.3. Let V be an irreducible g˜-module on which the action
of each root vector in n˜+ is locally finite. Then V is isomorphic to one
of the following g˜-module:
(1). an irreducible highest weight module V˜ (γ) for some γ ∈ h˜∗;
(2). an irreducible Whittaker module W˜ (η) for a nonzero Lie alge-
bra homomorphism η : n˜+ → C;
(3). (Vˆ (γ)⊗E(λ, a))[d] for some γ ∈ hˆ∗, a ∈ C˜m and λ ∈ (h∗)m\{0}
with all λi dominant, where Vˆ (γ) is the irreducible highest
weight module over ĝ;
(4). (W (η)⊗ E(λ, a))[d] for a nonzero Lie algebra homomorphism
η : n˜+ → C, a ∈ C˜m, and λ ∈ (h
∗)m \{0} with all λi dominant.
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Proof. By Theorem 4.1, V has a finite-dimensional n˜+-submodule and
hence an irreducible finite-dimensional n˜+-submodule, say S. If this S
is one-dimensional, we see that V is a highest weigh g˜-module or an ir-
reducible Whittaker g˜-module by Lemma 5.2. Otherwise, by Theorem
4.1 and Lemmas 4.2 and 4.3, this irreducible n˜+-submodule is isomor-
phic to S(η,λ, a) for a Lie algebra homomorphism η : n˜+ → C, a ∈ C˜m,
and λ ∈ (h∗)m with all λi dominant and at least one nonzero. Then we
know that V is an irreducible quotient of the g˜-module M˜(η,λ, a) =
Indg˜
n˜+
S(η,λ, a) = (E(λ, a)⊗ Ŵ (η))[d]. The theorem follows from The-
orem 3.4 and Lemmas 5.1, 5.2. 
6. Isomorphism classes of irreducible g˜-modules
In this section we determine the necessary and sufficient conditions
for two irreducible modules of the form (E(λ, a)⊗Vˆ (γ))[d] or (E(λ, a)⊗
W (η))[d] to be isomorphic, where η : n˜+ → C is a nonzero Lie algebra
homomorphism, a ∈ C˜m, λ = (λ1, ..., λm) ∈ (h
∗)m \ {0} and γ ∈ hˆ∗.
We have assumed that Vˆ (γ) is the irreducible highest weight ĝ-module
of highest weight γ and W (η) is an irreducible Whittaker ĝ-module.
iso_M[d] Lemma 6.1. Let M and M ′ be irreducible ĝ-modules. Then M [d] ∼=
M ′[d] as g˜-modules if and only if M ∼= M ′ as ĝ-modules.
Proof. The sufficiency is clear. We need only to prove the necessity.
Let ϕ˜ : M [d] → M ′[d] be a g˜-module isomorphism. We can define a
map ϕ : M → M ′ as follows. Take any nonzero u ∈ M , there exist
unique lu ∈ Z+ and vi ∈ M
′ with vlu 6= 0 such that ϕ˜(u) =
lu∑
i=0
divi.
Define ϕ(u) = vlu . Note that for any x ∈ ĝ, we have
tphi (6.1) ϕ˜(xu) = xϕ˜(u) =
lu∑
i=0
x(divi) = d
luxvlu +
lu−1∑
i=0
dixvi+
lu∑
i=0
[x, di]vi.
This together with the fact M = U(ĝ)u implies that lu′ ≤ lu for all
u′ ∈M and hence lu = lu′ for all nonzero u, u′ ∈M . Then the linearity
of ϕi follows from its definition and (6.1) yields ϕ(xu) = xvlu = xϕ(u).
As a result, ϕ is a nonzero ĝ-module homomorphism and hence an
isomorphism between ĝ-modules M and M ′. 
iso_E ot L Lemma 6.2. Let λ ∈ (h∗)m \ {0}, λ′ ∈ (h∗)m
′
, a ∈ C˜m, a′ ∈ C˜m′ , and
let L, L′ be ĝ-modules such that for any w ∈ L and w′ ∈ L′ we have
(g⊗ tkC[t])w = (g⊗ tkC[t])w′ = 0 for some k ∈ N depending on w,w′.
Then E(λ, a)⊗L ∼= E(λ′, a′)⊗L′ if and only if E(λ, a) ≃ E(λ′, a′) and
L ∼= L′.
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Proof. We know that both E(λ, a) and E(λ′, a′) are irreducible ĝ-
modules. Let ϕ˜ : E(λ, a) ⊗ L → E(λ′, a′) ⊗ L′ be a ĝ-module iso-
morphism. Fix nonzero v ∈ E(λ, a) and nonzero w ∈ L. Let
ϕ˜(v ⊗ w) =
s∑
i=1
vi ⊗ wi,
where vi ∈ E(λ
′, a′), wi ∈ L′ such that wi’s are linearly independent.
We may also assume that each vi 6= 0. Choose any k ∈ N such that
(g⊗ tkC[t])w = (g⊗ tkC[t])wi = 0 for all i. Note that
tphi2 (6.2) ϕ˜(xv ⊗ w) = xϕ˜(v ⊗ w) =
s∑
i=1
xvi ⊗ wi, ∀ x ∈ g⊗ t
k
C[t].
Combining this with the fact that E(λ, a) = U(ĝ)v and using Lemma
3.1, we see that, for any u ∈ E(λ, a),
ϕ˜(u⊗ w) =
s∑
i=1
ui ⊗ wi
where ui ∈ E(λ
′, a′). Now we can define nonzero vector space homo-
morphisms ϕi : E(λ, a) → E(λ
′, a′) by ϕi(u) = ui for all u ∈ E(λ, a)
and we have
ϕ˜(u⊗ w) =
s∑
i=1
ϕi(u)⊗ wi, ∀ u ∈ E(λ, a).
Note that (6.2) with v replaced by u indicates that ϕi(xu) = xϕi(u)
for x ∈ g⊗ tkC[t] and u ∈ E(λ, a). The irreducibility of E(λ′, a′) and
Lemma 3.1 shows that all ϕi are surjective, i.e., ϕi(E(λ, a)) = E(λ
′, a′).
Let fa(t) =
m∏
j=1
(t − aj), fλ,a(t) =
m∏
j=1,λj 6=0
(t − aj) and similar for fa′
and fλ′,a′. Now we have 0 = ϕi(xu) = xϕi(u) for all u ∈ E(λ, a) and
x ∈ fλ,a(t)t
kC[t]. Since ϕi is surjective, we get xE(λ
′, a′) = 0 for all
x ∈ fλ,a(t)t
k
C[t], yielding from Remark 3.2 that
fλ,a(t)t
k ∈ Ann(E(λ′, a′)) = fλ′,a′(t)C[t±1]⊕ CK.
Thus we get fλ′,a′ divides fλ,a and symmetrically fλ,a divides fλ,a′. In
particular, fλ,a = fλ,a′, Ann(E(λ, a)) = Ann(E(λ
′, a′)) and ϕi(xu) =
0 = xϕi(u) for x ∈ g⊗ fλ,aC[t
±1].
Since g⊗fλ,aC[t
±1]+g⊗tkC[t] = g⊗C[t±1], we obtain that ϕi(xu) =
xϕi(u) for x ∈ g⊗C[t
±1]. Hence each ϕi is a ĝ-module homomorphism.
Since E(λ, a) is a simple modules, ϕi 6= 0 is also injective. Conse-
quently, each ϕi is a ĝ-module isomorphism. Thus E(λ, a) ≃ E(λ
′, a′).
It is well known that any endomorphism of a simple module over a
countably generated associative C-algebra is a scalar (Proposition 2.6.5
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and Corollary 2.6.6 in [D]). There exist ai ∈ C
∗ such that ϕi = aiϕ1.
Let w′ =
∑s
i=1 aiwi. Then
ϕ˜(u⊗ w) = ϕ1(u)⊗ w
′, ∀ u ∈ E(λ, a).
Applying x ∈ ĝ to both sides we deduce that
ϕ˜(x(u⊗ w)) =ϕ˜(xu⊗ w) + ϕ˜(u⊗ xw)
=ϕ1(xu)⊗ w
′ + ϕ˜(u⊗ xw)
=(xϕ1(u))⊗ w
′ + ϕ˜(u⊗ xw),
xϕ˜(u⊗ w) =(xϕ1(u))⊗ w
′ + ϕ1(u)⊗ xw′
i.e., ϕ˜(u⊗ xw) = ϕ1(u)⊗ xw
′. Thus we have a vector space homomor-
phism ϕ′ : L→ L′ such that
ϕ˜(u⊗ w) = ϕ1(u)⊗ ϕ
′(w), ∀ u ∈ E(λ, a), w ∈ L.
Applying x ∈ ĝ to both sides we deduce that ϕ′(xw) = xϕ′(w) for all
x ∈ ĝ and all w ∈ L. That is, ϕ′ : L → L′ is a nonzero ĝ-module
homomorphism. Since ϕ˜ is an isomorphism of g˜-modules, we obtain
that ϕ′ is an isomorphism of ĝ-modules, i.e., L ≃ L′. 
Note that the necessary and sufficient conditions for the isomorphism
E(λ, a) ≃ E(λ′, a′) is well-known, see Theorem 1.3(d) in [CP3]. Com-
bine Lemma 6.1, Lemma 6.2 and highest weight representation theory
of ĝ, we can deduce the isomorphisms among the irreducible g˜-modules
(E(λ, a)⊗ Vˆ (γ))[d] and (E(λ, a)⊗W (η))[d].
Theorem 6.3. Let λ ∈ (h∗)m \ {0}, a ∈ C˜m, λ′ ∈ (h∗)m
′
, a′ ∈ C˜m′ ,
γ, γ′ ∈ ĥ∗ and η, η′ : n˜+ → C are nonzero Lie algebra homomorphisms.
(1). (E(λ, a)⊗ Vˆ (γ))[d] and (E(λ′, a′)⊗W (η))[d] can never be iso-
morphic;
(2). (E(λ, a)⊗ Vˆ (γ))[d] ≃ (E(λ′, a′)⊗V (γ′))[d] as g˜-modules if and
only if E(λ, a) ≃ E(λ′, a′) as ĝ-modules and γ = γ′;
(3). (E(λ, a)⊗W (η))[d] ≃ (E(λ′, a′)⊗W (η′))[d] as g˜-modules if and
only if E(λ, a) ≃ E(λ′, a′) and W (η) ∼= W (η′) as ĝ-modules.
7. Tensor products of highest weight modules and loop
modules over untwisted affine Kac-Moody algebras
In this last section we will use the “shifting technique” to obtain a
necessary and sufficient condition for the tensor product of irreducible
integrable loop modules and irreducible integrable highest weight mod-
ules over untwisted affine Kac-Moody algebras g˜ to be simple. This
problem was started by Chari and Pressley in [CP3], and studied by
them and other authors, for example [Ad1-3]. We will start with a
slightly more general setting.
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For any a ∈ C˜m, λ = (λ1, λ1, · · · , λm) ∈ (h
∗)m, we have the irre-
ducible ĝ-module E(λ, a). For any b ∈ C let us recall from [E2] or
[CP3] the g˜-modules E(λ, a, b) = E(λ, a)⊗ C[t, t−1] with actions
E(b) (7.1)
(x⊗ tk)(v ⊗ tn) = ((x⊗ tk)v)⊗ tn+k,
K(v ⊗ tn) = 0, d(v ⊗ tn) = (b+ n)(v ⊗ tn),
for all k, n ∈ Z, x ∈ g, v ∈ E(λ, a). Note that the g˜-modules E(λ, a, b)
are integrable weight g˜-modules if all λi are dominant.
Let us recall from [CP3] the graded associative algebra homomor-
phism χ : U(h⊗ C[t, t−1])→ C[t, t−1] defined by extending
chi (7.2) χ(h⊗ tn) =
( m∑
i=1
λi(h)a
n
i
)
tn.
By Theorem 1.3 (c) of [CP3], we see that E(λ, a, b) is irreducible, if
and only if χ is surjective. In other words, for all k ∈ Z there exist
hk ∈ U(h⊗ C[t, t
−1]) such that [d, hk] = khk and χ(hk) 6= 0. Although
the proof in [CP3] is for finite dimensional E(λ, a), it is valid even for
any infinite dimensional E(λ, a).
Let L be an irreducible g˜-module such that
L mod (7.3) L =
∑
i∈Z+
L−i, where L−i = {v ∈ L | dv = (ζ − i)v}
for some ζ ∈ C with L0 6= 0. We call ζ the highest degree of L. Note
that irreducible highest weight g˜-modules are such modules. There are
certainly a lot of other such irreducible modules. Similarly we have
U(g˜) =
∑
i∈Z
U(g˜)i, where U(g˜)i = {x ∈ U(g˜) | [d, x] = ix}.
Any vector x ∈ U(g˜)i is called homogeneous of degree i, denoted by
deg(x) = i. Clearly U(g˜)iLj ⊆ Li+j , where we make the convention
that Lj = 0 for j ∈ N. From now on we fix one such module L.
L irre Lemma 7.1. The above module L is also irreducible as a ĝ-module.
Proof. Let W be a nonzero ĝ-submodule of L. Take any nonzero w ∈
W . Write w =
n∑
i=0
ui with ui ∈ L−i and un 6= 0. Since L is simple
as a g˜-module, there exists x1, · · · , xs ∈ g and j1, · · · , js ∈ Z+ with
j1 + · · · + js = n such that w0 = (x1 ⊗ t
j1) · · · (xs ⊗ t
js)w ∈ L0 \ {0}.
Then the ĝ-submodule generated by w0 is a g˜-submodule of L. Hence
W = L. Consequently, L is irreducible as a ĝ-module. 
We will use the “shifting technique” established in [CGZ] to study
the tensor product g˜-module E(λ, a, b) ⊗ L. Define a new action of g˜
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on the vector space E(λ, a)⊗ L⊗ C[t±1] by
E(B, L) (7.4)
(x⊗ tk)
(
v ⊗ u⊗ tn
)
=
(
(x⊗ tk)v ⊗ u+ v ⊗ (x⊗ tk)u
)
⊗ tn+k,
d
(
v ⊗ u⊗ tn
)
=(ζ + b+ n)(v ⊗ u⊗ tn),
K(v ⊗ u⊗ tn) =v ⊗Ku⊗ tn,
where b ∈ C, u ∈ L, v ∈ E(λ, a), x ∈ g and k, n ∈ Z. Denote
this g˜-module as E(λ, a, b, L). On the other hand, we can form the
tensor product g˜-module E(λ, a, b) ⊗ L. Then we have the g˜-module
isomorphism E(λ, a, b, L) ∼= E(λ, a, b)⊗ L given by:
v ⊗ u⊗ tn 7→ (v ⊗ tn+i)⊗ u, ∀ u ∈ L−i.
In the rest of this section, we will consider the module E(λ, a, b, L)
instead of E(λ, a, b)⊗L, to deduce their irreducibilities. We first prove
a property of the function χ defined in [CP3]. For any p, k ∈ N, define
Uk
(
h⊗ (tpC[t])
)
= {x ∈ U
(
h⊗ (tpC[t])
)
| [d, x] = kx}.
We further have
cal E Lemma 7.2. Suppose that χ is onto. Then for any p ∈ N, we have
χ
(
Uk(h⊗ (t
pC[t]))
)
6= 0 for all sufficiently large k ∈ N.
Proof. Let Sp = {k ∈ N | χ(Uk(h ⊗ (t
pC[t])) 6= 0}, and 〈Sp〉 be the
subgroup of Z generated by Sp. It is enough to show that 〈Sp〉 =
Z. Otherwise suppose that 〈Sp〉 = n1Z 6= Z where n1 > 1. Then
χ(h⊗ tq+n1k) = 0 for all k ≥ p and all q = 1, 2, ..., n1 − 1, i.e.,
m∑
i=1
λi(h)a
q
i (a
n1
i )
k = 0, ∀ h ∈ h, k > p.
Note that although ai 6= aj for i 6= j, we can have a
n1
i = a
n1
j for some
i 6= j. Let S1, S2, ..., Ss be the partition of {1, 2, ..., m} so that
i, j ∈ Sk ⇔ a
n1
i = a
n1
j .
We deduce that∑
i∈Sj
λi(h)a
q
i = 0, ∀ h ∈ h, q = 1, 2, · · · , n1 − 1.
Equivalently, ∑
i∈Sj
λi(h)a
n
i = 0, ∀ h ∈ h, n /∈ n1Z.
We see that χ is not surjective, contradicting the assumption. The
lemma is true. 
cal E submodule Lemma 7.3. Let a ∈ C˜m and λ ∈ (h∗)m such that E(λ, a) is fi-
nite dimensional and E(λ, a, b) is irreducible. Let W be a nonzero
g˜-submodule of E(λ, a, b, L). Then E(λ, a)⊗ L ⊗ tn ⊆ W for all suffi-
ciently large n ∈ Z.
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Proof. Denote E = E(λ, a, b, L) and En = E(λ, a) ⊗ L ⊗ t
n for conve-
nience. Elements in En are called homogeneous. Denote fa(t) =
m∏
i=1
(t−
ai) as before. LetW =
∑
n∈Z
Wn⊗t
n for some subspacesWn ⊆ E(λ, a)⊗L
for all n ∈ Z.
Choose any n′ ∈ Z such that Wn′ 6= 0 and take a nonzero w ∈ Wn′ .
We can write w =
r∑
i=1
wi⊗ui with 0 6= wi ∈ E(λ, a) and u1, · · · , ur ∈ L
such that u1, · · · , ur are linearly independent. There is p ∈ Z+ such
that (g⊗ tpC[t])ui = 0 for all i.
Regard E(λ, a) as a weight module over La (defined in (3.1))with
respect to the Cartan subalgebra
ha =
(
h⊗ tpC[t]
)
/
(
(h⊗ tpC[t]) ∩ (h⊗ faC[t])
)
.
By (3.2) and Lemma 3.1, we see that(
n+ ⊗ t
p
C[t]
)
/
(
(n+ ⊗ t
p
C[t]) ∩ (n+ ⊗ faC[t])
)
is just the positive part (nilpotent radical) of La with respect to ha.
Recall that E(λ, a) is a highest weight module over the semisimple
Lie algebra La with highest weight λ (see the comments before Remark
3.2). For any weight µ ∈ (h∗)m, we say µ ≤ λ if λi − µi is nonnegative
for all i = 1, · · · , m. For any element v = v1 + · · ·+ vs ∈ E(λ, a) such
that the vi’s are nonzero weight vectors of distinct weights µi, denote
wt(v) = min{µi, i = 1, · · · , s}.
If there is wi so that wt(wi) 6= λ, say, wt(w1) < λ, then w1 can not
by annihilated by the whole positive part of La. Hence xw1 6= 0 for
some homogeneous x ∈ n+ ⊗ t
pC[t]. Then we have
x(w ⊗ tn
′
) = x
( r∑
i=1
wi ⊗ ui ⊗ t
n′
)
=
r∑
i=1
xwi ⊗ ui ⊗ t
n′+deg(x)
which is nonzero by the linear independence of ui, i = 1, · · · , r. It is
clear that wt(xwi) > wt(wi) for i = 1, 2, · · · , r. Repeating this process,
we can reach a nonzero element w′ =
r∑
i=1
v′i ⊗ ui ⊗ t
n′′ ∈ W with either
wt(v′i) = λ or v
′
i = 0 for all i = 1, · · · , r. Then w
′ = vλ ⊗ u ⊗ tn
′′
for
some nonzero u ∈ L. By replacing w with w′ and n′ with n′′, we may
assume that w = vλ ⊗ u ∈ Wn′.
Claim 1. E(λ, a)⊗ u1 ⊆Wn for all sufficiently large n.
From Lemma 7.2, there exists k′ ∈ N such that there exist hk ∈
Uk(h ⊗ (t
p
C[t])) with χ(hk) 6= 0 for all k > k
′. By (3.3) we can find
homogeneous x1, x2, ..., xq ∈ U(g ⊗ t
pC[t]) \ C such that E(λ, a) =
span{xivλ | i = 1, 2, ..., q}, which is finite dimensional. Let deg(xi) = li
and l = max{li, 1 ≤ i ≤ q}. Then for any k ≥ k
′ + l, we have
xihk−li(vλ ⊗ u1 ⊗ t
n′) = χ(hk−li)xivλ ⊗ u1 ⊗ t
n′+k,
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which implies that E(λ, a) ⊗ u1 ⊗ t
k ∈ W for all k ≥ n′ + k′ + l. The
claim follows.
Claim 2. E(λ, a)⊗ L ⊆Wn for all sufficiently large n.
By Claim 1, we suppose that E(λ, a) ⊗ u1 ⊗ t
n ⊆ W for all n ≥ n1
where n1 ∈ Z is fixed. Let u1 ∈
m′⊕
i=0
L−i with minimal m′ ∈ Z+. Since L
is simple as a g˜-module, there exists y1, · · · , ys ∈ g and j1, · · · , js ∈ Z+
with j1 + · · ·+ js = m
′ such that
w0 = (ys ⊗ t
js) · · · (y1 ⊗ t
j1)u1 ∈ L0 \ {0}.
By induction on r we see that
E(λ, a)⊗ (yr ⊗ t
jr) · · · (y1 ⊗ t
j1)u1 ⊗ t
n+j1+...+jr ⊆ W, ∀ n ≥ n1.
So
E(λ, a)⊗ w0 ⊗ t
n+m′ ⊆ W, ∀ n ≥ n1.
From Lemma 7.1 we know that U(g ⊗ C[t−1])w0 = L. One can easily
deduce that
E(λ, a)⊗ L⊗ tn ⊆W, ∀ n ≥ n1 +m
′.
Claim 2 follows. Hence the lemma is true. 
The following corollary will be used later in this paper.
coro Corollary 7.4. Let a ∈ C˜m and λ ∈ (h∗)m such that E(λ, a) is finite
dimensional and E(λ, a, b) is irreducible. Let W be a submodule of
E(λ, a, b, L), n0 ∈ Z and u0 ∈ L0 \ {0}. If E(λ, a) ⊗ u0 ⊗ t
n ⊆ W for
all n ≥ n0 then E(λ, a)⊗ L⊗ t
n ⊆W for all n ≥ n0.
Proof. Taking u1 = u0 and n1 = n0 in the the proof of Claim 2 of
Theorem 7.3, we can deduce the result. 
Noticing that n˜− = (g ⊗ t−1C[t−1]) ⊕ n−, we have U(n˜−) = U(g ⊗
t−1C[t−1]) ⊗ U(n−). Fix any nonzero u0 ∈ L0. Then we can define a
linear map
phi (7.5) ϕ : E(λ, a)⊗ U(n˜−)→ E(λ, a)⊗ L0,
by ϕ(v ⊗ xy) = (x ◦ v)⊗ yu0 for all v ∈ E(λ, a), x ∈ U(g⊗ t
−1C[t−1])
and y ∈ U(n−), where the action ◦ is defined by 1 ◦ v = v and
(x1x2 · · ·xs) ◦ v = (−1)
sxs · · ·x2x1v, ∀ xi ∈ g⊗ t
−1
C[t−1].
Note that L0 is an irreducible g-module. For any x ∈ g⊗ t
−1C[t−1], y ∈
U(n˜−) and v ∈ E(λ, a), we can compute that ϕ(xv ⊗ y + v ⊗ xy) = 0.
Both E(λ, a) ⊗ U(n˜−) and E(λ, a) ⊗ L0 are U(n−)-modules in a
natural way, and we have
phi is g-homo Lemma 7.5. The linear map ϕ is a U(n−)-homomorphism.
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Proof. Take any v ∈ E(λ, a), xi ∈ g⊗t
−1C[t−1], i = 1, · · · , s, y ∈ U(n−)
and x′ ∈ n−. We have
ϕ(x′(v ⊗ x1 · · ·xsy)) = ϕ(x′v ⊗ x1 · · ·xsy) + ϕ(v ⊗ x′x1 · · ·xsy).
Noticing that ϕ(x′v ⊗ x1 · · ·xsy) = (−1)sxs · · ·x1x′v ⊗ yu0 and
ϕ(v ⊗ x′x1 · · ·xsy)
=ϕ(v ⊗ x1 · · ·xsx
′y + v ⊗
s∑
i=1
x1 · · · [x
′, xi] · · ·xsy)
=(−1)sxs · · ·x1v ⊗ x
′yu0 + (−1)
s
s∑
i=1
xs · · · [x
′, xi] · · ·x1v ⊗ yu0
=(−1)sxs · · ·x1v ⊗ x
′yu0 + (−1)s[x′, xs · · ·x1]v ⊗ yu0,
we get that
ϕ(x′(v ⊗ x1 · · ·xsy)) = (−1)sxs · · ·x1v ⊗ x′yu0 + (−1)sx′xs · · ·x1v ⊗ yu0
= (−1)sx′(xs · · ·x1v ⊗ yu0)
= x′ϕ(v ⊗ x1 · · ·xsy).
as desired. 
cal E irre Theorem 7.6. Let a ∈ C˜m and λ ∈ (h∗)m such that E(λ, a) is finite
dimensional and E(λ, a, b) is irreducible. Let L = V˜ (γ) be an irre-
ducible highest weight g˜-module with highest weight vector u0 of high-
est weight γ ∈ h˜∗. Assume that J = AnnU(n˜−)(u0). Then E(λ, a, b)⊗L
is irreducible if and only if ϕ(E(λ, a)⊗ J) = E(λ, a)⊗ L0.
Proof. Consider E(λ, a, b, L) instead of E(λ, a, b)⊗L. For convenience
denote E = E(λ, a) and E = E(λ, a, b, L). Let W =
∑
k∈Z
Wk ⊗ t
k be
a nonzero submodule of E . By Lemma 7.3, there is n ∈ Z such that
E ⊗ L⊗ ti ⊆W for all i ≥ n+ 1.
Claim 1. For any v ∈ E, x ∈ U(g ⊗ t−1C[t−1]) and y ∈ U(n−), we
have v ⊗ xyu0 ≡ (x ◦ v)⊗ yu0 = ϕ(v ⊗ xy) mod Wn.
By linearity it suffices to prove the claim for x = (x1⊗ t
−i1) · · · (xs⊗
t−is) with xj ∈ g and ij ∈ N. If s = 0 the result is trivial. Now
suppose the result is true for all v ∈ E, x = (x1 ⊗ t
−i1) · · · (xs ⊗ t−is)
and y ∈ U(n−). Set u = yu0. Then for any x0 ∈ g and i0 ∈ N we have
that
(x0⊗ t
−i0)(v⊗xu⊗ tn+i0) =
(
v⊗ (x0⊗ t
−i0)xu+(x0⊗ t−i0)v⊗xu
)
⊗ tn
lies in W and hence
v ⊗ (x0 ⊗ t
−i0)xyu0 ≡ −(x0 ⊗ t−i0)v ⊗ xyu0 mod Wn
≡ −x ◦ (x0 ⊗ t
−i0)v ⊗ yu0 mod Wn
≡
(
(x0 ⊗ t
−i0)x
)
◦ v ⊗ yu0 mod Wn.
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The claim follows by induction.
First suppose that ϕ(E ⊗ J) = E ⊗ L0. Then for any v ∈ E(λ, a),
we can find xi ∈ J and vi ∈ E such that ϕ(
s∑
i=1
vi ⊗ xi) = v ⊗ u0. By
Claim 1, we have
v ⊗ u0 =
s∑
i=1
ϕ(vi ⊗ xi) ≡
s∑
i=1
vi ⊗ xiu0 = 0 mod Wn,
that is E ⊗ u0 ∈ Wn. By Corollary 7.4, we obtain that Wn = E ⊗ L
and by induction on n we conclude that Wi = E⊗L for all i ∈ Z, that
is W = E . Therefore E is irreducible.
Now suppose that ϕ(E ⊗ J) 6= E ⊗ L0. Then we have an induced
linear map
ϕ¯ : E ⊗ U(n˜−)→ (E ⊗ L0)/ϕ(E ⊗ J), v ⊗ x 7→ ϕ(v ⊗ x).
Clearly ϕ¯(E ⊗ J) = 0. Noticing that L = U(n˜−)u0 ∼= U(n˜−)/J , we get
the induced linear map
ϕ̂ : E ⊗ L→ (E ⊗ L0)/ϕ(E ⊗ J), v ⊗ xu0 7→ ϕ(v ⊗ x).
Without loss of generality we may suppose that W is the submodule
of E generated by E ⊗L⊗ ti, i ≥ n+1. Then any elements in Wn⊗ t
n
is a sum of elements of the form
x(v ⊗ yu0 ⊗ t
n+i), x ∈ U(ĝ)−i, v ∈ E, y ∈ U(n˜−), i ∈ N,
and, by the PBW Theorem, is a sum of elements of the form
x(v ⊗ yu0 ⊗ t
n+i), x ∈ n˜−, v ∈ E, deg(x) = −i, y ∈ U(n˜−), i ∈ N.
While in this case x(v ⊗ yu0 ⊗ t
n+i) = (xv ⊗ yu0 + v ⊗ xyu0)⊗ t
n and
ϕ̂(xv ⊗ yu0 + v ⊗ xyu0) = ϕ(xv ⊗ y + v ⊗ xy) = 0. As a result we
obtain that ϕ̂(Wn) = 0, or equivalently, Wn ⊆ ker ϕ̂ 6= E ⊗ L since ϕ̂
is surjective and nonzero. Thus W is a proper submodule of E , which
has to be reducible. 
The above result is not easy to use since we generally do not know
what AnnU(n˜−)(u0) is for a non-integrable irreducible highest weight
g˜-module V˜ (γ) with highest weight γ ∈ h˜∗. Fortunately, our purpose
is to handle the case when γ is dominant.
From Proposition 9.9 in [K], there are a lot of irreducible highest
weight modules V˜ (γ) that are also Verma modules over g˜. For these
irreducible Verma modules V˜ (γ), we know that J = AnnU(n˜−)(u0) = 0,
where u0 is a highest weight vector. Applying Theorem 7.6 we obtain
cal E verma Corollary 7.7. Let a ∈ C˜m and λ ∈ (h∗)m such that E(λ, a) is finite
dimensional and E(λ, a, b) is irreducible. Let V˜ (γ) be an irreducible
Verma module over g˜. Then E(λ, a, b)⊗ V˜ (γ) is always reducible.
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On the other hand, we do have a clear description for AnnU(n˜−)(u0)
if γ is dominant. Next we will concentrate on this very important case
which is of most interest to us.
Recall from Section 2 the notation of root system relative to the
triangular decomposition of g and g˜ given there. Let αi, i = 1, · · · , l
be the simple roots of g, θ be the longest root of g and αˇi, θˇ be the
corresponding coroots. Let α0 = δ − θ. Then αi, i = 0, 1, · · · , l are the
simple roots of g˜. It is well known that f0 = eθ ⊗ t
−1 and αˇ0 = K − θˇ.
Any weight γ ∈ h˜∗ is of the form γ = Λ+kΛ0, where Λ ∈ h∗ is a weight
of g, k ∈ C and Λ0 is the root defined by 〈Λ0, αˇi〉 = δi,0, 〈Λ0, d〉 = 0.
Denote by V˜ (γ) the highest weight g˜-module with highest weight γ
and denote by V (Λ) the g-submodule of V˜ (γ) generated by the highest
weight vector (that is a highest weight g-module with highest weight
Λ).
It is well known that γ = Λ + kΛ0 is dominant if and only if Λ is a
dominant weight relative to g and k ∈ N satisfies k ≥ Λ(θˇ).
From now on, we assume that L = V˜ (γ) with γ = Λ + kΛ0 being
dominant. It is easy to see that L0 = V (Λ) is just the finite dimensional
irreducible highest weight g-module with highest weight Λ. Moreover,
V˜ (γ) and V (Λ) have common highest weight vector, and we choose one
of them, say uΛ, and define the function ϕ as in (7.5) replacing u0 with
uΛ. Denote E(λ, a, b, γ) = E(λ, a, b, V˜ (γ)) for convenience. We have
noticed the g˜-module isomorphism E(λ, a, b, γ) ∼= E(λ, a, b)⊗ V˜ (γ).
cal E irre int Theorem 7.8. Let a ∈ C˜m and λ ∈ (h∗)m such that E(λ, a) is finite
dimensional and E(λ, a, b) is irreducible. Suppose that Λ + kΛ0 ∈ h˜
∗
is dominant. Then E(λ, a, b)⊗ V˜ (Λ + kΛ0) is irreducible if and only if
phi() (7.6) ϕ
(
E(λ, a)⊗ U(n−)(eθ ⊗ t−1)k−〈Λ|θˇ〉+1
)
= E(λ, a)⊗ V (Λ).
Proof. Let uΛ be a common highest weight vector of V (Λ + kΛ0) and
V (Λ). It is well known that J = AnnU(n˜−)(uΛ) is the left ideal of U(n˜−)
generated by f
〈Λ+kΛ0|αˇi〉+1
i for i = 0, 1, · · · , l. Then
ϕ(E(λ, a)⊗J) = ϕ
(
E(λ, a)⊗
l∑
i=0
U(g⊗t−1C[t−1])U(n−)f
〈Λ+kΛ0|αˇi〉+1
i
)
.
Note that
ϕ
(
E(λ, a)⊗
l∑
i=1
U(g⊗ t−1C[t−1])U(n−)f
〈Λ+kΛ0|αˇi〉+1
i
)
=
l∑
i=1
U(g⊗ t−1C[t−1]) ◦ E(λ, a)⊗ U(n−)f
〈Λ|αˇi〉+1
i u0 = 0.
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We have
ϕ(E(λ, a)⊗ J) =ϕ
(
E(λ, a)⊗ U(g⊗ t−1C[t−1])U(n−)f
〈Λ+kΛ0|αˇ0〉+1
0
)
=ϕ
(
U(g⊗ t−1C[t−1]) ◦ E(λ, a)⊗ U(n−)f
k−〈Λ|θˇ〉+1
0
)
=ϕ
(
E(λ, a)⊗ U(n−)f
k−〈Λ|θˇ〉+1
0
)
.
Now this theorem follows from Theorem 7.6. 
The conditions in Theorem 7.8 is still not very easy to verify. Now
we can give a further criterion which we can compute explicitly.
cal E irre simpler Theorem 7.9. Let a ∈ C˜m and λ ∈ (h∗)m such that E(λ, a) is finite
dimensional and E(λ, a, b) is irreducible. Suppose that V˜ (Λ + kΛ0) is
an irreducible integrable highest weight g˜-module, where Λ ∈ h∗ and
k ∈ Z+. Let uΛ be the common highest weight vector of V˜ (Λ + kΛ0)
and V (Λ). Then E(λ, a, b)⊗ V˜ (Λ + kΛ0) is irreducible if and only if
U(n-) (7.7) U(n−)
(
(eθ ⊗ t
−1)k−〈Λ|θˇ〉+1E(λ, a)⊗ uΛ
)
= E(λ, a)⊗ V (Λ).
Proof. As before, denote γ = Λ+kΛ0 and we consider E = E(λ, a, b, γ)
instead of E(λ, a, b)⊗ V˜ (Λ + kΛ0). Denote E = E(λ, a), f0 = eθ ⊗ t
−1
and k0 = k − 〈Λ|θˇ〉+ 1 for short.
First suppose that U(n−)(f
k0
0 E ⊗ uΛ) = E ⊗ V (Λ). Let W be a
nonzero submodule of E . As in the proof of Theorem 7.6, we have
W =
∑
i∈Z
Wi ⊗ t
i,Wi ⊆ E ⊗ V˜ (γ), and by Lemma 7.3, there is n ∈ Z
such that Wi = E ⊗ V˜ (γ) for all i ≥ n + 1.
By Claim 1 of Theorem 7.6, we have that, for any v ∈ E,
(−1)k0fk00 v ⊗ uΛ = ϕ(v ⊗ f
k0
0 ) ≡ v ⊗ f
k0
0 uΛ = 0 mod Wn.
So fk00 E ⊗ uΛ ⊆ Wn and hence E ⊗ V (Λ) = U(n−)(f
k0
0 E ⊗ uΛ) ⊆ Wn,
which implies E ⊗ V˜ (γ) = Wn by Corollary 7.4. By induction, we can
obtain Wi = E ⊗ V˜ (γ) for all i ∈ Z. Therefore E is irreducible.
Next we suppose that E is irreducible. To complete the proof it
suffices to show the following claim, thanks to Theorem 7.8 and the
fact that U(n−)(f
k0
0 E ⊗ uΛ) ⊆ E(λ, a)⊗ V (Λ).
Claim 1. ϕ(E ⊗ U(n−)f
k0
0 ) ⊆ U(n−)(f
k0
0 E ⊗ uΛ).
Take any x = x1x2 · · ·xr ∈ U(n−) with xi ∈ n−. We will prove
last (7.8) ϕ(E ⊗ x1 · · ·xrf
k0
0 ) ⊆ U(n−)(f
k0
0 E ⊗ uΛ)
by induction on r. The assertion is obvious for r = 0. Now suppose
that (7.8) holds for r ∈ Z+. Then for any v ∈ E and x0 ∈ n−, we have
ϕ(v ⊗ x0xf
k0
0 ) = ϕ(x0(v ⊗ xf
k0
0 )− x0v ⊗ xf
k0
0 )
= x0ϕ(v ⊗ xf
k0
0 )− ϕ(x0v ⊗ xf
k0
0 ),
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since ϕ is a U(n−)-module homomorphism. Then by induction hypoth-
esis, we have ϕ(v ⊗ xfk00 ), ϕ(x0v ⊗ xf
k0
0 ) ∈ U(n−)(f
k0
0 E ⊗ uΛ). Hence
ϕ(v ⊗ x0xf
k0
0 ) ∈ U(n−)(f
k0
0 E ⊗ uΛ). The claim follows. 
It is interesting to note that the left hand side of (7.7) is a g-module
(even if the equality in (7.7) does not hold), while the vector space
inside ϕ(·) on the left hand side of (7.6) is not a g-module in general.
From Theorem 7.9, the condition (7.7) is computable since every-
thing is within the finite dimensional g-module
E(λ, a)⊗ V (Λ) = V (λ1)⊗ V (λ2)⊗ · · · ⊗ V (λm)⊗ V (Λ).
Now the main task is to compute the highest weight vectors with re-
spect to g in the submodule U(n−)
(
(eθ ⊗ t
−1)k−〈Λ|θˇ〉+1E(λ, a)⊗ uΛ
)
.
As an application of the above theorem, we can obtain the irre-
ducibility for s˜l2 explicitly, recovering the result of Adamovic [Ad2].
Choose a standard basis {e, f, h} of sl2 and let ǫ be the fundamental
weight.
coro sl_2 Corollary 7.10. For any a, b ∈ C and i, j, k ∈ Z+ with a 6= 0 and
k ≥ i, the s˜l2-module E(jǫ, a, b)⊗ V˜ (iǫ+kΛ0) is irreducible if and only
if k < j.
Proof. We know that g = sl2 = span{e, f, h}, e0 = f ⊗ t and f0 = e⊗
t−1. Denote by v and u the highest weight vectors of the g-module V (jǫ)
and the g˜-module V˜ (iǫ+kΛ0) respectively. Denote W = V (jǫ)⊗V (iǫ)
andW ′ = U(n−)
(
fk−i+10 E(jǫ, a)⊗u
)
for convenience. By Theorem 7.9,
we see that E(jǫ, a, b)⊗ V˜ (iǫ+ kΛ0) is irreducible if and only if W
′ =
W if and only if C[f ]
(
fk−i+10 E(jǫ, a)⊗ u
)
= C[f ]
(
ek−i+1V (jǫ)⊗ u
)
contains all highest weight vectors of V (jǫ)⊗ V (iǫ).
First note that ek−i+1E(jǫ, a) = 0 and W ′ 6= W if j < k − i+ 1.
Next we suppose j ≥ k − i+ 1. In this case, we have
fk−i+10 E(jǫ, a) = span{v, fv, · · · , f
j−(k−i+1)v}.
Let W ′p (resp. Wp) be the weight space of W
′ (resp. W ) of weight pǫ.
For s = 0, 1, · · · ,min{i, j}, we can deduce that
dimW ′i+j−2s =
 s+ 1, if s ≤ j − (k − i+ 1),
j − k + i, if s > j − (k − i+ 1).
On the other hand, by the Clebsch-Gordan’s formula, we have
W = V ((i+ j)ǫ)⊕ V ((i+ j − 2)ǫ)⊕ · · · ⊕ V (|j − i|ǫ).
It is clear that Wi+j ⊕ · · ·⊕W|i−j| contains all highest weight vector of
W and dimWi+j−2s = s + 1 for all s = 0, 1, · · · ,min{i, j}.
Then W ′ = W if and only if W ′i+j−2s = Wi+j−2s for all 0 ≤ s ≤
min{i, j}, if and only if j − (k − i + 1) ≥ min{i, j}, if and only if
k+ 1 ≤ max{i, j}. Noticing that V˜ (iǫ+ kΛ0) being dominant requires
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k ≥ i, we can conclude that E(jǫ, a, b) ⊗ V˜ (iǫ + kΛ0) is irreducible if
and only if k < j. 
Let us continue the notations as in Theorem 7.9. In particular, γ =
Λ+kΛ0. Denote by Eµ the weight space of the g-module E(λ, a)⊗V (Λ)
with weight µ ∈ (h∗)m+1. For any root α of g, let E(α) be the sum of all
Eµ with µ = (µ1, · · · , µm+1) satisfying k + 〈 µ1 + · · ·+ µm+1 , αˇ 〉 < 0.
chari Proposition 7.11. Let notations be as in Theorem 7.9. Let W =∑
i∈Z
Wi ⊗ t
i be a submodule of E = E(λ, a, b,Λ + k0Λ0) such that each
Wi is a subspace of E(λ, a)⊗V˜ (Λ+k0Λ) andWi = E(λ, a)⊗V˜ (Λ+k0Λ)
for all i > n. Then E(α) ⊆ Wn for any root α of g.
Proof. Suppose Eµ 6⊆ Wn for some weight µ = (µ1, · · · , µm+1) ∈
(h∗)m+1. Take any v ∈ Eµ \Wn.
For any root α of g, take nonzero x ∈ gα. We have
(x⊗ t)(v ⊗ tn) ∈ Wn+1.
That is, the image of v ⊗ tn in E/W is a highest weight vector of the
integrable module over the Lie algebra sl2 spanned by x ⊗ t, y ⊗ t
−1
and αˇ + K, where y is a nonzero root vector in g−α. So we have
〈
m+1∑
i=1
µi + kΛ0 + (b+ n)δ , αˇ+K 〉 ≥ 0, or equivalently
k + 〈 µ1 + µ2 + · · ·+ µm+1 , αˇ 〉 ≥ 0, ∀α ∈ ∆.
The result hence follows. 
By the above proposition, we see that
U(g)
(∑
α∈∆
E(α)
)
⊆Wn.
Using this and Claim 1 in the proof of Theorem 7.6, we obtain that E
is irreducible if and only if
U(g)
(∑
α∈∆
E(α)+(eθ⊗t
−1)k+1−〈 Λ , θˇ 〉E(λ, a)⊗uΛ
)
= E(λ, a)⊗V˜ (Λ+kΛ0).
The following consequence is easy to see:
coro2 Corollary 7.12. Under the conditions in Theorem 7.9, the following
hold.
(1). If k ≥ 〈 λ1+λ2+ ...+λm+Λ , θˇ 〉, then E(λ, a, b)⊗ V˜ (Λ+kΛ0)
is not irreducible.
(2). If k < 〈 µ1 + · · · + µm+1 , θˇ 〉 for each highest weight µ =
(µ1, · · · , µm+1) of the g-module E(λ, a)⊗V (Λ), then g˜-module
E(λ, a, b)⊗ V˜ (Λ + kΛ0) is irreducible.
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Proof. If k ≥ 〈 λ1+ λ2+ ...+ λm +Λ , θˇ 〉, the left hand side of (7.8) is
0. So E(λ, a, b)⊗ V˜ (Λ + kΛ0) is not irreducible. Part (1) follows.
For Part (2), we see from Proposition 7.11 that Eµ ⊆ E
(−θ) and the
result follows from the remark below Proposition 7.11. 
coro_k_1 Corollary 7.13. Let notations be as in Theorem 7.9, and λ, a, b,Λ be
given. Then there exists k1 ∈ Z+, depending on λ, a, b,Λ, such that
the g˜-module E(λ, a, b)⊗ V (Λ + kΛ0), where k ∈ Z+ with k ≥ 〈Λ, θˇ〉,
is irreducible if and only if k < k1.
Proof. By Theorem 7.9, it is sufficient to sow that
(eθ ⊗ t
−1)jE(λ, a) ⊆ (eθ ⊗ t−1)j
′
E(λ, a), ∀ j > j′.
This can be seen from the fact that
(eθ ⊗ t
−1)j−j
′
E(λ, a) ⊆ E(λ, a), ∀ j > j′. 
Note that the integer k1 in the above corollary depends only on λ, a
and Λ. We denote it by κ(λ, a,Λ). From Corollary 7.12, we see that
〈 µ1 + · · ·+ µm+1 , θˇ 〉 ≤ κ(λ, a,Λ) < 〈 λ1 + · · ·+ λm + Λ , θˇ 〉,
for each highest weight µ = (µ1, · · · , µm+1) of the tensor product g-
module E(λ, a)⊗ V (Λ).
From Corollary 7.10, we see that κ(jǫ, a, iǫ) = j for any a ∈ C∗ and
i, j ∈ Z+ in case of m = 1 for the algebra s˜l2. Now we look at another
example for s˜l2.
Example. Let m = 2,λ = (ǫ, 2ǫ), b ∈ C and a = (a1, a2) with distinct
a1, a2 ∈ C
∗. We have the s˜l2-module E((ǫ, 2ǫ); (a1, a2); b) and the high-
est weight s˜l2-module V˜ (iǫ + kΛ0) where nonnegative integers k ≥ i.
Now we consider the the s˜l2-modules E((ǫ, 2ǫ); (a1, a2); b)⊗V˜ (iǫ+kΛ0).
Note that the function χ defined in (7.2) is always onto.
Let v1, v2 and u be the highest weight vectors of the sl2-modules
V (ǫ), V (2ǫ) (in the tensor product of E((ǫ, 2ǫ); (a1, a2))) and the s˜l2-
module V˜ (iǫ + kΛ0) respectively. Then u is also the highest weight
vector of the sl2-submodule V (iǫ) in the s˜l2-module V˜ (iǫ + kΛ0). For
convenience, denote
W = E((ǫ, 2ǫ); (a1, a2))⊗ V (iǫ) ∼=
(
V (3ǫ)⊕ V (ǫ)
)
⊗ V (iǫ)
and
W (j) = C[f ]
(
(e⊗ t−1)j
(
V (ǫ)⊗ V (2ǫ)
)
⊗ u
)
, ∀ j ∈ Z+.
Then the s˜l2-module E((ǫ, 2ǫ); (a1, a2); b) ⊗ V˜ (iǫ + kΛ0) is irreducible
if and only if W (k−i+1) = W . To compute W (j), we need the following
formulas
efv1 = v1, efv2 = 2v2, ef
2v2 = 2fv2,
f 2v1 = f
3v2 = 0, efu = iu.
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It is not hard to calculate that
(e⊗ t−1)
(
V (ǫ)⊗ V (2ǫ)
)
= span{v1 ⊗ v2, v1 ⊗ fv2, fv1 ⊗ v2, a2v1 ⊗ f
2v2 + 2a1fv1 ⊗ fv2};
(e⊗ t−1)2
(
V (ǫ)⊗ V (2ǫ)
)
= span{v1 ⊗ v2, a2v1 ⊗ fv2 + a1fv1 ⊗ v2};
(e⊗ t−1)3
(
V (ǫ)⊗ V (2ǫ)
)
= Cv1 ⊗ v2.
Case 1: i = 0.
In this case, it is obvious that W (2) = W and W (3) 6= W and
hence E((ǫ, 2ǫ); (a1, a2), b) ⊗ V˜ (Λ0) is an irreducible s˜l2-module, while
E((ǫ, 2ǫ); (a1, a2), b) ⊗ V˜ (2Λ0) is not irreducible. We conclude that
κ((ǫ, 2ǫ); (a1, a2); 0) = 2 for all distinct a1, a2 ∈ C
∗.
Case 2: i = 1.
The vector space Cf 2(v1 ⊗ v2 ⊗ u) + Cf(v1 ⊗ fv2 ⊗ u) + Cf(fv1 ⊗
v2⊗ u) +C(a2v1⊗ f
2v2⊗ u+2a1fv1⊗ fv2⊗ u) contains the following
linearly independent weight-0 vectors
v1 ⊗ f
2v2 ⊗ u, fv1 ⊗ fv2 ⊗ u, fv1 ⊗ v2 ⊗ fu, v1 ⊗ fv2 ⊗ fu.
We obtain 4 ≤ dimW
(1)
0 ≤ dimW0 = 4. Hence W0 = W
(1)
0 and W
(1) =
W . The s˜l2-module E((ǫ, 2ǫ); (a1, a2); b)⊗ V˜ (ǫ+Λ0) is irreducible. On
the other hand, we can easily see that dimW
(2)
2 ≤ 2 while dimW2 = 3.
So W (2) 6= W and the s˜l2-module E((ǫ, 2ǫ); (a1, a2); b) ⊗ V˜ (ǫ+ 2Λ0) is
not irreducible. We obtain again that κ((ǫ, 2ǫ); (a1, a2); ǫ) = 2 for all
distinct a1, a2 ∈ C
∗.
Case 3: i ≥ 2.
In this case, we see similarly that dimW
(1)
i−1 = 4 and dimWi−1 =
5. So W (1) 6= W and E((ǫ, 2ǫ); (a1, a2); b) ⊗ V˜ (iǫ + kΛ0) is not ir-
reducible for k = i and hence for all k ≥ i. We obtain again that
κ((ǫ, 2ǫ); (a1, a2); iǫ) = i for all distinct a1, a2 ∈ C
∗. 
Note that the irreducible modules for i = 0, k = 1 in the above
example does not satisfy the conditions in Theorem 2.2 in [CP3]:
a1λ1 + a2λ2 + ...+ amλm 6= 0, or
(m+ 1)k < 〈λ1 + λ2 + ...+ λm + Λ, θˇ〉.
It is also interesting that in the above examples, the values of the
function κ is independent of a1 and a2.
We will conclude the paper with the following problem:
Problem. Is there an explicit formula for the function κ(λ, a,Λ) de-
fined in Corollary 7.13 in terms of λ, a and Λ.
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