Currently, laser fluence calibration is typically required for quantitative measurement of particle concentration in photoacoustic microscopy. In this paper, we present another quantitative approach to measure absolute absorber concentrations by photoacoustic correlation spectroscopy. The proposed method is based on the fact that the Brownian motion induces particle count fluctuation in the detection volume. We first derived a theoretical model for photoacoustic signals and then applied our method to quantitative measurement of different concentrations of various particles. The experimental results agreed well with the predictions from the theoretical model, suggesting that our method can be used for absolute particle concentrations measurement.
Introduction
Over the past few years, photoacoustic microscopy (PAM) has been proven to be capable of structural, functional, molecular, and metabolic imaging. [1] [2] [3] [4] [5] [6] [7] [8] [9] In PAM, the object is illuminated by a short-pulsed laser beam. Following the absorption of light, the increased temperature generates an initial pressure rise, which propagates as photoacoustic (PA) waves and is detected by an ultrasonic transducer. Because the initial pressure is directly proportional to the absorbed optical energy density ( ) A r r (J·m , we need to compensate for the extrinsic quantity ( ) F r r . However, the optical fluence is usually unknown because of the light attenuation in tissue. Therefore, it is generally challenging to provide quantitative PA studies of, for example, oxygen metabolism. In this paper, we present a quantitative approach to measure absolute absorber concentrations by statistical analyses of PA signals. To obtain a fluence-independent detection, the particle count in the detection volume needs to be small enough so that PA signal fluctuation due to the particle Brownian motion is dominant compared to other fluctuating sources, such as laser intensity fluctuation, electronic thermal noise, and photon shot noise. The paper is organized as follows. We first developed a model to describe the relationship between the measured PA signals and the particle counts. The principle was then demonstrated experimentally by using microsphere with varied concentrations.
Methods and Materials
Particle fluctuation in a detection volume caused by Brownian motion is governed by Poisson distribution. Thus, the variance of the particle count ( p N ) equals its mean, i.e., ( )
Var N E N = .
(1)
Fluctuations of the particle count contribute to the PA signal fluctuations, which were assessed with multiple laser pulses. However, other sources could also lead to fluctuations in the PA signal, such as laser intensity fluctuation, electronic thermal noise, and photon shot noise. Because the photon shot noise is much smaller than the electronic thermal noise in PAM, it can be ignored. In a typical PA system, a photodiode (PD) is used to compensate for the laser pulse energy fluctuations. A beam sampler is used to extract a small portion of light into PD, while the remaining light illuminates the sample. The output of photodiode amplitude ( PD A ) can be expressed as
where PD k is the efficiency of conversation from photons to voltage; R is the percentage that light reflects from the beam sampler; ph N is the photon count of the incident light; and PD n is the PD electronic thermal noise. The photon count fluctuation is typically specified as a few percent of average pulse energy, hence the variance of photon count fluctuation can be assumed to be proportional to the square of mean photon counts:
where Var() denotes variance, E() denotes mean, and α denotes the photon count fluctuation coefficient. Parameter is a property of the laser but it can be controlled to some extent by discarding laser pulses outside of the predetermined range of pulse energies.
Because the thermal noise is zero-mean, the mean and variance of PD A are derived from Eq. (2) as
Based on Eqs. (4) and (5), we have 2 2 ( ) ( ) ( )
Eq. (6) Similar to the analysis of PD, the PA amplitude ( PA A ) can be expressed as
where PA k is a constant factor including Grueneisen parameter, heat conversion percentage, absorption cross section, and other minor contributors; p N is the particle count inside the detection volume; T is the percentage that light transmits through the beam sampler; and PA n is the electronic thermal noise of the ultrasonic transducer.
Note that R + T is slightly less than unity due to absorption and scattering loss. Based on Eq. (7), the mean and the variance of PA
. (9) Substituting Eq. (1) into Eq. (9), we have
When ( ) ≫ , we have 
The ratio between the mean squared and the variance of PA A is the power-based signal-to-noise ratio (SNR): 
Thus, the measurement outcome is independent of the laser fluence. Although our model is derived for static particle suspension, it is also valid for flowing particles, because the temporal statistics of particle count fluctuations in a static medium are equivalent to the spatial statistics of the particle count fluctuations in a flowing medium. 
Laser beam
We validated this idea using our optical-resolution PAM (OR-PAM) system shown in Fig. 1 . So far, this OR-PAM system has achieved a lateral resolution of ~5 µm and an axial resolution of ~15 µm with an imaging depth of ~1 mm. Thus, the detection volume is about 500 µm 3 based on 1/e excitation beam width. In all experiments, plastic tubing with inner diameter of 300 μm was used to flow the liquid sample. A fast flow speed of 9 mm/s was applied to the fluid in the tubing to avoid potential heat aggregation or photobleaching, and to make sure the multiple PA signals were completely independent.
Lysed bovine blood was used for the experiment with large particle counts. It is estimated that there are about one billion hemoglobin molecules in the detection volume, which satisfies the condition that ( ) To demonstrate quantitative particle count measurement, we prepared samples with different particle concentrations. Since we require that particle count fluctuation is dominant in the PA signal fluctuation, two different sizes of red dyed microspheres were used to make the samples: the 0.5 μm diameter particle with a stock concentration of ~3.64 × 10 11 particles per milliliter (2.5% w/w), and the 1 μm diameter particle with a stock concentration of ~4.55 × 10 10 particles per milliliter (2.5% w/w). The small-sized particle stock solution was diluted by 2 and 4 times, while the large-sized particle stock solution was diluted to 8 and 16 times the stock concentration of the small-sized particle solution. is shown in Fig. 2(b) . The coefficient α was fitted to be 5.76%, very close to the one for PD. In addition, As mentioned above, we can regroup the laser pulses based on the photodiode readings. By doing this, the laser intensity fluctuation coefficient α can be artificially controlled to a predetermined value. Fig. 3 (a) shows that with large particle counts, Next, we applied our method to quantitatively measure five different particle concentration samples. Fig. 4(a) shows measured results with five different preset particle counts of 440, 220, 110, 55, and 27 in the detection volume. The experimental results agree well with the preset values. In addition, we observed that the measured particle count does not change with the laser fluence any longer when the th SNR is high enough. The fitted coefficient ( ) p E N in the model was used to quantify the absolute particle count for each sample. As shown in Fig.  4(b) , the experimental results agree well with the preset particle counts in the detection volume. 
Results

Discussion
Both the theoretical model and experimental study showed that our method is applicable when the particle count in the detection volume is sufficiently small such that the particle Brownian motion dominates the PA signal fluctuation. If we can control the photon count fluctuation coefficient within 1%, the maximum count of particles that we can measure is on the order of 1000 (≪ 1 ⁄ ). By contrast, the minimum measurable count of particles is limited by th SNR . If the count of particles in the detection volume is too small, noise reduces the measuring accuracy significantly. Either particles with larger absorption cross-sections or greater detection volumes can reduce the minimum. Based on our experimental results (Fig. 3(b)-(d) ), we conclude that our method can measure as few as three RBCs in the detection volume. Moreover, as shown in the Results section (Fig. 4) , our measured particle counts are slightly larger than the preset absolute counts estimated based on the detection volume of 500 μm 3 . This is most likely due to the inaccurate estimation of the detection volume. We calculated the detection volume based on the 1/e detection sensitivity field. However, particles not in this volume can still generate PA signals, which will contribute to the total PA signals. If we take those particles into account, the actual detection volume becomes greater.
Finally, as shown in Figs. 3(a) , 4(a), and 5(a), when th SNR becomes high enough, the measured particle counts are independent of the th SNR and laser fluence. Although we examined the complete trend in this study with varying th SNR , a measurement with a single, high enough th SNR is sufficient to measure the fluence-independent particle counts in the detection volume.
Conclusion
To the best of our knowledge, this is the first study using PAM for fluence-independent particle count measurement by statistically analyzing PA signals. This method has been experimentally verified by using different kinds of samples, including RBCs. Therefore, our method shows promise to quantitatively measure biological samples in vivo.
