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We show that, contrary to previous suggestions based on computer simulations or erroneous
theoretical treatments, the critical points of the random-field Ising model out of equilibrium, when
quasi-statically changing the applied source at zero temperature, and in equilibrium are not in
the same universality class below some critical dimension dDR ≈ 5.1. We demonstrate this by
implementing a non-perturbative functional renormalization group for the associated dynamical
field theory. Above dDR, the avalanches, which characterize the evolution of the system at zero
temperature, become irrelevant at large distance, and hysteresis and equilibrium critical points are
then controlled by the same fixed point. We explain how to use computer simulation and finite-
size scaling to check the correspondence between in and out of equilibrium criticality in a far less
ambiguous way than done so far.
I. INTRODUCTION
The random-field Ising model is one of the paradig-
matic models for investigating collective behavior result-
ing from the interplay of interactions and quenched dis-
order. The system can be studied either in equilibrium,
where it is known to display a paramagnetic to ferro-
magnetic phase transition with a critical point in dimen-
sion d > 2,1–3 and out of equilibrium, when driven at
zero temperature under the influence of a slowly changed
external magnetic field. The latter situation gives rise
to a hysteresis curve in the magnetization versus mag-
netic field plane and, in the quasi-static limit of an in-
finitely slowly increased or decreased applied field, to a
critical point on both the ascending (increasing field) and
the descending (decreasing field) branches of the hystere-
sis loop.4–7 These out-of-equilibrium critical points take
place at nonzero values of the applied magnetic field and
separate a high-disorder phase characterized by a contin-
uous hysteresis curve from a low-disorder phase with a
discontinuous hysteresis curve.
Quite strikingly, despite the fact that one critical point
is at equilibrium and at zero external field while the oth-
ers are out-of-equilibrium and at nonzero values of the
applied external field, and that they take place at dif-
ferent values of the disorder strength (see the sketch in
Fig. 1), the two types of criticality are characterized by
critical exponents that have been found very close in nu-
merical simulations.8–10
A further key point of interest concerns the presence
of “avalanches” and their characteristics in and out of
equilibrium. Abrupt changes in the system’s configura-
tion indeed generically take place at zero temperature in
the presence of quenched disorder. When the system is
slowly (quasi-statically) driven, these changes take the
form of avalanches that may span a broad range of sizes
and in the case of the RFIM become scale-free at critical-
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FIG. 1: RFIM at zero temperature: Schematic illustration of
the hysteresis loop (black) and of the equilibrium curve (blue)
in the magnetization (m or φ) versus applied magnetic field
(H or J) representation. For the chosen value of the disorder
strength, the system has two (symmetric) out-of-equilibrium
critical points (black dots) on the ascending and the descend-
ing branches, but a first-order transition in equilibrium (the
equilibrium critical random-field strength is larger than the
out-of-equilibrium one5,6,9).
ity. The signature of these events is a “crackling noise”11
which can be found in a great variety of situations.11–19
How does this transpose to the RFIM in equilibrium?
First, one should keep in mind that the critical behav-
ior of the RFIM at any temperature is controlled in
a renormalization-group sense by a “zero-temperature
fixed point”.20,21 One can then access the generic equilib-
rium critical behavior by directly studying the model at
zero temperature. Second, although, strictly speaking,
the RFIM in equilibrium is not driven, it goes at zero
temperature from one ground state to another as a func-
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2tion of the external magnetic field.22–25 Discontinuous
changes of the ground state represent “static avalanches”
or “shocks”26 (but there is no actual dynamics associated
with them). Again, it has been found in 3-d computer
simulations that static and dynamic avalanches are char-
acterized by integrated size-distribution and correlation
functions that appear indistinguishable within numerical
accuracy.10
The question we address in this work is that of the con-
nection between in and out of equilibrium criticality in
the RFIM. The theoretical framework for a proper reso-
lution of this question is the renormalization group (RG):
The critical behaviors are the same, and are therefore in
the same universality class, provided they are controlled
by the same RG fixed point. In the RG context, the sig-
nature of the avalanches appears as a nonanalytic func-
tional dependence of the renormalized cumulants of the
disorder, in the form of a linear “cusp” in the field de-
pendence of the second- and higher-order cumulants of
the renormalized random field or force. The relevant RG
theory must therefore be functional.27–35
The similarity of the in and out of equilibrium critical-
ities in the RFIM appears surprising in light of what has
been found for a related but simpler disordered model,
an elastic manifold in a random environment. The lat-
ter model has a scale-free behavior both in equilibrium,
where the pinned manifold is in a rough phase, and out
of equilibrium, where the quasi-statically driven model
has a depinning transition at zero temperature.12 In this
case, it has been unambiguously proven through a per-
turbative functional renormalization group (FRG) treat-
ment at two-loop order31 that the equilibrium and out-of-
equilibrium critical behaviors are controlled by distinct
fixed points. The RFIM on the other hand requires a
nonperturbative FRG (NP-FRG) approach,36 which was
first developed for studying the long-distance equilib-
rium behavior of the model and solve the puzzle of the
dimensional-reduction breakdown and the associated su-
persymmetry breaking.33–35
In a previous attempt to generalize the NP-FRG
formalism to the out-of-equilibrium (hysteresis) critical
behavior,37 we predicted that the same fixed point con-
trols equilibrium and hysteresis criticality. We show here
that although the prediction is correct (and nontrivial)
for dimensions d above a critical value dDR ≈ 5.1 when
the avalanche-generated cusps in the renormalized dis-
order cumulants are subdominant at long distance, it is
wrong below dDR. For d < dDR ≈ 5.1 the equilibrium
and out-of-equilibrium critical points of the RFIM are
controlled by distinct fixed points and are thus in differ-
ent universality classes. We explain why the short-cut
tried in Ref. [37] in the form of a static superfield for-
malism fails for describing the hysteresis behavior and
must be replaced by a dynamical field theory that keeps
track of the direction in which the applied field, hence the
magnetization, changes. We generalize the NP-FRG ap-
proach to encompass this dynamical field theory, which
allows us to make predictions for the out-of-equilibrium
critical behavior. We propose that a clear-cut test of the
differing criticalities is to investigate finite-size scaling
functions that probe the breaking (for hysteresis) or not
(for equilibrium) of the Z2 inversion symmetry.
II. SUMMARY OF RESULTS
We show that the equilibrium and hysteresis critical
behaviors of the RFIM fall or not in the same univer-
sality class depending on the spatial dimension d. For
high dimension, but still below the upper critical one,38
d > dDR ≈ 5.1, the equilibrium and out-of-equilibrium
critical points are controlled by the same fixed point, as
indicated in our previous work.37 This is so despite the
fact that the system near criticality on either the ascend-
ing or the descending branch of the hysteresis curve has
no Z2 inversion symmetry in contrast with the system
in equilibrium: the symmetry is then asymptotically re-
stored at the end of the flow, i.e., at the fixed point.
The situation is however different in lower dimensions, for
d < dDR, which includes the physical dimension d = 3.
The equilibrium and out-of-equilibrium critical points are
controlled by different fixed points and thus belong to dif-
ferent universality classes. In particular, the hysteresis
fixed point no longer shows the Z2 symmetry.
The reason why the pattern is different above and be-
low dDR ≈ 5.1 is that the cumulants of the renormalized
random field develop a strong nonanalytic dependence on
their (field) arguments (a “cusp”) at the fixed point be-
low dDR. This cusp is generated by the avalanches that
characterize the evolution of the system either in or out
of equilibrium at zero temperature. (It also leads to the
breaking of the d→ (d− 2) dimensional-reduction prop-
erty and the spontaneous breaking of the underlying su-
persymmetry of the model.) When d > dDR, avalanches
are still present but lead to subdominant effects at large
distance, and the cusp becomes irrelevant at the fixed
point. The exact RG equations for the RFIM in and out
of equilibrium are identical when there is no cusp but
are different when a cusp is present (a mechanism that
was overlooked in the static superfield approach used in
our previous work:37 see the next section). A similar
phenomenon takes place in the case of an elastic mani-
fold, such as an interface, in a disordered environment:
the presence of a cusp, which always occurs below the
upper critical dimension in this case, leads to different
RG equations for the equilibrium case and the out-of-
equilibrium depinning problem at a high enough order of
the perturbative, but functional, treatment.31
The hysteresis critical points are thus in a different
universality class than the equilibrium one in d <∼ 5.1.
However, it was found in computer simulations of the
RFIM in d = 3 that the differences in the critical expo-
nents and in the integrated avalanche distribution func-
tions are small. This is also what our present theoretical
approach shows: the exponents that we can determine
with better accuracy, which are the anomalous dimen-
3sions characterizing the fixed points, are extremely close
between hysteresis and equilibrium, despite the qualita-
tive difference of the fixed points, showing or not the Z2
symmetry.
We therefore propose that the only way to provide a
clear-cut numerical confirmation of the differing critical
behaviors in d = 3 is to study the presence or not of Z2
symmetry in scaling functions. The Z2 symmetry cannot
be seen in the integrated distribution of avalanche sizes
which is commonly investigated6,9,10,39 but is probed
when approaching the critical point on, say, the ascend-
ing branch of the hysteresis curve from either higher or
lower magnetic fields (or magnetizations). One way to
do this in a computer simulation is to work with a lat-
tice of linear size L at the critical value of the disorder
empirically determined for this size, ∆c,L. After averag-
ing over many samples, one can determine the effective
location of the critical point (Hc,L,mc,L) for the mag-
netic field and the mean magnetization per spin, e.g., by
locating where the magnetic (“connected”) susceptibility
∂m/∂H attains its maximum as a function of H. The
quantities of interest are for instance this connected sus-
ceptibility χ̂c,L(H) and the “disconnected” susceptibility
χ˜c,L(H) = L
d[mL(H)2 −mL(H)2], where mL(H) is the
magnetization reached in a given sample by applying the
T = 0 quasi-static driving protocol when the magnetic
field is increased to the value H. The scaling functions
obtained by finite-size scaling collapses,
fˆ = L−(2−η)χ̂c,L([H −Hc,L]L 12 (d−2η+η¯))
f˜ = L−(4−η¯)χ˜c,L([H −Hc,L]L 12 (d−2η+η¯))
(1)
can also be plotted as a function of the reduced magne-
tization, ϕ = L(d−4+η¯)/2)[mL(H) −mc,L]. These finite-
size scaling functions fˆ(ϕ) and f˜(ϕ) can be related to
fixed-point functions obtained by the NP-FRG, as will
be detailed in the rest of the paper. We illustrate the
behavior of the predicted functions for equilibrium and
hysteresis in Fig. 2 for d = 4. (As explained below, the
lowest dimension we could access for hysteresis is d ≈ 3.5
due to the build-up of numerical difficulties in solving the
needed coupled set of partial differential equations as d
decreases.)
As can be seen, the finite-size scaling functions are
predicted to be different for equilibrium and out-of-
equilibrium criticality. In contrast with the equilibrium
ones, those for hysteresis show a detectable asymmetry
around the maximum. This asymmetry is much more
striking when plotting f˜(ϕ)/fˆ(ϕ)2, which as discussed
in sections IX and X, corresponds to the dimensionless
second cumulant of the renormalized random field: see
Fig. 3. The latter is directly obtained from the NP-FRG
but might be hard to extract with a good precision from
the finite-size scaling analysis of simulation data.
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FIG. 2: Finite-size scaling functions fˆ(ϕ) for the connected
susceptibility (a) and f˜(ϕ) for the disconnected susceptibility
(b) for equilibrium and hysteresis criticality, as predicted by
the present NP-FRG theory from fixed-point functions in d =
3.6. (We consider here the ascending branch of the hysteresis
loop.) For the hysteresis the maxima are located at a nonzero
offset field ϕ0, as a result of the lack of Z2 symmetry, whereas
for equilibrium ϕ0 = 0. See section X for more details.
III. DEFICIENCY OF THE STATIC
SUPERFIELD APPROACH: AN ERRATUM TO
OUR PREVIOUS WORK
In an earlier work37 we aimed at replacing the a priori
complex problem of following a history-dependent evo-
lution among configurations, which results from the dy-
namics of the slowly driven system, by one which is in
effect “static” and history-independent. The limit of in-
terest is indeed the quasi-static one in which the driv-
ing rate is vanishingly slow so that the system reaches a
stationary state before being evolved again.4 Due to the
properties of the system and of the T = 0 dynamics,4 the
configurations visited along the process correspond to ex-
tremal states:4,37,40,41 for a given value of the applied ex-
ternal magnetic field, they correspond to the stationary
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FIG. 3: Ratio of scaling functions f˜(ϕ)/fˆ(ϕ)2 for equilibrium
and hysteresis criticality, as predicted by the present NP-FRG
theory from the fixed-point dimensionless second cumulant of
the renormalized random field in d = 3.6. See section X for
more details.
states (“metastable states”) that have, at each point in
space, the largest or smallest (depending on the branch
which is followed) local magnetization. In principle these
extremal states can therefore be selected with no refer-
ence to dynamics and history. Furthermore, when the
distribution of the disorder is continuous, which we con-
sider, the ground state as well as the extremal states are
unique for a given realization of the disorder, with only
exceptional degeneracies.
We then tried to generalize the superfield formal-
ism that we had previously successfully used to study
the equilibrium RFIM at T = 0 via its ground-state
properties35 to investigate the extremal states of the sys-
tem. The key point was to be able to devise a proper
selection of either the ground state or the extremal states
among the multitude of metastable states of the system.
The problem however that we overlooked in Ref. [37]
originates in the nonanalytic functional dependence (the
linear “cusp”) appearing in the cumulants of the renor-
malized random field as a result of the presence of large
scale avalanches at zero temperature. As was first un-
veiled in the case of elastic manifolds in a disordered
environment,31 the exact, functional, RG flow equations
involve terms that are ambiguous when the equations
are naively considered at T = 0, because they require
derivatives of the disorder cumulants in the direction of
the cusp that are a priori singular. For the equilibrium
case, this can be handled by considering the limiting pro-
cess of taking a small temperature to zero, where in the
superfield formalism this temperature is an auxiliary one
that is used to select the ground state among all possible
metastable states.35 The presence of an infinitesimal T
indeed rounds the cusp, and any singular behavior associ-
ated with it, in a thermal boundary layer.34,35,42–45 The
limit T = 0 inherits of the symmetry properties found
in a rounded cusp at nonzero T in the sense that both
directions of the cusp are equivalent.
The situation is however different for the extremal
states that are selected at T = 0 via the introduction of
large auxiliary sources coupled to the magnetization.37
These sources indeed do not round the cusp, and the ex-
act FRG equations therefore always contain terms that
are singular when a cusp is present. In Ref. [37] we
therefore wrongly concluded that the flow equations for
the equilibrium and out-of equilibrium RFIM are always
identical. This property is only true for the range of
dimensions d > dDR ≈ 5.1 where the cuspy behavior
due to avalanches is subdominant at large distance.46
For d < dDR one cannot conclude from the superfield
formalism. (In technical terms, in the hysteresis case,
the “corrections to Grassmannian ultralocality” diverge
in the presence of a cusp, a point that we missed in Ref.
[37].)
There does not seem to be any shortcut via a static
superfield formalism for studying critical hysteresis in the
quasi-statically driven RFIM and, just like for the case of
elastic manifolds in a disordered environment,31 one has
to resort to a dynamical field theoretical treatment. We
show below that this is indeed possible.
IV. DYNAMICAL FIELD THEORY FOR THE
RFIM IN AND OUT OF EQUILIBRIUM
As we are interested in the long-time collective behav-
ior of the RFIM, a coarse-grained field theory provides
an appropriate starting point. We therefore consider the
following “bare action” (microscopic Hamiltonian) for a
scalar field ϕ in a d-dimensional space:
Sdis[ϕ;h] = SB [ϕ]−
∫
x
hxϕx ,
SB [ϕ] =
∫
x
{
1
2
(∂xϕx)
2 +
r
2
ϕ2x +
u
4!
ϕ4x
}
,
(2)
where
∫
x
≡ ∫ ddx and hx is a random “source” (a ran-
dom magnetic field); this quenched random field h is
taken with a Gaussian distribution characterized by a
zero mean and a variance hxhy = ∆Bδ
(d)(x − y) (cor-
responding to short-ranged correlations). An ultraviolet
(UV) cutoff Λ on the momenta, associated with the in-
verse of a microscopic length scale such as a lattice spac-
ing, is also implicitly taken into account.
At a coarse-grained level, the dynamics of the system
both near to and far from equilibrium can be described
by a Langevin equation,
∂tϕxt = −δSB [ϕ]
δϕxt
+ h(x) + Jxt + ηxt, (3)
where ηxt is a Gaussian random thermal noise with zero
mean and variance 〈ηxtηx′t′〉 = 2Tδ(d)(x − x′)δ(t − t′),
5and Jxt is the applied source (or magnetic field). The
relaxation dynamics to equilibrium corresponds to tak-
ing T > 0 and J independent of time. Actually, due to
the statistical Z2 inversion symmetry, the critical point
then takes place for J = 0. On the other hand, the
quasi-statically driven situation leading to hysteresis cor-
responds to T = 0 and Jxt = J + Ωt with Ω→ 0+ on the
ascending branch of the hysteresis loop and Ω → 0− on
the descending one. The critical point on the ascending
branch takes place at Jc > 0 and that on the descending
branch at −Jc.
The generating functional of the multi-point and multi-
time correlation and response functions can be built
as usual by following the Martin-Siggia-Rose-Janssen-de
Dominicis formalism.47,48 After introducing an auxiliary
“response” field ϕˆxt and taking into account the fact that
the solution of Eq. (3) is unique,49 one obtains the gen-
eralized “partition function”
Zh,η[Jˆ , J ] =
∫
DϕDϕˆ exp{− ∫
xt
ϕˆxt
[
∂tϕxt +
δSB [ϕ]
δϕxt
− ηxt − hx
]
+
∫
xt
(Jˆxtϕxt + Jxtϕˆxt)
}
(4)
where we have used the Ito¯ prescription (which amounts
to setting to 1 the Jacobian of the transformation be-
tween the thermal noise and the field).49
To handle the averages over the thermal noise and the
random field we follow the same procedure as in Ref. [45].
Keeping in mind that the key point for taking relevant
events such as avalanches and droplets into account is to
describe the full functional dependence of the cumulants
of the renormalized disorder,33–35 we introduce copies or
replicas of the system: the copies have the same disorder
h but are coupled to distinct sources and are charac-
terized by independent thermal noises. Contrary to the
conventional practice,50 we therefore combine dynamics
and replicas.
After averaging over the thermal noises and the disor-
der, one obtains
Z[Jˆa, Ja] =∫ ∏
a
DϕaDϕˆae−Sdyn[{ϕˆa,ϕa}]+
∑
a
∫
xt
(Jˆa,xtϕa,xt+Ja,xtϕˆa,xt)
(5)
where the (bare) dynamical action is
Sdyn[{ϕˆa,ϕa}] =
∑
a
∫
xt
ϕˆa,xt
{
∂tϕa,xt − T ϕˆa,xt
+
δSB [ϕa]
δϕa,xt
}
− ∆B
2
∑
ab
∫
xtt′
ϕˆa,xtϕˆb,xt′ .
(6)
Note the difference between the effect of the thermal
noises that lead to a one-replica term which is local both
in space and in time and the effect of the quenched ran-
dom field that generates a two-replica term which is local
in space but not in time.45
Causality comes with Ito¯’s prescription (which will be
further discussed below) and should apply for both the
equilibrium and the hysteretic dynamics. In addition,
the relaxation toward equilibrium satisfies an invariance
under time translation and a time-reversal symmetry.49
The latter in turn implies the fluctuation-dissipation the-
orem relating correlation and response functions.49,51,52
The time-reversal symmetry corresponds to an invariance
of the theory under the simultaneous transformations52
t→ −t ,
ϕa → ϕa ,
ϕˆa → ϕˆa − (1/T )∂tϕa .
(7)
It applies only for T > 0 and is therefore a priori violated
in the out-of-equilibrium, driven case.
V. NONPERTURBATIVE FUNCTIONAL
RENORMALIZATION GROUP
A. The effective average action formalism
To proceed further, we apply the nonperturbative func-
tional renormalization group (NP-FRG) to describe the
long-distance and long-time physics of this dynamical
theory near criticality. As in Ref. [45] we do so by gener-
alizing the formalism developed for the (static) equilib-
rium properties of the RFIM33–35 and combining it with
the approach put forward for the critical dynamics of the
Ising model in the absence of quenched disorder.53 The
exact renormalization group procedure amounts to pro-
gressively including the contribution of the fluctuations
of the dynamical field on longer length and time scales, or
alternatively, with shorter momenta and frequencies.54–56
Technically, the procedure can be implemented
through the addition to the bare action of an “infrared
(IR) regulator” ∆Sk depending on a running IR scale
k. Its role is to suppress the integration over slow
modes associated with momenta |q| <∼ k in the functional
integral.33,35,55,56 We therefore add to the replicated dy-
namical action in Eq. (6)
∆Sk[{Φa}] =
1
2
∫
xt
∫
x′t′
tr
[∑
a
Φa,xtR̂k(x− x′, t− t′)Φ>a,x′t′
+
1
2
∑
ab
Φa,xtR˜k(x− x′, t− t′)Φ>b,x′t′
]
,
(8)
where Φa ≡ (ϕa, ϕˆa), Φ>a is its transpose, and the trace is
over the 2 components of Φa; R̂k and R˜k are symmetric
2 × 2 matrices of mass-like IR cutoff functions that en-
force the decoupling between fast (high-momentum) and
slow (low-momentum) modes in the partition function.
Following Ref. [53] it proves sufficient to control the con-
tribution of the fluctuations through their momentum
dependence and we take
R̂k,11 = R̂k,22 = 0 , R̂k,12 = R̂k,21 = R̂k(|x− x′|) , (9)
6and
R˜k,11 = R˜k,12 = R˜k,21 = 0 , R˜k,22 = R˜k(|x− x′|) , (10)
where the Fourier transforms, R̂k(q
2) and R˜k(q
2), are
chosen such that the integration over modes with mo-
mentum |q| <∼ k is suppressed.33,35,56 To avoid an ex-
plicit breaking of the underlying supersymmetry (invari-
ance under rotations in superspace) of the theory,57 we
take35
R˜k(q
2) ∝ ∂R̂k(q
2)
∂q2
. (11)
Note that the above choice of IR regulator satisfies both
the time-reversal and the Z2 symmetry, {Φa} → {−Φa}.
The partition function Z[{Ja}], where Ja denotes
(Jˆa, Ja) is then replaced by a k-dependent quantity,
Zk[{Ja}] =∫ ∏
a
DΦae−Sdyn[{Φa}]+
∑
a
∫
xt
Ja,xtΦ>a,xt−∆Sk[{Φa}] .
(12)
The central quantity of our NP-FRG is the “effective
average action” Γk,
55 which is the generating functional
of the 1-particle irreducible (1PI) correlation functions
at the scale k. It is defined (modulo the subtraction of a
regulator contribution) from lnZk[{Ja}] via a Legendre
transform:
Γk[{Φa}]+lnZk[{Ja}] =
∑
a
∫
xt
trJa,xtΦ>a,xt−∆Sk[{Φa}],
(13)
where Φa ≡ (φa, φˆa) now denotes the “classical” (or av-
erage) fields with
φa,xt =
δ lnZk
δJˆa,xt
= 〈ϕa,xt〉
φˆa,xt =
δ lnZk
δJa,xt
= 〈ϕˆa,xt〉 .
(14)
The trace in Eq. (13) is over the 2 components of Φa and
Ja.
The effective average action Γk satisfies an exact RG
equation (ERGE) describing its evolution with the IR
cutoff k,55
∂kΓk[{Φa}] = 1
2
Tr
{
(∂kRk)(Γ
(2)
k [{Φa}] + Rk)−1
}
, (15)
where the trace is over space-time coordinates, copy in-
dices and components, and Γ
(2)
k is the matrix formed by
the second functional derivatives of Γk. (In what follows,
superscripts within a parenthesis are used to indicate
derivatives with respect to the appropriate arguments.)
B. NP-FRG for the cumulants of the renormalized
random field
We are interested in the cumulants of the renormalized
disorder. The (generalized) cumulants at the scale k can
be generated by expanding the effective average action in
increasing number of unrestricted sums over copies,33–35
Γk[{Φa}] =
∞∑
p=1
(−1)p−1
p!
∑
a1···ap
Γkp[Φa1 , · · · ,Φap ] (16)
where, as a result of causality and Ito¯’s prescription,58
Γkp can be put in the following form:
Γkp =
∫
x1t1
· · ·
∫
xptp
φˆa1,x1t1 · · · φˆap,xptpγkp;x1t1,··· ,xptp
(17)
with γkp;x1t1,··· ,xptp a functional of the fields
Φa1,t1 , · · · ,Φap,tp and of their time derivatives,
∂qt1Φa1,t1 , · · · , ∂qtpΦap,tp , q ≥ 1. Note that the fields and
their time derivatives are taken at fixed time values
t1, · · · , tp whereas space points are not specified. When
the fields are chosen uniform in time with φa,xt = φa,x
and φˆa,xt = 0, the γkp’s reduce to the cumulants of the
renormalized random field already studied at equilibrium
in Refs. [33–35]. For generic (i.e., nonuniform in time)
fields, the additional contributions represent kinetic
terms; e.g.,45,59 for the first cumulant,
γk1;x1t1 [Φa1,t1 ; ∂t1Φa1,t1 ; ∂
2
t1Φa1,t1 ; · · · ] =∑
m,n≥0
∑
q,r≥1
γk1;{m,q},{n,r}[Φa1,t1 ](∂
m
t1φa1,t1)
q(∂nt1 φˆa1,t1)
r
(18)
where we have dropped the explicit dependence on the
subscript x1 on all the functionals appearing in the right-
hand side. The functionals can be further expanded in
powers of φˆa1,t1 around zero.
59
One can then distinguish between the nonlocal time
dependence associated with the indices t1, · · · , tp corre-
sponding to the times that are integrated over without
restriction in Eq. (17) and the quasi-local time depen-
dence that amounts to considering the fields and their
time derivatives at the same value of time and can be
handled through a derivative expansion as in Eq. (18).
After inserting the expansion in increasing number of
sums over copies, Eq. (16), in the ERGE for the effective
average action, Eq. (15), and proceeding to algebraic
manipulations, one can derive an infinite hierarchy of
coupled ERGE’s for the generalized cumulants Γkp. For
instance, with the choice of IR regulator in Eqs. (9,10)
the two first flow equations explicitly read
∂kΓk1 [Φ1] =
1
2
∫
x1x2
∫
t1
tr
[
∂kR̂k(|x1 − x2|)×(
P̂
[0]
k;(x1t1)(x2t1)
[Φ1] + P˜
[0]
k;(x1t1)(x2t1)
[Φ1,Φ1]
)
+
∂kR˜k(|x1 − x2|)P̂[0]k;(x1t1)(x2t1)[Φ1]
] (19)
7∂kΓk2 [Φ1,Φ2] =
1
2
∂˜k
{∫
x3x4
∫
t3t4
tr
[
P̂
[0]
k;(x3t3)(x4t4)
[Φ1]
(Γ
(20)
k2;(x4t4)(x3t3),.
[Φ1,Φ2]− Γ(110)k3;(x4t4)(x3t3),. [Φ1,Φ1,Φ2])
+ P˜
[0]
k;(x3t3)(x4t4)
[Φ1,Φ1]Γ
(20)
k2;(x4t4)(x3t3),.
[Φ1,Φ2] +
1
2
P˜
[0]
k;(x3t3)(x4t4)
[Φ1,Φ2]
(
Γ
(11)
k2;(x4t4)(x3t3)
[Φ1,Φ2]
− R˜k(|x3 − x4|)
)
+ perm(12)
]}
,
(20)
where we recall that the superscripts within parentheses
on the Γkp’s indicate functional derivatives. In the second
equation we have introduced the short-hand notation ∂˜k
to indicate a derivative acting only on the cutoff functions
(i.e., ∂˜k ≡ ∂kR̂k δ/δR̂k + ∂kR˜k δ/δR˜k) and perm(12) de-
notes the expression obtained by permuting Φ1 and Φ2.
Finally, P̂k and P˜k are the components of the propa-
gator, with Pk,ab = δabP̂k,a + P˜k,ab and in an operator
sense Pk = (Γ
(2)
k + Rk)
−1, and the superscript [0] in-
dicates the lowest order of the expansion in increasing
number of sums over copies. These propagators can be
expressed in terms of second derivatives of the cumulants
Γk1 and Γk2 as follows:
P̂
[0]
k;x1t1,x2t2
[Φ] =
(
Γ
(2)
k1 [Φ] + R̂k
)−1 ∣∣∣
x1t1,x2t2
(21)
and
P˜
[0]
k;x1t1,x2t2
[Φ1,Φ2] =
∫
x3t3
∫
x4t4
P̂
[0]
k;x1t1,x3t3
[Φ1]×(
Γ
(11)
k2;x3t3,x4t4
[Φ1,Φ2]− R˜k(|x3 − x4|)
)
P̂
[0]
k;x4t4,x2t2
[Φ2] .
(22)
VI. NONPERTURBATIVE APPROXIMATION
SCHEME
The hierarchy of ERGE’s cannot be solved exactly.
We therefore consider the nonperturbative approxima-
tion scheme for the effective average action that was
first introduced in the context of the RFIM at and near
equilibrium.33,35,45 It combines a truncation in the spa-
tial derivative expansion, i.e. an expansion in the number
of spatial derivatives for approximating the long-distance
behavior of the 1PI correlation functions, a truncation in
the time derivative expansion and expansion in the aux-
iliary fields φˆa, which amounts to truncating the num-
ber of kinetic coefficients for describing the long-time
behavior,59,60 and a truncation in the expansion in cu-
mulants of the renormalized disorder. The scheme also
ensures that the symmetries and supersymmetries of the
theory are not explicitly violated, which turns out to be
an important issue for a proper description of dimen-
sional reduction and its breakdown.35 The minimal trun-
cation that already contains the long-distance and long-
time physics of the RFIM both in and out of equilibrium
(and is able to predict a difference of behavior between
the two situations when there is one) can then be formu-
lated as
Γk1[Φ] =
∫
xt
φˆxt
[
Jk(φxt) +
1
2
δ
φxt
[
Zk(φxt)(∂xφxt)
2
]
+ Yk(φxt)∂tφxt − TXk(φxt)φˆxt
]
(23)
Γk2[Φ1,Φ2] =
∫
x
∫
t1t2
φˆ1,xt1 φˆ2,xt2∆k(φ1,xt1 , φ2,xt2)
(24)
Γkp = 0, ∀p ≥ 3 . (25)
In the above equations, Jk(φ) is a renormalized force or
source which in equilibrium is the derivative of the effec-
tive average potential, Jk(φ) = U
′
k(φ). In the hystere-
sis case, the effective potential has no physical meaning,
which is why we use Jk in place of U
′
k. Zk(φ) plays the
role of a renormalization function for the field. The two
kinetic functions Yk(φ) and Xk(φ) are equal when the
time-reversal symmetry applies (for T > 0) and Xk is
irrelevant when describing the driven case at T = 0. Fi-
nally, ∆k(φ1, φ2) is the second cumulant of the renormal-
ized random field. These functions are defined from the
following exact prescriptions:
Jk(φ) =
δΓk1[Φ]
δφˆxt
∣∣∣
unif
Zk(φ) = lim
p→0
d
dp2
FTp
δ2Γk1[Φ]
δφxtδφˆx′t
∣∣∣
unif
Yk(φ) = lim
ω→0
d
d(−iω)FTω
δ2Γk1[Φ]
δφxtδφˆxt′
∣∣∣
unif
TXk(φ) = −1
2
δ2Γk1[Φ]
δφˆ2xt
∣∣∣
unif
∆k(φ1, φ2)δ
(d)(x1 − x2) = δ
2Γk2[Φ1,Φ2]
δφˆ1,xt1δφˆ2,xt2
∣∣∣
unif
.
(26)
where FT means a Fourier transform and the subscript
unif means that we take configurations of the fields that
are spatially uniform with φa,xt = φa,t and φˆa,xt = 0;
the configurations are also either strictly uniform, i.e.
constant, in time (for equilibrium) or very slowly evolving
in an appropriate quasi-static limit (for hystesis): see
below for a more detailed characterization.
After inserting the ansatz provided by Eqs. (23-25) in
the ERGE’s, Eqs. (19,20), and using the RG prescrip-
tions in Eq. (26), one obtains in principle a closed set of
coupled nonperturbative functional RG equations for the
functions Jk, Zk, Yk, Xk, and ∆k. There are however a
number of conceptual difficulties to overcome before ar-
riving at the final form of the flow equations. One comes
from the need to implement Ito¯’s prescription in a non-
perturbative setting to guarantee causality. This point
was solved in Ref. [53]. The other, more serious, prob-
lem is associated with the appearance of a nonanalytic
8field dependence in the cumulants of the renormalized
random field when working at T = 0. Before delving
more into the solution of these difficulties, we first derive
the expressions for the propagators and the 1PI vertices
that are needed in the flow equations.
VII. PROPAGATORS AND VERTICES
The “hat propagator” at zeroth order of the expansion
in free replica sums, P̂
[0]
k [Φ], is a key building block of
the formalism. In all the RG flow equations resulting
from the above nonperturbative ansatz it appears in field
configurations that are uniform in space with moreover
φˆ = 0. It can be obtained from the second derivative of
the approximate first cumulant expression given in Eq.
(23) via Eq. (21). For spatially uniform fields φxt = φt
and φˆxt = 0, one finds
Γ
(2)
k1;x1t1,x2t2
[Φ] =(
0 C(φt2 , ∂t2φt2 , ∂
2
x2 , ∂t2)
C(φt1 , ∂t1φt1 , ∂
2
x1 , ∂t1) −2TXk(φt1)
)
× δ(d)(x1 − x2)δ(t1 − t2)
(27)
where C(φta , ∂taφta , ∂
2
xa , ∂ta) = J
′
k(φta) − Zk(φta)∂2xa +
Yk(φta)∂ta+Y
′
k(φta)(∂taφta), with a = 1, 2, is an operator
acting on δ(d)(x1 − x2)δ(t1 − t2).
Since the equilibrium case has already been studied in
detail in our previous papers,35,45,61 we focus now on the
hysteresis case and will stress the differences with the dy-
namical treatment of the RFIM at and near equilibrium.
As we have emphasized, relaxation to equilibrium corre-
sponds to taking T > 0 and the driving rate Ω = 0. The
limit to T = 0 can then be taken and requires a careful
account of the nonuniform convergence associated with
the presence of a thermal boundary layer.34,35,43–45 On
the other hand, out-of-equilibrium hysteresis criticality
corresponds to setting first T = 0 and considering the
quasi-static limit of Ω→ 0+ for the ascending branch of
the hysteresis curve or Ω → 0− for the descending one.
As discussed by Dahmen and Sethna,5 an infinitesimal
driving rate translates into an infinitesimal velocity for
the magnetization, so that we should consider configura-
tions such that
φt = φ+ vt, v → 0± (28)
where the plus sign is for the ascending branch and the
minus for the descending one.
For the hysteresis case [when φt is given by Eq. (28)]
and the equilibrium case [when φt is constant], one can
Fourier transform over space and time coordinates the
second derivative of the first cumulant, from which one
obtains the hat propagator as
P̂
[0]
k (p
2, ω; Φ) =
(
Gk(p
2, ω;φ) G+k (p
2, ω;φ)
G−k (p
2, ω;φ) 0
)
+ O(v)
(29)
where
G+k (p
2, ω;φ) = [J ′k(φ) + Zk(φ)p
2 + R̂k(p
2)− iωYk(φ)]−1
(30)
is the response function at the scale k, G−k (p
2, ω;φ) =
G+k (p
2,−ω;φ), and
Gk(p
2, ω;φ) = 2TXk(φ)G
+
k (p
2, ω;φ)G−k (p
2, ω;φ) (31)
is the correlation function at the scale k.
Transforming back to time leads to
G+k (p
2, t′, t;φ) ≡
∫
x
eip(x−x
′)〈ϕˆx′t′ϕxt〉k
=
1
Yk(φ)
e
− J
′
k(φ)+Zk(φ)p
2+R̂k(p
2)
Yk(φ)
(t−t′)
θ(t− t′) ,
(32)
with θ the Heaviside step function, and G−k (p
2, t′, t;φ) =
G+k (p
2, t, t′;φ). The correlation function on the other
hand is equal to
Gk(p
2, t′, t;φ) ≡
∫
x
eip(x−x
′)〈ϕx′t′ϕxt〉k
= T
Xk(φ) e
− J
′
k(φ)+Zk(φ)p
2+R̂k(p
2)
Yk(φ)
|t−t′|
Yk(φ)[J ′k(φ) + Zk(φ)p2 + R̂k(p2)]
(33)
and is of course equal to zero when T = 0 (in particular
for the hysteresis case).
Ito¯’s prescription is enforced in the nonperturbative
RG by ensuring that the response function G+k (t
′, t) is
zero when the two times coincide. This is achieved by
everywhere shifting the time for the auxiliary response
field by an infinitesimal positive amount: 〈ϕˆx′t′ϕxt〉k →
〈ϕˆx′t′+ϕxt〉k with → 0+.53
We now turn to the “tilde propagator” at zeroth or-
der of the expansion in free replica sums, P˜
[0]
k [Φ]. Its
expression requires the second derivative of the second
cumulant [see Eq. (22)], which from the ansatz in Eq.
(24) is obtained as
Γ
(11)
k2;x1t1,x2t2
[Φ1,Φ2] = δ
(d)(x1 − x2)×(
φˆ1φˆ2∆
(11)
k (φ1, φ2) φˆ1∆
(10)
k (φ1, φ2)
φˆ2∆
(01)
k (φ1, φ2) ∆k(φ1, φ2)
)
(34)
where we have dropped the explicit dependence of the
fields on space and time coordinates in the matrix, i.e.,
φa → φa,xata and same for φˆa. When evaluated for con-
figurations such that φˆa = 0, all terms in the matrix
vanish except the lower right one. The tilde propagator
9has then only one nonzero component, the upper left one,
which for spatially uniform fields is then simply given in
Fourier space by
[P˜
[0]
k ]11(p
2, t1, t2; Φ1,Φ2) =
G+k (p
2, ω = 0;φ1)[∆k(φ1, φ2)− R˜k(p2)]G+k (p2, ω = 0;φ2)
(35)
and is thus purely static, up to a O(v).
Difficulties however start to appear when one has to
take derivatives of Eq. (34), i.e., higher-order vertices
built from the second cumulant. For instance we will
need vertices like
δ
δφˆ1,xt
Γ
(11)
k2;x1t1,x2t2
[Φ1,Φ2]
∣∣∣
φˆ1=φˆ2=0
=
δ(d)(x, x1, x2)δ(t− t1)
(
0 ∆
(10)
k (φ1,t1 , φ2,t2)
0 0
) (36)
and
δ2
δφˆ1,xtδφˆ2,x′t′
Γ
(11)
k2;x1t1,x2t2
[Φ1,Φ2]
∣∣∣
φˆ1=φˆ2=0
= δ(t− t1)×
δ(t′ − t2)δ(d)(x, x′, x1, x2)
(
∆
(11)
k (φ1,t, φ2,t′) 0
0 0
)
(37)
where the fields are spatially uniform, δ(d)(x, x1, x2) ≡
δ(d)(x − x1)δ(d)(x1 − x2) and similarly for
δ(d)(x, x′, x1, x2).
If the second cumulant shows a cusp, ∆k(φ1, φ2) ∝
|φ1 − φ2| when φ1 − φ2 → 0, as one finds in relation
with avalanches,29,31–33,35,46 the derivatives appearing
in the above matrices are singular when the two argu-
ments coincide. This problem, which is already encoun-
tered in the FRG treatment of an interface in a ran-
dom environment,31 can be solved for the equilibrium
and the hysteresis case, but in two distinct and specific
ways. This is what we illustrate now.
VIII. HOW TO HANDLE THE CUSP? AN
ILLUSTRATION
We consider here the nonperturbative FRG flow equa-
tion for Jk(φ). After taking one derivative of Eq. (19)
with respect to φˆxt, using the definition in Eq. (26), re-
placing the 2× 2 matrices corresponding to the propaga-
tors and vertices in the chosen ansatz by the expressions
given in section VII, and performing the trace, the flow
can be diagrammatically expressed as
∂kJk(φt) =
1
2
∂˜k
∫
q
∫
t1t2
{
+ −2
*
}
.
(38)
where
∫
q
≡ ∫ ddq/(2pi)d. We have used the follow-
ing graphical representation for the propagator (response
function),
G+k (q
2, t, t′;φ) =
t t ’
(39)
and for the correlation function,
Gk(q
2, t, t′;φ) =
t t ’
, (40)
where an empty circle keeps track of TXk(φ). In the
propagators (and only in the propagators) the arrow in-
dicates the direction of time: i.e., in Eq. (39) the function
is nonzero only if t > t′, whereas there is no ordering in
Eq. (40). In addition, a single filled circle denotes ver-
tices obtained from the first cumulant Γk1 and two filled
circles joined by a dashed line denote vertices obtained
from the second cumulant Γk2. The legs of the vertices
are associated with differentiation with respect to the
fields: a leg with an incoming arrow indicates a deriva-
tive with respect to φxt and a leg with an outgoing arrow
a derivative with respect to φˆxt. So, for example,
∆k(φ1, φ2) = . (41)
Of the three diagrams present in Eq. (38), the first
one is exactly zero in T = 0 and only the third one,
marked with a red asterisk, potentially leads to an am-
biguous expression because it involves a first derivative
of ∆k evaluated for arguments corresponding to the same
replica field (albeit considered at two different times). We
therefore focus on its contribution to ∂kJk(φ) and con-
sider the case of the ascending branch of the hysteresis
curve. The contribution explicitly reads
−
∫
t2
∆
(10)
k (φt, φt2)∂˜k
∫
q
[G+k (q
2, t2, t;φ) + O(v)] (42)
where we recall that for the present case φt = φ + vt
with v → 0+. Due to causality, G+k (p2, t, t2;φ) is zero
for t2 ≥ t. As a result, setting t = 0 without loss of
generality, one only needs to consider ∆
(10)
k (φ, φ + vt2)
when vt2 → 0−, and Eq. (42) can be rewritten as
−∆(10)k (φ, φ−)∂˜k
∫
q
∫ 0
−∞
dt2G
+
k (q
2, t2, 0;φ) + O(v)
= −∆(10)k (φ, φ−)∂˜k
∫
q
P̂k(q
2;φ) + O(v)
(43)
where
P̂k(q
2;φ) =
1
J ′k(φ) + Zk(φ)q2 + R̂k(q2)
(44)
is the static hat (or “connected”) propagator and φ− =
φ− 0+.
To see that the above expression is unambiguous, it
is useful to rewrite ∆k(φ1, φ2) = ∆˘k(φ, δφ), where φ =
10
(φ1 +φ2)/2 and δφ = (φ2−φ1)/2. Then, ∆(10)k (φ, φ−) =
(1/2)[∆˘
(10)
k (φ, 0) − ∆˘(01)k (φ, 0−)]. The first term gives a
regular contribution, whether or not ∆k has a cusp. The
potentially anomalous contribution comes from the sec-
ond term. ∆˘k(φ, δφ) is an even function of φ and δφ
separately. So if it is smooth enough when δφ → 0,
∆˘
(01)
k (φ, 0
±) = ∆˘(01)k (φ, 0) = 0. On the other hand, if
it has a cusp,
∆˘k(φ, δφ) = ∆˘k(φ, 0) + ∆˘k,cusp(φ)|δφ|+ O(δφ2), (45)
one finds that
∆˘
(01)
k (φ, 0
−) = −∆˘(01)k (φ, 0+) = −∆˘k,cusp(φ) . (46)
One can now discuss more qualitatively the differences
appearing in the equilibrium and the hysteresis situations
when a cusp is present in ∆k(φ1, φ2). In the hysteresis
case, the cusp cannot be rounded because one has to
work at T = 0, but the ambiguity between the two sides
of the cusp (i.e., for δφ = 0±) is lifted by the direc-
tion of the dynamics which is characterized by the sign
of the vanishing velocity v. The ascending branch cor-
responds to one side of the cusp, when v → 0+, and
the descending branch to the other side, when v → 0−.
There is a global symmetry, vestige of the time-reversal
and Z2 symmetries, {φ, v} → {−φ,−v}, between the
two branches of the hysteresis curve but on each branch,
both the time-reversal and the Z2 symmetries are bro-
ken. This is quite different than the equilibrium case
where both the time-reversal and Z2 symmetries are sat-
isfied (at least at the critical point in zero applied source).
The ambiguity is then lifted by considering the limit-
ing process by which T → 0. Indeed, any nonzero tem-
perature rounds the cusp and therefore guarantees that
the derivative in the δφ direction is zero in δφ = 0:
∆˘
(01)
k (φ, 0) = 0 for T > 0. The property is conserved
when taking the limit T → 0 via the thermal boundary
layer mechanism34,35,43–45 and in some sense one should
interpret ∆˘
(01)
k (φ, 0) = 0 at T = 0 as the symmetrized
value [∆˘
(01)
k (φ, 0
+) + ∆˘
(01)
k (φ, 0
−)]/2 = 0. (Finally, note
that in Eq. (38) the contribution from the first diagram
that involves the correlation function is irrelevant for
both equilibrium and hysteresis criticality as it is equal
to zero when T = 0 while in the equilibrium case with
T > 0, when cast in the appropriate dimensionless form,
it flows to zero as one reaches the fixed point.34,35,45)
IX. FLOW EQUATIONS FOR THE RFIM IN
AND OUT OF EQUILIBRIUM
A. Deriving the NP-FRG equations in the
presence of a cusp
By following the same line of reasoning as in the pre-
vious section, we have derived the RG flow equations for
all the functions of our nonperturbative ansatz [Eqs. (23-
25)]. The details are given in Appendix A and we only
display in what follows the potentially anomalous terms
that are present in the hysteresis case but not in the
equilibrium one. For each of the static functions, Jk(φ),
Zk(φ), ∆k(φ1, φ2), we write
∂sJk(φ) = βJ,eq(φ) + βJ,an(φ)
∂sZk(φ) = βZ,eq(φ) + βZ,an(φ)
∂s∆k(φ1, φ2) = β∆,eq(φ1, φ2) + β∆,an(φ1, φ2)
(47)
where we have introduced the dimensionless variable
(“RG time”) s = ln(k/Λ). The expressions for the three
βeq are those already derived for the equilibrium RFIM in
the limit T = 033,35,45 and the anomalous contributions
read
βJ,an(φ) =
1
2
∆˘k,cusp(φ)
∫
q
∂sR̂k(q
2)P̂k(q
2)2 (48)
βZ,an(φ) = ∆˘k,cusp(φ)
∫
q
∂sR̂k(q
2)P̂k(q
2)3
{
J ′′k (φ)P̂k(q
2)×[
Zk(φ) + R̂
′
k(q
2) +
2q2
d
(
R̂′′k(q
2)− 2[Zk(φ) + R̂′k(q2)]2×
P̂k(q
2)
)]
+ Z ′k(φ)
[
− 1 + d+ 2
d
q2[Zk(φ) + R̂
′
k(q
2)]P̂k(q
2)
+
2q4
d
P̂k(q
2)
(
R̂′′k(q
2)− 2[Zk(φ) + R̂′k(q2)]2P̂k(q2)
)]}
(49)
where primes denote derivation with respect to the argu-
ment and we have omitted for ease of notation the explicit
φ dependence of Pk(q
2;φ). Finally, after switching from
∆k(φ1, φ2) to ∆˘k(φ, δφ), one also has
β∆,an(φ, δφ) =
− 1
2
{
∆˘k,cusp(φ+ δφ)[∆˘
(10)
k (φ, δφ) + ∆˘
(01)
k (φ, δφ)]
×
∫
q
∂sR̂k(q
2)P̂k(q
2;φ+ δφ)3 + ∆˘k,cusp(φ− δφ)×
[∆˘
(10)
k (φ, δφ)− ∆˘(01)k (φ, δφ)]
∫
q
∂sR̂k(q
2)P̂k(q
2;φ− δφ)3
}
.
(50)
One can check that there is a symmetry between the as-
cending and the descending branches of the hysteresis
loop which corresponds to inverting the fields and chang-
ing ∆˘k,cusp in −∆˘k,cusp. Note also that, of course, all
the anomalous contributions vanish in the absence of a
cusp: the flow equations for the equilibrium and the out-
of-equilibrium cases are then identical.
We have also obtained the flow equation for the kinetic
function(s). (Note that these functions do not enter into
the flow equations of the static functions Jk, Zk, ∆k.)
At equilibrium and for a nonzero temperature T > 0,
Xk(φ) = Yk(φ) as a result of the time-reversal symmetry
and their flow has been studied in Ref. [45]. Tempera-
ture is irrelevant for the equilibrium critical behavior but
is dangerously so. In particular, the thermal boundary
layer mechanism discussed above leads to an activated
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dynamic scaling, which can be described at a phenomeno-
logical level in terms of droplet excitations. For the hys-
teresis case, T = 0 and only Yk(φ) has to be considered.
Its flow cannot be written as the sum of a regular con-
tribution equal to that of the equilibrium dynamics and
an anomalous one because the equilibrium contribution
is singular when T = 0.45 Interestingly, the presence of
an infinitesimal velocity v now regularizes this otherwise
singular behavior. One indeed finds
∂sYk(φ) =βY,0 − 1
2
∆˘
(02)
k (φ, 0
−)Yk(φ)
∫
q
∂sR̂k(q
2)P̂k(q
2)3
+ βY,an
(51)
where ∆˘
(02)
k (φ, 0
−) = ∆˘(02)k (φ, 0
+) is always a finite, reg-
ular function, contrary to ∆˘
(02)
k (φ, 0) which diverges due
to the presence of a δ(δφ) function when there is a cusp.
(In the equilibrium case this term indeed leads to a diver-
gence in T = 0, and relaxation dynamics must therefore
be considered for T > 0 where the divergence is rounded
in a thermal boundary layer.45). We give the explicit
expressions of βY,0 and βY,an in Appendix A.
B. NP-FRG flow equations in a dimensionless form
Finally, to cast the RG flow equations in a dimension-
less form that allows one to investigate the critical physics
at long length and time scales, one must introduce scal-
ing dimensions. This is the second operation of any RG
transformation in addition to the “coarse-graining” lead-
ing to the dimensionful beta functions obtained above.
The equilibrium critical point of the RFIM is controlled
by a zero-temperature fixed point,20,21 i.e., a properly
defined renormalized temperature Tk flows to zero at the
fixed point with an exponent θ > 0. This renormal-
ized temperature can be defined by comparing the sec-
ond and the first cumulants of the renormalized disorder,
e.g., Tk ∼ Zkk2/∆k. A subtlety here is that tempera-
ture also enters via the thermal noise in the Langevin
equation: see Eq. (3). The two temperatures are equiv-
alent (and irrelevant) for the equilibrium criticality but
this is not true for hysteresis: keeping a nonzero thermal
noise destroys metastability and hysteresis, which is why
we have to set this physical temperature to zero in or-
der to study the out-of-equilibrium critical point of the
driven RFIM. In this case we can nonetheless define a
renormalized “temperature”, unrelated to any thermal
bath, by the comparison between disorder cumulants,
i.e., Tk ∼ Zkk2/∆k ∼ kθ.
Near the critical point of the ascending branch of the
hysteresis loop, one then has the following scaling dimen-
sions:
Zk ∼ k−η, φ− φc ∼ k(d−4+η¯)/2,
Jk − Jc ∼ k(d−2η+η¯)/2, ∆k ∼ k−(2η−η¯),
(52)
where φc and Jc respectively denote the values of the
magnetization (field) and the magnetic field (source) at
the out-of-equilibrium critical point, and, as in equi-
librium, the exponents θ, η and η¯ are related through
θ = 2 + η − η¯.
Due to the lack of Z2 inversion symmetry in the hys-
teresis case, two relevant parameters must be fine-tuned
to reach the critical point. In practice, we account for the
additional condition by defining a displaced field variable
φ− φc,k where φc,k is fixed such that the second deriva-
tive of the renormalized force is zero all along the flow,
J ′′k (φc,k) = 0, which corresponds to the field (magneti-
zation) for which the connected susceptibility is maxi-
mum. When approaching the fixed point, φc,k → φc +
k(d−4+η¯)/2ϕ0 and similarly, J(φc,k)→ Jc+k(d−2η+η¯)/2j0.
If the critical system flows to a fixed point where Z2 sym-
metry is restored, then ϕ0 = j0 = 0 but otherwise they
are different from zero and depend on the initial condi-
tions.
Using lower-case letters, j′k, zk, δk, ϕ, δϕ, to denote the
dimensionless counterparts of J ′k, Zk,∆k, φ, δφ, the di-
mensionless form of the flow equations can be symbol-
ically written as
∂sj
′
k(ϕ) =
− (2− ηk)j′k(ϕ) +
1
2
(d− 4 + η¯k)ϕj′′k (ϕ) + βj′,k(ϕ),
∂szk(ϕ) = ηk +
1
2
(d− 4 + η¯k)ϕz′k(ϕ) + βz,k(ϕ),
∂sδ˘k(ϕ, δϕ) =
(2ηk − η¯k)δ˘k(ϕ, δϕ) + 1
2
(d− 4 + η¯k)(ϕ∂ϕ+
δϕ∂δϕ)δ˘k(ϕ, δϕ) + βδ,k(ϕ, δϕ) ,
(53)
where the now dimensionless beta functions in the right-
hand sides themselves depend on j′k, zk, δ˘k and their
derivatives. They also depend on the dimensionless IR
cutoff function r(q2/k2) = R̂k(q
2)/(Zkk
2). [The other
IR cutoff function is also related to r via R˜k(q
2) =
−∆kr′(q2/k2).] The running anomalous dimensions ηk
and η¯k are fixed by the condition that zk(ϕ0,z) = 1 and
δ˘k(ϕ0,δ, 0) = 1, respectively, where ϕ0,z and ϕ0,δ are ap-
propriately chosen points (close to the ϕ0 introduced be-
fore but not necessarily equal). Note that we have con-
sidered for further convenience the flow of the derivative
j′k(ϕ) in place of that of jk(ϕ), but the set of coupled flow
equations formed by Eq. (54) is still closed.
Finally, in the hysteresis case, the kinetic coefficient
Yk(φ) ∼ k2−η−zyk(ϕ), where z is the dynamical exponent
characterizing the relation between duration and size of
the critical avalanches, satisfies the following RG flow
equation in dimensionless form:
∂syk(ϕ) =
− (2− ηk − zk)yk(ϕ) + 1
2
(d− 4 + η¯k)ϕy′k(ϕ) + βy,k(ϕ),
(54)
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where the dynamical exponent z∗ at the fixed point is ob-
tained from an eigenvalue equation, once the other func-
tions and anomalous dimensions have been determined.
X. RESULTS
We have numerically solved the set of coupled flow
equations discussed in the previous section both by (i)
directly studying the fixed-point equations (root finding
method), and then investigating the stability of the solu-
tions, and by (ii) running the flow from initial conditions
and searching for the fixed point(s) by dichotomy. This
can be done as a function of dimension d, starting from
the Gaussian fixed point at the upper critical dimension
d = 6. The numerical resolution requires discretizing the
fields on a fine grid and is rather involved. In the equi-
librium case, we obtain solution down to d ≈ 2.7 whereas
for the hysteresis case, numerical problems start to ham-
per the resolution for d ≈ 3.5 and below. The numerical
methods and the associated technical difficulties are dis-
cussed in detail in Appendix B.
A. d > dDR
-15 -10 -5 0
s
0
0.002
0.004
0.006
0.008 ηk
ηk
FIG. 4: Critical behavior on the ascending branch of the hys-
teresis curve in d = 5.5: RG flows of the anomalous dimen-
sions ηk and η¯k starting from a variety of initial non-Z2 cuspy
conditions. By dichotomy one can fine-tune the initial condi-
tions to reach the fixed point as s = ln(k/Λ)→ −∞. Except
for a short transient regime the two anomalous dimensions
become indistinguishable (and are then equal to their equi-
librium counterparts). The arrow indicates the direction of
the RG flow.
The first important result is that the fixed points con-
trolling the in and out of equilibrium critical points are
the same above the critical dimension dDR ≈ 5.1 sepa-
rating the region where the fixed-point dimensionless cu-
mulants have no cusp and the d→ (d−2) dimensional re-
duction property applies (d > dDR) from that where the
fixed-point dimensionless cumulants display a cusp and
dimensional reduction is not valid (d < dDR). Hystere-
sis and equilibrium criticality are in the same universality
class for d ≥ 5.1: The linearized RG equations around the
fixed point lead to identical critical exponents (which are
given by the dimensional-reduction property).62 In this
range of dimensions, this confirms the conclusion of our
previous study:37 Despite the fact that the driven system
is out of equilibrium and that there is no Z2 symmetry at
the hysteresis critical points, the Z2 symmetry is restored
along the RG flow and the fixed point coincides with the
equilibrium one. This results from the property that the
cusp in the renormalized second cumulant of the random
field, which stems from the presence of avalanches in the
zero-temperature evolution of the system, is subdomi-
nant at long distance. The various anomalous contribu-
tions to the beta functions therefore lead to subdominant
behavior and do not change the fixed point (nor the scal-
ing behavior).
This is illustrated in Figs. 4 and 5 for d = 5.5. In Fig. 4
we display the flows of the anomalous dimensions ηk and
η¯k for a variety of initial non-Z2 conditions. We have
included a cusp for the initial conditions on δ˘k(ϕ, δϕ) (as
would result from a mean-field description of avalanches).
Fig. 4 illustrates the procedure of dichotomy that allows
us to reach the fixed point. One can see that the two
exponents ηk and η¯k rapidly become indistinguishable as
the flow progresses and are strictly equal at the fixed
point, which is a signature of the dimensional-reduction
property. They are also equal then to their equilibrium
counterparts (and to the value obtained for the pure φ4
theory in dimension d − 2). In Fig. 5 we display the
evolution with RG time of the functions δ˘k(ϕ, 0) and
δ˘k,cusp(ϕ) when starting from initial non-Z2 cuspy con-
ditions that are fine-tuned to lead to the fixed point. As
the flow progresses the dimensionless second cumulant
δ˘k(ϕ, 0) ≡ δk(ϕ,ϕ) develops an asymmetry around the
value ϕ0 at which it has a minimum but becomes asymp-
totically symmetric again [see Fig. 5(a)]: this corresponds
to a restoration of the Z2 symmetry at the fixed point.
The function is then identical to its equilibrium counter-
part. Furthermore, as shown in Fig. 5(b), the amplitude
of the cusp goes to zero asymptotically: the cusp is in-
deed irrelevant at the fixed point. The rapid decrease
of δ˘k,cusp(ϕ) at the beginning of the flow explains the
rapid convergence of the two anomalous dimensions seen
in Fig. 4.
B. d < dDR
When considering dimensions lower than dDR we find
however that the fixed point for the equilibrium and that
for hysteresis differ. Both are cuspy (i.e., δ˘∗,cusp(ϕ) 6= 0)
but the anomalous contributions to the beta functions
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FIG. 5: Critical behavior on the ascending branch of the hys-
teresis curve in d = 5.5: (a) Dimensionless second cumulant
δ˘k(ϕ, 0) for a variety of values of the RG time s = ln(k/Λ) and
initial non-Z2 cuspy conditions that are fine-tuned to lead to
the fixed point. (b) Same for the cusp amplitude δ˘k,cusp(ϕ).
The initial cusp amplitude was put to a constant value of 1
and is not shown for practical reasons. The green curve is for
s = −1 and the amplitude has already dropped by a factor of
200. The arrows indicate the direction of the RG flow.
coming from the cusp produce a difference. In conse-
quence, the equilibrium and out-of-equilibrium critical
behaviors of the RFIM are not in the same universality
class for d <∼ 5.1, which includes the physical dimension
d = 3. This is the phenomenon that we have previously
missed by working with the static superfield formalism.37
When looking at the fixed-point functions, the differ-
ence between equilibrium and hysteresis becomes strik-
ing as one lowers the dimension. We display in Fig. 6
the functions j∗(ϕ), z∗(ϕ), δ˘∗(ϕ, 0), and δ˘∗,cusp(ϕ) char-
acterizing the hysteresis critical fixed points for several
values of d between 5 and 3.5. (They are plotted versus
ϕ− ϕ0, where ϕ0 is defined in the previous section.) Z2
symmetry at the fixed point would correspond to j∗(ϕ)
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FIG. 6: Critical behavior on the ascending branch of the hys-
teresis curve for d < dDR: Fixed-point functions j∗(ϕ), z∗(ϕ),
δ˘∗(ϕ, 0), and δ˘∗,cusp(ϕ) plotted versus ϕ−ϕ0 for several values
of d between 5 and 3.5.
antisymmetric with respect to ϕ − ϕ0 and all the other
functions symmetric with respect to ϕ− ϕ0. This is ap-
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proximately realized in d = 5 but becomes increasingly
violated as d is lowered.
In Fig. 7 we compare two of the fixed-point functions,
j∗(ϕ) − j∗(ϕ0) and δ˘∗(ϕ, 0), which are obtained for the
equilibrium and hysteresis critical points in d = 4 and
d = 5. While the difference is small and barely noticeable
for d = 5 it becomes conspicuous in d = 4.
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d=5, equilibrium
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FIG. 7: Comparison of the equilibrium and hysteresis fixed-
point functions j∗(ϕ) (a) and δ˘∗(ϕ, 0) (b) for d = 4 and d = 5
(versus ϕ− ϕ0 with ϕ0 = 0 and j∗(ϕ0) = 0 for equilibrium).
It is worth trying to relate these fixed-point functions
to scaling functions that could be measured in simula-
tions (or experiments). This is what we have already
discussed in section II summarizing the results. Unfor-
tunately, the functions that more dramatically display
the absence of Z2 symmetry in the hysteresis case, hence
the difference with the equilibrium functions, are z∗(ϕ),
δ˘∗(ϕ, 0), and δ˘∗,cusp(ϕ), which are hard to access in sim-
ulations. More readily accessible functions that can be
extracted from finite-size scaling are reduced suscepti-
bilities, which are also obtainable from the fixed-point
functions. The scaling functions associated with the con-
nected and disconnected susceptibilities (see section II)
are indeed expressed as
fˆ(ϕ) =
1
j′∗(ϕ) + r(0)
f˜(ϕ) =
δ˘∗(ϕ, 0)
[j′∗(ϕ) + r(0)]2
.
(55)
As illustrated in Fig. 2, the asymmetry and the difference
with equilibrium found for the hysteresis case are not as
striking as found for the functions plotted in Figs. 3,
6 and 7. Although this could be in part obscured by
the uncertainty in the finite-size scaling procedures, a
careful comparison should allow a crisper conclusion than
the previously done comparison of integrated avalanche
functions and critical exponents.8–10
C. Critical exponents
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FIG. 8: Anomalous dimensions η and η¯ versus d for the
equilibrium and hysteresis critical fixed points. This also in-
cludes the extrapolated points for hysteresis obtained from
the λ-modified FRG equations as described in the text. The
symbols represent the results of ground-state computations
for equilibrium63–65 and computer simulations for hysteresis.6
(The error bars are not shown but one should note that for
hysteresis the uncertainty on η is very large.6)
Despite the striking difference in the equilibrium and
hysteresis fixed-point functions for d < 5, the difference
in the anomalous dimensions associated with these fixed
points appears very small. This is shown in Fig. 8 where
we plot η and η¯ as a function of d for equilibrium and
hysteresis. In both cases η and η¯ start to separate when
d < dDR, as a result of the cuspy nature of the fixed
points and of the breakdown of dimensional reduction
(the exponent θ = 2−η−η¯ become less than 2). However,
the equilibrium and hysteresis values stay within 5%.
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FIG. 9: Solution of the λ-modified FRG equations (see text)
in d = 3.55: Fixed-point function δ˘∗(ϕ, 0|λ) for several values
of the parameter λ ∈ [0, 1].
The dashed lines in Fig. 8 are hysteresis data obtained
for d <∼ 3.5 through an extrapolation procedure. We have
studied modified RG flow equations where we have added
a multiplying factor λ ∈ [0, 1] in front of the anomalous
contributions in all of the beta functions. This is a purely
technical trick that gives the equilibrium result when λ =
0 and the hysteresis one when λ = 1. For d < 3.52, we
encounter numerical difficulties to solve the fixed point
equations when λ is close to 1, and more so as d decreases.
Fig. 9 illustrates the problem for the function δ˘∗(ϕ, 0|λ)
in d = 3.55: as λ increases the right peak in the function
becomes increasingly sharp and at some point it becomes
impracticable to use a grid that is fine enough to resolve
the peak and large enough to capture the behavior at
large fields. More details are given in Appendix B. The
exponents gathered for a range of values of d ≤ 4 and
λ are shown in this Appendix, and various extrapolation
procedures are used to obtain estimated values for the
hysteresis case (λ = 1) down to d = 3. The extrapolated
values are robust and are shown as the dashed lines in
Fig. 8.
The data for the correlation length exponent ν are dis-
played in Fig. 10. Here the difference between hysteresis
and equilibrium values is more significant and reaches
about 25%. Note however that the NP-FRG prediction
(with the present truncation) for the exponent ν at equi-
librium does not compare as well with recent large-scale
simulation data in d = 363–65 as those for the anomalous
dimensions η, η¯ which are properties of the fixed point.
The difference found between equilibrium and hysteresis
is of the order of the discrepancy observed for the equi-
librium exponent in d = 3. Note also that the numerical
values obtained for the hysteresis critical behavior from
computer simulation for the exponent ν in d = 3 have a
large dispersion, between 1.2± 0.139 and 1.4± 0.1,6 and
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FIG. 10: Correlation length exponent ν versus d for equi-
librium and hysteresis critical points. This also includes
the extrapolated points for hysteresis obtained from the λ-
modified FRG equations as described in the text. The sym-
bols represent the results of ground-state computations for
equilibrium63–65 and computer simulations for hysteresis.6,39
(The error bars are not shown but one should note that the
uncertainty on the value of ν for hysteresis, which varies be-
tween 1.239 and 1.46 in d = 3, is very large.)
are compatible with the value that we predict.
Finally, we present the results for the dynamical ex-
ponent z in Fig. 11. One sees that is stays close to 2,
its mean-field value, over the whole range of dimension,
as also found in computer simulations.6 Here there is no
comparison with equilibrium because the critical slowing
down for relaxation to equilibrium is described by acti-
vated dynamic scaling (for T > 0) and there is no analog
of the exponent z in this case (in a sense z is infinite).
XI. CONCLUSION
We have shown that contrary to expectations based
on numerical simulations8–10 or erroneous theoretical
treatment,36,37 the critical points of the RFIM in equilib-
rium and out of equilibrium (hysteresis curve) are not in
the same universality class in low enough dimension, i.e.,
below d ∼ 5. The difference in critical behavior comes
from the presence of avalanches in the evolution of the
system at zero temperature under a change of the applied
source, avalanches which have been shown to be relevant
for the long-distance behavior only below a critical di-
mension dDR ≈ 5.1.
As the exponents are close for hysteresis and equi-
librium critical behaviors and may be within numerical
or experimental uncertainty, we have stressed that the
proper way to check whether the two types of critical
points belong (or not) to the same universality class is to
consider reduced (dimensionless) functions that are prop-
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FIG. 11: Dynamical critical exponent z versus d for the hys-
teresis critical point(s). The symbols represent the results of
a computer simulation6 (the error bars are not shown but the
uncertainty is quite large). Note that close to d = 6 when
dimensional reduction applies, z should be given by the  ex-
pansion of the pure model: the result66 obtained at order
O(3) is shown as the red dashed line.
erties of the critical fixed points and are sensitive to the
presence (or not) of Z2 inversion symmetry. The inte-
grated distribution of avalanche sizes and related func-
tions that have been previously studied in computer sim-
ulations are unable to probe this, and we have proposed
several candidates that can be accessed through finite-
size studies.
Finally, we point out that the fact that equilibrium and
hysteresis critical points are controlled by different fixed
points in d < dDR ≈ 5.1 does not imply that the lower
critical dimension is different in the two cases. While
d = 2 has been rigorously proven as being the lower crit-
ical dimension for the equilibrium RFIM,67 it has been
suggested on the basis of numerical studies68–70 that the
hysteresis critical behavior of the RFIM could have a
lower critical dimension strictly lower than 2. (This lat-
ter conclusion has however been challenged by Sethna
and coworkers by means of an extended scaling derived
from normal form theory.71,72) Unfortunately, the NP-
FRG approach with the present approximation scheme
is not well suited to address this issue. As illustrated in
this work, it is indeed technically hard to solve the RG
equations below d = 3 (or even d ≈ 3.5 for hysteresis).
The lower critical dimension for systems with an Ising
symmetry is not directly nor exactly accessible through
truncations of the spatial derivative expansion even in the
pure case73,74 and it is unclear at present how to improve
the approximation scheme to resolve this problem.
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Appendix A: Derivation of the NP-FRG flow
equations for the RFIM in and out of equilibrium
In this appendix we describe in detail how to derive the
flow equations for hysteresis and equilibrium and we com-
ment on the difference between these two cases. As the
derivation for the equilibrium case and the role of tem-
perature there have already been discussed in previous
publications,33–35,45 we put the emphasis on the hystere-
sis behavior, more precisely on the ascending branch of
the hysteresis curve (when v → 0+).
1. Flow of ∆k
We start by discussing the flow of the second cumu-
lant of the renormalized random field, ∆k(φ1, φ2). After
taking two derivatives of Eq. (20) with respect to φˆ1,xt
and φˆ2,x′t′ , using the definition in Eq. (26), replacing
the 2× 2 matrices corresponding to the propagators and
vertices in the chosen ansatz by the expressions given in
section VII, and performing the trace, the flow equation
can be diagrammatically expressed as
∂s∆k(φ1, φ2) =
1
2
∂˜s
∫
q
∫
t1t2
{
−
+ 2
−
+ 2
−2
− + 2
+ 2
+ 2
−2
+ 2
−2 −2
− −
* *
}
.
(A1)
The graphical representation has been explained below
Eq. (38) of the main text. In all diagrams the left exter-
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nal leg corresponds to the replica field φ1 and the right
one to the field φ2.
The first 4 diagrams are exactly zero for T = 0. In
the equilibrium case and for T > 0 the two first ones
give rise to a term proportional to T [∆
(20)
k (φ1, φ2) +
∆
(02)
k (φ1, φ2)], which after changing variables to φ =
(φ1 + φ2)/2 and δφ = (φ2 − φ1)/2 can be reexpressed as
(T/2)[∆˘
(02)
k (φ, δφ)+∆˘
(20)
k (φ, δφ)]. The second derivative
in the δφ direction makes it impossible for a cusp to de-
velop near δφ = 0 when T > 0 (otherwise the derivative
would blow up). This is the origin of the rounding of the
cusp in a thermal boundary layer. However, when rescal-
ing all quantities to look for a fixed point, the contribu-
tions of all of the four diagrams flow to zero.34,35,45 We
can therefore always drop them when studying directly
the fixed point, for hysteresis as well as for equilibrium.
The other 11 diagrams survive at T = 0. One can eas-
ily check that they are all well defined in the presence
of a cusp in ∆k(φ1, φ2) ≡ ∆˘(02)k (φ, δφ), except possibly
the two diagrams marked with a red asterisk. The con-
tribution of these two diagrams can be explicitly written
as
∂˜s
∫
q
∫
t1t2
{
∆
(10)
k (φ2(t2), φ1(0))∆
(01)
k (φ2(t1), φ2(0))
×G+k (q2, t2 − t1;φ2)G+k (q2,−t2;φ2) + perm(12)
}
.
(A2)
where we have arbitrarily chosen t = t′ = 0 for the ex-
ternal legs. The term that is potentially ill-defined is
∆
(01)
k (φ2(t1), φ2(0)) and the one obtained by permutation
between φ2 and φ1. To handle this for the equilibrium
case we keep an infinitesimal temperature T and take
field configurations that are constant in time. One can
then integrate over the times t1 and t2, which provides
the static (hat) propagator P̂k(q
2) defined in Eq. (44),
and we use the property that when the cusp is rounded,
∆
(10)
k (φ, φ) + ∆
(01)
k (φ, φ) = ∆˘
(01)
k (φ, δφ = 0) = 0 by sym-
metry. We finally obtain the contribution in the form
1
4
∂˜s
∫
q
{
∆˘
(10)
k (φ+ δφ, 0)[∆˘
(10)
k (φ, δφ) + ∆˘
(01)
k (φ, δφ)]
× P̂k(q2;φ+ δφ)2 + ∆˘(10)k (φ− δφ, 0)[∆˘(10)k (φ, δφ)−
∆˘
(01)
k (φ, δφ)]P̂k(q
2;φ− δφ)2
}
,
(A3)
which is now well-behaved when T → 0.
One has to proceed differently for the hysteresis case
at T = 0. As already explained in the main text we
now consider an infinitesimal velocity v → 0+ with
the fields taken as φa(t) = φa + vt. An ordering of
the times t1 and t2 in Eq. (A2) is provided by the
property of the response function and Ito¯’s prescrip-
tion. For the first term in the curly brackets, one
must have 0 > t2 > t1; this term then becomes in
the limit v → 0+ and after integration over the two
times, ∂˜s
∫
q
∆
(10)
k (φ2, φ1)∆
(01)
k (φ2, φ
+
2 )P̂k(q
2;φ2)
2, where
φ+2 = φ2 + 0
+. The potential ambiguity arising from the
cusp is lifted because
∆
(01)
k (φ2, φ
+
2 ) =
1
2
∆˘
(10)
k (φ+ δφ, 0) +
1
2
∆˘
(01)
k (φ+ δφ, 0
+)
=
1
2
∆˘
(10)
k (φ+ δφ, 0) +
1
2
∆˘k,cusp(φ+ δφ) ,
(A4)
where we have used Eqs. (45) and (46). A similar result is
derived for the term obtained by permutation, so that the
contribution of the two diagrams to the flow of ∆k in the
hysteresis case is equal to the contribution at equilibrium
given above plus
1
4
∂˜s
∫
q
{
∆˘k,cusp(φ+ δφ)[∆˘
(10)
k (φ, δφ) + ∆˘
(01)
k (φ, δφ)]
× P̂k(q2;φ+ δφ)2 + ∆˘k,cusp(φ− δφ)[∆˘(10)k (φ, δφ)−
∆˘
(01)
k (φ, δφ)]P̂k(q
2;φ− δφ)2
}
.
(A5)
When using the definition of the operator ∂˜s this leads
to Eq. (50).
2. Flows of the 1-copy functions
To derive the flow equations for the functions J ′k (which
corresponds at equilibrium to the second derivative of the
effective potential U ′′k ), Zk and Yk one starts from the
common equation,
∂s
δ2Γk1[Φ]
δφptδφˆp′t′
= (2pi)dδ(d)(p+ p′)
1
2
∂˜str
∫
q
∫
t1t2{
+ + 2 −2
+ −2 + 2
+ 2 −2 −2
* * * *
*
* * ** * }
,
(A6)
giving the flow of the second functional derivative of the
first cumulant with respect to the fields φˆ and φ for the
same copy, but for nonzero external momenta and dif-
ferent times. The configuration of the fields needed to
obtain the flows of J ′k(φ), Zk and Yk [see Eq. (26)] are
spatially uniform and either constant in time (equilib-
rium) or such that φ(t) = φ + vt in the limit v → 0+
(ascending branch of the hysteresis).
The three diagrams of the first line of Eq. (A6) are zero
at T = 0 and can be dropped when studying the fixed
point for the same reasons as discussed above. Of the
6 remaining diagrams, which all survive in T = 0, only
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the last 4 (all marked with red asterisks) are potentially
dangerous in the presence of a cusp in the second cumu-
lant ∆k because they involve derivatives of this cumulant
that are evaluated when the two arguments correspond
to the same replica (copy) field. Since the flow of J ′k(φ)
can also be obtained by deriving once the flow of Jk(φ)
given in the main text, we will focus on Zk(φ) and Yk(φ).
We consider first the flow of the (static) field renormal-
ization function Zk(φ). It is easy to realize that due to
the constraints on the momenta appearing in the inter-
nal loop the last two diagrams (marked with 3 and 4 red
asterisks) do not have any dependence on the external
momentum p and therefore do not contribute to the flow
of Zk. Since we are studying a static function, we can
take the external time t′ = 0 and integrate over the other
external time t to obtain a zero-frequency quantity.
The contribution of the diagram marked by two red
asterisks can then be explicitly expressed as
∂˜s
∫
q
∫ ∞
0
dt2
∫ t2
−∞
dt1[J
′′
k (φ) + Z
′
k(φ)(q
2 + p2 − qp)]×
∆
(10)
k (φ, φ+ vt1)G
+
k (q
2, t2 − t1;φ)G+k (|p− q|2, t2;φ) ,
(A7)
where we have used the properties of the response func-
tion to restrict the ranges of the time integrals. We have
also kept for now an infinitesimal velocity v [Eq. (A7) is
valid up to a O(v)] and considered directly T = 0. By
taking into account the expression of the response func-
tion in eq. (32), splitting the integration over t1 into a
contribution from −∞ to 0 (for which φ+vt1 → φ−) and
one from 0 to t2 (for which φ + vt1 → φ+), and intro-
ducing the variables φ and δφ, one can rewrite the above
expression as
1
2
∆˘
(10)
k (φ, 0) ∂˜s
∫
q
P̂k(q
2;φ)P̂k(|p− q|2;φ)
× [J ′′k (φ) + Z ′k(φ)(q2 + p2 − qp)] .
(A8)
Its contribution to the flow of Zk is obtained by deriving
with respect to p2 and evaluating the derivative in p2 = 0.
It is therefore not anomalous.
The only anomalous contribution to the flow of Zk
comes from the diagram marked by a single red aster-
isk. Proceeding along the same lines as before, one finds
that its contribution to Eq. (A6) in zero frequency can
be written in the limit v → 0+ as
1
2
[∆˘
(10)
k (φ, 0) + ∆˘k,cusp(φ, 0)]∂˜s
∫
q
P̂k(q
2;φ)P̂k(|p− q|2;φ)
× [J ′′k (φ) + Z ′k(φ)(q2 + p2 − qp)] .
(A9)
After taking a derivative with respect to p2 and eval-
uating it in p2 = 0, the anomalous contribution pro-
portional to ∆˘k,cusp(φ, 0) is equal to that given in Eq.
(49). The regular contribution is part of the equilib-
rium beta function whose complete expression is given
elsewhere.35 [Note that at equilibrium it is the sum of
the above two diagrams marked with one and two as-
terisks that is well-defined in the limit T → 0 be-
cause one then uses the symmetry-related property that
∆
(10)
k (φ, φ) + ∆
(01)
k (φ, φ) = ∆˘
(10)
k (φ, 0).]
Finally, we derive the flow of the kinetic function Yk(φ).
We take the same field configurations as before, zero ex-
ternal momentum (p = 0), and we Fourier transform over
time to be able to extract the term then proportional to
−iω (this should be done in the quasi-static limit v → 0+
for hysteresis). The contribution of the diagram marked
with 3 red asterisks is then zero.
Let us first consider the contribution of the diagram
marked with 4 red asterisks. It gives a term proportional
to −iωYk(φ) that is equal to
∆
(11)
k (φ, φ
−)∂˜s
∫
q
P̂k(q
2;φ)2 , (A10)
in the hysteresis case. The second derivative of
the second cumulant, ∆
(11)
k , can be rewritten as
(1/4)[∆˘
(20)
k (φ, 0)+∆˘
(02)
k (φ, 0
−)] and is well-behaved even
in the presence of a cusp since the second derivative
∆˘
(02)
k (φ, 0
−) = ∆˘(02)k (φ, 0
+) is evaluated on a given side
of the cusp and not strictly in δφ = 0 (the second deriva-
tive ∆˘
(20)
k is always finite and unambiguous). This cor-
responds to the second term in the right-hand side of
Eq. (51). For equilibrium on the other hand one has
to consider ∆
(11)
k (φ, φ) with strictly equal arguments. In
the presence of a cusp this derivative blows up and the
flow is ill-defined. One should instead take T > 0: the
rounding of the cusp in a thermal boundary layer guar-
antees that ∆
(11)
k (φ, φ) ∝ 1/T and gives rise to activated
dynamic scaling.45
The two diagrams marked with 1 and 2 red asterisks
are regular in the equilibrium case, even at T = 0 in the
present of a cusp, but lead to additional anomalous con-
tributions in the hysteresis case. We do not detail here
the derivation which follows the lines already described
and we give the final result for this anomalous contribu-
tion to the flow of Yk(φ):
βY,an =
1
2
∆˘k,cusp(φ)
∫
q
∂sRˆk(q
2)Pˆk(q
2;φ)3
{
2Y ′k(φ)−
3
2
Pˆk(q
2;φ)Yk(φ)[J
′
k(φ) + Z
′
k(φ)q
2]
}
.
(A11)
Finally, for the sake of completeness, we provide the reg-
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ular piece of the flow, denoted βY,0 in Eq. (51):
βY,0 =
1
4
∫
q
{
− 2∂sR˜k(q2)Pˆk(q2;φ)2Y ′′k (φ)− 4Pˆk(q2;φ)3
× [J ′k(φ) + Z ′k(φ)q2]
(
− 2[∂sR˜k(q2) + 3∂sRˆk(q2)Pˆk(q2;φ)
× (∆˘k(φ, 0)− R˜k(q2))
]
Y ′k(φ)− 3∂sRˆk(q2)Pˆk(q2;φ)×
∆˘
(10)
k (φ, 0)Yk(φ)
)
− 4Pˆk(q2;φ)4Yk(φ)
[
∂sR˜k(q
2)+
4∂sRˆk(q
2)(∆˘k(φ, 0)− R˜k(q2))Pˆk(q2;φ)
][
J ′k(φ) + Z
′
k(φ)q
2
]2
− 2∂sRˆk(q2)Pˆk(q2;φ)3
[
2(∆˘k(φ, 0)− R˜k(q2))Y ′′k (φ)+
4∆˘
(10)
k (φ, 0)Y
′
k(φ) + ∆˘
(20)
k (φ, 0)Yk(φ)
]}
.
(A12)
Appendix B: Numerical resolution and related
difficulties
1. Numerical resolution
Solving the NP-FRG equations requires extensive nu-
merical calculations, for either following the RG flows
(which we have done only for d ≥ dDR ≈ 5.1) or directly
searching for the fixed-point solutions. In the present ap-
proximation, the calculation involves 3 functions j′k(ϕ),
zk(ϕ) and δ˘k(ϕ, δϕ) ≡ δk(ϕ1 = ϕ − δϕ, ϕ2 = ϕ + δϕ)
characterizing the statics of the system and one function
yk(ϕ) for the dynamics. The latter can be treated sep-
arately as it does not enter into the set of coupled RG
equations for the 3 static functions.
Most of the data presented in this paper have been ob-
tained from fixed-point solutions of the system. To search
for such solutions we have implemented the Newton-
Raphson root finding procedure using Fortran 90. All
the RG functions are discretized on a grid (details later
in the text) for some initial condition. Then perturb-
ing each discretized value by a small amount (≈ 10−8)
allows us to determine the matrix of the derivatives of
the flow, i.e., the stability matrix M . We then invert
the stability matrix to obtain from the initial condition
via the Newton-Raphson step the RG functions for the
next iteration. We keep iterating until the fixed point is
reached to a satisfying precision. The latter is assessed
through a “normalized flow” that is defined as
D =
√√√√∑
i
∫
ϕ
βfi(ϕ)
2∫
ϕ
fi(ϕ)2
, (B1)
where fi denote the set of RG functions and βfi their as-
sociated beta function. We typically obtain fixed points
with a precision up to D = 10−13. Once we have the
fixed point solution, we can diagonalize the stability ma-
trix to obtain all the eigenvalues characterizing this fixed
point. Depending on the discretization mesh, we obtain
in practice reliable results for the lowest 3 or 4 eigen-
values. Two of them correspond to relevant directions
(they are negative, since the RG time s = ln(k/Λ) goes
to −∞), i.e., −1/ν and the exponent characterizing the
ϕ3 perturbation; the third one is the exponent ω control-
ling the dominant corrections to scaling.
To compute the RG flows going into the vicinity of the
fixed point, we have used the Euler method, also imple-
mented in Fortran 90. (We have found no benefit from
using the 4th order Runge-Kutta method over the sim-
pler Euler method for calculating the flows since precision
data have been obtained from the alternative procedure
based on root finding and stability analysis of the fixed
points.) To approach the fixed point along the RG flow,
we have used a procedure based on “dichotomy”. We
first pick a range of initial values for the “mass” j′(ϕ0)
(which is a relevant control parameter) and for each value
we run the flow. If the flow goes into the paramagnetic
phase, we then restrict the range of masses by taking this
initial mass value as an upper bound. Conversely, if the
flow goes into the ferromagnetic phase, we then restrict
the range of masses by taking this initial mass value as
a lower bound. This procedure is efficient for finding a
flow that goes very close to the fixed point: see e.g. Fig.
4 where we can follow the RG flow to a “time” s ∼ −18,
i.e., down to an IR cutoff k ∼ 10−7Λ, and get very close
to the fixed point. There is an additional complication
when following the RG flows for the hysteresis case com-
pared to the equilibrium one, which arises from the lack
of the Z2 symmetry. Since the ϕ
3 coupling is always a
relevant perturbation, to run the dichotomy such that
one reaches the close vicinity of the critical fixed point,
one additional parameter has to be fine-tuned besides the
mass: the location of the minimum of j′k, i.e., ϕ0,k. In
practice we solve this problem (for d ≥ dDR) by using
the input from the root finding and we define the grid
so that ϕ0,k is always at the center point along the RG
flow. This is achieved by constraining j′′k (ϕ0,k) = 0 at all
RG times.
For convenience we solve the static problem by working
with j′(ϕ) in place of j(ϕ). The FRG equations are still
closed for the three functions j′(ϕ), z(ϕ) and δ˘(ϕ, δϕ).
In this way the expressions of the beta functions only
require derivatives of order up to 2 of the functions we
are determining. This minimizes numerical errors (if we
had instead worked with the function j itself, we would
have needed derivatives up to order 3 of this function).
We discretize the field dependences on ϕ and δϕ on a
square grid. The field ϕ is considered within the domain
[−ϕM +ϕ0, ϕM +ϕ0] and is discretized on 2nx+1 points
in this range. Since the nontrivial domain of the solution
is not necessarily centered around ϕ = 0 as a result of
the lack of Z2 symmetry, we find it convenient to control
the offset field ϕ0 as a function of the dimension d to
better capture the solution with least numerical effort
(see below).
The second cumulant δ is a function of 2 fields ϕ and
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δϕ and it is discretized on a trapezoidal domain such that
for a given field, say δϕ1, the needed range of field ϕ is
within the domain [−(ϕM − δϕ1) +ϕ0, (ϕM − δϕ1) +ϕ0].
The reason is that the beta function for, e.g., δ˘(ϕ1, δϕ1)
requires RG functions at δϕ = 0 and ϕ = ϕ1 ± δϕ1: it
is then clear that if the function δ˘ is defined on such a
trapezoidal domain, all the data required to determine its
flow inside the domain is contained within it. The field
δϕ is discretized on ny + 1 points between 0 and δϕM .
We have used finite-difference formulas through 5 points
to determine the higher derivatives that are required in
the beta functions.
The chosen boundaries ϕM and δϕM change with di-
mension d and have been determined in a way not to
influence the results up to at least 5 relevant digits. In
principle ϕM should be large enough for the nontrivial
contribution to the beta functions to be negligible in com-
parison to the trivial dimensional contribution, and the
same should also apply at the corners of the trapezoid
for the largest δϕ (where ϕ = ϕ0 ± (ϕM − δϕM ) and
δϕ = δϕM ). When the nontrivial contribution to the
beta functions is negligible, and the dimensional contri-
bution dominates, the solution is then very close to a
power-law dependence. The power-law exponent is pos-
itive for the function j′, hence this function goes to ∞
for large fields, and is negative for z and δ, so that these
functions go to 0. (The large field dependence of the
function δ˘ on δϕ is the same as for the field ϕ.)
We have used the knowledge of the large field asymp-
totic behavior in ϕ to implement a trick that greatly
stabilizes the numerical procedures: We have extended
the grid by a certain number of points that we “predict”
based on the power-law dependence and the values near
the edges. This has enabled us to use bulk formulas for
the finite-difference derivatives on the large |ϕ+ϕ0| edges
of the grid. We suspect that the reason why this trick
stabilizes the numerics is that it somehow mimics impos-
ing boundary conditions at large fields. One knows that
imposing such asymptotic boundary conditions together
with the requirement that the functions be defined and
continuous over the whole range guarantees the unique-
ness of the relevant fixed points.75 (We found that impos-
ing a similar “boundary condition” on the edges of the
function δ˘ for δϕ = δϕM and δϕ = 0 was not necessary
and we therefore did not enforce it for simplicity.) The
trick is especially beneficial for dimensions d < 4.5.
Using a range of ϕ as large as possible is useful for nu-
merical stability because it decreases the nontrivial part
of the beta functions at the edges. However, there is a
trade-off since the RG functions possess a structure and
one needs to use a fine enough grid to correctly capture
all the features. Using large fine grids obviously slows
down the computation considerably. For illustration, our
best results, going as low as d = 3.5 for hysteresis, has
been calculated on a grid with nx = 220 and ny = 70,
ϕM = 0.6875 and δϕM = 0.21875. For dimensions larger
than d = 3.8 we have observed that we can use nx = 110
and ny = 35 with the same range of extreme field values.
Using the larger grid becomes numerically very demand-
ing since our root finding implementation draws ≈ 20GB
of RAM and finding one fixed point lasts approximately
1 day, even with parallelization. For comparison, for the
smaller of the two lattices, the program draws 2GB of
RAM and finding one fixed point lasts approximately 30
min.
We have mentioned before that because of the lack of
Z2 symmetry it is important to control the offset of the
grid in the field ϕ. It appears that the nontrivial region of
the solution shifts as one lowers d. We have implemented
the root finding in a way that the center of the grid is
always approximately in the middle between the peaks
of the z function, which is close to the field ϕ0 already
introduced.
2. Technical difficulties
For d < 4.5 in the hysteresis case, there appears one
technical difficulty, which is due to the large value of the
function j′(ϕ) at the edges of the grid. This function is
positive for large |ϕ| and for the mentioned dimensions
it can reach ∼ 108. With the Newton-Raphson method
where one constructs the stability matrix M by perturb-
ing every value of the RG functions by a small amount,
typically ∼ 10−8, it is obvious that when the value of the
function itself reaches 108 there is no precision left in the
16 digits of accuracy contained in the “double” real num-
ber for the perturbation to make a difference. To solve
this problem for d < 4.5 we have considered in place of
j′(ϕ) the function
e(ϕ) = ln[j′(ϕ) + r(0)] (B2)
which stays within reasonable bounds for all available
dimensions (it reaches at worst ≈ 70 at the positive edge
of the grid of ϕ for d ≈ 3.5). Reformulating all the flow
equations in terms of this function is a straightforward
task. We have also checked that for d > 4.5, using the
function e(ϕ) or j′(ϕ) makes no difference for the critical
exponents up to 4 relevant digits.
A more serious problem arises as one decreases the di-
mension: We can find fixed points down to only d = 3.5
in the hysteresis case while with the same kind of pre-
cision and with an almost identical numerical procedure
(up to moving the grid) we can reach down to d = 2.7 for
the equilibrium case. The reason why the numerical pro-
cedure fails is because it runs out of precision to describe
the functions z(ϕ) and δ(ϕ,ϕ) = δ˘(ϕ, 0) in the vicinity
of their peaks.
We see as an empirical fact that the variation of the
functions z and δ˘ around their sharpest peak (e.g., the
right one when considering the ascending branch of the
hysteresis: see Figs. 6, 7, 9) is much stronger for hystere-
sis than for equilibrium at the same dimension. We have
found that the development of such strong features as d
decreases is associated with the behavior of several eigen-
values of the stability matrix M , the second and the third
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one, whose absolute values become quite small (< 0.05).
Thanks to a singular value decomposition of the stability
matrix we have been able to find that these eigenvalues
are sensitive to how well the solution is captured around
the steep peak. When the precision is insufficient, these
eigenvalues can fluctuate close to 0, making the stability
matrix near singular and hence noninvertible. This is the
reason why the Newton-Raphson method for root finding
fails.
Note that this failure is unrelated to a too close ap-
proach to the lower critical dimension, as we are always
quite far from the latter. Indeed, near the lower criti-
cal dimension one would expect the value of j′(ϕ0) to
get close to −r(0) (so that a pole is approached in the
dimensionless propagator at zero momentum). Yet we
observe that the value is nowhere near this limit in ei-
ther equilibrium or hysteresis at the lowest dimension d
that can be reached.
3. λ-modified FRG equations
To obtain estimates for the hysteresis critical behavior
when d < 3.5 we have used a trick which amounts to
introducing the same parameter λ ∈ [0, 1] in front of the
anomalous contributions of all the RG beta functions:
λ = 0 corresponds to equilibrium and λ = 1 to hysteresis.
As d is lowered below 3.5 there is an increasing interval
of λ near 1 for which we cannot solve these λ-modified
FRG equations. However, we can solve the equations and
obtain the critical exponents of the λ-modified theory for
a whole range of λ and d. We illustrate the results in Figs.
12 and 13 for the exponents η and ν. The dependences
on λ are smooth and have been fitted with polynomials.
We can then extrapolate the data at each d toward the
value λ = 1 to get an estimate for the hysteresis value.
The extrapolated values are robust.
4. Choice of the IR regulator
For the computations, we have chosen an IR cut-
off function (that enforces the decoupling of the fast
and slow modes in the RG procedure) that has already
been used in previous NP-FRG studies of the RFIM in
equilibrium:35
r(y) = (a+ by + cy2)e−y , (B3)
where y = q2/k2. The parameters a, b, c can be var-
ied and, since the results such as the critical exponents
(weakly) depend on the chosen values, the parameters
can be in some sense optimized. To the least, what one
requires is that the output, say the critical exponents,
satisfies a property of “minimum sensitivity” such that
by varying the parameters around their optimum value,
a minimal variation of the exponents results. For equi-
librium it was shown that a good choice of parameters
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FIG. 12: Anomalous dimension η(λ) obtained from the solu-
tion of the λ-modified FRG equations for several values of d
between 3 (top) and 4 (bottom).
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FIG. 13: Correlation length exponent ν(λ) obtained from the
solution of the λ-modified FRG equations for several values
of d between 3 (top) and 4 (bottom).
that provides robust results for a large range of dimen-
sions is a = 1.7, b = 0.81, and c = 0.14.35 We have found
here that varying the values around the latter ones (as
well as slightly changing the location of the fields where
we constrain zk = 1 and δk = 1) has only a small influ-
ence on the exponents for both hysteresis and equilibrium
criticality.
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