Abstract. In this paper the binomial sum
is investigated. It turns out that the behaviour of this sum for n → ∞ depends on the parameter r and changes dramatically at the values r = 1 and r = 2. In particular, for r ≥ 2 we obtain an oscillatory behaviour while for r < 2 the sequence S n (r) is monotonous at least for large values of n.
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1. Introduction. It is easy to show that S n (1) =
n+1
(see e.g. [1] , Formula 0.155). In [2] the fact that 0 < S n (r) ≤ 1 2 for 0 < r < 1 was needed. The second author of the present paper furnished the proof: a formula for S n (r) has been established from which not only S n (r) > 0 can be read off but S n (r) ↓ 0 for n → ∞ as well.
We resume this subject here and determine the behaviour of S n (r) for n → ∞ for every fixed r > 0. It is queer indeed. At the values r = 1 and r = 2 it takes unexpectedly a dramatic turn.
To formulate our results we have to introduce the following notation. For r > 0, r ∈ N, and complex z not belonging to the negative real axis we define z r := exp(r log z) where log denotes the principal branch. The function z r + 1 has no zeros for 0 < r < 1. For r ≥ 1 it has the simple zeros w k (r) = exp(
). They occur in conjugate pairs. We single out w(r) := w 0 (r) = e iπ/r with maximal real part cos π r .
The main results are contained in the following theorem. Theorem 1. Set A n (r) = 0 for 0 < r < 1 and
for r ≥ 1 . 
a) For every r > 0 and n ∈ N we have
hold for n → ∞ with an O-constant depending only on r.
If we combine the results of Theorem 1 with
we are able to explain the behaviour of S n (r) for n → ∞, r > 0 fixed. (Cf. also Fig.  1 for the behaviour of S n (r) for 0 < r ≤ 4 and 1 ≤ n ≤ 100.) In the following, the symbol denotes the monotonous decrease of a sequence. . Then
with some δ(r) > 0 which could be specified.
Now we use the fact that {cos(a log n + b) : n ∈ N} is dense on [−1, 1] for a = 0 and b ∈ R. To see this, we first remark that for every a = 0 one of the numbers a 2π log 2 or a 2π log 3 is irrational. Let
log q ∈ Q with q = 2 or q = 3. Then, by Kronecker's approximation theorem (see, for instance, [3] , p. 150), for every x ∈ R and ε > 0 there exist m ∈ N 0 and h ∈ Z such that
Let y ∈ [−1, 1] and x ∈ R with cos x = y. Then for n = q m we obtain
which shows the denseness result stated above. From this and from Theorem 2 we infer that for r ≥ 2 the set {s n (r) : n ∈ N} is dense on [−c(r), c(r)] and that
We mention that lim
. In particular, for r = 2 we get In Fig. 2 one can see the oscillatory behaviour of S n (2) described mainly by the term cos[log n] in (4).
We proof (1) for r ∈ N in Section 2 and for r > 0, r ∈ N, in Section 3. In Section 4 we prove (2).
The following identity will be used all the time: for Re α < 0, Re β ≤ 0, and m ∈ N 0 one has
This identity can be derived from [1] , Formula 3.312, or proved directly by induction with respect to m.
2. The case r ∈ N. We have
, where we used (5). Now let r ≥ 3. In this case we use the decomposition into partial fractions and get
for Re z > cos π r
. In particular we obtain
From this we infer
Integrating by parts we find We apply the theorem of residues and take first the limit X → ∞ and then the limit T → ∞. This leads to the representation We find
since the integrand on the right-hand side is ∼ u
From (7) and (8) 
G(r, z)
From (12) we see that By (5) and (14) this is equal to A n (r) + B n (r).
r > 2: From (23) we get
From this together with (14) we infer
We apply (6), (25) and (5) and obtain S n (r) = A n (r) + B n (r).
Evaluation of B *
n (r), conclusion. Let r > 0, r ∈ N. By definition we have . . . du = x + y .
and n
.
Estimation of x. For 0 ≤ u ≤ u 0 (r) one has
with O-constants depending on r at most.
We conclude that
. From this it follows that
It remains to show that T n (r) := −S n (r) 0 (n → ∞, n ≥ n 0 (r)) in the case 1 < r < 2. We have
. From the representation
We conclude that 
Γ(r)
