Dynamik, Rauhigkeit und Alter des Meereises in der Arktis - numerische Untersuchungen mit einem großskaligen Modell = Dynamics, roughness, and age of Arctic sea ice - numerical investigations with a large-scale model by Harder, Markus
Dynamik, Rauhigkeit und Alter des 
Meereises in der Arktis - 
Numerische Untersuchungen mit einem 
groÃŸskalige Modell 
Dynamics, roughness, and age of 
Arctic sea ice - 
Numerical investigations with a 
large-scale model 
Markus Harder 
Ber. Polarforsch. 203 (1 996) 
ISSN 01 76 - 5027 
Markus Harder 
Alfred-Wegener-Institut (AWI) fÃ¼ Polar- und Meeresforschung 
- Sektion Physik 1 - 
Am Handelshafen 12 
Postfach 12 01 61 
D - 27515 Bremerhaven 
Deut,schland 
Die vorliegende Arbeit ist. die inhalt,lich unverÃ¤ndert Fassung einer Dissertations- 
schrift zur Erlangung des Doktorgrades der Naturwissenschaften (Dr. rer. nat .) ,  die 
im April 1996 von der UniversitÃ¤ Bremen im Fachbereich Physik/Elektrotechnik 
angenommen wurde. 
Inhaltsverzeichnis 
Summary 5 
Zusammenfassung 7 
1 Meereis im Klimasystem 9 
. . . . . . . . . . . . . . . . . . . . .  1.1 Komponenten des Klimasystems 9 
. . . . . . . . . . . . . . . . . . . . . . . . .  1.2 Klimafaktor KryosphÃ¤r 10 
. . . . . . . . . . . . . .  1.3 Klimarelevante Transporte und Meereisdrift 12 
. . . . . . . . . . . . . . . . . . . . . . . .  1.4 Meereis in Klimamodellen 15 
. . . . . . . . . . . . . . . . .  1.5 Beobachtungen und Modellverifikation 16 
2 Physik des Meereisinodells 19 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  2.1 KontinuumsnÃ¤herun 19 
. . . . . . . . . . . . . . . . . . . . . .  2.2 Variablen des Meereismodells 20 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.3 Bilanzgleichungen 21 
. . . . . . . . . . . . . . . . . . . . . . . .  2.4 Dynamik und Impulsbilanz 22 
. . . . . . . . . . . . . . . . . . .  2.5 Thermodynamik und Energiebilanz 25 
3 Rheologie 3 5 
. . . . . . . . . . . . . . . . .  3.1 Beitrag der internen KrÃ¤ft zur Eisdrift 35 
3.2 Interne KrÃ¤ft in dynamischen Eismodellen . . . . . . . . . . . . . . .  36 
. . . . . . . . . . . . . . . . . . . . . . . . .  3.3 Kinematik des Meereises 37 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  3.4 Plastische Rheologie 39 
. . . . . . . . . . . . . .  3.5 SchlieÂ§ungshypothes und Ãœbergangsreeim 42 
. . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.6 Rheologieparameter 45 
4 Antrieb und Numerik 4 9 
. . . . . . . . . . . . . . . . .  4.1 RÃ¤umlich und zeitliche Diskretisierung 49 
4.2 Antrieb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  49 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  4.3 Anfangsbedingungen 56 
5 Dynamik des Meereises im Standardmodell 5 7 
5.1 Dicke und Ausdehnung der Eisdecke . . . . . . . . . . . . . . . . . . .  57 
5.2 Drift und Kinematik des Meereises . . . . . . . . . . . . . . . . . . .  64 
5.3 KrÃ¤ft und Dynamik des Meereises . . . . . . . . . . . . . . . . . . .  71 
6 Die Rauhigkeit des Eises 79 
6.1 ,,GlattesK und , rauhes" Eis . . . . . . . . . . . . . . . . . . . . . . . .  79 
6.2 Definitionen der Eisrauhigkeit . . . . . . . . . . . . . . . . . . . . . .  80 
6.3 Rauhigkeit in groflkaligen Eismodellen . . . . . . . . . . . . . . . . .  81 
6.4 Prognostische Gleichung der Eisrauhigkeit . . . . . . . . . . . . . . .  82 
6.5 Modellergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  84 
6.6 Vergleich mit Beobachtungen und Ausblick . . . . . . . . . . . . . . .  88 
7 Das Alter des Eises 9 5 
7.1 ,,JungesM und ?.altesM Eis . . . . . . . . . . . . . . . . . . . . . . . . .  95 
7.2 Definition des Eisalters . . . . . . . . . . . . . . . . . . . . . . . . . .  96 
7.3 Prognostische Gleichung fÃ¼ das Eisalter . . . . . . . . . . . . . . . .  97 
7.4 Modellergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  100 
7.5 VariationslÃ¤uf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  104 
7.6 Vergleich mit Beobachtungen . . . . . . . . . . . . . . . . . . . . . .  107 
7.7 Diskussion und Ausblick . . . . . . . . . . . . . . . . . . . . . . . . .  108 
8 Meereisexport durch die FramstraBe 109 
8.1 Rolle der Framstrak im Klimasystem . . . . . . . . . . . . . . . . . .  109 
. . . . . . . .  8.2 Simulation des Meereistransports durch die Framstrafle 110 
8.3 Berechnung des Transports . . . . . . . . . . . . . . . . . . . . . . . .  111 
8.4 Simulationsergebnisse und Diskussion . . . . . . . . . . . . . . . . . .  111 
9 Fazit und Ausblick 115 
9.1 Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  115 
9.2 Ausblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  116 
A Formeln zur Luftfeuchtigkeit 117 
B Tensoren in Meereisrheologien 119 
Literaturverzeichnis 121 
Danksagung 127 
Summary 
Sea ice strongly affects the interactions between ocean and atmosphere in polar re- 
gions, and is thereby important for the global circulation in the climate system. A 
realistic description of sea ice must be found for its representation in climate mo- 
dels for investigations of previous, actual, and possible future states of the climate. 
This ph. D. thesis describes two essential extensions of actual sea ice models: The 
roughness and the age of sea ice are introduced as two additional model variables 
that can be used to verify the physical sea ice rnodel with an extended set of ob- 
servations. This extended rnodel is integrated for the 7-year period 1986-1992 and 
yields realistic results in good agreement with the measurements. 
1. The introduction in the first chapter explains the role of sea ice in the climate 
system, its representation in climate models, and new options to verify the 
physical models by comparisons with observed quantities. 
2. The second chapter describes the standard sea ice rnodel, which is the starting 
point for the introduction of additional variables. 
3. An optirnized non-linear viscous model of the internal forces in sea ice is pre- 
sented in the third chapter. With this regime-function model, the step-like 
distinction between linear-viscous and plastic behaviour of sea ice rheology 
(Hibler, 1979) is replaced by a smooth, continuous transition between both 
regimes. 
4. Chapter four shows the time-dependend boundary conditions, based on a 
seven-year atmospheric forcing field, and the numerical implementation of the 
physical model. 
5. In chapter five, the sirnulation results concerning the standard prognostic va- 
riables (ice thickness, areal coverage, drift) are presented. They show good 
agreement with the observations available. An investigation of the various 
terms of the momentum equation of sea ice indicates those terms that are 
negligible. This allows a significantly simplified representation of sea ice in 
climate models. 
6. A new model of large-scale sea ice roughness is presented in the sixth chapter. 
The simulated spatial pattern of sea ice roughness is in good agreement with 
the observations. This qualifies the sea ice roughness as an additional variable 
to verify the model with observed quantities. 
7. Another new approach is the sin~ulated age of sea ice described in the seventh 
cliapter. Distinct spatial variations in good agreement with satelliteborne 
SSM/I-observations are found. In addition to sea ice roughness, the age of sea 
ice is another new variable suitable for model verifications based on observa- 
8. The variability of sea. ice transport through Fram Strait is investigated in 
t.he eightli chapter. The model prognoses are especially valuable because no 
long-term measurements of this transport are actually available. A simulation 
for a seven-year period shows that the strong fluctuations in the wind field 
C a  a high interannual variability of the sea ice export from the Arctic into 
the Greenland Sea, which is identified as a possible cause of variations and 
anomalies of the oceanic circulation in the North Atlantic, one of the most 
important regions in the global climate system. This simulation results show 
the strong coupling mechanisms between atmosphere, cryosphere, and ocean. 
9. The ninth chapter summarizes the results and gives an outlook on the future 
representation of sea ice in climate models. 
Zusammenfassung 
Meereis spielt fÃ¼ die Austauschprozesse zwischen Ozean und AtmosphÃ¤r und da- 
mit fÃ¼ die globale Zirkulation im Klimasystem eine wichtige Rolle. Daher muÂ fÃ¼ 
Klimamodelle, die zur Untersuchung heutiger, vergangener und mÃ¶gliche kÃ¼nfti 
ger KlimazustÃ¤nd eingesetzt werden, eine mÃ¶glichs realistische Beschreibung des 
Meereises gefunden werden. Gegenstand dieser Dissertation ist eine wesentliche Er- 
weiterung bisheriger Meereismodelle: Die Rauhigkeit und das Alter des Eises werden 
als prognostische Modellvariablen eingefÃ¼hrt die im Vergleich mit Beobachtungen 
zwei zusÃ¤tzlich GrÃ¶Â§ darstellen, anhand derer die physikalischen Modelle verifi- 
ziert werden kÃ¶nnen Das erweiterte physikalische Modell wird in einer numerischen 
Simulation fÃ¼ die Arktis Ã¼be den siebenjÃ¤hrige Zeitraum 1986-1992 angewendet 
und liefert realistische Ergebnisse in guter Ãœbereinstimmun mit den vorliegenden 
Beobachtungen. 
1. Die Einleitung im ersten Kapitel zeigt die Rolle des Meereises im Klimasystem, 
Stand und Probleme ihrer gegenwÃ¤rtige BerÃ¼cksichtigun in Klimamodellen 
und die MÃ¶glichkeiten mit zusÃ¤tzliche beobachtbaren GrÃ¶Â§ die physikali- 
schen Modelle besser zu verifizieren. 
2. Das zweite Kapitel stellt die Physik des Meereismodells hinsichtlich der Stan- 
dardvariablen Eisdicke, -ausdehnung und -drift dar, die den Ausgangspunkt 
fÃ¼ die Beschreibung zusÃ¤tzliche GrÃ¶Â§ bildet. 
3. Ein optimiertes nichtlinear-viskoses Modell der internen KrÃ¤ft im Eis wird im 
dritten Kapitel vorgestellt. Der in den bislang verwendeten Modellen (Hibler, 
1979) auftretende sprunghafte Ãœbergan zwischen linear-viskosem und plasti- 
schem Verhdten des Meereises wird durch EinfÃ¼hrun einer Regimefunktion, 
die einen kontinuierlichen Ãœbergan beschreibt, vermieden. 
4. Die zeitabhÃ¤ngige Ra,ndbedingungen des Modells, basierend auf einem sieben- 
jÃ¤hrige atmosphÃ¤rische Antriebsfeld, sowie die numerische Umsetzung der 
physikalischen Gleichungen werden im vierten Kapitel gezeigt. 
5. Die im fÃ¼nfte Kapitel dargestellten Simulationsprognosen fÃ¼ die Standardva- 
riablen belegen, daÂ in dem Ausgangsmodell Eisdicke, -ausdehnung und drift 
realistisch vorhergesagt werden. Durch Untersuchung der einzelnen Terme in 
der Impulsbilanz fÃ¼ das Eis wird gezeigt, welche Terme vernachlÃ¤ssig werden 
kÃ¶nnen wodurch eine wesentlich einfachere BerÃ¼cksichtigun des Meereises in 
Klimamodellen mÃ¶glic wird. 
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6. Das sechste Kapitel beschreibt ein neues Modell zur groÂ§skalige Simula- 
tion der Eisrauhigkeit und zeigt an den Simulationsergebnissen, daÂ ein aus- 
geprÃ¤gte rÃ¤umliche Verteilungsmuster in guter Ãœbereinstimmun mit MeÂ§ 
daten prognostiziert wird. Mit der Eisrauhigkeit steht somit eine zusÃ¤tzlich 
GrÃ¶Â zur Eichung des Modells an Beobachtungen zur VerfÃ¼gung 
7. Ein ebenfalls neuer Ansatz ist die im siebten Kapitel dargestellte Simulation 
des Eisalters. Auch hier kann eine deutliche rÃ¤umlich Struktur in der Ver- 
teilung des simulierten Eisalters festgestellt werden, die gut mit Satelliten- 
Beobachtungen Ãœbereinstimmt Neben der Eisrauhigkeit ist das Eisalter eine 
weitere Modellvariable, die zur Modellverifikation anhand von Messungen ge- 
eignet ist. 
8. Die VariabilitÃ¤ des Meereistransports durch die FramstraGe in die GrÃ¶nland 
See wird im achten Kapitel untersucht. Die Modellprognosen dieses fÃ¼ das 
Klimasystem wichtigen Transports sind insbesondere deshalb wertvoll, weil 
bislang keine kontinuierlichen, langjÃ¤hrige Messungen dafÃ¼ vorliegen. Die 
Simulation Ã¼be sieben verschiedene Jahre zeigt, daÂ das stark fluktuierende 
Windfeld eine hohe interannuale VariabilitÃ¤ des Meereistransports erzeugt, 
die erhebliche Variationen in der ozeanischen Zirkulation bewirken kann. In 
diesem Modellergebnis wird der enge Zusammenhang der Klimakomponenten 
AtmosphÃ¤re-Meereis-Ozea deutlich. 
9. Das neunte Kapitel zieht ein Fazit und gibt einen Ausblick auf die zukÃ¼nftig 
BerÃ¼cksichtigun des Meereises in globalen Klimamodellen. 
Kapitel 1 
Meereis im Klimasystem 
1.1 Komponenten des Klimasystems 
Das Klimasystem der Erde enthÃ¤l AtmosphÃ¤re Ozeane, BiosphÃ¤r und KryosphÃ¤r 
als wichtigste Komponenten, die auf vielfÃ¤ltig Weise miteinander verbunden sind. 
Wasser, das 70% der ErdoberflÃ¤ch bedeckt, spielt in diesem System eine entschei- 
dende Rolle und prÃ¤g die Umwelt dieses Planeten auf allen rÃ¤umliche und zeitli- 
chen Skalen. Die groflskaligen Transporte von WÃ¤rm erfolgen zu etwa gleich groÂ§e 
Teilen in den Fluiden Ozean und Atmosphare, wobei die in der Luftfeuchtigkeit ge- 
speicherte latente WÃ¤rm einen wichtigen Beitrag liefert. Diese WÃ¤rmetransport 
im globalen Klimasystem tragen entscheidend zu den gegenwÃ¤rtige Umwelt- und 
Lebensbedingungen bei. Im Mittel findet ein Transport von WÃ¤rm ans den Ã¤quato 
rialen in die polaren Regionen statt. Ein wichtiges Beispiel hierfÃ¼ ist der Golfstrom, 
der das moderate Klima Mittel- und Nordeuropas gewÃ¤hrleiste und ein Zufrieren 
der Nordsee im Winter verhindert. Das Beispiel Golfstrom macht deutlich, daÂ 
die Umweltbedingungen an einem Ort nicht nur lokal erzeugt werden, sondern auf 
Transporten beruhen, die sich Ã¼be die ganze Erde erstrecken. Die verschiedenen 
Meeres- und LuftstrÃ¶munge und die damit erfolgenden Transporte sind in der glo- 
balen Zirkulation miteinander verbundene PhÃ¤nomene 
Ozean und AtmosphÃ¤r befinden sich in intensivem Austausch von Energie und 
Stoffen miteinander. Die Sonneneinstrahlung heizt insbesondere in den Tropen die 
OzeanoberflÃ¤ch auf, wobei Wasser verdunstet und latente wie sensible WÃ¤rm vom 
Ozean an die AtmosphÃ¤r abgegeben wird. Die feuchte, warme Luft steigt auf und 
bildet Wolken, die sich anderenorts niederschlagen. Im globalen Mittel findet Ã¼be 
den Ozeanen eine Nettoverdunstung statt, die Ã¼be Landregionen wieder abregnet. 
Die latente WÃ¤rm durch Verdunstung bzw. Niederschlag von Wasser macht nach 
der SchÃ¤tzun von Gill (1982) drei Viertel des konvektiven WÃ¤rmetransport in 
der Atmosphare aus. Das Wasser zirkuliert in diesem hydrologischen Zyklus also 
bestÃ¤ndi durch die verschiedenen SphÃ¤re des Klimasystems. Die Bedingungen an 
den ÃœbergangsflÃ¤ch zwischen den Klin~akomponenten sind fÃ¼ diese Zirkulation 
von entscheidender Bedeutung. 
1.2 Klimafaktor KryosphÃ¤r 
Bedingt durch den Abstand Erde-Sonne trit,t bei den a,uf der Erde vorfindlichen 
Temperaturen Wasser in allen drei AggregatzustÃ¤nde auf: als Gas, als FlÃ¼ssigkei 
und als FestkÃ¶rper Das meiste Wasser existiert in flÃ¼ssige Form in Ozeanen, Mee- 
ren, Seen und FlÃ¼ssen In der AtmosphÃ¤r befindet sich Wasser zum Teil als Gas 
(Luft,feuchtigkeit), in Form von Wolken aber auch als Kondensat in flÃ¼ssigem oder 
festem Zustand, die als Regen, Hagel oder Schnee niederschlagen kÃ¶nnen 
Als KryosphÃ¤r bezeichnet man in1 Klimasysteni Wasser in gefrorener Form. Die 
in mittleren Breiten augenfÃ¤lligst~ Form gefrorenen Wassers ist der Schnee, der a,ls 
Niederschlag aus der AtmosphÃ¤r fÃ¤llt und im Winter weite Landstriche bedeckt. 
WÃ¤hren in den meisten Regionen der in1 Winter gefallene Schnee in FrÃ¼hjah und 
Sommer wieder schmilzt,. kann der Schnee in einigen kalten Landregionen (insbeson- 
dere Antarktis, GrÃ¶nlan und Hochgebirgsregionen) Ã¼be Tausende von Jahren zu 
dicken Eisschilden und Gletschern akkumulieren, in denen er sich unter dem Druck 
seines eigenen Gewichts in Eis umwandelt. 
Ein anderer Bestandteil der KryosphÃ¤r ist das Meereis, das durch Gefrieren 
von WasseroberflÃ¤che entsteht. Das winterliche Zufrieren von Seen und FlÃ¼sse 
ist. Norde~iropÃ¤er ein vertrautes PhÃ¤nomen das insbesondere fÃ¼ die Schiffahrt von 
Bedeut,ung ist. Auf den polaren Ozeanen spielt sich dieses Ereignis regelmaig auf 
riesigen FlÃ¤che ab. 
In pola,ren Regionen kÃ¼hl die kalte AtmosphÃ¤r die OzeanoberflÃ¤ch bis zum 
Gefrierpunkt ab,  so daÂ sich Meereis auf dem Ozean bildet. Dieses Meereis ist eine 
bis zu mehreren Meter dicke Schicht, die gegenwÃ¤rtigmi einer mittleren horizonta- 
len Ausdehung von rund 20 Millionen Quadra,tkilometern etwa 4% der ErdoberflÃ¤ch 
bedeckt (Gill, 1982). In1 Verlauf der Erdgeschichte1 unt,erlag die Meereisausdehn- 
ung einer sehr starken VariabilitÃ¤t In manchen Perioden war der arktische Ozean 
ganzjÃ¤hri eisfrei, wÃ¤hren in den Eiszeiten eine Vereisung der polaren R,egionen bis 
in mittlere Breiten (Norde~i ro~a , )  stattfand. Meereis ist a,lso ein wichtiges Klimasi- 
gnal, das sensibel auf KlimaverÃ¤nderunge reagiert. Zugleich Ã¼b es in mehrfacher 
Weise ursÃ¤chliche EinfluÂ auf das Klimasystem aus: 
e Da die Sonneneinst,ra,hlung den entscheidenden Antrieb des Klimasystems dar- 
stellt, ist die Frage wichtig, wieviel der eingestrahlten Sonnenenergie von der 
Erde absorbiert wird. WÃ¤hren der relativ dunkle Ozean etwa 90% der Son- 
neneinstrahlung absorbiert, nimmt das fast weiÂ§ Meereis nur rund 20% der 
eingestrahlten Energie auf. Durch eine Schneeauflage wird das RÃ¼ckstreu 
vermÃ¶ge des Meereises noch gesteigert. Die 0berflÃ¤.cheneigenschaf des an 
der MeeresoberflÃ¤ch gefrorenen Eises ist hier durch die als Niederschlag ge- 
fallene Schneedecke bestimmt. Dieses Beispiel verdeutlicht die enge Kopplung 
der Klin~akomponenten Ozean und AtmosphÃ¤re 
e Ein weiterer, wichtiger Effekt des Meereises ist die isolierende Wirkung im 
WÃ¤rmeaustausc zwischen Ozean und AtmosphÃ¤re Gerade in polaren Regio- 
'Geologische Untersuchungen der Sedimentablagerungen am Ozeanboden geben AufschluÃ Ã¼be 
Schwankungen der Meereisclecke in friiheren erdgeschichtlichen ZeitrÃ¤umen 
nen ist die Temperaturdifferenz zwischen dem Ozean, der die Gefrierpunkt- 
temperatur besitzt, und der AtmosphÃ¤re die beispielsweise an1 Nordpol im 
Winter kÃ¤lte als -30Â° ist, sehr groÂ§ Der WÃ¤rmefluj vom Ozean in die 
AtmosphÃ¤.r kann hier mehrere hundert Watt pro Quadratmeter annehmen. 
Bereits eine dÃ¼nn Meereisdecke modifziert den Austausch latenter und sensi- 
bler WÃ¤rm zwischen Ozean und AtmosphÃ¤r erheblich; eine dicke, kompakte 
Eisdecke kann den WÃ¤rmeflu sogar um zwei GrÃ¶flenordnunge verringern. 
e Durch einen ,,Deckelu von Meereis auf der OzeanoberflÃ¤ch wird auch der 
Impulseintrag aus der Atmospha,re in den Ozean modifziert. Die GrÃ¶Â der 
Schubspannung, die ein gegebenes Windfeld auf den Ozean ausiibt, hÃ¤ng von 
der Rauhigkeit der Ozea,noberfla,che ab, die bei eisfreiem Zustand hauptsÃ¤ch 
lich durch Art und HÃ¶h der OberflÃ¤chenwelle best,immt ist. Eine Eisdecke 
verÃ¤nder die 0berflgchenbeschaffenheit des Ozeans und damit die Effizienz 
des Impulseintrags aus der Atmosphare in den Ozean erheblich. Je rauher 
die Eisdecke ist, deren Kiele und Segel relativ weit in die ozeanische bzw. 
atmosphÃ¤risch Grenzschicht hineinreichen kÃ¶nnen umso intensiver ist die 
dynamische Ankopplung des Ozeans an den atmosphÃ¤rische Antrieb. Dieser 
EinfluÂ der Eisrauhigkeit auf den Impulsaustauscl~ zeigt, daÂ zur Beschreibung 
der Klimakomponente Meereis neben der Eisdicke weitere Variablen erforder- 
lich sind, die bislang nicht befriedigend modelliert werden konnten. 
e Starke StÃ¼rm verursachen Deformationen der Eisdecke. Ein Teil der kineti- 
schen Energie aus der AtmosphÃ¤r geht hier in mechanische Arbeit, die beim 
Aufbrechen der Eisdecke, dem AuftÃ¼rme von PrefleisrÃ¼cke und dem Ãœberein 
anderschieben der Schollen verrichtet wird. Durch diese Deformationsprozesse 
wird der verbleibende Energieeintrag, der aus der Atmosphare in den Ozean 
(statt in das Eis) gelangt, reduziert. 
e Beim Gefrieren von Meereis aus Meerwasser wird ein kleiner Anteil des Salzes 
irn Eis eingeschlossen, wÃ¤hren der Ã¼berwiegend Teil im Ozean verbleibt. Ty- 
pischerweise betrÃ¤g der Salzgehalt von Meereis nur rund ein Sechstel des Wer- 
tes des Ozeans, so daÂ Meereis fÃ¼ die ozeanische Zirkulation praktisch Siiowas- 
ser darstellt. Das beim Gefrieren von Meereis in die Deckschicht freigesetzte 
Salz erhÃ¶h deren Dichte. Kombiniert mit der AbkÃ¼hlun der Deckschicht 
durch die kalte AtmosphÃ¤r entstehen in polaren Regionen an der Ozeanober- 
flÃ¤ch so schwere Wasserrnassen, daÂ die Dichteschichtung des Ozeans instabil 
wird und das schwere OberflÃ¤chenwasse absinkt, zum Teil bis zum Boden 
des Ozeans. Durch diesen Absinkprozefl gelangt Wasser, das an der Wasser- 
oberflÃ¤ch mit der AtmosphÃ¤r in Kontakt stand und dabei Sauerstoff und 
andere Substanzen aufnahm, in die Tiefe. Die fÅ  ¸ das Absinken erforderli- 
che hohe Dichte kann nur durch die Kombination von Salzfreisetzung und 
AbkÅ¸hlun erreicht werden, die nur in wenigen, polaren Regionen (Weddell- 
meer, GrÃ¶nlandsee auftritt. Das in den Polargebieten gefrorene Meereis spielt 
daher eine entscheidende Rolle fÃ¼ den Antrieb der globalen Ozeanzirkulation. 
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e WÃ¤hren Gefrieren von Meereis die ozeanische Dichteschichtung destabilisiert 
und Konvektion anregt, bewirkt Schmelzen des Meereises einen SÃ¼fiwasserfluf 
in die Deckschicht, der die Schichtung stabiliert und Konvektion entgegen- 
wirkt. Das Ausmal3 der beiden Prozesse Gefrieren und Schmelzen variiert rriit 
der Jahreszeit: In1 Winter wird Eis gefroren, im Sommer geschmolzen. FÃ¼ 
den Ozean ist ebenso wichtig, in welcher Region dies sta,ttfindet$. Da das Eis 
sich in1 manchmal mehrere Jahre dauernden Zeitraum zwischen seiner Entste- 
hung und seinem endgÃ¼ltige Schmelzen Ã¼be Strecken von mehreren tausend 
Kilometern bewegen kann, kommt den mit, der Eisdrift erfolgenden Traris- 
porten von SÃ¼fiwasse und negativer latenter WÃ¤rm eine wichtige Rolle im 
Klimasystem zu. 
1.3 Klimarelevante Transporte und Meereisdrift 
Windant,rieb und OzeanstrÃ¶munge bewirken die Drift, d. h. den Transport des 
Meereises. Dadurch bildet sich Ã¼be lÃ¤nger ZeitrÃ¤um ein rÃ¤umliche Muster von 
Regionen mit einem Nettogefrieren bzw. -schmelzen aus. Wird in einem Gebiet 
Meereis gefroren und dann durch die Eisdrift exportiert, so entsteht in dieser Region 
wieder offenes Wasser, das in intensivem Kontakt mit der kalten AtmosphÃ¤r steht 
und weiteres Gefrieren von Meereis erlaubt. Auf der Nordhalbkugel findet dieser 
ProzeÂ hauptsÃ¤chlic Å¸be den eurasischen Schelfgebieten nÃ¶rdlic Sibiriens statt .  
In der zentralen Arktis wird ebenfalls Meereis gefroren, aber in geringerem Mafie, 
da  das dort befindliche dicke Eis den WÃ¤rmeverlus des Ozeans an die AtmosphÃ¤r 
deutlich reduziert. 
Die rÃ¤umlich Trennung von Gefrier- und Schmelzregionen wird anhand Abb. 1.1 
deutlich, die die mittlere Eiswachstumsrate der sieben Jahre 1986-1992 in der Simu- 
lation zeigt. Die Eiswachst~~~rnsrate gibt an, wieviel Meter Eis pro Jahr im langjÃ¤,hri 
gen Mittel lokal gefroren werden. Negative Werte indizieren Schmelzen des Eises. 
Die deutlich erkennbare dipolartige Struktur mit Gefrieren von Meereis nÃ¶rdlic Si- 
biriens und Schmelzen in der GrÃ¶nlandse wird durch den bestÃ¤ndige Transport 
von Meereis aus Gefrierregionen in Schmelzgebiete aufrechterhalten.' 
Mit. der Eisdrift wird Meereis in niedrigere Breiten transportiert, in denen es lokal 
aufgrund der hÃ¶here Sonneneinstrahlung und Lufttemperatur gar nicht oder in weit 
geringerem Ausmal3 gebildet, wird. Hier spielt insbesondere der Export von Meereis 
aus der Arkt,is durch die Framstrafie in die GrÃ¶nlandse eine wichtige Rolle, die 
in Kapitel 8 untersucht wird. Das aus der Arktis in die GrÃ¶nlandse transportierte 
Meereis schmilzt dort und stellt einen erheblichen FluÂ von SÃ¼fiwasse und negativer 
latenter WÃ¤.rm in den Nordatlantik dar, durch den die gesamte Zirkulation des 
atlantischen Ozeans und darÃ¼be die globalen WÃ¤rmetransporte insbesondere der 
fÃ¼ das nordeuropÃ¤isch Klima wichtige Golfstrom, beeinflufit werden. 
'Ein Ã¤hnliche Muster ist auch in der Antarktis zu finden (Fischer, 1995; Harder, 1994) 
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Abbildung 1.1: Eiswachstumsrate [m/a] i m  Mittel des Zeitraums 1986 - 1992. Posi- 
tive Werte zeigen Gefrieren, negative Schmelzen des Eises an. Die stÃ¤rkst Meereis- 
produktion findet Ã¼be den eurasischen Schelfgebieten statt, wÃ¤l~ren das Schmelzen 
hauptsÃ¤chlic in der GrÃ¶nlandse geschieht. Die rÃ¤umlich Trennung von Gefrier- 
und Schmelzgebieten wird durch den Transport des Meereises irn Transpoiaren Drift- 
strom und weiter durch die Framstru$e aufrechterhalten. 
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Abbildung 1.2: Meereis im Klimasystem: ~Vfeereis bildet sich an der ObeyflÃ¤ch 
der polaren Ozeane und m.odifiziert die Wechselwirkung zwischen Ozean und At- 
mosphÃ¤re Das thermodynamische Schmelzen und Gefrieren des Meereises ist durch 
eine Energiebilam bestimmt, in die Sonneneinstrahlung> thermische Abstrahlunq so- 
wie atmosphÃ¤risch und ozeanische WÃ¤rmeflÃ¼s eingehen. Windantrieb und Ozean- 
strÃ¶mun verursachen d i e  Drift des A4eereises, die durch eine Impulsbilanz beschrie- 
ben wird. 
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1.4 Meereis in Klimamodellen 
GegenwÃ¤,rtig Klimamodelle enthalten in der Regel die beiden Komponent,en Ozean 
und At,mosphÃ¤re Das an der GrenzflÃ¤ch dieser beiden Fluide auftretende Meercis 
ist darin entweder gar nicht oder nur rudimentÃ¤r berÅ¸cksichtigt Mit solchen Mo- 
dellen kÃ¶nne die Polargebiete nicht realistisch simuliert werden, da der Einfluo der 
Eisdecke auf die Wechselwirkung zwischen Ozean und AtmosphÃ¤r dort auf keinen 
Fall vernachlÃ¤ssig werden kann. Ein Beispiel hierfÃ¼ sind die in Kapitel 4 gezeig- 
ten drastischen Fehler, die das ECMWF-.4tmospl~Ã¤.renrnodel in den Prognosen der 
L~ft tempera~tur  Ã¼be eisbedeckten Gebieten enthÃ¤lt 
Die Auswirkungen der Meereistransp0rt.e beschrÃ¤nke sich aber nicht auf die 
polaren Regionen, sondern haben weitaus umfassendere Auswirkungen. Ein Ozean- 
modell des Nordatlantiks, der eine der groaten und wichtigsten ldimarelevanten Re- 
gionen darstellt, ka,nn ohne eine BerÅ¸cksichtigun des betrÃ¤chtliche Meereisimports 
durch Framstrafie und GrÃ¶nlandse keine realistische Beschreibung der Natur geben. 
Eine sehr einfache Behandlung des Meereises in Ozeanmodellen kann darin be- 
stehen, die Transporte oder Produktionsraten des Eises als feste Randbedingung 
vorzugeben. Grundlage hierfÃ¼ sind an Beobachtungen geeichte Meereismodelle, die 
die entsprechenden Werte der FlÃ¼ss liefern (Kapitel 8). Sollen fÃ¼ Klimaszenarien 
Simulationen mit erheblich variierenden Klimabedingungen durchgefÃ¼hr werden, 
so kann jedoch nicht mehr von konstanten Transporten und Produktionsraten des 
Meereises ausgegangen werden: Bei deutlich steigenden/fallenden Lufttemperaturen 
nimmt die Eisdecke erheblich ab/zu, und das gesamte Muster der globalen ozeani- 
schen und atnlosphÃ¤rische Zirkulation kann sich Ã¤ndern Zur Simulation dieser 
Szena,rien ist ein gekoppeltes Ozean-Meereis-AtmosphÃ¤ren-Model erforderlich. 
Hier klafft derzeit eine groÂ§ LÃ¼cke Auf der einen Seite gibt es Ozea,n-AtmosphÃ¤ 
ren-Modelle, in denen Meereis allenfalls mit sehr groben Vereinfachungen enthalten 
ist. Auf der a,nderen Seite gibt es physikalisch fundierte und an den verfÃ¼gbare 
Beobachtungen getestete Meereismodelle4, die aber bislang nur in wenigen FÃ¤lle 
mit Ozean- und AtmosphÃ¤renmodelle gekoppelt wurden. 
Ein wesentlicher Grund hierfÃ¼ ist die Diskrepanz zwischen dem nicht unbetrachtb 
liehen Aufwand, mit dem realistische Meereismodelle die Eisdecke simulieren, und 
der schon durch die Rechenzeit gegebenen EinschrÃ¤nkun in Klimamodellen, daÂ 
eine mÃ¶glichs einfache Beschreibung der Natur gefunden werden muÂ§ Die im Rah- 
men dieser Arbeit durchgefÃ¼hrt Untersuchung, welche Prozesse und Terme der Eis- 
dynamik grofiskalig wesentlich oder aber vernachlÃ¤ssigba sind (Kapitel 5 ) ,  soll einen 
Beitrag dazu leisten, die Integration des Meereises in gekoppelte Ozean-AtmosphÃ¤re 
Modelle zu fÃ¶rdern 
'In Ozeanmodellen darf die Deckscl~icl~tteniperatur nicht unter den Gefrierpunkt sinken. Diese 
Begrenzung stellt ein Meereis,,modell" einfachster Art dar.  
D i e  fÃ¼ groÃŸskalig Meereismodelle grundlegenden Arbeiten stammen von Hibler (1979) zur 
Dynamik, von Semtner (1976) und Parkinson und Washington (1979) zur Thermodynamik. 
1.5 Beobachtungen und Modellverifikation 
Es gibt mit,tlerweile eine ganze Reihe mehr oder weniger komplizierter Meereismo- 
clelle, die sich in ihren Prognosen z. T. betrÃ¤chtlic unterscheiden. Jedes dieser 
Modelle enthiilt empirische Parameter, von denen die Simulationsergebnisse signifi- 
kant abhÃ¤ngen Sowohl fiir die Parametereinstellung der einzelnen Modelle wie auch 
fÃ¼ deren Vergleich untereinander ist ein Verifikationsdatensatz an Beobachtungen 
erforderlich. Die GrÃ¶Â§e anhand derer die Modelle geeicht werden, mÃ¼sse sowohl 
im Modell als auch in den Messungen bestimmt werden kÃ¶nnen 
Im Vergleich mit den Klimakomponenten Ozean und AtmosphÃ¤.r ist der  Be- 
ol~ac11tungsdat.ensat.z fÅ  ¸ das Meereis relativ gut: Das an der GrenzflÃ¤ch Ozean- 
Atmosphiire existierende Meereis kann in1 wesentlichen als ein zweidimensionales 
Medium beschrieben werden, das sich in die beiden horizontalen Dimensionen er- 
st,reckt,. Die horizontale Ausdehnung des Meereises kann flÃ¤chendecken und kon- 
tinuierlich mit Satelliten beobachtet werden (Abb. 1.3). Regelmaflig ausgesetzte 
Driftbojen liefern Auskunft Ã¼be die Eisdrift in Form einzelner Trajektorien. Die 
aus Bojendaten gewonnene Information Ã¼be das Driftgeschwindigkeitsfeld h a t  je- 
doc,h nicht die rÃ¤umlich AuflÃ¶sung die zur zuverlÃ¤ssige Berechnung horizontaler 
Gradienten der Eisdrift erforderlich ist. Mit, neuesten Fernerkundungsmethoden, fÃ¼ 
die Stern et al. (1995) ein Beispiel geben, wird es kÃ¼nfti mÃ¶glic sein, auch die 
Eisdrift flÃ¤chendeckend kontinuierlich und mit hoher AuflÃ¶sun zu beobachten.' 
Die Bestimmung der Eiseigenschaften in der vertikalen Dimension, insbeson- 
dere der Eisdicke, gestaltet sich wesentlich schwieriger, d a  diese GrÃ¶Â§ nicht mit  
Fernerkund~~ngsverfa~hren bestimmbar sind. FÅ¸ die Eisdicke liegen Messungen von 
Echoloten auf U-Booten und ozeanogra,phischen Verankerungen sowie von Laseral- 
timet.ern auf Helikoptern und Flugzeugen vor. Diese Messungen sind naturgemÃ¤f 
rÃ¤umlic und zeitlich begrenzt und liefern erst in vielfacher Wiederholung ein rÃ¤um 
lich und saisonal variierendes Verteilungsmuster. Die interannuale VariabilitÃ¤ der 
Meereiseigensc11aft.en kann bei einer Mittelung Ã¼be aus mehreren Jahren stammen- 
den Messungen nur schwer festgestellt werden (Barry e t  al., 1993). Gleichwohl sind 
auch die st,ichprobenart,igen Beobachtungen der Eisdicke (z. B. Bourke und McLa- 
ren, 1992; Wadhan~s,  1992; Eicken et al., 1994) ein wichtiger Beitrag zur Eichung der 
Modelle, zumal die zahlreichen, Ã¼be Jahrzehnte immer wiederholten Messungen auf 
Expeditionen und Driftstationen zumindest Ã¼be den mittleren Zustand und saiso- 
nalen Zyklus der Eisdecke Auskunft geben. Neben Eisa.usdehnung, -drift und -dicke 
sind weitere, die Eisdecke charakterisierende GrÃ¶fie wie Rauhigkeit und Eisalter 
physikalisch relevant,. Die Rauhigkeit des Eises (Kapitel 6) bestimmt die IntensitÃ¤ 
des Impulsaustausches zwischen Ozea,n und AtmosphÃ¤.re und je nach Alter des Eises 
(Kapit,el 7)  unterscheiden sich seine Eigenschaften wie Salzgehalt, PorositÃ¤t Bruch- 
festigkei t. 
Auch fiir den Vergleich der Meereismodelle mit Beobachtungen ist es erforderlich. 
D i e  Alaska SAR Facility berechnet aus SAR-Aufnahmen des seit 1991 eingesetzten ERS-1- 
Sat,elliten Geschwindigkeitsfelcler der Eisdrift, die alle drei Tage mit einer rÃ¤umliche AuflÃ¶sun 
von 5km zur VerfÃ¼gun stellen (Stern et al., 1995). Die Auswertung dieser Fernerkundungsdaten 
ist. bislang noch unvollstÃ¤ndig wird aber in naher Zukunft operationell durchgefÃ¼hr werden. 
1.5. BEOBACHTUNGEN UND MODELLVERIFIKATIOhl 
1 Erkundung des Meereises 
Satelliten-Fernerkundung 
(optisch, Infrarot, Mikrowellen) 
Laseraltimete 
AtmosphÃ¤r 
Ozean 
Eisecholot V 
Verankerung 
Abbildung 1.3: Beobachtungsmethoden der Eiserkundung: Mit satellztengestutzten 
Mikrowellensensoren kann die Ausdehnung, das Alter und die Rauh,igkeit des Eises 
auch bei wolkenbedecktem Himmel gemessen werden. Im Eis verankerte Driftbojen 
geben Auskunft Ã¼be die Eisdrift und damit Ã¼be die groj3skaligen Transporte von 
Suj3wasser und latenter WÃ¤rme Eisdicke und -rauhigkeit kÃ¶nne mit Ech,oloten an 
Verankerungen und mit luftgestÃ¼tzte Laseraltimetern bestimmt werden. 
zusÃ¤tzlicll GrÃ¶fle zu finden, anhand derer dieser Vergleich vollzogen werden ka,nn. 
Wichtige Fragen sind insbesondere: Wurde das Eis in einer Region lokal gefroren, 
oder wurde es aus entfernten Gebieten importiert,? Entstand das dicke Eis durch 
t l~ermody~~amisclies Wachstum oder durch Kompression bereits vorhandenen Eises? 
Die GrLiÃŸe Rauhiglieit. und Alt,er leisten einen Beit,rag zur Beantwortung dieser Fra- 
gen. Mit ihnen kann nicht nur der aktuelle Zustand der Eisdecke beschrieben wer- 
den, sondern auch eine Inforn~ation Å¸he die Geschichte des Eises gewonnen werden. 
Diese GrÃ–J3e sind als Eigenschaft,en der EisoberflÃ¤ch mit Fernerkundungsverfahren 
flÃ¤chendecken beobachtbar und daher fÃ¼ die Modellverifikation gut geeignet. 
Rauhigkeit, und Alter des Eises sind zweidimensional-horizontal bestimmbare 
Eigenschaften des Eises, die indirekt auch Aufschlufl Å¸be die vertikale Struktur 
der Eisdecke geben: Rauhes Eis besteht aus iibereinandergeschobenen Fragmenten 
und ist, dementsprechend dick, und altes Eis besitzt, aufgrund der Schmelzprozesse, 
denen es im Sommer ausgesetzt war, ein deutlich anderes Sa,lzgehaltsprofil als neu 
gefrorenenes Eis. Indirekt kann mit den zusÃ¤tzliche GrÃ¶Â§ Rauhigkeit und Eisalter 
in Beobachtung und Sin~ulation eine weit umfassendere Beschreibung des Zustands 
der Eisdecke erzielt werden, als sie allein mit den Standardvariablen Eisausdehnung 
und -drift gegeben ist. 
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Die Konf inumi t s1~y~1of l~ese  besteht nun in der Annahme, daÂ grogskalig gemittelte 
GrÃ¶fle wie die Eiskonzentration stetige und beliebig oft differenzierbare Funktio- 
nen des Ortes und der Zeit sind. Diese Hypothese beruht darauf, daÂ in gemittelte 
." JloÃŸe wie die Eiskonzcntration eine groÂ§ Anzahl kleiner, einzelner Objekte (Eis- 
schollen) eingeht,, deren jeweilige rÃ¤umlich Ausdehnung wesentlich kleiner als die 
der betrachteten Region ist.' 
FÅ¸ groflskalige Meereismodelle stellt, die Kontinuumshypothese eine gute Nahe- 
rung dar. Eine typische Gitterzelle eines groflskaligen Meereismodells besitzt eine 
LÃ¤ng von 100km und somit eine Flache von 104km2. Diese Langenskala ist zum 
einen klein genug, um die gesamten eisbedeckten Regionen der Erde in der GrÃ¶flen 
ordnung von 10'fern2 mit mehreren tausend Gitterzellen auflÃ¶se zu kÃ¶nnen ande- 
rerseits groÂ genug, um die typische Ausdehnung von Eisschollen im Bereich von 
einigen Qua.dratrnet,ern bis Quadratkilometern um GrÃ¶flenordnunge zu Ã¼berstei 
gen. 
Analog zur Ei~konzentr~t ion definiert man weitere Variablen wie das Eisvolumen 
pro FlÃ¤ch und den Vektor der Eisdriftgeschwindigkeit, die hier stets als horizontales 
Mittel Ã¼be die Region einer Modellgitterzelle zu verstehen sind. 
2.2 Variablen des Meereismodells 
Die rÃ¤umlic und zeitlich variablen GrÃ¶Â§ zur Beschreibung des Meereises in diesem 
groÃŸskalige Modell sind: 
e Eisvolumen pro FlÃ¤che h 
Das Eisvolumen pro Flache hat die Dimension einer LÃ¤ng und gibt die Ã¼be 
die gesamte horizont,ale Ausdehnung der Gitterzelle gemittelte vertikale Eis- 
dicke an. Anschaulich ist h die Dicke, die das Eis besÃ¤Â§ wenn es homogen 
Å¸be die gesamte Gitterzelle verteilt wÃ¤re 
0 Schneevolumen pro FlÃ¤che hs 
Das Schneevolumen pro FlÃ¤ch ist analog zum Eisvolumen pro FlÃ¤ch defi- 
niert und gibt die Å¸be die gesamte horizontale Ausdehnung der Gitterzelle 
gemitt.elte vertikale Schneedicke an. 
e Bedeckungsgrad (Eiskonzentration), A 
Der Bedeckungsgrad (die Eiskonzentration) gibt den FlÃ¤chenantei der Git- 
terzelle an, der von Eis bedeckt ist. Sein Wert wird als eine dimensionslose 
Zahl zwischen 0 und 1 (bzw. 0% und 100%) angegeben. Wahrend h und 
hs das Eis- bzw. Schneevolumen auf die Flache der gesamten Gitterzelle be- 
ziehen, lassen sich mithilfe des Bedeckungsgrads A die Erwartungswerte der 
'11n idealisierten Kontinuumsmodell gehen in das Mittel unendlich viele Objekte unendlich 
kleiner Ausdehnung ein. 
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Diese Bilanzgleichungen 2.3 - 2.5 haben auf der linken Seite die Form einer Kon- 
tinuitÃ¤t,sgleichung wobei der erste Term die lokale zeitliche Ã„nderun und der zweite 
Term die Advektion, den Ein- und Ausstrom von Eis im horizontalen Austausch be- 
nachbart,er Regionen, reprÃ¤~ent ie r t .  Die S-Terme auf der rechten Seite beschreiben 
die Quellen und Senken der prognostischen Variablen. Sind diese Quellterme gleich 
Null, so sind die prognostischen Variablen ErhaltungsgrÃ¶Â§e 
Im Unterschied zum Meereismodell Hiblers (1979) enthalten die hier verwendeten 
Bilanzgleichungen 2.3 - 2.5 keine explizite Diffusion. Die Diffusion in Hiblers Modell 
beschreibt keinen physikalischen ProzeÂ§ sondern ist nur aus GrÃ¼nde der numeri- 
schen StabilitÃ¤ eingefÅ¸hr worden. Diese kÃ¼nstlich Diffusion ist aufgrund des von 
Hibler (1979) zur numerischen LÃ¶sun der Advektionsgleichung verwendeten Sche- 
mas zentraler Differenzen0 erforderlich, das unter anderem den Nachteil aufweist, 
das numerische Artefakt negativer Eisdicken hervorzubringen (Fischer, 1995). Hier 
dagegen wird als numerische Methode fÃ¼ die Berechnung der Advektion ein mo- 
difiziertes Upstreamschema nach Smolarkiewicz (1983) verwendet, das auch ohne 
explizite6 Diffusion in den Bilanzgleichungen numerisch stabil ist und keine negati- 
ven Werte fÃ¼ physikalisch positiv definite GrÃ¶Â§ erzeugt. 
2.4 Dynamik und Impulsbilanz 
In die Bila,nzgleichungen 2.3 - 2.5 geht die Eisdriftgeschwindigkeit U ein. Diese wird 
aus der I m p u l ~ b i l ~ n z  (Hibler, 1979) 
"Advektion erzeugt lokal eine zeitliche Ã„nderun der prognostischen Variablen, die stets mit  
einer Ã„nderun umgekehrten Vorzeichens in Nachbarregionen verbunden ist. Integriert Ã¼be ein 
abgeschlossenes Modellgebiet erhÃ¤l Advektion die prognostischen Variablen und bewirkt allein 
deren rÃ¤unllich Umverteilung. 
'Eine detaillierte Darstellung der verschiedenen numerischen Verfahren zur LÃ¶sun der Advek- 
tionsgleichung geben Mesinger und Arakawa (1976). 
6Das verwendete modifizierte Upstreamschema enthÃ¤l eine implizite Diffusion, die gegenÃ¼be 
der hohen impliziten Diffusion des reinen Upstreamschen~as zwar reduziert, aber immer noch 
betrÃ¤chtlic ist,. Die StÃ¤rk dieser impliziten Diffusion ist allerdings eine Funktion der Eisdrift- 
geschwindigkeit und verschwindet,, wenn das Eis ruht. DemgegenÃ¼be ist die explizite Diffusion 
im Modell Hiblers (1979) unabhÃ¤ngi von der Eisdriftgeschwindigkeit und muÂ so hoch gewÃ¤hl 
werden, daÂ sie die numerischen Felder der grÃ¶ÃŸt auftretenden Advektionsraten dÃ¤mpfe kann. 
Dies fÃ¼hr zu einer relativ starken Diffusion selbst dann, wenn das Eis im Ruhezustand ist - ein 
Effekt,, der nicht im Einklang mit den Beobachtungen steht. 
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berechnet, in der t die Zeit, m die Eismasse pro FlÃ¤che mu der Impuls des 
Meereises pro FlÃ¤ch und K die vertikal integrierte Nettokraft pro FlÃ¤ch ist. Der 
Operator der totalen zeitlichen Ableitung ist 
D a 
- U - V  . 
Dt at 
In der Impulsbilanz 2.6 wird - wie in1 gesamten folgenden Text - mit Masse, 
Impuls und Kraft stets a,uf GrÃ–Ge Bezug genommen, die pro FlÃ¤ch angegeben 
sind, was die Beschreibung dieser GrÃ¶Â§ von der horizontalen Ausdehnung der 
Eisschollen unabhÃ¤ngi macht und den Kontinuumsansatz in der zweidimensionalen 
horizontalen Ebene ermÃ¶glicht Beispielsweise ist dann die Eismasse pro FlÃ¤ch 
eine Funktion der vertikalen Eisdicke h und der Dichte p; des Meereises. Die 
Gesamtkraft K auf das Eis setzt sich zusammen aus 
Darin ist T~ die atmosphÃ¤risch Schubspannung durch den Windantrieb, rrn die 
ozeanische Schubspannung durch Bremsreibung und StrÃ¶mun im Ozean, F die 
Kraft durch interne Spannungen im Eis, Kc die Corioliskraft und K H  die Kraft 
durch die Neigung der OzeanoberflÃ¤ch H. 
Zur Beschreibung der KrÃ¤fte die zur Gesamtkraft K beitragen, wird der Rota- 
tionsoperator R a ,  definiert durch die orthogonale Matrix 
cos a - s ina  
s i na  cos a 
eingefiihrt. Re bewirkt die Rotation eines Vektors im zweidimensionalen Raum 
um den Winkel a im mathematisch positiven Sinn. 
Die Windschubspannung wird auf der experimentell bestÃ¤tigte Grundlage einer 
quadratischen AbhÃ¤ngigkei von der Differenz zwischen Windgeschwindigkeit uÃ und 
Eisdriftgeschwindigkeit U (McPhee, 1979) als 
angesetzt. Dabei ist pÃ die Dichte der Luft an der EisoberflÃ¤che ca der at- 
mosphÃ¤risch Schubspannungskoeffizient, und (f> ist der Ablenkungswinkel der Rich- 
tung der Windschubspannung gegenÃ¼be der Differenzgeschwindigkeit uÃ - U.  Da 
in allen FÃ¤llen in denen die Windschubspannung -ra einen nennenswerten Beitrag 
zum Antrieb des Meereises darstellt, die Windgeschindigkeit uÃ wesentlich grÃ¶Â§ 
als die Eisdriftgeschwindigkeit U ist, gilt in guter NÃ¤herun 
Damit wird der Ansatz fÃ¼ die Windschubspannung 
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unabhÃ¤ngi von der Eisdriftgeschwindigkeit U, was die numerische Behandlung 
dieses Terms vereinfacht. Die ozea,nische Schubspannung 
ist analog zur Windschubspannung definiert (McPhee, 1979). Hier ist pw die 
Dichte des Meerwassers, cw der ozeanische Schubspannungskoeffizient, u w  die Drift- 
geschwindigkeit der OzeanstrÃ¶mun und 0 der Ablenkungswinkel der Richtung der 
ozeanischen Schubspannung T^ gegenÃ¼be dem Differenzvektor u w  - U.  D a  die 
BetrÃ¤g der Driftgeschwindigkeiten des Ozeans und des Meereises von gleicher GrÃ¶ 
flenordnung sein kÃ¶nnen kann hier im Unterschied zur NÃ¤herun in Gl. 2.12 die 
Eisdriftgeschwindigkeit U nicht vernachlÃ¤ssig werden. Die Corioliskraft7 ist 
wobei der Coriolisparameter 
f = 2 Cl sin (2.16) 
als Funktion der Erdrotationsfrequenz Cl = 7.29- 1 0 s s l  und der geographischen 
Breite 9 definiert ist. 
Der horizontale Gradient der dynamischen HÃ¶h H der OzeanoberflÃ¤che der 
Auslenkung der MeeresoberflÃ¤ch gegeniiber einer FlÃ¤ch konstanten Geopotentials 
(Geoid), erzeugt auf das Meereis eine Kraft 
in Richtung des negativen Gradienten der dynamischen HÃ¶he g = 9.8 m s 2  ist 
die Erdbeschleunigung. 
Die Schubspannung F durch interne Spannungen im Eis wird durch Rheolo- 
giegesetze beschrieben, denen das Kapitel 3 gewidmet ist. Dort werden auch die 
Rheologiepa.ra.meter diskutiert. 
Schubspannungskoeffizient, AtmosphÃ¤r 2.2 . I O - ~  
Schubspannungskoeffizient, Ozean 5.0 . I O - ~  
Drehwinkel, AtmosphÃ¤r 
Drehwinkel, Ozean 25' 
Tabelle 2.1: Die in die Meereisdynamik eingehenden Parameter, ihre symbolische 
Bezeichnung und ihr Wert. 
D i e  Corioliskraft ist, eine Scheinkraft, die senkrecht zur Bewegungsrichtung wirkt und keine 
Arbeit leistet. Sie wird durch die Verwendung des erdgebundenen Koordinatensystems, welches 
aufgrund der Erdrotation kein Inertialsystem ist, eingefÃ¼hrt 
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Die Werte der Dynamikparameter sind in Tabelle 2.1 aufgelistet,. Nach den 
Untersuchungen von Harder (1994) hat insbesondere das VerhÃ¤ltni der Schubspan- 
nungskoeffizienten cÃ£/c einen groÂ§e EinfluÂ auf die Eisdrift. Dieses VerhÃ¤ltni ist, 
hier auf den Wert 0.44 gesetzt, mit dem Fischer (1995) zufolge fÃ¼ das Weddellmeer 
optimale Ãœbereinstimmun von simulierter und beobachteter Drift erreicht wird. 
Auch im hier verwendeten Modell der Arktis liefert dieses VerhÃ¤ltni realistische Si- 
mulationsresultate (Kap. 5). Die Werte der Schubspannungskoeffizienten liegen gut 
im in der Literatur (Overland und Davidson, 1992; Smith, 1988; McPhee, 1979) an- 
gegebenen Wertebereich. Der Ablenkungswinkel (p fÃ¼ die vom Windfeld ausgeÃ¼bt 
Schubspannung ist 0Â° da das Antriebsfeld Bodenwind (in 10m HÃ¶he darstellt. FÃ¼ 
die ozeanische Schubspannung wird der Drehwinkel 0 = 25' nach den Messungen 
von Overla,nd und Davidson (1992) a,ngesetzt. 
2.5 Thermodynamik und Energiebilanz 
2.5.1 Saisonaler Zyklus der Eisdecke 
Im gegenwÃ¤rtige Zustand des Klimasystems sind die Ozeane der polaren Regio- 
nen mit einer Eisdecke bedeckt, deren Ausdehnung einer ausgeprÃ¤gte saisona- 
len Schwankung unterliegt, die durch den Jahresgang des Sonnenstands bestimmt 
ist. Da dieser fÃ¼ die beiden Erdhalbkugeln in entgegengesetzter Weise variiert, 
verÃ¤nder sich die Meereisausdehnung der beiden HemisphÃ¤re um ein halbes Jahr 
phasenversetzt . 
Betrachtet man eines der beiden Polargebiete, hier die Arktis, fÃ¼ sich, so ist 
ein Wachstum des Eisvolumens und der eisbedeckten FlÃ¤ch im Winter und ein 
RÃ¼ckgan derselben im Sommer zu beobachten (Parkinson et al., 1987; Gloersen und 
Campbell, 1993). Dieser Jahresgang des Gefrierens und Schmelzens von Meereis ist 
durch thermodynamische Prozesse an der GrenzflÃ¤ch Ozean-AtmosphÃ¤r reguliert. 
Die Eisdrift und die dadurch bedingten Meereistransporte spielen eine wichtige 
Rolle dafÃ¼r in welchen Regionen sich Meereis bildet oder schmilzt; durch die Ad- 
vektion wird die Unterscheidung von Gebieten mit einem jÃ¤hrliche Nettogefrieren 
oder -schmelzen erzeugt (siehe Abb. 1.1, S. 13). 
2.5.2 Energiebilanz 
Meereis entsteht durch Gefrieren von Meerwasser an der OberflÃ¤ch des Ozeans. 
Es handelt sich hierbei im wesentlichen um den PhasenÃ¼bergan des Wassers aus 
der flÃ¼ssige in die feste Phase8, der durch atmosphÃ¤risc bedingten Entzug von 
WÃ¤rm aus der ozeanischen Deckschicht ausgelÃ¶s wird, sofern die OzeanoberflÃ¤,ch 
bereits bis auf den Gefrierpunkt abgekÃ¼hl wurde. Das Schmelzen des Meereises ist, 
der PhasenÃ¼bergan in umgekehrter Richtung, ausgelÃ¶s durch WÃ¤rmezufuh in das 
Eis. 
sModifikatione~l dieses Pl~asenÃ¼bergang ergeben sich daraus, daÂ Meerwasser ein Stoffgemisch 
ist, das Salze, gelÃ¶st Gase, lebende wie tote Organismen enthÃ¤lt und daÂ auch das daraus ent- 
stehende Meereis EinschlÅ¸ss dieser Bestandteile in allen drei AggregatzustÃ¤nde enthÃ¤lt 
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Das Gefrieren und Schmelzen lÃ¤Ã sich durch eine Energiebilanz der ozeanischen 
Deckschicht, d. h. der obersten, durchmischten Schicht des Ozeans einschlieÃŸlic 
des darin befindlichen Meereises beschreiben, die durch den Nettoenergieeintrag Q, 
pro Zeit (NettowÃ¤rmefl~~Â in die Deckschicht reguliert ist. Durch Schmelzen bzw. 
Gefrieren von Meereis wird stets soviel latente WÃ¤rm pro Zeit freigesetzt bzw. 
gebunden, daÂ die gesamte Energiebilanz der Deckschicht 
ausgeglichen ist (Parkinson und Washington, 1979). Darin ist 5\ = ( 9 h / 9 t )  die 
t.hermodynarnisch bedingte Ã„nderun des Eisvolumens pro FlÃ¤che p; die Dichte des 
Meereises und Li die spezifische latente WÃ¤rm (SchmelzwÃ¤rme) Eine Ã„nderun 
der Eisdicke um einen Zentimeter pro Tag entspricht einem WÃ¤rmeflu der GrÃ¶Ã 
Qn W 3514f/?n,2. 
Der NettowÃ¤rmeflu in die Deckschicht 
besteht a,us einem at,mosphÃ¤rische Anteil Qa, der auf die Oberseite des Eises 
einwirkt,, und einem ozea,nischem Anteil Qo, der im wesentlichen in die Unterseite 
des Eises flieÂ§t Die Energiebilanz 2.18 wird nach Semtner (1976) in zwei Bilanzen 
fÃ¼ die beiden GrenzflÃ¤che aufgespalten, nÃ¤mlic 
fÃ¼ die obere, atmosphÃ¤risch GrenzflÃ¤ch des Eises und 
fÃ¼ die untere, ozeanische GrenzflÃ¤.che Qc ist der konduktive WÃ¤rmeflu durch 
WÃ¤rmeleitun irn Eis, der nach dem N~~llschichtenmodell (Semtner, 1976) beschrie- 
ben wird. In diesem Ansa,t,z ha,t das Eis keine WÃ¤rmekapazitÃ¤ so daÂ Qc an der 
Ober- und Unterseite des Eises (Gin. 2.20 und 2.21) mit gleichem Betrag, aber 
umgekehrtem Vorzeichen eingeht,. 
Die Temperatur Tb an der Unterseite des Eises wird stets auf dem Gefrierpunkt 
von Meerwasser T{^ (hier -1.86OC) gehalten, solange Ã¼berhaup Eis vorhanden ist. 
Basales Gefrieren findet nach Gl. 2.21 statt ,  wenn (Qo - Qc) < 0 gilt, wÃ¤hren 
basales Schmelzen des Eises bei (Qo - Q c )  > 0 eintritt. 
Die OberflÃ¤chenten~per~tu Ta an der atmosphÃ¤rische GrenzflÃ¤ch des Eises 
ist nicht vorgeschrieben, sondern eine diagnostische Variable, die nur dadurch be- 
schrÃ¤nk ist, daÂ sie die Gefriertemperatur der OberflÃ¤ch des Meereises T f a  nicht 
Ãœbersteige kann.9 
9Die Gefriert,emperatur T j a  der i. a. salzarmen OberflÃ¤ch des Meereises wird mit der Gefrier- 
tcn~pera tur  von SÃ¼l3wasse (Tfa = TO OÂ°C angesetzt. 
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Der atmosphÃ¤risch WÃ¤rmefluf Qa, dessen Komponenten in Unterhpitel 2.5.5 
beschrieben werden, hÃ¤ng von der Oberfliichentemperatur Ts ab. Solange die Be- 
dingung T, < Tva erfÃ¼ll werden kann, stellt sich die Oberflachentemperatur T, so 
ein, daÂ die Energiebilanz 2.20 fÃ¼ die OberflÃ¤ch zu Qu(Ts) + Qc = 0 ausgeglichen 
ist. WÃ¼rd jedoch aus Qa (Ts) + Qc = 0 eine 0berflÃ¤chent.emperatu T, > T f a  folgen, 
so liegt Schmelzen der OberflÃ¤ch vor. In diesem Fall ist die OberflÃ¤chentempera,tu 
mit der Gefrierpunkttemperatur gleichzusetzen [Ts = Tra) ,  und der EnergieÃ¼ber 
schufi Qa(T3) + Qc > 0 geht in das durch Gl. 2.20 beschriebene Schmelzen des 
Meereises. 
Die gesamte thermodynamisch bedingte Ã„nderun der Eisdicke ist 
und wird in1 folgenden als Wachstumsrate bezeichnet, die positives (Gefrieren) 
oder negatives (Schmelzen) Vorzeichen besitzen kann. Zur Fallunterscheidung von 
Gefrieren und Schmelzen, die fÃ¼ die Simulation der Eisrauhigkeit (Kapitel 6) und 
des Eisalters (Kapitel 7) benÃ¶tig wird, wird hier die Gefrierrute 
Gh = rnax(Sfe, 0) (2.23) 
und die Schmelzrate 
M,, = min(Sh, 0) 
definiert. Es gilt Gh >. 0 und Mh < 0. 
2.5.3 Eisdickenverteilung und offenes Wasser 
Meereis tri t t  in der Natur nicht als homogene, geschlossene Eisdecke auf, sondern 
besteht aus Schollen unterschiedlicher Dicke, zwischen denen sich Rinnen offenen 
Wassers befinden. Der WÃ¤rmeflu Ã¼be FlÃ¤che offenen Wassers (hier durch die 
Eisdicke D = 0 beschrieben) kann den lokalen WÃ¤rmefluf durch dicke Eisschollen 
um zwei GrÃ¶fienordnunge Ã¼bersteigen Fkchen offenen Wassers stehen in engem 
thermischen Kontakt mit der AtmosphÃ¤re wÃ¤hren eine Eisdecke auf dem Ozean 
als thermischer Isolator wirkt. Aufierdem ist der WÃ¤rmefluf durch eine Eisdecke 
mit unregelmÃ¤flige Eisdicke, in der sich Bereiche dÃ¼nne Eises mit intensiverem 
WÃ¤rmeaustausc zwischen Ozean und AtmosphÃ¤r befinden, grÃ¶Â§ als bei einer 
Eisdecke gleichmÃ¤ssige Dicke. Wenngleich die meso- und kleinskaligen Eigenschaf- 
ten der Eisdecke in groflskaligen Modellen nicht aufgelÃ¶s werden kÃ¶nnen soll doch 
ihr Effekt auf die WÃ¤rmeflÃ¼s berÃ¼cksichtig werden. 
Der NettowÃ¤rmefluf Qn. in der Energiebilanz 2.18 ist ein horizontales Mittel der 
lokalen WÃ¤rmeflÃ¼s Q(D)  Ã¼be die Region einer Modellgitt.erzelle, die durch den 
WÃ¤rmeleitungster Qc stark von der lokalen Eisdicke D abhÃ¤nge (s. U . ,  Gl. 2.27). 
Die normierte Wahrscheinlichkeitsdichte W(D) beschreibe fÃ¼ eine Gitterzelle die 
Wahrscheinlichkeit W(D)  dD, lokal eine Eisdicke irn Intervall zwischen D und D + 
dD vorzufinden. Dann ist der mitt,lere Nettowarmeflufl 
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Darin ist Q(0) der WÃ¤rmefluf Ã¼be FlÃ¤che offenen Wassers, dessen Beitrag 
z u m  NettowÃ¤rinefluf Qn mit dem relativen FlÃ¤chenantei offenen Wassers (1 - A) 
zu wichten ist. FÅ  ¸ die Berechnung der Energiebila,nz Å¸be FlÃ¤che offenen Wassers 
entfÃ¤llt die fur das Eis getroffene Unterscheidung von oberer und unterer GrenzflÃ¤,ch 
und damit der konduktive WÃ¤,rmefluf Qc,  und anstelle der zwei Gleichungen 2.20 
und 2.21 ist die Energiebilanz 2.18 direkt zu lÃ¶sen 
FÅ¸ die Eisdickenverteilung W(D) wird hier die auf Hibler (1984) zurÃ¼ckgehend 
Annahme getroffen, daÂ die lokale Eisdicke D maximal das Doppelte der mittleren 
Eisdicke h/A in der Git,terzelle besitzen kann, und daÂ die Eisdicken im Intervall 
zwischen 0 und 2h,/A gleichverteilt sind ( W ( D )  = A/(2h)). Approximiert man das 
Integral Å¸be die kontinuierliche Eisdickenverteilung in GI. 2.25 durch eine Summe 
Ã¼be eine endliche Zahl ,'V verschiedener Eisdicken, so erhÃ¤l man die NÃ¤herun 
Die verwendete Eisdickenverteilung mit AT == 7 nach Hibler (1984) ist in Abb. 2.1 
(S. 30) dargestellt. 
2.5.4 Schneeauflage 
Meereis ist in der Regel mit einer Schneeauflage bedeckt, die ihren Ursprung im Nie- 
derschlag aus der AtmosphÃ¤r hat. Da die WÃ¤rmeleitfÃ¤higke von Schnee um einen 
Faktor sieben kleiner als die des Meereises ist, wirkt schon eine dÃ¼nn Schneeschicht 
als WÃ¤rmeisolator der das thermodynamische Wachstum des Meereises deutlich 
verlangsamt. Ein zweiter Effekt des Schnees ist die irn Vergleich zu Meereis hÃ¶her 
Albedo, aufgrund derer ein grÃ¶flere Anteil der solaren Einstrahlung reflektiert wird, 
also nicht mehr zum Schmelzen des Eises zur VerfÃ¼gun steht. 
Zur BerÃ¼cksichtigun dieser Effekte enthÃ¤l das Modell eine prognostische 
Schneeschicht nach Owens und Lemke (1990), deren Entwicklung die bereits vor- 
gestellte Bilanzgl. 2.4 (S. 22) beschreibt. Der Schnee wird mit der gleichen Ge- 
schwindigkeit U advehiert wie das Meereis. 
Die Quelle des Schnees im Modell ist die vorgegebene Niederschlagsrate Pu 
(Kap. 4), die bei einer Lufttemperatur Ta < OÂ° als Schneefall definiert wird. Nur 
der Anteil des Schnees, der Å¸be dem eisbedeckten Teil einer GitterflÃ¤chenzell nie- 
dergeht, trÃ¤g zur Schneeschicht auf dem Meereis bei. 
Die Senke des Schnees ist das thermodynamische Schmelzen, das vorrangig durch 
solare Einstrahlung und Lufttemperaturen Ã¼be dem Gefrierpunkt hervorgerufen 
wird. Zur Vereinfachung des Modells wird angenommen, daÂ alle Schmelzprozesse 
zunÃ¤chs den Schnee abschmelzen, so daÂ Schmelzen des Meereises erst dann ein- 
setzt, wenn kein Schnee mehr vorhanden ist. 
In der Antarktis wird gelegentlich ein ,,Fluten" dei Eisschollen beobachtet, wenn 
die Schneelast auf einer Eisscholle so groÂ ist, daÂ die GrenzflÃ¤ch Schnee-Eis unter 
die Wasserlinie gedrÃ¼ck wird (negatives Freibord). Dabei tritt eine Konversion des 
Schnees in sog. ,,meteorisches Eis" auf (LeppÃ¤ranta 1983). Dieser Flutungseffekt 
wird im Modell so berÃ¼cksichtigt daÂ bei negativem Freibord eine Konversion von 
Schnee in Eis stattfindet, in deren Endzustand die neue GrenzflÃ¤ch Schnee-Eis 
auf HÃ¶h der Wasserlinie liegt. Dieser auf dem Archimedischen Prinzip beruhende 
Ansatz wurde von Fischer (1995) ausfÃ¼hrlic beschrieben und untersucht." 
In der Arktis tr i t t  dieser Flutungseffekt kaum auf, d a  das Meereis in dieser Re- 
gion mehrere Meter dick ist und die Schneedecke nicht die zum Fluten erforderliche 
Dicke erreicht - insbesondere, da  der Schnee im Sommer fast vollstÃ¤ndi geschrriol- 
zen wird und somit jeweils nur eine Wintersaison zum Aufbau der Schneedecke zur 
VerfÃ¼gun steht. Im Arktis-Meereismodell sind die im zyklostationÃ¤re Gleichge- 
wicht auftretenden Flutungseffekte vernachlÃ¤ssigba klein.'' 
2.5.5 WÃ¤rmeflÃ¼s und Strahlung 
Der konduktive WÃ¤rmeflu Qc ist im Nullschichtenmodell nach Semtner (1976) in- 
nerhalb des Meereises und des Schnees konstant und von gleicher GrÃ¶Â§ Aufgrund 
der unterschiedlichen WÃ¤,rn~eleitfahigkeite Ai fÃ¼ Eis und kg fÃ¼ Schnee ist der Tem- 
peraturgradient in den beiden Schichten unterschiedlich (Abb. 2.2, S. 30). Qc ist 
proportional zur Differenz der Temperaturen an der Ober- und Unterseite des Eises 
und hÃ¤ng von der Eisdicke D = h/A und der Schneedicke D, = h,JA ab: 
Der atmosphÃ¤risch WÃ¤rmeflu 
setzt sich zusammen aus den FlÃ¼sse sensibler und latenter WÃ¤rm (Qh und Ql),  
der einfallenden und der reflektierten kurzwelligen, solaren Strahlung (RSi und RSt) 
und der Bilanz aus thermischer Abstrahlung ( B l i )  und atmosphÃ¤.rische Gegenstrah- 
lung i m  Infrarotbereich. Die einfallende kurz- und langwellige Strahlung ( R S i  
und werden als Ã¤uÂ§e Antriebsgroflen vorgegeben (Kapitel 4). Der Ã¼be die 
Bulkformel (Smith, 1988) 
'O~urch  BerÃ¼cksichtigun des Flutungseffekts wird ein eventuell auftretendes unbegrenztes An- 
wachsen der Schneedicke verhindert (Fischer, 1995). 
''Lediglich in der Einschwingphase, wenn das Modell, ausgehend von einem eisfreien Ozean, 
allm&hlich die anfangs noch dÃ¼nn Eisdecke aufbaut,, kann Fluten auftreten. 
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1 2 3 4 5 6 7  
Eiskategorie n 
Abbildung 2.1: Die in die Berechnung des mittleren WÃ¤rmeflusse eingehende Eis- 
dickenverteilung mit 7 verschiedenen Eisdicken, die i m  Intervall zwischen 0 und 
2h/A gleichverteilt angenommen sind. Die mittlere Eiskategorie (hier n=4) mit  der 
Eisdicke h / A  ist der Referemwert, auf den sich die relativen Eisdicken der anderen 
Kategorien beziehen. 
Ts AtmosphÃ¤r 
Schnee 
Eis 
I Tb Ozean 
Abbildung 2.2: Lineares Temperaturprofil in  Meereis und Schneeauflage nach dem 
Nullschichfenmodell (Se~ntner~  1976). An der Unterseite des Eises wird die Tempe- 
ratur Th konstant auf dem Gefrierpunkt des Meerwassers gehalten. Die OberflÃ¤chen 
temperatur T, wird  aus der Energiebilanz der GrenzflÃ¤ch zur AtmosphÃ¼r bestimmt. 
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beschriebene FluÂ sensibler WÃ¤,rm ist proportional zur Differenz zwischen Luft- 
temperatur in 2m HÃ¶h (Ta) und OberflÃ¤chentemperatu (Ts) sowie proportional 
zum Betra,g der Windgeschwindigkeit u a .  Der Austauschkoeffizient ch fÃ¼ sensible 
WÃ¤rme die spezifische WÃ¤rm cp und die Dichte pa der Luft sind als Konstanten 
angesetzt [Tab. 2.3). 
Eine Ã¤.hnlich Bulkformel beschreibt den FluÂ latenter WÃ¤rm 
proportional zur Differenz der spezifischen Feuchte der Luft in 2m HÃ¶h ( q a )  
und der spezifischen Feuchte direkt Ã¼be der OberflÃ¤ch (qs), fÅ  ¸ die SÃ¤ttigun an- 
genommen wird.12 cq ist der Austauschkoeffizient fÃ¼ latente WÃ¤rm und wird a,uf 
den gleichen Wert wie cfi gesetzt (Tab. 2.3; vgl. z. B. Parkinson und Wa,shing- 
ton, 1979). Die spezifische latente WÃ¤rm L ist Ã¼be FlÃ¤che offenen Wassers mit 
dem Wert fÃ¼ Verdunstung, Ã¼be Meereis oder Schnee dagegen mit dem Wert fÃ¼ 
Sublimation anzusetzen. 
1 OberflÃ¤ch 1 Albedo a 1 
offenes Wasser 
schmelzender Schnee 
gefrorener Schnee 
Ta,belle 2.2: Werte der Albedo fÃ¼ verschiedene OberflÃ¤chen 
Der reflektierte Anteil der kurzwelligen Strahlung wird durch 
proportional zur einfallenden solaren Strahlung R s i  angesetzt. Die Albedo a,  das 
ReflexionsvermÃ¶ge fÃ¼ kurzwellige Strahlung, wird abhÃ¤,ngi von der OberflÃ¤chen 
beschaffenheit beschrieben (Tab. 2.2). Bei einer Oberflachentemperatur Ts < OÂ° 
wird ein gefrorener Zustand des Schnees bzw. des Meereises angenommen, anderen- 
falls ein Schmelzzustand. Sofern auf dem Meereis eine Schneedicke hs > 0 vorhanden 
ist, wird die Albedo fÃ¼ Schnee a,ngesetzt, anderenfalls die fÃ¼ Eis. 
Die thermische Abstrahlung wird nach dem Stefan-Boltzn~ann-Gesetz 
fÃ¼ einen grauen Strahler der Emissivitat es beschrieben, die fÅ  ¸alle OberflÃ¤che 
mit dem Wert es = 0.99 angesetzt wird. o-g ist die Stefan-Boltzn~ann-Konstante. 
^Zur Berechnung der spezifischen Feuchte der Luft aus der Taupunkt-  bzw. OberflÃ¤chentempe 
ratur  siehe Anhang A. 
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r l ' l ~ e r ~ ~ ~ o d y n a i ~ ~ i s c h e r  Parameter 
Aust~ausc1~I;oeffizient fÅ  ¸ sensible WÃ¤rm 
Austauscl~koeffizicnt fÅ  ¸ latente WÃ¤rm 
spezifische WÃ¤rm der Luft 
0berflÃ¤che11emissivit.Ã 
RinnenschlieÂ§ungsparamete 
1 'V -:' rtrrneleitfÃ¤lligliei des Meereises 
WÃ¤rmeleitfahigkei des Schnees 
spezifische Schmelzw~me des Meereises 
spezifische latente WÃ¤rm (Verdunstung) 
spezifische latente WÃ¤rm (Sublimation) 
Luftdruck am Boden 
Dichte des Meereises 
Dichte des Schnees 
Dichte des Meerwassers 
Dichte der Luft 
Stefan-Boltzmann-Konstante 
Gefriert,emperatur von Siiflwasser 
Gefriertemweratur von Meerwasser 
Symbol 
ch  
^ 
c~ 
es 
ho 
k, 
ks 
Li 
L 
L 
P 
P i  
PS  
Pw 
Pa 
OB 
T ~ , a  
T,+ 
Wert 
1.3 l O W 3  
1.3 l O P 3  
1004 J kg - l  K - I  
0.99 
0.5 m 
2.1656 W m-I K--I 
0.31 W m-' K-I 
3.34 - 105 J kg-' 
2.500 . 106 J kg-' 
2.834 106 J kg-I 
1013 hPa 
910 k g  m"3 
300 k g  m-3 
1000 k g  m-3 
1.3 k g  m"3 
5.67 - 1 O P 8  W m,-' K P 4  
oOc 
-1.86OC 
Tabelle 2.3: Tl~ermodynamzsche Modellparameter. 
2.5.6 Thermodynamische Ã„nderun der Eiskonzentration 
Die auf dem Prinzip der Energieerhaltung beruhende Energiebilanz Gl. 2.18 pro- 
gnostiziert die Ã„nderun des Eisvolumens, des Produktes aus eisbedeckter FlÃ¤ch 
und Eisdic,ke, durch ther~nodyna,misches Gefrieren und Schmelzen. Sie liefert je- 
doch keine Vorhersage, wie sich &bei die vertikale Eisdicke und die horizontale 
eisbedeckte FlÃ¤ch Ã¤ndern 
Zur Beschreibung der zeitlichen Ã„nderun der Eiskonzentration durch thermo- 
dynamische Prozesse ist eine zusÃ¤,tzlich Gleichung erforderlich. Im Unterschied zur 
Energiebilanz GI. 2.18 existieren hierfÅ¸ lediglich einfache, empirische AnsÃ¤tze Hier 
wird der Ansat,z 
nach Hibler (1979) verwendet, in den die Gefrier- und Schmelzraten Gh und 
M/, ans den Gin. 2.23 und 2.24 eingehen. Im Falle des Gefrierens wÃ¤chs die eis- 
bedeckt,e FlÃ¤ch pr~port~ional zur FlÃ¤ch offenen Wassers (1 - A), wobei der Rin- 
nenschlieÂ§ungsparamete ha die Geschwindigkeit bestimmt, mit der sich die Eisdecke 
schlieÂ§t Im Falle des Schmelzens nimmt die eisbedeckte FlÃ¤ch proportional zur 
Abnahme des Eisvol~imens ab, die durch die Schmelzrate Mh < 0 beschrieben wird. 
Der Q.4-Term in Gl. 2.33 beschreibt das Entstehen von Rinnen offenen Wassers 
durch Scherdeformation (Rothrock, 1975). Er simuliert das beobachtete PhÃ¤nomen 
daÂ die Eisdecke im Winter nicht vollstÃ¤ndi zufriert, sondern bei ihrer Bewegung 
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immer wieder aufbricht und kleine FlÃ¤che offenen Wassers freigibt,. Nach Harder 
(1994) wird 
Q A  = 0.5 (A - IV.  U [ )  exp(-C(1 - A ) )  (2.34) 
angesetzt. Die exponentielle AbhÃ¤ngigkei von der Eiskonzentration A ist die- 
selbe wie die fÃ¼ die plastische EishÃ¤rt verwendete (Gl. 3.13, Kapitel 3), so daÂ 
eine mit der Meereisrheologie konsistente, gegenÃ¼be Hiblers (1984) quadratischem 
Ansatz verbesserte Beschreibung des QA-Terms erreicht wird. Der Ausdruck A ist 
das in Gl. 3.21 (Kapitel 3) definierte MaÂ der Deformationsrate. Eine eingehendere 
Untersuchung dieses Terms ist bei I-Iarder (1994) sowie bei Gray und Morland (1994) 
zu finden. 
2.5.7 Diskussion und Ausblick 
Die Beschreibung der Thermodynamik des Meereises durch eine Energiebilanz an 
seiner OberflÃ¤ch geht auf Arbeiten aus den 70er Jahren zurÃ¼c (Maykut und Unt,er- 
steiner 1969, 1971; Semtner, 1976; Parkinson und Washington, 1979). Die Energie- 
bilanz ist das Standardmodell der Thermodynamik heutiger Meereismodelle (z.  B. 
Fischer, 1995; Harder, 1994; StÃ¶ssel 1992; Hibler, 1979). 
Der Energiebilanzansatz beschreibt das thermodynamische Eiswachstum als Re- 
siduum einer Bilanz der WÃ¤rmeflÃ¼s in das Eis bzw. in die ozeanische Deckschicht. 
In jeden dieser FlÃ¼ss gehen Antriebsgroflen und empirische Parametrisierungen ein) 
die fehlerbehaftet sind. 
Das thermodynamische Wachstum des Meereises hÃ¤ng empfindlich von der Ener- 
giebilanz ab; schon geringe Variationen des Antriebs oder der thermodynamischen 
Modellpa,rametrisierungen bewirken erhebliche Ã„nderunge in der simulierten Eis- 
dicke. Der Grund dafÃ¼ liegt darin, daÂ sich die beteiligten WÃ¤rmeflÃ¼s fast zu 0 
ausgleichen - der NettoÃ¼berschu bzw. das Nettoenergiedefizit, das die thermody- 
namischen Ã„nderunge des Eisvolumens verursacht, ist etwa zwei GrÃ¶flenordnunge 
kleiner als die einzelnen WÃ¤rmeflÅ¸ss die in die Energiebilanz eingehen.13 
Diese hohe SensitivitÃ¤ ist eine inhÃ¤rent Eigenschaft thermodynamischer Meer- 
eismodelle, die auf einer Energiebilanz beruhen. Verglichen mit rein thermodyna- 
mischen Modellen ist die SensitivitÃ¤ dynamisch-thermodynamischer Modelle ge- 
genÃ¼be thermodynamischen AntriebsgrÃ¶ae und Parametrisierungen verringert, 
aber immer noch e rheb l i c l~~~ .  Alle auf einer Energiebilanz beruhenden Meereismo- 
delle bedÃ¼rfe daher einer empirischen Anpassung der Modellparameter, um einen 
zyklostationÃ¤re Gleichgewichtszustand mit einer realistischen Eisdicke zu erreichen. 
13Se~~sitivitÃ¤tsstudie mit  einem rein thermodynamischen Modell (Maykut und Untersteiner, 
1971) zeigen, daÂ bereits eine ErhÃ¶hun des ozeanischen WÃ¤rmeflusse von 2W/1n2 auf SI-V/m2 
zum (unrealistischen) vÃ¶llige Schmelzen der Eisdecke fÃ¼hrt Diese Variation des WÃ¤rmefiusse 
betrÃ¤g weniger als ein halbes Prozent der einfallenden solaren Einstrahlung R s L .  
^Die Untersuchungen Fischers (1995) mit einem dynamisch-thermodynamischen Meereismodell 
des Weddellmeers zeigen, daÂ bereits eine Variation der Lufttemperatur um 0.7OC eine Ã„nderun 
des gesamten Eisvolun~ens um 10% bewirkt. Die Simulationen fÅ¸ die Arktis zeigen eine Ã¤hnlic 
hohe SensitivitÃ¤t 
34 ICAPITEL 2. PHIfSII< DES MEEREISMODELLS 
Eine bessere Beschreibung des Meereises kÃ¶nnt darin bestehen, das Konzept der 
Energiebilanz aufzugeben zugunsten eines umfassenderen Ansatzes, der das Meereis 
nicht, als selbstÃ¤ndige Syst,em, auf das Ã ¤ d e r  EinflÃ¼ss einwirken, sondern als Kom- 
ponente in1 Klimasystem beschreibt, deren Entwicklung durch die Wechselwirkung 
mit den anderen Klimakomponenten beschrieben ist. 
Einen erst,en Ansatz in dieser Richtung zeigt Thorndike (1992) auf: In seinem 
einfachen, eindimensionalen Eis-AtmosphÃ¤.ren-Model wird die langwellige Strahlung 
aus der Annahme abgeleitet, daÂ sich die Atnlosphare im Strahlungsgleichgewicht 
mit  der EisoberflÃ¤ch befindet. Die langwellige Strahlung ist hier nicht mehr ein 
selbstÃ¤ndiger von auÂ§e vorgegebener Term in der Energiebilanz, sondern eine in- 
terne Variable des Modells, die die Wechselwirkung zwischen AtmosphÃ¤r und Eis 
berÃ¼cksichtigt LaÂ§ sich eine analoge Beschreibung auch fÃ¼ die anderen Terme 
der Energiebilanz finden, kÃ¶nnt dies zu einer deutlich verbesserten Beschreibung 
der Thermodynanlik fÃ¼hren in dem durch BerÃ¼cksichtigun der RÃ¼ckkopplungspro 
zesse die Mode1lsensitivitÃ¤. gegenÃ¼be Ã¤uÂ§er AntriebsgrÃ¶i3e und Modellparame- 
tern eventuell deutlich reduziert werden kann. 
Kapitel 3 
Rheologie 
3.1 Beitrag der internen KrÃ¤ft zur Eisdrift 
Windantrieb und OzeanstrÃ¶munge erzeugen die Drift des Meereises. Diese Drift 
wird bei einer kompakten Eisdecke durch interne KrÃ¤ft im Eis gebremst, die in 
der Wechselwirkung verschiedener Komponenten der Eisdecke wirksam werden, 
z. B. beim Zerbrechen der Packeisdecke in Schollen und bei Kollisionen der Schol- 
len, in denen sie sich Å¸bereinanderschiebe (),RaftingLL) oder PrefieisrÃ¼cke bilden 
(,,Ridginga). Unter winterlichen Bedingungen, wenn eine dicke, kompa,kte Eisdecke 
den polaren Ozean bedeckt, kÃ¶nne die internen Krafte die Eisdrift nahezu zum 
Erliegen bringen und stellen dann einen der wichtigsten Terme in der Impulsbilanz 
des Meereises dar. 
Bei der Beschreibung der internen Krafte in Modellen ist zu berÃ¼cksichtigen daÂ 
fÃ¼ die groflskalige Eisdrift auf einer LÃ¤ngenskal von 10Okm die relevanten KrÃ¤ft 
durch da,s sta,tistische Mittel der Wechselwirkungen der i. a. groflen Anzahl von 
Schollen auf einer FlÃ¤ch von 104 km2 bestimmt sind. Auf FlÃ¤che diesen Ansmafies 
lassen sich mit den verfÃ¼gbare Methoden keine direkten experimentellen Messungen 
dieser KrÃ¤ft durchfÃ¼hren. 
Die Wirkung der internen KrÃ¤ft auf die Eisdrift ist jedoch deutlich erkennbar 
und mithilfe von Driftstationen, Driftbojen und Fernerkundungsverfahren experi- 
mentell meÂ§bar was eine indirekte Bestimmung der internen KrÃ¤ft und die Opt,i- 
mierung ihrer Beschreibung in dynamischen Meereismodellen erlaubt (Drinkwater et 
al., 1995). WÃ¤hren Eisschollen ohne Wechselwirkung mit anderen Schollen durch 
die ),freie Drift" 
7-a + ~ Ã £  + Kc = 0 (3.1)  
als Balance der AntriebskrÃ¤ft aus AtmosphÃ¤r und Ozean unter BerÃ¼cksichti 
gung der Corioliskraft beschrieben werden kÃ¶nnen zeigt die Drift stark wechsel- 
wirkender Schollen ein deutlich anderes Verhalten, nÃ¤mlic eine gebremstje Eisdrift, 
deren Richtung nur noch schwach mit der Windrichtung korreliert ist.2 
'Kleinskalig durchgefÃ¼hrt Messungen an einzelnen Eisschollen liefern keine ausreichende Aus- 
kunft Ã¼be die grokkal ig  wirksamen Krafte in der Eisdecke. 
'Die NÃ¤herun der freien Drift wird oft bei der Unt,ersuchung von Bojentrajektorien angewendet 
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3.2 Interne KrÃ¤ft in dynamischen Eismodellen 
Die einfachsten dynamisc,hen Meereismodelle (z. B. Nikiforov e t  al., 1967) ver- 
nachlÃ¤ssige die internen KrÃ¤ft und verwenden die NÃ¤herun 3.1 der freien Drift. 
FÃ¼ kurze Zeit,rÃ¤um und begrenzt auf Regionen schwacher interner KrÃ¤ft kann 
diese NÃ¤herun durcha,us die Eisdrift beschreiben. Groflskalige Klimamodelle je- 
doch, die Ã¼be mehrere Jahre oder lÃ¤nge integrieren, enthalten stets Regionen kon- 
vergenter Eisdrift, in denen das Meereis akkumuliert. Beobachtungen zeigen, daÂ 
in Gebieten mit kompalit,er, mehrere Meter dicker Eisdecke weitere Konvergenz der 
Eisdrift ka,um mÃ¶glic ist,. Die hier auftretenden internen Krafte verhindern ein un- 
begrenztes Anwachsen der Eisdicke, das bei freier Drift nach Gl. 3.1 gegeben wÃ¤re 
Deshalb muÂ auch in grofiskaligen Modellen eine Kraft eingefÃ¼hr werden, die das 
Meereis hemmt, in Regionen dicker, kompakter Eisdecke weiter einzustrÃ¶men 
Die einfachst,en AnsÃ¤tz (Campbell, 1964; Parkinson und Washington, 1979) 
zur Beschreibung dieser Kraft fÃ¼hre die willkÃ¼rlich Setzung ein, daÂ die Eisdrift 
vollstÃ¤ndi zum Erliegen kommt, sobald die Eisdicke einen vorgegebenen Grenz- 
wert Å¸berschreitet Als Erweiterung dieses Ansatzes lÃ¤Â sich die Unterscheidung 
einfiihren, daÂ die Eisdrift nur bei konvergenter Bewegung stoppt, wÃ¤,hren bei Di- 
vergenz freie Drift angenommen wird. Annahmen dieser Art definieren die internen 
KrÃ¤.ft ausschlieÂ§lic Ã¼be ihre vorgesehene Wirkung auf die Eisdriftgeschwindigkeit 
und ent,halten kein physikalisches Modell der Eisdynamik. 
Das BedÅ¸rfni nach einer physikalischen Theorie der internen Krafte im Meereis 
entstand Mitte der 70er Jahre, als im Arctic Ice Dynamics Joint Experiment (AID- 
JEX) eine Driftstation im arktischen Meereis mit umfassenden Messungen der Eis- 
dynamik und des atmosphÃ¤rische und ozeanischen Antriebs durchgefÃ¼hr wurde.3 
Die seitdem verbreiteten physikalischen Modelle der internen KrÃ¤ft 
setzen diese als Divergenz eines Spannungstensors o- an. D ( Â £  ist eine Funktion 
des Deformationsratentensors 6 = V U ,  der die rÃ¤umliche Ableitungen der Driftge- 
schwindigkeit enthÃ¤l (Kap. 3.3). Die Deformationsrate 6 ist eine kinematische, die 
interne Spannung o- eine dynamische GrÃ¶Â§ Die Verbindung zwischen Kinematik 
und Dynamik wird durch ein Rheologiegesetz o-=o-(6) beschrieben. Die verschiede- 
nen Modelle der Meereisrheologie unterscheiden sich darin, welcher Zusammenhang 
zwischen Spannungstensor ~ ( 6 )  und Deformationsrate i angenommen wird. 
Die Bewegung des Meereises kann heute mit  Fernerkundungsaufnahmen und 
Driftbojen kontinuierlich und flÃ¤chendecken beobachtet werden. Die auf das Meer- 
eis wirkenden KrÃ¤ft sind wesentlich schwieriger zu messen, da  sie nicht nur das 
Meereis, sondern dessen Wechselwirkung mit der AtmosphÃ¤r und dem Ozean be- 
trachten mÃ¼ssen Diese dufwendigen Messungen sind in der Regel auf kurze Perioden 
in ausgewÃ¤hlte rÃ¤umliche Regionen beschrÃ¤nkt 
(Kottmeier  und Sellmann, 1995). Aus der Abweichung der Bojendrift von der freien Drift kann 
ein Hinweis auf die Wirkung der internen Krafte erzielt werden. 
31111 Rahmen dieses Pojekt,es wurden U .  a .  von Coon,  Maykut ,  Pri tchard,  Rot,hrock und Thorn- 
dike (1974) physikalische Modelle der Meereisdynamik erstellt,  die int,erne Krafte enthalten. 
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3.3 Kinematik des Meereises 
Die Kinematik des Meereises beschreibt dessen Bewegung in Raum und Zeit (Eis- 
drift), ohne auf die KrÃ¤ft einzugehen, die diese Bewegung erzeugen. Die physikali- 
sche Bestimmung dieser KrÃ¤ft ist der Gegenstand der Dynamik des Meereises. Im 
folgenden werden zunÃ¤chs die kinematischen GrÃ¶Â§ zur Beschreibung der Eisdrift 
vorgestellt .4 
Der Tensor erster Stufe (Vektor) X = (xl,  X^)  bezeichnet einen rÃ¤umliche Punkt 
auf der ErdoberflÃ¤che Die Geschwindigkeit U = (ul,  uy) mit 
ist die zeitliche Ableitung des Ortes und ebenfalls ein Tensor erster Stufe. Der 
Index z E {1, 2} bezeichnet die rÃ¤umlich Dimension. Die rÃ¤umliche Ableitungen 
der Geschwindigkeit werden durch den Geschwindigkeitsgradienten V U mit den 
Iiomponenten 
angegeben, der einen Tensor zweiter Stufe darstellt. Er kann in einen sym- 
metrischen Anteil i und einen antisymmetrischen Anteil H zerlegt werden, so daÂ 
V u = Â £ + H m i  
und H beschreiben zwei verschiedene BeitrÃ¤g zum Bewegungszustand: Der 
Tensor der Deformationsrate i beschreibt die rotationsfreie Deformation, wahrend 
die WirbelstÃ¤rk (Vorticity) H die deformationsfreie Rotation angibt, die der eines 
starren FestkÃ¶rper entspricht. Unter der hier auf das Meereis angewendeten Grund- 
annahme der Fluiddynamik, daÂ interne KrÃ¤ft stets mit einer FormverÃ¤nderun 
verbunden sind, trÃ¤g ausschlieÂ§lic der symmetrische Tensor der Deformationsrate 
i zu den internen KrÃ¤fte bei, nicht aber der antisymmetrische Vorticitytensor H. 
Wahrend der Geschwindigkeitsgradient V U vier unabhangige Komponenten be- 
sitzt, hat i aufgrund der Symmetrieeigenschaft i,, = iÃ nur drei linear unabhÃ¤ngig 
Elemente. Aus der Symmetrie von i folgt ferner, daÂ dieser Tensor auf Hauptachsen- 
form transformiert werden kann, so daÂ er bezÃ¼glic der Hauptachsen durch nur zwei 
unabhangige Iiomponenten beschrieben wird, welche die gegenÃ¼be einer Rotation 
des Koordinatensystems invarianten Eigenschaften des Tensors i ausdriicken. c~bli- 
cherweise verwendet man zur Charakterisierung der Deformationsrate der Eisdrift 
'Eine gute Einfiihrung in die Kontinuumsmechanik geben z. B. Spurk (1989) und  Long (1964). 
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die Invarianten5 
wobei der Dcviator 2' des Deformationsratentensors 2 durch 
definiert ist (siehe auch Anhang B) .  Die GrÃ¶Â ist die Divergenz der Eisdrift- 
geschwindigkeit und ist ein MaÂ fÃ¼ die Expansion bzw. Kompression der FlÃ¤ch V 
eines zwcidi~nensionalen KÃ¶rper unter Beibehaltung seiner geometrischen Propor- 
tionen: 
Hingegen ist die GrÃ¶Â ein MaÂ fÃ¼ die FormverÃ¤nderunge eines zweidimen- 
sionalen KÃ¶rpers bei denen sich seine Flache V nicht Ã¤nder (Scherdeformation). 
Ein MaÂ fÃ¼ die gesamte Rate der Deformation des KÃ¶rper ist der Betrag der De- 
formationsrate 
Â£=$]+i] . (3.10) 
Das VerhÃ¤ltni der Beitrage von Scherdeformation und Divergenz zur gesamten 
Deformation lÃ¤Â sich durch das VerhÃ¤ltni iII/iI ausdrÃ¼cken das zweckmaiger- 
weise als der ,,Deforn~ationswinkel" 
angegeben wird. Die Inva,rianten von Â lassen sich somit Ã¤quivalen durch (21, 
in kartesischer Darstellung oder durch ( I â ‚  0) in Polarkoordinaten darstellen. 
Nach der in der Meereisphysik Ã¼bliche Konvention (siehe z. B. Rothrock et 
al., 1980) ist der Deformationswinkel 0 in1 Intervall zwischen 0' und 180' definiert. 
Reine Divergenz wird durch 0 = 0Â° reine Konvergenz durch 0 = 180' angezeigt. 
Liegt weder Divergenz noch Konvergenz vor, so daÂ die Deformation des Meereises 
flÃ¤chenerhalten ist, dann ist der Deformationswinkel 0 = 90'. 
Der Nut,zen der kinematischen GrÃ¶Â§ (Iil, 0 )  liegt darin, daÂ sie zwei koordina- 
t,ensystemunabhÃ¤ngig Eigenschaften der Eisdrift beschreiben, nÃ¤mlic den Gesamt- 
betrag der Deformation eines MeereisflÃ¤chenelement und die Art der Deformation, 
die flachenverÃ¤ndern (Divergenz oder Konvergenz) oder flachenerhaltend (Scherde- 
formation) sein kann. Die Invarianten ([Â£I 0) sind wichtige GrÃ¶Â§ fÃ¼ den Vergleich 
der Kinematik des Eises in Simulation und Beobachtung (Kapitel 5). 
'Welches Paar  unabhÃ¤ngige Gr6ÃŸe verwendet wird, ist eine Frage der Konvention (AIDJEX 
Reports). Aus jedem solchen Paar kann eine beliebige Anzahl weiterer Paare abgeleitet werden, die 
ebenfalls die invarianten Eigenschaften von & ausdrÃ¼cken Wenn (U,  b) die invarianten Eigenschaften 
des Tensors i beschreibt, dann  leistet dies beispielsweise auch (U + b ,  b - U ) .  
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Abbildung 3.1: Die AbhÃ¤ngigkei der EisltÃ¤rt P von der Ezskonzenf~ation A n,ach, 
dem exponentiellen Ansatz P exp(-Cf1 - A))  mit C = 20. Erst bei Eiskonzen- 
trationen Ã¼be 90% weist das Meereis eine groflskalig bedeutsame HÃ¤rt auf.  
3.4 Plastische Rheologie 
Der Zusammenhang zwischen der dynamischen GrÃ¶Â des Spannungstensors o- und 
der kinematischen GrÃ¶Â des Deforma,tionsratentensors i wird durch ein Rheologie- 
gesetz 
o-ij = 2?7& + ((C - T/)(& + Â£22  - p/2)6ij (3.12) 
mit i, j E {1,2} definiert (Hibler, 1979). Hierbei ist i der bereits in Gl. 3.5 
definierte Tensor der Deformationsraten, 7 die ScherviskositÃ¤t C die ViskositÃ¤ fÃ¼ 
Volumenkompression, P die EishÃ¤rt und Sij das Kroneckersymbol. 
Das Rheologiegesetz Gl. 3.12 ist zunÃ¤chs ein formaler, auf sehr viele Fluide an- 
wendbarer Zusammenhang, der auf das Reiner-Rivlin-Fluidmodell zurÃ¼ckgeh (siehe 
Ip, 1993). Erst die spezielle Definition der ViskositÃ¤te und 7 und der EishÃ¤rt P 
charakterisiert ein bestimmtes Verhalten des Fluids, z. B. viskoses oder plastisches. 
Die Untersuchungen des AIDJEX-Experimentes zeigen, daÂ das Meereis sich im 
allgemeinen als plastisches Medium verhÃ¤l (AIDJEX Reports). WÃ¤hren bei diver- 
genter Eisdrift keine nennenswerten internen KrÃ¤ft beobachtet werden, setzt das 
Eis Konvergenz und Scherung erheblichen Widerstand entgegen. Die beobachtete 
StÃ¤rk dieses Widerstands ist weitgehend unabhÃ¤ngi von der Geschwindigkeit der 
Deformation, der Deformationsrate i. Dies wird darauf zuriickgefuhrt, daÂ das Eis 
den Grenzwert der internen Spannung erreicht hat, bei dem es bricht und durch pla- 
stische Verformung nachgibt. Aufgrund dieser Beobachtungen wird im folgenden, 
wie bereits bei Hibler (1979), im Regelfall ein plastisches Verhalten der Eisdecke 
angenommen. 
Bei einer sehr kleinen Deformationsrate, bei der die interne Spannung nicht den 
zum Aufbrechen der Eisdecke erforderlichen Wert erreicht, ist die Annahme plasti- 
schen Verhaltens jedoch nicht mehr physikalisch sinnvoll, und die plastische Rheo- 
logie ist dann auch numerisch nicht mehr anwendbar. FÅ¸ diesen Sonderfall ist eine 
Modifikation der Rheologie erforderlich, bei der viskoses Verhalten angenommen 
wird. Durch eine hier neu eingefÃ¼hrt Regimefunktion (Gl. 3.28) kann eine bessere 
Behandlung dieses Falls als im ursprÃ¼ngliche Modell Hiblers (1979) erzielt werden. 
Bei plastischer Verformung ka,nn die interne Spannung einen maximalen Wert, 
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der durch die EishÃ¤rt P beschrieben wird, nicht Ãœberschreiten erreicht die interne 
Spannung den Wert der EishÃ¤rte bricht das Eis und gibt durch plastische Verfor- 
mung nach. Diese EishÃ¤rt hÃ¤ng vom Zustand der Eisdecke ab: Die internen KrÃ¤ft 
im Eis wirken nur bei hohen Eiskonzentrationen, wenn die Eisdecke geschlossen ist 
oder aus einen1 dicht gepackten Schollenfeld besteht, so daÂ den Schollen bei Kol- 
lisionen keine grÃ¶Â§er FlÃ¤che offenen Wassers zur VerfÃ¼gun stehen, in die sie 
ausweichen kÃ¶nnten Die EishÃ¤rt nimmt auÂ§erde mit der Dicke der Eisschollen 
zu. 
Wie im folgenden gezeigt, muÂ die fÃ¼ den idealplastischen Fall gegebene Defi- 
nition der EishÃ¤rt P fÃ¼ den Sonderfall sehr kleiner Deformationsrate modifiziert 
werden. PP bezeichne die bei idealplastischem Verhalten gegebene Eisharte und P 
die bei einer bestimmten Deformationsrate vorliegende Eisharte. Im hier zunÃ¤chs 
betrachteten Normalfall verhÃ¤l sich das Eis nahezu idealplastisch, so daÂ P w PP 
gilt. Hier wird fÃ¼ die EishÃ¤rt im Falle plastischer Verformung der in der groÂ§ 
skaligen Meereismodellierung oft verwendete Ansatz von Hibler (1979)6 
Pp(h,  A) = P' h exp(-C(1 - A)) (3.13) 
benutzt, der sie als lineare Funktion der Eisdicke h und als exponentielle Funk- 
tion des FlÃ¤chenanteil offenen Wassers (1 - A) ansetzt, so daÂ spÃ¼rbar interne 
KrÃ¤ft erst bei hohen Eiskonzentrationen auftreten (Abb. 3.1). Die Werte der hier 
auftretenden empirischen Konstanten P* und C werden in Kapitel 3.6 diskutiert. 
Da der Tensor Â seiner Definition nach symmetrisch ist, folgt aus der Definition 
3.12, daÂ auch der Spa,nnungstensor a symmetrisch ist und durch Hauptachsen- 
transformation auf Normalform gebracht werden kann, wobei die Richtungen der 
Hauptachsen von i und U Ãœbereinstimmen a wird durch die beiden Invarianten 
(Rothrock, 1975) 
charakterisiert, wobei der Deviator er' des Spannungstensors er 
ist. ur ist ein Mai3 fiir die Spannungen durch Volumenkompression bei konver- 
genter Eisdrift, wÃ¤hren er11 die StÃ¤rk der Scherspannungen angibt. Unter Verwen- 
dung der Invarianten des Spannungstensors er und des Deformationsratentensors i 
lÃ¤Â sich das Rheologiegesetz Gl. 3.12 in der einfachen Form 
6Alternativen zu dem empirischen Ansatz 3.13 wurden bislang kaum getestet. Ein Beispiel gibt 
Loewe (1990), der Pp(h, A) = P* . (h2/3) exp(-C(l - A)) vorschlÃ¤gt 
3.4. PLASTISCHE RHEOLOGIE 
Abbildung 3.2: Bruchkurven zweier Meereisrheologien: Die Ellipse mit einer Ex- 
zentrizitÃ¤ e = 2 (dicke Linie) nach Hibler (1979) und die Sinuslinse (dÃ¼nn Linie) 
nach Bratchie (1984). 
darstellen. Die beiden Invarianten 07 und ur1 spannen den zweidimensiona- 
len Raum der SpannungszustÃ¤nd auf. FÃ¼ plastisch verformbare Medien kann 
die interne Spannung einen maximalen Wert nicht Ã¼berschreiten der durch eine 
Bruchkurve' 
im Spannungsraum beschrieben wird. Zwei Beispiele fÃ¼ Bruchkurven sind in 
Abb. 3.2 gezeigt. Im Falle plastischer Verformung wird ein Zustand auf der Bruch- 
kurve, bei Spannungen unterhalb der Bruchgrenze innerhalb der Kurve eingenom- 
men. ZustÃ¤nd auoerhalb der Bruchkurve kÃ¶nne nicht auftreten. 
Die ,,genaueUs Form der Bruchkurve ist nicht bekannt, doch lÃ¤Â sich ihre un- 
gefÃ¤hr Form aus den Messungen z. B. des AIDJEX-Projekts ableiten: Um die 
beobachteten Eigenschaften des Meereises zu beschreiben, geringen Widerstand ge- 
gen Divergenz, jedoch erheblichen Widerstand gegen Konvergenz und Scherung zu 
leisten, muÂ die Bruchkurve etwa von der Form der beiden in Abb. 3.2 gezeigten 
Kurven sein. Auch Modelle, die von einfachen geometrischen Formen der Eisschol- 
len ausgehen (Hibler, 1977; Bratchie, 1984, Ukita und Moritz, 1995), sagen Ã¤hnlich 
' ~ i e  Bruchkurve (engl. ,,yield curve") wird auch als FlieÃŸkurv bezeichnet. In dieser un- 
terschiedlichen Namensgebung spiegelt sich wieder, daÂ die Rheologie als Lehre von zÃ¤hflÃ¼ssig 
Medien mit dem Ubergangsbereich zwischen FestkÃ¶rper und Fluiden befaÃŸ ist. 
8Der groBskalige Kontinuumsansatz, der Meereis als ein plastisches Medium voraussetzt, ist 
lediglich eine Approximation zur Beschreibung des Meereises, das auf kleinen Skalen aus sehr 
unterschiedlich geformten Schollen besteht. Je nach Beschaffenheit des Meereises variiert damit die 
Form der Bruchkurve, die das jeweilige plastische Verhalten optimal beschreibt. FÃ¼ groÃŸskalig 
Modelle, deren Rheologie nicht vom kleinskalig vorfindlichen Zustand der Eisdecke abhÃ¤ngt ist 
diejenige Bruchkurve zu suchen, die im statistischen Mittel Ã¼be alle simulierten Prozesse die 
realistischste Simulation erlaubt. In diesem Sinne ist die Bruchkurve eine empirische GrÃ¶ÃŸ 
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Bruchkurven voraus. In1 folgenden wird die elliptische Bruchkurve 
nach Hibler (1979) verwendet.' Die ExzentrizitÃ¤ e der Ellipse ist ein empirischer 
Parameter, der nach Hibler (1979) auf den Wert 2 gesetzt wird (Kapitel 3.6). Mit 
der Wahl der elliptischen Bruchkurve sind die ViskositÃ¤te als 
festgelegt. Der darin auftretende Ausdruck 
ist ein kinematisches MaÂ fÃ¼ die gesamte Deformation der Eisdecke. A(Â£ hangt 
nur von den Invarianten e r  und & des Tensors der Deformationsrate i ab und ist 
somit unabhÃ¤ngi von der Wahl des Koordinatensystems. Durch die darin einge- 
hende ExzentrizitÃ¤ e der elliptischen Bruchkurve wird die unterschiedliche Starke 
der Beitrage von Konvergenz und Scherung zur internen Spannung berÃ¼cksichtigt 
Durch Einsetzen der Viskositaten nach Gl. 3.19 und 3.20 in das Rheologiegesetz 
(Gl. 3.16) ist leicht nachzurechnen, daÂ damit ein Zustand auf der elliptischen Bruch- 
kurve (Gl. 3.18) eingenommen wird. 
chliefiungshypothese und obergangsregime 
Einer Sonderbehandlung bedarf der Fall, in dem die Komponenten der Deforma- 
tionsrate sehr klein werden und im Extremfall gegen 0 gehen. Dann gehen auch 
die Invaria,nten E I  und iII sowie der Ausdruck A ( i )  nach Gl. 3.21 gegen 0, und 
die Viskositaten ( (Gl. 3.19) und V (Gl. 3.20) werden unendlich grofl. Dieses nu- 
merische Problem ist eine Folge dessen, daÂ bei sehr kleinen Deformationsraten die 
Annahme plastischen Verhaltens des Meereises nicht mehr physikalisch sinnvoll ist: 
Findet keine nennenswerte Deformation der Eisdecke statt ,  so treten auch keine 
so hohen internen Spannungen auf, daÂ die Bruchgrenze erreicht wird. Zur Be- 
schreibung dieses Grenzfalls, in dem das plastische Regime verlassen wird, ist eine 
Schlieflungshypothese erforderlich. 
giVacl~ Ip (1993) und Hibler (pers. Mitteilung, 1994) liefern andere Bruchkurven Ã¤hnliche 
Form z. T. ebenso gute Ergebnisse wie die Ellipse nach Hibler (1979). Insbesondere die Sinuslinse 
(Bratchie, 1984) zeigt ein gutSes numerisches LÃ¶sungsverhalten Die Suche nach der optimalen 
Bruchkurve wird derzeit intensiv vom SIOM (Sea Ice - Ocean Modeling) Panel im ACSYS (Arctic 
Climate System Study)-Projekt unter Beteiligung des Autors betrieben. 
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Bereits im ursprÃ¼ngliche Modell Hiblers (1979) ist bei sehr kleiner Deforma- 
tionsrate eine Abweichung von plastischem Verhalten vorgesehen, indem die Visko- 
sitaten durch die zusÃ¤tzlich BeschrÃ¤nkun 
C 5 Cmax (3 .22)  
nach oben begrenzt werden. Gl. 3.20 gewÃ¤hrleistet daÂ mit der BeschrÃ¤nkun 
von C zugleich auch 7 begrenzt wird. Soll die BeschrÃ¤nkun der ViskositÃ¤te wie 
bei Hibler (1979) von der EishÃ¤rt P abhÃ¤ngi sein, so kann die Begrenzung nach 
Gl. 3.22 als 
P 
A > Amin = - (3 .23)  2 Cmax 
angesetzt werden. Durch die Begrenzung der ViskositÃ¤te auf endliche Werte 
tritt das numerische Problem unendlich hoher ViskositÃ¤te bei verschwindender De- 
formationsrate nf-cht mehr auf. Das Modell enthalt somit zwei mÃ¶glich Regimes: 
FÃ¼ A > Amin liegt plastisches Verhalten, fÃ¼ A < Amin dagegen linear-viskoses 
Verhalten mit konstanten ViskositÃ¤te vor. Der Ãœbergan erfolgt sprunghaft beim 
Grenzwert Ann. 
Diese Behandlung des viskosen Falls bei sehr kleiner Deformationsrate nach 
Hibler (1979) ist eine ad hoc-Annahme zur Vermeidung numerischer Komplikatio- 
nen, die weder theoretisch noch experimentell fundiert ist. Nach diesem Ansatz ist 
im Grenzfall verschwindender Deformationsrate die interne Spannung 
P 
lim q = -- 2 lim q~ = 0 A-0 A-0 (3.24)  
nicht 0 ,  sondern durch den Druckterm -P12 gegeben, der eine Kraft 
1 lim F = --VP 
A-0 2 
beschreibt. Eine solche Kraft, die bei ruhender Eisdecke ohne Deformation das 
Eis diffusionsartig auseinandertreiben wÃ¼rde wird jedoch nicht beobachtet. A d e r -  
dem fÃ¼hr dieser Druckterm nach Ip (1993) dazu, daÂ dieses Modell unrealistisch oft 
ein vÃ¶llige Erliegen der Eisdrift prognostiziert, bei der die interne Kraft die auoeren 
AntriebskrÃ¤ft aufhebt. 
Die im folgenden verwendete Annahme, daÂ bei verschwindender Deformations- 
rate auch die internen Spannungen verschwinden, liefert eine physikalisch sinnvollere 
Beschreibung des viskosen Falls als der Ansatz Hiblers (1979).  Dazu muÂ auÂ§e den 
ViskositÃ¤te C und auch der Druckterm -P12 im Spannungstensor modifiziert 
werden, so daÂ er im viskosen Fall gegen 0 strebt. HierfÃ¼ wird eine Regimefunktion 
r p  eingefÃ¼hrt die den Zusammenhang zwischen der tatsÃ¤chliche EishÃ¤rt P und 
der EishÃ¤rt PP des idealplastischen Falls (GI. 3.13) vermittelt: 
Die Regimefunktion r Ã £ ( A  ist eine stetige, monoton wachsende Funktion mit 
dem Wertebereich [O, 11. FÃ¼ idealplastisches Verhalten ist rp  = 1, fÃ¼ linear-viskoses 
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Abbildung 3.3: Zwei AnsÃ¤tz fÃ¼ die Regimefunktion r p :  Der sprunghafte Ãœbergan 
viskosen Verhaltens in plastisches nach Hibler (1979) (dicke Linie) und der hier 
neu eingefÃ¼hrt kontiniuierliche Ãœbergan (dÃ¼nn Linie) nach Gl. 3.88. Die beiden 
AnsÃ¤tz unterscheiden sich nur i m  Ãœbergangsbereic A/A& w 1 und nÃ¤her sich 
fÃ¼ A/Amin + 0 und A/Amin -+ CO einander asymptotisch an. 
Verhalten dagegen r p  = 0. Eine mÃ¶glich Regimefunktion, die einen sprunghaften 
Wechsel vom linear-viskosen ins plastische Regime analog zu Hibler (1979) auch auf 
die EishÃ¤rt P Ã¼bertrÃ¤g wÃ¤r 
Ein gleitender Ãœbergan anstelle eines sprunghaften ist jedoch eine angemes- 
senere Beschreibung in grooskaligen Modellen: Die Deformationsrate ist hier das 
Mittel Ã¼be grÃ¶fler FlÃ¤chen in denen lokal zum Teil hÃ¶her Deformationsraten mit 
ausgeprÃ¤g plastischem Materialverhalten, zugleich aber auch geringere Deformati- 
oisraten mit viskosem Verhalten vorliegen. Dieser gleitende RegimeÃ¼bergan wird 
durch die im folgenden verwendete Regimefunktion 
gut reprÃ¤sentier (Abb. 3.3). FÃ¼ A -+ m liegt idealplastisches, fÃ¼ A = 0 linear- 
viskoses Verhalten vor. FÃ¼ alle endlichen Werte A > 0 ist das Materialverhalten 
weder rein plastisch noch linear-viskos, sondern eine Mischung, die als nichtlinear- 
viskos bezeichnet wird, da die ViskositÃ¤te Ã¼be die Regimefunktion nichtlinear von 
A abhÃ¤ngen In ausgeschriebener Form sind die ViskositÃ¤te und die EishÃ¤rt mit 
der Regimefunktion nach Gl. 3.28 
PP 
' = 2(A + Amin) 
n = PP 2e2(A + Amin) 
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Die EinfÃ¼hrun des Parameters Amm > 0 gewÃ¤hrleistet daÂ die Nenner dieser 
drei Gleichungen nicht 0 werden kÃ¶nnen womit das numerische Problem des plasti- 
schen Modells im viskosen Fall behoben ist. Die EishÃ¤rt wird fÃ¼ kleine Deforma- 
tionsraten im selben MaÂ§ reduziert wie die ViskositÃ¤ten so daÂ auch im viskosen 
Regime der Spannungszustand stets auf einer Ellipse liegt, die allerdings kleiner als 
im idealplastischen Fall ist. Dies ist die Fortsetzung des plastischen Verhaltens in 
das viskose Regime bei ErfÃ¼llun der Forderung, daÂ die interne Spannung hier fÃ¼ 
verschwindende Deformationsraten gegen 0 gehen muÂ§.1 
Dieser Ansatz hat gegenÃ¼be dem viskos-plastischen Modell Hiblers (1979) ma- 
thematisch einen erheblichen Vorteil : WÃ¤hren bei idealplastischem Verhalten die 
Abbildung der Deformationsrate auf die interne Spannung o- nicht umkehrbar 
ist, da  verschiedene Deformationsraten zu demselben Spannungszustand fÃ¼hren ist 
mit dem nichtlinear-viskosen Ansatz die Beziehung zwischen Deformationsrate und 
interner Spannung ein-eindeutig. 
Physikalisch wird das Materialverhalten im nichtlinear-viskosen Modell durch die 
Wahl des Grenzwertes Amin bestimmt, der den ~ber~angsbere ich  zwischen viskosem 
und plastischem Regime festlegt. WÃ¤hl man Amm hinreichend klein, so daÂ A >> 
A d  in nahezu allen auftretenden FÃ¤lle gilt, so befindet sich das Modell weit im 
plastischen Bereich. Die Abweichung von idealplastischem Verhalten ist hier fÃ¼ 
alle praktischen Zwecke vernachlÃ¤ssigba und kann durch Verringerung von Aniin 
beliebig klein gemacht werden. 
Das nichtlinear-viskose Modell ist somit ein generalisiertes Modell, das idealpla- 
stisches Verhalten als besonderen Grenzfall enthÃ¤lt FÃ¼ hinreichend kleine Wahl 
von Anun kann es somit als verbesserte Implementierung des Modells Hiblers (1979) 
angesehen werden. WÃ¤hl man grÃ¶Â§e Werte fÃ¼ Amm, so tritt viskoses Verhalten 
Ã¶fte oder sogar Ã¼berwiegen auf, was eine noch zu testende Alternative zu den pla- 
stischen Rheologien darstellt. Mit EinfÃ¼hrun der Regimefunktion rp ist es mÃ¶glich 
den gesamten Bereich zwischen viskosem und plastischem Verhalten im Modell ein- 
zustellen und im Vergleich mit beobachteter Eisdrift zu testen. 
3.6 Rheologieparamet er 
3.6.1 Rheologieparameter und Verifikat ionsmÃ¶glichkeite 
In die viskos-plastische Rheologie mit elliptischer Bruchkurve gehen in die internen 
KrÃ¤ft die vier in Tabelle 3.1 aufgefÃ¼hrte Rheologieparameter ein, von denen die 
Eisdrift und darÃ¼be vermittelt die rÃ¤umliche Verteilungen der Eisdicke und der 
Eiswachstumsrate abhÃ¤ngen Die Einstellung geeigneter Werte fÃ¼ die Rheologie- 
parameter ist fÃ¼ eine realistische Simulation wesentlich (Harder, 1994; Fischer und 
' D i e  Probleme mit  dem viskosen Regime wurden bereits von Ip  (1993), Hibler (1994, pers. 
Mitteilung) und Gray und Killworth (1995) erkannt und untersucht. Die EinfÃ¼hrun einer verall- 
gemeinerten Regimefunktion rp und die formale Darlegung, wie mit  ihr ein konsistenter, numerisch 
stabiler, gleitender Ãœbergan zwischen den beiden Regimes beschrieben werden kann, ist dort je- 
doch nicht zu finden und stellt eine neue, wesentliche Verbesserung der bisherigen plastischen 
Modelle dar.  
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Lemke, 1994; Fischer, 1995). 
Rheologieparameter Symbol Wert 
Eisharteparameter 27 500 Nm-2 
ExzentrizitÃ¤ der Bruchkurve e 
Eiskonzentrationsparameter 
Regimeparameter Amin 2 . 1 0 - ~  
Tabelle 3.1: Die Parameter der viskos-plastischen Meereisrheologie mit elliptischer 
Bruchkurve, ihre symbolische Bezeichnung und ihr Wert.  
Die groaskalig wirksamen internen KrÃ¤ft ergeben sich als das statistische Mittel 
vieler klein- und me~osk~liger P ozesse, die nicht flachendeckend simultan beobachtet 
werden kÃ¶nnen Die Rheologieparameter sind daher reine Modellparameter, fÃ¼ die 
keine Methoden einer direkten experimentellen Bestimmung zur VerfÃ¼gun stehen. 
Eine indirekte MÃ¶glichkei der Verifikation der Modellparameter besteht allerdings 
im Vergleich der simulierten Eisdrift mit beobachteten Bojentrajektorien (Kapitel 5). 
3.6.2 EishÃ¤rt 
Der Eisharteparameter P* ist der wichtigste Rheologieparameter, denn er macht 
den wesentlichen Unterschied zu anderen, einfacheren Eisrnodellen aus: Das Meer- 
eis setzt konvergenter Drift einen Widerstand entgegen, der durch die EishÃ¤rt P 
nach den Gin. 3.13 und 3.26 beschrieben wird. Die GrÃ¶Ã der EishÃ¤rt P ist pro- 
portional zu dem konstanten EishÃ¤rteparamete P*. Neben dem Widerstand gegen 
Konvergenz besitzt das Meereis im viskos-plastischen Modell Hiblers (1979) zudem 
ScherkrÃ¤fte die ebenfalls proportional zu P* sind. 
Somit ist der EishÃ¤rteparamete P* die Konstante, die die StÃ¤rk der internen 
KrÃ¤ft bestimmt. Wird P" zu niedrig gewÃ¤hl - im Extremfall P' = 0, so daÂ 
keine internen KrÃ¤ft auftreten -, stapelt sich das Eis schon nach kurzer Zeit in 
Regionen konvergenter Eisdrift zu unrealistisch groÂ§e Eisdicken auf. Wird hingegen 
P* zu hoch angesetzt, so bringen die starken internen KrÃ¤ft die Eisdrift nahezu zum 
Erliegen, und das Modell verhalt sich wie ein rein thermodynamisches (Harder, 1994; 
Fischer, 1995). 
Der Eisharteparameters P* muÃ daher so gewÃ¤hl werden, daÂ das Eis einerseits 
einen spÃ¼rbare Widerstand gegen Konvergenz und Scherdeformation leistet, ande- 
rerseits sich aber in einem rÃ¤umlic recht homogenen Driftgeschwindigkeitsfeld, das 
nur schwache Deformation bewirkt, ungehindert bewegen kann. Der geeignete Wert 
fÃ¼ P* hangt daher vom Antriebsfeld, vor allem vom Wind als Hauptantrieb der 
Meereisdrift, ab. Insbesondere hat Harder (1994) gezeigt, daÂ bei Verwendung von 
Monatsmitteln anstelle tÃ¤gliche Werte fÃ¼ den Windantrieb P* um den Faktor zwei 
reduziert werden muÃŸ Da die mittlere StÃ¤rk der Windschubspannung bei monatli- 
chen statt  t%glichen Werten die erheblichen kurzzeitigen Fluktuationen nicht enthÃ¤l 
und daher deutlich geringer ausfallt, muÂ das Meereis im Modell weicher gemacht 
werden, um vergleichbare Resultate zu erzielen. 
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Die prognostischen Variablen des Modells reagieren unterschiedlich sensitiv auf 
Variationen von P*. Die Eisdriftgeschwindigkeiten und vor allem die daraus abgelei- 
teten Trajektorien variieren schon bei geringen Ã„nderunge des P" deutlich (Harder, 
1994; Fischer, 1995). Die rÃ¤umlich Eisdickenverteilung reagiert schwÃ¤cher nach 
den SensitivitÃ¤tsstudie von Fischer und Lemke (1994) bewirkt erst eine Variation 
des P* um 30% eine Ã„nderun des gesamten Eisvolumens um 10%. Eiskonzentration 
und -ausdehnung, die vor allem durch die Thermodynamik bestimmt sind, zeigen 
sogar noch geringere AbhÃ¤ngigkei von P*. 
3.6.3 Form der Bruchkurve 
Ein weiterer Rheologieparameter ist die ExzentrizitÃ¤ e = ^/ij der elliptischen 
Bruchkurve (Gl. 3.18), die das VerhÃ¤ltni der Volumenkompressionsviskositat C zur 
ScherviskositÃ¤ 7 ausdrÅ¸ckt Bratchie (1984) entwickelt, ausgehend von der Be- 
trachtung eines Feldes wechselwirkender Eisschollen, eine theoretische Ableitung 
der Bruchkurve Gl. 3.17, die auf die Form der Sinuslinse (engl. ,,sine lensLL) 
fÃ¼hrt Zu einem Ã¤hnliche Ergebnis kommen auch Ukita und Moritz (1995). 
Wahrend die Form der elliptischen Bruchkurve (Gl. 3.18) von dem Rheologiepara- 
meter e abh%ngt, ist die Form der Sinuslinse (Gl. 3.32) durch die Theorie festgelegt. 
Es stellt sich heraus, daÂ gerade fÃ¼ die von Hibler (1979) verwendete ExzentrizitÃ¤ 
e = 2 die Ellipse und die Sinuslinse eine sehr Ã¤hnlich Form aufweisen (Abb. 3.2). 
Nach den Untersuchungen von Ip (1993) kÃ¶nne mit beiden Bruchkurven Ã¤hnliche 
realistische Modellergebnisse erzielt werden. 
Bei Verwendung einer elliptischen Bruchkurve ist e = 2 eine sinnvolle Wahl, die 
U. a. durch die umfassende Auswertung der mit Satelliten beobachteten Eisdrift 
durch Stern et al. (1995) gestÃ¼tz ist. Die SensitivitÃ¤tsstudie von Fischer (1995), 
bei denen Simulationen mit verschiedenen Werten fÃ¼ e mit beobachteter Bojendrift 
verglichen werden, bestÃ¤tige dies ebenfalls und zeigen, daÂ e > 1.5 gewÃ¤hl werden 
sollte, damit die ScherkrÃ¤ft an KÃ¼ste nicht zu stark werden. 
3.6.4 Eiskonzentrationsparameter 
Der in die EishÃ¤rt (Gl. 3.13) eingehende Eiskonzentrationsparameter C muÂ so 
gewÃ¤hl werden, daÂ die internen KrÃ¤ft nur bei hohen Eiskonzentrationen A, wenn 
die Schollen in enger Wechselwirkung miteinander stehen, wirksam werden. Wie 
Abb. 3.1 zeigt, ist dies fÃ¼ den von Hibler (1979) angesetzten Wert C = 20 gege- 
ben, der fÃ¼ den Referenzlauf verwendet wird. Nach den SensitivitÃ¤tsstudie von 
Fischer (1995) reagiert das Modell hinsichtlich Eisausdehnung und Eisdicke nicht 
sehr sensitiv gegenÃ¼be Variationen von C. 
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3.6.5 Regimeparameter 
Der in die Regimefunktion rp  (Gl. 3.28) eingehende Parameter Amin unterscheidet 
das plastische vom viskosen Regime. Er bildet eine untere Grenze fÃ¼ das MaÂ der 
Gesamtdeformation A, das von der GrÃ¶Â§enordnu A Ã U / L  ist und somit von der 
Skala der Eisdriftgeschwindigkeit U sowie von der rÃ¤umliche LÃ¤ngenskal L des 
Modells abhÃ¤ngt Soll in Anlehnung an Hibler (1979) in fast allen FÃ¤lle plastisches 
Verhalten auftreten, muÂ 
U 
Amin < - L (3.33) 
gewÃ¤hl werden.'' Ein sinnvoller Wert ist Amin w 1 0 3  U / L, mit dem im fol- 
genden Amin = 2 10-9s-' gesetzt wird. Die Wahl des Werts Amin = 2 lO-'s-l 
entspricht gerade der Begrenzung fÃ¼ die ViskositÃ¤ C < Cma3; = P 5 108s im 
ursprÃ¼ngliche Modell Hiblers (1979) (siehe Gl. 3.22 und Gl. 3.23). 
"Nach Zhang und Hibler (1994, pers. Mitteilung) konvergiert die numerische LÃ¶sun der KrÃ¤fte 
bilanz bei einer ErhÃ¶hun des Wertes von Amin rascher, stellt dann jedoch eine schlechtere NÃ¤he 
rung an ideal-plastisches Verhalten des Meereises dar. 
apitel 4 
ntrieb und Numerik 
4.1 RÃ¤umlich und zeitliche Diskretisierung 
Das in Kapitel 2 vorgestellte kontinuumsmechanische Modell beschreibt die Ent- 
wicklung der das Meereis charakterisierenden Variablen als stetige und beliebig 
oft differenzierbare Funktionen des Ortes und der Zeit. Zur numerischen LÃ¶sun 
wird eine Diskretisierung vorgenommen: FÃ¼ eine endliche Anzahl rÃ¤umliche Git- 
terpunkte werden die physikalischen Gleichungen des Modells Ã¼be eine endliche 
Anzahl diskreter Zeitschritte der LÃ¤ng At integriert. Ableitungen werden durch 
BrÃ¼ch finiter Differenzen approximiert, z. B. 9h/9t w Ah/At. Diese in der nume- 
rischen Modellierung weit verbreitete Diskretisierung wird fÃ¼ dynamische Meereis- 
modelle ausfÃ¼hrlic von Hibler (1979, Anhang A) sowie StÃ¶sse (1992) beschrieben. 
Eine allgemeinere Ãœbersich der numerischen Methoden geben Arakawa und Mesin- 
ger (1976). 
Das Modell arbeitet mit einem tÃ¤gliche Zeitschritt (At = 86400 s), womit eine 
gute zeitliche AuflÃ¶sun des Jahresgangs der Eisbedeckung erzielt wird. Die rÃ¤um 
liche Diskretisierung erfolgt auf einen1 Gitter des B-Typs (Arakawa und Mesinger, 
1976; siehe auch Fischer, 1995), das Abb. 4.1 zeigt. Das Modellgitter deckt die 
gesamte Arktis sowie die angrenzende GrÃ¶nlandse ab. Es verwendet ein sphÃ¤ri 
sches Koordinatensystem, das dem geographischen Koordinatensystem Ã¤hnlich ge- 
genÃ¼be diesem jedoch rotiert ist, um die SingulariÃ¤ am Nordpol zu vermeiden. Die 
rÃ¤umlich AuflÃ¶sun betrÃ¤g 1' (ca. 110 km). Der Nordpol des sphÃ¤rische Modell- 
gitters liegt im Indischen Ozean bei OON 60'0 in geographischen Koordinaten; der 
ModellÃ¤quato verlÃ¤uf entlang der geographischen LÃ¤ngengrad 30Â° (positive x- 
Koordinate) und 150'0 (negative X-Koordinate) durch den geographischen Nordpol, 
durch den auch der 0'-Meridian des Modells geht. 
4.2 Antrieb 
Dem Meereismodell werden explizit zeitabhÃ¤ngig Randbedingungen vorgeschrie- 
ben, die als ),Antriebii bezeichnet werden und die zeitliche Entwicklung der progno- 
stischen Variablen kontrollieren. 
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Abbildung 4.1: Modellgitter fÃ¼ vektorielle GrÃ¶flen Skalare GrÃ–Be sind in der 
Mitte zwischen jeweils vier benachbarten Vektorgitterpunkten definiert (B-Gitter). 
In der Framstrafle markieren Kreise die vier Gitterzellen, an denen der Meereisex- 
port aus dem Arktischen Ozean berechnet wird. 
4.2. ANTRIEB 
Abbildung 4.2: Zeitserie der 2m-Lufttemperatur um Nordpol nach den Analysen des 
ECMWF-Modells i m  Zeitraum 1986-1992. 
4.2.1 AtmosphÃ¤rische Antrieb 
Windfeld 
Der Wind in 10m HÃ¶h sowie die Luft- und Taupunkttemperatur in 2m HÃ¶h werden 
aus den globalen Analysen des EuropÃ¤ische Zentrums fÃ¼ mittelfristige Wettervor- 
hersage (ECMWF) abgeleitet. Die Daten liegen in sechstÃ¼ndige Intervallen fÃ¼ die 
Jahre 1986-1992 komplett vor. FÃ¼ den Modellantrieb werden die vom ECMWF auf 
einem Gitter mit 1.125' AuflÃ¶sun in geographischen Koordinaten gelieferten Ana- 
lysen auf das Modellgitter mit einem bilinearen Ansatz (Harder, 1994) interpoliert, 
der auch zur Simulation von Bojentrajektorien verwendet wird. 
Das Antriebsfeld der Windgeschwindigkeit ua in 10m HÃ¶h wird der LÃ¤ng des 
Modellzeitschritts durch Bildung von Mittelwerten Ã¼be 24 Stunden angepaÂ§t Si- 
mulationen von Drifttrajektorien im Weddellmeer (Harder, 1994; Fischer, 1995) 
unter Verwendung des ECMWF-Windfelds zeigen eine gute Ãœbereinstimmun mit 
beobachteter Drift von Meereisbojen und bestÃ¤tigen daÂ die ECMWF-Analysen des 
Windes ein geeigneter Modellantrieb sind. 
Temperaturfelder 
Die vom ECMWF gelieferten Lufttemperaturen Ta. [K] und Taupunkttemperatu- 
ren Td [K] in 2m HÃ¶h kÃ¶nne dagegen nicht ohne grÃ¶Â§e Korrekturen verwen- 
det werden, was anhand Abb. 4.2 deutlich wird. Dargestellt ist die Zeitserie der 
ECMWF-Luftt,emperatur am Nordpol, die ein reprÃ¤sentative Beispiel fÃ¼ alle pola- 
ren Regionen gibt, die im ECMWF-Modell als meereisbedeckt angenommen werden. 
Man erkennt in Abb. 4.2, daÂ die Temperatur durch klimatologische Monatsmit- 
tel bestimmt ist, von denen nur sehr kleine Abweichungen in der GrÃ–Benordnun 
von 1'C auftreten. Die natÃ¼rlich VariabilitÃ¤ der Lufttemperatur ist nicht enthal- 
ten. Ebenso ist das Festhalten der Temperatur auf einem nahezu konstanten Wert 
wÃ¤hren eines Monats mit plÃ¶tzliche TemperatursprÃ¼nge von mehr als 10Â° bei 
Monatswechseln eine unrealistische Vorgabe. Die LÃ¤ng der Sommerperiode ist mit 
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drei Monaten anderthalb mal so lang wie die beobachtete (Colony et al., 1992). 
Die mittlere Sommertemperatur variiert von OÂ° im Jahr 1986 auf unrealistische 
- 2 O C  im Jahr 1992, was ausschlieÂ§lic numerischen Umstellungen im ECMWF- 
Modell zuzuschreiben ist. Diese UnzulÃ¤nglichkeiten die auch von Kottmeier und 
Sellmann (1995) festgestellt wurden, treten bei Lufttemperatur und Taupunkt glei- 
chermaÂ§e auf. 
Da. zur Zeit keine besseren Antriebsdaten zur VerfÃ¼gun stehen, werden die 
ECMWF-Temperaturdaten einem Korrekturverfahren unterzogen. ZunÃ¤chs wer- 
den quasiklimatologische Monatsmittelwerte fÃ¼ jeden der zwÃ¶l Monate des Jahres 
berechnet, in die jeweils die ECMWF-Daten aus allen sieben Jahren eingehen. Eine 
weitere Korrektur (Colony et al., 1992) besteht darin, daÂ in der Sommerperiode 
vom 15. Juni bis 15. August keine Temperaturen unter dem Gefrierpunkt zugelas- 
sen werden. FÃ¼ den tÃ¤gliche Antrieb werden die Temperaturen linear aus diesen 
quasiklimatologischen Monatsmittelwerten interpoliert. 
Dieses Verfahren beseitigt die kÃ¼nstlich interannuale Drift der Sommertempe- 
raturen und vermeidet TemperatursprÃ¼ng bei Monatswechseln. In den korrigierten 
Daten dauert die Sommerperiode nur noch zwei Monate (15. Juni bis 15. August) 
und steht damit gut in Ãœbereinstimmun mit Beobachtungen (Colony et al., 1992). 
Die in den ECMWF-Daten ohnehin sehr schwa,chen Fluktuationen der Lufttempe- 
ratur sind nun vÃ¶lli unterdrÃ¼ckt Die korrigierten Temperaturdaten stellen einen 
geglÃ¤tteten quasiklimatologischen Jahresgang mit Variationen auf der Zeitskala von 
einem Monat dar, der fÃ¼ alle sieben Jahre gleich ist. 
Trotz dieser Korrektur bleibt die GÃ¼t der Antriebsdaten ungenÃ¼gend Weder 
synoptische Wetterereignisse noch interannuale VariabilitÃ¤ sind reprÃ¤sentiert Dies 
zeigt, daÂ Vorhersagemodelle fÃ¼ die AtmosphÃ¤r eine bessere Beschreibung der 
Bodenrandbedingung (OzeanIMeereis) in polaren Regionen benÃ¶tigen Eine weitere 
Anforderung ist eine einheitliche Reanalyse der Beobachtungsdaten, durch die ein 
konsistenter Antriebsdatensatz ohne kÃ¼nstlich Effekte durch ModellverÃ¤nderunge 
gegeben wÃ¤re 
Wolken und Niederschlag 
FÃ¼ den BewÃ¶lkungsgrad Ac und die Niederschlagsrate Pu, werden rÃ¤umlic kon- 
stante, klimatologische Monatsmittel verwendet, zwischen denen die Werte fÃ¼ die 
einzelnen Tage linear interpoliert werden. Der Datensatz fÃ¼ die BewÃ¶lkun beruht 
auf Ebert und Curry (1993), der fÃ¼ die Niederschlagsrate auf Vowinkel and Orvig 
(1970). 
Solare Einstrahlung 
Die solare Einstrahlung R s L  wird nach der empirischen Formel aus Parkinson und 
Washington (1979) 
'Der BewÃ¶lkungsgra nimmt Werte zwischen 0 fÃ¼ wolkenfreien und 1 fÃ¼ vÃ¶lli bedeckten 
Himmel an.  
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cos2 Z 
= So . 
. (1 - A )  
c o s  Z + 2.7)eu . 10-5 + 1.085 cos 2 + 0.1 (4.1) 
nach Zillman (1972), ergÃ¤nz um die Wolkenkorrektur (1 - A:) nach Laevastu 
(1960), beschrieben. Darin ist So = 1353W/m2 die Solarkonstante, Z der solare 
Zenithwinkel und eÃ der Partialdruck [Pa] des Wasserdampfs in der Luft, der aus 
der Taupunkttemperatur Td berechnet wird (siehe Anhang A). Nach den Standard- 
formeln der Geometrie (Seilers, 1965) ist 
wobei 9 die geographische Breite, 6 die Deklination und a/i den Stundenwinkel 
bezeichnet. FÃ¼ die Deklination 8, deren Wert wÃ¤hren eines Tages d als konstant 
angenommen wird, geben Parkinson und Washington (1979) die Formel 
an, die nicht einfach Ã¼bernomme werden kann. Parkinson und Washington 
(1979) verwenden in ihrem Modell 360 statt 365 Tage pro Jahr, Der Faktor 7r/18O 
entstammt der speziellen Wahl von 360 Tagen pro Jahr und hat nichts mit der 
Umrechnung von Winkeln aus Grad in Radiant zu tun. Die allgemeine Formulierung 
von Gl. 4.3 lautet 
wobei nd die Anzahl der Tage im Jahr, d 6 {l, 2, ..., m} den aktuellen Tag und 
dh. = 172 den Tag mit dem hÃ¶chste Sonnenstand (Sommersonnenwende am 21. 
Juni) bezeichnet. Um alle Winkel konsistent in Grad anzugeben, wird in Gl. 4.4 der 
Faktor 7r aus Gl. 4.3 durch 180' ersetzt. Der Stundenwinkel a h  durchlÃ¤uf innerhalb 
eines ganzen Tages (nÃ¤herungsweise den vollen Bereich von -180Â bis +180Â° Zu 
einer gegebenen Sonnenzeit t ,  6 [O, 24[ ist 
Langwellige Gegenstrahlung 
Die langwellige Einstrahlung Rii  aus der AtmosphÃ¤r auf die Eis- bzw. Schneeober- 
flÃ¤ch wird nach dem Stefan-Boltzmann-Gesetz 
beschrieben, in dem ea die EmissivitÃ¤ der AtmosphÃ¤r im Infrarotbereich, 0-5 = 
5.67. 1 O 8 W m 2 K 4  die Stefan-Boltzmann-Konstante und Ta die lOm-Lufttempe- 
ratur ist. Die EmissivitÃ¤ der AtmosphÃ¤r wird nach der empirischen Formel von 
KÃ¶nig-Lang1 und Augstein (1994) als Funktion des BewÃ¶lkungsgrad Ac 
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ca(Ac) = 0.765 + 0.22 . A3 (4.7) 
angesetzt, die durch Messungen in Arktis wie Antarktis belegt ist. 
4.2.2 Ozeanischer Antrieb 
Neigung der OzeanoberflÃ¤ch 
Die Neigung der OzeanoberflÃ¤ch VH ist einem Lauf des Ozeanmodells von Gerdes 
und KÃ¶berl (1995) fÃ¼ den Nordatlantik und den Arktischen Ozean entnommen. Da 
die Gitterpunkte des Meereismodells eine Teilmenge der Gitterpunkte des Ozeanmo- 
dells sind, ist hierfÃ¼ keine Interpolation nÃ¶tig Dieser Antriebsterm ist ein zeitlich 
konstantes, klimatologisches Jahre~mit~tel, Mit verbesserten, gekoppelten Ozean- 
Meereismodellen wird es kÃ¼nfti auch mÃ¶glic sein, den Jahresgang der Neigung der 
OzeanoberflÃ¤ch zu simulieren. 
Geostrophischer Ozeanstrom 
Der Ozeanstrom uW (Abb. 4.3) wird Ã¼be die geostrophische Beziehung 
aus der Neigung der OzeanoberflÃ¤ch VH abgeleitet und stellt somit ebenfalls 
ein zeitlich konstantes, klimatologisches Jahresmittel dar. 
Ozeanischer WÃ¤rmefluf 
Der in die thermodynamische Energiebilanz eingehende vertikale ozeanische WÃ¤rme 
fluÂ Qo wird einem an das Meereismodell angekoppelten, prognostischen Modell 
der ozeanischen Deckschicht entnommen, welches als dem Meereismodell Ã¤uBerlich 
,,black box" behandelt wird: Das Eismodell Ã¼bergib dem Deckschichtmodell die 
prognostischen Variablen wie Eis- und Schneedicke sowie die AntriebsgrÃ¶Be wie 
Windschubspannung und SÃ¼Â§wasserflu Die vom Deckschichtmodell an das Eismo- 
dell zurÃ¼ckgegeben GrÃ–B ist der ozeanische WÃ¤rmeflu Qo.  
Im Unterschied zu den anderen AntriebsgrÃ¶fle hÃ¤ng der ozeanische WÃ¤rmefluf 
Qo somit von den prognostischen Variablen des Eisinodells ab. Dadurch weist er 
eine rÃ¤umlich und. zeitliche VariabilitÃ¤ auf, die eine realistischere Beschreibung 
der Natur liefert als die in anderen Simulationen (vgl. Hibler (1979), Parkinson und 
Washington (1979)) oft getroffene Annahme eines konstanten ozeanischen WÃ¤rme 
Busses Qo. Die nÃ¤her Untersuchung der thermodynamischen Kopplung und Wech- 
selwirkung von Meereis und ozeanischer Deckschicht fÃ¤ll auÂ§erhal des Rahmens 
dieser Arbeit Å¸be die Dynamik des Meereise~.~ 
Das verwendete Deckschiclitmodell mit exponentiellem Temperat,ur- und Salzge- 
haltsprofil geht auf Lemke (1987) zurÃ¼c und ist dort sowie in Lemke et al. (1990) 
'Die Wechselwirkung von Deckschicht, und Meereis im gekoppelten Modell wurde von Legutke 
(1992) fÃ¼ die Arktis und von Fischer (1995) fÃ¼ das Weddellmeer untersucht. 
4.2. ANTRIEB 
Abbildung 4.3: Der fÃ¼ den Modellantrieb verwendete geostrophische Ozeanstrom 
nach Gerdes und Koberle (1995). 
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5.1 Dicke und Ausdehnung der Eisdecke 
Die Standardsimulation integriert die prognostischen Gleichungen Ã¼be einen Zeit- 
raum von 21 Jahren (7671 Tage), der aus der dreifachen Wiederholung des sie- 
benjÃ¤hrige Zeitraums der Jahre 1986 - 1992 besteht, fÃ¼ den die Antriebsdaten 
vorliegen. Die Zeitserie des gesamten Eis- und Schneevolumens, rÃ¤umlic integriert 
Ã¼be das gesamte Modellgebiet, zeigt Abb. 5.1. 
Die Simulation beginnt mit der Anfangsbedingung eines eisfreien Ozeans (Kapi- 
tel 4), der unter den winterlichen Bedingungen am Jahresanfang rasch zufriert. Im 
Laufe mehrerer Jahre baut sich eine Eisdecke auf, deren Dicke anfangs rasch, spÃ¤te 
langsamer zunimmt und schlie8lich einen zyklostationÃ¤re Zustand erreicht, in dem 
sich sommerliches Schmelzen und winterliches Gefrieren im langjÃ¤hrige Mittel ba- 
lancieren. 
Die Simulationsergebnisse werden den letzten sieben Jahren entnommen, in de- 
nen sich das Modell bereits in einem zyklostationÃ¤re Zustand befindet, der nicht 
mehr signifikant von den Anfangsbedingungen und dem Einschwingprozefi abhÃ¤ngt 
Die in verschiedenen Jahren unterschiedlichen Eigenschaften der Eisdecke, die in 
Abb. 5.1 in den Variationen der Minima und Maxima des Eisvolumens erkennbar 
sind, werden durch die interannualen Variationen des Windfelds verursacht. 
Die rÃ¤umlich Verteilung der mittleren Eisdicke ist in Abb. 5.4 fÃ¼ den Winter 
(Februar 1987) und in Abb. 5.5 fÃ¼ den Sommer (August 1987) gezeigt. Im Winter 
ist der gesamte arktische Ozean eisbedeckt, und der Ausstrom von Meereis entlang 
der OstkÃ¼st GrÃ¶nland ist deutlich erkennbar. Im Sommer geht die Eisdecke insbe- 
sondere Ã¼be dem Eurasischen Schelf nÃ¶rdlic Sibiriens sowie im OstgrÃ¶nlandstro 
deutlich zurÃ¼ck was in guter Ãœbereinstimmun mit den Beobachtungen (NASA- 
Atlas von Gloersen und Campbell, 1993) steht. Die zentrale Arktis und die Regio- 
nen nÃ¶rdlic GrÃ¶nland und des Kanadischen Archipels weisen dickes Eis auf, das 
auch im Sommer nicht verschwindet - auch hier stimmen die Simulationsergebnisse 
mit den Beobachtungen Ã¼berein 
WÃ¤hren die Eisausdehnung mit Fernerkundungsverfahren flÃ¤chendecken beob- 
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Abbildung 5.1: Zeitserie des Eis- (dicke Linie) und des Schneevolumens (dÃ¼nn 
Linie), integriert Ã¼be das gesam,te Modellgebiet, fÃ¼ die 21 Jahre (7671 Tage) der 
Simulation. Man erkennt den saisonalen Zyklus, den Einschwingvorgang wahrend 
der ersten Jahre der Simulation und das Erreichen eines zyklostationaren Zustands 
nach mehreren Jahren. 
achtet werden kann, ist dies fÃ¼ die Eisdicke derzeit nicht der Fall. FÃ¼ die rÃ¤umlich 
Verteilung der Eisdicke gibt es erst wenige, nicht die ganze Arktis abdeckende Beob- 
achtungsda,tensÃ¤tze die zudem saisonale Zyklen und interannuale Variationen nicht 
auflÃ¶sen Wichtige Arbeiten auf diesem Gebiet stammen von Bourke und McLa- 
ren (1992) (Abb. 5.2, siehe auch Ba,rry et al., 1993) und von Le Shack (Abb. 5.3; 
siehe Hibler, 1980), die durch Ana,lyse der Eisecholotaufnahmen zahlreicher U-Boot- 
Missionen Bilder der rÃ¤umliche Verteilung der Eisdicke (ohne saisonale Variatio- 
nen) ableiten. Diese zeigen ein Maximum der Eisdicke von mehr als 6 m nÃ¶rdlic 
GrÃ¶nland und des Kanadischen Archipels, eine Eisdicke von 3-4 m in der zentra- 
len Arktis und eine auf weniger als 2 m abnehmende Eisdicke nÃ¶rdlic Sibiriens. 
Das rÃ¤umlich Muster wie auch die Zahlenwerte der mittleren Eisdicke aus diesen 
Beobachtungen decken sich gut mit den Modellergebnissen (Abbn. 5.4 und 5.5). 
Das Modell enthalt eine prognostische Schneeschicht, die auf Owens und Lemke 
(1990) zurÃ¼ckgeh und eine Verbesserung gegenÃ¼be dem Modell Hiblers (1979) dar- 
stellt, da hiermit die Effekte der reduzierten Warmeleitung und der erhÃ¶hte Albedo 
durch Schnee berÃ¼cksichtig werden, die das thermodynamische Eiswachstum mo- 
difizieren. AuÂ§erde bewirkt die im Modell berÃ¼cksichtigt Advektion den Trans- 
port des in einer Region auf das Meereis gefallenen Schnees uber zum Teil weite 
Strecken, ehe er anderenorts schmilzt und einen SÃ¼Â§wassereintr in die ozeanische 
Deckschicht bildet. 
Die Zeitserie (Abb. 5.1) des uber das gesamte Modellgebiet integrierten Schnee- 
volumens zeigt den saisonalen Zyklus der simulierten Schneedecke, die den Win- 
ter Å¸be allmÃ¤hlic akkumuliert und im Sommer in einem relativ kurzen Zeitraum 
schmilzt. WÃ¤hren weniger Wochen im August verschwindet der Schnee praktisch 
vollstÃ¤ndig Ãœbe dem dicken Eis nÃ¶rdlic GrÃ¶nland ist die Schneedecke im Win- 
ter (Abb. 5.6) mit Å¸be 30 cm dicker als mit nur 10-20 cm Ã¼be dem dÃ¼nneren 
jÃ¼ngere Eis Ã¼be dem Eurasischen Schelf, auf dem der Schnee noch nicht so lange 
akkumulieren konnte. 
5.1. DICKE UND AUSDEHNUNG DER EISDECKE 
Abbildung 5.2: Klimatologisches Jahresmzttel der beobachteten Eisdicke [m] nach 
Bourke und McLaren (1998). Die Messungen wurden mit U-Boot-gestÃ¼tzte Ei- 
secholoten (upward looking Sonar - ULS) durchgefÃ¼hrt 
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Abbildung 5.3: Klimatologisches Jahresmittel der beobachteten Eisdicke [m] nach Le 
Shack, abgebildet bei Hibler (1980). 
5.1. DICKE UND AUSDEHNUNG D E R  EISDECKE 
Abbildung 5.4: Simulierte mittlere Eisdicke [m] im Februar 1987 (Wintersituation). 
Die Eiskante (hier bei 10 cm mittlerer Eisdicke definiert) wird durch die dicke Linie 
angezeigt. Man erkennt ein Maximum der Eisdicke nÃ¶rdlic GrÃ¶nland und Ka- 
nadas, geringere Eisdzcken Ã¼be den eurasischen Schelfgebieten nÃ¶rdlic Sibiriens 
sowie den Meereisexport durch die Framstraje. Da die Advektion von WÃ¤rm mit 
dem Golfstrom in diesem Modell noch nicht berÃ¼cksichtig ist, wird die Eisausdeh- 
nung in der GrÃ¶nlandse Ã¼berschÃ¤tz 
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Abbildung 5.5: Simulierte mittlere Eisdicke [m] i m  August 1987 (Sommersztuation). 
Insbesondere Ã¼be den eurasischen Schelfgebieten wird das dort junge, dÃ¼nn Eis 
i m  Sommer weitgehend geschmolzen. Das gro@skalige raumliche Muster mit  dem 
dicksten Eis nÃ¶rdlic GrÃ¶nland und Kanadas bleibt auch i m  Sommer erhalten. Die 
Lage der Eiskante (dicke Linie) i m  Sommer hÃ¤ng stark von Ã¤uf ire  AntriebsgrÃ–j3e 
(Lufttemperatur, Strahlung) und Modellparametern (Albedo, Warmeaustauschkoefi- 
zienten) ab. 
5.1. DICKE UND A USDEHNUNG DER. EISDECKE 
Abbildung 5.6: Simulierte mittlere Schneedicke [m] im April 1992 als Beispiel fÃ¼ die 
Situation um Ende des Winters. Im Sommer schmilzt die Schneedecke vollstÃ¤ndig 
Das durch die Wechselwirkung von Thermodynamik und Advektion entstandene 
rÃ¼umlich Muster der Schneedickenverteilung steht in guter Ãœbereinstimmun mit 
den Beobachtungen (Barry et al., 1993). 
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Noch weniger als fÃ¼ die Eisdicke stehen fÃ¼ die Schneedicke flÃ¤chendeckende 
kontinuierliche Messungen zur VerfÃ¼gung Gleichwohl gibt es immer wieder Expe- 
ditionen in die Arktis, a,us denen eine Vielzahl stichprobenartiger Beobachtungen 
gewonnen wird (Barry et al., 1993; Tucker et al., 1987; Hanson, 1980; Buzuev et al., 
1979; Buzuev und Dubovtsev, 1978; Loshchilov, 1964; Iakovlev, 1960): winterliche 
Schneedicken von 10-40 Cm, starke Schneeschmelze im Sommer und Abnahme der 
Schneedicke vom grÃ¶nlÃ¤ndisch-kanadisch zum sibirischen Sektor - diese beobachte- 
ten Eigenschaften der Eisdecke werden vom Modell qualitativ richtig wiedergegeben. 
5.2 Drift und Kinematik des Meereises 
FÃ¼ die Eisdrift ist die Windschubspannung einer der wichtigsten Antriebsterme, 
oft sogar der dominierende. Mit dem verwendeten tÃ¤gliche Windfeld weist die 
simulierte Eisdrift entsprechend hohe zeitliche Variabilitat auf - mit dem Wind 
kann sich die Drift von einem Tag zum anderen drastisch Ã¤ndern Auch auf der 
zeitlichen Skala von Monatsmitteln ist die Variabilitat der Eisdrift hoch. Neben 
dem saisonalen Zyklus zeigt sich eine betrÃ¤chtlich interannuale VariabilitÃ¤t Je  
nach betrachtetem Monat und Jahr kann sich beispielsweise der Beaufort-Wirbel 
umdrehen, und Lage und StÃ¤rk des Transpolaren Driftstroms und des Eisexports 
durch die Framstrafle (Kapitel 8) schwanken stark. 
Einen Ãœberblic Ã¼be die mittlere Eisdrift geben deren Jahresmittel in Abb. 5.7 
fÃ¼ 1987 und in Abb. 5.8 fÃ¼ 1992. Man erkennt den Beaufort-Wirbel, den Trans- 
polaren Driftstrom, den Eisexport aus den eurasischen Schelfgebieten und den Eis- 
transport im OstgrÃ¶nlandstrom Die wichtigen Eigenschaften der beobachteten grofl- 
skaligen Zirkulation des Meereises werden adÃ¤qua wiedergegeben. Die Werte der 
Driftgeschwindigkeit und der damit erfolgenden Transporte stehen in guter Ãœber 
einstimmung mit den Beobachtungen (Kapitel 8). 
Der Vergleich der Jahresmittel fÃ¼ 1987 (Abb. 5.7) und 1992 (Abb. 5.8) gibt 
ein Beispiel fÃ¼ die interannuale Variabilitat der Eisdrift. Die groflskalig relevanten 
Phznomene wie Beaufort-Wirbel, Transpolarer Driftstrom und OstgrÃ¶nlandstro 
treten in beiden Jahren auf - ebenso in den anderen der insgesamt sieben simulier- 
ten Jahre. Zugleich erkennt man, wie die Lage und IntensitÃ¤ dieser PhÃ¤nomen von 
Jahr zu Jahr schwankt. Die VerfÃ¼gbarkei von Antriebsdaten Ã¼be derzeit sieben 
(und demnÃ¤chs mehr als fÃ¼nfzehn Jahre erlaubt eine AbschÃ¤tzun der interannu- 
alen Variabilitat der Eisdecke. WÃ¤hren in einfachen I<limamodellen zunÃ¤chs die 
langfristigen Mittel der Eiseigenschaften relevant sind, ist fÃ¼ Untersuchungen der 
KlimavariabilitÃ¤ auf Zeitskalen von Monaten bis Jahren auch die durch natÃ¼rlich 
oder anthropogene Ã„nderunge der Umweltbedingungen hervorgerufene Schwan- 
kungsbreite der Eigenschaften der Eisdecke wichtig.' 
Das vom Meereismodell prognostizierte Geschwindigkeitsfeld in Eulerscher Dar- 
stellung kann nach dem von Harder (1994) entwickelten Verfahren zur Berechnung 
von Trajektorien in Lagrangescher Darstellung verwendet werden, die direkt mit 
'Die Anforderung, neben der mittleren Eisdrift auch deren Variationen auf verschiedenen Zeit- 
Skalen wiederzugeben, ist ein wichtiger Test der Meereisrnodelle. 
5.2. DRIFT UND I<INEMATII< DES MEEREISES 
Abbildung 5.7: Simulierte Eisdriftgeschwindigkeit i m  Jahresmittel 1987. FÃ¼ Ge- 
schwindigkeiten unter l c m / s  ist die GrÃ¶g der Pfeilspitzen linear reduziert. Das 
Modell reproduziert den Beaufortwirbel, den Transpolaren Driftstrom und besonders 
hohe Driftgeschwindigkeiten irn OstgrÃ¶nlandstro in guter Ãœbereinstimmun mit Be- 
obachtungen. Vgl. auch Abb. 5.8. 
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Abbildung 5.8: Simulierte Eisdriftqeschwindigkeit i m  Jahresmittel 1992. I m  Ver- 
gleich mit 1987 (Abb. 5.7) zeigt sich, daÂ das Zirkulationsmuster auf groÂ§e Skalen 
Ã¤hnlic ist, jedoch lokale Unterschiede (z. B.  in Lage und Struktur des Beaufort- 
Wirbels) aufweist, die die interannuale VariabilitÃ¤ erkennen lassen. 
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beobachteten Trajektorien von Eisdriftbojen verglichen werden kÃ¶nnen FÃ¼ die 
Verifikation des Modells stand eine Auswahl von Bojen aus dem International Arc- 
tic Buoy Program zur VerfÃ¼gung2 anhand derer die Simulationsergebnisse validiert 
wurden. Abb. 5.9 zeigt die simulierten Trajektorien im Vergleich mit den Bojen- 
messungen. Die Ãœbereinstimmun ist auÂ§erordentlic gut und wurde von anderen 
Modellen bislang so nicht erreicht. Die von Harder (1994) entworfene Methode des 
Vergleichs simulierter Trajektorien mit beobachteter Bojendrift, von Fischer (1995) 
zu einer quantifizierbaren GÃ¼tefunktio fortentwickelt, erweist sich somit als wert- 
volles Verfahren der Modellverifikation. 
Neben der zeitlichen VariabilitÃ¤ ist insbesondere die rÃ¤umlich Variation eine 
charakteristische GrÃ¶Â der Eisdrift, die durch den Tensor 2 der Deformationsrate be- 
schrieben wird, der die rÃ¤umliche Ableitungen der Eisdriftgeschwindigkeit enthÃ¤l 
(Gl. 3.5). Die internen KrÃ¤ft sind als Divergenz des Spannungstensors er (Gl. 3.2) 
gegeben, der eine Funktion der Invarianten Â £  und in des Deformationsratentensors 
i (Gl. 3.7) ist. Die Invariante 2/ miÂ§ die Divergenz (bzw. Konvergenz fÃ¼ Â £  < O), 
in die Scherung der Eisdrift. Der in Gl. 3.11 definierte Deformationswinkel 0 ist 
das kinematische MaÂ fiir das VerhÃ¤ltni von Divergenz zu Scherung, mit 0' fÃ¼ 
reine Divergenz, 90' fÃ¼ reine Scherung und 180' fÃ¼ reine Konvergenz. 
Die in Abb. 5.10 gezeigten HÃ¤ufigkeitsverteilunge des Deformationswinkels 0 
fÃ¼ eine Sommer- und eine Wintersituation (Februar und August 1987) geben Auf- 
schlui3, in welchem VerhÃ¤ltni Scherung und Divergenz/Konvergenz zur Eisdrift bei- 
tragen. Der Deformationswinkel besitzt ein Maximum bei 0 = 90Â° also bei reiner 
Scherung mit keiner - oder im angrenzenden Bereich nur geringer - Divergenz 
oder Konvergenz. Die Extremwerte 0 = 0' oder 0 = 180' werden praktisch nie 
eingenommen, so daÂ in allen FÃ¤lle die Scherung Ã¼be die Divergenz/Konvergenz 
deutlich dominiert. Diese Simulationsergebnisse stehen in guter Ãœbereinstimmun 
mit der Auswertung von Satellitenbeobachtungen der Eisdrift durch Stern et  al. 
(1995). 
An den Histogrammen von 6 (Abb. 5.10) fÃ¤ll ferner auf, daÂ sie im Sommer 
wie im Winter um das Maximum bei 0 = 90' etwa symmetrisch verteilt sind. In 
dieser Geschwindigkeitsstatistik ist somit keine Unterscheidung zwischen divergen- 
ter und konvergenter Eisdrift ersichtlich, was auch in guter Ãœbereinstimmun mit 
der Auswertung der Eisbojendrift im Weddellmeer durch Kottmeier (1995, pers. 
Mitteilung) steht. Die plastische Meereisrheologie ist zwar so formuliert, daÂ sie 
konvergenter Eisdrift einen grÃ¶Â§er Widerstand entgegensetzt als divergenter, aber 
die hauptsÃ¤chlic windgetriebene Eisdrift ist so stark durch Scherung geprÃ¤gt daÂ 
sich ihre Divergenz bzw. Konvergenz demgegenÃ¼be in der Statistik des Deformati- 
onswinkels kaum bemerkbar macht.3 
Der einzige Unterschied zwischen Sommer- und Wintersituation des Deformati- 
onswinkels 0 (Abb. 5.10) liegt in der Breite des Spektrums: Im Winter, wenn die 
2Zu den in1 Rahmen des International Arctic Buoy Program gewonnenen Bojendaten tragen 
weltweit mehr als ein Dutzend Institutionen bei. Die von Colony und Rigor aufbereiteten Daten 
wurden vom National Snow and Ice Data  Center (NSIDC) bezogen. 
31m Windfeld, das den Hauptantrieb des Meereises darstellt, ist die Scherung wesentlich grÃ¶ÃŸ 
als die Divergenz/Konvergenz. 
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Abbildung 5.9: Simulierte (dicke Linien) und beobachtete (dÃ¼nn Linien) Trajekto- 
rien der Eisdrift. Die gute Ãœbereinstimmun von Modell und Messung zeigt, daj3 die 
Modellparameter geeignet eingestellt sind. Der Vergleich simulierter und gemessener 
Trajektorien (Harder, 1994; Fischer, 1995) erweist sich als wertvolles Instrument 
der Modellverifikation. 
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theta (Sommer) 
90 135 180 
theta (Winter) 
Abbildung 5.10: Histogramme des Deformationswinkels Q in der Simulation. Q = 
0' fÃ¼ reine Divergenz, Q = 90' fÃ¼ divergenzfreie ScherstrÃ¶mun und Q = 180' fÃ¼ 
reine Konvergenz. Das ausgeprÃ¤gt Maximum der HÃ¤ufigkeitsverteilun bei Q = 90' 
zeigt, daÂ in den meisten FÃ¤lle die Scherung dominiert und Divergenz/Konvergenz 
nur kleine BeitrÃ¤g zur gesamten Deformation liefern. Bei der nahezu symmetri- 
schen Verteilung ist kein signifikanter Unterschied zwischen konvergenter und diver- 
genter Eisdrift erkennbar. 
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Eisdecke dick und kompakt ist, treten FÃ¤ll hoher Konvergenz und Divergenz mit 
geringer Scherung seltener als im Sommer auf. 
Insgesamt lÃ¤Â sich als Resultat dieser Simulation festhalten, daÂ die Unter- 
scheidung von Divergenz und Konvergenz nicht zur Charakterisierung der Eisdrift 
geeignet ist. Der Scheranteil der Eisdrift Ãœberwieg in nahezu allen FÃ¤llen und das 
in der Rheologie theoretisch angelegte unterschiedliche Verhalten bei divergenter 
bzw. konvergenter Drift kommt praktisch nicht zum Tragen. Dies ist ein wichti- 
ges Ergebnis 7.w Interpretation der Meereisrheologie, die ein genaueres VerstÃ¤ndni 
des Verhaltens des Mediums Meereis und eine verbesserte, eventuell vereinfachte 
Modellierung ihrer Eigenschaften ermÃ¶glicht 
Der Deformationswinkel 0 ist eine kinematische GrÃ¶Â§ die das Geschwindig- 
keitsfeld beschreibt, aber zunÃ¤chs nicht direkt mit den KrÃ¤fte zusammenhÃ¤ngt 
Das Rheologiegesetz Gl. 3.16 beschreibt den Zusammenhang zwischen den rÃ¤umli 
chen Ableitungen des Geschwindigkeitsfelds (Deformationsrate i) und der internen 
Spannung er, deren Divergenz die internen KrÃ¤ft erzeugt. Die Form des Rheolo- 
giegesetzes (Gl. 3.161, das einen allgemeinen, fÃ¼ sehr viele Fluide gÃ¼ltige Zusam- 
menhang darstellt, schlieÂ§ ein, daÂ die Hauptachsen und damit die Invarianten der 
Tensoren der Deformationsrate und der internen Spannung rÃ¤umlic gleich orientiert 
sind. 
Insbesondere bei plastischen Rheologien (Kapitel 31, die das Materialverhalten 
durch eine Bruchkurve im Spannungsraum beschreiben, ist mit dem Deformations- 
winke1 0 die Lage des aktuellen Spannungszustands auf der Bruchkurve, damit das 
VerhÃ¤ltni 0 - ~ ~ / 1 e r ~  1 der BeitrÃ¤g von Scherung und Divergenz/Konvergenz zum Span- 
nungstensor U festgelegt. Dieses VerhÃ¤ltni hÃ¤ng von Form und GrÃ¶Â der Bruch- 
kurve ab; ist diese fÃ¼ ein Material aber einmal gegeben, so gibt es eine eindeutige4 
Abbildung der Invarianten der Deformationsrate auf die Invarianten des Spannungs- 
tensors (Gl. 3.16). Ist das VerhÃ¤ltni von Scherung zu Divergenz/Konvergenz, 
i [ ,  in der Deformationsrate groÂ§ so ist auch das VerhÃ¤ltni der ScherkrÃ¤ft 
gegenÃ¼be den VolumenkompressionskrÃ¤ften er111 101 1, groo. 
Die Lage des Maximums der HÃ¤ufigkeitsverteilun des Deformationswinkels C3 
(Abb. 5.10) bedeutet, daÂ der vom Modell bevorzugt eingenommene Spannungs- 
zustand auf der Bruchkurve dort liegt, wo das VerhÃ¤ltni erI1/ ler~l  maximal ist - 
in Abb. 3.2 fÃ¼ maximale bzw. minimale Werte von erII/P und zugleich mittlere 
Werte von erI/P = -0.5. Von den durch die Bruchkurve vorgegebenen, mÃ¶gliche 
SpannungszustÃ¤nde wird in den meisten FÃ¤lle also nur ein kleiner Teil tatsÃ¤chlic 
eingenommen.' FÃ¼ das Modellverhalten ist daher nicht so sehr die Form der ge- 
samten Bruchkurve entscheidend, sondern vor allem jener kleine Bereich auf ihr, der 
"Die Abbildung der Deformationsrate auf die interne Spannung ist eindeutig, jedoch bei ideal- 
plastischen Rheologien nicht umkehrbar. Kapitel 3.5 zeigt, wie mi t  Hilfe einer Regimefunktion die 
plastische Rheologie mi t  elliptischer Bruchkurve so modifiziert werden kann, daÂ diese Abbildung 
ein-eindeutig wird. 
5Die hier zunÃ¤chs theoretisch abgeleitete Aussage, daÂ nach dem Rheologiegesetz bei einem 
Bewegungszustand mi t  hohen1 Scherungsanteil auch ein Spannungzustand mit  hohen ScherkrÃ¤fte 
eingenommen wird, ist an den Simulationsergebnissen verifiziert worden. In der durchgefÃ¼hrte 
Simulation tritt eine ausgeprÃ¤gt HÃ¤ufun der auftretenden SpannungszustÃ¤nd in dem von der 
Theorie vorhergesagten Bereich mit hohem VerhÃ¤ltni uIil \uI auf. 
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in der Ã¼berwiegende Mehrzahl der FÃ¤ll tatsÃ¤chlic besetzt wird. 
Dies ist ein wichtiges Ergebnis fÃ¼ den Vergleich verschiedener Bruchkurven. Die 
simulierte Eisdrift hÃ¤ng in besonderem MaÂ§ von den Eigenschaften der Bruchkurve 
im Bereich des Maximums von ~ ~ i l \ u ~ ~  ab. Bruchkurven unterschiedlicher Form, 
die sich speziell in diesem hÃ¤ufi eingenommenen Spannungszustand ahneln, sollten 
vergleichbare Sin~ulationsresultate liefern. MÃ¶glicherweis lÃ¤fl sich fÃ¼ diesen ent- 
scheidenden Bereich der Bruchkurve eine besonders einfache Form - z. B. in einer 
linearen NÃ¤herun eine Gerade - finden, die gleichwertige oder sogar noch bes- 
sere Ergebnisse als die derzeit gebrÃ¤uchliche Bruchkurven (Ellipse (Hibler, 1979), 
Sinuslinse oder Mohr-Coulomb (Ip, 1993)) liefert. Ein ausfÃ¼hrliche Vergleich mit 
Beobachtungen wird Aufschlufl Ã¼be die optimale Beschreibung der Bruchkurve ge- 
ben (Kapitel 9). 
Histogramme der Windgeschwindigkeit und der zugehÃ¶rige Eisdriftgeschwindig- 
keit sind in Abb. 5.11 fÃ¼ die Monate Februar und August 1987 dargestellt. FÃ¼ die 
Sommersituation im August ist die Form der Verteilungen fÃ¼ Eisdrift und Wind- 
geschwindigkeit sehr Ã¤hnlic und belegt, daÂ im Sommer die NÃ¤,herun der freien 
Drift (GI. 3.1), nach der sich das Eis mit rund 2% der Windgeschwindigkeit bewegt, 
die Advektion des Eises gut charakterisiert. 
Auch in der Wintersituation ahneln sich die Histogramme der Eisdrift und der 
Windgeschwindigkeit, doch sind hier hÃ¤ufige kleine oder sogar verschwindende Eis- 
driftgeschwindigkeiten zu verzeichnen, fÃ¼ die keine entsprechend hÃ¤ufige geringen 
Windgeschwindigkeiten zu finden sind. Der Grund hierfÃ¼ sind die internen KrÃ¤fte 
die bei kompakter Eisdecke die Eisdrift auch bei starkem Windantrieb deutlich re- 
duzieren. 
Sowohl fÃ¼ die Sommer- wie auch die Wintersituation stehen die Geschwindig- 
keitshistogramme (Abb. 5.11) in guter Ãœbereinstimmun mit den jahrelangen Beob- 
achtungen der Eisdriftbojen (Colony, 1993, pers. Mitteilung). Das Dominieren des 
Windantriebs, die freie Drift im Sommer und die im Winter durch interne Krafte 
gehemmte Eisdrift werden vom Modell gut wiedergegeben. 
Eine noch an Beobachtungen zu verifizierende Modellprognose ist die auffallend 
hohe HÃ¤ufigkeit mit der die simulierte Eisdrift im Winter vollstÃ¤ndi zum Erlie- 
gen kommt. Wenngleich die Bojendaten (Colony, 1993, pers. Mitteilung) durchaus 
das PhÃ¤nome zeigen, daÂ die Eisdrift durch interne KrÃ¤ft vÃ¶lli blockiert werden 
kann, ist noch zu untersuchen, ob dies tatsÃ¤chlic so hÃ¤ufi wie vom Modell pro- 
gnostiziert der Fall ist - oder ob es sich teilweise um ein numerisches Artefakt der 
Rheologie handelt, das nach Ip (1993) und Hibler (1994, pers. Mitteilung) mit der 
Schlieflungshypothese fÃ¼ den viskosen Grenzfall korreliert sein kÃ¶nnte 
5.3 KrÃ¤ft und Dynamik des Meereises 
In die grooskalige Impulsbilanz GI. 2.6 (S. 22) des Meereises gehen die sieben in 
Tab. 5.1 aufgelisteten KrÃ¤,ft ein. Wenig untersucht wurde bislang, welche dieser 
Krafte wirklich der wesentliche Antrieb des Meereises sind, und welche Terme ver- 
nachlÃ¤ssig oder zumindest vereinfacht werden kÃ¶nnen 
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Wind U [mls] Februar 
l , l , l ,  
Wind ua [mls] August 
10 20 30 40 0 
Drift U [cmls] Februar Drift U [cmls] August 
Abbildung 5.11: Geschwindigkeitsstatistik: In der oberen Reihe ist die HÃ¤uJgkeits 
verteilung der Windgeschwindigkeit ua i m  Februar und August 1987 dargestellt. 
Die untere Reihe zeigt die Histogramme der Eisdriftgeschwindigkeit in denselben 
ZeitrÃ¤umen 
Kraft 
Windantrieb 
Symbol 
Ta 
TW 
F 
K C 
K H  
m9u/9t 
mu . (V U )  
ozeanischer Antrieb 
interne KrÃ¤ft 
Corioliskraft 
OberflÃ¤chenneigun 
MassentrÃ¤ghei 
- 
Advektion von Impuls 
Tabelle 5.1: Die groflskaliyen AntriebskrÃ¤ft des Meereises, ihre symbolische Be- 
zeichnung, ihre typische GrÃ¶fl und die relative StÃ¤rk ihres Beitrags zur Impuls- 
bilanz des Meereises. Den stÃ¤rkste KrÃ¤fte ist die StÃ¤rk 0, den schwÃ¤chste die 
StÃ¤rk 3 zugeordnet. 
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Tab. 5.1 zeigt eine AbschÃ¤tzun der StÃ¤rk der internen KrÃ¤fte die durch Ein- 
setzen typischer Werte fÃ¼ Eisdicke, -driftgeschwindigkeit e t ~ .  in die Impulsbilanz 
berechnet wird. Die vierte Spalte dieser Tabelle gibt die GrÃ¶fienordnun der StÃ¤rk 
s der jeweiligen Kraft als ganzzahlige Zahl an, wobei KrÃ¤fte der maximalen StÃ¤rk 
1 0 s  der Wert s zugeordnet ist.6 
Die in Tab. 5.1 gezeigte AbschÃ¤tzun der StÃ¤rk der KrÃ¤ft wurde im Modell ve- 
rifiziert: FÃ¼ verschiedene Gitterzellen wurde der Betrag aller beteiligten KrÃ¤ft fÃ¼ 
den Zeitraum eines ganzen Jahres ausgegeben. FÃ¼ zwei reprÃ¤sentative Gitterzellen 
sind die Zeitserien dieser KrÃ¤ft hier abgebildet: In Abb. 5.12 bei 83.g0N, 39.5OW fÃ¼ 
die Region nÃ¶rdlic GrÃ¶nlands in der die Eisdrift oft durch starke interne KrÃ¤ft 
behindert wird, und in Abb. 5.13 bei 74.2ON, 11.3OW fÃ¼ die Framstrafie, wo die 
internen KrÃ¤ft gering, dafÃ¼ der ozeanische Antrieb mit den hohen Driftgeschwin- 
digkeiten des OstgrÃ¶nlandstrom dagegen relativ stark ist. 
Dargestellt sind, von oben nach unten, die BetrÃ¤g der KrÃ¤ft pro FlÃ¤ch in 
[N/m2]: durch den Windantrieb, den gesamten ozeanischen Antrieb (Bremsreibung 
und Ozeanstrom), den Ozeanstrom (ohne ozeanische Bremsreibung), interne Span- 
nungen, Corioliskraft, Kraft durch Neigung der OzeanoberflÃ¤ch und der TrÃ¤gheits 
term. Der nicht abgebildete Term der Impulsadvektion mu  . (V Â U)  ist noch eine 
GrÃ¶fienordnun kleiner als der schon verschwindend kleine TrÃ¤gheitsterm 
Der ozeanische Antrieb enthÃ¤l zwei Anteile, die Bremsreibung im Ozean und 
den eigentlichen Antrieb durch OzeanstrÃ¶mungen Um festzustellen, wie stark die 
einzelnen BeitrÃ¤g sind, ist der ozeanische Antrieb doppelt dargestellt: In Zeile zwei 
der Abb. 5.12 und Abb. 5.13 ist die gesamte, tatsÃ¤chlic wirksame ozeanische An- 
triebskraft = p w ~ w \ U w  - u1Rg(uu; - U )  nach Gl. 2.14 gezeigt. In Zeile drei ist 
dagegen die (fiktive) ozeanische Antriebskraft pWcW\Uw 1 Rg uW angegeben, die bei 
ruhendem Eis allein durch den Ozeanstrom (ohne den Bremsreibungseffekt) verur- 
sacht wÃ¼rde. Dieser eigentliche Antrieb durch die OzeanstrÃ¶mun (Zeitserie 3) ist 
deutlich kleiner als die gesamte vom Ozean auf das Meereis ausgeÃ¼bt Kraft (Zeit- 
serie 2). Der dynamisch wichtigere Effekt des Ozeans auf das Meereis ist somit die 
Bremsreibung, nicht die O z e a n ~ t r Ã ¶ m u n ~ .  
6KrÃ¤ft mit s = 0 sind a m  stÃ¤rksten mit s = 3 am schwÃ¤chsten und ein Unterschied um eine 
StÃ¤rk (As  = I) bedeutet einen Unterschied in der Kraft um eine GrÃ¶ÃŸenordnun 
7 ~ i e  ausgewÃ¤hlte Gitterzellen zeigen die beiden Extremfalle der mÃ¶gliche Kombinationen 
der AntriebskrÃ¤ft des Meereises. Eine Auswertung zahlreicher, hier nicht abgebildeter Zeitserien 
anderer Gitterzellen zeigte, daÂ sich dort die GrÃ–Benordnun der KrÃ¤ft zwischen diesen beiden 
Extremen bewegt. Die StÃ¤rk der internen KrÃ¤ft ist die einzige AntriebsgrÃ¶ÃŸ die fÃ¼ verschiedene 
Gitterzellen (d. h. geographische Regionen) deutlich schwankt. 
' ~ a  der Ozeanstrom in dieser Simulation als zeitlich konstantes Feld vorgegeben ist, ist auch 
die (fiktive) ozeanische Antriebskraft pwcw luw Ro uw zeitlich konstant. 
'Dies schlieÂ§ keineswegs aus, daÂ auch die OzeanstrÃ¶mun einen deutlich erkennbaren EinfluÃ 
auf die Eisdrift haben kann. WÃ¤hren das auf Zeitskalen von Stunden und Tagen variable Windfeld 
insbesondere die kurzfristigen Fluktuationen der Eisdrift verursacht, wirkt der Ozeanstrom Ã¼be 
lÃ¤nger ZeitrÃ¤um gleichmkÃŸi in eine Richtung. Auch wenn der vom Ozeanstrom verursachte An- 
trieb dem Betrag nach deutlich kleiner ist als der Windantrieb und die diesen etwa balancierende 
Bremsreibung im Ozean, kann er aufgrund seiner bestÃ¤ndigen in StÃ¤rk und Richtung relativ 
gleichmÃ¤ÃŸig Einwirkung auf das Eis einen signifikanten EinfluB auf die mittlere Eisdrift Ã¼be 
lÃ¤nger ZeitrÃ¤um (Monate, Jahre) haben. Dabei ist allerdings zu berÃ¼cksichtigen daÂ gerade 
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Abbildung 5.12: Zeitserien der StÃ¤rk der auf das Meereis wirkenden KrÃ¤ft [N /m2]  
in einer Gitterzelle nÃ¶rdlic GrÃ¶nland iiber 365 Tage. Dargestellt sind (von 
oben nach unten) die Windschubspannung, die gesamte ozeanische Schubspannung 
(Ozeanstrom und ozeanische Bremsreibung), der Antrieb durch Ozeanstrom ohne 
Bremsreibung, die internen KrÃ¤fte die Corioliskraft, die Kraft durch die Neigung 
der OzeanoberjlÃ¤ch V H  und die TrÃ¤gheitskraf m9u/9t. 
Abbildung 5.13: Zeitserien der StÃ¤rk der auf das Meereis wirkenden Krafle [N/m2]  
(analog Abb. 5.12) in einer Gitterzelle in der F~amstrafle Ã¼be 365 Tage. 
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Das wichtigste Simulationsergebnis aus den Zeitserien der KrÃ¤ft (Abb. 5.12 
und Abb. 5.13): Die HauptantriebskrÃ¤ft des Meereises sind Wind, Ozean und in- 
terne KrÃ¤fte Alle diese KrÃ¤ft sind OberflÃ¤chenkrÃ¤ft wÃ¤hren die verbleibenden, 
deutlich schwÃ¤chere KrÃ¤ft Volumenkrafte sind.'' Das Meereis wird also i n  erster 
NÃ¤herun durch OberflÃ¤chenkrÃ¤f angetrieben. 
Die abgebildeten Zeitserien zeigen eine Reihe charakteristischer Merkmale der 
Meereisdynamik. Der Wind (Zeitserie 1 von oben) ist der Hauptantrieb des Meerei- 
Ses; er ist in beiden gezeigten FÃ¤lle der Eisdrift eine der stÃ¤rkste AntriebsgrÃ¶fien 
Der ozeanische Antrieb (Zeitserie 2) ist in den Abbn. 5.12 und 5.13 dem Betrag 
nach noch stÃ¤rker wobei der Hauptanteil auf die Bremsreibung entfÃ¤llt wÃ¤hren 
der eigentliche Antrieb durch den Ozeanstrom (Zeitserie 3) relativ klein ist. Die 
Schwankungen des ozeanischen Antriebs sind mit denen des Windes stark korreliert. 
Da der Wind als Ã¤ufier Randbedingung festgeschrieben ist, mufi diese Korrelation 
durch eine Reaktion des Ozeans bedingt sein - und zwar durch die von der Eisdrift 
abhÃ¤ngig ozeanische Bremsreibung, die im Unterschied zur OzeanstrÃ¶mun nicht 
fest vorgegeben ist. 
Aufgrund der Corioliskraft und der Prozesse in der ozeanischen Ekman-Schicht 
ist sowohl die Richtung der Eisdrift gegenÃ¼be der antreibenden Windschubspan- 
nung gedreht, wie auch die Richtung der ozeanischen Bremsreibung gegenÃ¼be der 
Eisdriftl1. Insgesamt tritt somit zwischen der Richtung der Windschubspannung 
und der ozeanischen Bremsreibung ein Winkel von typischerweise rund 45' auf, auf- 
grund dessen nur ein Anteil von etwa 70% der Bremsreibung in der Windschubspan- 
nung direkt entgegengesetzter Richtung wirkt. Bei VernachlÃ¤ssigun aller anderen 
KrÃ¤ft mufi der Betrag der ozeanischen Bremsreibung daher rund das 1.4fache des 
Betrags der Windschubspannung betragen, um diese zu balancieren. Ein Vergleich 
der Zeitserien 1 und 2 der Abbn. 5.12 und 5.13 bestÃ¤tig und verdeutlicht dies. 
Die in Zeitserie 4 dargestellten internen KrÃ¤ft sind in der Region nÃ¶rdlic 
GrÃ¶nland (Abb. 5.12) von gleicher GrÃ¶fienordnun wie Wind- und Ozeanantrieb. 
Sie verhindern, dafl in diese Region dicken, kompakten Eises weiterhin ein Ein- 
strom von Eis erfolgt. Simulationen ohne interne KrÃ¤ft zeigen in solchen Regionen 
konvergenter Eisdrift eine auf unrealistisch hohe Werte anwachsende Eisdicke (vgl. 
Fischer, 1995). In der Framstrafie dagegen (Abb. 5.13) sind die internen KrÃ¤ft re- 
lativ gering, kleiner noch als die Corioliskraft, so dafi die Eisdrift hier gut durch die 
freie Drift als Balance von Wind- und Ozeanantrieb (und Corioliskraft) beschrieben 
wird. Globale Modelle enthalten neben Regionen freier Eisdrift stets auch Gebiete 
konvergierenden, kompakten Eises, in denen die internen KrÃ¤ft ein unverzichtbarer 
Bestandteil der Eisdynamik sind. 
in polaren Regionen mit schwacher Dichteschichtung im Ozean die StrÃ¶mun der oberen Wasser- 
schichte11 zu einem erheblichen Anteil windgetrieben ist und insofern keinen windunabhÃ¤ngige 
Antriebsterm darsteilt, sondern vor allem durch das mittlere Windfeld Ã¼be lÃ¤nger ZeitrÃ¤um 
bestimmt ist. 
"OberflÃ¤chenkrÃ¤f wirken, wie ihr Name schon ausdrÃ¼ckt nur auf die OberflÃ¤ch eines KÃ¶rpers 
wahrend Volunlenkrafte im gesamten Volumen des KÃ¶rper wirksam sind. Da VolumenkrÃ¤ft auf 
jedes einzeine Teilchen im betrachteten KÃ¶rpe bzw. Fluid wirken, sind sie stets proportional zu 
dessen Masse. Siehe z. B. Spurk (1989). 
"Siehe GI. 2.14 in Kapitel Kapitel 2.4. 
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Die Corioliskraft (Zeitserie 5) ist etwa eine GrÃ¶flenordnun kleiner als die Haupt- 
antriebskrafte. Sie beeinfluflt den Betrag der Eisdrift nur wenig) erzeugt jedoch eine 
typische Drehung in der Richtung: Das Eis driftet in der Arktis typischerweise rund 
25' rechts des antreibencleii Windes (McPhee, 1979), und die umgekehrte Richtungs- 
differenz zwischen Wind und Eisdrift wird in der Antarktis beobachtet. Wegen dieses 
Einflusses auf die Driftrichtung mufi die Corioliskraft) die bei jedem aktuellen Be- 
wegungszustand stets senkrecht zur Bewegung wirkt und daher eine systematische 
Ã„nderun der Driftrichtung bewirkt, bei der groflskaligen Eisdrift berÃ¼cksichtig 
werden. 
Die anderen drei der sieben Terme in der Impulsbilanz kÃ¶nne jedoch fÃ¼ grofi- 
skalige Untersuchungen vernachlÃ¤ssig werden. Die Neigung der OzeanoberflÃ¤ch 
(Zeitserie 6) erzeugt selbst in der Framstrafie, wo die hÃ¶chste OberflÃ¤chengradiente 
auftreten) nur eine vernachlÃ¤ssigba kleine Kraft (Abb. 5.13). 
Noch wesentlich wichtiger ist das Ergebnis) dafl die zeitabhÃ¤ngige Terme in der 
Impulsbilanz sehr klein sind: Zeitserie 6 zeigt die gegenÃ¼be den anderen Termen auf 
dieser groflskaligen Zeitskala verschwindende GrÃ¶fl der lokalen Beschleunigung; und 
die (hier gar nicht erst abgebildete) Impulsadvektion ist noch eine GrÃ¶flenordnun 
kleiner. FÃ¼ groflskalige Simulationen mit einer Zeitskala des Antriebs von einem 
Tag (oder lÃ¤nger z. B. Monatsmittel) vereinfacht sich die Impulsbi~anz Gl. 2.6 
zu der KrÃ¤ftebilan 
worin die vernachlÃ¤ssigte TrÃ¤gheitsterm mit 
angesetzt sind. Die fÃ¼ groflskalige Simulationen optimale Form der zur KrÃ¤fte 
bilanz vereinfachten Impulsbilanz ist somit 
in der der geringe Einfiufl der Neigung der OzeanoberflÃ¤ch ebenso vernachlÃ¤ssig 
ist wie die noch kleineren TrÃ¤gheitsterme Diese KrÃ¤ftebilan enthÃ¤l keine zeitli- 
chen Ableitungen) und sie erlaubt Zeitschritte beliebiger LÃ¤ng (2 .  B. auch mo- 
natliche statt tÃ¤gliche) die rein implizit gelÃ¶s werden kÃ¶nnen Das aufwendige) 
semi-implizite ))leap frogc(-Zeitschrittverfahren im Modell Hiblers (1979) kann durch 
diese wesentlich einfachere, quasi-stationÃ¤r LÃ¶sun ersetzt werden. WÃ¤hren das 
spezielle Zeitschrittverfahren im originÃ¤re Modell Hiblers (1979) erhebliche Schwie- 
rigkeiten bereitet) wenn das Meereismodell an Ozean- oder AtmosphÃ¤renmodell mit 
anderen Zeitschrittverfahren gekoppelt wird (Gerdes) Scheduikat, 1994) Pers. Mit- 
teilung)) kann das nach Gl. 5.4 vereinfachte Eismodell problemlos an beliebige andere 
Klimamodelle angekoppelt werden. 
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Zur Verifikation dieser R.esultate wurden zwei modifizierte Simulationen durch- 
gefÃ¼hrt 
e 1111 ersten Fall werden die TrÃ¤gheitsterm vernachlÃ¤ssigt so dafl die KrÃ¤ftebi 
lanz Gl. 5.2 anstelle der Impulsbilanz Gl. 2.6 zur Bestimmung der Eisdrift ver- 
wendet wird. Im Vergleich der Simulationsergebnisse zeigt sich keine erkenn- 
bare VerÃ¤nderun durch den Fortfall der TrÃ¤gheitsterme deren VernachlÃ¤ssig 
barkeit auf Zeitskalen von einem Tag oder mehr somit auch im numerischen 
Experiment nachgewiesen ist. 
e Im zweiten Fall wird nach Gl. 5.4 zusÃ¤tzlic auch die Neigung der Ozean- 
oberflÃ¤ch vernachlÃ¤ssigt Die Eigenschaften der simulierten Eisdecke werden 
hierdurch lokal um maximal drei Prozent verÃ¤ndert im Mittel Ã¼be die gesamte 
Arktis noch deutlich weniger. Dies belegt, da0 die OberflÃ¤chenneigun einen 
nur geringen, in den meisten Regionen vÃ¶lli vernachlÃ¤ssigbare Einflug auf 
die groflskalige Eisdrift hat. 
apit el 
ie Rauhigkeit des Eises 
6. I ,,Glattesbb und ,,rauhesb' Eis 
Die durch Wind und OzeanstrÃ¶mun erzeugte Drift des Eises ist mit Deformations- 
Prozessen verbunden, die eine wichtige Rolle beim Aufbau der Eisdecke und bei der 
Ausbildung verschiedener Eistypen spielen. Bei ruhiger See gefrorenes Meereis bil- 
det eine ebene, gleichmaaige FlÃ¤ch an der OzeanoberflÃ¤che Durch StÃ¼rme Wellen 
im Ozean und MeeresstrÃ¶munge entstehen interne Spannungen, die die Eisdecke in 
einzelne Schollen aufbrechen. Das Eis weicht dem durch den au6eren Antrieb aufge- 
bauten Druck durch plastische Verformung aus, bei der es vertikal aufgetÃ¼rm wird. 
Das entstandene deformierte Eis ist deutlich dicker als die ursprÃ¼ngliche ebene 
Eisdecke.' Dies bestÃ¤tige Beobachtungen mit neuen, U. a. elektromagnetischen 
Mefiverfahren bei Arktisexpeditionen (Haas und Eicken, 1995, Pers. Mitteilung) 
ebenso wie frÃ¼her Messungen. 
In dickem Eis kÃ¶nne sich bei hohen Spannungen Prefieisriicken bilden, indem 
das Eis bricht und sich die BruchstC~cke unter dem Druck mehr oder weniger vertikal 
ausrichten, so da8 sich sog. ,,SegelG' und ,,Kielec1 an Ober- bzw. Unterseite der 
Eisdecke ausformen (,,RidgingL'). Bei dÃ¼nne Eis beobachtet man auch hÃ¤ufig dafl 
sich eine Eisscholle Ã¼be eine andere schiebt (,,Raftingl1). 
Die Geschichte der Deformationsprozesse, denen eine Eisscholle unterlag, spiegelt 
sich in deren beobachtbarer OberflÃ¤chenrauhigkei wieder. Bereits mit blofiem Auge 
kann man zwischen stark deformiertem, unregelmÃ¤fii aufgebrochenem, Ã¼bereinan 
dergeschobenem Eis und einer ebenen, nichtdeformierten Eisdecke ~ntersche iden .~  
Feldmessungen, bei denen Bohrkerne aus dem Eis gezogen werden, liefern nÃ¤here 
Aufschlufi Ã¼be Art und Anzahl der Deformationsprozesse. 
Fernerkund~sngsverfahren liefern Beobachtungen der Eisrauhigkeit Ã¼be grÃ¶f3er 
rÃ¤umlich Gebiete. Bislang wurden vor allem Laseraltimeter an Bord von Hub- 
lDiese Zunahme der vertikalen Eisdicke bei Deformationsprozessen ist mit  einer Reduzierung 
der horizontalen Eisausdehnung verbunden. Wenn sich beispielsweise zwei Schollen Ã¼bereinan 
derschieben, nehmen sie im neuen Zustand eine geringere horizontale FlÃ¤ch als zuvor ein. Die 
freiwerdende FlÃ¤ch stellt entweder zusÃ¤tzliche offenes Wasser dar,  oder sie wird durch aus der 
Umgebung einstrÃ¶mende Eis bedeckt. 
2Anschauliche Abbildungen unterschiedlicher Eistypen geben Parkinson et al. (1987). 
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schraubern und Flugzeugen eingesetzt, mit denen Variationen der OberflÃ¤chenhÃ¶ 
entlang der Fluglinie bestimmt werden kÃ¶nnen Mit wiederholten FlÃ¼ge in verschie- 
denen Regionen (siehe z. B. Dierking (1995) im Weddellmeer; Hibler et al. (1974) in 
der Arktis) wurde mit dieser Methode ein qualitatives Bild der rÃ¤umliche Vertei- 
lung und der saisonalen Variation der Eisrauhigkeit erzielt. Aus U-Boot-gestÃ¼tzte 
Echolotmessungen leiten Bourke und McLaren (1992) rÃ¤umlich Verteilungsmuster 
der Eisrauhigkeit ab (siehe Kapitel 6.6, Abb. 6.8). 
Seit kurzem werden Radaraltimeter auf Satelliten eingesetzt, mit denen die Eis- 
rauhigkeit beobachtet werden kann. Beispielsweise befindet sich ein solcher Sensor 
auf dem seit 1991 aktiven ERS-1-Satelliten, dem in den nÃ¤chste Jahren weitere 
Satelliten folgen werden. Durch Analyse des RÃ¼ckstreusignal dieser Radaraltime- 
ter wird die Rauhigkeit des Eises gemessen werden kÃ¶nnen Wenn die gegenwÃ¤rti 
noch in der Entwicklung befindlichen Auswertungsmethoden operationell anwend- 
bar sind, wird eine flÃ¤chendeckende kontinuierliche Beobachtung der Eisrauhigkeit 
zur VerfÃ¼gun stehen. 
Die Rauhigkeit ist dann eine weitere beobachtbare Grofle, die die Eigenschaften 
der Meereisdecke charakterisiert. Dies legt nahe, die Eismuhigkeit auch in  grofi- 
skaligen Meereismodellen als prognostische Variable einzufÃ¼hren die im Vergleich 
mit den Messungen zur Modellverifikation und -0ptimierung genutzt werden kann. 
6.2 Definitionen der Eisrauhigkeit 
Die Rauhigkeit der EisoberflÃ¤ch wird durch Elemente wie z. B. PrefleisrÃ¼cke ge- 
bildet, die typischerweise einige Dezimeter bis Meter hoch und breit sind und sich 
entlang einer horizontal verlaufenden Bruchlinie erstrecken, die einige Meter bis 
Kilometer lang ist. Insbesondere auf Ã¤ltere Eisschollen, die mehreren Deformati- 
onsprozessen unterlagen, ist ein Gemisch von Rauhigkeitselementen zu finden, die 
sich nach Ursprung, GrÃ¶Â§ Form und rÃ¤umliche Orientierung unterscheiden. 
Die Definition, was unter ,,RauhigkeitR des Meereises als quantitativ meflbarer 
Grofle zu verstehen ist, variiert mit der rÃ¤umliche Skala und der verwendeten Mefi- 
methode. In Feldmessungen kann die geometrische Rauhigkeit bestimmt werden, 
die eine Beschreibung der Form und Grofie einzelner Rauhigkeitselemente darstellt. 
FÃ¼ die Rolle des Meereises im Klimasystem (Kapitel 1) ist jedoch nicht die geo- 
metrische Form eines einzelnen PrefleisrÃ¼cken von Bedeutung, sondern das statisti- 
sche Mittel der vielen kleinen Rauhigkeitselemente Ã¼be grÃ¶fler rÃ¤umlich Regionen. 
Soweit der mittlere Effekt der OberflÃ¤cheneigenschaf fÃ¼ die Prozesse in der Grenz- 
schicht AtmosphÃ¤r - Meereis betrachtet wird, spricht man von aerodynamischer 
Rauhigkeit. 
Die bereits vorliegenden Messungen mit flugzeuggestÃ¼tzte Laseraltimetern ver- 
wenden meist eine Rauhigkeitsdefinition, die auf der Statistik der Variationen der 
OberflÃ¤ch beruht. Wegen der Eigenbewegung des Flugzeugs (oder Helikopters) 
treten zudem MeÂ§fehle auf, die herausgefiltert werden mÃ¼sse (Dierking, 1995). 
Die mit satellitengestiitzten Radaraltimetern beobachtbare Eisrauhigkeit besitzt 
mit einer AuflÃ¶sun von einigen Kilometern etwa die rÃ¤umlich Skala, die fÃ¼ grofl- 
skalige Klimaprozesse relevant ist. Allerdings beruht die Definition der Rauhigkeit 
hier auf dem RÃ¼ckstreukoeffiziente des Radarsignals und ist daher nicht mit aerody- 
namischer oder geometrischer Rauhigkeit identisch, sondern muÂ durch Eichungen 
an Feldmessungen vergleichbar gemacht werden. 
J e  nach Anwendungsfall und Meflverfahren werden somit unterschiedliche De- 
finitionen der Rauhigkeit verwendet, fÃ¼ deren quantitativen Vergleich noch durch 
Eichmessungen abgestÃ¼tzt Methoden zu entwickeln sind. ~edoch  zumindest fÃ¼ 
qualitative Untersuchungen, in denen die Regionen und Jahreszeiten bestimmt wer- 
den, in denen vorwiegend rauhes oder aber glattes Eis vorgefunden wird, sind die 
- 
bereits vorliegenden sowie die demnÃ¤chs erheblich umfangreicheren Beobachtungen 
der Eisrauhigkeit ein wertvoller Datensatz, dessen Nutzen fÃ¼ die Klimaforschung 
bei weitem noch nicht ausgeschÃ¶pf ist. 
auhigkeit in groflkaligen Eismodellen 
Die Nutzung der beobachtbaren GrÃ¶Â Eisrauhigkeit zur Modellverifikation erfor- 
dert, daÂ sie von Meereismodellen vorhergesagt werden kann. Die klassischen Meer- 
eismodelle (Hibler, 1979; Parkinson und Washington, 1979) und deren Nachfolger 
leisten dies jedoch nicht. 
In den letzten Jahren wurden neue Modelle entwickelt, in denen deformiertes 
und nichtdeformiertes Eis unterschiedlichen Eisklassen zugeordnet ist. Einen ersten 
Ansatz hierzu geben Flato und Hibler (1991)) der von Harder (1994) zu einem kom- 
pletten Dreischichtenmodell mit den Klassen offenes Wasser, glattes Eis und rauhes 
Eis fortentwickelt wurde.3 Aufwendigere Modelle verwenden eine noch grÃ¶Â§e Zahl 
verschiedener Eisklassen. Die AnsÃ¤tz mit mehreren Eisklassen enthalten allerdings 
mehrere Schwierigkeiten: 
o Die Frage, welche und wieviele Eisklassen fÃ¼ grooskalige Modelle sinnvoll 
sind, ist noch nicht geklÃ¤rt Bislang wurde nicht einmal durch einen ausfÃ¼hrli 
chen Vergleich verschiedener Modelle nachgewiesen, daÂ Mehrklassenmodelle 
grundsÃ¤tzlich Vorteile bieten, die mit optimierten Einklassenmodellen nicht 
auch zu erreichen sind. 
o Die Umwandlung glatten Eises in rauhes tritt in der Natur in vielfÃ¤ltige For- 
men auf, die aus den wenigen Feldmessungen nur exemplarisch bekannt sind. 
Die Beschreibung dieser ÃœbergÃ¤n in Modellen muÂ auf stark vereinfachte, 
empirische Parametrisierungen zurÃ¼ckgreifen die durch nur wenige Beobach- 
tungen gestutzt werden. 
o Die thermodynamische Entwicklung von PreGeisrÃœcke kann kaum mit einfa- 
chen thermodynamischen Modellen, die das Eis als ebene Schicht konstanter 
Dicke betrachten, beschrieben werden. PreBeisrucken, die nÃ¤herungsweis eine 
dreieckige Form besitzen, sind zwar dicker als das sie umgebende Eis, besitzen 
aber zugleich eine relativ groÂ§ OberflÃ¤che Daher sind PrefleisrÃ¼cke einem 
'Siehe hierzu auch Harder und Lemke (1994). 
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weitaus stÃ¤rkere EinfluÂ durch thermodynamisches Gefrieren und Schmelzen 
ausgesetzt, als allein aufgrund ihrer grooeren Dicke in einfachen thermody- 
namischen Modellen zu erwarten wÃ¤re HierfÃ¼ wÃ¤r eine weitere empirische 
Parametrisierung nÃ¶tig fÃ¼ die nur wenige Meadaten zur VerfÃ¼gun stehen. 
Im folgenden soll ein anderer, neuer Weg gezeigt werden, wie die Eisrauhigkeit in 
einem Modell mit einer Eisklasse als zusÃ¤tzlich prognostische Variable beschrieben 
werden kann. In diesen Ansatz geht keine empirische Parametrisierung ein, und die 
Probleme der Mehrklassenmodelle werden umgangen. Die Implementierung dieser 
Rauhigkeitssimulation in andere dynamisch-thermodynamische Meereismodelle ist 
problemlos mÃ¶glich 
6.4 Prognostische leichung der Eisrauhigkeit 
Rauhigkeit wird hier a,ls Eigenschaft des Eises aufgefaflt, die durch eine skalare, 
positiv definite GrÃ¶Â R beschrieben wird.* Glattes Eis besitzt die Rauhigkeit R = 
0, und steigende Werte R > 0 zeigen zunehmende Rauhigkeit des Eises an. Die 
Rauhigkeit R ist somit eine prognostische, skalare Variable analog zur Eisdicke h, 
zur Eiskonzentration A und zum in Kapitel 7 eingefÃ¼hrte Eisalter a .  
Die Quelle der Rauhigkeit R ist die Zufuhr von Energie durch Wind und Ozean- 
strÃ¶mun in das Eis, durch die sich interne Spannungen aufbauen. Die als Divergenz 
der internen Spannungen bestimmten internen KrÃ¤ft (Kapitel 2.4) verrichten bei 
der Deformation des Meereises mechanische Arbeit. Deren Leistung pro FlÃ¤ch 
Pi [W/m2] ergibt sich aus dem Produkt der beiden Tensoren der Deformationsrate 
i und der internen Spannung er (Rothrock, 1975) 
Dies ist der kontinuumsmechanische Ausdruck dafÃ¼r daÂ Leistung gleich Kraft 
mal Weg pro Zeit ist. Verwendet man die Invarianten der beiden Tensoren 6 und er 
(Gin. 3.7 und 3.14), so erhÃ¤l man die Gleichung 
Pi = Â£10- + i ^ f f / r  , (6.2) 
in der nur noch skalare GrÃ¶Â§ auftreten. Deformationsrate 6 und interne Span- 
nung er Ã¤nder sich mit den von auÂ§e auf das Eis wirkenden KrÃ¤fte und sind 
daher zeitabhÃ¤ngig Die insgesamt an einer Scholle geleistete Deformationsarbeit 
pro FlÃ¤ch W ergibt sich als zeitliches Integral der nacheinander auf sie einwirken- 
den Deformationsprozesse: 
Diese an der Scholle verrichtete Deformationsarbeit pro FlÃ¤ch W wird hier als 
MaÂ fÃ¼ die Rauhigkeit R des Eises genommen. Die Grundidee besteht darin, daÂ 
"Die Beschreibung der Rauhigkeit als eine quantitativ bestimmbare GrÃ¶Ã unterscheidet sich 
wesentlich von Modellen mit  zwei Eisklassen, in denen das Eis eniweder glatt  oder rauh ist 
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sich jede an der Scholle verrichtete mechanische Deformationsarbeit in einer Zu- 
nahme ihrer Rauhigkeit niederschlÃ¤gt Wie der DeformationsprozeÂ im einzelnen 
ablÃ¤uft welcher Anteil der Arbeit zum Aufbrechen der Scholle, fÃ¼ Reibungsver- 
luste und fÃ¼ den Aufbau potentieller Energie beim Aufeinanderstapeln des Eises 
verwendet wird, spielt in dieser Definition keine Rolle - die gesamte Arbeit durch 
interne KrÃ¤ft dient hier als MaÂ der Ra~h igke i t .~  
Diese Abstraktion von den Details der Deformationsprozesse bietet den grooen 
Vorteil, daÂ dieses Rauhigkeitsmao ausschlieÂ§lic aus prognostischen GrÃ¶oe des 
Modells abgeleitet wird und daÂ keinerlei empirische Parametrisierungen eingehen. 
Dieses RauhigkeitsmaÂ ist universell, da es in jedem Meereismodell verwendet wer- 
den kann, das die durch die internen KrÃ¤ft geleistete Arbeit pro FlÃ¤ch W progno- 
stiziert. 
Da in diesem Rauhigkeitsmao die Einzelheiten der DeformationsvorgÃ¤nge Ã¼be 
die keine fÃ¼ die grohkalige Modellierung geeigneten Messungen vorliegen, bewuÂ§ 
nicht aufgelÃ¶s werden, kann der hier verwendete Rauhigkeitsbegriff nicht direkt mit 
der geometrischen oder der aerodynamischen Rauhigkeit identifiziert werden. Die 
Details der Deformationsprozesse, die sich auf rÃ¤umliche Skalen von Zentimetern 
bis Metern abspielen, mÃ¼sse durch Feldrnessungen und kleinskalige Modelle noch 
nÃ¤he untersucht werden. FÃ¼ die grooskaligen Prozesse und Modelle ist jedoch 
nicht die Form einzelner Eisschollen, sondern das statistische Mittel der Rauhig- 
keitselemente auf der EisoberflÃ¤ch relevant. Wenn die Annahme zutrifft, daÂ jede 
am Meereis verrichtete Deforrnationsarbeit eine beobachtbare Zunahme ihrer Rau- 
higkeit bewirkt, dann ist diese Arbeit eine geeignete GrÃ¶Â zur Beschreibung der 
grohkaligen Rauhigkeit. 
Die Rauhigkeit R ist die Ã¼be die Lebensdauer der Eisdecke integrierte, an ihr 
verrichtete mechanische Arbeit und wird in der Einheit Energie pro FlÃ¤ch [J /m2] 
angegeben. Ihre Quelle ist die von den internen KrÃ¤fte verrichtete Leistung Pt. 
Zwei weitere Prozesse sind zu berÃ¼cksichtigen die Advektion des Eises und das 
thermodynamische Schmelzen der Eisdecke, das die Senke der Eisrauhigkeit dar- 
stellt. 
Die Eisrauhigkeit R, die hier als Eigenschaft des Eises betrachtet wird, hat ihren 
TrÃ¤ge in dem Eisvolumen pro FlÃ¤ch 1 ~ .  Wird das Eisvolumen in eine andere Region 
advehiert, so wird zugleich auch die Eisrauhigkeit dorthin transportiert. Hinsichtlich 
der Advektion ist die Eisrauhigkeit R also genauso wie h zu behandeln. 
Das Schmelzen des Eises ist die Senke der Eisrauhigkeit: In dem MaÂ§e wie 
das Eisvolumen geschmolzen wird, verschwindet auch die Eisrauhigkeit R. FÃ¼ den 
SchmelzprozeÂ gilt daher 
'Nach den Untersuchungen von Parmerter und Coon (1973) und Rothrock (1975) geht nur 
ein Teil der gesamten Arbeit W in den Aufbau potentieller Energie, die sich in der geometrischen 
Rauhigkeit der EisoberflÃ¤ch ausdrÃ¼ck und die Grundlage der aerodynamischen Rauhigkeit bildet. 
Wie groÃ der Anteil an  der insgesamt geleisteten Arbeit W ist, der durch Aufstapeln des Eises 
potentielle Energie aufbaut, ist eine noch unbeantwortete, in Feldmessungen zu klÃ¤rend Frage. Die 
auf numerischen Simulationen beruhenden SchÃ¤tzunge ergeben Werte von 50% in einem frÃ¼hen 
einfachen Modell von Parmerter und Coon (1972), 20% bei Hopkins et  al. (1991) und nach neuesten 
Rechnungen mÃ¶glicherweis nur 5% bis 10% (Hibler, 1994, pers. Mitteilung). 

6.5. MODELLERGEBNISSE 
Abbildung 6.2: Die von den internen KrÃ¤fte um Meereis geleistete Deformations- 
arbeit pro FlÃ¤ch W [10"3W/m2] im Jahresmittel 1987. Starke Deformation findet 
nÃ¶rdlic GrÃ¶nland und in anderen KÃ¼stenregione statt. In der zentralen Arktis ist 
die Deformation geringer, gleichwohl noch deutlich sichtbar. Ãœbe den eurasischen 
Schelfaebieten wird das Meereis nur schwach deformiert. 
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Abb. 6.2 zeigt die rÃ¤umlich Struktur, in welchen Regionen interne KrÃ¤ft im 
Mittel des Jahres 1987 Deformationsarbeit am Eis verrichten. Ein Maximum der 
Verformungsarbeit ist nÃ¶rdlic und Ã¶stlic GrÃ¶nland erkennbar, wo sich dickes, 
kompaktes Eis befindet. Allgemein tritt an KÃ¼ste relativ starke Deformation auf, 
wÃ¤hren die Verformungsarbeit in der zentralen Arktis schwÃ¤cher gleichwohl deut- 
lich erkennbar ist. FÃ¼ andere Jahre ergibt sich ein Ã¤hnliche rÃ¤umliche Muster. 
Die StÃ¤rk der von den internen KrÃ¤fte verrichteten Arbeit liegt im Jahresmittel 
in der GrÃ¶Â§enordnu 1 0 3  bis 1 0 2 W / m 2 .  Aufgrund des ausgeprÃ¤gte saisonalen 
Zyklus geht diese Arbeit im Sommer nahezu auf Null zurÃ¼ck wÃ¤hren sie im Winter 
Spitzenwerte von mehr als 1 0 '  W/m2 erreicht. Die flÃ¤chenbezogen Def~rmat~ions- 
arbeit hat die gleiche Dimension wie die thermodynamischen WÃ¤rmeflÃ¼ss Energie 
pro Zeit und FlÃ¤ch [ W / m 2 ] .  Der Unterschied besteht jedoch darin, daÂ die ther- 
modynamischen WÃ¤rmeflÃ¼s das Eis unter Ãœberwindun der sehr hohen latenten 
WÃ¤rm des Wassers erzeugen oder schmelzen, wÃ¤hren die internen Krafte eine Ver- 
formung bereits vorhandenen Eises bewirken, die schon bei wesentlich niedrigerem 
Energieaufwand sichtbare Resultate erzeugt. 
Der GrÃ¶fienordnun nach liegt die Verformungsarbeit mit rund 0.1 W/m2 weit 
unter den thermodynamischen WÃ¤rmeflÃ¼sse die sich im Bereich mehrerer hun- 
dert W/m2 bewegen. Dies bedeutet, daÂ die bei der Deformation freigesetzte Rei- 
bungswÃ¤rm allenfalls unbedeutende Mengen des Eisvolumens schmilzt, die Ver- 
formung also praktisch massenerhaltend stattfindet. Der Ãœberwiegend Anteil der 
Verformungsarbeit geht in das Aufbrechen des Eises in BruchstÃ¼ck und in den Auf- 
bau potentieller Energie, wenn diese Ã¼bereinandergeschobe werden (Hopkins et al., 
1991). FÃ¼ die hier zu leistende mechanische Arbeit ist eine Leistung von rund 
0 . 1 W / m 2  im Winter durchaus betrÃ¤chtlich 
Einen Eindruck von der GrÃ¶Â der Krafte, die da-s Meereis verformen, gibt fol- 
gendes Gedankenexperiment: WÃ¼rd die Leistung 0.1 W/m2 allein zum vertikalen 
Anheben des Eises verwendet, kÃ¶nnt eine 1  m dicke Eisscholle oberhalb der Wasser- 
linie um rund 1 m pro Tag, oder entsprechend 30 m pro Monat, angehoben werden. 
Die zur Verformung zur VerfÃ¼gun stehende potentielle Energie entsprÃ¤ch der, die 
nach einem freien Fall dieser Scholle bei einem Aufprall auf eine feste OberflÃ¤ch 
freigesetzt wÃ¼rde 
Die von den internen KrÃ¤fte geleistete Arbeit tritt bei zwei Prozessen auf: 
bei konvergenter Eisdrift, die eine Akkumulation von Eis in einer Region bewirkt, 
und bei ScherstrÃ¶mun des Eises, wenn sich unterschiedlich schnell bewegende Eis- 
schollen seitlich aneinander vorbeibewegen und dabei miteinander kollidieren. Das 
VerhÃ¤ltni 
ist ein MaÂ dafÃ¼r wie groÂ der Anteil der Konvergenz an der insgesamt geleiste- 
ten Arbeit durch interne Krafte ist. Das Jahresmittel von rc fÃ¼ 1987 ist in Abb. 6.3 
gezeigt, das in den anderen Jahren der Simulation sehr Ã¤hnlic aussieht. 
FÃ¼ weite Bereiche der zentralen Arktis liegt der Anteil rc durch Konvergenz bei 
40%, d. h. der mit 60% Ã¼berwiegend Anteil der Deformationsarbeit wird von den 
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Abbildung 6.3: Der Anteil rc [%] der I<onvergenz der Eisdrift an der gesamten von 
den internen KrÃ¤fte geleisteten Arbeit i m  Jahresmittel 1987. Der andere Anteil 
stammt von ScherkrÃ¤ften die die Differenz zu 100% ausmachen. I m  Mittel wird 
rund ein Drittel der Deformationsarbeit aufgrund des Widerstandes gegen konver- 
gente Eisdrift geleistet, wÃ¤hren ScherkrÃ¤ft mit zwei Dritteln fÃ¼ den Ã¼berwiegende 
Anteil der Deformation verantwortlich sind. An  KÃ¼ste ist der relative Anteil der 
ScherkrÃ¤ft besonders hoch, der Beitrag durch Konvergenz dementsprechend kleiner. 
ScherlirÃ¤fte geleistet. An KÃ¼ste ist rc noch kleiner, der Beitrag der ScherkrÃ¤ft 
dementsprechend hÃ¶her Die ScherkrÃ¤ft tragen in diesem viskos-plastischen Modell 
also entscheidend zur Eisdynamik bei, so daÂ nicht zu erwarten ist, daÂ Modelle 
ohne ScherkrÃ¤fte z. B. das ,,cavitating fluid modelL1 von Flato und Hibler (1992), 
Ã¤hnlich Simulationsergebnisse e rb~ ingen .~  
Die vier Abbildungen 6.4-6.7 zeigen die Eisrauhigkeit R fÃ¼ jeweils zwei Winter- 
und Sommersituationen. In diese Eisrauhigkeit, deren Zeitentwicklung durch die 
prognostische Gl. 6.5 beschrieben wird, geht die Entstehung der Rauhigkeit durch 
die Deformationsarbeit der internen KrÃ¤fte die Advektion rauhen Eises mit der 
Eisdrift und schlieÂ§lic das Verschwinden der Rauhigkeit mit dem Eisschmelzen ein. 
In allen vier Abbildungen erkennt man eine Grundstruktur im rÃ¤umliche Mu- 
ster: NÃ¶rdlic GrÃ¶nland und des kanadischen Archipels ist das Eis besonders 
rauh. In der zentralen Arktis werden mittlere Werte der Eisrauhigkeit prognosti- 
ziert, wÃ¤hren das Eis Ã¼be den eurasischen Schelfgebieten nur geringe Rauhigkeit 
aufweist. Man erkennt deutlich, wie sich von dem rauhen Eis nÃ¶rdlic GrÃ¶nland 
eine durch die Eisdrift im Beaufort-Wirbel erzeugte Zunge nach Westen erstreckt, 
was die wichtige Rolle der Advektion belegt. Zugleich sieht man in der geringen 
Rauhigkeit nÃ¶rdlic Sibiriens den thermodynamisch bedingten Effekt, daÂ in dieser 
Hauptproduktionszone des Eises im Sommer das Eis weitgehend schmilzt, so daÂ 
hier im Winter weite FlÃ¤che neuen, glatten Eises gefrieren. So kann anhand der neu 
eingefÃ¼hrten prognostischen GrÃ¶Â Eisrauhigkeit das Zusammenspiel von Dynamik 
und Thermodynamik beim Aufbau der Eisdecke studiert werden. 
Im Vergleich zwischen den Sommer- und den Wintersituationen ist festzustellen, 
daÂ die simulierte Eisrauhigkeit im Winter generell geringer ist. Der in der Natur 
auftretende Zyklus, daÂ im Winter neues, zunÃ¤chs glattes Eis gefriert, im Sommer 
dann lediglich altes, dickes, recht ra,uhes Eis das Schmelzen Å¸bersteht wird vom 
Modell realistisch wiedergegeben. 
Ein Vergleich der beiden Jahre 1987 und 1992 liefert ein eindrucksvolles Beispiel 
fÃ¼ die durch das Windfeld erzeugte interannuale VariabilitÃ¤ der Eisdecke: WÃ¤hren 
1987 das rauhe Eis vom Wind relativ weitrÃ¤umi Ã¼be die zentrale Arktis verteilt 
wurde, ist 1992 eine ausgeprÃ¤gt AnhÃ¤ufun rauhen Eises nÃ¶rdlic GrÃ¶nland zu 
erkennen. Mit dem hier vorgestellten Modell der Eisrauhigkeit als prognostischer 
GrÃ¶Â kann also das entstandene rauhe Eis als ),Tracerx auf seinem weiteren Weg 
im polaren Wirbel verfolgt werden, und die stark durch die AtmosphÃ¤r geprÃ¤gt 
VariabilitÃ¤ der EisverhÃ¤ltniss wird deutlich. 
6.6 Vergleich mit Beobachtungen und Ausblick 
Die beobachtete Eisrauhigkeit im Sommer nach Bourke und McLaren (1992) ist in 
Abb. 6.8 dargestellt. Die Messungen wurden mit U-Boot-gestÃ¼tzte Eisecholoten 
(ULS) durchgefÃ¼hrt die kontinuierlich die Kieltiefe der Eisdecke bestimmen. FÃ¼ 
7Wie groÂ der EinfluÂ der ScherkrÃ¤ft in der Natur wirklich ist, muÂ durch Feldmessungen er- 
mittelt werden. Die umfangreichen Messungen der Driftbojen aus dem Arctic Ocean Buoy Program 
kÃ¶nne als Verifikationsdaten zum Test verschiedener Modelle dienen. 
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Abbildung 6.4: Simulierte Eisrauhigkeit R [106 J/mv} im Februar 1987. Das rauheste 
Eis befindet sich nÃ¶rdlic GrÃ¶nland und des kanadischen Archipels. Mittlere Werte 
der Eisrauhigkeit werden fÃ¼ die zentrale Arktis prognostiziert. Ãœbe dem eurasischen 
Schelf nÃ¶rdlic Sibiriens ist das Eis relativ glatt. 
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Abbildung 6.5: Simulierte Eisrauhigkeit R \1Q6J/m2] im Februar 1992. Das Grund- 
muster ist Ã¤hnlic wie im Februar 1987 (Abb. 6.4), aber der Kontrast zwischen 
hoher Eisrauhigkeit nÃ¶rdlic GrÃ¶nland und Kanadas und abnehmender Rauhigkeit 
in Richtung zentraler Arktis und weiter nach Sibirien ist ausgeprÃ¤gter Ursache 
hierfÃ¼ sind interannuale Variationen des Windfelds. 
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Abbildung 6.6: Simulierte Eisrauhigkeit R [106J/m2] im August 1987. Die Eisrau- 
higkeit ist im Sommer generell hÃ¶he als im Winter (vgl. Februar 1987, Abb. 6.a 
da das dÃ¼nne glatte Eis im Sommer rasch schmilzt und nur das dicke, rauhe Eis 
die Schmekperiode Ã¼berstehe kann. Das Grundmuster der Eisrauhigkeit, die mit 
einem Maximum nÃ¶rdlic Kanadas und GrÃ¶nland in Richtung zentrale Arktis und 
Sibirien abnimmt, ist dem der Wintersituation Ã¤hnlich 
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Abbildung 6.7: Simulierte Eisrauhigkeit R [106 J/rn2] im August 1992. Ã„hnlic 
der Wintersituation ist auch im Vergleich der Sommersituation 1992 mit 1987 
eine durch den Wind bedingte, ausgeprÃ¼gter Konzentration rauhen Eises nÃ¶rdlic 
GrÃ¶nland und Kanadas zu finden. 
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Abbildung 6.8: Beobachtete Eisrauhigkeit i m  Sommer nach Bourke und McLaren 
(1992). Dargestellt ist die HÃ¤ufigkei (Anzahl pro Kilometer) von PrejleisrÃ¼cke 
mit einer Kieltiefe von mehr als 9m entlang der Fahrtrouten von U-Booten. Diese 
rÃ¤umlich Verteilung wurde durch Auswertung der MeJdaten nach oben gerichteter 
Echolote (upward looking sonar - ULS) an Bord der U-Boote gewonnen, mit denen 
kontinuierlich die Kieltiefe der Eisdecke gemessen wurde. 
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diese Abbildung ist die Eisrauhigkeit definiert durch die HÃ¤ufigkei der PrefieisrÃ¼cke 
mit mehr als 9m Tiefgang, berechnet als Anzahl dieser Pref3eisrucken pro Kilometer 
Fahrtroute. 
Man erkennt ein deutliches Muster, das gut mit den Simulationsergebnissen Ã¼ber 
einstimmt: besonders rauhes Eis nÃ¶rdlic GrÃ¶nland und des Kanadischen Archipels, 
Abnahme der Rauhigkeit vom nordamerikanischen zum euroasiatischen Kontinent, 
mittlere Werte der Rauhigkeit in der Nordpolregion. Das rÃ¤umlich Verteilungsmu- 
ster ist im Winter Ã¤hnlic wie im Sommer (Bourke und McLaren, 1992). 
Es gibt eine Reihe weiterer Definitionen der Rauhigkeit aus Messungen, beispiels- 
weise die mittlere Kieltiefe der PreÂ§eisrucke (ebenfalls von Bourke und McLaren, 
1992, berechnet). Die unterschiedlichen Definitionen und die auf ihnen beruhenden 
Darstellungen liefern - schon von den Dimensionen her - unterschiedliche MaÂ§ 
der Rauhigkeit, die gleichwohl recht Ã¤hnlich rÃ¤umlich Verteilungsmuster zeigen. 
Auch die Ergebnisse mehrerer Megkampagnen mit flugzeuggestÃ¼tzte Altime- 
tern aus den Jahren 1970-1973 (Hibler et al., 1974, AIDJEX Bulletin No. 23), 
mit denen die Rauhigkeit der OberflÃ¤ch (statt der Unterseite) des Eises bestimmt 
wurde, zeigt ein Ã¤hnliche rÃ¤umliche Muster wie von Bourke und McLaren (1992) 
berechnet. Wenngleich die Beobachtungen auf verschiedenen Megmethoden und 
Auswertungsverfahren beruhen, liefern sie doch insgesamt ein konsistentes Bild der 
mittleren rÃ¤umliche Verteilung rauhen Eises in der Arktis, das zur Modellverifika- 
tion geeignet ist. 
Der existierende Datensatz an Messungen der Eisrauhigkeit und -dicke mit U- 
Boot-gestÃ¼tzte SonargerÃ¤te und flugzeuggestÃ¼tzte Altimetern ist wesentlich um- 
fangreicher als die hier zitierten Beobachtungen (Hibler, 1985). Da allerdings ein 
erheblicher Teil dieser Messungen unter militÃ¤rische Gesichtspunkten in der Zeit 
des Ost-West-Gegensatzes gewonnen wurde, sind diese Daten bislang nur teilweise 
Ã¶ffentlic verfÃ¼gba (Bourke und McLaren, 1992).' Ferner wurden selbst die verÃ¶f 
fentlichten Daten erst unvollstÃ¤ndi wissenschaftlich ausgewertet. Hierin liegt ein 
Potential fÃ¼ eine erhebliche Ausweitung des Beobachtungsdatensatzes der Eisrau- 
higkei t . 
Eine wesentliche Verbesserung der QualitÃ¤ und QuantitÃ¤ der Messungen der 
Eisrauhigkeit wird in naher Zukunft gegeben sein, wenn mit satellitengestÃ¼tzte 
Sensoren und noch zu entwickelnden Auswertungsalgorithmen flÃ¤chendeckende kon- 
tinuierliche Beobachtungen der Eisrauhigkeit vorliegen werden (Drinkwater, 1995, 
pers. Mitteilung). Die hier vorgestellten Methoden der Simulation der Eisrauhigkeit 
kÃ¶nne dann umfassend getestet, optimiert und zur Modellverifikation eingesetzt 
werden. 
SDie in (Abb. 6.8) auftretende sog. DatenlÃ¼ck (,,no data") beruht darauf, daÂ die dort gewon- 
nenen Daten nicht verÃ¶ffentlich werden dÃ¼rfen 
apit el 
lter des Eises 
7.1 Junges" und 9,altes6' Eis 
Meereis hat eine typische Lebensdauer von einigen Monaten bis mehreren Jahren. 
Das zunÃ¤chs als dÃ¼nn Schicht auf dem polaren Ozean gefrorene Eis besitzt im An- 
fangsstadium eine hohe optische Transparenz und erscheint im sichtbaren Spektrum 
Ã¤hnlic dunkel wie der Ozean. Bei weiterem Gefrieren nimmt die Eisdicke zu, und 
das Eis nimmt eine hÃ¶her ReflektivitÃ¤ im optischen Bereich an, so daÂ es dem Be- 
trachter oder Satellitensensor als milchig-grau bis -weiÂ erscheint. Zudem sammelt 
sich Niederschlag, der in polaren Regionen hauptsÃ¤chlic als Schnee fÃ¤llt auf der 
EisoberflÃ¤ch und verÃ¤nder deren optische Eigenschaften erheblich. 
Der Jahreszyklus des thermodynamischen Gefrierens und Schmelzens spielt eine 
wichtige Rolle in der Geschichte einer Eisscholle. Die Sonneneinstrahlung im polaren 
Sommer erwÃ¤rm die EisoberflÃ¤ch und die darÃ¼be befindliche Luftschicht. Die 
Eisscholle wird dabei teilweise oder sogar vollstÃ¤ndi geschmolzen. Selbst dann, 
wenn die ErwÃ¤rmun nicht zum Erreichen des Schmelzpunktes ausreicht, weiten 
sich die KanÃ¤l im Eis, und die SalzeinschlÃ¼ss im Eis kÃ¶nne nach unten auslaufen. 
Die OberflÃ¤ch von Meereis, das im Sommer erwÃ¤rm wurde, hat daher einen sehr 
geringen Salzgehalt. 
Ã¼berleb eine Eisscholle mehrere Jahreszyklen des Schmelzens und Gefrierens, 
so bilden sich in ihr entsprechend viele vertikale Schichten aus1, die beim Schmelzen 
nach und nach wieder verschwinden. In Bohrkernen, die bei Feldmessungen aus ei- 
ner Eisscholle gezogen werden, lassen sich diese Schichten nachweisen (Eicken et al., 
1994), anhand derer das Alter einer Eisscholle abgeschÃ¤tz werden kann. Man unter- 
scheidet zwischen einjÃ¤hrigem Eis, das noch keinem sommerlichen SchmelzprozeÂ 
unterlag, und mehrjÃ¤hrige Eis, das eine oder mehrere Schmelzperioden Ã¼berstand 
Mehrj Ã¤,hrige Eis hat einen deutlich geringeren OberflÃ¤chensalzgehal als einjÃ¤hri 
ges Eis. Die beiden Eistypen unterscheiden sich daher in den elektromagneti- 
'Ein Analogon aus der Biologie sind die Jahresringe in BaumstÃ¤mmen 
'EinjÃ¤hrige Eis befindet sich in1 ersten Jahr seines Wachsens und ist in der Regel wenige 
Monate, nicht ein ganzes Jahr alt. Die englische Bezeichnung ,,first-year ice" drÃ¼ck dies besser 
aus. Ein guter Uberblick Ã¼be verschiedene Meereistypen ist z. B. im NASA-Atlas von Parkinson 
et al. (1987) zu finden. 
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sehen Eigenschaften ihrer OberflÃ¤chen was sich in Fernerkundungsbildern bemerk- 
bar macht. Durch Kombination mehrerer passiver Mikrowellensensoren unterschied- 
licher Frequenz kann zwischen ein- und mehrjÃ¤hrige Eis unterschieden werden. 
Mittlerweile liegen fÃ¼ mehrere Jahre flÃ¤chendeckend Satellitenbeobachtungen Ã¼be 
den Anteil mehrjÃ¤hrige Eises in der arktischen Eisdecke vor (siehe Kapitel 7.6; Par- 
kinson et al., 1987; Gloersen und Campbell, 1993). 
Das Eisalter ist also eine mit Fernerkundungsmethoden wie in Feldmessungen 
beobachtbare Eigenschaft des Meereises. ZusÃ¤tzlic zu den GrÃ¶Â§ Eisdicke, -kon- 
zentration, -drift und -rauhigkeit kann das Eisalter zur Verifikation und Optimierung 
von Meereismodellen verwendet werden - vorausgesetzt, die Modelle kÃ¶nne das 
Eisalter prognostizieren, was bei den meisten bislang verwendeten Modellen (z. B. 
Hibler, 1979) nicht der Fall ist. Manche der neueren Modelle (Kwok et al., 1995; 
Harder, 1994) enthalten mehrere Eisklassen, die unterschiedlich altes Eis reprÃ¤sen 
tieren. Allerdings bedeutet die EinfÃ¼hrun mehrerer Eisklassen einen erheblichen 
Aufwand, da eine getrennte Behandlung der Klassen und eine Beschreibung der 
ÃœbergÃ¤n zwischen ihnen erfolgen muÂ (siehe Kapitel 6). 
Im folgenden soll ein ganz anderes, neues Konzept zur Simulation des Eisalters 
beschrieben werden, in dem das Eisalter als zeitlich variable Eigenschaft der Eisdecke 
aufgefaÂ§ wird. Dieses Modell kommt mit einer einzigen Eisklasse aus, enthÃ¤l kei- 
nerlei empirische Parametrisierung und kann in praktisch jedes dynamisch-thermo- 
dynamische Meereismodell implementiert werden, das die Eisdicke und -drift pro- 
gnostiziert. Die Ãœbertragun auf Modelle mit mehreren Eisklassen, denen jeweils 
ein unterschiedliches Alter zuzuordnen wÃ¤re ist ebenfalls leicht mÃ¶glic (vgl. Har- 
der und Lemke, 1994). Wenngleich Alter und Rauhigkeit verschiedene physikalische 
GrÃ¶fie sind, die unterschiedliche Quellen und Senken besitzen, ist die formale Be- 
handlung des Eisalters hier in vielerlei Hinsicht analog zur in Kapitel 6 beschriebenen 
Simulation der Rauhigkeit. 
7.2 Definition des Eisalters 
Das Eisalter a wird als eine skalare GrÃ¶Â definiert, die analog zur Eisdicke h und 
zur Eiskonzentration A eine Eigenschaft der Eisdecke beschreibt. Das Eisalter vari- 
iert wie h und A sowohl rÃ¤umlic als auch zeitlich, und die Kontinuumshypothese 
(Kap. 2.1) wird auch auf das Eisalter angewendet. In der formalen Behandlung 
wird das Eisalter genauso wie die anderen skalaren prognostischen Variablen behan- 
delt und durch eine zusÃ¤tzlich prognostische Gleichung beschrieben. Das Eisalter a 
hat die Dimension einer Zeitdauer, die in SI-Einheiten in Sekunden, fÃ¼ praktische 
Zwecke aber in Tagen oder Jahren angegeben wird. Das Eisalter ist positiv definit: 
a > 0. 
Zum Zeitpunkt seiner Entstehung hat das Meereis das Alter 0. Das Modell 
beginnt mit einem eisfreien Ozean und enthÃ¤l somit keine willkÃ¼rlich Vorgabe 
fÃ¼ das Anfangsalter des Meereises. Durch thermodynamische Gefrierprozesse wird 
Eis des Alters 0 erzeugt. Das einmal erzeugte Eisvolumen, soweit es nicht durch 
thermodynamische oder dynamische Prozesse verÃ¤nder wird, altert fortan mit der 
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Rate 1, d. h. sein Alter nimmt pro Tag um einen Tag zu. 
An das bereits vorhandene Eisvolumen friert zu spÃ¤tere Zeitpunkten weiteres 
Eis an. Die Eisdecke besteht somit vertikal aus mehreren Schichten, die zu unter- 
schiedlichen Zeiten anfroren und daher ein unterschiedliches Eisalter besitzen. Diese 
vertikale Schichtung im Eis wird im groÂ§skalige Modell jedoch nicht aufgelÃ¶st Das 
Eisalt,er a als prognostische Modellvariable wird daher als vertikales Mittel Ã¼be alle 
Schichten unterscl~iedlichen Alters &(z),  aus denen die Eisdecke besteht, definiert: 
wobei z die vertikale Koordinate und D = h / A  die Eisdicke ist. Diese vertikale 
Mittelung ist die Voraussetzung dafÃ¼r daÂ auch bezÃ¼glic des Alters das Meereis 
als zweidimensionales Kont,inuum beschrieben werden kann. 
Bei der Interpretation der Modellergebnisse ist zu beachten, daÂ das Eisalter 
hier nicht das Alter des Ã¤lteste Bestandteils einer Eisscholle, sondern das Mittel 
Ã¼be alle ihre Schichten, junge wie alte, angibt. Wenn beispielsweise eine Eisscholle 
ans drei gleich dicken Schichten mit einem jeweiligen Alter von 1, 2 und 3 Jahren 
besteht, so ist das mittlere Eisalter a dieser Scholle 2 Jahre. 
In der theoretischen Formulierung wird das Eisalter a vertikal gemittelt, kann 
horizontal jedoch beliebig variieren. In der numerischen Umsetzung in groÂ§skalige 
Modellen ist das Eisalter als auch horizontal Ã¼be die Flache der jeweiligen Mo- 
dellgitterzelle gemittelte GrÃ¶Â zu verstehen, analog zu den anderen prognostischen 
Variablen. 
7.3 Prognostische Gleichung fÃ¼ das Eisalter 
In das mittlere Eisalter gehen, gewichtet mit ihrem jeweiligen Volumen, mehrere 
Beitrage ein: Das bereits in der Zelle vorhandene, das im aktuellen Zeitschrift 
zusÃ¤tzlic gefrorene sowie das aus benachbarten Regionen einstrÃ¶mend Eis tra- 
gen zum mittleren Eisalter bei. Das Eisalter a ist also als volumengewichtetes Mittel 
in einer Gitterzelle zu verstehen, zu dem groÂ§ Eisschollen mehr beitragen als kleine. 
Zur Berechnung des mittleren Eisalters kann daher nicht einfach das Alter der ver- 
schiedenen Beitrage addiert werden, sondern es muÂ mit ihrem jeweiligen Volumen 
gewichtet werden. Die adÃ¤quat prognostische GrÃ¶Â zur Beschreibung der Entwick- 
lung des Eisalters ist (ha) ,  das Produkt aus Eisalter a und Eisvolumen pro FlÃ¤ch 
h. WÃ¤hren a eine intensive GrÃ¶Â ist, sind h und ( h a )  extensive GrÃ¶Â§en Die pro- 
gnostische Gleichung wird fÃ¼ (ha) aufgestellt. Nach deren LÃ¶sun lÃ¤Â sich daraus 
das Eisalter 
3WÃ¤hren extensive GrÃ¶ÃŸ proportional zur Masse eines KÃ¶rper sind, hÃ¤nge intensive GrÃ¶ÃŸ 
von dieser nicht ab.  Beispielsweise ist die Temperatur eines KÃ¶rper eine intensive, sein WÃ¤rmein 
halt eine extensive GrÃ¶ÃŸ Die formale Behandlung der intensiven GrÃ¶Ã Eisalter erfolgt hier analog 
zur prognostischen Gleichung fÃ¼ den Salzgehalt in der Ozeanographie. 
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berechnen, wobei das Eisvolumen pro FlÃ¤ch h durch die prognostische Gleichung 
2.3 (S. 22) des Standardrnodells vorhergesagt wird. Die lokale zeitliche Ã„nderun 
des Eisalters ist 
9a 1 9 ( h a )  a 9 h  
9 t  = h 9t h 9t  (7.3) 
was aus Differentiation von Gl. 7.2 unter Verwendung der Regeln zur Ableitung 
von Produkten h e r ~ o r g e h t . ~  Die hier neu eingefÃ¼hrt prognostische Bilanzgleichung 
fÃ¼ ( h a )  lautet 
( u h a )  = h + U Mh . 
Die linke Seite hat die Form einer KontinuitÃ¤tsgleichung wÃ¤hren die rechte 
Seite die Quelle und die Senke von ( h a )  beschreibt. WÃ¤re diese Quellen und Sen- 
ken 0, so wÃ¤r (ha) eine ErhaltungsgrÃ¶fie deren lokale zeitliche Ã„nderun 9(ha)/9t 
allein durch den Advektionsterm V , ( u h a )  gegeben wÃ¤re Indem nicht das Eisal- 
ter a ,  sondern das Produkt ( h a )  aus Eisalter und Eisvolumen pro FlÃ¤ch advehiert 
wird, ist automatisch gewÃ¤hrleistet daÂ beim Einstrom von Eis aus benachbarten 
Gitterzellen das neue Eisalter als volumengewichtetes mittleres Alter des schon vor- 
handenen und des zusÃ¤tzlic eingestrÃ¶mte Eises berechnet wird. 
Auf der rechten Seite der Gl. 7.5 ist h der Quellterm, der das Altern des Eises 
beschreibt. Er bewirkt die lokale zeitliche Ã„nderun 
Da durch den AlterungsprozeÂ die Eisdicke h selbst nicht verÃ¤nder wird, gilt 
hier Qh/Qt  = 0, womit durch Einsetzen von Gl. 7.6 in Gl. 7.3 
folgt, was gerade das Altern des Meereises mit der Rate 1 ausdrÃ¼ckt 
Der zweite Term a M h  auf der rechten Seite der Gl. 7.5 beschreibt die Senke 
fÃ¼ ( h a ) .  M h  ist die in Gl. 2.24 (S. 27) definierte Schmelzrate, die 9 h / 9 t  < 0 bei 
Schmelzen und 0 bei Gefrieren ist. Zur Untersuchung der Wirkung dieser Senke 
betrachten wir 
was die Bilanzgleichung 7.5 ohne Advektions- und Alterungsterm darstellt. Zwei 
FÃ¤ll sind zu unterscheiden: 
^Zur Herleitung: GI. 7.3 ist Ã¤quivalen zu 
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e Schmelzen ( M h  = 91i/9t < 0) 
In diesem Fa,lle ist Gl. 7.8 
Setzt man dies in Gl. 7.3 ein, so folgt 
d. 11. durch Schmelzen wird das mittlere Alter a in einer Gitterzelle nicht 
verÃ¤ndert Die zugrundeliegende Annahme besteht darin, daÂ alle unter- 
schiedlich alten Eisvolumina, die zum mittleren Eisalter a beitragen, durch 
das Schmelzen gleich stark betroffen sind und entsprechend ihrem Anteil am 
gesamten Eisvolumen in der Gitterzelle schmelzen. Da das Modell vertikal 
keine unterschiedlich alten Eisschichten auflÃ¶s und auch nicht zwischen un- 
terschiedlich alten Eistypen innerhalb einer Gitterzelle unterscheidet, ist diese 
Annahme dem Modell angemes~en .~  
e Gefrieren ( M h  = 0, 9h/9t  > 0 )  
Hier ist Gl. 7.8 
Einsetzen in Gl. 7.3 ergibt 
Die zeitliche Ã„nderun Qa/Qt des Eisalters, bezogen auf den aktuellen Wert a 
des Eisalters, ist also proportional zu dem Negativen der zeitlichen Ã„nderun 
9h/9t des Eisvolumens pro Fliiche, bezogen auf den aktuellen Wert von h. 
Anschaulich bedeutet dies, daÂ das mittlere Eisalter in dem MaÂ§ abnimmt, 
in dem durch Gefrieren zusÃ¤tzliche Eis zum bereits vorhandenen Eisvolumen 
hinzugefÃ¼g wird. Diese Beschreibung wird der Definition des Eisalters als 
volumengewichtetes Mittel Ã¼be die Gitterzelle gerecht. 
'Die Berechnung des Eisalters ist auch fiir mehrere Eisklassen mit  unterschiedlicher Thermo- 
dynamik mÃ¶glich wie Harder und Lemke (1994) zeigen. Ebenso kÃ¶nnt man verschiedene verti- 
kale Eisschichten einfÃ¼hren die in unterschiedlichem MaÂ§ schn~elzen und somit auf verschiedene 
Weise in die Entwicklung des mittleren Eisalters eingehen. Die EinfÃ¼hrun mehrerer Eisklassen 
oder vertikaler Eisschichten ist allerdings eine erhebliche ErhÃ¶hun der KomplexitÃ¤ der verbrei- 
teten groÃŸskalige Meereismodelle, die deren Verifizierung mit den vorhandenen Beobachtungen 
erschwert. Sie erforderte zusÃ¤tzlich empirische Gleichungen und Parameter, die nur mit  Hilfe 
eines erheblich zu erweiternden MeBdatensatzes verifiziert werden kÃ¶nnten 
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Abbildung 7.2: Raumliche Verteilung des simulierten Eisalters [Tage] im Februar 
1987. Das Ã¤ltest Eis ist nÃ¶rdlic GrÃ¶nland und Kanadas zu finden. Das mittlere 
Eisalter in der zentralen Arktis betragt rund ein Jahr, was einem Gemisch aus ein- 
und mehrjahrigem Eis entspricht. Das jÃ¼ngste erst wenige Monate alte Eis befindet 
sich Ã¼be den eurasischen Schelfaebieten, den wichtigsten Gefrierregionen. In der 
GrÃ¶nlandse nimmt das Eisalter nach SÃ¼de zu, da dort kein Eis mehr gefroren wird 
und nur das aus dem Norden einstrÃ¶mend dickste, Ã¤ltest Eis den SÃ¼de GrÃ¶nland 
erreichen kann. Offenem Wasser wird definitionsgemÃ¤j das Eisalter 0 zugeordnet. 
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Abbildung 7.3: RÃ¤umlich Verteilung des simulierten Eisalters [Tage] im Septem- 
ber 1987. Das Eisalter Ã¼be die weiten Regionen der zentralen Arktis ist deutlich 
hÃ¶he als im Winter (vgl. Abb. 7.2)) da das dÃ¼nne junge Eis zu einem groJen Teil 
geschmolzen wurde und auj3erdem kein Gefrieren neuen Eises stattfindet. 
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Abbildung 7.4: RÃ¤umlich Verteilung des simulierten Eisalters [Tage] im Februar 
1992. Wenngleich das Grundmuster Ã¤hnlic wie im Februar 1987 (Abb. 7.2) ist, 
sind doch lokale Unterschiede erkennbar, die aus Variationen des Windfelds resul- 
tieren: 1999 ist der Kontrast zwischen altem Eis nÃ¶rdlic GrÃ¶nland und Kanadas 
zu dem jungen Eis nÃ¶rdlic Sibiriens stÃ¤rke ausgeprÃ¤g als 1987. Dies steht in gu- 
ter Ãœbereinstimmun mit einem Ã¤hnliche Kontrast in der simulierten Eisrauhiqkeit 
(Kapitel 6) und qualifiziert das Eisalter als eine geeignete GrÃ¶J zur Charakterisie- 
rung der Meereisdynamik. 
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ein- und mehrjÃ¤hrige Eises entspricht. Das in der GrÃ¶nlandse auftretende Eis 
besitzt ein relativ hohes Alter, das nach SÃ¼de hin noch zunimmt. In der nÃ¶rdliche 
GrÃ¶nlandse wird im Winter noch neues Eis gefroren, das das mittlere Eisalter 
verringert. In den weiter sÃ¼dlic gelegenen Schmelzregionen altert das Eis hingegen 
mit der Rate 1, bis es schlieÂ§lic ganz geschmolzen ist. 
Das Modell zeigt auch im Sommer eine ausgeprÃ¤gt raumliche Verteilung des 
Eisalters (Abb. 7.3). Das GefÃ¤ll zwischen altem Eis nÃ¶rdlic GrÃ¶nland und Ka- 
nadas und jungem Eis iiber den eurasischen Schelfgebieten bleibt in abgeschwÃ¤chte 
Form bestehen. Im Sommer wird das junge, diinne Eis praktisch vollstÃ¤ndi ge- 
schmolzen. Das verbleibende Eis ist dementsprechend dick und alt, das mittlere 
Eisalter grÃ¶Â§e und junges Eis kaum mehr vorhanden. 
Als ein Beispiel fÃ¼ die interannuale VariabilitÃ¤ der rÃ¤umliche Verteilung des 
Eisalters ist in Abb. 7.4 die Situation im Februar 1992 dargestellt. Im Vergleich 
mit Abb. 7.2 fÃ¼ den Februar 1987 zeigt sich, daÂ das grooskalige rÃ¤umlich Muster 
erhalten ist, in einzelnen Regionen aber durchaus Unterschiede festzustellen sind: 
Je nachdem, wohin der Wind das alte Eis treibt und wo FlÃ¤che offenen Wassers 
entstehen, in denen neues Eis gefroren wird, variiert die raumliche Verteilung des 
Eisalters von Jahr zu Jahr. 
7.5 Variat ionslÃ¤uf 
Zwei zusÃ¤tzliche variierte Simulationen zeigen, wie anhand der GrÃ¶Â Eisalter Meer- 
eismodelle verglichen und getestet werden kÃ¶nnen 
B Im ersten Fall wird die Eisdrift ausgeschaltet. Dies ist ein rein thermodynami- 
sches Modell, in dem das Eis nur rein lokal gefrieren und schmelzen kann. Da 
das Eis in manchen kalten Regionen auch im Sommer nicht geschmolzen wird, 
nimmt sein Alter im Laufe der Zeit unbegrenzt zu, und es wird kein zyklo- 
stationÃ¤re Zustand erreicht. Dieses erwartungsgemÃ¤fl Simula,tionsergebnis 
unterstreicht die Bedeutung der Eisdrift fÃ¼ eine realistische Beschreibung des 
Meereises. 
e Im zweiten Fall bleibt die Physik des dynamisch-thermodynamischen Meereis- 
modells unverÃ¤ndert aber der Modellparameter Albedo wird so weit herab- 
gesetzt, daÂ die erhÃ¶ht Absorption solarer Einstrahlung das Eis im Sommer 
praktisch vollstÃ¤ndi schmilzt. Das mittlere Eisalter sinkt hier, wiederum er- 
wartungsgemÃ¤fl auf wenige Monate, und es gibt kein mehrjÃ¤hrige Eis. 
Eine realistische Simulation des Eisalters kann also nur dann erreicht werden, 
wenn sowohl Dynamik als auch Thermodynamik im Modells richtig beschrieben 
sind. Das Eisalter ist damit eine zusÃ¤tzlich GrÃ¶Â§ anhand derer Meereismodelle 
getestet und optimiert werden kÃ¶nnen 
Abbildung 7.5: Vom satellitengestÃ¼tzte SSM/I-Sensor beobachteter Bedeckungsgrad 
mehrjÃ¤hrige Eises im Februar 1992. Die hÃ¶chste Konzentrationen mehrjÃ¤hrige 
Eises sind nÃ¶rdlic GrÃ¶nland und Kanadas zu finden. Ãœbe dem eurasischen Schelf, 
wo die Eisdecke starke sa,isonale Variation aufweist, ist der Anteil mehrjÃ¤hrige 
Eises gering. 
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Abbildung 7.6: Vom satellitengestÃ¼tzte SSM/I-Sensor beobachteter Bedeckungsgrad 
einjahrigen Eises i m  Februar 1992. Das raumliche Verteilungsmuster ist komple- 
mentar zu dem des mehrjahrigen Eises in Abb. 7.5: Die hÃ¶chste Konzentrationen 
einjÃ¤hrige Eises werden Ã¼be den eurasischen Schelfaebieten beobachtet, wahrend 
nÃ¶rdlic von GrÃ¶nlan und Kanada nur geringe Anteile einjahrigen Eises zu finden 
sind. 
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7.6 Vergleich mit Beobachtungen 
Passive Mikrowellensensoren (ab 1987 SSM/I, vorher SMMR) auf Satelliten lie- 
fern heute kontinuierliche, flÃ¤chendeckend Beobachtungen der Anteile ein- bzw. 
mehrjÃ¤hrige Eises, die zur gesamten Eisbedeckung beitragen. Die Daten wurden 
t,eilweise bereits im NASA-Atlas von Gloersen und Campbell (1993) verÃ¶ffentlicht 
aktuellere DatensÃ¤tze wie der hier verwendete, sind in digitalisierter Form auf CD- 
ROM vom National Snow and Ice Data Center (NSIDC), Boulder, e r h Ã ¤ l t l i ~ h .  
Abb. 7.5 zeigt den vom satellitengestÃ¼tzte SSM/I-Sensor beobachteten Be- 
deckungsgrad mehrjÃ¤hrige Eises im Februar 1992, und Abb. 7.6 zeigt den Be- 
deckungsgrad einjahrigen Eises fÃ¼ denselben Monat. Da in der Wintersituation im 
Februar praktisch der gesamte arktische Ozean vollstÃ¤ndi mit Meereis bedeckt und 
der Anteil offenen Wassers dementsprechend gering ist, ergÃ¤nze sich Abb. 7.5 und 
Abb. 7.6 na,hezu zu 100%. Man erkennt ein deutliches rÃ¤umliche Verteilungsmuster, 
das sich komplementG in den beiden Bildern ausdrÃ¼ckt Das alte, mehrjÃ¤hrig Eis 
tritt in hohen Konzentrationen nÃ¶rdlic GrÃ¶nland und Kanadas auf, wÃ¤hren das 
junge, einjÃ¤hrig Eis hauptsÃ¤chlic nÃ¶rdlic Sibiriens Ã¼be dem eurasischen Schelf 
gefunden wird. 
Vergleicht man dieses ausgeprÃ¤gt rÃ¤umlich Verteilungsmuster des mehr- bzw. 
einjahrigen Eises mit dem simulierten Eisalter fÃ¼ Februar 1987 (Abb. 7.4), so zeigt 
sich eine gute Ãœberein~t~irnmun~ Sowohl in den Beobachtungen wie auch im Modell 
erkennt man junges Eis Ã¼be dem eurasischen Schelf, altes Eis nÃ¶rdlic des kana- 
dischen Archipels, und eine ,,ZungeG alten Eises, die sich nÃ¶rdlic Kanadas nach 
Westen erstreckt und eine Folge der Advektion des Eises im Beaufort-Wirbel ist. 
Die Ãœbereinstimmun der rÃ¤umliche Verteilungsmuster von simuliertem Eisal- 
ter und beobachtetem Anteil mehrjÃ¤hrige Eises ist bemerkenswert gut. Mit der 
Erweiterung des Modells um die prognostische GrÃ–Â Eisalter ist es somit mÃ¶glich 
die Satellitenbeobachtungen zur Unterscheidung zwischen ein- und mehrjÃ¤hrige 
Eis in die Modellverifikation einzubeziehen. 
Die gegenwÃ¤rti verfÃ¼gbare Messungen besitzen allerdings auch inhÃ¤rent Gren- 
zen. Zum einen sind die Satellitenbeobachtungen nur im Winter zuverlÃ¤ssig wenn 
eine klare Unterscheidung zwischen offenem Wasser sowie ein- und mehrjÃ¤hrige 
Eis getroffen werden kann. Im Sommer dagegen, wenn SchmelztÃ¼mpe ausgedehnte 
Bereiche des arktischen Meereises bedecken, kÃ¶nne die Satellitensensoren die Eis- 
klassen nicht mehr zuverlÃ¤ssi unterscheiden. 
Zum anderen sind der Anteil mehrjÃ¤hrige Eises, den die Satellitenbeobach- 
t,ungen liefern, und das Alter des Eises zwar miteinander korrelierte, aber nicht 
identische physikalische GrÃ¶Â§e Das Problem liegt hier auf der Seite der Beobach- 
tungen: WÃ¤hren die Satellitenmessungen nur die OberflÃ¤ch des Eises analysieren 
und daraus lediglich den qualitativen Unterschied zwischen ein- und mehrjÃ¤hrige 
Eis ableiten kÃ¶nnen liefert das hier vorgestellte Modell ein quantifizierbares, ver- 
tikal integriertes Eisalter, das Ã¼be die gegenwÃ¤rtige BeobachtungsmÃ¶glichkeite 
hinausgeht. 
'Die SSM/I-Daten wurden freundlicherweise von M. Kreyscher aufbereitet. 
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7.7 Diskussion und Ausblick 
Das hier vorgestellte Modell zur Simulation des Eisalters hat sich bewÃ¤hrt Das 
mittlere Eisalter, das rÃ¤umlich Verteilungsmuster und dessen saisonale Variation 
stehen in guter Ãœbereinstimmun mit den Beobachtungen. Das Eisalter ist damit 
eine vom Modell prognostizierbare GrÃ¶Â§ die zugleich mit Fernerkundungsverfah- 
ren (Satellitenbeobachtungen) Ã¼be lÃ¤nger ZeitrÃ¤um flÃ¤chendecken beobachtet 
werden kann und sich daher fÃ¼ die Modellverifikation gut eignet. 
Eine Anwendung des simulierten Eisalters wird bereits von Holland (1995, pers. 
Mitteilung) in einem gekoppelten Meereis-Ozeanmodell vorgenommen, womit die 
GÃ¼t der simulierten Eisdeckeneigenschaften Ã¼berprÃ¼ wird. In den kommenden 
Jahren wird eine nach QualitÃ¤ und QuantitÃ¤ steigende Masse an Beobachtungen 
des Eisalters verfÃ¼gba sein, zu deren Auswertung die ErgÃ¤nzun der Meereismodelle 
um die prognostische Variable Meereis eine nÃ¼tzlich Erweiterung ist. 
Die Simulation des Eisalters kann in Meereismodelle unterschiedlicher Art imple- 
mentiert werden. Die einzige Voraussetzung dafÃ¼ ist, daÂ das thermodynamische 
Gefrieren und Schmelzen der Eisdecke sowie die Eisdrift vom Modell prognostiziert 
werden, was bei praktisch allen dynamisch-thermodynamischen Meereismodellen ge- 
geben ist. So stellt das Eisalter auch unabhÃ¤ngi von Beobachtungen eine GrÃ¶Â 
dar, anhand derer Meereismodelle verglichen werden kÃ¶nnen 
apitel 8 
riabilitÃ¤ des Eisexports durch 
die FramstraBe 
8.1 Rolle der FramstraBe im Klimasystem 
Die Framstrafie, die Wasserpassage zwischen GrÃ¶nlan und Spitzbergen, ist die wich- 
tigste Verbindung des arktischen Ozeans mit den anderen Ozeanen: zum einen, weil 
sie die einzige tiefe Ã–ffnun des arktischen Ozeanbeckens ist, und zum anderen, 
weil der Export von Meereis aus der Arktis hauptsÃ¤chlic hier geschieht. Durch die 
Framstrafie findet der Austausch von Wassermassen und Meereis zwischen Arktis 
und GrÃ¶nlandse statt, die Ã¼be die Islandsee und die Norwegische See mit dem 
Nordatlantik verbunden ist. 
Diese Transporte beeinflussen somit die Temperaturen und Salzgehalte im Nord- 
atlantik und damit die gesamte thermohaline Zirkulation des atlantischen Ozeans, 
eine der wichtigsten Komponenten im globalen Klimasystem. Insbesondere der das 
relativ warme nordeuropÃ¤isch Klima bedingende Golfstrom, dessen AuslÃ¤ufe in 
die GrÃ¶nlandse und weiter durch die Framstrafie in den arktischen Ozean flieflen, 
hÃ¤ng von der Verteilung der durch Temperatur und Salzgehalt charakterisierten 
Wassermassen in Nordatlantik, GrÃ¶nlandse und arktischem Becken ab. 
In den SÃ¼ÃŸwasserbilanz fÃ¼ die Arktis und die GrÃ¶nlandse stellt der Trans- 
port von Meereis durch die Framstrafle nach Aagaard und Carmack (1989) den 
grÃ¶fite Beitrag dar, dessen GrÃ¶ÃŸenordnu sie mit 0.1 Sverdrupl abschÃ¤tzen Die- 
ser Meereistransport durch die FramstraGe ist der zweitgrÃ¶Gt SÃ¼fiwasserfiu der 
Welt, dessen StÃ¤rk nur durch den Amazonas Ã¼bertroffe wird (Holland, 1978). FÃ¼ 
die Bedeutung dieses Flusses fÃ¼ das Klimasystem sind zwei Besonderheiten des 
Meereistransports, verglichen mit anderen OzeanstrÃ¶mungen wichtig: 
Meereis hat einen geringen Salzgehalt von weniger als einem FÃ¼nfte des Salzge- 
halts der Ozeane und stellt fÃ¼ die ozeanische Zirkulation praktisch SÃœÂ§wass 
dar. Der EinfluG von MeereisstrÃ¶me auf die Salz- bzw. SÃ¼flwasserbilan des 
Ozeans ist daher bei gleicher GrÃ¶Ã des Volumentransports weitaus grÃ¶fie als 
'Sverdrup (1Sv = 106m3/s) ist das in der Ozeanographie gebrÃ¤uchlich MaÂ fÃ¼ Transporte 
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bei Transporten von Wassermassen im Ozean, die sich im Salzgehalt wesentlich 
weniger unterscheiden. 
B Meereis ist gefrorenes Wasser und enthÃ¤l gegenÃ¼be flÃ¼ssige Wasser im 
Ozean eine erhebliche negative latente WÃ¤rme die die Differenz zweier ozea- 
nischer Wassermassen in1 WÃ¤rmeinhal pro Volumen um ein bis zwei GrÃ¶Â§e 
ordnungen Å¸ber~teigt .  
Damit wird deutlich, daÂ der Transport von tÃ¤glic rund 10'' Tonnen Meereis 
durch die FramstraÂ§ einen wichtigen SÃ¼flwasserflu im Klimasystem darstellt, der 
mit einem horizontalen Transport negativer latenter WÃ¤rm verbunden ist: Infolge 
der Advektion des Meereises durch die Framstrafle kÃ¼hl der arktische Ozean die 
GrÃ¶nla,ndse durch Zufuhr nega,tiver latenter WÃ¤rm mit einer Leistung von rund 
30 Terawatt ab.3 
Simulation des Meereistransports durc 
Framstrafie 
Experimentelle Messungen des Meereistransports durch die FramstraÂ§ sind rar, wie 
auch Aagaard und Carmack (1989) bei ihrer AbschÃ¤tzun des Transports einrÃ¤umen 
FÃ¼ die eisbedeckte FlÃ¤ch existieren Fernerkundungsdaten, doch ist diesen Daten 
die Eisdicke gar nicht und die Eisdrift nur durch aufwendige Aufbereitung zu ent- 
nehmen. Die Eisdicke wurde an einigen Stellen mit Eisecholoten bestimmt; diese 
punktuellen Messungen geben jedoch nur einen groben Eindruck von der GrÃ¶Â des 
gesamten Transports. Die Beschaffenheit des zu untersuchenden geophysikalischen 
Mediums - eine zerklÃ¼ftete im OstgrÃ¶nlandstro relativ starker Bewegung und 
Deformation unterliegende Eisdecke - schrÃ¤nk den Zugang zu dieser Region stark 
ein. FÃ¼ Experimente vor Ort werden in der Regel Eisbrecher benÃ¶tigt 
Die Diskrepanz, daÂ fÃ¼ eine Beschreibung und ein VerstÃ¤,ndni des globalen 
Klimasystems die GrÃ¶fl des Meereistransports durch die FramstraÂ§ bekannt sein 
muÂ§ die experimentellen Daten dafÃ¼ aber auf absehbare Zeit spÃ¤rlic sind, kann 
durch Meereismodelle zumindest teilweise geschlossen werden. Das Modell hat hier 
die Aufgabe, in Raum und Zeit kontinuierliche Prognosen der GrÃ¶Â§ zu liefern, 
die aus Messungen ungenÃ¼gen bekannt sind. An den fÃ¼ einzelne ZeitrÃ¤um und 
Regionen vorliegenden Beobachtungen kann das Modell getestet und geeicht werden. 
Im folgenden wird der Meereistransport durch die Framstraae fÃ¼ den gesam- 
ten Zeitraum der Jahre 1986-1992 simuliert. Mit dem Modell kann nicht nur die 
mittlere GrÃ¶Â des Transports, sondern auch der Jahresgmg und vor allem die in- 
terannuale VariabilitÃ¤ unt,ersucht werden, fÃ¼ die keine Beobachtungen vorliegen. 
Die Simulation liefert das wichtige Ergebnis, daÂ die interannuale VariabilitÃ¤ des 
F Ã ¼  den PhasenÃ¼bergan von Eis in flÃ¼ssige Wasser wird das 72fache der Energie benÃ¶tigt 
die zur ErwÃ¤rmun derselben Wassermenge um 1Â°  erforderlich ist. 
3Zur Berechnung der abgegebenen Leistung ist der Transport des Meereises, hier mit  0 . 1 6 ' ~  = 
105m3/s angesetzt, mi t  der latenten WÃ¤rm des Meereises L, w 3 .  10'J/m3 zu multiplizieren. Die 
daraus berechnete Leistung von 3 0 .  10" W entspricht der von rund 30 000 Kernkraftwerken. 
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Abbildung 8.1: Simulierter mittlerer Jahresqang des Meereistransports [Sverdrup] 
durch die FramstraJle bei etwa 80Â° im  Zeitraum 1986-1992. 
Meereistransports aufgrund der Schwankungen des Windfelds erheblich ist und bei 
Untersuchungen des Klimasystems zu berÃ¼cksichtige ist. 
8.3 Berechnung des Transports 
Der Transport durch die Framstraae wird im Modell entlang einer Trennlinie Lf von 
der Nordostspitze GrÃ¶nland zur Nordwestspitze Spitzbergens etwas nÃ¶rdlic von 
O N  berechnet. Die vier in die Berechnung eingehenden Modellgitterpunkte sind 
in Abb. 4.1 (S. 50) markiert. Der Volumentransport an Meereis durch die Trennlinie 
Lf ist 
9 V  
- = /' l^(x) D ( ~ )  A ( ~ )  iix , 9t (8.1) 
L. 
wobei U J _  die Eisdriftgeschwindigkeit senkrecht zur Trennlinie Lt, D = h / A  die 
Eisdicke, A die Eiskonzentration und X den Ort bezeichnet. Die mittlere Eisdicke 
h(x) = D(x)  A(x) wird vom Meereismodell direkt prognostiziert (Kapitel 2.2). 
8.4 Simulationsergebnisse und Diskussion 
Den mittleren Jahresgang des simulierten Meereistransports durch die FramstraBe 
im Zeitraum 1986-1992 zeigt Abb. 8.1. Im Mittel Ã¼be den gesamten Integrations- 
zeitraum betrÃ¤g der Wert des simulierten Meereistransports 0.14 Sv. Dieser Wert 
ist mehr als doppelt so groÂ wie der in den Simulationen Legutkes (1992) ermittelte, 
was insbesondere auf die Optimierung der dynamischen Modellparameter (Harder, 
1994; Fischer, 1995) zurÃ¼ckzufÃ¼hr ist. Vinje und Finnek5sa (1986) geben den aus 
Messungen berechneten Transport Ã¼be den 81. Breitengrad, der sich etwa mit der 
im Modell gewÃ¤hlte Trennlinie deckt, mit 0.16 Sv an. Eine vorlÃ¤ufig Auswertung 
neuester Meodaten (Vinje, 1995, pers. Mitteilung) zeigt einen mittleren jÃ¤hrliche 
Transport von 0.142 Sv, der in ausgezeichneter Ãœbereinstimmun mit der Simula- 
tion steht. Aagaard und Carmack (1989) schÃ¤tze den tatsÃ¤chliche FluÂ in die 
GrÃ¶nlandsee der weiter sÃ¼dlic berechnet wird, mit 0.1 Sv ab. 
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Abbildung 8.2: Simulierte Anomalien des Meereistransports [Sverdrup] durch die 
Framstrage bei etwa 80Â° i m  Zeitraum 1986-1992. Dargestellt ist die Abweichung 
des Transports in den 84 Monaten der Simulation vom 7-Jahresmittel der einzelnen 
Monate. 
WÃ¤hren Aagaard und Carmack (1989) lediglich einen Mittelwert des Trans- 
ports angeben, da die zur VerfÃ¼gun stehende schmale und inhomogene Basis an 
verfÃ¼gbare Meadaten keine detaillierten Angaben zulÃ¤Â§ kann mit dem Modell der 
Jahresgang simuliert werden. Abb. 8.1 ist die Amplitude des simulierten Jahres- 
gangs zu entnehmen: In den Wintermonaten ist der Transport um einen Faktor 2.5 
grÃ¶Â§ als im Sommer. 
AuffÃ¤lli ist ferner ein RÃ¼ckgan des Transports in den Monaten Januar und Fe- 
bruar, in der Mitte des Winters. Eine wichtige Ursache hierfÃ¼ ist der Umstand, daÂ 
bei einer kompakten, winterlichen Eisdecke interne KrÃ¤ft die Eisdriftgeschwindig- 
keit reduzieren. Erst wenn das Eis im FrÃ¼hjah aufbricht, kann das zuvor im Win- 
ter gebildete dicke Eis relativ ungehindert ausstrÃ¶men Dieses interessante PhÃ¤no 
men ist hier zunÃ¤chs eine Modellprognose, die durch kÃ¼nftig Feldmessungen zu 
Ã¼berprÃ¼f ist. 
Eine weitere wichtige Frage ist die GrÃ¶Â der Anomalien des Meereistransports. 
WÃ¤hren die vorliegenden Beobachtungsdaten ungenÃ¼gen sind, kann das Modell 
hierzu Prognosen liefern. Der gesamte simulierte Zeitraum der sieben Jahre 1986- 
1992 umfaÂ§ 84 Monate und ist lang genug, um aussagefÃ¤hig Statistik zu erlauben. 
Im Unterschied zum inhomogenen und diskontinuierlichen Beobachtungsdatensatz 
liegen fÃ¼ den gesamten simulierten Zeitraum alle benÃ¶tigte Antriebsdaten vor, so 
daÂ eine lÃ¼ckenlos Simulation durchgefÃ¼hr werden kann. 
Zur Untersuchung von Anomalien im Meereistransport durch die FramstraBe 
werden Monatsmittel betrachtet, was die fÃ¼ klimatologische Untersuchungen adÃ¤ 
quate Zeitskala darstellt. FÃ¼ jeden Monat wird das in Abb. 8.1 gezeigte 7-Jah- 
resmittel des Transportes berechnet, das einen mittleren Jahresgang, quasi eine 
simulierte Klimatologie, darstellt. Dann wird fÃ¼ jeden einzelnen der 84 Monate des 
Simulationszeitraums die Abweichung von diesem mittleren Jahresgang bestimmt. 
Das Ergebnis ist in Abb. 8.2 dargestellt. 
Interessanterweise zeigt der Meereistransport durch die Framstrage auf der Zeit- 
skala von Monatsmitteln eine groÂ§ VariabilitÃ¤t Die Anomalien des Transports 
sind von Ã¤hnliche GrÃ¶Â wie der Mittelwert. Diese hohe interannuale VaribilitÃ¤ 
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Abbildung 8.3: Jahresmittel des Meereistransports [Sverdrup] durch die Framstrafie 
bei etwa 80Â° im Zeitraum 1986-1992. Die Linie zeigt die GrÃ¶fi des Transports 
i m  Mittel Ã¼be alle sieben Jahre. 
des Transports zeigt sich bei Simulationen mit verschiedenen Einstellungen der Mo- 
dellparameter. WÃ¤hren die absolute GrÃ¶fl des Transports von Modellparametrisie- 
rungen und AntriebsgrÃ¶fle abhÃ¤ngt sind die relativen Schwankungen im Transport 
in allen physikalisch sinnvoll konfigurierten Simulationen Ã¤hnlich 
Die Jahresmittel des simulierten Meereistransports (Abb. 8.3) unterscheiden sich 
fÃ¼ manche Jahre um einen Faktor zwei. Beispielsweise wird fÃ¼ das Jahr 1989 ein 
doppelt so hoher Transport wie fÃ¼ 1987 prognostiziert. Die Standardabweichung 
der Jahresmittel vom mittleren Transport 0.14 Sv hat den Wert 0.03 Sv. Umge- 
rechnet in ein transportiertes Meereisvolumen pro Jahr entspricht die Standardab- 
weichung 950km3/a bei einem mittleren Transport von 4400km3/a. Die relative 
Standardabweichung betrÃ¤g rund 20% und hÃ¤ng nur schwach von der Wahl der 
Modellparameter ab. 
FÃ¼ den EinfluÂ auf den Ozean ist zu berÃ¼cksichtigen daÂ Meereis eine geringere 
Dichte als Meerwasser besitzt und auÂ§erde nicht reines SÃ¼flwasse ist, sondern 
einen mittleren Salzgehalt von wenigen psu aufweist. Der FluÂ reinen SÃ¼Â§wasse in 
den Ozean betrÃ¤g daher rund drei Viertel des Wertes des Meereistransports4, also 
3300 & 700km3/a, was immer noch eine erhebliche GrÃ¶Â darstellt. 
Ãœbe die Mitte der 70er Jahre im Atlantischen Ozean und angrenzenden Meeren 
beobachtete GroÂ§ Salzgehaltsanomalie wurde von verschiedenen Autoren, z. B. Aa- 
gaard und Carmack (1989), die Vermutung geÃ¤uflert daÂ diese Anomalie zumindest 
teilweise durch einen anomal hohen Meereistransport aus der Arktis ausgelÃ¶s wurde. 
Dickson et  al. (1988) schÃ¤tze das AusmaÂ der GroÂ§e Salzgehaltsanomalie mit rund 
2000km3 SÃ¼Â§wass ab. Aagaard und Carmack (1989) verweisen darauf, daÂ dieser 
Wert nur rund die HÃ¤lft des des mittleren Exports von Meereis in die GrÃ¶nlandse 
betrÃ¤g und daÂ schon ein wÃ¤hren zwei Jahren um 25% erhÃ¶hte Meereisexport 
ein zusÃ¤tzliche SÃ¼flwasservolume von der GrÃ¶Â der GroÂ§e Salzgehaltsanomalie 
"Die Dichte des Meereises betrÃ¤g etwa 90% der Dichte des Meerwassers. AuÃŸerde besitzt 
Meereis einen Salzgehalt von etwa einem Siebtel des ozeanischen Salzgehalts, so daÂ es fÃ¼ die 
Frage der SÃ¼ÃŸwasserflÃ¼ hypothetisch in sechs Siebtel reines, salzfreies SÃ¼ÃŸwass und in ein 
siebtel Meerwasser mit  dem typischen Salzgehalt des Ozeans aufgespalten werden kann. Der mit  
der Eisdrift verknÃ¼pft SÃ¼ÃŸwassertranspo ist somit etwa um den Faktor 0.9 617 Ã 0.77 kleiner 
als der Transport an Eisvolumen. 
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in die GrÃ¶nlandse flieÂ§e lassen wÃ¼rde 
Der vom Meereismodell vorausgesagte Wert 700km3/a fÃ¼ die interannuale 
Schwankungsbreite (Standardabweichung) des Meereisexports deutet darauf hin, 
daÂ schon irn Rahmen der normalen VariabilitÃ¤ des Klimasystems mit dem Auf- 
treten von SÃ¼Â§wasseranomali zu rechnen ist, die das AusmaÃ der GroÃŸe Salz- 
gehaltsanomalie annehmen kÃ¶nnen Das Modell prognostiziert also eine erhebliche 
interannuale VariabilitÃ¤ des Transportes von Meereis durch die Framstrafie in  einer 
GrÃ¶flenordnung die fÃ¼ die VariabilitÃ¤ des Klimasystems im ganzen, insbesondere 
aber fÃ¼ die Ozeanographie des Nordatlantiks und der GrÃ¶nlandse relevant ist. 
Die primÃ¤r Ursache der vom Meereismodell prognostizierten VariabilitÃ¤ ist das 
Windfeld, das die einzige interannual variierende AntriebsgrÃ–O in dieser Simulation 
ist. Das Windfeld beeinflufit in zweierlei Hinsicht die GrÃ¶Â des Meereistransports: 
9 Erstens hÃ¤ng die Eisdicke im AusfluÃŸgebie im Norden der Framstrafie vom 
Windfeld in der gesamten Arktis ab. Diese AbhÃ¤,ngigkei st insbesondere auf 
Zeitskalen von mehreren Monaten oder Jahren gegeben, da sich die Eisdicken- 
verteilung relativ langsam als integrierte Wirkung der hauptsÃ¤chlic windge- 
triebenen Eisdrift aufbaut. 
9 Zweitens reguliert der in der FramstraÃŸ auftretende Wind die Eisdrift in die- 
ser Region und darÃ¼be die Geschwindigkeit, mit der der Transport stattfindet. 
Da sich die Eisdrift innerhalb weniger Stunden auf Ã„nderunge des Windfelds 
einstellt, ist dadurch eine Ursache kurzfristiger Ã„nderunge des Meereistrans- 
ports gegeben. FÃ¼ die VariabilitÃ¤ des Klimasystems ist dies relevant, wenn 
sich der langfristige Mittelwert des Windfelds in der Framstrafie Ã¤ndert 
apitel 9 
zit und 
9.1 Fazit 
Mit der Eisrauhigkeit und dem Eisalter sind hier zwei neue prognostische Varia- 
blen in die grogskalige Meereismodellierung eingefÃ¼hr worden, die kÃ¼nfti neben 
den Standardvariablen Eisdicke, -ausdehnung und -drift fÃ¼ die Anpassung der Mo- 
delle an Beobachtungen verwendet werden kÃ¶nnen Die GrÃ¶ge Rauhigkeit und 
Alter sind insbesondere deshalb interessant, weil sie nicht nur Ã¼be die horizontale, 
sondern auch Ã¼be die vertikale Struktur der polaren Eisdecke AufschluÂ geben. 
Zudem bieten Eisrauhigkeit und -alter gegenÃ¼be der Standardvariablen fÃ¼ die ver- 
tikale Eisstruktur, der Eisdicke, den groÂ§e Vorteil, mit Fernerkundungsmethoden 
beobachtbar zu sein. 
Die Simulationsergebnisse zeigen in den rÃ¤umliche Mustern gute Ãœbereinstim 
mung mit den angegebenen Messungen. Eine wichtige kÃ¼nftig Aufgabe wird sein, 
regelmÃ¤gige flÃ¤chendeckend Beobachtungen der Rauhigkeit und des Alters des Ei- 
ses zu gewinnen und zu einem Verifikationsdatensatz zusammenzufassen, an dem 
die Modelle getestet werden kÃ¶nnen Da diesen beiden GrÃ¶Â§ in verschiedenen 
Beobachtungen und Modellen unterschiedliche Definitionen zugrundeliegen, sind ge- 
eignete Methoden fÃ¼ den quantitativen Vergleich der verschiedenen DatensÃ¤tz zu 
entwickeln. 
Je  mehr GrÃ¶ge fÃ¼ einen flÃ¤chendeckende Vergleich der Modelle mit Beobach- 
tungen verwendet werden kÃ¶nnen umso besser kann die Zuverl&sigkeit der Simu- 
lationsprognosen beurteilt werden. Dies ist insbesondere deshalb wichtig, weil die 
Eisdicke auf absehbare Zeit nicht flÃ¤chendecken beobachtet werden kann, so daÂ 
fÃ¼ diese GrÃ¶Â nur stichprobenartige Messungen (Eisecholote, Feldmessungen) zum 
Test der Modelle zur VerfÃ¼gun stehen. 
Das hier verwendete Modell ist mit den neuen atmosphÃ¤rische Antriebsdaten 
des ECMWF in der Lage, Ã¼be einen kontinuierlichen Zeitraum von sieben Jahren 
eine Prognose nicht nur fÃ¼ den mittleren Eisexport, sondern auch Ã¼be dessen 
VariabilitÃ¤ abzugeben, fÃ¼ die keine entsprechenden Beobachtungen der Eisdicke 
und Eisdrift existieren. Umso wÃ¼nschenswerte ist es, fÃ¼ diese Simulationen ein 
Modell zu verwenden, das an mÃ¶glichs vielen anderen gemessenen GrÃ¶Â§ getestet 
wurde. 
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9.2 Ausblick 
Das Ziel der groÃŸskalige Meereismodellierung ist die mÃ¶glichs realistische Beschrei- 
bung der GrenzflÃ¤ch Ozean-AtmosphÃ¤r in polaren Regionen, die als eine Rand- 
bedingung in globalen Klimamodellen auftritt. Es liegt daher in der Natur der 
Sache, daÂ Meereismodelle langfristig als Komponenten gekoppelter Ozean-Meereis- 
AtmosphÃ¤renmodell eingesetzt werden - der Einsatz groÃŸskalige Eismodelle mit 
konstanten ozeanischen und atmosphÃ¤rische Randbedingungen ist lediglich eine 
Etappe dahin, in der das optimale Eismodell ermittelt wird. 
Das hier vorgestellte, gegenÃ¼be dem grooskaligen Meereismodell Hiblers (1979) 
deutlich verbesserte1 Modell ist ein Kandidat fÃ¼ das optimale Modell: Nicht nur die 
Standardvariablen, sondern auch die neu eingefÃ¼hrte GrÃ¶ÃŸ Rauhigkeit und Alter 
zeigen in sich konsistente Ergebnisse, die in guter qualitativer Ãœbereinstimmun mit 
den Beobachtungen stehen. 
Auch andere Meereismodelle erzielen realistische Ergebnisse. Aussichtsreich ist 
insbesondere das ,,cavitating fluid"-Modell (Flato und Hibler, 1992), das wegen sei- 
nes besonders einfachen Ansatzes fÃ¼ die internen KrÃ¤ft attraktiv ist. Allerdings 
enthÃ¤l es keine ScherkrÃ¤fte die nach den in den Kapiteln 5 und 6 dargestellten 
Simulationsergebnissen einen erheblichen Beitrag zu den internen KrÃ¤fte liefern. 
Die Aufstellung einer Hierarchie von aussichtsreichen Meereismodellen und ein 
standardisiertes Verfahren, das die GÃ¼t ihrer Simulationsresultate an einem um- 
fangreichen Verifikationsdatensatz aus Beobachtungen miot, ist der nÃ¤chst groÂ§ 
Schritt bei der Suche nach dem besten derzeit verfÃ¼gbare Modell. Dieses Projekt 
hat im Rahmen des Sea Ice-Ocean Modeling (SIOM) Panel des ACSYS (Arctic 
Climate System Study)-Vorhabens bereits begonnen und wird in einigen Monaten 
erste Ergebnisse prÃ¤sentieren 
Bereits jetzt liefert das hier vorgestellte, optimierte Modell so gute Resultate, daÂ 
es fÃ¼ gekoppelte Klimamodelle geeignet ist. Die Arbeiten zur Ankopplung dieses 
Meereismodells an groÂ§ und mesoskalige Ozeanmodelle, die am Alfred-Wegener- 
Institut Bremerhaven und am Institut fÃ¼ Meereskunde Kiel betrieben werden, ha- 
ben bereits begonnen. Damit wird die entscheidende, abschlieoende Aufgabe der 
groÃŸskalige Meereismodellierung in Angriff genommen: die Integration des Meerei- 
ses in globale, gekoppelte Klimamodelle. 
'Zu den Verbesserungen gehÃ¶ren Rauhigkeit und Eisalter als prognostische Variablen, Advek- 
tion mit  einem Upstream-Schema zur Vermeidung negativer Eisdicken, keine explizite Diffusion, 
optimierte Modellparameter (Harder, 1994; Fischer, 1995), flieÃŸende Ãœbergan von viskosem Ver- 
halten in plastisches, Vereinfachung der Impulsbilanz durch VernachlÃ¤ssigun von zweien oder 
dreien der sieben Terme, BerÃ¼cksichtigun von Schnee. 
rmeln z 
Im verwendeten Antriebsdatensatz aus den ECMWF-Analysen wird die Luftfeuch- 
tigkeit durch die Taupunkttemperatur Td beschrieben. In verschiedene Formeln 
des Modells geht die Luftfeuchtigkeit als Partialdruck eu des Wasserdampfs in der 
Luft oder als spezifische Feuchte qa ein. Die Umrechnungsformeln zwischen den 
verschiedenen Beschreibungen der Luftfeuchtigkeit werden im folgenden gegeben. 
Temperaturen sind in [K], DrÃ¼ck in [Pa] angegeben. 
Die Taupunkttemperatur Td ist die Temperatur, bis zu der ein gegebenes Volu- 
men feuchter Luft abgekÃ¼hl werden muÂ§ damit der Wasserdampf kondensiert. Die 
Taupunkttemperatur T^ kann - bis auf den Fall unterkÃ¼hlte feuchter Luft - nicht 
grÃ¶Â§ als die aktuelle Lufttemperatur Ta. sein. Im Fall Ta = Td ist die Luft zu 100% 
gesÃ¤ttig und befindet sich am Kondensationspunkt. 
Der Partialdruck eu des Wasserdampfs ist der Beitrag gasfÃ¶rmige Wassers zum 
gesamten Luftdruck p. An den GrenzflÃ¤che Ozean-AtmosphÃ¤r und Ozean-Eis ist 
das thermodynamische Gleichgewicht zwischen den Phasen durch die Theorie idea- 
ler Gase und PhasenÃ¼bergÃ¤n ur nÃ¤herungsweis gegeben. Der Zusammenhang 
des Partialdrucks eu des Wasserdampfs mit der Taupunkttemperatur Td wird daher 
durch eine empirische Formel beschrieben, die Abweichungen vom Verhalten idealer 
PhasenÃ¼bergÃ¤n enthÃ¤lt 
eisfreier Ozean 
Tabelle A.1: Die in die Berechnung des Partialdrucks des Wasserdampfs in  der 
AtmosphÃ¤r aus der Taupunkttemperatur Td eingehenden empirischen Konstanten a 
und b. 
Hier wird auf die Formel 
- 6 1 . a ( T d - T ~ ) / ( T d - b )  eu - (A.1) 
nach Murray (1967), zitiert in Parkinson und Washington (1979), zurÃ¼ckgegrif 
fen. T. = 273.16K ist der Gefrierpunkt von SÃœBwasser a und b sind empirische 
118 ANHANG A. FORMELN ZUR LUFTFEUCHTIGKEIT 
Konsta,nten, die von der Art der GrenzflÃ¤ch abhÃ¤ngen Diese GrenzflÃ¤ch zur At- 
mosphÃ¤r kann eine Eisdecke, eisfreier Ozean oder ein teilweise eisbedeckter Ozean 
sein. Im letzteren Fall wird eine Mittelung der Parameter a und b der beiden 
GrenzflÃ¤che Eisdecke und eisfreier Ozean vorgenommen (Tab. A.1). 
Soll der Partialdruck des Wasserdampfs direkt Ã¼be einer GrenzflÃ¤ch (Eis- oder 
OzeanoberflÃ¤che berechnet werden, die sich im thermodynamischen Gleichgewicht 
mit ihrer Umgebung befindet, so ist in Gl. A.1 fÃ¼ die Taupunkttemperatur Td 
die Temperatur Ts dieser OberflÃ¤ch anzusetzen. Hierin geht die Annahme ein, 
daÂ die Lufttemperatur direkt Ã¼be der OberflÃ¤ch dieselbe Temperatur wie die 
OberflÃ¤ch selbst besitzt und auoerdem zu 100% gesÃ¤ttig ist. Der Partialdruck ev 
des Wasserdampfs nimmt hier den Wert es  des SÃ¤ttigungsdampfdruck an. 
Die spezifische Feuchte der Luft qa ist das dimensionslose Verhaltnis der Masse 
des Wasserdampfs zur Masse feuchter Luft in einem gegebenen Volumenelement. 
Sie wird aus dem Luftdruck p und dem Partialdruck des Wasserdampfs ev als 
ev ev qa = 0.622 . 0.622 - 
p - (1 - 0.622) ev P (A.2) 
berechnet, wobei 0.622 das mittlere Verhaltnis der Molekulargewichte von Was- 
serdampf und trockener Luft ist (Gill, 1982). 
soren in eologien 
Im folgenden werden die in der viskos-plastischen Rheologie verwendeten Tensoren 
in ausgeschriebener Form angegeben. Der Tensor der Deformation~r~te ist 
Der Deviator der Deformationsrate ist 
Der Spannungstensor ist gegeben als 
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Der Deviator des Spannungstensors ist 
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