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Abstract
In analyzing students’ performance in schools, the conventional method normally been used is known as the ranking 
approach. However, such a method does not take into account the different levels of performance achieved by students in 
different subjects at a particular time. Apart from that, the ranking approach is likely to be more sensitive to extreme values
and thus may not give an accurate picture on the level of students’ performance based on various subjects. In this study an
alternative approach namely Cheng and Church’s biclustering algorithm was used to portray students’ profile by 
simultaneously grouping the students’ performance and their related subjects. By using the heatmaps, we can effectively 
identify specific group of students in a class who need help such as the poor performing students and their related subjects.
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1. Introduction
One of the statistical procedures that are being used to determine students’ grouping according to their
academic performance is known as the cluster analysis. Cluster analysis may be used to identify groups of 
students or subjects that are homogeneous to each other based on similarity measurements. In most educational 
studies, a common clustering analytical technique that is often used is the one way clustering method. Among 
many, the popular ones used are known as the hierarchical method and the partitioning method (also known as k-
means).
One of the weaknesses of one-way clustering is that it only considers students’ marks that are similar to each 
other. However, in reality the subjects are being scored distinctly different from the others. This is due to the fact
that some students may only perform poorly in some and not all subjects taken by them. As concerned educators
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we are interested to identify these weak students so that extra attention and guidance can be provided to them in 
order to enhance their achievement in the future. It should be noted that students’ performance in this study was  
based on their achievement in the curriculum used in their schools (Paris, Suriani, & Mustapha, 2010). A point of  
concern regarding the use of one-way clustering is that there is a limitation in the way it detects data of 
performance which is only one sided. Therefore, in overcoming this problem, we suggest the application of the 
biclustering method (Cheng and Church algorithm) in determining the students’ performance specifically in 
certain subjects.  The use of biclustering method permits us to link corresponding data in clustering 
simultaneously between students and subjects.  In this way we are able to identify specific groups such as 
students who perform poorly in certain subjects as well as other groups of interest.  
By definition, biclustering refers to the clustering algorithm that performs a simultaneous row and column 
clustering. This algorithm which was introduced by Cheng and Church (2000) was proposed to overcome some 
associated problems in the traditional clustering method.  In actuality there are many algorithms with different 
heuristics in determining a bicluster. However in identifying students with poor performance in specific subjects, 
biclustering has been found to be a very appropriate tool. 
2. Methodology 
2.1 Biclustering (Cheng and Church algorithm) 
 
The data set in this study consist of a data matrix composed by 106 primary school students (rows) and 5 
subjects taken by them in schools (columns). The academic subjects were namely Bahasa Malaysia I (BM I), 
Bahasa Malaysia II (BM II), English, Mathematics and Science.  In Cheng and Church (2000), the similarity 
score based on the mean squared residue H, was considered.  This algorithm was performed in biclusters with 
coherent values.  The mean squared residue H is used as a measure of coherence between the students (rows) and 
their subjects (columns) in the bicluster. The aim of this algorithm is to minimize the low mean squared residue.  
The residue of an element indicates its degree of coherence with the other elements in the bicluster.  Let us place 
the set of data as data for a matrix A = (X, Y). Consider X as the set of students and Y as the set of subjects. A 
bicluster is a subset of rows that show a coherent behavior that crosses a subset of the columns and vice versa.  A 
submatrix(I, J) is considered a -G - bicluster if H (I, J)<G  . Let aij expressed in the matrix A represent the ith 
student and jth academic subject. If I and J are the set of students and subjects that define the sub-matrix 
respectively and aij is the expression value of ith student and jth subject, then the pair of (I, J) submatrix, AIJ can be 
specified by using the following mean residue score: 
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The mean square residue (MSR) is the variance of the set of all elements in the bicluster. This includes the 
mean row variance and the mean column variance. A submatrix AIJ is called as  -bicluster if H (I, J)    for some   
0.  If the MSR value is high, it indicates that the data is uncorrelated.  Thus if the MSR value is low, then there is 
a correlation in the matrix.  Generally, this algorithm has two phases.  In the first phase, a student (row) or a 
subject (column) with a large contribution to the mean residue score (MSR) will be removed. The entries of this 
bicluster matrix are then replaced by random values to avoid duplicating the biclusters. This process is iterated 
for several times until the desired number of bicluster is achieved. 
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The algorithm starts with a given bicluster and an initial students’ data from different subjects (X, Y). The 
irrelevant students or subjects that have mean squared residue above (or below) a certain threshold are selectively 
eliminated (or added) by using the following conditions.  In the list below a “node” refers to a student or a subject 
in the sequel.    
 
(i) Multiple node deletion. 
a) Compute aiJ, aIj, aIJ, and H (I, J) of the bicluster by equations (1) – (3). 
b) Remove all students iI satisfying 
21 ( ) ( , )
| | ij iJ Ij IJ
a a a a H I J
J
D   ! u¦     (4) 
c) Recompute aIj, aiJ, aIJ and H (I, J). Remove all subjects j J satisfying  
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(ii) Single node deletion, corresponding to a refinement of  
Step (i). 
a) Recompute aiJ, aIj, aIJ, and H (I, J) of the modified bicluster by Step (i). 
b) Remove the node with largest mean squared residue (done for both student and subject) 
one at a time, until the mean squared residue drops below G . 
(iii) Multiple nodes addition. 
a) Recompute aiJ, aIj, aIJ, and H (I, J) of the modified bicluster of Step (ii). 
Add all students i z I satisfying 
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b) Recompute aiJ, aIj, aIJ, and H (I, J). 
c) Add all subjects jz J satisfying  
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Coherence index, CI, that was introduced by Mitra and Banka (2006) was used to determine the best of parameter 
for the analysis. 
( , )min
| || |
H I JCI
I J
      (8) 
The bicluster is considered good if it has a minimum CI. This index is used as a measure to choose the ideal value 
ofG . G  with a value of 0.09 has shown that the lowest value of CI obeys the requirements of biclustering which 
are low MSR and a large size of bicluster. Values of G = 0.09 and 1.5D   were used to form the bicluster for the 
data. 
3. Result and discussion 
Table 1 shows the information and the results of the biclusters formed. Biclusters are labeled with BC 1, BC 2, 
BC 3, BC 4 and BC 5. All the mean squared residues are lower than 0.09 since the parameter is equal to 0.09. 
The second and the third row report the number of rows (students) and the number of columns (subjects) of the 
bicluster respectively. The last row contains mean squared residue score. 
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Table 1: Information about Bicluster. 
 
Bicluster  BC 1  BC 2  BC 3 BC 4 BC 5 
Number of Rows 61 21 9 11 3 
Number of Columns 5 5 5 3 4 
MSR 0.088369 0.087603 0.084277 0.088971229 0.076643163 
 
Figure 1 illustrates variation within the subjects for the five biclusters formed. From the five bicluster, only 
three of the biclusters (Bicluster 1, Bicluster 2, Bicluster 3) consist of five subjects followed by Bicluster 5 with 
four subjects, and lastly Bicluster 4 with three subjects. Bicluster 4 and Bicluster 5 have less than 5 subjects due 
to nodes deletions consisting in the bicluster algorithm. Bicluster 1 has the highest line compared with the other 
bicluster since the bicluster has the highest number of students. Biclusters formed consist of students that have 
similarities in term of the coherently up and coherently down patterns.  Bicluster 1 is coherently up for BM I 
subject and coherently flat for the BM II, English, Mathematics and Science subjects. Bicluster 2 is quite similar 
with Bicluster 1, with the exception of the inconsistencies of ups and downs in English, Mathematics and Science 
subjects. However, Bicluster 3 shows a coherently down pattern for BM I, BM II, English, and Mathematics 
subjects - with minimal increment for Science subject. Bicluster 4 shows a coherently high pattern for BM I and a 
flat pattern for English and Science subjects. Lastly, Bicluster 5 shows similarities in term of the patterns for BM 
I and Mathematics subjects (increment pattern), and as for BM II and Science subjects, same decrement patterns 
occur. From Figure 1, the level of students’ performance in the examination cannot be determined especially 
when the bicluster has a large number of students, and also when the lines of the graph show flat pattern in 
between the subjects. An alternative way in viewing the bicluster is by using the heatmaps.   
 
 
Fig. 1. Coherent pattern of each bicluster. 
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The colours that are displayed in the heatmaps represent the value of the data. Figure 2 below shows the scale 
of the heat map. The students with high marks, by default, are light red in colour, while the ones with low marks 
are expressed by light green colour. As for the students with mediocre marks, they are represented with the 
colour black. The intensity of these colours is used to determine students who show poor performance in different 
subjects. A green colour in each bicluster describes the students who perform poorly in certain subjects. 
 
 
Figure 2: Heat map scale. 
 
 
Fig. 3. Heatmaps of Biclustering analysis. 
 
The numbers on the left represent the number of students while the variables at the top represent the subjects 
of the students. Based on the heatmaps in Figure 3, students with poor performance for each subject are 
identified. Students that have poor performances for each subject were determined and the result is listed in Table 
2. 
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Table 2: List of Poor Performing Students According to Subjects 
BM I BM II English Mathematics Science 
(16), (71), (88), 
(89), (91), 
(16),(17),(36), (49),  
(52), (53), (56), (61), 
(62), (71), (80), (84), 
(86), (92), (93), (95), 
(96), (100), (103), 
(105), (9), (12), (25), 
(63), (64), (65), (88), 
(51), (89), (91), (94), 
(97), (75), (54), (11) 
(16), (36), (46), (50), 
(53), (61), (62), (71), 
(84), (86), (92), (95), 
(96), (100), (103), 
(105), (88), (89), (91), 
(97), (51), (66), (70), 
(78), (28), (33), (57), 
(82) 
(16), (17), (30), (36), 
(48), (50), (52), (61), 
(62), (73), (71), (84), 
(86), (92), (95), (96), 
(100), (103), (105), 
(12), (65), (88), (89), 
(91), (94), (97), (10), 
(47), (51), (72), (74), 
(76) 
(16), (30), (36), (46), (48), 
(49), (50), (52), (53), (61), 
(62), (71), (77), (79), (81), 
(84), (86), (87), (92), (95), 
(96), (100), (103), (105), 
(9), (12), (64), (88), (89), 
(91), (97), (51), (66), (70), 
(72), (74), (76), (78), (28), 
(33), (38), (57), (68), (82), 
(83), (75), (54), (11) 
 
4. Conclusion 
 
Bicluster algorithm is suitable to be used in identifying the level of students’ performance in specific subjects 
since the algorithm clusters data simultaneously between students and subjects. The results of the heat- maps 
from the biclustering method have provided clues in determining the weak students. In addition, this algorithm is 
also suitable for data analysis since it clusters the students one at a time, i.e., bicluster might suggest that it is not 
possible to find overlapping biclusters (Madeira & Oliviera, 2004). However, this bicluster algorithm is 
considered a more complex analytical tool as compared to the one-way clustering technique since it involves the 
finding of the parameter at the beginning of the algorithm. In conclusion in this study, biclustering can offer as an 
alternative tool to determine specific students’ grouping based on a similar level of coherence performance in the 
subjects taken. 
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