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Abstract
This paper develops test statistics based on simulated-out-of-sample
forecast errors to use as diagnostic checks on the speciﬁcation of para-
metric regression time series models. The statistics’ size and power
are evaluated in comparison with the in-sample residual based Ljung-
Box modiﬁed ˜ Q statistic. In-sample methods have greater power for
several types of misspeciﬁcation; however, the out-of-sample tests of
model speciﬁcation are more powerful in the presence of structural
breaks.
∗This research could not have been undertaken without Professor Fallaw Sowell’s
insight and guidance. Mark Manuszak also provided many helpful suggestions. All errors
are mine alone.
11 Introduction
This paper studies the use of simulated-out-of-sample forecast errors to
create model speciﬁcation tests. The central question is whether there are
circumstances such that out-of-sample techniques yield a better speciﬁcation
test than similar in-sample methods. Monte carlo experiments show that
situations do exist where out-of-sample tests are preferable. Speciﬁcally, if
the data has been generated by a process with structural breaks, then a test
based on forecast errors has more power than a test based on residuals. In
order to demonstrate this, several speciﬁcation tests are proposed.
The out-of-sample tests’ geneses largely parallel that of the in-sample,
residual based Ljung and Box (1978) modiﬁed ˜ Q statistic. The forecast
errors are simulated by estimating a model on a subset of the available
data, predicting the complement, and calculating the diﬀerence between the
prediction and the actual data. The test statistics are built from forecast
error autocorrelations. Monte carlo experiments check the tests for size
and power against nested and non-nested alternatives. Although the out-
of-sample tests lack power in several examples, they prove a useful device
for detecting where the theory needs to be improved. Expanding the model
environment to include general forms of non-linearity is identiﬁed as a critical
next step.
This work is part of a research program aimed at out-of-sample, or hold-
out, data and its value to modelling. First, the larger agenda will seek to
document when holdout samples are useful. Second, the ﬁndings shall be
accounted for analytically. Stage three will focus on creating practical ap-
plications based on the results from the ﬁrst two stages. The process will
be iterative, with growing complexity. This paper deals with stage one in a
time series context. The use of holdout samples is germane to a wide class
of data types; however, only time series are considered in this paper because
several key results already have been developed for time series environments.
Testing model speciﬁcation with forecast errors is an extension to the sta-
tistical theories developed by Diebold and Mariano (1995) and West (1996).
Diebold and Mariano investigate inference about predictions, and in con-
cluding remarks suggest exploiting forecast errors to check model speciﬁca-
tion. West formalizes the results of Diebold and Mariano and generalizes
the theory to account for regression estimates. West cites the analysis of the
power of tests applied to the moments of out-of-sample prediction errors as
2a priority for future research. This paper begins such an analysis by studying
forecast error based speciﬁcation tests. The course of future research will be
shaped by scrutinizing the behavior of the newly created tests. For example,
this paper reports an apparent anomaly, a simple model with structural
breaks, where forecast error based speciﬁcation tests have more power than
residual based tests. Thus, an area where current theory can be expanded
has been identiﬁed.
Another interpretation of the overall program recognizes data as a re-
source, and the research plan is to further reﬁne the theory of how the
resource is exploited in practice. The theory must rationalize the use of
holdout samples, since their application are ubiquitous. This paper, then,
is directed towards detecting situations where data is best, or most easily,
analyzed with out-of-sample techniques. The general situation must be sig-
niﬁcant or occur frequently, or else hold out samples would be utilized less
often.
When a model is to generate forecasts, the current line of inquiry is
of particular interest. A model’s in-sample ﬁt does not always imply out-
of-sample predictive ability. Thus, building a model on a portion of the
available data and then validating performance on the remainder is com-
mon practice, especially in industry. This procedure necessarily reduces the
number of observations used to create the model. The loss of eﬃciency is
tolerated in the hopes of improving some metric, often a quadratic loss func-
tion. Ostensibly, using a hold out sample partially abandons the search for
the correct model speciﬁcation. However, the recent advances in the distri-
bution theory of forecast errors allow for a more rigorous analysis. In this
context, the current work examines how the eﬃciency is lost and whether
there are circumstances when eﬃciency is instead gained.
Finally, this paper can be interpreted in the parlance of the Box and
Jenkins (1970) approach to modelling time series. As such, new applied tools
are developed for the diagnostic stage. The proposed model speciﬁcation
tests should be considered complementary to over-ﬁtting procedures and
graphical analysis, not competing. Indeed, the new tests could be used in
conjunction with many in-sample methods.
The rest of the paper is laid out as follows. Section 2 describes the basic
setting. Section 3 lists assumptions. Section 4 details both the in-sample
and the out-of-sample tests for model speciﬁcation. Section 5 presents monte
carlo evidence. Section 6 concludes. Section 7, the Appendix, contains
derivations and additional monte carlo evidence.
32 Model Environment
Consider T observations of a scalar random variable, {yt}T
t=1, and a
(k × 1) vector of explanatory variables, {xt}T
t=1, with k ≥ 11. The ﬁrst R
observations are used to form a one-step-ahead predictor2 of yR+1. Data
from period (R + 1) and earlier are used to form a predictor of yR+2, and
so on through period (T − 1)3. There are P predictions in total; that is,
T = R + P.
T=R+P Observation: 1 R R+1 T-1
The predictor relies on estimates of the (k×1) unknown parameter vec-
tor β∗. The sample prediction error, ˆ vt, equals the diﬀerence between the
prediction based on data prior to time t and the observed data point, yt.




tYt and ˆ vt = yt − X0
tˆ βt−1,OLS. In general, the ﬁrst sample pre-
diction error is ˆ vR+1 = yR+1 − g(XR+1, ˆ βR). The function g = g (·) is the
model speciﬁcation. The (t × k) matrix Xt is populated by the vector se-
ries of observed explanatory variables up to time t, and Yt is the (t × 1)
vector of observed y’s. There are P sample prediction errors in all, denoted
ˆ vR+1 ... ˆ vT. The P estimates of β∗ necessary to form the predictions shall
be labelled ˆ βR ... ˆ βT−1. The estimation technique may depend on the model
speciﬁcation.
1If k = 0, then regression is not required. To avoid repeated qualiﬁcations to simpliﬁ-
cations and singularities, k is set ≥ 1.
2The terms forecast and prediction are used interchangeably throughout the paper. A
more general τ-period-ahead predictor, where τ ≥ 1 is the time horizon of the forecast of
interest, frustrates the analysis. The remainder of the paper considers only one-step-ahead
forecasts.
3This method of forming predictions is known in the literature as recursive. Fixed
methods, where a single estimate is used to form all out-of-sample predictions, and rolling
methods, where the sequence of P estimates is obtained from rolling samples of size R,
also have been studied. See, for example, West and McCracken (1998).
4The entire data set is used to form ˆ βT, which is the basis for ﬁnding the
sample residuals. Sample residuals are calculated in the usual way. Denote
the T sample residuals as ˆ z1 ... ˆ zT, with typical element ˆ zt = yt −g(Xt, ˆ βT).
The residuals shall be referred to as in-sample, whereas the prediction errors
shall be called out-of-sample.
It will be useful for g to represent diﬀerent model speciﬁcations. The
null model speciﬁcation shall be denoted gN and g∗ shall be the true data
generating process (DGP). Lastly, the population prediction errors are de-
ﬁned as vt = yt − g∗(Xt,β∗) for t = (R + 1)...T, and population residuals
are zt = yt − g∗ (Xt,β∗), for t = 1...T. Table 2.1 summarizes the symbols
and notation employed in the paper.
Table 2.1 - Symbols and Notation4
Symbol Description Symbol Description
B k × q selector of ortho cond Ω Prediction error variance
β∗ Vector of k parameters O Out-of-sample statistics
ˆ βt Parameter estimate P Prediction periods
DGP Data generating process π Asymptotic value of R
T
t NIID errors Π 1 − R
P ln(1 + P
R)
F Expected value of ftβ Q Box-Pierce statistic
ft Prediction error moment ˜ Q Ljung-Box statistic
ftβ Derivative of ft wrt β q No. of orthogonality cond
¯ f Estimator of Eft R Base periods for regression
G Eﬀect size ρ(j) jth autocorrelation
g∗ True DGP Sil Sum of i by l
gN Hypothesized DGP σ2 Error variance
Γ Variance structure T Total observations
γ(j) jth autocovariance ut Error term
H Sample average of h vt Prediction errors
h Orthogonality conditions xt Explanatory variables
k No. of parameters yt Time series of interest
m No. of ρ(j) employed zt Residuals
4Capital letters represent corresponding vectors or matrices where appropriate. Vari-
ables with hats, e.g. ˆ vt, denote sample values.
53 Assumptions
Assumptions 1-7 are maintained throughout the paper.
Assumption 1 Y is a realization of a process such that
(a) Y is a suitably long,5 discrete, covariance-stationary, and
ergodic time series.
(b) the (k×1) vector of explanatory variables is a suitably long,
discrete, and ergodic time series.
(c) k ≥ 1.
The basic idea, as in West (1996), is that a long time series of forecasts
has been made from a sequence of base periods. The predictions depend on
regression estimates that have also been obtained from a long time series.
Note that elements of xt may contain information known prior to period t;
e.g. lagged values of xt or yt.
Assumption 2 The DGP for Y is yt = g∗ (xt,β∗) + t, where
(a) g∗ is linear.
(b) the t are independently and identically normally distributed
errors, such that Et = 0, Eytt = 0, Ett−l = 0 for l > 0, and
E2
t = σ2 < ∞ for all t.
Assumptions 1 and 2 restate components of the model environment and
are suﬃcient to demonstrate the asymptotic normality of the population
residual autocorrelations. It may be possible to weaken Assumption 2; how-
ever, the current formulation simpliﬁes the analysis substantially. Also, the
univariate, linear ARMA model framework is used for the monte carlo ex-
periments. Studying the results from this basic setting will help direct future
research into generalized multivariate and non-linear environments.
5The vague term ”suitably long” is used because the necessary minimum length can
be situational. The monte carlo experiments in Section 5 and the Appendix furnish direc-
tional evidence. The ﬁnal chapter of Yaﬀee with McGee (2000) examines the appropriate
sample size in regards to the Ljung-Box modiﬁed ˜ Q statistic.
6Assumption 3 R/T → π ∈ (0,1) as T → ∞.
Assumption 3 is typical in simulated-out-of-sample environments, as it
allows for asymptotic analysis. The speciﬁc wording is borrowed from Inoue
and Kilian (2003). It states that as T becomes arbitrarily large, R and P
go to inﬁnity, in a ﬁxed ratio.
Assumption 4 If g = g∗, then ˆ βt − β∗ = B (t)H (t), where
B(t) is (k × q) and H(t) is (q × 1), with
(a) B(t) → B, a matrix of rank k.
(b) H(t) = t−1
t P
s=1
hs(β∗) for (q × 1) orthogonality condition h.
(c) Ehs(β∗) = 0.
Assumption 4 calls for an unbiased estimator, given a correctly speciﬁed
model. H(t) represents a sample average of a (q×1) orthogonality condition
used to identify β∗, and B(t) is the (k × q) matrix that selects a linear
combination of the sample averages. For example, consider the scalar model
yt = X0
tβ∗+t and the regression technique of OLS. Then, B = (EXtX0
t)
−1,
ht(β∗) = Xtt, and EXtt = 0. Hansen (1982) provides primitive conditions
for Assumption 4.
The following deﬁnitions from West (1996) shall be referred to collec-
tively as Equation 3.1. Eft is the prediction error moment of interest,
where ft depends on β∗ and the observable data at time t. Let
¯ f = P−1
T P
t=R+1
ft(βt−1) be the estimate of Eft,
ft = ft(β∗), ftβ =
∂ft
∂β (β∗), F = Eftβ
(3.1)














7Assumption 5 In some open neighborhood, N, around β∗,
with probability one
(a) ft(β) is measurable and twice continuously diﬀerentiable with
respect to β.
(b) there exists a constant D < ∞ such that for all t,
supβ∈N |∂2ft(β)/∂β∂β0| < ct, for measurable ct with Ect < D.
The ∂’s create matrices of partial derivatives, and |·| takes the maximum
element of its argument. Provided second moments exist, West (1996) notes
that Assumption 5 holds in several situations, including for autocovariances,
with a one-step-ahead predictor and a linear model.
Assumption 66 Sff is positive deﬁnite.








Assumptions 4-6 are tailored from West (1996), and Assumption 7 sim-
pliﬁes the application of West’s Theorem 4.1, which shows the approximate
asymptotic normality of the moments of prediction errors. Conditions that
ensure S is positive deﬁnite can be found in Durbin (1970).
Assumptions 1-7 prove convenient to work with and interpret. Instead
of being rigorous, these relatively high-level assumptions are used to further
characterize the model environment. The next section presents the tests of
model speciﬁcation.
6West (1996) makes this assumption contingent on a few technical conditions; here the
positive deﬁniteness of Sff is assumed outright. West also notes that Assumption 6 does
not rule out serial correlation or heteroscedasticity in either ft − Eft or ht. This could
be important to future research that considers tests in the presence of serial correlation,
heteroscedastic errors, or small sample sizes.
84 Test Statistics
The overarching goal of this section is to develop prediction error based
tests to detect model misspeciﬁcation within the setting put forth in Sections
2 and 3. Subsection 4.1 introduces notation and provides the autocorrelation
distributions motivating the tests. Subsection 4.2 reviews the Box-Pierce Q
statistic and the Ljung-Box7 modiﬁed ˜ Q statistic, which is the leading extant
in-sample test. Subsection 4.3 presents three8 prediction error based tests
and discusses the rational behind each.
4.1 Asymptotic Normality of Autocorrelations
Deﬁne the jth autocovariance as
γi (j) = E (it − Ei)(it−j − Ei)




where i = z or v. The sample analogs,9 ˆ ρi(j) = ˆ γi (j)/ˆ γi (0) can be con-
structed from





ˆ ztˆ zt−j for j = 0,1,2,...,T − 1
(4.1)





ˆ vtˆ vt−j for j = 0,1,2,...,P − 1.
The above deﬁnitions shall be referred to as Equation 4.1. The following
propositions are central to the remainder of the paper.
7The Ljung-Box statistic is often used as a diagnostic check during model selection.
Other tests have been proposed to detect serial correlation in a time series. Greene (2003),
chapter 12, provides a list.
8The Appendix, Subsection 7.4, details a fourth out-of-sample test. Its properties do
not diﬀer markedly from the out-of-sample tests presented in this section.
9This deﬁnition for sample autocorrelation was introduced by H. Hotelling, but there
are variants. The denominator of T − j or P − j could replace T or P and the sample
averages could be subtracted. The diﬀerent versions are asymptotically equivalent.
9Proposition 4.1 Given Assumptions 1 and 2, the approxi-
mate asymptotic distribution of each residual autocorrelation is
T
1
2ρz(j)∼ N(0,1) for j > 1.
Proposition 4.2 Given Assumptions 1-7, the approximate
asymptotic distribution of each prediction error autocorrelation
is P
1
2ρv (j) ∼ N(0,1) for j > 1.
Proposition 4.1 is well known and the proof will not be repeated here.
The approximate asymptotic normality is shown in Anderson and Walker
(1964), which is largely based on a paper by R. L. Anderson (1942). A proof
of Proposition 4.2 is sketched in the Appendix, Subsection 7.2.
4.2 Ljung-Box Modiﬁed ˜ Q Statistic
It is tempting to suppose that since ˆ z →A z and ˆ v →A v when g = g∗,
that ˆ ρi(j) → ρi(j). Then, by applying Proposition 4.1 or Proposition 4.2,
the ﬁrst sample autocorrelation could be compared with a χ2
1 critical value
as a test of model speciﬁcation. However, Pierce (1972) argues against
this supposition. He shows that using ˆ ρz(j) with low values of j generates
misleading results. So, Box and Pierce (1970) propose the following ’port-
manteau’ test statistic to check the residual autocorrelations for evidence of
model misspeciﬁcation using the ﬁrst m sample autocorrelations.






The null hypothesis of this test, as with all the following tests, is that the
autocorrelations equal zero. In other words, the correct model accounts for
the correlation across observations leaving only white noise in the residuals.
If the test statistic exceeds the critical χ2
m−k value, then the null is rejected.
A rejection indicates correlation in the residuals and is evidence of misspec-
iﬁcation. Box and Pierce (1970) provide an authoritative explanation as to
why the correct model generates residuals with zero autocorrelation.
Davies, Triggs, and Newbold (1977) demonstrate the inadequacy of the
Box-Pierce Test. The inherent implication that ρz(j) has variance T−1,
while asymptotically valid, is a poor approximation to the more correct
var[ρz(j)] = (T −j)/(T2 +2T), which follows from Moran (1948). Prothero
and Wallis (1976) suggest correcting the variance to form an alternate test,
and Ljung and Box (1978) present the Ljung-Box modiﬁed10 ˜ Q statistic.
10Sometimes the modiﬁcation is called a degrees of freedom correction because it is
unclear that the full k degrees of freedom are being lost in estimation.







The monte carlo experiments reaﬃrm the superiority of the Ljung-Box
Test. However, Davies and Newbold (1979) question the use of the Ljung-
Box Test with small samples. Ljung and Box (1978) point out that over-
ﬁtting techniques often perform better. And, of course, this paper represents
the nascent stages of an investigation into whether out-of-sample methods
may be more reliable.
4.3 Out-of-Sample Diagnostic Tests
The ﬁrst prediction error based test is the analog to the Box-Pierce Test.






The validity of Test 1 is a direct consequence of Proposition 4.2. In ac-
cordance with the Pierce critique, the ﬁrst m autocorrelations are employed.
In a slightly diﬀerent context, West and McCracken (1998) also present a
test for zero prediction error autocorrelation. Their test relies on the ﬁrst
autocorrelation only; however, note that all of the tests in this section can
be altered by setting m = 1 and ignoring k. This simpliﬁcation side steps
the degrees of freedom correction, but leads to poorly-sized tests.11
It may be anticipated that Test 1 would suﬀer the same shortcomings as
the Box-Pierce Test. Imposing the Ljung-Box modiﬁcation on Test 1 gives
rise to Test 2.







The monte carlo experiments indicate that Test 2 is over sized.12 An





t=R+j+1 ˆ vtˆ vt−j, for j = 0,1,...,(P − 1). The only diﬀerence between
11Appendix 7.4.1 presents monte carlo results using small values for m. The prediction
error based tests become unreliable, just as Pierce noted for the in-sample tests. The
optimal value for m is not pursued in this paper. Setting m =
√
T has been suggested for
the Ljung-Box Test, and preliminary evidence indicates that setting m =
√
P works well
for the out-of-sample tests. Software packages usually report the Ljung-Box statistic for
multiple values of m.
12The Ljung-Box Test has also been critiqued for being over sized. The problem is worse
for Test 2.
11ˆ γ0
v(j) and ˆ γv(j), as deﬁned in Equation 4.1, is the denominator accounts for
j. Since the jth autocovariance is an average of the j elements contained in
the diagonal j oﬀ the main diagonal in the variance-covariance matrix vtvt,
it may be appropriate to use ˆ γ0
v(j). If the arguments leading to the Ljung-
Box modiﬁcation13 are repeated with ˆ γ0
v(j) replacing ˆ γv(j), then 1
(P+2) is
the resulting prediction error correlation variance, justifying Test 3.






Test 3 performs well in the monte carlo experiments; however, both Test
2 and Test 3 are built on a specious argument. Their derivations implicitly
assume that the prediction errors have homoscedastic variance. This is an
asymptotic approximation. A cursory glance at Equations 7.5 and 7.11 in
the Appendix14 attests to this. If the special nature of the prediction error
variance-covariance matrix is taken into account, then it might be possible
to create a more robust test. Explicitly building such a test is analytically
diﬃcult. The Appendix, Subsection 7.4, presents a contrived approximation.
The large sample properties do not recommend one test over the others.
In fact, the three out-of-sample tests are asymptotically equivalent to one
another and asymptotically equivalent to the in-sample tests. As T → ∞,
v → z → , and the only error is unpredictable white noise. Each test is
built on the assumption that, for j > 1, ρi (j) = 0. While asymptotically
accurate for prediction errors, the assumption may not be benign for more
general environments or ﬁnite sample sizes. The small sample properties
of the moments of prediction errors depend on R, P, T, and their ratios
to each other. The exact analytical relationship among these parameters is
unknown and might vary on a model-by-model basis. Also, since a model
can be misspeciﬁed in innumerable ways, it is impossible to catalog how
the tests behave in all circumstances. Despite these limitations, the next
section implements the tests in a series of monte carlo experiments aimed at
documenting the relative performance of the tests for commonly occurring
models and misspeciﬁcations.
13The Ljung-Box modiﬁcation is derived in the Appendix, Subsection 7.3.
14The Appendix, Subsections 7.1.1 and 7.1.2, contains explicit derivations of the predic-
tion error distributions emanating from a measurement error model and a scalar model.
Equation 7.5 and Equation 7.11 are the variance-covariance matrices, for each model type,
prior to any asymptotic argument. The equations indicate how prediction errors behave
with ﬁnite sample sizes.
125 Monte Carlo Experiments
This section presents the results from four monte carlo experiments.
Subsection 5.1 investigates whether the tests developed in Section 4 are
properly sized. The Box-Pierce Test and Test 2 are poorly sized when the
experiment has a small to moderate number of observations. These two tests
are not considered further. The experiments in Subsection 5.2 examine the
power of the Ljung-Box Test, Test 1, and Test 3 against three speciﬁc types
of misspeciﬁcation. Experiment 4 is of special interest because the out-of-
sample tests are more powerful than the Ljung-Box Test. Subsection 5.3
has additional commentary.
Each trial of the experiments was replicated 10,000 times. The ﬁrst 100
observations were discarded from the trials to abstract from initial condi-
tions.15 So, if an experiment called for 200 observations, 300 observations
were created with the ﬁrst 100 discarded. The data was generated using
model speciﬁcation g∗ and estimated with the null model speciﬁcation gN.
The vector of unknown parameters was estimated once per sample for the
in-sample tests and P times for the out-of-sample tests. These estimates
were used to ﬁnd the residuals and prediction errors and calculate the test
statistics. Any bias or additional variance introduced through simulation
was ignored. The fraction of the 10,000 statistics greater than the relevant
χ2 critical value were recorded for each test. Appendix, Subsection 7.5, con-
tains two additional experiments as well as results for diﬀerent values of T,
R, P, α, and m from the four experiments presented below.
5.1 Size
Each test’s size is checked on an autoregressive lag one (AR1) model. The
AR1 parameter is estimated via the Box and Jenkins (1970) approximate
maximum likelihood estimator












The AR1 speciﬁcation is employed because it is among the most common
in the social sciences. Also, Ljung and Box (1978) use this same experiment
to compare the Ljung-Box statistic with the Box-Pierce statistic.
15Altering the initial conditions and using a burn-in larger than 100 had little eﬀect on
the results of the monte carlo experiments.
13Experiment 1
yt = g∗ + t = 0.5yt−1 + t
gN = β∗yt−1
Estimator: ML
A well-sized test rejects the correct model in accordance with the hy-
pothesis test’s nominal size, α. Ljung and Box (1978) conclude that the
Box-Pierce Test is under sized. Experiment 1 conﬁrms their results and also
reveals that Test 2 is always over sized. Neither test is analyzed further.
Table 5.1 reports the percent rejected for several values of T, P, R, and m,
along with nominal sizes of α = 0.05 and α = 0.10.
Table 5.1 - Experiment 1 Results
m = 10 m = 20
α = 5% 10% 5% 10%
T = 100 ˜ Q 5.5 9.5 6.0 11.1
Q 3.7 6.7 2.4 5.2
P = 25 O1 2.9 5.3 . .
O2 9.4 16.1 . .
O3 3.9 6.5 . .
P = 50 O1 4.5 8.6 2.5 5.4
O2 8.9 15.3 9.7 15.2
O3 5.4 10.1 3.1 6.4
P = 75 O1 5.8 10.1 3.6 6.8
O2 8.9 15.1 9.1 15.2
O3 6.5 11.2 4.2 7.7
T = 200 ˜ Q 5.0 9.8 6.1 10.8
Q 4.1 8.1 4.1 7.4
P = 50 O1 4.6 7.6 2.6 4.1
O2 8.8 14.4 9.6 15.1
O3 5.5 9.0 3.3 5.2
P = 100 O1 5.7 11.5 4.2 8.0
O2 8.0 15.4 8.8 14.4
O3 6.3 12.4 4.8 8.7
P = 150 O1 6.3 12.1 5.2 9.0
O2 8.1 15.0 9.0 14.0
O3 6.8 12.7 5.7 9.8
14The Ljung-Box Test is slightly over sized, which explains why some soft-
ware programs ignore k when calculating the critical χ2 value. Test 1 and
Test 3 are under sized more often than not, especially when there are few
prediction periods relative to m. The additional size experiment in the
Appendix, Subsection 7.5.2 produces similar results. The following chart
reports how often each test rejects too many correctly speciﬁed models rel-
ative to the nominal size for the trials in Experiment 1.
Summary of Experiment 1







Studying the power of a test is an intricate aﬀair because a model can
be misspeciﬁed inﬁnitely many ways. The eﬀect size, nominal size, T, R, P,
m, method of estimation, and direction of misspeciﬁcation may all impinge
on the analysis. Fortunately, the current batch of portmanteau tests do not
require speciﬁc alternatives. Also, an attempt is made to use examples that
are suspected to commonly occur in practice.
The power functions for the Ljung-Box Test, Test 1, and Test 3 are
summarized graphically for the three power experiments. The percentage of
the time that each test correctly rejects a misspeciﬁed null model is plotted
against the degree of misspeciﬁcation, or eﬀect size. The Ljung-Box Test
has the most power in Experiments 2 and 3. In Experiment 4, however,
Test 1 and Test 2 track above the Ljung-Box Test because the prediction
error based tests are better able to detect the misspeciﬁcation. In each
experiment, T = 200, P = 100, α = 0.05, and m = 10.
15Experiment 2
yt = g∗ + t = (0.7 + G)yt−1 − (0.7G)yt−2 + t
gN = β∗yt−1
Estimator: ML
Experiment 2 duplicates an experiment from Ljung and Box (1978) and
builds on Experiment 1. The DGP is an AR2, but the model is estimated
using an incorrect, nested, AR1 model speciﬁcation. The approximate max-
imum likelihood estimator given in Equation 5.1 is used again for this ex-
periment. The results, which agree with the Ljung and Box ﬁndings for ˜ Q,
are depicted in Figure 5.1. The Ljung-Box Test, ˜ Q, has more power. The
out-of-sample tests, O1 and O3, do not consistently diagnose the misspeciﬁ-
cation unless the AR2 parameter is big. Test 3 has slightly more power than
Test 1, but this is not surprising because Test 3 was intentionally created
to have the larger value. Additional results can be found in the Appendix,
Subsection 7.5.3.
Ljung and Box (1978) also use Experiment 2 to test model speciﬁcation
by adding model parameters and checking their signiﬁcance. Predictably,
this over-ﬁtting procedure out performs the Ljung-Box Test. If a particular
alternative is likely, then a test in that speciﬁc direction should be more
powerful than a portmanteau-type test, be it in-sample or out-of-sample.
Experiment 3
yt = g∗ + t = β∗t−1 + t
gN = β∗yt−1
Estimator: ML
Experiment 3 considers the estimation of data generated by a moving
average lag one (MA1) model, but estimated with an AR1 speciﬁcation. Un-
like Experiment 2, the alternative is non-nested. The eﬀect size is controlled
through β∗, and maximum likelihood is the estimation technique. Figure
5.2 illustrates the results. Again, the Ljung-Box Test has more power than
Test 1 or Test 3.
1617



























































yt = g∗ + t = β∗ + t for t < τ1
= β∗ + G √
T + t for τ1 ≤ t < τ2
= β∗ − G √
T + t for t ≥ τ2
gN = β∗
Estimator: OLS
The basic set-up for Experiment 4 is a measurement error model, with
β∗ = 1. The parameter changes at period τ1 = 80 and period τ2 = 175 to
β∗ + G √
T and β∗ − G √
T , respectively. These points shall be referred to as








Observation: 1 T=R+P τ1 τ2
Figure 5.3 demonstrates that Test 1 and Test 3 have signiﬁcantly more
power16 than the Ljung-Box Test in Experiment 4. Test 3 remains more
powerful than Test 1; only the relative performances of the in-sample and
out-of-sample tests are reversed. Presumably, the Ljung-Box Test, which
relies more heavily on the entire sample, should be better able to detect
sustained departures from the sample mean. However, the out-of-sample
tests are sensitive to structural breaks within the P periods for prediction,
e.g. a break near the end of the sample. This suggests that studying general
non-linear environments, especially those exhibiting curvature at either end
of the data set, will be important to future research.
16Table 7.7, in the Appendix, Subsection 7.5.6, reports results for Experiment 4 with
permutations of T, τ1, τ2, P, and diﬀerent structural break magnitudes. In general, the
results agree with those depicted in Figure 5.3.
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O35.3 Additional Commentary on Monte Carlo Results
The monte carlo results show promise for checking model speciﬁcation
with out-of-sample techniques. This may be pertinent to non-linear envi-
ronments, in particular. The tests have drawbacks. They require too large
a holdout sample to be useful in situations with a short series of predictions.
An insubstantial holdout size exacerbates small sample eﬀects. The Ljung-
Box in-sample test statistic has better properties in many circumstances.
Also, all the tests consider only generic alternatives. If a certain misspeciﬁ-
cation is likely, then a test focused in that direction will have greater power.
Test 1 and Test 3 exhibit little power in Experiment 2 and Experiment
3. Deploying the out-of-sample tests in practice is not recommended; more
study is required. However, the tests performed reasonably well, given that
their theoretical underpinnings are still somewhat ad hoc in nature. More
importantly, the tests have proven a useful device for identifying how the the-
ory needs to be expanded. Experiment 4 demonstrates that out-of-sample
tests can have more power than the Ljung-Box Test. This ﬁnding suggests
that the theory should be developed to include non-linear data generating
processes. Thus, the newly created prediction error based tests have ex-
pedited the development of the theory on the use of hold out samples in
modelling.
Assumption 2 restricts the current analysis to linear models17 and rules
out situations of interest. Also, the proof of Proposition 4.2 presented in
Section 7.2 shows that the variance due to estimation of β∗ can be ignored
only as a consequence of Assumption 2. This underscores the importance of
weakening Assumption 2, and developing the theory to include additional
types of non-linearity.
17The structural break model is non-linear in yt, not g
∗. So, Experiment 4 does not
violate Assumption 2a.
216 Conclusion and Possible Extensions
This project began by raising the question of when are out-of-sample
techniques preferable to in-sample techniques. There is little theory to guide
research in this area. Ascertaining if any circumstances exist where it is best
to use out-of-sample methods seems like a fair starting point. This paper
provides a positive answer. Speciﬁcally, if the underlying data generating
process has structural breaks as in Experiment 4, then a test based on fore-
cast errors has more power. In order to demonstrate this, several prediction
error based speciﬁcation tests have been proposed. The tests are developed
in a manner similar to the corresponding residual based speciﬁcation tests.
Monte carlo experiments check the tests for size and power against nested
and non-nested alternatives. Two out-of-sample tests perform well in the
experiments, but additional study is warranted before they are implemented
in practice. More importantly, the tests have proven a useful device for iden-
tifying where theory needs to be improved. Continued study of structural
break models and expanding the environment to include general forms of
non-linearity are critical next steps. The newly created tests will help shape
the direction of future research.
Other details of this paper’s analysis could be generalized. For example,
an analytical explanation of the out-of-sample tests’ performance in regards
to m, T, R, P, and π is lacking. It may be possible to fully exploit the
small sample, heterogenous nature of prediction errors. Multiple-period-
ahead predictors should be considered along with rolling and ﬁxed meth-
ods for generating estimators. It is important that future work be able to
weaken many of the assumptions. As noted, the consequences of relaxing
Assumption 2 are of immediate concern. Studying non-stationary, serially
correlated, and multivariate models is also of interest. The analysis could
be applied to non-time series environments and less discrete settings. From
an applied point of view, the choice of m and jointly using in-sample with
22out-of-sample tests are topics deserving attention. The hope is that discern-
ing the minutiae of prediction error behavior will lead to an encompassing
theory on holdout samples and their application.
As the theory develops, it should converge with forecast accuracy ideol-
ogy. The essential problem of determining which model generates the most
accurate forecasts can be solved by ﬁnding the correct model speciﬁcation,
up to an appropriate loss function. In the context of forecast accuracy, Inoue
and Kilian (2003) consider power, Clark and McCracken (2001) investigate
structural breaks, and West and McCracken (1998) examine forms of serial
correlation. Corradi and Swanson (2001) and Rossi (2003), among others,
have recently attempted to unify parts of the forecast accuracy and speciﬁ-
cation literature by building on the ﬁndings of Diebold and Mariano (1995)
and West (1996). In fact, West’s result on prediction error distributions is
intended for forecasting and not necessarily for model speciﬁcation. It is
also quite robust to conditions of non-linearity and serial correlation. So,
there is good reason to believe that the theory governing out-of-sample tests
for model speciﬁcation can be advanced relatively quickly.
237 Appendix
The approximate asymptotic distributions of the prediction errors from
two models are derived in Subsection 7.1. Subsection 7.2 provides a proof of
Proposition 4.2. The argument for the Ljung-Box modiﬁcation is presented
in Subsection 7.3. Subsection 7.4 introduces a fourth out-of-sample test.
Additional monte carlo results are reported in Subsection 7.5
7.1 Prediction Error Distributions
This subsection contains two explicit derivations of the distribution of prediction er-
rors. Asymptotically the results agree with the theory developed by Diebold and Mariano
(1995) and West (1996). However, the way the distributions converge can be instructive
for small samples.
Subsection 7.1.1 has a measurement error model. Subsection 7.1.2 works through the
linear scalar model; the measurement error model is a special case. These examples are
used in the monte carlo experiments in Section 5. To keep matters simple, it is assumed
that the errors are Gaussian and all the assumptions and deﬁnitions from the body of the
paper continue to hold.
7.1.1 Measurement Error Model
Consider the simple measurement error model, yt = β
∗ + t, where the environment
is as described in Sections 2 and 3. The obvious choice for a predictor is































yR+1 − ˆ βR
yR+2 − ˆ βR+1
. . .




































Let the (R + P) = T observations of yt be stacked in vector Y . Then, Equation 7.2









R + P − 1

[1P×R|Ltri(1)p]Y (7.3)










is a (P × P) diagonal matrix, which shall be denoted D(R),
and [1P×R|Ltri(1)p] is a P × (P + R) matrix that selects elements of Y incrementally.
The ﬁrst row selects the ﬁrst R elements of Y ; the second selects the ﬁrst R+1 elements;
and so on, up to (R + P − 1).
Equation 7.3 can be further simpliﬁed by factoring Y out of each term. This results


























R 0 0 0 0 ... 0 0
−1 R + 1 0 0 0 ... 0 0
−1 −1 R + 2 0 0 ... 0 0
−1 −1 −1 R + 3 0 ... 0 0
. . .






















If t is distributed N (0,1) then the (P × 1) vector V = ΓY is distributed as a multi-
variate normal, N (0,ΓΓ
0). The (P × P) matrix ΓΓ






















R 0 0 0 0 . . . 0 0
−1 R + 1 0 0 0 . . . 0 0
−1 −1 R + 2 0 0 . . . 0 0








































R 0 0 0 0 . . . 0 0
−1 R + 1 0 0 0 . . . 0 0
−1 −1 R + 2 0 0 . . . 0 0




































2 0 0 0 ... 0 0
0 R + 1 + (R + 1)
2 0 0 ... 0 0
0 0 R + 2 + (R + 2)
2 0 ... 0 0
. . .













Since D(R) is a diagonal matrix, it follows that ΓΓ
0 is a diagonal matrix. If R and P
get arbitrarily large, then ΓΓ






















R2 0 0 ... 0 0
0
R+1+(R+1)2
(R+1)2 0 ... 0 0
. . .





















R 0 0 ... 0 0
0
R+2
R+1 0 ... 0 0
. . .








−→ IP . (7.5)
7.1.2 Scalar Model
Consider the scalar model yt = xtβ
∗ + t, where the environment is as described in
Sections 2 and 3. Let the predictor be based on the ordinary least squares estimate of β
∗.










Thus, the predictor of yt+1 is xt+1 ˆ βt.






















































Let the (R + P) = T observations of yt be stacked in vector Y , and let X be deﬁned
similarly. Then, Equation 7.7 can be rewritten as
BY − d(X)C (X)Y (7.8)
or, ΓY , where Γ = B − d(X)C (X).
The matrices B, d(X), and C (X) are deﬁned in the following manner. B is a (P ×T)
matrix that selects the last P entries of the (T × 1) vector Y .







0 ... 0 1 0 0 ... 0
0 ... 0 0 1 0 ... 0
. . .








d(X) is a (P×P) diagonal matrix. The matrix d(X) could be built from the T×1 vec-




























x1 ... xR 0 0 ... 0 0
x1 ... xR xR+1 0 ... 0 0
. . .








If t is distributed N (0,1) then the (P ×1) vector ΓY is distributed as a multivariate
normal, N (0,ΓΓ
0). The (P × P) matrix ΓΓ
0 can be calculated as follows.
ΓΓ









0 = IP, the (P ×P) identity matrix. d(X)C (X)B
0 and BC (X)
0 d(X) are trans-
poses of one another. They are lower and upper triangular matrices with 0’s on the main di-
agonal. When added together, the two matrices are the same as the oﬀ diagonal elements of
d(X)C (X)C((X)




is a diagonal (P × P) matrix, call it G. Moreover, as T goes to inﬁnity, G goes to zero.
Thus, ΓΓ




















































































































































0 − G = lim
R,P→∞



















In a supplemental appendix West (1996) obtains the same result for the speciﬁc case
of xt = yt−1.
7.2 Proof of Proposition 4.2
Proof of Proposition 4.2 Assumptions 1-7 are suﬃcient for the following
version of West’s (1996) Theorem 4.1. It will be used without proof.
Theorem 4.1 (West)



















R), and the other variables are deﬁned in
Equations 3.1 and 4.1.
From Equation 4.1, ρv(j) =
γv(j)









However, Sfh, Shh →
P 0, thus Ω →













P 1. This ﬁnishes the proof. In an unpublished, supple-
mental appendix, West (1996) obtains a similar result for the speciﬁc case
of a scalar model with Xt = yt−1 and j = 1.
287.3 Ljung-Box Modiﬁcation
This subsection loosely sketches the argument behind the Ljung-Box modiﬁcation. A
formal treatment of the subject can be found in Moran (1948) and Ljung and Box (1978).
The prediction error framework is used to support the creation of Test 2.
If Eˆ ρv (j) = 0, then by Equation 4.1
var(ˆ ρv (j)) = E [ˆ ρv (j) − Eˆ ρv (j)]































Consider applying a CLT to ˆ γv (j). Note that when k 6= l, ˆ vkˆ vl → 0.















t−j → (P − j)σ
2σ
2. (7.12)




























where i 6= t. Applying a LLN to (7.13) gives the fourth moment of an asymptotically
normal variable, which is known to equal three times the second moment squared. Thus,
the denominator (7.13) goes to P(P + 2)σ
4 by a LLN. Combining this with (7.12) gives
P−j







t=R+j+1 ˆ vtˆ vt−j in place of ˆ γv(j) is the basis for Test 3.
7.4 Additional Out-of-Sample Test
This subsection introduces a fourth prediction error based speciﬁcation test. The new
test, Test 4, is a contrived attempt to take account of prediction error heteroscedasticity.
































The prediction error variance-covariance matrices derived in Subsection 7.1 indicate
that the degree of heteroscedasticity depends on P, R, and T in absolute terms, and
P and m relative to one another and T. As T gets large all these eﬀects drop to zero.
Accordingly, Test 4 is asymptotically no diﬀerent from all the preceding tests. Test 4 is
not included in the main body of the paper because it does not have a solid theoretical
justiﬁcation, and in practice it behaves similarly to Test 1 and Test 3. The results of using
Test 4 are presented alongside the other tests in the next subsection.
297.5 Additional Monte Carlo Results
This subsection contains additional results from the monte carlo experiments in Sec-
tion 5. Alternate values of T, P, R, m, τ1, τ2, and diﬀerent eﬀect sizes are considered.
Each tabular panel reports the fraction of the 10,000 statistics that were greater than the
critical value of the relevant χ
2 statistic. Results for Test 4, which is introduced in Sub-
section 7.4, and two new experiments are included. Overall, the results closely resemble
the ﬁndings reported in the main body of the paper.
7.5.1 Additional Results from Experiment 1
Experiment 1
yt = g




Table 7.1 and Table 7.2 provide perspective on Experiment 1. Table 7.1 conﬁrms the
claim made in Section 4 that the out-of-sample tests are unreliable for low values of m.
Table 7.1 - Results from Experiment 1 with Small m
α = 0.05
m = 3 5 7 10
T = 200 ˜ Q 4.6 4.9 4.9 5.0
Q 4.3 4.3 4.2 4.1
P = 20 O1 8.4 3.4 2.9 1.7
O2 11.0 8.6 8.9 9.5
O3 9.0 5.0 4.1 2.6
O4 8.6 3.7 3.2 1.9
P = 50 O1 9.7 8.3 5.5 4.6
O2 11.0 9.0 8.9 8.8
O3 9.8 9.3 6.5 5.5
O4 9.1 7.1 5.7 4.8
P = 100 O1 10.3 7.5 7.1 5.7
O2 11.0 9.0 9.2 8.0
O3 10.4 8.0 7.7 6.3
O4 10.2 7.4 7.0 5.6
30Table 7.2 - Experiment 1 Additional Results
m = 10 m = 20 m = 30
α = 5% 10% 5% 10% 5% 10%
T = 50 ˜ Q 5.2 9.8 6.5 10.9 . .
Q 2.3 4.6 1.4 2.3 . .
P = 25 O1 2.7 5.1 . . . .
O2 9.7 16.1 . . . .
O3 3.7 7.0 . . . .
O4 4.5 8.4 . . . .
P = 40 O1 4.2 7.6 1.6 2.9 . .
O2 9.1 15.3 10.1 15.4 . .
O3 5.1 9.2 2.1 3.9 . .
O4 6.6 11.5 6.7 10.6 . .
T = 100 ˜ Q 5.5 9.5 6.0 11.1 7.2 11.2
Q 3.7 6.7 2.4 5.2 1.8 3.3
P = 40 O1 4.0 6.9 1.9 2.9 . .
O2 8.9 15.0 10.0 15.3 . .
O3 4.8 8.7 2.4 3.9 . .
O4 4.4 8.0 2.3 3.6 . .
P = 75 O1 5.8 10.1 3.6 6.8 2.4 4.3
O2 8.9 15.1 9.1 15.2 10.6 15.9
O3 6.5 11.2 4.2 7.7 3.0 4.7
O4 6.1 10.6 4.2 7.7 3.4 5.6
T = 200 ˜ Q 5.0 9.8 6.1 10.8 6.5 11.0
Q 4.1 8.1 4.1 7.4 3.5 5.8
P = 50 O1 4.6 7.6 2.6 4.1 . .
O2 8.8 14.4 9.6 15.1 . .
O3 5.5 9.0 3.3 5.2 . .
O4 4.8 8.0 2.8 4.4 . .
P = 100 O1 5.7 11.5 4.2 8.0 2.8 5.2
O2 8.0 15.4 8.8 14.4 9.3 14.5
O3 6.3 12.4 4.8 8.7 3.3 6.0
O4 5.6 11.5 4.2 8.0 3.0 5.2
P = 150 O1 6.3 12.1 5.2 9.0 3.8 7.0
O2 8.1 15.0 9.0 14.0 9.0 14.7
O3 6.8 12.7 5.7 9.8 4.2 7.8
O4 6.0 11.0 5.1 8.9 3.6 6.7
317.5.2 Additional Size Experiment
Additional Size Experiment
yt = g
∗ + t = 0.5xt + t
gN = β
∗xt
xt = 0.5xt−1 + ut
Estimator: OLS
Table 7.3 reports each test’s size when estimating a scalar model with a generic X via
ordinary least squares. Various values of T, P, R, and m are used, along with nominal
sizes of α = 0.05 and α = 0.10. The results are consistent with those from Experiment 1.
Table 7.3 - Additional Size Experiment Results
m = 10 m = 20 m = 30
α = 5% 10% 5% 10% 5% 10%
T = 50 ˜ Q 8.7 14.0 . . . .
P = 25 O1 2.7 4.7 . . . .
O3 3.6 6.4 . . . .
O4 4.4 7.9 . . . .
P = 40 O1 4.1 7.1 . . . .
O3 5.0 8.7 . . . .
O4 6.4 11.2 . . . .
T = 100 ˜ Q 8.4 14.6 7.2 13.6 . .
P = 25 O1 2.6 4.7 . . . .
O3 3.7 6.5 . . . .
O4 3.1 5.5 . . . .
P = 40 O1 4.2 7.4 2.6 4.0 . .
O3 5.2 8.9 3.1 4.8 . .
O4 4.8 8.4 3.0 4.6 . .
P = 50 O1 4.9 8.5 2.3 4.3 . .
O3 5.7 9.7 2.9 5.4 . .
O4 5.4 9.2 2.9 5.4 . .
P = 75 O1 5.6 9.9 3.2 5.9 . .
O3 6.3 11.0 3.7 6.8 . .
O4 6.0 10.4 3.7 6.8 . .
T = 200 ˜ Q 6.8 13.1 6.9 12.6 7.0 12.3
P = 50 O1 4.7 8.7 2.4 4.5 . .
O3 5.4 10.1 3.0 5.5 . .
O4 4.8 9.1 2.6 4.7 . .
P = 100 O1 5.9 10.5 4.4 7.7 2.9 5.2
O3 6.4 11.5 4.9 8.5 3.3 5.9
O4 5.9 10.5 4.4 7.6 2.9 5.2
P = 150 O1 6.2 11.1 5.2 8.9 4.4 7.0
O3 6.7 11.6 5.7 9.5 4.7 7.5
O4 6.0 10.6 4.9 8.4 4.2 6.6
327.5.3 Additional Results from Experiment 2
Experiment 2
yt = g





For the most part, the additional results for Experiment 2 agree with the ﬁndings
reported in Figure 5.1. The out-of-sample tests do have more power than the Ljung-Box
Test when P is large and the eﬀect size is small, but the diﬀerence is small.
Table 7.4 - Experiment 2 Additional Results
m = 10 m = 20
G = 0.1 0.5 0.9 0.1 0.5 0.9
T = 100 ˜ Q 7.6 70.1 99.9 7.9 62.0 99.5
P = 40 O1 4.3 27.0 85.5 2.3 14.9 71.0
O3 5.4 30.5 87.3 2.9 17.5 74.0
O4 4.9 28.9 86.7 2.8 16.8 73.2
P = 75 O1 8.0 60.3 99.4 5.1 42.9 97.4
O3 8.8 62.5 99.5 5.9 45.2 97.8
O4 8.4 61.2 99.5 5.9 44.8 97.6
T = 200 ˜ Q 9.1 96.4 100.0 8.6 90.3 100.0
P = 50 O1 5.1 33.2 91.8 2.9 20.7 81.9
O3 6.1 36.0 93.1 3.6 23.3 83.8
O4 5.3 33.8 92.1 3.2 21.4 82.4
P = 100 O1 8.0 70.3 99.9 5.7 53.8 99.5
O3 8.6 71.5 99.9 6.4 55.8 99.6
O4 8.0 70.1 99.9 5.6 53.6 99.5
P = 150 O1 10.3 90.4 100.0 7.7 77.7 100.0
O3 10.8 90.8 100.0 8.3 78.9 100.0
O4 9.9 90.0 100.0 7.5 77.1 100.0
337.5.4 Additional Power Experiment
Additional Power Experiment
yt = g




xt = ARxxt−1 + ut
α = 0.05, T = 200, m = 10
Estimator: Sample Average
The linear scalar model from Subsection 7.5.2 is used again for this experiment. The
model is estimated with an incorrect measurement error model speciﬁcation (See Sub-
section 7.1 for a derivation the prediction error distributions for both the measurement
error model and the scalar model.). The dependence on x is not taken into account. The
eﬀect size is altered by changing β
∗ and by changing how xt is generated. T = 200,
α = 0.05, and m = 10 for the entire experiment. The Ljung-Box Test correctly diagnoses
the misspeciﬁcation more often than any of the out-of-sample tests. Table 7.5 contains
the results. The out-of-sample tests perform better when P is large, or in other words,
when there is more data for the test statistics to work with.
Table 7.5 - Additional Power Experiment Results
ARx = 0.3 ARx = 0.5
T = 200 β∗ = 0.2 0.5 0.9 0.2 0.5 0.9
˜ Q 7.7 11.1 28.7 9.0 26.8 79.2
P = 50 O1 4.5 5.5 8.7 5.0 8.5 24.7
O3 5.4 6.5 10.1 5.9 9.7 26.8
O4 4.7 5.7 9.0 5.2 8.9 25.3
P = 100 O1 6.0 8.0 16.0 6.1 15.6 48.5
O3 6.6 8.6 17.3 6.8 16.6 50.1
O4 5.9 8.0 16.0 6.1 15.6 48.4
P = 150 O1 6.4 9.6 22.0 7.0 21.4 67.2
O3 6.8 10.2 22.9 7.4 22.2 68.0
O4 6.2 9.2 21.5 6.8 21.0 66.6
347.5.5 Additional Results from Experiment 3
Experiment 3
yt = g




α = 0.05, T = 100, m = 10
Estimator: ML
Table 7.6 provides additional results for Experiment 3. As reported in Section 5, the
Ljung-Box Test is better at detecting this type of model misspeciﬁcation.
Table 7.6 - Experiment 3 Additional Results
T = 100 β∗ = 0.1 0.3 0.5 0.7
˜ Q 5.2 7.8 24.5 59.3
P = 20 O1 1.7 1.5 2.4 4.0
O3 2.7 2.5 3.9 6.0
O4 2.1 1.8 3.0 4.8
P = 40 O1 3.7 4.5 7.6 16.3
O3 4.6 5.4 9.5 18.8
O4 4.2 5.1 8.9 17.7
P = 80 O1 5.1 7.2 18.0 43.0
O3 6.0 8.1 19.3 45.8
O4 5.5 7.6 18.4 44.1
7.5.6 Additional Results from Experiment 4
Table 7.7 lists additional results from Experiment 4 using a diﬀerent set-up than in
Section 5. The structural breaks are no longer restricted to being symmetrical around β
∗,
and models with a single break are considered. In general, the out-of-sample tests continue
to have more power. There are a few exceptions that occur when the eﬀect size is small.
This is probably due to the relative size properties of the tests. It is also interesting to
look at the interplay between τ1, τ2, and R.
Experiment 4
yt = g
∗ + t = β








T + t for t ≥ τ2
gN = β
∗
α = 0.05, T = 200, m = 10
Estimator: OLS
35Table 7.7 - Experiment 4 Additional Results
b1 = 1 b1 = 5
b2 = -2 0 5 -5 0 5 10
τ1=40, ˜ Q 8.4 8.0 13.2 42.8 10.1 12.0 56.0
τ2=100 P = 50 O1 8.5 8.9 12.4 21.2 9.2 9.2 28.0
O3 10.0 10.1 13.9 23.3 10.5 10.5 30.2
O4 8.8 9.1 12.8 21.7 9.6 9.5 28.5
P = 100 O1 13.1 10.9 24.7 56.8 11.7 14.7 72.1
O3 14.0 11.5 26.0 58.1 12.8 15.8 73.1
O4 13.0 10.8 24.6 56.6 11.7 14.6 72.0
P = 150 O1 13.8 12.2 22.5 59.0 16.5 18.4 68.8
O3 14.7 12.7 23.5 59.9 17.1 19.1 69.4
O4 13.4 11.7 22.0 58.6 16.1 18.0 68.3
τ1=80, ˜ Q 8.7 7.5 11.4 61.8 14.6 11.1 36.5
τ2=120 P = 50 O1 9.3 8.3 14.4 44.0 11.1 8.9 28.8
O3 10.9 9.6 16.0 46.4 12.5 10.4 31.1
O4 9.6 8.7 14.8 44.5 11.3 9.2 29.3
P = 100 O1 13.3 10.7 21.6 79.2 20.3 12.2 50.3
O3 14.4 11.5 22.6 80.0 21.3 13.2 51.7
O4 13.2 10.6 21.5 79.1 20.2 12.1 50.3
P = 150 O1 13.4 12.0 20.1 77.9 25.6 17.1 52.3
O3 14.2 12.7 20.8 78.4 26.4 17.8 53.3
O4 12.9 11.6 19.6 77.6 25.0 16.6 51.8
τ1=80, ˜ Q 8.5 7.9 8.8 28.0 14.7 13.7 25.8
τ2=175 P = 50 O1 9.9 8.6 12.8 33.0 11.0 10.5 28.3
O3 11.3 10.3 14.5 35.1 12.6 11.9 30.8
O4 10.2 9.0 13.2 33.6 11.4 10.9 29.0
P = 100 O1 12.0 10.9 13.1 40.6 20.1 18.4 37.9
O3 12.9 11.8 14.1 41.7 21.2 19.5 39.1
O4 12.0 10.9 13.0 40.5 20.0 18.4 37.8
P = 150 O1 12.5 11.9 13.9 43.9 25.8 25.2 41.9
O3 13.0 12.6 14.6 45.0 26.8 26.2 42.8
O4 12.1 11.5 13.5 43.3 25.2 24.6 41.4
τ1=120, ˜ Q 8.6 7.6 8.3 32.0 14.7 11.7 18.7
τ2=175 P = 50 O1 9.7 8.0 12.1 49.5 16.8 10.6 25.2
O3 11.0 9.3 13.8 51.6 18.5 12.3 27.3
O4 10.0 8.3 12.6 50.0 17.3 11.1 25.7
P = 100 O1 12.1 11.0 12.9 55.4 28.6 22.6 34.7
O3 13.2 11.8 13.8 56.6 29.9 23.8 36.1
O4 12.0 10.9 12.8 55.2 28.5 22.6 34.5
P = 150 O1 12.4 12.1 14.0 48.5 24.7 20.6 31.8
O3 13.3 12.7 14.7 49.5 25.5 21.3 32.6
O4 11.9 11.7 13.6 48.1 24.2 20.1 31.2
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