Large-scale, multi-terabyte digital libraries are becoming feasible due to decreasing costs of storage, CPU, and bandwidth. However, costs associated with preparing content for input into the library remain high due to the amount of human labor required. This paper describes the Digital Microfilm Pipeline -a sequence of image processing operations used to populate a large-scale digital library from a "mountain" of microfilm and reduce the human labor involved. Essential parts of the pipeline include algorithms for document zoning and labeling, consensusbased template creation, reversal of geometric transformations and Just-In-Time Browsing, an interactive technique for progressive access of image content over a low-bandwidth medium. We also suggest more automated approaches to cropping, enhancement and data extraction.
Introduction
Decreasing costs of storage, CPU, and network bandwidth are making it feasible to deploy largescale, multi-terabyte digital libraries. Largescale digital libraries have the potential to provide worldwide access not just to a few isolated collections, but to a sizeable proportion of all available information on specific topics. However, the primary cost of a large-scale digital library project is not the hardware, software, or day-to-day management of the online system, but is the cost of populating the library with content. Costs associated with preparing content for input into the digital library can outweigh all other costs associated with the library by orders of magnitude. And unlike hardware and bandwidth costs, most of the cost associated with content population is due to human labor, and so is not decreasing. This paper describes the issues associated with populating a large-scale digital library and outlines various technologies that must be put into place to reduce the human labor involved and access the image content. As a particular example of a large-scale digital library project, we introduce a "Million Microfilm Project" currently being investigated by the Church of Jesus Christ of Latter-day Saints and Brigham Young University. Central to this project is the Digital Microfilm Pipeline, a single, unified system consisting of enabling technologies for populating a digital library with searchable microfilm images and a novel Just-In-Time Browsing (JITB) strategy for interactive access of image content at modem-like speeds.
Million Microfilm Project
The Church of Jesus Christ of Latter-day Saints has been involved in genealogical research for over a century. The Church teaches that families do not end at death, but instead are the basis of society in the world beyond death. With that understanding, members of the Church regard it as a privilege and obligation to seek out their forbearers.
To assist people doing genealogy, the Church began gathering genealogical records in 1894 and now maintains the world's largest repository of genealogical resources.
Among these resources are 2.3 million rolls of microfilm, each containing an average of 1300 images of pages from historical documents related to genealogy (e.g., parish, census, and vital records). Most of the pages are handwritten, often in old scripts. The original microfilm rolls are stored in vaults inside a granite mountain for preservation, but copies are available for anyone to view through a network of over 2500 family history centers worldwide.
The problem with the microfilm rolls is that they do not allow convenient access. The time elapsed from when a film is ordered to when it is available for viewing at a local family history center is at least a week. Once the film is available, the patron must drive to the family history center, which may be many miles away in some countries, to view the film using a microfilm reader. There the patron scans each image on the film to determine if it contains the information he or she is looking for. This is a labor-intensive and error-prone process.
Ideally, the images would be available for quick perusal over the Internet, and would be searchable by the names of the people appearing on the image (along with perhaps other searchable fields like dates and places). The Church is currently investigating the feasibility of creating a digital library containing images from approximately one million rolls of its collection of 2.3 million rolls of microfilm. An initial prototype is planned to begin in 2004. Contingent upon the success of the prototype, the goal would be to create the million-microfilm digital library over a period of 5-10 years.
To give an idea of the size of the costs associated with preparing microfilm content for input into a digital library, we estimate that image acquisition costs typically range from 2-5 cents per image for scanning (digitizing) microfilm images, to 5-8 cents per image for capturing digital images from fragile one-of-a-kind archive registers where each page must be individually photographed. These costs are largely due to the human intervention required to monitor the microfilm scanner or to operate the digital camera. They do not include costs associated with registration, enhancement, compression, or zoning. Also, to make the images searchable they must be manually transcribed (most images in the Million Microfilm Project are handwritten and are not transcribable by current automated approaches). Recently, Church volunteers contributed 15 million hours [1] extracting 55 million names from the US 1880 and Canadian 1881 censuses [2] . Estimated non-volunteer production costs range from 1-3 dollars per image depending upon the amount of information transcribed per image. Compare this to the storage cost in 2003 for a 200K image, which ranges from 0.1-0.5 cents depending upon whether mirrored consumer-grade disks or enterprise-grade disks are used for storage. Clearly, content preparation costs outweigh delivery costs by roughly an order of magnitude, and several orders of magnitude if the images are to be made searchable through transcription. Thus technologies for automated preparation of content (Section 2) and efficient image access (Section 3) are the central focus of this paper. Sections 1.2 and 1.3 describe similar large-scale digital library projects.
CM U'S M illion Book Project
Carnegie Mellon University is currently undertaking a Million Book Project [3] . Their objective is to create a free-to-read, searchable collection of one million books, primarily in the English language, available to everyone over the Internet. Their goal is to digitize the million books by 2005. They have already completed a pilot Thousand Book Project, which can be accessed through Internet Archive [4] . Because their sources are printed books and their images are of relatively high quality, they plan to use standard OCR software to make the texts searchable. Such initiatives are on the scale of what is proposed here, but with the important difference that the large majority of the (scanned) microfilm collection is not OCRable using today's technology.
Am azon's Search Inside the Book Project
Another large-scale "digital library" project is Amazon.com's "Search Inside the Book" feature. Launched in October, 2003, this feature allows customers to search the full text of approximately 120,000 books. Most impressive about this feature is the scale at which it operates. All regular book searches operate over the full text content as well as meta-data such as book title and author. Search results, where the search terms matched the text content, include excerpts from the text with the search terms highlighted. From an excerpt it is possible to link to a readable image of the corresponding page, often with the search terms highlighted on the page image. In order to support their Search Inside the Book feature, it appears that Amazon.com scans each book and OCR's the pages. As of November 2003, Amazon.com requires publishers to send a physical book copy of each book they want enrolled in the program and does not accept books electronically.
The Digital Microfilm Pipeline
In order to achieve this goal of quick, worldwide access to the million-microfilm digital library described in Section 1.1, over a billion microfilm images must be scanned, enhanced, compressed, indexed and ultimately transcribed. This process can be thought of as a Digital Microfilm Pipeline consisting of different stages (Figure 1) . Each stage identifies a process that must be automated or problem that must be solved as well as the technology used to solve it.
The algorithms and technology as well as problems associated with reducing the human costs involved in each of these stages are described in more detail below. Two stages are purposely omitted from the diagram: digital image capture, which is an alternative to microfilm scanning for newly-acquired records, and preservation, which is an essential component of the pipeline but which is not addressed in this paper, the intent of which is to focus on algorithmic solutions to some of these problems.
Scanning
Microfilm scanning is currently a labor-intensive activity. Once the film is loaded onto the scanner reel, the scanner operator is required to manually adjust lamp brightness and camera exposure settings to ensure that the full range of gray-levels in the microfilm is adequately captured in the digitized image. During the scan operation, which typically lasts 15-30 minutes per film, the operator must continually monitor the captured images and adjust the lamp and exposure settings as necessary. Adjustments are usually performed several times during the course of a scan operation.
The output of a scan operation is a set of individual image files, with each image file corresponding to an image on the microfilm. A problem is that current microfilm scanners occasionally mistake image boundaries, so a scan output often does not contain the same number of images as on the microfilm, or image boundaries are incorrect. It is up to the scanner operator to monitor the scan in progress to deter- Figure 1 . The Digital Microfilm Pipeline includes the tasks of scanning, cropping, deskewing, scaling, registering, image enhancement, zoning and labeling, OCRing and indexing, with companion browsing technologies for efficient, low-bandwidth internet access and information extraction. mine whether all images are being identified properly by the scanner.
The effect of requiring the scanner operator to monitor the scan in progress for proper lamp and exposure settings as well as proper image boundaries, is that a scanner operator can typically monitor only one or two scan operations simultaneously. Thus, the primary costs involved in scanning microfilm (2-5 cents per image) are due to the scanner operator salary. Research into automating the setting of lamp and exposure controls during the course of a scan by analyzing the output of a pre-scan, and research into globally optimal image boundary detection techniques for automated cr opping have the potential to significantly lower microfilm scanning costs.
Cropping, Deskewing, Descaling and Registration
Currently, frame cropping is performed by having the user interactively specify the vertical position at which the leading and trailing edges in the pixel intensity projection profile are detected ( Figure 2 ). This works reasonably well with clean, regularly spaced data, but suffers when "edge detection" is based on local edge information, because local approaches are highly susceptible to noise, as indicated by the irregularly spaced vertical edge marks below.
We believe that scanning and cropping, which is currently the rate-limiting step in the Digital Microfilm Pipeline, can be sped up by scanning film continuously into longer, logical records and then performing frame cropping off-line, in batch, while exploiting frame consensus, image hierarchies and globally learned parameters. Scanning in ribbons would avoid having to interleave scanning with user interaction for defining cropping parameters, leaving the flow of data uninterrupted. By deferring cropping until after scanning, we can also examine whole profiles using autocorrelation techniques, look for regularity (or irregularity) in frame spacing, detect changes in the patterns (suggesting the data source has changed) -all in a global context -resulting in a much more robust approach to frame segmentation. In a "production" setting, cropping parameters could be reviewed on 100's of thumbnails presented on a high-resolution screen, and then quickly edited, where necessary, before the final high resolution cropping, grayscale and geometric transformations are performed.
A unified framework for accurate detection and correction of geometric transformations (rotation, skew, scale and translation) is presented in a companion paper in this proceedings: "F a st Registration of Tabular Document Images Using the Fourier-Mellin Transform." Figure 3 shows a small section of a tabular document obtained by averaging 20 similar documents following correction for scale, rotation, and translation for each document individually using the FourierMellin Transform. Note that the handwriting (the variable between documents) is blurred while the "constant" background (machine-printed text and lines) is crisply registered and legible, attesting to the accuracy of this procedure for detection and correction of geometric transformations. 
Image Enhancement
A wide variety of image enhancement operations have been popularized and made accessible through desktop editing software packages such as Adobe's Photoshop. Such tools allow faded strokes of handwriting to be enhanced using custom-designed, (matched) convolution filters, making it more legible (Figure 4 , right). However, the choice of which operation to use is still left very much in the hands of the user. In fact, whether an image needs to be lightened or darkened, or whether it needs to sharpened or have "point noise" removed, as well as a host of other problems arising from how the image was captured, the quality of the original document, the deterioration of the film, etc., require not only a high level of visual expertise, but also a reasonable amount of knowledge about image processing operations and what they do. Even if such knowledge were broadly available, it would still be unacceptably laborious to enhance images, one at a time, from a collection of 1 million rolls of microfilm.
We propose a problem-driven system that can "look over the shoulder" of an expert who is applying image enhancement operations to a collection of images and then learn the image features and characteristics which call for that kind of enhancement. Multiple operations may need to be performed, and in a particular order, which would also need to be learned. The operations and the ordering would then be "packaged" into a library of "scripts" or "macros" which would be automatically invoked when certain image characteristics are matched. In this way, multiple operations, or possibly even scripts, could be applied to an entire film, or major sequences of images, rather than one at a time.
This would allow a volunteer who is not an expert in the "jargon" of image processing, but is a natural expert about what image is too dark, too light, too blurry, etc., to assist in the development and deployment of such as system.
The development of such a system would proceed in the traditional way: This will allow a (growable and refineable) system in terms identified problems and their associated image processing solutions. The difficult piece, of course, is the clustering and mapping of (non-disjoint) problems to operations using image features which will most certainly not always be mutually exclusive. In addition, not all types of noise can be characterized by peak or average SNR. And we will not always be able to consistently map an image that is too dark or too light into the appropriate range of grayscales using simple histogram transformations. However, even if such a system corrected image problems for only half of the 1 Million microfilm collection, this would be a huge gain over custom processing of individual images. Furthermore, a problem-driven system accessible to thousands of non-technical volunteers is a reasonable approach to automated enhancement of such a large collection of digital microfilm.
Image Compression
The advances in high resolution digital imaging have accelerated the development of image compression technology. Many compression schemes are specifically designed with a particular image domain in mind (e.g. movies, color photographs, binary images, etc.) This is true of document images as well, which make use of CCITT RLE schemes, JBIG and JBIG2, which encodes foreground and background separately and makes use of wavelet transforms. For the sake of generality, most approaches, including the popular MrSID and DjVu, are not domain-specific and do not generally assume anything about similarity within image sets.
However, there is much to be gained by exploiting the bitonal nature as well as the similarity and redundancy that occurs in microfilm images [5] , particularly where sequences of images share many similar properties in format and content. For example, by registering similar images, we can take advantage of predictive encoding schemes to capture inter-frame background redundancy.
After image registration (section 2.2), the transformations mapping one image to another are reversed, and the point-wise mean (Figure 3 ), can be used for predictive encoding. That is, for sets of documents which share a common template (such as a printed background that is repeated from image to image) we can use the mean image to predict the parts of the document that do not change between pages. Ideally, only the residual difference ( Figure 5 ) from image to image (namely, the non-template information) needs to be encoded with this scheme.
Document template subtraction is thus a form of predictive encoding, resulting in a 16% reduction in file size (following thresholding and bzip2-compression). Remnants of the document template are still visible in the residual because of small differences in the printing, non-affine distortions, or inaccuracy in image registration. Improvement in subtraction could be made by shifting each registered image at sub-pixel increments in search of a global, minimum residual or by shifting individual connected components within a radius of 1-2 pixels, in search of local, minimum residual differences. Noise cleanup would provide further improvements to compression ratios. We present a method [22] for combining geometric information extracted from a sequence of documents with the same layout. By making use of both intra-and interdocument consensus we construct a robust template of the document layout that is more accurate than can be extracted from a single document.
Consensus-Based Zoning
We assume our tabular documents consist of line-delimited zones such as shown in Figure 6 . By identifying these lines, an editable mesh representing the geometric layout of the document is created. Individual meshes are combined to form a single mesh (template) through consensus. Each region of interest (ROI) in the template is classified according to its content: printed text, handwriting, or empty. The template is then used to zone new documents of that layout.
Peaks in horizontal and vertical profiles are used to identify lines in a document, even where the line may be broken or intersects with other lines or writing. Any peak exceeding a preset threshold is identified as a candidate line. The image is split horizontally into three separate logical sections corresponding to regions of similar geometric layout: the header, body, and footer ( Figure 6 ). The body is assumed to always be present in a document while the header and footer regions are optional. The body, which presents the most intra-document consensus, is identified first. The Fourier transform of the horizontal profile produces a conspicuous peak frequency that identifies the spacing between rows in the body. Pair wise matching of lines satisfying this row spacing identifies the body as the largest group. Any candidate lines found within the body not satisfying the body row spacing are labeled as false positives and removed. Lines above the body are labeled as header and lines below as footer. With the document split into its three component parts, each section is analyzed for vertical lines.
Although the mesh consists of strictly horizontal or vertical line segments, the image itself often manifests geometric distortion due to imaging optics or the acquisition process. To ensure that lines in the mesh correspond to the lines in the image, each line segment's position is adjusted, or "snapped", to the location in the image presenting the strongest line support (Figure 7 ). Peaks found in a profile often correspond to items other than actual lines in the image, primarily rows or columns of printed text. In addition, candidate lines initially extend through the length of the document, which may not actually be the case. To identify these false positives we examine the perpendicular profile of each line segment in the header and footer (Figure 8 ). Because of alternating characters and white space, lines of text (left) create high variance in the profile compared with an actual line (right), allowing false positives to be identified.
To exploit inter-document consensus, we combine the meshes generated from each document. To combine two meshes, m 1 and m 2 , we arbitrarily choose to merge m 2 into m 1 by correlating profiles of "images" of m 1 and m 2 . First, by correlating the profiles of m 1 and m 2 , m 2 is moved to the location of highest correlation so that it overlaps m 1 . In the process, an equivalency table is created matching the rows and columns in m 2 to the rows and columns of m 1 . The lines from m 2 are merged into the corresponding lines in m 1 with each line segment maintaining a count of the number of times it was merged or votes received. If there was no match for a column or row in m 2 , the line is added to m 1 . When all meshes have been combined, a simple Otsu threshold is applied to all line segment votes to remove light line segments (i.e. those with a low vote count) (Figure 9 ).
With a robust template of the document's geometric layout, subsequent images can be With the creation of the document template, the content in each zone is classified into one of three classes: empty, printed text, or handwriting. Classification occurs by sampling the profiles of the zone's dominant axis for each zone from multiple documents. Empty zones are identified by their relatively linear profile measured by calculating the standard error of estimate from the least squares regression line of the profile.
If the zone is empty, it is removed from consideration as a candidate printed text zone. The remaining candidate zone profiles are correlated two at a time. For zones which contain printed text, their profiles will be very similar (Fig. 11, left) and will have a maximum correlation around N/2. Zones with high correlation are classified as printed text while the remainder are classified as handwriting.
Consensus-Based Zoning Results
A typical example of a zoned document is shown in Figure 12 . Three different data sets were used to evaluate consensus-based zoning: British 1841, 1881, and U.S. 1870 census. Each document group represents a line-delimited table, each with their own deficiencies in image quality. To measure the accuracy of the templates generated we use the metrics of efficiency and coverage as proposed by Garris [9] . Given a reference mesh representing the ground truth of the document's geometric structure, it is compared with the resultant document template called the hypothesis mesh. The hypothesis mesh is measured by two criteria: efficiency and coverage.
Efficiency measures the number of zones found compared with the number of zones in the reference mesh. Coverage measures the similarity between the hypothesis and reference zones. Zones in the reference mesh are matched to similar zones in the hypothesis mesh. Any reference zones which do not have a corresponding match are called "deleted" zones and zones in the hypothesis mesh which do not have a match are called "inserted" zones. Efficiency error, e, is defined as where d is the number of "deleted" zones, i is the number of "inserted" zones, and N is the total number of zones in the reference template. Coverage error, c, is defined as where u is the amount of underage, or the area in the reference zone which does not overlap with the hypothesis zone and includes the area of "deleted" zones, o is the overage, or the area in the hypothesis zone which does not overlap with the reference zone and includes the area of "inserted" zones, and A is the sum of the reference zone's area. Tables 1 and 2 show the average calculated efficiency and coverage error across all images compared to that of the template. In every case the template's error rate is significantly lower, demonstrating the power of consensus in sequences of similar documents.
The results show that use of inter-document consensus allows for the construction of a robust template of the geometric layout of a tabular document. Also, combining information from multiple images provides superior results to zoning the images separately.
Text Recognition
The bulk of the 1 Million microfilm collection consists of older documents, where most of the information of interest is in handwritten form. However, machine printed text provides valuable contextual information to aid in interpreting the handwriting. Zones containing machine-printed text ( Figure 12 ) are therefore passed to an OCR engine to index zones containing handwriting.
OCR
OCR has enjoyed steady improvement, with Neural Network-based techniques exhibiting particularly high accuracy. Error rates for OCR systems are usually significantly less than 1%, depending upon the algorithm used and the dataset being read.
In the case of archival documents, machine printed text is often part of a tabular form, upon which many successive pages were written. Thus by comparing the OCR results for each page, a consensus OCR result can be formed which is likely to be much more accurate than any of the results for one specific page. In a similar way, by using several different OCR algorithms to read the same sample of printed text, results may be significantly improved: some algorithms will succeed in reading an instance of a letter where others fail. Consensus of several different OCR algorithms which all have reasonably low error rates has been used effectively in large-scale digital libraries to give results better than any single algorithm can provide on its own.
Handwriting Recognition
Extraction of genealogical data from handwriting is currently performed by volunteers. For example, The Church of Jesus Christ of Latterday Saints recently released (for free access at www.familysearch.org) 55 million names extracted from the complete US 1880 and Canadian 1881 censuses [2] representing 15 million volunteer hours [1] . The resulting resource is invaluable for genealogists, because a list of records matching a given query may be returned almost instantaneously. However, this is only a "drop in the bucket" of the work that needs to be done to make accessible the huge number of paper-based records that exist in the world in general, and in the 2.3 million microfilm archive in particular.
Computer-based extraction of text from a handwritten page is a much more difficult task than OCR, because of the variability of human handwriting, even within a single author's style ( Figure 13 ). In the genealogical context, the low quality of many archival documents (and the poor conditions under which many are photographed) also contributes to the problem (Figure 14) . A great many different approaches have been applied to try to solve this problem [23] [24] [25] . These approaches employ analysis techniques from the areas of statistics, mathematics, physics-based modeling, image processing, artificial intelligence and even psychology.
So far it has been very difficult for any computer program to even begin to approach the ability of humans to read handwriting from arbitrary documents. The main areas in which offline cursive handwriting recognition has been successful are in reading bank checks and postal addresses -but in both cases, redundant information provides for cross validation and error correction (comparing the courtesy amount to the legal amount for checks; comparing the address to the postal code for postal addresses).
The same amount of cross-checking is not normally possible with archival records, although some cross-checks may be available (e.g. checking that the first name is a good match for the gender ("M" or "F"), if available).
A summary of the state of the art in handwriting recognition in 2000 was given by Vinciarelli in [25] . The performance statistics from that paper show an average accuracy of around 70% for bank check reading (the maximum in the survey was 89.2%), and around 88% for postal applications (max. 96.3%). For generic content offline recognition, the four surveyed techniques achieved the following performance: Because the datasets used by each of these papers were very different, these statistics are not very comparable to each other. In the general case, most algorithms surveyed in [25] did not do as well as Senior and Bunke's algorithms, even with the cross-validation information available in bank checks or postal addresses. It is difficult to say whether it was the algorithm or the dataset in each of these two exceptional cases that caused the performance results to be so far above the rest. It would be difficult to predict Figur e 14. An example of poor image quality often found in archival documents how extensible these two algorithms would be to digital microfilm extraction, or digital libraries in general because of the wide variety of handwriting styles and image quality found in such collections.
It is obvious that when we, as humans, read a handwritten word, we make use of a great number of contextual clues to improve our recognition accuracy. For example, if one letter in a word is ambiguous, there is enough information available in the other letters to be able to reliably read the word in many circumstances. Our knowledge of acceptable word spellings and acceptable letter orderings often allows us to eliminate all but one possibility, even in the presence of a great deal of ambiguity. Such "prior knowledge" is also useful in a handwriting recognition system, and may dramatically improve results by relying upon the redundancy of information encoding in the context of a word. (This has direct parallels with the engineering field of error correction.) This is the meaning of "Lexicon" in Table 3 .
Additional information for the context of a handwritten word is often provided by the headers at the top of the table column in which the word is written. For example, "Surname", printed at the top of a column, can dramatically reduce the number of possible words that can appear in that column, thus improving handwriting recognition accuracy for the column.
Thus the results of the OCR process can be used to improve handwriting recognition in the microfilm extraction context.
It seems that the human brain does not employ just one technique for handwriting recognition [26] . If the word is common, it can be quickly recognized based only upon its word shape. For less-frequently observed words, a different method is employed, in which a word hypothesis is built, reading simultaneously from the beginning and end of the word towards the middle. If the locally-built hypothesis fails, a "scan-parse" approach is used, in which the word is read from beginning to end and a phonetic model of the word is built in the reader's head. The brain's auditory system is then used to recognize the word. If even the brain (which is phenomenally good at fuzzy pattern-matching tasks) resorts to different mechanisms to read handwriting under different circumstances, it should be obvious that a rigid computer program will need to take different approaches in different conditions to perform well. Historically, handwriting recognition systems which have used multiple classifiers or have combined multiple different approaches or contexts have performed the best.
The difficulty of the handwriting recognition task shows that the field of pattern and shape recognition still has a long way to go before computers can do as well as humans at general pattern recognition tasks. Much useful work may be performed by current algorithms, but we are still a long way away from being able to automatically extract data to the level of accuracy achieved by humans, such as in the above volunteer extraction program.
Str ing Edit Distance Matching
Assuming we can reliably extract meaningful information from the pages of a digital library, we can index the pages for fast searching, making the information much more useful. However, more often than not for historical documents, we desire to search for documents containing strings (such as names) whose spelling approximately matches the search string. Several techniques exist to enable this type of approximate match to be performed.
The Soundex code has been used for many years by genealogists as a way of reducing a name into an approximate phonetic representation that should be matched by all words which "sound like" each other. It has several limitations (such as the fact that it was designed for English names only), and its use is declining as more powerful database searching techniques are developed.
The "string edit distance" (Levenshtein distance) between two strings is the number of edit operations (insertions, deletions, and transpositions of one letter for another) required to transform one string into the other [27] . It is a very efficient algorithm (although less so than the Soundex code), and is implemented using dynamic programming. In its most basic form, it merely represents how many keyboard operations would be used to morph one string into the other, but may be extended in many ways to yield a measure of similarity between strings that look like each other, sound like each other, or are variations of each other in the same language.
Figur e 15. Levenshtein Distance dynamic programming algorithm in action. Bottom right corner cell shows that the two strings are three edit operations apart (DENSITY-DESITY-DESTITY-DESTINY).
The string edit distance metric, even in its most basic form, gives a measure of "difference" between two strings that is very natural and intuitive. A good database search engine combines several "match" classifiers, and weights their contribution to the result. As one of several classifiers used by a database search engine to rank its results, the string edit distance is particularly useful.
Hybr id Str uctur es
Once text is extracted from document images and at least partially indexed, additional value may be given to the information in the database by linking the search results back to the original images, or hybrid data structure (e.g. indexed and labeled bit maps) for searching and data extraction ( Figure 16 ). This allows for manual examination of the correctness of extraction of each search result, and for resolution of ambiguity between multiple instances of the same search result. In this final step of database usage, the archivist is vindicated in that accurate storage of the document image combined with our ability to link to that image, give our extract- data much more value and meaning. In many cases dealing with collaborative work, which is often the case in genealogy, it may be of great value simply to know who else has looked at the same information. Also, digital indices, links, and annotations within and between documents could be used to provide implicit "notes," and accelerate access to, and exchange of information between users. Finally, with many eyes on the data, human correction of obvious errors in frequently used collections will only increase the efficacy of searches over time.
J ust-In-Time Br owsing
Section 2 described a series of algorithmic processes which need to be brought to bear in order to populate a digital library of microfilm automatically. However, building a digital library from a Granite Archive is only part of the problem. If we cannot deliver large, digital images to a global community in a timely way, the disks on which they are stored are just as impenetrable as the Granite Archive which houses the microfilm collection. In order to provide timely, Global Access to this Digital Mountain of data, Just-In-Time Browsing was developed.
To motivate the discussion, we claim that most of the information we glean in a day, through the newspaper, the Internet or the TV is obtained through browsing. (Figure 17) . This is what Just-In-Time Browsing (JITB) does.
Figur e 17. Just-In-Time Browsing GUI There are many cases in which we wish to be able to quickly browse through collections of large images over a low-bandwidth medium such as a modem. For example, in family history and genealogical research, the ability to browse unindexed microfilm images from home, without a high bandwidth connection to the Internet, is very desirable. In fact, recent studies note that while .5 billion people have Internet access [37] , 80% of that is still dial-up service [38] .
One of the major problems with providing digital microfilm over the Internet is that the images are often very large, potentially, up to about 6,000 x 4,000 pixels grayscale, in order to provide the resolution necessary for reading the small print. Large images require a great deal of time to download, especially over a modem, making a visual search through numerous microfilm images an impractical task.
When we browse a collection of images, we want to glean the image data that is of interest to us without spending valuable time downloading all of the unwanted detail. It is important to note the distinction between what we refer to as br owsing, as opposed to viewing images in a collection. When a person views an image, the goal is to present that image to the person in a form that is as visually similar to the original as possible, although some trade-off is often made between the quality of the image and its file size in order to access the image more efficiently. When a person browses images, on the other hand, the main goal, initially, is to allow the person to determine the content of each image as soon as possible so the person can decide whether or not it is of interest. If the image is of interest, a more detailed examination can follow, but if it is not of interest, the person can immediately move on to the next image.
Most commonly used techniques for presenting image content on the Internet focus on giving the viewer a representation of the original image that is as visually accurate as possible, whereas for many applications, browsing speed is much more important than complete visual fidelity.
Just-In-Time Browsing" (JITB) was developed for browsing collections of large images, at modem-like speeds, but at interactive rates. Although JITB can be used for various types of images, including color images, the main focus of JITB is to provide more efficient browsing of digital microfilm and other similar types of document image collections. We have compared the JITB system's performance to that of two popular methods (DjVu [29] and MrSID [32] ) that are currently used for providing access to digital microfilm images over the Internet. For certain routine tasks that would be typical in many cases when browsing digital microfilm, JITB is shown to be significantly faster. While maintaining this advantage, JITB is still shown to be at least comparable in performance to the commercial systems for most other types of browsing tasks.
JIT B System
The JITB system keeps the goals of image browsing in mind, instead of simultaneously trying to cater to the goals of image viewing. Spatial context of images is provided almost instantaneously by means of pixel replicating using a low-resolution thumbnail. More detailed image data (both spatial resolution detail and grayscale or color information) arrives "just in time," or as the user needs it.
