It is shown how quantum mechanical time correlation functions [defined, e.g., in Eq. (1.1)] can be expressed, without approximation, in the same form as the linearized approximation of the semiclassical initial value representation (LSC-IVR), or classical Wigner model, for the correlation function [cf. Eq.
Introduction
Most quantities of interest in the dynamics of complex systems can be expressed in terms of time correlation functions 1 . For example, dipole moment correlation functions are related to absorption spectra, flux correlation functions yield reaction rates, velocity correlation functions can be used to calculate diffusion constants, and vibrational energy relaxation rate constants can be expressed in terms of force correlation functions. The standard real time correlation function is of the form For complex (large) systems, there are several ways to approximate the quantum dynamical correlation function such that the result both approaches its classical limit at high temperature and achieves the exact quantum result as . One such approach is the centroid molecular dynamics (CMD) method of Voth and co-workers 0 t → 4, 5 , and another is the ring polymer molecular dynamics (RPMD) method recently proposed by Manolopoulos and co-workers 6 . In these approaches the real time dynamics is related to a modified classical dynamics of the path integral beads of the quantum Boltzmann operator or the centroid of them. For both of these models, the quantum mechanical equilibrium distribution is conserved, i.e., for the case , the correlation function is time independent. Also, both of these models give the exact result for harmonic systems if at least one of the operators and
ˆ1
A =ÂB is a linear function of position or momentum operators; however, they do not give the correct result if both operators are non-linear operators, even in a harmonic potential 7 .
Another class of approaches is based on various initial value representations (IVRs) of semiclassical (SC) theory 8, 9 . The SC-IVR provides a way for generating the quantum time evolution 13, 14 , and the forward-backward semiclassical dynamics (FBSD) approach by the Makri group [15] [16] [17] . These methods treat the operator Â β exactly and approximate the Heisenberg time evolution of operator by assuming that the trajectories used to construct the forward and backward propagators, and , respectively, are infinitesimally close to one another. In the limit of a ( )ˆ/î The purpose of the paper is to present a novel methodology for calculating real time correlation functions that is more accurate than the LSC-IVR and the FBSD approaches, but still retains their simplicity, i.e., in having no phase cancellation problems in the relevant phase space averages. Section II first shows that it is possible to write the exact real time correlation function in a form identical to the original LSC-IVR expression. Section III then develops several practical approximations to these exact expressions, e.g., use of the thermal Gaussian approximation (TGA) 20 for the Boltzmann operator, and also a particular type of 'equilibrium distribution approximation' (EDA). Some numerical implementations of the methodology for the symmetrized force and the standard momentum autocorrelation functions are presented in section IV, including a strongly anharmonic potential and a more challenging quartic model system. Finally, some concluding remarks appear in section V.
II. Exact Dynamics of the Correlation Function
The linearized approximation to the SC-IVR expression for a time correlation function, the LSC-IVR [10] [11] [12] 
The time evolution of the operator is governed by the Heisenberg equation of motion,
the Wigner transform of which can be shown to be (
For a potential for which the derivatives exist, the right-hand side of Eq. (2.6) can be expanded as
, ; 24 
This new dynamics is similar to classical dynamics except that the classical force is replaced by an effective force . More discussions about the new dynamics as an analogue to classical dynamics are presented in Appendix A. A x p dx dp A x p dx dp β β = t tt (2.12) still applies for this new dynamics, which means that the phase space average in Eq (2.4) can be taken 
By making analogy to the classical continuity equation in the form
where
, one can generate another version of the dynamics, i.e., The exact quantum correlation function thus has the same form as the LSC-IVR approximation in Eq. (2.1), both being given by a single phase space over the initial conditions for trajectories. The only difference is the evolution of the trajectories: in the LSC-IVR they are governed by classical mechanics, while that in the exact case they are governed by the dynamics specified by Eq. (2.11) or (2.15). As is clear from Eq. (2.11) or (2.15), the original LSC-IVR method can be viewed as the limit of the exact correlation function as , or the limit of a harmonic potential. In other words, the exact dynamics that of Eq. 0 → (2.11) or (2.15) enables us to improve the real time dynamics in the LSC-IVR method. 
III. Equilibrium Distribution Approximations
Though we have expressed the exact quantum time correlation function in the same form as the LSC-IVR approximation, Eq. (2.1), the dynamics (i.e., the trajectories) which go into it are now determined by Eq. (2.11) 
, ; , ;0 , , ; , ;0 ,
and so on. Motivated by this observation, we introduce the 'equilibrium distribution approximation' 
and so on in the equations of motion in Eq. (2.11), and
and so on in the equations of motion in Eq. (2.15) . This leads to great simplification in the practical aspects of integrating the generalized equations of motion, as will be seen below, and will also be seen to be correct in various limits.
If the effective force in Eq. (3.9) and in this limit it is straight-forward to verify that all the proposed equations of motion in Eq. (3.5) , (3.6) , (3.7) or (3.8) reduce to classical mechanics. Also, in the limit of a harmonic potential, when ( )
V x and higher derivatives vanish, these proposed equations of motions are exact. Hence the real time correlation function in Eq. (2.1), with the generalized equations of motion in Eq. (3.5) , (3.6) , (3.7) or (3.8) , is exact in three important limits (as is the original LSC-IVR method): (i) the classical (or hightemperature) limit, (ii) the limit of a harmonic potential, and (iii) the short-time limit . What is more important, however, is that they are expected to give a better approximation to the correlation for longer time than the original LSC-IVR method. These four proposed methods can thus be thought of as improved LSC-IVR methods, since they have the same form as Eq. 0 t → (2.1), differing only in the equations of motion which generate the trajectories. The full WD and the full DMD methods, in particular conserve the distribution generated for the operator Â β for the case ˆ1 A = , which the original LSC-IVR method fails to do. . The inability to calculate the Wigner function of Â β exactly is in fact the reason for the various harmonic and local harmonic approximations to the Boltzmann operator 10, 12, 14 . These approximations have been successfully applied to some complex systems 12, 26 . 
IV. Thermal Gaussian approximation
with the notation ( )
The initial conditions for the imaginary time propagation are ( )
The Wigner function with the TGA can then be expressed as follows The TGA enables one to calculate the effective force eff V ′ − explicitly in the equations of motion for the four methods described in Section III, and hence real time correlation functions based on Eq. (2.1).
V. Example calculations
In order to test how well the four types of generalized dynamics described in Section III perform within the framework of Eq. (2.1), we have carried out calculations for two 1-dimensional models, at a high temperature 1 β = and a low temperature Figs. 5 and 6 show that at the temperature 1 β = the classical result fails to describe the long-time oscillations in the exact quantum results; the LSC-IVR method does little to correct this, and neither do the four new methods that we test in this paper. We expect that the truncated methods (2 nd order WD and 2 nd order DMD methods) are not able to capture quantum coherences because "quantum coherences are reflected in the Winger function as 'sub-Planckian' oscillations" 28 and any lower order truncations of the propagation of the Winger function fail to describe such effects 29 . The failures of the full WD and the full DMD methods indicate that the EDA that we introduced in section III, i.e., Eq. (3.3), is not capable of describing quantum coherence of the real time correlation function. However, in many cases for complex systems in the condensed matter phase, such long time coherence effects shown in one-dimensional models are expected to be quenched by coupling among the various degrees of freedom 9, 30 , and most important is the short time dephasing behavior which can be accurately described by the various methods in this paper.
At the much lower temperature ( full DMD methods behave similarly, giving the amplitude of oscillation quite well (the small remaining error being due to error generated by the TGA treatment) and with slightly more frequency shift than the 2 nd order DMD method.
The better behavior at the low temperature is understandable: quantum statistical effects in the correlation functions show their importance for longer time (as the thermal time β is longer) and the EDA also reflects that in the equations of motion of the various methods listed in section III. It is clearly demonstrated that in both the anharmonic model and the quartic potential, the full WD, the full DMD, and the 2 nd order DMD methods improve the original LSC-IVR method to (much) longer times at low temperatures.
The 2 nd order DMD method works systematically better in all cases than the 2 nd order WD method. This is because of the merit of the 2 nd order DMD method that is mentioned before, i.e., that the ensemble of all DM trajectories obey Ehrenfest's theorem, which is not true for the 2 nd order WD method.
Again, we notice that the EDA behaves similarly for both the symmetrized force and momentum autocorrelation functions; i.e., how the EDA performs seems to be independent of the operator and the version of the real time correlation function. Notice that the force operator is very nonlinear.
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VI. Concluding remarks
In this paper we have first shown that the exact time correlation function [Eqs.
( 1.1) phase point. The difference is that for the LSC-IVR the dynamics (i.e., the time evolution of the trajectories) is that given by the classical equations of motion, while the trajectories in the exact theory are determined by generalized equations of motion. This exact formulation serves as a basis for making approximations to obtain practical methods for application to real molecular systems.
For systems at equilibrium, the EDA provides a feasible and reasonably good approximation. In these examples it is seen to perform similarly for different versions of the autocorrelation function and for different operators . Four approximate methods based on the EDA were proposed and tested-the full WD, the full DMD, the 2 A nd order WD and the 2 nd order DMD methods-which can all be viewed as improvements to the original LSC-IVR approximation. The overall results can be summarized as follows.
All four methods account for appreciable quantum effects in the correlation functions for short times, for all temperatures, as does the original LSC-IVR. The full WD, the full DMD, the 2 nd order DMD methods are good for (much) longer time in low temperature regime than the original LSC-IVR. The 2 nd order WD method gives a better description of dephasing effects than the original LSC-IVR method, but it also causes a pronounced frequency shift in the correlation function and is not as good as the former three proposed methods; we attribute this behavior to the fact that it does not obey Ehrenfest's theorem.
Combined with the TGA or other harmonic or local harmonic approximations for the Boltzmann operator, all four methods proposed here can be applied to condensed phase systems in realistic situations, since they do not involve oscillatory factors in the necessary phase space averages. Work is in progress to see how much these new methods improve the LSC-IVR for realistic molecular systems. It will also be interesting in future work to see if one can construct a better approximation than the EDA, e.g., by taking account of operator (rather than taking the limit ) in Eq. Âˆ1 A → (3.3) or (3.4) . 
Appendix A
In light of Eqs. (2.10) and (2.12) , one sees that the volume element in phase space is invariant, i.e., the volume of infinitesimal phase space obeys 0 0 t t dx dp dx dp = (A.1)
Eqs. (2.10) and (A.1) reveal the dynamics governed by Eq. (2.11) is an analogue to classical dynamics.
An interesting and perhaps useful derivation based on this is that the ensemble average can be replaced by the time average as long as the system is assumed to be ergodic.
To show this, we first define the ensemble average of some physical property ( ) , B x p on the probability surface ( ) ( ) If the ergodicity holds in the system, the ensemble average on the probability surface equals to the time average along some trajectory on that probability surface, i.e., 
