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Abstract
Based on work by Orlov, we give a precise recipe for mapping between B-type D-branes in
a Landau–Ginzburg orbifold model (or Gepner model) and the corresponding large-radius
Calabi–Yau manifold. The D-branes in Landau–Ginzburg theories correspond to matrix
factorizations and the D-branes on the Calabi–Yau manifolds are objects in the derived
category. We give several examples including branes on quotient singularities associated to
weighted projective spaces. We are able to confirm several conjectures and statements in
the literature.
email: psa@cgtp.duke.edu
1 Introduction
B-type D-branes allow remarkable insight into the phase picture [1, 2] of Calabi–Yau man-
ifolds. Given a smooth Calabi–Yau manifold X , it is known that B-type D-branes are
described by the derived1 category of coherent sheaves [3–6]. However, as one varies the
Ka¨hler form on X , one can move into other phases where the Calabi–Yau and its D-branes
have another interpretation.
The most obvious “other phase” is the one studied originally in [1], namely the Landau–
Ginzburg phase. Note that this phase need not exist, but we will restrict attention here to
cases where it does. This Landau–Ginzburg theory also may, or may not, have a Gepner
model description [7] corresponding to the construction of [8].
Certain D-branes in Gepner models were studied in [9, 10]. A more general picture of
D-branes in terms of Landau–Ginzburg theories was then given in [11–14]. Suppose X is
described by a hypersurface W = 0 in a (weighted) projective space. The corresponding
Landau–Ginzburg theory then has a superpotential W . B-type D-branes in this theory
correspond to matrix factorizations:
A.B = W.id, (1)
where A and B are matrices (of arbitrary dimension). The correspondence between Gepner
model D-branes and such matrix factorizations was described in [15].
Since the B-model is invariant to deformations of the Ka¨hler form, the category of (topo-
logical) B-type D-branes in the Landau–Ginzburg phase must be equivalent to the category
of such branes in the large radius Calabi–Yau phase. It is thus natural to ask how this
correspondence works exactly. Namely, given a matrix factorization, how does one find the
corresponding geometric D-brane on X? Or, given a geometric brane, what is the corre-
sponding matrix factorization?
There has been some progress in answering this question in several examples [15–21] but
no systematic machine to convert one picture into another has been described.
Orlov [22] recently proved the equivalence of the category of matrix factorizations and
the derived category of coherent sheaves on the corresponding hypersurface. Orlov’s proof
is actually constructive and allows for an explicit mapping between these categories. In this
paper we will demonstrate how this works.
The mathematics involved is quite technical but it seems to be very naturally tied to
the phase structure of N = (2, 2) theories. The principal concepts involved are quotient
triangulated categories and semiorthogonal decompositions. The categories of D-branes in
the Landau–Ginzburg phase and Calabi–Yau phases are both quotients of the same initial
category. The semiorthogonal decompositions with respect to these quotients allows for an
explicit map between the two categories.
In section 2 we will review the necessary material we require from [22] and give the recipe
for turning matrix factorizations into complexes of sheaves and vice versa. In some cases, in
particular for single points and rational curves, the process is relatively easy and we discuss
1All derived categories in this paper will be bounded.
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this in section 3. The Recknagel–Schomerus branes (or RS-branes) and their bound states
are discussed in section 4. The case of D-branes on quotient singularities is discussed in
section 5 and we give our concluding remarks in section 6.
2 Orlov’s construction
In this section we review Orlov’s construction [22] and show how it can be used to explicitly
map between matrix factorizations and coherent sheaves. We refer to Orlov’s papers [22,23]
for all the proofs of the assertions below.
One proceeds through a sequence of equivalences between triangulated categories which
we describe in turn. Let us begin with a graded polynomial ring
B = k[x0, . . . , xn−1], (2)
where k is a field (i.e., C for our purposes). One may choose to give all the variables grade
one, but we can also consider weighted projective spaces by allowing arbitrary degrees. One
then defines the superpotential of the Landau–Ginzburg theory
W = f(x0, . . . , xn−1), (3)
as a homogeneous polynomial of total degree d. We then have a quotient ring
A =
B
(W )
. (4)
This defines a hypersurface X given by W = 0 in a (weighted) projective space. In the
language of algebraic geometry, X = ProjA.
2.1 DGrB(W )
The category of B-type D-branes in a Landau–Ginzburg theory was described in [24]. Objects
P¯ are ordered pairs of free B-modules of arbitrary but equal rank with maps between them
going in each direction:
P¯ =
(
P1
p1
P0p0
)
. (5)
The two maps satisfy the matrix factorization condition
p0p1 = p1p0 =W.id. (6)
A map f : P¯ → Q¯ is simply a pair of maps f0 : P0 → Q0 and f1 : P1 → Q1 such that all
squares commute. Such a map is said to be null-homotopic if there are maps s0 : P0 → Q1
and s1 : P1 → Q0 such that
f0 = s1p0 + q1s0, f1 = q0s1 + s0p1. (7)
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The category of D-branes is given by the homotopy category obtained by identifying mor-
phisms with maps modulo null-homotopies. The Hilbert space of open strings in the topo-
logical B-model between two branes is given by the space of morphisms in this category.
Note that if either p0 or p1 is the identity map, it follows from this construction that P¯ is
equivalent to 0 in this category.
For the Landau–Ginzburg-Calabi–Yau correspondence, one must orbifold the Landau–
Ginzburg theory by Zd. It was noted in [25] that the effect of this orbifolding is to put
a well-defined grading structure on the above category. That is, P0 and P1 are graded B-
modules and one defines p0 to have degree d and p1 to have degree 0. Open strings are maps
of degree zero.
We denote this category of D-branes on a Landau–Ginzburg orbifold DGrB(W ). One
can show that this category is a triangulated category. In particular the shift functor [1] is
defined by
P¯ [1] =
(
P0
p0
P1(d)p1
)
, (8)
where (d) denotes a shift in grading. That is, ifM is a graded module then (M(d)n) =Md+n.
Note in particular that
P¯ [2] = P¯ (d). (9)
2.2 D
gr
Sg(A)
Orlov then shows that DGrB(W ) is equivalent to DgrSg(A) introduced in [23] which is defined
as follows. Let gr-A be the category of graded A-modules.2 Note that the morphisms in gr-A
are module homomorphisms of degree zero. D(gr-A) is then the bounded derived category
of graded A-modules.
Now let Perf(A) be the full subcategory of D(gr-A) of objects which may be represented
by finite-length complexes of free A-modules of finite rank.
One of the key ideas we require in this paper is the notion of a quotient triangulated
category. Given a triangulated category D and full triangulated subcategory N, we define
the quotient D/N as follows. The objects in D/N are the same as the objects in D. Consider
the set of morphisms Σ in D whose mapping cones lie in N. In other words f : a→ b lies in
Σ if and only if we have a distinguished triangle
a
f
b
n
[1]
(10)
where n is an object in N. The morphisms in D/N are then defined by “localizing” on the
set Σ. That is, we invert the elements of Σ in the same way that quasi-isomorphisms are
inverted in defining the derived category.
2As A is commutative, we need not distinguish between left and right actions.
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Note, in particular, that the zero map 0→ n is in Σ so that any element of N is isomorphic
to zero in D/N.
We then define
D
gr
Sg(A) =
D(gr-A)
Perf(A)
. (11)
The correspondence between DGrB(W ) and DgrSg(A) may be seen explicitly following a
result of Eisenbud [26]. Consider any A-module M and compute a minimal free resolution.
Eisenbud showed that, if such a resolution has infinite length, then ultimately it is periodic
with period two. That is, we have an exact sequence:
· · ·
p1
P0
p0
P1
p1
P0
p0
P1
p1
· · · F−1 F 0 M 0,
(12)
where P0, P1 and F
k are free A-modules, and p0 and p1 satisfy the matrix factorization
condition (6).
So, given any A-module, we may map it to a matrix factorization by computing a minimal
free resolution. Clearly if two A-modules “differ” by an A-module with finite free resolution,
they will produce the same matrix factorization. Extending this to complexes gives the map
from DgrSg(A) to DGrB(W ). We will see examples of this later.
2.3 D(qgr-A)
The next category we need to define is D(qgr-A). An A-module is said to be torsion if it
is finite-dimensional as a vector space over k. That is, it is annihilated by xNi for any i and
sufficiently large N . Let D(qgr-A) be the quotient of D(gr-A) by the full subcategory given
by complexes of torsion modules.
It is a standard result due to Serre [27] that D(qgr-A) is equivalent to the derived
category of coherent sheaves D(X).3 It is fairly easy to see why this should be so. Start
with the fact that Pn−1 with homogeneous coordinates [x0, . . . , xn−1] is constructed by (C
n−
(0, 0, . . . , 0))/C∗. A standard construction in algebraic geometry can be used to turn a
module into a sheaf. We refer to [28] for details. In order to define a module on a projective
variety we demand that the module has a graded structure in order to be compatible with
the division by C∗. Then note that any module producing a sheaf supported at the origin
(0, 0, . . . , 0) will yield a trivial sheaf in Pn−1. Ignoring such sheaves amounts to taking a
quotient by torsion sheaves.
So we have arrived at the statement that the equivalence between Landau–Ginzburg
D-branes and large radius Calabi–Yau D-branes is an equivalence between DgrSg(A) and
D(qgr-A). That is, we need to consider an equivalence between two different quotients of
the derived category of graded A-modules. This step is the only really substantial one in
understanding how to map between the two different kinds of D-branes.
3See also exercise 5.9 in section II of [28]. Also one should more correctly use the language of stacks for
the weighted projective space case. We discuss this more in section 5.
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2.4 Semiorthogonal Decompositions
The key concept in understanding the map between DgrSg(A) and D(qgr-A) is that of a
semiorthogonal decomposition. Let C be a triangulated category. We say that C = 〈A,B〉 is
a semiorthogonal decomposition4 of C if the following three conditions are met:
1. A and B are full triangulated subcategories of C.
2. For any object c in C, there is a distinguished triangle
a [1] b
c
(13)
in C where a is an object in A and b is an object in B.
3. HomC(b, a) = 0 for any a in A and any b in B.
Fix an integer i and let gr-A≥i be the category of graded A-modules M such that Mj is
only nonzero if j ≥ i. Then D(gr-A≥i) is a full subcategory of D(gr-A). Orlov then proved
that there are two interesting semiorthogonal decompositions
D(gr-A≥i) = 〈Di, S≥i〉
D(gr-A≥i) = 〈P≥i,Ti〉.
(14)
The subcategories in this decomposition are defined as follows. Let k be the A-module
defined as the one-dimensional vector space k in grade 0 which is annihilated by xj for any
j. Then k(−e) is the corresponding one-dimensional space with grade e. We define S≥i
as the triangulated subcategory of D(gr-A≥i) generated
5 by k(−e) for e ≥ i. As we will
discuss further in section 4.2, the objects in S≥i correspond to bounded complexes of torsion
modules in D(gr-A≥i).
P≥i is defined as the triangulated subcategory ofD(gr-A≥i) generated by A(−e) for e ≥ i.
Clearly objects in P≥i are the objects in D(gr-A≥i) which have a finite length free resolution.
The subcategories Di and Ti are then defined from the decompositions (14).
We now claim that Ti is equivalent to D
gr
Sg(A). To see this note that the category of
A-modules with finite free resolution has a semiorthogonal decomposition 〈P≥i,P<i〉, where
P<i is generated by A(−e) for e < i. One can then demonstrate the following equivalences:
D
gr
Sg(A) =
D(gr-A)
〈P≥i,P<i〉
=
〈D(gr-A≥i),P<i〉
〈P≥i,P<i〉
=
D(gr-A≥i)
P≥i
= Ti
(15)
4The semiorthogonal decompositions in this paper will all be “weak” in the sense of [22].
5We will always assume finitely generated.
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Let pi : D(gr-A)→ D(qgr-A) be the quotient map. We now have an explicit map
Φi : D
gr
Sg(A)
∼
Ti
pi
D(qgr-A). (16)
Orlov shows that if X is a Calabi–Yau manifold, then Φi is an equivalence and thus he
proves that topological D-branes in a Landau–Ginzburg theory are the same as those on
Calabi–Yau manifold.
Similarly one can show that Di is isomorphic to D(qgr-A) and we have a map
Ψi : D(qgr-A)
∼
Di
pi D
gr
Sg(A), (17)
which takes geometric D-branes on a Calabi–Yau manifold to matrix factorizations.
2.5 The explicit map
We now have a systematic method for computing the representation of a D-brane as a
complex of sheaves given the D-brane as a matrix factorization. This map is essentially
given above by (15) and (16). The steps are as follows:
1. Given a matrix factorization of the form (5) we need to find any A-module M with a
resolution of the form (12). This could be done by setting M equal to the cokernel of
the map p1, although we will not use this method below.
2. Use the semiorthogonal decomposition D(gr-A) = 〈D(gr-A≥i),P<i〉 to decompose M
into a part M ′ that lives in D(gr-A≥i) and a part, which we discard, that lives in P<i.
3. Use the semiorthogonal decomposition D(gr-A≥i) = 〈P≥i,Ti〉 to decompose M
′ into a
part M ′′ which lies in Ti and a part, which we discard, that lies in P≥i.
4. The equivalence class ofM ′′ inD(qgr-A) = D(X) yields the desired complex of sheaves.
Similarly we may start with a sheaf (or a complex of sheaves) on X and find the corre-
sponding matrix factorization with the following steps:
1′. Given a coherent sheaf on X , we construct the corresponding graded A-module M in
the standard way.
2′. Use the semiorthogonal decomposition D(gr-A) = 〈S<i,D(gr-A≥i)〉 to decompose M
into a part M ′ that lives in D(gr-A≥i) and a part, which we discard, that lives in S<i.
3′. Use the semiorthogonal decomposition D(gr-A≥i) = 〈Di, S≥i〉 to decompose M
′ into a
part M ′′ which lies in Di and a part, which we discard, that lies in S≥i.
4′. Compute a minimal free resolution of M ′′ and use its asymptotic form to yield the
matrix factorization.
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2.6 Monodromy
It is important to realize that the maps Φi and Ψi depend on the choice of i ∈ Z. The
effect of changing i is closely related to the concept of monodromy and automorphisms of
the triangulated categories involved.
In both D(qgr-A) and DgrSg(A) there is an automorphism of the category generated by
M 7→M(1). (18)
Clearly in terms of coherent sheaves, such a map corresponds to F 7→ F ⊗ OX(1). This
is well-known to correspond to monodromy “around the large radius limit”point, i.e., B 7→
B + 1. In terms of Landau–Ginzburg D-branes, Walcher’s construction shows clearly that
this map corresponds to monodromy around the Gepner point.
It is therefore amusing to note that two completely different monodromies are both
represented by the same shift in the grading of the A-modules in D(gr-A). This is possible,
of course, because D(qgr-A) and DgrSg(A) are quite different quotients of D(gr-A).
The difference between monodromy around the Gepner point and monodromy around
the large radius limit can be determined in terms of monodromy around the “conifold”
point. Thus, the above observations should be useful in verifying certain conjectures about
monodromy and conifold points as given in [29], for example. We will not pursue this issue
here.
Anyway, it is clear from the definitions of Φi and Ψi that a shift in i simply gives an
automorphism of the category induced by monodromy around the large radius limit, or the
Gepner point. Such an ambiguity will always be present in maps between the categories of
D-branes involved and we are required to make a choice. From now on, we will choose i = 0.
We will see that this choice is consistent with previous statements in the literature.
3 Easy Cases
For the easiest correspondences between matrix factorizations and sheaves it would be nice
if we could evade steps 2′ and 3′ in section 2.5. That is, we could consider a free resolution
of a module associate to a sheaf and obtain the matrix factorization immediately from its
asymptotic form.
To this end, we will prove the following theorem
Theorem 1 Let F be the structure sheaf of a projectively normal subvariety of X such that
the cohomology groups Hm(X,F (r)) all vanish for m > 0 and r ≥ 0. Let M be the A-module
associated with this sheaf. Then if M has no negatively graded part, it lies in D0. Thus the
matrix factorization is obtained directly from the free resolution of M .
To prove this we follow Orlov [22] again. Let pi0 : gr-A≥0 → qgr-A be the map given by
inclusion into gr-A followed by the natural projection. Following [30] Orlov shows that this
functor has a right adjoint ω0 which extends to the derived category
Rω0 : D(gr-A≥0)→ D(qgr-A). (19)
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Furthermore, the image of Rω0 is precisely D0.
Now assume M ∈ gr-A≥0. Then
M =
∞⊕
r=0
Mr
=
∞⊕
r=0
Homgr−A(A,M(r)).
(20)
So
ω0pi0M =
∞⊕
r=0
Homgr−A(A, ω0pi0M(r))
=
∞⊕
r=0
Homqgr−A(pi0A, pi0M(r))
(21)
Using derived functors and the definition of sheaf cohomology
Rjω0pi0M =
∞⊕
r=0
Rj Homqgr−A(pi0A, pi0M(r))
=
∞⊕
r=0
Hj(X,F (r)),
(22)
where F is the sheaf on X associated to M . Assuming F has no higher cohomology, we see
that the complex representing Rω0pi0M has cohomology only in position zero. From (22)
we obtain a homomorphism
M →
∞⊕
r=0
H0(X,F (r)). (23)
Suppose this map is an isomorphism. Then, the mapM → Rω0pi0M is a quasi-isomorphism.
We would then have proven that M lies in D0.
So when is the map in (23) an isomorphism? This not true in general but exercise 5.14
in section II of [28] shows that it is true for the structure sheaf of a “projectively normal”
variety. This technical condition will be true for most simple examples and can be verified
for the examples below. Note, in particular, that a projectively normal variety must be
connected.
We may now use theorem 1 to prove some easy equivalences.
3.1 Points
The obvious application is where F is the skyscraper sheaf Ox of a point x ∈ X . There
is no higher cohomology of a point! The analysis in this case is quite close to section 6.2
of [15]. Let Y = ProjB be the ambient projective space in which X is embedded. Let IX be
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the homogeneous ideal in B generated by homogeneous functions vanishing on X . Similarly
Ix is the homogeneous ideal associated to x. The statement that x ∈ X corresponds to the
inclusion Ix ⊃ IX .
We may always present a point as a complete intersection in Y , i.e., let Ix = (f1, . . . , fn−1).
Clearly IX = (W ). So we have a relation
W =
n−1∑
i=1
figi, (24)
for some gi ∈ B.
The skyscraper sheaf Ox corresponds to the A-module Mx = A/(f1, . . . , fn−1). Consider
taking a free resolution of this module. By theorem 1 Mx lies in D0 and, since Ox is not a
trivial sheaf, Mx is not a trivial object in D
gr
Sg(A).
From what we have just said, this free resolution must be infinite, and the asymptotic
form will yield our desired matrix factorization. Following [15] we may write a matrix
p =
(
0 p0
p1 0
)
, (25)
mapping P0 ⊕ P1 on to itself. The matrix factorization condition now becomes p
2 = W .
The process of constructing the resolution begins with the functions fi and analyzes
the possible relations between them. Because we have presented the point as a complete
intersection or, in other words, because f1, . . . , fn−1 form a “regular sequence”, there will be
no “unexpected” relations. We refer to chapter 17 of [31] for more details. Aside from the
obvious Koszul relations, we have (24). Because of this, the matrices associated to the maps
in the resolution have entries proportional to any of the fi’s or gi’s. That is
p =
n−1∑
i=1
piifi + p¯iigi, (26)
where pii and p¯ii are purely matrices of numbers. The matrix factorization condition then
becomes
{pii, pij} = 0, {p¯ii, p¯ij} = 0, {pii, p¯ij} = δij. (27)
That is, we have the Clifford algebra associated to the Hermitian inner product of Cn−1.
For a minimal resolution the matrices pii and p¯ii will have dimension 2
n−1 and thus our
matrices p0 and p1 have dimension 2
n−2. It is easy to compute these matrices in any example
and the 8× 8 matrices associated to the quintic threefold were given in [15].
If we consider a hypersurface X in a weighted projective space we need to be careful
about the orbifold singularities. If a point lies on a singularity then the matrix factorization
will still work just as above but the resulting D-brane will not have the same D-brane charge
as a point at a generic smooth point. Instead we will obtain a fractional brane. We will
discuss this more in section 5.
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It is worth pointing out that another obvious method of producing points is not suitable
for the method of theorem 1. Suppose we intersect n − 2 generic hyperplanes in Pn−1.
The intersection of this with W = 0 yields n points. Even though these n points are a
complete intersection and their higher cohomology is zero, they are not connected and so do
not form a projectively normal variety. In this case, (23) is not an isomorphism. Indeed, a
free resolution of the associated module in this case is finite and does not produce a matrix
factorization.
3.2 Rational Curves
The next easiest case of a sheaf with trivial cohomology is OC , the structure sheaf of a
rational curve C ∼= P1 which lies in X .
If C is a complete intersection in Y , the associated ideal is generated by n− 2 equations
f1, . . . , fn−2. The fact that this curve lies in X then yields
W =
n−2∑
i=1
figi, (28)
for some polynomials gi. The construction proceeds in exactly the same way as the previous
section. Now the Clifford algebra is associated with Cn−2 and our matrix factorization is for
matrices of dimension 2n−3.
For example, if X is a 3-fold, the resulting 4× 4 matrix factorization can be written
p0 =

f1 −g2 g3 0
−f2 −g1 0 g3
f3 0 −g1 g2
0 f3 f2 f1
 , p1 =

g1 −g2 g3 0
−f2 −f1 0 g3
f3 0 −f1 g2
0 f3 f2 g1
 (29)
The case of the quintic threefold is well-studied. Any line (i.e., curve of degree one) must
be the intersection of 3 linear equations and is thus a complete intersection. Thus, the 2875
lines on a generic quintic have 4× 4 matrix factorizations. Similarly, any quadric curve lies
in a P2 ⊂ P4 and is thus is a complete intersection. So the 609250 quadrics also have this
simple matrix factorization.
However, cubic rational curves cannot be complete intersections, although they are still
projectively normal. If a cubic curve is a complete intersection it would be a plane cubic
and thus an elliptic curve. Instead one uses so-called “twisted cubics”. So the cubic rational
curves have a slightly more complicated description in terms of matrix factorizations. Having
said that, given the presentation of any cubic curve, it is quite easy using a computer package
such as Macaulay to compute the corresponding Landau–Ginzburg D-brane. For example,
consider the cubic rational curve
x21 − x0x2 = x
2
2 − x1x3 = x1x2 − x0x3 = x4 = 0, (30)
in the smooth quintic 3-fold with defining equation
x30x1x2 + x
3
1x
2
2 + x
2
1x
3
2 − x0x
4
2 − x
4
0x3 − x
4
1x3 + x
4
3x4 + x
5
4. (31)
Using Macaulay to compute a resolution in this case gives a 6× 6 matrix factorization.
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4 Recknagel–Schomerus Branes
Suppose we have an A-series Gepner model. That is, we have a polynomial ring B =
k[x0, . . . , xn−1] where the variables have degrees d0, . . . , dn−1 and a superpotential
W = xl00 + x
l1
1 + . . .+ x
ln−1
n−1 , (32)
where d =
∑
i di and the li’s are integral and equal to d/di. Define A = B/(W ) as above.
View W = 0 as an affine variety in kn. The reason why DgrSg(A) is not trivial is that this
variety has a singularity at the origin. In affine language, the skyscraper sheaf at the origin
corresponds to the module k defined in section 2.4. That is, we have an exact sequence:
n−1⊕
i=0
A(−di)
(x0 x1 ... xn−1 )
A k 0. (33)
We obtain a free resolution by continuing this exact sequence to the left with free modules.
This resolution is not finite because of the singularity at the origin.
If we did this resolution in B = k[x0, . . . , xn−1] we would obtain a finite resolution in
terms of the usual Koszul resolution. All the entries in the matrices of this resolution are
linear in the xi’s. When we do the resolution over A = B/(W ), we obtain new relations
because of the obvious relation ∑
i
xigi = W, (34)
where gi = x
li−1
i . We are now in a similar situation to section 3.1. The matrices in the
infinite resolution now have entries proportional to xi or gi. Then
p =
∑
i
(xipii + gip¯ii), (35)
where pii and p¯ii are matrices of numbers. The matrix factorization condition then produces
the Clifford algebra (27) associated to Cn. Thus p0 and p1 are matrices of dimension 2
n−1.
This is exactly the construction used in [15] to produce the tensor product D-branes of the
Gepner model. That is, we claim that k represents the tensor product D-brane
M1(x0)⊗M1(x1)⊗ . . .⊗M1(xn−1), (36)
where Ma(x) represents the matrix factorization of the minimal model x
a.xm−a = xm.
It was demonstrated in [15] that these tensor product D-branes correspond to the RS
D-branes of [9] constructed directly from the Gepner model. An RS D-brane is denoted by6
(L0, L1, . . . Ln−1)r. The result of [15] is that the D-brane (L0, L1, . . . , Ln−1)0 is equivalent to
the matrix factorization
ML0+1(x0)⊗ML1+1(x1)⊗ . . .⊗MLn−1+1(xn−1). (37)
6Our subscript will be r rather than the more conventional M to be consistent with the notation in the
rest of this paper.
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Thus we have shown the correspondence of D-branes
(0, 0, . . . , 0)0 ∼= k. (38)
Replacing xj by x
Lj+1
j in the free resolution above, it is easy to see that we have a more
general correspondence
(L0, L1, . . . , Ln−1)0 ∼=
A
(xL0+10 , x
L1+1
1 , . . . , x
Ln−1+1
n−1 )
. (39)
From Walcher’s construction [25], it is easy to see that shifting r in the RS D-branes is
equivalent to shifting the grading of the module. Thus we have the following correspondence
for an arbitrary RS D-brane:
(L0, L1, . . . , Ln−1)r ∼=
A
(xL0+10 , x
L1+1
1 , . . . , x
Ln−1+1
n−1 )
(r). (40)
This completes step 1 of section 2.5. We have found an A-module whose free resolution
corresponds to the desired matrix factorization associated to any Recknagel–Schomerus D-
brane.
4.1 Type (0, 0, . . . , 0)r
In order to proceed let us focus on some specific D-branes. First consider (0, 0, . . . , 0)0 ∼= k.
Clearly k has only a degree 0 part with respect to the grading and so step 2 of section 2.5
is trivial — k is already in D(gr-A≥0).
Suppose, for a moment, that step 3 were trivial too, i.e., that k lay in T0. This would
mean that our resulting sheaf in the large radius interpretation would be the sheaf on X
corresponding to the A-module k. But k is a torsion sheaf and so, by Serre’s construction,
corresponds to the zero sheaf. We know that (0, 0, . . . , 0)0 is a nontrivial D-brane will results
in a contradiction.
To perform step 3 we need a distinguished triangle
p [1] t
k
(41)
where p is in P≥0 and t is in T0. From the definition of the semiorthogonal decomposition,
and the definition of P≥0, t must satisfy
7
Extm(t, A(r)) = 0, for all m and for all r ≤ 0. (42)
7From now on, any Hom or Ext appearing without a subscript will refer to the (derived) category of
graded A-modules.
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From the long exact sequence of Ext’s associated to (41) we obtain
Extm(p, A(r)) = Extm(k, A(r)), for all m and for all r ≤ 0. (43)
Now, A is an “AS-Gorenstein” ring since
RHomA(k, A) = k[−n + 1]. (44)
This follows from Serre duality and the Calabi–Yau condition on X . We refer to lemma 2.11
in [22] for a proof of this statement. It follows that
Extn−1(k, A) = k, (45)
with all the other Ext groups vanishing in (43). Thus we may satisfy (43), and therefore
(42), by setting p = A[n− 1].
The distinguished triangle (41) can also be used to perform step 4. We need to project
the object t into in D(qgr-A) = D(X). But D(qgr-A) is obtained by quotienting by torsion
modules and k is itself a torsion module. Thus, using the definition of a quotient triangulated
category (and shuffling around the [1] in (41)), we see that t is equivalent to p[−1] = A[n−2]
in D(qgr-A). It is basic to the construction of sheaves that A as an A-module corresponds
to the structure sheaf OX . We the obtain the correspondence
(0, 0, . . . , 0)0 ∼= OX [n− 2]. (46)
In the case of the quintic threefold, this correspondence has been known (up to the shift)
for some time [10]. Now we see this result is completely general.
Next let us consider (0, 0, . . . , 0)−1 ∼= k(−1). This is very similar to the above case of
(0, 0, . . . , 0)0. Again the projection to D(gr-A≥0) is trivial. Now, we require p to satisfy
Extn−1(p, A(−1)) = k. This could be satisfied by setting p = A(−1)[n − 1]. However, we
also require Extm(p, A) = 0 for all m and this choice would break this latter condition.
Recall that HomA(A,A) = A as an A-module. Thus, in the category of graded A-
modules, Hom(A,A(r)) = Ar (i.e., the vector space of elements of degree r in the algebra
A) with all higher Ext’s vanishing. We claim one should use the following complex for p:
A(−1)
1−n
0
BB@
x0
x1
...
xα1−1
1
CCA
A⊕α1 , (47)
where x0, x1, . . . , xα1−1 are the variables of degree one in the ring B. The 1− n in a box de-
notes the position in the complex. Applying Hom(−, A(−1)) we see that Extn−1(p, A(−1)) =
k. Applying Hom(−, A) to this complex, the two terms in the complex cancel and we obtain
Extn−1(p, A) = 0 as desired. It is easy to show that all other Ext’s vanish as necessary
justifying our claim.
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Thus, in general, the D-brane (0, 0, . . . , 0)−1 corresponds to the following complex of
sheaves
OX(−1)
2−n
0
BB@
x0
x1
...
xα1−1
1
CCA
O
⊕α1
X . (48)
Suppose all the variables in B are of degree 1, i.e., we have a non-weighted projective
space. Then d, the degree of the superpotential, equals n. On the corresponding Pn−1 we
have the Euler exact sequence
0 O
0
B@
x0
x1
...
xn−1
1
CA
O(1)n T 0, (49)
where T is the tangent sheaf of Pn−1. It follows that (0, 0, . . . , 0)−1 corresponds to T (−1)[n−
3] restricted to X .
Let Ωk denote the kth exterior power of the cotangent bundle of Pn−1 restricted to X .
Since Ωn−1 ∼= OX(−n), it follows that T (−1)[n− 3] = Ω
n−2(n− 1)[n− 3].
In order to see the general picture (for arbitrary weights) for (0, . . . , 0)r = k(r) for any
r, it is instructive to consider the cases where r > 0. Consider constructing a free resolution
C → k, where C is an infinite complex of free A-modules. This leads to a distinguished
triangle in D(gr-A):
C(r)≥0 [1] C(r)<0
k(r)
(50)
where C(r)≥0 is obtained from C(r) by deleting from the complex any A(a) for a > 0.
Similarly C(r)<0 is obtained from C(r) by deleting all the A(a)’s for a ≤ 0. Clearly C(r)<0
is a finite length complex.
C(r)≥0 is trivially in D(gr-A≥0). Less obviously, it is also in T0 as can be seen as
follows. Since Extm(C(r)<0, A(s)) = 0 for any m and any s ≤ 0, it follows from (50) that
Extm(C(r)≥0, A(s)) = Ext
m(k(r), A(s)) for any m and any s ≤ 0. But, given that r > 0, we
see from (44) that the latter is zero. It follows that C(r)≥0 is in D(gr-A≥0). Finally we may
use (50) again to see that C(r)≥0 is equivalent to C(r)<0[1] in D(qgr-A).
We have therefore shown that the matrix factorization corresponding to k(r) is equivalent
to the finite complex C(r)<0[1] in D(qgr-A).
To simply matters further, suppose 0 < r < d. In this case, the complex C(r)<0 obviously
never contains any part of the free resolution that gets to “see” the effects of the condition
W = 0. This means that we may as well resolve k(r) as a B-module, rather than an
A-module. This is a straight-forward finite Koszul resolution.
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r (0, 0, 0, 0, 0)r
0 OX 0 0
1 OX(1)
2 OX(1)
⊕2 (
x3 x4 )
OX(2)
3 OX(1) OX(2)
⊕2 ⊕ OX(1)
⊕3 OX(3)
4 OX(2)⊕ OX(1)
⊕6 OX(3)
⊕2 ⊕ OX(2)
⊕3 OX(4)
5 OX(1)
⊕3 OX(3)⊕ OX(2)
⊕6 ⊕ OX(1)
⊕3 OX(4)
⊕2 ⊕ OX(3)
⊕3 OX(5)
6 OX(2)⊕3⊕OX(1)⊕6 OX(4)⊕OX (3)⊕6⊕OX(2)⊕3 OX(5)⊕2⊕OX(4)⊕3 OX(6)
7 OX(1)⊕3 OX(3)⊕3⊕OX(2)⊕6⊕OX(1) OX(5)⊕OX (4)⊕6⊕OX(3)⊕3 OX(6)⊕2⊕OX(5)⊕3 OX(7)
Table 1: The case P4{2,2,2,1,1}. The final term in the complex is always in position −1.
This makes computing the geometrical interpretation of the D-brane k(r) very easy. In
the case of a non-weighted projective space (so d = n) we obtain
(0, 0, . . . , 0)r ∼= Ω
r−1(r)[r], (51)
for 0 < r < n. For the quintic threefold, putting n = d = 5, we recover the well-known
sequence of sheaves as discussed in [10], for example. Given (46) and (9) we know the
geometrical interpretation for (0, 0, . . . , 0)r for all r.
The case of weighted projective space is more complicated although it is always true that
(0, 0, . . . , 0)1 ∼= OX(1)[1]. (52)
Let us consider, as an example, the familiar case of weighted P4 with weights {2, 2, 2, 1, 1}
and d = 8. It is easy to compute the complexes of sheaves corresponding to (0, 0, . . . , 0)r
and we list the result in table 1.
Note that the complex corresponding to (0, 0 . . . , 0)2 has nontrivial cohomology in both
positions. Thus this complex cannot possibly be equivalent to a single sheaf. This is in
contrast with the result (51) for the non-weighted case. At position −1, the cohomology is
equal to OS(2)[1], where OS is the structure sheaf of the Z2-orbifold singularity x3 = x4 = 0.
The sequence of complexes in table 1 shows how OX behaves under monodromy around
the Landau–Ginzburg point in the moduli space as discussed in [32], for example. The same
result, using Fourier–Mukai transforms, has also been observed recently in [33].
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4.2 General Torsion Modules
It is very straight-forward to build the general RS-brane (L0, L1, . . .)r from the branes k(r) ∼=
(0, 0, . . .)r of the preceding section. Consider the following short exact sequence:
0
k[x]
(x)
(−1)
x k[x]
(x2)
k[x]
(x)
0. (53)
This shows that k[x]/(x2) is an extension coming from Ext1
(
k[x]/(x),
(
k[x]/(x)
)
(−1)
)
. Us-
ing the concept of this extension, it is straight-forward to build any RS D-brane as a finite
sequence of extensions of a collection of branes of the type (0, . . . , 0)r considered in the
previous section.
For example, we immediately have a distinguished triangle
(L0, L1, . . . , Ln−1)0 [1] (0, L1, . . . , Ln−1)−L0
x
L0+1
0
(L0 + 1, L1, . . . , Ln−1)0
(54)
This observation leads to a systematic picture of the relations between various RS D-branes.
It is quite easy in this picture to confirm the finiteness of the number of RS D-branes.
Suppose we have a D-brane of the form (40) where one of the (Li + 1)’s is equal to li,
the degree of the corresponding variable in the superpotential W . Then we may use the
superpotential relation to remove this monomial from the set of generators of the ideal in
the denominator of (40). Thus, if we perform a free resolution of this module, the variable
xi never appears in the maps. Thus, this free resolution can equally be performed over the
ring B and is therefore finite. It follows that the module is zero in DgrSg(A). This also leads
to the brane-anti-brane relation
(L0, L1, . . . , Li, . . . , Ln−1)0 ∼= (L0, L1, . . . , Lli−Li−2, . . . , Ln−1)−Li−1[1], (55)
and so we need only consider the range 0 ≤ Li ≤ (li− 2)/2 (as is also clear from the original
construction [9]).
Another relation we obtain from triangles of the form (54) is
(1, 0, . . . , 0)1 = Cone
(
(0, 0, . . . , 0)1[−1]→ (0, 0, . . . , 0)0
)
. (56)
Using the results of section 4.1, this yields an equivalence
(1, 0, . . . , 0)1 ∼= Cone
(
OX(1)→ OX [n− 2]
)
. (57)
For the quintic 3-fold, with n = 5, this result was observed in [3] and the stability of this
“exotic” state was discussed in [6]. Now we see that the relationship (57) is true in general
for the whole class of models we are studying in this paper.
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Actually it is natural to consider the set of D-branes that can be finitely generated from
the set k(r) ∼= (0, 0, . . .)r. This is precisely the set of modules which are torsion modules, i.e.,
modules which are finite-dimensional as vector spaces. This set includes all the RS-branes
but includes many more. Let S denote the full subcategory of D(gr-A) corresponding to
bounded complexes of torsion modules. For example, the module
M =
A
(x20, x
2
1, x0x1, x2, x3, x4)
(58)
is in S but is not an RS D-brane. However, it can be built from RS D-branes:
M = Cone
(
(0, 1, 0, 0, 0)[−1]→ (0, 0, 0, 0, 0)−1
)
. (59)
The set S is of interest for the following reason. For simplicity let us focus on the case
of non-weighted projective spaces. In that case, it is known from the work of Beilinson [34]
that the set of sheaves in (51) form a complete exceptional collection on the ambient Pn−1.
That is, they generate the whole derived category of coherent sheaves on Pn−1. Since S is
also precisely the category generated by these objects, we observe that the image of S in
D(qgr-A) is precisely the subset of D-branes on X that arise as complexes of restrictions of
sheaves on the ambient Pn−1.8
5 Quotient Singularities
In general, a weighted projective space has quotient singularities. The hypersurface W = 0
may also therefore have quotient singularities. Thus far we have been a little careless about
our language of sheaves on X when we have such singularities.
More properly we should define the quotient stack Proj A as [(SpecA\0)/k∗] on which
it is easier to define coherent sheaves.
The problem is seen by a simple example copied from [35]. Let us consider sheaves on the
weighted projective space P2{1,1,2} and let B be its homogeneous coordinate ring k[x0, x1, x2],
where x2 has degree 2. This space has a Z2-quotient singularity at [0, 0, 1]. Consider first
the module
M =
B
(x0, x1)
. (60)
The stalk of the associated sheaf M˜ at the point [x0, x1, x2] = [a0, a1, a2] is obtained by
localizing this module on the homogeneous ideal of functions vanishing at this point and
restricting to elements of degree zero. This localization is zero at every point except [0, 0, 1].
The stalk at [0, 0, 1] is k and thus this is the skyscraper sheaf of [0, 0, 1].
Now consider
M(1) =
B
(x0, x1)
(1). (61)
8The sheaves in the complex are restrictions of sheaves on Pn−1 but the morphisms in the complex need
not lift to morphisms on Pn−1. Thus it would not be correct to assert that S is the image of D(Pn−1) in
D(X).
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This is the same as M except that when we localize at [0, 0, 1] we get zero due to the choice
of gradings of the variables. That is, M˜(1) is the zero sheaf. So Serre’s correspondence
between graded modules modulo torsion and coherent sheaves is not strictly correct for
weighted projective spaces.
Instead of coherent sheaves on X = ProjA, one should consider coherent sheaves on
SpecA which are equivariant under the k∗ action producing the weighted projective space.
In [22] it was shown that the category of such objects is equivalent to qgr-A as required for
our program.
Suppose a weighted projective space has an orbifold singularity locally of the form kn−2/G
for some discrete group G ⊂ SL(n− 2,Z). Then a k∗-equivariant sheaf on SpecA is locally
modeled by a G-equivariant sheaf on kn−2.
In the case of P2{1,1,2} analyzed above, it is clear how to interpret our sheaves now. Con-
sider the skyscraper sheaf of the origin in k2. A Z2 action on k
2 which fixes the origin may
act as ±1 on such a sheaf. The resulting quotient sheaf will be associated to the modules
M or M(1) respectively. For a longer discussion of this and how it fits into the language of
stacks we refer, for example, to [36].
This is exactly the setting for the McKay correspondence. Locally the McKay correspon-
dence asserts that the derived category of G-equivariant sheaves on kn−2/G is equivalent to
the derived category of coherent sheaves on a crepent resolution of this singularity, assuming
such a resolution exists. A necessary condition for the existence of such a resolution is that
G ⊂ SL(n − 2,Z). Mathematically the McKay correspondence has only been proven in
certain cases (see [37], and [38] for a review). String theory essentially “proves” the McKay
correspondence in all cases since blowing up the orbifold is a change in B+ iJ which cannot
effect the B-model. Thus, B-type D-branes are unaffected by the process. See [39] for further
details.
Let X˜ be a smooth crepent resolution of X , assuming one exists. A global form of
the McKay correspondence, which we will assume here, states an equivalence between the
derived category of sheaves on X (viewed as a stack) and the derived category of sheaves on
X˜ . So, we arrive at the statement that the category DGrB(W ) of matrix factorizations is
equivalent to the category D(X˜).
Actually the category D(X˜) may be constructed directly following the construction of
Cox [35]. X˜ is now a hypersurface in some toric variety T obtained by blowing up the
weighted projective space. A is now a multigraded algebra derived from the homogeneous
coordinates of T . We construct some ideal9 JΣ derived from the toric fan Σ associated to T .
Then
D(X˜) ∼=
D(gr-A)
JΣ
, (62)
where JΣ is the triangulated category generated by JΣ and all its multigraded twists. This
construction seems to fit very naturally into Orlov’s picture of equivalences between cate-
gories but we will not pursue it further here.
9Denoted B by Cox.
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5.1 P4{2,2,2,1,1}
Let us consider how all this works in the example P4{2,2,2,1,1} studied in [40]. Some aspects
of D-branes and matrix factorizations for this case have already been analyzed in [20]. This
model has a Z2 singularity along the curve C given by z3 = z4 = 0. C is a curve of genus 3.
Let D be the exceptional divisor C × P1 one obtains when this curve is blown up.
Let us remind ourselves of the McKay correspondence for the simplest case k2/Z2. Start
with the skyscraper sheaf of the origin in k2. We may divide this by Z2 equivariantly in
two ways according to whether the Z2 acts as +1 or −1 on the fibre. We denote these two
Z2-equivariant sheaves O
+
0 and O
−
0 . The resolution of k
2/Z2 has E = P
1 as the exceptional
divisor. Let OE denote the structure sheaf of E extended by zero over the total space of the
resolution. The McKay correspondence then maps
O
+
0 7→ OE
O
−
0 7→ OE(−1)[1].
(63)
Extending this to the 3-fold in question, the sheaf OD, corresponding to a 4-brane wrap-
ping D, will correspond to the Z2-invariant structure sheaf of C in P
4
{2,2,2,1,1}. That is, we
consider the module M = A/(x3, x4).
We may now follow the procedure of section 2.5 to yield the corresponding matrix factor-
ization. We have already done step 1′, and step 2′ is trivial since M is already in D(gr-A≥0).
The nontrivial part of the analysis comes in step 3′. A computation with Macaulay yields
Ext2(k(−2),M) = k
Ext3(k(−1),M) = k2
Ext4(k,M) = k,
(64)
showing that M does not lie in D0. Instead one builds the following complex:
M ′′ =
(
k[−3]⊕3
(x0 x1 x2 )
k(−2)[−2]
f
M
0
)
, (65)
where f generates Ext2(k(−2),M). M ′′ satisfies Extm(k(−r),M ′′) for all m and all r ≥ 0
and so lies in D0. It is easy to show that M has a finite free resolution and so does not
contribute to the matrix factorization. This results in the correspondence:
OD
∼= Cone
(
k[−4]⊕3
(x0 x1 x2 )
k(−2)[−3]
)
. (66)
In section 4 we identified the D-branes k(r) = (0, 0, . . . , 0)r as specific matrix factoriza-
tions. In our case, with n = 5, they are given by 16×16 matrices. These may be substituted
into the above equation to yield an explicit 64× 64 matrix factorization associated to OD.
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Now consider M(1). The Z2 ⊂ k
∗ that acts as −1 on x3 and x4, will act as −1 on this
module. So this is the Z2-anti-invariant sheaf supported on C. It follows from (63) and (66)
that
OD(0,−1) ∼= Cone
(
k(1)[−5]⊕3
(x0 x1 x2 )
k(−1)[−4]
)
. (67)
yielding a 64× 64 matrix factorization for this sheaf.
Note that we have a bigrading for the sheaf on the left of (67). This is because h1,1 = 2
for the resolved manifold and so we have two directions in the Ka¨hler moduli space. If we
denote a twisted sheaf by F (a, b), then monodromy around the large radius limit of the
weighted projective space itself will increase a while monodromy around the large radius
limit of the exceptional set will increase b. See [32] for more on these monodromies.
As a further example, suppose we want to find the structure sheaf of the subspace C×{p}
of the exceptional set C × P1. Let p have homogeneous coordinates [y0, y1]. One can then
show that
OC×{p} = Cone
(
OD(0,−1)
y1x3−y0x4
OD
)
. (68)
Therefore this sheaf may be built by coning the above matrices to form a factorization using
128× 128 matrices.
6 Discussion
We have demonstrated a completely systematic way of translating between the geometric
language of vector bundles or sheaves and the language of matrix factorizations. At first
sight one might consider it an advantage to try to compute with matrix factorizations. After
all, the concept of a matrix factorization would appear to be more straight-forward that the
derived category of coherent sheaves. However, we have discovered that the matrices for
geometrical objects rapidly become large — we observed a 128 × 128 matrix factorization
for a 2-brane in section 5.1. It is also very awkward to compute the space of morphisms
between two matrix factorizations. So we believe that there is no computational advantage
in using matrix factorizations over coherent sheaves.
It is interesting to observe that, for 3-folds, the complete intersection rational curves
appear to correspond to the lowest-dimensional matrices. In the case of the quintic threefold
these 4×4 matrices corresponds to the 2875 lines and 609250 quadrics. One can easily show
that 2×2 matrix factorizations are impossible for a smooth 3-fold and we have not observed
any 3× 3 matrix factorizations.
The construction of the category of B-type D-branes in the paper has some very striking
features which appear to make it a very natural setting for the phase picture of Calabi–
Yau manifolds. There is a single category — namely the derived category of graded A-
modules that seems to serve as the “master” category over the whole moduli space. The
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Landau–Ginzburg phase and the large radius phase have D-branes described by particular
quotient categories of this master category. Monodromy around the limit point in each phase
corresponds to shifting the grade by one in the master category.
The semiorthogonal decompositions give a very explicit method of taking the various
quotients of the master category and allows one to translate between the different phases
with surprising ease.
Obtaining the general phase picture in toric geometry would seem to simply be a matter
of extending Orlov’s results to multiply-graded algebras. We will pursue this elsewhere.
Another obvious extension of this work involves analyzing stability for D-branes in
Landau–Ginzburg theories. Although there has been some work on this subject [25], there
remains much to be discovered. There is a general belief that stability conditions should
simplify at the limit of point of each phase. Therefore there might be a relationship between
stability and Orlov’s picture of semiorthogonal decompositions.
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