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Two-parameter anisotropic homogenization for a Dirichlet problem
for the Poisson equation in an unbounded periodically perforated
domain. A functional analytic approach
Massimo Lanza de Cristoforis ∗ Paolo Musolino†
Abstract: We consider a Dirichlet problem for the Poisson equation in an unbounded periodically perforated
domain. The domain has a periodic structure, and the size of each cell is determined by a positive parameter
δ, and the level of anisotropy of the cell is determined by a diagonal matrix γ with positive diagonal entries.
The relative size of each periodic perforation is instead determined by a positive parameter . For a given
value γ˜ of γ, we analyze the behavior of the unique solution of the problem as (, δ, γ) tends to (0, 0, γ˜) by an
approach which is alternative to that of asymptotic expansions and of classical homogenization theory.
Keywords: Dirichlet problem, singularly perturbed domain, Poisson equation, periodically perforated do-
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1 Introduction
In this paper, we consider a Dirichlet problem for the Poisson equation in a periodically perforated domain
with small holes. We fix once for all
n ∈ N \ {0, 1} , and (q11, . . . , qnn) ∈]0,+∞[n ,
and we introduce a periodicity cell
Q ≡ Πnj=1]0, qjj [ .
Then we denote by q the diagonal matrix
q ≡

q11 0 . . . 0
0 q22 . . . 0
. . . . . . . . . . . .
0 0 . . . qnn

and by mn(Q) the n dimensional measure of the fundamental cell Q. Clearly, qZn ≡ {qz : z ∈ Zn} is the set
of vertices of a periodic subdivision of Rn corresponding to the fundamental cell Q.
Then we consider m ∈ N \ {0} and α ∈]0, 1[ and a subset Ω of Rn satisfying the following assumption.
Let Ω be a bounded open connected subset of Rn of class Cm,α. (1)
Let Rn \ clΩ be connected. Let 0 ∈ Ω .
Next we fix p ∈ Q. Then there exists 0 ∈]0,+∞[ such that
p+ clΩ ⊆ Q ∀ ∈]− 0, 0[ , (2)
where cl denotes the closure. To shorten our notation, we set
Ωp, ≡ p+ Ω ∀ ∈ R .
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Then we introduce the periodic domains
S[Ωp,] ≡
⋃
z∈Zn
(qz + Ωp,) , S[Ωp,]− ≡ Rn \ clS[Ωp,] ,
for all  ∈]−0, 0[. Then a function u from clS[Ωp,] or from clS[Ωp,]− to C is q-periodic if u(x+qhheh) = u(x)
for all x in the domain of u and for all h ∈ {1, . . . , n}. Here {e1,. . . , en} denotes the canonical basis of Rn.
Next we introduce a two-parameter anisotropic version of the periodic domain S[Ωp,]−. To do so, we
introduce an anisotropic dilation in the form of a diagonal matrix. Let Dn(R) denote the space of n × n
diagonal matrices with real entries. Let D+n (R) be the set of elements of Dn(R) with diagonal entries in
]0,+∞[. Then we set
S(, δ, γ)− ≡ δγS[Ωp,]− ∀(, δ, γ) ∈]0, 0[×]0,+∞[×D+n (R) .
The parameter δ determines the size of the periodic cells of S(, δ, γ)−, while the matrix γ determines the
anisotropy. In particular, if γ equals a positive multiple of the identity matrix I, then we have isotropic
homogenization.
Next we turn to introduce the data of our problem. Let
f be a q − periodic real analytic function from Rn to R such that
ˆ
Q
f dx = 0 . (3)
Then we assign a function g in the Schauder class Cm,α(∂Ω), and we consider the Dirichlet problem ∆u(x) = f(δ
−1γ−1x) ∀x ∈ S(, δ, γ)− ,
u is δγq − periodic in S(, δ, γ)− ,
u(x) = g(δ−1γ−1−1(x− δγp)) ∀x ∈ δγ∂Ωp, .
(4)
If (, δ, γ) ∈]0, 0[×]0,+∞[×D+n (R) and if f and g are as above, then it is well known that there exists a unique
solution
u(, δ, γ, ·) ∈ Cm,α(clS(, δ, γ)−) .
Now let γ˜ ∈ D+n (R). The goal of this paper is to investigate the behavior of u(, δ, γ, ·) and of the energy
integral
En[, δ, γ] ≡
ˆ
Q∩S(,δ,γ)−
|Dxu(, δ, γ, x)|2 dx
of the solution in the cell Q as (, δ, γ) tends to (0, 0, γ˜). In particular, we pose the following questions.
(j) What can we say on the function (, δ, γ) 7→ u(, δ, γ, ·) as (, δ, γ) degenerates to the triple (0, 0, γ˜) in
]0, 0[×]0,+∞[×D+n (R)?
(jj) What can we say on the function (, δ, γ) 7→ En[, δ, γ] as (, δ, γ) degenerates to the triple (0, 0, γ˜) in
]0, 0[×]0,+∞[×D+n (R)?
The asymptotic behavior of solutions of problems in periodically perforated domains has long been investigated
in the frame of Homogenization Theory. It is perhaps difficult to provide a complete list of contributions, and
here we mention, e.g., Ansini and Braides [4], Cioranescu and Murat [10, 11], Conca, Go´mez, Lobo and Pe´rez
[12]. We also mention Marcˇenko and Khruslov [39], and Maz’ya and Movchan [40], where the assumption of
periodicity of the array of inclusions has been released.
More generally, problems in singularly perturbed domains have been largely studied with the methods of
Asymptotic Analysis and of Calculus of Variations. Here, we mention, e.g., Ammari and Kang [3, Ch. 5],
Bonnaillie-Noe¨l, Dambrine, Tordeux, and Vial [5], Dal Maso and Murat [13], Kozlov, Maz’ya, and Movchan
[23], Maz’ya, Movchan, and Nieves [41], Maz’ya, Nazarov, and Plamenewskij [42, 43], Nazarov and Soko lowski
[48], Ozawa [49], Ward and Keller [52].
We also observe that boundary value problems in domains with periodic inclusions can be analyzed, at
least for the two dimensional case, with the method of functional equations. Here we mention, e.g., Castro,
Kapanadze, and Pesetskaya [7, 8], Castro, Pesetskaya, and Rogosin [9], Drygas and Mityushev [20], Mityushev
and Adler [45], Rogosin, Dubatovskaya, and Pesetskaya [51].
Problems of this type are relevant in the applications. For example, Ammari, Garnier, Giovangigli, Jing,
Seo [1] consider transmission problems to study the effective admittivity of cell suspensions. In particular,
they use homogenization techniques with asymptotic expansions to derive a homogenized problem and prove
two-scale convergence. Moreover, they exploit layer potential techniques to expand the effective admittivity in
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terms of cell volume fraction for dilute cell suspensions. Analogous techniques have been exploited by Ammari,
Giovangigli, Kwon, Seo, and Wintz [2] in order to provide a mathematical scheme which allows to determine
microscopic properties of cell cultures from spectral measurements of the effective conductivity.
Here instead, we wish to represent the functions in (j), (jj) in terms of real analytic maps of (, δ, γ) and in
terms of possibly singular at  = 0, δ = 0, but known functions of , δ.
This paper is a first step in the analysis of multi-parameter homogenization problems by exploiting a point
of view which has already been developed for singular perturbation problems in domains with small periodic
holes (cf. e.g., [25, 26, 29, 27].) In the frame of linearized elastostatics and of the Stokes equations, we mention
[15, 16] and [14], and for periodic problems we refer to [32, 46, 47].
Our approach is based on potential theory and, more precisely, on periodic layer potentials built by replacing
the fundamental solution of the Laplace operator by a γq-periodic analog of the fundamental solution, i.e., a
γq-periodic locally integrable function Sγq,n such that
∆Sγq,n =
∑
z∈Zn
δγqz − 1
mn(γQ)
,
in the sense of distributions in Rn, where δγqz denotes the Dirac measure with mass in γqz. As is well known,
such a γq-periodic analog of the fundamental solution exists and is determined up to an additive constant
(cf. e.g., Ammari and Kang [3, p. 53], [30, §3].) The distribution Sγq,n is determined up to an additive
constant, and we take
Sγq,n(x) = −
∑
z∈Zn\{0}
1
mn(γQ)4pi2|(γq)−1z|2 e
2pii((γq)−1z)·x ,
in the sense of distributions in Rn (cf. e.g., Ammari and Kang [3, p. 53], [30, §3].)
Thus, if we want to investigate the dependence of u(, δ, γ, ·) upon (, δ, γ) by a potential theoretic approach,
we also need to know the regularity properties of the family {Sγq,n}γ∈D+n (R) of γq-periodic analogs of the
fundamental solution of the Laplace operator upon γ. By [33], we know that
the family {Sγq,n}γ∈D+n (R) of γq-periodic analogs of the fundamental solution is such
that the map from D+n (R)× (Rn \ qZn) to R which takes (γ, x) to Sγq,n(γx) is
real analytic.
(5)
We note that in case n = 2 the existence of a family of periodic analogs of a fundamental solution for which
the analyticity property of (5) holds can also be deduced by constructive formulas in terms of special functions
as those of Lin and Wang [37], of Mamode [38], and of Mityushev and Adler [45]. For related results, see also
[33], whose techniques are completely different from those of [37, 45, 38].
Finally, we observe that in case we fix γ ∈ D+n (R) and we are interested in studying the dependence of the
solution of problem (4) only on  and δ, then the proofs of the present paper notably simplify (see [34].)
2 Preliminaries and notation
We denote the norm on a normed space X by ‖ · ‖X . Let X and Y be normed spaces. We endow the space
X ×Y with the norm defined by ‖(x, y)‖X×Y ≡ ‖x‖X +‖y‖Y for all (x, y) ∈ X ×Y, while we use the Euclidean
norm for Rn. For standard definitions of Calculus in normed spaces, we refer to Deimling [19]. The symbol N
denotes the set of natural numbers including 0. Let A be a matrix. Then Aij denotes the (i, j)-entry of A and
At denotes the transpose matrix of A. If A is invertible, A−1 denotes the inverse matrix of A. Let D ⊆ Rn.
Then clD denotes the closure of D and ∂D denotes the boundary of D. We also set
D− ≡ Rn \ clD .
For all R > 0, x ∈ Rn, xj denotes the j-th coordinate of x, |x| denotes the Euclidean modulus of x in Rn,
and Bn(x,R) denotes the ball {y ∈ Rn : |x− y| < R}. Let Ω be an open subset of Rn. The space of m times
continuously differentiable real-valued functions on Ω is denoted by Cm(Ω,R), or more simply by Cm(Ω).
Let r ∈ N \ {0}. Let f ∈ (Cm(Ω))r. The s-th component of f is denoted fs, and Df denotes the Jacobian
matrix
(
∂fs
∂xl
)
s=1,...,r,
l=1,...,n
. Let η ≡ (η1, . . . , ηn) ∈ Nn, |η| ≡ η1 + · · · + ηn. Then Dηf denotes ∂
|η|f
∂x
η1
1 ...∂x
ηn
n
. The
subspace of Cm(Ω) of those functions f whose derivatives Dηf of order |η| ≤ m can be extended with continuity
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to clΩ is denoted Cm(clΩ). The subspace of Cm(clΩ) whose functions have m-th order derivatives that are
Ho¨lder continuous with exponent α ∈]0, 1] is denoted Cm,α(clΩ) (cf. e.g., Gilbarg and Trudinger [22].) The
subspace of Cm(clΩ) of those functions f such that f|cl(Ω∩Bn(0,R)) ∈ Cm,α(cl(Ω∩Bn(0, R))) for all R ∈]0,+∞[
is denoted Cm,αloc (clΩ). If D ⊆ Rr, we set Cm,α(clΩ,D) ≡ {f ∈ (Cm,α(clΩ))r : f(clΩ) ⊆ D}.
We say that a bounded open subset Ω of Rn is of class Cm or of class Cm,α, if clΩ is a manifold with
boundary imbedded in Rn of class Cm or Cm,α, respectively (cf. e.g., Gilbarg and Trudinger [22, §6.2].) We
denote by νΩ the outward unit normal to ∂Ω, where it exists. For standard properties of functions in Schauder
spaces, we refer the reader to Gilbarg and Trudinger [22] (see also [24, §2, Lem. 3.1, 4.26, Thm. 4.28], [35, §2].)
If M is a manifold imbedded in Rn of class Cm,α, with m ≥ 1, α ∈]0, 1[, one can define the Schauder spaces
also on M by exploiting the local parametrizations. In particular, one can consider the space Ck,α(∂Ω) on ∂Ω
for 0 ≤ k ≤ m with Ω a bounded open set of class Cm,α, and the trace operator from Ck,α(clΩ) to Ck,α(∂Ω)
is linear and continuous. We denote by dσ the area element of a manifold imbedded in Rn. We retain the
standard notation for the Lebesgue space Lp(M) of p-summable functions. Also, if X is a vector subspace of
L1(M), we find convenient to set
X0 ≡
{
f ∈ X :
ˆ
M
f dσ = 0
}
.
We note that throughout the paper ‘analytic’ means always ‘real analytic’. For the definition and properties
of analytic operators, we refer to Deimling [19, §15].
We set δi,j = 1 if i = j, δi,j = 0 if i 6= j for all i, j = 1, . . . , n.
If Ω is an arbitrary open subset of Rn, k ∈ N, β ∈]0, 1], we set
Ckb (clΩ) ≡ {u ∈ Ck(clΩ) : Dγu is bounded ∀γ ∈ Nn such that |γ| ≤ k} ,
and we endow Ckb (clΩ) with its usual norm
‖u‖Ckb (clΩ) ≡
∑
|γ|≤k
sup
x∈clΩ
|Dγu(x)| ∀u ∈ Ckb (clΩ) .
Then we set
Ck,βb (clΩ) ≡ {u ∈ Ck,β(clΩ) : Dγu is bounded ∀γ ∈ Nn such that |γ| ≤ k} ,
and we endow Ck,βb (clΩ) with its usual norm
‖u‖Ck,βb (clΩ) ≡
∑
|γ|≤k
sup
x∈clΩ
|Dγu(x)|+
∑
|γ|=k
|Dγu : clΩ|β ∀u ∈ Ck,βb (clΩ) ,
where |Dγu : clΩ|β denotes the β-Ho¨lder constant of Dγu.
Next, we turn to introduce the Roumieu classes. For all bounded open subsets Ω of Rn and ρ > 0, we set
C0ω,ρ(clΩ) ≡
{
u ∈ C∞(clΩ) : sup
β∈Nn
ρ|β|
|β|! ‖D
βu‖C0(clΩ) < +∞
}
,
and
‖u‖C0ω,ρ(clΩ) ≡ sup
β∈Nn
ρ|β|
|β|! ‖D
βu‖C0(clΩ) ∀u ∈ C0ω,ρ(clΩ) ,
where |β| ≡ β1 + · · · + βn for all β ≡ (β1, . . . , βn) ∈ Nn. The Roumieu class
(
C0ω,ρ(clΩ), ‖ · ‖C0ω,ρ(clΩ)
)
is
well-known to be a Banach space.
Next we turn to periodic domains. If Ω is an arbitrary subset of Rn such that clΩ ⊆ Q, then we set
S[Ω] ≡
⋃
z∈Zn
(qz + Ω) = qZn + Ω , S[Ω]− ≡ Rn \ clS[Ω] .
If Ω is an open subset of Rn such that clΩ ⊆ Q and if k ∈ N, β ∈]0, 1], then we set
Ckq (clS[Ω]) ≡
{
u ∈ Ckb (clS[Ω]) : u is q − periodic
}
,
which we regard as a Banach subspace of Ckb (clS[Ω]), and
Ck,βq (clS[Ω]) ≡
{
u ∈ Ck,βb (clS[Ω]) : u is q − periodic
}
,
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which we regard as a Banach subspace of Ck,βb (clS[Ω]), and
Ckq (clS[Ω]−) ≡
{
u ∈ Ckb (clS[Ω]−) : u is q − periodic
}
,
which we regard as a Banach subspace of Ckb (clS[Ω]−), and
Ck,βq (clS[Ω]−) ≡
{
u ∈ Ck,βb (clS[Ω]−) : u is q − periodic
}
,
which we regard as a Banach subspace of Ck,βb (clS[Ω]−).
If ρ ∈]0,+∞[, then we set
C0q,ω,ρ(Rn) ≡
{
u ∈ C∞q (Rn) : sup
β∈Nn
ρ|β|
|β|! ‖D
βu‖C0(clQ) < +∞
}
,
where C∞q (Rn) denotes the set of q-periodic functions of C∞(Rn), and
‖u‖C0q,ω,ρ(Rn) ≡ sup
β∈Nn
ρ|β|
|β|! ‖D
βu‖C0(clQ) ∀u ∈ C0q,ω,ρ(Rn) .
The Roumieu class
(
C0q,ω,ρ(Rn), ‖ · ‖C0q,ω,ρ(Rn)
)
is a Banach space. As is well known, if f is a q-periodic real
analytic function from Rn to R, then there exists ρ ∈]0,+∞[ such that
f ∈ C0q,ω,ρ(Rn) . (6)
Let γ ∈ D+n (R). Then, Sγq,n is even and real analytic in Rn \ γqZn (cf. e.g., Ammari and Kang [3, p. 53], [30,
§3].)
Let Sn be the function from Rn \ {0} to R defined by
Sn(x) ≡
{ 1
sn
log |x| ∀x ∈ Rn \ {0}, if n = 2 ,
1
(2−n)sn |x|2−n ∀x ∈ Rn \ {0}, if n > 2 ,
where sn denotes the (n− 1) dimensional measure of ∂Bn. Sn is well-known to be the fundamental solution of
the Laplace operator. Then the function Sγq,n−Sn can be extended to an analytic function in (Rn\γqZn)∪{0}
(cf. e.g., Ammari and Kang [3, Lemma 2.39, p. 54].) We denote such an extension of Sγq,n−Sn by the symbol
Rγq,n for all γ ∈ D+n (R).
Obviously, Rγq,n is not a γq-periodic function. We note that the following elementary equality holds
Sγq,n(x) = 
2−nSn(x) +
1
2pi
(δ2,n log ) +Rγq,n(x) ,
for all x ∈ Rn \ −1γqZn and  ∈]0,+∞[. If Ω is a bounded open subset of Rn and f ∈ L∞(Ω), then we set
Pn[Ω, f ](x) ≡
ˆ
Ω
Sn(x− y)f(y) dy ∀x ∈ Rn .
If we further assume that Ω ⊆ γQ, then we set
Sγ [Ω] ≡
⋃
z∈Zn
(γqz + Ω) = γqZn + Ω , Sγ [Ω]− ≡ Rn \ clSγ [Ω] ,
and
Pγq,n[Ω, f ](x) ≡
ˆ
Ω
Sγq,n(x− y)f(y) dy ∀x ∈ Rn .
Let Ω be a bounded open subset of Rn of class C1,α for some α ∈]0, 1[. If H is any of the functions Sγq,n,
Rγq,n and clΩ ⊆ γQ or if H equals Sn, we set
v[∂Ω, H, µ](x) ≡
ˆ
∂Ω
H(x− y)µ(y) dσy ∀x ∈ Rn ,
w[∂Ω, H, µ](x) ≡
ˆ
∂Ω
∂
∂νΩ(y)
H(x− y)µ(y) dσy = −
ˆ
∂Ω
νΩ(y)DH(x− y)µ(y) dσy ∀x ∈ Rn ,
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w∗[∂Ω, H, µ](x) ≡
ˆ
∂Ω
∂
∂νΩ(x)
H(x− y)µ(y) dσy =
ˆ
∂Ω
νΩ(x)DH(x− y)µ(y) dσy ∀x ∈ ∂Ω ,
for all µ ∈ L2(∂Ω). As is well known, if µ ∈ C0(∂Ω), then v[∂Ω, Sγq,n, µ] and v[∂Ω, Sn, µ] are continuous in
Rn, and we set
v+[∂Ω, Sγq,n, µ] ≡ v[∂Ω, Sγq,n, µ]|clSγ [Ω] v−[∂Ω, Sγq,n, µ] ≡ v[∂Ω, Sγq,n, µ]|clSγ [Ω]−
v+[∂Ω, Sn, µ] ≡ v[∂Ω, Sn, µ]|clΩ v−[∂Ω, Sn, µ] ≡ v[∂Ω, Sn, µ]|clΩ− .
Also, if µ is continuous, then w[∂Ω, Sγq,n, µ]|Sγ [Ω] admits a continuous extension to clSγ [Ω], which we denote
by w+[∂Ω, Sγq,n, µ] and w[∂Ω, Sγq,n, µ]|Sγ [Ω]− admits a continuous extension to clSγ [Ω]−, which we denote by
w−[∂Ω, Sγq,n, µ] (cf. e.g., [30, §3].)
Similarly, w[∂Ω, Sn, µ]|Ω admits a continuous extension to clΩ, which we denote by w+[∂Ω, Sn, µ] and
w[∂Ω, Sn, µ]|Ω− admits a continuous extension to clΩ−, which we denote by w−[∂Ω, Sn, µ] (cf. e.g., Mi-
randa [44], [35, Thm. 3.1].)
In the specific case in which H equals Sn, we omit Sn and we simply write v[∂Ω, µ], w[∂Ω, µ], w∗[∂Ω, µ]
instead of v[∂Ω, Sn, µ], w[∂Ω, Sn, µ], w∗[∂Ω, Sn, µ], respectively.
3 Formulation of problem (4) in terms of integral equations
As a first step, we transform our problem so as to remove the parameters δ and γ from the domain of problem
(4). We do so by exploiting the rule of change of variables.
We observe that a function u ∈ Cm,α(clS(, δ, γ)−) satisfies problem (4) if and only if the function
u(δγ·) ∈ Cm,α(clS(, 1, I)−) ,
satisfies the following auxiliary boundary value problem
∑n
j=1 γ
−2
jj
∂2u]
∂x2j
(x) = δ2f(x) ∀x ∈ S(, 1, I)− ,
u] is q − periodic in S(, 1, I)− ,
u](x) = g(−1(x− p)) ∀x ∈ ∂Ωp, ,
(7)
for all (, δ, γ) ∈]0, 0[×]0,+∞[×D+n (R). In particular, the auxiliary problem (7) has a unique solution in
Cm,αq (clS(, 1, I)−), which we denote by
u](, δ, γ, ·) ,
and
u(, δ, γ, x) = u](, δ, γ, δ−1γ−1x) ∀x ∈ clS(, δ, γ)− . (8)
Next we convert problem (7) into a system of integral equations. To do so, we need the following statement.
For a proof, we refer to [46, Prop. 2.9, p. 339].
Proposition 3.1. Let m ∈ N \ {0}, α ∈]0, 1[. Let γ ∈ D+n (R). Let I be a bounded open connected subset of Rn
of class Cm,α such that Rn \clI is connected and such that clI ⊆ γQ. Then the map M [·, ·] from Cm,α(∂I)0×R
to Cm,α(∂I) defined by
M [µ, ξ](x) ≡ −1
2
µ(x) + w[∂I, Sγq,n, µ](x) + ξ ∀x ∈ ∂I ,
for all (µ, ξ) ∈ Cm,α(∂I)0 × R is a linear homeomorphism from Cm,α(∂I)0 × R onto Cm,α(∂I). Moreover,
for each γq-periodic function u in Cm,α(cl(Sγ [I]−)) such that ∆u = 0 in Sγ [I]− there exists a unique pair
(µ, ξ) ∈ Cm,α(∂I)0 × R such that
u(x) = w−[∂I, Sγq,n, µ](x) + ξ ∀x ∈ clSγ [I]− .
Such pair (µ, ξ) ∈ Cm,α(∂I)0 × R is the unique solution of
M [µ, ξ](x) = u(x) ∀x ∈ ∂I .
Then we are in the position to prove the following.
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Theorem 3.2. Let m ∈ N \ {0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1). Let 0 be as in (2). Let
(, δ, γ) ∈]0, 0[×]0,+∞[×D+n (R). Let f be as in (3). Let g ∈ Cm,α(∂Ω). Then problem (7) has a unique
solution u](, δ, γ, ·) in Cm,αq (clS(, 1, I)−), which is delivered by the formula
u](, δ, γ, x) ≡ ω](, δ, γ, x) + δ2Pγq,n[γQ, f(γ−1·)](γx) ∀x ∈ clS(, 1, I)− , (9)
where
ω](, δ, γ, x) ≡ w−[∂γΩp,, Sγq,n, θ(γ−1−1(· − γp))](γx) + c ∀x ∈ clS(, 1, I)− , (10)
and where (θ, c) ∈ Cm,α(∂Ω)× R is the unique solution of the following system of integral equations
−1
2
θ(t)− det γ
ˆ
∂Ω
(γ−1νΩ(s))DSn(γ(t− s))θ(s) dσs (11)
−n−1 det γ
ˆ
∂Ω
(γ−1νΩ(s))DRγq,n(γ(t− s))θ(s) dσs + c
= g(t)− δ2 det γ
ˆ
Q
Sγq,n(γ(p+ t− s))f(s) ds ∀t ∈ ∂Ω ,
ˆ
∂Ω
θσ[γ] dσ = 0 , (12)
where
σ[γ](s) ≡ det γ|γ−1νΩ(s)| ∀s ∈ ∂Ω .
Proof. By the rule of change of variables, a function u] ∈ Cm,αq (clS(, 1, I)−) solves problem (7) if and only if
the function u](γ−1·) satisfies the following boundary value problem ∆u(x) = δ
2f(γ−1x) ∀x ∈ S(, 1, γ)− ,
u is γq − periodic in S(, 1, γ)− ,
u(x) = g(γ−1−1(x− γp)) ∀x ∈ ∂γΩp, ,
(13)
a problem which is well known to have a unique solution in Cm,α(clS(, 1, γ)−). Moreover, u satisfies problem
(13) if and only if the function
ω(x) ≡ u(x)− δ2Pγq,n[γQ, f(γ−1·)](x) ∀x ∈ clS(, 1, γ)− ,
satisfies the following boundary value problem ∆ω(x) = 0 ∀x ∈ S(, 1, γ)
− ,
ω is γq − periodic in S(, 1, γ)− ,
ω(x) = g(γ−1−1(x− γp))− δ2Pγq,n[γQ, f(γ−1·)](x) ∀x ∈ ∂γΩp, .
(14)
Thus if u] ∈ Cm,αq (clS(, 1, I)−) solves problem (7), then Proposition 3.1 applied to problem (14) implies that
there exists a unique pair (θ, c) ∈ Cm,α(∂Ω)× R such that
ˆ
∂γΩp,
θ(γ−1−1(y − γp)) dσy = 0 , (15)
and such that
u](γ−1x) = w−[∂γΩp,, Sγq,n, θ(γ−1−1(· − γp))](x) + c+ δ2Pγq,n[γQ, f(γ−1·)](x) , (16)
for all x ∈ clS(, 1, γ)−, and that (θ, c) is the unique pair of Cm,α(∂Ω)× R such that
−1
2
θ(γ−1−1(x− γp)) + w[∂γΩp,, Sγq,n, θ(γ−1−1(· − γp))](x) + c (17)
= g(γ−1−1(x− γp))− δ2Pγq,n[γQ, f(γ−1·)](x) ∀x ∈ ∂γΩp, ,
and such that (15) holds. Equation (17) can be rewritten as
−1
2
θ(t)− n−1
ˆ
∂Ω
νγΩp,(γp+ γs)DSγq,n(γp+ γt− (γp+ γs))θ(s)σ[γ](s) dσs + c (18)
= g(t)− δ2
ˆ
Q
Sγq,n(γp+ γt− γs)f(s) det γ ds ∀t ∈ ∂Ω .
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By rewriting once more equation (18), we deduce that (15), (16) can be rewritten as
−1
2
θ(t)− n−1 det γ
ˆ
∂Ω
(γ−1νΩ(s))DSγq,n(γ(t− s))θ(s) dσs + c
= g(t)− δ2 det γ
ˆ
Q
Sγq,n(γ(p+ t− s))f(s) ds ∀t ∈ ∂Ω ,
ˆ
∂Ω
θσ[γ] dσ = 0 ,
and thus in the form of (11). Indeed, νγΩp,(γp+ γs) =
γ−1νΩ(s)
|γ−1νΩ(s)| for all s ∈ ∂Ω.
Conversely, by reading backward the above arguments, we can show that that if (θ, c) solves (11), (12),
then the function u](, δ, γ, ·) delivered by (9) solves (7).
On the other hand, if (θ1, c1), (θ2, c2) ∈ Cm,α(∂Ω)× R solve equations (11), (12), then
w−[∂γΩp,, Sγq,n, θ1(γ−1−1(· − γp))](x) + c1 = w−[∂γΩp,, Sγq,n, θ2(γ−1−1(· − γp))](x) + c2
for all x ∈ ∂γΩp,. Then by uniqueness of Proposition 3.1, we deduce that θ1 = θ2, c1 = c2.
Next we note that if (θ, c) ∈ Cm,α(∂Ω) × R and if we let (, δ, γ) tend to (0, 0, γ˜) in equations (11), (12),
we obtain a system which we address to as the ‘limiting system’, and which has the following form
−1
2
θ(t)− det γ˜
ˆ
∂Ω
(γ˜−1νΩ(s))DSn(γ˜(t− s))θ(s) dσs + c = g(t) ∀t ∈ ∂Ω , (19)
ˆ
∂Ω
θσ[γ˜] dσ = 0 . (20)
Then we have the following Theorem, which shows the unique solvability of system (19), (20) and its link with
a boundary value problem, which we shall address to as the ‘limiting boundary value problem’. To do so, we
proceed as in the proof of [46, Lem. 3.4].
Theorem 3.3. Let m ∈ N \ {0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1). Let γ˜ ∈ D+n (R). Let g ∈ Cm,α(∂Ω),
d ∈ R. Let τ˜ be the unique solution in Cm−1,α(∂Ω) of the following problem{ − 12τ(t) + det γ˜ ´∂Ω(γ˜−1νΩ(t))DSn(γ˜(t− s))τ(s) dσs = 0 ∀t ∈ ∂Ω ,´
∂Ω
τσ[γ˜] dσ = 1 .
(21)
Then the following statements hold.
(i) There exists a unique pair (θ, c) ∈ Cm,α(∂Ω)×R which satisfies the system of equation (19) and condition
ˆ
∂Ω
θσ[γ˜] dσ = d . (22)
In particular, the limiting system (19), (20) has one and only one solution (θ˜, c˜) in the space Cm,α(∂Ω)×
R. Moreover,
c˜ =
ˆ
∂Ω
gτ˜σ[γ˜] dσ . (23)
(ii) The ‘limiting boundary value problem’
∑n
j=1 γ˜
−2
jj
∂2u
∂x2j
(x) = 0 ∀x ∈ Rn \ clΩ ,
u(x) = g(x) ∀x ∈ ∂Ω ,
limx→∞ u(x) = c˜ ,
(24)
has one and only one solution u˜ in Cm,αloc (Rn \ Ω). Moreover,
u˜(x) = w[∂γ˜Ω, θ˜(γ˜−1·)](γ˜x) + c˜ ∀x ∈ Rn \ Ω . (25)
Proof. We first consider statement (i). By a change of variables, we can rewrite problem (21) in the form{ − 12τ(γ˜−1t) + w∗[∂γ˜Ω, τ(γ˜−1·)](t) = 0 ∀t ∈ ∂γ˜Ω ,´
∂γ˜Ω
τ(γ˜−1s) dσs = 1 .
(26)
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By classical potential theory, problem (26) has a unique solution τ˜ ∈ C0(∂Ω) (cf. e.g., Folland [21, Ch. 3].)
Then by Schauder regularity theory, the function τ˜(γ˜−1·) belongs to Cm−1,α(∂Ω) (cf. e.g., [28, App. A].)
Moreover, the adjoint equation
−1
2
θ˜(γ˜−1t) + w[∂γ˜Ω, θ˜(γ˜−1·)](t) = g(γ˜−1t)− c ∀t ∈ ∂γ˜Ω
can have a solution θ˜ ∈ Cm,α(∂Ω) if and only if
ˆ
∂Ω
(g − c)τ˜σ[γ˜] dσ = 0 ,
and thus if and only if condition (23) holds. Since the kernel of the operator − 12I +w[∂γ˜Ω, ·]|∂Ω is well known
to be the set of constant functions, condition (22) guarantees the uniqueness of θ˜ (cf. e.g., Folland [21, Ch. 3].)
Next we consider statement (ii). By the rule of change of variables, the function u˜ defined by (25) satisfies
the first and the third equation of problem (24). By classical jump properties of double layer potentials and
by equation (19), the function u˜ satisfies also the second condition in (24). On the other hand, up to a change
of variables, problem (24) is an exterior Dirichlet problem for the Laplace operator and is well known to have
up to one classical solution, which must necessarily coincide with u˜.
We are now ready to analyze equations (11), (12) around the degenerate case in which (, δ, γ) = (0, 0, γ˜).
Thus we introduce the following.
Theorem 3.4. Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1). Let 0 be as in (2). Let γ˜ ∈ D+n (Rn).
Let f be as in (3). Let g ∈ Cm,α(∂Ω).
Let Λ ≡ (Λj)j=1,2 be the map from ]− 0, 0[×R× D+n (R)× Cm,α(∂Ω)× R to Cm,α(∂Ω)× R defined by
Λ1[, δ, γ, θ, c](t) ≡ −1
2
θ(t)− det γ
ˆ
∂Ω
(γ−1νΩ(s))DSn(γ(t− s))θ(s) dσs
−n−1 det γ
ˆ
∂Ω
(γ−1νΩ(s))DRγq,n(γ(t− s))θ(s) dσs + c
−g(t) + δ2 det γ
ˆ
Q
Sγq,n(γ(p+ t− s))f(s) ds ∀t ∈ ∂Ω ,
Λ2[, δ, γ, θ, c] ≡
ˆ
∂Ω
θσ[γ] dσ ,
for all (, δ, γ, θ, c) ∈]− 0, 0[×R× D+n (R)× Cm,α(∂Ω)× R. Then the following statements hold.
(i) Equation Λ[0, 0, γ˜, θ, c] = 0 is equivalent to the limiting system (19), (20) and has one and only one
solution (θ˜, c˜) ∈ Cm,α(∂Ω)× R (cf. Theorem 3.3.)
(ii) If (, δ, γ) ∈]0, 0[×]0,+∞[×D+n (R), then the equation Λ[, δ, γ, θ, c] = 0 is equivalent to the system (11),
(12), which has one and only one solution (θ[, δ, γ], c[, δ, γ]) in Cm,α(∂Ω)× R.
(iii) There exist (′, δ′) ∈]0, 0[×]0,+∞[ and an open neighborhood Γ˜ of γ˜ in D+n (R) and an open neighborhood
U of (θ˜, c˜) in Cm,α(∂Ω) × R and a real analytic map (Θ[·, ·, ·], C[·, ·, ·]) from ] − ′, ′[×] − δ′, δ′[×Γ˜ to
U such that the set of zeros of the map Λ in ] − ′, ′[×] − δ′, δ′[×Γ˜ × U coincides with the graph of
(Θ[·, ·, ·], C[·, ·, ·]). In particular,
(Θ[0, 0, γ˜], C[0, 0, γ˜]) = (θ˜, c˜) ,
(Θ[, δ, γ], C[, δ, γ]) = (θ[, δ, γ], c[, δ, γ]) ∀(, δ, γ) ∈]0, ′[×]0, δ′[×Γ˜ .
Proof. Statements (i) and (ii) are an immediate consequence of Theorems 3.2 and 3.3 and of the definition of
Λ.
We now turn to show that Λ is real analytic in a neighborhood of (0, 0, γ˜, θ˜, c˜). The analyticity of Λ2 in
the domain of Λ follows by the analyticity of the pointwise product in Cm−1,α(∂Ω) and by the analyticity
of σ[·] from D+n (R) to Cm−1,α(∂Ω). We now turn to consider Λ1. By [36, Thm. 4.11 (iii)], the map from
D+n (R)× Cm,α(∂Ω) to Cm,α(∂Ω) which takes (γ, θ) to
det γ
ˆ
∂Ω
(γ−1νΩ(s))DSn(γ(t− s))θ(s) dσs = w[∂γΩ, θ(γ−1·)](γt) ∀t ∈ ∂Ω , (27)
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is real analytic.
Next we turn to consider the second integral operator in the definition of Λ1. Let Ω
′ be a bounded open
subset of Rn of class C1 such that clΩ′ ⊆ Rn \ q (Zn \ {0}), 0 ∈ Ω′. Since (∂Ω)− (∂Ω) is compact, there exists
′ ∈]0, 0[ such that
(t− s) ⊆ Ω′ ∀ ∈]− ′, ′[ , ∀s, t ∈ ∂Ω .
Then by Theorem A.2 (i) of the Appendix, the map DRγq,n(γ(t − s)) is analytic in the variable (, γ, t, s)
in an open neighborhood of ] − ′, ′[×Γ˜ × (∂Ω)2. Then by a result on integral operators with real analytic
kernels and with no singularity (cf. [31, Prop. 4.1 (i)]), the map from ] − ′, ′[×Γ˜ × Cm,α(∂Ω) to Cm,α(∂Ω)
which takes (, γ, θ) to the functionˆ
∂Ω
(γ−1νΩ(s))DRγq,n(γ(t− s))θ(s) dσs ∀t ∈ ∂Ω , (28)
is analytic. We now consider the third integral operator in the definition of Λ1. Let ρ ∈]0,+∞[ be as in (6).
Then possibly shrinking Γ˜, Propositions A.4 and A.5 and Lemma A.7 of the Appendix imply that the map
from ]− ′, ′[×Γ˜ to Cm,α(∂Ω) which takes (, γ) to the functionˆ
Q
Sγq,n(γ(p+ t− s))f(s) ds ∀t ∈ ∂Ω , (29)
is real analytic. By the analytic dependence of the maps in (27)–(29), we deduce that Λ1 is real analytic in
]− ′, ′[×R× Γ˜× Cm,α(∂Ω)× R.
Next we turn to prove that the differential ∂(θ,c)Λ[0, 0, γ˜, θ˜, c˜] of Λ at (0, 0, γ˜, θ˜, c˜) with respect to the variable
(θ, c) is a linear homeomorphism from Cm,α(∂Ω)× R onto itself. By standard calculus in Banach spaces, the
differential of Λ at (0, 0, γ˜, θ˜, c˜) with respect to the variable (θ, c) is delivered by the following formula
∂(θ,c)Λ1[0, 0, γ˜, θ˜, c˜](θ, c)(t)
= −1
2
θ(t)− det γ˜
ˆ
∂Ω
(γ˜−1νΩ(s))DSn(γ˜(t− s))θ(s) dσs + c ∀t ∈ ∂Ω ,
∂(θ,c)Λ2[0, 0, γ˜, θ˜, c˜](θ, c) =
ˆ
∂Ω
θσ[γ˜] dσ ,
for all (θ, c) ∈ Cm,α(∂Ω) × R. We now show that ∂(θ,c)Λ[0, 0, γ˜, θ˜, c˜] is a bijection. To do so, we show that if
(h, d) ∈ Cm,α(∂Ω)× R, then the equation
∂(θ,c)Λ[0, 0, γ˜, θ˜, c˜](θ, c) = (h, d) , (30)
has a unique solution (θ, c) ∈ Cm,α(∂Ω)×R. By changing the variable with the map γ˜ in the first component
of (30), we rewrite (30) in the following way{ − 12θ(t)− det γ˜ ´∂Ω(γ˜−1νΩ(s))DSn(γ˜(t− s))θ(s) dσs + c = h(t) ∀t ∈ ∂Ω ,´
∂γ˜Ω
θ(γ˜−1y) dσy = d .
(31)
By Theorem 3.3, problem (31) has a unique solution (θ, c) in Cm,α(∂Ω) × R. Hence, ∂(θ,c)Λ[0, 0, γ˜, θ˜, c˜] is a
bijection. Then by the Open Mapping Theorem, the operator ∂(θ,c)Λ[0, 0, γ˜, θ˜, c˜] is a homeomorphism. Since
Λ is analytic, statement (iii) is an immediate consequence of statements (i), (ii) and of the Implicit Function
Theorem in Banach spaces (cf. e.g., Deimling [19, Thm. 15.3].)
4 A functional analytic representation theorem for the solution of
the auxiliary problem (7)
We now prove a representation theorem for the solution u](, δ, γ, ·) of problem (7) (cf. (9).)
Proposition 4.1. Let m ∈ N \ {0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1). Let 0 be as in (2). Let
γ˜ ∈ D+n (R). Let f be as in (3). Let g ∈ Cm,α(∂Ω).
Let u˜, c˜ be as in Theorem 3.3. Let ′, δ′, Γ˜ be as in Theorem 3.4 (iii). Then the following statements hold.
(i) There exists ρ′ ∈]0,+∞[ such that the map P from Γ˜ to C0q,ω,ρ′(Rn) defined by
P[γ](x) ≡ Pγq,n[γQ, f(γ−1·)](γx) ∀x ∈ Rn ,
for all γ ∈ Γ˜, is real analytic.
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(ii) Let Ω˜ be an open subset of Rn with nonzero distance from p+ qZn. Then there exist ∗
Ω˜
∈]0, ′[ such that
clΩ˜ ⊆ S[Ωp,]− ∀ ∈ [−∗Ω˜, ∗Ω˜] ,
and Ω˜ ∈]0, ∗Ω˜[ such that clS[Ωp,∗Ω˜ ]
− ⊆ S[Ωp,]− for all  ∈ [−Ω˜, Ω˜], and a real analytic map V ]S[Ωp,∗
Ω˜
]−
from ]− Ω˜, Ω˜[×]− δ′, δ′[×Γ˜ to Cm,αq (clS[Ωp,∗Ω˜ ]
−) such that
ω](, δ, γ, x) = V ]S[Ωp,∗
Ω˜
]− [, δ, γ](x) ∀x ∈ clS[Ωp,∗Ω˜ ]
− ,
u](, δ, γ, x) = V ]S[Ωp,∗
Ω˜
]− [, δ, γ](x) + δ
2P[γ](x) ∀x ∈ clS[Ωp,∗
Ω˜
]− ,
for all (, δ, γ) ∈]0, Ω˜[×]0, δ′[×Γ˜. Moreover,
V ]S[Ωp,∗
Ω˜
]− [0, 0, γ˜](x) = c˜ , (32)
for all x ∈ clS[Ωp,∗
Ω˜
]−.
(iii) Let Ω˜ be a bounded open subset of Rn \ clΩ. Then there exist Ω˜,r ∈]0, ′[ and a real analytic map V ]rΩ˜
from ]− Ω˜,r, Ω˜,r[×]−δ′, δ′[×Γ˜ to Cm,α(clΩ˜) and a real analytic map PrΩ˜ from ]− 0, 0[×Γ˜ to Cm,α(clΩ˜)
such that
p+ clΩ˜ ⊆ clS[Ωp,]− ∀ ∈]− Ω˜,r, Ω˜,r[ ,
and
ω](, δ, γ, p+ t) = V ]r
Ω˜
[, δ, γ](t) ∀t ∈ clΩ˜ ,
u](, δ, γ, p+ t) = V ]r
Ω˜
[, δ, γ](t) + δ2Pr
Ω˜
[, γ](t) ∀t ∈ clΩ˜ ,
for all (, δ, γ) ∈]0, Ω˜,r[×]0, δ′[×Γ˜. Moreover,
V ]r
Ω˜
[0, 0, γ˜](t) = u˜(t) ∀t ∈ clΩ˜ . (33)
(iv) There exists a real analytic map J] from ]− ′, ′[×]− δ′, δ′[×Γ˜ to R such that
ˆ
Q\clΩp,
u](, δ, γ, x) dx = J][, δ, γ] + δ2
ˆ
Q
P[γ] dx ,
for all (, δ, γ) ∈]0, ′[×]0, δ′[×Γ˜. Moreover,
J][0, 0, γ˜] = c˜mn(Q) . (34)
Proof. (i) Since
Pγq,n[γQ, f(γ
−1·)](γx) =
ˆ
Q
Sγq,n(γx− γs)f(s) det γ ds ∀x ∈ Rn ,
for all γ ∈ Γ˜, the existence of ρ′ follows by Proposition A.4 and Lemma A.7 of the Appendix.
Next we turn to statement (ii). Let ∗
Ω˜
, Ω˜ be as in Lemma A.9 (i) of the Appendix. By definition of
ω](, δ, γ, ·), and by Theorem 3.2, and by Theorem 3.4 (iii), we have
ω](, δ, γ, x) = w[∂γΩp,, Sγq,n,Θ[, δ, γ](γ
−1−1(· − γp))](γx) + C[, δ, γ]
= −n−1 det γ
ˆ
∂Ω
(γ−1νΩ(s))DSγq,n(γ(x− p− s))Θ[, δ, γ](s) dσs + C[, δ, γ]
u](, δ, γ, x) = ω](, δ, γ, x) + δ2
ˆ
Q
Sγq,n(γx− γs)f(s) det γ ds,
for all x ∈ clS[Ωp,∗
Ω˜
]− and for all (, δ, γ) ∈]0, Ω˜[×]0, δ′[×Γ˜.
Thus it is natural to set
V ]S[Ωp,∗
Ω˜
]− [, δ, γ](x)
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≡ −n−1 det γ
ˆ
∂Ω
(γ−1νΩ(s))DSγq,n(γ(x− p− s))Θ[, δ, γ](s) dσs + C[, δ, γ]
for all x ∈ clS[Ωp,∗
Ω˜
]− and for all (, δ, γ) ∈]− Ω˜, Ω˜[×]− δ′, δ′[×Γ˜. Now it suffices to show that the right hand
side of the above definition defines a real analytic map from ]− Ω˜, Ω˜[×]− δ′, δ′[×Γ˜ to Cm,αq (clS[Ωp,∗Ω˜ ]
−). Let
V be an open bounded connected subset of Rn such that
clQ ⊆ V, clV ∩ (qz + clΩp,∗
Ω˜
) = ∅ ∀z ∈ Zn \ {0} ,
Let W ≡ V \ clΩp,∗
Ω˜
. By (5), the function from ] − Ω˜, Ω˜[×Γ˜ × clW × ∂Ω to R which takes (, γ, x, s) to
DSγq,n(γ(x − p − s)) is real analytic. Then by a result on integral operators with real analytic kernels and
with no singularity (cf. [31, Prop. 4.1 (i)]), and by the analyticity of Θ, we conclude that the function from
]− Ω˜, Ω˜[×]− δ′, δ′[×Γ˜ to Cm,α(clW ) which takes (, δ, γ) to the functionˆ
∂Ω
(γ−1νΩ(s))DSγq,n(γ(x− p− s))Θ[, δ, γ](s) dσs ∀x ∈ clW ,
is real analytic. Since the restriction operator from clS[Ωp,∗
Ω˜
]− to clW induces an isomorphism from the
space Cm,αq (clS[Ωp,∗
Ω˜
]−) onto the subspace of Cm,α(clW ) of the restrictions to clW of q-periodic functions
on clS[Ωp,∗
Ω˜
]−, we conclude that the function from ]− Ω˜, Ω˜[×]− δ′, δ′[×Γ˜ to Cm,αq (clS[Ωp,∗Ω˜ ]
−) which takes
(, δ, γ) to the above function is analytic. Since C[·, ·, ·] is analytic, then also V ]S[Ωp,∗
Ω˜
]− [·, ·, ·] is analytic. Also,
equality (32) follows by the definition of V ]S[Ωp,∗
Ω˜
]− and by Theorem 3.4 (iii).
We now turn to prove statement (iii). By assumption, there exists R > 0 such that clΩ˜ ⊆ Bn(0, R). Then
we set Ω∗ ≡ Bn(0, R) \ clΩ. Let Ω∗,r be as in Lemma A.9 (ii) of the Appendix with 1 = ′. Then we take
Ω˜,r ≡ Ω∗,r. It clearly suffices to show that V ]rΩ∗ and PrΩ∗ exist and then to set V ]rΩ˜ and PrΩ˜ equal to the
composition of the restriction of Cm,α(clΩ∗) to Cm,α(clΩ˜) with V ]rΩ∗ and PrΩ∗ , respectively. By definition of ω]
and by Theorems 3.2, 3.4 (iii), we have
ω](, δ, γ, p+ t) = w[∂γΩp,, Sγq,n,Θ[, δ, γ](γ
−1−1(· − γp))](γ(p+ t)) + C[, δ, γ]
= w−[∂γΩ,Θ[, δ, γ](γ−1·)](γt)
−n−1 det γ
ˆ
∂Ω
(γ−1νΩ(s))DRγq,n(γ(t− s))Θ[, δ, γ](s) dσs + C[, δ, γ]
u](, δ, γ, p+ t) = ω](, δ, γ, p+ t) + δ2
ˆ
Q
Sγq,n(γ(p+ t)− γs)f(s) det γ ds,
for all t ∈ clΩ∗, and for all (, δ, γ) ∈]0, Ω˜,r[×]0, δ′[×Γ˜. Thus it is natural to set
V ]rΩ∗ [, δ, γ](t) ≡ w−[∂γΩ,Θ[, δ, γ](γ−1·)](γt) (35)
−n−1 det γ
ˆ
∂Ω
(γ−1νΩ(s))DRγq,n(γ(t− s))Θ[, δ, γ](s) dσs + C[, δ, γ]
PrΩ∗ [, γ](t) ≡
ˆ
Q
Sγq,n(γ(p+ t)− γs)f(s) det γ ds , (36)
for all t ∈ clΩ∗, and for all (, δ, γ) ∈] − Ω˜,r, Ω˜,r[×] − δ′, δ′[×Γ˜. Now it suffices to prove that the right hand
side of (35), (36) define real analytic maps from ]− Ω˜,r, Ω˜,r[×]− δ′, δ′[×Γ˜ to Cm,α(clΩ∗). By [36, Thm. 4.11
(iii)], the map from D+n (R) × Cm,α(∂Ω) to Cm,α(clΩ∗) which takes (γ, θ) to w−[∂γΩ, θ(γ−1·)](γ·)|clΩ∗ is real
analytic. Then Theorem 3.4 (iii) implies that the map from ] − Ω˜,r, Ω˜,r[×] − δ′, δ′[×Γ˜ to Cm,α(clΩ∗) which
takes (, δ, γ) to w−[∂γΩ,Θ[, δ, γ](γ−1·)](γ·) is real analytic.
Next we consider the integral operator in the right hand side of (35) and we proceed as in the proof
of the analyticity of Λ in Theorem 3.4. Let Ω′ be a bounded open subset of Rn of class C1 such that
clΩ′ ⊆ Rn \ q (Zn \ {0}), 0 ∈ Ω′. Clearly, (clΩ∗−∂Ω) is compact. Then possibly shrinking Ω˜,r, we can assume
that
(t− s) ⊆ Ω′ ∀(, γ, t, s) ∈]− Ω˜,r, Ω˜,r[×Γ˜× clΩ∗ × ∂Ω .
Then Theorem A.2 (i) of the Appendix implies that DRγq,n(γ(t− s)) is analytic in the variable (, γ, t, s) in
an open neighborhood of ] − Ω˜,r, Ω˜,r[×Γ˜ × clΩ∗ × ∂Ω, and a result on integral operators with real analytic
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kernels and with no singularity (cf. [31, Prop. 4.1 (i)]) implies that the map from ]− Ω˜,r, Ω˜,r[×Cm,α(∂Ω) to
Cm,α(clΩ∗) which takes (, γ, θ) to the function
ˆ
∂Ω
(γ−1νΩ(s))DRγq,n(γ(t− s))θ(s) dσs ∀t ∈ clΩ∗ ,
is analytic. Then by the analyticity of C[·, ·, ·], we conclude that the map V ]rΩ∗ is analytic. Then by Theorem
3.4 (iii) and by (25), we have
V ]rΩ∗ [0, 0, γ˜](t) = w
−[∂γ˜Ω,Θ[0, 0, γ˜](γ˜−1·)](γ˜t) + C[0, 0, γ˜] = u˜(t) ∀t ∈ clΩ∗ .
By Propositions A.4, A.5 and by Lemma A.7, the map from ]− Ω˜,r, Ω˜,r[×D+n (R) to Cm,α(clΩ∗) which takes
(, γ) to PrΩ∗ [, γ] is analytic.
Next we prove statement (iv). First we note that
ˆ
Q\clΩp,
u](, δ, γ, x) dx det γ
=
ˆ
Q\clΩp,
w[∂γΩp,, Sγq,n,Θ[, δ, γ](γ
−1−1(· − γp))](γx) det γ dx
+C[, δ, γ]mn(Q \ Ωp,) det γ + δ2
ˆ
Q\clΩp,
Pγq,n[γQ, f(γ
−1·)](γx) det γ dx
for all (, δ, γ) ∈]0, ′[×]0, δ′[×Γ˜. Next we note that
ˆ
Q\clΩp,
w[∂γΩp,, Sγq,n,Θ[, δ, γ](γ
−1−1(· − γp))](γx) det γ dx
= −
ˆ
γQ\clγΩp,
ˆ
∂γΩp,
νγΩp,(y)DSγq,n(x− y)Θ[, δ, γ](γ−1−1(y − γp)) dσy dx
= −
ˆ
γQ\clγΩp,
n∑
j=1
∂
∂xj
ˆ
∂γΩp,
Sγq,n(x− y)Θ[, δ, γ](γ−1−1(y − γp))(νγΩp,(y))j dσy dx
=
ˆ
∂γΩp,
n∑
j=1
(νγΩp,(x))j
ˆ
∂γΩp,
Sγq,n(x− y)Θ[, δ, γ](γ−1−1(y − γp))(νγΩp,(y))j dσy dσx
=
n∑
j=1
ˆ
∂Ω
(γ−1νΩ(t))j
ˆ
∂Ω
Sγq,n(γ(t− s))Θ[, δ, γ](s)(γ−1νΩ(s))j dσs dσt2n−2(det γ)2
=
n∑
j=1
ˆ
∂Ω
(γ−1νΩ(t))j
ˆ
∂Ω
Sn(γ(t− s))Θ[, δ, γ](s)(γ−1νΩ(s))j dσs dσtn(det γ)2
+
δ2,n
2pi
( log )
n∑
j=1
ˆ
∂Ω
(γ−1νΩ(t))j dσt
ˆ
∂Ω
Θ[, δ, γ](s)(γ−1νΩ(s))j dσs(det γ)2
+
n∑
j=1
ˆ
∂Ω
(γ−1νΩ(t))j
ˆ
∂Ω
Rγq,n(γ(t− s))Θ[, δ, γ](s)(γ−1νΩ(s))j dσs dσt2n−2(det γ)2
=
n∑
j=1
ˆ
∂Ω
(γ−1νΩ(t))j
ˆ
∂Ω
Sn(γ(t− s))Θ[, δ, γ](s)(γ−1νΩ(s))j dσs dσtn(det γ)2
+
n∑
j=1
ˆ
∂Ω
(γ−1νΩ(t))j
ˆ
∂Ω
Rγq,n(γ(t− s))Θ[, δ, γ](s)(γ−1νΩ(s))j dσs dσt2n−2(det γ)2 ,
for all (, γ) ∈]0, ′[×Γ˜. Thus it is natural to set
J]1[, γ] ≡
n∑
j=1
ˆ
∂Ω
(γ−1νΩ(t))j
ˆ
∂Ω
Sn(γ(t− s))Θ[, δ, γ](s)(γ−1νΩ(s))j dσs dσtn(det γ)
+
n∑
j=1
ˆ
∂Ω
(γ−1νΩ(t))j
ˆ
∂Ω
Rγq,n(γ(t− s))Θ[, δ, γ](s)(γ−1νΩ(s))j dσs dσt2n−2(det γ) ,
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for all (, γ) ∈]− ′, ′[×Γ˜. By the analyticity of P and by Proposition A.5 of the Appendix, the map J]2 from
]− ′, ′[×Γ˜ to R defined by
J]2[, γ] = −n
ˆ
Ω
P[γ](p+ s) ds ∀(, γ) ∈]− ′, ′[×Γ˜ ,
is real analytic and satisfies the equality
J]2[, γ] = −
ˆ
Ωp,
P[γ] dx ∀(, γ) ∈]0, ′[×Γ˜ .
Then we set
J][, δ, γ] ≡ J]1[, γ] + C[, δ, γ](mn(Q)− nmn(Ω)) + δ2J]2[, γ]
for all (, δ, γ) ∈]− ′, ′[×]− δ′, δ′[×Γ˜. Clearly,
J][0, 0, γ˜] = C[0, 0, γ˜]mn(Q) = c˜mn(Q) ,
and thus statement (iv) holds true (see also Theorem 3.4 (iii).)
Next we turn to consider the behavior of the energy integral of u](, δ, γ, ·), and we prove the following.
Proposition 4.2. Let m ∈ N \ {0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1). Let 0 be as in (2). Let
γ˜ ∈ D+n (R). Let f be as in (3). Let g ∈ Cm,α(∂Ω).
Let u˜, c˜ be as in Theorem 3.3. Let ′, δ′, Γ˜ be as in Theorem 3.4 (iii). Then there exists e ∈]0, ′[ and
a real analytic map E] from ] − e, e[×] − δ′, δ′[×Γ˜ to R, and a real analytic map P]e from ] − e, e[×Γ˜ to R
such that ˆ
Q\clΩp,
|Dxu](, δ, γ, x)γ−1|2 dx = E][, δ, γ]n−2 + δ4P]e[, γ] (37)
for all (, δ, γ) ∈]0, e[×]0, δ[×Γ˜. Moreover
E][0, 0, γ˜] =
ˆ
Rn\clΩ
|Dxu˜(x)γ˜−1|2 dx , (38)
P]e[0, γ˜] =
ˆ
Q
|Dx
(
Pγ˜q,n[γ˜Q, f(γ˜
−1·)](γ˜x)) γ˜−1|2 dx .
Proof. Clearly, we have
ˆ
Q\clΩp,
|Dxu](, δ, γ, x)γ−1|2 dx (39)
=
ˆ
Q\clΩp,
|Dxω](, δ, γ, x)γ−1 + δ2Dx
(
Pγq,n[γQ, f(γ
−1·)](γx)) γ−1|2 dx
=
ˆ
Q\clΩp,
|Dxω](, δ, γ, x)γ−1|2 dx
+2δ2
ˆ
Q\clΩp,
Dxω
](, δ, γ, x)γ−1
[
Dx
(
Pγq,n[γQ, f(γ
−1·)](γx)) γ−1]t dx
+δ4
ˆ
Q\clΩp,
|Dx
(
Pγq,n[γQ, f(γ
−1·)](γx)) γ−1|2 dx
= det γ−1
ˆ
γQ\γclΩp,
div
[
ω](, δ, γ, γ−1y)Dy
(
ω](, δ, γ, γ−1y)
)]
dy
+2δ2 det γ−1
ˆ
γQ\γclΩp,
div
[
Pγq,n[γQ, f(γ
−1·)](y)D(ω](, δ, γ, γ−1y))] dy
+δ4
ˆ
Q\clΩp,
|Dx
(
Pγq,n[γQ, f(γ
−1·)](γx)) γ−1|2 dx ,
for all (, δ, γ) ∈]0, 0[×]0,+∞[×Γ˜ (cf. (14).) We now consider separately each term in the right hand side of
(39). By the Divergence Theorem and by the q-periodicity of ω](, δ, γ, ·), we have
det γ−1
ˆ
γQ\γclΩp,
div
[
ω](, δ, γ, γ−1y)Dy
(
ω](, δ, γ, γ−1y)
)]
dy
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= −det γ−1
ˆ
∂γΩp,
ω](, δ, γ, γ−1y)
∂
∂νγΩp,(y)
(
ω](, δ, γ, γ−1y)
)
dσy
= −det γ−1
ˆ
∂γΩp,
ω](, δ, γ, γ−1y)νγΩp,(y)Dy
(
ω](, δ, γ, γ−1y)
)
dσy
= −
ˆ
∂Ωp,
ω](, δ, γ, x)(γ−1νΩp,(x))(Dxω
](, δ, γ, x)γ−1) dσx
= −
ˆ
∂Ωp,
g(−1(x− p))(γ−1νΩp,(x))(Dxω](, δ, γ, x)γ−1) dσx
+δ2
ˆ
∂Ωp,
Pγq,n[γQ, f(γ
−1·)](γx)(γ−1νΩp,(x))(Dxω](, δ, γ, x)γ−1) dσx
= −
ˆ
∂Ω
g(t)(γ−1νΩ(t))(Dt(ω](, δ, γ, p+ t)γ−1)) dσtn−2
+δ2
ˆ
∂Ω
Pγq,n[γQ, f(γ
−1·)](γ(p+ t))(γ−1νΩ(t))(Dt(ω](, δ, γ, p+ t)γ−1)) dσtn−2,
for all (, δ, γ) ∈]0, ′[×]0, δ′[×Γ˜. Now let R ∈]0,+∞[ be such that clΩ ⊆ Bn(0, R), Ω˜ ≡ Bn(0, R) \ clΩ. Then
we take Ω˜,r, V
]r
Ω˜
, Pr
Ω˜
as in Proposition 4.1 (iii), and we set
E]1[, δ, γ] ≡ −
ˆ
∂Ω
g(t)(γ−1νΩ(t))(Dt(V
]r
Ω˜
[, δ, γ](t))γ−1)dσt
+δ2
ˆ
∂Ω
Pr
Ω˜
[, γ](t)(γ−1νΩ(t))(Dt(V
]r
Ω˜
[, δ, γ](t))γ−1)dσt
for all (, δ, γ) ∈]− Ω˜,r, Ω˜,r[×]− δ′, δ′[×Γ˜. Then we have
det γ−1
ˆ
γQ\γclΩp,
div
[
ω](, δ, γ, γ−1y)Dy
(
ω](, δ, γ, γ−1y)
)]
dy = E]1[, δ, γ]n−2
for all (, δ, γ) ∈]0, Ω˜,r[×]0, δ′[×Γ˜. By Proposition 4.1 (iii), E1 is analytic. Moreover,
E]1[0, 0, γ˜] = −
ˆ
∂Ω
g(t)(γ˜−1νΩ(t))(Dt(V
]r
Ω˜
[0, 0, γ˜](t))γ˜−1)dσt
= −
ˆ
∂Ω
g(t)(γ˜−1νΩ(t))(Du˜(t)γ˜−1)dσt
= −
ˆ
∂γ˜Ω
g(γ˜−1x)νγ˜Ω(x)Dx(u˜(γ˜−1x)) dσx det γ˜−1
= −
ˆ
∂γ˜Ω
(g(γ˜−1x)− c˜)νγ˜Ω(x)Dx(u˜(γ˜−1x)− c˜) dσx det γ˜−1
−
ˆ
∂γ˜Ω
c˜νγ˜Ω(x)Dx(u˜(γ˜
−1x)− c˜) dσx det γ˜−1
=
ˆ
Rn\clγ˜Ω
|Dx(u˜(γ˜−1x)− c˜)|2 dx det γ˜−1
=
ˆ
Rn\clΩ
|Dxu˜(x)γ˜−1|2 dx .
Indeed, u˜(γ˜−1x) − c˜ is harmonic at infinity and equals g(γ˜−1x) − c˜ on ∂Ω (cf. Folland [21, Props. 2.74, 2.75,
proof of Prop. 3.4].) Next we note that
2δ2 det γ−1
ˆ
γQ\γclΩp,
div
{
Pγq,n[γQ, f(γ
−1·)](y)Dy
[
ω](, δ, γ, γ−1y)
]}
dy
= −2δ2 det γ−1
ˆ
∂γΩp,
Pγq,n[γQ, f(γ
−1·)](y) ∂
∂νγΩp,(y)
(
ω](, δ, γ, γ−1y)
)
dσy
= −2δ2 det γ−1
ˆ
∂γΩp,
Pγq,n[γQ, f(γ
−1·)](y)νγΩp,(y)Dy
[
ω](, δ, γ, γ−1y)
]
dσy
= −2δ2
ˆ
∂Ωp,
Pγq,n[γQ, f(γ
−1·)](γx)(γ−1νΩp,(x))(Dxω](, δ, γ, x)γ−1) dσx
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= −2δ2
ˆ
∂Ω
Pγq,n[γQ, f(γ
−1·)](γ(p+ t))
×(γ−1νΩ(t))
(
Dt
[
ω](, δ, γ, p+ t)
]
γ−1
)
dσt
n−2 ,
for all (, δ, γ) ∈]0, ′[×]0, δ′[×Γ˜. Then we set
E]2[, δ, γ] ≡ −2δ2
ˆ
∂Ω
Pr
Ω˜
[, γ](t)(γ−1νΩ(t))
(
Dt
[
V ]r
Ω˜
[, δ, γ](t)
]
γ−1
)
dσt ,
for all (, δ, γ) ∈]− Ω˜,r, Ω˜,r[×]− δ′, δ′[×Γ˜. Then we have
2δ2 det γ−1
ˆ
γQ\γclΩp,
div
{
Pγq,n[γQ, f(γ
−1·)](y)D [ω](, δ, γ, γ−1y)]} dy
= E]2[, δ, γ]n−2 ,
for all (, δ, γ) ∈]0, Ω˜,r[×]0, δ′[×Γ˜. By Proposition 4.1 (iii), E2 is analytic. Moreover,
E]2[0, 0, γ˜] = 0 .
By Proposition 4.1 (i) and by Lemma A.8, there exists a real analytic map P]e from ] − 0, 0[×Γ˜ to R such
that ˆ
Q\clΩp,
|Dx
(
Pγq,n[γQ, f(γ
−1·)](γx)) γ−1|2 dx = P]e[, γ] ∀(, γ) ∈]0, 0[×Γ˜ .
Moreover, the second equality in (38) holds true. Then by setting e ≡ min{Ω˜,r, 0} and
E][, δ, γ] ≡ E]1[, δ, γ] + E]2[, δ, γ] ,
for all (, δ, γ) ∈]− e, e[×]− δ′, δ′[×Γ˜, equalities (37) and (38) hold true.
The function u(, δ, γ, ·) can be extended to the whole of Rn by setting it equal to zero outside of its domain
clS(, δ, γ)−. Then one can ask whether the extension of u(, δ, γ, ·) has a limit as (, δ, γ) converges to (0, 0, γ˜),
a question which we answer below. To do so, we introduce a notation for the extension of u(, δ, γ, ·).
Let m ∈ N \ {0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1). Let 0 be as in (2). Let (, δ, γ) ∈
]0, 0[×]0,+∞[×D+n (R). If v is a function from clS(, δ, γ)− to R, then we denote by E(,δ,γ)[v] the function
from Rn to R defined by
E(,δ,γ)[v](x) ≡
{
v(x) ∀x ∈ clS(, δ, γ)− ,
0 ∀x ∈ Rn \ clS(, δ, γ)− .
Then we have the following.
Proposition 4.3. Let m ∈ N \ {0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1). Let 0 be as in (2). Let
γ˜ ∈ D+n (R). Let f be as in (3). Let g ∈ Cm,α(∂Ω).
Let {(εj , δj , γj)}j∈N be a sequence in ]0, 0[×]0,+∞[×D+n (R) which converges to (0, 0, γ˜). Let r ∈ [1,+∞[.
Then
lim
j→∞
E(εj ,1,I)[u
](εj , δj , γj , ·)] = c˜ in Lr(Q) ,
where c˜ is as in Theorem 3.3.
Proof. Let ′, δ′ be as in Theorem 3.4 (iii). Possibly neglecting a finite number of indexes j, we can assume
that εj < 
′, δj < δ′ for all j ∈ N. By formula (9), we have
max
x∈clS[Ωp,εj ]−
|u](εj , δj , γj , x)|
≤ max
x∈clS[Ωp,εj ]−
|ω](εj , δj , γj , x)|+ δ2j max
x∈Rn
|Pγjq,n[γjQ, f(γ−1j ·)](γjx)| .
Let Q˜ ≡ Πnl=1] − qll/2, qll/2[. Since
(
γjQ \
⋃
z∈{0,1}n(γjqz + γjQ˜
)
has measure zero and Sγjq,n(·) is γjq-
periodic, we have
ˆ
γjQ
|Sγjq,n(x− y)| dy ≤
∑
z∈{0,1}n
ˆ
γjqz+γjQ˜
|Sγjq,n(x− y)| dy
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≤ 2n
ˆ
γjQ˜
|Sγjq,n(−y)| dy = 2n
ˆ
Q˜
|Sγjq,n(γjξ)| dξ det γj .
Hence, the Maximum Principle implies that
max
x∈clS[Ωp,εj ]−
|u](εj , δj , γj , x)| (40)
≤ ‖gj‖C0(∂Ω) + 2δ2j max
x∈clγjQ
|f(γ−1j x)|2n
ˆ
Q˜
|y|−λ dy sup
x∈clQ˜\{0}
|Sγjq,n(γjx)| |x|λ .
Moreover,
sup
x∈clQ˜\{0}
|Sγjq,n(γjx)| |x|λ (41)
≤ sup
x∈clQ˜\{0}
|Sn(γjx)| |x|λ + sup
x∈clQ˜\{0}
|Rγjq,n(γjx)| |x|λ
≤
(
sup
ξ∈γjclQ˜\{0}
|Sn(ξ)| |ξ|λ
)
sup
x∈clQ˜\{0}
|x|λ
|γjx|λ + supx∈clQ˜\{0}
|Rγjq,n(γjx)| |x|λ ,
(see also [18].) Now let Γ˜ be a ball in D+n (R) with center γ˜ and closure contained in D+n (R). Then there exists
a ∈]1,+∞[ such that
1
a
|γξ| ≤ |ξ| ≤ a|γξ| ∀γ ∈ Γ˜ , ∀ξ ∈ Rn . (42)
Then by inequalities (40)–(42), and by Theorem A.2 (i), there exists M ∈]0,+∞[ such that
max
x∈clS[Ωp,εj ]−
|u](εj , δj , γj , x)| ≤M ,
for all j ∈ N such that γj ∈ Γ˜. As a consequence,
|E(εj ,1,I)[u](εj , δj , γj , ·)](x)| ≤M ∀x ∈ Rn ,
for all j ∈ N such that γj ∈ Γ˜. By Proposition 4.1 (ii),
lim
j→∞
E(εj ,1,I)[u
](εj , δj , γj , ·)](x) = c˜ for almost all x ∈ Rn .
Hence, the Dominated Convergence Theorem in the set Q implies the validity of the statement.
5 A functional analytic representation theorem for the solution of
problem (4)
We now exploit the results on the solution of the auxiliary problem (7) in order to analyze the behavior of the
solution of problem (4). We first show the validity of the following convergence result in Lebesgue spaces.
Theorem 5.1. Let m ∈ N \ {0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1). Let 0 be as in (2). Let γ˜ ∈ D+n (R).
Let f be as in (3). Let g ∈ Cm,α(∂Ω). Let u˜, c˜ be as in Theorem 3.3. Let {(εj , δj , γj)}j∈N be a sequence in
]0, 0[×]0,+∞[×D+n (R) which converges to (0, 0, γ˜). Let r ∈ [1,+∞[. Let V be a bounded open subset of Rn.
Then
lim
j→∞
E(εj ,δj ,γj)[u(εj , δj , γj , ·)] = c˜ in Lr(V ) . (43)
Proof. We first show that there exists a constant C ∈]0,+∞[ such that
‖E(εj ,δj ,γj)[u(εj , δj , γj , ·)]− c˜‖Lr(V ) ≤ C‖E(εj ,1,I)[u](εj , δj , γj , ·)]− c˜‖Lr(Q) ∀j ∈ N . (44)
We do so by exploiting a slight variant of a known dilation argument for periodic functions (see Braides and
De Franceschi [6, ex. 27, p. 20].) Let γj∗ and γ∗j denote the minimum and the maximum eigenvalue of the
matrix γj , respectively. Since the sequence {γj}j∈N is convergent in D+n (R), we have
0 < µ∗ ≡ inf
j∈N
γj∗ , µ∗ ≡ sup
j∈N
γ∗j <∞ .
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Since V is bounded, there exists s ∈ N such that
V ⊆ sQ˜ where Q˜ ≡ Πnl=1]− qll/2, qll/2[ .
Then the q-periodicity of E(εj ,1,I)[u
](εj , δj , γj , ·)] and equality (8) imply that
ˆ
V
|E(εj ,δj ,γj)[u(εj , δj , γj , ·)](x)− c˜|r dx ≤
ˆ
sQ˜
|E(εj ,δj ,γj)[u(εj , δj , γj , ·)](x)− c˜|r dx
≤
ˆ
sδ−1j γ
−1
j Q˜
|E(εj ,1,I)[u](εj , δj , γj , ·)](y)− c˜|r dyδnj det γj
≤
ˆ
s([δ−1j ]+1)([µ
−1
∗ ]+1)Q˜
|E(εj ,1,I)[u](εj , δj , γj , ·)](y)− c˜|r dyδnj (µ∗)n
= sn([δ−1j ] + 1)
n([µ−1∗ ] + 1)
nδnj (µ
∗)n
ˆ
Q˜
|E(εj ,1,I)[u](εj , δj , γj , ·)](y)− c˜|r dy
≤ Cr
ˆ
Q
|E(εj ,1,I)[u](εj , δj , γj , ·)](y)− c˜|r dy
where
C ≡
{
sn([µ−1∗ ] + 1)
n(µ∗)n sup
j∈N
[
([δ−1j ] + 1)
nδnj
]}
<∞ ,
and where the brackets denote the integer part. Hence, inequality (44) follows. Then inequality (44) and
Proposition 4.3 imply the validity of the limiting relation (43).
The result above is akin to those obtained by variational methods, although here the methods are completely
different. We now exploit our methods to describe the convergence of u(, δ, γ, ·) as (, δ, γ) tends to (0, 0, γ˜)
in terms of analytic functions evaluated at specific values of (, δ, γ) in the spirit of the point of view of the
present paper.
We first note that if Ω˜ is a nonempty open subset of Rn, then
Ω˜ ∩ (Rn \ clS(, δ, γ)−) 6= ∅ ,
whenever (, δ, γ) is sufficiently close to (0, 0, γ˜). Hence, u(, δ, γ, ·) is not defined in the whole of Ω˜ for (, δ, γ) is
sufficiently close to (0, 0, γ˜), and we cannot hope to describe the behavior of u(, δ, γ, ·) as we did for u](, δ, γ, ·)
in Proposition 4.1. Hence, we must resort to different avenues.
We first fix r ∈ [1,+∞[ and we identify E(,δ,γ)[u(, δ, γ, ·)] with the corresponding functional in the dual
of the space of functions of Lr
′
(Rn) with compact support, where r′ is the conjugate exponent to r, and we
would like to describe the ‘weak’ behavior of E(,δ,γ)[u(, δ, γ, ·)] as (, δ, γ) tends to (0, 0, γ˜) in terms of analytic
maps. More precisely, we would like to describe the behavior of the integral
ˆ
Rn
E(,δ,γ)[u(, δ, γ, ·)]φdx (45)
as (, δ, γ) tends to (0, 0, γ˜) in terms of analytic maps, for all elements φ with compact support of Lr
′
(Rn). At
the moment however, we cannot do so for all elements φ with compact support of Lr
′
(Rn), but only for all the
elements φ which belong to a certain dense subspace Tq of Lr′(Rn) of functions with compact support, which
we now turn to introduce by means of the following.
Proposition 5.2. Let Tq be the vector subspace of L∞(Rn) ∩ L1(Rn) generated by the set of functions
{χsQ+y : (s, y) ∈ (Q∩]0,+∞[)× Rn} .
(i) If r ∈ [1,+∞[, then the space Tq is dense in Lr(Rn).
(ii) If φ ∈ Tq, then there exist y1,. . . ,yr ∈ Rn, and λ1, . . . , λr ∈ R, and s ∈ Q∩]0,+∞[ such that
φ(x) =
r∑
l=1
λlχyl+sQ(x) for a.a. x ∈ Rn .
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Proof. We first prove statement (i). By the density of C∞c (Rn) in Lr(Rn), it suffices to show that if φ ∈ C∞c (Rn)
in Lr(Rn), then there exists a sequence {φl}l∈N in Tq, which converges to φ in Lr(Rn). Let φ ∈ C∞c (Rn).
We first assume that suppφ ⊆]0,+∞[n. Let s˜ ∈ Q∩]0,+∞[ be such that suppφ ⊆ s˜Q. Then we define the
sequence {φl}l∈N by setting
φ0(x) ≡ 0 , φl(x) ≡
∑
z∈{0,...,l−1}n
φ(s˜l−1qz)χs˜l−1Q+s˜l−1qz(x) ∀x ∈ Rn ,
for all l ∈ N\{0}. Clearly, φl ∈ Tq for all l ∈ N. Moreover, the continuity of φ implies that liml→∞ φl(x) = φ(x)
for almost all x ∈ Rn. Since
|φl(x)| ≤ χs˜Q(x) sup
Rn
|φ| ∀x ∈ Rn ,
for all l ∈ N, the Dominated Convergence Theorem implies that
lim
l→∞
φl = φ in L
r(Rn) .
Next we release the assumption that the support of φ is contained in ]0,+∞[n. Clearly, there exists x˜ ∈ Rn
depending on φ such that the translate function φ˜(·) ≡ φ(· − x˜) has support in ]0,+∞[n. Then the case above
implies the existence of a sequence {φ˜l}l∈N in Tq such that liml→∞ φ˜l = φ˜ in Lr(Rn). Hence, liml→∞ φ˜l(·+x˜) =
φ(·) in Lr(Rn). Since φ˜l(·+ x˜) ∈ Tq for all l ∈ N, the proof of statement (i) is complete.
Next we turn to statement (ii). By assumption, there exist ξ1, . . . , ξm ∈ Rn, and µ1,. . . , µm ∈ R, and s1,
. . . , sm ∈ Q∩]0,+∞[ such that
φ(x) =
m∑
l=1
µlχξl+slQ(x) ∀x ∈ Rn .
Since sl is rational, then there exist ul ∈ N and vl ∈ N \ {0} such that sl = ulvl , for each l ∈ {1, . . . ,m}. Now
let b ≡ Πml=1vl. Each n-dimensional interval ξl+ slQ can be written as a disjoint union of a set of measure zero
and of
(
ul
b
vl
)n
translations of the n-dimensional interval b−1Q. Then statement (ii) holds with s ≡ b−1.
Next we turn to analyze the behavior of the integral in (45) with φ ∈ Tq as (, δ, γ) tends to (0, 0, γ˜) for
some γ˜ ∈ D+n (R). In the spirit of this paper, we represent the integral in (45) in terms of analytic maps
evaluated at specific values of (, δ, γ). Namely, at values of (, δ, γ) such that the periodic cell δγQ is a certain
integer fraction of the periodicity cell Q. More precisely, we require that δ equals the reciprocal of some integer
l ∈ N \ {0} and that the entry γjj of γ equals the reciprocal of some integer number ajj ∈ N \ {0} for all
j ∈ {1, . . . , n} and we prove the following.
Theorem 5.3. Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1). Let 0 be as in (2). Let ajj ∈ N\{0}
for all j ∈ {1, . . . , n}. Let γ˜ ∈ D+n (R) be defined by γ˜jj ≡ a−1jj for all j ∈ {1, . . . , n}. Let f be as in (3). Let
g ∈ Cm,α(∂Ω).
Let u˜, c˜ be as in Theorem 3.3. Let ′, δ′, Γ˜ be as in Theorem 3.4 (iii). Then the following statements hold.
(i) Let s ∈]0,+∞[. Let y˜ ∈ Rn. Let J], P be as in Proposition 4.1. Then
ˆ
Rn
E(,l−1s,γ˜)[u(, l
−1s, γ˜, ·)]χy˜+sQ dx
= snJ][, l−1s, γ˜] + sn(l−1s)2
ˆ
Q
P[γ˜] dx
for all l ∈ N \ {0} such that l > s/δ′ and for all  ∈]0, ′[. Moreover
snJ][0, 0, γ˜] = snmn(Q)c˜ =
ˆ
Rn
c˜χy˜+sQ dx .
(ii) Let φ ∈ Tq. Let s ∈ Q∩]0,+∞[ be as in Proposition 5.2 (ii). Then there exists a real analytic map Hφ
from ]− , ′[×]− δ′, δ′[×Γ˜ to R such that
ˆ
Rn
E(,l−1s,γ˜)[u(, l
−1s, γ˜, ·)]φdx = snHφ[, l−1s, γ˜]
for all l ∈ N \ {0} such that l > s/δ′ and for all  ∈]0, ′[. Moreover,
snHφ[0, 0, γ˜] =
ˆ
Rn
c˜φ(x) dx .
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Proof. (i) Let l ∈ N \ {0} be such that l > s/δ′. Since u(, l−1s, γ˜, ·) is l−1sγ˜q-periodic, it is also sq-periodic
and accordingly,
ˆ
Rn
E(,l−1s,γ˜)[u(, l
−1s, γ˜, ·)](x)χy˜+sQ(x) dx
=
ˆ
y˜+sQ
E(,l−1s,γ˜)[u(, l
−1s, γ˜, ·)](x) dx =
ˆ
sQ
E(,l−1s,γ˜)[u(, l
−1s, γ˜, ·)](x) dx .
Next we observe that
⋃
0≤zj≤lajj−1
(qz + l−1γ˜Q) ⊆ Q , mn
Q \ ⋃
0≤zj≤lajj−1
(qz + l−1γ˜Q)
 = 0 .
Accordingly, the l−1sγ˜q-periodicity of E(,l−1s,γ˜)[u(, l−1s, γ˜, ·)] implies that
ˆ
sQ
E(,l−1s,γ˜)[u(, l
−1s, γ˜, ·)](x) dx
= ln
(
Πnj=1ajj
)ˆ
l−1sγ˜Q
E(,l−1s,γ˜)[u(, l
−1s, γ˜, ·)](x) dx
= ln
(
Πnj=1ajj
)ˆ
l−1sγ˜(Q\clΩp,)
u(, l−1s, γ˜, x) dx
= ln
(
Πnj=1ajj
)ˆ
l−1sγ˜(Q\clΩp,)
u](, l−1s, γ˜, ls−1γ˜−1x) dx
= sn
ˆ
Q\clΩp,
u](, l−1s, γ˜, y) dy = snJ][, l−1s, γ˜] + l−2sn+2
ˆ
Q
P[γ˜] dx ,
for all l ∈ N \ {0} such that l > s/δ′ and for all  ∈]0, ′[. Hence, statement (i) holds true.
Since φ is a finite linear combination of translations of functions such as χy˜+sQ, statement (ii) is an
immediate consequence of statement (i).
6 A functional analytic representation theorem for the energy in-
tegral of the solution of problem (4)
We now turn to analyze the behavior of the energy integral of u(, δ, γ, ·) in the periodic cell γQ as (, δ, γ) ap-
proaches (0, 0, γ˜) in ]0, 0[×]0,+∞[×D+n (R). We first introduce a notation for the energy integral of u(, δ, γ, ·)
in the periodic cell Q by means of the following.
Definition 6.1. Let m ∈ N \ {0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1). Let 0 be as in (2). Let f be as in
(3). Let g ∈ Cm,α(∂Ω). Then we set
En[, δ, γ] ≡
ˆ
Q∩S(,δ,γ)−
|Dxu(, δ, γ, x)|2 dx ,
for all (, δ, γ) ∈]0, 0[×]0,+∞[×D+n (R).
In the spirit of this paper, we now represent En[, δ, γ] in terms of analytic maps evaluated at triples (, δ, γ)
when δ and γ are such that the corresponding periodic cell δγQ is an integer fraction of the cell Q. In other
words, we require that δ equals the reciprocal of some integer number l ∈ N \ {0} and that γjj equals the
reciprocal of some integer number ajj ∈ N \ {0} for all j ∈ {1, . . . , n}, and we prove the following.
Theorem 6.2. Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1). Let 0 be as in (2). Let ajj ∈ N\{0}
for all j ∈ {1, . . . , n}. Let γ˜jj ≡ a−1jj for all j ∈ {1, . . . , n}. Let f be as in (3). Let g ∈ Cm,α(∂Ω). Let e, E],
P]e be as in Proposition 4.2. Then there exists le ∈ N \ {0} such that
En[, l−1, γ˜] = l2
{E][, l−1, γ˜]n−2 + l−4P]e[, γ˜]} ,
for all  ∈]0, e[ and l ∈ N \ {0} such that l ≥ le.
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Proof. We first note that if (, δ, γ) ∈]0, e[×]0,+∞[×D+n (R), then we haveˆ
δγ(Q\clΩp,)
|Dxu(, δ, γ, x)|2 dx =
ˆ
δγ(Q\clΩp,)
|Dx(u](, δ, γ, δ−1γ−1x))|2 dx (46)
= δ−2
ˆ
δγ(Q\clΩp,)
|γ−1Dxu](, δ, γ, δ−1γ−1x)|2 dx
= δn−2 det γ
ˆ
Q\clΩp,
|γ−1Dxu](, δ, γ, y)|2 dy .
Next we note that if δ = l−1, γ = γ˜, then
Q ∩
(
Rn \
⋃
z∈Zn
δγ(qz + clΩp,)
)
= Q ∩
(
Rn \
⋃
z∈Zn
l−1γ˜(qz + clΩp,)
)
,
and the set in the right hand side differs by a set of measure zero from the set
Q ∩
( ⋃
z∈Zn
l−1γ˜(qz + (Q \ clΩp,))
)
=
⋃
z∈Zn, 0≤zj≤lajj−1
(
l−1γ˜qz + l−1γ˜(Q \ clΩp,)
)
,
which is the union of a family of ln
(
Πnj=1ajj
)
sets, all of which are a translation of l−1γ˜(Q \ clΩp,). Hence,
formula (46) implies that
ˆ
Q∩S(,l−1,γ˜)−
|Dxu(, l−1, γ˜, x)|2 dx
= ln
(
Πnj=1ajj
)ˆ
Q\clΩp,
|γ˜−1Dxu](, l−1, γ˜, y)|2 dyl−(n−2) det γ˜
= l2
ˆ
Q\clΩp,
|γ˜−1Dxu](, l−1, γ˜, y)|2 dy ∀l ∈ N \ {0} .
Then Proposition 4.2 implies that
En[, l−1, γ˜] = l2n−2E][, l−1, γ˜] + l−2P]e[, γ˜] ,
for all l ∈ N \ {0} such that l−1 < δ′, and for all  ∈]0, e[.
Next we want to show that Theorem 4.2 implies the validity of the following result, which could probably
be deduced by variational techniques.
Proposition 6.3. Let m ∈ N \ {0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1). Let 0 be as in (2). Let
γ˜ ∈ D+n (R). Let f be as in (3). Let g ∈ Cm,α(∂Ω).
Let u˜ be as in Theorem 3.3. Let h ∈]0,+∞[. If g is not a constant function and if n ≥ 3, then
lim
(δ,γ)→(0,γ˜)
En[δh, δ, γ] =

0 if h > 2n−2 ,´
Rn\clΩ |γ˜−1Du˜|2 dx if h = 2n−2 ,
+∞ if h < 2n−2 .
Proof. We first compute the number of elements of the set
Z−(δγ) ≡ {z ∈ Zn : δγ(qz +Q) ⊆ Q} ,
for each (δ, γ) ∈]0,+∞[×D+n (R). Let (δ, γ) ∈]0,+∞[×D+n (R). Clearly,
Z−(δγ) =
{
z ∈ Zn : 0 ≤ zj ≤ N−j (δγ)− 1 ∀j ∈ {1, . . . , n}
}
,
where N−j (δγ) denotes the largest natural number such that
N−j (δγ)δγjjqjj ≤ qjj ,
i.e., such that
N−j (δγ) ≤ δ−1γ−1jj ∀j ∈ {1, . . . , n} ,
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i.e.,
N−j (δγ) = [δ
−1γ−1jj ] ∀j ∈ {1, . . . , n} .
We also note that the number of elements of Z−(δγ) equals Πnj=1[δ
−1γ−1jj ].
Next we fix (δ, γ) ∈]0,+∞[×D+n (R) and we compute the number of elements of the set
Z+(δγ) ≡ {z ∈ Zn : δγ(qz +Q) ∩Q 6= ∅} .
Clearly,
Z+(δγ) =
{
z ∈ Zn : 0 ≤ zj ≤ N+j (δγ)− 1 ∀j ∈ {1, . . . , n}
}
,
where N+j (δγ) denotes the smallest natural number such that
qjj ≤ N+j (δγ)δγjjqjj ,
i.e., such that
δ−1γ−1jj ≤ N+j (δγ) ∀j ∈ {1, . . . , n} ,
i.e.,
N+j (δγ) = [δ
−1γ−1jj ]
− + 1 ,
where [δ−1γ−1jj ]
− = [δ−1γ−1jj ] if δ
−1γ−1jj ∈ R \ Z and [δ−1γ−1jj ]− = [δ−1γ−1jj ] − 1 if δ−1γ−1jj ∈ Z. We note that
the number of elements of Z+(δγ) equals Πnj=1([δ
−1γ−1jj ]
− + 1). Moreover⋃
z∈Z−(δγ)
δγ(qz +Q) ⊆ Q ⊆
⋃
z∈Z+(δγ)
δγ(qz + clQ) .
Next we note that the δγq-periodicity of u(, δ, γ, ·), and equality (8), and Proposition 4.2 imply thatˆ
Q∩S(,δ,γ)−
|Du(, δ, γ, x)|2 dx (47)
≥
∑
z∈Z−(δγ)
ˆ
δγ(qz+(Q\Ωp,))
|Du(, δ, γ, x)|2 dx
=
(
Πnj=1[δ
−1γ−1jj ]
) ˆ
δγ(Q\Ωp,)
|Du(, δ, γ, x)|2 dx
=
(
Πnj=1[δ
−1γ−1jj ]
) ˆ
δγ(Q\Ωp,)
|Dx(u](, δ, γ, δ−1γ−1x))|2 dx
=
(
Πnj=1[δ
−1γ−1jj ]
)
δ−2
ˆ
δγ(Q\Ωp,)
|γ−1Du](, δ, γ, δ−1γ−1x)|2 dx
=
(
Πnj=1[δ
−1γ−1jj ]
)
det γδn−2
ˆ
Q\Ωp,
|γ−1Du](, δ, γ, y)|2 dy
=
(
Πnj=1[δ
−1γ−1jj ]
)
(Πnj=1(δγjj))
{
n−2δ−2E][, δ, γ] + δ2P]e[, γ]
}
,
for all (, δ, γ) ∈]0, ′[×]0, δ′[×D+n (R). Similarly,ˆ
Q∩S(,δ,γ)−
|Du(, δ, γ, x)|2 dx (48)
≤ (Πnj=1(δγjj))
(
Πnj=1([δ
−1γ−1jj ]
− + 1)
) {
n−2δ−2E][, δ, γ] + δ2P]e[, γ]
}
,
for all (, δ, γ) ∈]0, ′[×]0, δ′[×D+n (R). Next we note that E] and P]e are continuous, and that the assumption
that g is not constant implies that
E][0, 0, γ˜] =
ˆ
Rn
|γ˜−1Du˜|2 dx > 0 ,
and that
lim
(δ,γ)→(0,γ˜)
δh(n−2)δ−2E][δh, δ, γ] + δ2P][δh, γ] =

0 if h > 2n−2 ,´
Rn\clΩ |γ˜−1Du˜|2 dx if h = 2n−2 ,
+∞ if h < 2n−2 .
Then by replacing  by δh in (47), (48), the validity of the statement follows.
We note that the criticality of the exponent 2n−2 has been observed a long time ago by Marcˇenko and
Khruslov [39] and by Cioranescu and Murat [10, 11] for related problems (see also Maz’ya and Movchan [40],
where the assumption of periodicity of the array of holes has been releaxed.)
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A Auxiliary results
We first introduce the following result, which follows by standard properties of analytic functions in Roumieu
classes and by (5) (cf. e.g., [17, Prop. A.1].)
Theorem A.1. Let Ω be a bounded open subset of Rn such that clΩ ⊆ (Rn \ qZn). Let Γ be a bounded open
subset of D+n (R) such that clΓ ⊆ D+n (R). Then there exists ρ ∈]0,+∞[ such that the map from Γ to C0ω,ρ(clΩ)
which takes γ to the function Sγq,n(γ·)|clΩ is real analytic.
Then we have the following. For a proof we refer to [33, § 5].
Theorem A.2. The following statements hold.
(i) The map from D+n (R)× (Rn \ q(Zn \ {0})) to R which takes (γ, x) to Rγq,n(γx) is real analytic.
(ii) Let Ω be a bounded open subset of Rn such that clΩ ⊆ Rn \ q(Zn \ {0}). Let Γ be a bounded open subset
of D+n (R) such that clΓ ⊆ D+n (R). Then there exists ρ ∈]0,+∞[ such that the map from Γ to C0ω,ρ(clΩ)
which takes γ to the function Rγq,n(γ·)|clΩ is real analytic.
Next we introduce the following classes of singular functions in a periodically punctured domain.
Definition A.3. Let λ ∈]0,+∞[. Let Q˜ ≡ Πnl=1]− qll/2, qll/2[.
(i) We denote by A0q,λ the set of q-periodic elements h of C
0(Rn \ qZn) such that
sup
x∈Q˜\{0}
|h(x)| |x|λ < +∞ ,
and we set
‖h‖A0q,λ ≡ sup
x∈Q˜\{0}
|h(x)| |x|λ ∀h ∈ A0q,λ .
(ii) We denote by A1q,λ the set of q-periodic elements h of C
1(Rn \ qZn) such that
h ∈ A0q,λ ,
∂h
∂xj
∈ A0q,λ+1 ∀j ∈ {1, . . . , n} ,
and we set
‖h‖A1q,λ ≡ ‖h‖A0q,λ +
n∑
j=1
∥∥∥∥ ∂h∂xj
∥∥∥∥
A0q,λ+1
∀h ∈ A1q,λ .
One can readily verify that (A0q,λ, ‖ · ‖A0q,λ) and (A1q,λ, ‖ · ‖A1q,λ) are Banach spaces. Then we have the
following result of [18]. For the convenience of the reader, we include a proof.
Proposition A.4. Let ρ ∈]0,+∞[, λ ∈]0, n− 1[. The function Pq[h, ϕ] from Rn to R defined by
Pq[h, ϕ](x) ≡
ˆ
Q
h(x− y)ϕ(y) dy ∀x ∈ Rn ,
belongs to C0q,ω,ρ(Rn) for all (h, ϕ) ∈ A1q,λ×C0q,ω,ρ(Rn) and the operator from A1q,λ×C0q,ω,ρ(Rn) to C0q,ω,ρ(Rn)
which takes (h, ϕ) to Pq[h, ϕ] is bilinear and continuous.
Proof. By exploiting the Divergence Theorem in a periodicity cell and the periodicity of h, ϕ, we can prove
that
DαPq[h, ϕ] = Pq[h,D
αϕ] ∀α ∈ Nn ,
for all (h, ϕ) ∈ A1q,λ × C0q,ω,ρ(Rn). Now let ZQ ≡ {z ∈ Zn : qz ∈ ∂Q}. Obviously, ZQ has 2n elements, and
Q ⊆ ⋃z∈ZQ(qz + clQ˜), and mn (Q \⋃z∈ZQ(qz + Q˜)) = 0. Then we have
ρ|α|
|α|! ‖D
αPq[h, ϕ]‖C0(clQ)
=
ρ|α|
|α|! ‖Pq[h,D
αϕ]‖C0(clQ) ≤ ρ
|α|
|α|! 2
n
ˆ
Q˜
|y|−λ dy‖h‖A0q,λ‖D
αϕ‖C0(clQ)
≤ 2n
ˆ
Q˜
|y|−λ dy‖h‖A0q,λ‖ϕ‖C0q,ω,ρ(clQ) ∀α ∈ N
n .
Hence, the statement follows.
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Then we have the following variant of a result of Preciso [50, Prop. 1.1, p. 101].
Proposition A.5. Let n1, n2 ∈ N \ {0}, ρ ∈]0,+∞[, m ∈ N, α ∈]0, 1]. Let Ω1 be a bounded open subset of
Rn1 . Let Ω2 be a bounded open connected subset of Rn2 of class C1. Then the composition operator T from
C0ω,ρ(clΩ1)× Cm,α(clΩ2,Ω1) to Cm,α(clΩ2) defined by
T [u, v] ≡ u ◦ v ∀(u, v) ∈ C0ω,ρ(clΩ1)× Cm,α(clΩ2,Ω1) ,
is real analytic.
We also point out the validity of the following lemma on the fundamental solution.
Lemma A.6. There exists ς ∈]0,+∞[ such that
sup
ξ∈Rn\{0}
|ξ||α|+(n−2)|DαSn(ξ)| ≤ ς |α||α|! ∀α ∈ Nn \ {0} .
Proof. Let α ∈ Nn \ {0}. Then there exist β ∈ Nn and j ∈ {1, . . . , n} such that α = β + ej . If β = 0, then
the inequality of the statement is satisfied with any ς ∈ [s−1n ,+∞[. Thus we can assume that β 6= 0. Since
∂Sn
∂ξj
is positively homogeneous of degree −(n − 1), then the Euler Theorem implies that Dβ ∂Sn∂ξj is positively
homogeneous of degree −(n− 1)− |β|. Since Sn is analytic in Rn \ {0} and ∂Bn(0, 1) is compact, then there
exists ς ∈ [s−1n ,+∞[ such that
sup
x∈∂Bn(0,1)
|DτSn(x)| ≤ ς |τ |τ ! ∀τ ∈ Nn \ {0} .
Hence, we conclude that
|DαSn(ξ)| = |ξ|−(n−1)−|β|
∣∣∣∣Dβ ∂Sn∂ξj ( ξ|ξ )
∣∣∣∣ ≤ |ξ|−(n−2)−|α|ς |α|α! ∀ξ ∈ Rn \ {0} .
Then we have the following consequence of Theorem A.2 (ii).
Lemma A.7. Let γ˜ ∈ D+n (R). Then there exists an open neighborhood Γ˜ of γ˜ such that the map from Γ˜ to
A1
q,max{n−2, 12}
which takes γ to Sγq,n ◦ γ is real analytic.
Proof. Let λ ≡ max{n− 2, 12}. Let
A˜1λ ≡
{
f ∈ C1((clQ˜) \ {0}) : sup
x∈Q˜\{0}
|f(x)| |x|λ < +∞ ,
sup
x∈Q˜\{0}
| ∂f
∂xj
(x)| |x|λ+1 < +∞ ∀j ∈ {1, . . . , n}
}
‖f‖A˜1λ ≡ sup
x∈Q˜\{0}
|f(x)| |x|λ +
n∑
j=1
sup
x∈Q˜\{0}
| ∂f
∂xj
(x)| |x|λ+1 ∀f ∈ A˜1λ .
Clearly, (A˜1λ, ‖ · ‖A˜1λ) is a Banach space and the restriction map induces a linear isometry from A
1
q,λ into A˜
1
λ.
Hence, it suffices to show that there exists an open neighborhood Γ˜ of γ˜ in D+n (R) such that the map from Γ˜
to A˜1λ which takes γ to Sγq,n ◦ γ|(clQ˜)\{0} = Sn ◦ γ|(clQ˜)\{0} +Rγq,n ◦ γ|(clQ˜)\{0} is real analytic.
By Theorem A.2 (ii), there exists a bounded open neighborhood Γ˜ of γ˜ in D+n (R) such that the map from
Γ˜ to C1(clQ˜) which takes γ to Rγq,n ◦ γ|clQ˜ is real analytic. We can clearly assume that the closure of Γ˜ is
compact and contained in D+n (R). Since the restriction map from C1(clQ˜) to A˜1λ is linear and continuous, the
map from Γ˜ to A˜1λ which takes γ to Rγq,n ◦ γ|(clQ˜)\{0} is real analytic.
Next we turn to show that the map from Γ˜ to A˜1λ, which takes γ to Sn ◦ γ|(clQ˜)\{0} is real analytic. We
first prove that there exist M , r ∈]0,+∞[ such that Dα(γ11,...,γnn)(Sn(γ·)|(clQ˜)\{0}) belongs to A˜1λ and
‖Dα(γ11,...,γnn)(Sn(γ·)|(clQ˜)\{0})‖A˜1λ ≤M
|α|!
r|α|
∀α ∈ Nn , (49)
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for all γ ∈ Γ˜. Since Sn(γx) is analytic in (γ, x) ∈ D+n (R)× (Rn \ {0}), we conclude that
Dα(γ11,...,γnn)(Sn ◦ γ|(clQ˜)\{0}) ∈ C1((clQ˜) \ {0}) ∀γ ∈ D+n (R) .
We also note that
|x| ≤
√
n
2
∀x ∈ clQ˜ ,
0 < g1 ≡ inf
γ∈Γ˜
min
j=1,...,n
γjj < |γ| ≤ sup
γ∈Γ˜
|γ| ≡ g2 <∞ ∀γ ∈ Γ˜ ,
|γx| ≤ d1 ≡
√
n
2
g2 ∀(γ, x) ∈ Γ˜× clQ˜ .
By Lemma A.6, we have
|Dα(γ11,...,γnn)(Sn(γx))| |x|λ = |xαDαSn(γx)| |x|λ (50)
≤ |(γ−111 , . . . , γ−1nn )α(γx)αDαSn(γx)| |γx|λg−λ1
≤ g−|α|−λ1
(
sup
0<|ξ|≤d1
|ξ||α||DαSn(ξ)| |ξ|n−2
)
d
λ−(n−2)
1
≤ g−|α|−λ1 ς |α||α|!dλ−(n−2)1 ∀(γ, x) ∈ Γ˜× (clQ˜) \ {0})
for all α ∈ Nn \ {0} and∣∣∣∣ ∂∂xjDα(γ11,...,γnn)(Sn(γx))
∣∣∣∣ |x|λ+1 = ∣∣∣∣ ∂∂xj (xαDαSn(γx))
∣∣∣∣ |x|λ+1 (51)
≤ |αjxα−ejDαSn(γx)| |x|λ+1 + |xα| |Dα+ejSn(γx)γjj | |x|λ+1
≤ |αj | |(γ−111 , . . . , γ−1nn )α−ej (γx)α−ejDαSn(γx)| |γx|(n−2)+1|γx|λ−(n−2)g−λ−11
+|(γ−111 , . . . , γ−1nn )α(γx)αDα+ejSn(γx)| |γx|(n−2)+1|γx|λ−(n−2)g−λ−11 g2
≤ |αj |g−|α|+11
(
sup
0<|ξ|≤d1
|ξ||α|+(n−2)|DαSn(ξ)|
)
d
λ−(n−2)
1 g
−λ−1
1
+g
−|α|−λ−1
1 g2
(
sup
0<|ξ|≤d1
|ξ||α|+1+(n−2)|Dα+ejSn(ξ)|
)
d
λ−(n−2)
1
≤ |αj |g−|α|+11 ς |α||α|!dλ−(n−2)1 g−λ−11
+g
−|α|−λ−1
1 g2ς
|α|+1(|α|+ 1)!dλ−(n−2)1 ∀(γ, x) ∈ Γ˜× ((clQ˜) \ {0})
for all α ∈ Nn \ {0} and j ∈ {1, . . . , n}, where the first summand in the left hand side should be omitted if
αj = 0. Since (|α|+ 1) ≤ 2|α|+1 for all α ∈ Nn \ {0}, the inequalities (50) and (51) imply the existence of M
and r ∈]0,+∞[ such that inequality (49) holds true. Possibly shrinking Γ˜, we can assume that Γ˜ is a ball of
radius r1 ∈]0, r[. Then we introduce the map T from Γ˜ to A˜1λ by setting
T [γ] ≡
∑
α∈Nn
1
α!
Dα(γ11,...,γnn)(Sn(γ·)|(clQ˜)\{0})(γ − γ˜)α ∀γ ∈ Γ˜ .
By inequality (49), the series which defines T is convergent in A˜1λ uniformly in γ ∈ Γ˜ and accordingly T is real
analytic. Since the convergence in A˜1λ is stronger than the pointwise convergence in (clQ˜) \ {0}, we have
T [γ](x) =
∑
α∈Nn
1
α!
Dα(γ11,...,γnn)(Sn(γx))(γ − γ˜)α ∀x ∈ (clQ˜) \ {0} , (52)
for all γ ∈ Γ˜. Moreover, the function Sn(γx) is analytic in (γ, x) ∈ D+n (R)× (Rn \ {0}). Thus the right hand
side of (52) equals Sn(γx) for all (γ, x) ∈ Γ˜× (clQ˜) \ {0}). Hence, T [γ] = Sn(γ·)|(clQ˜)\{0} for all γ ∈ Γ˜ and the
map from Γ˜ to A˜1λ, which takes γ to Sn(γ·)|(clQ˜)\{0} is analytic, and the proof is complete.
Next, we have the following, which can be proved as Lemma 2.2 of [27].
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Lemma A.8. Let ρ ∈]0,+∞[. Let p ∈ Q. Let Ω be as in (1). Let 0 be as in (2). Let W be an open
neighborhood of clQ. Then there exists a real analytic map G from ]− 0, 0[×C0ω,ρ(clW ) to R such that
ˆ
Q\Ωp,
h dx = G[, h] ∀(, h) ∈]0, 0[×C0ω,ρ(clW ) .
Finally, we introduce the following elementary lemma of [32, Lem. A.5].
Lemma A.9. Let m ∈ N \ {0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1). Let 0 ∈]0,+∞[ be as in (2). Let
1 ∈]0, 0[.
(i) Let Ω˜ be an open subset of Rn with a nonzero distance from p + qZn. Then there exist ∗
Ω˜
∈]0, 1[ such
that
clΩ˜ ⊆ S[Ωp,]− ∀ ∈ [−∗Ω˜, ∗Ω˜] ,
and Ω˜ ∈]0, ∗Ω˜[ such that
clS[Ωp,∗
Ω˜
]− ⊆ S[Ωp,]− ∀ ∈ [−Ω˜, Ω˜] .
(ii) Let Ω] be a bounded open subset of Rn such that Ω] ⊆ Rn \ clΩ. Then there exists Ω],r ∈]0, 1[ such that
p+ clΩ] ⊆ Q , p+ Ω] ⊆ S[Ωp,]− ∀ ∈ [−Ω],r, Ω],r] \ {0} .
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