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The paper investigates a multiserver queueing system with feedback and 
a computer used as an information processing unit. A simple model is proposed 
and fundamental equations describing the probabilistic behavior of the system 
in statistical equilibrium state are derived. Generating function for the station- 
ary state probabilities i also given. Furthermore, by using the generating 
function, a necessary and sufficient condition for the existence of statistical 
equilibrium is obtained. In the limiting case when the access cycle becomes 
zero the queueing system considered reduces to an Erlang system. It is hoped 
that some of the results may serve as a guideline in the design of time-sharing 
systems for choice of a proper access cycle and for simulation. 
I. INTRODUCTION 
The recent development of the time-sharing concept of computer oriented 
systems and the application of computers as an information processing unit 
in modern technology have led to many important new problems (McCarthy 
1964, Greenberger 1966). A practical example of application of computer to 
telephone communication systems is the so-called No. 1 Electronic Switching 
System developed in the Bell Telephone Laboratory, (1964). 
Queueing and congestion problems frequently exist in communication 
systems and computer systems due to the economic reason that only a finite 
number of facilities are available. Queueing theory has been developed for 
predicting fluctuating phenomena from observational data and to enable a 
service system to provide adequate service for its demands with tolerable 
waiting times. 
The history of queueing theory dates back to 1909 when the Danish 
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mathematician A. K. Erlang (Brockmayer and others, 1948) of the Copenhagen 
Telephone Company first published his work on congestion in telephone 
exchanges. Since then (especially in the last decade), queueing theory has 
been developed to such an extent that a book by T. L. Saaty (1961) on 
queueing theory contains a list of references of over 900 papers. However, 
in spite of this activity, queueing systems with computer control have not 
as yet been fully exploited. For queueing systems with feedback, the 
pioneer work of Finch (1959) and Takacs (1963) is of considerable importance. 
In a recent paper, Chan (1969) has examined a computer controlled 
queueing system. Results on the necessary and sufficient condition for the 
existence of statistical equilibrium of the queueing system with a Poisson 
input, first-come-first-served queue discipline, and exponential holding 
times have been obtained. 
In this paper, the input process of a queueing system with feedback and 
with computer control is assumed to be finite, and results on the necessary 
and sufficient condition for the existence of statistical equilibrium of the 
queueing system are established. 
II. THE QUEUEING SYSTEM 
The probabilistic behavior of a queueing system can be completely 
described by the following features: 
(a) the input process, 
(b) the queue-discipline, 
(c) the service mechanism. 
The input process of a queueing system is a stream of random events 
called demands, each of which requires service by the system. Examples 
of input processes of a queueing system are incoming calls in a telephone 
exchange, patients in the waiting room of a hospital, airplanes arriving in 
an airport, etc. The input process considered in this paper is assumed to 
be a stream of events resulting from a source of M units. Each source 
originates demands which form a simple stream with an intensity A0. 
(Khintchine, A. Y. 1960). 
If a particular unit belonging to the source is tested for a certain time 
interval x and the probability that it may originate a demand in the interval x
is denoted by p(x), then the probability of originating exactly k demands 
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out of the M units is given by (Fry, T. C., 1928, and Jaiswal, N. K., 1968) 
the binomial aw 
n~(x) = [p(x)]~[~(x)]M-~ (1) 
if k>M 
where q(x) -~ 1 --  p(x). 
The function p(x) in Eq. (1) has the property that 
lim p(x) _ ~o. (2) 
0~ X 
This relationship may be considered as a definkion for the parameter A0 of 
the simple stream under consideration. Khintchine (1960) has shown that 
p(x) is a function of the form 
p(x) = 1 -- e-a0 *. (3) 
In short, the input process of the queueing system studied in the sequel is 
described by the usual Binomial Law with the probability p(x) for a single 
trial. 
The queue-discipline is assumed to be first-come-first-served, that is, 
demands in the queue are served in the order of arrival. In addition, after 
completion of its service, a demand either immediately rejoins the queue 
with probability a or leaves the system permanently with probability /3, 
where ~ +/3 = 1. This hypothesis implies that the queueing system has 
feedback. Furthermore, the event of feedback is independent of any other 
event involved, and, in particular, independent of the number of its previous 
feedbacks. Demands in the queue wait until the service is obtained (no 
defection). 
The service-mechanism consists of a set of N servers. The holding times 
of these servers are identically distributed, mutually independent, and 
follow an exponential distribution: 
I I - -e  -~,  if x~0 
H(x)= 0, if x<0 (4) 
where/z is a constant. Its reciprocal 1//z is called the average holding time of 
the server, The holding time of a server is independent of the input process 
of the system. 
Queueing systems with computer control differ from conventional queueing 
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systems in that demands are processed by a computer. The computer 
processing demands and other information for the queueing system is 
usually operated on a time-shared basis. Because of this time-sharing, 
the computer processes demands in the queue in a constant cycle which is 
called the access cycle; and is denoted by r, a small time interval. The 
assumption of constant access cycle may be justified by the fact that the 
access cycle is operated in the interrupt-level. It should be borne in mind 
that the access cycle will influence the statistics of the queueing system. 
A schematic diagram for the computer-controlled queueing system is 
shown in Fig. l, and a simplified functional model showing the effect of 
the access cycle r is given in Fig. 2. 
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In this diagram all dotted lines with arrows indicate the exchange of informa- 
tion in the computer and solid lines how the direction of flow of demands 
in the queueing system. The major effect of the computer control on the 
statistics of the queueing system is represented by a fictitious gate in Fig. 2. 
This gate opens once every access cycle ~-. 
I I I .  THE FUNDAMENTAL EQUATIONS FOR THE QUEUEING SYSTEM 
Statistical equilibrium plays a prime important role in the theory of 
queues. The original concept of statistical equilibrium is due to Erlang. 
In statistical equilibrium, the probabilistic behavior of a queueing system 
is invariant with time. The nature of statistical equilibrium in queueing 
systems is equivalent to the steady state in dynamic systems. 
Suppose that the queueing system under consideration is in statistical 
equilibrium. An important problem in queueing theory is as follows. For 
a given queueing system, what is the necessary and sufficient condition 
for the existence of statistical equilibrium ? It is not difficult to imagine 
that such a condition will, in general, depend on the three characteristics of
the queueing system discussed in Section I I  as well as the access cycle 
because of the computer control. 
In order to describe the probabilistic behavior of the queueing system 
quantitatively, a set of fundamental equations will be derived and a condition 
for the existence of statistical equilibrium will be developed in the next 
section. 
Suppose that at a certain instant, to , an access cycle begins and the system 
is in state k, i.e., k simultaneous demands waiting and being served. Let p~(z) 
denote the stationary probability of this state. If the system is in state n 
at the instant to + T, then either one of the mutually exclusive vents must 
occur: 
(A) If  k < N, at t o there must be k busy servers and all these k demands 
are being served. In this case, the number of demands in the system is 
less than the total number of servers. After a time interval % suppose that 
j <~ k of these k busy servers complete their service and i ~<j demands 
return to the queue. In order that the system is in state n at t o -[- % it is 
necessary to have (k - - j  + i) ~ 0 demands arriving in the system during 
the time interval ~-. 
To express the probabilities associated with the above mentioned compound 
events quantitatively, the following notations are defined. 
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Psk(r) = the conditional probability that given k busy servers at to, j ~ k 
of them will be free at t o q- r. 
Bi~-~ the conditional probability that given j demands at the output, 
i ~ j of them return to the queue. 
It follows from Eq. (4) that the conditional probability Pjk(r) is given by 
k / ;~(~) = [ 
J 
k =(i 
) [H*(z)]J[ 1 -- H*(~-)]k-J 
) [H(r)]J[1 -- H(r)] k-s, j ~< k (5) 
where H*(r) is the residual holding time distribution, and it is well-known 
that for holding times being negative xponential distributions, the residual 
holding time distribution is equal to the original holding time distribution. 
The conditional probability Bi~ depends only on the feedback probability 
and is given by 
B.  = (J) ~#~-~. (6) 
Consequently, the probability that the system is in state n at t o + ~ given 
that the system was in state k < N at t o is equal to 
N--1 k j 
Z P~(-) Z PJ~(,) Y B,A(,),_(~_~+,). (7) 
k~O j~O i=0 
(B) If k ~ N, at t o there can be only N busy servers, instead of k as was 
in the previous case where k < N. By the same reasoning as given in (A), 
the probability that the system is in state n at t o + ~- given that the system 
was in state k ~ N is equal to 
pk(-) E P,~(-) E e.a(.)._(,_,+,). (8) 
/v=N jffiO t=o 
The expressions (7) and (8) are the probabilities of two mutually exculsive 
events. By the addition rule for mutually exclusive vents in probability 
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theory, the probability that the system is in state n at t o q-r, provided 
that the system was in state k at t o , is given by 
P.6-)  = 
N-1 k j 
7e=0 /=0 i=0 
+ p~(.) y, p;~(.) ~ B.A(.)._(~_~.+,~, 
k=N J=0 i~0 
n = O, 1,.... (9) 
This set of fundamental equations completely specifies the stationary state 
probabilities of the queueing system considered in this paper. 
IV .  THE EXISTENCE OF STATISTICAL EQUILIBRIUM 
AND THE GENERATING FUNCTION 
It is possible to derive a necessary and sufficient condition for the existence 
of statistical equilibrium of the computer controlled queueing system from 
Eq. (9). 
Multiplying Eq. (9) by z ~ and summing for n from 0 to ~ yields 
q'(z, ~-) = )2 p.(~-)z" 
'/z=O 
r~=O j=O 
This function q~(z, 7) is called the generating function. If I z[~< 1 the 
oO n infinite series ~=o p~(r) z converges absolutely. 
By substituting Eqs. (1), (5), and (6) into Eq. (10) for At(C), P~-~(~'), and 
B/j, respectively, the following simple form for ~b(z, r) is obtained (see the 
appendix): 
where 
¢(z, . )  = p(.)z + q(.) 
$(z, r) = (~z + [3) H(r) + z[1 - -  H(r ) ] .  
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Since 
lim ¢(z, r) = ¢(1, T) 
= ~ p.(-) 
n=O 
=1,  
it follows that 
q~(1, z) = lim [¢(z, "r)]MZN--o~pk(T){Z~[¢(Z, Z)]k-- Zk[¢(Z, T)]N) 
fi l l(,) y~_Zo ~(N -- k)pk(r) 
NflH(r) -- Mp(,) 
=1~ 
or equivalently, 
N--1 
NflH(~.) -- Mp(r) ---- flH('r) ~. (N -- k)pk(, ). 
k~O 
The right-hand side of this equation is always positive. This implies that 
NfiH(T) -- Mp(~) > 0. (12) 
The result of equation (12) is a necessary and sufficient condition for the 
existence of statistical equilibrium for the computer-controlled queueing 
system. Therefore, the following existence theorem for statistical equilibrium 
is valid. 
THEOREM. I f  Mp(z) < NfiH('r), then the computer-controlled queueing 
system has a unique stationary distribution p,~(.r), n = O, 1 .... and for ] z I <~ 1, 
the generating function is given by 
oo 
¢(z, ~) = Zp.(~)z.  
n=0 
= [¢(~' T)]MZ~=2Pk(~){~[+(~' T)]k -- Z~[¢(~' ~)]~) (13) 
~N __  [¢(~, ~)]M[¢(~, r)]N 
where 
and 
¢(z, ~) = p(~)z + q(~), 
~b(z, r) = (az + 13) H(~-) + z[1 -- H(r)]. 
I f  Mp(T) >/NflH(r), then a stationary distribution does not exist. 
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An immediate resuk which follows from the Theorem is that when r = O, 
the generating function of Eq. (11) becomes ~(z, 0). Denote this function 
by T(z), then 
~(~) = ~(,, o) 
where 
~pnz  n 
n=0 
lim q)(z, r) 
$-~0 
= lim [¢(z, r)]M Z~ p~(r){zN[¢(Z, r)]k __ Z~[¢(Z, ~)]~} 
~o zN - [¢(z, ~)]~[¢(~, )]~ 
N--1 k 
t~flN -- hoMz 
Pk  = p~(0) .  
Application of the equality he(l) -- 1 to Eq. (14) yields 
or  
Z~=0 p~(N -- k) 7 ' (1 )  = t*/~ N-1  
t~fiN -- AoM 
~-1,  
(14) 
N--1 
~fiN -- hoM = mfl Z p~(N -- h). (15) 
k=0 
The quantity on the right-hand side of this equation is always positive. 
Thus, the following inequality holds: 
turiN -- A0M > 0. (16) 
This inequality is a necessary and sufficient condition for the existence of 
statistical equilibrium of the queueing system without computer control 
(the conventional queueing system). 
COROLLARY. If MA o < t,[3N, then the queueing system without computer 
control has a unique stationary distribution Pn , n -~ O, 1 .... and for [ z [ ~ 1, 
the generating function is 
~B ~-o  ~ Pkzk( N -- k) (17) 
T(z)  = ~fiN -- ~oMz 
I f  MA o >~ 1ffJN, then a stationary distribution does not exist. 
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V. THE LIMITING CASE AND THE ERLANG FORMULAE. 
It is interesting to note that the famous Erlang formulae can be obtained 
from the generating function 7Z(z) [see Eq. (17)]. Therefore, in the limiting 
case when ~-~ 0, the computer processing queueing system reduces to 
the Erlang system. 
The generating function 7Z(z) can be written in the form 
where 
But 
hence 
N-1  
T(z) = ~ p~zk(N -- k)/N(1 -- pz) (18) 
k=O 
MAo 
P-  N~"  
~(z) = ~ p~z~ 
/e=0 
1 N--1 
Pkz~ ~ ~ k~o Pkz~(N -- k)(1 + pz -[- p~z ~ + ""). 
k=O = 
(19) 
Now, by comparing the coefficients of the same order for z k on both sides 
of this equation, the following equations are obtained: 
k 
Npk = ~ (N _j)pk-jpj, (k -~ O, 1,...). (20) 
.4=0 
This equation can be written as 
hence, 
k-1 
NPk = Z (N _j)pk-Jp.4 + (N -- k)pk 
j=O 
1 k--1 
P~ = -~ 2 (N _jlpk-~p.4 
j=0 
= ~ ~ (M - - j )p~+% + (N -- k + 1)pp~_l 
.4=0 
Np 
- -  k Pk -1 ,  (k  = 1 ,2 , . . . )  (21) 
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and consequently, 
1 [MAo~ k 
P~ = -~. k -~]  Po, (k ----- 0, 1,...). (22) 
For the loss system with n states, 0 ~ k <~ n, the normalizing condition is 
~p~= 1 
k=0 
and it follows that 
. /& 1 /MAo\~ 
po= ~/~o ~ t -~)  ' (23/ 
Substituting Eq, (23) into (22) results in 
p~ = (24) 
XL0-;f t t,3 I 
This formula is usually called the Erlang's formula (Khintchine, 1960). 
For the delayed system, 0 ~< k, the normalizing condition is 
and it follows from Eq. (22) that 
Po = exp ( M~o - %-y-) 
consequently, 
1 ( MA o ~ exp (-- MAo 
Pk (25) 
This formula is a Poisson distribution which an also be obtained by making 
n = oo in the Erlang's formula. Hence, in the limiting case when r = 0, 
the computer processing queueing system studied in this paper is equivalent 
to Erlang's ystem with a traffic intensity equal to (MAo/~3). 
VI. CONCLUDING REMARKS 
In this paper a computer processing queueing problem is formulated 
and a necessary and sufficient condition for the existence of a statistical 
64311615-6 
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equilibrium state is derived. This condition may be used as a guideline 
for the design and simulation study of queueing systems with computer 
control in selecting a proper access cycle. Violation of the condition (12) 
implies nonexistence of a statistical equilibrium state in the system and 
would yield meaningless results in simulation study since the access cycle 
must be chosen beforehand for the simulation. 
The generating function (13) may be useful in obtaining stationary state 
probabilities of the queueing system. However, numerical computation 
techniques are generally required. Furthermore, the model presented in 
this paper may be applied to the digit receiver queue, the marker queue, 
and the signal distributor queue of an electronic switching telephone system. 
After the stationary state probabilities of the system are determined, some 
other operational characteristics, such as the stationary queue length, may 
also be calculated. 
APPENDIX- -THE DERIVATION OF THE GENERATING FUNCTION ~i~(r, Z) 
It follows from gq. (10) that 
~(z, r) = ~, pn(T)Z n 
~=0 
FN-1 
j=O i=0 
+ P~(~) Z P;~t~) B~A6-)._(~_j+~) . 
k=N j=O i=O 
First sum for n from 0 to m for the terms with index n, 
(A1) 
~nA(T)n--(lc--J+i) = zk--j+i ~ ~g~"Ar(T) 
n=O r=--(k--jq-i) 
where 
M 
= zle-j+i 2 z~'Ar(T) 
r~o 
= zx-J+i[qS(z, r)] M (A2) 
~(~, ~) = p(~> + q(~). 
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Now the substitution of Eq. (A2) into Eq. (A1) yields 
• (z, , )  = [~(z , , ) ]M p~(,) pM, )z~- ,  
= j=o i~0 
k~N j=o i=0 
/c=N J=O 
N--1 ] 
where ~b(z, .) = (~z + t3) H(r) + z[1 -- H(.)]. 
The second term in the square bracket of the right-hand side of Eq. 
(A3) can be written as 
k=N tc~N 
N- -1  
Thus Eq. (A3) may be rewritten in the form 
k=O 
+ {~(z,.)}~z-~ (~, .) - p~(~)~ . 
Solve this equation for q~(z, ~-), one finds that 
q~(z, r) = [~b(z, z)] M Z~cJ P~(~)[zNgb( z, r)} ~ - -  z~{~b( z, ,)}N] (A4) 
~ _ [~(~, ~)]~[~(~, -)]~ 
which yields equation (11). 
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