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Colin-Colin-Ohta (2009) は次の 3波相互作用のある非線形シュレディンガー方程式系を導入した:
i∂tu1 +∆u1 + |u1|p−1u1 = −αu3u2,
i∂tu2 +∆u2 + |u2|p−1u2 = −αu3u1 in R× RN ,
i∂tu3 +∆u3 + |u3|p−1u3 = −αu1u2.
(1)
ここで u1, u2, u3 は (t, x) ∈ R× RN を変数とする複素数値関数であり, uj は uj の複素共役である. さらに
N = 1, 2, 3, 1 < p < 1 + 4/N , α > 0 である. α は 3波引力相互作用の強さを表すパラメーターである. この

















|uj |p+1 dx− αRe
∫
RN
u1u2u3 dx, u⃗ ∈ H1(RN ;C3).
ここで u⃗ := (u1, u2, u3) である. Ardila [1] では空間 1次元で L2 ノルム制限付き最小化問題の解の存在およ




























N , p, α に対する仮定は (1) と同じであり, ポテンシャル Vj に対して以下を仮定する:
(V1) 各 j = 1, 2, 3 に対し Vj ∈ L∞(RN ;R).
(V2) 各 j = 1, 2, 3 に対し Vj(x) ≤ lim
|y|→∞
Vj(y) = 0 (a.e. x ∈ RN ).
(V3) 各 j = 1, 2, 3 に対し
Vj(−x1, x′) = Vj(x1, x′) a.e. x1 ∈ R, x′ ∈ RN−1,
Vj(s, x
′) ≤ Vj(t, x′) a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1.
このとき次の L2 ノルム制限付き変分問題を考える: γ, µ, s > 0 に対して
Iα(γ, µ, s) := inf{Eα(u⃗) | u⃗ ∈ H1(RN ;C3), ∥u1∥22 = γ, ∥u2∥22 = µ, ∥u3∥22 = s},
J(γ, µ) := inf{Eα(u⃗) | u⃗ ∈ H1(RN ;C3), ∥u1∥22 + ∥u3∥22 = γ, ∥u2∥22 + ∥u3∥22 = µ}.
本論文ではこれらの変分問題の解の存在, 安定性および漸近挙動について考察した. この要旨ではいくつかの
主結果について述べる.
定理 1. N ≤ 3, 1 < p < 1+ 4/N , α > 0 とし, (V1)–(V3) を仮定する. このとき, 任意の γ, µ, s > 0 に対し
て, Iα(γ, µ, s) は minimizer をもつ. ここで Iα(γ, µ, s) の minimizer とは ∥u1∥22 = γ, ∥u2∥22 = µ, ∥u3∥22 = s,
Eα(u⃗) = Iα(γ, µ, s) となるものである.
注意 1. 本論文では J(γ, µ) の minimizer の存在およびその安定性についても考察した.
1
次に Iα(γ, µ, s) およびその minimizer の α → ∞ での漸近挙動について述べる. そのために次の付随する
L2 ノルム制限付き変分問題を考える.












定理 2. N ≤ 2 とし, γ, µ, s > 0 とする. さらに {u⃗n}∞n=1 を Σ0(γ, µ, s) の minimizing sequence とする. こ
のとき部分列をとって (部分列も同じ記号で表す)
∃{yn}∞n=1 ⊂ RN , ∃u⃗ ∈ H1(RN ;C3) s.t. ∥uj,n(·+ yn)− uj∥H1 → 0 (j = 1, 2, 3, n → ∞)
が成り立つ. さらに u⃗ は Σ0(γ, µ, s) の minimizer である. ここで Σ0(γ, µ, s) の minimizing sequence と
は ∥u1,n∥22 → γ, ∥u2,n∥22 → µ, ∥u3,n∥22 → s, E0(u⃗n) → Σ0(γ, µ, s) (n → ∞) となるものである. 但し,
u⃗n = (u1,n, u2,n, u3,n) である.
さらに Iα(γ, µ, s) およびその minimizer の α → ∞ における漸近挙動に関して次の結果を得た.
定理 3. {αn}∞n=1 ⊂ (0,∞) を αn → ∞ (n → ∞) となる数列とし, N ≤ 2, 1 < p < 1 + 4/N , α > 0,
γ, µ, s > 0 とする. さらに (V1)–(V3) を仮定し, u⃗n を Iαn(γ, µ, s) の minimizer とする. このとき次が成り
立つ:
(i) Iα(γ, µ, s) = Σ0(γ, µ, s)α
4/(4−N) + o(α4/(4−N)) (as α → ∞).
(ii) 部分列をとれば (部分列も同じ記号で表す)





n x− yn) + gj,n(x) (j = 1, 2, 3),
∇uj,n(x) = α(N+2)/(4−N)n (∇vj)(α2/(4−N)n x− yn) + kj,n(x) (j = 1, 2, 3)
が成り立つ. ここで gj,n は ∥gj,n∥2 = o(1) (as n → ∞) となるものであり kj,n は ∥kj,n∥2 =
o(α
2/(4−N)
n ) (as n → ∞) となるものである.
注意 2. 定理 3 の (i) は N = 3 でも成り立つ. またポテンシャルの条件を (V1),(V2)にしても成り立つ.
定理 1 の証明のポイントは minimizing sequence の弱極限が制約条件をみたすことを示すために Shibata
[2] で導入された coupled rearrangement という手法を用いることである. また coupled rearrangement のポ
テンシャル付きの問題への適用において, (V3) のある 1変数方向への対称性と単調性があればよいことを見
出したこともポイントである. ポテンシャル付きで空間高次元への拡張となっている点で新しい結果である.
定理 2 の証明のポイントは 定理 1 のポイントに加えてエネルギー Σ0 の狭義単調減少性を示すことであ
る. 技術的に N = 3 ではこの狭義単調減少性が未解決のため, N ≤ 2 なる制限がついている.
定理 3 の証明のポイントは適切なスケール変換を見つけ, minimizer をスケール変換し, スケール変換後の
世界で極限を捕まえることである. スケール変換した minimizer の列が Σ0(γ, µ, s) の minimizing sequence
になることを示し, 定理 2 を用いることにより極限が捕まえられる. 相互作用の強さを表すパラメーター α
の効果を取り出せた研究はこれまでになく, その点で新しいと思われる.
注意 3. 本論文では Iα(γ, s, s) およびその minimizer の s → +0 における漸近挙動についても考察した.
参考文献
[1] A. H. Ardila, Orbital stability of standing waves for a system of nonlinear Schrödinger equations with
three wave interaction, Nonlinear Anal., 167 (2018), 1–20.
[2] M. Shibata, A new rearrangement inequality and its application for L2–constraint minimizing prob-























Colin–Colin [5],[6] の研究によって 3波相互作用のモデルとなったラマン増幅と
いう物理現象の枠組が整備された. この現象の物理的な状況は次のとおりである.
入射レーザー場がプラズマに入ると, ラマン型プロセスによって後方散乱される.
これら 2つの波は相互作用して電子プラズマ波を生成する. これら 3つの波が組み
合わさって, 3つの先行波に影響を与えるイオンの密度の変化を作り出す.
さらに Colin–Colin–Ohta [8] によって 3波相互作用のある非線形シュレディン
ガー方程式系が導入された. 近年この 3波相互作用のある非線形シュレディンガー
方程式系に対する基底状態の存在 (Pomponio [13]), L2 ノルム制限付きの最小化問
題の解の存在および安定性 (Ardila [1]), 相互作用の強さによる定在波解の安定性・
不安定性 (Colin–Colin–Ohta [7],[8]) 等の研究が活発に行われている.
そこで本論文ではポテンシャル項のついた 3波相互作用のある非線形シュレディ
ンガー方程式系に現れる L2 ノルム制限付き最小化問題の解の存在, 安定性および
漸近挙動について考察する. 存在性, 安定性の部分については [1] の結果の拡張に
なっている. ポテンシャル項の影響や相互作用項の強さの影響等を調べることを目
的とする.
第 1 章では Gagliardo–Nirenberg の不等式, Steiner rearrangement, coupled re-
arrangement 等の基本的なテクニックについてまとめた.
第 2 章ではポテンシャルなしでの空間 N 次元での L2 ノルム制限付き変分問題
の解の存在おおびその minimizing sequence の compactness について調べること
を目的とする.
第 3 章ではポテンシャルありでの空間 N 次元での L2 ノルム制限付き変分問題
の解の存在おおびその minimizing sequence の compactness について調べること
を目的とする.
第 4 章では第 2 章, 3 章で調べた L2 ノルム制限付き変分問題 I∞(γ, µ, s) およ
び I(γ, µ, s) の制約条件を保存量に変え,解の存在およびその minimizing sequence
i
の compactness, さらには, その安定性についても考察した.
第 5 章では第 2 章で考察したモデルから非線形項を除いたエネルギー汎関数
に対する L2 ノルム制限付き変分問題の解の存在および minimizing sequence の
compactness を考察した. この事実は後に第 10 章で Iαn(γ, µ, s) の漸近挙動を調べ
るときに活躍する.
第 6章では第 3章で考察したモデルから非線形項と第 1成分を除き,相互作用項
にある意味ポテンシャルを含ませたエネルギー汎関数を考え, それに対する L2 ノ
ルム制限付き変分問題の解の存在およびその minimizing sequenceの compactness
について考察した. この事実は後に第 9 章で I(γ, sn, sn) の minimizer の漸近挙動
を調べるときに活躍する.
第 7 章ではポテンシャルに対して弱い仮定の下でさらに N ≤ 3 で I(γ, s, s) の
s→ +0 におけるエネルギーの漸近挙動について調べる.
第 8 章では第 7 章同様, ポテンシャルに対する仮定が弱い状況で N ≤ 3 で
Iα(γ, µ, s) の α → ∞ におけるエネルギーの漸近挙動を調べることを目的とする.
第 7 章, 8 章ともに I(γ, s, s) および Iα(γ, µ, s) 自体の minimizer の存在や付随す
る極限問題の minimizer の存在を仮定しなくて良いのが利点である.
第 9 章ではポテンシャルに対して少し強い仮定をおき, N = 1 とした場合に第
7 章で調べたエネルギー I(γ, sn, sn) の漸近挙動に加え, その minimizer の漸近挙
動について考察した.
第 10 章ではポテンシャルに対して少し強い仮定をおき, N ≤ 2 とした場合に第
8 章で調べたエネルギー Iαn(γ, µ, s) の漸近挙動に加え, その minimizer の漸近挙
動について考察した.
付録 A では単独のシュレディンガー方程式に付随する変分問題の解の存在や




H1(RN) := H1(RN ;C).















∥u∥∞ = ∥u∥L∞ := ess sup
RN
|u| := inf{M ≥ 0 | |u(x)| ≤M (a.e. x ∈ RN)}.
ess inf
RN














∥u∥L∞(Ω) := ess sup
Ω
|u| := inf{M ≥ 0 | |u(x)| ≤M (a.e. x ∈ Ω)}.
ess inf
Ω
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以下, N ∈ N とする.
Lemma 1.1. (Gagliardo–Nirenberg の不等式) 2 < q ≤ 2 + 4/N とする. こ
のとき




2 (∀u ∈ H1(RN))
が成り立つ.
Lemma 1.2. R > 0 とし, 2 < q ≤ 2+ 4/N とする. このときある β1 = β1(q,N),









∥u∥β2H1 ∀u ∈ H
1(RN)
が成り立つ.
証明. [4, Lemma 1.7.7] より q = 2 + 4/N のとき
∃C = C(q,N) > 0 s.t.∫
RN








∥u∥2H1 ∀u ∈ H1(RN) (1.1)
が成り立つ.
2 < q < 2 + 4/N とする. このとき













































Lemma 1.3. (Brezis–Lieb Lemma) 2 ≤ q ≤ 2 + 4/N とする. {un}∞n=1 を
Lq(RN) の有界列で
un(x) → u(x) (a.e. x ∈ RN , n→ ∞)








|un − u|q + o(1) (as n→ ∞)
が成り立つ.
証明. Brezis–Lieb [3] を参照. 2
Remark 1.1. 2 ≤ q ≤ 2+ 4/N のとき {un}∞n=1 が H1(RN) の有界列ならば部分
列をとることにより Brezis–Lieb Lemma の仮定はみたされる.
x ∈ RN に対して x = (x1, x′) (x1 ∈ R, x′ ∈ RN−1) と書くことにする. また
i = 1, . . . , N に対して Li で i 次元 Lebesgue 測度を表すことにする.























第 1 章 Preliminaries
次は Steiner rearrangement のよく知られた性質である.




をみたしているとする. このとき u の Steiner rearrangement u⋆ は次の性質をみ
たす.
(i) u⋆ ≥ 0 (a.e. in RN).
(ii) u⋆ は x1 の関数として偶関数である. すなわち
u⋆(−x1, x′) = u⋆(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1).
(iii) u⋆ は x1 の関数として [0,∞) 上で単調減少である. すなわち
u⋆(s, x′) ≥ u⋆(t, x′) (a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1).
(iv)
L1({x1 ∈ R | |u(x1, x′)| > t}) = L1({x1 ∈ R | u⋆(x1, x′) > t})
(a.e. x′ ∈ RN−1, ∀t > 0).












Remark 1.2. 空間 1次元のとき, 埋め込み H1(R) ⊂ L∞(R) は連続であるから




が従うことに注意する. [2, Chapter 8] を参照のこと.
3















証明. Lieb–Loss [10, Theorem 3.4] より従う. 2
Corollary 1.7. u1, u2, u3を RN 上定義された可測関数とし, uj ≥ 0 (a.e. in RN , j =
1, 2, 3) かつ
lim
|x|→∞

































を得る. この両辺を x′ ∈ RN−1 で積分して結論を得る. 2






をみたしているとする. このとき u と v の coupled rearrangement u ⋆ v を次のよ
うに定義する:






第 1 章 Preliminaries
但し, A,B ⊂ R に対して










次は coupled rearrangement の基本的な性質である.








L1({x1 ∈ R; |u(x1, x′)| > t}) + L1({x1 ∈ R; |v(x1, x′)| > t})
= L1({x1 ∈ R; (u ⋆ v)(x1, x′) > t})
が成り立つ.
(ii) u, v ∈ Lq(RN) (1 ≤ q <∞) なら u ⋆ v ∈ Lq(RN) であり∫
RN








Proposition 1.10. (cf. [14] Lemma 5.2) fj, gj を R 上定義された可測関数














(f1 ⋆ g1)(f2 ⋆ g2)(f3 ⋆ g3) dx
が成り立つ.

























































|A1 ∩ A2 ∩ A3| dt ds dr. (1.2)










|B1 ∩B2 ∩B3| dt ds dr, (1.3)∫
R







|C1 ∩ C2 ∩ C3| dt ds dr. (1.4)
ここで B1 = {x; g1(x) > r}, B2 = {x; g2(x) > s}, B3 = {x; g3(x) > t}, C1 =
{x; (f1 ⋆ g1)(x) > r}, C2 = {x; (f2 ⋆ g2)(x) > s}, C3 = {x; (f3 ⋆ g3)(x) > t} とおい
た. このとき
|A1 ∩ A2 ∩ A3|+ |B1 ∩B2 ∩B3| ≤ min{|A1|, |A2|, |A3|}+min{|B1|, |B2|, |B3|}
≤ min{|A1|+ |B1|, |A2|+ |B2|, |A3|+ |B3|}.
ここで Lemma 1.9 (i) より
|A1|+ |B1| = |{x; f1(x) > r}|+ |{x; g1(x) > r}| = |{x; (f1 ⋆ g1)(x) > r}| = |C1|,
|A2|+ |B2| = |{x; f2(x) > s}|+ |{x; g2(x) > s}| = |{x; (f2 ⋆ g2)(x) > s}| = |C2|,
|A3|+ |B3| = |{x; f3(x) > t}|+ |{x; g3(x) > t}| = |{x; (f3 ⋆ g3)(x) > t}| = |C3|.
さらに C1, C2, C3 は原点中心の区間であるから
min{|A1|+ |B1|, |A2|+ |B2|, |A3|+ |B3|} = min{|C1|, |C2|, |C3|} = |C1 ∩ C2 ∩ C3|
となる. 以上より
|A1 ∩ A2 ∩ A3|+ |B1 ∩B2 ∩B3| ≤ |C1 ∩ C2 ∩ C3| (1.5)
が成り立つ. (1.2)–(1.5)より結論が従う. 2
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Corollary 1.11. uj, vj を RN 上定義された可測関数とし, uj, vj ≥ 0 a.e. in RN (j =














(u1 ⋆ v1)(u2 ⋆ v2)(u3 ⋆ v3) dx
が成り立つ.
証明. a.e. x′ ∈ RN−1 を固定する.このとき fj(x1) := uj(x1, x′), gj(x1) := vj(x1, x′)

















(u1 ⋆ v1)(u2 ⋆ v2)(u3 ⋆ v3) dx1
を得る. この両辺を x′ ∈ RN−1 で積分して結論を得る. 2
















Proposition 1.13. (cf. [14] Theorem 2.4) u, v ∈ H1(RN) ∩ C1(RN) を






かつ u(x1, x′) と v(x1, x′) は x1 の関数として偶関数かつ [0,∞) 上で単調減少をみ
たすものとする. このとき∫
RN













f(x) ≥ 0 (a.e. x ∈ R),
f(−x) = f(x) (a.e. x ∈ R),
f(x) ≥ f(y) (a.e. x, y ∈ R with 0 ≤ x < y)
をみたすものとする. このとき f ⋆ = f (a.e. in R) が成り立つ. 但し, f ⋆ は f の
Steiner rearrangement である. Definition 1.4 を参照.
証明. (Step 1)
f(x) ≥ 0 (∀x ∈ R), (1.6)
f(−x) = f(x) (∀x ∈ R), (1.7)







χ{f>t}(x) dt (a.e. x ∈ R). (1.9)
各 t > 0 に対して r(t) ≥ 0 を次のように定める:
r(t) := sup{x ∈ R | f(x) > t}. (1.10)
このとき各 t > 0 に対して
{f > t} = (−r(t), r(t)) or {f > t} = [−r(t), r(t)] (1.11)
が成り立つ. このことは次のようにして示せる:
f は偶関数であるので {f > t} が区間になることを示せばよい. f は [0,∞) で
単調減少であるから
0 ≤ x ∈ {f > t} =⇒ y ∈ {f > t} (0 ≤ ∀y ≤ x) (1.12)
が成り立つ. (1.10) の定義および f が偶関数であることより
∀ε ∈ (0, r(t)], ∃x ≥ 0 s.t. x ∈ {f > t}, r(t)− ε < x
となる. (1.12) より
r(t)− ε ∈ {f > t} (∀ε ∈ (0, r(t)])
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が成り立つ. したがって
[0, r(t)) ⊂ {f > t}
が成り立つ. f は偶関数であるから (−r(t), 0] ⊂ {f > t} も成り立つ. したがって
(−r(t), r(t)) ⊂ {f > t} (1.13)
が成り立つ. r(t) の定義と f が偶関数であることから
{f > t} ⊂ [−r(t), r(t)] (1.14)
が成り立つ. (1.13),(1.14) より
(−r(t), r(t)) ⊂ {f > t} ⊂ [−r(t), r(t)]
が成り立つ. f は偶関数であるから {f > t} = (−r(t), r(t)]と {f > t} = [−r(t), r(t))
の可能性は排除される. したがって (1.11) が成り立つ.
f は (−∞, 0] および [0,∞) 上で単調関数であるのでそれぞれの区間で不連続点
の個数が可算個である. したがって f の R 上の不連続点の個数も可算個である. f
の不連続点の集合を D で表す. x0 ∈ R を f の連続点とすると
t < f(x0) =⇒ [∃δ > 0 s.t. |x− x0| < δ =⇒ f(x) > t]
が成り立つ. すなわち
t < f(x0) =⇒ ∃δ > 0 s.t. (x0 − δ, x0 + δ) ⊂ {f > t}
が成り立つ. したがって
(x0 − δ, x0 + δ) ⊂ {f > t}i
が成り立つ.但し, {f > t}i は {f > t}の内部を表す. {f > t}⋆ の定義から {f > t}⋆
は開区間であるから (1.11) と合わせて {f > t}⋆ = {f > t}i を得る. したがって
x0 ∈ (x0 − δ, x0 + δ) ⊂ {f > t}⋆
となる. 以上の考察から
[x0 ∈ R \D, t < f(x0)] =⇒ x0 ∈ {f > t}⋆
となることが分かった. また (1.11) より {f > t}⋆ ⊂ {f > t} であるから x0 ∈
{f > t} ともなる. したがって x0 ∈ R \D かつ t < f(x0) ならば
χ{f>t}⋆(x0) = χ{f>t}(x0) = 1
9
が成り立つ. また t ≥ f(x0) のとき x0 ̸∈ {f > t} であり {f > t} ⊃ {f > t}⋆ であ
るから x0 ̸∈ {f > t}⋆ ともなる. したがって x0 ∈ R \D かつ t ≥ f(x0) ならば
χ{f>t}⋆(x0) = χ{f>t}(x0) = 0
となる. 以上より
∀x ∈ R \D, ∀t > 0, χ{f>t}⋆(x) = χ{f>t}(x)
が成り立つ. これより












χ{f>t}(x) dt (a.e. x ∈ R)
が得られる. Steiner rearrangement の定義より左辺は f ⋆(x) であり, Layer cake
representation theorem より右辺は f(x) である. これより結論がしたがう.
(Step 2): 一般の場合:
f とほとんどいたるところ等しい関数 g で
g(x) ≥ 0 (∀x ∈ R), (1.15)
g(−x) = g(x) (∀x ∈ R), (1.16)
g(x) ≥ g(y) (∀x, y ∈ R with 0 ≤ x < y) (1.17)
となるものを構成すれば (Step 1) より結論が従う. (1.6),(1.7),(1.8) より
∃A ⊂ R s.t. L1(A) = 0, f(x) ≥ 0 (∀x ∈ R \ A), (1.18)
∃B ⊂ R s.t. L1(B) = 0, f(−x) = f(x) (∀x ∈ R \B), (1.19)
∃C ⊂ R s.t. L1(C) = 0, f(x) ≥ f(y) (∀x, y ∈ R \ C with 0 ≤ x < y) (1.20)
が成り立つ. D := A ∪B ∪ C とおくと L1(D) = 0 となる. このとき
∀x ∈ R, ∀ε > 0, (x, x+ ε) ∩ (R \D) ̸= ∅ (1.21)
となる. 実際, もしこれが成り立たないとすると
∃x0 ∈ R, ∃ε > 0 s.t. (x0, x0 + ε) ⊂ D
となる. したがって L1((x0, x0 + ε)) ≤ L1(D) となるが, L1((x0, x0 + ε)) = ε > 0
であるからこれは L1(D) = 0 に反する. したがって (1.21) が成り立つ.
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x ∈ D かつ x ≥ 0 とする. (1.21) より
∃{xn}∞n=1 ⊂ R \D s.t. xn > x (∀n ∈ N),
xn ≥ xn+1 (∀n ∈ N), xn → x (n→ ∞) (1.22)
が成り立つ. xn ∈ R \D (∀n ∈ N) であるから (1.20),(1.22) より
f(xn) ≤ f(xn+1) (∀n ∈ N)
となるので {f(xn)}∞n=1 は極限が存在する. その極限を g(x) で表す:
g(x) := lim
n→∞
f(xn) (x ∈ D, x ≥ 0).
また x ∈ R \ D かつ x ≥ 0 に対しては g(x) := f(x) と定め, x ≤ 0 に対しては
g(x) := g(−x) で定める. すると g は (1.15)–(1.17) をみたす.
(1.16) に関しては g の定義から明らか.
(1.15) に関しては g(x) ≥ 0 (∀x ∈ R \ D) であるから g(x) ≥ 0 (∀x ∈ D) を
示せば良いが g は偶関数であるので g(x) ≥ 0 (∀x ∈ D, x ≥ 0) を示せば良い.
x ∈ D, x ≥ 0 とすると (1.21) より
∃{xn}∞n=1 ⊂ R \D s.t. xn > x (∀n ∈ N),
xn ≥ xn+1 (∀n ∈ N), xn → x (n→ ∞)
が成り立つ. xn ∈ R \ D であるから (1.18) と g の定義より f(xn) ≥ 0 (∀n ∈ N)
が成り立ち, lim
n→∞
をとると g(x) ≥ 0 を得る.
(1.17) に関しては x, y ∈ R with 0 ≤ x < y とする. x, y ∈ R \D のときは明ら
かに成り立つ. x ∈ D, y ∈ R \D のときは (1.21) より
∃{xn}∞n=1 ⊂ R \D s.t. xn > x (∀n ∈ N),
xn ≥ xn+1 (∀n ∈ N), xn → x (n→ ∞)
が成り立つ. xn → xより n0 ∈ Nが存在して xn < y (∀n ≥ n0)となる. xn ∈ R\D
であるから (1.20) と g の定義より f(xn) ≥ f(y) = g(y) (∀n ∈ N) が成り立ち,
lim
n→∞
をとると g(x) ≥ g(y) を得る.
[x ∈ R \D, y ∈ D] or [x, y ∈ D] のときも同様に示せる.




(V1) V ∈ L∞(RN ;R).
(V2) V (x) ≤ lim
|y|→∞
V (y) = 0 (a.e. x ∈ RN).
(V3)
V (−x1, x′) = V (x1, x′) a.e. x1 ∈ R, a.e. x′ ∈ RN−1,
V (s, x′) ≤ V (t, x′) a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1.










V (x)|u|2 (j = 1, 2, 3)
が成り立つ. 但し, u⋆ は u の Steiner rearrangement である. Definition 1.4 を参照.
証明. x′ ∈ RN−1 を固定する. f(x1) := (−V )(x1, x′) とおくと f は Lemma 1.14
の仮定の条件をすべてみたす. Lemma 1.14 より f ⋆ = f (a.e. in R) が成り立
つ. g(x1) := u(x1, x′) とおくと f, g は Lemma 1.6 の仮定の条件をすべてみたす.















(−V )(x1, x′)(u⋆(x1, x′))2 dx1 ≥
∫
R
(−V )(x1, x′)|u(x1, x′)|2 dx1 (a.e. x′ ∈ RN−1)
が成り立つ. 両辺を x′ ∈ RN−1 で積分すると∫
RN









f(x) ≥ 0 (a.e. x ∈ R),
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f(−x) = f(x) (a.e. x ∈ R),
f(x) ≥ f(y) (a.e. x, y ∈ R with 0 ≤ x < y)
をみたすものとする. このとき f ⋆ 0 = f (a.e. in R) が成り立つ. 但し, f ⋆ 0 は f
と 0 の coupled rearrangement である. Definition 1.8 を参照.
証明. Coupled rearrangement と Steiner rearrangement の定義より










χ{f>t}⋆(x) dt = f
⋆(x)
が成り立つ. Lemma 1.14 より f ⋆ = f (a.e. in R) であるから
(f ⋆ 0)(x) = f(x) (a.e. x ∈ R)
が成り立つ. 2
Lemma 1.17. ポテンシャル V は (V1)–(V3)をみたしているとし, u2, u3, v2, v3 ∈





vj(x) = 0 (j = 2, 3)
をみたすものとする. このとき∫
RN




証明. x′ ∈ RN−1 を固定する. f1(x1) := (−V )(x1, x′) とおくと f1 は Lemma 1.16
の仮定の条件をすべてみたす. Lemma 1.14 より f1 ⋆ 0 = f1 (a.e. in R) が成り立
つ. fk(x1) := uk(x1, x′), gk(x1) := vk(x1, x′) (k = 2, 3) とおくと f1, f2, f3, 0, g2, g3









f1(x1)(f2 ⋆ g2)(x1)(f3 ⋆ g3)(x1) dx1
が成り立つ. すなわち∫
R




(−V )(x1, x′)(u2 ⋆ v2)(x1, x′)(u3 ⋆ v3)(x1, x′) dx1 (a.e. x′ ∈ RN−1)
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が成り立つ. 両辺を x′ ∈ RN−1 で積分すると∫
RN
(−V )(x)u2(x)u3(x) dx ≤
∫
RN
(−V )(x)(u2 ⋆ v2)(x)(u3 ⋆ v3)(x) dx
が成り立つ. これより結論を得る. 2
Lemma 1.18. {uj,n}∞n=1 を H1(RN) の有界列で







V (x)|uj|2 + o(1) (as n→ ∞, j = 1, 2, 3)
が成り立つ.
証明. (V2) より lim
|x|→∞
V (x) = 0 であるから











|V (x)|(|uj,n|2 + |uj|2) +
∫
|x|<R






(|uj,n|2 + |uj|2) + |Vmin|∥uj,n − uj∥L2(BR)(∥uj,n∥2 + ∥uj∥2) (1.24)
となる. ここで Vmin := ess inf
RN
V , BR := {x ∈ RN | |x| < R} である. {uj,n}∞n=1 は
H1(RN) で有界であるから





(|uj,n|2 + |uj|2) + |Vmin|∥uj,n − uj∥L2(BR)(∥uj,n∥2 + ∥uj∥2)







∣∣∣∣ ≤ 2C2ε+ 2C|Vmin|∥uj,n − uj∥L2(BR) (1.26)
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が成り立つ.




∥uj,n − uj∥L2(BR) = 0 (1.27)











∣∣∣∣ ≤ 2C2ε (∀ε > 0)








































ここで u⃗ := (u1, u2, u3) であり, N = 1, 2, 3, 1 < p < 1 + 4/N , α > 0 である.
次の変分問題を考える:
γ, µ, s ≥ 0 に対して
I∞(γ, µ, s) := inf{E∞(u⃗) | u⃗ ∈ H1(RN ;C3), ∥u1∥22 = γ, ∥u2∥22 = µ, ∥u3∥22 = s},
S∞(γ) := inf{J∞(u) | u ∈ H1(RN), ∥u∥22 = γ}.
Theorem 2.1. γ, µ, s > 0 とし {u⃗n}∞n=1 ⊂ H1(RN ;C3) を I∞(γ, µ, s) の mini-
mizing sequence とする. このとき部分列をとって
∃{yn}∞n=1 ⊂ RN , ∃u⃗ ∈ H1(RN ;C3) s.t.
∥uj,n(·+ yn)− uj∥H1 → 0 (n→ ∞, j = 1, 2, 3)
が成り立つ. さらに u⃗ は I∞(γ, µ, s) の minimizer である. ここで I∞(γ, µ, s) の
minimizing sequence とは ∥u1,n∥22 → γ, ∥u2,n∥22 → µ, ∥u3,n∥22 → s, E∞(u⃗n) →
I∞(γ, µ, s) (n → ∞) となるものである. 但し, u⃗n = (u1,n, u2,n, u3,n) である. ま
た I∞(γ, µ, s) の minimizer とは ∥u1∥22 = γ, ∥u2∥22 = µ, ∥u3∥22 = s, E∞(u⃗) =
I∞(γ, µ, s) となるものである.
他の最小化問題に対しても同様に minimizing sequenceと minimizerを定義する.
16
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2.2 S∞(γ) の性質
Lemma 2.2. γ ≥ 0 とする. このとき
(i) γ > 0 のとき : S∞(γ) < 0 となる.
(ii) γ = 0 のとき : S∞(0) = 0 となる.
証明. Lemma A.2 を参照. 2
Lemma 2.3. γ > 0 とする. このとき次の性質をみたす S∞(γ) の minimizer ϕ
が存在する.
(i) ϕ > 0 (a.e. in RN).
(ii) ϕ(−x1, x′) = ϕ(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1).
(iii) ϕ(s, x′) ≥ ϕ(t, x′) (a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1).




証明. Corollary A.11 を参照. 2
Lemma 2.4. S∞ は [0,∞) 上で連続である.
証明. Lemma A.9 を参照. 2
Lemma 2.5. γ > 0 とする. さらに {un}∞n=1 を S∞(γ) の minimizing sequence
とする. このとき




|un|2 ≥ C (∀n ≥ n0)
が成り立つ.
















∥∇uj∥22 (∀u⃗ ∈ H1(RN ;C3))
が成り立つ.
証明. Gagliardo–Nirenberg の不等式より













(∀ε > 0, j = 1, 2, 3)
が成り立つ. さらに q1, r1 ∈ (1,∞) を 1/q1 +1/r1 = 1 かつ N(p− 1)q1/2 = 2 とな















∥uj∥r1(p+1−N(p−1)/2)2 (∀ε > 0, j = 1, 2, 3)















2 (j = 1, 2, 3) (2.1)
が得られる. 次に
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を示す. Hölder の不等式と Young の不等式より∣∣∣∣αRe∫
RN
u1u2u3



































が成り立つ. さらに q2, r2 ∈ (1,∞) を 1/q2 +1/r2 = 1 かつ Nq2/2 = 2 となるもの



























∥uj∥r2(3−N/2)2 (∀ε > 0)





































Lemma 2.7. γ, µ, s > 0 とする. このとき I∞(γ, µ, s) > −∞ となる. さらに
{u⃗n}∞n=1 を I∞(γ, µ, s) の minimizing sequence とすると {uj,n}∞n=1 (j = 1, 2, 3) は
H1(RN) で有界である.









が成り立つ. このとき右辺は定数であるから I∞(γ, µ, s) > −∞ が成り立つ.
また {u⃗n}∞n=1を I∞(γ, µ, s)のminimizing sequenceとすると定義から {E∞(u⃗n)}∞n=1,












∥∇uj,n∥22 (∀n ∈ N)
が成り立つ.左辺は有界列であるから {∥∇uj,n∥22}も有界列である.これと {∥uj,n∥22}∞n=1
(j = 1, 2, 3) が有界列であることより {∥uj,n∥H1} (j = 1, 2, 3) は有界であることが
従う. 2
Lemma 2.8. γ, µ, s ≥ 0 とする. このとき以下が成立する.
(i) γ, µ, s > 0 のとき: I∞(γ, µ, s) < S∞(γ) + S∞(µ) + S∞(s).
(ii) γ = 0 or µ = 0 or s = 0 のとき: I∞(γ, µ, s) = S∞(γ) + S∞(µ) + S∞(s).
(iii) I∞(0, 0, 0) = 0.
Lemma 2.2 に注意すると S∞(γ), S∞(µ), S∞(s) ≤ 0 であるから γ, µ, s ≥ 0 のとき
I∞(γ, µ, s) ≤ 0 が成り立つ. 特に γ > 0 or µ > 0 or s > 0 ならば I∞(γ, µ, s) < 0
となる.
証明. (i) Lemma 2.3 より S∞(γ), S∞(µ), S∞(s) の minimizer ϕ1, ϕ2, ϕ3 で ϕj >
0 (a.e. in RN) となるものが存在する. これより
I∞(γ, µ, s) = E∞(ϕ⃗)
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< J∞(ϕ1) + J∞(ϕ2) + J∞(ϕ3)
= S∞(γ) + S∞(µ) + S∞(s)
が成り立つ.
(ii) 定義から明らかに I∞(0, µ, s) = S∞(µ) + S∞(s), I∞(γ, 0, s) = S∞(γ) + S∞(s),
I∞(γ, µ, 0) = S∞(γ) + S∞(s) が分かる. Lemma 2.2 より (ii) が従う.
(iii) 定義から明らか. 2
Lemma 2.9. γ, µ, s ≥ 0 とし, {u⃗n}∞n=1 ⊂ H1(RN ;C3) を I∞(γ, µ, s) の minimiz-
ing sequence とする.
(i) γ > 0 のとき : 部分列をとれば





|u1,n|2 ≥ ε1 (∀n ∈ N)
が成り立つ.
(ii) µ > 0 のとき : 部分列をとれば





|u2,n|2 ≥ ε2 (∀n ∈ N)
が成り立つ.
(iii) s > 0 のとき : 部分列をとれば





|u3,n|2 ≥ ε3 (∀n ∈ N)
が成り立つ.
証明. (i) のみ示す. 次の 2つの場合に場合分けする:
Case (a) µ, s > 0.
Case (b) µ = 0 or s = 0.
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2.3 Basic estimates
Case (a) : もし

















となるから {u1,n}∞n=1 が H1(RN) で有界であることと合わせて







を得る. したがって Lemma 2.4 より












S∞(γ) + S∞(µ) + S∞(s)
が成り立つ. これは Lemma 2.8 (i)
I∞(γ, µ, s) < S∞(γ) + S∞(µ) + S∞(s)
に反する. よって主張が成り立つ.
Case (b) : µ = 0 or s = 0 であるから Lemma 2.8 より
I∞(γ, µ, s) = S∞(γ) + S∞(µ) + S∞(s)
が成り立つ. また {u⃗n} は I∞(γ, µ, s) の minimizing sequence であるから Lemma
2.7 より {uj,n}∞n=1 (j = 1, 2, 3) は H1(RN) で有界である. さらに ∥u2,n∥2 → 0 or
∥u3,n∥2 → 0 (n→ ∞) であるから Gagliardo–Nirenberg の不等式より
∥u2,n∥3 → 0 or ∥u3,n∥3 → 0 (n→ ∞)
が成り立つ. したがって H1(RN) ⊂ L3(RN) (N ≤ 3) に注意すると∣∣∣∣αRe∫
RN
u1,nu2,nu3,n
∣∣∣∣ ≤ α∥u1,n∥3∥u2,n∥3∥u3,n∥3 → 0 (n→ ∞)
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が成り立つ. したがって Lemma 2.4 にも注意すると
S∞(γ) + S∞(µ) + S∞(s) = I
∞(γ, µ, s)
= E∞(u⃗n) + o(1)
= J∞(u1,n) + J∞(u2,n) + J∞(u3,n) + o(1)
≥ J∞(u1,n) + S∞(∥u2,n∥22) + S∞(∥u3,n∥22) + o(1)
≥
Lemma 2.4
J∞(u1,n) + S∞(µ) + S∞(s) + o(1)
≥ S∞(γ) + S∞(µ) + S∞(s) + o(1)
が成り立つ. ここで o(1) は 0に収束する数列を表す. lim sup
n→∞
をとると
S∞(γ) + S∞(µ) + S∞(s)
≥ lim sup
n→∞
J∞(u1,n) + S∞(µ) + S∞(s)








J∞(u1,n) ≥ lim inf
n→∞





が成り立つ.したがって {u1,n}∞n=1は S∞(γ)のminimizing sequenceである. Lemma
2.5 より




|u1,n|2 ≥ C (∀n ≥ n0)
が成り立つ. これより結論が従う. 2
Lemma 2.10. R > 0 とし
Σ≤R :=
{







∃C = C(R) > 0 s.t. |E∞(u⃗)− E∞(v⃗)| ≤ C
3∑
j=1




























∥uj − vj∥H1 (2.5)
が成り立つ. ここで次のことに注意する:
Claim.
∀q > 1, ∀a, b ≥ 0, |aq − bq| ≤ q(aq−1 + bq−1)|a− b|.
実際, a ≥ b ≥ 0 とすると
aq − bq =
∫ a
b




≤ q(aq−1 + bq−1)(a− b)
が成り立つ. したがって a ≥ b ≥ 0 のときに Claim が成り立つ. b ≥ a ≥ 0 のとき
















(p+ 1)(∥uj∥pp+1 + ∥uj∥
p




(p+ 1)(∥uj∥pH1 + ∥uj∥
p
H1)∥uj − uj∥p+1
≤ 2RpCp+10 (p+ 1)
3∑
j=1
∥uj − uj∥H1 (2.6)
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が成り立つ. ここで C0 > 0 は






























≤ ∥u1 − v1∥3∥u2∥3∥u3∥3 + ∥v1∥3∥u2 − v2∥3∥u3∥3 + ∥v1∥3∥v2∥3∥u3 − v3∥3
≤ C31∥u1 − v1∥H1∥u2∥H1∥u3∥H1 + C31∥v1∥H1∥u2 − v2∥H1∥u3∥H1




∥uj − vj∥H1 (2.7)
が成り立つ. 但し, C1 > 0 は
∥u∥3 ≤ C1∥u∥H1 (∀u ∈ H1(RN))
となる定数である. (2.5)–(2.7) より

































Lemma 2.11. I∞ は [0,∞)× [0,∞)× [0,∞) 上で連続である.
証明. γ0, µ0, s0 ≥ 0 とする. I∞ の点 (γ0, µ0, s0) での連続性を示す.
{γn}∞n=1, {µn}∞n=1, {sn}∞n=1 ⊂ (0,∞) を





I∞(γn, µn, sn)− I∞(γ0, µ0, s0) ≤ o(1) (as n→ ∞).
I∞(γ0, µ0, s0) の定義より
∀n ∈ N, ∃u⃗n ∈ H1(RN ;C3) s.t.












u1,n (γ0 > 0)
√






u2,n (µ0 > 0)
√







u3,n (s0 > 0)
√
snϕ (s0 = 0)
.
但し, ϕ は ϕ ∈ H1(RN) かつ ∥ϕ∥2 = 1 となるものとする. このとき
∥v1,n∥22 = γn, ∥v2,n∥22 = µn, ∥v3,n∥22 = sn
となるから
I∞(γn, µn, sn) ≤ E∞(v⃗n) (2.9)
が成り立つ. さらに
∥vj,n − uj,n∥H1 → 0 (n→ ∞, j = 1, 2, 3)




γ0 → 1 (n → ∞) かつ {v1,n}∞n=1 が
H1(RN) で有界であることから ∥v1,n − u1,n∥H1 → 0 (n→ ∞) が成り立つ.
また γ0 = 0 のとき u1,n = 0 であり ∥v1,n∥H1 =
√
γn∥ϕ∥H1 → 0 (n → ∞) が成
り立つ. j = 2, 3 に対しても同様に ∥vj,n − uj,n∥H1 → 0 (n→ ∞) が示せる.
以上より全ての場合で
∥vj,n − uj,n∥H1 → 0 (n→ ∞, j = 1, 2, 3) (2.10)
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が成り立つ. {uj,n}∞n=1 は H1(RN) で有界でありかつ (2.10) より {vj,n}∞n=1 も
H1(RN) で有界である. したがって
∃M > 0 s.t.
3∑
j=1
(∥uj,n∥2H1 + ∥vj,n∥2H1) ≤M2 (∀n ∈ N)
が成り立つ. Lemma 2.10 より
∃C(M) > 0 s.t. |E∞(v⃗n)− E∞(u⃗n)| ≤ C(M)
3∑
j=1
∥vj,n − uj,n∥H1 , (∀n ∈ N)
(2.11)
が成り立つ. (2.10),(2.11) より
|E∞(v⃗n)− E∞(u⃗n)| → 0 (n→ ∞) (2.12)
が成り立つ. したがって (2.8),(2.9),(2.12) より
I∞(γn, µn, sn)− I∞(γ0, µ0, s0) ≤ E∞(v⃗n)− E∞(u⃗n) +
1
n
= o(1) (as n→ ∞)
が成り立つ. ゆえに Claim 1 が成り立つ.
Claim 2.
I∞(γ0, µ0, s0)− I∞(γn, µ,sn) ≤ o(1) (as n→ ∞).
I∞(γn, µn, sn) の定義より
∀n ∈ N, ∃v⃗n ∈ H1(RN ;C3) s.t.












v1,n (γ0 > 0)






v2,n (µ0 > 0)







v3,n (s0 > 0)





∥u1,n∥22 = γ0, ∥u2,n∥22 = µ0, ∥u3,n∥22 = s0
となるから
I∞(γ0, µ0, s0) ≤ E∞(u⃗n) (2.14)
が成り立つ. さらに
∥uj,n − vj,n∥H1 → 0 (n→ ∞)




γn → 1 (n → ∞) かつ {v1,n}∞n=1 が
H1(RN) で有界であることから ∥u1,n − v1,n∥H1 → 0 (n→ ∞) が成り立つ.
また γ0 = 0 のとき u1,n = 0 かつ ∥v1,n∥22 = γn → 0 (n → ∞) であり {v1,n}∞n=1
が H1(RN) で有界であることから Gagliardo–Nirenberg の不等式より
∥v1,n∥p+1p+1 → 0, αRe
∫
RN







|∇v1,n|2 + S∞(µn) + S∞(sn) + o(1) (as n→ ∞) (2.15)
が成り立つ. また (2.13) と Lemma 2.8 と Lemma 2.2 より S∞(γn) ≤ 0 に注意す
ると
E∞(v⃗n) < I
∞(γn, µn, sn) +
1
n









|∇v1,n|2 ≤ o(1) (as n→ ∞)
が成り立つ. ∥v1,n∥22 → 0 (n→ ∞) と合わせて ∥v1,n∥H1 → 0 (n→ ∞) が成り立つ
ので u1,n = 0 と合わせて ∥u1,n − v1,n∥H1 → 0 (n→ ∞) が成り立つ. j = 2, 3 に対
しても同様に ∥uj,n − vj,n∥H1 → 0 (n→ ∞) が示せる.
以上より全ての場合で
∥uj,n − vj,n∥H1 → 0 (n→ ∞, j = 1, 2, 3) (2.17)
が成り立つ. {vj,n}∞n=1 は H1(RN) で有界でありかつ (2.17) より {uj,n}∞n=1 も
H1(RN) で有界である. したがって
∃M > 0 s.t.
3∑
j=1
(∥uj,n∥2H1 + ∥vj,n∥2H1) ≤M2 (∀n ∈ N)
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が成り立つ. Lemma 2.10 より
∃C(M) > 0 s.t. |E∞(u⃗n)− E∞(v⃗n)| ≤ C(M)
3∑
j=1
∥uj,n − vj,n∥H1 , (∀n ∈ N)
(2.18)
が成り立つ. (2.17),(2.18) より
|E∞(v⃗n)− E∞(u⃗n)| → 0 (n→ ∞) (2.19)
が成り立つ. したがって (2.13),(2.14),(2.19) より
I∞(γ0, µ0, s0)− I∞(γn, µn, sn) ≤ E∞(u⃗n)− E∞(v⃗n) +
1
n
= o(1) (as n→ ∞)
が成り立つ. ゆえに Claim 2 が成り立つ.
Claim 1 と Claim 2 より




I∞(γn, µn, sn) = I
∞(γ0, µ0, s0)




I∞(γ, µ, s) = I∞(γ0, µ0, s0)
が成り立つ. したがって I∞ は点 (γ0, µ0, s0) で連続である.
(γ0, µ0, s0) ∈ [0,∞)× [0,∞)× [0,∞)は任意であったから I∞ は [0,∞)× [0,∞)×
[0,∞) で連続である. 2
Lemma 2.12. γ, µ, s ≥ 0 とする. このとき I∞(γ, µ, s) の minimizing sequence
{u⃗n}∞n=1 で
uj,n ∈ C∞c (RN) (j = 1, 2, 3),
uj,n ≥ 0 (a.e. in RN) (j = 1, 2, 3),




証明. {v⃗n}∞n=1 を I∞(γ, µ, s) の minimizing sequence で
∥v1,n∥22 = γ, ∥v2,n∥22 = µ, ∥v3,n∥22 = s
となるものとする. vj,n ∈ H1(RN) かつ C∞c (RN) は H1(RN) で稠密であるから
∀j = 1, 2, 3, ∀n ∈ N, ∃wj,n ∈ C∞c (RN) s.t. ∥wj,n − vj,n∥H1 < 1/n (2.20)
が成り立つ. また Lemma 2.7 より {vj,n}∞n=1 は H1(RN) で有界である. また (2.20)
より {wj,n}∞n=1 も H1(RN) で有界である. したがって
∃M > 0 s.t.
3∑
j=1
(∥vj,n∥2H1 + ∥wj,n∥2H1) ≤M2 (∀n ∈ N) (2.21)
が成り立つから Lemma 2.10 より
∃C(M) > 0 s.t.
|E∞(w⃗n)− E∞(v⃗n)| ≤ C(M)
3∑
j=1






が成り立つから E∞(v⃗n) → I∞(γ, µ, s) に注意すると







w1,n (γ > 0)






w2,n (µ > 0)







w3,n (s > 0)
0 (s = 0)
とおくと
∥z1,n∥22 = γ, ∥z2,n∥22 = µ, ∥z3,n∥22 = s (2.24)
となる.
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ここで γ > 0 のとき (2.20) より
√
γ/∥w1,n∥2 → 1 かつ (2.21) より {w1,n}∞n=1 は
H1(RN) で有界であるから ∥z1,n − w1,n∥H1 → 0 (n→ ∞) となる.
また γ = 0のとき v1,n = z1,n = 0 (∀n ∈ N)に注意すると (2.20)より ∥w1,n∥H1 →
0 (n→ ∞) であるからこの場合でも ∥z1,n − w1,n∥H1 → 0 (n→ ∞) は成り立つ.
よって全ての場合で
∥zj,n − wj,n∥H1 → 0 (n→ ∞, j = 1, 2, 3)
が成り立つ. また先程と同様な議論により
|E∞(z⃗n)− E∞(w⃗n)| → 0 (n→ ∞) (2.25)
が成り立つ. (2.23),(2.25) より
E∞(z⃗n) → I∞(γ, µ, s)






が成り立つ. したがって (2.24) にも注意して
I∞(γ, µ, s) ≤ E∞(u⃗n) ≤ E∞(z⃗n) → I∞(γ, µ, s) (n→ ∞)
が成り立つ. したがって {u⃗n}∞n=1 は I∞(γ, µ, s) の minimizing sequence になり, 所
望の性質をもつ. 2
Lemma 2.13. γ, µ, s > 0 とする. このとき
I∞(γ, µ, s) ≤ I∞(γ′, µ′, s′) + I∞(γ − γ′, µ− µ′, s− s′)
(∀γ′ ∈ [0, γ], ∀µ′ ∈ [0, µ], ∀s′ ∈ [0, s])
が成り立つ.
証明. Lemma 2.12 より次の性質をみたす I∞(γ′, µ′, s′) の minimizing sequence
{u⃗n}∞n=1 および I∞(γ − γ′, µ− µ′, s− s′) の minimizing sequence {v⃗n}∞n=1 が存在
する:
uj,n ∈ C∞c (RN) (j = 1, 2, 3),
uj,n ≥ 0 (a.e. in RN) (j = 1, 2, 3),
∥u1,n∥22 = γ′, ∥u2,n∥22 = µ′, ∥u3,n∥22 = s′,
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uj,n ∈ C∞c (RN) (j = 1, 2, 3),
uj,n ≥ 0 (a.e. in RN) (j = 1, 2, 3),
∥u1,n∥22 = γ − γ′, ∥u2,n∥22 = µ− µ′, ∥u3,n∥22 = s− s′.
uj,n, vj,n ∈ C∞c (RN) であるから
∃{xn}∞n=1 ⊂ RN s.t. supp uj,n ∩ supp vj,n(·+ xn) = ∅ (∀n ∈ N)
が成り立つ. wj,n(x) := uj,n(x) + vj,n(x+ xn) とおくと
∥w1,n∥22 = γ, ∥w2,n∥22 = µ, ∥w3,n∥22 = s
に注意すると
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2.4 Theorem 2.1 の証明で用いる Lemma
Lemma 2.14. γ, µ, s ≥ 0 とし u⃗ を I∞(γ, µ, s) の minimizer とする. このとき
u⃗⋆ も I∞(γ, µ, s) の minimizer になり次をみたす:
各 j = 1, 2, 3 に対して




(iii) u⋆j ≥ 0 (a.e. in RN).
(iv) u⋆j(−x1, x′) = u⋆j(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1).
(v) u⋆j(s, x
′) ≥ u⋆j(t, x′) (a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1).
(vi) γ > 0 ならば u⋆1 > 0 (a.e. in RN).
µ > 0 ならば u⋆2 > 0 (a.e. in RN).
s > 0 ならば u⋆3 > 0 (a.e. in RN).
証明. Lemma A.37 を参照. 2
Lemma 2.15. γ > 0 とする. このとき
S∞(γ) ≤ S∞(γ′) + S∞(γ − γ′) (0 ≤ ∀γ′ ≤ γ)
が成り立つ.
証明. Crollary A.8 を参照. 2
2.5 Theorem 2.1 の証明
Theorem 2.1 の証明. {u⃗n}∞n=1 ⊂ H1(RN ;C3) を I∞(γ, µ, s) の minimizing se-
quence とする. 証明は次の 5段階からなる.
(Step 1) 部分列をとれば
∃{xn}∞n=1 ⊂ RN , ∃u⃗ ∈ H1(RN ;C3) s.t.
uj,n(·+ xn)⇀ uj weakly in H1(RN) (j = 1, 2, 3, n→ ∞),
u1 ̸≡ 0.
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(Step 2) γ′ := ∥u1∥22, µ′ := ∥u2∥22, s′ := ∥u3∥22 とおく. このとき u⃗ は I∞(γ′, µ′, s′) の
minimizer になり部分列をとれば
∥uj,n∥22 = ∥uj∥22 + ∥uj,n(·+ xn)− uj∥22 + o(1) (j = 1, 2, 3, as n→ ∞),
E∞(u⃗n) = E
∞(u⃗) + E∞(u⃗n(·+ xn)− u⃗) + o(1) (as n→ ∞),
I∞(γ, µ, s) = I∞(γ′, µ′, s′) + I∞(γ − γ′, µ− µ′, s− s′)
が成り立つ.
(Step 3) ∥u1∥22 = γ を示す.
(Step 4) ∥u2∥22 = µ, ∥u3∥22 = s を示す.
(Step 5) lim
n→∞
∥u⃗n(· + xn)− u⃗∥H1 = 0 かつ u⃗ は I∞(γ, µ, s) の minimizer であること
を示す.
(Step 1)
γ > 0 であるから Lemma 2.9 (i) より部分列をとれば




|u1,n|2 ≥ ε1 (∀n ∈ N)
が成り立つ. したがって







が成り立つ.一方 Lemma 2.7より {u⃗n}∞n=1はH1(RN ;C3)で有界であるからHilbert
空間の有界列は弱収束する部分列をもつから部分列をとれば










であることと埋め込み H1(BR1) ⊂ L2(BR1) がコンパクトであることおよび
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すなわち u1 ̸≡ 0 を得る. 但し
BR1 := {x ∈ RN | |x| < R1}
である.
(Step 2) γ′ := ∥u1∥22 (> 0), µ′ := ∥u2∥22, s′ := ∥u3∥22 とおく. さらに vj,n :=









|vj,n|q + o(1) (as n→ ∞, q = 2, p+ 1).
実際, {uj,n}∞n=1 は H1(RN) での有界列であり埋め込み H1(RN) ⊂ Lq(RN) (q =
2, p+ 1) は連続であるから {uj,n}∞n=1 は Lq(RN) の有界列になる. さらに uj,n(·+
xn)⇀ uj weakly in H
1(RN) であるから部分列をとれば
uj,n(x+ xn) → uj(x) (a.e. x ∈ RN , n→ ∞)
が成り立つ. Brezis–Lieb Lemma (Lemma 1.3)より Claim 1 が従う.
Claim 2. ∫
RN





























∇uj · ∇vj,n = o(1) (as n→ ∞)
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を示せばよい. vj,n ⇀ 0 weakly in H1(RN) であるから vj,n ⇀ 0 weakly in L2(RN)













































































v1,nu2u3 = o(1) (as n→ ∞)
のみ示す. u2, u3 ∈ L3(RN) であるから Lebesgue の収束定理より
∀ε > 0, ∃R > 0 s.t. ∥u2∥L3({|x|≥R}) < ε, ∥u3∥L3({|x|≥R}) < ε
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が成り立つ. また埋め込み H1({|x| < R}) ⊂ L3({|x| < R}) はコンパクトであり
v1,n ⇀ 0 weakly in H
1(RN) であるから
∥v1,n∥L3({|x|<R}) → 0 (n→ ∞)











≤ Cε2 + ∥v1,n∥L3({|x|<R})∥u2∥L3({|x|<R})∥u3∥L3({|x|<R})






∣∣∣∣ ≤ Cε2 (∀ε > 0)


















∞(u⃗) + E∞(v⃗n) + o(1) as n→ ∞
が成り立つ. また (Claim 1) より
∥uj,n∥22 = ∥uj∥22 + ∥vj,n∥22 + o(1) as n→ ∞
が成り立つから lim
n→∞
をとると Lemma 2.11 と Lemma 2.13 に注意して
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≥ I∞(γ′, µ′, s′) + lim
n→∞
E∞(v⃗n)










E∞(u⃗) = I∞(γ′, µ′, s′),
I∞(γ, µ, s) = I∞(γ′, µ′, s′) + I∞(γ − γ′, µ− µ′, s− s′) (2.28)
すなわち u⃗ は I∞(γ′, µ′, s′) の minimizer となる.
(Step 3)
γ′ < γ とする. γ − γ′ > 0 であるから (Step 1) と同様の議論により
vj,n ⇀ vj weakly in H
1(RN) (j = 1, 2, 3)
v1 ̸≡ 0
となる I∞(γ−γ′, µ−µ′, s−s′)の minimizing sequence {v⃗n}∞n=1 と v⃗ ∈ H1(RN ;C3)
が存在する. γ′′ := ∥v1∥22, µ′′ := ∥v2∥22, s′′ := ∥v3∥22 とおく. (Step 2) と同様の議論
により
I∞(γ − γ′, µ− µ′, s− s′) = I∞(γ′′, µ′′, s′′)+
+ I∞(γ − γ′ − γ′′, µ− µ′ − µ′′, s− s′ − s′′), (2.29)
E∞(v⃗) = I∞(γ′′, µ′′, s′′)
が成り立つ. u⃗, v⃗ はそれぞれ I∞(γ′, µ′, s′), I∞(γ′′, µ′′, s′′) の minimizer であるから










′, γ′′ > 0 に注
意すると各 j = 1, 2, 3 に対して




u⋆1 > 0 (a.e. in RN), u⋆2, u⋆3 ≥ 0 (a.e. in RN , j = 2, 3),
u⋆j(−x1, x′) = u⋆j(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1),
u⋆j(s, x
′) ≥ u⋆j(t, x′) (a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1)
かつ
v⋆j ∈ H1(RN) ∩ C1(RN),
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lim
|x|→∞
v⋆j (x) = 0,
v⋆1 > 0 (a.e. in RN), v⋆2, v⋆3 ≥ 0 (a.e. in RN , j = 2, 3),
v⋆j (−x1, x′) = v⋆j (x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1),
v⋆j (s, x
′) ≥ v⋆j (t, x′) (a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1)
が成り立つ.
Proposition 1.13 と Lemma 1.12 より∫
RN














|∇v⋆j |2 (j = 2, 3) (2.31)



























が成り立つ. さらに Lemma 1.9 (ii) から∫
RN






|v⋆j |q (q = 2, p+ 1) (2.33)
が成り立つ. (2.30)–(2.33) より











= I∞(γ′, µ′, s′) + I∞(γ′′, µ′′, s′′) (2.34)
が成り立つ. これより
I∞(γ, µ, s) =
(2.28)
I∞(γ′, µ′, s′) + I∞(γ − γ′, µ− µ′, s− s′)
=
(2.29)
I∞(γ′, µ′, s′) + I∞(γ′′, µ′′, s′′) + I∞(γ − γ′ − γ′′, µ− µ′ − µ′′, s− s′ − s′′)
>
(2.34)






まず µ′ > 0 を示す. もし µ′ = 0 とすると γ′ = γ と Lemma 2.15 より
I∞(γ, µ, s) = I∞(γ, 0, s′) + I∞(0, µ, s− s′)
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= S∞(γ) + S∞(s
′) + S∞(µ) + S∞(s− s′)
≥
Lemma 2.15
S∞(γ) + S∞(µ) + S∞(s)
となる. これは Lemma 2.8 (i) に反する. よって µ′ > 0 となる. (Step 3) と同様に
して µ′ = µ が示せる. 同様に s′ = s も示せる.
(Step 5)
(Step 1) から (Step 4) により
uj,n(·+ xn)⇀ uj weakly in H1(RN) (j = 1, 2, 3),
∥u1∥22 = γ, ∥u2∥22 = µ, ∥u3∥22 = s
が示された. さらに ∥u1,n∥22 → γ, ∥u2,n∥22 → µ, ∥u3,n∥22 → s (n → ∞) と H1 で弱
収束したら L2 で弱収束することに注意すると
∥uj,n(·+ xn)− uj∥2 → 0 (n→ ∞) (2.35)
が成り立つ. ここで ϕj,n := uj,n(· + xn) − uj (j = 1, 2, 3) とおく. {ϕj,n}∞n=1 が










ϕ1,nϕ2,nϕ3,n = 0 (2.37)
が成り立つ. 実際, Gagliardo–Nirenberg の不等式より





2 (q = p+ 1, 3)
が成り立つ. {ϕj,n}∞n=1 が H1(RN) で有界であることと (2.35) に注意すると
∥ϕj,n∥qq → 0 (n→ ∞, q = p+ 1, 3) (2.38)
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が成り立つ. さらに埋め込み H1(RN) ⊂ L3(RN) (N ≤ 3) は連続であるから
∃C > 0 s.t. ∥ϕj,n∥3 ≤ C∥ϕj,n∥H1 (∀n ∈ N, j = 1, 2, 3) (2.40)








I∞(γ, µ, s) = E∞(u⃗) + lim
n→∞
E∞(ϕ⃗n)









≥ E∞(u⃗) ≥ I∞(γ, µ, s)
が成り立つ. 辺々等号で結ばれるから










が成り立つ. これと (2.35) より結論が従う. 2
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ここで u⃗ := (u1, u2, u3) であり, N = 1, 2, 3, 1 < p < 1 + 4/N , α > 0 である. さら
にポテンシャル Vj の条件を以下のように課す:
(V1) 各 j = 1, 2, 3 に対し Vj ∈ L∞(RN ;R).
(V2) 各 j = 1, 2, 3 に対し Vj(x) ≤ lim
|y|→∞
Vj(y) = 0 (a.e. x ∈ RN). さらに V1 ̸≡ 0
or V2 ̸≡ 0 or V3 ̸≡ 0 とする.
(V3) 各 j = 1, 2, 3 に対し
Vj(−x1, x′) = Vj(x1, x′) a.e. x1 ∈ R, a.e. x′ ∈ RN−1,
Vj(s, x
′) ≤ Vj(t, x′) a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1.
次の変分問題を考える:
γ, µ, s ≥ 0 に対して
I(γ, µ, s) := inf{E(u⃗) | u⃗ ∈ H1(RN ;C3), ∥u1∥22 = γ, ∥u2∥22 = µ, ∥u3∥22 = s},
SVj(γ) := inf{JVj(u) | u ∈ H1(RN), ∥u∥22 = γ}.
Theorem 3.1. γ, µ, s > 0 とし {u⃗n}∞n=1 ⊂ H1(RN ;C3) を I(γ, µ, s) の minimiz-
ing sequence とする. このとき部分列をとって
∃u⃗ ∈ H1(RN ;C3) s.t. ∥uj,n − uj∥H1 → 0 (n→ ∞)
が成り立つ. さらに u⃗ は I(γ, µ, s) の minimizer である.
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を考える. 但し, N ∈ N, 1 < p < 1 + 4/N とする. γ ≥ 0 に対して次の最小化問題
を考える:
S∞(γ) := inf{J∞(u) | u ∈ H1(RN), ∥u∥22 = γ}
Lemma 3.2. γ ≥ 0 とする. このとき
(i) γ > 0 のとき : S∞(γ) < 0 となる.
(ii) γ = 0 のとき : S∞(0) = 0 となる.












を考える. 但し, N ∈ N, 1 < p < 1 + 4/N とする. ポテンシャル V については以
下の仮定をする:
(V1) V ∈ L∞(RN ;R).
(V2)
V (x) ≤ lim
|y|→∞
V (y) = 0 (a.e. x ∈ RN).
さらに V ̸≡ 0 とする.
γ ≥ 0 に対して次の最小化問題を考える:
SV (γ) := inf{JV (u) | u ∈ H1(RN), ∥u∥22 = γ}.
Lemma 3.3. γ ≥ 0 とする. このとき
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(i) γ > 0 のとき : SV (γ) < S∞(γ) となる. Lemma 3.2 より特に SV (γ) < 0 と
なる.
(ii) γ = 0 のとき : SV (0) = 0 となる.
証明. Lemma A.19 を参照. 2
Lemma 3.4. γ, µ, s ≥ 0 とする. このとき I∞(γ, µ, s) の minimizer ϕ⃗ で 次の条
件をみたすものが存在する:
各 j = 1, 2, 3 に対して
(i) ϕj ∈ H1(RN) ∩ C1(RN).
(ii) ϕj ≥ 0 (a.e. in RN).
(iii) ϕj(−x1, x′) = ϕj(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1).
(iv) ϕj(s, x




(vi) γ > 0 ならば ϕ1 > 0 (a.e. in RN).
µ > 0 ならば ϕ2 > 0 (a.e. in RN).
s > 0 ならば ϕ3 > 0 (a.e. in RN).
但し, I∞ は Vj ≡ 0 (∀j = 1, 2, 3) のときの I である.
証明. Lemma A.38 を参照. 2
3.3 Basic estimates
次の Lemma は基本的である.

















∥∇uj∥22 (∀u⃗ ∈ H1(RN ;C3))








に注意すると Lemma 2.6 と同様に証明できる. 2
Lemma 3.6. γ, µ, s > 0 とする. このとき I(γ, µ, s) > −∞ が成り立つ. さらに
{u⃗n}∞n=1 を I(γ, µ, s) の minimizing sequence とすると {uj,n}∞n=1 (j = 1, 2, 3) は
H1(RN) で有界である.
証明. Vj ∈ L∞(RN ;R) に注意すると Lemma 2.7 と同様に証明できる. 2
Lemma 3.7. γ, µ, s ≥ 0 とする. このとき以下が成立する.
(i) γ, µ, s > 0 のとき: I(γ, µ, s) < SV1(γ) + SV2(µ) + SV3(s).
(ii) γ = 0 or µ = 0 or s = 0 のとき: I(γ, µ, s) = SV1(γ) + SV2(µ) + SV3(s).
(iii) I(0, 0, 0) = 0.
Lemma 3.2,3.3 に注意すると SV1(γ), SV2(µ), SV3(s) ≤ 0 であるから γ, µ, s ≥ 0 の
とき I(γ, µ, s) ≤ 0 が成り立つ. 特に γ > 0 or µ > 0 or s > 0 のとき I(γ, µ, s) < 0
となる.
証明. Lemma 2.8 と同様の考え方により示せる. 2
Lemma 3.8. γ, µ, s > 0 とする. このとき I(γ, µ, s) < I∞(γ, µ, s) が成り立つ.
I∞ については第 2 章を参照のこと.
証明. Lemma 3.4より I∞(γ, µ, s)のminimizer ϕ⃗ = (ϕ1, ϕ2, ϕ3)で ϕj > 0 (a.e. in RN)













Lemma 3.9. Vj ≡ 0 (j = 1, 2, 3) も許す. R > 0 とし
Σ≤R :=
{







∃C = C(R) > 0 s.t. |E(u⃗)− E(v⃗)| ≤ C
3∑
j=1
∥uj − vj∥H1 , ∀u⃗, v⃗ ∈ Σ≤R.
証明. Lemma 2.10 と同様に証明できる. 2
Lemma 3.10. Vj ≡ 0 (j = 1, 2, 3)も許す.このとき I は [0,∞)× [0,∞)× [0,∞)
上で連続である.
証明. Lemma 2.11 と同様に証明できる. 2
Lemma 3.11. γ, µ, s ≥ 0 とする. Vj ≡ 0 (j = 1, 2, 3) も許す. このとき I(γ, µ, s)
の minimizing sequence {u⃗n}∞n=1 で
uj,n ∈ C∞c (RN) (j = 1, 2, 3),
uj,n ≥ 0 (a.e. in RN) (j = 1, 2, 3),
∥u1,n∥22 = γ, ∥u2,n∥22 = µ, ∥u3,n∥22 = s
となるものが存在する.
証明. Lemma 2.12 と同様に証明できる. 2
Lemma 3.12. γ, µ, s > 0 とする. このとき
I(γ, µ, s) ≤ I(γ′, µ′, s′) + I∞(γ − γ′, µ− µ′, s− s′)
(∀γ′ ∈ [0, γ], ∀µ′ ∈ [0, µ], ∀s′ ∈ [0, s])
が成り立つ.
証明. Lemma 3.11より次の性質をみたす I(γ′, µ′, s′)のminimizing sequence {u⃗n}∞n=1
および I∞(γ − γ′, µ− µ′, s− s′) の minimizing sequence {v⃗n}∞n=1 が存在する:
uj,n ∈ C∞c (RN) (j = 1, 2, 3),
uj,n ≥ 0 (a.e. in RN) (j = 1, 2, 3),
∥u1,n∥22 = γ′, ∥u2,n∥22 = µ′, ∥u3,n∥22 = s′,
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uj,n ∈ C∞c (RN) (j = 1, 2, 3),
uj,n ≥ 0 (a.e. in RN) (j = 1, 2, 3),
∥u1,n∥22 = γ − γ′, ∥u2,n∥22 = µ− µ′, ∥u3,n∥22 = s− s′.
uj,n, vj,n ∈ C∞c (RN) であるから
∃{xn}∞n=1 ⊂ RN s.t. supp uj,n ∩ supp vj,n(·+ xn) = ∅ (∀n ∈ N)
が成り立つ. このとき∫
RN












が成り立つ. あとは Lemma 2.13 と同様に証明できる. 2
3.4 Theorem 3.1 の証明で用いる Lemma
Lemma 3.13. γ, µ, s ≥ 0 とする. このとき I∞(γ, µ, s) の minimizer ϕ⃗ で 次の
条件をみたすものが存在する:
各 j = 1, 2, 3 に対して
(i) ϕj ∈ H1(RN) ∩ C1(RN).
(ii) ϕj ≥ 0 (a.e. in RN).
(iii) ϕj(−x1, x′) = ϕj(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1).
(iv) ϕj(s, x




(vi) γ > 0 ならば ϕ1 > 0 (a.e. in RN).
µ > 0 ならば ϕ2 > 0 (a.e. in RN).
s > 0 ならば ϕ3 > 0 (a.e. in RN).
但し, I∞ は Vj ≡ 0 (∀j = 1, 2, 3) のときの I である.
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証明. Lemma A.38 を参照. 2
Lemma 3.14. γ, µ, s ≥ 0 とし u⃗ を I(γ, µ, s) の minimizer とする. このとき u⃗⋆
も I(γ, µ, s) の minimizer になり次をみたす:
各 j = 1, 2, 3 に対して




(iii) u⋆j ≥ 0 (a.e. in RN).
(iv) u⋆j(−x1, x′) = u⋆j(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1).
(v) u⋆j(s, x
′) ≥ u⋆j(t, x′) (a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1).
(vi) γ > 0 ならば u⋆1 > 0 (a.e. in RN).
µ > 0 ならば u⋆2 > 0 (a.e. in RN).
s > 0 ならば u⋆3 > 0 (a.e. in RN).
証明. Lemma A.37 を参照. 2
Lemma 3.15. γ ≥ 0 とする. このとき SV (γ) ≤ S∞(γ) が成り立つ.
証明. Lemma A.23 を参照. 2
Lemma 3.16. γ > 0 とする. このとき
SV (γ) ≤ SV (γ′) + S∞(γ − γ′) (∀γ′ ∈ [0, γ])
が成り立つ.
証明. Corollary A.24 を参照. 2
3.5 Theorem 3.1 の証明
Theorem 3.1 の証明. {u⃗n}∞n=1 ⊂ H1(RN ;C3) を I(γ, µ, s) の minimizing se-
quence とする. 証明は次の 5段階からなる.
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(Step 1) 部分列をとれば
∃u⃗ ∈ H1(RN ;C3) s.t. uj,n ⇀ uj weakly in H1(RN) (j = 1, 2, 3, n→ ∞).
(Step 2) γ′ := ∥u1∥22, µ′ := ∥u2∥22, s′ := ∥u3∥22 とおく. このとき u⃗ は I(γ′, µ′, s′) の
minimizer になり部分列をとれば
∥uj,n∥22 = ∥uj∥22 + ∥uj,n − uj∥22 + o(1) (j = 1, 2, 3, as n→ ∞),
E(u⃗n) = E(u⃗) + E
∞(u⃗n − u⃗) + o(1) (as n→ ∞),
I(γ, µ, s) = I(γ′, µ′, s′) + I∞(γ − γ′, µ− µ′, s− s′),
γ′ > 0 or µ′ > 0 or s′ > 0
が成り立つ. 但し, E∞, I∞ については第 2 章を参照せよ.
γ′ > 0 とする.
(Step 3) γ′ = γ を示す.
(Step 4) µ′ = µ, s′ = s を示す.
(Step 5) lim
n→∞
∥u⃗n − u⃗∥H1 = 0 かつ u⃗ は I∞(γ, µ, s) の minimizer であることを示す.
(Step 1)
{u⃗n}∞n=1は I(γ, µ, s)のminimizing sequenceであるから Lemma 3.6よりH1(RN ;C3)
で有界である. したがって部分列をとれば
∃u⃗ ∈ H1(RN ;C3) s.t. uj,n ⇀ uj weakly in H1(RN) (j = 1, 2, 3, n→ ∞)
が成り立つ.









|uj,n − uj|2 + o(1) (as n→ ∞), (3.1)
E∞(u⃗n) = E
∞(u⃗) + E∞(u⃗n − u⃗) + o(1) (as n→ ∞) (3.2)





Vj(x)|uj|2 + o(1) (as n→ ∞, j = 1, 2, 3). (3.3)
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が成り立つ.
(3.2),(3.3) より
E(u⃗n) = E(u⃗) + E
∞(u⃗n − u⃗) + o(1) (as n→ ∞) (3.4)
が従う. (3.1) と Lemma 2.11 に注意すると
lim
n→∞
I∞(∥u1,n − u1∥22, ∥u2,n − u2∥22, ∥u3,n − u3∥22) = I∞(γ − γ′, µ− µ′, s− s′)
が成り立つから (3.4) で lim
n→∞
をとると
I(γ, µ, s) = E(u⃗) + lim
n→∞
E∞(u⃗n − u⃗)
≥ I(γ′, µ′, s′) + lim
n→∞
E∞(u⃗n − u⃗)
≥ I(γ′, µ′, s′) + lim
n→∞
I∞(∥u1,n − u1∥22, ∥u2,n − u2∥22, ∥u3,n − u3∥22)




E(u⃗) = I(γ′, µ′, s′),
I(γ, µ, s) = I(γ′, µ′, s′) + I∞(γ − γ′, µ− µ′, s− s′) (3.5)
が成り立つ. すなわち u⃗ は I(γ′, µ′, s′) の minimizer となる. もし γ′ = µ′ = s′ = 0
とすると I(0, 0, 0) = 0 であるから (3.5) より
I(γ, µ, s) = I∞(γ, µ, s)
となるがこれは Lemma 3.8 に反する. したがって γ′ > 0 or µ′ > 0 or s′ > 0 とな
る.
γ′ > 0 とする.
(Step 3)
γ′ < γ とする. γ − γ′ > 0 であるから Lemma 3.13 より I∞(γ − γ′, µ− µ′, s− s′)
の minimizer ϕ⃗ で各 j = 1, 2, 3 に対して
ϕ1 > 0 (a.e. in RN), ϕ2, ϕ3 ≥ 0 (a.e. in RN), (3.6)
ϕj ∈ H1(RN) ∩ C1(RN), lim
|x|→∞
ϕj(x) = 0, (3.7)
ϕj(−x1, x′) = ϕj(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1), (3.8)
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ϕj(s, x
′) ≥ ϕj(t, x′) (a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1) (3.9)
となるものが存在する. 一方, (Step 2) より u⃗ は I(γ′, µ′, s′) の minimizer である
から γ′ > 0 に注意すると Lemma 3.14 (i) より各 j = 1, 2, 3 に対して
u⋆1 > 0 (a.e. in RN), u⋆2, u⋆3 ≥ 0 (a.e. x ∈ RN), (3.10)
u⋆j ∈ H1(RN) ∩ C1(RN), lim|x|→∞u
⋆
j(x) = 0, (3.11)
u⋆j(−x1, x′) = u⋆j(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1), (3.12)
u⋆j(s, x
′) ≥ u⋆j(t, x′) (a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1) (3.13)
が成り立つ. (3.6)–(3.13)と Proposition 1.13, Lemma 1.12, Lemma 1.17, Corollary
1.11, Lemma 1.9 (ii) より∫
RN







































3 ⋆ ϕ3), (3.17)∫
RN







|ϕj|q (q = 2, p+ 1) (3.18)
となる. (3.14)–(3.18) より







= I(γ′, µ′, s′) + I∞(γ − γ′, µ− µ′, s− s′) (3.19)
が成り立つ. これは (3.5) に反する.
(Step 4)
まず µ′ > 0 を示す. もし µ′ = 0 とすると γ′ = γ と (3.5) に注意すると
I(γ, µ, s) = I(γ, 0, s′) + I∞(0, µ, s− s′)
= SV1(γ) + SV3(s
′) + S∞(µ) + S∞(s− s′)
≥
Lemma 3.16
SV1(γ) + SV3(s) + S∞(µ)
≥
Lemma 3.15
SV1(γ) + SV3(s) + SV2(µ)
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これは Lemma 3.7 に反する. よって µ′ > 0 となる. (Step 3) と同様にして µ′ = µ
が示せる. 同様に s′ = s も示せる.
(Step 5)
(Step 1) から (Step 4) により
uj,n ⇀ uj weakly in H
1(RN) (j = 1, 2, 3),
∥u1∥22 = γ, ∥u2∥22 = µ, ∥u3∥22 = s
が示された. さらに ∥u1,n∥22 → γ, ∥u2,n∥22 → µ, ∥u3,n∥22 → s (n → ∞) と H1 で弱
収束したら L2 で弱収束することに注意すると
∥uj,n − uj∥2 → 0 (n→ ∞) (3.20)












が成り立つ. (Step 2) より
E(u⃗n) = E(u⃗) + E




I(γ, µ, s) = E(u⃗) + lim
n→∞
E∞(ϕ⃗n)









≥ E(u⃗) ≥ I(γ, µ, s)
が成り立つ. 辺々等号で結ばれるから















i∂tu1 +∆u1 − V1(x)u1 + |u1|p−1u1 = −αu3u2,
i∂tu2 +∆u2 − V2(x)u2 + |u2|p−1u2 = −αu3u1 in R× RN ,
i∂tu3 +∆u3 − V3(x)u3 + |u3|p−1u3 = −αu1u2.
(4.1)
ここで uj : R × RN → C; (t, x) 7→ uj(t, x) (j = 1, 2, 3), N = 1, 2, 3, 1 < p <
1 + 4/N , α > 0 である. さらにポテンシャル Vj の条件を以下のように課す:
(V1) 各 j = 1, 2, 3 に対し Vj ∈ L∞(RN ;R).
(V2) 各 j = 1, 2, 3 に対し Vj(x) ≤ lim
|y|→∞
Vj(y) = 0 (a.e. x ∈ RN).
(V3) 各 j = 1, 2, 3 に対し
Vj(−x1, x′) = Vj(x1, x′) a.e. x1 ∈ R, a.e. x′ ∈ RN−1,
Vj(s, x
′) ≤ Vj(t, x′) a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1.
ここで以下の量を導入する:
v⃗ = (v1, v2, v3) ∈ H1(RN ;C3) に対して




























ここで (4.1) の時間大域解の存在, 一意性および保存則に注意する. 以下の事実
は正直には確認していないが単独のときと同様に示せるはずなので ([4] を参照)こ
こではそれを認めることにして安定性の議論を行う. [8] を参照.
Proposition 4.1. 1 < p < 1+4/N とする. このとき任意の u⃗0 ∈ H1(RN ;C3) に
対して初期条件 u⃗(0) = u⃗0をみたす (4.1)の一意解 u⃗ = (u1, u2, u3) ∈ C([0,∞);H1(RN ;C3))
が存在する. さらに解 u⃗(t) は次の保存則をみたす:
Q1(u⃗(t)) = Q1(u⃗0), Q2(u⃗(t)) = Q2(u⃗0),
E(u⃗(t)) = E(u⃗0) (∀t ∈ [0,∞)).
安定性の理論を考えるために最小化問題の制約条件を次のようにする:
γ, µ > 0 に対して
Σγ,µ := {u⃗ ∈ H1(RN ;C3) | Q1(u⃗) = γ, Q2(u⃗) = µ},
J(γ, µ) := inf{E(u⃗) | u⃗ ∈ Σγ,µ}.
また J(γ, µ) の minimizer の集合を
Mγ,µ := {u⃗ ∈ Σγ,µ | E(u⃗) = J(γ, µ)}
で表す.
この章での目標は次の主張を示すことである.
Theorem 4.2. γ, µ > 0 とする. このときMγ,µ は次の意味で安定である:
∀ε > 0, ∃δ > 0 s.t. ∀u⃗0 ∈ H1(RN ;C3),
[ inf
φ⃗∈Mγ,µ
∥u⃗0 − φ⃗∥H1 < δ ならば
inf
φ⃗∈Mγ,µ
∥u⃗(t)− φ⃗∥H1 < ε (∀t ∈ [0,∞))].
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を考える. 但し, N ∈ N, 1 < p < 1 + 4/N とする. γ ≥ 0 に対して次の最小化問題
を考える:
S∞(γ) := inf{J∞(u) | u ∈ H1(RN), ∥u∥22 = γ}
Lemma 4.3. S∞ は [0,∞) 上で連続である.
証明. Lemma A.9 を参照. 2
Lemma 4.4. (S∞(γ) の minimizing sequence の compactness) γ > 0 と
する. {un}∞n=1 を S∞(γ) の minimizing sequence とする. このとき部分列をとれば
∃{yn}∞n=1 ⊂ RN , ∃u ∈ H1(RN) s.t. ∥un(·+ yn)− u∥H1 → 0 (n→ ∞)
が成り立つ. さらに u は S∞(γ) の minimizer となる.
証明. Theorem A.10 を参照. 2
Lemma 4.5. γ > 0 とする. このとき次の性質をみたす S∞(γ) の minimizer ϕ
が存在する.
(i) ϕ > 0 (a.e. in RN).
(ii) ϕ(−x1, x′) = ϕ(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1).
(iii) ϕ(s, x′) ≥ ϕ(t, x′) (a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1).
















を考える. 但し, N ∈ N, 1 < p < 1 + 4/N とする. ポテンシャル V については以
下の仮定をする:
(V1) V ∈ L∞(RN ;R).
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(V2)
V (x) ≤ lim
|y|→∞
V (y) = 0 (a.e. x ∈ RN).
さらに V ̸≡ 0 とする.
γ ≥ 0 に対して次の最小化問題を考える:
SV (γ) := inf{JV (u) | u ∈ H1(RN), ∥u∥22 = γ}.
Lemma 4.6. (SV (γ) の minimizing sequence の compactness) γ > 0 と
する. {un}∞n=1 を SV (γ) の minimizing sequence とする. このとき部分列をとれば
∃u ∈ H1(RN) s.t. ∥un − u∥H1 → 0 (n→ ∞)
が成り立つ. さらに u は SV (γ) の minimizer となる.
証明. Theorem A.26 を参照. 2
Lemma 4.7. γ > 0とする.このとき次の性質をみたす SV (γ)の minimizer ϕが
存在する.
(i) ϕ > 0 (a.e. in RN).
(ii) ϕ(−x1, x′) = ϕ(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1).
(iii) ϕ(s, x′) ≥ ϕ(t, x′) (a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1).




証明. Corollary A.27 を参照. 2
4.3 J(γ, µ) の minimizing sequence と I(γ − a, µ−
a, a) の minimizing sequence との関係
Lemma 4.8. γ, µ ≥ 0 とする. このとき J(γ, µ) > −∞ である. また J(γ, µ) の
任意の minimizing sequence {u⃗n}∞n=1 に対して {u⃗n}∞n=1 は H1(RN ;C3) で有界で
ある. ここで {u⃗n}∞n=1 が J(γ, µ) の minimizing sequence であるとは
Q1(u⃗n) → γ, Q2(u⃗n) → µ,
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E(u⃗n) → J(γ, µ) (n→ ∞)
となることである.
証明. u⃗ ∈ Σγ,µ とする. ∥u1∥22 ≤ γ, ∥u2∥22 ≤ µ, ∥u3∥22 ≤ min{γ, µ} に注意すると
Gagliardo–Nirenberg の不等式より∫
RN



















Vj,min|uj|2 ≥ Vj,minC(γ, µ)
となる. 但し, Vj,min := ess inf
RN
Vj (j = 1, 2, 3) である. さらに任意の ε > 0 に対して




∥∇uj∥22 + C(ε, γ, µ,N)















∥∇uj∥22 − C(γ, µ, p,N)
≥ −C(γ, µ, p,N)
となる. よって J(γ, µ) > −∞ となる.
{u⃗n}∞n=1 を J(γ, µ) の minimizing sequence とする. このとき Q1(u⃗n) → γ,













∥∇uj,n∥22 ≤ C + E(u⃗n) ≤ C (∀n ∈ N)
となる. {∥uj,n∥22}∞n=1 (j = 1, 2, 3) が有界であることに注意すると {u⃗n}∞n=1 は
H1(RN ;C3) で有界である. 2
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Lemma 4.9. γ, µ > 0 とし, {u⃗n}∞n=1 を J(γ, µ) の minimizing sequence とする.
このとき {u⃗n}∞n=1 の部分列をとれば (部分列も同じ記号で表す)
0 < ∃a ≤ min{γ, µ} s.t.
∥u1,n∥22 → γ − a, ∥u2,n∥22 → µ− a, ∥u3,n∥22 → a,
E(u⃗n) → I(γ − a, µ− a, a) (n→ ∞)
が成り立つ. すなわち {u⃗n}∞n=1 は I(γ − a, µ − a, a) の minimizing sequence とな
る. 特に, J(γ, µ) = I(γ − a, µ− a, a) が成り立つ.
証明. ∥u1,n∥22 + ∥u3,n∥22 → γ, より {∥u3,n∥22}∞n=1 は有界である. したがって部分列
をとれば
0 ≤ ∃a ≤ min{γ, µ} s.t. ∥u3,n∥22 → a (n→ ∞)
となる. さらに ∥u1,n∥22 + ∥u3,n∥22 → γ かつ ∥u2,n∥22 + ∥u3,n∥22 → µ より
∥u1,n∥22 → γ − a, ∥u2,n∥22 → µ− a
が成り立つ. Lemma 3.10 より I が [0,∞) × [0,∞) × [0,∞) 上で連続であること
に注意すると






= I(γ − a, µ− a, a) (4.4)
が成り立つ.
Claim 1. a > 0.
もし a = 0 とすると ∥u1,n∥22 → γ, ∥u2,n∥22 → µ, ∥u3,n∥22 → 0 (n → ∞) となる.
(4.4) より
J(γ, µ) = I(γ, µ, 0) = SV1(γ) + SV2(µ)
となる. ここで Lemma 4.5 および Lemma 4.7 より ϕ1, ϕ2 > 0 となる SV1(γ),
SV2(µ) の minimizer が存在するので
J(γ, µ) ≤ E(ϕ1, ϕ2, 0) = JV1(ϕ1) + JV2(ϕ2) = SV1(γ) + SV2(µ)
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となる. 以上より
J(γ, µ) = SV1(γ) + SV2(µ) = E(ϕ1, ϕ2, 0)





ϕ1ϕ2ψ = 0 (∀ψ ∈ H1(RN)).
実際, このことは次のように示せる:
任意の ψ ∈ H1(RN) に対して ε > 0 を γ − ε2∥ψ∥22 > 0, µ− ε2∥ψ∥22 > 0 となる












∥u1,t∥22 + ∥u3,t∥22 = γ, ∥u2,t∥22 + ∥u3,t∥22 = µ
が成り立つ. したがって
J(γ, µ) ≤ E(u⃗t) (∀t ∈ (−ε, ε) \ {0})











ϕ1ϕ2ψ = 0 (∀ψ ∈ H1(RN))
が従う. 変分法の基本補題より
ϕ1ϕ2 = 0 (a.e. in RN)
が成り立つ. これは ϕ1, ϕ2 > 0 (a.e. in RN) に反する. したがって a > 0 である.
Claim 2. γ ̸= µ =⇒ a < min{γ, µ}.
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J(γ, µ) ≤ I(γ − a, µ− a, a) (4.5)
が成り立つ. (4.4),(4.5) より




E(u⃗n) = I(γ − a, µ− a, a)
も従う. 2
Lemma 4.10. γ, µ > 0 とし, {u⃗n}∞n=1 を J(γ, µ) の minimizing sequence とす
る. このとき Lemma 4.9 より部分列をとれば
0 < ∃a < min{γ, µ} s.t.
∥u1,n∥22 → γ − a, ∥u2,n∥22 → µ− a, ∥u3,n∥22 → a,
E(u⃗n) → I(γ − a, µ− a, a) (n→ ∞)
が成り立つ. すなわち {u⃗n}∞n=1 は I(γ − a, µ − a, a) の minimizing sequence とな
る. このとき次が成り立つ:
Case (i) a < min{γ, µ} かつ Vj ≡ 0 (∀j = 1, 2, 3) のとき
部分列をとれば
∃{yn}∞n=1 ⊂ RN , ∃u⃗ ∈ Mγ,µ s.t.
lim
n→∞
∥u⃗n(·+ yn)− u⃗∥H1 = 0
が成り立つ. また u⃗(· − yn) ∈ Mγ,µ が成り立つ.
Case (ii) a < min{γ, µ} かつ V1 ̸≡ 0 or V2 ̸≡ 0 or V3 ̸≡ 0 のとき
部分列をとれば
∃u⃗ ∈ Mγ,µ s.t. lim
n→∞
∥u⃗n − u⃗∥H1 = 0
が成り立つ.
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Case (iii) γ = µ, a = γ かつ V3 ≡ 0 のとき
部分列をとれば
∃{yn}∞n=1 ⊂ RN , ∃u3 ∈ H1(RN) s.t.
lim
n→∞
∥u⃗n(·+ yn)− (0, 0, u3)∥H1 = 0
が成り立つ. また (0, 0, u3), (0, 0, u3(· − yn)) ∈ Mγ,µ が成り立つ.
Case (iv) γ = µ, a = γ かつ V3 ̸≡ 0 のとき
部分列をとれば
∃u3 ∈ H1(RN) s.t. lim
n→∞
∥u⃗n − (0, 0, u3)∥H1 = 0
が成り立つ. また (0, 0, u3) ∈ Mγ,γ が成り立つ.
証明. Case (i) γ − a, µ − a, a > 0 であり {u⃗n}∞n=1 は I(γ − a, µ − a, a) の
minimizing sequence であり, さらに Vj ≡ 0 (j = 1, 2, 3) より I(γ − a, µ− a, a) =
I∞(γ−a, µ−a, a), E(u⃗) = E∞(u⃗)に注意すると Theorem 2.1より部分列をとれば
∃{yn}∞n=1 ⊂ RN , ∃u⃗ ∈ H1(RN ;C3) : I∞(γ − a, µ− a, a) の minimizer s.t.
∥uj,n(·+ yn)− uj∥H1 → 0 (n→ ∞, j = 1, 2, 3)
が成り立つ. Lemma 4.9 より J(γ, µ) = I(γ − a, µ− a, a) であるから u⃗ は J(γ, µ)
の minimizer になる. さらに E∞ は平行移動不変であるから u⃗(· − yn) も J(γ, µ)
の minimizer である.
Case (ii) γ − a, µ− a, a > 0 であり {u⃗n}∞n=1 は I(γ − a, µ− a, a) の minimizing
sequence であり, さらに V1 ̸≡ 0 or V2 ̸≡ 0 or V3 ̸≡ 0 であるから Theorem 3.1 よ
り部分列をとれば
∃u⃗ ∈ H1(RN ;C3) : I(γ − a, µ− a, a) の minimizer s.t.
∥uj,n − uj∥H1 → 0 (n→ ∞, j = 1, 2, 3)
が成り立つ. Lemma 4.9 より J(γ, µ) = I(γ − a, µ− a, a) であるから u⃗ は J(γ, µ)
の minimizer になる.
Case (iii) ∥u1,n∥22 → 0, ∥u2,n∥22 → 0, ∥u3,n∥22 → γ (n→ ∞)であるからGagliardo–





Vj(x)|u2,n|2 → 0, (4.6)
∥u1,n∥p+1p+1 → 0, ∥u2,n∥
p+1
p+1 → 0, (4.7)
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u1,nu2,nu3,n → 0 (n→ ∞) (4.8)
が成り立つ.
Claim 1. ∥u1,n∥H1 → 0, ∥u2,n∥H1 → 0 (n→ ∞).
実際, V3 ≡ 0 より JV3(u3,n) = J∞(u3,n), I(0, 0, γ) = I∞(0, 0, γ) と (4.6)–(4.8) に注
意すると
S∞(γ) = I























































となる. ∥u1,n∥22 → 0, ∥u2,n∥22 → 0 (n→ ∞) と合わせて
∥u1,n∥H1 → 0, ∥u2,n∥H1 → 0 (n→ ∞) (4.9)
















が成り立つ. よって {u3,n}∞n=1 は S∞(γ) の minimizing sequence となる. したがっ
て Lemma 4.4 より
∃{yn}∞n=1 ⊂ RN , ∃u3 ∈ H1(RN) : S∞(γ) の minimizer s.t.
lim
n→∞




∥u⃗n(·+ yn)− (0, 0, u3)∥H1 = 0
が得られる.
(0, 0, u3) ∈ Mγ,γ を示す. Lemma 4.9 より
J(γ, γ) = I(0, 0, γ) (4.10)
が成り立つ. Vj ≡ 0 (j = 1, 2, 3) に注意すると
J∞(u3) = E
∞(0, 0, u3), (4.11)
S∞(γ) = I
∞(0, 0, γ) = I(0, 0, γ) (4.12)
が成り立つ. さらに u3 は S∞(γ) の minimizer であるから
∥u3∥22 = γ, J∞(u3) = S∞(γ) (4.13)
が成り立つ. (4.10)–(4.13) より
Q1(0, 0, u3) = ∥u3∥22 = γ, Q2(0, 0, u3) = ∥u3∥22 = γ,
E∞(0, 0, u3) = J(γ, γ)
が成り立つ. したがって (0, 0, u3) ∈ Mγ,γ が成り立つ. E∞ は平行移動不変である
から (0, 0, u3(· − yn)) ∈ Mγ,γ も成り立つ.
Case (iv) Case (iii) と同様にして
∥u1,n∥H1 → 0, ∥u2,n∥H1 → 0 (n→ ∞), (4.14)
{u3,n}∞n=1 は SV3(γ) の minimizing sequence
が得られる. したがって Lemma 4.6 より
∃u3 ∈ H1(RN) : SV3(γ) の minimizer s.t. lim
n→∞
∥u3,n − u3∥H1 = 0
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∥u⃗n − (0, 0, u3)∥H1 = 0
が得られる.
(0, 0, u3) ∈ Mγ,γ となることは Case (iii) と同様にして示せる. 2
4.4 Theorem 4.2 の証明
Theorem 4.2 の証明. Mγ,µ が安定でないとすると
∃ε > 0 s.t. ∀n ∈ N, ∃u⃗n,0 ∈ H1(RN ;C3) s.t.
[ inf
φ⃗∈Mγ,µ




∃tn ∈ [0,∞) s.t. inf
φ⃗∈Mγ,µ
∥u⃗n(tn)− φ⃗∥H1 ≥ ε] (4.16)
が得られる. ここで u⃗n は初期条件 u⃗n(0) = u⃗n,0 をみたす (4.1) の解である. (4.15)
より





∥u⃗n,0 − φ⃗n∥H1 → 0 (n→ ∞) (4.17)
が成り立つ. さらに
|∥uj,n,0∥2 − ∥φj,n∥2| ≤ ∥uj,n,0 − φj,n∥2 ≤ ∥u⃗n,0 − φ⃗n∥H1 → 0 (n→ ∞)
となるから
|Q1(u⃗n,0)−Q1(φ⃗n)| → 0, |Q2(u⃗n,0)−Q2(φ⃗n)| → 0 (n→ ∞) (4.18)
が成り立つ. 但し, u⃗n,0 = (u1,n,0, u2,n,0, u3,n,0), φ⃗n = (φ1,n, φ2,n, φ3,n) である. また
{φ⃗n}∞n=1 は J(γ, µ) の minimizer であるから minimizing sequence でもある. した
がって Lemma 4.8 より {φj,n}∞n=1 (j = 1, 2, 3) は H1(RN) で有界である. さらに
(4.17) より {uj,n,0}∞n=1 (j = 1, 2, 3) も H1(RN) で有界である. したがって
∃M > 0 s.t.
3∑
j=1
(∥uj,n,0∥2H1 + ∥φj,n∥2H1) ≤M2
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が成り立つ. したがって Lemma 3.9 より
∃C(M) > 0 s.t. |E(u⃗n,0)− E(φ⃗n)| ≤ C(M)
3∑
j=1
∥uj,n,0 − φj,n∥H1 → 0 (n→ ∞)
(4.19)
が成り立つ. ここで φ⃗n ∈ Mγ,µ であるから
Q1(φ⃗n) = γ, Q2(φ⃗n) = µ, (4.20)
E(φ⃗n) = J(γ, µ) (4.21)
が成り立つ. (4.18)–(4.21) より
Q1(u⃗n,0) → γ, Q2(u⃗n,0) → µ, (4.22)
E(u⃗n,0) → J(γ, µ) (n→ ∞) (4.23)
が成り立つ. ここで Proposition 4.1 より
Q1(u⃗n(tn)) = Q1(u⃗n,0), Q2(u⃗n(tn)) = Q2(u⃗n,0), (4.24)
E(u⃗n(tn)) = E(u⃗n,0) (∀n ∈ N) (4.25)
が成り立つ. (4.22)–(4.25) より
Q1(u⃗n(tn)) → γ, Q2(u⃗n(tn)) → µ, (4.26)
E(u⃗n(tn)) → J(γ, µ) (n→ ∞) (4.27)
が成り立つ. したがって {u⃗n(tn)} は J(γ, µ) の minimizing sequence となる.
ここで Lemma 4.10 より部分列をとれば
∃{yn}∞n=1 ⊂ RN , ∃u⃗ ∈ Mγ,µ s.t. (4.28)
∥u⃗n(tn, ·+ yn)− u⃗∥H1 → 0 (n→ ∞) (4.29)
が成り立つ. 但し, Lemma 4.10 において Case (ii),(iv) のときは yn = 0 となり,
Case (iii),(iv) のときは u1 = u2 = 0 となることに注意する. したがって Lemma
4.10 より u⃗(· − yn) ∈ Mγ,µ となる (Case (ii),(iv) のときは yn = 0 となることに注
意する). (4.29) と u⃗(· − yn) ∈ Mγ,µ より
inf
φ⃗∈Mγ,µ
∥u⃗n(tn)− φ⃗∥H1 ≤ ∥u⃗n(tn)− u⃗(· − yn)∥H1 → 0 (n→ ∞)
が成り立つ. これは (4.16) に反する. したがってMγ,µ は安定である. 2
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但し, u⃗ := (u1, u2, u3), uj : RN → C (j = 1, 2, 3), N = 1, 2 である.
次の変分問題を考える:
γ, µ, s ≥ 0 に対して
Σ0(γ, µ, s) := inf{E0(u⃗) | u⃗ ∈ H1(RN ;C3), ∥u1∥22 = γ, ∥u2∥22 = µ, ∥u3∥22 = s}.
Theorem 5.1. γ, µ, s > 0 とし {u⃗n}∞n=1 ⊂ H1(RN ;C3) を Σ0(γ, µ, s) の mini-
mizing sequence とする. このとき部分列をとって
∃{yn}∞n=1 ⊂ RN , ∃u⃗ ∈ H1(RN ;C3) s.t.
∥uj,n(·+ yn)− uj∥H1 → 0 (j = 1, 2, 3, n→ ∞)
が成り立つ. さらに u⃗ は Σ0(γ, µ, s) の minimizer である.
Remark 5.1. N ≤ 2 を使うのは Proposition 5.8 のみである.
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5.2 Σ0(γ, µ, s) およびその minimizing sequence の
基本的性質









∥∇uj∥22 (∀u⃗ ∈ H1(RN ;C3))
が成り立つ.
証明. Lemma 2.6 と同様に証明できる. 2
Lemma 5.3. γ, µ, s > 0 とする. このとき Σ0(γ, µ, s) > −∞ となる. さらに
{u⃗n}∞n=1 を Σ0(γ, µ, s) の minimizing sequence とすると {uj,n}∞n=1 (j = 1, 2, 3) は
H1(RN) で有界である.
証明. Lemma 5.2 を用いることにより Lemma 2.7 と同様に証明できる. 2
Lemma 5.4. γ, µ, s ≥ 0 とする. このとき次が成り立つ.
(i) γ, µ, s > 0 のとき : Σ0(γ, µ, s) < 0 が成り立つ.
(ii) γ = 0 or µ = 0 or s = 0 のとき : Σ0(γ, µ, s) = 0 となる.
(iii) [γ = 0 or µ = 0 or s = 0] かつ [γ ̸= 0 or µ ̸= 0 or s ̸= 0] のとき : Σ0(γ, µ, s)
は minimizer を持たない.




となるものとする. θ > 0 に対して uj,θ(x) := θN/2uj(θx) とおくと
∥uj,θ∥22 = ∥uj∥22 =

γ (j = 1)
µ (j = 2)









|∇uj|2 (j = 1, 2, 3),
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が成り立つ. N ≤ 2 であるから θ > 0 が十分小さければ













(iii) γ > 0 かつ µ = 0 の場合のみ示す. Σ0(γ, µ, s) の minimizer u⃗ が存在するとす
ると µ = 0であるから u2 = 0かつ (ii)より Σ0(γ, 0, s) = 0となる. u⃗は Σ0(γ, 0, s)
の minimizer であるから












となる. したがって |∇uj| = 0 (j = 1, 3) となるが uj ∈ L2(RN) (j = 1, 3) より
uj = 0 (j = 1, 3) となる. これは ∥u1∥22 = γ > 0 であることに反する. したがって
Σ0(γ, µ, s) の minimizer は存在しない. 2
Lemma 5.5. γ, µ, s > 0とし {u⃗n}∞n=1 ⊂ H1(RN ;C3)を Σ0(γ, µ, s)のminimizing
sequence とする. このとき部分列をとれば





|uj,n|2 ≥ εj (∀n ∈ N)
が成り立つ.
証明. もし

















となる. さらに Lemma 5.3 より {uj,n}∞n=1 は H1(RN) で有界であるから
∥uj,n∥3 → 0 (n→ ∞)
68



















が成り立つ. これは Lemma 5.4 (i)
Σ0(γ, µ, s) < 0
に反する. よって主張が成り立つ. 2
Lemma 5.6. γ, µ, s > 0 とし, {u⃗n}∞n=1 ⊂ H1(RN ;C3) を Σ0(γ, µ, s) の minimiz-
ing sequence とする. このとき部分列をとれば
∀j = 1, 2, 3, ∃δj > 0, s.t.
∫
RN
|∇uj,n|2 ≥ δj, ∀n ∈ N
が成り立つ.
証明. 背理法で示す.




|∇uj,n|2 = 0 (5.1)
と仮定する. Gagliardo–Nirenberg の不等式 (Lemma 1.1)より




2 (∀n ∈ N) (5.2)
が成り立つ. (5.1),(5.2) より




∣∣∣∣ ≤ ∥u1,n∥3∥u2,n∥3∥u3,n∥3 (5.4)
が成り立つ. Lemma 5.3 より {uj,n}∞n=1 は H1(RN) で有界であり, (5.3),(5.4) より∣∣∣∣Re∫
RN
u1,nu2,nu3,n
∣∣∣∣→ 0 (n→ ∞)
となる. あとの議論は Lemma 5.5 と同様に進めば矛盾が出せる. 2
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5.2 Σ0(γ, µ, s) およびその minimizing sequence の基本的性質
Lemma 5.7. Σ0 は [0,∞)× [0,∞)× [0,∞) 上で連続である.
証明. Lemma 2.11 と同様に証明できる. 2
Proposition 5.8. a1, a2, a3 > 0 とする. このとき
a1 < b1 =⇒ Σ0(a1, a2, a3) > Σ0(b1, a2, a3), (5.5)
a2 < b2 =⇒ Σ0(a1, a2, a3) > Σ0(a1, b2, a3), (5.6)
a3 < b3 =⇒ Σ0(a1, a2, a3) > Σ0(a1, a2, b3). (5.7)
証明. (5.5) のみ示す. {f⃗n}∞n=1 を Σ0(a1, a2, a3) の minimizing sequence で fj,n ≥ 0






θN/2f1,n(θx) (j = 1)
θN/2fj,n(θx) (j = 2, 3)










b1 (j = 1)






























































となる. ここで N ≤ 2 かつ θ < 1 に注意すると θ2 − θN−2 < 0 であり, さらに
Lemma 5.6 より部分列をとれば





|∇fj,n|2 ≥ C (∀n ∈ N)
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が成り立つから









Σ0(b1, a2, a3) ≤ θN−2Σ0(a1, a2, a3)−
1
2
(θN−2 − θ2)C < θN−2Σ0(a1, a2, a3)
が成り立つ. また θ < 1, N ≤ 2, Σ0(a1, a2, a3) < 0 に注意すると θN−2 ≥ 1 である
から
θN−2Σ0(a1, a2, a3) ≤ Σ0(a1, a2, a3)
が成り立つ. 以上より
Σ0(b1, a2, a3) < Σ0(a1, a2, a3)
を得る. 2
Lemma 5.9. γ, µ, s > 0 とし, γ′ ∈ [0, γ], µ′ ∈ [0, µ], s′ ∈ [0, s] とする. このとき
Σ0(γ, µ, s) ≤ Σ0(γ′, µ′, s′) + Σ0(γ − γ′, µ− µ′, s− s′)
が成り立つ.
証明. Lemma 2.13 と同様に証明できる. 2
5.3 Theorem 5.1 の証明
Theorem 5.1 の証明. {u⃗n}∞n=1 ⊂ H1(RN ;C3) を Σ0(γ, µ, s) の minimizing se-
quence とする. 証明は次の 6段階からなる.
(Step 1) 部分列をとれば
∃{xn}∞n=1 ⊂ RN , ∃u⃗ ∈ H1(RN ;C3) s.t.
uj,n(·+ xn)⇀ uj weakly in H1(RN) (j = 1, 2, 3, n→ ∞),
u1 ̸≡ 0.
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(Step 2) γ′ := ∥u1∥22 (> 0), µ′ := ∥u2∥22, s′ := ∥u3∥22 とおく.このとき u⃗は Σ0(γ′, µ′, s′)
の minimizer になり部分列をとれば
∥uj,n∥22 = ∥uj∥22 + ∥uj,n(·+ xn)− uj∥22 + o(1) (j = 1, 2, 3, as n→ ∞),
E0(u⃗n) = E
0(u⃗) + E0(u⃗n(·+ xn)− u⃗) + o(1) (as n→ ∞),
Σ0(γ, µ, s) = Σ0(γ
′, µ′, s′) + Σ0(γ − γ′, µ− µ′, s− s′) (5.8)
が成り立つ.
(Step 3) µ′ > 0 かつ s′ > 0 を示す.
(Step 4) γ′ = γ or µ′ = µ or s′ = s を示す.
(Step 5) γ′ = γ, µ′ = µ, s′ = s を示す.
(Step 6) lim
n→∞
∥u⃗n(· + xn) − u⃗∥H1 = 0 かつ u⃗ は Σ0(γ, µ, s) の minimizer であること
を示す.
(Step 1)
γ, µ, s > 0 であるから Lemma 5.5 より部分列をとれば





|uj,n|2 ≥ εj (∀n ∈ N)
が成り立つ. 特に j = 1 のとき




|u1,n|2 ≥ ε1 (∀n ∈ N)
が成り立つ. したがって







が成り立つ. 一方 {u⃗n}∞n=1 は H1(RN ;C3) で有界であるから部分列をとれば










であることと埋め込み H1(BR1) ⊂ L2(BR1) がコンパクトであることおよび
uj,n(·+ xn)⇀ uj weakly in H1(RN)
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すなわち u1 ̸≡ 0 を得る. 但し
BR1 := {x ∈ RN | |x| < R1}
である.
(Step 2) γ′ := ∥u1∥22 (> 0), µ′ := ∥u2∥22, s′ := ∥u3∥22 とおく. さらに vj,n :=
uj,n(·+ xn)− uj (j = 1, 2, 3) とおく.
Theorem 2.1 の証明と同様の議論により部分列をとれば
∥uj,n∥22 = ∥uj∥22 + ∥vj,n∥22 + o(1) as n→ ∞,
E0(u⃗n) = E
0(u⃗) + E0(v⃗n) + o(1) as n→ ∞
が成り立つ. lim
n→∞
をとると Lemma 5.7, Lemma 5.9 に注意して




≥ Σ0(γ′, µ′, s′) + lim
n→∞
E0(v⃗n)












すなわち u⃗ は Σ0(γ′, µ′, s′) の minimizer となる.
(Step 3)
µ′ = 0 とすると γ′ > 0 であるから Lemma 5.4 (iii) より Σ0(γ′, 0, s′) は minimizer
を持たない. しかし (Step 2) より u⃗ は Σ0(γ′, 0, s′) の minimizer であるからこれ
は矛盾. したがって µ′ > 0 となる. 同様に s′ > 0 が示せる.
(Step 4)
γ′ = γ or µ′ = µ or s′ = s を示す.
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(背理法) : γ′ < γ かつ µ′ < µ かつ s′ < s とする. γ−γ′ > 0, µ−µ′ > 0, s− s′ > 0
であるから (Step 1) と同様な議論により
vj,n ⇀ vj weakly in H
1(RN) (j = 1, 2, 3, n→ ∞),
v1 ̸≡ 0
となる Σ0(γ−γ′, µ−µ′, s−s′)の minimizing sequence {v⃗n}∞n=1 と v⃗ ∈ H1(RN ;C3)
が存在する. 以下, coupled rearrangement の議論により矛盾を導く.
γ′′ := ∥v1∥22 (> 0), µ′′ := ∥v2∥22, s′′ := ∥v3∥22 とおく. (Step 2) と同様の議論で
Σ0(γ − γ′, µ− µ′, s− s′) = Σ0(γ′′, µ′′, s′′)+
+ Σ0(γ − γ′ − γ′′, µ− µ′ − µ′′, s− s′ − s′′), (5.9)
E0(v⃗) = Σ0(γ
′′, µ′′, s′′)
が成り立つ. u⃗, v⃗ はそれぞれ Σ0(γ′, µ′, s′), Σ0(γ′′, µ′′, s′′) の minimizer であるから
Theorem 2.1 の証明と同様の議論により
Σ0(γ
′ + γ′′, µ′ + µ′′, s′ + s′′) < Σ0(γ
′, µ′, s′) + Σ0(γ
′′, µ′′, s′′) (5.10)
が得られる. これより
Σ0(γ, µ, s) =
(5.8)
Σ0(γ




′, µ′, s′) + Σ0(γ








これは矛盾. ゆえに γ′ = γ or µ′ = µ or s′ = s が成り立つ.
(Step 5)
(Step 4) より γ′ = γ or µ′ = µ or s′ = s となる. γ′ = γ のときのみ考える. µ′ = µ
or s′ = s のときも同様に示せる.
γ′ = γ のとき (5.8) より
Σ0(γ, µ, s) = Σ0(γ, µ
′, s′) (5.11)
が成り立つ.









第 5 章 Σ0(γ, µ, s) の minimizing sequence の compactness
を得る. しかしこれは Σ0(γ, µ, s) = Σ0(γ, µ′, s′) に反する. よって µ′ = µ が成り立
つ. 同様に s′ = s が示せる.
(Step 6)
∥u1∥22 = γ, ∥u2∥22 = µ, ∥u3∥22 = s と
uj,n(·+ xn)⇀ uj weakly in H1(RN)
より
∥uj,n(·+ xn)− uj∥2 → 0 (n→ ∞)
が成り立つ. ここで ϕj,n := uj,n(· + xn) − uj (j = 1, 2, 3) とおく. {ϕj,n}∞n=1 が






が成り立つ. (Step 2) (5.8) より
E0(u⃗n) = E














≥ E0(u⃗) ≥ Σ0(γ, µ, s)
が成り立つ. 辺々等号で結ばれるから










第6章 ΣU1(µ, s) の minimizing
sequence の compactness
6.1 Introduction
U1 ∈ H1(R) を U1 ≥ 0 かつ U1 ̸≡ 0 かつ球対称かつ [0,∞) 上で単調減少, すな
わち
U1(−x) = U1(x) a.e. x ∈ R,




















但し, uj : R → C (j = 2, 3) であり空間 1次元で考える. さらに α > 0 としポテン
シャル Vj (j = 2, 3) の条件を以下のようにする:
(V1) 各 j = 2, 3 に対し Vj ∈ L∞(R;R).
(V2) 各 j = 2, 3 に対し Vj(x) ≤ lim
|y|→∞
Vj(y) = 0 (a.e. x ∈ R).
(V3) 各 j = 2, 3 に対し
Vj(−x) = Vj(x) a.e. x ∈ R,
Vj(x) ≤ Vj(y) a.e. x, y ∈ R with 0 ≤ x < y.
このとき次の変分問題を考える:
µ, s ≥ 0 に対して
ΣU1(µ, s) := inf{KU1(u2, u3) | u2, u3 ∈ H1(R), ∥u2∥22 = µ, ∥u3∥22 = s}.
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Theorem 6.1. µ, s > 0 とし {(u2,n, u3,n)}∞n=1 ⊂ H1(R;C2) を ΣU1(µ, s) の min-
imizing sequence とする. このとき部分列をとって
∃(u2, u3) ∈ H1(R;C2) s.t. ∥uj,n − uj∥H1 → 0 (j = 2, 3, n→ ∞)
が成り立つ. さらに (u2, u3) は ΣU1(µ, s) の minimizer である.
Remark 6.1. 空間 1次元であることを使うのは Proposition 6.15 のみである.
6.2 単独の変分問題
次の単独の変分問題を考える.






(|u′|2 + Vj(x)|u|2) (j = 2, 3),
Σ(j)(µ) := inf{K(j)(u) | u ∈ H1(R), ∥u∥22 = µ} (j = 2, 3).
Lemma 6.2. µ ≥ 0 とする. 各 j = 2, 3 に対して Σ(j)(µ) > −∞ が成り立つ.
証明. 証明は明らか. 2
Lemma 6.3. (cf. [10]) µ ≥ 0 とする. 各 j = 2, 3 に対して次が成り立つ:
(i) µ > 0 かつ Vj ̸≡ 0 のとき : Σ(j)(µ) < 0. さらに ϕ > 0 (a.e. in R) となる
Σ(j)(µ) の minimizer ϕ ∈ H1(R) が存在する.
(ii) µ = 0 かつ Vj ̸≡ 0 のとき : Σ(j)(0) = 0.
(iii) µ ≥ 0 かつ Vj ≡ 0 のとき : Σ(j)(µ) = 0.





となるものとする. 0 < θ < 1 に対して ψθ(x) := θ1/2ψ(θx) とおくと






















となる. ここで 0 < θ < 1 かつ ψ は単調減少であることに注意すると
ψ(θx) ≥ ψ(x) (a.e. x ∈ R)





















2 (0 < ∀θ < 1)











とできる. したがって Σ(j)(µ) < 0 となる.
ϕ > 0 (a.e. in R) となる Σ(j)(µ) の minimizer ϕ ∈ H1(R) の存在性については
[10, Chapter 11] を参照.
(ii) : µ = 0 より ∥u∥22 = 0 となる u ∈ H1(R) は u = 0 のみ. したがって
Σ(j)(0) = K(j)(0) = 0.





|u′|2 となる. u ∈ H1(R) を ∥u∥22 = µ となるも











|u′|2 (∀θ > 0) (6.5)
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となる. Σ(j)(µ) の定義から
0 ≤ Σ(j)(µ) ≤ K(j)(uθ) (∀θ > 0) (6.6)
となる. (6.5),(6.6) より
0 ≤ Σ(j)(µ) ≤ θ2
∫
R
|u′|2 (∀θ > 0)
が成り立つ. はさみうちの原理より θ → 0 とすると Σ(j)(µ) = 0 を得る. 2
次の主張は Σ(j) の単調減少性に関するものである.
Lemma 6.4. 0 ≤ a < b とする. このとき Σ(j)(a) ≥ Σ(j)(b) (j = 2, 3) が成り
立つ.
証明. Vj ≡ 0 のとき : Σ(j)(a) = Σ(j)(b) = 0 となり成立する.
Vj ̸≡ 0 かつ a = 0 のとき : Lemma 6.3 (ii) より Σ(j)(0) = 0 となる. また b > 0 で
あるから Lemma 6.3 (i) より Σ(j)(b) < 0 が成り立つ. したがって Σ(j)(0) > Σ(j)(b)
が成り立つ.
Vj ̸≡ 0 かつ a > 0 のとき : Lemma 6.3 (i) より ϕ > 0 (a.e. in R) となる Σ(j)(a)




ϕ とおくと ∥ψ∥22 = b となるので









となる. b/a > 1 かつ Lemma 6.3 (i) より Σ(j)(a) < 0 に注意すると
b
a
Σ(j)(a) < Σ(j)(a) (6.9)
となる. (6.7)–(6.9) より Σ(j)(a) > Σ(j)(b) が成り立つ. 2




∣∣ ∥u∥H1 ≤ R}
とおく. このとき
∃C = C(R) > 0 s.t. |K(j)(u)−K(j)(v)| ≤ C∥u− v∥H1 ,
(∀u, v ∈ Σ≤R).
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6.3 ΣU1(µ, s) の基本的性質
証明. Lemma 2.10 と同様の考え方により証明できる. 2
Lemma 6.6. Σ(j) は [0,∞) 上で連続である.
証明. Lemma 2.11 と同様の考え方により証明できる. 2














|u′j|2 (∀u2, u3 ∈ H1(R))
が成り立つ.























Lemma 6.8. µ, s > 0 とする. このとき ΣU1(µ, s) > −∞ である. さらに
{(u2,n, u3,n)}∞n=1 を ΣU1(µ, s)の minimizing sequenceとすると {uj,n}∞n=1 (j = 2, 3)
は H1(RN) で有界である.
証明. Lemma 6.7 を用いることにより Lemma 2.7 と同様にして示せる. 2
Remark 6.2. Lemma 6.8 は U1 ∈ H1(R) に対しても成り立つ.
次の Lemma は後の証明の随所で使うので Lemma の形で残しておく.
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Lemma 6.9. µ, s > 0 に対して
ΣU1(µ, s) < Σ
(2)(µ) + Σ(3)(s) (6.10)
が成り立つ.
証明. Case (i) V2 ≡ 0かつ V3 ≡ 0のとき : Lemma 6.3より Σ(2)(µ) = Σ(3)(s) = 0
となるので ΣU1(µ, s) < 0 を示せば良い.






∥ψ2∥22 = µ, ∥ψ3∥22 = s
が成り立つ. したがって
ΣU1(µ, s) ≤ KU1(ψ2, ψ3) (6.11)





















































2 < 0 (6.13)
となる ψ ∈ H1(R), ψ ≥ 0, ∥ψ∥22 = µ が構成できる. (6.11)–(6.13) より ΣU1(µ, s) <
0 が成り立つ.
Case (ii) V2 ̸≡ 0 かつ V3 ≡ 0 のとき : Lemma 6.3 (i) より Σ(2)(µ) の minimizer
ϕ > 0 が存在し Lemma 6.3 (iii) より Σ(3)(s) = 0 である. したがって
ΣU1(µ, s) < K
(2)(ϕ)








U1(x)ϕψ < 0 (6.14)
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となるものが構成できたら










となり証明完了. したがって (6.14) をみたす ψ ∈ H1(R), ψ ≥ 0, ∥ψ∥22 = s が構成
できればよい. このような ψ は次のようにして構成できる.
u ∈ H1(R) を u ≥ 0 かつ ∥u∥22 = s かつ偶関数かつ [0,∞) 上で単調減少かつ∫
R
U1(x)ϕu > 0
となるものとする.さらに 0 < θ < 1に対して uθ(x) := θ1/2u(θx)とおく. 0 < θ < 1
と u が単調減少であることに注意すると
u(θx) ≥ u(x) (a.e. x ∈ R)



































となる. したがって ψ = uθ0 ととれば良い.
Case (iii) V2 ≡ 0 かつ V3 ̸≡ 0 のとき : V2 ̸≡ 0 かつ V3 ≡ 0 と同様に示せる.
Case (iv) V2 ̸≡ 0 かつ V3 ̸≡ 0 のとき : Lemma 6.3 (i) より Σ(2)(µ) と Σ(3)(s) の
minimizer ϕ2, ϕ3 > 0 が存在する. よって
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Lemma 6.10. R > 0 とし
Σ≤R :=
{







∃C = C(R) > 0 s.t. |KU1(u2, u3)−KU1(v2, v3)| ≤ C
3∑
j=2
∥uj − vj∥H1 ,
(∀(u2, u3), (v2, v3) ∈ Σ≤R).
証明. Lemma 2.10 と同様の考え方により証明できる. 2
Lemma 6.11. ΣU1 は [0,∞)× [0,∞) 上で連続である.
証明. Lemma 2.11 と同様の考え方により証明できる. 2


























3) ≤ KU1(u2, u3) (6.18)
も成り立つ. 但し, u⋆ は u の Steiner rearrangement である. Definition 1.4 参照.
Remark 1.2 より u ∈ H1(R) なら u⋆ が定義できる.
証明. (6.15) : Proposition 1.5 (vi) より従う.





であるから (−Vj)⋆ が定義できる. U1, −Vj が非負,偶関数かつ [0,∞)上で単調減少
であるから Lemma 1.14 より U⋆1 = U1, (−Vj)⋆ = −Vj (a.e. in R) となる. Lemma
1.6 より (6.16),(6.17) が従う. 2
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Lemma 6.13. ΣU1(µ, s)のminimizing sequence {(u2,n, u3,n)}∞n=1で uj,n ≥ 0 (j =
2, 3), ∥u2,n∥22 = µ, ∥u3,n∥22 = s かつ uj,n は偶関数かつ [0,∞) 上で単調減少となる
ものが存在する.
証明. ΣU1(µ, s) の定義から
∥u2,n∥22 = µ, ∥u3,n∥22 = s (∀n ∈ N), (6.19)
KU1(u2,n, u3,n) → ΣU1(µ, s) (n→ ∞) (6.20)




となる. したがって u⋆j,n が定義できる. Proposition 1.5 (v) より
∥u⋆2,n∥22 = ∥u2,n∥22 = µ,
∥u⋆3,n∥22 = ∥u3,n∥22 = s
となるから
ΣU1(µ, s) ≤ KU1(u⋆2,n, u⋆3,n)











3,n) → ΣU1(µ, s) (n→ ∞)
が成り立つ.
したがって {(u⋆2,n, u⋆3,n)}∞n=1 は ΣU1(µ, s)の minimizing sequenceである.さらに
symmetric-decreasing rearrangementの性質より u⋆j,n は非負かつ偶関数かつ [0,∞)
上で単調減少であるから {(u⋆2,n, u⋆3,n)}∞n=1 が求めるべきものである. 2
Lemma 6.14. µ, s > 0 とする. {(u2,n, u3,n)}∞n=1 を ΣU1(µ, s) の minimizing se-
quence とする. このとき部分列をとれば
∀j = 2, 3, ∃Cj > 0 s.t.
∫
R
|u′j,n|2 ≥ Cj (∀n ∈ N)
が成り立つ.
84
第 6 章 ΣU1(µ, s) の minimizing sequence の compactness
証明. 背理法で示す.





と仮定する. Lemma 5.6 と同様の議論により∣∣∣∣αRe∫
R
U1u2,nu3,n
∣∣∣∣→ 0 (n→ ∞)
が成り立つ. したがって Lemma 6.6 に注意すると














= Σ(2)(µ) + Σ(3)(s)
となるがこれは Lemma 6.9 に反する. 2
Proposition 6.15. a2, a3 > 0 とする. このとき
a2 < b2 =⇒ ΣU1(a2, a3) > ΣU1(b2, a3), (6.21)
a3 < b3 =⇒ ΣU1(a2, a3) > ΣU1(a2, b3) (6.22)
が成り立つ.
証明. (6.21) のみ示す. Lemma 6.13 より ΣU1(a2, a3) の minimizing sequence




f2,n(θx) (j = 2)
f3,n(x) (j = 3)




b2 (j = 2)










2,n|2 (j = 2)∫
R |f
′







2 (j = 2)∫
R V3(x)|f3,n(x)|
2 (j = 3)
,
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が成り立つ. また fj,n は偶関数かつ単調減少であるから θ < 1 に注意すると
f2,n(θx) ≥ f2,n(x) (a.e. x ∈ R, ∀n ∈ N)








































































となる. ここで θ < 1 に注意すると θ − 1 < 0 であり, さらに Lemma 6.14 より部
分列をとれば
∃C > 0 s.t.
∫
R
|f ′2,n|2 ≥ C (∀n ∈ N)
が成り立つから









ΣU1(b2, a3) ≤ ΣU1(a2, a3)−
1
2
(1− θ)C < ΣU1(a2, a3)
が成り立つ. 2
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Lemma 6.16. 0 ≤ a2 ≤ b2, 0 ≤ a3 ≤ b3 とする. このとき
ΣU1(a2, a3) ≥ ΣU1(b2, a3), (6.23)
ΣU1(a2, a3) ≥ ΣU1(a2, b3) (6.24)
が成り立つ.
証明. Proposition 6.15 と同様の考え方により示せる. 2
6.4 Theorem 6.1 の証明
Theorem 6.1 の証明. {(u2,n, u3,n)}∞n=1 ⊂ H1(R;C2) を ΣU1(µ, s) の minimizing
sequence とする. 部分列をとれば
∃(u2, u3) ∈ H1(R;C2) s.t.
uj,n ⇀ uj weakly in H
1(R) (j = 2, 3, n→ ∞).
とできる. 証明は次の 4段階からなる.
(Step 1) µ′ := ∥u2∥22, s′ := ∥u3∥22 とおく.このとき (u2, u3)は ΣU1(µ′, s′)の minimizer
になり部分列をとれば
∥uj,n∥22 = ∥uj∥22 + ∥uj,n − uj∥22 + o(1) (j = 2, 3, as n→ ∞),







|u′j,n − u′j|2 + o(1) (as n→ ∞),








|u′j,n − u′j|2 = 0
が成り立つ.
(Step 2) µ′ > 0 かつ s′ > 0 を示す.
(Step 3) µ′ = µ かつ s′ = s を示す.
(Step 4) lim
n→∞
∥uj,n − uj∥H1 = 0 (j = 2, 3) かつ (u2, u3) は ΣU1(µ, s) の minimizer で
あることを示す.
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U1u2u3 + o(1) (as n→ ∞)





Vj(x)|uj|2 + o(1) (as n→ ∞)
が成り立つ. これらより







|v′j,n|2 + o(1) (as n→ ∞)
が成り立つ. また Brezis–Lieb Lemma より部分列をとれば
∥uj,n∥22 = ∥uj∥22 + ∥vj,n∥22 + o(1) (as n→ ∞, j = 2, 3)
が成り立つ. lim
n→∞
をとると Lemma 6.16 に注意すると


















≥ ΣU1(µ′, s′) ≥ ΣU1(µ, s)
が成り立つ. よって
K0(u2, u3) = ΣU1(µ
′, s′)
すなわち (u2, u3) は ΣU1(µ
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(Step 2)
µ′ > 0 かつ s′ > 0 を示す. もし µ′ = 0 とすると (6.25) より
ΣU1(µ, s) = Σ
(3)(s′) ≥ Σ(3)(s) ≥ Σ(2)(µ) + Σ(3)(s)
となる. これは Lemma 6.9 に反する. よって µ′ > 0 となる. 同様に s′ > 0 となる.
(Step 3)
µ′ = µ を示す. µ′ < µ とすると Proposition 6.15 より
ΣU1(µ
′, s′) > ΣU1(µ, s
′) ≥ ΣU1(µ, s)
を得る. しかしこれは (6.25) に反する. よって µ′ = µ が成り立つ. 同様に s′ = s
も示せる.
(Step 4)
∥u2∥22 = µ, ∥u3∥22 = s と
uj,n ⇀ uj weakly in H
1(R) (j = 2, 3)
より
∥uj,n − uj∥2 → 0 (n→ ∞, j = 2, 3)
が成り立つ. さらに (Step 1) に注意すると
(u2, u3) は ΣU1(µ, s) の minimizer,
lim
n→∞
∥uj,n − uj∥H1 = 0
が成り立つ. 2
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を考える. 但し, u⃗ := (u1, u2, u3) である. N = 1, 2, 3, 1 < p < 1 + 4/N , α > 0 とす
る. ポテンシャル Vj については以下の仮定をする:
(V1) 各 j = 1, 2, 3 に対し Vj ∈ L∞(RN ;R).
(V2) 各 j = 1, 2, 3 に対し
Vj(x) ≤ lim
|y|→∞
Vj(y) = 0 (a.e. x ∈ RN).
さらに V1 ̸≡ 0 とする.
さらに γ > 0 とし, {sn}∞n=1 ⊂ (0,∞) を sn → 0 (n→ ∞) となるものとする. この
とき次の変分問題を考える:
I(γ, sn, sn) := inf{E(u⃗) | u⃗ ∈ H1(RN ;C3), ∥u1∥22 = γ, ∥u2∥22 = sn, ∥u3∥22 = sn},
SV1(γ) := inf{JV1(u) | u ∈ H1(RN), ∥u∥22 = γ}.
このとき I(γ, sn, sn) の漸近挙動を調べる. ここで次の Proposition に注意する. 但
し, この Proposition の証明は Theorem A.26 を参照とする.
Proposition 7.1. (SV1(γ) の minimizing sequence の compactness)
{un}∞n=1 を SV1(γ) の minimizing sequence とする. このとき部分列をとれば
∃U∞1 : SV1(γ) の minimizer s.t. lim
n→∞
∥un − U∞1 ∥H1 = 0.
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ΣU1 := inf{KU1(u2, u3) | u2, u3 ∈ H1(RN), ∥u2∥22 = ∥u3∥22 = 1},
Σ∗ := inf{ΣU1 | U1 は SV1(γ) の minimizer}.
次を示すことが目標である.
Theorem 7.2.
I(γ, s, s) = SV1(γ) + Σ
∗s+ o(s) (as s→ +0).
そのためには次を示せば十分である.
Theorem 7.3. sn → +0 (n→ ∞) となる任意の {sn}∞n=1 ⊂ (0,∞) に対して
I(γ, sn, sn) = SV1(γ) + Σ
∗sn + o(sn) (as n→ ∞).
7.2 I(γ, sn, sn) の upper bound
次の主張は基本的である.
Lemma 7.4. U1 を SV1(γ) の 1つの minimizer としたとき −∞ < ΣU1 < 0.
証明. Lemma 6.8 および Remark 6.2 より ΣU1 > −∞ が従う. Lemma 6.3 と
Lemma 6.9 より ΣU1 < 0 が従う. 2
Lemma 7.5. (I(γ, sn, sn)の upper bound) {sn}∞n=1 ⊂ (0,∞)を sn → 0 (n→
∞) となる任意の数列とし, U1 を SV1(γ) の minimizer とする. このとき
I(γ, sn, sn) ≤ SV1(γ) + ΣU1sn (∀n ∈ N)
が成り立つ.
証明. U1 を SV1(γ) の minimizer とする. ΣU1 の定義より次が成り立つ:
∀ε > 0, ∃(u2, u3) = (u2,ε, u3,ε) ∈ H1(RN ;C2) s.t.
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snu3 とおくと ∥U2∥22 = ∥U3∥22 = sn となるから
I(γ, sn, sn) ≤ E(U1, U2, U3)






















U1u2u3 ≤ SV1(γ) + snKU1(u2, u3)
≤ SV1(γ) + sn(ΣU1 + ε) (∀ε > 0).
ε→ +0 とすると結論が得られる. 2
7.3 I(γ, sn, sn) の lower bound
次の主張は基本的である.
Lemma 7.6. γ, s > 0 のとき −∞ < I(γ, s, s) < 0 が成り立つ.
証明. Lemma 3.6より I(γ, s, s) > −∞が従う.さらに Lemma 3.7より I(γ, s, s) <
0 が従う. 2
Lemma 7.7. (I(γ, sn, sn) の lower bound) {sn}∞n=1 ⊂ (0,∞) を sn → 0
(n→ ∞) となる任意の数列とする. このとき SV1(γ) のある minimizer U∞1 が存在
して
I(γ, sn, sn) ≥ SV1(γ) + ΣU∞1 sn + o(sn) (as n→ ∞)
が成り立つ.
証明. I(γ, sn, sn) の定義より次が成り立つ:
∀n ∈ N, ∃u⃗n ∈ H1(RN ;C3) s.t.
∥u1,n∥22 = γ, ∥u2,n∥22 = ∥u3,n∥22 = sn, E(u⃗n) < I(γ, sn, sn) + sn/n. (7.1)
(Step 1) {∥uj,n∥H1}∞n=1 (j = 1, 2, 3) は有界であることを示す.
I(γ, sn, sn) < 0 かつ {sn/n}∞n=1 は有界であるから
∃C1 > 0 s.t. I(γ, sn, sn) +
sn
n
≤ C1 (∀n ∈ N) (7.2)
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V1,minγ (j = 1)






|uj,n|p+1 ≤ C(p,N)∥∇uj,n∥N(p−1)/22 ∥uj,n∥
p+1−N(p−1)/2
2























但し, Vj,min := ess inf
x∈RN
























ここで ε = 1/8 とおき {sn}∞n=1 が有界であることに注意すると


























Vj,minC2 + C(p,N)C2 + C(N)α
β2C2




∥uj,n∥H1 = 0 (j = 2, 3) であることを示す.
U1 を SV1(γ) の minimizer とする. このとき Lemma 7.5 より
I(γ, sn, sn) ≤ SV1(γ) + ΣU1sn (7.4)
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が成り立つ. (7.1),(7.4) より






























∣∣∣∣ ≤ |Vj,min| sn → 0 (j = 2, 3),∫
RN
|uj,n|p+1 ≤ C∥∇uj,n∥N(p−1)/22 ∥uj,n∥
p+1−N(p−1)/2
2

























|∇uj,n|2 ≤ o(1) (as n→ ∞).
したがって lim
n→∞
∥uj,n∥H1 = 0 (j = 2, 3) が成り立つ.
(Step 3) {u1,n}∞n=1 は SV1(γ) の minimizing sequence になることを示す.
Step 2 より lim
n→∞
JVj(uj,n) = 0 (j = 2, 3) となるから
E(u⃗n) = JV1(u1,n) + o(1) ≥ SV1(γ) + o(1) (as n→ ∞). (7.8)
(7.5),(7.8) より
SV1(γ) + o(1) ≤ JV1(u1,n) + o(1) ≤ SV1(γ) + o(1) (as n→ ∞)
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が成り立つ. はさみうちの原理より lim
n→∞
JV1(u1,n) = SV1(γ) が成り立つ. よって
{u1,n}∞n=1 は SV1(γ) の minimizing sequence になる.
Proposition 7.1 より部分列をとれば
∃U∞1 : SV1(γ) の minimizer s.t. lim
n→∞
∥u1,n − U∞1 ∥H1 = 0
が成り立つ.
(Step 4) ũj,n := uj,n/
√
sn (j = 2, 3) とおく. {∥ũj,n∥H1}∞n=1 (j = 2, 3) が有界であ
ることを示す.
ここで ũj,n := uj,n/
√










































































































途中で ∥ũj,n∥2 = 1 (j = 2, 3)であることを用いた.また C(p,N), C(ε, p,N), C(N),



















− C(ε, p,N)sβ1n − C2α− C(ε,N)αβ2 .
ε = 1/8 とおき {sn}∞n=1 が有界であることに注意すると




























n + C2α + C(N)α
β2 .

















U∞1 ũ2,nũ3,n + o(1) (as n→ ∞)
が成り立つ. (7.1),(7.6) より
I(γ, sn, sn) ≥ E(u⃗n)−
sn
n
























= SV1(γ) + sn(KU∞1 (ũ2,n, ũ3,n) + o(1))
≥ SV1(γ) + sn(ΣU∞1 + o(1)) (as n→ ∞).
これより結論を得る. 2
7.4 Theorem 7.3 の証明
Theorem 7.3 の証明. Lemma 7.5 より SV1(γ) の任意の minimizer U1 に対して
I(γ, sn, sn) ≤ SV1(γ) + ΣU1sn.
U1 に関して inf をとると Σ∗ の定義より
I(γ, sn, sn) ≤ SV1(γ) + Σ∗sn
を得る. また Lemma 7.7 よりある SV1(γ) の minimizer U
∞
1 が存在して
SV1(γ) + ΣU∞1 sn + o(sn) ≤ I(γ, sn, sn) (as n→ ∞).
したがって Σ∗ の定義より
SV1(γ) + Σ
∗sn + o(sn) ≤ I(γ, sn, sn) (as n→ ∞).
を得る. したがって
Σ∗ + o(1) ≤ I(γ, sn, sn)− SV1(γ)
sn








Remark 7.1. Theorem 7.2 より次のことが分かる.
f(s) := I(γ, s, s) とおくと f(0) = SV1(γ) であるから f は s = 0 において右側微
分可能でありその右側微分係数は Σ∗ である.
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ここで u⃗ := (u1, u2, u3), uj : RN → C (j = 1, 2, 3), N = 1, 2, 3, 1 < p < 1 + 4/N ,
α > 0 とする. さらにポテンシャル Vj の条件を以下のように課す:
(V1) 各 j = 1, 2, 3 に対し Vj ∈ L∞(RN ;R).
(V2) 各 j = 1, 2, 3 に対し Vj(x) ≤ 0 (a.e. x ∈ RN).
このとき次の最小化問題を考える:
γ, µ, s > 0 に対して
Iα(γ, µ, s) := inf{Eα(u⃗) | u⃗ ∈ H1(RN ;C3), ∥u1∥22 = γ, ∥u2∥22 = µ, ∥u3∥22 = s}.
目標は Iα(γ, µ, s) の α→ ∞ での漸近挙動を調べることである.
Theorem 8.1. γ, µ, s > 0 とする. このとき
Iα(γ, µ, s) = Σ0α
4/(4−N) + o(α4/(4−N)) as α→ ∞.
が成り立つ. ここで
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8.2 Iα(γ, µ, s) の upper bound
Lemma 8.2. γ, µ, s > 0 とする. このとき −∞ < Σ0(γ, µ, s) < 0 が成り立つ.
証明. Lemma 5.3 より Σ0(γ, µ, s) > −∞ が従う. さらに Lemma 5.4 より
Σ0(γ, µ, s) < 0 が従う. 2
Lemma 8.3. (Iα(γ, µ, s) の upper bound) γ, µ, s > 0 とする. このとき
Iα(γ, µ, s) ≤ Σ0(γ, µ, s)α4/(4−N) (∀α > 0)
が成り立つ.
証明. Σ0(γ, µ, s) の定義から
∀ε > 0, ∃v⃗0 ∈ H1(RN ;C3) s.t. ∥v1,0∥22 = γ, ∥v2,0∥22 = µ, ∥v3,0∥22 = s,
E0(v⃗0) < Σ0(γ, µ, s) + ε

















γ (j = 1)
µ (j = 2)








































































≤ α4/(4−N) (Σ0(γ, µ, s) + ε) (∀ε > 0, ∀α > 0).
ε→ 0 とすると結論が得られる. 2
8.3 Iα(γ, µ, s) の lower bound
Lemma 8.4. γ, µ, s > 0 とする. このとき −∞ < Iα(γ, µ, s) < 0 が成り立つ.
証明. Lemma 3.6 より Iα(γ, µ, s) > −∞ が従う. さらに Lemma 3.7 より
Iα(γ, µ, s) < 0 が従う. 2
Lemma 8.5. (Iα(γ, µ, s) の lower bound) γ, µ, s > 0 とする. このとき
Iα(γ, µ, s) ≥ Σ0(γ, µ, s)α4/(4−N) + o(α4/(4−N)) as α→ ∞
が成り立つ.
証明. Iα(γ, µ, s) の定義より
0 < ∀ε < 1, ∃u⃗ = u⃗ε,α ∈ H1(RN ;C3) s.t.
∥u1∥22 = γ, ∥u2∥22 = µ, ∥u3∥22 = s, Eα(u⃗) < Iα(γ, µ, s) + ε (8.1)




第 8 章 Iα(γ, µ, s) の α→ ∞ における漸近挙動








γ (j = 1)
µ (j = 2)
s (j = 3)
が成り立つ. したがって












|V1,min|γ (j = 1)
|V2,min|µ (j = 2)
















ここで Vj,min := ess inf
x∈RN
Vj(x) である. (8.1) より
























































Claim. C > 0 (ε, α に依らない) が存在して
3∑
j=1
∥vj∥2H1 ≤ C (0 < ∀ε < 1,
∀α ≥ 1).
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実際, (8.4) より















∣∣∣∣∣ ≤ C1α4/(4−N) = o(1) (ε に依らない, as α→ ∞)
(8.8)
が成り立つ. さらに Gagliardo–Nirenberg の不等式より











≤ ε′∥∇vj∥22 + C3α−β1∥vj∥
β2













2 ≤ ε′∥∇vj∥22 + C5∥vj∥
β3
2 (∀ε′ > 0)
が成り立つ. (8.7) より
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≤ Cα((p−1)N−4)/(4−N) = o(1) (ε に依らない, as α→ ∞) (8.9)
が成り立つ. (8.2),(8.8),(8.9) を (8.7) に代入すると
Iα(γ, µ, s) + ε > α
4/(4−N)(E0(v⃗) + o(1))
≥ α4/(4−N)(Σ0(γ, µ, s) + o(1)) (as α→ ∞)
が成り立つ. 0 < ε < 1 は任意であったから ε→ 0 とすると結論を得る. 2
8.4 Theorem 8.1 の証明
Theorem 8.1 の証明. Lemma 8.3, Lemma 8.5 より
Σ0(γ, µ, s)α
4/(4−N) + o(α4/(4−N)) ≤ Iα(γ, µ, s) ≤ Σ0(γ, µ, s)α4/(4−N) (as α→ ∞)
が成り立つ. したがって
Σ0(γ, µ, s) + o(1) ≤
Iα(γ, µ, s)
α4/(4−N)






= Σ0(γ, µ, s)
が成り立つ. これより結論を得る. 2
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漸近挙動について
第 7 章では I(γ, s, s) の s→ +0 における漸近挙動について N ≤ 3 かつポテン
シャルの条件が弱い仮定のもとで調べた. この章では N = 1 で少し条件を強めた






















を考える. 但し, u⃗ := (u1, u2, u3) である. 空間 1次元で考える. 1 < p < 5, α > 0 と
する. ポテンシャル Vj については以下の仮定をする:
(V1) 各 j = 1, 2, 3 に対し Vj ∈ L∞(R;R).
(V2) 各 j = 1, 2, 3 に対し
Vj(x) ≤ lim
|y|→∞
Vj(y) = 0 (a.e. x ∈ R).
さらに V1 ̸≡ 0 とする.
(V3) 各 j = 1, 2, 3 に対し
Vj(−x) = Vj(x) a.e. x ∈ R,
Vj(x) ≤ Vj(y) a.e. x, y ∈ R with 0 ≤ x < y.
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さらに γ > 0 とし, {sn}∞n=1 ⊂ (0,∞) を sn → 0 (n→ ∞) となるものとする. この
とき次の最小化問題を考える:
I(γ, sn, sn) := inf{E(u⃗) | u⃗ ∈ H1(R;C3), ∥u1∥22 = γ, ∥u2∥22 = sn, ∥u3∥22 = sn}.
ここで次の Lemma に注意する (証明は Lemma A.39 を参照):
Lemma 9.1. γ, µ, s ≥ 0 とする. このとき I(γ, µ, s) の minimizer ϕ⃗ で 次の条件
をみたすものが存在する:
各 j = 1, 2, 3 に対して
(i) ϕj ∈ H1(R) ∩ C1(R).
(ii) ϕj ≥ 0 (a.e. in R).
(iii) ϕj(−x) = ϕj(x) (a.e. x ∈ R).




(vi) γ > 0 ならば ϕ1 > 0 (a.e. in R).
µ > 0 ならば ϕ2 > 0 (a.e. in R).
s > 0 ならば ϕ3 > 0 (a.e. in R).
Lemma 9.1より I(γ, sn, sn)の正値,偶関数かつ [0,∞)上で単調減少なminimizer
u⃗n := (u1,n, u2,n, u3,n) が存在する. すなわち各 j = 1, 2, 3 に対して
uj,n > 0 (a.e. in R),
uj,n(−x) = uj,n(x) (a.e. x ∈ R),















SV1(γ) := inf{JV1(u) | u ∈ H1(R), ∥u∥22 = γ}.
105
9.2 I(γ, sn, sn) の upper bound












ΣU1 := inf{KU1(u2, u3) | u2, u3 ∈ H1(R), ∥u2∥22 = ∥u3∥22 = 1}.
さらに




Theorem 9.2. u⃗n := (u1,n, u2,n, u3,n) を I(γ, sn, sn) の正値, 偶関数かつ [0,∞)
上で単調減少な minimizer とする. このとき次が成り立つ:
(i) I(γ, sn, sn) = SV1(γ) + snΣ
♯ + o(sn) (as n→ ∞).
(ii) {u⃗n}∞n=1 の部分列と SV1(γ) の正値, 偶関数かつ [0,∞) 上で単調減少な min-











j + gj,n (as n→ ∞, j = 2, 3) in H1(R)
が成り立つ. ここで g1,n は ∥g1,n∥H1 = o(1) (as n → ∞) となるものであり,
gj,n (j = 2, 3) は ∥gj,n∥H1 = o(
√
sn) (as n→ ∞) となるものである.
Remark 9.1. 空間 1次元にしている理由は Theorem 6.1 を用いるためである.
9.2 I(γ, sn, sn) の upper bound
まず次のことに注意する:
Lemma 9.3. γ > 0 とする. このとき次の性質をみたす SV1(γ) の minimizer ϕ
が存在する.
(i) ϕ > 0 (a.e. in R).
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(ii) ϕ(−x) = ϕ(x) (a.e. x ∈ R).
(iii) ϕ(s) ≥ ϕ(t) (a.e. s, t ∈ R with 0 ≤ s < t).




証明. Corollary A.27 を参照. 2
Proposition 9.4. (I(γ, sn, sn) の upper bound) U1 ∈ H1(R) を SV1(γ) の正
値, 偶関数かつ [0,∞) 上で単調減少な minimizer とする (Lemma 9.3 よりこのよ
うな U1 は存在する). このとき次を得る:
I(γ, sn, sn) ≤ SV1(γ) + snΣU1 (∀n ∈ N).
すなわち
I(γ, sn, sn) ≤ SV1(γ) + snΣ♯ (∀n ∈ N)
が成り立つ.
証明. U1 は SV1(γ)の正値,偶関数かつ [0,∞)上で単調減少な minimizerであるか






∥u1∥22 = γ, ∥u2∥22 = sn, ∥u3∥22 = sn
であるから
































≤ JV1(U1) + snKU1(U2, U3)
= SV1(γ) + snΣU1
が成り立つ. したがって U1 について inf をとれば
I(γ, sn, sn) ≤ SV1(γ) + snΣ♯ (∀n ∈ N)
が得られる. 2
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9.3 I(γ, sn, sn) の lower bound
まず SV1(γ) に関する次の 2つの Lemma に注意する:
Lemma 9.5. (SV1(γ) の minimizing sequence の compactness) γ > 0 と
する. {un}∞n=1 を SV1(γ) の minimizing sequence とする. このとき部分列をとれば
∃u ∈ H1(R) s.t. ∥un − u∥H1 → 0 (n→ ∞)
が成り立つ. さらに u は SV1(γ) の minimizer となる.
証明. Theorem A.26 を参照. 2
Lemma 9.6. γ > 0 とし, u を u ≥ 0 (a.e. in R) となる SV1(γ) の minimizer と
する. このとき u > 0 (a.e. in R) となる.
証明. Lemma A.30 を参照. 2
ここで第 2 章, 第 3 章で述べたが 1次元の形で再び汎関数 E の下からの評価を
述べておく.
Lemma 9.7.

















但し, Vj,min := ess inf
x∈R
Vj(x) である.
Proposition 9.8. (I(γ, sn, sn) の lower bound) I(γ, sn, sn) の正値, 偶関数か
つ [0,∞) 上で単調減少な minimizer u⃗n := (u1,n, u2,n, u3,n) に対して 部分列をとれ
ば SV1(γ) の正値, 偶関数かつ [0,∞) 上で単調減少な minimizer U∞1 ∈ H1(R) が
存在して
u1,n → U∞1 in H1(R),
u2,n → 0 in H1(R),
u3,n → 0 in H1(R)
が成り立つ.
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証明. U1 ∈ H1(R) を SV1(γ)の正値, 偶関数かつ [0,∞) 上で単調減少な minimizer
とする (Lemma 9.3 よりこのような U1 は存在する). Proposition 9.4 より



















































が成り立つ. 但し, Vj,min := ess inf
x∈R


















u1,nu2,nu3,n ≤ snΣU1 (9.3)



















= I(γ, sn, sn)−
1
2
(V1,minγ + V2,minsn + V3,minsn)
+ C(p)(γβ(p)/2 + 2sβ(p)/2n ) + Cα
4/3(γβ/2 + 2sβ/2n )
≤ SV1(γ) + snΣU1 −
1
2
(V1,minγ + V2,minsn + V3,minsn)
+ C(p)(γβ(p)/2 + 2sβ(p)/2n ) + Cα
4/3(γβ/2 + 2sβ/2n )
となる. sn → 0 (n→ ∞) より {sn}n は有界であるから {∥u′j,n∥22}n も有界である.
さらに {∥uj,n∥22}n も有界であるから {∥uj,n∥2H1}n も有界である.
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E(u⃗n) = JV1(u1,n) + o(1) (as n→ ∞)
≥ SV1(γ) + o(1) (as n→ ∞) (9.6)
となる. (9.1) より
E(u⃗n) ≤ SV1(γ) + o(1) (as n→ ∞) (9.7)
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を得る. したがって {u1,n}∞n=1 は SV1(γ) の minimizing sequence となる. V1 ̸≡ 0 に
注意すると Lemma 9.5 より部分列をとれば
∃U∞1 ∈ H1(R) : SV1(γ) の minimizer s.t. ∥u1,n − U∞1 ∥H1 → 0 (n→ ∞)
が成り立つ. ここで U∞1 は正値, 偶関数かつ [0,∞) 上で単調減少となる. このこと
は次のようにして分かる:
空間 1次元であるから埋め込み H1(R) ⊂ L∞(R) は連続であるから
∃C > 0 s.t. ∥u1,n − U∞1 ∥L∞ ≤ C∥u1,n − U∞1 ∥H1
が成り立つ. ∥u1,n − U∞1 ∥H1 → 0 (n→ ∞) と合わせて
∥u1,n − U∞1 ∥L∞ → 0 (n→ ∞)





1 (x) (a.e. x ∈ R)
となる. 今, u1,n は正値, 偶関数かつ [0,∞) 上で単調減少であるから U∞1 は非負値,
偶関数かつ [0,∞) 上で単調減少となる. ところで U∞1 は SV1(γ) の minimizer で
γ > 0 であるから Lemma 9.6 より U∞1 > 0 (a.e. in R) が成り立つ. 以上より U∞1
は正値, 偶関数かつ [0,∞) 上で単調減少となる. 2
9.4 Theorem 9.2 の証明で用いる Lemma
Lemma 9.9. µ, s > 0 とし (U2, U3) を ΣU1(µ, s) の 非負の minimizer とする. こ
のとき Uj > 0 (a.e. in R, j = 2, 3) となる.
証明. Lemma A.32 を参照. 2
9.5 Theorem 9.2 の証明
Theorem 9.2 の証明. u⃗n := (u1,n, u2,n, u3,n) を I(γ, sn, sn) の正値, 偶関数かつ
[0,∞) 上で単調減少な minimizer とする. Proposition 9.8 の議論より部分列をと
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れば SV1(γ) の正値, 偶関数かつ [0,∞) 上で単調減少な minimizer U∞1 ∈ H1(R) が
存在して
u1,n → U∞1 in H1(R),
u2,n → 0 in H1(R),
u3,n → 0 in H1(R)
が成り立つ. U∞1 は SV1(γ) の正値, 偶関数かつ [0,∞) 上で単調減少な minimizer
であるから, この U∞1 に対して Proposition 9.4 を適用すると




sn, ũ3,n := u3,n/
√
sn
とおくと ∥u1,n∥22 = γ, ∥ũ2,n∥22 = ∥ũ3,n∥22 = 1 となる. SV1(γ) ≤ JV1(u1,n) に注意す
ると






























































u1,nũ2,nũ3,n ≤ ΣU∞1 (9.10)





|ũj,n|p+1 ≤ C(ε, p)∥ũj,n∥β(p)2 + ε∥ũ′j,n∥22 (∀ε > 0),∣∣∣∣αRe∫
R
u1,nũ2,nũ3,n
∣∣∣∣ ≤ α ∫
R
|u1,n||ũ2,n||ũ3,n| ≤ α∥u1,n∥∞∥ũ2,n∥2∥ũ3,n∥2
≤ Cα∥u1,n∥H1 ≤ Cα
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であるから {sn}n が有界であることに注意すると


































































Vj,min + 2C(p) + Cα + ΣU∞1 .








|ũj,n|p+1 = o(1) as n→ ∞, (j = 2, 3)







U∞1 ũ2,nũ3,n + o(1) as n→ ∞
が成り立つ. よって (9.9) より




































U∞1 ũ2,nũ3,n + o(1)
)
= SV1(γ) + snKU∞1 (ũ2,n, ũ3,n) + o(sn) (as n→ ∞) (9.11)
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が成り立つ. E(u⃗n) = I(γ, sn, sn) と KU∞1 (ũ2,n, ũ3,n) ≥ ΣU∞1 に注意すると
I(γ, sn, sn) = E(u⃗n) ≥ SV1(γ) + snKU∞1 (ũ2,n, ũ3,n) + o(sn) (9.12)
≥ SV1(γ) + snΣU∞1 + o(sn) (as n→ ∞)
が得られる.
U∞1 は SV1(γ) の正値, 偶関数かつ [0,∞) 上で単調減少な minimizer であるから
Σ♯ の定義と Lemma 9.4 から
SV1(γ) + snΣ
♯
≥ I(γ, sn, sn) = E(u⃗n)
≥ SV1(γ) + snKU∞1 (ũ2,n, ũ3,n) + o(sn)
≥ SV1(γ) + snΣU∞1 + o(sn)
≥ SV1(γ) + snΣ♯ + o(sn) (as n→ ∞)
が得られる. したがって
Σ♯
≥ I(γ, sn, sn)− SV1(γ)
sn
≥ KU∞1 (ũ2,n, ũ3,n) + o(1)
≥ ΣU∞1 + o(1)
≥ Σ♯ + o(1) (as n→ ∞)
が成り立つ. はさみうちの原理より
Σ♯ = ΣU∞1 , (9.13)
lim
n→∞





KU∞1 (ũ2,n, ũ3,n) = ΣU∞1 (9.15)
が成り立つ. (9.14) より I(γ, sn, sn) のエネルギー漸近展開公式
I(γ, sn, sn) = SV1(γ) + Σ
♯sn + o(sn) (as n→ ∞)
が得られる. さらに (9.15) より {(ũ2,n, ũ3,n)}∞n=1 は ΣU∞1 の minimizing sequence
になる.
U∞1 が正値, 偶関数かつ [0,∞) 上で単調減少であることに注意すると, Theorem
6.1 により部分列をとれば
∃(U∞2 , U∞3 ) : ΣU∞1 の minimizer s.t. ∥ũj,n − U
∞
j ∥H1 → 0 (n→ ∞)
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が成り立つ. u2,n, u3,nは正値,偶関数かつ [0,∞)上で単調減少であったから ũ2,n, ũ3,n
もそうである. したがって先程と同様にして U∞j (j = 2, 3) は ΣU∞1 の非負値, 偶関
数かつ [0,∞) 上で単調減少な minimizer となる. Lemma 9.9 より U∞j (j = 2, 3)
は正値となる. したがって U∞j (j = 2, 3) は正値, 偶関数かつ [0,∞) 上で単調減少
な ΣU∞1 の minimizer である. 以上より Theorem 9.2 が従う.
2
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第10章 Iαn(γ, µ, s) の minimizer の
漸近挙動について
第 8 章では Iα(γ, µ, s) の α → ∞ における漸近挙動について N ≤ 3 かつポテ
ンシャルの条件が弱い仮定のもとで調べた. この章では N ≤ 2 で少し条件を強め





























ここで u⃗ := (u1, u2, u3), uj : RN → C (j = 1, 2, 3), N = 1, 2, 1 < p < 1 + 4/N ,
α > 0 とする. さらにポテンシャル Vj の条件を以下のように課す:
(V1) 各 j = 1, 2, 3 に対し Vj ∈ L∞(RN ;R).
(V2) 各 j = 1, 2, 3 に対し Vj(x) ≤ lim
|y|→∞
Vj(y) = 0 (a.e. x ∈ RN).
(V3) 各 j = 1, 2, 3 に対し
Vj(−x1, x′) = Vj(x1, x′) a.e. x1 ∈ R, a.e. x′ ∈ RN−1,
Vj(s, x
′) ≤ Vj(t, x′) a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1.
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このとき次の最小化問題を考える:
γ, µ, s > 0 に対して
Iα(γ, µ, s) := inf{Eα(u⃗) | u⃗ ∈ H1(RN ;C3), ∥u1∥22 = γ, ∥u2∥22 = µ, ∥u3∥22 = s}.
ここで {αn}∞n=1 ⊂ (0,∞) を αn → ∞ (n → ∞) となる数列とする. ここで
Theorem 2.1 および Theorem 3.1 より Iαn(γ, µ, s) は minimizer u⃗n をもつ.
ここで次の L2 ノルム制限付き変分問題を考える:
γ, µ, s > 0 に対して,












このとき次の Iα(γ, µ, s) およびその minimizer の α → ∞ での漸近挙動が得ら
れた:
Theorem 10.1. N ≤ 2, 1 < p < 1 + 4/N , α > 0, γ, µ, s > 0 とする. さらに
(V1)–(V3) を仮定する. このとき次が成り立つ:
(i) Iα(γ, µ, s) = Σ0(γ, µ, s)α
4/(4−N) + o(α4/(4−N)) (as α → ∞).
(ii) {αn}∞n=1 ⊂ (0,∞) を αn → ∞ (n → ∞) となる任意の数列とし, u⃗n を
Iαn(γ, µ, s) の minimizer とする. このとき部分列をとれば





n x− yn) + gj,n(x) (j = 1, 2, 3),
∇uj,n(x) = α(N+2)/(4−N)n (∇vj)(α2/(4−N)n x− yn) + kj,n(x) (j = 1, 2, 3)
が成り立つ. ここで gj,n は ∥gj,n∥2 = o(1) (as n→ ∞) となるものであり kj,n
は ∥kj,n∥2 = o(α2/(4−N)n ) (as n→ ∞) となるものである.
Remark 10.1. N ≤ 2 としている理由は Theorem 5.1 を用いるためである.
10.2 Iα(γ, µ, s) の upper bound
Lemma 10.2. γ, µ, s > 0 とする. このとき −∞ < Iα(γ, µ, s), Σ0(γ, µ, s) < 0 が
成り立つ.
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証明. Lemma 3.6より Iα(γ, µ, s) > −∞が従う.さらに Lemma 3.7より Iα(γ, µ, s) <
0 が従う. また Lemma 5.3 より Σ0(γ, µ, s) > −∞ が従う. さらに Lemma 5.4 よ
り Σ0(γ, µ, s) < 0 が従う. 2
Lemma 10.3. (Iα(γ, µ, s) の upper bound) γ, µ, s > 0 とする. このとき
Iα(γ, µ, s) ≤ Σ0(γ, µ, s)α4/(4−N) (∀α > 0)
が成り立つ.
証明. Theorem 5.1 より Σ0(γ, µ, s) の minimizer v⃗0 が存在する.
uj,α(x) := α
N/(4−N)vj,0(α


















γ (j = 1)
µ (j = 2)
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となるので















= α4/(4−N)Σ0(γ, µ, s) (∀α > 0)
が成り立つ. 2
10.3 Theorem 10.1 の証明
Theorem 10.1 の証明. u⃗α を Iα(γ, µ, s) の minimizer とし v⃗α を
vj,α(x) = α
−N/(4−N)uj,α(α




2/(4−N)x) (j = 1, 2, 3)
となる.
Claim. ∃C > 0 s.t. ∥vj,α∥H1 ≤ C (∀α ≥ 1, ∀j = 1, 2, 3).
u⃗α は Iα(γ, µ, s) の minimizer であるから




2/(4−N)x) (j = 1, 2, 3)








γ (j = 1)
µ (j = 2)
s (j = 3)
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が成り立つ. したがって












|V1,min|γ (j = 1)
|V2,min|µ (j = 2)


























ここで Vj,min := ess inf
x∈RN
Vj(x) である. (10.1) より
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∣∣∣∣∣ ≤ C1α4/(4−N) = o(1) (as α→ ∞) (10.9)
が成り立つ. さらに Gagliardo–Nirenberg の不等式より












≤ ε∥∇vj,α∥22 + C3α−β1∥vj,α∥
β2



















∥vj,α∥β32 (∀ε > 0, ∀α > 0) (10.11)




















10.3 Theorem 10.1 の証明






















∥vj,α∥β32 (∀α ≥ 1).
∥v1,α∥22 = γ, ∥v2,α∥22 = µ, ∥v3,α∥22 = s であるから Claim が成り立つ. よって













≤ Cα((p−1)N−4)/(4−N) = o(1) (as α→ ∞) (10.12)
が成り立つ. (10.2),(10.9),(10.12) を (10.7) に代入すると
Iα(γ, µ, s) = α
4/(4−N) (E0(v⃗α) + o(1))
≥ α4/(4−N) (Σ0(γ, µ, s) + o(1)) (as α→ ∞) (10.13)
が成り立つ. (10.13) と Lemma 10.3 より
Σ0(γ, µ, s)α





≥ α4/(4−N) (Σ0(γ, µ, s) + o(1)) (as α→ ∞)
が成り立つ. 辺々 α4/(4−N) で割ると
Σ0(γ, µ, s) ≥
Iα(γ, µ, s)
α4/(4−N)
= E0(v⃗α) + o(1)






= Σ0(γ, µ, s), (10.14)
lim
α→∞
E0(v⃗α) = Σ0(γ, µ, s) (10.15)
が成り立つ. (10.14) より Iα(γ, µ, s) のエネルギー漸近展開公式
Iα(γ, µ, s) = Σ0(γ, µ, s)α
4/(4−N) + o(α4/(4−N)) (as α→ ∞)
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が得られる. ここで {αn}∞n=1 ⊂ (0,∞) を αn → ∞ (n → ∞) となる任意の数列
とし α = αn とおき u⃗αn , v⃗αn をそれぞれ u⃗n, v⃗n で表す. (10.15) より {v⃗n}∞n=1 は
Σ0(γ, µ, s) の minimizing sequence となる. Theorem 5.1 より部分列をとれば
∃{yn}∞n=1 ⊂ RN , ∃v⃗ : Σ0(γ, µ, s) の minimizer s.t.







































































































∣∣uj,n (x)− αN/(4−N)n vj (α2/(4−N)n x− yn)∣∣2 dx
=
∥∥uj,n − αN/(4−N)n vj (α2/(4−N)n · −yn)∥∥22
であるから (10.16) より∥∥uj,n − αN/(4−N)n vj (α2/(4−N)n · −yn)∥∥2 → 0 (n→ ∞)




















































































∥∥∇uj,n − α(N+2)/(4−N)n (∇vj)(α2/(4−N)n · −yn)∥∥2 = o(1) (as n→ ∞)
が成り立つ. したがって ∥kj,n∥2 = o(α2/(4−N)n ) (as n→ ∞) となる kj,n が存在して

















を考える. 但し, N ∈ N, 1 < p < 1 + 4/N とする. γ ≥ 0 に対して次の最小化問題
を考える:
S∞(γ) := inf{J∞(u) | u ∈ H1(RN), ∥u∥22 = γ}
Lemma A.1. γ ≥ 0 とする. このとき S∞(γ) > −∞ である. さらに {un}∞n=1 を
S∞(γ) の minimizing sequence とすると {∥un∥H1}∞n=1 は有界となる.
証明. Lemma 2.7 と同様に証明できる. 2
Lemma A.2. γ ≥ 0 とする. このとき
(i) γ > 0 のとき : S∞(γ) < 0 となる.
(ii) γ = 0 のとき : S∞(0) = 0 となる.
証明. (i) : u ∈ H1(RN) を ∥u∥22 = γ (> 0) となるものとする. ∥u∥22 > 0 である
から ∫
RN
|u|p+1 > 0 (A.1)







|u|2 = ∥u∥22 = γ
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が成り立つので








































|u|p+1 < 0 (A.3)
となる. (A.2),(A.3) より S∞(γ) < 0 が従う.
(ii) : S∞(0) = 0 は明らか. 2
Lemma A.3. γ > 0 とする. さらに {un}∞n=1 を S∞(γ) の minimizing sequence
とする. このとき
∃C > 0 ∃n0 ∈ N s.t.
∫
RN
|un|p+1 ≥ C (∀n ≥ n0)
が成り立つ.
証明. Lemma A.2 より S∞(γ) < 0 であるから S∞(γ) < S∞(γ)/2 である. さらに
J∞(un) → S∞(γ) (n→ ∞) であるから
























Corollary A.4. γ > 0とする.さらに {un}∞n=1 を S∞(γ)の minimizing sequence
とする. このとき
∃C > 0, ∃n0 ∈ N s.t.
∫
RN










と Lemma A.3 より従う. 2
Corollary A.5. γ > 0とする.さらに {un}∞n=1 を S∞(γ)の minimizing sequence
とする. このとき




|un|2 ≥ C (∀n ≥ n0)
が成り立つ.
証明. R > 0 とする. Lemma 1.2 よりある β1 = β1(p,N), β2 = β2(p,N) > 0 と









∥un∥β2H1 (∀n ∈ N)
が成り立つ. Lemma A.3 より結論が従う. 2
Lemma A.6. γ > 0 とする. このとき
θS∞(γ) < S∞(θγ) (0 < ∀θ < 1)
が成り立つ.
証明. {un}∞n=1 を S∞(θγ) の minimizing sequence で ∥un∥22 = θγ となるものとす
る. vn := un/
√
θ とおくと ∥vn∥22 = γ となるので





































が成り立つ. ここで 0 < θ < 1 かつ p > 1 より
θ(p−1)/2 < 1 (A.6)
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となる. さらに Lemma A.3 より
∃C > 0, ∃n0 ∈ N s.t.
∫
RN













C (∀n ≥ n0)





















Corollary A.7. γ > 0 とする. このとき
S∞(γ) < S∞(γ
′) + S∞(γ − γ′) (0 < ∀γ′ < γ)
が成り立つ.







S∞(γ) < S∞(γ − γ′)
が成り立つ. 辺々加えると
S∞(γ) < S∞(γ
′) + S∞(γ − γ′)
が成り立つ. 2
Corollary A.8. γ > 0 とする. このとき
S∞(γ) ≤ S∞(γ′) + S∞(γ − γ′) (0 ≤ ∀γ′ ≤ γ)
が成り立つ.
証明. Lemma A.2 (ii) と Corollary A.7 より従う. 2
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Lemma A.9. S∞ は [0,∞) 上で連続である.
証明. Lemma 2.11 と同様の考え方により示せる. 2
Theorem A.10. (S∞(γ) の minimizing sequence の compactness) γ > 0
とする. {un}∞n=1 を S∞(γ) の minimizing sequence とする. このとき部分列をと
れば
∃{yn}∞n=1 ⊂ RN , ∃u ∈ H1(RN) s.t. ∥un(·+ yn)− u∥H1 → 0 (n→ ∞)
が成り立つ. さらに u は S∞(γ) の minimizer となる.
証明. {un}∞n=1 を S∞(γ) の minimizing sequence とする. Corollary A.5 より部分
列をとれば




|un|2 > C (∀n ∈ N)
が成り立つ. sup の定義から
∃{yn}∞n=1 ⊂ RN s.t.
∫
|x−yn|<R
|un|2 > C (∀n ∈ N) (A.8)
が成り立つ. Lemma A.1 より {un(· + yn)}∞n=1 は H1(RN) で有界であるから部分
列をとれば

















が成り立つ. (A.8)–(A.10) より ∫
|x|<R
|u|2 ≥ C
が成り立つ. したがって u ̸≡ 0 である.
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|vn|q + o(1) (as n→ ∞, q = 2, p+ 1) (A.11)
が成り立つ. したがって
J∞(un) = J∞(u) + J∞(vn) + o(1) (as n→ ∞) (A.12)
が成り立つ. (A.11) で q = 2 とすると ∥vn∥22 → γ − γ′ (n → ∞) となることに注
意して (A.12) で lim
n→∞
とすると
S∞(γ) = J∞(u) + lim
n→∞
J∞(vn)
≥ S∞(γ′) + lim
n→∞
J∞(vn)

















J∞(vn) = S∞(γ − γ′) (A.15)
が成り立つ. Corollary A.7 と (A.13) より γ′ = 0 or γ′ = γ となるが γ′ > 0 より
γ′ = γ (A.16)
となる. (A.16),(A.14) より u は S∞(γ) の minimizer になる. さらに Lemma A.2
より S∞(0) = 0 でありそれと (A.16),(A.15) より
lim
n→∞
J∞(vn) = 0 (A.17)
が成り立つ. Gagliardo–Nirenberg の不等式と {vn}∞n=1 が H1(RN) で有界であるこ
とと ∥vn∥22 → 0 (n→ ∞) であることに注意すると


























|∇vn|2 = 0 (A.19)
が成り立つ. ∥vn∥22 → 0 (n→ ∞) と (A.19) より ∥vn∥2H1 → 0 (n→ ∞) が従う. 以
上より結論が従う. 2
Theorem A.10 から次が成り立つ.
Corollary A.11. γ > 0 とする. このとき次の性質をみたす S∞(γ) の minimizer
ϕ が存在する.
(i) ϕ > 0 (a.e. in RN).
(ii) ϕ(−x1, x′) = ϕ(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1).
(iii) ϕ(s, x′) ≥ ϕ(t, x′) (a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1).




Corollary A.11 を示すには以下の Lemma を示せば良い.
Lemma A.12. γ > 0 とし, u を S∞(γ) の minimizer とする. このとき u は次
の Euler-Lagrange 方程式をみたす:
∃λ ∈ R s.t. −∆u− |u|p−1u = λu in H−1(RN).
ここで












uϕ (∀ϕ ∈ H1(RN)),









A.1 S∞(γ) の minimizing sequence の compactness について
証明. ∥u∥22 = γ > 0 より u ̸≡ 0 であることに注意すると十分小さな ε > 0 に対
して
∥u+ tϕ∥2 ̸= 0 (∀t ∈ (−ε, ε) \ {0}, ∀ϕ ∈ H1(RN))







∥vt∥22 = γ (∀t ∈ (−ε, ε) \ {0}, ∀ϕ ∈ H1(RN))
が成り立つ. したがって
S∞(γ) ≤ J∞(vt) (∀t ∈ (−ε, ε) \ {0}, ∀ϕ ∈ H1(RN))


















uϕ (∀ϕ ∈ H1(RN))
を得る. 2
Lemma A.13. γ ≥ 0 とし, u を S∞(γ) の minimizer とする. このとき u は次
をみたす:




証明. γ = 0 のとき u ≡ 0 となるので明らか. γ > 0 とする. u は S∞(γ) の
minimizer であるから Euler-Lagrange 方程式より
∃λ ∈ R s.t. −∆u− |u|p−1u = λu in H−1(RN)
が成り立つ. Elliptic regularity ([9, Chapter 9]を参照)より u ∈ H2(RN)∩C1(RN)







Lemma A.14. (Weak Harnack inequality for supersolutions, cf [9]) a ∈
L∞(RN ;R) とし u ∈ H1(RN) を
u ≥ 0 (a.e. in RN)
かつ
−∆u+ a(x)u ≥ 0 in RN
をみたすものとする. このとき









(∇u · ∇v + a(x)uv) ≥ 0 (∀v ∈ C1c (RN) with v ≥ 0)
であり r > 0 に対して Br := {x ∈ RN | |x| < r} とおく.
証明. 証明は [9, Theorem 8.18] を参照. 2
Corollary A.15. a ∈ L∞(RN ;R) とし u ∈ H1(RN) を
u ≥ 0 (a.e. in RN)
かつ ∥u∥2 > 0 かつ
−∆u+ a(x)u ≥ 0 in RN
をみたすものとする. このとき
u > 0 (a.e. in RN)
が成り立つ.
証明. Weak Harnack 不等式 (Lemma A.14)より
∀R > 0, ∃C = C(N,R) > 0 s.t. R−N/2∥u∥L2(B2R) ≤ C ess inf
BR
u (A.20)





A.1 S∞(γ) の minimizing sequence の compactness について
が成り立つ. ∥u∥2 > 0 であるから














u ≤ u (a.e. in BR) (A.23)
であるから (A.22),(A.23) より
u > 0 (a.e. in BR, ∀R ≥ R0)
が成り立つ. R ≥ R0 は任意であったから u > 0 (a.e. in RN) が成り立つ. 2
Lemma A.16. γ > 0 とし, u を u ≥ 0 (a.e. in RN) となる S∞(γ) の minimizer
とする. このとき u > 0 (a.e. in RN) となる.
証明. u ≥ 0 (a.e. in RN) と minimizer がみたす Euler-Lagrange 方程式より
∃λ ∈ R s.t. −∆u− up = λu in H−1(RN)
が成り立つ. したがって
−∆u− λu ≥ 0 in RN
が成り立つ. ∥u∥22 = γ > 0 であるから Corollary A.15 より u > 0 (a.e. in RN) が
成り立つ. 2
Lemma A.17. γ ≥ 0 とし, u を S∞(γ) の minimizer とする. このとき u⋆ も
S∞(γ) の minimizer である.
証明. Lemma A.13 より lim
|x|→∞













S∞(γ) ≤ J∞(u⋆) ≤ J∞(u) = S∞(γ)
であるから u⋆ は S∞(γ) の minimizer になる. 2
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であるから u⋆ が定義できる. Lemma A.17 より u⋆ も S∞(γ) の minimizer であ
る. Proposition 1.5 より
u⋆ ≥ 0 (a.e. in RN),
u⋆(−x1, x′) = u⋆(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1),
u⋆(s, x′) ≥ u⋆(t, x′) (a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1)
が成り立つ. γ > 0 かつ u⋆ ≥ 0 (a.e. in RN) および Lemma A.16 より u⋆ >





が成り立つ. 以上より ϕ = u⋆ が求めるべきものである. 2













を考える. 但し, N ∈ N, 1 < p < 1 + 4/N とする. ポテンシャル V については以
下の仮定をする:
(V1) V ∈ L∞(RN ;R).
(V2)
V (x) ≤ lim
|y|→∞
V (y) = 0 (a.e. x ∈ RN).
さらに V ̸≡ 0 とする.
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γ ≥ 0 に対して次の最小化問題を考える:
SV (γ) := inf{JV (u) | u ∈ H1(RN), ∥u∥22 = γ}.
Lemma A.18. γ ≥ 0とする.このとき SV (γ) > −∞ である. さらに {un}∞n=1 を
SV (γ) の minimizing sequence とすると {∥un∥H1}∞n=1 は有界となる.
証明. V ∈ L∞(RN ;R) に注意すると Lemma 2.7 と同様に証明できる. 2
Lemma A.19. γ ≥ 0 とする. このとき
(i) γ > 0 のとき : SV (γ) < S∞(γ) となる. Lemma A.2 より特に SV (γ) < 0 と
なる.
(ii) γ = 0 のとき : SV (0) = 0 となる.
証明. (i) γ > 0 であるから Corollary A.11 より ϕ > 0 (a.e. in RN) となる S∞(γ)
の minimizer ϕ が存在する. したがって∫
RN
V (x)ϕ2 < 0
となるから
SV (γ) ≤ JV (ϕ) < J∞(ϕ) = S∞(γ)
が成り立つ.
(ii) 定義より明らか. 2
Lemma A.20. γ > 0 とする. このとき
θSV (γ) ≤ SV (θγ) (0 < ∀θ < 1)
が成り立つ.
証明. Lemma A.6 と同様の考え方により示せる. 2
Corollary A.21. γ > 0 とする. このとき
SV (γ) ≤ SV (γ′) + SV (γ − γ′) (0 ≤ ∀γ′ ≤ γ)
が成り立つ.
証明. Corollary A.7 と同様の考え方により示せる. 2
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Corollary A.22. γ > 0 とする. このとき
SV (γ) < SV (γ
′) + S∞(γ − γ′) (∀γ′ ∈ [0, γ))
が成り立つ.
証明. Corollary A.21 および Lemma A.19 より従う. 2
Lemma A.23. γ ≥ 0 とする. このとき SV (γ) ≤ S∞(γ) が成り立つ.
証明. JV (u) ≤ J∞(u) (∀u ∈ H1(RN)) より従う. 2
Corollary A.24. γ > 0 とする. このとき
SV (γ) ≤ SV (γ′) + S∞(γ − γ′) (∀γ′ ∈ [0, γ])
が成り立つ.
証明. Corollary A.21 と Lemma A.23 より従う. 2
Lemma A.25. SV は [0,∞) 上で連続である.
証明. Lemma 2.11 と同様の考え方により示せる. 2
Theorem A.26. (SV (γ) の minimizing sequence の compactness) γ > 0
とする. {un}∞n=1 を SV (γ) の minimizing sequence とする. このとき部分列をと
れば
∃u ∈ H1(RN) s.t. ∥un − u∥H1 → 0 (n→ ∞)
が成り立つ. さらに u は SV (γ) の minimizer となる.
証明. {un}∞n=1を SV (γ)のminimizing sequenceとする. Lemma A.18より {un}∞n=1
は H1(RN) で有界であるから部分列をとれば
∃u ∈ H1(RN) s.t. un ⇀ u weakly in H1(RN)
が成り立つ. γ′ := ∥u∥22, vn := un − u とおく. Theorem A.10 と同様の議論により
∥un∥22 = ∥u∥22 + ∥vn∥22 + o(1) (as n→ ∞), (A.24)
J∞(un) = J∞(u) + J∞(vn) + o(1) (as n→ ∞) (A.25)
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V (x)|u|2 + o(1) (as n→ ∞) (A.26)
が成り立つ. (A.25),(A.26) より
JV (un) = JV (u) + J∞(vn) + o(1) (as n→ ∞)




SV (γ) = JV (u) + lim
n→∞
J∞(vn)
≥ SV (γ′) + lim
n→∞
J∞(vn)











SV (γ) = SV (γ
′) + S∞(γ − γ′) (A.27)




J∞(vn) = S∞(γ − γ′) (A.29)
が成り立つ. Corollary A.22 と (A.27) より
γ′ = γ (A.30)
となる. (A.30),(A.28) より u は SV (γ) の minimizer になる. さらに Lemma A.2
より S∞(0) = 0 でありそれと (A.30),(A.29) より
lim
n→∞
J∞(vn) = 0 (A.31)
が成り立つ. Gagliardo–Nirenberg の不等式と {vn}∞n=1 が H1(RN) で有界であるこ
とと ∥vn∥22 → 0 (n→ ∞) であることに注意すると


























|∇vn|2 = 0 (A.33)
が成り立つ. ∥vn∥22 → 0 (n→ ∞) と (A.33) より ∥vn∥2H1 → 0 (n→ ∞) が従う. 以
上より結論が従う. 2
以下, ポテンシャル V に対して次の条件を課す:
(V3)
V (−x1, x′) = V (x1, x′) a.e. x1 ∈ R, a.e. x′ ∈ RN−1,
V (s, x′) ≤ V (t, x′) a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1.
Theorem A.26 を用いて以下を示す.
Corollary A.27. γ > 0 とする. このとき次の性質をみたす SV (γ) の minimizer
ϕ が存在する.
(i) ϕ > 0 (a.e. in RN).
(ii) ϕ(−x1, x′) = ϕ(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1).
(iii) ϕ(s, x′) ≥ ϕ(t, x′) (a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1).





Lemma A.28. γ > 0 とし, u を SV (γ) の minimizer とする. このとき u は次の
Euler-Lagrange 方程式をみたす:
∃λ ∈ R s.t. −∆u+ V (x)u− |u|p−1u = λu in H−1(RN).
ここで
−∆u+ V (x)u− |u|p−1u = λu in H−1(RN)
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uϕ (∀ϕ ∈ H1(RN)),








証明. ∥u∥22 = γ > 0 より u ̸≡ 0 であることに注意すると十分小さな ε > 0 に対
して
∥u+ tϕ∥2 ̸= 0 (∀t ∈ (−ε, ε) \ {0}, ∀ϕ ∈ H1(RN))







∥vt∥22 = γ (∀t ∈ (−ε, ε) \ {0}, ∀ϕ ∈ H1(RN))
が成り立つ. したがって
SV (γ) ≤ JV (vt) (∀t ∈ (−ε, ε) \ {0}, ∀ϕ ∈ H1(RN))
























Lemma A.29. γ ≥ 0 とし, u を SV (γ) の minimizer とする. このとき u は次を
みたす:






証明. γ = 0 のとき u ≡ 0 となるので明らか. γ > 0 とする. u は S∞(γ) の
minimizer であるから Euler-Lagrange 方程式より
∃λ ∈ R s.t. −∆u+ V (x)u− |u|p−1u = λu in H−1(RN)
が成り立つ. Elliptic regularity ([9, Chapter 9]を参照)より u ∈ H2(RN)∩C1(RN)





Lemma A.30. γ > 0 とし, u を u ≥ 0 (a.e. in RN) となる SV (γ) の minimizer
とする. このとき u > 0 (a.e. in RN) となる.
証明. u ≥ 0 (a.e. in RN) と minimizer がみたす Euler-Lagrange 方程式より
∃λ ∈ R s.t. −∆u+ V (x)u− up = λu in H−1(RN)
が成り立つ. したがって
−∆u− λu ≥ 0 in RN
が成り立つ. ∥u∥22 = γ > 0 であるから Corollary A.15 より u > 0 (a.e. in RN) が
成り立つ. 2
Lemma A.31. γ ≥ 0 とし, u を SV (γ) の minimizer とする. このとき u⋆ も
SV (γ) の minimizer である.
証明. Lemma A.13より lim
|x|→∞
















SV (γ) ≤ JV (u⋆) ≤ JV (u) = SV (γ)
であるから u⋆ は SV (γ) の minimizer になる. 2
Corollary A.27 の証明. Corollary A.11 と同様の考え方により証明できる. 2
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A.3 ΣU1(µ, s) の minimizer の 性質
U1 ∈ H1(R) を U1 ≥ 0 かつ U1 ̸≡ 0 かつ球対称かつ [0,∞) 上で単調減少, すな
わち
U1(−x) = U1(x) a.e. x ∈ R,




















但し, uj : R → C (j = 2, 3) でありポテンシャル空間 1次元で考える.さらに α > 0
とし Vj (j = 2, 3) の条件を以下のようにする:
(V1) 各 j = 2, 3 に対し Vj ∈ L∞(R;R).
(V2) 各 j = 2, 3 に対し Vj(x) ≤ lim
|y|→∞
Vj(y) = 0 (a.e. x ∈ R).
(V3) 各 j = 2, 3 に対し
Vj(−x) = Vj(x) a.e. x ∈ R,
Vj(x) ≤ Vj(y) a.e. 0 ≤ x < y.
このとき次の変分問題を考える:
µ, s ≥ 0 に対して
ΣU1(µ, s) := inf{KU1(u2, u3) | u2, u3 ∈ H1(R), ∥u2∥22 = µ, ∥u3∥22 = s}.
このとき ΣU1(µ, s) の非負の minimizer が正値になることを示す.
Lemma A.32. µ, s > 0 とし (U2, U3) を ΣU1(µ, s) の 非負の minimizer とする.
このとき Uj > 0 (a.e. in R, j = 2, 3) となる.
証明. まず (U2, U3) が次の Euler–Lagrange 方程式をみたすことを示す:
∃λ2, λ3 ∈ R s.t.
− U ′′2 + V2(x)U2 − αU1U3 = λ2U2 in H−1(R), (A.34)




∥U2∥22 = µ > 0 より U2 ̸≡ 0 であることに注意すると十分小さな ε > 0 に対して
∥U2 + tϕ∥2 ̸= 0 (∀t ∈ (−ε, ε) \ {0}, ∀ϕ ∈ H1(R))








∥V2,t∥22 = µ, ∥V3,t∥22 = s (∀t ∈ (−ε, ε) \ {0}, ∀ϕ ∈ H1(R))
が成り立つ. したがって
ΣU1(µ, s) ≤ KU1(V2,t, V3,t) (∀t ∈ (−ε, ε) \ {0}, ∀ϕ ∈ H1(R))
が成り立つ. (V2,0, V3,0) = (U2, U3) であるから KU1(V2,t, V3,t) は t = 0 のとき最小






















U2ϕ (∀ϕ ∈ H1(R))
を得る. すなわち
−U ′′2 + V2(x)U2 − αU1U3 = λ2U2 in H−1(R)
を得る. U1, U3 ≥ 0 (a.e. in R) であるから
−U ′′2 + (V2(x)− λ2)U2 ≥ 0 in R
が成り立つ. U2 ≥ 0 (a.e. in R) かつ ∥U2∥2 > 0 であるから Corollary A.15 より
U2 > 0 (a.e. in RN) が従う. U3 > 0 (a.e. in R) も同様に示せる. 2
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A.4 I(γ, µ, s) の minimizer の性質
次の汎関数を考える:



















ここで u⃗ := (u1, u2, u3) であり, N = 1, 2, 3, 1 < p < 1 + 4/N , α > 0 である. さら
にポテンシャル Vj の条件を以下のように課す:
(V1) 各 j = 1, 2, 3 に対し Vj ∈ L∞(RN ;R).
(V2) 各 j = 1, 2, 3 に対し Vj(x) ≤ lim
|y|→∞
Vj(y) = 0 (a.e. x ∈ RN).
(V3) 各 j = 1, 2, 3 に対し
Vj(−x1, x′) = Vj(x1, x′) a.e. x1 ∈ R, a.e. x′ ∈ RN−1,
Vj(s, x
′) ≤ Vj(t, x′) a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1.
次の L2 ノルム制限付き変分問題を考える:
γ, µ, s ≥ 0 に対して
I(γ, µ, s) := inf{E(u⃗) | u⃗ ∈ H1(RN ;C3), ∥u1∥22 = γ, ∥u2∥22 = µ, ∥u3∥22 = s},
SVj(γ) := inf{JVj(u) | u ∈ H1(RN), ∥u∥22 = γ}.
Lemma A.33. γ, µ, s ≥ 0 とし u⃗ を I(γ, µ, s) の minimizer とする. このとき u⃗
は次の Euler-Lagrange 方程式をみたす:
(i) γ > 0 のとき:
∃λ1 ∈ R s.t.
−∆u1 + V1(x)u1 − |u1|p−1u1 − αu3u2 = λ1u1 in H−1(RN).
(ii) µ > 0 のとき:
∃λ2 ∈ R s.t.
−∆u2 + V2(x)u2 − |u2|p−1u2 − αu3u1 = λ2u2 in H−1(RN).
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(iii) s > 0 のとき:
∃λ3 ∈ R s.t.
−∆u3 + V3(x)u3 − |u3|p−1u3 − αu1u2 = λ3u3 in H−1(RN).
ここで



















u1ϕ1 (∀ϕ1 ∈ H1(RN)),



















u2ϕ2 (∀ϕ2 ∈ H1(RN)),



















u3ϕ3 (∀ϕ3 ∈ H1(RN))
であり








証明. (i) のみ示す. ∥u1∥22 = γ > 0 より u1 ̸≡ 0 であることに注意すると十分小さ
な ε > 0 に対して
∥u1 + tϕ∥2 ̸= 0 (∀t ∈ (−ε, ε) \ {0}, ∀ϕ ∈ H1(RN))





(u1 + tϕ), v2,t := u2, v3,t := u3
とおくと
∥vt∥22 = γ, ∥v2,t∥22 = µ, ∥v3,t∥22 = s (∀t ∈ (−ε, ε) \ {0}, ∀ϕ ∈ H1(RN))
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が成り立つ. したがって
I(γ, µ, s) ≤ E(v⃗t) (∀t ∈ (−ε, ε) \ {0}, ∀ϕ ∈ H1(RN))

























u1ϕ1 (∀ϕ1 ∈ H1(RN))
を得る. 2
Lemma A.34. γ, µ, s ≥ 0 とし u⃗ を I(γ, µ, s) の minimizer とする. このとき
uj ∈ H1(RN) ∩ C1(RN) かつ
lim
|x|→∞
uj(x) = 0 (j = 1, 2, 3)
が成り立つ.
証明. γ = 0 のときは u1 ≡ 0 となり明らかに u1 ∈ H1(RN) ∩ C1(RN) かつ
lim
|x|→∞
u1(x) = 0 をみたす. γ > 0 のときを考える. u⃗ は I(γ, µ, s) の minimizer で
あり γ > 0 であるから Lemma A.33 より
∃λ1 ∈ R s.t.
−∆u1 + V1(x)u1 − |u1|p−1u1 − αu3u2 = λ1u1 in H−1(RN)
が成り立つ. Elliptic regularity ([9, Chapter 9]を参照)より u1 ∈ H2(RN)∩C1(RN)




が従う. 同様に u2, u3 についても示せるので以上より結論が従う. 2
Lemma A.35. γ, µ, s ≥ 0 とし u⃗ を I(γ, µ, s) の minimizer とする. このと




3) も I(γ, µ, s) の minimizer である. 但し, u
⋆






































I(γ, µ, s) ≤ E(u⃗⋆) ≤ E(u⃗) = I(γ, µ, s)
が成り立つ. これより u⃗⋆ も I(γ, µ, s) の minimizer である. 2
Lemma A.36. γ, µ, s ≥ 0 とし u⃗ を I(γ, µ, s) の minimizer で uj ≥ 0 (a.e. in
RN , j = 1, 2, 3) となるものとする. このとき次が成り立つ:
(i) γ > 0 のとき u1 > 0 (a.e. in RN) となる.
(ii) µ > 0 のとき u2 > 0 (a.e. in RN) となる.
(iii) s > 0 のとき u3 > 0 (a.e. in RN) となる.
証明. (i) のみ示す. u⃗ は uj ≥ 0 (a.e. in RN , j = 1, 2, 3) となる I(γ, µ, s) の
minimizer であり γ > 0 であるから Lemma A.33 より
∃λ1 ∈ R s.t.
−∆u1 + V1(x)u1 − up1 − αu3u2 = λ1u1 in H−1(RN)
が成り立つ. u1, u2, u3 ≥ 0 (a.e. in RN) であるから
−∆u1 + (V1(x)− λ1)u1 ≥ 0 in RN
が成り立つ. ∥u1∥22 = γ > 0 であるから Corollary A.15 より u1 > 0 (a.e. in RN)
が従う. 2
147
A.4 I(γ, µ, s) の minimizer の性質
Lemma A.37. γ, µ, s ≥ 0 とし u⃗ を I(γ, µ, s) の minimizer とする. このとき u⃗⋆
も I(γ, µ, s) の minimizer になり次をみたす:
各 j = 1, 2, 3 に対して




(iii) u⋆j ≥ 0 (a.e. in RN).
(iv) u⋆j(−x1, x′) = u⋆j(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1).
(v) u⋆j(s, x
′) ≥ u⋆j(t, x′) (a.e. s, t ∈ R with 0 ≤ s < t, a.e. x′ ∈ RN−1).
(vi) γ > 0 ならば u⋆1 > 0 (a.e. in RN).
µ > 0 ならば u⋆2 > 0 (a.e. in RN).
s > 0 ならば u⋆3 > 0 (a.e. in RN).
証明. Lemma A.35 より u⃗⋆ も I(γ, µ, s) の minimizer である. Lemma A.34 より
(i),(ii)が従う. Steiner rearrangementの性質 (Proposition 1.5)から (iii),(iv),(v)が
従う. Lemma A.36 より (vi) が従う. 2
Lemma A.38. γ, µ, s ≥ 0 とする. このとき I∞(γ, µ, s) の minimizer ϕ⃗ で 次の
条件をみたすものが存在する (I∞ は Vj ≡ 0 (∀j = 1, 2, 3) のときの I を表す):
各 j = 1, 2, 3 に対して
(i) ϕj ∈ H1(RN) ∩ C1(RN).
(ii) ϕj ≥ 0 (a.e. in RN).
(iii) ϕj(−x1, x′) = ϕj(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1).
(iv) ϕj(s, x




(vi) γ > 0 ならば ϕ1 > 0 (a.e. in RN).
µ > 0 ならば ϕ2 > 0 (a.e. in RN).
s > 0 ならば ϕ3 > 0 (a.e. in RN).
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証明. γ, µ, s > 0 のとき : Theorem 2.1 と Lemma A.37 より直ちに従う.
γ = 0 or µ = 0 or s = 0 のとき : Lemma 2.8 より I∞(γ, µ, s) = S∞(γ) + S∞(µ) +
S∞(s) が成り立つ. また γ > 0 のとき Theorem A.10 より S∞(γ) は minimizer を
もつ. また γ = 0 のとき S∞(0) は minimizer 0 をもつ. 同様に S∞(µ), S∞(s) も
それぞれ minimizer をもつ. したがって I∞(γ, µ, s) は minimizer をもつ. Lemma
A.37 より結論が従う. 2
Lemma A.39. γ, µ, s ≥ 0 とする. このとき I(γ, µ, s) の minimizer ϕ⃗ で 次の条
件をみたすものが存在する:
各 j = 1, 2, 3 に対して
(i) ϕj ∈ H1(RN) ∩ C1(RN).
(ii) ϕj ≥ 0 (a.e. in RN).
(iii) ϕj(−x1, x′) = ϕj(x1, x′) (a.e. x1 ∈ R, a.e. x′ ∈ RN−1).
(iv) ϕj(s, x




(vi) γ > 0 ならば ϕ1 > 0 (a.e. in RN).
µ > 0 ならば ϕ2 > 0 (a.e. in RN).
s > 0 ならば ϕ3 > 0 (a.e. in RN).
証明. γ, µ, s > 0 のとき : Theorem 2.1, Theorem 3.1 および Lemma A.37 より直
ちに従う.
γ = 0 or µ = 0 s = 0 のとき : Lemma 2.8 および Lemma 3.7 より I(γ, µ, s) =
SV1(γ) + SV2(µ) + SV3(s) が成り立つ. また γ > 0 のとき Theorem A.10 および
Theorem A.26 より SV1(γ) は minimizer をもつ. また γ = 0 のとき SV1(0) は
minimizer 0 をもつ. 同様に SV2(µ), SV3(s) もそれぞれ minimizer をもつ. したがっ
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