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ABSTRACT 
The infrastructures of Smart Cities presuppose the existence of a basic IT data transmission network. 
This is also true for point-to-point connections between protected spaces in potentially different 
locations. The establishment of a stable IT connection is an essential element in the development of 
information infrastructures. Transmission bandwidth is a basic parameter to show the functionality and 
usability an IT system. As a result of advances in fibre-optic data technology, fibre-optic data 
connectivity solutions have now become standard tools, and due to their features, other technologies 
used for long distance connections have been almost completely eliminated by this technology. 
Continuous operation of fibre-optic connectivity has become vital to the operation of Smart City 
devices, as well as to the continued stable operation of critical infrastructures and protected spaces. 
Thus, the failure of an optical fibre requires immediate troubleshooting and corrective action from the 
operator. The scope of this research includes the basic methods of fault detection with regard to optical 
fibres, from simple methods to testing with the Optical Time Domain Reflectometer as a basic and 
important measurement method in the operation of optical data communication networks. 
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INTRODUCTION 
Regarding the info-communication transmission channels of Smart Cities of the 21
st
 century, 
the most important trunking solution has now become fibre. This technology is a great tool 
not only for a leased line channel, due to its transmission bandwidth and ease of deployment, 
but it also allows the monitoring of continuous operation. Because of this feature, it is also 
suitable for realising point-to-point secure communication as a reliable physical channel for 
data transmission between protected rooms. By operating a thread monitoring system, it is 
possible to accurately determine the fault location in the event of a longitudinal parameter 
change or error. In addition to the implementation of telecommunication systems, the fibre-
optic plant is also capable of ensuring protected communications depending on the signal 
encryption, as well as serving as a communication link for automated field systems having 
their own standards. This technology can be well utilised as the physical layer of the 
communication channel for information security-protected rooms, because by using 
cryptographic tools and running a continuous thread monitoring system, the point-to-point 
communication line can also be controlled for its physical parameters. Thread monitoring 
guarantees immediate detection and fault location of transmission channel malfunctions for 
long-distance connections of industrial automation. Another advantage of optical fibres is 
their insensitivity-free operation and ease of installation. A disadvantage is that only special 
target devices can implement continuity bonds. The purpose of this research is to systematise 
the theoretical solutions needed for detecting serial errors in optical fibres, and to review the 
basic application of a fibre monitoring tool. 
Thesis 1: Today's primary trunked data transmission channel is the optical fibre. 
Thesis 2: By implementing optical fibre monitoring, a safer and faster fault location 
detection can be achieved in case of serial errors. 
Thesis 3: Fibre-optic communication is the safest way to secure point-to-point 
communication between protected rooms. 
OPTICAL FIBRE CONNECTION AND ATTENUATION MEASUREMENTS 
ON THE OPTICAL FIBRE 
Optical fibres can be classified according to various parameters which are very important in 
the design, operation and fault diagnosis of a system. In an optical network, there is always a 
transmitter device which is connected to the light transmission medium by means of at least 
one connector; in this case, the optical fibre, and then again, through a connector to a 
receiving unit, which receives the light pulses emitted by the transmitter, Figure 1. 
 
Figure 1. The most basic connection model. 
This is the minimal set-up for a single fibre connection. However, a light connection is only 
established if the transmitter and receiver are capable of transmitting light signals with 
appropriate line attenuation. One of the most important parameters of a fibre is attenuation, 
since this value determines the maximum distance that can be travelled between the 
transmitter and the receiver without a repeater regenerator. Light suffers energy loss until it 
reaches the transmitter and the receiver. The attenuation rate is 10 times the 10-based 
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logarithm of the quotient of power transmitted at the transmitter side and the receiver-side 
output power of the end of the “l” optical transmission path, according to formula (1). 
 𝛼 = 10log
𝑃𝑏𝑒
𝑃𝑘𝑖
, [dB]. (1) 
Since the fibre-optic network is a distributed parameter network, the equation can also be 












For the cutback method, the first step is to make a measurement at the end of the optical fibre 
with a level meter in an assembly that is shown in Figure 2. The amount of light output from 
the level transmitter must be measured. Then, the optic fibre must be cut one meter from the 
transmitter, and have a connector attached to its end, as shown in Figure 3, and the 
transmitter signal power has to be measured again [13]. 
 
Figure 2. Measurement of fibre attenuation for the cutback method. 
 
Figure 3. Measurement of fibre attenuation in case of a cut fibre. 











] . (3) 
INSERTION LOSS METHOD 
The insertion method is theoretically very similar to the cutback method, but first the power 
of the leveller on a short thread is measured, then the level transmitter, as shown in Figure 4, 
and finally the level again at the fibre end. This is shown in Figure 5 [3-5, 14]. 












Figure 4. First measurement set-up for the Insertion Loss Method. 
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Figure 5. Second measurement set-up for the Insertion Loss Method. 
Comparing the two measurements, the latter proves to be more appropriate, even during a 
plant measurement, since in this case the fibre to be measured does not have to be cut. When 
constructing optical cable networks, an attenuation test report must always be prepared for 
the future. In the event of an error, this is the first parameter to check. The simplicity of the 
measurement is a great advantage, while, the fact that it requires intervention at both ends of 
the fibre can be a disadvantage. In practice, it is advisable to connect the level transmitter and 
the level receiver to each other at the beginning of the measurement using a short measuring 
cable, and to set the reference levels relative to each other [6-10]. 
BACKSCATTER METHOD 
Backscatter measurement has made significant advances in the determination of optical fibre 
parameters. This measurement principle is most significant, as modern optical cable 
management systems use this method to determine parameters and errors. 
The method is based on Rayleigh scattering. A scattering occurs at the error location with 
virtually every change in the fibre parameters, which spreads power backward through the 
fibre. Scattering can be detected with a proper metering system. The attenuation or 
attenuations can be rendered visual over the entire length of the fibre over time. 
The instruments suitable for this measurement technique are called Optical Time Domain 
Reflectometers (OTDRs). The measurement can be used mainly for the following purposes: 
• determination of defective locations and their distances on optic fibres, 
• measuring the attenuation of the connections, 
• to measure the specific attenuation of optical fibres 
By monitoring the backscatter, all significant features required for installation and operation 
can be determined. Furthermore, compared to the previous two attenuation measurements, in 
this case, the measurement can be done from one side, providing significant advantages for 
quick measurement. 
The principle of the measurement is as follows: A narrow light pulse is applied to the fibre 
input. The light pulse propagates through the fibre, while the light is reflected to the input 
from every continuity defect and the end of the fibre. At the fibre input, where the light pulse 
was applied, we now connect a light-sensitive photodiode. From the backscattering signals 
that the photodiode can detect, we can render a visual representation plotted against time, as 
we know the speed of light propagating through the fibre [15, 16, 30]. 





Figure 6. Block diagram of the internal structure of the OTDR. 
If the fibre is constant throughout its length, the curve shows a steadily decreasing pattern. 
Jump peaks appear at the end and beginning of the fibre, as the refractive index of the fibre 
changes abruptly at these locations. In the inhomogeneous connection and bonding locations, 
where the kilometre-specific attenuation is different from the average, steps are forming on 
the curve. These are called reflective points. An example of a practical measurement by the 
OTDR instrument during the research is shown in Figure 7. 
 
Figure 7. Screenshot of an OTDR measurement. 
The length of the fibre can be determined from the start-end-start run time of the light pulses 
in the fibre. By measuring the time between peaks, the length of the fibre between the peaks 
can be calculated. The distance to propagation velocity can be calculated using the time 
differences and the refractive index using the following formula (5). 
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where l is the fibre length, c = 300 000 km/s; n is the refractive index and Δt refractive index 
between peaks. The length attenuation can be read from the back-scattered 
length-performance diagram. This image is shown in Figure 7. 
Figure 8 shows the basic fibre length attenuation measurement, which can also be calculated 
using formula (6), where l1 and l2 are the lengths of the measuring and the measured fibres, 
and Pl1 and P12 are the power levels of the light pulses generated and received [17, 18]. 
 








OTDR MONITORING OF OPTICAL TIME-DOMAIN REFLECTOMETER 
In the course of the research, considering the state-of-the-art OTDR measurement 
technology, it became evident that there is a solution which allows the in-service monitoring 
of optical fibres. Such solutions include: 
• Dark fibre monitoring when using WDM technology, 
• Out-of-band monitoring, 
• In-band monitoring, 
• Broadband monitor port measurement 
With the advancement of optical telecommunication devices, light sources with very narrow 
wavelengths were developed. These are typically capable of radiating the same wavelength 
with high stability to achieve a small chromatic dispersion. Later, it became possible to create 
multiple data transmission channels on an optical fibre by applying appropriate wavelength 
filters, thus significantly increasing the bandwidth. This is called WDM (Wavelength 
Division Multiplex) technology. Within this technology, the CWDM (Coarse Wavelength 
Division Multiplex) and DWDM (Dense Wavelength Division Multiplex) solutions are, in 
principle, the same, but differ in their wavelengths used for telecommunications. With 
CWDM, the channels are farther apart than with DWDM. The filters used to separate the 
wavelengths of the technology are called WDM filters. Figure 9 below illustrates three 
wavelengths for transmitting multiple wavelengths over a single optical fibre [27, 30]. 
  
Figure 9. Tri-band WDM filter. 
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DARK FIBRE MONITORING 
In the case of dark fibre monitoring, a backup fibre of a fibre-optic cable that is not used in 
telecommunication, or an unused fibre is measured with an OTDR instrument. This 
measurement provides accurate information on the continuity of the cable and changes in the 
assumed ageing and attenuation processes. There is no need for expensive filtering and 
coupling units, but one disadvantage is that it does not give a true picture of the state of the 
optical fibre that is involved in data transmission, which may be relevant. Of course, this is 
not a bad solution, since the parameters of the running fibre in a cable are the same and the 
monitoring of a single fibre within a cable provides about 98% security during business 
continuity checks. In a single cable, monitoring two strands means 99% security and 
monitoring three strands means 99,8% security. The implementation should consider the cost 
of the effort and the desired security. 
The typical wavelength of the technology is the same as the standard wavelengths of 
1310 nm and 1550 nm used in telecommunication. By using 1550 nm, the greatest possible 
measuring distance is achieved, because at this wavelength the attenuation of the optical 
fibres is the smallest. It can be implemented with an existing cable network, provided that it 
has an unused optic fibre. A simple schematic of the technology is shown in Figure 10. 
 
Figure 10. Simplified model of the dark fibre monitoring. 
OUT-OF-BAND MONITORING 
Out-of-band measurement is based on the principle of transmitting measurement signals to 
the 1650 nm band in the optical conductor fibre, over the last CDWM 1611nm wavelength 
channel, and displaying the reflected value on the OTDR display (Figure 11). Wavelength is 
more sensitive to attenuation originating from fractures and bends. The implementation of 
this technique requires filter units (WDM), so it is more expensive than the previous solution. 
A drawback of this technique is that if there are multiple branches in an optical fibre, the 
exact scattering and the backscattering resulting from the connection of the following 
elements cannot be well distinguished. It is advisable to implement it before installing the 
cable network. This method can provide 100% monitoring over the optical fibre involved in 
telecommunications [26]. 
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Figure 11. Simplified model of the out-of-band OTDR monitoring. 
IN-BAND MONITORING 
The implementation of this method is similar to the out-of-band method, but this technique 
uses one or more of the data transmission wavelengths, depending on the implementation. 
Figure 12 is a conceptual diagram of the monitorability of a branched optical fibre. The figure 
shows that there are 5 different λ wavelengths added to the cable using a “WDM filter 1”. 
The different wavelengths are marked with different colours for the sake of illustration: λ1 
pink, λ2 blue, λ3 red, λ4 green, λ5 orange. λ1 and λ2 are the wavelengths of the OTDR, while 
λ3, λ4, λ5 are the wavelengths of the data transmission. If there is a branch in the light guide, 
which is referred to as “WDM filter 2” in this figure, the branches can be separated by the 
proper selection of wavelengths and the application of the appropriate WDM filter. As shown 
in the figure, following the upper branch of the “WDM filter 2”, λ1 and λ4 (of which λ1 
marks the OTDR monitor and λ4 is the data carrier) are passing through. Following the lower 
branch, λ2, λ3, λ5 are passing through (λ2 is the OTDR monitor; λ3 and λ5 are the data 
carriers). 
The filters called “WDM filter 3” and “WDM filter 4” separate the appropriate wavelengths 
for the terminals so that the signals used for data transmission and monitoring do not 
interfere. 
By switching between the λ1 and λ2 wavelengths of the OTDR instrument, the parameters of 
the given section can be examined. In case of the λ1 OTDR test signal, the line “WDM filter 
1” – “WDM filter 2” – “WDM filter 3” can be monitored. In case of the λ2 OTDR test signal 
the monitoring of the line “WDM filter 1” – “WDM filter 2” – “WDM filter 4” can be ensured. 
This example illustrates that multiple optical wavelength signals can be transmitted on an 
optical fibre. A disadvantage is that the wavelengths used for the measurement cannot be 
used for data transmission. However, branched optical fibre monitoring can be implemented 
by changing the OTDR output wavelengths. The measurement system can be installed even 
in networks with built-in WDM filters. The transmission wavelengths need to be taken into 




Figure 12. Simplified conceptual model of the in-band OTDR monitoring. 
MEASUREMENT VIA BROADBAND BRANCH-LINE COUPLER 
At the endpoints of optical networks, full-band and wide-band junctions are used to monitor 
port traffic (Fig 13). The input and reception of a measurement signal on this device allow the 
implementation of the OTDR measurement. The measurement signal entered here is also sent 
and received using a separator (WDM) filter, considering that the wavelength of the 
measurement signal does not coincide with the wavelength of the data transmission signal. 
From an implementation point of view, the input signal is fed to the receiving side of the data 
transmission to avoid interference. 
 
Figure 13. Conceptual model of an OTDR monitor installed into a branched network. 
Monitoring optical data connection between protected rooms in smart cities 
453 
USING AN OPTICAL SWITCH TO EXTEND FIBRE MONITORING 
In case of the above examples, the OTDR fibre monitoring was tested on single fibres. 
However, with full control, each fibre would require its own OTDR instrument. This costly 
solution can, however, be circumvented by the use of a fibre switching device, without which 
these advanced fibre management solutions could not be implemented. 
The Optical Test Access Unit (OTAU), which operates on the principle of a multiplexer, is an 
OTDR-controlled fibre switching device that couples the instrument providing the 
measurement signal to the fibre to be monitored. With the help of appropriate software 
control, the fibres are switched on, and the continuous measurement is ensured by repeated 
monitoring. Figure 14 illustrates the operation of the optical switch. The desired OTDR input 
signals can be set for the channels and a reference value can be recorded during installation, 
with regards to the measured values and diagrams. If the unit detects an error relative to the 
reference, it will immediately generate an alarm. In case of this technique, the way fibres 
queue up to be examined depends on the frequency of switching. The shortest amount of time 
while a problem could be detected is equal to the amount of time the same fibre is tested 
again [29]. 
 
Figure 14. Conceptual model of an optical switch. 
Further improvements point to the increase of the speed of error detection. Accordingly, 
continuous power measurement is performed on the receiving side of the controlled optical 
fibres. Power levels are taken as reference during installation. The power meter is connected 
to the OTDR controlling computer to form a complete monitoring unit. If the continuous 
power meter detects a slip from the reference, the OTDR is immediately directed to the fibre 
for testing. This eliminates the time gap that occurs in case of an unfavourable switching 
order [19-23]. 
FAULTS AND CHARACTERISTICS OF OPTICAL NETWORKS 
There are various approaches to classifying the faults in optical networks. However, in our 
case, the most important type of error is increased line attenuation. The maximum power 
emitted by the transmitter does not reach the receiver unit at the proper level due to the 
increase in attenuation. Negative changes in attenuation are possible due to: 
• change in fibre characteristics, 
• degradation of connectors, 
• changes in transmitter power and receiver sensitivity 
CHANGE IN FIBRE CHARACTERISTICS 
The attenuation of optical fibres may vary mainly due to the physical effects on them. 
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Material structural stresses are induced due to the twisting and shear forces on the cable. These 
stresses create inhomogeneous sections in the fibres, which result in local attenuation sites. 
Another typical defect is the exposure of the cables – and thus the fibres – to high fibre 
tensile forces. This effect also leads to material structure issues. If a fibre-optic cable and its 
fibres are damaged by longitudinal contact, the entire section may become unusable [24]. 
Transverse rupture of the fibres may occur during construction, e.g. being cut through by a 
machine. Of course, this leads to a complete rupture, which can be repaired by fibre welding 
or section replacement. 
Improper cable routing can also result in an increase in attenuation by breaking below the 
smallest bend radius. In this case, if the fibres do not suffer permanent damage, the 
attenuation resets to its original state once the error is eliminated. These errors are called 
macrobanding errors. 
DEGRADATION OF CONNECTORS 
Each optical system connects to network components using connectors. These connectors 
vary by cable types. Typically, faults in connectors can be traced back to mechanical faults 
and/or issues caused by dirt getting into the network. The fibre ends in the connectors can be 
flat, rounded (PC, UPC), or bevelled (APC), Figure 15. 
 
Figure 15. Connector types. 
The alignment of the connectors greatly determines the attenuation value. If a centrality error 
or large air gap develops, the refractive index changes between the two photoconductor cores, 
and causes unwanted attenuation in the transmission path. 
Furthermore, it must be ensured that the connection of the connectors is uncontaminated, as 
attenuation error occurs when contaminants go between the contact surfaces [30, 32, 33]. 
CHANGES IN TRANSMITTER PERFORMANCE AND RECEIVER SENSITIVITY 
In this case, the error occurs on a device that is not dependent on the attenuation of the optical 
network in question. This type of error means damage to the terminal equipment, which can 
be solved by replacing or repairing the units [25, 28]. 
OTHER DEFECTS THAT CAN BE DETECTED BY THE OPTICAL FIBRE 
MONITORING SYSTEM  
In addition to the errors listed above, optical fibre monitoring can detect slow or intermittent 
attenuation errors. This means that an alarm threshold is set as a reference value for the entire 
line segment taken during the installation of the monitoring system. When the controlled fibre 
attenuation reaches the set value of – 3 dB difference threshold, the control panel generates 
an alarm. 
Continuous thread monitoring can also detect errors that are difficult to detect with other 
intermittent OTDR solutions. If the error does not occur for most of the time or the fibre 
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parameter does not deviate significantly from the reference value, then there are only brief 
moments when the attenuation increases somewhere in the fibre. 
Such an error may be a mechanically unstable connector which, when periodically moved, 
results in a significant attenuation or intermittent breakage of the optical fibre when it is, for 
example, pinched by or pushed up against some parts of the rack cabinet. 
Such continuous fibre monitoring equipment is also an essential means of protecting optical 
fibres from an information security point of view. Attempt to intercept optical fibres may be 
accompanied by an attenuation error that requires branching or bending. The resulting 
attenuation may also be detectable. If the alert threshold for monitoring is sufficiently 
sensitive, then the appearance of a small amount of attenuation can be immediately and 
automatically detected [31]. 
SUMMARY 
The subject of the present article is one of the fastest-growing, but also quite challenging 
technical solutions for data transfer in smart cities. The fibre-optic used in light 
communication has been overcoming its limitations and disadvantages since its first 
appearance. Because of its advantages, this technology is an essential physical layer of info-
communication in rooms protected from the point of information security. The study 
presented in this paper summarizes the principles related to the measurement of optical fibre 
attenuation. It describes the measurement of the backscatter attenuation and the measurement 
methods that can be implemented with OTDR. It then examines the potentials and 
characteristics of optical networks. The research and its summary have a great importance, as 
the technology and the monitoring system in question are slowly taking over the role of the 
physical layer of longer-range info-communication devices, making a significant leap in the 
quality parameters of telecommunications. Comparing the theses of the research with the 
above findings, the correctness of the theses can be logically deduced. 
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