We construct a new family of entire solutions to the Yamabe equation
− ∆u = γ|u| p−1 u in R n , γ := n(n − 2) 4 , u ∈ D 1,2 (R n ), (1.1) where n 3, p := n+2 n−2 and D 1,2 (R n ) is the completion of C ∞ 0 (R n ) with the norm ∇u L 2 (R n ) . Problem (1.1) corresponds to the steady state of the energy-critical focusing nonlinear wave equation
n−2 u = 0, (t, x) ∈ R × R n , whose study (see for instance [5, 6, 12, 13, 14] ) naturally relies on the complete classification of the set of non-zero finite energy solutions to (1.1), which is defined by Σ := Q ∈ D 1,2 (R n )\{0} : −∆Q = n(n − 2) 4 |Q| 4 n−2 Q , in particular in connection with the soliton resolution conjecture for which only a few examples have become known [12, 13, 4, 5, 6] . Observe that (1.1) is the Euler-Lagrange equation of the functional defined by e(u) = 1 2 R n |∇u| 2 dx − γ(n − 2) 2n R n |u| n+2 n−2 u dx.
Positive solutions to (1.1) solve the Yamabe problem on the sphere (after a stereographic projection) and are the extremal functions for the Sobolev embedding. Thanks to the classical work
The first author is supported by the European Union's Horizon 2020 research and innovation programme under the Marie Sklodowska-Curie grant agreement N 754446 and UGR Research and Knowledge Transfer Found -Athenea3i. The second author is supported by FONDECYT Grant 1160135 and EPSRC Research Grant EP/T008458/1. of Caffarelli-Gidas-Spruck [2] , it is known that all positive solutions to (1.1) are given by the so called bubble and all its possible translations and dilations, that is, U (y) := 2 1 + |y| 2 n− 2 2 and U α,y 0 (y) := α − n−2 2 U y − y 0 α , α > 0, y 0 ∈ R n , (1.2) previously discovered independently by Aubin [1] and Talenti [18] . In fact, all radial solutions in Σ have the form (1.2) . Sign-changing solutions belonging to Σ have thus to be non-radial.
Using the classical theory of Ljusternik-Schnirelman category, Ding proved in [3] the existence of infinitely many elements in Σ that are non radial, sign-changing, and with arbitrary large energy. The key idea in [3] is to look for solutions to (1.1) that are invariant under the action of O(2) × O(n − 2) ⊂ O(n) to recover compactness for the functional e(u). No further information though is known on the solutions found by Ding. Recently, more explicit constructions for signchanging (non-radial) solutions to (1.1) have been obtained by del Pino-Musso-Pacard-Pistoia and Medina-Musso-Wei (see [7, 8, 15] ). The solutions obtained in [7] are invariant under the action of D k × O(n − 2), where D k is the dihedral group of rotations and reflections leaving a regular polygon with k sides invariant. More precisely, for any k large enough, the authors construct a solution to (1.1) looking like the bubble U in (1.2) surrounded by k negative scaled copies of U arranged along the vertices of a k-regular polygon in R 2 . At main order the solution looks like for a positive constant c n , where δ Γ is the Dirac-delta at the equatorial on the (x 1 , x 2 )-plane Γ = {x ∈ R n : x 2 1 + x 2 2 = 1} in S n (1). We thus can think at the solutions obtained in [7] and described at main order in (1.3) as the sum of a positive fixed central bubble surrounded by a negative smooth function that desingularizes a Dirac-delta along the equatorial Γ, in the limit as k → ∞. We call this construction a desingularization of the equatorial, in analogy with similar desingularization constructions for minimal surfaces in Riemannian three-manifolds [9] . We remark that these solutions are not invariant under the action of O(2) × O(n − 2), thus they differ from the ones found by Ding. Besides, these solutions are the first example of nondegenerate sign-changing solutions to (1.1) as shown in [16] . For any Q ∈ Σ, consider the linear operator L Q := −∆ − γp|Q| p−2 Q and define the null space
Duyckaerts-Kenig-Merle [4] introduced the following definition of non-degeneracy for a solution of Problem (1.1): Q ∈ Σ is said to be non-degenerate if Z Q coincides with the vector space generate by the elements in Z Q related to the group of isometries in D 1,2 (R n ) under which problem (1.1) is invariant, given by translations, scalings, rotations and Kelvin transformation. More precisely, Q is non-degenerate if
The rank of a solution Q ∈ Σ is the dimension of the vector spaceZ Q , and it cannot exceed the number N := 2n + 1 + n(n − 1) 2 , being this the largest possible dimension forZ Q . It is well known for instance that U in (1.2) is non degenerate and its rank is n + 1 [17] . In [16] it is proven that the solutions built in [7] , looking at main order as in (1.3) , are non-degenerate and that their rank is 3n. A question we address in [15] is about the existence of solutions Q ∈ Σ to (1.1) whose rank is maximal. In fact, observe that not the bubbles in (1.2) nor the solutions built in [7] have maximal rank. We partially answer this question building a new family of solutions to (1.1), where another polygon with a large number of sides is replicated for n 4 in the third and fourth coordinates, giving rise to a new family of non-degenerate solutions to (1.1) that at main order look like
where ξ j := (e 2π(j−1)i k , 0, . . .), ξ j := (0, 0, e 2π(j−1)i h , 0, . . .), λ = O(k −2 ) and µ = O(h −2 ), for k and h sufficiently large, [15] . Using the terminology we introduced before, this construction is a desingularization of the two equators, one in the (x 1 , x 2 )-plane and the other in the (x 3 , x 4 )-plane. These solutions are non-degenerate. Furthermore, their rank is 5 (n − 1) and it is maximal when dimension n = 4. A generalization of this result is to consider non-degenerate solutions obtained by gluing a central positive bubble with negative scaled copies of U centered at the vertices of ℓ regular polygons with a large number of sides and lying in consecutive planes, which have maximal rank provided the dimension n is 2ℓ. In other words, a desingularization of ℓ equators in consecutive planes would provide an example of non-degenerate solutions with maximal rank in any even dimension 2ℓ. If the dimension n is odd, the existence of non-degenerate solutions for (1.1) with maximal rank remains an open problem and a different construction is required.
Roughly speaking, the solution built in [15] breaks the radial behavior of the bubble in the first four coordinates, loosing the related invariances. This fact adds extra terms in the kernel of the linearized operator, being all the possible precisely when n = 4. Thus, to prove the analogue in odd dimension one needs to find a solution breaking the radiality in an odd number of coordinates.
The aim of this work is to address this question and to provide a new family of sign-changing solutions for problem (1.1) that we claim to have maximal rank in dimension n = 3. We prove the following result. Theorem 1.1. Let n 3 and let k be a positive integer. Then for any sufficiently large k there is a finite energy solution to (1.1) of the form
Here λ 2 + R 2 = 1, and η < ℓ, t < η −1 , for some positive fixed number η independent of k. The term o(1) → 0 uniformly on compact sets of R n as k → ∞.
These solutions have maximal rank in dimension 3.
Some remarks are in order.
Remark 1.2. The construction obtained in Theorem 1.1 differs from the desingularization of the equatorial in (1.3) obtained in [7] or of two equators in (1.4) in [15] . In fact the solutions in Theorem 1.1 can be though as the sum of a positive fixed central bubble surrounded by a negative smooth function that desingularizes Dirac-deltas located in points on two circles that are collapsing into a Dirac-delta supported along the equatorial Γ, in the limit as k → ∞. We call this construction a doubling of the equatorial in the (x 1 , x 2 )-plane, in analogy with similar doubling constructions for minimal surfaces in Riemannian three-manifolds obtained in [9, 10, 11] . . . , n. These functions belong to D 1,2 (R n ) and also to the kernel of L u := −∆−γp|u| p−2 u. Furthermore, they are linearly independent. Consider now the case n = 3: we have that 4n − 2 = N = 10. Thus the solutions constructed in Theorem 1.1 have maximal rank in dimension 3.
Remark 1.4. The doubling of the equatorial in R 3 presumably closes the question about solutions with maximal rank. Indeed, for any odd dimension we could combine a doubling of the equatorial in three coordinates with a desingularization of the equatorial as in [7] in two coordinates or a desingularization of two equators as in [15] in four coordinates, as many times as needed. We conjecture that combining these three structures we can build a maximal solution in any odd dimension.
Remark 1.5. This doubling construction also provides an alternative example of solution with maximal rank for even dimensions of the form n = 6ℓ, ℓ ∈ N. For these dimensions, in [15] the authors propose to replicate 3ℓ times the desingularization of the of [7] . We conjecture that combining 2ℓ structures like the doubling of the equatorial of Theorem 1.1 would provide a different solution with maximal rank in these dimensions.
Remark 1.6. The construction described in Theorem 1.1 is not the only possible way to double the equatorial Γ. For any even integer 2m, we can construct another sequence of solutions that doubles the equatorial in the form of the sum of a positive fixed central bubble surrounded by a negative smooth function that desingularizes Dirac-deltas located in points on 2m circles that are collapsing into a Dirac-delta supported along the equatorial Γ, in the limit as k → ∞. m of these circles collapse onto Γ from above Γ, m from below.
We can also combine desingularization of the equatorial and doubling of the equatorial. For any odd integer 2m + 1, we can construct a sequence of solutions with the form of the sum of a positive fixed central bubble surrounded by a negative smooth function that consists of two parts. One part desingularizes Dirac-deltas located in points on 2m circles that are collapsing into a Dirac-delta supported along the equatorial Γ, in the limit as k → ∞. The other part desingularizes Dirac-deltas located at points along the equatorial, desingularizing a Dirac-delta along the equatorial Γ, in the limit as k → ∞.
Since the proof of these construction is in the same spirit as the one described in Theorem 1.1, we will describe these constructions in Section 6, without reproducing the entire proof but explaining the principal differences with the one of Theorem 1.1.
The proof of Theorem 1.1 is based on a Lyapunov-Schmidt reduction in the spirit of [7] : we define a first approximation and we look for a solution in a nearby neighborhood, by linearizing around the approximation and, after developing an appropriate linear theory, solving by a fixed point argument. This allows to reduce the original problem to the solvability of a finite dimensional one. However, for the construction in Theorem 1.1 this last step is rather delicate. In fact, the finite dimensional reduction leads to two equations (in the two parameters to adjust, λ and τ ) where the sizes of the error and the non linear term play a fundamental role. If one follows the strategy of [7] , the nonlinear term cannot be controlled and the reduced problem cannot be solved. For this reason, we need to carry on a much more refined argument.
The key point is the following: if one pays attention to the error term near the bubbles, this can be decomposed in a (relatively) large but symmetric part, and a smaller but non symmetric part (see Proposition 2.3). In the final argument (the reduction procedure) the symmetric part is orthogonal to the element of the kernel, and therefore not seen. Thus, the part playing a role in the reduction is the non symmetric one, that is significatively smaller. Roughly speaking, this allows to solve the linearized problem in two parts, a symmetric and large but irrelevant part, and a non symmetric but small one. Indeed, if our solution has the form u * + φ, being u * the approximation, we will split φ as φ = φ s + φ * , where φ s is symmetric with respect to y 3 . This behavior is also inherited by the nonlinear part of the equation and we will be able to perform the fixed point argument setting the size of φ * very small (see Proposition 4.5) , what will allow to conclude the reduction. This new strategy requires delicate decompositions and estimates of every term of the equations, as well as the development of a sharp linear invertibility theory.
The structure of the article is the following. In section 2 we detail the approximation and the error associated, estimating it near and far from the bubbles in different norms, and identifying the symmetric and non symmetric parts and their sizes. Section 3 is devoted to the linear theory, where a refinement of the theory in [7] is developed. Section 4 is the core of the strategy, where the gluing scheme is performed. In section 5 we carry on the dimensional reduction, concluding the proof of Theorem 1.1. The appendix contains fundamental computations concerning the shape of the approximation.
Doubling construction: a first approximation.
Let n 3 and τ ∈ (0, 1). In R n we fix the following points P := ( 1 − τ 2 , 0, τ, 0, . . . , 0), P := ( 1 − τ 2 , 0, −τ, 0, . . . , 0).
Let λ ∈ (0, 1) be a positive number, and define R as
Let k be an integer number and
Observe that ξ 1 = RP and ξ 1 = RP , while ξ j and ξ j are obtained respectively from P and P after a rotation in the (y 1 , y 2 )-plane of angle 2π j−1 k . Thanks to (2.1), the functions U j , U j are invariant under Kelvin transform, so that u is also invariant under this transformation, that is u(y) = |y| 2−n u y |y| 2 .
(2.3)
A direct observation reflects that u also shares the following symmetries u(y 1 , . . . , −y j , . . . , y n ) = u(y 1 , . . . , y j , . . . , y n ), j = 2, . . . , n,
4)
u(e 2π (j−1) k iȳ , y 3 , . . . , y n ) = u(ȳ, y 3 , . . . , y n ),ȳ = (y 1 , y 2 ), j = 2, . . . , k.
(2.5)
In our construction, we assume that the integer k is large, and that the parameters λ and τ are given by
for some η small and fixed, independent of k, for any k large enough. The error function, defined as
inherits the symmetries (2.3), (2.4), (2.5). As a consequence, fixing a small δ > 0 independent of k, it is enough to describe the error function in the sets B(ξ 1 , δ k ) and R n \ k j=1 B(ξ j , δ k ) ∪ B(ξ j , δ k ) in order to know it in the whole space R n . This is a useful observation we shall use to measure the error of approximation given by E.
For our purpose, it is convenient to measure the error using the following weighted L q norm
For the moment we request that q is a fixed number with n 2 < q < n. Later on, we will need a more restrictive assumption on q, n 2 < q < n 2− 2 n−1 . We will evaluate the · * * -norm of E in the interior regions B(ξ j , δ k ) and B(ξ j , δ k ), for any j = 1, . . . , k, and in the exterior region
. This is what we do next. The error in the interior regions B(ξ j , δ k ) and B(ξ j , δ k ), j = 1, . . . , k. To describe the error E in each one of the balls B(ξ j , δ k ), B(ξ j , δ k ), it is enough to do it in B(ξ 1 , δ k ), as already observed. In this region the dominant term of the function u in (2.2) is U 1 . Thus, for some s ∈ (0, 1), we have
. Let us introduce the change of variable λy = x − ξ j , so that U 1 (λy + ξ 1 ) = λ − n−2 2 U (y). In these expanded variables, the error takes the form
for some s ∈ (0, 1), and uniformly for |y| < δ λk .
A direct Taylor expansion gives that
uniformly for |y| δ λk . In the Appendix we will show that
and that k j=1
where A 3 := (2π) −1 and, if n 4,
From (2.9), (2.10), (2.11) and (2.12) we get that
for |y| δ λk , and direct computations (see [7] ) give
for some fixed constant C > 0. Therefore, by symmetry we conclude that, for any j = 1, . . . , k
and
(2.14)
For y in this region we have
where we have used that in this exterior region
For n 4, using (2.6),
for some constant C. Similarly, if n = 3, we get
The estimates (2.13), (2.14), (2.17) and (2.18) merge in the following Proposition 2.1. Assume that λ and τ satisfy (2.6). There exist an integer k 0 and a positive constant C such that for all k k 0 the following estimates hold true
We refer to (2.8) for the definition of the · * * -norm.
For later purposes of the linear theory it will be useful as well to measure the exterior error in different weighted norms, that give a more accurate pointwise behavior. Proposition 2.2. Let M > 0 be a large number and assume that λ and τ satisfy (2.6). There exist an integer k 0 and a positive constant C such that for all k k 0 ,
Furthermore, The following result is the key point of the argument carried on for the gluing procedure and the reduction method in Sections 4 and 5. It provides a decomposition of the interior error term in two parts: one is relatively large but it is symmetric in y 3 , and the other is non symmetric but smaller in size.
Thanks to this observation we can refine the fixed point argument to fix a smaller size of the functions involved in the reduction. Proposition 2.3. Assume that λ and τ satisfy (2.6) and suppose that |y| < δ λk . Then, there exists a decomposition
such that E s (ξ 1 + λy) is even with respect to y 3 , i.e.,
and there exists an integer k 0 such that, for k k 0 ,
22)
Proof. The idea is to identify in (2.9) the terms that are symmetric with respect to y 3 and to show that the remaining terms are smaller in size. Indeed, making a Taylor expansion we can write, for |y| < δ kλ ,
Notice that U j is even with respect to y 3 . Using (2.10) we separate the symmetric terms of U j (λy + ξ 1 ) and U (λy + ξ 1 ). Indeed, we define
It is clear that E s (ξ 1 + λy) is even with respect to y 3 . Let us define
Noticing that 3. The linear theory.
Consider the linear problem
Defining the norm
in [7, Lemma 3.1] the following existence result is proved.
Lemma 3.1. Assume n 2 < q < n in the definition of · * * . Let h be a function such that h * * < +∞ and R n Z α h = 0 for all α = 1, . . . , n + 1.
for some constant C depending only on q and n.
We will also need a priori estimates of the gradient of such solution. Indeed,
Then, there exists C > 0 depending only on n such that
Proof. By standard elliptic estimates, 
Putting together (3.4), (3.5) and (3.6) the first estimate follows. The second one is obtained analogously setting h L p (R n ) , p > n, in (3.4).
The gluing scheme.
Our goal will be to find a solution of the form
with φ a small function (in a sense that will be made precise later). Thus, u is a solution of (1.1) if and only if ∆φ
and E was defined in (2.7). Let ζ(s) be a smooth function such that ζ(s) = 1 for s < 1 and ζ(s) = 0 for s > 2, and let δ > 0 be a fixed number independent of k. Let us define
for j = 1, . . . , k. We notice that a function u given by (4.1) with φ of the form
is a solution of (4.2) provided the functions φ j , φ j and ψ solve the following system of coupled non-linear equations
In the setting we are considering, it is natural to ask for some symmetry properties on φ j and φ j . In particular, denotingŷ := (y 1 , y 2 ) and y ′ := (y 3 , . . . , y n ), we want them to satisfy
where φ 1 (y 1 , . . . , y α , . . . , y n ) = φ 1 (y 1 , . . . , −y α , . . . , y n ), α = 2, 4, . . . , n,
Remark 4.1. The functions φ j and φ j are not even in the third coordinate separately but φ j + φ j is so, that is,
Likewise, the functions (ζ j + ζ j ) and (ζ j φ j + ζ j φ j ) are even in the third coordinate.
For ρ > 0 small and fixed we assume in addition Furthermore, given two functions φ 1 , φ 2 the operator Ψ satisfies
Proof. We prove the result by combining a linear theory with a fixed point argument as in [ (ζ j + ζ j ))
Thus, in order to solve (4.6) by a fixed point argument, we write
where ψ ∈ X, the space of continuous functions with · * < +∞ and satisfying (4.11)-(4.13).
Pointing out Remark 4.1 and the special symmetries of u it can be checked that
satisfies (4.11), (4.12) and (4.15) for every ψ ∈ X and thus M(ψ) is well defined. Let us see that M is actually a contraction mapping in the · * norm in a small ball around the origin in X.
Proceeding as in [7, Lemma 4.1] we see that Similarly, for ψ 1 , ψ 2 such that ψ 1 * < ρ, ψ 2 * < ρ it can be seen that
This estimate, together with (4.17)-(4.18), allows us to conclude that for ρ small enough (independent of k) the operator M is a contraction map in the set of functions ψ ∈ X with
Then the lemma follows by a fixed point argument. 
Proof. Recall that ψ is the solution of (4.6) and consider V 1 and V 2 defined in (4.16). Our goal is to estimate the right hand side of the equation to apply the a priori estimates in Lemma 3.2.
Thus,
Analogously, noticing that (1 + |y| n+2 )U p ≈ 1, we have 
there is decay only in some weighted L q norm (see (2.21)), n 2 < q < n. Consider now p > n. Hence, by (2.19),
and thus
Applying Proposition 4.2 to (4.20)-(4.21) and Lemma 3.2 to (4.6) we get (4.19).
Let ψ = Ψ(φ 1 ) given by Proposition 4.2. Notice that, thanks to the imposed conditions (4.7) and (4.9), solving the systems (4.4) and (4.5) can be reduced to solving the equation for φ 1 , that is,
or equivalently
where Z α are defined in (3.2) . In order to solve (4.22) we will deal first with a projected linear version. Given a general function h we consider
where
. Lemma 4.4. Suppose that h is even with respect to y 2 , y 4 , . . . , y n and satisfies (4.15), and assume that h(y) := λ n+2 2 h(ξ 1 + λy) satisfies h * < +∞. Then problem (4.23) has a unique solution φ = T (h) that is even with respect to y 2 , y 4 , . . . , y n and satisfies φ(y) = |y| 2−n φ(|y| −2 y), Proof. Notice that, up to redefining h as
i.e., c 3 = c n+1 = 0 and thus equation (4.23) is equivalent to
We want to apply [7, Lemma 3.1] to solve this problem, and therefore we need to prove that R n hZ α = 0 for all α = 1, 2, 4, 5, . . . , n.
This follows straightforward for α = 2, 4, 5, . . . , n due to the evenness of h. The case α = 1 holds as a consequence of (4.15) (see the proof of [ As a consequence of this lemma we are able to solve the projected version of (4.22). Indeed, consider
.
(4.25) Proposition 4.5. There exists a unique solution φ 1 = φ 1 (l, t) of (4.24), that satisfies Proof. We will solve (4.24) by means of a fixed point argument. To do so, we begin analyzing the nonlinear term, that can be decomposed as
To estimate these terms we proceed in the same way as [7, Proposition 4.1], so we just highlight the differences. Given a general function f , let us denotef (y) := λ 
Hence
Finally, defining f 5 := ζ 1 E and using estimate (2.13) we also have f 5 * * Cλ n 2q . In the case n = 3 one has
Let us analyze separatedly the symmetric and the non-symmetric parts. We write 
Notice thatf s 1 is even in the third coordinate and, using estimates (2.26), it can be seen that
Likewise, for |y| > cλ − 1 2 we can writẽ 
(4.29)
Observe that, due to the linearity of the opeator, solving (4.24) is equivalent to solve
, where E s and E * are given by Proposition 2.3 and
. Let T * be the linear operator obtained in Lemma 4.4 and T s be the one given by [7, Lemma 4.2] . Then, getting a solution to (4.24) is equivalent to find a fixed point of
Consider the set . . ,f 4 also apply for N * (φ 1 , φ) ), Proposition 4.2 and [7, Lemma 4.2], we conclude that M is a contraction that maps functions φ ∈ X into the same class of functions whenever n 2 < q < n
Analogously, it can be proved the Lipschitz character of the operators. Thus, by a fixed point argument we conclude the proof.
Proposition 4.6. Let φ 1 be the solution of (4.24) provided by Proposition 4.5. Then there exists C > 0, depending only on n, such that (1 + |y|) 4 .
Applying [7, Lemma 3.2] with ν = 4 for n 5, ν = 3 for n = 4 and 2 < ν < 3 for n = 3 we get the desired estimates on φ 1 . Likewise, using the decompositions made in the proof of Proposition 4.5 one can rewrite (4.30) as
and |g * (y)| C λ n−2
Applying again [7, Lemma 3.2] with ν = 3 for n 4 and 2 < ν < 3 for n = 3 we obtain (4.31).
Proof of Theorem 1.1.
The goal of this section is to find positive parameters ℓ and t that enter in the definition of λ and τ in (2.6) and are independent of k, in such a way that c 3 and c n+1 (defined in (4.25)) vanish. In fact, if such a choice is possible, then the solution φ 1 found in Proposition 4.5 solves (4.22) and thus, applying Proposition 4.2 and (4.7)-(4.9), we can conclude that φ solves (4.2) and therefore u = u + φ is a solution of (1.1).
Thus, we want to prove the existence of ℓ and t so that
It is worth pointing out that, due to symmetry properties, the main order term of c 3 automatically vanishes, which requires an expansion of c 3 at lower order. This is usually a delicate issue and it requires sharp estimates on the non linear term, that is, a fine control on the terms ψ and φ 1 (see Claim 6). In the low dimensions n = 3 and n = 4, we realize that such control on the size of these two function is not enough. In fact, in this case, we need to identify a clever decomposition of φ 1 , in one symmetric part whose contribution to the computation of c 3 is zero, and a smaller non-symmetric part. This decomposition is in the spirit of the one described in Proposition 4.5.
What we obtain is that, for n 4,
and for n = 3
where D n , d n , E n , e n , F, f, G, g are fixed positive numbers (only dependent on n) and Θ k (ℓ, t) is a generic function, smooth on its variables, and uniformly bounded as k → ∞. Hence, by a fixed point argument we can conclude the existence of ℓ and t such that
The rest of the section is devoted to prove (5.1) and (5.2) . Let us consider first the case of c n+1 , that follows analogously to [7] . We write
Thus, for ℓ and t as in (2.6) we have:
Claim 2:
Notice that these claims together give the second equations in (5.1) and (5.2). Proof of Claim 1. We decompose
where α is a positive constant independent of k and
we have, for some s ∈ (0, 1), 
These are the main order terms in (5.4) . Indeed, 
Proceeding like in [7, Proof of Claim 2] we obtain the estimates of the other terms in (5.3), that is, Claim 1 follows using estimates (2.11) and (2.12).
Proof of Claim 2. Noticing that
the result follows using (5.5), (5.6) and (5.7). Proof of Claim 3. Decomposing as in the proof of Proposition 4.5 and using Proposition 4.6 it can be seen that
and the claim holds for n 4. If n = 3 it follows from estimates (4.27), (4.28) and the fact
Next we proceed to compute c 3 . We write
and we affirm that, for ℓ and t as in (2.6), Claim 4:
where α > n + 1 − 2 n−1 . These claims together imply the validity of the first equations in (5.1) and (5.2) . Proof of Claim 4. We decompose again as
Proceeding like in (5.5) and (5.6) we get
For the first integral in (5.8) we separate as in (5.4) . Noticing that U j (λy + ξ 1 ) is even with respect to the third coordinate, it follows that
Furthermore, using (2.10),
where I 2 := R n U p−1 y 3 Z 3 . One also can compute the lower order terms Notice that in this region λ 1/2 c |y| and thus, by Proposition 4.6 we can write
where β := 3 2 − 1 n−1 + ε, ε > 0 small. Replacing above we get
for ε small enough. Notice also that 2β + n − 2 > n + 1 − 2 n−1 , that is the order of the main term. Likewise, using the estimate on φ 1 ,
To estimate the projection of f 3 we first point out that f 3 ≈ ζ 1 p|U 1 | p−1 ψ. Thus, changing variables,
for some η y ∈ [ξ 1 , ξ 1 + λy]. The first integral in the right hand side vanishes due to the oddness of Z 3 in the third coordinate. For the second we use Proposition 4.3 to obtain
with α > n + 1 − 2 n−1 , follows by Proposition 4.3. This completes the proof of Claim 6 for n 5. Consider now the cases n = 3, 4. Due to the cancellation in (5.12) the main order term in Claim 4 is rather small, and this makes necessary sharp estimates on the size of the projection of the nonlinear term. Indeed, to prove this claim we will have to make use of the improved estimates for ψ and φ 1 obtained in Proposition 4.3 and Proposition 4.6, as well as of the decomposition of φ 1 in a large but symmetric part (that happens to be orthogonal to Z 3 ) and a non-symmetric but small part specified in Proposition 4.5. Indeed, noticing that 
where in the last inequalities we have applied Proposition 4.3. The terms involvingf 3 andf 4 are estimated in the same way and Claim 6 follows.
Remark 1.6: The general construction
This section is devoted to the constructions described in Remark 1.6. The first is the construction of the doubling of the equatorial Γ with an even number of circles. This is done in Subsection 6.1. The second construction is a combination of the doubling and the desingularization of the equatorial with an odd number of circles. This is done in Subsection 6.2.
6.1. Even number of circles. Let m be a fixed integer. Let τ i ∈ (0, 1), i = 1, . . . , m, and fix the points
. . , m be positive numbers, and define R i as λ 2 i + R 2 i = 1. We use the notation λ = (λ 1 , . . . , λ m ), τ = (τ 1 , . . . , τ m ).
for y ∈ R n , where, for i = 1, . . . , m, and j = 1, . . . , k,
Observe that the function (6.1) satisfies the symmetries (2.3), (2.4) and (2.5) . We assume that the integer k is large, and that the parameters λ and τ are given by
for some η small and fixed, independent of k, for any k large enough. The doubling of the equatorial Γ with an even number of circles is the content of next Theorem 6.1. Let n 3 and let k be a positive integer. Then for any sufficiently large k there is a finite energy solution to (1.1) of the form
, where the term o(1) → 0 uniformly on compact sets of R n as k → ∞.
The solution in Theorem 6.1 has the form
where φ ij , φ ij , i = 1, . . . , m, j = 1, . . . , k, and ψ solve the following system of coupled non-linear equations Denotingŷ := (y 1 , y 2 ) and y ′ := (y 3 , . . . , y n ), we assume that the functions φ ij and φ ij satisfy . . . , y α , . . . , y n ) = φ i1 (y 1 , . . . , −y α , . . . , y n ), α = 2, 4, . . . , n, and φ ij (y) = φ ij (y 1 , y 2 , −y 3 , . . . , y n ).
as well as (ζ ij + ζ ij ) and (ζ ij φ ij + ζ ij φ ij ). For ρ > 0 small and fixed we assume in addition
where φ i1 (y) := λ n−2 2 φ i1 (ξ i1 + λy) and · * is defined in (3.3) .
Arguing as in Proposition 4.2, one proves that there exists a unique solution ψ = Ψ(φ 11 , . . . , φ m1 ) of (6.5), satisfying (4.11), (4.12) and (4.13). Besides
We replace the solution ψ = Ψ(φ 11 , . . . , φ m1 ) of (6.5) in (6.3) and (6.4). Using the symmetries we described before, it is enough to solve (6.3), for j = 1. We are thus left with a system of m equations in φ 1 = (φ 11 , . . . , φ m1 ) unknowns
Instead of solving it directly, we first solve an auxiliary problem:
Arguing as in Proposition 4.5, one proves that there exists a unique solution φ 1 = φ 1 (l, t) of (4.24), that satisfies In order to complete the proof of Theorem 6.1, we need to find positive parameters ℓ 1 , . . . ℓ m and t 1 , . . . , t m entering in the definition of λ and τ in (6.2) so that for all i = 1, . . . , m c i3 (ℓ, t) = c i,n+1 (ℓ, t) = 0, ℓ = (ℓ 1 , . . . ℓ m ), t = (t 1 , . . . , t m ). (6.6) In dimension n 4, this system decouples and becomes a n ℓ 2
where a n , b n are positive constants that are independent of k, and Θ i,n+1,k , Θ i,3,k are smooth functions of their argument, which are uniformly bounded, together with their first derivatives, as k → ∞. In dimension n = 3, this system decouples and becomes
where a 3 , b 3 are positive constants, and Θ i,4,k , Θ i,3,k are smooth functions of their argument, which are uniformly bounded, together with their first derivatives, as k → ∞. A fixed point argument gives the existence of ℓ and t solutions to (6.6) . This concludes the proof of Theorem 6.1. where λ, τ , U ij and U ij are defined at the beginning of Subsection 6.1 and (6.1), while
The function (6.7) satisfies the symmetries (2.3), (2.4) and (2.5). We assume that the integer k is large, and that the parameters µ, λ and τ are given by
for some η small and fixed, independent of k, for any k large enough. We have Theorem 6.2. Let n 3 and let k be a positive integer. Then for any sufficiently large k there is a finite energy solution to (1.1) of the form
where the term o(1) → 0 uniformly on compact sets of R n as k → ∞.
The solution in Theorem 6.2 has the form
whereŷ := (y 1 , y 2 ) and y ′ := (y 3 , . . . , y n ). The functions φ j , φ ij and φ ij also satisfy
φ i1 (y 1 , . . . , y α , . . . , y n ) = φ i1 (y 1 , . . . , −y α , . . . , y n ), α = 2, 4, . . . , n, and φ ij (y) = φ ij (y 1 , y 2 , −y 3 , . . . , y n ).
Moreover φ j (y) = φ j (y 1 , y 2 , −y 3 , . . . , y n ), (φ ij + φ ij )(y) = (φ ij + φ ij )(y 1 , y 2 , −y 3 , . . . , y n ).
Thanks to (6.9), it is enough to describe φ 1 , φ i1 , i = 1, . . . , m. The functions φ 1 , φ i1 and ψ solve the following system of coupled non-linear equations
(ζ ij + ζ ij )])(E 2m+1 + γN (φ)) = 0,
and, for i = 1, . . . , m,
. Here E 2m+1 (y) := ∆u 2m+1 + γ|u 2m+1 | p−1 u 2m+1 , y ∈ R n , and N (φ) := |u 2m+1 + φ| p−1 (u 2m+1 + φ) − |u 2m+1 | p−1 u 2m+1 − p|u 2m+1 | p−1 φ. For any j, ζ j , ζ ij are defined as ζ j in (4.3) withξ j replaced by respectively by ξ j andξ ij , and ζ ij (y) := ζ ij (y 1 , y 2 , −y 3 , . . . , y n ). Moreover,
, and
We prove that
where φ 1 (y) := µ n−2 2 φ 1 (ξ 1 + µy) and φ i1 (y) := λ n−2 2 φ i1 (ξ i1 + λy).
In order to complete the proof of Theorem 6.2, we need to find positive parameters ℓ, ℓ 1 , . . . ℓ m and t 1 , . . . , t m entering in the definition of µ, λ and τ in (6.8) so that for all i = 1, . . . , m c n+1 (l, t) = c i3 (l, t) = c i,n+1 (l, t) = 0,l = (ℓ, ℓ 1 , . . . ℓ m ), t = (t 1 , . . . , t m ). (6.10)
In dimension n 4, this system decouples at main order and becomes a n ℓ 2 − 1 + 1 k 2 n−3 n−1 Θ n+1,k (ℓ, ℓ 1 , . . . ℓ m , t 1 , . . . , t m ) = 0, a n ℓ 2 i − 1 + where a n , b n are positive constants, and Θ n+1,k , Θ i,n+1,k , Θ i,3,k are smooth functions of their argument, which are uniformly bounded, together with their first derivatives, as k → ∞.
In dimension n = 3, system (6.10) decouples and becomes a 3 ℓ 2 − 1 + log log k log k Θ 4,k (ℓ, ℓ 1 , . . . ℓ m , t 1 , . . . , t m ) = 0, Appendix: Some useful computations.
Proof of (2.11) and (2.12). We now observe that
Then, for k large, we get Therefore (2.11) follows.
We also observe that, for n 4 
).
(6.12) Combining (6.11) and (6.12), we obtain the validity of (2.12). Analogous computations provide 
