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RÉSUMÉ. – Nous établissons une formule pour la capacité d’une union de 3 intervalles. Dans le cas de 2
intervalles, une telle formule a été donnée par à N.I. Achieser en 1930. La formule proposée ici s’exprime à
l’aide de fonctions thêta de genre 2 et redonne celle d’Achieser lorsqu’on fait dégénérer un intervalle ou en
présence de symétries. Ceci permet d’éviter certains encadrements utilisés par cet auteur.  2001 Éditions
scientifiques et médicales Elsevier SAS
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ABSTRACT. – We give a formula for the capacity of an union of three intervals. In the case of two intervals
such a formula has been found by N.I. Achieser in 1930. The formula proposed here uses genus two theta
functions and we recover Achieser’s formula when we degenerate an interval or when there is a symmetry.
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Le but de ce travail est de donner une formule nouvelle et concise de la capacité ou diamètre
transfini d’un compact E = [e1, e2] ∪ [e3, e4] ∪ [e5, e6] de l’axe réel, ei < ej si i < j . Nous
exprimons cette capacité, notée C(E) à l’aide de certaines fonctions thêta de genre 2 (voir le
Théorème 4.1 et le Corollaire 4.1).
La notion de diamètre transfini est importante aussi bien en Analyse qu’en Théorie du Potentiel
ou en Théorie des Nombres. La formule proposée ici est l’analogue, mais aussi l’extension de
celle de N. Achieser pour le cas de 2 intervalles ([1,2]). On retrouve la formule de N. Achieser
soit par dégénérescence de certaines courbes algébriques, soit par réduction des fonctions thêta
de genre 2 en fonctions thêta de genre 1.
Si F = [a, b] ∪ [c, d], a < b < c < d , il y a toujours trois méthodes au moins pour déterminer
la fonction de Green de P1\F et qui sont fondées sur :
1. la représentation conforme de P1\F sur une couronne Cτ = {τ < |z|< 1},
2. une expression de la fonction de Green de P1\F à l’aide de parties réelles d’intégrales
elliptiques,
3. une expression de la fonction de Green à l’aide de quotients de fonctions thêta de certaines
surfaces de Riemann compactes de genre 1.
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Dans le cas de trois intervalles, seules les deux dernières méthodes sont efficaces. Nous
les développerons toutes les deux. Dans le cas de p intervalles E = [e1, e2] ∪ [e3, e4] ∪ · · · ∪
[e2p−1, e2p] avec ei < ej si i < j , la seconde méthode se généralise et fait apparaître une
expression de la capacité C(E) de E, donnée dans H. Widom ([33]) :
C(E)= exp
e1∫
−∞
{
h(x)
f (x)1/2
− 1
x − (e1 + 1)
}
dx,
où f (x)=∏2pi=1(x− ei) et h(x) est un polynôme de degré p−1, unitaire et dont les coefficients
hn, 0 n p− 1, satisfont au système (problème d’inversion de Jacobi) :
p−1∑
n=0
hn
e2j+1∫
e2j
ζ n
∣∣f (ζ )∣∣−1/2 dζ = 0, 1 j  p− 1,
hp−1 = 1.
Cette formule pourrait présenter un intérêt numérique, plus particulièrement dans le cas de 2
ou 3 intervalles mais est difficile à utiliser lorsque p est quelconque.
La troisième méthode, dans le cas de 3 intervalles, fait intervenir des fonctions thêta avec
caractéristiques, associées à la courbe hyperelliptique :
w2 =
∏
1i6
(z− ei)
et qui servent à exprimer la fonction de Green de P1\E.
Nous avons été amenés à ce sujet en cherchant à comprendre certains passages du travail de
R. Robinson ([27]). Nous remercions vivement les professeurs J.P. Serre et M. Langevin pour
les discussions et les nombreuses remarques qu’ils nous ont faites ainsi que pour les références
qu’ils nous ont indiquées, J.F. Mestre de nous avoir communiquer ses calculs ([24]). On remercie
également J. Rostand pour les calculs effectués (voir 7). Les résultats de ce travail ont été publiés
dans une note aux Comptes Rendus de l’Académie des Sciences ([9]).
1. Préliminaires
1.1. La capacité d’un compact
Si E est un compact du plan complexe C, E non vide, pour chaque entier positif n, n 2, on
définit le diamètre δn = δn(E) d’ordre n par l’égalité :
δn(E)= max
(z1,z2,...,zn)∈En
∏
1j<kn
|zj − zk|
2
n(n−1) .
Il est clair que δ2(E) est le diamètre de E. La suite δn(E) est décroissante et
limn→∞ δn(E)= C(E).
La constante C(E) est reliée au problème d’approximation de Tchebyscheff. Plus explicite-
ment :
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DÉFINITION 1.1. – Soit pour chaque n ∈ N∗, le n-ième polynôme de Tchebyscheff Tn de E,
c’est-à-dire le polynôme qui a sur E, entre tous les polynômes unitaires de degré n, le plus petit
maximum du module. Soit mn = maxz∈E |Tn(z)| et rn = n√mn. Alors la quantité inf(rn)= ρ(E)
est appelée la constante de Tchebyscheff de E.
Le lien entre cette constante ρ(E) et le diamètre transfini C(E) est donné par le théorème :
THÉORÈME 1.1 (Fekete, 1923). – On a l’égalité entre le diamètre transfini de E et la
constante de Tchebyscheff de E.
On aura besoin des propriétés :
PROPRIÉTÉ 1. –
(1) Si E1 ⊂E2 alors C(E1) C(E2).
(2) C(aE)= |a|C(E).
(3) Si Eε est l’ensemble des points de distance  ε à E, alors limε→0C(Eε)= C(E),
et du résultat suivant ([18], p. 270) :
THÉORÈME 1.2. – Si E∗ est l’ensemble des racines de Q(z)= zk + a1zk−1 + · · · + ak =w
quand w parcourt E, alors C(E∗)= [C(E)]1/k.
L’intérêt du Théorème 1.2 est qu’il permet de ramener le calcul du diamètre transfini d’une
union de deux intervalles de même longueur à celui d’un intervalle et celui d’une union de trois
intervalles [a, b] ∪ [c, d] ∪ [e, f ], b − a = f − e, c − b = e − d à celui de l’union de deux
intervalles [ c+d2 , d] ∪ [e, f ].
On donne maintenant une autre définition du diamètre transfini à l’aide de la fonction de Green.
DÉFINITION 1.2. – Soit Ω un domaine dont la frontière ∂Ω est constituée de courbes de
Jordan. La fonction de Green g(z, z0) de Ω avec pôle en z0 ∈ Ω est déterminée par les
propriétés :
(1) g(z, z0) est harmonique dans Ω − {z0},
(2) g(z, z0)− log |z− z0|−1 est harmonique dans un voisinage de z0,
(3) z→ g(z, z0) est nulle sur ∂Ω .
Dans le cas de z0 =∞, la propriété (2) est remplacée par :
(2′) g(z,∞)− log |z| est harmonique dans un voisinage de l’infini.
Le lien entre le diamètre transfini et la fonction de Green est donné par :
THÉORÈME 1.3. – Si G(z) désigne la fonction de Green de Ω avec pôle à l’infini g(z,∞),
la capacité C(E) est donnée par la formule suivante
G(z)= log |z| − logC(E)+ o(1), z→∞.
1.2. Rappel du cas de 1 intervalle
Il est bien connu que le diamètre transfini d’un intervalle est égal au quart de sa longueur
([18]). Afin d’être complets et unifier les méthodes, rappelons-en deux pour retrouver ce résultat.
Soit f la représentation conforme de Ê sur le demi-plan supérieur H = {z ∈C, Im z > 0},
f : z →
√
c− z
c+ z
∞→ i.
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Si GH désigne la fonction de Green de H , on a alors :
G(z)=GH(f (z), i)=− log
∣∣∣∣f (z)− if (z)+ i
∣∣∣∣.
On obtient
lim
z→∞
(
G(z)− log |z|)=− log 2c
4
.
D’autre part, si Tn est le n-ième polynôme de Tchebyscheff pour l’intervalle [−1,1],
Tn(x)= 12n−1 cos(nArcosx), mn = 1/2n−1 et limn→∞m
1/n
n = 1/2.
Ceci achève nos rappels sur la partie classique et élémentaire concernant le diamètre transfini
d’un intervalle.
1.3. Cas de 2 intervalles. Fonctions de Green
La formule donnant le diamètre transfini de 2 intervalles a été donnée par N. Achieser ([1])
en utilisant la méthode des pôlynomes de Tchebyscheff et en passant par une représentation
conforme de Ê sur la couronne. Pour la commodité du lecteur, nous retrouvons ici ce résultat
en utilisant nos méthodes, on évite en particulier certaines approximations utilisées par Achieser
et on illustre aussi le Théorème 1.3 pour calculer C(E), E = [a, b] ∪ [c, d]. Nous présentons
différentes façons pour déterminer la fonction de Green des couronnes, des tores et des cylindres.
Certaines d’entres-elles s’étendront au cas de trois intervalles.
1.3.1. Méthode des images
Pour trouver la fonction de Green de la couronne, on utilise ici la méthode des images ([19,
31]). On considère la couronne :
A1,q = {q < |z|< 1} = 〈σ 〉\H,
où σ : z→ λz, λ= e−2π2/ logq et 〈σ 〉 désigne le sous-groupe de PSL2(R) engendré par σ agissant
sur le demi-plan supérieur H .
On montre alors que sa fonction de Green s’obtient sous forme de la série :∑
n∈Z
GH(λ
nz,w),
où GH(z,w)= log | z−wz−w | est la fonction de Green du demi-plan supérieur H .
Cette série converge, car si :
zn = λ
nz−w
λnz−w
on a
2 log |zn| = log
(
1+ 1
un
)
 1
un
,
avec un = |λnz−w|2λn4 Imw Im z et, C1, C2 étant deux constantes réelles :
un ∼C1λn pour n 0,
un ∼C2 1
λn
pour n < 0.
D’où la convergence de la série précédente, les propriétés des fonctions de Green en découlent.
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1.3.2. Méthode du double
On peut obtenir la fonction de Green de la couronne à l’aide d’une fonction de Green de son
double, c’est-à-dire du tore. Le tore étant compact, une fonction de Green s’obtient en faisant
le choix d’un laplacien, donc d’une métrique et ensuite on prend la résolvante de l’inverse du
laplacien restreint à un supplémentaire du noyau ([34]).
On donne ci-dessous le résumé d’une étude comparative sur plusieurs formules associées à une
fonction de Green du tore. Les différents facteurs qui interviennent proviennent des différentes
normalisations des métriques. On note respectivement :
gF (gL, gZ, gT )
l’expression de la fonction de Green dans [10], p. 417 ([23], p. 44, [34], [32], p. 114). On a avec
τ = a + ib, zj = xj + iyj , j = 1,2 :
tore laplacien 1 fonction de Green
C/〈1, τ 〉 − b2π ( ∂
2
∂x2
+ ∂2
∂y2
)
gF (z1, z2)=−Re{
∑
(m,n)∈Z2\(0,0)
b exp(−2π im[x1 − x2 − (y1 − y2)a/b] − 2π in(y1 − y2)/b
2π |n−mτ |2 }
C/〈1, τ 〉 −b( ∂2
∂x2
+ ∂2
∂y2
)
gZ(z1, z2)=
∑
(m,n)∈Z2\(0,0)
cos[2π Re[(m− in)(z1 − z2)]] b
(2π)2|mτ − n|2
C/(2πZ+ 2πτZ) −4π2b( ∂2
∂x2
+ ∂2
∂y2
)
gT (z1, z2)=Re{ lim
s→1
∑
(m,n)∈Z2\(0,0)
(
b
4π2|m+ nτ |2 )
sei[n[(x1−x2)−a/b(y1−y2)]−m
y1−y2
b
]}
C/〈1, τ 〉 − b4π ( ∂
2
∂x2
+ ∂2
∂y2
) gL(z1 − z2)= 2λ(z1 − z2, τ )
où, dans la dernière ligne, avec qτ = eiπτ , qz = e2iπz et le second polynôme de Bernoulli
B2(y)= y2 − y + 1/6, z= x + iy , on a :
λ(z, τ )=− log
∣∣∣∣qB2(y/b)/2τ (1− qz) ∞∏
n=1
(
1− qnτ qz
)(
1− qnτ /qz
)∣∣∣∣.
On obtient les égalités suivantes :
gZ = gT = g,
gF =−2πg,
gL =−2gF .
On vérifie alors l’identité suivante, qui est fondamentale dans ce travail
GD,X(x, y)=GXˆ(x, y)−GXˆ
(
x, i(y)
)
,(1)
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où GD,X est la fonction de Green (de Dirichlet) de la variété à bord X, s’annulant sur ∂X et Xˆ
est le double de X muni de l’involution i anti-holomorphe. Le cas qui nous occupe est celui où
X est la couronne A1,q .
En appelant τ = ib avec b = 1/π log 1/q , on peut voir facilement que le tore
E2τ = C/(2πZ + 2πτZ) est le double de la couronne A1,q . En effet la couronne A1,q est
conforme au cylindre C0,− logq2π i = {u ∈C | 0 Imu log 1/q}/2πZ via l’application conforme
c : z→ u= log z/i. Le tore E2τ est obtenu en identifiant les points z et q2z de la couronne A1,q2 .
De façon plus précise on identifie les points z et I(z) où I est l’involution anti-holomorphe de
A1,q2 : I(z)= q2/z¯. La couronne A1,q2 munie de I est conforme (via l’application conforme c)
au tore E2τ muni de l’involution anti-holomorphe J (u) = 2i log 1/q + u¯ = x(u) =
i(2πb − y(u)). On peut déterminer la fonction de Green du tore à l’aide de fonctions
propres du laplacien. Le tore E2τ est muni de la métrique standard dudu¯ = dx2 + dy2,
A2 = Aire(E2τ )= 4π2b est son aire. Soit12 le laplacien sur leR-espace vectoriel C∞∗ (E2τ ,R)=
{ϕ ∈ C∞(E2τ ,R) |
∫∫
E2τ
ϕ dx dy = 0}. L’opérateur −2A212 agissant sur C∞∗ (E2τ ,R) a pour
fonctions propres (voir [32], p. 103), (z= ei(x+iy)) :
w(2)n,m(z)=
{√
2 sin(nx +my/2b), n > 0 ou n= 0, m> 0,√
2 cos(nx +my/2b), n < 0 ou n= 0, m< 0,
les valeurs propres associées sont λ(2)n,m = 4π2(m2+4b2n2)2b . La fonction de Green du tore s’obtient
alors par la formule ([32], p. 114), la limite signifiant la valeur en s = 1 du prolongement
analytique en s de la série double :
G(2)(z,w)= lim
s→1
∑
n,m∈Z
(n,m) =(0,0)
1
(λ
(2)
n,m)s
w(2)n,m(z)w
(2)
n,m(w),
G(2)(z,w)= Re
(
lim
s→1
∑
n,m∈Z
(n,m) =(0,0)
1
(λ
(2)
n,m)s
ei[n(x−p)−m(y−r)/2b]
)
,
où z= eiu, u= x + iy , w = eiv , v = p+ ir .
Le tore est muni de l’involution anti-holomorphe J (u) = x(u) + i(2πb − y(u)). Les
fonctions propres de E2τ impaires (c’est-à-dire vérifiant f (J (u))=−f (u)) sont exactement le
prolongement à E2τ des fonctions propres de la couronne associée qui vérifient la condition de
Dirichlet au bord. On considère l’opérateur −A111 (A1 = 2π2b est l’aire du cylindre) agissant
sur le R-espace vectoriel des fonctions C∞ sur la couronne qui s’annulent sur le bord de A1,q .
Un calcul montre que w(1)n,m = 1/2(w(2)n,m−w(2)n,m(J (z)), où les w(1)n,m(z) sont les fonctions propres
de l’opérateur −A111 données par (voir [32], p. 106) (z= ei(x+iy))
w(1)n,m(z)=

2 sin(nx) sin(my/2b) n > 0, m> 0,√
2 sin(my/2b) n= 0, m> 0,
2 cos(nx) sin(my/2b) n < 0, m> 0,
les valeurs propres associées sont λ(1)n,m = 2π2(m2+4b2n2)2b . La fonction de Green de la couronne
s’obtient alors par la formule, la limite signifiant la valeur en s = 1 du prolongement analytique
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de la série double :
G(1)(z,w)= lim
s→1
∑
n,m∈Z
(n,m) =(0,0)
1
(λ
(1)
n,m)s
w(1)n,m(z)w
(1)
n,m(w).(2)
Ce qui confirme bien l’égalité :
G(1)(z,w)=G(2)(z,w)−G(2)(z,J (w)).
Maintenant, à l’aide de la seconde formule limite de Kronecker on peut mettre cette expression
sous la forme de ([32], p. 119). De la décomposition en produits infinis des fonctions thêta qui y
apparaissent résulte l’expression bien connue ([8]) :
G(1)(z,w)= Re log w
1/2z− logw/2 logr (1− z/w)∏∞m=1(1− r2mz/w)(1− r2mw/z)
w¯−1/2zlog w¯/2 logr (1− zw¯)∏∞m=1(1− r2mzw¯)(1− r2m/zw¯) .(3)
1.3.3. Première expression de la fonction de Green du plan fendu le long de deux
intervalles
Dans ce paragraphe, on transpose les formules précédentes au plan fendu le long de deux
intervalles Ê =C\[−1, α]∪ [β,1], on retrouve en particulier ainsi des calculs faits par Achieser.
Nous présentons les formules à l’aide des 4 fonctions thêta de Jacobi. On fixe donc α, β ,
−1< α < β < 1 et on introduit :
k2 = 2(β − α)
(1+ β)(1− α) ∈]0,1[, k
′2 = 1− k2,
K =
1∫
0
dx√
(1− x2)(1− k2x2) , K
′ =
1∫
0
dx√
(1− x2)(1− k′2x2)
,
M =
√
1−α
2∫
0
dt√
(1− t2)(1− k2t2) =
K ′ log s
π
,
τ = iK ′/K, q = eiπτ , r = e−iπ/τ , u= K
′ logv
π
.
Remarque 1.1. – Le modulus k2 est le bi-rapport des quatre points 1,−1;β,α, k2 =
(1,−1;β,α).
Les quatre fonctions thêta sont, avec des notations classiques :
H(u)= 2
∞∑
n=0
(−1)nq(n+1/2)2 sin(2n+ 1)πu/2K =−θ
[
1
1
]
(u/2K,τ),
H1(u)= 2
∞∑
n=0
q(n+1/2)2 cos(2n+ 1)πu/2K = θ
[
1
0
]
(u/2K,τ),
Θ1(u)=Θ1(u, τ )= 1+ 2
∞∑
n=1
qn
2
cosnπu/K = θ
[
0
0
]
(u/2K,τ, )
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Θ(u)= 1+ 2
∞∑
n=1
(−1)nqn2 cosnπu/K = θ
[
0
1
]
(u/2K,τ),
snu= 1√
k
H(u)
Θ(u)
, cn2 u= 1− sn2 u.
La fonction de Green de la couronne {r < |v|< 1}, 0 < r < 1 (formules (2), (3)) devient :
G(v, s)=−Re log sv− ln s/ lnr 1− v/s
1− vs
∏∞
n=1(1− r2nv/s)(1 − r2ns/v)∏∞
n=1(1− r2nvs)(1 − r2n/vs)
=−Re log
θ
[
1
1
]
( u−M2K , τ)
θ
[
1
1
]
( u+M2K , τ)
.
On utilise la représentation conforme deC\[−1, α]∪[β,1] sur une couronneA1,r , r = e−πK/K ′ ,
où l’ ∞ est envoyé sur un point s de l’axe réel positif. Cette représentation conforme est donnée
par ([3]) :
z= cn
2M sn2 u+ sn2M cn2 u
sn2 u− sn2M .
Ainsi si l’on note g la fonction de Green de Ê =C\[−1, α] ∪ [β,1], avec pôle à l’infini, on a :
g(x,∞)=− log
∣∣∣∣∣
θ
[
1
1
]
( u−M2K , τ)
θ
[
1
1
]
( u+M2K , τ)
∣∣∣∣∣,(4)
où x = cn2M sn2 u+sn2 M cn2 u
sn2 u−sn2 M .
1.3.4. Seconde expression à l’aide d’intégrales elliptiques
On reprend ici [33], p. 224, où est donnée la fonction de Green avec pôle à l’infini, dans le cas
de deux intervalles, comme partie réelle de l’intégrale
G(z)=
z∫
−1
(h0 + ζ )q(ζ )−1/2 dζ,
où h0 =−J/I avec
I =
β∫
α
q(ζ )−1/2 dζ, J =
β∫
α
ζq(ζ )−1/2 dζ.
Par des transformations de fonctions elliptiques on retrouve effectivement (4). On a ainsi unifié
les diffèrentes approches aux fonctions de Green des couronnes, des tores et des cylindres.
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2. Le diamètre transfini de p intervalles
Soit E le compact du plan, réunion de p intervalles de l’axe réel deux à deux disjoints
Ek = [e2k−1, e2k], k = 1, . . . , p, e2k−1 < e2k+1 ; on pose p = g+ 1. Soit G la fonction de Green
de Ê = P1\E avec pôle à l’infini. Nous allons obtenir le diamètre transfini de E, C(E), à l’aide
de la formule :
G(z)= log |z| − logC(E)+ o(1), z→∞.
On considère M la courbe hyperelliptique de genre g  1,
w2 = f (z)=
2g+2∏
1
(z− ei).(5)
C’est l’ensemble des points (z,w) satisfaisant l’équation (5) auquel on a ajouté les points
à l’infini. Elle réalise un revêtement de degré 2 de la sphère de Riemann avec les points de
ramifications ei , 1  i  2g + 2. On note J l’involution holomorphe qui échange les deux
feuillets (z,
√
f (z)) et (z,−√f (z)) où la racine √f (z) est déterminée par limz→∞
√
f (z)
zg+1 = 1.
Chaque feuillet est muni d’un point à l’infini noté∞1 et ∞2 respectivement. Une paramétrisation
locale du point (z,w) dans un voisinage du point (z0,w0) est donnée par :
z= z0 +
{
t pour un point régulier (z,w),
t2 pour un point de branchement (ei ,0),
t−1 pour un point régulier ∞i .
Remarque 2.1. – Soit M la surface de Riemann à bord :
M = P1
∖ N⋃
i=1
[ai, bi], [ai, bi] ⊂R.
Le double de Schottky de M est la surface hyperelliptique :
w2 =
2g+2∏
1
(z− ai)(z− bi).
On renvoie à ([30], p. 30) pour la construction du double de Schottky de M . Rappelons
brièvement le principe :
On considère que chaque coupure a de façon naturelle deux bords : un bord N et un bord
S. Soit M˜ = {P˜ = (P, z¯), P ∈M} où z est une coordonnée locale en P ∈M . On obtient F ,
le double de M , en identifiant les points frontières corrrespondants. Deux points P et P˜ de F
qui correspondent au même point de M sont dits des points conjugués. Soit P ∈ N et V un
voisinage de P dans M . Soit P˜ le point de M˜ conjugué à P , V le voisinage correspondant, on
identifie P à P˜ . Par le lemme de réflexion de Schwarz, (W = V ∪ V , z) est une carte de F en
P . La correspondance entre points conjugués est une involution anti-holomorphe de F , noté I .
Comme M et M˜ sont munies de l’involution anti-holomorhe :
− : z→ z¯
J =− ◦I est l’involution hyperelliptique et F est la surface hyperellitique avec points de
branchement en les ai et bi .
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La fonction de Green de Ê se prolonge à M grâce au principe de réflexion de Schwarz. Ce
prolongement harmonique est encore noté G et par suite :
G(I(P ))=−G(P)=G(J (P )).
Dans la suite G(z)=G((z,√f (z))).
Remarque 2.2. – Cette méthode ne pourra donc pas s’appliquer à des ei pris quelconques
dans le plan, mais seulement quand le double de Schottky de Ê correspondra à la surface
hyperelliptique avec points de branchements des extrémités des segments considérés.
La proposition qui suit exprime la fonction de Green de Ê à l’aide de la fonction thêta de
Riemann de M .
PROPOSITION 2.1. – On a
G(z)= ReΩ(z)
où
Ω(z)=− log θ(
∫ z
e1
ζ − ∫∞1
e1
ζ +Ke1, τ )
θ(
∫ z
e1
ζ − ∫∞2
e1
ζ +Ke1, τ )
.(6)
On donne tout d’abord quelques définitions et notations.
On associe à M la base canonique d’homologie t {a, b} = {a1, . . . , ag, b1, . . . , bg} suivante :
On note {ζ } =t {dv1, . . . ,dvg} la base canonique normalisée de H1(M) duale de la base
t {a, b}. On note τ la matrice des périodes τ = (τi,j ), τi,j =
∫
bj
dvi . On sait que τ est une matrice
g × g symétrique dont la partie imaginaire Im τ > 0 est définie positive, autrement dit qu’elle
appartient au demi-plan espace de Siegel de degré g, Hg . On lui associe la fonction thêta de
Riemann définie par sa série de Fourier :
θ(z)= θ(z, τ )=
∑
N∈Zg
expπ i
(
tNτN + 2 tNz), z ∈Cg.
La fonction θ possède les propriétés suivantes de quasi-périodicité :
θ(z+ Iµ′ + τµ, τ)= exp(iπ[−2 tµz− tµτµ])θ(z, τ )
pour tout µ, µ′ ∈ Zg . Pour la suite, nous rappelons quelques notations et nous renvoyons à [11,
26] pour les détails.
DÉFINITION 2.1. – Une thêta caractéristique est une 2× g matrice d’entiers :[
ε
ε′
]
=
[
ε1, . . . , εg
ε′1, . . . , ε′g
]
.
La caractéristique est dite paire ou impaire selon que
∑g
i=1 εiε′i est paire ou impaire. Une
caractéristique réduite est une thêta caractéristique pour laquelle les entiers valent 0 ou 1.
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A toute caractéristique [ εε′ ], on associe la fonction thêta définie pour tout z ∈Cg :
θ
[
ε
ε′
]
(z, τ )=
∑
N∈Zg
expπ i
(
t (N + ε/2)τ (N + ε/2)+ 2t (N + ε/2)(z+ ε′/2))(7)
= exp
(
2π i
[
1
8
t ετε+ 1
2
t εz+ 1
4
t εε′
])
θ
(
z+ I ε
′
2
+ τ ε
2
, τ
)
.
Les constantes thêta associées sont θ [ εε′ ](0, τ ), notées plus simplement θ [ εε′ ].
La fonction thêta de Riemann associée à M et à la base t {a, b} est θ ◦ ϕ où ϕ est l’application
d’Abel, application holomorphe de M dans sa jacobienne J (M)=Cg/L(M), L(M) est le réseau
des périodes engendré par les 2g colonnes de la g× 2g matrice (I, τ ), ϕ(P )= ∫ P
e1
ζ . Dans le cas
des surfaces hyperelliptiques, le vecteur des constantes de Riemann s’écrit simplement : si e1 est
un point de Weierstrass, Ke1 =
∑g
k=1
∫ e2k+1
e1
ζ . C’est une demi-période, c’est-à-dire qu’il est de
la forme :
Ke1 =
ε′
2
+ τ ε
2
, ε, ε′ ∈ Zg.
Pour prouver la formule (6) de la Proposition 2.1, on commence par mettre la fonction de
Green G sous la forme :
G(z)= ReΩ(z),
où Ω est une intégrale abélienne de troisième espèce normalisée, c’est-à-dire :
Ω =
∫
dΩ
où dΩ est une différentielle méromorphe ayant deux pôles simples de résidus respectifs +1 et
−1, ayant de plus les a-périodes nulles :
e2k+1∫
e2k
dΩ = 0, k = 1, . . . , g.
On écrit dΩ(z)= h(z)
w
dz avec h(z)= h0 + h1z+ · · · + hg−1zg−1 + zg . Les conditions sur les
a-périodes deviennent :
e2j+1∫
e2j
h(z)
∣∣f (z)∣∣−1/2 dz= 0, j = 1, . . . , g,(8)
et ceci est un système en les hi . On obtient (voir aussi [33], p. 226) la :
Remarque 2.3. –
G(z)= log{z− (e1 + 1)}+ z∫
e1
(
h(ζ )
f (ζ )1/2
− 1
ζ − (e1 + 1)
)
dζ,
C(E)= exp
e1∫
−∞
(
h(ζ )
f (ζ )1/2
− 1
ζ − (e1 + 1)
)
dζ.
420 T. FALLIERO, A. SEBBAR / J. Math. Pures Appl. 80 (2001) 409–443
Remarque 2.4. – ImΩ(z) est une conjuguée harmonique de G(z). Ses périodes sont données
par : ∫
bk
∗dG(z)= 2πwk(∞), k = 1, . . . , g,
où les wk sont les mesures harmoniques, z→wk(z) a pour limite 1 sur Ek et 0 sur E\Ek .
Dans le cas g = 2, le théorème d’annulation de Riemann implique que la fonction :
z→ θ
( z∫
e1
ζ −
∞i∫
e1
ζ +Ke1 , τ
)
(i = 1,2) a exactement deux zéros e1 et ∞i . Dans le cas général, on peut voir que le numérateur
de (6) s’annule pour z=∞1 et le dénominateur pour z=∞2 et ont p− 1 autres zéros communs
(Baker, [4], p. 262 (IV)). On montre ainsi que l’on peut mettre Ω sous la forme :
Ω(z)=− log θ(
∫ z
e1
ζ − ∫∞1e1 ζ +Ke1, τ )
θ(
∫ z
e1
ζ − ∫∞2
e1
ζ +Ke1, τ )
et on a les propriétés voulues :
Ω(z)= log(z)+ fonction holomorphe dans un voisinage de ∞1,
Ω(z)=− log(z)+ fonction holomorphe dans un voisinage de ∞2
ou encore
dΩ = dz
z
+ différentielle holomorphe dans un voisinage de ∞1,
dΩ =−dz
z
+ différentielle holomorphe dans un voisinage de ∞2.
Autrement dit, dΩ est la différentielle abélienne de troisième espèce w∞1∞2 normalisée. Ce qui
termine la preuve de la Proposition 2.1.
Remarque 2.5. – Dans le cas du genre g = 2, J.B. Bost a déterminé la fonction de Green–
Arakelov. En utilisant la formule donnée dans la proposition 3 de [6] ou la formule (47) de [7] et
en appliquant notre formule (1), on retrouve bien le résultat de la Proposition 2.1.
D’après l’expression du vecteur des constantes de Riemann donnée auparavant :
Ω(z)=− log
θ
[
ε
ε′
]
(t (vj (z)− vj (∞1)), τ )
θ
[
ε
ε′
]
(t (vj (z)− vj (∞2)), τ )
,
où vj (z)=
∫ z
e1
dvj . Comme vj (∞2)= vj (J (∞1))=−vj (∞1), il vient :
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Ω(z)=− log
θ
[
ε
ε′
]
(t (vj (z)− vj (∞1)), τ )
θ
[
ε
ε′
]
(t (vj (z)+ vj (∞1)), τ )
.
Considérons :
ReΩ(z)=− log
∣∣∣∣∣
θ
[
ε
ε′
]
(t (vj (z)− vj (∞1)), τ )
θ
[
ε
ε′
]
(t (vj (z)+ vj (∞1)), τ )
∣∣∣∣∣
et avec z= 1/t , on obtient :
ReΩ(z)− log z=− log
∣∣∣∣θ [ εε′
]
(t (vj (1/t)− vj (∞1)), τ )
∣∣∣∣∣∣∣∣tθ [ εε′
]
(t (vj (1/t)+ vj (∞1)), τ )
∣∣∣∣ .
Ainsi :
lim
z→∞1
ReΩ(z)− logz=− log
∣∣∣∣∣
∑
j
∣∣ ∂
∂t
vj (1/t)
∣∣
t=0 ∂j θ
[
ε
ε′
]
(0, τ )
θ
[
ε
ε′
]
(t (2vj (∞1)), τ )
∣∣∣∣∣.
A présent, on change la forme du second membre en introduisant la base des différentielles
holomorphes adaptée à la structure hyperelliptique de M . Cette base est :
dz√∏2g+2
1 (z− ei)
, . . . ,
zg−1 dz√∏2g+2
1 (z− ei)
.
Par suite pour 1 j  g :
dvj (z)=
g−1∑
k=0
αj,k
zk dz√∏2g+2
1 (z− ei)
, αj,k ∈C,
et ∣∣∣∣ ∂∂t vj (1/t)
∣∣∣∣
t=0
=−
∣∣∣∣∣ 1t2
g−1∑
k=0
αj,k
tg+1−k√∏2g+2
1 (1− tei )
∣∣∣∣∣
t=0
=−αj,g−1,
d’où la formule, valable pour une union quelconque de p = g + 1 intervalles compacts :
C(E)=
∣∣∣∣∣
∑
j αj,g−1∂j θ
[
ε
ε′
]
(0, τ )
θ
[
ε
ε′
]
(t (2vj (∞1)), τ )
∣∣∣∣∣
où comme auparavant, ε et ε′ sont donnés à l’aide de la relation Ke1 = ε
′
2 + τ ε2 ; ε, ε′ ∈ Zg .
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3. Capacité d’une union de deux intervalles
La capacité d’une union E de 2 intervalles a été calculée par N. Achieser [1] avec les notations
de 1.3.3, elle est donnée par :
C(E)= 1
2
[ θ [01
]
(0) θ
[
0
0
]
(0)
θ
[
0
1
]
( M2K ) θ
[
0
0
]
( M2K )
]2
.
Comme on l’a rappelé dans la Section 1.3, N. Achieser utilise des formules explicites des
polynômes de Tchebyscheff de certaines approximations du compact E. Nous proposons deux
autres méthodes évitant les approximations de N. Achieser. Elles utilisent toutes les deux la
fonction de Green de Ê =C\E.
Considérons dans un premier temps la représentation conforme qui envoie Ê sur la couronne
{r < |v|< 1}, le point ∞ étant envoyé sur un point s de l’axe réel positif.
Ainsi grâce à la formule (4) et aux notations du Théorème 1.3 :
G(z)=− log
∣∣∣∣∣
θ
[
1
1
]
( u−M2K , τ)
θ
[
1
1
]
( u+M2K , τ)
∣∣∣∣∣.
Il s’agit à présent de calculer le terme constant dans le développement de G à l’infini. On a :
lim
z→∞
(
G(z)− log |z|)
= lim
u→M
(
− log
∣∣∣∣∣
θ
[
1
1
]
( u−M2K , τ)
θ
[
1
1
]
( u+M2K , τ)
∣∣∣∣∣− log
∣∣∣∣cn2 M sn2 u+ sn2M cn2 usn2 u− sn2M
∣∣∣∣
)
=− log
∣∣∣∣∣ limu→M
θ
[
1
1
]
( u−M2K , τ)
θ
[
1
1
]
( u+M2K , τ)
cn2M sn2 u+ sn2M cn2 u
sn2 u− sn2M
∣∣∣∣∣.
On trouve bien la formule de N. Achieser.
On applique notre méthode générale basée sur la Proposition 2.1 pour calculer le diamètre
transfini C(E). Elle a l’avantage de s’étendre au cas où E est une réunion de 3 intervalles ;
On considère la fonction :
Ω(x)=− log θ(
∫ x
−1 dv−
∫∞1
−1 dv+
∫ β
−1 dv)
θ(
∫ x
−1 dv−
∫∞2
−1 dv+
∫ β
−1 dv)
.
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On vérifie que la matrice des périodes est bien donnée par τ = iK ′/K , où on utilise les notations
de 1.3.3. Ici le vecteur des constantes de Riemann est K−1 =
∫ β
−1 dv où dv = 12 ∫ βα dτw dzw est la
différentielle holomorphe normalisée. On peut voir que :
K−1 = 12 +
1
2
τ ;
ainsi ε = 1 et ε′ = 1. De façon analogue on montre que :
x∫
−1
dv−
∞1∫
−1
dv= u
2K
− M
2K
,
x∫
−1
dv−
∞2∫
−1
dv= u
2K
+ M
2K
et par suite :
ReΩ =− log
∣∣∣∣∣
θ
[
1
1
](
u
2K − M2K
)
θ
[
1
1
](
u
2K + M2K
)
∣∣∣∣∣,
ce qui est bien le résultat voulu de la formule (4).
Dans [24], J.F. Mestre construit, en utilisant les moyennes arithmético-géométriques, un
algorithme très rapide permettant le calcul de la capacité d’une union de deux intervalles. Cet
algorithme est quadratique. A chaque pas, on double à peu près le nombre de chiffres significatifs.
On peut ajouter aussi que les formules du Section 3, liées à la capacité d’une union de deux
intervalles, pourraient devenir numériquement plus intéressantes si on appliquait la formule
d’inversion de Jacobi. Nous espérons développer cette idée dans un travail ultérieur.
4. Capacité d’une union de trois intervalles
On cherche à donner dans le cas de 3 intervalles, c’est à-dire en genre 2, une formule du
diamètre transfini plus spécifique. On va exploiter le fait que l’on a une forme canonique pour
l’équation algébrique. Pour cela on utilise fondamentalement les formules de Rosenhain ([28])
d’où l’on prendra notamment les notations.
Soit la surface hyperelliptique M d’équation algébrique :
w2 = (z− e1)(z− e2)(z− e3)(z− e4)(z− e5)(z− e6)
et la transformation de Möbius de z :
t = e3 − e1
e3 − e2
(
1− e2 − e1
z− e1
)
.
L’application t définit une autre fonction de degré 2 sur M et z = e1 + 1(e3−e2)
(e3−e1)(e2−e1) [
e3−e1
e3−e2 −t ]
, en
particulier : y Im t  0. De plus :
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t (e1)=∞, t (e2)= 0, t (e3)= 1, t (e4)= 1/κ2,
t (e5)= 1/λ2, t (e6)= 1/µ2,
où l’on a posé :
κ2 = e3 − e2
e3 − e1
e4 − e1
e4 − e2 = (e4, e1; e3, e2),
λ2 = e3 − e2
e3 − e1
e5 − e1
e5 − e2 = (e5, e1; e3, e2),
µ2 = e3 − e2
e3 − e1
e6 − e1
e6 − e2 = (e6, e1; e3, e2).
On considèrera alors la surface hyperelliptique :
s2 = t (1− t)(1− κ2t)(1− λ2t)(1−µ2t);
Selon G. Rosenhain, on introduit la série de Fourier (dite série à quatre périodes dans la
terminologie de [28], p. 388) :
ϕ3,3(v,w,p,q,A)=
∑
m,n∈Z
em
2 logp+n2 logq+4mnA+2mv+2nw,
où p,q,A sont des constantes qui seront précisées ultérieurement. Il introduit quinze autres
fonctions qu’il obtient à partir de ϕ3,3(v,w,p,q,A) et qui seront décrites par la suite.
On a la proposition fondamentale suivante qui exprime les points de branchements à l’aide des
constantes thêta et la série ϕ3,3 comme une fonction thêta de Riemann.
PROPOSITION 4.1 (G. Rosenhain [28], Rauch and Farkas [25]). – On a :
κ2 = ϕ
2
2,2ϕ
2
2,3
ϕ23,2ϕ
2
3,3
, λ2 = ϕ
2
2,2ϕ
2
2,0
ϕ23,2ϕ
2
3,0
, µ2 = ϕ
2
2,3ϕ
2
2,0
ϕ23,3ϕ
2
3,0
,
si et seulement si
θ
(
(z1, z2)|τ
)= ϕ3,3(iπz2,−iπz1,p, q,A),
où θ(z, τ ) est la fonction Theta de Riemann associée à la surface hyperelliptique :
s2 = t (1− t)(1− κ2t)(1− λ2t)(1−µ2t).
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La preuve se trouve dans les références citées ci-dessus. Les notations se correspondent à
l’aide d’un dictionnaire permettant de passer des ϕr,s aux θ [ εε′ ], où la matrice τ intervenant dans
la définition de θ [ εε′ ] est :
τ =

logq
iπ
−2A
iπ
−2A
iπ
logp
iπ

Pour des raisons de clarté et pour la commodité du lecteur, nous présentons ce dictionnaire :
(r, s)
[
ε
ε′
]
(3,0) 0 01 0 ϕ3,0(iπz2,−iπz1,p, q,A)= θ(z+ I
ε′
2 + τ ε2 , τ )
(0,3) 0 00 1 ϕ0,3(iπz2,−iπz1,p, q,A)= θ(z+ I
ε′
2 + τ ε2 , τ )
(0,0) 0 01 1 ϕ0,0(iπz2,−iπz1,p, q,A)= θ(z+ I
ε′
2 + τ ε2 , τ )
(1,0) 0 11 1 ϕ1,0(iπz2,−iπz1,p, q,A)= e
iπ
4 τ2,2+iπz2θ(z+ I ε′2 + τ ε2 , τ )
(0,1) −1 01 1 ϕ0,1(iπz2,−iπz1,p, q,A)= e
iπ
4 τ1,1−iπz1θ(z+ I ε′2 + τ ε2 , τ )
(1,3) 0 10 1 ϕ1,3(iπz2,−iπz1,p, q,A)= e
iπ
4 τ2,2+iπz2θ(z+ I ε′2 + τ ε2 , τ )
(3,1) 1 0−1 0 ϕ3,1(iπz2,−iπz1,p, q,A)= e
iπ
4 τ1,1−iπz1θ(z+ I ε′2 + τ ε2 , τ )
(0,2) −1 00 1 ϕ0,2(iπz2,−iπz1,p, q,A)= ie
iπ
4 τ1,1−iπz1θ(z+ I ε′2 + τ ε2 , τ )
(2,0) 0 11 0 ϕ2,0(iπz2,−iπz1,p, q,A)= ie
iπ
4 τ2,2+iπz2θ(z+ I ε′2 + τ ε2 , τ )
(2,2) −1 10 0 ϕ2,2(iπz2,−iπz1,p, q,A)= ie
iπ
4 τ2,2+iπz2θ(z+ I ε′2 + τ ε2 , τ )
(2,1) −1 11 0 ϕ2,1(iπz2,−iπz1,p, q,A)=−e
iπ
4 τ2,2+iπz2θ(z+ I ε′2 + τ ε2 , τ )
(1,2) −1 10 1 ϕ1,2(iπz2,−iπz1,p, q,A)=−e
iπ
4 τ2,2+iπz2θ(z+ I ε′2 + τ ε2 , τ )
(1,1) −1 1−1 1 ϕ1,1(iπz2,−iπz1,p, q,A)=−ie
iπ
4 τ2,2+iπz2θ(z+ I ε′2 + τ ε2 , τ )
(3,2) −1 00 0 ϕ3,2(iπz2,−iπz1,p, q,A)= ie
iπ
4 τ1,1−iπz1θ(z+ I ε′2 + τ ε2 , τ )
(2,3) 0 10 0 ϕ2,3(iπz2,−iπz1,p, q,A)= ie
iπ
4 τ2,2+iπz2θ(z+ I ε′2 + τ ε2 , τ )
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Remarque 4.1. – La détermination de la fonction de Green G est fortement liée au problème
d’inversion de Jacobi (voir les équations (8)). Dans [28], G. Rosenhain résout ce problème dans
le cas du genre 2.
On calcule à présent la matrice des périodes ainsi que le vecteur des constantes de Riemann.
Les différentielles du, dv constituant une base canonique des différentielles holomorphes,
avec :
∫
a2
du= 2
e3∫
e2
du= 2
1∫
0
du(t)=
∫
A2
du(t)= 0,
∫
a1
du= 2
e5∫
e4
du= 2
1/λ2∫
1/κ2
du(t)=
∫
A1
du(t)= 1;
de même :
∫
a2
dv = 2
e3∫
e2
dv = 2
1∫
0
dv(t)=
∫
A2
dv(t)= 0,
∫
a1
dv = 2
e5∫
e4
dv = 2
1/λ2∫
1/κ2
dv(t)=
∫
A1
dv(t)= 1.
On en déduit :
du(t)=− 1
iπ
(
B ′ dt
s
−C′ t dt
s
)
,
dv(t)= 1
iπ
(
B
dt
s
−C t dt
s
)
,
où les constantes B,B ′,C,C′ sont déterminées ([28], p. 433) par :
2B = i ∂2ϕ3,1(0)
ϕ3,0ϕ3,2ϕ3,3
, 2B ′ = −i ∂1ϕ3,1(0)
ϕ3,0ϕ3,2ϕ3,3
,
2C = i√κλµ ∂2ϕ2,1(0)
ϕ3,0ϕ3,2ϕ3,3
, 2C′ = −i√κλµ ∂1ϕ2,1(0)
ϕ3,0ϕ3,2ϕ3,3
.
On calcule maintenant la matrice des périodes des formes du, dv :
∫
b2
du= 2
e1∫
e2
du= 2
∞∫
0
du(t)=
∫
B2
du(t),
∫
b1
du= 2
e6∫
e5
du= 2
1/µ2∫
1/λ2
du(t)=
∫
B1
du(t);
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de même avec la différentielle dv. On trouve alors que la matrice des périodes est ([28], p. 435) :
logq
iπ
−2A
iπ
−2A
iπ
logp
iπ
= τ.
Le vecteur des constantes de Riemann est donné par Ke1 =t (K1e1,K2e1) avec :
e3∫
e1
du=−1
2
∫
b2
du+ 1
2
∫
a2
du,
e5∫
e3
du= 1
2
∫
a1
du+ 1
2
∫
b2
du− 1
2
∫
b1
du;
il vient en utilisant tout ce qui précède :
K1e1 =
e3∫
e1
du+
e5∫
e1
du= 1
2
+ A
iπ
− 1
2
logq
iπ
,
K2e1 =
e3∫
e1
dv +
e5∫
e1
dv = A
iπ
− 1
2
logp
iπ
.
Dans la suite, nous aurons besoin d’une relation entre ϕ3,3 et ϕ2,1, précisée à l’aide du :
LEMME 4.1. – On a l’identité suivante :
ϕ3,3
(
v+ iπK2e1 ,w− iπK1e1,p, q,A
)= ϕ3,3(v +A− logp2 ,w− iπ2 −A+ logq2
)
= 1
ew+logq/4ev−logp/4
ϕ2,1(v,w,p,q,A).
Démonstration. – On établit à l’aide de ([28], p. 409, (79) seconde relation) :
ϕ3,3
(
v +A− logp
2
,w− iπ
2
−A+ logq
2
)
= ϕ3,0
(
v +A− logp
2
,w−A+ logq
2
)
,
à l’aide de p. 410 ((80) troisième relation) :
ϕ3,0
(
v+A− logp
2
,w−A+ logq
2
)
= e
w2/logq
e(w+1/2 logq)2/logq
ϕ3,1
(
v − logp
2
,w−A,p,q,A
)
= e
w2/logq
e(w+1/2 logq)2/logq
ϕ1,3
(
w−A,v − logp
2
, q,p,A
)
.
Enfin, à l’aide de p. 410 ((80) première relation), on trouve :
ϕ1,3
(
w−A,v − logp
2
, q,p,A
)
= e
v2/logp
e(v−1/2 logp)2/logp
ϕ1,2(w,v, q,p,A)
= e
v2/logp
e(v−1/2 logp)2/logp
ϕ2,1(v,w,p,q,A).
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D’où le résultat. ✷
D’après la Proposition 6, le Lemme 4.1, la fonction de Green complexe prend la forme plus
symétrique :
Ω =− log θ(
∫ z
e1
ζ − ∫∞1
e1
ζ +Ke1 , τ )
θ(
∫ z
e1
ζ − ∫∞2
e1
ζ +Ke1 , τ )
=− log e
W+V
ew+v
ϕ2,1(v,w)
ϕ2,1(V ,W)
,
où l’on a posé :
v = iπ
t∫
e3−e1
e3−e2
dv, w =−iπ
t∫
e3−e1
e3−e2
du
et :
V = V (t)= iπz2(t)= iπ
( t∫
−∞
dv +
e3−e1
e3−e2∫
−∞
dv
)
,
W =W(t)=−iπz1(t)=−iπ
( t∫
−∞
du+
e3−e1
e3−e2∫
−∞
du
)
.
Ceci étant, on revient maintenant au problème qui nous occupe, c’est à dire le calcul de la
capacité de E. Considérons pour cela la fonction R(t)= ReΩ(z)− log |z|, t = e3−e1
e3−e2 (1−
e2−e1
z−e1 ),
on a :
lim
t→ e3−e1
e3−e2
R(t)=− log lim
t→ e3−e1
e3−e2
∣∣∣∣∣ ϕ2,1(v,w)e3−e2
(e3−e1)(e2−e1)
[
e3−e1
e3−e2 − t
]
ϕ2,1(V ,W)
∣∣∣∣∣.
En notant pour simplifier ξ = e3−e1
e3−e2 , on trouve :
lim
t→ξ R(t)=− log
∣∣∣∣∣
B−Cξ
s(ξ)
∂1ϕ2,1(0,0)+ B ′−C ′ξs(ξ) ∂2ϕ2,1(0,0)
e3−e2
(e3−e1)(e2−e1)ϕ2,1(V (ξ),W(ξ))
∣∣∣∣∣.
Un élément essentiel est maintenant une généralisation due à Rosenhain de la formule de
dérivation de Jacobi. En genre 1 cette formule s’écrit :
θ
[
0
0
]
θ
[
1
0
]
θ
[
0
1
]
=− 1
π
θ ′
[
1
1
]
(0)= 2η3(τ ),
où η est la fonction êta de Dedekind :
η(τ)= eiπτ/12
∞∏
m=1
(1− e2iπmτ ), Im τ > 0.
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En genre 2, de façon générale, étant données 2 thêta-caractéristiques impaires α1 et α2, il existe
4 thêta-caractéristiques paires βi , i = 1, . . . ,4, qui dépendent de α1, α2 telles que ([13,16]) :∣∣∣∣∣∣
∂1θ [α1](0) ∂2θ [α1](0)
∂1θ [α2](0) ∂2θ [α2](0)
∣∣∣∣∣∣=±π2
4∏
i=1
θ [βi](0).
On utilise alors la formule suivante obtenue à partir de ([28], p. 433) :
∂2ϕ3,1(0,0)∂1ϕ2,1(0,0)− ∂1ϕ3,1(0,0)∂2ϕ2,1(0,0)= ϕ1,1ϕ0,0ϕ0,2ϕ0,3,
où les valeurs du second membre sont prises en (0,0).
On arrive à :
B∂1ϕ2,1(0)+B ′∂2ϕ2,1(0)= i2
ϕ1,1ϕ0,0ϕ0,2ϕ0,3
ϕ3,0ϕ3,2ϕ3,3
et
C∂1ϕ2,1(0)+C′∂2ϕ2,1(0)= 0,
et par suite :
C(E)= 1
2
∣∣∣∣√(e3 − e1)(e4 − e2)(e5 − e2)(e6 − e2)e2 − e1 ϕ1,1ϕ0,0ϕ0,2ϕ0,3ϕ2,1(V (ξ),W(ξ))ϕ3,0ϕ3,2ϕ3,3
∣∣∣∣.
D’autre part, on a les correspondances :
ϕ0,0 = θ
[
0 0
1 1
]
, ϕ0,3 = θ
[
0 0
0 1
]
, ϕ3,0 = θ
[
0 0
1 0
]
,
ϕ0,2 = iθ
[−1 0
0 1
]
, ϕ3,2 = iθ
[−1 0
0 0
]
,
∣∣∣∣ ϕ1,1ϕ2,1(V (ζ ),W(ζ ))
∣∣∣∣=
∣∣∣∣∣
θ
[−1 1
1 1
]
θ
[−1 1
1 0
](
2
∫ e3−e1e3−e2−∞ du,2 ∫ e3−e1e3−e2−∞ dv)
∣∣∣∣∣
et en utilisant la propriété suivante, conséquence de la définition :
θ
[
ε+ 2ν
ε′ + 2ν′
]
(z, τ )= exp(2iπtεν′)θ [ ε
ε′
]
(z, τ )
qui permet de remplacer dans les caractéristiques des fonctions thêta ci-dessus le −1 par +1 à
chaque fois qu’il apparaît, on obtient finalement l’un des résultats principaux de ce travail, où
comme auparavant, θ [ εε′ ] désigne θ [ εε′ ](0, τ ) (formule (7)) :
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THÉORÈME 4.1. – On a :
C(E)= 1
2
√
(e3 − e1)(e4 − e2)(e5 − e2)(e6 − e2)
e2 − e1
×
∣∣∣∣∣
θ
[
1 1
1 1
]
θ
[
0 0
1 1
]
θ
[
1 0
0 1
]
θ
[
0 0
0 1
]
θ
[
1 1
1 0
](
2
∫ e3−e1e3−e2−∞ du,2 ∫ e3−e1e3−e2−∞ dv)θ [0 01 0
]
θ
[
1 0
0 0
]
θ
[
0 0
0 0
]
∣∣∣∣∣.
Maintenant, en utilisant ([28], p. 53), on a :
∣∣∣∣∣
θ
[
0 0
1 1
]
θ
[
1 0
0 1
]
θ
[
0 0
1 0
]
θ
[
1 0
0 0
]∣∣∣∣∣=√1− λ2 =
[
(e5 − e3)(e2 − e1)
(e3 − e1)(e5 − e2)
]1/2
puis ([28], p. 417–418) :
∣∣∣∣∣
θ
[
0 0
0 1
]
θ
[
0 0
0 0
]∣∣∣∣∣
2
=
√
1− κ2√1−µ2√
1− λ2 ;
par suite la capacité C(E) s’exprime sous la forme simplifiée suivante :
COROLLAIRE 4.1. – On a :
C(E)= 1
2
S(e2)S(e3)
∣∣∣∣∣
θ
[
1 1
1 1
]
θ
[
1 1
1 0
](
2
∫ e3−e1e3−e2−∞ du,2 ∫ e3−e1e3−e2−∞ dv)
∣∣∣∣∣
où :
S4(x)= (e4 − x)(e5 − x)(e6 − x)
(x − e1) .
5. Exemple de dégénérescence
5.1. Des comportements asymptotiques
Soient le compact E3 = [e1, e2] ∪ [e3, e4] ∪ [e5, e6] dans lequel e1 est considéré comme une
variable et C(E3) son diamètre transfini. On fait tendre e1 vers e2, on retrouve à partir de C(E3)
le diamètre transfini C(E2) de E2 = [e3, e4] ∪ [e5, e6] ;
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On rappelle les définitions et propriétés suivantes :
Soit C0 la matrice d’intersection :
C0 =
(
0g Ig
−Ig 0g
)
.
On définit une action sur le demi-espace de Siegel Hg .
Le groupe symplectique réel Sp2g(R) est l’ensemble des matrices σ réelles 2g × 2g,
satisfaisant la condition :
t σC0σ = C0.
L’action de Sp2g(R) sur Hg est donnée par :
σ.B = (aB + b)(cB + d)−1, σ =
[
a b
c d
]
.
L’application M → J (M) donne une application analytique :
{surfaces de Riemann de genre 2}→H2(1)=H2/Sp4(Z).
Le théorème de Torelli ([17], p. 359) établit que cette application est une injection, ainsi son
image H◦2(1) est un espace des modules pour les surfaces de Riemann de genre 2.H◦2(1) correspond à H2(1) auquel on a enlevé les classes d’équivalence de l’espace des
matrices des périodes qui sont diagonales :
D=H1 ×H1 =
{(
τ1 0
0 τ2
)
| τ1, τ2 ∈H1
}
.
On peut trouver une discussion de la géométrie et de la compactification de l’espace des modules
de genre 2 dans [15].
On note :
τ11 =
∫
b1
dU
où dU est la différentielle holomorphe normalisée
∫
a1
dU = 1. On note aussi l = e2 − e1 et tous
les O et o sont pour l→ 0.
PROPOSITION 5.1. – On a le comportement suivant des éléments de la matrice des périodes :
τ12(l)=O(l),
lim
l→0 τ11(l)= τ11,
τ22(l)∼ −iπlog l .
Démonstration. – On note du=A dz
w
+B zdz
w
, τ12(l)=
∫
b2
du=A ∫
b2
dz
w
+B ∫
b2
zdz
w
; alors :
A
∫
a1
dz
w
+B
∫
a1
zdz
w
= 1,(9)
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A
∫
a2
dz
w
+B
∫
a2
zdz
w
= 0.(10)
Par le changement de variable u= z− e2, il vient pour l tendant vers 0 :
∫
a2
dz
w
= 2
(e3−e2)∫
0
du√
(e6 − e2 − u) · · · (e3 − e2 − u)u(u+ l) ∼−
2√
(e6 − e2) · · · (e3 − e2) log l.
De même : ∫
a2
zdz
w
= 2
e3∫
e2
x dx
|w| = e2
∫
a2
dz
w
+O(1).
De l’équation (10) on déduit : (
A
B
+ e2
)
O(log l)
log l
+ O(1)
log l
= 0,
soit encore :
lim
l→0
A
B
+ e2 = 0.
Comme liml→0
∫
a1
dz
w
et liml→0
∫
a1
zdz
w
existent, on en déduit que liml→0B existe par
l’équation (10), ainsi aussi liml→0A et on a :
lim
l→0A+ e2 liml→0B = 0.
Pour analyser les b-périodes, par changement de variable z= e2 − lt , on obtient :
∫
b2
dz
w
=−2
e2∫
e1
dx
i|w| = −2
1∫
0
dt√
(e6 − e2 + lt) · · · (e3 − e2 + lt)t (t − 1)
par conséquent :
lim
l→0
∫
b2
dz
w
=−2
1∫
0
dt√
(e6 − e2) · · · (e3 − e2)t (t − 1) =
2iπ√
(e6 − e2) · · · (e3 − e2) = L.
De façon similaire :
lim
l→0
∫
b2
zdz
w
= e2L;
donc
lim
l→0
∫
b2
du= 0.
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De plus ∫
b2
dz
w
=−2
1∫
0
dt√
(e6 − e2 + lt) · · · (e3 − e2 + lt)t (t − 1)
est une fonction analytique réelle de l dans un voisinage de 0. D’où le comportement :∫
b2
du= τ12(l)= O(l).
L’équation (10) montre que ∫
a1
limB√
(z− e6) · · · (z− e3) dz= 1
et par suite dU = limB√
(z−e6)···(z−e3) dz et
lim
l→0 τ11(l)= liml→0
∫
b1
du= 2
e6∫
e5
limB√
(z− e6) · · · (z− e3) dz
=
∫
b1
dU = τ11.
La dernière équivalence τ22(l) ∼− iπlog l se montre par les mêmes méthodes. Ceci termine la
preuve de la Proposition 5.1. ✷
On étudie maintenant le comportement des arguments de la fonction thêta intervenant dans
l’expression de C(E3), pour cela on utilise la proposition suivante dont la preuve suit exactement
les mêmes lignes que la précédente.
PROPOSITION 5.2. – Après avoir posé
z1(l)=
∞∫
e3
du, z2(l)=
∞∫
e3
dv
on a, pour l tendant vers 0 :
z2(l)= O
(
1
log l
)
, lim
l→0 z1(l)=
∞∫
e3
dU.
Avant d’ étudier le comportement asymptotique des fonctions θ lorsque l tend vers 0, on
explicite l’action d’une transformation symplectique particulière. Soit en effet :
τ˜ (l)= (Aτ +B)(Cτ +D)−1,
A=D =
(
1 0
0 0
)
, B =
(
0 0
0 −1
)
, C =
(
0 0
0 1
)
;
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en posant :
M =Cτ +D, M =
(
1 0
τ12 τ22
)
,
z˜= zM−1, z˜= ( z˜1 z˜2 )=
(
z1 − z2
τ22
τ12
z2
τ22
)
,
ε˜=
(
ε1
−ε′2
)
, ε˜′ =
(
ε′1
ε2
)
alors on a ([12], p. 7) :
θτ˜
[
ε˜
ε˜′
]
(z˜)=K(detM)1/2 exp
{
1
2
∑
ij
zizj
∂ log detM
∂τij
}
θτ
[
ε
ε′
]
(z),(11)
avec K , constante indépendante de z et τ .
C’est cette relation qui nous permettra d’étudier dans le prochain paragraphe le comportement
de θτ [ εε′ ] en le ramenant à celui de θτ˜ [ εε′ ].
Si maintenant τ = τ (l) est la matrice de la Proposition 5.1, on note également que :
τ˜22(l)=− 1
τ22(l)
∼ −i
π
log l,
τ˜12(l)= τ12(l)
τ22(l)
= τ˜21(l)= o(l),
τ˜11(l)= τ11(l)− τ
2
12(l)
τ22(l)
, lim
l→0 τ˜11(l)= τ11.
5.2. Dégénérescence
On peut déjà savoir que lime1→e2 C(E3) = C(E2). En effet pour tout Eε (adhérence d’un),
ε-voisinage d’un compact E, limε→0C(Eε) = C(E) (Théorème 1.1). Ainsi, E3 = E2(l) =
[e2 − l, e2] ∪ [e3, e4] ∪ [e5, e6] contenant E = {e2} ∪ [e3, e4] ∪ [e5, e6] on a :
C
({e2} ∪ [e3, e4] ∪ [e5, e6])= C([e3, e4] ∪ [e5, e6]).
Le but est de retrouver ce résultat à partir de la formule trouvée pour C(E3) et en faisant
“dégénérer” les fonctions thêta qui y interviennent.
D’après le Théorème 4.1 on peut mettre C(E3) sous la forme :
C(E3)= 12
√
(e3 − e1)(e4 − e2)(e5 − e2)(e6 − e2)
e2 − e1
×
∣∣∣∣∣
θ
[
1 1
1 1
]
θ
[
0 0
1 1
]
θ
[
1 0
0 1
]
θ
[
0 0
0 1
]
θ
[
1 1
1 0
]
(2z1(l),2z2(l))θ
[
0 0
1 0
]
θ
[
1 0
0 0
]
θ
[
0 0
0 0
]∣∣∣∣∣
avec z1(l)=
∫ +∞
e3
du et z2(l)=
∫ +∞
e3
dv.
On met le quotient des thêta-constantes apparaissant dans l’expression de C(E3) sous la forme
M ×N avec :
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M =
θ
[
0 0
1 0
]
θ
[
1 0
0 0
]
θ
[
0 0
0 0
]
θ
[
1 1
1 0
](
2z1(l),2z2(l)
) ,
N =
θ
[
1 1
1 1
]
θ
[
0 0
1 1
]
θ
[
1 0
0 1
]
θ
[
0 0
0 1
]
θ2
[
0 0
1 0
]
θ2
[
1 0
0 0
]
θ2
[
0 0
0 0
] .
La quantité N peut s’exprimer autrement en utilisant les notations et résultats de G. Rosenhain
dans [28] et de A.R. Forsyth dans [14]. On trouve :
N = λ′ 1
θ2
[
0 0
0 0
]√k2 −µ2√ λ
kµ
= 1
θ2
[
0 0
0 0
] (e2 − e1)[e3 − e2
e3 − e1
(e6 − e4)(e5 − e3)
(e3 − e1)(e4 − e2)(e6 − e2)(e5 − e2)
]1/2√
λ
kµ
.
On va aussi s’intéresser à la quantité M 1
θ2
[
0 0
0 0
]
. On remarque tout d’abord que par la formule
(11) et en utilisant les notations correspondantes, on a pour z et Z à coordonnées réelles :
lim
l→0
∣∣∣∣∣
θτ˜
[
ε˜
ε˜′
]
(z˜)
θτ˜
[
ν˜
ν˜′
]
(Z˜)
∣∣∣∣∣= liml→0
∣∣∣∣∣
θ
[
ε
ε′
]
(z)
θ
[
ν
ν′
]
(Z)
∣∣∣∣∣.
Ainsi :
∣∣∣∣M 1
θ2
[
0 0
0 0
]∣∣∣∣=
∣∣∣∣∣
θτ˜
[
0 0
1 0
]
θτ˜
[
1 0
0 0
]
θτ˜
[
0 0
0 0
]
θτ˜
[
1 0
1 1
]
(2z˜1(l),2z˜2(l)) θ2τ˜
[
0 0
0 0
]∣∣∣∣∣.
Le résultat qui suit explicite la dégénérescence des fonctions θτ˜
[
ε˜
ε˜′
]
(0, τ ) = θτ˜
[
ε˜
ε˜′
]
et
θτ˜
[
1 0
1 1
]
(2z˜1(l),2z˜2(l)).
LEMME 5.1. – Lorsque l tend vers 0, on a :
θτ˜
[
ε˜
ε˜′
]
∼
∑
eiπ(n+
ε˜1
2 )
2τ11+iπ(n+ ε˜12 )ε˜′1 si ε˜2 = 0
∼
√
2
2
ei3π/4 ˜τ22(l)
∑
eiπ(n+
ε˜1
2 )
2τ11+iπ(n+ ε˜12 )ε˜′1 si ε˜2 = 0
et
θτ˜
[
1 0
1 1
](
2z˜1(l),2z˜2(l)
)∼∑
n∈Z
e
iπ(n+ 12 )2τ11+2iπ(n+ 12 )(2
∫∞
e3
dU+ 12 ).
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A l’aide de ce lemme et de la Proposition 5.2, on déduit :
lim
l→0
∣∣∣∣M 1
θ2
[
0 0
0 0
]∣∣∣∣=
∣∣∣∣∣
θ
[
0
0
]
θ
[
0
1
]
θ
[
1
0
]
θ2
[
0
0
]
θ
[
1
1
](
2
∫ +∞
e3
dU,τ
)
∣∣∣∣∣.
Ecrivant C(E3) sous la forme :
C(E3)= 12
√
(e3 − e1)(e4 − e2)(e5 − e2)(e6 − e2)
e2 − e1
×
∣∣∣∣M 1
θ2
[
0 0
0 0
]∣∣∣∣(e2 − e1)[e3 − e2e3 − e1 (e6 − e4)(e5 − e3)(e3 − e1)(e4 − e2)(e6 − e2)(e5 − e2)
]1/2√ λ
kµ
il résulte :
lim
l→0C(E3)=
1
2
[
(e6 − e4)(e5 − e3)
]1/2∣∣∣∣∣
θ
[
0
0
]
θ
[
0
1
]
θ
[
1
0
]
θ2
[
0
0
]
θ
[
1
1
](
2
∫ +∞
e3
dU,τ
)
∣∣∣∣∣.
Le lemme suivant montre que cette expression est bien égale à C(E2). La vérification est aisée,
elle utilise la formule de dérivation de Jacobi, rappelée dans la Section 4.
LEMME 5.2. – On peut voir que C(E2) se met sous la forme :
C(E2)=
∣∣∣∣∣
αθ ′
[
1
1
]
(0)
θ
[
1
1
](
2
∫ +∞
e3
dU,τ
)
∣∣∣∣∣=
∣∣∣∣∣
απθ
[
0
0
]
θ
[
0
1
]
θ
[
1
0
]
θ
[
1
1
](
2
∫ +∞
e3
dU,τ
)
∣∣∣∣∣
où τ =
∫ e6
e5
dz
w∫ e5
e4
dz
w
et 1
α
= 2 ∫ e5
e4
dz
w
.
Maintenant le calcul de α donne
1
α
= 2πθ2
[
0
0
]
1√
(e5 − e3)(e6 − e4) .
En effet, si on pose :
I =
e5∫
e4
dz√
(z− e3)(z− e4)(z− e5)(z− e6) ,
après quelques transformations on met I sous la forme :
I = 1√
(e4 − e3)(e5 − e3)(e6 − e3)
e′2∫
e′3
dy√
(z− e′1)(z− e′2)(z− e′3)
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avec e′i = e˜i − a3 , i = 1,2,3 où e˜1 = − 1e6−e3 , e˜2 = − 1e5−e3 , e˜3 = − 1e4−e3 et a = e˜1 + e˜2 + e˜3
(e′1 + e′2 + e′3 = 0).
On utilise ensuite l’égalité fondamentale suivante :
w1 =
e′2∫
e′3
dy√
(z− e′1)(z− e′2)(z− e′3)
= π√
e′1 − e′3
(∑
n∈Z
eiπn
2τ
)2
.
Ainsi :
I = π√
(e5 − e3)(e6 − e4)θ
2
[
0
0
]
d’où la conclusion attendue.
6. Capacité d’une union de 3 intervalles symétriques et réduction des fonctions thêta en
genre 2
On se place dans la situation où E est une réunion de 3 intervalles avec une symétrie par
rapport à l’origine. Le but de cette section est de mettre l’accent sur le fait que cette symétrie
conduit à la réduction des fonctions thêta de genre 2 en fonction thêta de Jacobi, comme elle
ramène le calcul du diamètre transfini de E à celui de 2 intervalles.
Considérons E = [− 1
a
,− 1
b
] ∪ [−1,+1] ∪ [+ 1
b
,+ 1
a
], 0 < a < b < 1, alors si
P(x)= 2a2(x2 − 1/2a2), on a P(E)= [−1,2a2 − 1] ∪ [2 a2
b2
− 1,1] et par le Théorème 1.1
C(E)=
[
1
2a2
C
(
P(E)
)]1/2 = 1√
2a
C
(
P(E)
)1/2
.
D’après les résultats de la Section 1.3.3, si :
k2 = 1− b
2
1− a2 , sn
2M = 1− a2.
On a
C
(
P(E)
)= 1
2a2
1
2
[ θ [01
]
(0) θ
[
0
0
]
(0)
θ
[
0
1
]
( M2K ) θ
[
0
0
]
( M2K )
]
;
d’où,
C(E)= 1
2a
[ θ [01
]
(0) θ
[
0
0
]
(0)
θ
[
0
1
]
( M2K ) θ
[
0
0
]
( M2K )
]
.(12)
Ceci étant, on aborde à présent la question de la réduction des fonctions thêta de genre 2
sous-jacente au calcul de C(E). C’est Weierstrass qui a posé le problème de la réduction des
intégrales abéliennes en intégrales elliptiques et celle des fonctions thêta de Riemann en fonction
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thêta de Jacobi. L’énoncé de ce problème de Weierstrass a été publié dans les travaux [21,20]
de Königsberg. La liste la plus complète d’intégrales abéliennes qui se réduisent en intégrales
elliptiques se trouve dans le livre de Krazer ([22]).
Pour le genre 2, on a le résultat suivant que l’on cite comme dans [5], avec les notations de la
Section 5.1 :
THÉORÈME 6.1 (Théorème de Weierstrass). – Une surface de Riemann de genre 2 est un
revêtement à N feuillets d’une courbe elliptique si et seulement si il existe σ ∈ Sp4(Z) et un point
B ∈H2 tel que :
σB =
∣∣∣∣ a′ 1/N1/N b′
∣∣∣∣ , N ∈N, N > 1.
On va utiliser ici un cas simple d’une telle réduction.
Au compact E = [− 1
a
,− 1
b
] ∪ [−1,+1] ∪ [+ 1
b
,+ 1
a
], on associe la courbe hyperellitique de
genre 2
w2 = (z2 − 1)(z2 − 1
b2
)(
z2 − 1
a2
)
(13)
et la base d’homologie associée :
On conviendra de prendre la valeur positive, en +∞, de :
w =
√(
z2 − 1)(z2 − 1
b2
)(
z2 − 1
a2
)
.
On adopte également les notations suivantes :
K =
1/b∫
1
dz
|w| , H =
1/b∫
1
zdz
|w| ,
K ′ =
1/a∫
1/b
dz
|w| , H
′ =
1/a∫
1/b
zdz
|w| .
On note {du, dv} la base duale :
du=− 1
4K
dz
w
− 1
4H
zdz
w
,
dv = 1
4K
dz
w
− 1
4H
zdz
w
.
La matrice des périodes est :
τ =
(
τ11 τ12
τ12 τ22
)
=

i
2
K ′
K
+ i
2
H ′
H
− i
2
K ′
K
+ i
2
H ′
H
− i
2
K ′
K
+ i
2
H ′
H
i
2
K ′
K
+ i
2
H ′
H
 .
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La courbe (13) possède un automorphisme T1 d’ordre 2 :
T1 : (z,w)→ (−z,−w).
La courbe algébrique M1 =M/T1 est alors définie par l’équation :
Γ1: w
2
1 = ζ(ζ − 1)
(
ζ − 1
b2
)(
ζ − 1
a2
)
.
La différentielle normalisée holomorphe de Γ1 est :
du1 = du− dv =− 14K
dζ
w1(ζ )
.
On lui associe :
τ1 =
∫
b
du1 = iK
′
K
.
La courbe (13) possède un autre automorphisme T2 d’ordre 2 :
T1 : (z,w)→ (−z,w).
La courbe algébrique M1 =M/T2 est alors définie par l’équation :
Γ2: w
2
2 = (η− 1)
(
η− 1
b2
)(
η− 1
a2
)
.
La différentielle normalisée holomorphe de Γ2 est :
du2 = du+ dv =− 14H
dη
w2(η)
.
On lui associe :
τ2 =
∫
β
du2 = iH
′
H
.
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Ainsi on a l’existence de deux revêtements ramifiés à deux feuillets :
et
τ =

τ2 + τ1
2
τ2 − τ1
2
τ2 − τ1
2
τ2 + τ1
2
 .
Cette forme particulière de la matrice des périodes nous permet d’obtenir une formule de
réduction des fonctions thêta de genre 2 en fonction thêta de genre 1 (voir aussi [5], p. 11) :
LEMME 6.1. – On a la formule :
θ
[
ε
ε′
]
(z|τ )= θ
[ ε1 − ε2
2
ε′1 − ε′2
]
(z1 − z2|2τ1)θ
[ ε1 + ε2
2
ε′1 + ε′2
]
(z1 + z2|2τ2)
+ θ
[ ε1 − ε2
2
+ 1
ε′1 − ε′2
]
(z1 − z2|2τ1)θ
[ ε1 + ε2
2
+ 1
ε′1 + ε′2
]
(z1 + z2|2τ2).
Démonstration. –∑
(n1,n2)∈Z
eiπ(n1+α1)2
τ1+τ2
2 +iπ(n2+α2)2 τ1+τ22 +2iπ(n1+α1)(n2+α2) τ2−τ12 +2iπ(n1+α1)(z1+β1)+2iπ(n2+α2)(z2+β2)
=
∑
(n1+n2)pair
+
∑
(n1+n2)impair
eiπ(n1+n2+α1+α2)2
τ2
2 +iπ(n1−n2+α1−α2)2 τ12
×eiπ(n1+n2+α1+α2)(z1+β1+z2+β2)+iπ(n1−n2+α1−α2)(z1+β1−z2−β2)
=
∑
(n1+n2)pair
eiπ(
n1+n2
2 + α1+α22 )22τ2+2iπ( n1+n22 + α1+α22 )(z1+z2+β1+β2)
×eiπ( n1−n22 + α1−α22 )22τ1+2iπ( n1−n22 + α1−α22 )(z1−z2+β1−β2)
+
∑
(n1+n2)impair
eiπ(
n1−1+n2
2 + α1+α2+12 )22τ2+2iπ( n1−1+n22 + α1+α2+12 )(z1+z2+β1+β2)
×eiπ( n1−1−n22 + α1−α2+12 )22τ1+2iπ( n1−1−n22 + α1−α2+12 )(z1−z2+β1−β2). ✷
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On applique le lemme à la formule générale de C(E), obtenue dans le Théorème 4.1.
La formule ci-dessus donne :
θ
[
1 1
1 0
]
(U,V |τ )= θ
[
0
1
]
(U − V |2τ1)θ
[
1
1
]
(U + V |2τ2)
+ θ
[
1
1
]
(U − V |2τ1)θ
[
0
1
]
(U + V |2τ2).
Comme 2(z1 + z2)= 2
∫∞
1/b2 du+ dv =
∫
β
du2 = τ2 qui est imaginaire pur, on en déduit que
2 Re(z1 + z2)= 0. Ainsi :
θ
[
1 1
1 0
]
(2 Re z1,2 Re z2)= θ
[
1
1
](
2 Re(z1 − z2)|2τ1
)
θ
[
0
1
]
(0|2τ2).
De la même façon, on obtient avec la convention déjà faite θ
[
ε
ε′
]
= θ
[
ε
ε′
]
(0, τ ) que :
θ
[
0 0
0 1
]
= θ
[
0
1
]
(0|2τ1)θ
[
0
1
]
(0|2τ2).
Tout calcul fait on aboutit à l’égalité :
θ
[
0 0
0 1
]
θ
[
1 1
1 0
]
(2 Re z1,2 Re z2)
=
θ
[
0
1
]
(0) θ
[
0
0
]
(0)
θ
[
0
1
]
( M2K ) θ
[
0
0
]
( M2K )
b
a
√
1− b2 .
Pour terminer, on analyse les deux quantités :
A=
∣∣∣∣∣
θ
[
1 1
1 1
]
θ
[
0 0
1 1
]
θ
[
1 0
0 1
]
θ
[
0 0
1 0
]
θ
[
1 0
0 0
]
θ
[
0 0
0 0
]∣∣∣∣∣, B = 12
√
(e3 − e1)(e4 − e2)(e5 − e2)(e6 − e2)
e2 − e1 .
En utilisant, par exemple, les calculs dans [28], on a A =
√
µλλκλ1
λ
, où λ21 = 1 − λ2, µ2λ =
λ2 −µ2, λ2κ = κ2 − λ2. On trouve :
A2 =
(
1− a
b
)2[ 1− b
2(1− a)(1+ a
b
)
]
, B2 = (1− a)(1+ b)(1+
a
b
)
2b2(1− a
b
)2
.
Ainsi AB =
√
1−b2
2b et :
C(E)= 1
2a
θ
[
0
1
]
(0) θ
[
0
0
]
(0)
θ
[
0
1
]
( M2K ) θ
[
0
0
]
( M2K )
;
ce qui est bien la formule (12) du Section 6.
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7. Exemple numérique
Considérons le compact E = [0,1] ∪ [4,6] ∪ [9,10], traité aussi dans ([29], p. 344) où on
donne la valeur exacte de C(E) = 101/3 = 2.154434690 . . .. Les méthodes exposées dans ce
travail donnent les résultats suivants (réalisés à l’aide du logiciel de calculs MAPLE) :
1. Emploi de la formule du Corollaire 4.1.
La matrice des périodes est donnée par :
τ =
(0.6862773280 i 0.2040070866 i
0.2040070866 i 0.6862773276 i
)
,
de plus
(z1, z2)= (−0.3333333335, −0.1666666668)
on obtient C(E)= 2.154434693.
2. Emploi du système linéaire (8).
Le polynôme obtenu est h(z)= 18.00000002− 10.00000001z+ z2 et
C(E)= 2.154434701.
3. Réduction à 2 intervalles (Lemme 5.2).
Soit P(z) = (z − 5)2, alors P(E) = [0,1] ∪ [16,25]. On obtient τ = 0.166666665 i et
C(E)= 2.154434690.
Remarque finale. Il semble plausible que les méthodes de ce travail (unifiées et n’utilisant pas
de représentations conformes) puissent s’étendre au cas de p intervalles, p  6. Pour de tels
cas, on dispose d’un analogue de la formule de dérivation de Riemann–Jacobi ([13]). Il serait
aussi intéréssant d’avoir des formules explicites (à l’aide de fonctions thêta par exemple) des
polynômes de Tchebyscheff des compacts qui sont des unions finies d’intervalles.
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