Although computers could offer emotional support as well as task support when aiding a user for a complex task, there is little current understanding of how they might do this. Moreover existing demonstrations of emotional support, though promising, only cover a small number of types of support and investigate a limited number of algorithms designed by hand. In this paper, we present an empirical investigation that starts from first principles, determining different categories of stressors for which emotional support might be useful, different categories of emotional support utterances and promising algorithms for deciding the content and form of textual emotional support messages according to the stressors present. At each stage, the results are validated through empirical experiments with human participants who, for instance, are required to place statements into categories, evaluate possible support messages in different imagined situations and compose their own emotional support from options offered. This development methodology allows us to avoid potentially challenging ethical issues in presenting people with stressful situations. Although our algorithms are attempting to choose emotional support based on the general, "naive" competence of human speakers, we use as a running example situations that can arise when attending a medical emergency and awaiting expert help.
Introduction
Computer systems nowadays support humans in many different tasks. Their superior abilities in searching, book-keeping and summarisation render them irreplaceable in many complex situations. However computer systems in general only address the informational needs of a human being. For a stressful task, a human supporter will not only provide information but also attempt to alleviate the undesirable emotions being experienced by the task performer. This is a feature that is only beginning to be addressed in computer systems, typically in the context of virtual agents. Virtual agents are computergenerated virtual characters that interact intelligently with users typically taking on roles that normally performed by humans such as coaches, tutors or customer representatives. By emotional support we refer to communications from a supporter to a task performer that do not provide concrete help with the details of the task but attempt to address the emotions that are being invoked by the task. We focus on emotions arising from the stressful nature of the task. For instance, a supporter might reassure "Don't worry", show empathy "I understand that you are feeling frustrated", praise "you are doing a great job" or encourage "you can do this". Human beings seem to be remarkably successful at giving emotional support. At least, we trust them to give emotional support in key situations, often with very little training. Moreover, they are able to adapt their support to the type of situation being experienced, which is important as support provided in the wrong context can have a detrimental effect (cf. Lehman et al. (1986) , as reported in Cutrona and Suhr (1992) ). This paper is about initial attempts to produce a computer algorithm able to capture some aspects of this human behaviour, in particular able to adapt emotional support to different stressors.
In order to ask the question "what emotional support should be given in this situation?", we start by addressing some more fundamental questions:
1. Which type(s) of statements should be included for each type of situation? 2. How should the material in the emotional support be ordered?
The work of this paper was inspired by the MIME project (MIME, 2013) , which investigated the development of a computer aid for Community First Responders (CFRs) attending medical emergencies. CFRs are volunteers with limited medical training who attend medical emergencies, particularly in remote and rural areas, while an ambulance is en route. The computer aid enabled CFRs to measure and monitor the key medical parameters of the casualty, enter information about their observations and actions, and generated a handover report for the ambulance personnel when they arrived. Although the task of a CFR is known to be stressful in a number of ways, the MIME system only addressed the provision of factual information to the CFRs. Inspired by this, the research described in this paper asked the question "what sort of emotional support might a computer provide to people experiencing the kinds of stressors CFRs experience?".
Following a review of related work in Section 2, in Section 3 we produce and validate textual scenarios depicting individual stressors, crowd source a corpus of emotional support statements, and reliably categorise these statements into emotional support categories. In Section 4, we use the statements and scenarios to investigate what emotional support people offer to other people experiencing different stressors. Based on this, we develop three emotional support algorithms and evaluate these, leading to a refined algorithm and a further evaluation. An overview of this process is illustrated in Fig. 1 . Section 5 concludes the paper and provides indications for future work.
Background and related work

Types of stress
We assume in this paper that emotional support to a person is relevant when there is one or more stressor in the environment. A stressor is here just a cause of stress, where we use Selye's definition of stress as "the non specific (that is, common) result of any demand upon the body [‥] be it a mental or somatic demand for survival and the accomplishments of our aims" (Selye, 1956) . The APA categorizes stress into the following three categories (APA, 2013) : (1) acute stress occurs over short durations of time and comes from pressures from the recent past or anticipated near future, (2) episodic stress is when an individual experiences one episode of acute stress which is then followed shortly and frequently by another episode, (3) chronic stress is a long term experience which is continuous over a long duration of time, such as months and years. We only consider emotional support for acute stress.
In previous work, to identify different stressors for CFRs, we started from the NASA-TLX (Hart, 2006) , a multi-dimensional subjective scale for measuring task workload developed by the American National Aeronautics and Space Administration. The NASA-TLX had been used to record participants' perception of task demands, such as those experienced by firefighters (Young et al., 2013) and had been used in various domains due to its high reported levels of internal validity (Xiao et al., 2005) and simplicity. The NASA-TLX measures six workload facets: mental demand, temporal demand, physical demand, frustration, effort, and performance. We excluded effort and performance, as it was assumed that CFRs would always give their maximum effort and that to measure performance would be inappropriate. Based on focus groups with CFRs, we added the emotional aspects of what CFRs may experience while fulfilling their duties, namely 'worries about whether you were doing the right thing', 'irritation by external factors such as interruptions', 'feeling alone and isolated', and 'being upset about (anticipated) outcome'. The resulting set was used to investigate which stressors CFRs experience the most and during what moment of the call-outs (see Kindness et al., 2014 for the results of the survey). The current work takes this list of stressors as a starting point, and considers mental demand, temporal demand, physical demand, emotional demand, frustration, interruption and isolation (see Fig. 2 for informal glosses of these terms).
Emotional support
Emotional support is an important social construct and a skill which people develop from an early age. However, it is not entirely straightforward and without complications. The same emotional support may not be equally suitable in different situations. Some people, such as counselors, might be considered as being better at providing appropriate emotional support than others. As different stressors are present in different stressful events, it seems plausible that supportive messages should also vary, with some being considered better suited and more beneficial for one stressor than another (Cutrona and Suhr, 1992) . Emotionally supportive actions are those aimed at increasing positive emotional states in conjunction with helping people overcome negative emotional states (Burleson and Kunkel, 1996) . Emotional support can be considered as a synonym for comforting support. Comforting support can be defined as being "messages having the intended function of alleviating or lessening emotional distress…" (Burleson, 1985) . We applied the same definition to emotional support and when the term emotional support is used in this research it refers to this definition.
When received, emotional support has been shown to impact a person's mental and physical wellbeing as well as reduce negative affect such as stress (Burleson and Kunkel, 1996; Meyer and Turner, 2002; Goldsmith, 2004) . Even the perception that emotional support is available to a person has been shown to be beneficial and can have important implications for stressors such as loneliness (Pierce et al., 1991) .
Furthermore, as well as reducing stress, appropriate and sensitive support also strengthens the bond between the support provider and the receiver (Burleson and Kunkel, 1996) . This could be potentially important in strengthening the bond between a user and a virtual agent. However, Burleson and Kunkel (1996) also warn that inappropriate support can exacerbate the recipients' stress and have detrimental effects on the relationship between provider and receiver. This is regardless of how good the intentions of the support provider are. This again promotes the need for further investigation into the different types of emotional support that a virtual agent should provide in different stressful circumstances.
The benefits of emotional support alongside its potential pitfalls accentuate the need for further exploration into the differing types of emotional support which could be provided by a system, such as a virtual agent, for different stressors. As discussed in more depth in Section 3, we will base our emotional support categories on those proposed by , namely Emotional Reflection, Praise, Emotional Advice, Reassurance, and Directed Action.
There is at present no literature on what types of emotional support would be most appropriate for the stressors investigated in this paper. In terms of the emotional support that embodied agents have provided in numerous studies to participants experiencing stress, there remains little to no distinction between the types of emotional support that should be given for different stressors. Researchers working on computer-generated emotional support have tended to focus only on the stressor frustration. The emotional support provided in these studies (such as in Prendinger and Ishizuka (2005) ) has also often considered support to be more of a 'one-size fits all' approach, with it being considered emotional support as long as it contains either empathy and or encouragement/praise. We will explore the related work more in the next subsection.
Agents providing emotional support to alleviate stress
Several researchers have designed agents to alleviate negative moods experienced by users in stressful situations. In this section, we explore which emotional support algorithms these agents used. We focus here on agents specifically targetting a stressor, that have been implemented, and the effectiveness of which has been evaluated (more work on computer-generated emotional support will be referred to when discussing emotional support categories in more detail in Section 3.4). Table 1 provides a summary. Klein et al. (2002) used a frustrating computer game and compared the user's frustration levels between a condition that allowed the user to vent their emotions and a condition that ignored the user's emotions completely. The system provided affective support adapted from the participants' input to a questionnaire. This ranged from, "It sounds like you were not frustrated in the least playing this game. Is that about right?" when the participant was least stressed, to "Good heavens! It sounds like [you] felt unbelievably frustrated and completely fed up playing this game. Is that about right?" for when they were most stressed. However, it is not clear from the paper which categories of emotional support were expressed. Although these statements were not validated or categorized into emotional support categories, we believe statements of this sentiment could be mapped to our emotional support category Emotional Reflection, which aims to acknowledge how the recipient is feeling. Klein et al.' s study showed that the affect-support agent could reduce negative feelings after the users had been frustrated by network delays.
The studies by Hone (2006) In Prendinger et al. (2003) and a number of similar studies, the emotional feedback that was provided to the user was given promptly after the user experienced frustration and this feedback was also delivered via a lifelike character and not just via text. The affective agent described in the study conveyed that it was either 'happy for' or 'sad for' the participant and expressed emotion through the use of body gesture and text. The agent would either smile to express happiness or hang its shoulders to express sorriness. To express empathy to the participant (who had been subjected to system delays), the agent would utter "I apologize that there was a delay in posing the question.". However, unlike in the aforementioned studies, we do not categorize this emotional support as belonging to any of our categories defined below. Although the statement is given in recognition that there was a delay which could have been a source of frustration to the participant and therefore could be categorized as Emotional Reflection, it does not explicitly portray this and as such could either be categorized as commiseration or as simply stating a fact. Klein et al.' s study showed that the empathic agent reduced participants' stress level (as measured through skin conductance).
In a further study by Prendinger and Ishizuka (2005) , the emotional support provided by the affective agent is more clearly defined. The different categories of support which were used by the agent in this study are shown in Table 1 . From the categories of support shown in Table 1 , it is clear that there are parallels in our defined emotional support categories and those that were applied by the agent in Prendinger and Ishizuka's study. Prendinger and Ishizuka's agent used four support categories, three of which can be compared to our five defined emotional support categories. 'Show empathy' can be compared to our emotional support category of Emotional Reflection, where a sense of understanding for the user's emotions is conveyed. 'Encouragement' can be compared to our emotional support category of Reassurance, where the user is reassured about their abilities. And 'Congratulate' can be compared to our emotional support category of Praise, where the user's abilities are positively reinforced. The 'Ignore' response was a category which lacks any emotional support, in which the user's feeling are not recognized by the agent. We do not have a similar emotional support category to Prendinger and Ishizuka's 'Ignore' response. While their study did not find an overall effect of the emphatic agent, there was some evidence that emphatic feedback helped lower stress levels while the participant listened to interviewer questions (in a virtual job interview setting). Baylor et al. (2005) studied a virtual agent that reacted to frustration caused by a pop-up error message that provided an obstacle to answering survey questions, comparing between an emphatic agent and an apologetic one. In their work, the agent was part of the system that caused the frustration, hence the potential appropriateness of an apology. We do not have a similar emotional support category to Baylor et al.'s 'Apology' response. Their 'Empathy' response is similar to our Emotional Reflection category. Both versions of the agent also encouraged the user to provide feedback, so they could vent their emotions. In contrast to the other studies mentioned, Baylor et al.'s study actually found that both conditions increased user frustration, though users felt the emphatic agent was more believable. It is possible the venting option combined with the type (and amount) of frustration may have caused this, as this frustration was clearly the system's fault (more clearly than the network delay used by Klein et al) .
In our studies, described later, we had two additional emotional support categories: Emotional Advice (where the person is told how to feel) and Directed Action (where the person is told what to do, or the manner in which to do it). Neither of these emotional support categories were applied in the aforementioned studies.
The presented studies have demonstrated that emotional support when provided by virtual agents can affect a person's emotional state. However, these studies have only focused on the stressor of frustration, and the source of this frustration has been from the system itself (i.e. the system is to blame). In the domain of pre-hospital care, there may be various different stressors (e.g. from the weather, the seriousness of the patient's condition) and the source of stress would not come from the system providing the support. We have already argued that people provide different emotional support depending on the stressor that the recipient is experiencing and that when the inappropriate emotional support is provided it may have detrimental effects (Burleson and Kunkel, 1996) . This strongly promotes the need for an emotional support generating algorithm which an embodied affective support agent can use to tailor its support accordingly. With this in mind, this paper presents several studies which investigate the development of an emotional support algorithm for the generation of effective and appropriate emotional support for different individual stressors.
Phase 1: stressor scenarios and emotional support categories
This section summarizes and extends our previous work that lays the foundation for the remainder of this paper.
Scenarios that describe individual stressors
To investigate how different types of emotional support are provided for different stressors, we were first required to generate conditions in which participants would be able to empathize with somebody's stressful circumstances. One method for achieving this might be to show participants videos of people experiencing stressful situations or to have participants observe people experience stress in real life. However such an approach would have considerable drawbacks, most notably the ethical issues involved with exposing participants to witnessing potentially distressing scenes and the practicality of observing people experiencing stress life. An alternative and much more viable option would be to devise a series of simple, textual statements in which a person and a stressor are described. We used the CFR role as an inspiration to produce these. These statements would then allow participants to take the place of a virtual agent and provide what they consider to be appropriate support. This approach is referred to as the 'User as Wizard' method (Masthoff, 2006; Paramythis et al., 2010) .
2 To simply provide a short sentence stating "John is a CFR and is feeling lonely" however is unlikely to elicit a strong enough feeling within participants so that they would empathize with John and provide true emotional support. As a solution to this we developed a set of stories where each describes a scenario involving a CFR and one particular stressor, using seven from nine stressors previously explored via a survey to CFRs (Kindness et al., 2014) : temporal demand, mental demand, frustration, interruption, emotional demand, isolation, and physical demand. Glosses of what these terms were intended to mean are shown in Fig. 2 for our later validation study. The stressors 'worries about whether you are doing the right thing' and 'being upset about the (anticipated) outcome' were excluded as it was deemed that these stressors (which indicate how an individual cognitively interprets an event) would be challenging to accurately describe to someone not in the same situation and if described in a scenario are likely to resemble emotional demand. The hand-constructed scenarios and the stressors they intended to describe are presented in Table 2 .
3.2. Study 1: validation of scenarios that exhibit specific stressors
We validated that the scenarios only described the stressor for which they were designed and not those intended to be described by the other scenarios.
3.2.1. Method 3.2.1.1. Participants. Participants were recruited through Amazon's Mechanical Turk service (MT, 2013), a crowd-sourcing tool. On Mechanical Turk, adult participants (called workers) complete small tasks made available by requesters and are paid a small sum for completing the task successfully. For this study, participants had to be based in the US and have an acceptance rate of at least 90% (meaning that 90% of the work they have previously completed has been accepted by other requesters and graded as being of good quality). Participants were paid $0.50 upon successful completion of the study. Due to the language based nature of the study, potential participants first had to complete an English fluency test, namely the Cloze Test (Taylor, 1953) . Workers who failed the test were excluded.
Thirty participants completed the study with 73% being male and 27% being female. 46.7% of participants were aged between 18 and 25, 46.7% were between 26 and 40 and 7.6% were between 41 and 65. The average duration of time taken by participants to complete the experiment was approximately 2.5 min.
Ethical approval was obtained for this study, and all other studies in this paper, from the University of Aberdeen College of Physical Sciences ethics committee. Participants provided informed consent.
Procedure: Participants were introduced to the stress categories and their definitions (which are also shown in Fig. 2 ). Next, participants were presented with a scenario (as presented in Table 2 ) and asked to place it into one of the scenario categories (while still seeing the definitions). All the scenario texts were preceded by a statement saying "[INSERT NAME OF CFR] is a Community First Responder, and is attending a call.". At the start of the study, participants were informed that a CFR was a first aider. It was deemed unnecessary at this stage to inform participants fully of the role of a CFR. A screen capture of the study is shown in Fig. 2 . This process was repeated for each scenario, and the order of the scenarios was randomized.
Validation measure: The Free-Marginal Kappa (Randolph, 2005 ) was used as a metric for establishing how well categorized the scenarios were and therefore how well they described each unique stressor. The kappa value describes agreement amongst the ratings of participants, with 1 indicating unanimous agreement, 0.7 excellent and 0.4 moderate agreement.
3 To be reliably categorized, the kappa score for the scenario had to be ≥0.4. Table 2 shows the results of validation, as ordered by FreeMarginal Kappa (Randolph, 2005) . The results presented in Table 2 show most scenarios strongly depict their intended stressor independently, as indicated by the Kappa scores. However, the scenario describing the stressor of isolation had only a moderate Kappa (0.4), as some participants identified the stressor as being either temporal demand or frustration. A classification as temporal demand may have happened because it mentioned a time: "at least half an hour". A classification as frustrating may have happened because it mentioned that the CFR had to wait for an ambulance to arrive. Despite this scenario not being as strongly categorised as the others, the Kappa score was still adequate for it to be deemed as portraying isolation.
Results
Study 2: generation of emotional support statements
The previous study provided a set of validated scenarios each 2 While the 'User as Wizard' method was inspired by the 'Wizard of Oz' method, it differs in that in the 'User as Wizard' method the participants take the role of the computer. expressing a unique stressor. This allowed us to investigate what type of emotional support people would provide to individuals experiencing each individual stressor. In this study, we were interested in gathering a corpus of emotional support statements which could be used to support CFRs experiencing such stressors. To achieve this, we ran a simple data gathering experiment which asked participants to provide emotional support to the CFR portrayed in each of the seven validated scenarios.
Method
Participants: The study was run on Mechanical Turk, with the same conditions as in Section 3.2.1.1, including the English fluency test. Twenty participants took part and were 60% male and 40% female. 20% of participants were aged between 18 and 25 years, 45% between 26 and 40 and 35% between 41 and 65. The average time to complete the study was approximately 8 min. Participants were paid $0.50.
Procedure: Participants were shown each of the seven scenarios from Table 2 and shown some examples of potential emotional support statements (taken from a different domain). Participants were asked to provide three examples of emotional support for each scenario. 4 The scenarios were presented in a randomized order. Participants were reminded that they were not expected to give any medical advice (decision support), only emotional support. Participants were asked at the end of the study if they had any comments. A screen capture of this study is shown in Fig. 3 .
Results
Each participant gave three support statements per scenario, resulting in a total of 420 statements. The statements were processed during a focus group of researchers to filter out statements which were not considered to be emotional support (e.g. "Call 911"). Inappropriate statements were those that were considered to be decision support, unsuitable to a general population (e.g. religious sentiment), or would not be suitable when provided by a virtual agent (e.g. "I will handle the passers-by so you do not need to deal with them"). Of the remaining statements, duplicates and semantically similar statements were removed. This process resulted in 85 unique statements.
Deciding upon emotional support categories
To decide upon emotional support categories for the generated statements, we used two approaches. Firstly, we ran an open card sorting session with three other members of our research department, where related statements were grouped together into categories. Secondly, we considered emotional support types used in the literature to try to make sense of the groupings resulting from the card sorting. Table 3 shows emotional support types used in the literature related to our initial categories from the card sorting. We decided that the existing classifications of empathy, active listening and to an extent sympathy portrayed the sense of understanding how a person was feeling. We therefore decided to use the category Emotional Reflection. We used the category Praise as the support types mentioned under Praise in Table 3 all include statements that make people feel better about themselves. Following much discussion, it was decided that there was no clear distinction between Reassurance and Encouragement, with both seeking to motivate a person when things might not be going as well as expected. We therefore decided to merge these categories and use Reassurance. We decided that Advice was too broad, and similarly to divided this into Directed Action (informing a person what to do, or the manner in which to do it) and Emotional Advice (telling a person how to feel). Fig. 4 shows the five resulting categories and their definitions. These categories were also applied to motivate learners by .
We also considered the literature in sociology and psychology to see how well these categories cover existing support strategies. Within sociology, social support researchers tend to distinguish five types of social support, namely informational, emotional, tangible, esteem and social network support (Cutrona and Suhr, 1992) . Tangible support (e.g. offers to provide goods and services) and social network support (e.g. the sense of belonging to a group with similar interests) are outside the scope this paper. Our support category Directed Action provides informational support, defined by Cutrona and Suhr as advice, factual input and feedback on actions. Our category Praise provides esteem support, defined by Cutrona and Suhr as expressions of regard for somebody's abilities, skills and intrinsic value. Our category Emotional Reflections provides what Cutrona and Suhr call emotional support, which they define as expressions of caring, empathy, sympathy and concern. Cutrona and Suhr do not explicitly mention Reassurance or Emotional Advice, but these seem to fit best within their overaching concept of nurturant support (efforts to comfort or console), and from its subcategories fit better with emotional support than with esteem or network support. In this paper, we call all our support categories emotional support, as they can aid users to regulate their emotions. Table 2 Scenarios for classification, the stressors they intended to describe (Stressor), and the stress categorization. All of the scenarios included the prefix "[INSERT NAME OF CFR] is a Community First Responder, and is attending a call." The figures represent the % of participants rating for each category of stressor. Kappa ¼ Free-Marginal Kappa (Randolph, 2005) . Bold shows the most popular category.
Scenario Stressor MD TD PD FR IN ED IS Kappa
The weather is awful today and it is really cold and wet. The patient is heavy and needs putting on a stretcher Physical Demand ( There has been a very serious accident and it is unclear whether the patient will survive. The patient's wife is visibly upset Emotional Demand (ED)
The patient is stable but unconscious. There is nobody else around. It will take at least half an hour for the ambulance to get there Within psychology, there are two interrelated strands of work that are particularly relevant: (1) coping and (2) emotion regulation. Coping is defined as the "cognitive and behavioural efforts to manage specific external and/or internal demands that are appraised as taxing or exceeding the resources of the person" (Lazarus and Folkman, 1984) . Distinctions have been made between problem-focused and emotion-focused coping (Folkman and Lazarus, 1980) , between active-cognitive, active-behavioural and avoidance coping (Billings and Moos, 1981) , and between approach and avoidance coping (Roth and Cohen, 1986) . Many coping strategies exist; we will consider the 14 strategies distinguished by Carver et al. (1989) . Table 4 shows three types of coping (combining the categorisations mentioned above), the coping strategies from Carver et al. (1989) that belong to these, and which of our emotional support categories are appropriate to support these strategies. We have not mapped our categories onto the Avoidance coping and Turning to religion strategies. It has been argued that the Avoidance coping strategies are maladaptive (i.e., not having good effects in the long-term) (Zeidner and Endler, 1996) and they are outside our research scope (e.g., we do not intend for the agent to prescribe drugs). More positive results have been found for Turning to religion (McCrae and Costa, 1986) , but this strategy is also outside our research scope.
Emotion regulation is defined as the "processes by which individuals influence which emotions they have, when they have them, and how they experience and express these emotions" (Gross, 1998) . Gross (2002) distinguishes five types of strategies to regulate emotions: situation selection (approaching or avoiding certain situations to regulate emotions), situation modification (tailoring a situation to modify its emotional impact), attentional deployment (selecting which aspects of the situation to focus on), cognitive change (selecting which meaning to attach to a situation's aspect, e.g. reappraisal), and response modulation (influencing emotional response tendencies once they have been elicited, e.g. suppression). Table 4 shows which of our emotional support categories are appropriate to support the five emotion regulation strategy types. In summary, our emotional support categories cover support types in the literature, cover the social science categories of informational, emotional and esteem support, cover the problem-based and emotion-based coping strategies (with the exception of turning to religion), and cover the emotion-regulation strategies. It may be possible to produce more detailed subcategories in future in particular within Directed Action, to distinguish between Directed Action aimed to support each of the problem-based coping strategies, and/or to support each of the situation modification, situation selection and attentional deployment emotion regulation strategies.
Study 3: validation of emotional support statements' categorization
As outlined in the previous section, a corpus of 85 unique emotional support statements for CFRs was obtained and categorized into a preliminary set of five categories. It was required that these statements were validated as belonging to these categories. To achieve this, we ran another validation experiment similar to the study outlined in Section 3.2. 
Table 4
Mapping between coping, emotional support, and emotional regulation.
Coping types (Folkman and Lazarus, 1980; Billings and Moos, 1981; Roth and Cohen, 1986) Coping strategies (Carver et al., 1989) Emotional support Emotion regulation strategies (Gross, 2002) Alcohol-drug disengagement 3.5.1. Method Participants: As before, the validation experiment took the form of an online questionnaire administered on Mechanical Turk, with the same participation criteria as used previously. Forty participants partook in the study and were paid $0.50. Participants were asked to indicate their gender, their age from a range and indicate if they were a health professional. 55% of participants were female and 45% were male. 22.5% were aged between 15 and 25, 45% between 26 and 40, 27.5% between 41 and 65 and 5% were aged over 65. Out of the participants 5% regarded themselves as being healthcare professionals. The average completion time for the experiment was approximately 8 min.
Procedure: Participants were shown an explanation of what being a CFR entailed, the five emotional support categories and their definitions. Next, they were shown each of the 85 statements in turn, and asked to select the category which they felt best fitted the statement. The order in which the statements were presented was randomised. The interface for this study is shown in Fig. 4 . Participants could also categorize a statement into an 'Other' category if they felt that it did not fit any of our defined categories. At the end of the study, participants were asked if they had any comments.
Results
Of the 85 statements, 52 were categorized with at least moderate agreement (Free-Marginal Kappa ≥0.4). These are reported in Table 5 . Of the remaining statements, 29 were weakly categorized (Kappa <0.4), 2 statements had no clear decision (equal rating in more than one category) and 1 was strongly categorized as 'Other'. Out of the five defined emotional support categories, praise and directed action were the most reliably categorized, with at least one statement in each having complete agreement (Kappa ¼1) amongst participants. When reviewing the total number of statements, directed action had the most statements, with emotional reflection having the least. This may indicate that our corpus simply had less examples of emotional reflection to begin with. However, this does not necessarily indicate that participants wanted to use less of this type of statement, as there may have been multiple examples of the same statement being used in the corpus, 5 which would only result in one statement required to be validated. Table 5 also shows the top four statements for each category. These were the statements that we took forward into our studies about emotional support generation.
4. Phase 2: emotional support algorithms that tailor support to specific stressors
Study 4: initial emotional support algorithms generation
In this study we investigated which categories of emotional support (if any), people would use when providing support to other people in scenarios exhibiting varying stressors.
Method
Participants: Participants were recruited using Amazon's Mechanical Turk service, similarly as in the previous studies. They were paid $0.50 upon completion of the study. One hundred participants completed the study. 54% were male and 46% female. 26% were aged between 18 and 25, 53% between 26 and 40 and 21% between 41 and 65. The average time for completion was just under 7 min. Participants were also asked to indicate their level of medical expertise. This was to gain an insight into the potential expertise that the participants may have with the scenarios presented and how similar they may be to the medical expertise of CFRs. Only 1% considered their expertise to be advanced, whereas 13% considered it to be intermediate and 53% as novice. Of the participants, 33% considered themselves to have no medical expertise at all.
Materials: The top four most strongly correlated statements from each support category (those with the highest Kappa score) were used (the italicised statements in Table 5 ). The decision to only select the top four statements was taken for two reasons. Table 2 ) which had been validated to describe a unique source of stress. The scenarios were presented in a randomised order. For the purposes of this study, CFRs (who were originally described in the scenarios during their validation) were referred to simply as first aiders.
Participants were asked to provide support to the first aider in the scenario using a set of statements made up from the top four previously validated statements from each emotional support category. These 20 statements were presented in a randomised order. Participants could provide multiple statements of support for each scenario.
6 Participants could string together these statements using a list of conjunctions and the system would automatically display their proposed support message. The system also allowed participants to edit their support by removing previously added statements and conjunctions. When participants were happy with their support, they progressed to the next scenario. A screen capture of the system is shown in Fig. 5 . Hypothesis: We hypothesise that the categories of emotional support used will differ depending on the stressor.
Results
Categories of emotional support used per stressor: We investigated the categories of emotional support which participants used for each stressor. Fig. 6 shows the results if multiples of the same emotional support category were only counted once (e.g., if a participants gave two PRAISE statements, this was only counted as one). People provided different categories of emotional support depending on the cause of the stress. For example, EMOTIONAL RE-FLECTION which had been applied in previous related work for stress caused by frustration, as shown in Table 1 , was indeed the most commonly used emotional support category in our study for frustration, but used less for say mental demand. Fig. 7 shows the results if multiples of the same emotional support category were taken into account.
7 This took into consideration that participants were allowed to provide up to four of the same emotional support category in the feedback that they provided. The most frequently used emotional support categories for all stressors have not changed but rather have only been accentuated. For example for the scenario describing Temporal Demand, the emotional support category DIRECTED ACTION (DA) has extended its advantage over the other categories.
To investigate how the use of different support categories compared between different stressors we performed KruskalWallis tests, with stressor scenario as the independent variable, and a numerical dependent variable for each emotional support category, counting how often a participant used that category for that stressor. Multiples that were applied by participants of the same emotional support category were counted in this analysis. This analysis revealed that there were statistically significant differences in the categories of emotional support which people provided based on the stressor that was currently being experienced by the recipient. A statistically significant effect was shown for the following support categories between the different stressors described in our scenarios: Next, we explored how the different categories of emotional support provided by our participants varied for each stressor. For this analysis we identified the most frequently used support category for each scenario (stressor), as shown in Fig. 7 , and compared it with the other support categories using Wilcoxon Signed Rank tests 8 (Bonferroni corrected). Multiples of the same emotional support category used by participants were included in this analysis (see Fig. 7 ). EMOTIONAL REFLECTION was shown to have been provided a significantly larger number of times by participants than any other category for the scenarios for which it was the most frequently used: Interruption, Physical Demand, and Frustration ( < ) p 0.005 . DIRECTED ACTION was also shown to be significantly higher than all others for the scenarios for which it was the most frequently used: Temporal and Mental Demand ( < ) p 0.05 . EMOTIONAL ADVICE was found to be significantly higher than only DIRECTED ACTION for Emotional Demand ( < ) p 0.001 , as was REASSURANCE for Isolation ( < ) p 0.001 . This is expected from the data represented in Fig. 7 .
These results indicate that people do alter the category of emotional support that they provide depending on the cause of the stress that is being experienced by the recipient of that support. This confirms our hypothesis and supports the differences in the data presented in Figs. 6 and 7.
Combinations of support: Next, we investigated what were the most frequent combinations of emotional support category that people used for each stressor. As the average number of statements used by participants was two (ranging from 2.03 to 2.24), we performed this analysis to a depth of two. To aid readability we only report the combinations for the most frequently used emotional support category per scenario. We began with analysis of the number of occurrences for when the top emotional support category was given solely by itself. Next, we calculated the number of times the leading emotional support category was given multiple times or in combination with other emotional support categories (in any order). These results are reported in Table 6 .
Algorithm generation
From the results of the study, we developed three algorithms for providing emotional support to people experiencing different stressors. These algorithms are presented in Table 7 . The following rationale was used for the generation of these algorithms:
(i) For the first algorithm, we determined which emotional support categories were the most dominantly used for each stressor (multiple use of an emotional support category in a participants feedback were only counted as one and the categories were analyzed in isolation (i.e. combinations of different support categories were not analyzed at this stage), see Fig. 6 ). A threshold was set for each category so that more than 50% of participants had used it in their emotional support 6 The starting screen had zero statements, but asked them to provide at least one. 7 Means can be seen by dividing the figure's support categories provided by participants. This algorithm followed the same assumptions as stated for (i) and (ii), but instead of using the second most commonly used emotional support category as in (ii), the algorithm uses the most commonly paired support category with the most frequently applied category. An exception was made for the rule applied from (ii) for the emotional support category Mental Demand so that where one message of an emotional support category was applied the same number of times as multiples of that same category, our algorithm applied the shorter version. In the case of Mental Demand this meant that DA was applied instead of DA þ DA. The results of the analysis of which were the most frequently used combinations of emotional support was shown in Table 6 . Algorithm 3 supports five unique emotional support statements. Interruption and Physical Demand received the same emotional support, as did Frustration and Emotional Demand.
Order of support statements chosen by our algorithms
To determine the order in which our algorithms should present the emotional support statements, we analysed the order that the chosen statements had been given by our participants. As a result, a support category that was more commonly applied before another, when given in conjunction with that category, was also provided first by our algorithms. For example, for Frustration the most commonly provided categories were EMOTIONAL REFLECTION and EMOTIONAL ADVICE. Participants provided EMOTIONAL REFLECTION before EMOTIONAL ADVICE 38 times in their support, compared to only 3 for the vice versa. The results of this analysis have been applied to our algorithms, as depicted in Table 7 .
Algorithm accuracy and validation
To investigate how well our proposed algorithms describe the collected data we calculated the Dice coefficient for each algorithm. 9 The Dice coefficient is a well-accepted distance metric for computing the degree of similarity between two sets. We use it here to determine how similar the emotional support generated by our algorithms is to the emotional support provided by the participants. The Dice coefficient was computed by multiplying the number of emotional support categories that the two support messages had in common by two, divided by the overall number of statements in each:
where D A is the set of emotional support categories that our algorithm used and D H the set of emotional support categories that the participant selected. As the formula uses sets, duplicates of the same support category are ignored (i.e. a message with two praise statements and a message with one praise statement are treated the same). For example, if our algorithm picked a DIRECTED ACTION and a PRAISE statement and a participant chose to offer DIRECTED ACTION, PRAISE as well as EMOTIONAL REASSURANCE, the Dice coefficient score would be: 2 n 2/(2 þ3) ¼ 0.8. Dice coefficient scores range from 0 to 1, where 1 indicates a perfect match with the data. The Dice coefficient scores for our algorithms are shown in Table 7 . From the scores, we can see that Algorithm 2 and Algorithm 3 match the data gathered in this study slightly better than Algorithm 1. Although the scores for these algorithms were promising, we could not determine from this data which was the more effective algorithm for generating emotional support.
Selecting individual statements
The algorithms so far only prescribe which emotional support categories to use and in which order. To apply the algorithms, and be able to evaluate their effectiveness in future studies, a selection also needs to be made of which statement to use within a category. It is the intention that a virtual agent in future would be able to choose a random statement from a set of statements for each category. However, while we have the statements produced by the crowd-sourcing, we do not know whether they would all be as effective. We decided to use participants' frequency of use as an estimation of effectiveness, assuming that statements that had been used more frequently would be more effective.
To determine whether certain statements were better suited to particular stressors than others within the categories, we analysed which statements within each category were more commonly used. Table 8 shows that certain statements were far more frequently used than others. For example, for Mental Demand, "Try a little harder" was never used while two other DIRECTED ACTION statements were used very frequently. We decided that the algorithms would use the most frequently used statement in the category for that stressor (as indicated in Table 8 ). For example, for Isolation, the reassurance used by the algorithms will be "It's going to be fine.". This choice was made to ensure the comparison between algorithms would be fair, with each algorithm using statements that had been frequently used by participants for each stressor. To determine which conjunctions to use to connect the statements selected by our algorithms, we investigated the most commonly used conjunctions when participants had used the same combination of categories. These were used to produce the combined statements in Table 9 .
Study 5: evaluation and refinement of algorithms
In this study we evaluated the emotional support generated by the algorithms for the stressors described in the scenarios. This was to determine which algorithm generated the most appropriate emotional support for each individual stressor. The most appropriate strategy for each of the stressors would then be applied to create a new and improved algorithm. To achieve this, a different approach to how participants evaluated the generated emotional support statements was taken. Participants were asked to imagine that they were the person described in the presented scenario and to rate the generated emotional support messages presented to them. This signifies an important change as to how participants evaluated the statements, as the emotional support that one person may give to a stressed individual may differ from the emotional support that they would wish to receive if they were that stressed individual.
Method
Participants: As before, we used Amazon's Mechanical Turk and the same methodology and necessary requirements for the recruitment of participants. One hundred participants completed the study. 51% were female and 49% male. 20% were aged between 18 and 25, 49% aged between 26 and 40 and 31% aged between 41 and 65. The average completion time was 6.5 min. Participants were paid $1.
Procedure: Participants were shown the seven previously validated scenarios (in randomised order), but with a slight variation. For this study, instead of describing another person in the scenario (i.e. 'Mark is a first aider'), participants were told to imagine themselves in the scenario in place of the first aider. For each scenario, participants were shown the unique statements generated by the algorithms for that scenario (as shown in Table 9 ) in randomized order. For example, if an 'algorithm A' and an 'algorithm B' produced the same emotional support for the same stressor then only one message would be shown for participants to rate. They rated each statement on four scales measuring APPRO-PRIATENESS, EFFECTIVENESS, HELPFULNESS, and SENSITIVITY. These scales have been previously applied to validate emotional support cf. (Jones and Burleson, 1997) . Responses for each scale were recorded on a Likert scale ranging from 1 to 9. A screen capture is shown in Fig. 8 . Table 9 Mean ratings for emotional support messages generated by the algorithms. Shaded grey indicates the highest rated message for that stressor and which algorithms generated that combination of Emotional Support. 
Results
The independent variables in the analysis are scenario and emotional support message (as selected by the algorithms). The results of the ratings which participants gave for each message are presented in Table 9 . There was a clear winning (received the highest score) support message for each scenario, as reported on each of the four scales. The highest rated message for each scenario is presented in Table 10 .
For the scenario describing Physical Demand, a MANOVA showed there was a significant effect of emotional support message on the four dependent variables (our scales), Pillai's trace F(8, 590) ¼7.58, < p 0.01, partial η 2 ¼ 0.09.
Each dependent variable was subjected to a further ANOVA analysis in order to show whether this trend was the same for each of the separate dependent variables. For the measure of difference between the scale APPROPRIATENESS and the other three scales, an ANOVA showed there was an overall significant difference between the means, F(2, 297) ¼18.18, < Similar conclusions could be drawn for the following stressors which were described in our scenarios: Despite a significant effect on emotional support message being reported for both Emotional Demand and Isolation ( < ) p 0.005 , no significant comparisons were reported as to whether the trends for each scale were similar. No comparisons could be made for the stressor Frustration as it considered only one unique emotional support message. The results indicate that Algorithm 2 was marginally better at generating emotional support than Algorithm 3, with five of the highest rated messages being generated by Algorithm 2 compared to four being generated by Algorithm 3.
10 This is shown in Table 9 .
Algorithm 1 was shown to perform relatively poorly with only one of the highest rated emotional support messages being generated by it. The emotional support generated in that instance was also generated by Algorithm 2 and 3, therefore rendering Algorithm 1 unnecessary.
4.3.2.1. Scale correlation. Interestingly, the winning support strategy for each scenario was ranked as having the highest mean values on all four scales. This posed the question as to whether participants perceived there to be any distinction between the measurements of each individual scale. Using Cronbach's Alpha analysis the alpha reliability of the four scales was 0.94, indicating the scales to have a very strong reliability. An alpha of .70 or above is considered satisfactory. This indicated that when a participant rated a statement highly (or lowly) on one scale, they also rated it similarly on the other scales. The scale measuring 'EFFECTIVENESS' was the most strongly correlated with the others. As the alpha value is very high, it also suggests that there is a high level of item redundancy; that is, participants are not making a clear distinction between the scale measures and are therefore rating them similarly. This would suggest that not all of the four scales are regarded in further studies, and the scale could be reduced to three items. These results are presented in Table 11 .
Optimized algorithm
Based on the study results, a refined algorithm has been designed which produces emotional support considered the best of those produced by our previous algorithms. The emotional support categories which the 'optimized' algorithm applies, and the messages used to instantiate these categories (using the same rationale as above for using the most frequently used messages) are shown in Table 10 . The results of the study (as presented in Table 9 ) showed that the messages applied by our optimized algorithm were considered to perform well (above average on the scales for Appropriateness, Effectiveness, Helpfulness and Sensitivity).
The refined algorithm uses four unique emotional support strategies as being the most suitable for our identified stressors (instantiated using seven unique emotional support messages). For Isolation, it uses support comprised of Praise and Reassurance. For Physical Demand and Interruption, it uses support comprised of Emotional Reflection and Praise. For Temporal Demand and Mental Demand, it uses support comprised of Praise and Directed Action. For Frustration and Emotional Demand, it uses support comprised of Emotional Reflection and Emotional Advice.
Three out of the four unique emotional support strategies include the emotional support category Praise. This suggests that Praise is a suitable form of emotional support for most stressors. Between all of the emotional support strategies, each one of our defined emotional support categories was used.
Study 6: evaluation of the final emotional support algorithm
The previous studies have led to the development of an emotional support algorithm that has been evaluated to provide the most suitable emotional support messages from a corpus of statements which a human might provide for individual stressors. Following the development of our algorithm, this study aimed to investigate whether the generated emotional support by our algorithm was uniquely suitable to individual stressors (depicted by our scenarios) or if there are more dominant and general emotional support paradigms which people choose to apply. In other words, if the emotional support generated by our algorithm was solely appropriate for the stressor that it was specifically tailored for or whether it was considered to be appropriate for other stressors.
This study presented participants with multiple scenarios each validated to describe a unique main stressor. Participants were then presented with each of the unique emotional support messages generated by our algorithm and were asked to rate how effective they considered the message to be for that each scenario. This study acted as an evaluation of our algorithm and investigated whether there are genuine differences between the emotional support strategies used by our algorithm when given for different stressors. This study sought to provide evidence as to how well our emotional support algorithm performs.
Method
Participants: As before, we used Amazon's Mechanical Turk and the same methodology and necessary requirements for the recruitment of participants. One hundred participants completed the study. 54% were male and 46% female. 13% were aged between 18 and 25, 55% aged between 26 and 40, 30% aged between 41 and 65, and 2% aged over 65. The average completion time was 7.5 min. Participants were paid $0.70.
Procedure: Participants were shown the seven scenarios, each having been previously validated to depict a unique stressor, in randomised order. They were presented with the seven emotional support messages generated by our refined algorithm (see Table 10) in randomised order and rated how effective they considered each message to be for the current scenario.
11 To reduce Due to the lack of significance reported in the Temporal Demand scenario, it could be argued that both Algorithm 2 and 3 produce the same number of highest rated messages. However, as Algorithm 2 receives the best scores for each scale for Temporal Demand, we consider this algorithm to be the marginally better one.
11 An alternative would have been to ask participants to choose the best message per scenario, but that would have provided less insight into participants' opinions (for example, not showing when two messages were regarded as almost as good), and may have reduced the effort spent on considering individual messages.
the time needed to complete the study (given participants needed to provide 49 judgements), we have only applied the most strongly correlated scale 12 from the four scale measures we used previously for the measurement of participants' ratings during this study. 13 This was the scale which measured 'EFFECTIVENESS'. As in the previous studies, this scale ranged from 1 (very ineffective) to 9 (very effective). Participants were again asked to imagine that they were the person depicted in the scenario and were the receiver of the support rather than the provider. The seven emotional support messages were presented one after the other for each scenario, in a randomised order. A screen shot is shown in Fig. 9 .
Results
The median effectiveness rating for each message for each scenario is presented in Fig. 10 . The star presented in Fig. 10 indicates which emotional support message was intended for that stressor. From the data presented in this chart, it is clear that the message originally considered to be the most suitable for Physical Demand has been universally considered as being the most (or equivalently as) effective across all scenarios by our participants. This message consisted of categories Emotional Reflection and Praise and is shown in Table 10 . However, as can be observed from the chart in Fig. 10 , other emotional support messages have been found to be as equally effective for their intended stressors. This is true for the emotional support strategies designed for Interruption and Isolation, with the strategy designed for Physical Demand also having been considered to be the most effective for its intended stressor.
Between individual emotional support messages: There was a clear distinction between emotional support messages in terms of EFFECTIVENESS for all of the scenarios. A one-way unrelated analysis of variance was performed for each scenario. An overall significant effect between the rating of messages was found for all scenarios: Physical Demand (F(6, 693) ¼42.23, < p 0.001), Temporal Demand (F(6, 693) ¼24.40, < p 0.001), Mental Demand (F(6, 693) ¼13.86, < p 0.001), Emotional Demand (F(6, 693)¼31.50, < p 0.001), Interruption (F(6, 693) ¼39.37, < p 0.001), Frustration (F(6, 693) ¼ 36.40, < p 0.001), and Isolation (F(6, 693)¼53.58, < p 0.001). Table 12 presents the results from Scheffé's test  14 for each scenario showing the significant differences between the generated emotional support messages in each scenario. Emotional support message discussion: Out of the seven emotional support messages provided by our algorithm, three were rated highest for their corresponding scenario (the scenario for which they were designed), namely the messages intended for Physical Demand, Interruption and Isolation. The three messages intended for Emotional Demand, Mental Demand and Frustration performed sufficiently well; they were not found to be significantly worse than other messages in their corresponding scenario. Only the message intended for Temporal Demand performed badly; significantly worse than several other messages in the Temporal Demand scenario.
Interestingly, the message intended for when the recipient experienced Physical Demand was rated consistently highly across all scenarios. This would suggest that the emotional support message generation by our algorithm for Physical Demand is applicable for all of our described stressful scenarios.
Despite not having been rated as the most effective emotional support message for its intended stressor (though not significantly worse than any other), the message designed for Mental Demand was still rated as more effective for that stressor than any other one. The reason for it not being rated higher may have been due to the wording of the message rather than the emotional support categories that it was comprised of. Similar results were obtained for the message intended for Frustration, with the message's highest rating coming in the scenario describing Frustration as well as in the scenario describing Isolation. These results may indicate a problem with the Isolation scenario describing not solely isolation but also frustration (this scenario only validated with marginal kappa).
Interestingly, the emotional support message intended for Emotional Demand had a similarly high effectiveness across all scenarios. This may indicate that emotional support intended for Emotional Demand is universally appropriate and effective for all types of stress (if not the most effective).
No interesting trends were observed for the emotional support message intended for Temporal Demand, with it being rated consistently lowly across scenarios.
Rather than just focusing on the individual emotional support messages (i.e. the wording used) generated by our algorithm we also investigate the differences found between strategies (i.e. the emotional support categories used to obtain the statements for the message) comprised of the same categories. Despite our messages all being generated with validated emotional support statements, there may still be statement bias for certain stressors, where one keyword may be considered more suitable than another. With this in mind, we then looked to explore how the different emotional support strategies were rated by participants.
Between emotional support strategies: While the results above indicate that the algorithm is performing well (except for Temporal Demand), this result is linked to the messages used to instantiate the support categories, and other messages may have had worse results. To investigate this further, we also considered the results per emotional support strategy. As discussed above, the algorithm generated messages using four unique emotional support strategies, as listed below and indicated by colour in Fig. 10 The results of a statistical analysis (ANOVA) for the difference of user rated effectiveness for these strategies are reported in Table 13. To aid readability, only statistically significant results are shown.
Emotional support strategy discussion: The comparison between the different emotional support strategies used by our algorithm for different stressors provided some interesting conclusions.
Firstly, reflecting on the effectiveness of the algorithm, ER þ PR performed well for both stressors it had been designed for, namely Physical Demand and Interruption, independent of the message 12 In the sense of having the highest average correlation with the three other scales. 13 The four measures were strongly correlated, with a very high Cronbach's Alpha value of 0.94. While we would have preferred to have kept three measures, the need to reduce the study time to one we were comfortable using in Mechanical Turk meant that we decided to only use one measure. 14 Scheffé's method is a single-step multiple comparison procedure for judging all contrasts in an analysis of variance (Scheffe, 1953) .
used. It performed better for those stressors than ER þ EA and PR þ DA, and as well as PR þ RE. ER þ EA performed well for both stressors it had been designed for, namely Frustration and Emotional Demand. It performed better than PR þ DA, as good as PR þ RE, as good as ER þ PR on Frustration, but not as good on Emotional Demand where one of its messages performed better than the other. Only one message was used for PR þ RE, so we cannot reflect on the influence of its message wording. PR þ DA performed similarly badly on all stressors with the exception of Mental Demand independent of the message used. However, for Mental Demand, the PR þ DA message designed for Temporal Demand was clearly less effective than the message designed for Mental Demand. So, overall, we see some influence of message choice, but also evidence that different messages within a category can perform very similarly. The significant difference between PR þ DA and all other strategies for all stressors except for Mental Demand for ER þ EA, shows that PR þ DA was considered relatively ineffective for all stressors expect for Mental Demand (one of the two stressors for which it was designed, the other being Temporal Demand). PR þ DA was the only strategy including directed action suggesting that although people consider it appropriate to give directed action to those experiencing stress (as validated through our algorithm generation process), they may not necessarily wish to receive directed action when experiencing stress. This hypothesis has some support from the literature as studies have suggested that the emotional support that people provide to a stressed individual may sometimes be considered insensitive, unhelpful or inappropriate by the receiver (Lehman and Hemphill, 1990) . The exception found for Mental Demand may indicate that people only wish to receive directed action when the stress they are experiencing is down to their perceived abilities to cope. Although the strategy was rated as performing relatively well for this stressor, the other strategies were as well, suggesting that those are equally appropriate. Therefore, we can conclude that participants have rated this emotional support strategy on the whole as ineffective.
The lack of significant differences between PR þ RE and ER þ PR for any stressor may indicate that people find reassurance and emotional reflection equally effective in stressful situations. In contrast, the significant differences for every stressor between PR þ RE and ER þ PR on the one hand and PR þ DA on the other hand shows people perceived the effectiveness of directed action as lower compared to reassurance and emotional reflection, when used with praise.
Strategy 2 is interesting as it is the only support strategy that does not include praise. Based on the results in Fig. 10 and Table 13, ER þ EA, which consisted of emotional reflection and reassurance, was considered to be reasonably effective across all scenarios.
Finally, it needs to be considered that when participants generated emotional support messages, they were presented with many possibilities to choose from. This enabled them to create plausible messages, but we cannot assume that they would always have created the most optimal message. However, when we asked participants to make a decision between a much small number of possibilities, as in this algorithm evaluation study, this became a much easier task for people to achieve reliably.
Limitations
A limitation with the final study and with research of this nature is that people tend to rate strategies on the exact wording and phrasing of the message, not just on the categories of support that it contains. Despite our attempts to ensure that each strategy was comprised of previously validated statements, categorized into specific emotional support categories, it remains hard to guarantee that the wording or phrasing of one statement when used in conjunction with another might not have unintentionally made the message become applicable to other stressors. Whereas other generated messages using different statements from our emotional support categories may have been inadvertently considered as being better suited as support for the stressor which another message was intended for. This emphasizes the potential limitation of a using a limited set of examples for each emotional support strategy.
Another limitation of this study and the previous ones is that each stressor has only been depicted through one scenario. It is possible that the support strategies participants used, and their ratings of support strategies and messages may have been influenced by the wordings of the specific scenarios. We do not expect that it would influence the choice of strategies (though this warrants investigation), but it may well influence the choice of particular messages within the category. For example, one message, namely the 'be glad that you can help' one used for EA, seems linked to the scenario (where the CFR is helping a patient) and may not be appropriate for other frustration situations. The others used seem quite generic.
Caution should also be taken when drawing conclusions about how appropriate the emotional support generated for Frustration is by our algorithm. This is because the same emotional support strategy has been applied throughout the algorithm refinement process as each of our three original algorithms applied the same strategy. Similarly, when drawing conclusions about how appropriate the emotional support strategies are, it should be noted that the strategy PR þ RE only has one instance (as it was only intended for Isolation) and so was not subjected to comparisons. With only one instance the potential for participants not liking the specific use of language employed by the strategy increases.
A clear limitation of all studies described in this section is that they took place in artificial situations. This meant that participants were under no stress when rating the emotional support messages and may have had difficulty imagining the described scenarios. How one thinks one would react to support in a situation may differ from how one actually reacts if that situation were a reality. 
Summary
In this section, we investigated how people provide emotional support for recipients who are experiencing different stressors. This led to the development of an algorithm which could be used by an embodied agent to provide appropriate emotional support depending on the source of the recipient's stress. This process began with the generation of three algorithms, as detailed in Section 4.1. These algorithms were then refined to produce one algorithm through the process of applying what was considered as the best emotional support strategy used by the algorithms for each of our identified stressors. This process was fulfilled by the study detailed in Section 4.3. The performance of this algorithm was then evaluated in the study presented in Section 4.4. The emotional support messages which were produced by our algorithm and the emotional support strategies which it used, were assessed in the study. We assessed whether the emotional support messages and strategies that had been produced for each stressor were unique to that individual stressor, or if some messages and strategies where equally suitable for those which they were not designed for. The results of the study revealed that some of the generated messages were appropriate for more than the stressor that they had been designed for. Equally the results demonstrated that certain emotional support messages and strategies are more appropriate for individual stressors. These results have provided empirical evidence to support the answer to the research question: What are the different strategies for providing emotional support to people experiencing different stressors? The emotional support strategy comprising of emotional reflection and praise was rated highly not only for its intended stressor for which it was designed (Interruption and Physical Demand) but was also rated highly for all the other identified stressors. Similarly, the emotional support category designed for Isolation (comprised of praise and reassurance) was rated, not only as performing very well for its intended stressors but as performing consistently well across all the other identified stressors. Although not as comprehensive, the emotional support categories designed for Emotional Demand and Frustration (comprised of emotional reflection and emotional advice) and for Mental Demand (comprised of praise and directed action) also performed adequately for the stressors for which they were designed. Importantly the emotional support strategy designed for Temporal Demand was not considered to have performed well, for its intended stressor or for any other stressor (despite being comprised of the same emotional support categories as applied for Mental Demand).
These conclusions signify an important step for the development of a virtual agent (potentially perceived as a teammate) which seeks to provide appropriate and effective emotional support.
Conclusions and future work
This paper presents the empirically-led development and the evaluation of an emotional support algorithm that tailors its support to the stressor experienced. In Phase 1 of the research, we first developed and validated seven scenarios, each of which describes a situation that exhibits an individual stressor. These validated scenarios enabled a study into how people provide emotional support to individuals experiencing different stressors, resulting in a corpus of emotional support statements. We identified emotional support categories and validated a subset of statements as strongly belonging to a particular category.
Main results and lessons learned
In Phase 1, we learned that crowd-sourcing is a rapid and effective way to (1) rapidly generate a corpus of emotional support statements for scenarios, (2) validate that a scenario depicts a particular stressor for the general public, and (3) validate that an emotional support statement belongs to a particular emotional support category. As we have shown in this paper, the scenarios, categories, and statements enable research into how humans provide emotional support, and the development and evaluation of emotional support algorithms. We expect that the validated statements in particular will be useful for others' research, as will the method used here to obtain them.
Next, in Phase 2 of the research, three studies inspired the development of and evaluated the effectiveness of an algorithm that generates emotional support tailored to a specific stressor. Study 4 showed that people use differing categories of emotional support when supporting others, depending on the stressor which that person is experiencing. Interestingly, we also found that despite all emotional support statements having been reliably classified into categories some statements within each category were more favourably used. From the results, three emotional support algorithms were developed. These algorithms were then refined by Study 5 resulting in the development of one 'optimized' algorithm. This process revealed four unique emotional support strategies for providing support for specific stressors. Each identified emotional support category was used by at least one of these strategies. Study 6 evaluated our algorithm from the point of view of the receiver of the support. The results suggested that the algorithm performed very well for Isolation, Interruption and Physical Demand, as the tailored support generated for those stressors was rated as most effective for those stressors. The messages designed for Emotional Demand, Mental Demand and Frustration all performed adequately, with no other messages being rated significantly better for those stressors. Only the support designed for Temporal Demand performed badly, with messages designed for other stressors being rated significantly higher for this scenario. This was not unexpected as the initial ratings of the messages designed for Temporal Demand during the development of our algorithm received a lower rating of effectiveness than the messages for other stressors. The results also showed that certain emotional support strategies were better received than others with the emotional support strategy consisting of 'Emotional Reflection' and 'Praise' performing well for all stressors, while the strategy consisting of 'Praise' and 'Directed Action' performed poorly for all scenarios except for that describing mental demand.
In Phase 2, we learned that emotional support needs to be tailored to the stressor experienced, and that crowd-sourcing can be used to (1) inspire emotional support algorithms, (2) evaluate the perceived effectiveness of emotional support algorithms. We learned about the relative effectiveness of different strategies for different stressors. We also learned that even when using emotional support categories, one still needs to be careful with the design of individual messages within a category. We expect that the method we followed here can be of use to other researchers, and that the resulting algorithm (with an adaptation for Temporal Demand where it did not perform well) will be implemented in virtual agents and further investigated. Our recommendations to practitioners can be seen in Table 15 .
Directions for future work
We validated scenarios which each described one stressor. Research is needed to design scenarios that describe combinations of stressors, as multiple stressors can be present in a situation simultaneously (as also indicated in discussions we have had with CFRs). Such scenarios would enable an investigation into whether the emotional support that people provide or wish to receive varies depending on combinations of stressors, and the development of a more sophisticated emotional support algorithm.
As discussed above, there is a possible limitation due to the use of only one scenario to depict a stressor, and it would be good to develop additional scenarios, to be able to investigate whether the wordings of the scenarios have impacted the strategies used.
We validated a corpus of categorised emotional support statements.This corpus could be further populated by future research allowing for a greater depth and richness of statements from which the algorithm can generate emotional support. This may also provide the opportunity to apply techniques such as Natural Language Generation allowing the algorithm to 'go beyond' the restrictions of concatenating statements together to generate support.
The algorithm produced adapts to stressors, but not yet to user characteristics. We want to investigate how user characteristics such as personality, gender, age, and cultural background may impact what support people would provide, would like to receive, and how they would react to support provided by a virtual agent. Tailoring support to these characteristics may lead to a more effective algorithm. For example, when we investigated the use of individual support categories (see Section 4.1.2), we found that praise was not the most appropriate strategy for any of the scenarios. However, praise is related to Esteem support (see Section 3.4), and it can be hypothesized that esteem support is more needed for people who lack self-esteem. Within the domain of e-learning, there has been some work showing that emotional support needs adapting to learner personality (Dennis et al., 2015) .
We have not yet implemented the algorithm into a virtual agent. Before the studies presented here, we had already produced (Fig. 7) , combinations (Table 6) , and ordering are used per stressor Data showing frequency of usage of individual support messages from the categories per stressor (Table 8) 3 tailoring algorithms and Dice scores showing how well they fit the data (see Table 7) 5 100 Evaluation and refinement of algorithms
Data showing perceived goodness of the 3 algorithms' messages for the stressor they were generated for (Table 9 ) Algorithm 2 performed best, and Algorithm 1 worst All algorithms performed poorly on Temporal Demand Algorithms 2 and 3 performed quite well on other stressors One optimized algorithm (see Table 10 ) 6 100 Evaluation of final algorithm Data showing perceived goodness of all messages generated by the final algorithm for all stressors and of all support strategies used ( Fig. 10 and Table 13 ) The effectiveness of support messages and strategies depends on the stressor (Fig. 10 , Tables 12 and 13) The algorithm performed well on all stressors except Temporal Demand, with messages generated for the stressor being more effective than or statistically equally effective as other messages ( Fig. 10 and Table 12) The message generated for Physical Demand (ER þ PR) performed well for all stressors (Fig. 10) , and was better for Temporal Demand than the algorithm's message PR þ RE and ER þ PR performed equally well on any stressor and better than PR þ DA, indicating that RE and ER are perceived as equally effective and as more effective than DA ER þ EA performed reasonably well on all stressors PR þ DA was relatively ineffective except for Mental Demand, one of the two stressors for which it was designed (the other being Temporal Demand), indicating that people may only want to receive DA when the stress is down to their abilities a virtual agent that attempted to alleviate user stress (see Kindness et al., 2013) and measured its impact on stress through sensors and self-reporting questionnaires. While performing that work, we realized that we needed to more thoroughly understand how best to provide support which formed the rationale for this research. The next step would be to implement our algorithm into this virtual agent. Our studies did not evaluate how effective the emotional support was considered to be by participants when they were experiencing actual stress. In future research we could seek to investigate how effective the support was considered to be in a stressful situation, using a methodology similar to the one we used in Kindness et al. (2013) or immersing participants in a controlled stressful scenario in a virtual reality setting. To achieve this, task based scenarios would need to be developed that could be undertaken within a controlled environment, which would induce a specific stressor. Additionally, a longitudinal study could be carried out with the agent providing emotional support over a longer period.
The relationship between the virtual agent and the user may impact the effectiveness of the emotional support. In our previous research we portrayed the virtual agent as having a relationship that is one-up to the participant, i.e. the agent was portrayed as an expert. Alternatively, the relationship could be portrayed as oneacross, i.e. the agent being portrayed as a peer. The effect of this on emotional support needs to be investigated. The agent's appearance is also likely to impact on the effectiveness of its emotional support. The development of intelligent agents that interact with humans in a human like manner, with dynamic and rich interactions such as appearance and movement has been the focus of innumerable studies (e.g. Cassell et al., 2000; Nass et al., 2000; Badler et al., 2002; Poggi et al., 2005) . Research in to how virtual agent can effectively portray emotions (cf. Bartneck et al., 2004; Koda and Ishida, 2006) may also reinforce the emotional support which a virtual agent is trying to convey. As well as appearance, there are several experimental approaches and aspects of interaction surrounding embodied agents that could be explored (cf. Dehn and Van Mulken, 2000) .
People may be reluctant to believe that they can receive emotional support from a computer (as raised in our discussions with CFRs), and an investigation is needed into how best to provide support to somebody while they are in a stressful situation (e.g., audibly or visually), and how to best incorporate this in systems used.
Finally, the virtual agent needs to be able to determine the affective state of the user and the stressor experienced. Substantial advances have been made within the affective computing research field allowing automatic detection of a person's emotional states, for example based on posture (Kleinsmith and Bianchi-Berthouze, 2007 ; De Silva and Bianchi-Berthouze, 2004) or facial and vocal expressions (Suzuki and Naitoh, 2003; Meng and Bianchi-Berthouze, 2014) . However, being able to determine these within a real-world environment and determining the stressor experienced remains a challenge. 
