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Abstract
This paper develops a computationally efficient algorithm for the Multiple Vehicle Pickup and De-
livery Problem (MVPDP) with the objective of minimizing the tour cost incurred while completing
the task of pickup and delivery of customers. To this end, this paper constructs a novel 0–1 Integer
Quadratic Programming (IQP) problem to exactly solve the MVPDP. Compared to the state-of-the-art
Mixed Integer Linear Programming (MILP) formulation of the problem, the one presented here requires
fewer constraints and decision variables. To ensure that this IQP formulation of the MVPDP can be
solved in a computationally efficient manner, this paper devises a set of sufficient conditions to ensure
convexity of this formulation when the integer variables are relaxed. In addition, this paper describes a
transformation to map any non-convex IQP formulation of the MVPDP into an equivalent convex one.
The superior computational efficacy of this convex IQP method when compared to the state-of-the-art
MILP formulation is demonstrated through extensive simulated and real-world experiments.
1 Introduction
The Multiple Vehicle Pickup and Delivery Problem (MVPDP) is a variant of the vehicle routing problem
that deals with the assignment of customer demands to a set of vehicles and the scheduling of the sequence
of customer pick-up and drop-off requests while minimizing travel cost [1, 2]. Even solving the simpler
single Vehicle Pickup and Delivery Problem (VPDP) is known to be challenging, since it is equivalent to the
one-to-one version of the multi-commodities pickup-and-delivery traveling salesman problem, which belongs
to the class of NP-Hard problems [3]. Nevertheless, given the potential utility of an algorithmic solution
to this class of pickup and delivery problems, a variety of techniques have been proposed to tackle this
problem. Since a comprehensive survey of techniques to solve this problem developed prior to 2007 has been
summarized in a pair of recent surveys [4, 5], this paper focuses predominantly on describing more recent
efforts.
A number of previous studies have focused primarily on obtaining sub-optimal solutions using heuristics.
For example, recent papers have applied population-based heuristics in the presence of time-window con-
straints (i.e. constraints on the time at which customers must be picked up and dropped off) and capacity
constraints [6] or multi-stage hybrid heuristics [7]. Others have explored variants of genetic algorithms [8],
particle swarm optimization [9], simulated annealing in the presence of time window constraints [10, 11], or
hybrid heuristic algorithms [12] to solve the MVPDP.
Though the computational complexity of constructing the exact solution to the MVPDP problem can
be demanding for large numbers of vehicles and demands, exact solution methods are critical for a variety
of reasons [13]. For instance, techniques that can generate exact solutions can be applied to enhance or
validate the quality of solutions that are constructed using heuristic techniques. One of the first approaches
to propose an exact solution to the VPDP relied on dynamic programming [14]. The primary drawback of
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such dynamic programming based techniques is due to the curse of dimensionality. Though approximate
dynamic programming approaches have been proposed to solve such VPDP problems when the problem size
is large [15], these techniques suffer from the same limitations as heuristic based approaches. To improve the
tractability of techniques that attempt to solve for the exact solution to such problems, some have proposed
introducing additional constraints (e.g. time-window constraints) that reduce the number of states while
performing dynamic programming [16, 17, 18].
Others have explored techniques to formulate the VPDP or MVPDP as an linear program with integer
and real-valued decision variables [13]. These Mixed Integer Linear Programs (MILP) are solved using
Branch-and-Bound [19, 20, 21], Branch-and-Cut [13, 22, 23], and Branch and Cut and Price [24, 25]. These
techniques are usually able to solve problems with up to 18 customers in several hours [20]; however, with the
introduction of additional constraints (e.g. Last-In-First-Out constraints) these techniques can service up to
75 customers in about an hour of computation time [26]. With the introduction of time-window constraints,
even larger instances of this problem are solvable [27].
This paper considers a version of the MVPDP where a group of customers are located at some pick-up
location in a bounded region. Each customer is also associated with a destination, which may be different from
the pick-up location, where he/she must be dropped off. One or more vehicles, each carrying only a limited
number of customers, initially placed at some origin depot execute pickup and delivery of the customers,
and return back to a designated destination depot after completion. The objective of the MVPDP is to
find a minimum length tour for all vehicles, where each tour starts and ends at the given depots, while
servicing all customers along the tours. As described earlier, the MILP formulations of the MVPDP without
the introduction of additional assumptions are only able to address problems with fewer than 18 customers
in less than several hours using state-of-the-art commercial solvers. This paper proposes a novel matrix-
based Integer Quadratic Programming (IQP) formulation of the MVPDP, which in contrast to the MILP
approach, is able to address problems with up to 50 customers in the same amount of time using state-of-the-
art commercial solvers. This is accomplished without introducing constraints that may be hard to estimate
a priori.
Throughout the text, we make the following assumptions: First, we assume that all demands are known
a priori. Though demand changes dynamically over time under traffic conditions [28, 29], the performance
of optimal routing algorithms typically rely on the quality of the solution to the formulation of the problem
where all demands are known a priori [30]. In practice, the solution we propose in this paper can be used
as the basis of the dynamic version of the MVPDP as has been proposed in various papers [31, 32]. Second,
we assume that once a costumer has been picked up by a vehicle, he/she will stay on it until the vehicle
reaches his/her destinations. This version of the problem, is sometimes called non-preemptive [3]. Finally,
each location in a tour is either a source or destination for one of the customers. In particular, we do not
allow a point to simultaneously be the source of one customer and the destination of another customer. We
do however allow the origin and the destination depot of each vehicle to be the same point and allow the
cost incurred between a pair of points to be directional (e.g. different costs for going in one direction versus
the opposite direction).
The contributions of this paper are three-fold: First, we propose a permutation matrix-representation
of the MVPDP that reduces the complexity of the problem by reducing the number of constraints. Due
to this formulation of the problem, our method can be used to solve a broad class of MVPDP including
those with multiple vehicle depots. Second, our proposed IQP formulation can always be made convex (after
relaxation of the integer variables). Convex formulations of IQPs can be solved more rapidly than their
non-convex counterparts [33]. Finally, on an extensive set of computational experiments we illustrate the
effectiveness of our proposed formulation on various commercial solvers when compared to state-of-the-art
MILP formulations on all tested commercial solvers.
Organization: The remainder of the paper is organized as follows: Section 2 introduces notation and
briefly reviews the existing state-of-the-art exact solution method for the MVPDP. Section 3 introduces the
matrix representation of the problem. Section 4 formulates the proposed IQP method to solve the MVPDP
and illustrates how to ensure its convexity. A suite of numerical simulation results are presented in Section
5, which is followed by the conclusion in Section 6.
2
2 Preliminaries
This section introduces the notations used throughout the paper, then reviews the characteristics of the most
popular existing exact solution methods for the MVPDP.
2.1 Notation and Background
Consider a bounded region Q ⊆ R2 containing a group of n customers. Also consider a group of k vehicles
that each have their own origin and destination depots. Each vehicle departs at its origin depot and arrives
at its destination depot after performing an assigned set of pickup-and-delivery of customers. The vehicles
must pick-up and deliver all n customers. The locations of both origin and destination depot can coincide
with one another. Each customer has their own origin and destination pair. We also assume that each
vehicle can carry up to q ≥ 1 customers.
For convenience, consider a set of vertices V which correspond to the locations of the vehicle depots and
customers’ origins and the destinations. We use both the term vertex and node interchangeably throughout
the text. Let O = {1} be a virtual node1, KO = {2, . . . , k+1} be an ordered set of the origins for all k vehicles,
KD = {k+ 2, 2k+ 1} be the ordered set of the destinations of all k vehicles, P = {2k+ 2, . . . , 2k+ 1 +n} be
an ordered set of n pickup nodes, D = {2k + 2 + n, . . . , 2k + 2n+ 1} be the set of ordered n delivery nodes.
Note that each origin and destination node are paired. For instance if a vehicle left the 2nd node (origin
depot) it must be returned to the associated k + 2th node (destination depot). In a similar manner, each
of the n customers has an origin-destination pair. Finally, let V = O ∪KO ∪KD ∪ P ∪D be the set of all
nodes. Let v = |V | = 2(n+ k) + 1 be the total number of vertices.
Let G(V,E,C) denote a weighted directed graph without self-loops using the previously defined vertex
set V , arc (edge) set, E ⊆ V × V , and a cost matrix C. Let A be the v × v adjacency matrix for G where
the value of the [i, j]th entry (i.e., the entry in the ith row and the j column) of the matrix A, denoted
aij , represents the existence of the directed edge (i, j). Thus if an edge exists between node i and node
j, then aij = 1 and aij = 0, otherwise. C denotes the weight matrix for the graph where each entry of
C, say cij accounts for the weight incurred between the directed edge (i, j). This weight assigned to each
edge may correspond to the travel cost (e.g., fuel cost, trip time). We assume that C satisfies the triangle
inequality2. A walk is an alternating sequence of vertices and edges which begins and ends at vertices, i.e.,
v0, e1, v1, e2, . . . , vn−1, en, vn, where vi are vertices, and ei are the edge connecting vi−1 and vi. A walk with
no repeated edges is called a tour, and a walk with no repeated vertices is called a path. If v0 = vn, then a
tour is closed. If the closed tour has no repeated vertices except for v0 = vn, it is called a cycle. The length
of a path from a graph is the number of edges that the path contains. A cycle graph is a graph that itself is
a cycle.
We use italic bold font to denote vectors. Let P be a class of permutation all matrices with size v × v
whose cardinally is v!. For a given real symmetric matrix, M , let M  0 if M is positive-definite and M  0
if M is positive-semi-definite. For a given n× 1 vector q, let diag(q) denote a diagonal matrix where its ith
diagonal is the ith element of q.
2.2 Existing Exact Solution Methods for the MVPDP
We briefly revisit the performance of the existing, state-of-the-art exact solution methods using an MILP
formulation of the MVPDP [4, 5]. These MILP are usually solved by Branch-and-Bound (B&B) [19],
Branch-and-Cut (B&C) [4, 13], Branch-Price-and-Cut [24] and forward Dynamic Programming (DP) [14, 17].
Typically the objective function in such formulations minimizes the total routing cost. Several have explored
modifications that simultaneously minimize customer wait-time by appending a linear term to the objective
function [13, 34]. Given a set of k vehicles, the MVPDP requires finding the k minimum length tours for the
vehicles each beginning at the appropriate origin depot and concluding at the appropriate destination depot
while servicing all n customers requests. For a set of k tours to be feasible, each tour must satisfy a number
of constraints:
1The virtual (dummy) node enables a matrix representation of our problem, and is addition does not affect the computational
complexity of our formulation.
2It is unknown if VPDP has an optimal solution tour if C violates the triangle inequality [21].
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Table 1: Comparison of the characteristics of the constraints between the method proposed in this paper (IQP) and existing
methods (MILP) [4].
Type of constraints Program Type Number of Constraints
Degree, Association, Capacity
MILP O(n)
IQP O(n)
Generalized Order
(Sub-tour Elimination, Precedence)
MILP O(n2)
IQP O(n)
• Cycle Constraints: each vehicle must visit a set of nodes exactly once. Two sets of constraints are required
to enforce a tour to be a cycle.
– Sub-tour Elimination Constraint : for a tour to be a path it cannot contain any closed tours, called
sub-tours, that do not visit every node in G(V,E) [35]. To ensure there are no sub-tours in G(V,E),
one must consider all subsets of nodes V , and make sure that there is an edge leaving a node in the
subset and entering a node not in the subset. To represent this constraint, one typically requires
a combinatorial number of linear inequality constraints as a function of the number of nodes in a
graph. It was later discovered that the combinatorial number of constraints can be replaced with a
quadratic number of constraints by introducing real-valued slack variables [36].
– Degree Constraint : each vertex must have exactly one incoming and one outgoing edge. This con-
straint is represented as a set of linear equalities.
• Customer Precedence Constraint : each customer’s delivery cannot be preceded by the customer’s pickup.
This constraint is represented by a set of linear constraints; however it requires the addition of non-integer
slack variables [37].
• Association Constraint : each pickup demand is paired with a unique delivery demand, and vice versa.
This constraint is represented using a set of linear constraints [24].
• Capacity Constraint : each vehicle can carry only a certain number of customers at all times. This again
is represented by a set of linear inequalities.
Along with capacity constraint, sub-tour elimination constraint are sometimes referred to as generalized order
constraints [23, 5]. We summarize a few notable characteristics of the MILP formulation when compared
to the formulation presented in this paper in Table 1. In contrast to the MILP-based formulation, the one
presented in this paper does not require non-integer linear decision variables. In addition the formulation
described in this paper requires far fewer constraints compared to the state-of-the-art MILP formulation.
3 Permutation Matrix Representation
This section introduces our novel matrix representation of the MVPDP. This representation extends a matrix-
based formulation for the general quadratic assignment problem [38, 39] by developing representations for
MVPDP constraints (e.g., precedence, capacity, association) which enable us to address multiple depots,
vehicles, and customers. In addition, we develop a technique to transform non-convex quadratic assignment
problems into convex ones when the integer variables are relaxed. To the best of our knowledge, the method
proposed in this paper is the first matrix representation of the problem that can be used to solve MVPDP.
This formulation of the problem allows one to represent the constraints associated with the pickup-and-
delivery problem without requiring the introduction of additional non-integer slack variables, which may
unnecessarily impede computational efficiency.
Consider a sequence (l1, l2, . . . , lv−1, lv) where li ∈ V for each i ∈ {1, . . . , v} and li 6= lj for all i, j ∈
{1, . . . , v} where i 6= j. For a given set of vertices V , denote an arbitrary closed path—that begins at l1 and
sequentially visits l2, l3, . . . , lv exactly once, and returns back to l1—by σ which is defined as:
σ = [l2, l3, . . . , lv−1, lv, l1]>, (1)
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A
0
=

0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0 0

(b)
Figure 1: An illustration of the reference cycle graph G0 (a) and its associated adjacency matrix A0 (b) for a reference tour,
σ0, that is infeasible.
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(a)
A =

0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0

(b)
Figure 2: An illustration of the cycle graph G (a) and its associated adjacency matrix A (b) for a feasible tour.
where the initial path (l1, l2) is implicit in this vector representation. Consider a tour denoted σ
0 whose
elements are drawn in order first from K0, then KD, then P , then D, and finally from O. We refer to σ
0 as
the reference tour. We refer to any other possible tour as a permuted tour.
Denote the adjacency matrix and the graph associated with the reference tour by A0 and G0, respectively.
It can be verified that A0 is a v × v upper 1-shift matrix, whose [i, j]th entry is:
a0ij =
{
1, if i = j − 1 + v ⌊ i+1v ⌋ ,
0, otherwise,
(2)
An example of a graph G0 and its associated adjacency matrix A0 for a reference tour, σ0 is depicted in Fig.
1. for ease of presentation, in the remainder of the paper, we use the index 1, . . . , v to refer to the nodes from
O, then KO, then KD, then P , and finally D in order. For instance, in Fig. 1, {6, 7, 8} are pickup nodes,
{9, 10, 11} are delivery nodes, and 1 is a virtual (dummy) node. It can be verified that σ0 is infeasible since
each vehicle’s tour is completed before the pickup and delivery of any customers. Fig. 2 shows a feasible
tour, where the 1st vehicle begins with node 2 and travels from node 6 to node 9 (Origin-Destination pair
for customer 1) and arrives at its depot node 4, while the second vehicle begins with node 3 and travels
from node 8 to node 11 (O-D pair for customer 3), then from node 7 to node 10 (Origin-Destination pair for
customer 2), before reaching depot node 5. As can be seen, the valid tour is a cycle that begins and ends at
the virtual node 1 and visits all other nodes {2, 3, . . . , 12} exactly once.
Though the tours depicted in Figs. 1 and 2 seem unrelated, we next discuss the relationship between A0
and an arbitrary adjacency matrix A corresponding to a tour defined over an identical set of vertices using
permutation matrices.
Proposition 3.1. Let G0 is a cycle graph with adjacency matrix A0. Let G be a cycle graph defined over
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the same vertex set with adjacency matrix A. Then there is a matrix X ∈ P such that:
A = X>A0X. (3)
Proof of Proposition 3.1. By Proposition A.2, any two cycles graphs defined over the same vertex set are
isomorphic. Thus, G0, and G, are isomorphic. G0 is isomorphic to G if and only if there exists a permutation
matrix X such that A = X>A0X [40, p.520-521].
4 Convex Integer Quadratic Programming Problem Formulation
This section describes our Integer Quadratic Programming (IQP) formulation to solve the MVPDP. We begin
by first formulating each of the constraints required to describe the MVPDP problem using permutation
matrices. We subsequently describe how to represent the cost function using permutation matrices and
a technique to render any non-convex cost function as an equivalent convex cost function. The section
concludes by describing the IQP formulation of the MVPDP. Note again, that for ease of presentation, in
the remainder of the paper, we use the index 1, . . . , v to refer to the nodes from O, then KO, then KD, then
P , and finally D in order.
4.1 MVPDP Linear Constraint Formulation
To simplify the formulation of the constraints, we introduce additional notation: Let ei be ith column
of v × v identity matrix, i.e., ith standard basis in Rv, T be a v × v upper triangular matrix where its
ith row is: [0, . . . , 0︸ ︷︷ ︸
i−1 times
, 1, . . . , 1︸ ︷︷ ︸
v−i+1 times
] for each i ∈ V , and let p be the v × 1 column vector defined by p :=
[ 0, . . . , 0︸ ︷︷ ︸
2k+1 times
, p1, . . . , pn︸ ︷︷ ︸
n times
,−p1, . . . ,−pn︸ ︷︷ ︸
n times
]>, where pi is the number of customers that are associated with customer
demand i. Finally let n := [1, 2, . . . , v]>.
Path Constraint : First, note that X is a permutation matrix if and only if each of its row and column
sums is one and all the elements are either 0 or 1. To enforce this constraint, each element of X must be
either 0 or 1 and
X1 = 1 and X>1 = 1. (4)
Note that since our optimization problem uses permutation matrices as its decision variables, it does not
require sub-tour elimination constraints. This is because for any given permutation matrix X, and a reference
cycle, σ0, a tour generated by the permutation matrix X represented as σ = Xσ0 is necessarily a single
cycle, which does not contain any sub-tours.
Vehicle Precedence: The following proposition summarizes a set of constraints that enforces the vehicle
precedence constraint:
Proposition 4.1 (Vehicle Precedence). Suppose X ∈ P satisfies the following inequalities:
n>X(e1+i − e1+i+k) ≤ −1, for i = 1, . . . , k, (5)
n>X(e1+k+i − e2+i) = −1, for i = 1, . . . , k − 1, (6)
then Xσ0 is a tour wherein each vehicle’s origin is preceded by its destination and each vehicle’s destination
immediately precedes the origin of the following vehicle.
The proof of the proposition follows by observation. Fig. 3a illustrates a tour that satisfies the constraints
specified by (5) and (6). The dashed line from Fig. 3a indicates any possible length-m path between the ith
vehicle’s origin node and its destination node, where m ≥ 1, and the solid line indicates that the (i + 1)th
vehicle’s origin depot immediately follows the ith vehicle’s destination node. Notice that by enforcing (5)
and (6) and ensuring that all other nodes are placed and ordered between one of the vehicle pickup and
delivery depot node pairs, a single cycle that begins and ends at the virtual node can be constructed.
Association and Customer Precedence The following proposition proposition summarizes a set of con-
straints related to vehicle-customer association and customer precedence:
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(a) (b)
Figure 3: Illustrative explanations of the equality and inequality constraints for (a) the vehicle precedence, and (b) customer
precedence.
Proposition 4.2. Suppose X ∈ P satisfies (5)-(6) and that whenever:
(n>X(e1+j − e2k+1+i) ≤ −1)︸ ︷︷ ︸
Aij
∧ (n>X(e2k+1+i − e1+k+j) ≤ −1︸ ︷︷ ︸
Bij
) (7)
is satisfied that the following inequality is also satisfied:
(n>X(e2k+1+i − e2k+1+i+n) ≤ −1)︸ ︷︷ ︸
Cij
∧ (n>X(e2k+1+i+n − e1+k+j) ≤ −1︸ ︷︷ ︸
Dij
(8)
for each j ∈ {1, . . . , k}, i ∈ {1, . . . , n} where ‘∧’ means ‘and.’ Then Xσ0 is a tour in which each customer’s
delivery is preceded by their pickup and carried out by the car that picked them up.
Proof. As can be seen from Fig 3b, if all the vehicle precedent constraints, (5)-(6), are satisfied, then for
each i, j, both the inequalities Aij and Bij hold, if and only if ith customer was pickup by jth vehicle, which
implies that ith customer will be delivered by the jth vehicle, which is expressed by the two inequalities C ij
and Dij .
To enforce a conditional constraint such as (7) implies (8), we introduce an auxiliary binary variable and
use the Big-M method [41]. For instance, consider three binary variables x1, x2, y ∈ {0, 1}. The conditional
statement a1x1 ≥ b1 ⇒ a2x2 ≥ b2, where ⇒ means ‘implies,’ can be represented as:
a1x1 < b1 +My, (9)
a2x2 ≥ b2 −M(1− y),
y1 ∈ {0, 1}
for a large constant M . Notice that the strict inequality term (9) can be replaced with a1x1 ≤ b1 − 1 +My,
if a1, b1 are both integers.
Capacity of each vehicle: The following proposition proposition summarizes a constraint to enforce vehicle
capacity:
Proposition 4.3. Suppose X ∈ P satisfies Proposition 4.2 and the following inequality:
TXp ≤ q1. (10)
Then Xσ0 is a tour that satisfies the vehicle capacity constraint at all times.
The proof of Proposition 4.3 follows by observation. We note that satisfying the constraints in Proposition
4.1 and 4.2 ensures that at every vehicle depot, the occupancy of the vehicle is reset to 0. Then, TXp is a
vector whose ith component corresponds to the number of customers in a vehicle at ith position of the tour,
which should be at most q for all i ∈ V .
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4.2 MVPDP Convex Quadratic Cost Function
For a given cycle graph G and its associated adjacency matrix A and its cost matrix C, the total tour cost
is computed by
trace(C>A) = 1>C ◦A1, (11)
where ◦ is a Hadamard product operator which is used for element-wise product of matrices, and 1 is a v×1
vector with ones. Since our decision variable in our optimization problem is a permutation matrix, the cost
function as a result of Proposition 3.1 for some permutation matrix X becomes:
trace(C>A) = trace(C>XTA0X), (12)
which may be a non-convex function of X. A recent survey has shown that optimization solvers for a variety
of integer nonlinear programs (including IQPs) are much easier to solve if they are convex when the integer
variables are relaxed [42]. In fact, the computation time for these integer programs that are convex when
the integer variables are relaxed has been shown to be much faster than their non-convex counterparts in
various studies [43, 44, 45, 46].
The method we use to convexify the original non-convex program is by adding a constant term to the
original cost function (11) and formulate a convex program and subtracting the term afterwords. First, we
note by the following proposition that the value of (11) does not depend on the diagonal entries of C.
Proposition 4.4. For a given directed graph, consider an adjacency matrix without a self-loop, A, and a
square matrix C. For each real diagonal matrix D of the same size as C, the following is true:
trace((C +D)>A) = trace(C>A). (13)
Proof. The proof is immediate from the fact that for the given graph without self-loop, its adjacency matrix,
A has only zeros on its diagonal so:
trace((C +D)>A) = trace(C>A) +
:
0
trace(D>A). (14)
Thus, we may construct the cost matrix C with arbitrary diagonal entries without affecting the function
value of (11). Next, we reformulate the previous matrix representation of the cost, as a quadratic function
in terms of x := vec(X) which is a vectorization of X. Consider an adjacency matrix A of an arbitrary cycle
graph G. The cost incurred while completing a single cycle through G can be represented as:
trace(C>A) = trace(C>X>A0X) by Proposition 3.1 (15)
= trace(C>X>(A0 + γI)X)− γtrace(C>X>X) by the linearity of the trace operator (16)
= trace(C>X>(A0 + γI)X)− γtrace(C) by the properties of permutation matrices
(17)
where γ ≥ 0. By using the last form of the tour cost (17), we define a cost functional, namely L,
L : (X, γ) 7→ trace(C>X>(A0 + γI)X)− γtrace(C), (18)
where γ ≥ 0. Now let
Q :=
1
2
HLx , (19)
where we used HLx to denoted the Hessian of L with respect to x. Then, one can show:
Q =

γC C/2 0 · · · 0 C/2
C>/2 γC C/2 0 · · · 0
0 C>/2
. . .
. . .
. . .
...
...
. . .
. . .
. . . C/2 0
0 · · · 0 C>/2 γC C/2
C>/2 0 · · · 0 C>/2 γC

︸ ︷︷ ︸
v blocks
(20)
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where C = (C + C>)/2, and 0 is the v × v matrix where all entries are zeroes. Note Q is symmetric.
Consider a v2 × v2 real diagonal matrix D = diag(d) where d = [d1, . . . , dv2 ]>. Using Proposition 3.1
and the property of trace operator, the quadratic form of the cost can be defined as follows:
L(X, γ) =
1
2
x>HLxx− γtrace(C) since trace(C>X>(A0 + γI)X) =
1
2
x>HLxx (21)
= x>( Q+D︸ ︷︷ ︸
Q˜:=Q+D
)x− γtrace(C)− x>Dx since Q = 1
2
HLx (22)
= x>Q˜x− (γtrace(C) + x>Dx) (23)
= x>Q˜x− x>d− γtrace(C) since x>Dx = x>d for any x = vec(X) with X ∈ P
(24)
The following lemma, which is proven in Appendix B, illustrates how to select γ and D to ensure that
Q˜ := Q+D is positive semi-definite:
Lemma 4.5. For a given C ∈ Rv×v, if
di ≥ min

v∑
j=1
cji,
v∑
j=1
cij
 , for i = v + 1, . . . , v2 − v
di ≥
∑v
j=1(cji + cij)
2
for i = 1, v2 − v + 1, . . . , v2
then (24) is convex with γ = 0. Furthermore, if C is symmetric and positive semidefinite, and γ > 1, then
(24) is convex with D = 0.
The first part of the lemma is more general than since it does not restrict C to be a positive semidefinite
matrix. While the second part of the lemma requires C to be a symmetric, positive semidefinite matrix, this
is true in many real-world applications of the MVPDP problem since the weight of each arc corresponds to
the tour distance, which is usually symmetric. By adjusting the weights of the self-loops, C can be made
positive semidefinite without changing the overall cost due to Proposition 4.4. While it might be tempting
to do so, the second part of the lemma cannot be proven trivially or using the same techniques that were
used in the first part of the proof.
4.3 MVPDP IQP Formulation
Using the set of valid constraints found from the previous sections, along with our cost function, our problem
can be formulated as a convex IQP with linear constraints as follows:
min
x=vec(X)
x>Q˜x− d>x− γtrace(C)
s.t. X1 = 1, X>1 = 1, (25)
xi ∈ {0, 1}, for i = 1, . . . , v2 (26)
n>X(e1+i − e1+i+k) ≤ −1, for i = 1, . . . , , k (27)
n>X(e1+k+i − e2+i) = −1, for i = 1, . . . , k − 1, (28)(
(n>X(e1+j − e2k+1+i) ≤ −1) ∧ (n>X(e2k+1+i − e1+k+j) ≤ −1)
)⇒(
(n>X(e2k+1+i − e2k+1+i+n) ≤ −1) ∧ (n>X(e2k+1+i+n − e1+k+j) ≤ −1)
)
for j ∈ {1, . . . , k}, i ∈ {1, . . . , n}, (29)
TXp ≤ q1 (30)
where (25) is the degree constraint, (26) is the binary variable constraint, (27)-(28) are the vehicle precedence
constraints, (29) is the customer precedence and association constraint (which is implemented using the Big-
M method), and (29) is the capacity constraint. Importantly, as a result of Lemma 4.5, the cost function of
the IQP regardless of the specific permutation matrix is convex.
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5 Numerical Simulations
This section evaluates the performance of our method using a set of extensive computational experiments,
which are all implemented in MATLAB (R2017a)3. First, we demonstrate the computational benefits of our
formation when compared to the state-of-the-art formulation for problems with 8−50 customer demands that
are each serviced by a single vehicle. To rigorously evaluate the performance of our IQP based formulation
when compared to the state-of-the-art MILP formulation we use a variety of different types of commerical
optimization solvers. Next, we show that our method can solve problems with multiple depots and vehicles
to optimality. Finally, we show the applicability of our method to solve real-world ride-sharing problems by
utilizing real-world demand data.
5.1 Evaluation While Servicing Between 8−50 Demands Using a Single Vehicle
We begin by evaluating the effectiveness of our method when compared to the state-of-the-art MILP for-
mulation while solving problems with a single vehicle that is servicing demands for 8 − 50 customers. To
solve each problem, we conduct simulations on our server computer (Intel Xeon E7-8867 v4 at 2.40GHz
with 1023Gb memory) on MATLAB using five state-of-the-art MIP solvers, namely, CPLEX (12.7.1),
GUROBI (7.5.1), MOSEK (8.0.0), BARON (17), XPRESS (18.1), where each value between the paren-
thesis indicate the solver’s version number. For each solver, we tested 9 possible customer demand values,
N := {8, 10, 12, 15, 20, 25, 30, 40, 50}. For each N , we generated 24 random sample instances and gen-
erated an initial guess at random that was used for both the IQP and MILP solvers. The corresponding
symmetric cost matrix is generated from Euclidean distances between each pair of nodes and used by both
the MILP and IQP methods. For all test instances, γ was set to 1.01 to ensure that the IQP is convex
(notice that each cost matrix C is symmetric and positive semidefinite and this selection of γ was sufficient
to ensure the convexity of the IQP as a result of Lemma 4.5).
The (relative) MIP gap is defined as the difference between best known (incumbent) solution and the best
bound divided by the best lower bound found by a relaxation of the integer program. Since it is impossible
to solve for an exact result for problems of this size, we terminate each solving process either when the
solving time exceeds 2 hours, or the relative MIP gap is below a threshold value of 3.5%. We call a solution
feasible if it satisfies all the constraints. We call a problem instance a success if the MIP relative gap is no
greater than 3.5% and it is generated in 2 hours. We call a problem instance a partial success if a feasible
solution is found, but the MIP relative gap fails to reach 3.5% within 2 hours. We call a problem instance
a failure if no feasible solution is found within 2 hours. Table 2 illustrates the success rate and partial
success rate for all problem instances with different solvers. Since the relative gap was chosen identically for
both IQP and MILP when the solvers were successful the costs that were computed were nearly identical.
Notice that though GUROBI and MOSEK can actually find a feasible solution within 2 hours for up to
25 customers in the IQP formulation, they fail to achieve the 3.5% gap. This means except for BARON,
all other solvers could obtain a feasible solution of circumstances with more customers for IQP than MILP.
Moreover XPRESS and CPLEX’s IQP solvers are consistently able to solve almost all problem instances
successfully whereas every MILP formulation is unable to be solved when the customer demand is greater
than 12. Fig. 4 compares the average solving time/success rate to achieve within 3.5% relative optimality
gap between IQP and MILP using all five solvers, and Fig. 5 shows the results for the CPLEX solver.
5.2 Evaluation While Servicing Demands Between 4− 7 Customers Using Mul-
tiple Vehicles
Here, we demonstrate that our formulation can be used to solve problems with multiple vehicles. Again,
we solve the multi-depot version of MVPDP that was formulated using IQP using CPLEX (12.7.1) with
MATLAB (R2017b) on a desktop (Intel core i5-6400, 16 gigabyte memory) for 10 small problem instances
that were randomly generated (both the positions of depots, and customers demands were uniformly sampled
from a unit square, and number of customers N , number of vehicles k, and vehicle capacity q were chosen
between {4, 5, 6, 7},{1, 2, 3, 4, 5}, and {1, 2, 3, 4}, respectively). For a given two points and the edge connecting
3The MATLAB scripts and all the test data that were used for the simulation can be found online at “https://github.
com/hyongju/mvpdp.”
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Table 2: Success rate and partial success rate (in parenthesis) for n customer demands using a single vehicle and a maximum
of 2 hours of computation time (both rates are in percentage).
n
CPLEX GUROBI MOSEK BARON XPRESS
MILP IQP MILP IQP MILP IQP MILP IQP MILP IQP
8 100 (0) 100 (0) 100 (0) 95.83 (4.17) 100 (0) 4.17 (95.83) 100 (0) 100 (0) 100 (0) 100 (0)
10 100 (0) 100 (0) 100 (0) 0 (100) 100 (0) 0 (100) 95.83 (0) 100 (0) 100 (0) 100 (0)
12 0 (0) 100 (0) 95.83 (0) 0 (100) 91.67 (0) 0 (100) 41.67 (0) 95.83 (0) 100 (0) 100 (0)
15 0 (0) 100 (0) 0 (0) 0 (100) 0 (0) 0 (100) 0 (0) 0 (0) 0 (0) 100 (0)
20 0 (0) 100 (0) 0 (0) 0 (95.83) 0 (0) 0 (79.17) 0 (0) 0 (0) 0 (0) 100 (0)
25 0 (0) 100 (0) 0 (0) 0 (45.83) 0 (0) 0 (20.83) 0 (0) 0 (0) 0 (0) 100 (0)
30 0 (0) 100 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 95.83 (0)
40 0 (0) 100 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
50 0 (0) 97.92 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
the two, the edge cost is defined as the Euclidean distance between the two points. The customer demands,
the vehicle depots, and the computed IQP solution for the 10 sample problem instances are depicted in Fig.
6 and Fig. 7. Notice that almost all of the problem instances were solved within several minutes with one
exception (i.e. Fig. 6b, which took more than an hour to solve).
5.3 Real-World Evaluation
We further demonstrate via numerical simulation that the proposed IQP formulation can generate low-cost
tours for a single yellow cab given real-world demands drawn from Manhattan in New York City. For this
simulations, we retrieved the road map of Manhattan from the Open Street Maps (OSM) database [47] and
represent the road map as an undirected graph, G(V,E). When constructing the cost matrix C for the
problem, each arc cost incurred between any two locations pair was obtained by computing the minimum
travel distance over the road map. Fig. 8-9 illustrates 3 example solutions generated by the IQP formulation
with 12, 15, and 18 customers with a single vehicle with a maximum ride-sharing capacity of 2, 2, and 3,
respectively. For this simulation, we have set a maximum solving time of 10 minutes and set the MIP gap to
2%. The pickup-delivery locations for customers demands for each case is chosen in sequential manner from
the real yellow-cab NYC data4 during an arbitrary time-window (00:00-01:00) on 01/01/2013. As can be
seen from Fig. 8-9, the computed solution tours—drawn in a solid lines—are obtained via the CPLEX solver
using our IQP formulation. For the three problems, the corresponding state-of-the-art MILP formulation
was not able to find any feasible solutions within 10 minutes. The simulation results in the current section
reiterates our finding from the previous set of simulations that, our proposed IQP formulation can be applied
to generate feasible solutions of with at most 2% MIP gap within the alotted time for problems on which
existing state-of-the-art solvers are unable to generate even a feasible solution.
6 Conclusions
This paper develops an Integer Quadratic Programming based formulation to the Multiple Vehicle Pick
and Delivery Problem which can be made convex (when the integer variables are relaxed). This paper also
demonstrates the superior computational efficacy of this formulation when compared to existing state of the
art methods on various simulated and real-world experiments. The focus of this paper is on problems where
constraints that may reduce the size of the search space (e.g. time window constraints) may be unavailable.
However the introduction of such constraints have improved the efficacy of existing state-of-the-art Mixed
Integer Linear Programming methods. Future work will explore techniques to introduce such time-window
constraints to increase the computational efficacy of the technique proposed in this paper.
Appendix A Relevant Results from Algebraic Graph Theory
This appendix describes relevant results from algebraic graph theory. We begin with the following definition
of graph isomorphism.
4This TLC Trip Record Data was downloaded from “http://www.nyc.gov” at no cost.
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Figure 4: An illustration of the average solving time (CPU time in seconds) (left) and success rate to reach within a prespecified
gap of 3.5% within the alotted time (right). Those computations that exceeded two hours were treated as two hours when
generating the average solving time figures.
Definition A.1 (Graph Isomorphism). Two graphs G1(V 1, E1) and G2(V 2, E2) are said to be isomorphic,
denoted as G1 ∼= G2, if there is a bijection ψ : V 1 → V 2 such that (u, v) ∈ E1 if and only if (ψ(u), ψ(v)) ∈ E2.
In fact, all cycle graphs can be related to one another:
Proposition A.2. Any two cycle graphs with at least two vertices are isomorphic to each other.
Proof. First, note that every vertex in a cycle graph has degree 2, with 1 in-degree and 1 out-degree such
that, without loss of generality, given any two cycle graphs G1(V1, E1), G2(V2, E2) with n nodes, there are
sets of directed edges, {{(ui, ui+1)}n−1i=1 , (un, u1)}, {{(vi, vi+1)}n−1i=1 , (vn, v1)}, respectively. Then for every
ui ∈ V1 and vi ∈ V2, there exist one-to-one maps ψ1 : V1 → V2, ψ2 : V2 → V1 respectively such that,
ψ1(ui) = ψ2(vi) =
{
i+ 1 if i ≤ n− 1
1 if i = n
Thus, if (ui, uj) ∈ E1 then (vi = ψ−12 ψ1(ui), vj = ψ−12 ψ1(uj)) ∈ E2 and converse is also true trivially. Then
the proposition is immediate by the Definition A.1.
The following theorem can be used to establish Corollary A.4, which states that one can shift all the
eigenvalues of any matrix to be non-negative by adding constant terms on the diagonals of the matrix.
Theorem A.3 (Gershgorin’s Disk Theorem [48]). For any square A, if λ is one of the eigenvalues of A then
|λ−Aii| ≤ min

n∑
j=1,j 6=i
|Aij | ,
n∑
j=1,j 6=i
|Aji|
 , for some i ∈ {1, 2, . . . , n}.
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Figure 5: Comparison of solving times (in seconds) for different values of n between IQP and MILP when using the CPLEX
solver.
Corollary A.4. For a given matrix A, define a matrix B of the same size as:
Bij =
{
Aij + min
{∑n
j=1,j 6=i |Aij | ,
∑n
j=1,j 6=i |Aji|
}
+ α, if i = j,
Aij , otherwise,
For each α ≥ 0 (α > 0), B  0 (B  0).
The proof of the corollary is immediate from Theorem A.3 because a given matrix is positive definite
(positive semi-definite) if and only of its eigenvalue are positive (non-negative).
The proof of Proposition B.3 depends on the following proposition.
Proposition A.5 (PSD test using Schur’s complement [49]). For any symmetric matrix M of the form
M =
[
A B
B> C
]
,
if A is invertible and A  0 then M  0 if and only if C −B>A−1B  0.
Appendix B The Proof of Lemma 4.5
This appendix describes the proof of Lemma 4.5, which depends on several propositions. Let βi be defined
recursively by:
βi+1 = β0 − 1
4βi
, i = 0, 1, 2, . . . , (B.1)
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(a) n = 7, k = 2, q = 2, solving time: 725.85 seconds
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(b) n = 7, k = 3, q = 3, solving time: 4501.10 seconds
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(c) n = 5, k = 2, q = 2, solving time: 6.93 seconds
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(d) n = 6, k = 4, q = 2, solving time: 1494.69 seconds
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(e) n = 5, k = 2, q = 5, solving time: 7.65 seconds
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(f) n = 7, k = 1, q = 2, solving time: 80.02 seconds
Figure 6: An illustration of the exact solutions computed using the IQP formulation for the multi-vehicle version of the
MVPDP for 6 of the 10 problem instances that were randomly generated. In each instance ’P’ corresponds to customer’s pickup
demand, ’D’ corresponds to customer’s delivery demand, ’VO’ corresponds to vehicle’s origin depot, ’VD’ corresponds to vehicle
destination depot, and ’O’ corresponds to the virtual node. The number i preceded by the alphabet denotes either the ith
depot or ith customer. The solid lines show the optimal solutions which are cycles, and dashed lines show either vehicle or
customer’s association, and dotted line show the virtual edges whose edge costs are zero. The empty circles are pick-up nodes,
the gray circles are delivery nodes, empty squares are origin depot nodes, and the gray square are destination depot nodes.
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(a) n = 6, k = 3, q = 4, solving time: 321.92 seconds
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(b) n = 4, k = 2, q = 3, solving time: 0.26 seconds
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(c) n = 5, k = 5, q = 2, solving time: 221.71 seconds
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(d) n = 7, k = 2, q = 4, solving time: 1270.70 seconds
Figure 7: An illustration of the exact solutions computed using the IQP formulation for the multi-vehicle version of the
MVPDP for 4 of the 10 problem instances that were randomly generated. In each instance ’P’ corresponds to customer’s pickup
demand, ’D’ corresponds to customer’s delivery demand, ’VO’ corresponds to vehicle’s origin depot, ’VD’ corresponds to vehicle
destination depot, and ’O’ corresponds to the virtual node. The number i preceded by the alphabet denotes either the ith
depot or ith customer. The solid lines show the optimal solutions which are cycles, and dashed lines show either vehicle or
customer’s association, and dotted line show the virtual edges whose edge costs are zero. The empty circles are pick-up nodes,
the gray circles are delivery nodes, empty squares are origin depot nodes, and the gray square are destination depot nodes.
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(a) n = 12, k = 1, q = 3
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(b) n = 15, k = 1, q = 3
Figure 8: An illustration of the sub-optimal solutions (right) with guaranteed 2% MIP gap generated using the IQP formulation
where customers’ demands (left) were acquired from a real-world yellow cab data during 00 : 00 − 01 : 00 on 01/01/2013 from
New York City. Notice that for each simulation the vehicle’s origin and destination depots were chosen at random and coincide
with one another. Solutions from the state-of-the-art MILP formulations were not displayed since no feasible solution was found
within the maximum solving time of 10 minutes.
16
-74.02 -74 -73.98 -73.96 -73.94 -73.92
longitude
40.72
40.74
40.76
40.78
40.8
40.82
40.84
la
tit
u
d
e
customers’ pickup-delivery pair
1P
1D
2P
2D
3P
3D4P
4D
5P
5D
6P
6D
7P
7D
8P
8D9P
9D
10P
10D
11P
11D
12P
12D
13P
13D
14P
14D
15P
15D
16P
16D
17P
17D
18P
18D
vehicle depot (O&D)
pickup
delivery
association
solution tour (cycle)
(a) n = 18, k = 2, q = 2
Figure 9: An illustration of the sub-optimal solutions (right) with guaranteed 2% MIP gap generated using the IQP formulation
where customers’ demands (left) were acquired from a real-world yellow cab data during 00 : 00 − 01 : 00 on 01/01/2013 from
New York City. Notice that for each simulation the vehicle’s origin and destination depots were chosen at random and coincide
with one another. Solutions from the state-of-the-art MILP formulations were not displayed since no feasible solution was found
within the maximum solving time of 10 minutes.
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where β0 = γ. The proof of Proposition B.2 depends on the following proposition.
Proposition B.1. Let βi be defined as in (B.1). if β0 ≥ 1 then βi >
√
β20−1+β0
2 for all i ≥ 0.
Proof of Proposition B.1. We prove this proposition by induction. Notice that
√
β20 − 1 ≥ 0, it is obvious
that
0 ≤
√
β20 − 1 + β0
2
< β0
Assume βk >
√
β20−1+β0
2 where k ≥ 0, and we need to show βk+1 >
√
β20−1+β0
2 . By (B.1), we have:
βk+1 = β0 − 1
4βk
> β0 − 1
2
√
2β20 − 1 + 2β0
=
2β0
√
2β20 − 1 + 2β20 − 1
2
√
2β20 − 1 + 2β0
=
√
β20 − 1 + β0
2
.
The proof of Proposition B.3 depends on the following proposition.
Proposition B.2. For each  > 0, β0 ≥ 1 +  implies
β0 − 1
4β0
− lim
l→∞
l∑
i=1
1
4i+1βi
∏i−1
j=0 β
2
j
> 0. (B.2)
with βi defined as in (B.1).
Proof of Proposition B.2. Consider β0 > 1. Based on Proposition B.1, for each i ≥ 1 we have:
βi >
√
β20 − 1 + β0
2
=
1
2
+
√
β20 − 1 + β0 − 1
2
.
Let τ :=
√
β20−1+β0−1
2 , then τ > 0 and βi >
1
2 + τ > 0. For the sake of convenience, let us define a sequence
(Pn)
∞
0 by
Pi+1 = Pi
1
4βiβi+1
, i = 0, 1, . . . , with P0 =
1
4β0
Since Pn > 0 for each n, it suffices to show that (B.2) holds as l → +∞. Notice that 4βiβi+1 > (1 + 2τ)2,
then for i > 0, Pi < P0
1
(1+τ)2 . Thus we have:
lim
l→∞
l∑
i=1
Pi < P0
(
1 +
1
(1 + 2τ)2
+
1
(1 + 2τ)4
+ . . .
)
= lim
k→+∞
P0
1×
(
1−
(
1
(1+2τ)2
)k)
1− 1(1+2τ)2
= P0
(1 + 2τ)2
(1 + 2τ)2 − 1 .
Hence,
β0 − 1
4β0
− lim
l→∞
l∑
i=1
1
4i+1βi
∏i−1
j=0 β
2
j
> β0 − 1
4β0
(1 + 2τ)2
(1 + 2τ)2 − 1 .
We note that β0− 14β0
(1+2τ)2
(1+2τ)2−1 > 0 implies (B.2). Also, by substituting τ with the function of β0, it can be
verified that if β0 > 1 then β0 − 14β0
(1+2τ)2
(1+2τ)2−1 > 0, which provides our sufficient condition.
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We have verified though a suite of numerical simulations that β0 can be set as low as 1, for which (B.2)
holds for l up to 5× 107.
The proof of Lemma 4.5 depends on the following proposition.
Proposition B.3. For a given symmetric cost matrix matrix C ∈ Rv×v that is positive semi-definite, if
γ > 1 then Q  0.
Proof of Proposition B.3. Consider a real square matrix Γi:
Γi =
[
Ai bi
b>i Di
]
We note that by Proposition A.5 (PSD test using Schurs complement), Γi  0 if and only if Ai  0 and
Di − b>i A−1i bi  0. Let us define a sequence of matrices recursively by
Γi+1 := Di − b>i A−1i bi,
where Γ0 := Q. We note that i ∈ {0, 1, . . . , nk − 1}. Then it is a routine to verify that for each i
Γi =

βiC C/2 0 · · · 0 (−1)i C2i+1∏i−1j=1 βj
C>/2 βiC C/2 0 · · · 0
0 C>/2
. . .
. . .
. . .
...
...
. . .
. . .
. . . C/2 0
0 · · · 0 C>/2 βiC C/2
(−1)i C>
2i+1
∏i−1
j=1 βj
0 · · · 0 C>/2 C
(
β0 − 14β0 −
∑i−1
l=1
1
4l+1βi
∏l−1
j=0 β
2
j
)

where Ai = βiC, bi =
[
C/2, 0, · · · 0, (−1)i C
2i+1
∏i−1
j=1 βj
]
, and Di is the block matrix from the bottom left.
Noting that C is symmetric, and after applying the Schur’s complement recursively, it can be verified that
Q  0 if and only if Ai  0 for all i ∈ {0, 1, . . . , nk − 1} and Γnk−1  0. Since βi > 0 implies Ai  0, we only
need to show that for a given condition Γn
k−1 is positive semi-definite. Since
Γn
k−1 = C
β0 − 1
4β0
−
n
k∑
i=1
1
4i+1βi
∏i−1
j=0 β
2
j
 ,
for each C  0, and γ = β0 > 1, by the Proposition B.2, Γnk−1  0, which completes the proof.
Proof of Lemma 4.5. For the first part of the proof, we consider γ = 0. By plugging in γ = 0 in (20), we
obtain:
Q|γ=0 =

0 C/2 0 · · · 0 C/2
C>/2 0 C/2 0 · · · 0
0 C>/2
. . .
. . .
. . .
...
...
. . .
. . .
. . . C/2 0
0 · · · 0 C>/2 0 C/2
C>/2 0 · · · 0 C>/2 0

︸ ︷︷ ︸
v blocks
(B.3)
which we denote by Q0. We note again that
trace(C>X>A0X) = x>Q0x+ x>Dx− x>Dx = x>(Q0 +D)x− d>x
where d is a vector such that, D = diag(d). We apply the Corollary A.4 multiple times to Q0+D directly to
find condition for D which makes all the eigenvalues of the matrix sum non-negative. For each i = 1, . . . , v,
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and i = v2 − v + 1, v2 − v + 2, . . . , v2, we can apply Corollary A.4 to obtain the condition to ensure that
non-negativity of the eigenvalue. For each row: di ≥
∑v
j=1 cij , and for each column: di ≥
∑v
j=1 cji. By
combining the two conditions, we have
di ≥ min

v∑
j=1
cij ,
v∑
j=1
cji.
 , i = 1, . . . , v, v2 − v + 1, v2 − v + 2, . . . , v2.
Now for each i = v + 1, v + 2, . . . , v2 − v, it must be that
di ≥
∑v
j=1 cij +
∑v
j=1 cji
2
.
This completes the proof for the first part of the lemma. For the second part of the proof we consider γ > 1
and D = 0. Then, by the given conditions, the 2nd argument is immediate by the Proposition B.3.
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