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3Abstract
String theory is known to be one of the most promising candidates for a unified description
of all elementary particles and their interactions. Starting from the ten-dimensional heterotic
string, we study its compactification on six-dimensional orbifolds. We clarify some impor-
tant technical aspects of their construction and introduce new parameters, called generalized
discrete torsion. We identify intrinsic new relations between orbifolds with and without (gen-
eralized) discrete torsion. Furthermore, we perform a systematic search for MSSM-like models
in the context of
 
6-II orbifolds. Using local GUTs, which naturally appear in the heterotic
brane world, we construct about 200 MSSM candidates. We find that intermediate SUSY
breaking through hidden sector gaugino condensation is preferred in this set of models. A
specific model, the so-called benchmark model, is analyzed in detail addressing questions like
the identification of a supersymmetric vacuum with a naturally small µ-term and proton de-
cay. Furthermore, as vevs of twisted fields correspond to a resolution of orbifold singularities,
we analyze the resolution of
 
3 singularities in the local and in the compact case. Finally, we
exemplify this procedure with the resolution of a
 
3 MSSM candidate.
3
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Chapter 1
Introduction
1.1 Motivation
The General Idea of Unification
Why do we think that string theory might be relevant for describing high energy physics?
One answer is unification. Unification is a concept to describe as many aspects of nature as
possible within one consistent framework in order to reveal their common origin. In other
words, a small, consistent set of physical laws should reproduce many observations, which at
best come from various areas of physics and did not seem to be connected before. This is one
of the guiding principles in physics.
The history of physics provides many examples for unification. For example, Isaac Newton
successfully described the gravitational force here on earth and the attraction of celestial
objects by the same physical laws. Nowadays, it seems obvious to most people that these
two forces have a common origin, but we must remember the different distance scales. It is
a huge scientific step to project laws measured in small scales here on earth to the scale of
the solar system. Another prominent example for unification can be found in the theory of
electromagnetism by James Maxwell. Guided by experimental evidence, this theory unifies
electric and magnetic forces within the framework of the so-called Maxwell equations. Finally,
one can interpret Albert Einstein’s theory of gravity as a kind of unification, not of different
forces, but as a unified description of different aspects of nature: Einstein succeeded in unifying
Newton’s gravity with the observation that the speed of light is constant for any observer. His
theory changed the physicists’ view of nature radically, since space and time are from these
days on not just a static framework for the description of nature, but they are dynamical
quantities of the theory by themselves. These examples lead us to the hope that unification
of physical theories will continue in the future.
The Standard Model of Particle Physics
Additional to the historical motivation for unification, we have several hints towards unifica-
tion in some areas of particle physics today. High energy particle physics can be described
successfully by the so-called Standard Model (SM). The Standard Model of particle physics
is a quantum field theory that describes three of the four known fundamental interactions
between all known elementary particles, the fundamental constituents of matter.
In this framework, all particles are point-like and the fundamental forces are mediated by
the exchange of so-called gauge bosons, bosonic particles with spin 1, see figure (1.1a). The
interactions are best understood in terms of the gauge group GSM = SU(3)C×SU(2)L×U(1)Y ,
describing the internal gauge symmetry of the theory. Each group factor is related to a funda-
mental interaction: the SU(3)C describes quantum chromodynamics (QCD), i.e. the theory
of strong interactions, by the exchange of eight (massless) gauge bosons: the gluons. The last
1
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Figure 1.1: Electron-positron annihilation in the case of (a) QED and (b) string theory.
two gauge group factors SU(2)L ×U(1)Y (where U(1)Y is named hypercharge) correspond to
the electroweak theory, as they combine a quantum version of Maxwell’s electromagnetism
(known as quantum electrodynamics, or in short QED) with the weak force in a unified way.
The associated interactions are mediated by the (massless) photon γ and three (massive)
gauge bosons, denoted by W± and Z. However, the fourth fundamental interaction, gravity,
cannot be incorporated in this theory.
The elementary particles describing matter are fermions (with spin 1/2). They can be
characterized by their charges with respect to the three interactions (i.e. by their transforma-
tion properties under SU(3)C ×SU(2)L×U(1)Y gauge transformations in terms of irreducible
representations). In detail, the matter fermions and their representations are
(3,2)1/6 + (3,1)−2/3 + (3,1)1/3 + (1,2)−1/2 + (1,1)1 .
↓ ↓ ↓ ↓ ↓
q u¯ d¯ ` e¯
(1.1)
where q = (u, d) and ` = (ν, e) 1. Since neutrinos are found to be extremely light but massive,
a right-handed neutrino (1,1)0 is often assumed to exist in addition, which can explain the
neutrino mass scale by the so-called see-saw mechanism. The particles of eqn. (1.1) are said
to form one family (or generation) of quarks (q, u¯, d¯) and leptons (`, e¯). The Standard Model
contains three such families of quarks and leptons with the same charges but different masses.
The SM matter spectrum is chiral , i.e. left- and right-handed fermions transform differ-
ently under gauge transformations. A chiral spectrum has the potential to cause an incon-
sistency of the theory if quantum corrections violate a classical symmetry. This is called an
anomaly . Anomalies can be seen from one-loop Feynman diagrams. In the case of the Stan-
dard Model, so-called one-loop triangle diagrams can potentially violate the gauge symmetry
GSM depending on the fermionic matter content of the theory, see figure (1.2). However,
luckily each generation of quarks and leptons is anomaly free by itself. Thus, the Standard
Model is anomaly-free. Yet a deeper origin for this is unknown.
Beside an explanation for the interactions between the fundamental particles, the Standard
Model contains a mechanism to give them masses: the so-called Higgs mechanism. The mass
of a fundamental particle is generated by its interaction with a scalar boson, the so-called
Higgs boson φ, transforming in the representation (1,2)1/2. It has a non-trivial potential
V (φ) = µ2φ†φ + λ(φ†φ)2 with µ2 < 0 and λ > 0. By minimizing this potential, the Higgs
develops a vacuum expectation value (vev) 〈φ〉 = v =
√
−µ2/λ. Consequently, the W± and
1Note that we use the convention to write right-handed fermions in terms of left-handed ones, transforming
in the complex conjugate representation. For example, the right-handed up-quark transforming as (3, 1)2/3 is
expressed by its complex conjugate, denoted by u¯. Thus, all fields in eqn. (1.1) are left-handed.
2
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Figure 1.2: Example for a possible U(1)3Y (U(1) − gravity − gravity) anomaly. A coupling
between three U(1)Y gauge bosons (one gauge boson and two gravitons) is not consistent with
the gauge symmetry. It could however be generated by quantum corrections corresponding
to the first (second) triangle diagram, where all charged fermions of the theory run in the
loop. The amplitude of this diagram and therefore the anomaly is proportional to
∑
f Y
3
f = 0
(
∑
f Yf = 0). Consequently, U(1)Y is anomaly-free.
Z bosons get massive and the gauge symmetry breaks GSM → SU(3)C ×U(1)em yielding the
U(1)em responsible for QED
2. Furthermore, quarks and leptons acquire masses proportional
to the Higgs’ vev and to their individual interaction strengths with it (the so-called Yukawa
coupling constants).
The Standard Model has been tested extensively by experiments yielding excellent agree-
ment between the predictions and observations. However, the Higgs boson - a fundamental
ingredient - has not been observed yet.
Running of the Coupling Constants and Grand Unified Theories
But where does unification enter? The Standard Model by itself successfully unifies QED
with the weak interaction by the SU(2)L ×U(1)Y group structure and the Higgs mechanism.
However, the electroweak force is still described by two group factors and hence by two
interaction strengths, also called gauge coupling constants. But we know from experiment
and from theory that these “constants” in fact depend on the energy scale at which they
are measured. This is a generic feature of quantum field theories, known as the running of
coupling constants. The running is specified by the renormalization group equations (RGEs)
which depend on the complete charged spectrum. It turns out, that within the Standard
Model, even though the three coupling constants associated to the three group factors are
very different at the electroweak scale of about 100GeV, their values evolve in such a way
that they (nearly) meet at 1014 − 1015GeV, see figure (1.3a).
It seems natural to assume that at the energy scale, where the gauge couplings meet, the
interactions themselves are unified such that they are all described by just one gauge group
factor and one coupling constant. This scenario is called grand unification (or GUT for grand
unified theory). However, a GUT does not only unify the interactions, but automatically also
quarks and leptons. The single, unified interaction is specified by the GUT gauge group and
the matter by its irreducible representations. The most prominent GUT gauge groups, which
we will discuss now in some detail, are SU(5) and SO(10).
2We use the convention that the electric charge associated to U(1)em is given by Q = Y +T3L, see eqn. (1.1).
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Figure 1.3: Schematic plot of the gauge coupling unification in the case of (a) the Standard
Model and (b) the MSSM. For the SM the couplings nearly meet at a GUT scale of about
1014 − 1015 GeV, while for the MSSM the GUT scale is at about 3× 1016 GeV.
SU(5) GUT
Starting with SU(5), one family of quarks and leptons is contained in a 10- and a 5-plet [1,2].
In order to see that these representations can incorporate one family, we take a look at the
breaking SU(5) → GSM and the resulting decomposition of the SU(5) representations
10 → (3,2)1/6 + (3,1)−2/3 + (1,1)1 and 5→ (3,1)1/3 + (1,2)−1/2 . (1.2)
Thus, the 10-plet contains q, u¯ and e¯, while the 5-plet comprises d¯ and `.
It is very important to note that GSM fits into SU(5) such that the hypercharge U(1)Y is
determined uniquely up to an overall normalization. In other words, the SU(5) GUT gives a
possible explanation for the observed quantization of (hyper)charges of quarks and leptons.
Additionally to the matter representations, we have to incorporate the SM Higgs (1,2)1/2
into the SU(5) theory. The smallest SU(5) representation containing a (1,2)1/2 is the 5-
plet. This, however creates a new problem, the so-called doublet-triplet splitting problem.
The reason is that the Higgs 5-plet contains an additional color-triplet (3,1)−1/3 which can
mediate fast proton decay, see figure (1.4a). Therefore, it must be extremely heavy in order
to suppress this process and to extend the proton’s lifetime above the current experimental
bounds. The Higgs doublet, on the other hand, has to be light in order to provide the correct
scale of the µ-term in the Higgs potential. Conventional GUT theories generically suffer under
this problem and do not provide a convincing solution.
Furthermore, the breaking of the GUT gauge group SU(5) down to the SM can be achieved
by a Higgs mechanism, where the GUT breaking scalar Higgs boson resides in an adjoint
representation 24. As the 24 contains a SM singlet (1,1)0, its vev can induce the desired
gauge symmetry breaking. However, also here one has to take care of proton decay: when we
break the SU(5) gauge group using the scalar Higgs in the 24 there are massive vector bosons
(in the representations (3,2)−5/6 and (3,2)5/6, named leptoquarks X and Y ), beside the
massless ones of the SM gauge group, which can mediate fast proton decay, see figure (1.4b).
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SO(10) GUT
In the case of SO(10) GUTs one complete family is comprised in a 16-dimensional spinor
representation of SO(10) [3,4]. Since SO(10) contains SU(5), we can write one family of quarks
and leptons as 16 → 10+5+1. The additional SU(5) singlet 1 contained in the 16-plet can
be interpreted as a right-handed neutrino (1,1)0. The SM Higgs resides in a 10-dimensional
vector representation of SO(10) which reads, in terms of SU(5)-plets, 10 → 5+5. Therefore,
SO(10) GUTs naturally unify one SM family in one 16-plet and predict the existence of
right-handed neutrinos. Furthermore, the Standard Model Higgs is contained in a 10-plet,
thus SO(10) distinguishes between the representation for bosons (10) and the one for fermions
(16). However, also SO(10) suffers under the notorious problems of proton decay and doublet-
triplet splitting
Further GUTs
There are further GUTs, like Pati-Salam SU(4)C × SU(2)L × SU(2)R, flipped SU(5) (where
electromagnetism U(1)em sits partially in an additional U(1)X ) and trinification SU(3)C ×
SU(3)L × SU(3)R. However, the GUT which fits very nice into the series SO(10) → SU(5) →
GSM is equipped with the exceptional group E6. The fundamental representation of E6 is
the 27-plet that can be decomposed into SO(10) representations as 27 → 16 + 10 + 1. Its
relevance will become clear later when we discuss supersymmetric GUTs.
The Minimal Supersymmetric Standard Model (MSSM)
Up to now we have discussed how the idea of unification can be used to partly unify the
matter content of the Standard Model and their gauge interactions by means of GUTs. It is
further possible to use unification to describe fermions and bosons within a unified framework,
called supersymmetry (SUSY). In other words, bosons and fermions are no longer distinct,
but they are related by a symmetry transformation
Q|boson〉 = |fermion〉 and Q|fermion〉 = |boson〉 , (1.3)
where Q (a two-component Weyl spinor) denotes the generator of the transformations, the
so-called supercharge. The parameter associated to an infinitesimal SUSY transformation Q
is denoted by ε, a two-component anticommuting number, which is constant for global SUSY.
The number of supercharges determines the number N of supersymmetries, where in the case
of the MSSM we have N = 1.
d d d d
q ` q
X
`
3H 3H
(a) (b)
q q u d¯
Figure 1.4: Example for proton decay channel p→ pi0 + e¯ by effective dimension 6 operators:
(a) rapid proton decay mediated by a Higgs color-triplet. (b) proton decay by the mediation
of an X boson. The couplings correspond to the terms u¯†Xq and `†Xd¯ originating from the
covariant derivative in the kinetic terms.
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Figure 1.5: Overview of the structure of the supersymmetric particle spectrum of the MSSM.
The new SUSY partners are highlighted in blue.
Beside aesthetical reasons, the main intention to introduce supersymmetry into the Stan-
dard Model is to stabilize the Higgs mass from huge radiative corrections due to quadratic
divergencies. This is the so-called hierarchy problem of the Standard Model: why is the
electroweak scale so small compared to the cut-off scale (e.g. the GUT scale) entering the
quadratic divergencies? If one introduces scalar partners for all chiral fermions such that each
scalar has the same mass as its partner-fermion and the couplings of the scalars are chosen
appropriately, then the radiative corrections to the Higgs mass vanish. The origin of the
scalar partners can be explained by SUSY.
For a complete supersymmetric theory not only the fermions are accompanied by so-called
superpartners, but also the gauge bosons and the Higgs, see figure (1.5). One can arrange the
particles and their SUSY partners into so-called supermultiplets, such that any supersymmetry
transformation maps a supermultiplet to itself. For example, in the case of global N = 1
supersymmetry, the most important supermultiplets are the chiral multiplet and the vector
multiplet. For N = 1 in 4d there exists a nice representation of these supermultiplets: in the
superspace formulation the four-dimensional space-time is extended by four anticommuting
coordinates θ and θ¯ transforming as two-dimensional Weyl spinors. Then, the supermultiplets
can be expressed as superfields, i.e. fields depending on the coordinates xµ, θ and θ¯. In this
formulation, a chiral multiplet is represented by a so-called chiral superfield φi containing a
scalar ϕi, a Weyl spinor ψi and an auxiliary field Fi
3. The degrees of freedom of a vector
superfield Va are a gaugino λa, a gauge boson A
µ
a and an auxiliary field Da (in the Wess-
Zumino gauge).
Since the bosonic Higgs has now a fermionic partner (the Higgsino), the new fermionic
spectrum could be anomalous. Therefore, and in order to give masses to both up- and down-
type quarks, we need a second Higgs multiplet (1,2)−1/2.
The so-called superpotential W(φi) is a holomorphic function of chiral superfields φi. In
terms of the component fields (ϕi, ψi, Fi) of φi the superpotential yields Yukawa interactions
ψiψjϕk and contributes to the scalar potential V (ϕi) ⊃
∑
j |Fj |2 =
∑
j |∂W(ϕi)/∂ϕj |2. Ad-
ditional contributions to V (ϕi) arise from the D–terms Da of the vector superfields. Then,
the full scalar potential reads
V (ϕi) =
∑
j
|Fj |2 +
∑
a
|Da|2 . (1.4)
The value of the scalar potential at its minimum gives the cosmological constant and there-
fore defines the cosmological model. If 〈V 〉 > 0, the universe is de Sitter with accelerating
expansion. If 〈V 〉 = 0, the universe is Minkowskian. The third possibility 〈V 〉 < 0 yielding
3Auxiliary fields are introduced such that the SUSY algebra closes off-shell. They have no kinetic terms.
Hence, they do not propagate and they are not dynamical degrees of freedom. They can be eliminated be
solving their equations of motions leading to the on-shell formulation of the SUSY algebra.
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an anti de Sitter space, in which the universe immediately collapses, is obviously not possible
in global SUSY. Observations indicate that the cosmological constant is tiny and positive.
If supersymmetry is exactly realized in nature, all particles and their corresponding su-
perpartners must have the same mass. For example, the fermionic electron and the bosonic
selectron only differ by their spin, but share the same mass of 511 keV. Since neither the se-
lectron nor the other superpartners have been observed yet, supersymmetry must be broken.
This breaking should yield a mass-splitting of the different components of the supermultiplets
in order to explain the absence of superpartners. However, the breaking should be such that
SUSY remains a solution to the hierarchy problem, one consequence being that the scale of
SUSY breaking should be of the order MSUSY ≈ 1 TeV, the new cut-off scale for the SM.
This can be achieved by inserting special terms to the theory that explicitly break SUSY, but
do not induce quadratic divergencies in the Higgs mass. This scenario is called softly broken
supersymmetry. It can be realized for example by non-vanishing vevs of the auxiliary fields
Fi and Da leading to so-called spontaneous supersymmetry breaking.
There is additional (theoretical) evidence for supersymmetry. In a theory with low-energy
supersymmetry (with a breaking at about 1 TeV) the gauge couplings evolve differently due
to the presence of the superpartners, such that they meet at about 3× 1016 GeV in the case
of the MSSM [5]. Therefore, one can say that supersymmetric theories support the idea of
GUTs. Note that a supersymmetric E6 GUT with 27-plets has the additional interpretation
of a family-Higgs unification, as the Higgs and the SM families both reside in chiral multiplets.
R-Parity and Matter Parity
Supersymmetric theories often contain so-called R-symmetries, i.e. symmetries that do not
commute with supersymmetry, such that the components within one supermultiplet transform
differently under the R-symmetry. In the case of the MSSM, there is a discrete R-parity
defined by R = (−1)3B+L+2s (with baryon number B, lepton number L and spin s), see [6]
for a review on R-parity. “Ordinary particles” (like quarks, leptons and Higgses) have an
R-charge +1 and superpartners −1. R-parity is conserved. Therefore, superpartners need to
be created in pairs such that the lightest supersymmetric particle (the LSP) with R = −1
is stable and serves as a candidate for Dark Matter (for example the neutralino, a mixture
of Higgsinos and gauginos, singlet of SU(3)C × U(1)em). In addition, R-parity forbids the
“unwanted” terms u¯d¯d¯, ``e¯ and q`d¯ in the renormalizable superpotential which induce rapid
proton decay, while it allows for the “wanted” Yukawa couplings and the µ-term. Thus, B and
L are conserved at the renormalizable level and consequently the proton is (rather) stable.
On the other hand, matter parity P forbids and allows the same terms as R-parity4. It is
defined by P = (−1)3(B−L), such that the matter superfields are odd (P = −1) and the Higgs
and gauge superfields are even (P = 1). It is a discrete
 
2 subgroup of U(1)B−L, where the
breaking U(1)B−L → P can be induced by vevs of SM singlets, denoted by χ, with B − L
charges 3(B − L) = 0 mod 2, or equivalently (B − L) = 0 mod 2. Note that the see-saw
mechanism requires this breaking, as the right-handed neutrino (a SM singlet) is charged
with respect to B −L (with a B −L charge of −1). Explicitly, in the presence of B −L, the
Majorana mass term of the right-handed neutrino, denoted by n¯, originates from the coupling
n¯ n¯ χ ⇔ (1,1)(0,−1)(1,1)(0,−1)(1,1)(0,2) (1.5)
and χ acquires a (large) vev breaking U(1)B−L to matter parity (R-parity).
4Hence, we will refer to R-parity and matter parity without distinction.
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Supergravity
GUTs and SUSY are very appealing, but still do not contain the fourth force, gravity. As
the name suggests, supergravity (SUGRA) [7, 8] tries to address this issue (for a review, see
e.g. [9]). The main assumption for SUGRA is that the parameter ε of SUSY transformations
becomes space-time dependent, i.e. ε = ε(x), such that SUSY becomes a local symmetry.
The gauge field of local SUSY turns out to be a spin 3/2 fermion, the so-called gravitino.
Its superpartner is the graviton, the spin 2 messenger of the gravitational force. Both, the
graviton and the gravitino, are combined in the so-called supergravity multiplet, where the
number of gravitinos is in general equal to the number N of supersymmetries.
N = 1 supergravity theories are described by the superpotential W(φi), the Ka¨hler po-
tential K(φi, φ†i ) entering the scalars’ kinetic energies and the gauge kinetic function f(φi)
yielding the gauge coupling constant Ref(φi) = 1/g
2. Unlike the case of global SUSY, the
scalar potential can have a minimum with an anti de Sitter space-time, i.e. with negative
energy,
V (ϕi, ϕ∗¯j ) = e
K
(
(DiW)(Dj¯W)Gij¯ − 3|W|2
)
, (1.6)
where Di is the covariant derivative, G
ij¯ the inverse hermitian metric and MPl = 1. Further-
more, the contributions from the D-terms have been neglected.
However, SUGRA is non-renormalizable, because the gravitational coupling is a dimen-
sionful quantity. Therefore, one thinks that SUGRA does not serve as a good candidate of
an ultraviolet complete theory of gravity and the Standard Model interactions. Nevertheless,
SUGRA theories are of great importance, as they describe the low-energy effective theories
obtained from string theory.
Extra Dimensions and Kaluza-Klein
Initially, extra dimensions were introduced in order to unify gravity and electromagnetism by
the compactification of a five dimensional theory of pure gravity on a circle, see figure (1.6).
This toy theory revealed important results common to most theories with extra dimensions:
when a d-dimensional theory is compactified on a compact internal space Md−4 times a four-
dimensional Minkowski space M3,1, a field ϕ(x
M ) factorizes into two parts, one living solely
on M3,1 and another one on Md−4, i.e. ϕ(xM ) =
∑
j αj(x
µ)βj(y
i) where M = 1, . . . , d and
i = 1, . . . , d − 4. From the 4d point of view, the massless fields (the zero modes) arise from
the harmonic fields on the compact space, i.e. ∆βj = 0. In addition, there is an infinite tower
of massive states, the so-called Kaluza-Klein tower, with masses proportional to the inverse
compactification radius, i.e. mn ∼ n/R and n ∈   . For an illustration see figure (1.7a).
Consequently, if the compactification radius is small, the masses of the Kaluza-Klein fields
can be very high such that they cannot be detected.
Figure 1.6: Five dimensional space, where the fifth dimension is compactified on a circle: the
plane corresponds to our four-dimensional space-time M3,1 and a small circle is attached to
every point of M3,1.
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n = 2
n = 0
n = 4
R
Figure 1.7: Two interpretations of this illustration: (a) Compactifying a field on a circle of
radius R yields the zero mode with n = 0 and massive Kaluza-Klein states, e.g. with n = 2, 4.
Later, for the section on strings: (b) All elementary particles are supposed to correspond to
the same string but with different excitations, e.g. n = 0, 2, 4.
String Theory and Unification
String theory is a promising candidate for a quantum theory of gravity unified with the
description of all forces. In detail, it is known that the low-energy effective theory of string
theory necessarily contains Einstein’s theory of gravity. Furthermore, gauge theories with
chiral matter spectra appear naturally from string theory. These theories are automatically
free of anomalies, the reason being the internal consistency of the two-dimensional description
of string theory. In addition, extra dimensions and supersymmetry arise naturally in string
theory. Thus, string theory incorporates the most prominent unification mechanisms.
Unlike the point-like particles in quantum field theories, strings are extended one-dimen-
sional objects. As they propagate through d-dimensional space-time they sweep out a two-
dimensional surface, the world sheet, see figure (1.1b). This is analogously to a point particle
running along its world line. Strings can be either closed or open, where the end-points of
open strings are attached to so-called D-branes, multi-dimensional physical objects. String
theories with open strings necessarily contain closed strings, since open strings can merge
yielding closed ones. The converse is not true: string theories with closed strings only can be
consistent - they do not need open strings.
Sting theory is described by a two-dimensional quantum field theory on the world sheet
with bosonic and fermionic fields. They are related by two-dimensional supersymmetry. From
the world sheet point of view, the (bosonic) string coordinates are fields on the world sheet
taking values in the so-called target space. The target space is interpreted as a d-dimensional
space-time which should give rise to our observable four-dimensional world. However, consis-
tency of the world sheet field theory restricts the number of target space dimensions to d = 10,
i.e. there are ten world sheet bosons. One possibility to relate the ten-dimensional theory to
our world is to assume that six string coordinates are restricted to take values in a compact
space only. In other words, six spatial dimensions are compactified. If the compact space
is small, these extra dimensions are not accessible from the low-energy 4d point of view. In
addition, it is known that the compactification can in principle provide us with explanations
for various aspects of the MSSM, like the amount of supersymmetries in 4d, the gauge group,
the matter representations of one family and the number of families.
There are five consistent string theories in ten dimensions that could describe our world.
They are: type I, type IIA, type IIB, heterotic E8 × E8 and heterotic SO(32). Let us briefly
9
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list some of their properties. All string theories contain closed strings, related to the fact that
the graviton is a closed string. In addition, type I and IIA/B contain open ones. The strings
of type I are unoriented and those of the other theories are oriented. Both type II theories
have N = 2 supersymmetry in 10d, while the others have N = 1. The type I string theory
has an SO(32) gauge group in 10d and the heterotic string theories have an E8×E8 or SO(32)
gauge symmetry.
The five string theories are related by a web of dualities. T-duality relates for example one
theory compactified on a circle with radius R to another theory compactified on a circle with
radius 1/R, for example in the case of type IIA and IIB. On the other hand, S-duality relates
the weak coupling limit of one theory to the strong coupling limit of the other, for example
heterotic SO(32) is related to type I and type IIB to itself. The existence of these and further
dualities lead to the picture that all string theories are limits of one unique underlying theory,
called M-theory. Its low-energy effective theory can be described by 11 dimensional SUGRA,
but the real nature of M-theory is not yet understood: there are proposals - for example
Matrix models.
The Heterotic String and Orbifold Compactifications
The heterotic string theory [10,11] is special in the sense that it is the only string theory with
solely closed strings. In ten-dimensional space-time it is equipped with N = 1 supersymmetry
and an E8 × E8 or SO(32) gauge group. Having the aim of unification in mind, we want to
relate it to the MSSM in 4d. Thus, six spatial dimensions have to be compactified.
Heterotic orbifold compactifications [12,13] provide an easy, geometrical compactification
scheme. Since the orbifold space is flat everywhere except for isolated singularities at the
so-called fixed points, it is possible to perform direct string computations. However, in its
simplest construction, heterotic orbifolds generically lead to four-dimensional theories with a
huge gauge group (like E6 in the standard embedding) and a large number of families (for
example a net number of 27 27-plets). With the development of Wilson lines [13, 14] in the
context of heterotic orbifolds, one has an easy tool to break the gauge symmetry and to reduce
the number of families. Within a few years the construction was so well understood that
 
3
orbifolds were constructed with the Standard Model gauge group and three generations of
quarks and leptons plus vector–like exotics [15–23]. On the other hand, the compactification
on more complicated
 
N or
 
N ×   M orbifolds was neglected for a long time, with the result
that their construction was not fully clarified up to now. For example, the modular invariance
conditions for
 
N or
 
N ×   M orbifolds and the construction of orbifold invariant states were
only partially under control.
The rank of the gauge group is not reduced by a conventional orbifold compactification,
such that there are many unwanted extra U(1) factors. However, two approaches have been
developed in the past to address this issue. First of all, the presence of an anomalous U(1),
which is canceled by terms coming from the 10d Green-Schwarz mechanism [24], induces a
Fayet-Iliopoulos D–term in heterotic orbifolds [25, 26]. In order to retain supersymmetry
(i.e. D = 0) some fields need to develop large vevs canceling this Fayet-Iliopoulos D–term.
These vevs induce a Higgs mechanism, such that the gauge group breaks (including a rank
reduction) and some vector-like matter gets massive and therefore decouples. Secondly, the
so-called rotational embedding [27] can lower the rank.
Very early it was realized that there exists a vast number of string compactifications [28]
each serving as a vacuum of the theory. From the string perspective, it seems that they are
10
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SU(6)×SU(2)
SU(6)×SU(2)
SO(10)
SU(4)2
Figure 1.8: Visualization of two extra dimensions in the case of the heterotic brane world.
The bulk gauge group is in general E8×E8. At the singular points of the corners it is broken,
such that there are local GUTs residing at the singularities. The 4d gauge group, being the
common intersection of the local ones, is SU(3)C × SU(2)L ×U(1)Y .
all equivalent, i.e. no vacuum is preferred to another. The MSSM is assumed to be just
one of the possible vacua. This has recently lead to the notion of the landscape of string
vacua [29], with the aim of making “predictions” from string theory by statistical analyses of
the landscape. However, the actual meaning of the string landscape seems unclear.
The interest in heterotic orbifolds was renewed due to the so-called orbifold GUTs, field
theories in 5d [30,31] or 6d [32,33] compactified on one or two-dimensional orbifolds, respec-
tively. They combine the benefits of GUTs (like the unification of quarks and leptons) while
they have the potential to avoid their problems (for example the doublet-triplet splitting prob-
lem). The heterotic brane world is a stringy realization of this scenario, where local GUTs
reside on fixed points and fixed tori [34–41], see figure (1.8). This concept of local GUTs has
turned out to be one of the best guidelines for connecting the heterotic string theory to the
MSSM.
1.2 Outline
The outline of this thesis is as follows:
Chapter 2 is devoted to an accessible introduction to heterotic orbifold compactifications.
It starts with a detailed discussion on the geometrical construction of orbifold spaces. Then,
after fixing the notation for the heterotic string theory, we explain the compactification of
strings on orbifolds. These sections are rather technical, the reason being that the construction
of physical states on orbifolds and the modular invariance conditions for the input parameters
of the compactification were incomplete in the literature before. The general discussion is
followed by various examples (
 
3,
 
3 ×   3,   6-II and   2 ×   2) which will be relevant in the
following chapters. Special focus lies on
 
6-II. In the next section, we briefly present the
results of a classification of
 
N orbifolds for the SO(32) heterotic string, published in [42].
We conclude this chapter with the string selection rules for allowed Yukawa couplings. After
explaining the selection rules, which can be understood as symmetries of the superpotential,
we briefly comment on discrete anomalies, published in [43]. Finally, we clarify some open
questions about the so-called γ selection rule.
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In chapter 3, we explain and generalize the concept of discrete torsion in the context
of heterotic orbifolds. The results presented here have been published in [44]. The chap-
ter starts with an unknown observation about inequivalent
 
N ×   M orbifold models, i.e.
 
N ×   M models whose shifts differ by lattice vectors can be inequivalent. This, previously
unknown construction is named “brother models”. Afterwards, we show how this observa-
tion can be related to discrete torsion. In the main part of this chapter, we generalize the
aforementioned concepts leading to fixed point dependent (generalized) discrete torsion and
generalized brother models (where shifts and Wilson lines differ by lattice vectors). It is
shown that these new constructions cannot only be applied to
 
N ×   M orbifolds, but also to
the case of
 
N . We close this chapter with the observation that orbifold models with gener-
alized discrete torsion (or likewise generalized brother models) can be equivalently described
as torsionless models compactified on an orbifold with non-factorizable torus lattice.
The next chapter, chapter 4, contains some of the most important results of this work, the
“Mini-Landscape” of MSSM candidates from the heterotic
 
6-II orbifold, published in a series
of papers [45–47]. The chapter starts with an introduction to local GUTs, i.e. GUT theories
which only become visible locally in the extra dimensions at an orbifold fixed point. Using the
concept of local GUTs, a search strategy is developed for finding orbifold models that render
some generic features of the MSSM. It turns out that a strategy based on local GUTs is very
successful yielding about 200 models with the exact MSSM spectrum at low energies [45].
Using this sample of promising models, we explore the possibility of supersymmetry breaking
through hidden sector gaugino condensation and find correlations between properties of the
MSSM candidates and the scale of SUSY breaking, as published in [46]. Finally, we analyze
the phenomenology of a generic model (named the “benchmark” model). For this specific
model, we identify a U(1)B−L in order to avoid rapid proton decay. It is shown how B − L
is broken to matter-parity by the vevs of some Standard Model singlets that carry an even
B−L charge. After discussing the conditions F = W = D = 0 for unbroken supersymmetry,
we analyze some further phenomenological aspects of this benchmark model in detail [47].
Chapter 5 is dedicated to the blow–up of
 
3 orbifold singularities, published in [48]. First,
the blow–up procedure is discussed locally for a single fixed point and afterwards globally for
the compact case. After explaining the geometry of the local singularity and its smooth
resolution space, it is shown how heterotic string models can be built on these spaces. Next,
the transition from the singular orbifold to its smooth counterpart is explained in detail. This
transition is parameterized by the vev of the so-called blow–up mode, a twisted string localized
at the singularity. Starting on the singular orbifold with a zero vev for the blow–up mode,
increasing the vev induces a Higgs mechanism and results in the resolution model. In the last
part of the chapter this mechanism is applied to the compact
 
3 case, even when Wilson lines
are present. We close this chapter with a blow–up of a well-known MSSM candidate obtained
from a compact
 
3 orbifold with two Wilson lines.
In chapter 6 we give a brief summary and some concluding remarks. Afterwards, the
appendices provide many details. Appendix A presents some explicit computations to which
various chapters of the main text refer. Some of them might help to increase the intuitive
understanding of heterotic orbifolds. In appendix B we list many tables in order to provide
the details on the orbifold models which were discussed in the main text. The last appendix,
appendix C, summarizes some aspects of group theory, especially the weight lattices of E8×E8
and Spin(32)/
 
2.
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Chapter 2
Heterotic Orbifolds
In this chapter, we describe how to compactify heterotic string theory on orbifolds. We start
with a detailed review of the geometrical construction of toroidal orbifolds with Abelian point
groups. Afterwards, we examine the heterotic string theory in its bosonic formulation in order
to fix the notation and to prepare for the main part of this chapter, where some explicit
 
N
and
 
N×   M orbifolds are constructed. We conclude this chapter with a discussion on Yukawa
couplings and string selection rules. Some parts of this chapter have been published [42,43,47].
2.1 Geometry
The Torus
A six-dimensional torus T 6 is chosen by specifying a six-dimensional lattice
Γ = {nαeα, nα ∈   , sum over α = 1, . . . , 6} , (2.1)
spanned by the basis vectors eα, α = 1, . . . , 6. Then the torus is defined as the quotient space
T 6 ≡   6/Γ , (2.2)
i.e. points of   6 differing by some lattice vector of Γ are identified. In this context, we will
also call Γ the torus lattice. We choose it to be the root lattice of a semisimple Lie algebra.
The basis vectors eα of Γ can be chosen to be the simple roots of the Lie algebra, or some
other basis of the root lattice. For a 2d example Γ = SU(3), see figure (2.1). From the basis
vectors of Γ we define the torus metric g in the absence of a nontrivial background by
gij ≡ ei · ej . (2.3)
In the case of eα being simple roots, it coincides, except for a possible normalization, with
the Cartan matrix of the semisimple Lie algebra defining the lattice.
e2
e1
Figure 2.1: Two-dimensional lattice Γ = SU(3). The grey region represents the area of the
torus   2/Γ and is called the fundamental domain. Note the shorthand: Γ = SU(3) means
that Γ can be spanned by the simple roots e1 and e2 of SU(3).
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The Point Group
In order to specify an orbifold, we need to choose a (finite) symmetry of the torus lattice Γ.
This symmetry group is called the point group, denoted by P . In the following, we restrict
ourselves to the Abelian case, i.e. to cyclic groups
 
N or products thereof, such that the
action of the point group P on the lattice can be visualized as discrete rotations mapping
the lattice to itself. For example, in the case of a two-dimensional SU(3) torus lattice (see
figure (2.1)), we can identify different symmetries that map the lattice to itself:
 
2,
 
3 and
 
6. In order to be a symmetry of some six-dimensional lattice Γ, the point group P has to be
a subgroup of the group of rotations in 6d, i.e. a subgroup of SO(6) ' SU(4). Furthermore,
P sits in the Cartan subalgebra of SU(4), since we want the point group to be Abelian. The
rank of SU(4) is three, i.e. the number of Cartan generators is three. It is convenient to
choose them as
J12, J34 and J56 , (2.4)
where Jij generates a rotation in the plane spanned by the orthonormal basis vectors eˆi and
eˆj . In this basis an element of P can be written as
exp
(
2pii
(
v1J12 + v
2J34 + v
3J56
))
, (2.5)
where vi specifies the rotation angle in the i-th plane, e.g. v1 = 1/3 is a rotation about
120◦ in the first plane spanned by eˆ1 , eˆ2. Using the three Cartan generators J12, J34 and
J56, we can have at most three independent
 
N factors. Later, in section 2.3, we will see
that requiring N = 1 supersymmetry in 4d amounts to choosing point groups P being in the
Cartan subalgebra of SU(3) ⊂ SU(4), which allow for at most two independent   N factors.
Therefore, in the case of an Abelian point group, P is either
 
N or
 
N×   M (for some specific
values of N and M , N being a multiple of M , see e.g. [49, 50]).
Since P ⊂ SU(3), it is convenient to rewrite the six-dimensional space   6 in a complex
basis as   3, i.e. as three orthogonal complex planes. We can naturally choose the i-th
complex plane to be spanned by eˆ2i−1 and eˆ2i. In this basis, elements of P are complex 3× 3
matrices that are diagonalized simultaneously. Then, the generator θ of a
 
N point group
reads
θ = diag(e2piiv
1
, e2piiv
2
, e2piiv
3
) . (2.6)
We define the twist vector as
v ≡ (0, v1, v2, v3) , (2.7)
where the first entry is included for later use. The order of the generator θN = 1 translates
to the twist vector as Nvi ∈   , for i = 1, 2, 3. Thus, the point group P is given by
P =
{
θk | k = 0, . . . , N − 1} . (2.8)
In order for θ to be an element of SU(3) (such that det(θ) = 1) the condition v1 +v2 +v3 ∈  
has to be imposed on the twist vector. It is convenient to choose the twist vector such that
this condition reads
v1 + v2 + v3 = 0 . (2.9)
In the case of
 
N ×   M the two generators θ and ω are associated to two twist vectors v1
and v2 satisfying
v11 + v
2
1 + v
3
1 = 0 and v
1
2 + v
2
2 + v
3
2 = 0 , (2.10)
which are of order N and M , respectively.
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Factorized and Non-Factorized Lattices
In the complex basis of   3, where the elements of the point group are diagonal 3×3 matrices,
the underlying lattice Γ can be aligned differently inside   3. We distinguish two cases. In the
first one, the six-dimensional lattice can be written as the product of three two-dimensional
lattices and each of these two-dimensional sublattices lies inside one of the three complex
planes, e.g. Γ = SU(3)×SU(3)×SU(3). This lattice is called factorized. In this case the i-th
exponent vi of eqn. (2.6) can easily be visualized as a rotation in the i-th two-dimensional
sublattice. Otherwise, the lattice is said to be non-factorized. In this case, each basis vector of
Γ is specified by three in general non-zero complex coordinates, e.g. Γ = E6. It is important
to note that one has to specify these coordinates in order to distinguish between factorized
and non-factorized lattices. For example, in the case of a
 
2 ×   2 point group of a lattice
Γ = SU(3) × SU(2)4 one has to specify the orientation of the SU(3) sublattice inside   3 in
order to see whether Γ is factorized or not, see section 2.5.4 for more details on this example.
The Space Group
Having specified a torus lattice Γ and a point group P , it is convenient to define now the
space group S as the semidirect product of the point group P and the translations associated
to Γ. In detail, an element g of S can be written as
g = (ϑ, nαeα) , (2.11)
where ϑ ∈ P and nαeα ∈ Γ, summing over α. Then, by definition, g acts on a point z ∈   3
as follows
gz = (ϑ, nαeα) z = ϑz + nαeα , (2.12)
see figure (2.2) for an example. Furthermore, the product of two elements of the space group
g = (ϑ1, nαeα) and h = (ϑ2,mαeα) reads
g h = (ϑ1, nαeα) (ϑ2,mαeα) = (ϑ1ϑ2, nαeα + ϑ1(mαeα)) , (2.13)
reflecting the properties of the semidirect product of P and Γ. The inverse of g = (ϑ, nαeα)
is easily found to be g−1 =
(
ϑ−1,−ϑ−1(nαeα)
)
. It is important to notice that in general two
elements of S do not commute hg 6= gh.
e2
gz
z
e1
θ
θz
+e1
Figure 2.2: Two-dimensional SU(3) torus lattice spanned by the simple roots e1 and e2. The
action of g = (θ, e1), with θ = e
2pii/3, on some arbitrary point z ∈   is depicted in detail.
First, z is rotated to θz and then shifted to θz + e1.
17
18 CHAPTER 2. HETEROTIC ORBIFOLDS
e2
e1
Figure 2.3: The fundamental domain of the two-dimensional
 
3 orbifold (light grey region)
is one third of the fundamental domain of the two-torus SU(3) (grey region).
The Orbifold
Now, we can define the six-dimensional (toroidal) orbifold as the quotient space
  ≡ T 6/P =   3/S , (2.14)
i.e. points of   3 are identified in
 
if they differ by the action of some element of the space
group: z ∼ gz with g ∈ S [12, 13].
In order to identify a fundamental domain of the orbifold1, it is convenient to start from a
fundamental domain of the torus T 6 and identify points that are mapped to each other under
the action of P . For a two-dimensional example see figure (2.3).
Fixed Points
In the definition of the orbifold
 
, the space group S does not act freely on   3. This means
that there are so-called fixed points zf ∈   3, i.e. points that are invariant under the action
of a nontrivial element g = (ϑ, nαeα) ∈ S
gzf = zf ⇔ zf is a fixed point of g , (2.15)
see figure (2.4) for an example.
If the rotation ϑ = diag(e2piiv
1
, e2piiv
2
, e2piiv
3
) acts trivially in one of three complex direc-
tions, equation (2.15) will be solved by a whole set of fixed points, denoted as fixed torus. For
example, if g = (ϑ, 0) with v1 = 0 and v2, v3 6= 0, equation (2.15) is solved by zf = (z1f , 0, 0),
where z1f ∈   arbitrary, yielding a fixed torus located at the origin of the second and third
complex planes.
e2
e1g1
(a)
g2
g3
e2
e1
g2 = (θ, e1)
(b)
θ
+e1
Figure 2.4: (a) Two-dimensional
 
3 orbifold with three fixed points associated to the space
group elements g1 = (θ, 0), g2 = (θ, e1) and g3 = (θ, e1 + e2), where θ = e
2pii/3. (b) The action
of g2 on the corresponding fixed point is illustrated in detail.
1Note that the fundamental domain can be represented in various ways and is therefore not unique.
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e2
e13
1
2
Figure 2.5:
 
3 orbifold in 2d. The vector (1) is parallel transported to (2) using the flat
connection of the torus. Note that due to the orbifold this path gives a closed loop around
the fixed point at the origin. Furthermore, the
 
3 action identifies vector (2) and (3). Thus,
vector (1) is rotated by 120◦ to vector (3), illustrating the non-trivial
 
3 holonomy group at
the origin.
In general, given a nontrivial element g ∈ S, it is easy to find the associated fixed point
(or torus) from equation (2.15) as
zf = (   − ϑ)−1 nαeα . (2.16)
Therefore, we will also denote the fixed point as g, i.e. by its associated space group element.
Fixed points are curvature singularities. This can be seen from the local holonomy groups
at the various points of an orbifold. In general, the holonomy group is trivial everywhere
indicating flat space (i.e. no curvature). However, at the fixed points we find a non-trivial
holonomy group:
 
N or a subgroup thereof. For a two-dimensional example with
 
3 holonomy
see figure (2.5). Since a non-trivial holonomy group is related to a non-vanishing curvature
(cf. page 344ff of [51]), there are curvature singularities at the fixed points of the orbifold. In
chapter 5 it is shown how these singularities can be resolved in the context of
 
3 orbifolds.
Inequivalent Fixed Points
We say that two fixed points (space group elements) g1 and g2 are equivalent if they are
related by conjugation, i.e.
g1 ∼ g2 ⇔ g1 = hg2h−1 for some h ∈ S . (2.17)
In the case of h being a pure translation h = (   ,mαeα), this can easily be interpreted as two
fixed points g1 and g2 = (ϑ, nαeα) that are identified on the torus. We show this in detail:
g1 = hg2h
−1 = (   ,mαeα) (ϑ, nαeα) (   ,−mαeα) = (ϑ, (   − ϑ)mαeα + nαeα) (2.18)
and therefore the coordinates zf2 and zf1 of the fixed points g2 and g1 read
zf2 = (   − ϑ)−1 nαeα (2.19)
zf1 = (   − ϑ)−1 [(   − ϑ)mαeα + nαeα] = zf2 +mαeα , (2.20)
respectively. Since zf1 = zf2 +mαeα and mαeα is clearly from the torus lattice Γ, these fixed
points are identified on the torus zf1 ∼ zf2 . In the case of a general element h = (ϕ,mαeα)
this result generalizes to
zf1 = ϕzf2 +mαeα = hzf2 . (2.21)
This leads us to the conclusion that equivalent fixed points are identified on the orbifold
 
and the inequivalent fixed points are given by the conjugacy classes [g] of S. See figure (2.6)
for a two-dimensional
 
6 example.
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g0 e1
e2
g1
g2g
′
1
θ
+e1
Figure 2.6:
 
6 orbifold in 2d. The lattice Γ = G2 admits a
 
6 point group with θ = e
2pii/6.
The fundamental domain of the torus (grey region) is reduced on the orbifold to one sixth
(light grey region). Four fixed points, corresponding to the space group elements g0 =
(
θ2, 0
)
,
g1 =
(
θ2, e1
)
, g′1 =
(
θ2, e2 − e1
)
and g2 =
(
θ2, 2e1
)
are depicted. Note that the fixed points
g1 and g
′
1 differ by a rotation with θ. Furthermore, g
′
1 and g2 differ by the lattice vector e1.
Consequently, there are only two inequivalent fixed points (e.g. g0 and g1) with a θ
2 point
group element.
The Untwisted Sector and Twisted Sectors
We group all inequivalent space group elements (and hence the associated fixed points if they
exist) according to their point group elements into either the untwisted sector or the twisted
sectors. For example, in the case of a
 
N ×   M orbifold with generators θ and ω, some
element g =
(
θk1ωk2 , nαeα
) ∈ S with 0 ≤ k1 < N and 0 ≤ k2 < M is said to belong to
• the untwisted sector U if k1 = k2 = 0. Elements of the untwisted sector are neither
associated to fixed points nor to fixed tori.
• the twisted sector T(k1,k2) if k1 6= 0 or k2 6= 0. In the case of twisted sectors, an element
g corresponds to a fixed point or fixed torus.
The untwisted sector U and the twisted sectors T(k) are analogously defined in the case of a
 
N orbifold.
Continuous Lattice Deformations
For the definition of the orbifold, eqn. (2.14), it was crucial that the underlying torus lattice
Γ obeys the symmetry of the point group P . This condition strongly constrains the choice of
allowed lattices. However, a given lattice Γ always allows for some continuous deformations
while keeping its point group symmetry: at least the overall size is a free parameter of the
lattice which does not affect the action of the point group.
In order to see this in more detail we consider a specific example first. In the case of a
two-dimensional
 
2 orbifold, the basis vectors e1 and e2 of the (deformed) lattice Γ = SU(2)
2
can be parameterized by three (real) variables R1, R2 and α12 as
e1 = R1 and e2 = R2e
iα12 , (2.22)
see figure (2.7). For R1 6= 0, R2 6= 0 and α12 6= npi, n ∈   , the vectors e1 and e2 are linear
independent and allow for the
 
2 point group generated by θ = e
pii. Note that for special
values the two-dimensional
 
2 orbifold has an enhanced symmetry [52, 53], e.g. for R1 = R2
and α12 =
2pi
3 the orbifold can be visualized as a tetrahedron with its four fixed points being
located at the four corners and consequently the symmetry of the orbifold is S4.
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e2
e1
α12
Figure 2.7:
 
2 orbifold in 2d. For any (non-degenerate) value of |e1|, |e2| and α12 = ∠(e1, e2)
the lattice admits a
 
2 point group with θ = e
pii. The fundamental domain of the torus (grey
region) is reduced on the orbifold to one half (light grey region). Furthermore, there are four
inequivalent fixed points.
In the general case, some torus lattice Γ allows for continuous deformations as long as its
torus metric g is invariant under the action of the point group P . Let us discuss this in detail.
We start with some general torus lattice Γ(α) spanned by six (real) basis vectors ei(α), where
α indicates some coordinates that describe all deformations of the lattice. These coordinates
can for example be associated to some radii or angles. We assume that for α = 0 the lattice
Γ(0) is the root lattice of some semisimple Lie algebra which is suitable for the point group
P . Obviously, the torus metric depends on the α’s
gij(α) = ei(α) · ej(α) , (2.23)
and coincides with the Cartan matrix for α = 0. Under the action of the point group generator
θ the vectors ei(α) transform as ei(α) 7→ θei(α) = θˆji(α)ej(α). Furthermore, it is easy to see
(using θT θ =   ) that the torus metric is invariant under the action of the twist
g(α)
θ7→ θˆT (α)g(α)θˆ(α) = g(α) . (2.24)
Now, we can distinguish two cases. First of all, if θˆji(α) /∈   , the point group is not a
symmetry of the lattice. Secondly, if θˆji(α) ∈   is constant, then it is clearly independent
of the continuous parameter α. This means that the twist θ maps the lattice to itself for
any value of α. In this case θˆ can be identified as the so-called Coxeter element [54] of the
undeformed lattice Γ(0).2
Consequently, starting with a torus lattice Γ(0) and a (constant) Coxeter element θˆ, we
can determine the allowed lattice deformations, corresponding to some coordinates α ′, out of
all possible deformations α by demanding invariance of the torus metric
θˆT g(α′)θˆ != g(α′) . (2.25)
As an example, we will discuss the deformations of the
 
3 orbifold later in section 2.5.1.
Factorizable and Non-Factorizable Lattices
In the context of the last section, we say that an orbifold has a factorizable lattice if it
can be deformed continuously to a factorized form while keeping its point group symmetry.
Otherwise, the lattice is called non-factorizable 3.
2The Coxeter element is an inner automorphism of the Lie lattice Γ(0) and can be expressed by a se-
ries of Weyl reflections. It can be extended to the so-called generalized Coxeter element by including outer
automorphisms (automorphisms of the Dynkin diagram). More details can be found in e.g. [55] and [56].
3Note that using this nomenclature a non-factorized lattice can be factorizable.
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X0
X2
X1
τ Xµ(τ, σ)
target space M10world sheet
σ ∈ [0, pi]
Figure 2.8: The functions Xµ can be visualized as mappings from the 2d world sheet spanned
by τ and σ to the 10d target space M10. Here, the world sheet has the topology of a cylinder.
2.2 The Heterotic String
To set the notation, we start with a brief review of the heterotic string theory [10, 11]. It is
a theory of closed strings propagating in ten-dimensional space-time. The string is described
by maps Xµ(τ, σ) that embed the two-dimensional world sheet, equipped with coordinates
(τ, σ), into the 10d target space M10. Closed strings are subject to boundary conditions, i.e.
Xµ(τ, σ + pi) = Xµ(τ, σ) µ = 0, . . . , 9 (2.26)
for the bosonic degrees of freedom Xµ, see figure (2.8). Since the heterotic string is oriented,
left-movers (τ + σ) and right-movers (τ − σ) can be treated separately, e.g.
Xµ(τ, σ) = XµL(τ + σ) +X
µ
R(τ − σ) . (2.27)
The Bosonic Construction
In the so-called bosonic construction of the heterotic string theory, the theory is described
by two parts. On the one hand, the right-movers consist of the 10 dimensional superstring
with bosonic and fermionic degrees of freedom XµR(τ −σ) and ΨµR(τ −σ), respectively. In the
context of two-dimensional conformal field theory (CFT) on the world sheet, these degrees of
freedom are related by N = 1 (local) supersymmetry. On the other hand, the left-movers are
described by the 26 dimensional bosonic string coordinates XµL(τ + σ) and X
I
L(τ + σ), where
µ = 0, . . . , 9 and I = 1, . . . , 16. All bosonic and fermionic degrees of freedom are subject to
boundary conditions analog to equation (2.26), where for the fermionic degrees ΨµR they can
be either periodic (Ramond - R) and or antiperiodic (Neveu-Schwarz - NS ).
In order to match the number of dimensions of left- and right-movers to 10 dimensions,
16 bosonic left-moving degrees of freedom X IL are compactified on a 16-torus
XIL ∼ XIL + piλI with λ ∈ Λ , (2.28)
where Λ is a 16-dimensional torus lattice. By modular invariance of the partition function,
this 16-torus is required to be defined by an even and self-dual lattice Λ. In 16 dimensions
there are only two choices4: the weight lattices of
E8 × E8 or Spin(32)/   2 . (2.29)
4Cf. for example page 193ff of [57] or page 286ff of [58]
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Some details about these lattices can be found in appendix C.1. As a consequence of this
toroidal compactification, the 16 dimensional (internal) momentum p is quantized: p ∈ Λ.
Since the momenta p are elements of the weight lattice Λ of E8 × E8 or Spin(32)/   2, they
have an additional interpretation as weights. In other words, strings with non-trivial internal
momenta p will transform non-trivially under gauge transformations - they form representa-
tions corresponding to their weights p. Thus, the 16 bosonic coordinates X IL give rise to a
gauge theory and are therefore called the gauge degrees of freedom.
Quantization in the Light-Cone Gauge
It is convenient to choose light-cone coordinates for the remaining ten dimensions. For the
bosonic degrees of freedom Xµ they read
X± ≡ 1√
2
(
X0 ±X9) , (2.30)
together with X i for i = 1, . . . , 8 being the transversal coordinates. Then we can fix the gauge
such that only the X i are physical. In this gauge only a transversal SO(8) rotational group
of the ten-dimensional Lorentz group SO(9, 1) is manifest.
The general solutions to the equations of motion for the string are given in terms of mode
expansions for X iL/R, X
I
L and Ψ
i
R as functions of (τ, σ), being periodic in σ. The coefficients in
these mode expansions are named oscillators5. After quantization, they become creation and
annihilation operators depending on their frequencies being negative or positive, respectively.
For example, oscillators of the bosonic coordinates X iL/R are denoted by α˜
i
n and α
i
n, with n
being the frequency.
After quantization the heterotic string in the light-cone gauge one obtains mass equations
for right- and left-movers
M2R
8
=
q2
2
+N − 1
2
and
M2L
8
=
p2
2
+ N˜ − 1 , (2.31)
respectively. The constants − 12 and −1 in these mass equations are called zero-point energies
(or normal-ordering constants, as they arise from the normal-ordering of the oscillators).
Furthermore, oscillator excitations originating from the right-moving fermionic degrees of
freedom ΨiR were encoded in an SO(8) weight vector q. This vector is also named the right-
moving momentum (for details on this procedure, called “bosonization”, see for example
chapters 13,14 of [57]). The GSO projection [59] restricts q to lie either in the vector weight
lattice (for ΨiR from the NS sector) or spinor weight lattice (for Ψ
i
R from the R sector) of the
transversal SO(8). Moreover, the oscillator number N˜ of the left-mover is defined as
N˜ =
∞∑
n=1
α˜−n · α˜n , (2.32)
where the scalar product sums over the transverse modes α˜in and over α˜
I
n. The right-moving
oscillator number N is defined analogously as N =
∑∞
n=1 α−n · αn.
Using the commutators [α˜im, α˜
j
n] = [αim, α
j
n] = mδi,jδm+n,0 and the property of the ground
state αim|0〉R = α˜im|0〉L = 0 for m > 0, one sees that the oscillator numbers N˜ and N
5The name “oscillators” for the coefficients in the mode expansion shall remind us of the harmonic oscillator,
since they also fulfill the algebra of creation and annihilation operators after quantization.
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essentially count the number of oscillators α˜−n and α−n (weighted with their frequency n)
acting on the ground state, e.g. the eigenvalue of N˜ for α˜i−1|0〉L is 1.
Furthermore, in order to ensure that no point in the σ direction of a string is preferred,
we have to impose the so-called level-matching condition
M2R = M
2
L , (2.33)
which removes the tachyons (i.e. states with negative M 2) from the spectrum.
Finally, since left- and right-movers are independent, a physical state can be written as a
tensor product of a left-moving and a right-moving state
|q〉R ⊗ |p〉L , (2.34)
subject to possible oscillator excitations, for example with α˜−1 for the left-mover.
Representations of the Little Group
In general, in D-dimensional space-time with Lorentz symmetry SO(D−1, 1) states transform
on-shell in representations of the so-called little group. For massive states this is SO(D − 1),
whereas for massless ones it is SO(D − 2).
Therefore, in our case with D = 10, we can identify in the massless case the transversal
SO(8) with the little group SO(8). On the other hand, in the massive case representations
of the transversal group SO(8) have to combine to representations of the little group SO(9).
From here we see that everything which is related to the eight-dimensional transversal coor-
dinates may contribute to the transformation property of a string under Lorentz transforma-
tions, i.e. the right-moving momenta q and the transversal oscillators α˜in define the string’s
representation of the little group SO(8) (or SO(9)).
The Massless Spectrum
The solutions to the equation for massless right-movers (2.31a) are characterized by q2 =
1 (note that N has integral eigenvalues, thus N > 0 yields massive states). Since q is
restricted to lie either in the vector or in the spinor weight lattice of the transversal SO(8),
the right-movers’ momenta q are given by the weight vectors of either the vector or the spinor
representation:
• The vector representation 8v of SO(8) is given by q = (±1, 0, 0, 0) and the corresponding
state describes a vector boson in 10 dimensional space-time.
• The spinor representation 8s of SO(8) is given by q = (± 12 ,±12 ,±12 ,±12 ) (with an even
number of plus signs) and the corresponding state describes a fermion in 10 dimensional
space-time6.
On the other hand, the solutions to the equation for massless left-movers (2.31b) are
given by either p2 = 2 and N˜ = 0 or p2 = 0 and N˜ = 1. In the first case of p2 = 2, the 16
dimensional internal momenta p are the roots of E8×E8 or SO(32), see appendix C.1. In the
second case, the N˜ = 1 oscillator states α˜K−1|0〉L, where K = i, I, are found to be massless.
6For more details, see appendix C.2.
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Building the tensor product of massless right- and left-movers yields the massless spectrum
of the heterotic string:
|q〉R ⊗ |p〉L 480 generators of E8 × E8 or SO(32) (2.35)
|q〉R ⊗ α˜I−1|0〉L 16 Cartan generators (I = 1, . . . , 16) (2.36)
|q〉R ⊗ α˜i−1|0〉L N = 1 SUGRA multiplet (i = 1, . . . , 8) (2.37)
First, we discuss the gauge quantum numbers of these states. The 480 + 16 = 496 states in
eqns. (2.35) and (2.36) transform in the adjoint representation 248 + 248 of E8 × E8 or 496
of SO(32). The states of eqn. (2.37) are gauge singlets.
Secondly, we discuss the transformation properties under Lorentz transformation. Note
that the oscillators α˜I−1 with I = 1, . . . , 16 transform trivially under SO(8). However, the
oscillators α˜i−1 with i = 1, . . . , 8 transform in the 8v representation of SO(8). Thus, we have
to decompose the SO(8) tensor products in eqn. (2.37) of weights q and oscillators α˜−1 into
irreducible representations.
We begin with the first case of q being bosonic
8v × 8v = 1 + 28 + 35v (2.38)
giving rise to 64 bosons: the dilaton Φ (1), the antisymmetric two-form Bij (28) and the
graviton gij (35v). Secondly, in the case of q being fermionic, we find
8s × 8v = 8c + 56c (2.39)
corresponding to the dilatino (8c) and the gravitino (56c), in total 64 fermions.
This shows that for the massless level we have the same amount of bosonic and fermionic
degrees of freedom for both, the vector multiplet of E8 × E8 or SO(32) given in eqns. (2.35)
and (2.36) and the supergravity multiplet of eqn. (2.37), reflecting N = 1 supersymmetry in
10 dimensions.
10d Anomaly Cancelation
The ten-dimensional heterotic string theories for both E8 × E8 and SO(32) yield anomaly
free field theories. Anomalies in 10d can be understood in terms of hexagon diagrams, i.e.
one–loop diagrams involving six external legs which can be gravitons and gauge bosons. The
purely gravitational anomaly gravity6 (i.e. with 6 external gravitons) vanishes because the
contribution from the dilatino (8c) and the gravitino (56c) are exactly compensated by the
496 gauginos of E8 × E8 or SO(32). The mixed gauge − gauge − gravity4 anomaly is more
involved. It can be expressed by the 10d anomaly polynomial I12, which does not seem
to vanish at first sight. However, it factorizes for E8 × E8 and SO(32) as I12 ∼ X4 · X8,
where [24, 60]7
X4 = trR
2 − tr(iF)2 , (2.40)
X8 =
1
96
[
Tr(iF)4
24
− (Tr(iF)
2)2
7200
− Tr(iF)
2trR2
240
+
trR4
8
+
(trR2)2
32
]
. (2.41)
This anomaly is canceled by the counterterm
∫
B ∧ X8 and an anomalous variation of the
antisymmetric two-form B under gauge transformations.
7R denotes the 10d curvature and F the 10d field strength. The trace tr is defined in the “fundamental”
representation. In the case of E8 × E8 it is formally defined via tr =
1
30
Tr, Tr being the standard trace in the
adjoint representation.
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2.3 Compactification
In order to make contact with the Standard Model of particle physics or with its minimal
supersymmetric extension (the MSSM), we have to hide six spatial dimensions. In the context
of the heterotic string, this is done by a compactification on a six-dimensional internal space,
i.e. we choose the ten-dimensional target space M10 as
M10 = M3,1 ×M6 . (2.42)
Shrinking the compact dimensions ofM6 to unobservably small sizes leaves us with an effective
theory in four-dimensional Minkowski space-time M3,1. Important properties of the effective
theory (including the amount of supersymmetry, the gauge group and the massless matter
spectrum) are directly related to the geometry and topology of the internal space. The
question of low energy N = 1 supersymmetry in 4d severely restricts possible choices for the
internal space. Therefore, we will start our discussion with this topic. It will be explained why
important examples for these special types of compact spaces are the Calabi-Yau manifold
and the orbifold (with an additional condition on the point group).
6d Compact Spaces with N = 1
By compactifying on a six-dimensional space M6 we clearly distinguish between our 4d
Minkowski space-time and the six internal coordinates. Consequently, the transversal SO(8)
of the ten-dimensional Lorentz group will break. The specific form of this breaking depends
on the geometry of the internal space and is, as we will see, directly related to the amount of
supersymmetry in 4d. Generically, the breaking is of the form
SO(8) → SO(2) × SO(6) (2.43)
which is isomorphic to
U(1) × SU(4) . (2.44)
The U(1) is associated to the uncompactified directions of the 4d Minkowski space-time and
can therefore be interpreted as the four-dimensional helicity. Furthermore, from the 4d low
energy point-of-view, the SU(4) is rather an internal symmetry than a symmetry of space-
time. As we will see in the following, 4d bosons and fermions transform differently with
respect to this SU(4). Hence, we identify it as an R-symmetry (i.e. a symmetry that does
not commute with supersymmetry).
Hence, we analyze the decomposition of the two eight-dimensional representations of SO(8)
that describe ten-dimensional bosons and fermions into representations of SU(4). For details
see appendix C.2. The decomposition reads
8v → 60 + 11 + 1−1 (2.45)
8s → 41/2 + 4¯−1/2 , (2.46)
where the subscripts state the U(1) charges, i.e. the helicities. The remnants of the bosonic
8v describe six real scalars (60 with spin 0 in 4d) and one vector field (of both helicities
11 +1−1, where the state 1−1 is the CPT-conjugate of 11 with opposite helicity and thus not
independent). In the case of the fermionic 8s the two four-plets 41/2 + 4¯−1/2 are identified as
four fermions of spin 1/2 in 4d.
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Using these decompositions for the 10d vector multiplet of E8×E8 or SO(32) in eqn. (2.35)
and (2.36), we can interpret these fields as the particle content of one N = 4 vector multiplet
in 4d space-time8. However, in order to verify N = 4 we have to count the number of 4d
gravitinos. Therefore, we decompose the 10d gravitino eqn. (2.39) into representations of
SU(4)
56c → 43/2 + 41/2 + 4−1/2 + 4−3/2 + 201/2 + 20−1/2 . (2.47)
The two representations 43/2 + 4−3/2 correspond to the two helicity states of four spin 3/2
fermions, the 4d gravitinos. They transform under the internal SU(4) R-symmetry in a
four-dimensional representation. Thus, from the 4d perspective we have four gravitini and
consequently N = 4 supersymmetry. Since in the case of N = 4 all fields transform in the
adjoint representation, this theory is non-chiral and therefore cannot incorporate the chiral
particle spectrum of the Standard Model.
Taking a different perspective will help us to find compact spaces allowing for N = 1
supersymmetry in four dimensions. The internal SO(6) symmetry assumed at the beginning
of this section is the symmetry of a flat space M6, in other words a symmetry of a space with
trivial holonomy. We denote the parameter (field) of (local) SUSY transformations by ε, being
a spinor in 10d. Due to the compactification it decomposes into spinorial representations of
the internal SO(6), being the 4 and 4. The 4-plet is the complex conjugate of the 4-plet
with opposite chirality and therefore does not describe independent fields. We denote the
field associated to the 4-plet by ηi with i = 1, . . . , 4. Since the (flat) internal space has trivial
holonomy, these four fields transform as singlets of the trivial holonomy group
4 → 1 + 1 + 1 + 1 . (2.48)
In other words, all four spinors ηi are covariantly constant (i.e. ∇mηi = 0). The number of
covariantly constant spinors on the internal space gives the number of unbroken supersym-
metry charges Qi. Thus, we find four unbroken supersymmetry charges Qi, i = 1 . . . , 4, of
N = 4 supersymmetry in four dimensions9.
Finally, one unbroken supersymmetry Q1 needs exactly one covariantly constant spinor
η1. The other three spinors η2, η3 and η4 of the 4-plet should transform non-trivially. Then,
the three associated supersymmetries are broken.
This is achieved for example by compact spaces M6 with SU(3) holonomy [61], in which
case the 4-plet decomposes in the desired way
4→ 3 + 1 , (2.49)
and we have a compact space that admits one covariantly constant spinor. These spaces are
called Calabi-Yau manifolds.
Another possibility to admit only one covariantly constant spinor is generic to orbifold
compactifications. The generator θ of the (Abelian) point group P is represented by the twist
vector v (see eqn. (2.6)). Its action on a spinor with weight q yields in general a phase
θ : |q〉 7→ exp(−2piiq · v)|q〉 (2.50)
8The N = 4 vector multiplet in 4d contains six real scalars, one vector field and four spin 1/2 fermions.
9Beside covariantly constant spinors, this additionally requires vanishing H-flux, a constant dilaton and a
vanishing variation of the gauginos, as we will assume.
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as will be discussed later in equation (2.61). We demand exactly one invariant spinor (of
both helicities) as the parameter η1 of N = 1 supersymmetry. We choose the corresponding
weights to be
q =
(
±1
2
,
1
2
,
1
2
,
1
2
)
. (2.51)
Note that if q is invariant, the weight −q corresponding to the CPT-conjugate of η1 will be
invariant, too. By fixing our choice for q we have to impose the following condition on the
twist vector
v1 + v2 + v3 = 0 , (2.52)
such that the transformation in eqn. (2.50) is trivial for eqn. (2.51), but non-trivial for the
other spinor components. Since additionally v0 = 0 we see that the point group P is a
subgroup of SU(3) ⊂ SU(4).
Remark: Right-Moving Momenta in Index Notation
Sometimes, it is convenient to use an index notation for the right-moving momenta q. This
notation is also used in the literature quite frequently (e.g. [58, 62]). Thus, we will review it
briefly, but specialize to the cases we will need later. Consider the bosonic states |q〉R with
weights q = (0,±1, 0, 0), corresponding to the six compactified dimensions of M6. To each q
we can associate either a holomorphic index i or an anti-holomorphic index i¯. In detail, this
reads
|q(i)〉R ⇔ |i〉R and |q(¯i)〉R ⇔ |¯i〉R (2.53)
with i = 1, 2, 3 and i¯ = 1¯, 2¯, 3¯, and
q(1) = (0,−1, 0, 0) , q(1¯) = (0, 1, 0, 0) ,
q(2) = (0, 0,−1, 0) , q(2¯) = (0, 0, 1, 0) ,
q(3) = (0, 0, 0,−1) , q(3¯) = (0, 0, 0, 1) .
(2.54)
Thus, an anti-holomorphic index i¯ transforms in the complex conjugate representation of the
holomorphic index i, compare to eqn. (2.50).
2.4 Strings on Orbifolds
Now we are prepared to compactify heterotic strings on orbifolds [12,13]. In other words, we
choose the internal part of the ten-dimensional target space M10 as the quotient space of an
orbifold
M6 =  
3/S . (2.55)
We restrict ourselves to toroidal, Abelian and symmetric orbifolds. Examples for asymmetric
orbifolds, where right- and left-moving degrees of freedom are compactified on different six-
dimensional spaces, are considered in [16,63]. Furthermore, examples of non-Abelian orbifolds
having non-Abelian point groups like A4 can be found in e.g. [64]. We start our discussion
with the investigation of boundary conditions for closed strings on orbifolds. In this section,
the main equations which are relevant for the computation of the massless spectrum are
highlighted by boxes.
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e2
e1g1
Figure 2.9: Two-dimensional
 
3 orbifold with point group generator θ = e
2pii/3. A twisted
string with constructing element g1 = (θ, 0) localized at the origin is depicted.
Boundary Conditions
On the orbifold there are more boundary conditions that lead to closed strings than on flat
ten-dimensional Minkowski space, i.e. there are new closed strings that are closed only up to
the action of some space group element. These new boundary conditions read in the case of
the bosonic degrees of freedom X i(τ, σ + pi) = (gX)i(τ, σ) with i = 1, . . . , 6, or equivalently
in the complex basis
Zi(τ, σ + pi) = (g Z)i(τ, σ) i = 1, 2, 3 . (2.56)
g ∈ S is called the constructing element of the string. It is the element of the space group that
maps the one end of the string to the other one, yielding a closed string on the quotient space
of the orbifold, see figure (2.9). In the case of g = (   , 0) the boundary condition eqn. (2.56)
reduces to the boundary condition of the uncompactified heterotic string eqn. (2.26). Accord-
ing to the grouping into untwisted and twisted sectors this string belongs to the untwisted
sector. On the other hand, strings with non-trivial constructing elements belong to some
twisted sectors and are thus called twisted strings.
Twisted Mode Expansion
Since the orbifold is a flat space, except for the singularities at the fixed points, we can write
down the general solutions to the equations of motion in terms of simple mode expansions,
like in the case of the uncompactified heterotic string, see e.g. [65, 66].
First, we choose a constructing element g =
(
θk1ωk2 , nαeα
) ∈ S. The corresponding
twisted string is subject to the so-called local twist vg ≡ k1v1 + k2v2 10. From the bosonic
mode expansion on can infer that the center of mass of a twisted string is attached to the fixed
point (or fixed torus) associated to g. The twisted string cannot move apart; it is localized at
the fixed point. This implies that the components of the internal momentum corresponding
to the directions of the fixed point vanish. In the case of a fixed torus only those components
of the internal momentum can be non-zero that point into the directions of the torus.
Furthermore, due to the non-trivial twist vg, the mode expansions of a twisted string
contain twisted oscillators, i.e. oscillators with fractional frequencies: for example α˜−1/3
for the bosonic coordinates on a
 
3 orbifold. As these oscillators originate from the mode
expansions of the bosonic coordinates Z i or their complex conjugates Z i¯ ≡ (Z i)∗, they are
equipped with holomorphic indices i = 1, 2, 3 or antiholomorphic ones i¯ = 1¯, 2¯, 3¯, respectively.
Figuratively speaking, an oscillator with index i or i¯ acts in the i-th complex plane. In general,
10Analogously in the case of   N orbifolds: if g =
`
θk, nαeα
´
∈ S then the local twist reads vg ≡ kv.
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the twisted (bosonic) oscillators read α˜in−ωi or α˜
i¯
n+ωi , where n ∈
 
and
ωi = (vg)i mod 1 such that 0 ≤ ωi < 1 . (2.57)
Note that ωi will appear quite frequently in the following. As usual, an oscillator with negative
frequency corresponds to a creation operator and an oscillator with positive frequency to an
annihilation operator. As the zero-point energies of the left- or right-moving sectors depend on
the respective oscillator contents, the presence of twisted oscillators modifies them. However,
it turns out that the shift δc in the zero-point energies is the same in both sectors and reads
δc =
3∑
i=1
wi(1− wi) . (2.58)
Furthermore, due to the presence of twisted oscillators in the mode expansion of the
fermionic degrees of freedom ΨiR, the right-moving momenta q are shifted by the local twist
vg. Consequently, the equation for massless right-movers reads
(q + vg)
2
2
− 1
2
+ δc = 0 . (2.59)
As before, q is restricted to be from the vector or from the spinor weight lattice of SO(8).
Furthermore, we define the shifted right-moving momentum qsh = q + vg.
However, we cannot write down the mass equation for the left-movers now. The reason
being that the left-moving sector of the compactified heterotic string has to be changed more
than just by the six-dimensional orbifold in order to lead to a consistent theory in 4d. We will
discuss this in detail later, after we considered the transformation properties of right-movers
and twisted oscillators.
Transformation of Right-Movers and Oscillators under the Space Group
On the orbifold, right-moving states transform under the action of the space group. In order
to see this, we express a given state |qsh〉R by its corresponding vertex operator (see e.g.
appendix C of [34])
e−2qsh·H , (2.60)
where H i, i = 1, . . . , 4 are the four bosonized coordinates. Under the action of some space
group element h ∈ S, they are shifted according to H 7→ H + pivh. Consequently the right-
moving state |qsh〉R acquires a phase
|qsh〉R h7→ e−2piiqsh·vh |qsh〉R . (2.61)
Also the bosonic oscillators transform under the action of the space group. Since we will
need this only for the left-moving oscillators α˜in−ωi and α˜
i¯
n+ωi , we will restrict to this case in
the following. As a given oscillator carries either a holomorphic index i or an antiholomorphic
one i¯, it transforms according to the rotation vih in the i-th complex plane, i.e.
α˜in−ωi
h7→ e+2piivih α˜in−ωi (2.62)
α˜i¯n+ωi
h7→ e−2piivih α˜i¯n+ωi .
Now, we can turn back to the question of the orbifolded left-movers.
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Gauge Embedding
Modular invariance of the theory (see section 2.4.3) forbids the orbifold action to be restricted
only to the six-dimensional compact space M6. It is necessary to extend the action of the
orbifold to the gauge degrees of freedom X IL of the left-moving sector. Thus, the space group
S is not enough to define a consistent heterotic orbifold model. We need to define a group,
the so-called gauge twisting group denoted by G, that acts on the 16 gauge degrees of freedom
XIL, i.e. XL
h7→ hXL with h ∈ G and points that are mapped to each other are identified
XL ∼ hXL. Therefore, one can understandG as a group that defines a 16-dimensional orbifold
on the internal coordinates XIL. In general, G corresponds to an automorphism of the Lie
algebra of E8×E8 or Spin(32)/   2. However, it is known that any (inner) automorphism can
be realized as a shift [13]
XL
h7→ XL + piV , (2.63)
which acts freely. Consequently, the 16-dimensional orbifold in the gauge degrees of freedom
has neither fixed points nor fixed tori.
The space group S (defining the orbifold of the six-dimensional space) and the gauge
twisting group G (defining the one of the gauge degrees of freedom) are forced to act simul-
taneously due to modular invariance. In other words, G is an embedding of the space group
S acting in the gauge degrees of freedom
S ↪→ G . (2.64)
Explicitly, the simultaneous action of S and G on the 3 complex and 16 real coordinates reads
Z
h7→ θZ and XL h7→ XL + piV , (2.65)
for a transformation under the twist h = (θ, 0; V, 0). Since the shift V is the embedding of
the twist θ, it needs to be of the same order N : since θN =   is the identity on M6, NV
must also act trivially on the gauge degrees of freedom. We will discuss this in detail later.
We name the full, consistent group that acts on both, the three complex-dimensional space
M6 and the gauge degrees of freedom X
I
L, as the orbifold group O. An element of O, in the
case of a
 
N ×   M point group, is of the form
h =
(
θt1ωt2 ,mαeα; t1V1 + t2V2,mαAα
) ∈ O , (2.66)
and acts on the coordinates according to
Z
h7→ θt1ωt2Z +mαeα (2.67)
XL
h7→ XL + pi (t1V1 + t2V2 +mαAα) . (2.68)
That is, a twist θt1ωt2 is accompanied by a shift t1V1 + t2V2 and a torus lattice vector mαeα
by mαAα. In detail, whenever we go along a torus direction eα the gauge degrees of freedom
are shifted by Aα. This induces a phase e
2piip·Aα which depends on the momentum p, i.e.11
e2ip·XL eα7→ e2ip·(XL+piAα) = e2piip·Aαe2ip·XL ⇒ |p〉L eα7→ e2piip·Aα |p〉L . (2.69)
Hence, the shifts Aα are called Wilson lines [13, 14].
Analogously to eqn. (2.69), we see that under the action of some general orbifold group
element h of eqn. (2.66) a left-mover with momentum p acquires a phase
e2piip·(t1V1+t2V2+mαAα) . (2.70)
11A state |p〉L with momentum p corresponds to a vertex operator e
2ip·XL , see e.g. appendix C of [34].
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Twisted Mode Expansion II
Now, we have defined two equivalence relations on the gauge degrees of freedom. First of all,
the coordinates XL are compactified on the 16-torus Λ: XL ∼ XL + pip for p ∈ Λ. Secondly,
the gauge twisting group G defines an orbifold of the 16 gauge degrees of freedom, namely
XL ∼ XL + pi (k1V1 + k2V2 + nαAα) . (2.71)
The combination of both yields new boundary conditions for strings being closed in the gauge
degrees of freedom
XL(τ + σ + pi) = g XL(τ + σ) + pip (2.72)
= XL(τ + σ) + pi (p+ k1V1 + k2V2 + nαAα) , (2.73)
i.e. they are only closed up to the action of the element g = (k1V1 + k2V2, nαAα) ∈ G and a
lattice shift with p ∈ Λ. We define
Vg ≡ k1V1 + k2V2 + nαAα and psh ≡ p+ Vg (2.74)
as the local shift Vg associated to g and the shifted momentum psh, respectively. The mode
expansion for a twisted string, XL(τ+σ) = x+psh(τ+σ)+oscillators, gives the general solution
of the equation of motion, which is compatible with the boundary condition eqn. (2.72).
There, we see that psh defines the internal momentum of this twisted state. Being from the
gauge degrees of freedom, psh has the additional interpretation as the weight defining the
representation under gauge transformations.
Having defined a twisted state |psh〉L using the boundary conditions g = (k1V1 + k2V2,
nαAα) ∈ G, we can transform it along the direction h = (t1V1 + t2V2,mαAα) ∈ G. From the
vertex operator e2ipsh·XL , we see that it acquires a phase
|psh〉L h7→ e2piipsh·Vh |psh〉L . (2.75)
Furthermore, the equation for massless left-movers from a twisted sector with constructing
element g reads
(p+ Vg)
2
2
+ N˜ − 1 + δc = 0 , (2.76)
where Vg is the local shift and δc as defined in eqn. (2.58). Note that the oscillator number
N˜ now sums over the six twisted oscillators of the six compactified dimensions. Therefore, it
can have fractional eigenvalues, e.g. the eigenvalue of N˜ for α˜i−1/3 is 1/3.
For computational reasons, we want to know which frequencies n − ωi or −n + ωi with
n ∈   of twisted oscillators can in principle appear in the massless spectrum. Since N˜ ≥ 0
and δc > 0 for some non-trivial constructing element g ∈ S, we know that the solutions to
eqn. (2.76) are constrained by
(p+ Vg)
2 < 2 and N˜ ≤ 1− δc . (2.77)
Consequently, only combinations of the twisted oscillators (having negative frequencies)
α˜i−ωi and α˜
i¯
−1+ωi (2.78)
for i = 1, 2, 3 and i¯ = 1¯, 2¯, 3¯ can potentially yield massless excited left-movers.
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Transformation Phase
From the previous discussions we know the transformation properties of each part of a twisted
state under the action of the Orbifold group. Here, we want to summarize these results and
complete them by introducing the so-called vacuum phase.
We start with a state |qsh〉R ⊗ α˜|psh〉L that describes a closed string with constructing
element g ∈ S and is possibly excited by some oscillators α˜. Under the action of some
element h ∈ S, the state transforms with a phase
|qsh〉R ⊗ α˜|psh〉L h7→ Φ|qsh〉R ⊗ α˜|psh〉L . (2.79)
The transformation phase Φ reads in detail
Φ ≡ e2pii [psh·Vh−R·vh] Φvac . (2.80)
The last term of this equation, the vacuum phase Φvac, is given by
12
Φvac = e
2pii [− 1
2
(Vg ·Vh−vg ·vh)] , (2.81)
compare to appendix A.5 and appendix A of [44]. Furthermore, in order to summarize the
transformation properties of qsh and of the oscillators we have introduced the so-called R–
charge. It is defined as
Ri ≡ qish − N˜ i + N˜∗i . (2.82)
N˜ i and N˜∗i, i = 0, . . . , 3, are integer oscillator numbers, counting the number of oscillators
α˜i and α˜i¯ acting on the ground state |p〉L, respectively. In detail, they are given by splitting
the eigenvalues of the number operator N˜ according to
N˜ = ωiN˜
i + ω¯iN˜
∗i , (2.83)
where ωi = (vg)i mod 1 and ω¯i = −(vg)i mod 1 such that 0 ≤ ωi, ω¯i < 1.
2.4.1 Physical States
Since the massless string is completely specified by its constructing element g, its left- and
right–moving shifted momenta psh and qsh and possible oscillator excitations α˜, we write down
a first ansatz for a physical state from the Hilbert space Hg on an orbifold
|phys〉 ∼ |qsh〉R ⊗ α˜|psh〉L ⊗ |g〉 . (2.84)
Up to now it is not guaranteed that a physical state is actually compatible with the
orbifold. To ensure this compatibility, invariance of |phys〉 under the action of all elements of
the orbifold group O ⊂ S⊗G must be imposed. To do so, the boundary condition for twisted
strings eqn. (2.56) is multiplied by an arbitrary element h ∈ S:
hZ(τ, σ + pi) = h g Z(τ, σ) (2.85)
⇔ hZ(τ, σ + pi) = h g h−1 hZ(τ, σ) (2.86)
For keeping the expressions simple, we choose shifts and Wilson lines such that the vacuum
phase Φvac = 1 vanishes. Now, we can distinguish two cases:
12More details about this extra phase can be found for example at the end of section 3 in reference [16] or
in section 5 of reference [67].
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Commuting Elements: [h, g] = 0
First, let us consider the transformation property of |phys〉 with respect to a commuting
element h. Note that geometrically a commuting element can be interpreted either as being
associated to the same fixed point as g or as acting in directions orthogonal to the ones in
which g acts, see appendix A.4. In the case of commuting elements, the boundary condition
eqn. (2.86) reads
hZ(τ, σ + pi) = g hZ(τ, σ) , (2.87)
i.e., the constructing element g is invariant under the action of h,
|g〉 h→ |h g h−1〉 = |g〉 . (2.88)
hZ closes under the same constructing element g as Z. Thus, both give rise to the same
Hilbert space Hg h→ Hhgh−1 = Hg. Furthermore, on the orbifold space C3/S the string
coordinates hZ and Z are identified. Thus, hZ and Z describe the same physical state.
In summary, provided a constructing element g, we have shown that for commuting ele-
ments h, hZ and Z give rise to the same physical states from the same Hilbert space. Since h
has to act as the identity on |phys〉, the following condition follows using eqns. (2.84), (2.80)
and (2.88):
psh · Vh −R · vh != 0 mod 1 . (2.89)
Note that in the general case the contribution from the vacuum phase eqn. (2.81) has to be
included here. If the state |phys〉 does not fulfill the invariance condition eqn. (2.89) it is
not “compatible” with the orbifold space and hence needs to be removed from the spectrum:
non-invariant states are projected out.
In other words, the total vertex operator of the state with boundary condition g has to
be single-valued when transported along h if h is an allowed loop [h, g] = 0.
Non–Commuting Elements: [h, g] 6= 0
Next, considering a non–commuting element h eqn. (2.86) yields
hZ(τ, σ + pi) =
(
h g h−1
)
hZ(τ, σ) , (2.90)
i.e., the constructing element g is not invariant under the action of h,
|g〉 h−→ |h g h−1〉 6= |g〉 . (2.91)
In the upstairs picture, i.e. in the covering space   3 of the orbifold   3/S, one has differ-
ent Hilbert spaces for the states with boundary conditions g and h g h−1. In this picture,
eqn. (2.91) says that h maps states from a given Hilbert space Hg onto a different Hilbert
space Hhg h−1 . Subsequent application of h then leads to the sequence 13
Hg h−→ Hhg h−1 h−→ Hh2 g h−2 h−→ Hh3 g h−3 h−→ . . . . (2.92)
The crucial point is now that on the orbifold hZ and Z are identified. This means that, on the
orbifold, the different Hilbert spaces Hhn g h−n of the upstairs picture are to be combined into
13Note that in all Hhngh−n the left–moving momenta psh of equivalent states are identical. The same holds
for qsh and R.
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a single orbifold Hilbert space H[g]. Invariant states are then linear combinations of states
from all Hhn g h−n . Such linear combinations do, in general, involve relative phase factors
(often called gamma–phase γ). So, the new ansatz for a physical state reads:
|phys〉 ∼
∑
n
(
e−2pii n γ |qsh〉R ⊗ α˜|psh〉L ⊗ |hn g h−n〉
)
= |qsh〉R ⊗ α˜|psh〉L ⊗
(∑
n
e−2piin γ |hn g h−n〉
)
, (2.93)
where γ = integer/N , N being the order of the orbifold. The geometrical part of the linear
combination transforms non–trivially under h∑
n
e−2piinγ |hn g h−n〉 h→ e2pii γ
∑
n
e−2pii nγ |hn g h−n〉 . (2.94)
Since h has to act as the identity on |phys〉, the following condition follows using eqns. (2.80),
(2.93) and (2.94) for non–commuting elements:
psh · Vh −R · vh + γ != 0 mod 1 . (2.95)
Notice that γ depends on h. Thus, we can always choose γ(h) such that this condition is
satisfied14. In principle, these steps have to be repeated for all non–commuting elements in
order to ensure invariance of the physical state under the action of the whole orbifold group
O ⊂ S ⊗G. The result for |phys〉 reads
|phys〉 = |qsh〉R ⊗ α˜|psh〉L ⊗
 ∑
h=   or [h,g]6=0
e−2piiγ(h) |h g h−1〉
 , (2.96)
where the summation over h is such that each term |h g h−1〉 appears only once. Note that the
summation over h can be understood as a summation over all representatives of the conjugacy
class of g.
Example
To illustrate the construction of physical states, let us consider an example in the twisted
sector of a two-dimensional
 
3 orbifold. In the SU(3) lattice spanned by e1 and e2, there are
three inequivalent fixed points associated to the constructing elements g1 = (θ, 0), g2 = (θ, e1)
and g3 = (θ, e1 + e2), or analogously gi = (θ, ai e1 + bi e2) for i = 1, 2, 3 with ai = (0, 1, 1)
and bi = (0, 0, 1) (compare to figure (2.4)). Then, using h = (   , ne1 +me2), the geometrical
part of a physical state can be written as∑
n,m
e−2pii(n+m)γ
∣∣(θ, (n+m+ ai) e1 + (2m− n+ bi) e2)〉 . (2.97)
Since the action of θ has order 3, the only possible θ–eigenvalues of eqn. (2.97) have γ = 0, ± 13 .
In the case of γ = 0, eqn. (2.97) is invariant under all rotations and translations for all three
14In this sense, building linear combinations and computing the γ phase is not a projection condition. Note
that γ(h) is well–defined: if h1gh
−1
1 = h2gh
−1
2 then γ(h1) = γ(h2).
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Figure 2.10: Illustration of the γ–factor. The fixed point associated with the space group
element g2 = (θ, e1) is invariant under (θ, e1), but transforms into equivalent fixed points
outside the fundamental domain under h = (θ, 0). To form an eigenstate of (θ, 0), one needs
to build linear combinations of the equivalent fixed points. The corresponding eigenvalues
can be 1, e±2pii/3.
gi. However, if γ = ± 13 , the eigenvalue of eqn. (2.97) depends on gi: for the fixed point at
the origin associated to g1, eqn. (2.97) is invariant under θ, but has an eigenvalue e
2pii γ (k+l)
under (   , ke1 + le2). Similarly, for the fixed points away from the origin, corresponding to gi
(i 6= 1), eqn. (2.97) picks up a phase e−2pii γ (ai+bi) under θ (see figure 2.10). It can be shown
that for physical states γ 6= 0 is only possible in the presence of a Wilson line in the e1 and
e2 directions.
In Practice only Commuting Elements: [h, g] = 0
As we have seen in the last sections, it is necessary to enforce invariance of physical states
under the action of the whole orbifold group O. For strings from the untwisted sector this
condition cannot be weakened: all elements h ∈ S commute with the constructing element
(   , 0) of the untwisted sector and hence we must project on the h-invariant subspace of the
untwisted sector.
However, in the case of twisted strings we can weaken this condition. The first step, to
project out states not invariant under commuting elements, remains unchanged. The second
step, to build linear combinations involving the gamma-phase γ can be omitted. The gamma-
phases are not needed for the computation of the massless spectrum. It is always possible to
choose the gamma-phase γ(h) for a given state such that this state remains invariant under
h. From this perspective, there is no projection involved in building linear combinations.
Furthermore, we will show later in section 2.7 that also for the computation of the allowed
Yukawa couplings the gamma-phases are redundant.
In summary, the procedure to compute the massless spectrum reads: for each inequivalent
constructing element g we first have to solve the equations for massless strings (eqns. (2.59)
and (2.76)). Next, we have to identify the commuting elements h (for example by the method
presented in appendix A.4) and finally project out the non-invariant states (according to
eqn. (2.89)).
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2.4.2 Conditions on the Gauge Embeddings
The following considerations will lead us to some consistency conditions on the gauge em-
beddings, i.e. the shift V and the Wilson lines Aα. We will derive them explicitly for the
case of
 
N orbifolds, but just state the results for the
 
N ×   M case, which can be derived
analogously.
The Order of the Shift
Consider a
 
N orbifold with θ being the order N generator of the point group. Now, act
N times with an orbifold group element g = (θ, 0;V, 0) on the 3 complex + 16 real bosonic
coordinates Z and XL.
Z
gN7→ θNZ ,
XL
gN7→ XL + piNV .
(2.98)
We know that θN =   is the identity on the three orbifolded coordinates Z. We furthermore
see that θN is embedded as NV into the gauge degrees of freedom XL. Consequently, we
have to demand that the identity operation θN is embedded as a “trivial” element acting on
the XL. Since, the gauge degrees of freedom are already compactified on the lattice Λ, see
eqn. (2.28), we find that this trivial element can be a lattice vector, that is
NV ∈ Λ . (2.99)
In summary, the twist θ of order N is transmitted to a shift V of the same order. In the case
of a
 
N ×   M point group, the shifts V1 and V2 have to be of order N and M , respectively.
The Order of the Wilson Line
This time we act with g = (θ, eα; V,Aα) on the 3+16 bosonic degrees of freedom Z and XL.
However, in general we do not do this N times, but only Nα times, where Nα is determined
by the equation
θNα−1eα + θNα−2eα + . . . + eα︸ ︷︷ ︸
Nα terms
= 0 , (2.100)
andN is a multiple of Nα. Knowing the value of Nα, we can transform the bosonic coordinates
with gNα as follows
Z
gNα7→ θNαZ + θNα−1eα + . . . + eα︸ ︷︷ ︸
=0 from eqn. (2.100)
XL
gNα7→ XL + piNαV + piNαAα .
(2.101)
We denote the space group part of g as gs ≡ (θ, eα). From eqn. (2.101) we see that
gNαs =
(
θNα, 0
)
does not contain any lattice vector eα of the torus. Therefore, g
Nα
s should
be embedded into the gauge degrees of freedom as a pure shift without Wilson lines, i.e. as
NαV . This is achieved by demanding that the Wilson line Aα is of order Nα, i.e.
NαAα ∈ Λ , (2.102)
no summation over the index α. Hence, the name discrete Wilson line.
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In general, the Wilson lines Aα are not independent on the orbifold. In detail, a Wilson
line Aα is associated to a torus lattice vector eα. On the orbifold however, some torus vectors
are no longer inequivalent, i.e. they are identified. Thus, the associated Wilson lines of
equivalent torus vectors have to be identified, too. This leads us to the condition
θeα = nαeα ⇒ Aα = nαAα + λ , (2.103)
where λ ∈ Λ and the sum runs over α = 1, . . . , 6, such that the Wilson lines associated to
eα and θeα are the same. We can derive this condition more explicitly by transforming the
bosonic coordinates with g = (θ, eα; V,Aα) twice
Z
g27→ θ2Z + θeα + eα
XL
g27→ XL + pi2V + pi2Aα .
(2.104)
From this, we get the same conclusion: the Wilson lines associated to the torus lattice vectors
eα and θeα must be the same.
We give two short examples. First, consider the case of a two-dimensional
 
3 orbifold
on an SU(3) lattice. In this case, following eqn. (2.103), the torus lattice vectors e1 and e2
are related by the twist and the associated Wilson lines A1 and A2 have to be equal [14], i.e.
θe1 = e2 ⇒ A1 = A2 , (2.105)
up to a lattice vector which conventionally is set to zero. Furthermore, from θ2e1+θe1+e1 = 0
we find that the Wilson line must be of order 3
3A1 = 3A2 ∈ Λ , (2.106)
as explained in eqns. (2.100) and (2.101).
The second example concerns the six-dimensional
 
6-II orbifold on an SU(6) × SU(2)
lattice. In reference [68] it is shown that this lattice allows for two independent Wilson lines:
one of order 6 and one of order 2.
A1 = A2 = A3 = A4 = A5 with 6A1 ∈ Λ and (2.107)
A6 with 2A6 ∈ Λ . (2.108)
The conditions on the shift and Wilson lines derived here together with further conditions
arising from modular invariance will be summarized later in section 2.4.3, for both types of
orbifolds
 
N and
 
N ×   M .
Remark: Rotation Embedding and Continuous Wilson Lines
As a remark, we briefly discuss the possibility to embed the twist θ as a rotation Θ into the
gauge degrees of freedom XL [27], i.e.
XL
θ7→ ΘXL . (2.109)
Following the steps of eqn. (2.98) in this case leads to the obvious requirement that also Θ is
of order N , that is
ΘN =   . (2.110)
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Furthermore, there are important consequences in the case of nontrivial Wilson lines. Thus,
we analyze the action of an orbifold group element containing a torus shift and its associated
Wilson line, for example take g = (θ, eα; Θ, Aα) and take the N
′-th power of it, i.e. gN
′
. As
we will see, it is important to distinguish between two cases for N ′:
1. In the first case, the Wilson line is invariant under Θ, i.e. ΘAα = Aα. It will turn out
that setting N ′ = Nα using the definition of eqn. (2.100) is useful in this case.
2. In the second case, the Wilson line transforms non-trivially under Θ, i.e. ΘAα 6= Aα
and it is convenient to set N ′ = N .
Now, we transform the 3+16 bosonic degrees of freedom with gN
′
. Restricting to the gauge
degrees of freedom XL, this yields
XL
gN
′
7→ ΘN ′XL + ΘN ′−1Aα + ΘN ′−2Aα + . . . +Aα︸ ︷︷ ︸
N ′ terms
. (2.111)
Again, we discuss the two cases separately:
1. Since ΘAα = Aα, we see that Θ
Nα−1Aα + . . . +Aα = NαAα and the Wilson line must
be of order Nα. Compare to eqn. (2.101).
2. In this case ΘN−1Aα + ΘN−2Aα . . . + Aα = 0 vanishes automatically, since Θ is a
rotation of order N . Thus, there is no restriction on the length of the Wilson line.
Hence, the name continuous Wilson line.
Continuous Wilson lines are known to break the rank of the gauge group. This rank reduction
by continuous Wilson lines can be interpreted alternatively as a Higgs mechanism induced by
an untwisted field obtaining a vev [18, 27, 69–72].
2.4.3 Modular Invariance
Modular invariance of one–loop amplitudes imposes strong conditions on the shifts and Wilson
lines. In
 
N orbifolds, the order N shift V and the twist v must fulfill [13, 73]:
N
(
V 2 − v2) = 0 mod 2 . (2.112)
For
 
N ×   M orbifolds with Wilson lines, modular invariance, including some consistency
requirements as discussed in appendix A.7, yields the conditions [44]
N
(
V 21 − v21
)
= 0 mod 2 , (2.113a)
M
(
V 22 − v22
)
= 0 mod 2 , (2.113b)
M (V1 · V2 − v1 · v2) = 0 mod 2 , (2.113c)
Nα (Aα · Vi) = 0 mod 2 , (2.113d)
Nα
(
A2α
)
= 0 mod 2 , (2.113e)
Qαβ (Aα ·Aβ) = 0 mod 2 (α 6= β) , (2.113f)
where Nα is the order of Aα and Qαβ ≡ gcd(Nα, Nβ) denotes the greatest common divisor of
Nα and Nβ and, as before, N is a multiple of M .
15
15In the case of two different   2 Wilson lines we find that (2.113f) can be relaxed, i.e. gcd(Nα, Nβ) can be
replaced by Nα Nβ = 4, provided there exists no g ∈ P with the property g eα 6= eα but g eβ = eβ. Imposing
the weaker condition leads, as we find, to anomaly-free spectra.
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2.4.4 The Untwisted Sector
After the general discussion on strings on orbifolds, we can now turn to more explicit calcu-
lations. First, we will analyze the untwisted sector in this section. Strings in the untwisted
sector fulfill the trivial boundary conditions of eqn. (2.26), i.e. their constructing elements
are g = (   , 0). Consequently, we know the solutions to the equations for massless untwisted
strings. They are given by the 10d spectrum of the heterotic string: the 10d SUGRA multi-
plet and the 10d vector multiplets corresponding to the 16+480 generators of the 10d gauge
group, as discussed in section 2.2. However, these states will in general not be invariant under
the action of the orbifold. As explained in section 2.4.1, we have to project out non-invariant
states in order to find the physical states of the orbifold model.
The SUGRA multiplet and Moduli
The 10d supergravity multiplet specified in eqn. (2.37) is a gauge singlet (with p = 0). Hence,
its compactification only depends on the twist, but is independent of the choices for shifts
and Wilson lines16.
If the twist θ (or θ and ω in the case of a
 
N ×   M point group) fulfills the N = 1
condition, eqn. (2.9), it is easy to see that the following components of the 10d supergravity
multiplet, eqn. (2.37), are invariant
|q〉R ⊗ α˜µ−1|0〉L with µ = 0, 1 and q = ±
(
1
2 ,
1
2 ,
1
2 ,
1
2
)
or q = (±1, 0, 0, 0) . (2.114)
As usual, we can read off the transformation properties under 4d Lorentz transformation
from the right-mover. The combination of the fermionic right-moving momentum q and the
oscillator α˜µ−1 transforming as a 4d space-time vector boson gives rise to one spin 3/2 fermion
plus its CPT conjugate, the gravitino. On the other hand, combining the bosonic q with this
oscillator yields a spin 2 boson plus its CPT conjugate, the graviton. Thus, in summary,
these states correspond to the 4d SUGRA multiplet for N = 1.
Beside the 4d supergravity multiplet, there are further invariant components of its 10d
version. Here, we restrict to the bosonic states and use the index notation of section 2.2
for the right-moving momenta q. First, we have to discuss briefly how right-movers |i〉R or
|¯i〉R with holomorphic or anti-holomorphic indices transform under the action of the orbifold
group. From eqn. (2.54) we can see that an index i, i¯ transforms with a phase
e−2piiq(i)·v = e2piiv
i
for i and e−2piiq(¯i)·v = e−2piiv
i
for i¯ , (2.115)
under the action of the twist θ, respectively. Now, we can summarize all “internal” compo-
nents of the 10d supergravity multiplet
Nij¯ ≡ |i〉R ⊗ α˜j¯−1|0〉L and Nij ≡ |i〉R ⊗ α˜j−1|0〉L , (2.116)
with i, j = 1, 2, 3 and j¯ = 1¯, 2¯, 3¯. The states Ni¯j and Ni¯j¯ are the CPT partners of the above-
mentioned ones and are therefore not listed. Independently of the choice of the point group
P , we see from the transformation properties given in eqns. (2.62) and (2.115) that N11¯, N22¯
and N33¯ are invariant under the action of P . Furthermore, a state Nij can only be invariant
if the twist θ contains at least one rotation by 180◦ in one of the three complex dimensions,
16Note that in the untwisted sector the vacuum phase is trivial, as vg = 0 and Vg = 0.
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i.e. vi =
1
2 for some i. Depending on the specific choice of θ further components of (2.116)
can be invariant for some combinations of i, j = 1, 2, 3 and j¯ = 1¯, 2¯, 3¯, see e.g. [74, 75].
These states are moduli and describe metric variations of the type δgij¯ and δgij , respec-
tively. The states Nij¯ are real (1, 1) moduli describing variations of the Ka¨hler structure and
the Nij are complex (1, 2) moduli corresponding to variations of the complex structure. It is
important to note that the number of untwisted moduli is a topological quantity and therefore
does not depend on the torus lattice Γ, but only on the point group P . On the other hand
the interpretation of a given modulus as some radius or angle depends on Γ.17
The 16 Cartan Generators
The states of eqn. (2.36) correspond to the 16 Cartan generators. In detail, they read
|q〉R ⊗ α˜I−1|0〉L . (2.117)
Their left-moving momenta are trivial p = 0. However they are not gauge singlets, as they
are excited by oscillators α˜I−1 in the 16 gauge degrees of freedom. It is important to note that
these left-movers are unaffected by shifts in the gauge degrees of freedom, i.e. by shifts with
the shift vector V or with Wilson lines Aα. Therefore, the left-movers are invariant under the
action of the orbifold group. On the other hand, the right-movers acquire phases such that
|q〉R ⊗ α˜I−1|0〉L θ→ e−2piiq·v |q〉R ⊗ α˜I−1|0〉L . (2.118)
Thus, only those 10d states are invariant on the orbifold that have q = (−1, 0, 0, 0), q =
(−12 ,−12 ,−12 ,−12) or the CPT conjugates thereof, i.e. −q. This yields 4d vector bosons
and 4d Weyl spinors and consequently vector multiplets in 4d. The other states have to be
projected out.
In summary, we find 16 4d vector multiplets associated to the 16 Cartan generators. The
rank of the 4d gauge group cannot be reduced by shift embeddings; it is always 16.
480 generators of E8 × E8 or SO(32)
The 480 states associated to the charged generators of E8 × E8 or SO(32) transform under a
general orbifold transformation h ∈ O with a phase
|q〉R ⊗ |p〉L → e2pii(p·Vh−q·vh) |q〉R ⊗ |p〉L . (2.119)
The destiny of these states depend on their right-movers. For a given state the right-mover
can be either invariant under the action of the orbifold group, or not.
In the first case, q ·vh = 0, the invariant right-mover carries a momentum q = (−1, 0, 0, 0),
q = (−12 ,−12 ,−12 ,−12) or a CPT conjugate thereof, as in the case of the Cartans. But what
does this imply for the left-mover? In order for the whole state to be invariant, the left-moving
momentum has to satisfy the condition
p · Vh = 0 ⇔ p · V = 0 and p ·Aα = 0 for α = 1, . . . , 6 . (2.120)
The set of invariant states in this category gives rise to the 4d gauge group. Their left-moving
momenta p are the roots of the corresponding adjoint representation.
17For a   4 example consult reference [55] and compare eqn. (53) and (64) therein, where the deformation
degrees of freedom are listed for the SO(4)3 and the SU(4)2 torus lattice, respectively.
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10d heterotic string
N = 1 SUGRA multiplet N = 1 SUGRA multiplet
and moduli
vector multiplets of the 4d gauge group
and chiral multiplets (matter)
480 vector multiplets (charged generators)
16 vector multiplets (Cartans) 16 vector multiplets (Cartans)⇒
4d untwisted spectrum
Figure 2.11: General overview of the spectrum of the untwisted sector.
In the second case, q · vh 6= 0, the right-mover carries a momentum q = (0,−1, 0, 0) or
q = (−12 ,−12 , 12 , 12) (or a CPT conjugate thereof). From the 4d perspective, such a right-mover
corresponds to a scalar or to a Weyl spinor giving rise to a chiral multiplet in 4d. If a given
state with q · vh 6= 0 does not fulfill the projection condition eqn. (2.119)
p · Vh − q · vh != 0 (2.121)
it is not invariant and hence has to be removed from the 4d spectrum. The set of invariant
states gives rise to matter fields, transforming in representations specified by their weights p.
In summary, the untwisted sector of the 4d orbifold model contains the SUGRA multiplet,
the moduli associated to the geometry of the internal orbifold space, the 4d gauge group and
matter representations, see fig. (2.11).
2.4.5 The Twisted Sectors
As discussed before, the twisted sectors are constructed by the following procedure:
• choose the inequivalent constructing elements g,
• solve the equations (2.59) and (2.76) for massless right- and left-movers, and finally
• use the orbifold projection eqn. (2.89) to get the invariant states.
Here, we want to discuss briefly the interpretation of these twisted states as matter represen-
tation. The condition for massless right-movers eqn. (2.59) reads
(q + vg)
2
2
− 1
2
+ δc = 0 . (2.122)
For a non-trivial constructing element g the zero-point energy is shifted by δc > 0. Conse-
quently, (q+ vg)
2 < 1 and we see that twisted right-movers cannot give rise to vector bosons,
i.e. q 6= (±1, 0, 0, 0). The twisted sectors cannot provide additional gauge group factors, but
only matter representations in the form of chiral multiplets. Such a chiral multiplet contains
in general a state from g and its CPT conjugate from g−1: if qsh is a solution for vg, −qsh is
a solution for vg−1 = −vg and if psh is a solution for Vg, −psh is one for Vg−1 = −Vg + λ with
λ ∈ Λ. If furthermore g = g−1, both (the state and its CPT partner) appear in the same
sector. Having this in mind, we will from now on concentrate on the left-chiral states (with
q0 = −12) and their bosonic SUSY partners. We will not list the right-chiral CPT conjugates
(with q0 = 12) and their SUSY partners any more.
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2.4.6 Anomalous U(1)
The 4d gauge group generically contains many U(1) factors (in rare cases even 16 U(1)’s
and no non-Abelian gauge group factor). It is well known that at most one U(1) factor can
appear to be anomalous for heterotic orbifold models [17,24,25,76,77]. This factor is denoted
by U(1)anom. All other gauge group factors (Abelian and non-Abelian) are anomaly-free.
However, if we start with an arbitrary basis of U(1) generators and compute their anomalies
it turns out that more than one U(1) appear to be “anomalous” in general. Nevertheless, we
can always perform a basis change such that the anomaly is rotated to a single direction. In
the following we will discuss in detail how to construct the anomalous U(1) gauge group and
what are the conditions it has to obey.
Identifying U(1)anom
The Cartan generators of E8×E8 or SO(32) are conventionally denoted by HI , I = 1, . . . , 16.
By definition they act on left-moving states as
HI |psh〉L = pIsh|psh〉L . (2.123)
Suppose we have n Abelian gauge group factors U(1)(i), i = 1, . . . , n, in the 4d gauge group.
They are generated by linear combinations of the Cartans, i.e.
Qi = ti ·H = tIiHI , (2.124)
where we sum over I = 1, . . . , 16. The coefficients tIi could be from   , but it is more convenient
to choose them as tIi ∈
 
. They have to be orthogonal to all simple roots αj of the non-
Abelian gauge group factors, i.e. ti · αj = 0. Furthermore, we choose them to be orthogonal
among each other, ti · tj = 0. Consequently, the i-th U(1) charge of the state |psh〉L reads
Qi|psh〉L = (ti ·H)|psh〉L = (ti · psh)|psh〉L , (2.125)
in short form, Qi = ti · psh. Hence, we will also denote ti as the generator of the i-th U(1)
factor. In principle, this U(1)(i) could be anomalous. To see this, we have to evaluate for
example the U(1)(i) − grav − grav anomaly. It is proportional to the “trace” of Qi over all
fermionic states with momenta p
(f)
sh
Ai ≡ TrQi =
∑
f
Q
(f)
i =
∑
f
ti · p(f)sh . (2.126)
If this does not vanish the associated i-th U(1) factor is anomalous. Generically, starting with
some arbitrary U(1) generators ti, many U(1) factors seem to be anomalous. However, we
can construct the unique (up to a rescaling) generator tanom of the anomalous U(1)anom by
using the anomaly coefficients Ai. In detail this reads
18
tanom ≡
n∑
i=1
Ai
ti · ti ti . (2.127)
18We are thankful to Prof. Michael Ratz for pointing this out.
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Since the generators ti are chosen to be orthogonal, we can easily read off the anomalous
generator in terms of the shifted momenta psh [43]
tanom =
∑
i,f
ti · p(f)sh
ti · ti ti ⇒ tanom =
1
12
∑
f
p
(f)
sh , (2.128)
where the rescaling with the factor 112 is the convention used in section 2.7.4. From here we
can check that this is the desired result: the anomaly corresponding to tanom is non-vanishing
Aanom =
∑
f
tanom · p(f)sh = 12|tanom|2 6= 0 (2.129)
and the ones corresponding to some orthogonal directions t˜i ·tanom = 0 for i = 2, . . . , n vanish,
A˜i =
∑
f
t˜i · p(f)sh = t˜i ·
(∑
f
p
(f)
sh
)
= 12 t˜i · tanom = 0 . (2.130)
Conditions on U(1)anom
For a U(1) gauge factor there are several possible anomalies:
U(1)(i) − grav− grav, U(1)(i) −U(1)(i) −U(1)(i),
U(1)(i) −G−G, and U(1)(i) −U(1)(j) −U(1)(j), (2.131)
where G denotes a non-Abelian gauge group factor (like SU(2)) and i, j = 1, . . . , n.
In the preferred basis where only the first U(1) is anomalous, the U(1)’s satisfy the fol-
lowing conditions [17, 34]
1
24
TrQi =
1
6|ti|2 TrQ
3
i = Tr `Qi =
1
2|tj |2 TrQ
2
jQi =
{
1
2 |tanom|2 6= 0 if i = 1, i.e. anom,
0 otherwise
(2.132)
where i 6= j and l denotes the Dynkin index19 with respect to the non-Abelian gauge group
factor G.
In the case when eqn. (2.132) does not vanish, these conditions guarantee that the anoma-
lous U(1) is canceled by the generalized Green-Schwarz mechanism [24] (i.e. by an anomalous
variation of the B field, compare to section 2.2). It is important to note that an anoma-
lous U(1) induces a so-called Fayet–Iliopoulos D–term [25, 26], a constant in Danom which is
proportional to the anomaly trQanom, i.e.
Danom ' g
192pi2
trQanom . (2.133)
2.5 Some Orbifolds
In this section we will analyze the following orbifolds in some detail:
 
3,
 
3 ×   3,   6-II and
 
2 ×   2. As they will recur in the following chapters, we will discuss them here and refer
to this section later on. The focus lies on geometrical aspects such as the torus lattice and
its deformations, the fixed point structure and, in the case of the
 
2 ×   2 orbifold, on the
difference between factorizable and non-factorizable torus lattices.
19The Dynkin index `(r(f)) of some representation rf is defined by `(r(f)) δab = tr(ta(r
(f)) tb(r
(f))), using
the generator ta of G in the representation r
f . The conventions are such that `(M) = 1/2 for SU(M) and
`(M) = 1 for SO(M)
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e2
e1 e3
e4
e5
e6
Figure 2.12: The six-dimensional
 
3 orbifold on a factorized Γ = SU(3) × SU(3) × SU(3)
lattice with 3× 3× 3 = 27 fixed points.
2.5.1 The   3 Orbifold
As the
 
3 orbifold can be seen as the simplest one, it has attracted a lot of attention in the
literature [15–22, 78–82]. We will mainly use it in chapter 5 where we discuss the blow-up of
 
3 singularities. However, as it is instructive, we will discuss
 
3 in detail here.
The six-dimensional torus lattice is chosen to be Γ = SU(3)× SU(3)× SU(3), where each
SU(3) sublattice lies inside one of the three complex planes, see figure (2.12). Furthermore,
the generator θ of the
 
3 point group is specified by the twist vector
v =
(
0, 13 ,
1
3 ,−23
)
, (2.134)
fulfilling the condition eqn. (2.9) for N = 1 supersymmetry in 4d: v1 + v2 + v3 = 0.
The 4d SUGRA Multiplet and Moduli
As explained in the general case in section 2.4.4, the invariant components of the ten-
dimensional N = 1 SUGRA multiplet eqn. (2.37) are first of all
|q〉R ⊗ α˜µ−1|0〉L with µ = 0, 1 and q =
(−12 ,−12 ,−12 ,−12) , (2.135)
corresponding to the 4d N = 1 SUGRA multiplet, represented by its single gravitino, and
additionally nine (1, 1) moduli Nij¯ with i = 1, 2, 3 and j¯ = 1¯, 2¯, 3¯
|q〉R ⊗ α˜j¯−1|0〉L with q =
(
−12 ,−12 , 12 , 12
)
and j¯ = 1¯, 2¯, 3¯ , (2.136)
plus their scalar partners. These moduli describe continuous deformations of the torus lattice
Γ, where each real (1, 1) modulus corresponds to one geometric parameter. Obviously, we
need to identify nine geometric parameters that deform the torus lattice in such a way that
the twist θ remains a symmetry. These parameters are [55, 67]
R1, R3, R5 and α13, α15, α35, α14, α16, α36 . (2.137)
Their geometric meaning as the three radii of the three SU(3) tori and six angles is presented
in the appendix A.1. Furthermore, there it is shown that the twist θ remains a symmetry of
the deformed torus lattices.
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shift V gauge group from E8 × E8 label(
08
) (
08
)
E8 × E8 T
1
3
(−2, 12, 05) (08) E6 × SU(3)× E8 A
1
3
(−2, 12, 05) (−2, 12, 05) [E6 × SU(3)]2 B
1
3
(
12, 06
) (−2, 07) E7 × SO(14) ×U(1)2 C
1
3
(−2, 14, 03) (−2, 07) SU(9)× SO(14)×U(1) D
shift V gauge group from SO(32) label(
016
)
SO(32) T32
1
3
(−2, 12, 013) SO(26)× SU(3)×U(1) A32(
1
2
2
,−16
6
, 12
8
)
SO(20)× SU(6)×U(1) B32(
1
2
2
, 16 ,−16
8
, 12
5
)
SO(14)× SU(9)×U(1) C32(
1
2
2
,−16
12
,−12
2
)
SO(8)× SU(12)×U(1) D32(
1
3 ,
2
3 , 0,−13
13
)
SU(15)×U(1)2 E32
Table 2.1: All inequivalent shifts for the
 
3 orbifold and the corresponding gauge groups in
the case of E8 × E8 and SO(32) heterotic string.
Breaking of the 10d Gauge Group
As noted before, the 4d components of the 16 ten-dimensional Cartan generators are in-
variant. These states are |q〉R ⊗ α˜I−1|0〉L with q = (− 12 ,−12 ,−12 ,−12 ) for the gauginos and
q = (−1, 0, 0, 0) for the gauge bosons. Thus, the rank of the 4d gauge group remains 16.
The compactification of the charged gauge bosons and gauginos of the 10d gauge group
E8 × E8 or SO(32) depends on the choices of the shift and the Wilson lines. As we have
seen in section 2.4 they are subject to modular invariance conditions. In the case without
Wilson lines (i.e. Aα = 0) and E8 × E8 (or SO(32)) gauge group in 10d, there are only five
(or six) inequivalent shifts leading to five (six) inequivalent
 
3 orbifolds, respectively. They
are listed in table (2.1) together with their resulting 4d gauge groups. Model A of E8 × E8
and model A32 of SO(32) are the so-called standard embedding models. For them the twist
v = (0, v1, v2, v3) is embedded into the shift as V = (v1, v2, v3, 013) such that the modular
invariance condition N(V 2 − v2) = 0 mod 2 is trivially fulfilled20.
As an example, we will explain model C in some detail. The roots of the unbroken gauge
group are determined by the condition p · V = 0. Explicitly, they are given by(
0, 0,±1,±1, 04) (08) 60(±(1,−1), 06) (08) 2(
± (12 ,−12) , (±12)6)(08) 2× 32 ⇒ 126 roots + 7 Cartans ⇒ 133 of E7(
08
) (
0,±1,±1, 05) 84 ⇒ 84 roots + 7 Cartans ⇒ 91 of SO(14)
2 Cartans ⇒ U(1)2 .
As indicated, they form the adjoint representations of E7 × SO(14). Furthermore, the two
20In the case of a Calabi-Yau manifold the standard embedding is given by taking the gauge connection to
be equal to the spin connection [61]. In terms of the curvature this means iF = R, see section 5.1.1
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remaining Cartans give rise to U(1)2. Their generators can be chosen as
tanom =
(− 32 ,−32 , 06)(08) and t2 = (08)(32 , 07) , (2.138)
where the first one turns out to be anomalous.
In the case of the
 
3 orbifold, the three right-moving momenta q = (0,−1, 0, 0) have the
same transformation property under the action of the orbifold group, i.e. q · v = − 13 mod 1.
Hence, states in the untwisted sector always appear with a multiplicity of three. We list the
left-moving momenta p which combine with these right-movers (or their CPT conjugate) and
form invariant matter states of the untwisted sector:
(± (12 , 12), (± 12)6)(08) 2× 25(±1, 0,±1, 05) (08) 48 ⇒ 112 weights ⇒ (56,1)
(
3
2 ,0)
+ (56,1)
(−32 ,0)(± (1, 1) , 06) (08) 2 ⇒ 2 weights ⇒ (1,1)(−3,0) + (1,1)(3,0)(
08
) (±1,±1, 07) 2× 14 ⇒ 28 weights ⇒ (1,14)
(0,−32 )
+ (1,14)
(0,
3
2 )(
08
)((± 12)8) 27 ⇒ 128 weights ⇒ (1,64)(0,34 ) + (1,64)(0,−34 )
In summary, the left-chiral charged matter spectrum of the untwisted sector reads
3(56,1)
(
3
2 ,0)
+ 3(1,1)(−3,0) + 3(1,14)(0,−32 )
+ 3(1,64)
(0,
3
4 )
. (2.139)
The Twisted Sector
For the twisted sectors, we will give only a few details and mainly state the results. Since
the first twisted sector T(1) contains only the right-chiral CPT conjugates of the states from
T(2), we can focus on the later one. As there are no Wilson lines all 27 fixed points are
degenerate, i.e. have an identical copy of the massless spectrum. Thus, we can start with some
constructing element, say
(
θ2, 0
)
. There, we compute the massless spectrum and multiply the
result by 27 yielding the complete twisted matter spectrum. An efficient procedure to solve
the equations for massless right- and left-movers is described in appendix B.3 of [83]. The
result reads
27(1,14)
(1,−12 )
+ 27(1,1)(−2,1) + 81(1,1)(1,1) . (2.140)
2.5.2 The   3 ×   3 Orbifold
Like in the case of the
 
3 orbifold, we choose the six-dimensional lattice to be factorized as
Γ = SU(3)× SU(3)× SU(3). This torus allows for a   3 ×   3 point group, represented by the
twist vectors
v1 =
(
0, 13 , 0,−13
)
and v2 =
(
0, 0, 13 ,−13
)
. (2.141)
From eqn. (2.10) we know that this choice will retain N = 1 supersymmetry in 4d. Further-
more, only three moduli are invariant: N11¯, N22¯ and N33¯. They correspond to deformations
of three radii R1 = R2, R3 = R4 and R5 = R6. The number of inequivalent shift vectors has
been classified in [44] taking into account that for
 
N ×   M orbifolds shift vectors differing by
lattice vectors can lead to inequivalent models. We will explain this in detail in section 3.1.
All shifts and the resulting models for E8 × E8 and SO(32) can be found in [84]. For more
details on
 
3 ×   3, we refer to e.g. [22, 85].
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2.5.3 The   6-II Orbifold
The
 
6-II orbifold has recently become very popular [34,36,37,39–41,45–47,86,87]. Its point
group is defined by the twist vector
v =
(
0, 16 ,
1
3 ,−12
)
. (2.142)
This is in contrast to
 
6-I, where v =
(
0, 16 ,
1
6 ,−13
)
. The invariant moduli for
 
6-II are three
real (1, 1) moduli N11¯, N22¯, N33¯ and one complex (1, 2) modulus N33 allowing for continuous
deformations of in total five geometric parameters. From the form of the twist vector v we
see that the first and fifth twisted sectors T(1) and T(5) contain fixed points (since vi 6= 0 for
i = 1, 2, 3), whereas T(2) and T(4) have fixed tori (due to 2v3 = 4v3 = 0 mod 1) and T(3) has
fixed tori as well (3v2 = 0 mod 1). Their number and localization depend on the lattice.
We choose the factorized torus lattice: it reads
Γ = G2 × SU(3)× SU(2)2 , (2.143)
that is depicted in fig. (2.13), including the fixed point structure for the twisted sectors T(1),
T(2) and T(3). The sectors T(4), T(5) are equivalent to T(2), T(1), respectively. For this lattice
the five moduli correspond to deformations of four independent radii R1 = R2, R3 = R4, R5
and R6 and one angle α56. All inequivalent shift embeddings for E8×E8 have been classified
leading to 61 different choices [88].
T(2)
e6
e3 e5
e2
e1
e4
T(1)
e6
e3
e4
e5
e2
e1
e6
e3
e4
e5
e2
e1
T(3)
Figure 2.13:
 
6-II orbifold on the factorized lattice G2 × SU(3) × SU(2)2. The inequivalent
fixed points and fixed tori of the T(1), T(2) and T(3) twisted sectors are depicted. Strings in
the second (third) twisted sector are free to move in the third (second) complex plane.
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2.5.4 The   2 ×   2 Orbifold
The
 
2 ×   2 point group is generated by the twists θ and ω whose action on   3 is defined
by the corresponding twist vectors
v1 =
(
0, 12 ,−12 , 0
)
and v2 =
(
0, 0, 12 ,−12
)
. (2.144)
From eqn. (2.10) we know that this choice will retain N = 1 supersymmetry in 4d. Before
choosing a lattice, we can see that three real (1, 1) moduli N11¯, N22¯, N33¯ are invariant, as
usual. In addition, there are three complex (1, 2) moduli N11, N22, N33 giving rise to in
total nine geometric deformation parameters. Their interpretation can only be specified after
choosing a torus lattice. The four elements of the point group {   , θ, ω, θω} generate four
sectors: the untwisted sector U and three twisted sectors, denoted by T(1,0), T(0,1) and T(1,1).
Since the associated twist vectors v1, v2 and v3 = v1 + v2 have a zero-entry, there will be only
fixed tori and no fixed points. The number of fixed tori per twisted sector, however, depends
on the torus lattice. In the following we will discuss two examples for the torus lattice: a
factorized one and a non-factorizable one.
Factorized Lattice
The prototype for a factorized lattice in the context of
 
2 ×   2 orbifolds is Γ = SU(2)6. In
this case the moduli correspond to six radii Ri = |ei| for i = 1, . . . , 6 and three angles α12,
α23 and α56. Each twisted sector contains 16 fixed tori, in total 3× 16 = 48. Further details
on
 
2 ×   2 orbifolds on this lattice can be found in [35, 83].
Non-Factorizable Lattice
All inequivalent non-factorizable lattices Γ for the
 
2 ×   2 orbifold have been classified [89]
leading to a total number of eight distinct lattices, denoted by A.1 to A.8. As an example,
we choose the lattice Γ = SU(3) × SU(2)4 named A.2. In order to see that this lattice is
non-factorizable we have to specify the vectors spanning the lattice Γ in   3
e1 = (
√
2, 0, 0), e2 = (− 1√2 ,
√
2
3 , 0), e3 = (
√
2i, 0, 0),
e4 = (0,
√
2i, 0), e5 = (0, 0,
√
2), e6 = (0, 0,
√
2i),
(2.145)
where we have fixed all radii and angles, as depicted in fig. (2.14). This lattice allows for the
 
2×   2 point group generated by the twist vectors eqn. (2.144). Using the nine deformation
e3
e2
e4 e6
e5e1 e2
Figure 2.14: The alignment of the non-factorizable lattice Γ = SU(3) × SU(2)4 inside the
three orthogonal complex planes   ×   ×   . Note that the SU(3) sublattice spanned by e1
and e2 lies skew inside  
3. This lattice allows for a point group
 
2 ×   2 ⊂ SU(3).
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parameters21 R1 = |e1| = 2|e12|, R˜2 ≡ |e22|, Ri = |ei| for i = 3, . . . , 6, α13, α24 and α56 it
cannot be deformed continuously to a factorized form. Thus, it is non-factorizable. Due to
the special alignment of Γ inside   3, the number of inequivalent fixed tori changes compared
to the factorized lattice. For example, in T(1,0) the constructing twist θ leaves in total 16 fixed
tori invariant as in the factorized case. However, now θω identifies some of them leading to 12
inequivalent fixed tori, see fig. (2.15) for an illustration. Also in the other two twisted sectors
T(0,1) and T(1,1) the number of inequivalent fixed tori is reduced, from 16 to 8 in both sectors.
All 12 +8 + 8 fixed tori are depicted in fig. (2.16). For a model on this lattice see section 3.3.
e1
e2
θω
ω
Figure 2.15: Fixed points in the SU(3) sublattice of T(1,0). θ = diag(−1,−1) (in the real
basis) leaves four points invariant. However, under the action of θω = diag(−1, 1) the points
corresponding to (θ, e2) and (θ, e1 + e2) are identified resulting in three inequivalent ones.
e3
e2
e4 e6
e5e1 e2
T(1,1)
e3
e2
e4 e6
e5e1 e2
T(1,0)
e3
e2
e4 e6
e5e1 e2
T(0,1)
Figure 2.16: Localization of the fixed tori of the
 
2 ×   2 orbifold on the non-factorizable
lattice Γ = SU(3) × SU(2)4 separated by twisted sectors T(k,l). The coordinates of the fixed
tori in   3 are marked by circles and triangles. There are (2× 2) + (4× 2) = 12 inequivalent
fixed tori in the sector T(1,0), 2× 4 = 8 in T(0,1) and finally 2× 4 = 8 in T(1,1).
21Using ei = (e
1
i , e
2
i , e
3
i ) ∈  
3.
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2.6 Classification of
 
N Orbifolds for SO(32)
In this section we summarize the results from a classification of
 
N orbifold compactifications
of the SO(32) heterotic string without Wilson lines [42]. For each orbifold we choose a specific
torus lattice. In detail, they read SU(3)3, SO(5)2 × SO(4), G22 × SU(3), G2 × SU(3)× SO(4),
SU(7), SO(9) × SO(5), SO(9) × SO(4), F4 × SU(3) and F4 × SO(4), listed according to the
order of the
 
N point groups in table (2.2).
For the classification of the shift vectors V we use Dynkin diagram techniques, as described
for example in [42, 68, 71, 90, 91]. The results are summarized in table (2.2a). From there,
we see that generically there are more models in the SO(32) case than in E8 × E8 and the
difference in the amount of respective models increases with increasing order N . More details
on the SO(32) models, including the shift vectors V , the twist vectors v, the gauge groups
and the resulting massless matter spectra can be found in [92].
Finally, we analyze the appearance of massless spinors of SO(10) and SO(12) for our
SO(32) models22. It is a well-known fact that by breaking the adjoint of SO(32) we cannot
obtain spinor representations of SO(2M). This can be seen from the length squares of the
respective weights: the roots of SO(32) correspond to weights p of Spin(32)/
 
2 with p
2 = 2;
on the other hand spinorial weights p of Spin(32)/
 
2 have a length squared p
2 = 4. Thus,
the latter one cannot be massless in the untwisted sector, see appendix C.1. However, they
might be massless in some twisted sectors. In fact, in section 3 of [42] it is shown that for
all orbifolds
 
N with N > 3 there exists a shift vector yielding a spinor 16 of SO(10) in the
first twisted sector. These models might be excellent starting points for a “Mini-Landscape”
of SO(32) heterotic orbifolds, compare to chapter 4. In addition, there are models where the
spinor appears in higher twisted sectors. To summarize that, table (2.2b) lists the number of
models equipped with spinor representations of SO(10) or SO(12) from any twisted sector.
(a)
# ineq. models in
 
N SO(32) E8 × E8
 
3 6 5
 
4 16 12
 
6-I 80 58
 
6-II 75 61
 
7 56 40
 
8-I 196 145
 
8-II 194 146
 
12-I 2295 1669
 
12-II 2223 1663
(b)
models with # models with
anomalous U(1) 16 of SO(10) 32 of SO(12)
5 0 0
12 2 0
76 4 4
65 10 3
55 2 0
193 12 0
166 11 7
2269 80 36
2097 116 10
Table 2.2: (a) Comparison between the number of inequivalent
 
N models for SO(32) [42]
and E8 × E8 heterotic string [68]. Note that the E8 × E8 results obtained in [68] coincide
with the older ones in [49] for point groups
 
N with N < 8, but differ in the other cases. (b)
Numbers of inequivalent
 
N models containing at least one spinor of SO(10) or SO(12). We
also present the number of SO(32) models having an anomalous U(1).
22It was shown in [42] that massless spinors of bigger groups do not appear in orbifold models of the SO(32)
heterotic string. For related work on SO(32) see [93].
51
52 CHAPTER 2. HETEROTIC ORBIFOLDS
2.7 Yukawa Couplings
Consider the n–point correlation function of two fermions and n− 2 bosons [52, 94]
〈F FB . . .B〉 . (2.146)
The corresponding physical states shall be denoted by Ψr, r = 1, . . . , n. Then, in the field
theory limit, a non–vanishing correlation function implies the following term in the superpo-
tential
W ⊃ Ψ1 Ψ2 Ψ3 . . .Ψn , (2.147)
where the Ψr’s now denote the corresponding chiral superfields. A complete evaluation of
eqn. (2.146) has only been performed for 3–point couplings and yields a moduli dependent
coupling strength [52, 55, 94, 95].
On the other hand, symmetries of eqn. (2.146) give rise to the so–called string selection
rules. These rules determine whether a given coupling vanishes or not. We use the following
notation: the constructing elements of Ψr are denoted by gr ∈ S, their left-moving shifted
momenta by psh,r and finally their R–charges by Rr, respectively. Then, the string selection
rules read:
2.7.1 Gauge Invariance
Invariance of eqn. (2.146) under variations in the gauge degrees of freedom result in a condition
on the associated momenta psh: the sum over all left–moving shifted momenta psh,r must
vanish: ∑
r
psh,r = 0 (2.148)
This translates to the field theoretic requirement of gauge invariance for allowed terms in the
superpotential.
Anti-Symmetry under Particle Exchange
If some field appears more than once in a given coupling, it is important to take care of the
symmetry / antisymmetry properties under the exchange of identical particles.
Let us see this by an easy example. Consider a theory with gauge group SU(2) and a
particle content including some doublets and singlets. Furthermore, assume that the coupling
2× 2× 1 is allowed by all selection rules. Indeed, from gauge invariance it is clearly allowed,
since the tensor product of two doublets contains a singlet, i.e.
2× 2 = 3s + 1a , (2.149)
where s and a denote whether the representation is symmetric or antisymmetric under the
exchange of the 2’s. Thus, if both doublets correspond to the same particle the singlet
vanishes. We can also see this in the index notation, where Ai and Bj denote the components
of the doublets. Then
AiBj =
1
2
(
AiBj +AjBi
)
︸ ︷︷ ︸
3s
+
1
2
(
AiBj −AjBi)︸ ︷︷ ︸
1a
(2.150)
and the singlet 1a vanishes if both doublets are the same A = B. In appendix A.2, we give a
long but not complete list of the most frequent such cases.
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2.7.2 Space Group Invariance
The product of constructing elements gr must be the identity:∏
r
gr = (   , 0) . (2.151)
This selection rule can be visualized as the geometrical ability of twisted strings to join.
Consider the example of a 3–point coupling of strings with constructing elements g1, g2 and
g−13 (choosing g
−1
3 will turn out to be more convenient than g3). In the covering space  
3 of
the orbifold   3/S the three strings look like open strings. Two “open” strings merge in order
to give the third one. However, in order to be able to merge the boundary conditions have
to multiply to the identity, see figure (2.17) for an illustration. We can evaluate the three
boundary conditions at the time of merging,
z3 = g3g2z2 = g3g2g1z1 = g3g2g1z3 (2.152)
⇒ g1g2g3 =   . (2.153)
For computational purposes this condition is not very practical. For a given twisted string
with constructing element gr this condition depends on the specific choice of gr ∈ [gr]. A given
coupling might seem forbidden by the space group selection rule using gr ∈ [gr], but with
a different choice g′r ∈ [gr] it could turn out to be allowed. Thus, it is more convenient to
reformulate this condition in terms of conjugate elements hrgrh
−1
r∏
r
hrgrh
−1
r = (   , v) (2.154)
with v ∈∑r(   − θkr)Λ, see for example [96]. Then, one can take any representative gr ∈ [gr]
and each constructing element gr is conjugated independently by hr. Due to the definition of
v it is enough to use pure rotations for hr, e.g. h1 = (θ, 0), h2 = (θ
3, 0), h3 = (   , 0).
g1z1
g2z2
g−13 z3 = g2z2
g1z1 = z2
z3 = z1
z2
z1
Figure 2.17: Illustration of the space group selection rule in the covering space   3 of the
orbifold   3/S. The closed strings with boundary conditions g1, g2 and g
−1
3 look like open
ones in   3. In order to merge, the constructing elements have to multiply to the identity.
Note that the boundary conditions have to be evaluated at the time of the strings’ merging.
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2.7.3 R–Charge conservation
The conditions for R–charge conservation read [34]∑
r
Rir = 0 mod N
i for i = 1, 2, 3 , (2.155)
where N i denotes the order of the i–th component of the twist vector, i.e. N ivi ∈ Z (no
summation). Here, two of the Rr are fermionic and the rest are bosonic. For computational
purposes, it is more convenient to use the purely bosonic notation, where eqn. (2.155) becomes∑
r R
i
r = −1 mod N i and all Rr are bosonic.
R–charge conservation can be understood as a remnant of ten-dimensional Lorentz in-
variance. In 10d couplings have to be invariant under the full Lorentz group SO(9, 1). This
includes invariance under the action of
e2piiα1J12 , e2piiα2J34 and e2piiα3J56 , (2.156)
where αi ∈   and Ji,i+1 denote the Cartan generators as defined in eqn. (2.4). By the
compactification, the SO(9, 1) breaks to the 4d Lorentz group SO(3, 1) times some “internal
part”. In section 2.3 we discussed that for a generic compactification the internal part is SU(4),
the R symmetry group ofN = 4 supersymmetry. For Abelian orbifolds the R symmetry SU(4)
is in general broken to a discrete subgroup of U(1)3 ⊂ SU(4) and the U(1)3 corresponds to the
three elements listed in eqn. (2.156). More specifically, there are unbroken discrete symmetries
of the six-dimensional orbifold space. As they remain a symmetry of the space, they should
also remain a symmetry of the theory, i.e. of the couplings. In the literature, these symmetries
are often called sublattice rotations [18, 94, 97].
For factorizable torus lattices, the discrete remnants of the SU(4) R–symmetry are gen-
erated by three elements
e2piiJ12/N
1
, e2piiJ34/N
2
and e2piiJ56/N
3
, (2.157)
where N i denotes the order of vi, as before. These elements generate an Abelian discrete
R–symmetry group
 
N1 ×
 
N2 ×
 
N3 . (2.158)
Next, we have to clarify how this group acts on states compactified on the orbifold. Con-
sider some generic state with possible oscillator excitations α˜, |qsh〉R ⊗ α˜|psh〉L. Under a
sublattice rotation in the i-th plane, it picks up a phase e2piiR
i/N i , compare to eqns. (2.61)
and (2.62). Consequently, demanding invariance of the n-point coupling under these discrete
transformations results in the conditions stated in eqn. (2.155).
In the non-factorizable case, the situation seems unclear. For example, for the
 
6-II
orbifold with a Γ = SU(6) × SU(2) torus lattice the only discrete subgroup of U(1)3 that
maps the torus lattice Γ to itself is θ = e2pii(v1J12+v2J34+v3J56), compare to [68]. Note that in
this case θ is not an R symmetry in the strict sense as it commutes with the generator of
supersymmetry and therefore all components of a SUSY multiplet carry the same R–charges.
On the other hand, the non-factorizable torus lattice discussed in section 2.5.4 in the case
of a
 
2 ×   2 orbifold allows for normal sublattice rotations. One can check that using the
visualization of the lattice in fig. (2.14). In summary, it remains an open question how R–
charge conservation is defined in the non-factorizable case.
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2.7.4 Discrete Anomalies
The string selection rules listed in the previous sections clearly restrict the form of the super-
potential. Therefore, these rules can be understood in terms of discrete symmetries (obviously
except for gauge invariance). Very much like continuous symmetries, discrete symmetries can
be broken by quantum effects, i.e. have an anomaly [98]. If this is the case, one expects
that the corresponding conservation laws be violated through non-perturbative effects. The
criteria for discrete symmetries to be non-anomalous, and thus to be exact, have been studied
in the Abelian (
 
N ) case [99, 100].
In [43] it is shown how to rederive the anomaly constraints using the path integral ap-
proach [101,102] for Abelian and non-Abelian discrete symmetries. However, here we restrict
to the case of a discrete
 
N symmetry and the anomalies
 
N −G−G and   N -gravity-gravity
are determined by
A   N−G−G =
1
N
∑
r(f)
q(f)
(
2 `(r(f))
) ∈   , (2.159)
A   N−grav−grav =
2
N
∑
m
q(m) dimR(m) ∈   , (2.160)
compare to figure (1.2) in the introduction. If A
  N−G−G and A   N−grav−grav are both integer
the discrete symmetry is non-anomalous23.
Discrete Anomalies for

6-II Orbifolds
As an example, we check whether the discrete symmetries of
 
6-II orbifold models with torus
lattice G2×SU(3)×SU(2)2 are anomalous. For details on   6-II see section 2.5.3. In this case,
the space group selection rule (2.151) can be interpreted as a
 
6 ×   2 ×   ′2 ×
 
3 symmetry,
denoted as
  k
6 ×
  flavor
2 ×
  flavor ′
2 ×
  flavor
3 . In detail, the point group selection rule reads
n∑
r=1
k(r) = 0 mod 6 , (2.161)
where the sum runs over the n states involved in the coupling. Furthermore, the translational
part can be rewritten as
SU(2)2 plane :
n∑
r=1
k(r) n
(r)
2 = 0 mod 2 , (2.162a)
n∑
r=1
k(r) n
(r) ′
2 = 0 mod 2 , (2.162b)
SU(3) plane :
n∑
r=1
k(r) n
(r)
3 = 0 mod 3 . (2.162c)
23In the first equation, eqn. (2.159), the sum extends over all representations rf of the non-Abelian gauge
group factor G which carry integer   N charges q
(f). The Dynkin index `(r(f)) of some representation rf is
defined as in section. 2.4.6. In the second equation, eqn. (2.160), the sum extends over all representations
R(m), where R(m) denotes the representation under all non-Abelian gauge group factors, e.g. R1 = (3,2) of
SU(3)× SU(2) which yields dim R1 = 6.
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The quantum numbers n
(r)
3 , n
(r)
2 and n
(r) ′
2 specify the localization of the states on the orbifold;
here, we follow the conventions of [41]. Under this symmetry, each state comes with one
 
6
charge k, two
 
2 charges q2,q
′
2 and one
 
3 charge q3, all being integer and defined modulo
the order of the respective
 
N , i.e.
  flavor
2 : q2 = k n2 mod 2 , (2.163)
  flavor ′
2 : q
′
2 = k n
′
2 mod 2 , (2.164)
  flavor
3 : q3 = k n3 mod 3 . (2.165)
Now, for a given model, the
 
N −G−G anomalies are computed according to
A
 
k
6−G−G =
1
6
∑
r(f)
k(f) 2 `(r(f)) , (2.166)
A
 
flavor
n −G−G =
1
n
∑
r(f)
q(f)n 2 `(r
(f)) . (2.167)
These anomalies turn out to be universal for the different gauge group factors G of a given
model. However, generically they do not vanish. The discrete symmetries arising from the
space group selection rule are consequently anomalous. We define the integer quantities kanom,
nanom3 and n
anom
2 by
A
 
k
6−G−G =
1
6
kanom mod 1 , (2.168)
A
 
flavor
3 −G−G =
1
3
nanom3 mod 1 , (2.169)
A
 
flavor
2 −G−G =
1
2
nanom2 mod 1 , (2.170)
such that these discrete anomalies can be encoded in the so-called anomalous space group
element ganom = (θk
anom
, nanomα eα).
Anomalous Space Group Element vs. Generator of the Anomalous U(1)anom
Interestingly, the anomalous space group element is closely related to the anomalous U(1)anom
present in most orbifold models. Using the normalization
tanom =
1
12
∑
i
p
(i)
sh . (2.171)
for the generator of U(1)anom, compare to section 2.4.6, we make the following observation
tanom = k
anom V +
∑
α
nanomα Aα + λ , (2.172)
where λ ∈ Λ. In other words, the anomalous U(1) generator can be expressed in terms of
shift and Wilson lines, where the coefficients are given by the discrete anomalies of the space
group selection rule. For more details and further relations among discrete anomalies see [43].
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2.7.5 A Note on the γ Rule
In the literature, there exists an additional selection rule, here referred to as the γ rule. In
our notation, it reads [34, 55] ∑
i
γi = 0 mod 1 , (2.173)
where γi denotes the gamma–phase of Ψi. In this section, it is argued that, in contrast
to previous statements, a fully consistent approach yields to automatic fulfillment of the γ
rule [47]. The discussion here is restricted to the case where Φvac = 1, for the general case
with non-vanishing vacuum phase see appendix A.3.
The correlation function corresponding to the coupling
Ψ1 Ψ2 . . .Ψn (2.174)
should be invariant under the action of the full space group. Let us assume first that the states
Ψi corresponded to linear combinations of equivalent fixed points within the fundamental
domain of the torus (see e.g. [34, 55, 67]). For example, in the case of the Z6–II orbifold only
fixed points in the G2 lattice could form linear combinations. Under this assumption, different
states Ψi would be eigenstates with respect to different space group elements. So one could
not transform the coupling eqn. (2.174) with a given h = (θ l,mαeα).
Thus the fully consistent approach for building invariant linear combinations, as presented
in section 2.4.1, is necessary. In this case, we can compute the gamma–phase for all states
Ψi from eqn. (2.95), i.e. γi = γi(h) for arbitrary h = (θ
l,mαeα). But since allowed couplings
already fulfill the selection rules eqns. (2.148) and (2.155), the γ rule is satisfied trivially
γi(h) = Ri · vh − psh,i · Vh , (2.175)
⇒
∑
i
γi(h) =
(∑
i
Ri
)
︸ ︷︷ ︸
∼0 see eqn. (2.155)
·vh −
(∑
i
psh,i
)
︸ ︷︷ ︸
=0 see eqn. (2.148)
·Vh , (2.176)
= 0 mod 1 .
Thus, the γ rule in the fully consistent approach is not a selection rule. It is a consequence
of other selection rules and invariance of the states. We therefore conclude that the coupling
must only satisfy gauge invariance, R–charge conservation and the space group selection rule.
This has important consequences. For example, in the model A1 of [34], there is no
mass term for the exotics q¯2q2 up to order 9 in singlets. However, it was found in [47] that
the coupling q¯2q2S9S15S22S33 is allowed by the selection rules of section 2.7. Further, using
the prescription of section 2.4.1, the gamma–phases of the corresponding physical states are
γi = (
1
2 , 0, 0,
5
6 ,
2
3 , 0) for h = (θ, 0) , which sum up to 2. This is in contrast to [34], where
γi = (0, 0, 0,
1
2 ,
2
3 , 0) and linear combinations were built differently.
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Chapter 3
Discrete Torsion
Discrete torsion is an elegant way to extend the orbifold construction [50, 73, 103–105]. It
yields new, consistent models, which were thought not to be accessible from the torsionless
construction. Early work mainly concentrated on discrete torsion in the case of
 
N ×   M
orbifolds [50]. However, its importance for model–building was underestimated compared to
other parameters of the theory, like Wilson lines.
In reference [44], it was shown that discrete torsion is much deeper connected to the
standard construction of orbifolds than expected. New relations to the shift-embedding and
to the torus lattice were discovered. That is, the effect of discrete torsion can likewise be
mimicked by a torsionless model which has either a different shift-embedding or a different,
non-factorizable torus lattice. Furthermore, it turns out that discrete torsion can likewise be
applied to the case of
 
N orbifolds.
The results of reference [44] are presented in this chapter. More details, especially for
the examples, and some additional discussions are included in order to make discrete torsion
accessible to a broader audience.
3.1 Brother Models and Discrete Torsion
In this section we start by examining a new possibility to find inequivalent models. We
discuss under what circumstances models with shifts differing by lattice vectors have different
spectra and are thus inequivalent. Then we review the concept of discrete torsion, and clarify
its relation to models in which shifts differ by lattice vectors.
3.1.1 Brother Models
Let us start by clarifying under which conditions two
 
N ×   M orbifold models M and M′
are equivalent. First, we restrict to the case without Wilson lines, where the models M and
M′ are described by the set of shifts (V1, V2) and (V ′1 , V
′
2), respectively. Clearly, if the shifts
are related by Weyl reflections, i.e.
(V ′1 , V
′
2) = (W V1,W V2) , (3.1)
where W represents a series of Weyl reflections, one does obtain equivalent models. Let us
now turn to comparing the spectra of two models M and M′, where
(V ′1 , V
′
2) = (V1 + ∆V1, V2 + ∆V2) , (3.2)
with ∆V1,∆V2 ∈ Λ being some lattice vectors. For future reference, we call models related
by eqn. (3.2) brother models.
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The brother model described by the set of shifts (V ′1 , V
′
2) is also subject to modular invari-
ance constraints. For the sake of keeping the expressions simple, we restrict here to models
fulfilling the following (stronger) conditions
V 2i − v2i = 0 mod 2 (i = 1, 2) , (3.3a)
V1 · V2 − v1 · v2 = 0 mod 2 . (3.3b)
Later, in section 3.2 we will relax these conditions and use the conventional ones of sec-
tion 2.4.3. Equations (3.3) imply that the vacuum phase Φvac = 1 is trivial in the trans-
formation phase eqn. (2.80). The requirement that the shifts (V ′1 , V
′
2) fulfill the modular
invariance conditions of eqn. (3.3) leads to constraints on the lattice vectors (∆V1,∆V2).
Thus, they are not arbitrary but have to fulfill the following conditions
Vi ·∆Vi = 0 mod 1 i = 1, 2 , (3.4a)
V1 ·∆V2 + ∆V1 · V2 + ∆V1 ·∆V2 = 0 mod 2 . (3.4b)
Massless Spectra for the Models M and M′
By considering the massless spectra of twisted strings corresponding to the constructing
element
g = (θk1ωk2 , nαeα) ∈ S (3.5)
of the models M and M′, we will see why they can be different. For simplicity, we restrict
our attention to non-oscillator states. Physical states arise from tensoring together left- and
right-moving solutions of the masslessness conditions, eqns. (2.59) and (2.76),
|q + k1v1 + k2v2〉R ⊗ |p+ k1V1 + k2V2〉L for M , (3.6)
|q + k1v1 + k2v2〉R ⊗ |p′ + k1V ′1 + k2V ′2〉L for M′ , (3.7)
where p′ = p − k1∆V1 − k2∆V2 and the shifted momenta psh and p′sh of the left-movers are
identical for M and M′. According to the transformation phase eqn. (2.80) with Φvac = 1,
these massless states transform under the action of a commuting element
h = (θt1ωt2 ,mαeα) ∈ S with [h, g] = 0 (3.8)
with the phases
Φ = e2pii [(p+k1V1+k2V2)·(t1V1+t2V2)−(q+k1v1+k2v2)·(t1v1+t2v2)] for M ,
Φ′ = e2pii [(p
′+k1V ′1+k2V
′
2)·(t1V ′1+t2V ′2)−(q+k1v1+k2v2)·(t1v1+t2v2)] for M′ .
By using the constraints eqn. (3.4) and the properties of an integral lattice, p · ∆Vi ∈ Z for
p,∆Vi ∈ Λ, the mismatch between the phases can be simplified to
Φ′ = Φ e−2pii (k1t2−k2t1)V2·∆V1 . (3.9)
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The Brother Phase
That is, the transformation phase of states in model M′ differs from the transformation phase
of states in model M by a relative phase
ε˜ ≡ e−2pii(k1t2−k2t1)V2·∆V1 . (3.10)
According to the nomenclature ‘brother models’, the relative phase ε˜ will be referred to as
brother phase. It is straightforward to see that the same relative phase occurs for oscilla-
tor states, and the derivation can be repeated for shifts satisfying the “normal” modular
invariance conditions eqn. (2.113) rather than eqn. (3.3), yielding the same qualitative result.
The (brother) phase ε˜ has certain properties and the fact that it can be non-trivial has
important consequences. First of all, ε˜ depends on the definition of the model M ′, i.e. on
the lattice vectors (∆V1,∆V2). Furthermore, it clearly depends on the constructing element
g and on the commuting element h,
ε˜ = ε˜(g, h) . (3.11)
From here we see that the brother phase vanishes for g = (   , 0), i.e. for the untwisted sector.
Thus, the gauge group and the untwisted matter coincide for brother models. On the other
hand, since the brother phase does not vanish in general, the brother models M and M ′ may
have different twisted sectors, and therefore be inequivalent. This result extends also to the
case where we subject the shifts only to the weaker constraints eqn. (2.113).
A

3 ×

3 Example
Let us now study an example to illustrate the results obtained so far. Consider a
 
3 ×   3
orbifold of E8 × E8 with standard embedding, compare to section 2.5.2. Model M is defined
by
V1 =
1
3
(
1, 0,−1, 05) (08) and V2 = 1
3
(
0, 1,−1, 05) (08) . (3.12)
The resulting model has an E6 × U(1)2 × E8 gauge group, 84 (27,1) and 243 non-Abelian
singlets, charged under the U(1)’s. Now define the brother model M′ by
∆V1 =
(
0,−1, 0, 1, 04) (08) and ∆V2 = (1, 0, 0, 0, 1, 03) (08) , (3.13)
which fulfill the conditions eqn. (3.4). From eqn. (3.10) we find the following non-trivial
brother phase
ε˜(g, h) = ε˜(θk1ωk2 , θt1ωt2) = e
2pii
3
(k1 t2−k2 t1). (3.14)
As expected, the gauge group and the untwisted matter of model M′ remain the same as
in model M. However, the twisted sectors get modified. The total number of generations is
reduced to 3 (27,1) and 27 (27,1). The number of singlets remains the same as before. For
the detailed spectra of the models M and M′ see table (B.1) in the appendix.
Model M′ is not an unknown construction, but has been studied in the literature in the
context of
 
3 ×   3 orbifolds with discrete torsion [50]. As we shall see, the brother phase,
eqn. (3.14), is nothing but the discrete torsion phase (eqn. (4) in reference [50]). To make
this statement more precise, we review discrete torsion in detail in section 3.1.3, and analyze
its relation to the brother phase in section 3.1.4.
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3.1.2 One–loop Partition Function
In order to review discrete torsion in orbifolds, we start with some basics about the par-
tition function Z following Vafa [73]. The partition function can be written in terms of a
genus expansion of the string vacuum to vacuum amplitude. We will mainly focus on the
one–loop contribution to the partition function which is given by the one–loop vacuum to
vacuum amplitude. In this case, the world sheet has the topology of a torus. This torus is
embedded into the target space by the string coordinates. As we will see there are various
different embeddings and the partition function sums over all amplitudes corresponding to
these different embeddings. In addition, some aspects of the two–loop contributions to the
partition function will be needed in order to derive sufficient constraints for discrete torsion.
However, before we can return to the partition function we need to summarize some facts
about the world sheet torus and its symmetries, the group of modular transformations (see
e.g. page 92ff of [58]).
World Sheet Torus
It is convenient to use complex coordinates on the world sheet. Then, the world sheet torus is
described by a (complex) one-dimensional lattice Γ2 which is spanned by two complex vectors.
We denote them by
ω1, ω2 with
ω1
ω2
/∈   , (3.15)
such that they are linearly independent, see figure (3.1a). Since we are working with a confor-
mal field theory on the world sheet, we can rescale this lattice by a conformal transformation
to an equivalent one which is spanned by
τ ≡ ω1
ω2
and 1 , (3.16)
where we have introduced τ , the modular parameter of the torus. In order to avoid confusion,
we will denote the (real) world sheet coordinates by (σ1, σ2) in this section. Then a point on
the world sheet torus is described by the complex number
σ1 + τσ2 with σ1, σ2 ∈ [0, pi] . (3.17)
X0
X2
X1
Xµ(τ, σ)
ω2
hg
ω1
(a) world sheet (b) target space
Figure 3.1: (a) In the case of the one–loop vacuum to vacuum amplitude the world sheet
has the topology of a torus which is spanned by ω1 and ω2. (b) Here, its embedding into
the ten-dimensional target space is illustrated for the case of trivial boundary conditions
g = h = (   , 0).
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Modular Group SL(2,
 
)
The world sheet torus is not uniquely described by the lattice Γ2 = {τ, 1}. For example,
the basis vectors {τ + 1, 1} and {1,−τ} span the same lattice and therefore define the same
torus. In general, two sets of basis vectors define the same two-dimensional torus and are thus
considered to be equivalent if they are related by an element of the modular group SL(2,
 
),
i.e. (
τ
1
)
∼
(
a b
c d
)(
τ
1
)
with ad− bc = 1 , (3.18)
with a, b, c, d ∈   , see e.g. page 309ff of [51]. The group SL(2,   ) is generated by two elements,
denoted by S and T . They are conventionally chosen to be of the form
S =
(
0 1
−1 0
)
, S
(
τ
1
)
=
(
1
−τ
)
and (3.19)
T =
(
1 1
0 1
)
, T
(
τ
1
)
=
(
τ + 1
1
)
. (3.20)
As a remark, we note that the group that relates equivalent world sheet tori can also be
represented by the following transformation of the modular parameter τ
τ 7→ aτ + b
cτ + d
where
(
a b
c d
)
∈ PSL(2,   ) . (3.21)
Here, we are actually defining a PSL(2,
 
) = SL(2,
 
)/
 
2 transformation, since a SL(2,
 
)
matrix and its negative are the same for the mapping on τ , i.e. if A ∈ SL(2,   ) then A and
−A are identified in PSL(2,   ). Now, the generators S and T are represented by
τ
S7→ −1
τ
and τ
T7→ τ + 1 . (3.22)
Their action on the modular parameter τ is illustrated in figure (3.2). The T transformation
given here is obviously the same as the one of eqn. (3.20). The S transformation is conformally
equivalent to the one of eqn. (3.19), i.e.
S
(
τ
1
)
= −τ
( − 1τ
1
)
⇒ τ S7→ −1
τ
(3.23)
up to a scaling factor −τ . The generators S and T of PSL(2,   ) obey the relations
S2 = 1 and (ST )3 = 1 . (3.24)
τ + 1τ
1
τ
1
− 1
τ
S: T :
Figure 3.2: The actions of S and T on the modular parameter τ are depicted. The resulting
tori are (conformally) equivalent to the original one (grey region).
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The Structure of the Partition Function
By using different boundary conditions for closed strings we can embed the world sheet torus
into the target space in different ways. Each embedding will give some contribution to the
one-loop vacuum to vacuum amplitude and for this reason to the one–loop partition function.
Considering the bosonic coordinates Z(σ1, σ2) ∈   3 in the complex basis we find that for
each closed string with constructing element g
Z(σ1, σ2 + pi) = g Z(σ1, σ2) , (3.25)
there are several possibilities to close also in the σ1 direction
Z(σ1 + pi, σ2) = h Z(σ1, σ2) . (3.26)
Note that the string needs to be closed in both directions in order to describe the process
of vacuum to vacuum transition. The easiest possibility is g = h = (   , 0), see figure (3.1b).
However, there are many more. From the following consideration
Z(σ1 + pi, σ2 + pi) = g Z(σ1 + pi, σ2) (3.27)
= gh Z(σ1, σ2) and (3.28)
Z(σ1 + pi, σ2 + pi) = h Z(σ1, σ2 + pi) (3.29)
= hg Z(σ1, σ2) (3.30)
we see that we can choose any two commuting space group elements g and h1. Thus, an
embedding of the world sheet torus into the target space is characterized by a pair of (com-
muting) boundary conditions (g, h). Each pair of boundary conditions (g, h) contributes to
the partition function with a term denoted by Z(g, h). Hence, the one–loop partition function
Z has the overall structure
Z =
∑
[g,h]=0
Z(g, h) , (3.31)
where the sum runs over pairs of commuting space group elements g, h ∈ S and the integration
over the modular parameter is included in Z(g, h). Here, we are not interested in the specific
form of Z(g, h), but refer to the literature, e.g. [16, 65, 105–108].
Modular Transformations of the Partition Function
Next, we analyze the action of modular transformations generated by S and T on the boundary
conditions eqns. (3.25) and (3.26). First, we need to know how S and T act on the world
sheet coordinates (σ1, σ2). Using eqns. (3.19) and (3.20) we find
1 σ1 + τσ2
S7→ −τσ1 + 1 σ2 = 1 σ2 + (−τ)σ1 (3.32)
1 σ1 + τσ2
T7→ 1 σ1 + (τ + 1)σ2 = 1 (σ1 + σ2) + τσ2 (3.33)
Comparing to eqn. (3.17) we see that the world sheet coordinates transform as
(σ1, σ2)
S7→ (σ2,−σ1) (3.34)
(σ1, σ2)
T7→ (σ1 + σ2, σ2) . (3.35)
1For a geometrical interpretation of commuting space group elements see appendix A.4.
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Now we can act with the generators of SL(2,
 
) on the boundary conditions. We start with
generator S acting on eqns. (3.25) and (3.26). This yields
Z(σ1, σ2 + pi) = g Z(σ1, σ2)
S7→ Z(σ2 + pi,−σ1) = g˜ Z(σ2,−σ1)
Z(σ1 + pi, σ2) = h Z(σ1, σ2)
S7→ Z(σ2,−σ1 − pi) = h˜ Z(σ2,−σ1) ,
(3.36)
where we have used the transformation properties of the world sheet parameters eqn. (3.34).
Furthermore, we have introduced transformed boundary conditions (g˜, h˜). They can easily
be expressed in terms of the original elements (g, h) by evaluating the right-hand side of
eqn. (3.36) using the eqns. (3.25) and (3.26)
g˜ Z(σ2,−σ1) = h Z(σ2,−σ1) (3.37)
h˜ Z(σ2,−σ1) = g−1 Z(σ2,−σ1) . (3.38)
This is the desired result: it states that the boundary conditions of the target space torus are
transformed under the action of the world sheet transformation S according to
(g, h)
S7→ (g˜, h˜) = (h, g−1) . (3.39)
These steps can be repeated for the generator T and result in
(g, h)
T7→ (g˜, h˜) = (gh, h) (3.40)
In summary, an embedding of the world sheet torus into the target space using the boundary
conditions (g, h) is transformed by a modular transformation according to
(g, h)
SL(2,   )7→ (gahb, gchd) . (3.41)
Since modular transformations map the world sheet torus to an equivalent one, the par-
tition function eqn. (3.31) must be modular invariant, i.e. invariant under modular transfor-
mations. Therefore, we know that two summands of the partition function have to be equal
if they are related by a SL(2,
 
) transformation,
Z(g, h) = Z(gahb, gchd) for
(
a b
c d
)
∈ SL(2,   ) . (3.42)
Remark: Higher Genus Contributions
The two-loop contributions to the partition function Z are given by the different embeddings
of the genus 2 world sheet into the target space. This embedding is characterized by four
boundary conditions (g1, h1; g2, h2) defined along the four inequivalent cycles on the genus 2
surface. There is a fifth cycle, denoted by c, which connects the two handles. The situation
is depicted in figure (3.3). The genus 2 surface is supposed to be factorizable into a pair of
one–loop diagrams touching at a point. In order for the resulting one–loop diagrams to be
well-defined we have to demand [g1, h1] = [g2, h2] = 0, as before. Furthermore, a Dehn twist
along c changes the four boundary conditions according to2
(g1, h1; g2, h2) 7→ (g1h2h−11 , h1; g2h1h−12 , h2) . (3.43)
2A Dehn twist is a homeomorphism of the surface to itself, generated by cutting the surface along c twisting
the cut by 2pi and gluing it back together.
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X0
X2
X1
Xµ(τ, σ)
(b) target space
h1 h2g1 g2
(a) world sheet
h2
g2
h2
g2
h1
g1
h1
g1
c
Figure 3.3: (a) In the case of the two–loop amplitude the world sheet has the topology of
a genus 2 torus (after identifying the sides according to the labels and arrows; first, fold at
the dashed line and then identify both g1’s and both g2’s). (b) Here, its embedding into
the ten-dimensional target space is illustrated for the case of trivial boundary conditions
gi = hi = (   , 0). c denotes the cycle connecting the two handles with associated boundary
condition h2h
−1
1 .
3.1.3 Discrete Torsion Phase for   N ×   M Orbifolds
Following the idea of Vafa [73], we can introduce relative phases ε(g, h) between the different
terms in the partition function
Z =
∑
[g,h]=0
ε(g, h) Z(g, h) , (3.44)
where different assignments of phases lead, in general, to different orbifold models. Since these
phases can only take discrete values, as we will see later, ε(g, h) is called discrete torsion phase.
We use the convention that the phase of the term (g, g) is trivial, i.e.
ε(g, g) = 1 . (3.45)
Modular transformations interchange the terms ε(g, h) Z(g, h) in the partition function, ac-
cording to eqn. (3.42). Therefore, the corresponding phases have to be identical
ε(g, h) = ε(gahb, gchd) . (3.46)
On the other hand, modular transformations do not mix all terms of the partition function
in general, thus some non-trivial phases will remain to be allowed.
At two–loop, the partition function allows to switch on analogous phases, ε(g1, h1; g2, h2).
From the requirement of factorizability of the two–loop vacuum to vacuum amplitude into
two one–loop diagrams touching at a point, one infers [73]
ε(g1, h1; g2, h2) = ε(g1, h1) ε(g2, h2) . (3.47)
Furthermore, the Dehn twist along c interchanges the boundary conditions according to
eqn. (3.43). Thus, the corresponding torsion phases have to match
ε(g1, h1; g2, h2) = ε(g1h2h
−1
1 , h1; g2h1h
−1
2 , h2) . (3.48)
These conditions can be rephrased into [73]
ε(g1g2, g3) = ε(g1, g3) ε(g2, g3) , (3.49a)
ε(g1, g2) = ε(g2, g1)
−1 , (3.49b)
ε(g1, g1) = 1 . (3.49c)
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Old Interpretation
Following the discussion of reference [50], for orbifolds without Wilson lines g, h are chosen
to be elements of the point group P . In
 
N orbifolds, due to this choice and eqns. (3.49) the
phases have to be trivial, ε(g, h) = 1 for all g, h ∈ P . Therefore, in the case of   N orbifolds
without Wilson lines, non-trivial discrete torsion cannot be introduced.
In
 
N×   M orbifolds, still without Wilson lines, the situation is different because there are
independent pairs of elements (such that the first element is not a power of the second) which
commute with each other. If we take two point group elements g = θk1ωk2 and h = θt1ωt2 ,
the eqns. (3.49) determine the shape of the corresponding phase,
ε(g, h) = ε(θk1ωk2 , θt1ωt2) = e
2pii m
M
(k1t2−k2t1) , (3.50)
where m ∈   [50]. In particular, there are only M inequivalent assignments of ε. Later, in
section 3.2.2 we will give a new interpretation of discrete torsion allowing for more possibilities.
The most important consequence of non-trivial ε-phases for our discussion is that they
modify the transformation phase of twisted states and thus change the twisted spectrum, i.e.
the transformation phase of eqn. (2.80) is modified according to
Φ 7−→ ε(g, h)Φ . (3.51)
3.1.4 Brother Models versus Discrete Torsion
Let us now come back to the task of establishing the relation between the discrete torsion
phase and the brother phase as introduced in section 3.1.1. From eqns. (3.10) and (3.50) it
is clear that both phases can be made to coincide. More precisely, since V2 can be written as
V2 =
λ2
M with λ2 ∈ Λ (cf. eqn. (2.99)), one can achieve
−V2 ·∆V1 = m
M
(3.52)
for an appropriate choice of ∆V1 ∈ Λ. Since the solutions to the mass equations and the
projection conditions are the same in a model with discrete torsion and a brother model,
whose associated phases fulfill eqn. (3.52), the spectra of both models coincide. We will
therefore regard both models as equivalent. This means that introducing a discrete torsion
phase, eqn. (3.50), is equivalent to changing the gauge embedding according to
(V1, V2) → (V1 + ∆V1, V2 + ∆V2) (3.53)
with ∆Vi ∈ Λ and −V2 · ∆V1 = m/M . In particular, the assignment of discrete torsion to
a given
 
N ×   M model is a ‘gauge-dependent’ statement in the sense that torsion can be
traded for changing the gauge embedding (see figure (3.4)).
'
(V1, V2, ε = 1)
(V1, V2, ε 6= 1)
model M
model M′ model M′
(V1 + ∆V1, V2 + ∆V2, ε = 1)
Figure 3.4: Models with non-trivial discrete torsion have an equivalent description as models
with trivial discrete torsion but a different gauge embedding.
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Example: Standard Embeddings for all
 
N ×   M
To illustrate the results, we construct the standard embedding models for
 
N ×   M orbifolds
with an E8×E8 lattice of reference [50] first with discrete torsion and secondly in terms of non-
standard embedding shifts without discrete torsion (brother models). We use the following
recipe to construct brother models, i.e. mimic models with discrete torsion:
For a given set of shifts V1 and V2 fulfilling the modular invariance conditions, find a new set
of shifts V ′1 = V1 + ∆V1 and V
′
2 = V2 + ∆V2 with the following properties:
(i) the new shifts differ from the original set only by lattice vectors, i.e. ∆V1,∆V2 ∈ Λ
(ii) the new shifts also fulfill the modular invariance conditions, and
(iii) the ‘interference term’ V2 ·∆V1 is not an integer.
In practice (and for any N,M), the above properties can be expressed in terms of linear
Diophantine equations for which we always find solutions.
Possible choices for the shifts (V1+∆V1, V2+∆V2) are shown in table (B.4) in the appendix,
where we list the shifts of torsionless models equivalent to the discrete torsion models of
reference [50].
The results obtained so far in this section have important consequences for the classifica-
tion of
 
N ×   M orbifolds. Introducing a discrete torsion phase in the sense of reference [50]
does not lead to new models. That is, all models with this discrete torsion can be equivalently
obtained by scanning over torsionless models only.
It is also instructive to interpret the equivalence between discrete torsion and changing the
gauge embedding in terms of geometry. Discrete torsion can be regarded as a property of the
6D compact space while changing the gauge embedding affects the (left-moving) coordinates
of the gauge lattice only. Hence one might argue that discrete torsion and choosing a different
gauge embedding are two different features of orthogonal dimensions. However, by embedding
the ‘spatial’ twist in the gauge degrees of freedom, these features get combined in such a way
that it is no longer possible to make a clear separation. Using a more technical language
one might rephrase this statement by saying that, since physical states arise from tensoring
left- and right-movers together, the phases ε and ε˜ cannot be distinguished. Consequently,
properties of the zero-modes can be ascribed neither to the gauge embedding alone nor to the
presence of discrete torsion, but only to both.
3.2 Generalized Discrete Torsion
The results of the previous section can be generalized. To see this, we first generalize the
brother phase of section 3.1.1 for orbifolds with Wilson lines. It will turn out that generalized
brother models do also exist for
 
N orbifolds with Wilson lines. Also discrete torsion can
be generalized [105]. Thus, in a second step, we write down the most general ansatz for a
generalized discrete torsion phase consistent with the modular invariance conditions. Finally,
we compare the generalized brother phases to the generalized discrete torsion phases. As
before, we can relate both phases.
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3.2.1 Generalized Brother Models
Let us turn to the discussion of orbifolds with Wilson lines [14]. A (torsionless) model M is
defined by (V1, V2, Aα). A brother model M
′ appears by adding lattice vectors to the shifts
and Wilson lines, i.e. M′ is defined by
(V ′1 , V
′
2 , A
′
α) = (V1 + ∆V1, V2 + ∆V2, Aα + ∆Aα) , (3.54)
with ∆Vi,∆Aα ∈ Λ. From the modular invariance conditions (2.113), the choice of lattice
vectors (∆Vi,∆Aα) is constrained by
M (V1 ·∆V2 + V2 ·∆V1 + ∆V1 ·∆V2) = 0 mod 2 ≡ 2x , (3.55a)
Nα (Vi ·∆Aα +Aα ·∆Vi + ∆Vi ·∆Aα) = 0 mod 2 ≡ 2 yiα , (3.55b)
Qαβ (Aα ·∆Aβ +Aβ ·∆Aα + ∆Aα ·∆Aβ) = 0 mod 2 ≡ 2 zαβ , (3.55c)
where x, yiα, zαβ ∈ Z. Repeating the steps of section 3.1.1 one arrives at a generalized brother
phase
ε˜ = exp
{
−2pii
[
(k1 t2 − k2 t1)
(
V2 ·∆V1 − x
M
)
+ (k1mα − t1 nα)
(
Aα ·∆V1 − y1α
Nα
)
+(k2mα − t2 nα)
(
Aα ·∆V2 − y2α
Nα
)
+ nαmβ
(
Aβ ·∆Aα − zαβ
Qαβ
)]}
, (3.56)
corresponding to the constructing element g = (θk1ωk2 , nαeα) and the commuting element
h = (θt1ωt2 ,mαeα). One can see that Dαβ ≡ Aβ ·∆Aα − zαβ/Qαβ is (almost) antisymmetric
in α, β,
Dαβ = −Dβα mod 1 . (3.57)
Notice that also in the case of orbifolds with lattice-valued Wilson lines, Aα ∈ Λ, the last
three terms of eqn. (3.56) can be non-trivial, giving rise to new brother models.
Brother Models in

N Orbifolds
From eqn. (3.56), it is clear that the generalized brother phase is also important for
 
N
orbifolds. More precisely, in
 
N orbifolds with Wilson lines, the second term (Aα ·∆V1) and
the fourth term (Aβ ·∆Aα) of eqn. (3.56) are not always trivial and thus also lead to brother
models.
Let us illustrate this with an example in
 
4 with twist v =
1
4(0, −2, 1, 1) acting on the
compactification lattice Γ = SO(4)3, and standard embedding [49, 109]. The gauge group is
E6 × SU(2)×U(1) × E8. By turning on the lattice-valued Wilson lines
A1 =
(
08
) (
12, 06
)
, A5 = A6 =
(
08
) (
0, 12, 05
)
, (3.58)
a non-trivial generalized brother phase with D15 = D16 = −12 is introduced. The untwisted
and first twisted sectors remain unchanged, but the number of (anti-) families in the second
twisted sector is reduced from 10 (27,1,1) + 6 (27,1,1) to 6 (27,1,1) + 2 (27,1,1). The
detailed spectra of both models are given in table (B.2) in the appendix.
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3.2.2 Generalized Discrete Torsion
In section 3.1.3 we have discussed the discrete torsion phase as introduced in reference [50].
More recently, this concept has been extended by introducing a generalized discrete torsion
phase in the context of type IIA/B string theory [105]. This generalized torsion phase depends
on the fixed points of the orbifold. It weights differently terms in the partition function
corresponding to the same twisted sector but different fixed points, and is constrained by
modular invariance.
Following the steps of section 3.1.3 and considering g, h ∈ S, we write down the general
solution of eqns. (3.49) for the discrete torsion phase as3
ε(g, h) = e2pii [a (k1 t2−k2 t1)+bα (k1 mα−t1 nα)+cα (k2 mα−t2 nα)+dαβ nα mβ ] . (3.59)
Modular invariance constrains the values of a, bα, cα, dαβ , α, β = 1, . . . , 6. Therefore, a =
a˜/M, bα = b˜α/Nα, cα = c˜α/Nα, dαβ = d˜αβ/Nαβ with a˜, b˜α, c˜α, d˜αβ ∈   , Nαβ being the
greatest common divisor of Nα and Nβ. In addition, dαβ must be antisymmetric in α, β.
The parameters bα, cα, dαβ are additionally constrained by the geometry of the orbifold.
It is not hard to see that if eα ' eβ on the orbifold, then bα = bβ , cα = cβ and dαβ = 0 must
hold (cf. the examples below).
The generalized discrete torsion is not restricted only to
 
N ×   M orbifolds, as the usual
discrete torsion was, but will likewise appear in the
 
N case. Clearly, since in
 
N orbifolds
there is only one shift, the parameters a and cα vanish.
Examples
Let us consider the
 
3 ×   3 orbifold compactified on an SU(3)3 lattice, see section 2.5.2. In
this case we have e1 ' e2, e3 ' e4 and e5 ' e6 on the orbifold. This implies that there are
only three independent bα, namely b1, b3, b5, while b2 = b1, b4 = b3, b6 = b5. Analogously,
only c1, c3, c5 are independent. Further, the antisymmetric matrix dαβ takes the form
dαβ =

0 0 d1 d1 d2 d2
0 0 d1 d1 d2 d2
−d1 −d1 0 0 d3 d3
−d1 −d1 0 0 d3 d3
−d2 −d2 −d3 −d3 0 0
−d2 −d2 −d3 −d3 0 0
 . (3.60)
Including the parameter a, there are 10 independent discrete torsion parameters, which can
take values 0, 13 or
2
3 .
For the
 
2×   2 orbifold on an SU(2)6 lattice (as discussed in section 2.5.4) an analogous
consideration shows that there are no restrictions for the discrete torsion parameters. There-
fore, there are 1 + 6 + 6 + 15 = 28 independent parameters a, bα, cα, dαβ, with values either
0 or 12 . However, since the coefficients nαmβ of dαβ for (α, β) ∈ {(1, 2), (3, 4), (5, 6)} vanish,
the corresponding dαβ are not physical, leading to 25 effective parameters.
In the case of the
 
6-II orbifold on a G2× SU(3)× SU(2)2 torus lattice (cf. section 2.5.3)
the following discrete torsion parameters can in principle be non-vanishing: b3 = b4 = 0,
1
3 ,
2
3 ,
3Note that we employ the stronger constraints (3.49) rather than the conditions presented in [105]. It
might be possible to relax condition (3.49b), in which case additional possibilities could arise. We ignore this
possibility in the present study.
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3(1,1)
(27,1)
3(1,1)
3(1,1)
(27,1)
bα =
1
3
3(1,1)
3(1,1)3(1,1) a = 0
a = 2
3
a = 1
3
(27, 1) (27,1)
Figure 3.5: Sketch of a (2D) SU(3) plane of a
 
3 ×   3 orbifold (the second plane in the
example). On the left: parts (‘corners’) from different brother models can be ‘sewed together’
to a model in which the torsion phase differs for different fixed points. This is equivalent to
switching on the generalized discrete torsion phase bα, as depicted on the right.
b5, b6 = 0,
1
2 and d56 = 0,
1
2 . However, the corresponding coefficients in the torsion phase
eqn. (3.59) vanish. Thus, generalized discrete torsion has no effect in
 
6-II orbifolds.
Generalized Discrete Torsion and Local Spectra
In order to understand the action of the generalized discrete torsion, let us consider the
following example. We start with the
 
3 ×   3 standard embedding without Wilson lines,
Aα = 0, and switch on the discrete torsion phase, eqn. (3.59), with b3 = b4 =
1
3 . The total
number of families is reduced from 84 (27,1) to 24 (27,1) and 12 (27,1). For details on the
spectrum see table (B.3) in the appendix.
Due to its form, the discrete torsion phase ε = e2pii bα (k1 mα−t1 nα) distinguishes between
different fixed points of a particular twisted sector. That is, generalized discrete torsion can be
thought of as a local feature. In general, the additional phase at a given fixed point coincides
with a brother phase of the torsionless model (cf. first term of eqn. (3.56)), i.e. locally one
can find ∆Vi such that
ε = e2pii bα (k1 mα−t1 nα) = e−2pii (k1 t2−k2 t1)(V2·∆V1−
x
3 ) (3.61)
with appropriate x. Then, each local spectrum coincides with the local spectrum of some
brother model. The interpretation of generalized discrete torsion in terms of ‘localized discrete
torsion’ parallels the concept of local shifts (cf. [35,37,41,110]) in orbifolds with Wilson lines.
Note that ∆Vi as in eqn. (3.61) cannot be found for twisted sectors where bα corresponds
to a direction eα of a fixed torus, where bα projects out all states of the sector.
For concreteness, we first focus on the three fixed points in the second torus of the T(0,1)
twisted sector. As depicted in figure (3.5), the local spectra of the three brother models, a ≡
− (V2 ·∆V1 − x3 ) = 0, 13 , 23 , can be combined consistently into one model with b3 = b4 = 13 .
On the other hand, in the T(1,0) twisted sector there is a fixed torus in the directions e3, e4;
thus the sector is empty.
This procedure can also be applied to the terms cα and dαβ of the generalized discrete
torsion phase, eqn. (3.59).
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Generalized Brother Models versus Generalized Discrete Torsion
As in our previous discussion in section 3.1, also the generalized versions of the discrete torsion
phase and the brother phase have a very similar form. Indeed, whenever there are non-trivial
solutions to the eqns. (3.55), one can equivalently describe models with generalized discrete
torsion phase in terms of generalized brother models. This is the generic case.
However, there are exceptions. Namely, as we will explain below, models with dαβ 6= 0 in
 
3 ×   3 orbifolds without Wilson lines cannot be interpreted in terms of brother models.
Consider the fourth part of the generalized discrete torsion phase of eqn. (3.59),
ε = e2pii dαβ nαmβ , (3.62)
with dαβ ∈
{
0, 13 ,
2
3
}
. An analogous term appears in the generalized brother phase as
ε˜ = exp
[
−2piinαmβ
(
Aβ ·∆Aα − zαβ
Qαβ
)]
, (3.63)
where Qαβ = 3, since the Wilson lines have order 3. In general, both phases can be made
coincide by choosing ∆Aα ∈ Λ such that
−
(
Aβ ·∆Aα − zαβ
3
)
= dαβ . (3.64)
On the other hand, in the case when Aα = 0 and ∆Aα 6= 0, eqn. (3.63) simplifies to
ε˜ = e
2pii nαmβ
“
zαβ
3
”
= e
2pii nαmβ
“
∆Aα·∆Aβ
2
”
, (3.65)
where the second equality follows from the definition of zαβ, eqn. (3.55c). As ∆Aα are lattice
vectors, this equality can only hold if zαβ = 0 mod 3, which implies that the brother phase
eqn. (3.65) is trivial. Thus, in this case, the generalized discrete torsion phase leads to models
which cannot arise by adding lattice vectors to shifts and Wilson lines.
In summary, the generalized discrete torsion phases admit more possible assignments
than the generalized brother phases. Nevertheless, a large class of the models with general-
ized discrete torsion has an equivalent description in terms of models with a modified gauge
embedding.
These results have important implications. By introducing generalized discrete torsion, or
lattice-valued Wilson lines, one can control the local spectra. One can therefore expect that
introducing generalized discrete torsion, or alternatively shifting the Wilson lines by lattice
vectors, will gain a similar importance as discrete Wilson lines [14] for orbifold model building.
As stated above, switching on generalized discrete torsion can lead to the disappearance
of complete local spectra. This raises the question of how to interpret this fact in terms of
geometry. Some of the localized zero-modes can be viewed as blow-up modes which allow
to resolve the orbifold singularity associated to a given fixed point [52, 94, 103, 111, 112] (see
chapter 5 and [48, 113–115] for recent developments). If at a given fixed point there are no
zero modes, one might argue that, therefore, the associated singularity cannot be ‘blown up’.
In what follows, we shall advertise an alternative interpretation.
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T(1,0) T(0,1) T(1,1) total #S dαβ =
1
2 Aα 6= 0
A.1 (16, 0) (16, 0) (16, 0) (51, 3) 246 − −
A.2 (12, 4) (8, 0) (8, 0) (31, 7) 166 d24 A2 = (S)(0
8), A4 = (V )(0
8)
A.3 (10, 6) (4, 0) (4, 0) (21, 9) 126 d14, d23 A1 = (S)(0
8), A2 = (0
8)(S),
A3 = (0
8)(V ), A4 = (V )(0
8)
A.4 (8, 0) (8, 0) (8, 0) (27, 3) 126 d26, d46 A2 = (V
′)(08), A4 = (V )(0
8),
A6 = (S)(0
8)
A.5 (6, 2) (6, 2) (4, 0) (19, 7) 106 d24, d36 A2 = (S)(0
8), A3 = (0
8)(S),
A4 = (V )(0
8), A6 = (0
8)(V )
A.6 (6, 2) (4, 0) (4, 0) (17, 5) 86 d16, d24, A1 = (V )(0
8), A2 = (0
8)(V ),
d36 A3 = (V
′)(08), A4 = (0
8)(S),
A6 = (S)(0
8)
A.7 (4, 0) (4, 0) (4, 0) (15, 3) 66 d16, d25, A1 = (V )(0
8), A2 = (0
8)(V ),
d36, d45 A3 = (V
′)(08), A4 = (0
8)(V ′),
A5 = (0
8)(S), A6 = (S)(0
8)
A.8 (3, 1) (3, 1) (3, 1) (12, 6) 66 d16, d24, A1 = (W1)(0
8), A2 = (0
8)(W1),
d35 A3 = (0
8)(W ′1), A4 = (0
8)(W2),
A5 = (0
8)(W ′2), A6 = (W2)(0
8)
Table 3.1: Survey of
 
2×   2 orbifolds with generalized discrete torsion. The 2nd–4th columns
list the number of anti-families and families, respectively, for the various sectors T(k1,k2). In
all models, the untwisted sector gives a contribution of (3, 3) (anti-)families. #S denotes the
total number of singlets. These spectra can either be obtained by turning on generalized
discrete torsion dαβ as specified in the next-to-last column, or by using lattice-valued Wilson
lines Aα as listed in the last column, compare to eqn. (3.66).
3.3 Connection to Non-factorizable Orbifolds
In this section it is shown that in many cases orbifold models M with certain geometry,
i.e. torus lattice Γ, and generalized discrete torsion switched on are equivalent to torsionless
models M′ based on a different lattice Γ′. Model M′ has less fixed points than M, and the
mismatch turns out to constitute precisely the ‘empty’ fixed points of model M.
The simplest examples are based on
 
2 ×   2 orbifolds with standard embedding and
without Wilson lines. As compactification lattice Γ, we choose an SU(2)6 lattice, as discussed
in section 2.5.4. As we have seen in section 3.2.2, in this case there are 25 physical parameters
for generalized discrete torsion, with values either 0 or 12 . For concreteness, we restrict to the
12 dαβ parameters and scan over all 2
12 models.
Beside other models with a net number of zero families4, we find eight models (and
their mirrors, i.e. models where families and anti-families are exchanged). They are listed
in table (3.1), where we present the number of (anti-)families for each twisted sector and
the total number of singlets. As discussed in section 3.2.2, models with non-trivial dαβ are
equivalent to torsionless models with lattice-valued Wilson lines. Possible representatives of
these Wilson lines can be composed out of the building blocks
W1 = (0
6, 1, 1) , W2 = (0
5, 1, 1, 0) , W ′1 = (1, 1, 0
6) , W ′2 = (0, 1, 1, 0
5) ,
S = (12
8
) , V = (07, 2) , V ′ = (06, 2, 0) , (3.66)
and are listed in the last column of table (3.1).
4More details on models with a net number of zero families can be found in the table (B.5) in the appendix.
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Relations between different

2 ×

2 Constructions
Models leading to spectra coinciding with the ones in table (3.1) have already been discussed
in the literature. They appeared first in reference [116] in the context of free fermionic string
models related to the
 
2 ×   2 orbifold with an additional freely acting shift. More recently,
new
 
2 ×   2 orbifold constructions have been found in studying orbifolds of non-factorizable
six-tori [89, 117]. We find that for each model M of table (3.1) there is a corresponding
‘non-factorizable’ model M′ with the following properties:
(i) Each ‘non-empty’ fixed point, i.e. each fixed point with local zero-modes, in the model
M can be mapped to a fixed point with the same spectrum in model M′.
(ii) The number of ‘non-empty’ fixed points in M coincides with the total number of fixed
points in M′.
Generalization to

N ×

M and Interpretation
These relations are not limited to
 
2 ×   2 orbifolds, rather we find an analogous connection
also in other
 
N ×   M cases, see table (B.6) in the appendix (   N ×   M orbifolds based on
non-factorizable compactification lattices have recently been discussed in [118]). This result
hints towards an intriguing impact of generalized discrete torsion on the interpretation of
orbifold geometry. What the (zero-mode) spectra concerns, introducing generalized discrete
torsion (or considering generalized brother models) is equivalent to changing the geometry
of the underlying compact space, Γ → Γ′. To establish complete equivalence between these
models would require to prove that the couplings of the corresponding states are the same,
which is beyond the scope of the present study. It is, however, tempting to speculate that
non-resolvable singularities, as discussed above, do not ‘really’ exist as one can always choose
(for a given spectrum) the compactification lattice Γ in such a way that there are no ‘empty’
fixed points.
3.4 How to classify
 
N ×
 
M Orbifolds
In [44] it is shown how to use the knowledge obtained from discrete torsion to classify
 
N×   M
orbifolds using the concept of brother models. The strategy is exemplified for the case of
 
3×   3 orbifolds resulting in 120 and 131 inequivalent shift-embeddings in the case of E8×E8
and SO(32), respectively. More details can be found in [44, 68, 84].
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Chapter 4
The Mini-Landscape
In the previous chapters we have obtained a detailed understanding of the construction of
heterotic orbifolds. Now, we can turn to more phenomenological questions: the aim of this
chapter is to establish connections between the heterotic string on the one side and particle
physics on the other, where the link is assumed to be the orbifold compactification.
In detail, since the MSSM is one of the most promising candidates for describing particle
physics at the LHC, we will try to obtain MSSM candidates as 4d low-energy effective theories
from the compactification of the heterotic string on orbifolds. For doing so, we have the main
tools at hand. Starting from the input parameters of the heterotic orbifold (the torus lattice
Γ, the point group P , the shift V and the Wilson lines Aα), we can compute the 4d gauge
group and the massless matter spectrum (see section 2.4). Furthermore, with the help of the
string selection rules we can derive the form of the superpotential (see section 2.7). Additional
information about mass hierarchies for example can be deduced from geometrical aspects of
the orbifold, i.e. from the localization of the MSSM fields in the extra dimensions.
However, the main problem we are facing now is that the input parameters of the com-
pactification seem to be arbitrary, yielding a vast number of different 4d models [28]. We do
not know any selection mechanism which prefers one compactification scheme to another. In
other words, all orbifold compactifications seem to be equal from the string theory point of
view. In contrast, from the low energy point of view we have a model in favor, the MSSM.
So, how can we resolve this clash? In this chapter, we will use the landscape [29] as a tool,
not to build all models, but to find as many good ones as possible. Then we can hope to
find similarities among the good models that might help us to understand better the actual
meaning of the landscape. The guiding principle which will lead us to the allocated regions
of the landscape of heterotic orbifolds will be the concept of local GUTs [34–41].
The work presented in this chapter has been published in a series of papers [45–47].
4.1 Local GUTs
In order not to get lost in the landscape of string vacua by building a huge number of
phenomenologically invalid models, we need a guideline that points us to promising regions of
the landscape. In general, when we choose a search strategy we can only know its success after
we have actually performed the search. However, there are some hints towards a promising
strategy coming from models already constructed in the heterotic landscape, e.g. [34,39,119].
These constructions have in some sense the idea of GUTs in common. Starting from a big
gauge group E8×E8 or SO(32) in 10d it seems natural to encounter a GUT on the way down
to 4d. It is possible to encounter the GUT as an intermediate step of the compactification
(e.g. in 5d or 6d [87]), or as an ordinary 4d GUT. In addition, there is the possibility that the
GUT only becomes manifest in some special region of the compact space. This is the concept
of local GUTs.
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SO(10)
with 16
SO(10)
with 16
g2
g1
g3
(b)
E6
with 27
SU(5)
with 10 + 5
Figure 4.1: Visualization of the local GUT picture: (a) In the zoom-in picture at the fixed
point g a local SO(10) GUT becomes visible. (b) At every fixed point gi there is a local GUT
induced by the local shifts Vgi : SO(10), E6 and SU(5), respectively. At the respective fixed
points matter forms representations under its local GUT gauge group.
A Local GUT for every Fixed Point
In the context of heterotic orbifolds, the 10d gauge group is broken at the fixed points to local
GUT gauge groups. In the following, we will discuss this in detail starting with fixed points
from the first twisted sector of
 
N orbifolds.
We begin with some
 
N orbifold and consider one of its fixed points from the first twisted
sector T(1) in detail. By g we denote the space group element associated to this fixed point.
Now, we zoom-in to the fixed point g. Since g is from the T(1) sector, the local orbifold space
looks like   3/g and is not modded out further by some other element of the full space group1.
Only g describes the local space. If we now “compactify” the heterotic string on this local
orbifold, we have to project on g invariant states only. Consequently, the 10d gauge symmetry
breaks according to the local shift Vg, i.e. only those roots p of E8 × E8 or SO(32) remain
unbroken that fulfill the condition
p · Vg = 0 mod 1 , (4.1)
and hence give rise to the local GUT gauge group, see eqn. (2.120). Moreover, g defines
twisted boundary conditions that give rise to twisted strings. Since there are no further space
group elements in the zoom-in picture that define the local orbifold   3/g, we do not have to
ensure invariance of the twisted strings in addition2. Thus, we have found the local matter
spectrum. Obviously, the matter spectrum at g has to form representations with respect to its
local GUT gauge group, see figure (4.1a). However, if we zoom-in to different fixed points we
have different local shifts with different local GUTs and hence matter representations under
various local gauge groups. For a visualization of this situation see figure (4.1b).
1At the fixed point g, the local orbifold space is determined by all commuting elements [g, h] = 0. Since g
is assumed to be from the first twisted sector, the commuting elements are trivial, see appendix A.4.
2Twisted states from the first twisted sector are automatically invariant under the orbifold action, see
appendix A.6.
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SO(10)
SU(4)× SU(2)2SU(5)× U(1)
Figure 4.2: The 4d gauge group of the Standard Model SU(3) × SU(2) × U(1)Y × U(1)X
(dashed region) containing U(1)B−L can be obtained from SO(10) as the intersection of a
local SU(5) GUT and a local Pati-Salam GUT, as explained in [32].
The 4d Perspective
Now, we zoom-out from the local picture to the 4d one. First, consider the local GUT gauge
group. The associated untwisted sector states are free to move on the full orbifold space now.
Thus, from the four-dimensional point of view, only those roots p of E8×E8 or SO(32) remain
unbroken that fulfill all local conditions simultaneously, i.e.
p · Vgi = 0 mod 1 for all elements gi, (4.2)
giving rise to the 4d gauge group (compare to eqn. (2.120)). In other words, the 4d gauge
group arises as the common intersection of all the local ones, see figure (4.2) for an example.
As mentioned before, there are no further projection conditions for the twisted matter states
from T(1) when we zoom-out to the 4d picture. Thus, the T(1) twisted matter representations
of the local GUT gauge group just branch group theoretically into representations of the 4d
gauge group. Let us consider an example.
Local SO(10) GUT
If we have a local SO(10) gauge group with a local 16-plet at some fixed point of the first
twisted sector and if additionally the 4d gauge group is SU(3) × SU(2) × U(1)Y , the spinor
of SO(10) decomposes according to [3, 4],
16 = (3,2)1/6 + (3,1)−2/3 + (3,1)1/3 + (1,2)−1/2 + (1,1)1 + (1,1)0 , (4.3)
giving rise to one generation of the SM matter plus a right–handed neutrino
16 → q + u¯+ d¯+ `+ e¯+ n¯ . (4.4)
Thus, using the concept of local GUTs for the first twisted sector provides an easy mechanism
to obtain complete generations of quarks and leptons in terms of single (local) GUT repre-
sentations, like 16-plets. The important difference to conventional GUTs is that the local
GUT gauge group breaks to the Standard Model one by the orbifold compactification to 4d
and not via a Higgs mechanism.
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Split Multiplets for the Higgses and Local GUTs
As discussed in the previous section, quarks and leptons can be combined to form a complete
representation of the GUT gauge group. On the other hand, the Higgs fields φ and φ¯ of
the MSSM do not form complete GUT multiplets. This leads to the famous doublet-triplet
splitting problem of conventional GUTs [5, 120, 121]. For example, in SO(10) the smallest
representation that can incorporate the Higgses is the ten-dimensional vector representation
10. In terms of the Standard Model gauge group it decomposes according to
10 = (3,1)1/3 + (1,2)−1/2 + (3,1)−1/3 + (1,2)1/2 . (4.5)
The MSSM Higgses φ and φ¯ in the representations (1,2)−1/2 and (1,2)1/2, respectively, shall
be light if the µ-term
µφ¯φ (4.6)
is small. On the other hand, the Higgs-triplets (3,1)1/3 and (3,1)−1/3 are not observed and
more importantly can mediate fast proton decay due to dimension 5 operators. Furthermore,
they can alter gauge coupling unification. Therefore, they must be heavy with a mass pre-
sumably at the GUT scale or higher. So, what mechanism distinguishes between the light
doublets and the heavy triplets?
Local GUTs can also provide an intuitive answer here. Up to now, we have restricted
to local GUTs from the first twisted sector of
 
N orbifolds, since then no further orbifold
projections could remove local matter representations or parts thereof. But now, this is
actually the desired feature: by zooming-out from the local picture to the 4d one, the Higgs
representation decomposes the into Standard Model ones containing doublets and triplets and
the orbifold can potentially project out the unwanted triplet states.
Remark: Local GUTs of Higher Twisted Sectors
Local GUTs from the first twisted sector provide complete GUT multiplets decomposed into
representations of the 4d gauge group. The origin of this feature is the absence of orbifold
projection conditions for matter from the first twisted sector. Note, however, that this situa-
tion is not unique to T(1). In principle, it applies additionally to some fixed points of higher
twisted sectors. Geometrically, these are fixed points that only arise in some higher twisted
sectors T(k) and its “anti-sector” T(N−k) such that the orbifold space can be written locally
as   3/g (with g from the twisted sector T(k)).
For example, in the case of the
 
6-II orbifold with torus lattice G2 × SU(3) × SU(2)2,
the fixed points of the second (and fourth) twisted sector, away from the origin in the G2
plane, are not present in the other twisted sectors. In figure (A.2) in the appendix they
are denoted by g2. Only Wilson lines that go along the directions of the fixed torus induce
orbifold projections for matter states originating from these fixed points. This breaks the
local GUT and projects out some matter states resulting in a “smaller” GUT. However, the
matter representations with respect to this smaller local GUT are not affected further when
we zoom-out to the 4d picture, since further orbifold projections have to be carried out using
the constructing element itself (and powers thereof) and are thus trivial.
In summary, also higher twisted sectors allow in principle for local GUTs such that com-
plete GUT multiplets just decompose into representations of the 4d gauge group.
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4.2 The
 
6-II Landscape
Having the guideline of local GUTs in mind, we perform a search for MSSM candidates in the
framework of
 
6-II orbifold compactifications of the heterotic E8×E8 string. The underlying
torus lattice is chosen to be G2 × SU(3)× SU(2)2, as discussed in section 2.5.3.
Next, we choose the local GUT by choosing the shift. Looking through the list of all 61
inequivalent shifts and their massless matter spectra for
 
6-II [88], we select local SO(10) and
local E6 GUTs as the most promising. In detail, there are two gauge shifts leading to a local
SO(10) GUT with 16-plets in the first twisted sector,
V SO(10),1 =
(
1
3 ,
1
2 ,
1
2 , 0, 0, 0, 0, 0
) (
1
3 , 0, 0, 0, 0, 0, 0, 0
)
, (4.7)
V SO(10),2 =
(
1
3 ,
1
3 ,
1
3 , 0, 0, 0, 0, 0
) (
1
6 ,
1
6 , 0, 0, 0, 0, 0, 0
)
,
and two shifts leading to a local E6 GUT with 27-plets in the first twisted sector,
V E6,1 =
(
1
2 ,
1
3 ,
1
6 , 0, 0, 0, 0, 0
)
(0, 0, 0, 0, 0, 0, 0, 0) , (4.8)
V E6,2 =
(
2
3 ,
1
3 ,
1
3 , 0, 0, 0, 0, 0
) (
1
6 ,
1
6 , 0, 0, 0, 0, 0, 0
)
,
where V E6,1 corresponds to the standard embedding. Since these shifts provide 16- or 27-
plets in the first twisted sectors and therefore complete generations of quarks and leptons, we
can hope to find MSSM candidates with three generations using the strategy described in the
following. In other words, these four shifts are the starting points for our journey through
the Mini-Landscape. By turning on Wilson lines we will explore the corresponding regions in
detail now.
4.2.1 The Search Strategy
Starting from the four local GUT shifts, a search strategy for finding phenomenologically
interesting models is developed. The strategy reads:
1. Generate all two Wilson line models.
2. Identify “inequivalent” models.
3. Select models with GSM ⊂ SU(5) ⊂ SO(10) or GSM ⊂ SU(5) ⊂ E6
4. Select models with three net (3,2).
5. Select models with non–anomalous U(1)Y ⊂ SU(5).
6. Select models with net 3 SM generations + Higgses + vector–like.
In detail, the steps are as follows: At step 1, one of the four GUT–shifts, eqns. (4.7) or
(4.8), is chosen and all two Wilson line models are constructed using the methods described
in [71, 78] and in the appendix of [42]. These models can be separated into two cases: either
these two Wilson lines are of order two (A5 and A6) or one Wilson line is of order three
(A3 = A4) and one of order two (A5). Since the
 
6-II orbifold neither allows for discrete
torsion nor for brother models (see section 3.2), the ansatz of [42, 71, 78] is sufficient to
construct all different models.
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However, this ansatz for constructing models has redundancies and thus many models are
equivalent. To determine the inequivalent models at step 2, a simple and fast comparison-
method is used: two models are considered to be equivalent if they have the same gauge group,
the same non-Abelian matter spectrum and the same amount of non-Abelian singlets. Thus,
models differing only in U(1) charges are treated as equivalent. In addition, some models
differ only by the localization of states on the different fixed points. We know that these
ambiguities occur and it is likely that in some cases Yukawa couplings are affected. Hence
this criterion may underestimate the number of truly inequivalent models.
At step 3, those models are retained that have a Standard Model gauge group SU(3) ×
SU(2)×U(1)Y originating from an SU(5). This SU(5) in turn shall lie inside the local GUT
under consideration, i.e. SO(10) or E6. Technically, this is done by demanding that the simple
roots of SU(3) × SU(2) can be written as a linear combination of the ones of SU(5). This
choice of the SM gauge group ensures that we can use the standard SU(5) GUT hypercharge
generator. Generically it is of the form
tY =
(
0, 0, 0, 12 ,
1
2 , −13 , −13 , −13
)
(0, 0, 0, 0, 0, 0, 0, 0) , (4.9)
which is appropriate for gauge coupling unification and yields a weak mixing angle sin θW =
3/8 at the GUT scale.
The next search criterion at step 4 selects models having a net number of three left-
handed quark doublets (3,2), where net number means that we also allow for situations like
4(3,2) plus (3,2), for example.
Step 5 ensures that the hypercharge chosen previously in step 3 is non–anomalous. Tech-
nically, this is achieved by demanding that the generators of U(1)Y and U(1)anom are orthog-
onal, i.e. tY · tanom = 0. A non–anomalous hypercharge is necessary, because an anomalous
one would be broken at the high scale due to the presence of the Fayet–Iliopoulos D-term,
resulting in a catastrophe for electroweak symmetry breaking.
In the last step models are selected if they have the chiral matter content of the MSSM,
i.e. three generations of quarks and leptons and at least one pair of Higgses. In addition,
models at step 6 are allowed to have vector-like exotics. In order for some exotics to be
vector-like with respect to the SM gauge group, they either have to form real representations
of SU(3) × SU(2) × U(1)Y or they have to come in pairs of some representations plus their
complex conjugates. Then, it is in principle possible to write down a mass term for these
exotics with a very high mass such that the exotics decouple from the low energy effective
theory. Note, however, that the couplings in the superpotential relevant for the mass terms
can not be put in by hand, but they have to be derived from string theory, as explained later.
4.2.2 The Results - Part I
The results of this search strategy are summarized in table (4.1). It leads to 128+90+3+2 =
223 models having the chiral matter content of the MSSM [45]. Surprisingly, all of these 223
MSSM candidate models have one order three Wilson line and one of order two [41]. This
leads to the situation that two SM generations of quarks and leptons originate from the local
GUT structure of SO(10) or E6, as depicted in figure (4.3), and the components of the third
generation are localized at various twisted or untwisted sectors. None of the good models is
based on two order two Wilson lines.
Many details of these models, including the Wilson lines, the (hidden sector) gauge group,
the massless matter and their localization, are listed in a web page [122].
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criterion V SO(10),1 V SO(10),2 V E6,1 V E6,2
2. inequivalent models with 2 Wilson lines 22, 000 7, 800 680 1, 700
3. SM gauge group ⊂ SU(5) ⊂ SO(10) (or E6) 3, 563 1, 163 27 63
4. 3 net (3,2) 1, 170 492 3 32
5. non–anomalous U(1)Y ⊂ SU(5) 528 234 3 22
6. spectrum = 3 generations + vector-like 128 90 3 2
Table 4.1: Statistics of
 
6-II orbifolds based on the shifts V
SO(10),1, V SO(10),2, V E6,1, V E6,2
with two Wilson lines.
It is instructive to compare this model-scan to others. In certain types of intersecting D–
brane models, it was found that the probability of obtaining the SM gauge group and three
generations of quarks and leptons (in some cases with chiral exotics) is at best 10−9 [123–125].
The criterion which comes closest to the requirements imposed in [123, 124] is step 4. We
find that within the sample presented here the corresponding probability is 5 %. In [126,127],
orientifolds of Gepner models were scanned for chiral MSSM matter spectra, and it was found
that the fraction of such models is 10−14. In table (4.1) the corresponding probability, i.e.
the fraction of models passing criterion 6, is of order 1%. Note also that, in all 223 models,
hypercharge is normalized as in standard GUTs and thus consistent with gauge coupling
unification. This comparison shows that this sample of heterotic orbifolds is unusually “fertile”
compared to other constructions. The probability of finding something close to the MSSM is
much higher than that in other patches of the landscape analyzed so far.
If one relaxes the constraints of step 3 (i.e. SM gauge group ⊂ SU(5) ⊂ SO(10) (or E6))
and step 5 (i.e. U(1)Y ⊂ SU(5)) the number of models increases by a factor of about 10 [128].
However the additional constraint that sin2 θW = 3/8 reduces this number by 90% so that
there are only a handful of additional models. It suggests that in order to find the MSSM,
one may need to require local GUTs.
In the following, we will investigate the 223 MSSM candidates further. Each model allows
for a vast number of different vacuum configurations, i.e. different choices for the fields that
develop vevs. Most of these choices will break the SM gauge group and are therefore clearly
not relevant. Other choices that keep SU(3)×SU(2)×U(1)Y might only differ in the structure
of the Yukawa couplings for quarks and leptons. However, it is neither possible nor desirable
to analyze all vacuum configurations for a given model. An analysis of some general properties
seems more promising.
e6
16
16
A3 A5
e2 A3
e1
Figure 4.3: First twisted sector T(1) of the
 
6-II orbifold on the lattice G2 × SU(3)× SU(2)2
with one Wilson line A3 along the e3 and e4 direction and another one A5 along the e5
direction. The Wilson lines lift the fixed point degeneracy such that only at the 1× 1× 2 = 2
black fixed points the local SO(10) GUTs with local 16-plets remain.
81
82 CHAPTER 4. THE MINI-LANDSCAPE
4.2.3 Properties of the MSSM Candidates
Heavy Top and Decoupling of the Exotics
The next task is to find out whether the exotics of the 223 MSSM candidates can be made
heavy according to the string selection rules for the superpotential. As the computation of
the superpotential terms relevant for the decoupling of the exotics is a very time consuming
issue, an intermediate step (“heavy top”) was included in the model search in [45]3. In step
(7a), we require a renormalizable O(1) Yukawa coupling (3,2)1/6 (3,1)−2/3 (1,2)1/2, i.e. one
of the following types
U U U , U T T , T T T , (4.10)
where U and T denote generic untwisted and twisted fields, respectively. The U U U coupling
is given by the gauge coupling, U T T is a local coupling and thus is unsuppressed, while the
T T T coupling is significant only when the twisted fields are localized at the same fixed point.
Models in which the above couplings are absent or suppressed are analyzed in step (7b).
Using the string selection rules of section 2.7, all terms entering the superpotential which
are relevant for the masses of the exotics are computed up to order 8 in the fields. In detail,
such a term looks like
X¯Xs . . . s , (4.11)
with at most six (in general different) singlets s ∈ {si} and X¯ transforms in the complex
conjugate representation of X. Note that the singlets s are only demanded to be singlets
with respect to the Standard Model gauge group, i.e. they transform as (1,1)0 but are
charged under the extra U(1)’s and possibly also under some hidden non-Abelian gauge factor.
Consequently, the vevs of these fields induce a gauge symmetry breaking. For many models,
all extra U(1) factors are broken, but some hidden sector non-Abelian gauge group factors
remain unbroken. This results in most cases in a separation of hidden and observable sectors,
i.e. particles from the hidden and the observable sector are not simultaneously charged with
respect to any gauge group factor. This situation yields the possibility of SUSY breaking by
hidden sector gaugino condensation as discussed in section 4.3. Furthermore, X¯ and X are
complex conjugate only with respect to SU(3) × SU(2) ×U(1)Y .
Having the relevant terms of the superpotential, we assume that all singlets si develop
vevs. Only those models are selected at step 8 where all mass matrices of all exotics have
maximal rank such that all exotics are heavy and decouple from the respective low-energy
effective theory.
D–flatness
Next, at step 9 of the search strategy it is checked whether for a given model the exotics
decouple along D–flat directions in order to be in agreement with N = 1 supersymmetry.
In fact, this requires additionally F–flatness. However, F–flatness is more involved, since
the whole superpotential including the coupling strengths is needed and not only the terms
relevant for the masses of the exotics. Therefore, F-flatness will only be explored for certain
examples, see section 4.4, and we restrict to D–flatness here.
3However, here we will follow both methods, with and without heavy top. The first method will be denoted
by an (a), the second one by a (b).
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D–flatness is ensured by specifying a gauge invariant monomial4 of the fields that shall
develop vevs [129, 130]. For example, consider some fields si and assume that the following
monomial I(si) is gauge invariant
I(si) = (s1)
3 (s2)
1 (s3)
2 (s4)
2 . (4.12)
A field involved in this monomial attains a vev which is related to the power to which it
appears in I. Explicitly, for eqn. (4.12),
|〈s1〉|√
3
=
|〈s2〉|√
1
=
|〈s3〉|√
2
=
|〈s4〉|√
2
, (4.13)
and the vevs of all other fields s5, s6, . . . vanish.
The situation changes slightly in the presence of anomalous U(1)’s, which are in fact
contained in all 223 MSSM candidates of the Mini-Landscape. The D–term of such an
anomalous U(1) gauge symmetry includes the Fayet–Iliopoulos term [25,26], a constant which
is proportional to the anomaly trQanom, see section 2.4.6. Then, the monomial I(si) has to be
gauge invariant with respect to all gauge factors except for the anomalous U(1). Furthermore,
the total charge
∑
iQanom,i of the monomial has to cancel the Fayet–Iliopoulos term, i.e.
Danom ' g
192pi2
trQanom +
∑
i
Qanom,i|〈si〉|2 != 0 , (4.14)
From this we infer that the vevs of at least some fields si contributing to the cancelation of
the Fayet–Iliopoulos term are required to be at a high scale. Further details on D = 0 can be
found in appendix (B) of [47].
4.2.4 The Results - Part II
Following the steps 7 to 9 for both cases, with and without heavy top, we obtain results as
summarized in table (4.2) [45, 47]. For most of the models the exotics decouple at order 8
(or less). It is likely that if we go to higher orders in the superpotential, the exotics of more
MSSM candidates (maybe even of all) will decouple. In addition, it turns out that D = 0
is not a severe constraint. That is, for nearly all models, we find gauge invariant monomials
that contain almost all Standard Model singlets such that they can develop vevs.
criterion V SO(10),1 V SO(10),2 V E6,1 V E6,2
7a. heavy top 72 37 3 2
8a. exotics decouple at order 8 56 32 3 2
9a. D–flat direction 55 32
7b. no heavy top 56 53
8b. exotics decouple at order 8 50 53
9b. D–flat direction 50 53
Table 4.2: Further analysis of the 223 MSSM candidates, either along method (a) or (b), as
discussed in the text. For these steps we concentrated on the SO(10) shifts.
4In general, one has to specify an analytic gauge invariant polynomial I(z) such that ∂I(z)/∂za|z=ξ = Cξ¯a
defines a Da = 0 solution, where C is a complex constant C 6= 0 and ξa denotes the vev of the field za [129].
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4.3 Low-Energy SUSY Breaking
As briefly mentioned in the last section, the MSSM candidates have the necessary ingredients
for supersymmetry breaking via gaugino condensation in the hidden sector [131–134], pub-
lished in [46]. In particular, the models contain non-Abelian gauge group factors beside the
Standard Model with little or no matter. The corresponding gauge interactions become strong
at some intermediate scale such that the corresponding gauginos condensate 〈λλ〉. This can
lead to spontaneous supersymmetry breakdown in the hidden sector, communicated to the
observable sector by gravity [131]. The specifics of the SUSY breaking depend on the moduli
stabilization mechanism, but the main features such as the scale of supersymmetry breaking
hold more generally. In particular, the gravitino mass is related to the gaugino condensation
scale Λ ≡ 〈λλ〉1/3 by
m3/2 ∼
Λ3
M2Pl
, (4.15)
while the proportionality constant is model–dependent. The gaugino condensation scale in
turn is given by the renormalization group (RG) invariant scale of the condensing gauge
group,
Λ ∼ MGUT exp
(
− 1
2β
1
g2(MGUT)
)
, (4.16)
where β is the beta–function and g is the gauge coupling constant related to the dilaton S by
1/g2 = ReS. This translates into a superpotential for the dilaton, W ∼ exp(−3S/2β), which
suffers from the notorious “run–away” problem, i.e. the vacuum of this system is at S →∞.
For a discussion on the stabilization of the dilaton (at the realistic value ReS ' 2) and of
the T–modulus see [135–138] and [46]. Finally, for a gaugino condensation scale of about
Λ ∼ 1013GeV the gravitino mass is in the TeV region which is favored by phenomenology.
Obviously, in order to retain a hidden sector non-Abelian gauge group we have to modify
step 8 of the search strategy: only fields neutral under both, the Standard Model and the
hidden sector non-Abelian gauge group, are allowed to acquire vevs. This yields in general less
fields with vev than before. Consequently, the number of models with decoupled vector–like
exotics is reduced, see table 4.3.
As the beta–function depends on the hidden sector gauge group (and its light matter
representations), we start with a discussion on the various hidden sectors that appear in
the MSSM candidates. Figure (4.4) displays the frequency of occurrence of various gauge
criterion V SO(10),1 V SO(10),2 V E6,1 V E6,2
2. inequivalent models with 2 Wilson lines 22, 000 7, 800 680 1, 700
3. SM gauge group ⊂ SU(5) ⊂ SO(10) (or E6) 3, 563 1, 163 27 63
4. 3 net (3,2) 1, 170 492 3 32
5. non–anomalous U(1)Y ⊂ SU(5) 528 234 3 22
6. spectrum = 3 generations + vector-like 128 90 3 2
7. heavy top 72 37 3 2
8. exotics decouple + gaugino condensation 47 25 3 2
Table 4.3: Statistics of
 
6-II orbifolds based on the shifts V
SO(10),1, V SO(10),2, V E6,1, V E6,2
with two Wilson lines for the study of gaugino condensation.
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Figure 4.4: Number of models vs. the size of largest gauge group in the hidden sector. N labels
SU(N), SO(2N), EN groups. The background corresponds to step 2, while the foreground
corresponds to step 6.
groups in the hidden sector (see [139] for a related study). The preferred size (N) of the
hidden sector gauge groups depends on the conditions imposed on the spectrum. When
all inequivalent models with 2 Wilson lines are considered, N = 4, 5, 6 appear with similar
likelihood and N = 4 is somewhat preferred. If we require the massless spectrum to be the
MSSM + vector–like matter, the fractions of models with N = 4, 5, 6 become even closer.
However, if we further require a heavy top quark and the decoupling of exotics at order 8,
N = 4 is clearly preferred (see figure (4.5)). In this case, SU(4) and SO(8) groups provide
the dominant contribution. Since all or almost all matter charged under these groups is
decoupled, this leads to hidden sector gaugino condensation at an intermediate scale. (We
note that before step 8, gaugino condensation does not occur in many cases due to the presence
of hidden sector matter.)
Possible scales of gaugino condensation are shown in figure (4.6). These are obtained from
eqn. (4.16) by computing the beta–functions for each case and using g2(MGUT) ' 1/2. The
correlation between the observable and hidden sectors is a result of the fact that modular
invariance constrains the gauge shifts and Wilson lines in the two sectors.
We see that among the promising models, intermediate scale supersymmetry breaking is
preferred. The underlying reason is that realistic spectra require complicated Wilson lines,
which break the hidden sector gauge group. The surviving gauge factors are not too big
(unlike in Calabi–Yau compactifications with the standard embedding), nor too small.
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Figure 4.5: As in figure (4.4) but with models of step 8 in the foreground.
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Figure 4.6: Number of models vs. scale of gaugino condensation [46].
There are significant uncertainties in the estimation of the supersymmetry breaking scale.
First, the identification of 〈λλ〉1/3 with the RG invariant scale is not precise. A factor of a
few uncertainty in this relation leads to 2 orders of magnitude uncertainty in m3/2. Also,
there could be significant string threshold corrections which can affect the estimate. Thus,
the resulting “prediction” for the superpartner masses should be understood within 2-3 orders
of magnitude.
4.4 R-parity
As a detailed analysis of all 223 MSSM candidates is very time-consuming, we will only choose
one of them in this section and analyze its phenomenological implications in detail. We will
call it the benchmark model, as some of its properties are likely to be generic for other models
of the Mini-Landscape, too. We construct a supersymmetric configuration F = D = W = 0
for the benchmark model which additionally yields a possible solution to the µ problem for
free. Furthermore, in order to avoid rapid proton decay we identify a U(1)B−L symmetry.
By breaking U(1)B−L by the vevs of fields with even B − L charges, we obtain a discrete
symmetry, R–parity (or matter-parity), that forbids dangerous dimension-4 baryon/ lepton
number violating operators. In addition, the see-saw mechanism for light neutrino masses
and the structure of the Yukawa couplings for quarks and leptons are analyzed. The results
presented here have been published in reference [47]5.
Technical Details of the Benchmark Model
The benchmark model is defined by the shifts and Wilson lines
V =
(
1
3 ,−12 ,−12 , 05
) (
1
2 ,−16 ,−12 ,−12 ,−12 ,−12 ,−12 , 12
)
, (4.17a)
A5 =
(
0,−12 ,−12 ,−12 , 12 , 0, 0, 0
) (
4,−3,− 72 ,−4,−3,− 72 ,−92 , 72
)
, (4.17b)
A3 =
(−12 ,−12 , 16 , 16 , 16 , 16 , 16 , 16) (13 , 0, 0, 23 , 0, 53 ,−2, 0) . (4.17c)
A possible second order 2 Wilson line is set to zero (A6 = 0). The gauge group after com-
pactification is SU(3)×SU(2)× [SU(4)×SU(2)]×U(1)9, where the nine U(1) generators can
be chosen as
t1 = tY =
(
0, 0, 0,− 12 ,−12 , 13 , 13 , 13 , 08
)
(4.18)
5The benchmark model discussed here is named “benchmark model 1B” in [47]
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and
t2 = (−1, 015), t3 = (0,−1, 014), t4 = (0, 0,−1, 013),
t5 = (0
3, (−1)5, 08), t6 = (09,−1, 06), t7 = (08, 1, 0, 0,−1, 04),
t8 = (0
12,−1, 03), t9 = (013,−1, 0, 0) .
(4.19)
Therefore, the benchmark model contains the gauge group SU(3) × SU(2) × U(1)Y of the
Standard Model. The generator of the anomalous U(1) reads
tanom =
9∑
i=1
αi ti , where {αi} =
{
0, 23 , 0,−53 , 13 ,−13 , 13 , 2, 13
}
. (4.20)
Since α1 = 0, hypercharge is non-anomalous. The details of the spectrum are given in
table B.7 in the appendix.
Supersymmetric Minkowski Vacuum
Now consider the vacuum configuration where the fields
{s˜i} = {χ1, χ2, χ3, χ4, h1, h2, h3, h4, h5, h6, h7, h8, h9, h10, s01, s02, s03, s04,
s05, s
0
6, s
0
7, s
0
8, s
0
9, s
0
10, s
0
11, s
0
12, s
0
13, s
0
14, s
0
15, s
0
16, s
0
17, s
0
18, s
0
20, (4.21)
s021, s
0
22, s
0
23, s
0
24, s
0
25, s
0
26, s
0
27, s
0
28, s
0
29, s
0
30, s
0
31, s
0
32}
develop a vev while the expectation values of all other fields vanish. By an appropriate choice
of the vevs this configuration yields D = 0. The corresponding gauge invariant monomial is
given in [122].
In order to get a supersymmetric Minkowski vacuum we have to demand F = W = 0 in
addition. An interesting feature of this model is that the superpotential of the SM singlets
χ, h ands0 factorizes into polynomials of D4 doublets and D4 singlets
6, i.e.
W(χ, h, s0) =
∑
i
Pi(D˜) P˜i(S) . (4.22)
Pi(D˜) denotes polynomials in SM singlet fields which transform as D4 doublets D˜ and P˜i(S)
denotes polynomials in SM and D4 singlets S. In particular, the D4 doublets which enter
W(s˜) up to order six in fields are
D˜1 = (s
0
3, s
0
9) D˜2 = (s
0
4, s
0
10) D˜3 = (s
0
5, s
0
11)
D˜4 = (s
0
6, s
0
12) D˜5 = (s
0
7, s
0
13) D˜6 = (s
0
8, s
0
14) .
(4.23)
The polynomial in D4 doublets is, to order six, quadratic in doublets and is given by the
trivial D4 singlet scalar product, for example,
D˜1 · D˜2 = (s03 s04 + s09 s010) . (4.24)
6The D4 family symmetry is a consequence of the space group selection rule in the SU(2)
2 torus lattice
and the trivial Wilson line A6 = 0 [34,53]. States sitting at the two vertical fixed points on the SU(2)
2 torus
transform as doublets under D4, compare to figure 4.3.
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We then find (up to calculable dimensionful coefficients in units of the string scale)
W(χ, h, s0) =
(
D˜1 · D˜2
) (
s026 + s
0
29 + (s
0
26s
0
26 + s
0
26s
0
29 + s
0
29s
0
29)(s
0
15 + s
0
16)
)
(4.25)
+
(
D˜1 · D˜6 + D˜2 · D˜5
)
s030
[
s030(s
0
15 + s
0
16) + s
0
17(s
0
25 + s
0
28)
+ s018(s
0
24 + s
0
27) + s
0
31(s
0
20 + s
0
21) + s
0
32(s
0
22 + s
0
23)
+ (s019 + s
0
1s
0
18 + s
0
2s
0
17)(s
0
26 + s
0
29) + h1(h8 + h10) + h2(h7 + h9)
]
+
(
D˜3 · D˜4
)
s019s
0
30
(
s017s
0
18 + h1h2 + (s
0
20 + s
0
21)(s
0
22 + s
0
23)
)
.
Thus, to order 6 in SM and hidden SU(4) singlets, the polynomials Pi(D˜) are completely
determined by the D4 symmetry, while the polynomials P˜i(S) are non-trivial for all i. One
particular F = D = 0 solution is given by the roots of
〈Pi(D˜)〉 = 〈P˜i(S)〉 = 0 (4.26)
for all polynomials i (compare to e.g. [41, 47]). Hence, the superpotential up to order six in
SM singlets vanishes 〈W(χ, h, s0)〉 = 0 . (4.27)
Therefore, the total superpotential is given solely by its non–perturbative part. This is
expected to be very small and thus a small gravitino mass and a small cosmological constant
can in principle be achieved.
Identifying a U(1)B−L Symmetry
In the MSSM lepton doublets ` and Higgs doublets φ carry the same charges with respect to
the SM gauge group. Consequently the superpotential contains the operators
``e¯ , q`d¯ and in addition u¯d¯d¯ (4.28)
at the renormalizable level. These dimension 4 operators lead in general to rapid proton
decay. Therefore, they have to be suppressed. One solution to this problem is U(1)B−L, as
it distinguishes between lepton doublets ` and Higgs doublets φ. One can easily see that a
U(1)B−L symmetry forbids these dangerous operators.
It is possible to identify a non-anomalous B − L generator for the benchmark model. It
reads
tB−L =
(
0, 0, 0, 0, 0,−2
3
,−2
3
,−2
3
)
(0, 0, 0, 0, 0, 2, 0, 0) , (4.29)
where the first half of tB−L which acts on the first E8 has the standard SO(10) GUT form,
but the second part is different. Nevertheless, we have chosen it due to the following two
essential properties:
• the spectrum includes 3 generations of quarks and leptons plus vector-like exotics with
respect to GSM ×U(1)B−L , and
• there are SM singlets with B−L charge ±2, labeled by χ. Therefor it is important that
tB−L acts non-trivially in the second E8.
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# representation label # representation label
3 (3,2;1,1)(1/6,1/3) qi 3
(
3,1;1,1
)
(−2/3,−1/3) u¯i
3 (1,1;1,1)(1,1) e¯i 8 (1,2;1,1)(0,∗) mi
4
(
3,1;1,1
)
(1/3,−1/3) d¯i 1 (3,1;1,1)(−1/3,1/3) di
4 (1,2;1,1)(−1/2,−1) `i 1 (1,2;1,1)(1/2,1) ¯`i
1 (1,2;1,1)(−1/2,0) φi 1 (1,2;1,1)(1/2,0) φ¯i
6
(
3,1;1,1
)
(1/3,2/3)
δ¯i 6 (3,1;1,1)(−1/3,−2/3) δi
14 (1,1;1,1)(1/2,∗) s
+
i 14 (1,1;1,1)(−1/2,∗) s
−
i
16 (1,1;1,1)(0,1) n¯i 13 (1,1;1,1)(0,−1) ni
5 (1,1;1,2)(0,1) η¯i 5 (1,1;1,2)(0,−1) ηi
10 (1,1;1,2)(0,0) hi 2 (1,2;1,2)(0,0) yi
6 (1,1;4,1)(0,∗) fi 6
(
1,1;4,1
)
(0,∗) f¯i
2 (1,1;4,1)(−1/2,−1) f
−
i 2
(
1,1;4,1
)
(1/2,1)
f¯+i
4 (1,1;1,1)(0,±2) χi 32 (1,1;1,1)(0,0) s
0
i
2
(
3,1;1,1
)
(−1/6,2/3) v¯i 2 (3,1;1,1)(1/6,−2/3) vi
Table 4.4: Spectrum. The quantum numbers under SU(3) × SU(2) × [SU(4) × SU(2)] are
shown in boldface; hypercharge and B −L charge appear as subscripts. Note that the states
s±i , fi, f¯i and mi have different B − L charges for different i, which we do not list explicitly.
Using this definition for U(1)B−L it turns out that there is only one pair of Higgs candidates
φ1 and φ¯1 and 4 − 1 lepton doublets. The spectrum of charged matter is summarized in
table (4.4). Comparing to eqn. (4.21) we see that in the current vacuum configuration only
one SM singlet vev is set to zero, i.e. 〈s019〉 = 0.
The µ-Term
In this model we also find an intriguing correlation between the µ–term
µ =
∂2Wtotal
∂φ1 ∂φ¯1
∣∣∣∣
φ1=φ¯1=0
(4.30)
and W(χ, h, s0). We note that both Higgs doublets are untwisted states, the combination
φ1 φ¯1 is a gauge singlet with respect to the full orbifold gauge group and in addition neutral
with respect to all string selection rules, e.g. Rφ1φ¯1 = (0, 0, 0,−2) ∼ (0, 0, 0, 0). Consequently,
each monomial of fields appearing in W(χ, h, s0) couples also to the Higgs pair φ1 φ¯1 giving
rise to the µ–term. This implies that7
µ = 0 ⇔ 〈W(χ, h, s0)〉 = 0 . (4.31)
Consequently, the µ-term is of the order of the expectation value ofW, i.e. the gravitino mass.
This mechanism has been discussed before, see e.g. [140]. However, here it was not put in by
hand, but it is a result of the string construction.
Note that there is no doublet-triplet splitting problem for the benchmark model since the
Higgs color-triplets have been removed by the orbifold projection.
7This applies to the untwisted Higgs pairs in many models of the Mini-Landscape, for instance also to the
model presented in [39, 41].
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Breaking of U(1)B−L and Neutrino matrices
As mentioned before, there are SM singlets with B − L charge ±2, labeled by χ. If they
acquire vevs, they break U(1)B−L to R–parity (or matter parity). Thus, the dangerous
baryon/ lepton number violating operators of eqn. (4.28) remain forbidden. Furthermore,
we can have a see-saw mechanism for light neutrino masses, as we have Majorana and Dirac
masses for the neutrinos,
n¯n¯χ and `φ¯n¯ . (4.32)
For more details, see the web page [122] and [86].
Charged fermion Yukawa matrices
The charged fermion Yukawa matrices are
Yu =
 s˜5 s˜5 s˜5s˜5 s˜5 s˜5
s˜6 s˜6 1
 , Yd =
 s˜5 s˜5 0s˜5 s˜5 0
s˜6 s˜6 0
 , Ye =
 s˜5 s˜5 s˜6s˜5 s˜5 s˜6
s˜6 s˜6 0
 . (4.33)
The up-type quark Yukawa matrix is given directly in terms of the coupling of the up-type
Higgs to the three q and u¯ fields. The down-type quark and charged lepton Yukawa matrices
are obtained by integrating out a pair of vector-like d- and d¯-quarks and `- and ¯`-fields,
respectively. We find that the up and charged lepton Yukawa matrices have rank three, while
the down quark Yukawa matrix has only rank two, at this order in s˜ singlets. In fact, to this
order in SM singlet fields, the superpotential does not couple two right-handed down quarks,
d¯3,4, to the quark doublets. This is because d¯3,4 are in the T4 twisted sector. However, we
have verified that some of the zeros in Yd get filled in at higher orders and at order 8 Yd has
rank 3. Note that in this vacuum configuration the Yukawa matrices retain a form consistent
with the underlying D4 family symmetry.
Dimension 5 baryon and lepton number violating operators
We further analyzed the question of dimension 5 proton decay operators. We find that both
q q q ` and u¯ u¯ d¯ e¯ (4.34)
appear at order s˜6. They are also generated by integrating out the heavy exotics. For example,
the following couplings exist
q1 `1 δ¯4 , q1 `1 δ¯5 , q2 `2 δ¯4 , q2 `2 δ¯5 , q1 q1 δ4 , q1 q1 δ5 , q2 q2 δ4 , q2 q2 δ5 . (4.35)
Hence integrating out the states δ¯i, δi produces dangerous dimension 5 operators. These
must be sufficiently suppressed to be consistent with present bounds on proton decay [141,
142]. We have verified that, for some particular s˜ vevs, it is possible to suppress the q q q `
operators induced by the trilinear couplings of eqn. (4.35). However, higher order couplings
also introduce baryon and lepton number violating operators. We have not been able to
identify a suppression mechanism for such operators yet.
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Chapter 5
Blow–up of Orbifold Singularities
From the construction of MSSM candidates in the framework of
 
6-II orbifolds as discussed
in chapter 4, we know that twisted fields have to attain vevs due to two main reasons. First
of all, the Fayet–Iliopoulos D–term forces some fields to get vevs in order to maintain a
supersymmetric solution. Secondly, from a phenomenological point of view we need to give
large vevs to some Standard Model singlets in order to generate mass terms for the unwanted
vector-like exotics.
On the other hand, it is known from the early beginnings of orbifold construction that
a twisted field attaining a vev can be interpreted as a so-called blow–up mode [18, 94]. By
turning on its vev the singularity of the corresponding fixed point is smoothed out, yielding the
resolution space. In this chapter, we aim at a deeper understanding of this blow–up procedure.
For doing so, we concentrate on the easiest orbifold singularities, the ones appearing in
 
3
orbifolds. Furthermore, we restrict to the E8 ×E8 heterotic string as we want to connect the
blow–up method with early
 
3 MSSM candidates
1. The general outline of this chapter reads:
First, the local resolution space of a single singularity is constructed explicitly building on the
results of [115]. Then, the transition between the string model on the singular space and the
effective field theory on the resolution space is discussed in detail, focusing on the role of the
blow–up mode. Afterwards, it is shown how the singularities of a compact
 
3 orbifold can
be resolved, even in the presence of Wilson lines. Finally, the blow–up procedure is applied
to the
 
3 MSSM candidate of reference [15]. The results of this chapter have been published
in [48].
5.1 Blow–Up up Local
  3/
 
3 Orbifold
We consider the heterotic string quantized on the singular non-compact space M3,1 ×   3/   3
and on its resolution denoted by M3. We start by giving the geometrical details of the
 
3/
 
3 singularity. Then we show how to resolve it and how to construct gauge fluxes on the
resolution. After this study of the geometry, we consider the heterotic string on the singular
space and on the resolution, leading to 4d heterotic orbifold and resolved models, respectively.
Finally, we briefly comment on the anomaly cancelation in both cases: in contrast to
the orbifold model which allows for at most one anomalous U(1), the resolution model can
have up to two. On the orbifold side, the standard Green–Schwarz mechanism, involving
one single universal axion, is combined with a Higgs mechanism giving rise to the blow–up.
On the resolution, this combination is mapped into a Green–Schwarz mechanism involving
two axions. These axions are mixtures of the orbifold axion and of the blow–up mode. This
identification is completed by the observation that the new Fayet–Iliopoulos term produced
on the resolution is nothing else than the (tree–level) D–term due to the non–vanishing vev
of the blow–up mode.
1The SO(32) theory was considered in [115,143].
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i i i
1 1 1
    
Figure 5.1: The three complex planes   3 are modded out by the
 
3 twist θ. The grey region
depicts a fundamental domain of   3/
 
3 and corresponds to the patch U(1). The black lines
in the first complex plane illustrate that the angle is restricted to be 0 < arg(Z 1) < 2pi/3. In
the case of U(2) and U(3) this (deficit) angle lies in the second and third plane, respectively.
5.1.1 Orbifold and Blow–up Geometry
In order to describe a
 
3 singularity locally, we start from  
3 parameterized by the three
complex coordinates Z i (i = 1, 2, 3). Then, the
 
3 orbifold rotation θ acts as
θ : Z i 7−→ e2piivi/3Zi, v = (1, 1,−2) . (5.1)
Note that in this chapter we define the twist vector without the factor 1/3. The
 
3 singularity
is locally described by the non–compact orbifold
 
3/
 
3 , (5.2)
which is obtained by identifying those points in   3 that are mapped into each other by θ. In
other words, the equivalence relation θZ ∼ Z defines the quotient space   3/   3. Following
the holonomy arguments of section 2.1, such a space is singular in the fixed point at the origin
{0}. The orbifold space   3/   3-{0} is naturally equipped with a Ka¨hler potential , inherited
from   3, which reads
K  3/   3 =
∑
i
Z¯iZi , (5.3)
such that the metric
gij¯ =
∂
∂Zi
∂
∂Z¯j
K  3/   3 = δij¯ (5.4)
is Euclidean and the space is flat apart from the origin. We can cover   3/
 
3-{0} by means
of three coordinate patches, defined as
U(i) ≡ {Z ∈   3|Zi 6= 0 , 0 < arg(Z i) < 2pi/3} , i = 1, 2, 3 . (5.5)
Each of this patches gives a representative of the fundamental domain of   3/
 
3. As an
example, the coordinate patch U(1) is depicted in figure (5.1).
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Convenient Coordinates
It is convenient to choose new coordinates on the orbifold   3/
 
3, which allow for a systematic
construction of a resolution of the singularity as a line bundle over    2. In the language
of toric geometry [113, 144], the    2 is called an exceptional divisor, and it replaces the
singularity in the resolution M3 of   3/   3. When its volume shrinks to zero, the singularity
is recovered, and the space M3 approaches   3/   3 (blow–down). Thus, the blowing–up/down
procedure is controlled by the size of the exceptional divisor. To make this more explicit we
consider the patch U(i), where Z
i 6= 0, and define zj ≡ Zj/Zi for j 6= i. To remove the deficit
angle of Z i we perform the coordinate transformation Z i 7→ x ≡ (Z i)3. In this way the Ka¨hler
potential, eqn. (5.3), becomes
K  3/   3 = X
1
3 , (5.6)
where X is defined (in the patch U(i)) as
X ≡ x¯(1 + z¯z)3x ⇒ X = (Z¯i)3
(
1 +
∑
j 6=i
Z¯j
Z¯i
Zj
Zi
)3
(Zi)3 =
(∑
j
Z¯jZj
)3
. (5.7)
Thus, we see that the Ka¨hler potentials eqns. (5.3) and (5.6) are equivalent.
The Resolution Space
A resolution M3 of the orbifold is given by considering the open patches introduced above,
equipped with a new Ka¨hler potential [115]
KM3 =
∫ X
1
dX ′
X ′
M(X ′) , M(X) =
1
3
(r +X)
1
3 , (5.8)
that is Ricci–flat and matches the orbifold Ka¨hler potential eqn. (5.6) in the r → 0 limit (up
to a constant which is irrelevant for a Ka¨hler potential). In this limit the curvature vanishes
for points x 6= 0, whereas for x = 0 it diverges. Moreover, it vanishes for any value of r when
|x| → ∞. Therefore, blowing up means that the orbifold singularity is replaced by the smooth
compact    2 that shrinks to zero as r → 0 (the situation is illustrated in figure 5.2).
blow–up
 2
Figure 5.2: Visualization: the parameter r controls the size of the    2. Starting with r = 0
and the singularity, the orbifold is blown–up by increasing r.
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5.1.2 Gauge Fluxes
Now, we turn on gauge fluxes, i.e. non-trivial background values for the internal field strength
F , for both the singular orbifold   3/   3 and its smooth counterpart, the resolution space M3.
Gauge Fluxes Wrapped on the Orbifold
When defining the heterotic string on   3/
 
3, the 10d gauge group E8 × E8 is broken by the
orbifolding procedure. We can understand this breaking from two perspectives:
On the one hand, following the discussion on compact orbifolds of section 2.4, we know
that we have to embed the
 
3 point group into the gauge degrees of freedom. As before, we
do this by a shift embedding Vorb. For later convenience, we define the shift in this chapter
as a lattice vector Vorb ∈ Λ. In detail, we absorb the factor 1/3 into the transformation phase
e2pii/3(psh·Vorb−qsh·v) such that the unbroken gauge group is determined by the roots fulfilling
p · Vorb = 0 mod 3 . (5.9)
On the other hand, we can also understand the gauge symmetry breaking from an effective
field theory perspective: let iA be the one–form gauge field, which takes values in the Lie
algebra of E8 × E8. iF denotes its field strength. Moreover, define HI , for I = 1, . . . , 16, as
the basis elements of the Cartan subalgebra of E8 × E8. In a given coordinate patch with
local coordinates z, x = |x|eiφ, the orbifold action θ is realized as φ→ φ+2pi. On the orbifold
there can be non–trivial orbifold boundary conditions for A
iA(θ Z) = iA(z, |x|, φ + 2pi) = U iA(z, |x|, φ)U−1 , (5.10)
where U = e2pii(V
I
orbHI )/3 and Vorb is a vector in the E8 × E8 root lattice as before. These
boundary conditions correspond to a constant Wilson line background (see eqn. (22) of [115])
and hence induce a gauge symmetry breaking, precisely to those E8 × E8 algebra elements
with root vectors p such that p · Vorb = 0 mod 3.
Gauge Fluxes Wrapped on the Resolution
The non–trivial orbifold boundary conditions of eqn. (5.10) can be reformulated in terms of
fields with trivial ones, but having a non–zero constant gauge background. The existence of
this non–vanishing gauge flux, localized at the singularity, should become “visible” on the
resolution. To obtain a matching of orbifold models with models built on the resolved space,
we consider the possibility of a gauge bundle wrapped around the resolution. In general such
a bundle has structure group J embedded into E8 × E8. This embedding breaks the 10d
gauge group E8 × E8 to the maximal subgroup H ⊂ E8 × E8 that commutes with J . We
therefore expand the 10d field strength two–form
iF = iF + iF (5.11)
around the internal background iF , living in the algebra of J , in terms of the 4d field strength
iF , taking values in the algebra of H. To preserve N = 1 supersymmetry in four dimensions,
the bundle field strength has to satisfy the Hermitian Yang–Mills equations [61]2
Fij = 0 , Fi¯j¯ = 0 , Gi¯iFi¯i = 0 , (5.12)
2Here we ignore loop corrections to these equations, discussed in [145]. We will return to this point later.
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where Gi¯i denotes the inverse Hermitian metric of M3, computed from the Ka¨hler potential
eqn. (5.8). One further (topological) consistency requirement follows from the integrated
Bianchi–identity of the two–form B of the supergravity multiplet:∫
C4
(
trR2 − tr(iF)2) = 0 , (5.13)
for all compact four–cycles C4 of the resolution and R denotes the curvature of the internal
space M3. This condition is crucial to ensure that the effective four dimensional theory is
free of non-Abelian anomalies [76]. The resolution space M3 only contains a single compact
four–cycle, the    2 at the resolved singularity, leading to a single consistency condition.
Examples
We give two examples of gauge fluxes on the resolution that satisfy eqns. (5.12) and (5.13).
The simplest construction of such a bundle is the standard embedding (to which we refer as
“AS”) with the gauge connection taken to be equal to the spin connection [61]. In terms of the
curvature this means iF = R. Since R ∈ SU(3), this describes an SU(3) bundle, embedded
into E8×E8, leading to the 4d gauge group H = E6×E8. However, we will focus on the case
of a U(1) gauge bundle with a background field strength two–form
iF =
( r
r +X
)1− 1
n
(
e¯e− n− 1
n2
1
r +X
¯
)
, (5.14)
where n = 3 is the order of the orbifold, X is defined in equation (5.7), r is the blow–up
parameter and e,  denote the holomorphic vielbein one–forms. Note that this choice for the
fields strength satisfies the Hermitian Yang–Mills equations (5.12). For more detail see [115].
Such a U(1) bundle can be embedded into E8 × E8 as
iFV = iF HV , (5.15)
where we use the notation HV ≡ V IHI . In other words, we have chosen a non-trivial gauge
background for the field strength of a single U(1) direction of the Cartan subalgebra of E8×E8
and the background values of the field strengths corresponding to the other generators of
E8 × E8 vanish. Since the bundle is only well–defined if its first Chern class, integrated over
all compact two–cycles, is integral, an extra consistency requirement arises for the vector V I .
For the two–cycle    1 at x = 0,
1
2pii
∫
  
1
iFV = V IHI (5.16)
must be integral for all E8 × E8 roots. This implies that V has to be an E8 × E8 root lattice
vector itself. The two–form F as given in eqn. (5.14) is regular everywhere for r 6= 0. In the
blow–down limit r → 0, it is zero for x 6= 0 and it diverges for x = 0, in such a way that the
integral eqn. (5.16) remains constant. This means that the bundle is “visible” as a two–form
only in the blow–up, but in the blow–down it localizes in the singularity to a delta–peak.
Thus, its physical effect is not lost. In this sense, this bundle is exactly the counterpart of
the orbifold boundary conditions discussed above.
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5.1.3 Classifying Orbifold and Resolution Models
The Orbifold Models
The heterotic string on the   3/
 
3 is specified by the orbifold gauge shift vector Vorb defined
in eqn. (5.10). The freedom in the choice of Vorb is constrained by modular invariance of
the string partition function. In the case of the
 
3 twist eqn. (5.1) the modular invariance
constraint eqn. (2.112) reads
V 2orb = 0 mod 6 . (5.17)
There are only five inequivalent shift vectors [13, 14], each of them giving rise to a different
orbifold model. In table (2.1) we list the possible Vorb together with the gauge groups surviving
the orbifold projection. Using the standard CFT procedure as discussed in section 2.4, it is
possible to compute the spectra of these models. They are listed in the second column of
table (5.3). The spectra are given with the multiplicity numbers with which the various states
contribute to the 4d anomaly polynomial localized in the singularity. Thus, these numbers
can be fractional if the corresponding states are not localized in the   3/
 
3 singularity. The
untwisted states have multiplicities that are multiples of 3/27, because the compact orbifold
T 6/
 
3 has 27 singularities and untwisted states come with multiplicity three. On the other
hand, these multiplicities are integers for localized (i.e. twisted) states.
bundle vector gauge group label
V = (V1)(V2) V
2
1 + V
2
2 = V
2 = 12(
3, 13, 04
) (
08
) (
23, 05
) (
08
) (
22, 14, 02
) (
08
)
SO(10)×U(3)× E′8 AI(
5
2 ,
3
2
2
, 12
5
)(
08
) (
3
2
4
,− 32 , 12
3
)(
08
)
12 + 0(
2, 12, 05
) (
2, 12, 05
) (
2, 12, 05
) (
16, 02
) (
2, 12, 05
) (
3
2
2
, 12
6
)
(E6 ×U(2))2 BI(
16, 02
) (
16, 02
) (
16, 02
) (
3
2
2
, 12
6
) (
3
2
2
, 12
6
)(
3
2
2
, 12
6
)
6 + 6(
22, 06
) (
2, 07
) (
22, 06
) (
14, 04
) (
22, 06
) (− 32 , 12 7) E7 × SO(14)′ ×U(1)2 CI(
18
) (
2, 07
) (
18
) (
14, 04
) (
18
) (− 32 , 12 7) 8 + 4(
12, 06
) (
3, 1, 06
) (
12, 06
) (
22, 12, 04
) (
12, 06
) (
2, 16, 0
)
E7 × SO(12)′ ×U(1)3 CII(
12, 06
)(
5
2 ,− 32 , 12
6
) (
12, 06
) (
3
2
4
, 12
4
) (
1
2
8
)(
3, 1, 06
)
2 + 10(
1
2
8
) (
22, 12, 04
) (
1
2
8
)(
2, 16, 0
) (
1
2
8
)(
5
2 ,− 32 , 12
6
)(
1
2
8
)(
3
2
4
, 12
4
)
(
2, 14, 03
) (
2, 07
) (
2, 14, 03
) (
14, 04
) (
2, 14, 03
) (− 32 , 12 7) SU(8)× SO(14)′ ×U(1)2 DI(
− 32
3
, 12
5
)(
2, 07
) (− 32 3, 12 5)(14, 04) (− 32 3, 12 5)(− 32 , 12 7) 8 + 4(
5
2 ,
1
2
7
)(
2, 07
) (
5
2 ,
1
2
7
) (
14, 04
) (
5
2 ,
1
2
7
)(
− 32 , 12
7
)
(−1, 17) (2, 07) (−1, 17) (14, 04) (−1, 17)(− 32 , 12 7)
Table 5.1: This table lists all consistent U(1) bundles embedded into E8 × E8. Those bun-
dle vectors V that produce the same gauge symmetry breaking and localized spectrum are
grouped together. Each group corresponds to a distinct blow–up of the orbifold models. The
bundle vector V contains two parts corresponding to both E8’s. Most models are character-
ized by the values of V 21 and V
2
2 given in the 2nd column; only the splitting 8 + 4 has two
realizations.
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The Resolution Models
The resolution model is completely specified by the way how the gauge flux is embedded in
E8 × E8, i.e. by the vector V . The Bianchi identity eqn. (5.13) integrated over    2 yields
the consistency condition
V 2 = 12 (5.18)
and enormously constrains the number of possible models to a finite number. Having specified
the gauge background by V , we can analyze the “compactification” of the E8 × E8 vector
multiplet on M3. Generically, it decomposes into 4d vector multiplets of the unbroken gauge
group and 4d chiral multiplets giving rise to charged matter. In detail, the unbroken gauge
group in 4d is given by the roots of E8 × E8 which fulfill p · V = 0. The chiral matter
content, on the other hand, originates from those roots fulfilling p · V 6= 0. Their multiplicity
is determined by the Dirac index theorem that for U(1) bundles takes the form
NV =
1
18
(HV )
3 − 1
6
HV , (5.19)
see [115] for details. In practice, the eigenvalues of HV and of the multiplicity operator NV
are restricted to five inequivalent cases, listed in table (5.2). Let us consider one example in
detail: Starting from V =
(
3, 13, 04
) (
08
)
, the 480 charged roots of E8 × E8 split into:
• 286 roots with p · V = 0 + Cartans transforming in the adjoint of SO(10) ×U(3) × E8
• 48 roots with p · V = −1 transforming as (16,3,1)−1
• 30 roots with p · V = 2 transforming as (10,3,1)2
• 16 roots with p · V = 3 transforming as (16,1,1)3
• 3 roots with p · V = 4 transforming as (1,3,1)4
Note that for the matter representations, we only display one chirality (with positive mul-
tiplicity operator NV ). The other chirality corresponds to p · V = 1,−2,−3,−4. The total
number of states is 286 + 2(48 + 30 + 16 + 3) = 480.
All solutions to eqn. (5.18) together with the corresponding unbroken gauge groups are
given in table (5.1). The computation of the spectra for each of the U(1) embeddings shows
that there are in fact only five inequivalent models amongst them. We distinguish them by
their chiral spectra, which are given in the third column of table (5.3).
HV |p〉 = p · V |p〉 NV interpretation
-1 19 “untwisted” matter
0 unbroken gauge group
2 19 “untwisted ” matter
3 1 “twisted” matter
4 3− 19 3 “twisted” matter
+ 19 complex conjugate “untwisted” matter
Table 5.2: The eigenvalues of the multiplicity operator NV and their interpretation in the
case of the
 
3 resolution.
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orbifold model resolution model field redefinitions
E6 × SU(3)× E′8 SO(10)×U(3)× E′8
A
↓
AI
1
9(27,3;1)
+(27,1;1) + 3(1,3;1)
1
9 [(16,3;1)-1 + (10,3;1)2 + (1,3;1)-4]
+(16,1;1)3 + 3(1,3;1)4
(27,1;1)→

(1,1;1)-4 = e
T v
(16,1;1)-1= e
T (16,1;1)3
(10,1;1)2 = e
−T/2(10,1;1)m0
(1,3;1) → (1,3;1)0 = eT (1,3;1)4
[E6 × SU(3)]2 [E6 ×U(2)]2
B
↓
BI
1
9
[
(27,3;1,1)
+(1,1;27,3)
]
+(1,3;1,3)
1
9 [(27,2;1,1)-1,-1 + (27,1;1,1)2,2
+(1,1;27,2)-1,1 + (1,1;27,1)2,-2]
+(1,2;1,1)3,3 + (1,1;1,2)3,-3
(1,3;1,3)→

(1,1;1,1)-4,0 = e
T v
(1,2;1,1)-1,3 = e
T (1,2;1,1)3,3
(1,1;1,2)-1,-3= e
T (1,1;1,2)3,-3
(1,2;1,2)2,0 = e
−T/2(1,2;1,2)m0,0
E7 × SO(14)×U(1)2 E7 × SO(14) ×U(1)2
C
↓
CI
1
9 [(56;1)2,2 + (1;1)-4,-4
+(1;64)-1,2 + (1;14)2,-4] +
(1;14)2,0+ (1;1)-4,0+ 3(1;1)0,4
1
9 [(56;1)2,2 + (1;1)-4,-4
+(1;64)-1,2 + (1;14)2,-4]
+3(1;1)4,4
(1;1)-4,0 = e
T v
(1;1)0,4 = e
T (1;1)4,4
(1;14)2,0= e
−T/2(1;14)m0,0
E7 × SO(14)×U(1)2 E7 × SO(12) ×U(1)3
C
↓
CII
1
9 [(56;1)2,2 + (1;64)-1,2
+(1;1)-4,-4 + (1;14)2,-4] +
(1;14)2,0+ (1;1)-4,0+ 3(1;1)0,4
1
9 [(56;1)-1,2,-2+ (1;32)-1,2,2 + (1;32)2,2,0
+(1;1)-4,-4,0+(1;12)-1,-4,-2+ (1;1)2,-4,±4]+
(1;12)3,0,-2+3(1;1)4,4,0
(1;14)2,0→

(1;1)-4,0,0 = e
T v
(1;12)-1,0,-2= e
T (1;12)3,0,-2
(1;1)2,0,-4 = e
−T/2(1;1)m0,0,-4
(1;1)-4,0 → (1;1)2,0,4= e−T/2(1;1)m0,0,4
(1;1)0,4 → (1;1)0,4,0= eT (1;1)4,4,0
SU(9) × SO(14)×U(1) SU(8)× SO(14)×U(1)2
D
↓
DI
1
9 [(84;1)0+ (1;64)-1+ (1;14)2]
+(9;1)-4/3
1
9 [(56;1)-1,-1+ (28;1)2,2+ (1;64)-1,2
+(1;14)2,-4] + (8;1)3,3
(9;1)-4/3 →
{
(1;1)-4,0 = e
T v
(8;1)-1,3 = e
T (8;1)3,3
Table 5.3: We define the matching orbifold and blow–up models in the first column. The second and third columns give their orbifold
and resolution spectra, respectively. The final column gives the field redefinitions necessary to match the two spectra. For blow–up
models CII and DI a change of U(1) basis accompanies the branching (indicated by →) to ensure that the state getting the vev is
charged under the first blow–up U(1) only. The superscript m indicates non–chiral states that get a mass in blow–up, and therefore
decouple from the massless spectrum.
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5.1.4 Matching Orbifold and Resolution Models
Now, we want to investigate the matching between the heterotic orbifold models and the
resolution models discussed in the previous section. This matching can be considered at
various levels and we begin with some simple observations before entering more subtle issues.
The first basic observation was made in eqn. (5.10): the embedding of the orbifold rotation
θ into the gauge degrees of freedom (via the shift Vorb) can be seen as the presence of a Wilson
line, i.e. a gauge flux localized in the singularity as a delta-peak. On the resolution, this gauge
flux spreads out on the smooth space, still localized in the region of the former singularity.
Going once around the resolved singularity on a circle with “infinite” radius in this non-trivial
background yields a Wilson line phase
1
2pii
∫
c
iAV = 1
2pii
∫

iFV r→0−→ 1
3
V IHI . (5.20)
In detail, the first integration is a contour integral of the gauge potential one–form AV along
the contour c. This contour in turn is described by the phase 0 < φ < 2pi for large |x|, i.e.
x = |x|eiφ as defined in eqn. (5.10). Then, by using Stokes’ theorem, the first integration
can be reexpressed as an integration of the field strength two–form FV over the variable x.
Using the integrals of [115] yields the behavior of the Wilson line phase eqn. (5.20) in the
blow–down limit of the resolved space r → 0.
In summary, on the singular orbifold   3/
 
3 the boundary conditions eqn. (5.10) corre-
spond to a Wilson line V IorbHI . Furthermore, in the blow–down limit of the resolution M3 the
gauge flux can be interpreted as a constant Wilson line V IHI . Obviously these two Wilson
line phases have to match in order for the corresponding models to be equal. This is the case
if they are related as follows
V = Vorb + 3λ for λ ∈ Λ . (5.21)
Connection between V and Vorb
This basic observation is supported by the fact that any resolution shift V is automatically
modular invariant, i.e.
V 2 = 12 = 0 mod 6 . (5.22)
Thus, any resolution shift V can be used as an orbifold shift.
At first sight, the converse, i.e. that any orbifold shift Vorb, classified in table (2.1)
corresponds to a resolution, does not seem to be true. For example, the standard embedding
(shift A) has length V 2 = 6. However, we should take into account that two
 
3 orbifold
shift vectors are equivalent, i.e. lead to the same model if: i) they differ by 3λ where λ is any
element of the root lattice of E8×E8, ii) they differ by sign flips of an even number of entries,
or iii) are related by Weyl reflections. By properly combining these operations one can show
that all blow–up vectors of table (5.1) can be obtained from the orbifold shifts in table (2.1).
(Only the first model in table (2.1), characterized by the zero vector (08)(08), does not have
a resolution counterpart in table (5.1).) This leads to a direct matching between orbifold and
resolution models. Using the notation from the tables (2.1) and (5.1), we match model B
with BI, model D with DI. We also see that even though CI and CII are different resolution
models, they correspond to the same orbifold theory C. The same applies to the U(1) bundle
model AI and the standard embedding model AS (introduced in section 5.1.2): they are both
related to the orbifold model A.
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Matching of Gauge Groups and Spectra
Given the matching at the level of the gauge bundles, we can pass to checks at the level of the
4d gauge groups. A quick glance over the tables (2.1) and (5.1) shows that their gauge groups
are never the same. This is easily explained from the orbifold perspective: the blow–up is
generated by a non–vanishing vev of some twisted state, the so–called blow–up mode. As
all twisted states are charged, this vev induces a Higgs mechanism accompanied with gauge
symmetry breaking and mass terms. It is not difficult to see from these tables that all non-
Abelian resolution gauge groups can be obtained from the orbifold gauge groups by switching
on suitable vevs of twisted states.
Even after taking symmetry breaking, i.e. the branching of the representations of the
orbifold state, into account the spectra of the orbifold models still do not agree with the ones
of the resolved models: singlets w.r.t. non-Abelian groups, and some vector–like states are
missing on the resolution. Moreover, the U(1) charges of localized states do not coincide with
the ones expected from the branchings. This can be confirmed from table (5.3): for each
model we give the orbifold spectrum (second column) and the resolution spectrum (third
column).
All these differences can be understood by taking into account more carefully the pos-
sible consequences of a twisted state’s vev v. After branching, this field is a singlet of the
non-Abelian gauge group. In the quantum theory this means that the corresponding chiral
superfield Ψq with charge q under the broken U(1) never vanishes. Hence, it can be redefined
as
Ψq = ve
T , (5.23)
where T is a new chiral superfield taking unconstraint values. As it transforms like an axion
T −→ T + iqφ , (5.24)
under a U(1) transformation with parameter φ, it is neutral. Hence, it is not part of the
charged chiral spectrum computed using the Dirac index eqn. (5.19) on the resolution. In
addition, we can use this axion chiral superfield T to redefine the charges of other twisted
states (see the last column of table (5.3)) so that all U(1) charges of the twisted states agree
with the ones of the localized resolution fields. For models CII and DI one needs in addition
to change the U(1) basis when identifying the orbifold and resolution states if one enforces
that the field getting a vev is only charged under the first U(1) factor.
Finally, the remaining states that are missing on the resolution (denoted by a superscript
m in table (5.3)) have Yukawa couplings with the blow–up mode, so that they get a mass
term in the blow–up. Taking all these blow–up effects into account shows that the spectra of
the blown–up orbifold and resolution models become perfectly identical.
5.1.5 F– and D–flatness of the Blow–up Mode
In the matching of heterotic orbifold models with their resolved counterparts we assumed that
a single twisted field of the orbifold model was responsible for generating the blow–up. No
other twisted or untwisted states attained non–vanishing vevs. However, in order to obtain
a supersymmetric configuration, we have to pay attention to possible non–vanishing D– and
F–terms arising from the non–zero vev.
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F–Terms
The analysis of the F–flatness for a superpotential W is rather involved in the context of
heterotic orbifold model building because, in principle, it contains an infinite set of terms
with coefficients determined by complicated string amplitudes. In practice, string selection
rules can be used to argue that a large class of these coefficients vanishes identically, while
the others are taken to be arbitrary, see section 2.7.
Our assumption above that only a single twisted superfield Ψ has a non–vanishing vev
greatly simplifies the F–flatness analysis: non–vanishing F–terms can only arise from terms
in the superpotential that are at most linear in fields ξ having zero vevs
Wrelevant = c1Ψa + c2Ψbξ + . . . , (5.25)
where a, b ∈   and ci denote the coupling strengths. As in most of the cases the vanishing vev
fields ξ form non-Abelian representations, gauge invariance of the superpotential implies that
they cannot appear linearly, thus c2 = 0. This means that the complicated analysis of the
superpotential involving many superfields often reduces to the analysis of a complex function
of a single variable. In reference [48] it is shown that all the blow–ups described previously
are F–flat and therefore constitute viable resolutions of orbifold models.
D–Terms
Non–vanishing D–terms can only arise under the following conditions [129]: let ϕq be the
scalar component of the only superfield Ψq that acquires a vev 〈ϕq〉 6= 0. In general, the
D–terms are proportional to
Da ∼ ϕ¯qT aϕq , (5.26)
where Ta are the generators of the orbifold gauge group G. Therefore, certainly all D–terms
corresponding to the generators Ta that annihilate 〈ϕq〉 vanish. They generate the little group
H of gauge symmetries unbroken by the vev. Consequently, non–vanishing D–terms are only
possible for the generators T a of the coset G/H. Under an infinitesimal gauge transformation
with parameter  the D–terms transform as Da → Da + ϕ¯q[, T a]ϕq. This means that for
all generators T a which do not commute with all generators of G/H, we can find a gauge
such that the Da’s associated to them vanish. But since (Da)2 defines a gauge invariant
object, all these Da have to vanish in any gauge. The only possibly non–vanishing D–terms
correspond to the Abelian subgroup of the coset G/H. As we explain in the next subsection,
precisely those D–terms, which are associated with anomalous U(1)’s on the resolution M3,
are non–vanishing. Apart from this subtle issue, D–flatness is automatically guaranteed.
5.1.6 Multiple Anomalous U(1)’s on the Blow–up
In [48,143] it is shown that there can be at most two anomalous U(1)’s on the local resolution
M3. Their cancelation involves two axions [146, 147], the model–independent and a model–
dependent one, denoted by ami and amd, respectively. From the singular orbifold perspective,
the counterpart of such an anomaly cancelation is a mixture of the standard orbifold Green–
Schwarz mechanism (involving the axion ahet) and the Higgs mechanism related to the blow–
up mode. As we have in seen in eqn. (5.24) the imaginary part of T transforms like an axion,
denoted by aT . By comparing the anomaly polynomials on the resolution and on the orbifold,
the corresponding axions can be matched precisely, ami = ahet + αaT and amd = βaT , where
α and β are some model dependent constants [48, 148].
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5.1.7 D–terms in Directions of Anomalous U(1)’s
The only non–vanishing D–term corresponds to the broken U(1) generator because only a
single twisted chiral superfield developed a vev. The presence of such a D–term is consistent:
the non–vanishing D–term on the blown–up orbifold corresponds to an FI–term on the res-
olution. In spite of the original orbifold having at most a single anomalous U(1) and thus a
single FI–term, the resolved models can have two. The second one is just the counterpart of
the D–term generated by the vev. Hence, we conclude that D–flatness is guaranteed for all
generators except the one corresponding to the broken U(1). But this non–vanishing D–term
is required to make the FI–terms coincide: one might interpret this as a matching of two dy-
namically unstable models. However, we will see at the end of the next section, section 5.2.6,
that D–flatness can be ensured in the compact case. There, we will use the local models (with
D 6= 0) as building blocks for the construction of compact ones and present various methods
to obtain D–flatness afterwards.
5.2 Blow–up of Compact
 
3 Orbifold
The local study of orbifold singularities captures a lot of the physics of compact orbifolds. The
compact case has some important new aspects as we demonstrate by studying the blow–up
of the T 6/
 
3 orbifold, see section 2.5.1. The latter is a space which is flat everywhere except
at the 27 fixed points. For later use we enumerate the fixed points as f = (f1, f2, f3) with
fi = 0, 1, 2. The fixed point 0 = (0, 0, 0) is obviously localized at the origin. The index i
labels the three complex planes. The fixed points are singular and the singularity is identical
to the   3/
 
3 singularity studied in the previous section. Thus, a sensible resolution of T
6/
 
3
can be constructed by cutting an open patch around each singularity and replacing it with
the smooth space studied above.
To perform this procedure in detail one has to face the following complicating issues: first
of all one has to worry whether the gluing process can be carried out properly. Constructing
the blow–up of T 6/
 
3 by naively joining 27 resolutions of  
3/
 
3 with finite volume seems
to lead to a space that is not completely smooth. We ignore this complication by assuming
that a more complicated smooth gluing procedure exists, and that for essentially topological
questions (e.g. what models do exist and what are their spectra?) this procedure can be
trusted. As we are not only gluing together the   3/
 
3 blow–ups but also the bundles on
them, we have to confirm that the resulting bundle on the resolution of T 6/
 
3 actually exists.
There are two different ways of analyzing this: we can check various consistency conditions
ensuring the existence or, from the orbifold point of view, we have to show that F– and D–flat
directions are allowed by the (super)potential of the compact orbifold theory.
In this section, we start wit a brief discussion on resolutions of compact orbifold models
without Wilson lines. Next, we review properties of
 
3 orbifold models with Wilson lines
and their resolutions. We finish this section by two examples: the first example considers
the blow–up of an orbifold with a single Wilson line, illustrating the gluing procedure of the
gauge bundle. The second one examines an orbifold with two Wilson lines and defines an
MSSM–like model. Therefore, it is phenomenologically interesting to see whether this model
can exist in the blow–up.
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5.2.1 Resolution of the   3 Orbifolds without Wilson Lines
The easiest possibility to construct a smooth compact
 
3 resolution is to choose the same
U(1) bundle at each fixed point. In such a case, the local consistency conditions are enough to
guarantee the existence of the bundle. Indeed, the only extra conditions on the bundle would
come from Bianchi identities integrated over the new compact 4–cycles, which are generated
by the gluing and thus “inherited” from the torus T 6. On the other hand, these new 4–cycles
are obtained by combining the non–compact 4–cycles of the resolved   3/
 
3 singularities.
However, for the resolution M3 the local Bianchi identity on   3/   3 implies the Bianchi
identity on these non–compact 4–cycles, see [115,144]. Thus, the local consistency conditions
ensure that the new consistency conditions, due to the gluing, are satisfied. Therefore, all
local models can be naturally extended to global ones, with spectra given by 27 copies of the
local spectra.
This compact resolution corresponds to a blown–up orbifold without Wilson lines such that
all 27 local spectra are identical. When identical twisted states at all fixed points acquire non–
vanishing vevs of the same magnitude and identical orientation, they blow-up the associated
fixed points. However, from the orbifold perspective, it requires a little more work to show
that this blow–up exists: F– and D–flatness have to be checked again. D–flatness does not
constitute a problem: the total D-term Da entering the scalar potential is simply the sum
of the local fixed point contributions D(f)a. Since at all fixed points identical twisted states,
the blow–up modes, attain exactly the same vev, the individual D–terms D (f)a are all the
same. For the compact models investigated here all D–terms vanish, except possibly the ones
associated with the local anomalous U(1)’s, analogously to the non–compact models studied
before. The non-vanishing D-term corresponding to the anomalous U(1) can be interpreted
as FI term on the resolution, like in the non–compact situation of section 5.1.7. On the other
hand, F–flatness of the compact blow–up does not automatically follow from F–flatness of
the local   3/
 
3 blow–ups, because the superpotential of the compact orbifold is much richer
than its non–compact counterpart. Of course, all local fixed point couplings that were allowed
on   3/
 
3 are still allowed. However, new non–local interactions between states from different
fixed points are present on the compact orbifold. Furthermore, the R–symmetry group of the
compact orbifold can be different to the one of the local orbifold singularity. Taking this
into account it is shown in [48] that a simultaneous blow–up of all 27 fixed points allows
for D– and F–flatness, when the same blow–up mode at each fixed point acquires the same
non–vanishing vev.
5.2.2 Orbifolds with Wilson lines
Orbifolds with Wilson lines have been discussed in section 2.4. We will summarize the main
aspects relevant for the
 
3 case here.
Due to the presence of Wilson lines, there can be different shift-embeddings V
(f)
orb for the
fixed points labeled by f . Each shift has to fulfill the local version of the modular invariance
condition,
(V
(f)
orb )
2 = 0 mod 6 . (5.27)
Furthermore, in the case of T 6/
 
3, the model is locally completely determined by the gauge
groups and spectra listed in table (5.3).
In terms of the local shifts V
(g)
orb and V
(f)
orb at the fixed points g and f , the Wilson line
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connecting these points is given by
A
(fg)
orb = V
(g)
orb − V (f)orb . (5.28)
Conversely, one can start with a global shift Vorb and three Wilson lines A
(i)
orb. Then, the local
shifts are given by V
(f)
orb ≡ Vorb + fiA(i)orb. 3 The ≡ symbol means that the two sides of the
equation are equal up to 3λ, where λ ∈ Λ. Shift and Wilson lines are of order 3, i.e.
3Vorb ≡ 3A(i)orb ≡ 0 . (5.29)
The main observation which we will need later for the compact resolution model is the
following
V
(f1,f2,0)
orb + V
(f1,f2,1)
orb + V
(f1,f2,2)
orb ≡ 0 . (5.30)
One can interpret this equation as follows: sitting at a fixed point (f1, f2) of the first two tori
but moving in the third one from one fixed point to the other, the total shift has to be trivial
after a closed loop. Similar conditions have to be imposed for the other choices of tori.
At each of the 27 fixed points f , the local shift V
(f)
orb induces a (different) gauge symmetry
breaking, see the discussion on local GUTs in section 4.1. The resulting 4d gauge group is
the common intersection of the local ones, i.e. it survives all local projections simultaneously.
In terms of the roots p, the unbroken gauge group is determined by
Vorb · p = 0 mod 3 , A(i)orb · p = 0 mod 3 , for i = 1, 2, 3 . (5.31)
The spectrum on T 6/
 
3 is given by localized and delocalized matter corresponding to the
twisted and the untwisted sector. The twisted states localized in the fixed points are organized
into representations of the larger GUT gauge group at the respective fixed point, determined
by V
(f)
orb only. They are listed in table (5.3). Since T
6/
 
3 has no fixed tori, only the untwisted
matter is delocalized. Thus, only the untwisted matter feels the action of all local projections.
5.2.3 The Resolution of   3 Models with Wilson Lines
Now, we allow for different U(1) backgrounds in different regions of the smooth compact
resolution space. In detail, we have 27 local resolution spaces M3 combined together to
one compact smooth space. Each of the local resolutions is equipped with a U(1) bundle
corresponding to the shifts V f . They are constraints by the local Bianchi identities, related
to the localized 4–cycles: for each fixed point f we have a condition4
(V (f))2 = 12 . (5.32)
Moreover, new conditions arise due to the fact that the gauge bundles are not localized, but
rather extend over the whole space. Hence, the gluing of different patches requires the various
gauge backgrounds to be related in a consistent way on non–trivial overlaps. Therefore, we
consider open patches U (f) and U (g) around the resolutions of orbifold singularities labeled
3The three Wilson lines A
(i)
orb are given by A
(i)
orb = V
(i)
orb − V
(0)
orb , where i = (δ1i, δ2i, δ3i) indicates the fixed
point which lies in the ith complex plane.
4As explained in the previous section, the new conditions due to the presence of new compact 4–cycles are
automatically satisfied once the local conditions are.
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by f and g with gauge configurations A
(f)
1 and A
(g)
1 , respectively. The transition function
g(fg) = (g(gf )−1 describes the relation between the two gauge one–form potentials on the
intersection of the two patches:
A
(g)
1 = g
(gf)(A
(f)
1 + d)g
(fg) . (5.33)
Given a point where (any) three patches f , g and h overlap, we need to impose the condition
g(fg)g(gh)g(hf) = 1. Moreover, we can identify the transition function g(fg) in the case of a
U(1) gauge bundle with a function A(fg) between the two fixed points f and g as
g(fg) = e2pii A
(fg)IHI/3 . (5.34)
The function A(fg) is generically not constant. However, in the blow–down limit it becomes
constant and can be identified with a discrete Wilson line A
(fg)
orb on the singular orbifold
between the fixed points f and g. In this limit, we have
A(fg) ≡ A(fg)orb (5.35)
and for that reason we may refer to the function A(fg) as a Wilson line on the resolved space.
The co–cycle condition g(fg)g(gh)g(hf) = 1 can be expressed in terms of these Wilson lines as
A(fg) +A(gh) +A(hf) ≡ 0 . (5.36)
This condition applies to any manifold. It states conditions for the existence of a global flux
in the case a space cannot be covered with a single open patch.
As we are interested in the connection to the singular
 
3 orbifold with Wilson lines, we
require the local identification
V f ≡ V forb (5.37)
at each fixed point, as explained in eqn. (5.20). Thus, the condition eqn. (5.30) has to be
imposed on the resolution shifts, too, and we have
V (f1,f2,0) + V (f1,f2,1) + V (f1,f2,2) ≡ 0 (5.38)
and corresponding expressions for the other tori.
In [48] it is shown that the unbroken gauge group on the compact resolution is determined
by projection conditions in terms of bundle shift V and Wilson lines A(f) = A(f0), i.e.
V · p = 0 , A(f) · p = 0 , for f 6= 0 . (5.39)
As compared to the maximally four projection conditions for the effective 4d gauge group on
the orbifold, we see that there are generically more and stronger conditions on the surviving
4d gauge group on the resolution.
The main reason for the additional gauge symmetry breaking on the resolution is that the
conditions of eqn. (5.39) are not “mod 3”, as they were in the orbifold case. This means that
we cannot neglect (triple multiples of) E8 × E8 lattice vectors and reduce to four projections
at most. In particular, this implies that an orbifold irrelevant Wilson line, i.e. just being three
times an E8×E8 lattice vector, can have a non–trivial effect on the resolution gauge group. In
this case the same U(1) bundle is chosen at each fixed point, but they are differently aligned
in the E8 × E8. From the orbifold point of view this choice corresponds to identical twisted
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states at all fixed points acquiring non–vanishing vevs of the same magnitude, but different
orientation. It will be shown later that this can help to ensure D–flatness for all U(1)’s in the
compact resolution.
Finally, we describe the consequences of this for the matter states of the various resolved
fixed points of the compact smooth space. Locally, the delocalized matter was identified by
the fact that it has a fractional multiplicity factor, 19 (or multiples), see section 5.1.4. Because
it is distributed over all patches, it feels projection conditions due to the transition functions
between the patches. Thus, given a resolved singularity, say 0, we have to impose
A(f) · p = 0 mod 3, for f 6= 0 (5.40)
on its delocalized matter. The localized matter, with integral multiplicity, does not reach the
overlap regions with the other patches and therefore feels no further projection conditions.
Hence, the matter representations of the localized matter just branch with respect to the
global unbroken 4d gauge group.
5.2.4 One Wilson Line Model with three Anomalous U(1)’s
In the following we give a specific example of an orbifold model in the presence of a discrete
Wilson line, and study one of its blown up versions. On the resolution, the model has three
anomalous U(1)’s. The bulk universal and the local model–dependent axions are all involved
in the anomaly cancelation.
To make the general discussion more explicit, we consider the model obtained from the
T 6/
 
3 orbifold with torus lattice SU(3)
3 and gauge-embedding
Vorb =
(
2, 2, 06
) (
2, 07
)
. (5.41)
This shift is equivalent to shift C of table (2.1). Furthermore, we turn on a Wilson line
Aorb =
(
0,−4, 2, 05) (−2, 07) (5.42)
in the directions e1 and e2 of the first complex plane. First, we look at the orbifold and then
investigate its resolution. Due to the Wilson line on the orbifold, the 27 fixed points are
grouped together in three sets of nine fixed points each. The three sets are characterized by
the local shift vectors Vorb, Vorb + Aorb and Vorb + 2Aorb respectively. The same local gauge
group and charged matter is present at all nine fixed points of each set. Details are given in
table (5.4), where representatives of the three sets of fixed points are identified by their space
group representatives g1, g2 and g3, respectively.
The next task is to find a resolution model that, in the blow down limit, reduces to this
orbifold model. We find that at the g1 singularities, we have to choose the CI resolution, with
gauge bundle defined by the blow–up shift V1 = Vorb; at the g2 singularities the AI resolution,
with V2 = Vorb +Aorb. Finally, at the g3 singularities we have to choose again resolution CI,
but with a different shift V3 = Vorb + 2Aorb + 3λ. Note that
3λ =
(
0, 6,−6, 05) (08) (5.43)
represents, from the orbifold perspective, an irrelevant Wilson line (even if one takes the
concept of brother models into account). Nevertheless, it is crucial to ensure that V3 satisfies
the local Bianchi identity. This “irrelevant” Wilson line leads to additional gauge symmetry
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fixed point matter decomposition field
(loc.) gauge group mult. local matt. 4d matt. to blow–up group redefinition
U Sector 3 (27,1)(2,2,0) (16,1)(2,2,0,−1)
E6 × SO(14)×U(1)3 (10,1)(2,2,0,2)
(1,1)(2,2,0,−4)
g1 = (θ, 0) 1 (1,14)(2,0) (1,14)(2,0,0) (1,14)(2,0,0,0) = e
−
1
2
T1(1,14)m(0,0,0,0)
E7 × SO(14)×U(1)2 1 (1,1)(−4,0) (1,1)(−4,0,0) (1,1)(−4,0,0,0) = v1eT1
3 (1,1)(0,4) (1,1)(0,2,−2) (1,1)(0,2,−2,0) = e
T1(1,1)(4,2,−2,0)
local blow–up at g1 CI
g2 = (θ, e1) 1 (27,1,1) (27,1)(0,0,0) (16,1)(0,0,0,−1) = e
T2(16,1)(0,0,0,3)
E6 × SU(3)× E8 (10,1)(0,0,0,2) = e− 12 T2(10,1)m(0,0,0,0)
(1,1)(0,0,0,−4) = v2e
T2
3 (1,3,1) (1,1)(−2,−2,0) (1,1)(−2,−2,0,0) = e
T2(1,1)(−2,−2,0,4)
(1,1)(0,2,2) (1,1)(0,2,2,0) = e
T2(1,1)(0,2,2,4)
(1,1)(2,0,−2) (1,1)(2,0,−2,0) = e
T2(1,1)(2,0,−2,4)
local blow–up at g2 AI
g3 = (θ, e1 + e2) 1 (1,14)(0,2) (1,14)(0,2,0) (1,14)(0,2,0,0) = e
−
1
2
T3(1,14)m(0,0,0,0)
E7 × SO(14)×U(1)2 1 (1,1)(0,−4) (1,1)(0,−4,0) (1,1)(0,−4,0,0) = v3eT3
3 (1,1)(4,0) (1,1)(2,0,2) (1,1)(2,0,2,0) = e
T3(1,1)(2,4,2,0)
local blow–up at g3 CI
Table 5.4: This table gives an overview of the complete global 4d spectrum of the blown up
orbifold theory. The field redefinitions necessary to have precisely local matching between
the orbifold blow–up theory and the resolution model are indicated. The U(1)4-generators
of the 4d gauge group in blow–up are Q1 = (2, 2, 0
6)(2, 07), Q2 = (2, 0,−2, 05)(−2, 07), Q3 =
(0,−2,−2, 05)(2, 07) and Q4 = (2,−2, 2, 05)(08). There are two anomalous combinations:
Qan1 = Q1 +Q2 and Q
an
2 = Q4.
breaking on the resolution. The local gauge group and the chiral matter on each of the three
sets of nine patches can be found in table (5.3). The different bundle vectors V1, V2 and V3
combined lead to further symmetry breaking of the local gauge groups at the 27 resolved fixed
points to the global 4d gauge group:
SO(10)× SO(14)×U(1)4 . (5.44)
Consequently, the representations of the local spectrum on each of the different fixed point
resolutions becomes
g1 : CI :
1
9
[
(16;1)(2,2,0,-1) + (10;1)(2,2,0,2) + (1;1)(2,2,0,-4)
]
+ 3 (1;1)(4,2,-2,0) ,
g2 : AI :
1
9
[
(16;1)(2,2,0,-1) + (10;1)(2,2,0,2) + (1;1)(2,2,0,-4)
]
+ (16;1)(0,0,0,3)
+3
[
(1;1)(-2,-2,0,4) + (1;1)(0,2,2,4) + (1;1)(2,0,-2,4)
]
,
g3 : CI :
1
9
[
(16;1)(2,2,0,-1) + (10;1)(2,2,0,2) + (1;1)(2,2,0,-4)
]
+ 3 (1;1)(2,4,2,0) .
(5.45)
Comparing this with table (5.3), the localized states (with integral multiplicities) are simply
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branched to representations of the unbroken 4d gauge group, while some delocalized states
(with multiplicity 1/9) are projected out. Because these delocalized states live everywhere
on the compact resolution, their spectra at the three types of patches are all the same. The
complete resolution spectrum is obtained by multiplying each line of (5.45) by nine.
We can also study this resolved model from the orbifold blow–up perspective: we select
a single twisted field per fixed point that attains a vev chosen along a F–flat direction, but
some D–terms are induced in order to match the FI–terms of the resolution.5 We determine
the gauge symmetry breaking induced by this. Each set of singularities gi has a different
blow–up mode and gauge symmetry breaking:
g1 : 〈(1;1)(−4,0,0)〉 6= 0 : E7 × SO(14) ×U(1)2 → E7 × SO(14) ×U(1) ,
g2 : 〈(27;1)(0,0,0)〉 6= 0 : E6 × SU(3)× E8 → SO(10)×U(3) × E8 ,
g3 : 〈(1;1)(0,−4,0)〉 6= 0 : E7 × SO(14) ×U(1)2 → E7 × SO(14) ×U(1) .
(5.46)
The global 4d gauge group can be obtained as the intersection of the three local ones, and
coincides with the one given in (5.44). By performing the appropriate field redefinitions on
the orbifold, given in table (5.4), the blown–up orbifold and the smooth resolution model
match perfectly.
By considering the anomaly polynomial of the resolution model, one can easily identify
two anomalous U(1)’s. However, if we more physically define the number of anomalous U(1)’s
as the number of independent massive U(1) gauge fields, the number is three: three different
vevs v1, v2 and v3 break the U(1) symmetries Q1, Q4 and Q2, respectively. The three axions
T1, T2 and T3 that do transform under three different combinations of the U(1)’s couple to
the corresponding gauge field strengths, leading to three massive gauge fields. More details
on this can be found in [48].
5.2.5 Blow–up of a   3 MSSM
We consider the
 
3 orbifold model with two Wilson lines initially introduced in [15]. This
model is interesting because it was one of the first string models with Standard Model gauge
group and three generations of quarks and leptons. A potential problem of this model is the
set of vector–like exotics in the spectrum. Only if these exotic states can all be made heavy,
the effective low energy spectrum will be identical to that of the MSSM. The way this may
happen is by turning on appropriate vevs. As vevs of twisted states lead to blow–ups of the
singularities on which they are localized, it is interesting to investigate blow–up versions of
this model. Therefore, we assume that the blow–up of this model is generated by single vevs
of twisted states at each of the 27 fixed points. This assumption guarantees that we can rely
on the Abelian bundles, constructed in section 5.1.3, only. We focus on the question whether
crucial properties of the MSSM are maintained in blow–up.
The work of [15, 17, 19] revealed the possibility to choose one of two hypercharge candi-
dates from the eight U(1) factors of the model. Each choice corresponds to an ambiguity
of identifying the MSSM particle spectrum. However, for either choice the orbifold theory
cannot be completely blown up without breaking hypercharge. To resolve all singularities
5For complete F– and D–flatness, we can choose another vacuum configuration, defined by the monomial
(27,1)2(2,2,0)(1,1)(−4,0,0)(27,1)(0,0,0)(1,1)(0,−4,0). This means that the additional untwisted field (27,1)(2,2,0)
gets a vev leading to a further gauge symmetry break down.
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state fixed point U(1) charges hyper local
label n1 n3 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 charge Y blow–up
h2 0 0 -3 -2 3 3 -3 4 0 0 0 DI
h10 1 0 -3 -2 3 3 1 -2 2 -4 0 BI
h14 -1 0 6 4 0 0 2 4 -2 -2 0 BI
h15 0 1 -6 0 0 2 -4 0 -4 0 0 DI
h17 0 -1 0 -4 0 -2 -2 -4 4 0 0 CI
h21 1 1 -6 0 0 2 0 0 4 -4 0 CI
h23 -1 1 3 6 -3 -1 1 0 0 4 0 DI
h24 1 -1 0 -4 0 -2 2 -4 0 -4 0 CI
Table 5.5: The eight blow–up modes (one per resolved fixed point) are chosen to be singlets
with respect to SU(3) × SU(2)L ×U(1)Y . The notation used here follows [19].
simultaneously, one blow–up mode has to be chosen per fixed point. Table (1) of [19] implies
that all the states at the fixed point (n1, n3) = (−1,−1) carry the same charge under both
hypercharge candidates. Hence, by blowing up this singularity, we inevitably break hyper-
charge. There is only one way to avoid the end of any phenomenology in this orbifold model
in full blow–up: the Higgs doublet H1 of the MSSM at (−1,−1) has to obtain a vev. Hence,
the blow–up procedure has the interpretation of electroweak symmetry breaking. As far as
we have been able to confirm, such a scenario still does not lead to a phenomenologically
acceptable situation, because the vanishing of all the D–terms requires the vev of H1 to be
of the order of the compactification scale, i.e. far too large.
For this reason, we explore a second possibility and resolve all singularities except the one
at (n1, n3) = (−1,−1). This partial resolution can be performed in an entirely F– and D–flat
way, in all U(1) directions including the anomalous one and without breaking the hypercharge.
For F–flatness, we need higher orders in the superpotential to guarantee that the derivative
of the superpotential has a zero. For concreteness, consider the situation in which the fields
listed in table (5.5) all have non–vanishing vevs. Their gauge invariant monomial
h2 (h10)
2 (h14)
2 h15 (h17)
3 h21 (h23)
3 (h24)
2 (5.47)
corresponds to the following relation between the vevs [129, 130]
√
6h2 =
√
3h10 =
√
3h14 =
√
6h15 =
√
2h17 =
√
6h21 =
√
2h23 =
√
3h24 , (5.48)
which ensures D–flatness as discussed in section 4.2.3. In this configuration, the hypercharge
is identified to be
Y =
1
6
(1
3
Q1 − 1
2
Q2 −Q3 +Q4
) ⇔ tY = (−13 ,−13 ,−13 , 12 ,−12 , 1,−1, 0) (08) , (5.49)
so that none of the blow–up modes is charged under it. Since H1 is massless but does not
constitute a flat direction of the effective scalar potential away from this point (i.e. at least
as long as supersymmetry is not broken), the Higgs cannot acquire a vev. Consequently,
electroweak symmetry breaking can only occur at low energies. Furthermore, in this vev
configuration all extra U(1)’s are broken and all extra color triplets acquire high masses from
trilinear couplings. However, some of the other vector–like exotics stay massless at this order
in the superpotential. Thus finally, neither the singular orbifold nor the everywhere smooth
resolution of all the fixed points, but the partial blow–up to this hybrid model can potentially
save phenomenology.
109
110 CHAPTER 5. BLOW–UP OF ORBIFOLD SINGULARITIES
5.2.6 F– and D–terms for Compact Blow–ups
We have mainly focused on compact resolutions with multiple anomalous U(1)’s and corre-
sponding FI–terms. From the orbifold perspective, we have seen that these terms can be
interpreted as non–vanishing D–terms induced by vevs of the blow–up modes. This situation
is exactly the same as explained in section 5.1.7. In the following, we will discuss various
possibilities to obtain stable resolutions by finding orbifold blow–ups corresponding to vacua
with F = D = 0.
The first method was discussed in the previous section, where it was necessary to blow–up
the orbifold only partially in order to obtain F = D = 0. This may seem a rather easy
way out. A more interesting possibility is that some additional matter fields, either twisted
or untwisted, take non–vanishing vevs. When more than one twisted state develop vevs at
a single fixed point, a non-Abelian gauge background is expected to be generated on the
resolution. On the other hand, a vev for an untwisted state leads to a continuous Wilson line.
An example of the latter case was briefly mentioned in section 5.2.4, where the vev of the
untwisted state (27,1)(2,2,0) yielded a stable vacuum.
The general idea of a third method is to perform different blow–ups of degenerate fixed
points, i.e. of fixed points not distinguished by Wilson lines from the orbifold perspective.
This can be achieved by choosing different blow–up modes at the various fixed points. They
may be either contained in different types of non-Abelian representations or in the same ones,
but in different components. This allows for choosing the vevs at the different fixed points
such that all D–terms vanish globally.
We can exemplify the latter possibility by considering the blow–up of the compact orbifold
B without Wilson lines, compare to section 5.2.1. Here, the blow–up mode is contained in
the representation (1,3;1,3), denoted by the matrix C. D–flatness can be guaranteed by
assigning a vev of the same magnitude, but different orientation to each of the fields Ci,
localized at one of the 27 fixed points i = 1, . . . , 27. This corresponds to a gauge invariant
monomial of the form
27∏
i=1
Ci , (5.50)
breaking the SU(3)2 factors of the 4D orbifold gauge group to U(1)4. Furthermore, F–flatness
F = 0 can be achieved at isolated points using higher order couplings in the superpotential
yielding stable SUSY preserving vacua.
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Conclusion
We gave a precise description of the construction of Abelian heterotic orbifolds. This was
done in a very detailed way, on the one hand in order to serve as an introduction to this field.
On the other hand, it should provide an intuitive understanding of strings on orbifolds.
All parameters of this compactification scheme, being the point group P , the torus lattice
Γ, the shift-embedding(s) V (or V1 and V2 in the case of
 
N ×   M ), the Wilson lines Aα
and the (new) discrete torsion parameters a, bα, cα and dαβ , are presented in detail. Special
focus lies on the conditions one has to impose on the shift(s) and the Wilson lines due to
modular invariance. The corresponding conditions one could find in the literature before were
incomplete. Thus, this is an important result of this thesis.
Beside a theoretical derivation of these conditions, their correctness could be verified
“experimentally” by the explicit construction of several million inequivalent orbifold models
based on various point groups and torus lattices. By checking the non-trivial anomaly freedom
of the resulting massless spectra, we become confident on their properness. This was done
using a newly developed c++ computer program, named the c++ orbifolder . Given the input
parameters as described above, it computes the massless spectrum in less than a second. In
addition, one can automatically analyze the properties of the models in order to identify
MSSM candidates. This analysis includes for example the number of families of quarks and
leptons, the identification of hypercharge generators and the Yukawa couplings that give mass
terms for vector-like exotics. Furthermore, a user-friendly prompt was incorporated that
allows the usage of the program without any c++ knowledge. The orbifolder was written
in collaboration with Sau´l Ramos-Sa´nchez and Dr. Akın Wingerter and represents by itself
another significant result of this work. As this tool might be of great interest to the community,
we are planing to publish it later.
We introduced new (generalized) discrete torsion parameters in the context of heterotic
orbifolds. Their existence was revealed by the observation that orbifold models whose shift-
embeddings differ by lattice vectors are not necessarily identical, yielding the concept of
brother-models. This is in contrast to many statements in the literature. The reason for
this misunderstanding was the fact that the lattice-symmetry was proven in the
 
3 case only,
where it is indeed a symmetry. Then, it was conjectured to be valid for all orbifolds. However,
we have shown that this is not true in general. The structure of the brother models immedi-
ately suggested a relation to discrete torsion. An obvious generalization was the introduction
of generalized brother models, where shifts and Wilson lines differ by lattice vectors. This
construction could then be mapped to generalized discrete torsion, which seems to be the
most general solution to the conditions of modular invariance of the partition function. As
a consequence discrete torsion can likewise appear in
 
N orbifolds. In the general case we
found equivalence of generalized discrete torsion and generalized brothers. However, we also
found an exception in the case of
 
3×   3, whose origin remains unsolved. Another important
observation was the connection between generalized discrete torsion and orbifold compactifi-
cations on non-factorizable lattices. Orbifolds on factorizable torus lattices with generalized
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discrete torsion turned on can be equivalent to torsionless orbifolds on non-factorizable torus
lattices. The latter one generically have less fixed points. Exactly those fixed points that are
too much in the factorizable case can be empty (i.e. have no massless twisted strings) if an
appropriate choice of generalized torsion is made. Finally, the discovery of generalized dis-
crete torsion, generalized brother models and their relation to non-factorizable torus lattices
seems very surprising. Even though many people might think that the orbifold construction
is understood completely, there are still important issues to clarify. Their relevance might be
even greater once one goes from the singular orbifold to the smooth Calabi-Yau.
The orbifolder was also used to classify all shift-embeddings for heterotic SO(32) on
 
N
orbifolds. This classification completed an analogous task that started almost 20 years ago
with the case of E8 × E8 [88]. It revealed some interesting aspects of the SO(32) string, like
the frequent presence of spinor representations in twisted sectors, which is relevant for the
duality between heterotic SO(32) and type I. However, a systematic analysis of the SO(32)
heterotic string including Wilson lines remains an open task.
One of the major results of this thesis is the construction of about 200 MSSM candidates
from the
 
6-II orbifold. The main task for this project was to invent a suitable search strategy
based on the concept of local GUTs. Roughly speaking, the search strategy of local GUTs
suggests not to look arbitrarily for MSSM candidates but to restrict to the promising regions
of the string landscape, being the ones equipped with a GUT structure of SO(10) or E6. Out of
30.000 inequivalent models from the local GUT regions of the Mini-Landscape, 200 can serve
as MSSM candidates. This is a huge fraction compared to other constructions and underlines
the success of the local GUT strategy. Furthermore, we discussed gaugino condensation and
SUSY breaking for these models with the result that intermediate SUSY breaking by gaugino
condensation in the hidden sector is preferred. The reason being that the good models require
complicated Wilson lines that break the hidden sector E8. It turns out that the remnants of
the hidden E8 are not too big, nor too small: SU(4) and SO(8) are the most common cases.
Finally, we analyzed one model, the so-called benchmark model, in detail. Questions about
supersymmetric vacuum configurations, the µ-term, U(1)B−L and R-parity, neutrino masses,
Yukawa matrices of charged quarks and leptons and finally proton decay were addressed. This
demonstrates how far phenomenological aspects of heterotic models can be analyzed today.
We clarified a serious error concerning the selection rules for allowed string Yukawa cou-
plings. In the literature, there existed a so-called γ selection rule stating that the quantum
number γ should be conserved. Unfortunately, these γ’s were computed inaccurately. Con-
sequently, the γ rule yielded wrong results. We have shown that, using a fully consistent
approach for the γ’s, the γ selection rule is indeed trivial, i.e. once the other string selection
rules are satisfied the γ rule is automatically fulfilled. Therefore, it could be shown that there
is no need for an additional γ rule. In this context, the string selection rules can be interpreted
as discrete symmetries of the superpotential. We analyzed anomalies of these symmetries and
revealed intrinsic relations between them. For example, the discrete anomalies corresponding
to the space group symmetry are associated to the generator of the anomalous U(1).
Furthermore, we performed a detailed analysis of the blow–up of
 
3 singularities, both in
the local and the global orbifold case, with and without Wilson lines. The blown-up orbifold
could be matched to smooth resolution models with U(1) bundles. We briefly addressed
the issue of multiple anomalous U(1)’s on the resolution including the identification of the
corresponding axions. Finally, we applied the blow–up procedure to a compact
 
3 orbifold
model that is one of the earliest string MSSM candidates. We see that only a partial blow–up
of some of its fixed points can retain the nice properties of this model.
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Details
A.1 Continuous Deformations of the
 
3 Orbifold
The
 
3 orbifold is defined by the
 
3 point group specified by the twist vector v = (0,
1
3 ,
1
3 ,−23 )
and some torus lattice Γ that obeys this symmetry. We have chosen Γ = SU(3)×SU(3)×SU(3).
However, this is not the most general lattice Γ.
First of all, Γ = SU(3) × SU(3) × SU(3) can be deformed continuously. Following [55],
these deformations can be parameterized by three radii
R1 ≡ |e1| = |e2|, R3 ≡ |e3| = |e4|, R5 ≡ |e5| = |e6| , (A.1)
and six angles associated to α13, α15, α35, α14, α16, α36. In general, the αij ’s correspond to the
15 angles between ei and ej , i.e.
αij ≡ cos(φij) = ei · ej|ei||ej | , i < j and i, j = 1, . . . , 6 . (A.2)
Six of them are free parameters, and the other nine angles are fixed in order to preserve the
 
3 symmetry. To see that the nine continuous parameters R1, R3, R5, α13, α15, α35, α14, α16
and α36 do not affect the
 
3 point group, we compute the torus metric g. Using the real basis
vectors ei the deformed metric gij = ei · ej is given by
g =

R21 −12R21 R1R3α13 R1R3α14 R1R5α15 R1R5α16
−12R21 R21 R1R3α23 R1R3α13 R1R5α25 R1R5α15
R1R3α13 R1R3α23 R
2
3 −12R23 R3R5α35 R3R5α36
R1R3α14 R1R3α13 −12R23 R23 R3R5α45 R3R5α35
R1R5α15 R1R5α25 R3R5α35 R3R5α45 R
2
5 −12R25
R1R5α16 R1R5α15 R3R5α36 R3R5α35 −12R25 R25
 , (A.3)
where α23, α25 and α45 are expressed in terms of the free parameters as
αi+1,j = − (αij + αi,j+1) i, j = 1, 3, 5 , i < j . (A.4)
The Coxeter element corresponding to the twist vector v reads
θˆ =

0 −1 0 0 0 0
1 −1 0 0 0 0
0 0 0 −1 0 0
0 0 1 −1 0 0
0 0 0 0 0 −1
0 0 0 0 1 −1
 , (A.5)
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such that for example e1 7→ e2 and e2 7→ −e1− e2. Then, one can check that the torus metric
g is invariant, i.e.
θˆT gθˆ = g , (A.6)
for any value of the deformation parameters.
It is easy to see that the metric eqn. (A.3) coincides with the Cartan matrix of SU(3) ×
SU(3)× SU(3) in the special case of R1 = R3 = R5 =
√
2 and αij = 0 for the six free angles.
However, the metric eqn. (A.3) cannot be deformed such that it matches to the one of an E6
lattice. This shows explicitly that the moduli space is in general disconnected, i.e. it is not
possible to deform one allowed torus lattice continuously into any other allowed one while
keeping the point group symmetry.
A.2 Symmetries under Particle Exchange
As discussed in section 2.7 gauge invariant couplings might vanish because of an antisymmetry
of the coupling under particle exchange. In this appendix, we discuss one further example
explicitly and list many more in table (A.1). For the example, we assume a gauge group that
contains an SU(4) factor. Furthermore, the coupling AiAjB
ij = (4)a(4)a(6)b is assumed
to be invariant under all string selection rules, where the summation over the SU(4) indices
i, j = 1, . . . , 4 is implicit. However the two 4-plets are identical. Consequently, the coupling
vanishes since AiAjB
ij = − AiAjBji = 0, because Bij is antisymmetric in i and j, i.e.
the 6 is the two index antisymmetric tensor of SU(4) with 4× 3/2 = 6 components.
gauge group vanishing coupling
SU(2) (2)a(2)a
SU(3) (3)a(3)a(3)b
(3)a(3)a(3)a
SU(4) (4)a(4)a(6)b
(4)a(4)a(4)b(4)c
(4)a(4)a(4)b(4)b
SO(12) (32)a(32)a
SU(3)× SU(2) (3,1)a(3,1)a(3,2)b(1,2)c
(3,2)a(3,2)a(3,1)b(3,1)b
(3,2)a(3,2)a(3,2)a(1,2)b
(3,1)a(3,1)a(1,2)b(3,2)c
SU(3)2 (1,3)a(1,3)a(3,1)b(3,3)c
SU(4)× SU(2) (6,2)a(6,2)a
(4,1)a(4,1)a(4,2)b(1,2)c(4,1)d
SO(14) × SU(2) (14,2)a(14,2)a
SU(2)3 (2,2,2)a(2,2,2)a
SU(4) × SU(2)2 (4,1,1)a(4,1,1)a(1,2,2)b(1,2,1)c(6,1,2)d
Table A.1: Examples for gauge invariant couplings that nevertheless vanish because of anti-
symmetry under particle exchange. For each coupling a subindex a, b, c, . . . labels the different
states, e.g. for (3)a(3)a(3)b two 3-plets are identical and the third is different. Note that the
states are supposed to be singlets with respect to further non-Abelian gauge group factors.
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A.3 Detailed Discussion on the Gamma–Rule
In section 2.7.5 it was shown that, under the assumption of a trivial vacuum phase Φvac = 1,
the gamma selection rule for a coupling of the fields Ψi, i = 1, . . . , n
W ⊃ Ψ1 . . .Ψn (A.7)
is satisfied automatically if gauge invariance and R–charge conservation are fulfilled. Now,
allowing for arbitrary Φvac 6= 1, it is emphasized that the gamma-rule remains trivial under
the additional assumption that the coupling fulfills the space group selection rule and by using
the modular invariance conditions for shift and Wilson lines.
The constructing elements corresponding to the fields Ψi are labeled by gi =
(
θki, niαeα
)
in the case of a
 
N point group. The gamma–rule is now checked with respect to a transfor-
mation h =
(
θt,mαeα
)
. Using the definition of the gamma–phase eqn. (2.95) yields
∑
i
γi =
∑
i
(
Ri · vh − psh,i · Vh + 1
2
(Vgi · Vh − vgi · vh)
)
(A.8)
=
(∑
i
Ri
)
· vh +
(∑
i
psh,i
)
· Vh + 1
2
((∑
i
Vgi
)
· Vh −
(∑
i
vgi
)
· vh
)
=
1
2
∑
i
(Vgi · Vh − vgi · vh) + integer
where in the last line gauge invariance and R–charge conservation have been used, as in
eqn. (2.175). The remaining part originating from the vacuum phase Φvac is now split into
its pieces, i.e.
∑
i
γi =
1
2
((∑
i
kiV + niαAα
)
· (tV +mβAβ)−
(∑
i
kiv
)
· (tv)
)
+ integer (A.9)
=
1
2
(
t
(∑
i
ki
)(
V 2 − v2)+mβ
(∑
i
ki
)
V ·Aβ +
(∑
i
niαAα
)
· (tV +mβAβ)
)
+integer
=
Nat
2
(
V 2 − v2)+ Namβ
2
V ·Aβ + 1
2
(∑
i
niαAα
)
· (tV +mαAα) + integer
where we used point group invariance, i.e.
∑
i ki = aN with a ∈ Z and N being the order
of the orbifold. The first two terms are integer due to the modular invariance conditions
eqns. (2.112) and (2.113d), i.e.
N
(
V 2 − v2) = 0 mod 2 and Nα (Aα · V ) = 0 mod 2 (A.10)
and we are left with the expression
∑
i
γi =
1
2
(∑
i
niαAα
)
· (tV +mβAβ) + integer . (A.11)
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For the evaluation of this remaining term, we need to consider some consequences arising
from the space group selection rule. We assume that the coupling fulfills the space group
selection rule, that is ∏
i
figif
−1
i = (   , 0) , (A.12)
for some choice of the conjugation elements fi = (θ
si, li). Straightforward evaluation of
eqn. (A.12) and using the fact that any action of θ on an arbitrary lattice vector li yields
some other lattice vector (denoted by l′i), we get∑
i
θ(
Pi−1
j=1 kj+si)niαeα =
∑
i
(
  − θki
)
l′i . (A.13)
As explained in the context of the order of Wilson lines in section 2.4.2, we embed this
equation into the gauge degrees of freedom. Thus, we use
eα ↪→ Aα (A.14)
θeα ↪→ Aα + aαNαAα , (A.15)
where aα ∈   and Nα is the order of the Wilson line Aα, such that aαNαAα ∈ Λ is a lattice
vector in the direction of Aα and therefore trivial. The reason for this lattice vector becomes
clear by considering an example: for
 
3 we know that θe1 = e2 and θe2 = −e1 − e2; thus,
A1 = A2 and A2 = −A1 − A2 = −2A2 = A2 − 3A2 and a2 = −1 and N1 = N2 = 3, in this
case. Consequently the embedding of eqn. (A.13) reads∑
i
niαAα = aαNαAα . (A.16)
Note the summation over α on both sides of the equation.
Now, we can insert the result obtained from the space group selection rule eqn. (A.16)
into the gamma–rule eqn. (A.11) and obtain
∑
i
γi =
1
2
(∑
α
aαNαAα
)
· (tV +mβAβ) + integer (A.17)
Using the conditions from modular invariance eqns. (2.113d), (2.113e) and (2.113f) it is easy
to see that the gamma–rule is satisfied automatically,∑
i
γi = integer , (A.18)
after imposing the other string selection rules.
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A.4 Geometrical Interpretation of [g, h] = 0
In this section, we want to give an easy geometrical interpretation of commuting space group
elements, either as being associated to the same fixed point or as acting in orthogonal direc-
tions. Consider some general orbifold with space group S. Its point group might be
 
N or
 
N ×   M . Take some constructing element
g = (ϑ, nαeα) ∈ S (A.19)
which shall correspond to the boundary condition of a massless string. In the case when ϑ
has a fixed torus (i.e. some component of the associated twist vector is zero: v i(ϑ) = 0 for an
index i 6= 0), this gives a condition on the constructing element g: in order to be massless,
the string is not allowed to have windings in the direction of the fixed torus. Technically, this
is equivalent to demanding that nα = 0 if eα lies in the fixed torus. Furthermore, assume
that h ∈ S is some commuting element
[g, h] = 0 . (A.20)
Now, it is convenient to distinguish between the following two cases:
Case 1: ϑ has no Fixed Torus
In this case, g corresponds to a (6d) fixed point with coordinates denoted by zf . We easily
see that by multiplying h to the fixed point equation
gzf = zf ⇒ hgzf = hzf (A.21)
and using the assumption that g and h commute, we get g (hzf ) = (hzf ). Since the twist
ϑ of g has no fixed torus, the coordinates zf of the fixed point associated to g are uniquely
determined by g (cf. eqn. (2.16)). Hence, this yields
hzf = zf . (A.22)
Thus, we have proven that g and h correspond to the same fixed point. Note that, in contrast
to g, h might have a fixed torus. For an example in the case of the first twisted sector of the
 
6-II orbifold with G2 × SU(3)× SU(2)2 torus lattice see figure (A.1).
e6
e3 e5
e2
e1
e4
g
g
g
Figure A.1: A fixed point g = (θ, e5 + e6) from the first twisted sector is highlighted (in
green). All its commuting elements can be written as h = gp for p = 0, . . . , 5 such that they
are associated to g’s fixed point coordinate zf .
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Case 2: ϑ has a Fixed Torus
Denote the torus directions in the fixed torus of ϑ by t1 and t2. Then, by assumption
ϑ (a1t1 + a2t2) = a1t1 + a2t2 for a1, a2 ∈   . (A.23)
Consequently, we can add this direction to the fixed point equation gzf = zf and we get
g (zf + a1t1 + a2t2) = zf + a1t1 + a2t2 (A.24)
Multiplying with h and using the commutator results in
gh (zf + a1t1 + a2t2) = h (zf + a1t1 + a2t2) (A.25)
This time the fixed point of g is not uniquely determined, but only up to some vector in the
fixed torus. Therefore
h (zf + a1t1 + a2t2) = zf + b1t1 + b2t2 for some b1, b2 ∈   . (A.26)
Since h ∈ S, we know that b1t1 + b2t2 − h(a1t1 + a2t2) = m1t1 +m2t2 ∈ Γ, thus m1,m2 ∈   .
Finally, we see from eqn. (A.26) that any commuting element h of g has to fulfill the equation
hzf = zf +m1t1 +m2t2 . (A.27)
In other words, if h is non-trivial, it must be associated to the same fixed point as g. In
addition, it might act in the fixed torus directions of g. Examples are h = (   ,m1t1 +m2t2)
which purely acts in the fixed torus of g or h = (   ,m1t1 +m2t2) · gp for any p ∈   . For an
example in the case of the second twisted sector of the
 
6-II orbifold see figure (A.2).
e6
e3 e5
e2
e1
e4
g1
g2
g1,2
Figure A.2: Two fixed points from the second twisted sector are highlighted (in green),
the first being associated to the constructing element g1 =
(
θ2, 0
)
and the second to g2 =(
θ2, e1
)
. Their corresponding strings are localized at the origin in the SU(3) lattice and
are free to move in the fixed torus SU(2)2. Their commuting elements are: First of all,
h = (   , n5e5 + n6e6) ∈ S commutes with both, since it acts in orthogonal directions. For
g1 there are additional commuting elements from any twisted sector h =
(
θt, n5e5 + n6e6
)
,
since h and g are associated to the same fixed point in the first and second plane. For g2 only
elements from the second and forth twisted sector can correspond to g’s fixed point coordinate
in the G2 plane. Thus, only h =
(
θt, n5e5 + n6e6
)
with t = 0, 2, 4 commutes with g2.
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A.5 g level-matching ⇒ g invariant
In this section, we briefly show that if a string with boundary condition g fulfills the level-
matching condition M 2L = M
2
R, then it is automatically invariant under transformations with
respect to this element g.
We denote the local shift and the local twist associated to the constructing element g
by Vg and vg, respectively. Then, the mass equations (2.76) and (2.59) for twisted left- and
right-movers read
M2L
8
=
(p+ Vg)
2
2
− 1 + N˜ + δc and M
2
R
8
=
(q + vg)
2
2
− 1
2
+ δc . (A.28)
Taking their difference1 yields
(p+ Vg)
2 − (q + vg)2 − 1 + 2N˜ = 0 . (A.29)
Since p2 is even and q2 is odd, we find
2p · Vg + V 2g − 2q · vg − v2g + 2N˜ = even , (A.30)
2 (p+ Vg) · Vg − V 2g − 2 (q + vg) · vg + v2g + 2N˜ = even , (A.31)
(p+ Vg) · Vg − (q + vg) · vg + N˜ − 1
2
[
V 2g − v2g
]
= int . (A.32)
Finally, we insert the shifted momenta psh and qsh and obtain
psh · Vg − qsh · vg + N˜ − 1
2
[
V 2g − v2g
]
= int . (A.33)
If there is no left-moving oscillator excitation, i.e. N˜ = 0, we easily see that the transfor-
mation phase under g eqn. (2.80) is fulfilled automatically. In the oscillator case N˜ 6= 0, we
can split the (eigenvalue of the) oscillator number according to
N˜ = ωiN˜
i + ω¯iN˜
∗i , (A.34)
as in equation (2.83). Using ωiN˜
i + ω¯iN˜
∗i = (vg)i(N˜ i− N˜∗i)+ int, we can combine this with
qsh resulting in the R charge R = qsh − N˜ + N˜∗ and thus
psh · Vg −R · vg − 1
2
[
V 2g − v2g
]
= int . (A.35)
This proves the general case. If a string with boundary condition g fulfills the level-
matching condition (for massless or massive strings), it is automatically invariant under
transformations with respect to itself. Note that this necessarily requires the presence of
the vacuum phase − 12 [V 2g − v2g ].
1This corresponds to L0 − L˜0, the generator of translations in the σ direction of the strings world-sheet.
Note that invariance under the action of L0 − L˜0 is the origin of the level-matching condition eqn. (2.33).
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A.6 First Twisted Sector of
 
N is Invariant
We take some constructing element g ∈ S from the first twisted sector of some   N orbifold,
i.e. g = (θ, nαeα). Due to the requirement of N = 1 supersymmetry, we know that g is
not associated to a fixed torus, but to a (6d) fixed point. Assume that we have constructed
the (massless) spectrum corresponding to the boundary condition g. Now, we have to ensure
invariance under all commuting elements h ∈ S. Following the discussion of appendix A.4,
we see that the only commuting elements of g are h = gp for p ∈   . Since g is invariant under
the transformation with respect to itself as discussed in appendix A.5, it is clearly invariant
under all powers of itself.
In summary, states from the first twisted sector are automatically invariant on the
 
N
orbifold and are not subject to further projection conditions.
A.7 Modular Invariance of Shift and Wilson Lines
In this section, we briefly derive the modular invariance conditions on shifts and Wilson lines
as listed in section 2.4.3. We start from the transformation phase of a string with constructing
element g and projecting element h. The full phase reads
Φ ≡ e2pii [psh·Vh−R·vh] Φvac , (A.36)
where the vacuum phase is defined by
Φvac = e
2pii [− 1
2
(Vg ·Vh−vg ·vh)] , (A.37)
as stated in section 2.4. 2
Now consider two space group elements g, h ∈ S of order n and s, i.e. gn = hs =   . It
seems reasonable to demand that the transformation phases for twisted strings with either
constructing element g or gn+1 are identical, i.e.
Φ(g, h)
!
= Φ(gn+1, h) . (A.38)
Since g is embedded as shift Vg into the gauge degrees of freedom, the element g
n+1 will be
embedded as Vgn+1 = (n+1)Vg. In addition, the local twist of g
n+1 is (n+1) vg. Consequently,
eqn. (A.38) yields
Φ(gn+1, h) = Φ(g, h)Φvac(g, h)
n . (A.39)
Thus, we find the condition Φvac(g, h)
n != 1 on the vacuum phase, which is equivalent to the
condition
n (Vg · Vh − vg · vh) = 0 mod 2 (A.40)
An analogous reasoning starting with Φ(g, hs+1) leads to Φvac(g, h)
s != 1 and thus finally to
Φvac(g, h)
gcd(n,s) != 1 . (A.41)
This can be rewritten into the modular invariance condition on shifts and Wilson lines
gcd(n, s) (Vg · Vh − vg · vh) = 0 mod 2 , (A.42)
for arbitrary elements g, h ∈ S of order n and s.
2Note that the vacuum phases are contained in the corresponding terms Z(g, h) of the partition function
Z. By applying T transformations one can easily reproduce the modular invariance condition on the shift
N(V 2 − v2) = 0 mod 2, compare to the end of section 3 of [16] and to section 7.1.2 of [149].
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Tables
Sector Spectrum M Spectrum M′
U 1 (27,1)(−6,0) 1 (27,1)(−6,0)
1 (27,1)(3,−3) 1 (27,1)(3,−3)
1 (27,1)(3,3) 1 (27,1)(3,3)
T(0,1) 18 (1,1)(0,2) 9 (1,1)(0,2)
9 (1,1)(0,−4) 9 (1,1)(−9,−1)
9 (27,1)(3,−1) 9 (1,1)(9,−1)
T(0,2) 18 (1,1)(0,−2) 18 (1,1)(0,−2)
9 (1,1)(0,4) 9 (1,1)(0,4)
9 (27,1)(3,1) 9 (27,1)(−3,1)
T(1,0) 18 (1,1)(3,1) 18 (1,1)(3,1)
9 (1,1)(−6,−2) 9 (1,1)(−6,−2)
9 (27,1)(−3,1) 9 (27,1)(0,−2)
T(1,1) - -
T(1,2) 18 (1,1)(3,−1) 9 (1,1)(3,−1)
9 (1,1)(−6,2) 9 (1,1)(−6,−4)
9 (27,1)(−3,−1) 9 (1,1)(3,5)
T(2,0) 18 (1,1)(−3,−1) 9 (1,1)(−3,−1)
9 (1,1)(6,2) 9 (1,1)(−3,5)
9 (27,1)(0,2) 9 (1,1)(6,−4)
T(2,1) 18 (1,1)(−3,1) 18 (1,1)(−3,1)
9 (1,1)(6,−2) 9 (1,1)(6,−2)
9 (27,1)(0,−2) 9 (27,1)(3,1)
T(2,2) 27 (1,1)(−3,−3) 27 (1,1)(−3,−3)
27 (1,1)(6,0) 27 (1,1)(6,0)
27 (1,1)(−3,3) 27 (1,1)(−3,3)
27 (27,1)(0,0)
Table B.1: The charged spectra of the
 
3 ×   3 brother models M and M′ separated by
untwisted and twisted sectors. The 4d gauge group is E6 × U(1)2 × E8 where the U(1)
generators are chosen to be t1 =
(
6,−3,−3, 05) (08) and t2 = (0, 3,−3, 05) (08).
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Sector Spectrum M Spectrum M′
U 2 (27,2,1)2 2 (27,2,1)2
2 (1,2,1)−6 2 (1,2,1)−6
1 (27,1,1)−4 1 (27,1,1)−4
1 (27,1,1)4 1 (27,1,1)4
T1 - -
T2 32 (1,2,1)0 16 (1,2,1)0
10 (1,1,1)−6 6 (1,1,1)−6
10 (27,1,1)2 6 (27,1,1)2
6 (27,1,1)−2 2 (27,1,1)−2
6 (1,1,1)6 2 (1,1,1)6
T3 80 (1,1,1)3 80 (1,1,1)3
32 (1,2,1)−3 32 (1,2,1)−3
16 (27,1,1)−1 16 (27,1,1)−1
Table B.2: The charged spectra of the
 
4 brother models M and M
′ separated by untwisted
and twisted sectors. Both models have the standard embedding shift V =
(−12 , 14 , 14 , 05) (08).
In addition, model M′ has lattice-valued Wilson lines in the e1, e5 and e6 direction, see
eqn. (3.58). The 4d gauge group is E6×SU(2)×U(1)×E8 where the U(1) generator is chosen
to be t1 =
(
4,−2,−2, 05) (08).
Sector Spectrum Sector Spectrum
U 1 (27,1)(−6,0) T(1,2) 15 (1,1)(3,−1)
1 (27,1)(3,−3) 6 (1,1)(−6,2)
1 (27,1)(3,3) 3 (1,1)(−6,−4)
T(0,1) 15 (1,1)(0,2) 3 (1,1)(3,5)
6 (1,1)(0,−4) 3 (27,1)(−3,−1)
3 (1,1)(−9,−1) 3 (27,1)(0,2)
3 (1,1)(9,−1) T(2,0) -
3 (27,1)(3,−1) T(2,1) 15 (1,1)(−3,1)
3 (27,1)(−3,−1) 6 (1,1)(6,−2)
T(0,2) 15 (1,1)(0,−2) 3 (1,1)(−3,−5)
6 (1,1)(0,4) 3 (1,1)(6,4)
3 (1,1)(−9,1) 3 (27,1)(0,−2)
3 (1,1)(9,1) 3 (27,1)(3,1)
3 (27,1)(3,1) T(2,2) 27 (1,1)(−3,−3)
3 (27,1)(−3,1) 27 (1,1)(6,0)
T(1,0) - 27 (1,1)(−3,3)
T(1,1) - 9 (27,1)(0,0)
Table B.3: The charged spectrum of the
 
3×   3 model with standard embedding and gener-
alized discrete torsion b3 = b4 = 1/3. The 4d gauge group is E6 ×U(1)2 ×E8 where the U(1)
generators are chosen to be t1 =
(
6,−3,−3, 05) (08) and t2 = (0, 3,−3, 05) (08).
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orbifold torsion ε shift V1 shift V2
 
2 ×   2 1
(
1
2 , 0,−12 , 0, 0, 0, 0, 0
) (
0, 12 ,−12 , 0, 0, 0, 0, 0
)
−1 (12 ,−1,−12 , 1, 0, 0, 0, 0) (1, 12 ,−12 , 0, 1, 0, 0, 0)
 
4 ×   2 1
(
1
4 , 0,−14 , 0, 0, 0, 0, 0
) (
0, 12 ,−12 , 0, 0, 0, 0, 0
)
−1 (14 ,−1,−14 , 1, 0, 0, 0, 0) (2, 12 ,−12 , 0, 0, 0, 0, 0)
 
6 ×   2 1
(
1
6 , 0,−16 , 0, 0, 0, 0, 0
) (
0, 12 ,−12 , 0, 0, 0, 0, 0
)
−1 (16 ,−1,−16 , 1, 0, 0, 0, 0) (3, 12 ,−12 , 0, 1, 0, 0, 0)
  ′
6 ×
 
2 1
(
1
6 ,
1
6 ,−13 , 0, 0, 0, 0, 0
) (
1
2 , 0,−12 , 0, 0, 0, 0, 0
)
−1 (−56 , 76 ,−13 , 1, 1, 0, 0, 0) (12 , 3,−12 , 1, 0, 0, 0, 0)
 
3 ×   3 1
(
1
3 , 0,−13 , 0, 0, 0, 0, 0
) (
0, 13 ,−13 , 0, 0, 0, 0, 0
)
e2pii
1
3
(
1
3 ,−1,−13 , 1, 0, 0, 0, 0
) (
1, 13 ,−13 , 0, 1, 0, 0, 0
)
e2pii
2
3
(
1
3 ,−2,−13 , 0, 0, 0, 0, 0
) (
2, 13 ,−13 , 0, 0, 0, 0, 0
)
 
6 ×   3 1
(
1
6 , 0,−16 , 0, 0, 0, 0, 0
) (
0, 13 ,−13 , 0, 0, 0, 0, 0
)
e2pii
1
3
(
1
6 ,−1,−16 , 1, 0, 0, 0, 0
) (
2, 13 ,−13 , 0, 0, 0, 0, 0
)
e2pii
2
3
(
1
6 ,−2,−16 , 0, 0, 0, 0, 0
) (
4, 13 ,−13 , 0, 0, 0, 0, 0
)
 
4 ×   4 1
(
1
4 , 0,−14 , 0, 0, 0, 0, 0
) (
0, 14 ,−14 , 0, 0, 0, 0, 0
)
i
(
1
4 ,−1,−14 , 1, 0, 0, 0, 0
) (
1, 14 ,−14 , 0, 1, 0, 0, 0
)
−1 (14 ,−2,−14 , 0, 0, 0, 0, 0) (2, 14 ,−14 , 0, 0, 0, 0, 0)
−i (14 ,−3,−14 , 1, 0, 0, 0, 0) (3, 14 ,−14 , 0, 1, 0, 0, 0)
 
6 ×   6 1
(
1
6 , 0,−16 , 0, 0, 0, 0, 0
) (
0, 16 ,−16 , 0, 0, 0, 0, 0
)
e2pii
1
6
(
1
6 ,−1,−16 , 1, 0, 0, 0, 0
) (
1, 16 ,−16 , 0, 1, 0, 0, 0
)
e2pii
1
3
(
1
6 ,−2,−16 , 0, 0, 0, 0, 0
) (
2, 16 ,−16 , 0, 0, 0, 0, 0
)
−1 (16 ,−3,−16 , 1, 0, 0, 0, 0) (3, 16 ,−16 , 0, 1, 0, 0, 0)
e2pii
2
3
(
1
6 ,−4,−16 , 0, 0, 0, 0, 0
) (
4, 16 ,−16 , 0, 0, 0, 0, 0
)
e2pii
5
6
(
1
6 ,−5,−16 , 1, 0, 0, 0, 0
) (
5, 16 ,−16 , 0, 1, 0, 0, 0
)
Table B.4:
 
N ×   M models with discrete torsion and standard embedding are equivalent
to models without discrete torsion and non-standard embedding. We write the torsion phase
factor as ε = e−2pii V2·∆V1 . The components of the shifts within the second E8 all vanish. This
result also applies to orbifold models in SO(32).
Table B.7: Charged matter spectrum of the benchmark model. The localization n6 in T(3), T(5)
takes values n6 = 0, 1 and therefore indicates a D4 doublet.
sector rep. R1 R2 R3 QY Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 label
U1 (1,1,1,1) −1 0 0 0 − 12 12 − 12 − 52 0 0 0 0 n¯3
(1,1,1,1) −1 0 0 1 12 − 12 12 − 12 0 0 0 0 e¯3
(3,1,1,1) −1 0 0 − 23 12 − 12 12 − 12 0 0 0 0 u¯3
(1,1,4,1) −1 0 0 0 0 0 0 0 12 −1 − 12 − 12 f¯1
(1,1,4,1) −1 0 0 0 0 0 0 0 12 1 − 12 12 f1
U2 (1,1,1,1) 0 −1 0 0 0 0 0 0 1 0 1 0 s02
(1,1,1,1) 0 −1 0 0 0 0 0 0 1 0 −1 0 s01
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Table B.7: Charged matter spectrum of the benchmark model. The localization n6 in T(3), T(5)
takes values n6 = 0, 1 and therefore indicates a D4 doublet.
sector rep. R1 R2 R3 QY Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 label
(3,2,1,1) 0 −1 0 16 − 12 12 12 − 12 0 0 0 0 q3
U3 (1,2,1,1) 0 0 −1 − 12 0 0 1 −1 0 0 0 0 φ1
(1,2,1,1) 0 0 −1 12 0 0 −1 1 0 0 0 0 φ¯1
T2(0,0,0,0,0,0) (1,1,1,1) − 23 23 0 0 − 23 0 0 0 − 23 0 0 0 s026
(3,1,1,1) − 23 − 13 0 − 13 13 0 0 1 − 23 0 0 0 δ4
(1,1,1,2) − 23 − 13 0 0 − 23 0 0 0 13 1 0 0 h8
(3,1,1,1) − 23 − 13 0 13 13 0 0 −1 − 23 0 0 0 δ¯4
(1,1,1,2) − 23 − 13 0 0 − 23 0 0 0 13 −1 0 0 h7
(1,1,1,1) − 23 − 13 0 0 − 23 0 0 0 13 0 1 0 s025
(1,1,1,1) − 23 − 13 0 0 − 23 0 0 0 13 0 −1 0 s024
T2(0,0,1,1,0,0) (1,1,1,1) − 23 − 13 0 0 56 − 12 16 56 13 − 23 0 − 13 n12
(1,1,4,1) − 23 − 13 0 0 − 16 12 16 56 − 16 13 − 12 16 f¯4
(3,1,1,1) − 23 − 13 0 13 − 16 − 12 16 − 16 13 − 23 0 − 13 d¯3
T2(0,0,0,1,0,0) (1,1,1,1) − 23 23 0 0 − 16 12 − 16 − 56 13 23 0 13 n¯12
(1,1,1,1) − 23 − 13 0 0 − 16 12 − 16 − 56 13 − 43 0 13 n¯11
(1,1,1,1) − 23 − 13 0 0 − 16 − 12 56 − 56 13 23 0 13 n¯10
(1,1,1,2) − 23 − 13 0 0 − 16 12 − 16 − 56 − 23 − 13 0 13 η¯4
T2(1,0,0,0,0,0) (1,1,1,1) − 53 − 13 0 0 − 23 0 0 0 − 23 0 0 0 s030
(1,1,1,1) − 23 23 0 0 − 23 0 0 0 − 23 0 0 0 s029
(3,1,1,1) − 23 − 13 0 − 13 13 0 0 1 − 23 0 0 0 δ5
(1,1,1,2) − 23 − 13 0 0 − 23 0 0 0 13 1 0 0 h10
(3,1,1,1) − 23 − 13 0 13 13 0 0 −1 − 23 0 0 0 δ¯5
(1,1,1,2) − 23 − 13 0 0 − 23 0 0 0 13 −1 0 0 h9
(1,1,1,1) − 23 − 13 0 0 − 23 0 0 0 13 0 1 0 s028
(1,1,1,1) − 23 − 13 0 0 − 23 0 0 0 13 0 −1 0 s027
T2(1,0,1,1,0,0) (1,1,1,1) − 23 − 13 0 0 56 − 12 16 56 13 − 23 0 − 13 n13
(1,1,4,1) − 23 − 13 0 0 − 16 12 16 56 − 16 13 − 12 16 f¯5
(3,1,1,1) − 23 − 13 0 − 13 13 0 − 13 − 23 13 − 23 0 − 13 δ6
(1,1,1,1) − 23 − 13 0 0 − 16 12 16 56 − 23 − 23 0 23 n¯9
(1,1,1,2) − 23 − 13 0 0 − 16 12 16 56 13 13 0 23 η¯3
(3,1,1,1) − 23 − 13 0 13 − 16 − 12 16 − 16 13 − 23 0 − 13 d¯4
(1,1,1,1) − 23 − 13 0 0 − 23 0 − 13 − 53 13 − 23 0 − 13 s031
T2(1,0,0,1,0,0) (1,1,1,1) − 53 − 13 0 0 − 16 12 − 16 − 56 13 23 0 13 n¯16
(1,1,1,1) − 23 23 0 0 − 16 12 − 16 − 56 13 23 0 13 n¯15
(3,1,1,1) − 23 − 13 0 13 13 0 13 23 13 23 0 13 δ¯6
(1,1,1,1) − 23 − 13 0 0 − 16 12 − 16 − 56 13 − 43 0 13 n¯14
(1,1,1,1) − 23 − 13 0 0 − 16 − 12 56 − 56 13 23 0 13 n¯13
(1,1,1,2) − 23 − 13 0 0 − 16 12 − 16 − 56 − 23 − 13 0 13 η¯5
(1,1,4,1) − 23 − 13 0 0 − 16 12 − 16 − 56 − 16 − 13 12 − 16 f¯6
(1,1,1,1) − 23 − 13 0 0 − 23 0 13 53 13 23 0 13 s032
(1,2,1,1) − 23 − 13 0 12 − 16 − 12 − 16 16 13 23 0 13 ¯`1
T3(0,0,0,0,1,n6) (1,1,1,1) − 12 0 − 12 12 0 0 0 1 − 12 −1 − 12 0 s+9 , s+12
(1,1,1,1) − 12 0 − 12 − 12 0 0 0 −1 − 12 1 − 12 0 s−9 , s−12
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Table B.7: Charged matter spectrum of the benchmark model. The localization n6 in T(3), T(5)
takes values n6 = 0, 1 and therefore indicates a D4 doublet.
sector rep. R1 R2 R3 QY Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 label
T3(0,1,0,0,0,n6) (1,1,1,2) − 12 0 − 12 0 0 12 − 12 0 0 −1 0 0 h4, h6
(1,1,1,2) − 12 0 − 12 0 0 − 12 12 0 0 1 0 0 h3, h5
(1,1,1,1) − 12 0 − 12 0 0 12 − 12 0 0 0 0 −1 χ2, χ4
(1,1,1,1) − 12 0 − 12 0 0 − 12 12 0 0 0 0 1 χ1, χ3
T3(0,1,0,0,1,n6) (1,1,1,1) − 12 0 − 12 12 0 0 0 1 12 −1 12 0 s+11, s+14
(1,1,1,1) − 12 0 − 12 − 12 0 0 0 −1 12 1 12 0 s−11, s−14
(1,1,1,1) − 12 0 − 12 12 0 0 0 1 − 12 −1 − 12 0 s+10, s+13
(1,1,1,1) − 12 0 − 12 − 12 0 0 0 −1 − 12 1 − 12 0 s−10, s−13
(1,1,4,1) − 12 0 − 12 12 0 0 0 1 0 0 0 12 f¯+1 , f¯+2
(1,1,4,1) − 12 0 − 12 − 12 0 0 0 −1 0 0 0 − 12 f−1 , f−2
T4(0,0,0,0,0,0) (1,1,1,1)
2
3 − 23 0 0 23 0 0 0 23 0 0 0 s015
T4(0,0,1,0,0,0) (1,1,1,1) − 13 − 23 0 0 23 0 13 53 − 13 23 0 13 s020
(1,1,1,2) − 13 − 23 0 0 16 − 12 − 16 − 56 − 13 − 13 0 − 23 η3
(1,1,1,1) − 13 − 23 0 0 16 − 12 − 16 − 56 23 23 0 − 23 n5
(3,1,1,1) − 13 − 23 0 13 − 13 0 13 23 − 13 23 0 13 δ¯2
T4(0,0,1,1,0,0) (1,1,1,1) − 13 − 23 0 0 23 0 − 13 − 53 − 13 − 23 0 − 13 s022
(1,1,4,1) − 13 − 23 0 0 16 − 12 16 56 16 13 − 12 16 f5
(1,1,1,1) 23 − 23 0 0 16 − 12 16 56 − 13 − 23 0 − 13 n7
(1,2,1,1) − 13 − 23 0 − 12 16 12 16 − 16 − 13 − 23 0 − 13 `3
(3,1,1,1) − 13 − 23 0 − 13 − 13 0 − 13 − 23 − 13 − 23 0 − 13 δ2
T4(−1,1,0,0,0,0) (1,1,1,2) − 13 − 23 0 0 23 0 0 0 − 13 −1 0 0 h1
(3,1,1,1) − 13 − 23 0 13 − 13 0 0 −1 23 0 0 0 δ¯1
(1,1,1,1) 23 − 23 0 0 23 0 0 0 23 0 0 0 s016
(1,1,1,1) − 13 − 53 0 0 23 0 0 0 23 0 0 0 s019
(1,1,1,2) − 13 − 23 0 0 23 0 0 0 − 13 1 0 0 h2
(3,1,1,1) − 13 − 23 0 − 13 − 13 0 0 1 23 0 0 0 δ1
(1,1,1,1) − 13 − 23 0 0 23 0 0 0 − 13 0 1 0 s018
(1,1,1,1) − 13 − 23 0 0 23 0 0 0 − 13 0 −1 0 s017
T4(−1,1,1,0,0,0) (1,1,1,1) − 13 − 23 0 0 23 0 13 53 − 13 23 0 13 s021
(3,1,1,1) − 13 − 23 0 − 13 16 12 − 16 16 − 13 23 0 13 d1
(1,1,1,2) − 13 − 23 0 0 16 − 12 − 16 − 56 − 13 − 13 0 − 23 η4
(1,1,4,1) − 13 − 23 0 0 16 − 12 − 16 − 56 16 − 13 12 − 16 f4
(1,1,1,1) − 13 − 23 0 0 − 56 12 − 16 − 56 − 13 23 0 13 n¯8
(1,1,1,1) − 13 − 23 0 0 16 − 12 − 16 − 56 23 23 0 − 23 n6
(3,1,1,1) − 13 − 23 0 13 − 13 0 13 23 − 13 23 0 13 δ¯3
T4(−1,1,1,1,0,0) (1,1,1,1) − 13 − 23 0 0 23 0 − 13 − 53 − 13 − 23 0 − 13 s023
(1,1,4,1) − 13 − 23 0 0 16 − 12 16 56 16 13 − 12 16 f6
(1,1,1,1) 23 − 23 0 0 16 − 12 16 56 − 13 − 23 0 − 13 n8
(1,1,1,1) − 13 − 53 0 0 16 − 12 16 56 − 13 − 23 0 − 13 n11
(1,2,1,1) − 13 − 23 0 − 12 16 12 16 − 16 − 13 − 23 0 − 13 `4
(1,1,1,1) − 13 − 23 0 0 16 12 − 56 56 − 13 − 23 0 − 13 n10
(1,1,1,1) − 13 − 23 0 0 16 − 12 16 56 − 13 43 0 − 13 n9
(1,1,1,2) − 13 − 23 0 0 16 − 12 16 56 23 13 0 − 13 η5
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Table B.7: Charged matter spectrum of the benchmark model. The localization n6 in T(3), T(5)
takes values n6 = 0, 1 and therefore indicates a D4 doublet.
sector rep. R1 R2 R3 QY Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 label
(3,1,1,1) − 13 − 23 0 − 13 − 13 0 − 13 − 23 − 13 − 23 0 − 13 δ3
T5(0,0,0,0,0,n6) (3,1,1,1) − 16 − 13 − 12 13 − 16 0 0 32 13 0 0 0 d¯1, d¯2
(1,1,1,1) 56 − 13 − 12 0 − 23 12 − 12 0 13 0 0 0 s06, s012
(1,1,1,1) 116 − 13 − 12 0 13 12 12 0 13 0 0 0 s08, s014
(1,1,1,1) − 16 23 − 12 0 13 12 12 0 13 0 0 0 s04, s010
(1,1,1,1) − 16 − 13 − 12 1 − 16 0 0 − 12 13 0 0 0 e¯1, e¯2
(3,1,1,1) − 16 − 13 − 12 − 23 − 16 0 0 − 12 13 0 0 0 u¯1, u¯2
(1,2,1,1) − 16 − 13 − 12 − 12 − 16 0 0 32 13 0 0 0 `1, `2
(3,2,1,1) − 16 − 13 − 12 16 − 16 0 0 − 12 13 0 0 0 q1, q2
(1,1,1,1) − 16 − 13 − 12 0 − 16 0 0 − 52 13 0 0 0 n¯1, n¯2
(1,1,1,1) 56 − 13 − 12 0 − 23 − 12 12 0 13 0 0 0 s05, s011
(1,1,1,1) 116 − 13 − 12 0 13 − 12 − 12 0 13 0 0 0 s07, s013
(1,1,1,1) − 16 23 − 12 0 13 − 12 − 12 0 13 0 0 0 s03, s09
T5(0,0,0,0,1,n6) (1,2,1,2) − 16 − 13 − 12 0 13 0 0 0 − 16 0 − 12 0 y1, y2
(1,2,1,1) − 16 − 13 − 12 0 13 0 0 0 − 16 −1 12 0 m1, m3
(1,2,1,1) − 16 − 13 − 12 0 13 0 0 0 − 16 1 12 0 m2, m4
T5(0,0,1,1,0,n6) (1,1,1,2) − 16 − 13 − 12 0 − 16 0 23 56 13 13 0 − 13 η1, η2
(1,1,1,1) − 16 − 13 − 12 0 − 16 0 23 56 13 − 23 0 23 n¯4, n¯5
(1,1,1,1) − 16 − 13 − 12 0 − 16 0 23 56 − 23 − 23 0 − 13 n1, n2
T5(0,0,1,1,1,n6) (1,1,1,1) − 16 − 13 − 12 12 13 0 23 − 23 − 16 13 − 12 − 13 s+2 , s+4
(1,1,1,1) 56 − 13 − 12 − 12 − 16 12 16 − 16 − 16 13 − 12 − 13 s−2 , s−4
(3,1,1,1) − 16 − 13 − 12 16 13 0 − 13 13 − 16 13 − 12 − 13 v1, v2
(1,1,1,1) − 16 − 13 − 12 − 12 − 16 12 16 − 16 − 16 13 12 23 s−1 , s−3
(1,2,1,1) − 16 − 13 − 12 0 − 16 − 12 16 56 − 16 13 − 12 − 13 m5, m6
(1,1,1,1) − 16 − 13 − 12 12 − 23 0 − 13 − 23 − 16 13 − 12 − 13 s+1 , s+3
T5(0,0,0,1,0,n6) (1,1,4,1) − 16 − 13 − 12 0 − 16 0 13 − 56 − 16 − 13 12 − 16 f2, f3
(1,1,1,2) 56 − 13 − 12 0 − 16 0 13 − 56 13 − 13 0 13 η¯1, η¯2
(1,1,4,1) − 16 − 13 − 12 0 − 16 0 13 − 56 − 16 − 13 − 12 − 16 f¯2, f¯3
(1,1,1,1) 56 − 13 − 12 0 − 16 0 13 − 56 13 23 0 − 23 n3, n4
(1,1,1,1) 56 − 13 − 12 0 − 16 0 13 − 56 − 23 23 0 13 n¯6, n¯7
T5(0,0,0,1,1,n6) (3,1,1,1) − 16 − 13 − 12 − 16 13 0 13 − 13 − 16 − 13 − 12 13 v¯1, v¯2
(1,1,1,1) 56 − 13 − 12 12 − 16 12 − 16 16 − 16 − 13 − 12 13 s+6 , s+8
(1,1,1,1) − 16 − 13 − 12 − 12 13 0 − 23 23 − 16 − 13 − 12 13 s−6 , s−8
(1,1,1,1) − 16 − 13 − 12 12 − 16 12 − 16 16 − 16 − 13 12 − 23 s+5 , s+7
(1,2,1,1) − 16 − 13 − 12 0 − 16 − 12 − 16 − 56 − 16 − 13 − 12 13 m7, m8
(1,1,1,1) − 16 − 13 − 12 − 12 − 23 0 13 23 − 16 − 13 − 12 13 s−5 , s−7
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non-vanishing twisted spectrum total
discrete torsion parameter T(1,0) T(0,1) T(1,1) spectrum
c4 =
1
2 8 (27,1) 8 (27,1) - 19 (27,1)
8 (27,1) 8 (27,1) - 19 (27,1)
80 (1,1) 80 (1,1) - 166 (1,1)
c3 = d46 =
1
2 4 (27,1) 8 (27,1) - 15 (27,1)
4 (27,1) 8 (27,1) - 15 (27,1)
40 (1,1) 80 (1,1) - 126 (1,1)
c2 = c4 =
1
2 8 (27,1) - - 11 (27,1)
8 (27,1) - - 11 (27,1)
80 (1,1) - - 86 (1,1)
c3 = d26 = d45 =
1
2 2 (27,1) 4 (27,1) - 9 (27,1)
2 (27,1) 4 (27,1) - 9 (27,1)
20 (1,1) 40 (1,1) - 66 (1,1)
c2 = c3 = d46 =
1
2 4 (27,1) - - 7 (27,1)
4 (27,1) - - 7 (27,1)
40 (1,1) - - 46 (1,1)
c1 = c3 = d26 = d45 =
1
2 2 (27,1) - - 5 (27,1)
2 (27,1) - - 5 (27,1)
20 (1,1) - - 26 (1,1)
b6 = c2 =
1
2 - - - 3 (27,1)
- - - 3 (27,1)
- - - 6 (1,1)
Table B.5: The table shows the charged matter spectra (omitting the U(1) charges) of
 
2×   2
standard embedding models with generalized discrete torsion yielding a net number of zero
families. The gauge group is E6 × U(1)2 × E8. The untwisted matter contributes with
3(27,1) + 3(27,1) + 6(1,1) to the charged matter spectrum. Interestingly, the last model
with b6 = c2 =
1
2 has no massless twisted matter.
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non-vanishing total total total
discrete torsion parameter #(27,1) #(27,1) # singlets
- 61 1 252
a = 12 21 9 220
d46 =
1
2 51 3 212
a = d46 =
1
2 11 11 180
d26 =
1
2 39 3 184
a = d26 =
1
2 19 7 168
d26 = d46 =
1
2 37 1 164
a = d26 = d46 =
1
2 17 5 148
d24 = d26 = d46 =
1
2 31 7 164
a = d24 = d26 = d46 =
1
2 11 11 148
d16 = d24 =
1
2 27 3 140
a = d16 = d24 =
1
2 17 5 132
c2 =
1
2 37 1 196
c2 = d46 =
1
2 27 3 156
c2 = d16 = d46 =
1
2 25 1 136
c2 = d14 = d16 = d46 =
1
2 19 7 136
b6 =
1
2 25 13 196
b6 = d46 =
1
2 31 7 196
b6 = d24 = d46 =
1
2 21 9 156
b6 = c2 = d14 =
1
2 17 5 116
b4 = b6 = d46 =
1
2 19 19 196
b4 = b6 = c2 = d46 =
1
2 15 15 156
Table B.6:
 
2 ×   4 orbifolds with twist vectors v1 = (0, 12 , 0,−12 ) and v2 = (0, 0, 14 ,−14 )
on an SO(4) × SO(5) × SO(5) torus lattice. A summary of the charged matter spectra of
standard embedding models with generalized discrete torsion is listed. The gauge group is
E6×U(1)2×E8, the U(1) charges are omitted. Some of these spectra are known in the context
of non-factorizable
 
2 ×   4 orbifolds, compare to [118].
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Appendix C
Group Theory
C.1 Weight Lattices
Given a N-dimensional vector space V with basis vectors ei a lattice Λ is defined as the set
of points
Λ = {
N∑
i=1
niei, ni ∈   } ⊂ V . (C.1)
The dual lattice Λ∗ is defined by
Λ∗ = {p ∈ V, p · p′ ∈   for all p′ ∈ Λ} . (C.2)
A lattice is called
• integral if p · p′ ∈   for all p, p′ ∈ Λ .
• even if all p ∈ Λ fulfill p2 = even .
• self-dual if Λ∗ = Λ .
More details can be found for example on page 277ff of [58] and in [65].
The E8 ×E8 Root Lattice
The root lattice of E8 is spanned by the roots(±1,±1, 06) and (±12 ,±12 ,±12 ,±12 ,±12 ,±12 ,±12 ,±12) , (C.3)
with an even number of + signs for the latter, the so-called spinorial roots. The root lattice
of E8 is self-dual Λ
∗ = Λ, i.e. root and weight lattice are identical. Note that the roots fulfill
p2 = 2 which is important for the massless spectrum of the heterotic string, see section 2.2.
The root lattice of E8×E8 is given by the direct sum of two copies of the E8 root lattice.
The Weight Lattices Spin(32) and Spin(32)/
 
2
The weight lattice of Spin(32) can be decomposed into four conjugacy classes (ni ∈   ):
• The scalar conjugacy class:
(n1, . . . , n16)
∑
ni = even (C.4)
Note that the roots of SO(32) form a subset of the this conjugacy class. They are given
by weights p of the scalar class fulfilling p2 = 2. Explicitly, these are 240 roots:(±1,±1, 014) (C.5)
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• The vector conjugacy class:
(n1, . . . , n16)
∑
ni = odd (C.6)
The vector conjugacy class contains the weights of the vector representation 32.
• The spinor conjugacy class:
(
n1 +
1
2 , . . . , n16 +
1
2
) ∑
ni = even (C.7)
• The antispinor conjugacy class:
(
n1 +
1
2 , . . . , n16 +
1
2
) ∑
ni = odd (C.8)
Here, the conjugacy classes are defined using the equivalence relation that two weights of
Spin(32) are equivalent if they differ by a root of SO(32).
Note that the only weights of Spin(32) that fulfill p2 = 2 are the roots. This is important
for the massless spectrum of the heterotic string, see section 2.2. Finally, the weight lattice
of Spin(32)/
 
2 is chosen to be spanned by the scalar and the spinor conjugacy class.
C.2 SO(8) Representations
We choose a basis such that the simple roots of SO(8) are
α1 = (1,−1, 0, 0) (C.9)
α2 = (0, 1,−1, 0) (C.10)
α3 = (0, 0, 1,−1) (C.11)
α4 = (0, 0, 1, 1) . (C.12)
There are three eight-dimensional representations of SO(8): 8v, 8s and 8c. They are given
by the weights
8v :
(±1, 0, 0, 0) (C.13)
8s :
(
±1
2
,±1
2
,±1
2
,±1
2
)
even # of plus signs (C.14)
8c :
(
±1
2
,±1
2
,±1
2
,±1
2
)
odd # of plus signs, (C.15)
such that the highest weights in Dynkin labels1 are [1, 0, 0, 0]DL , [0, 0, 0, 1]DL and [0, 0, 1, 0]DL ,
respectively. As a remark, all three eight-dimensional representations of SO(8) are real.
1The Dynkin labels of some weight p are given by [p · α1, p · α2, p · α3, p · α4]DL (using α
2
i = 2).
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The Tensor Product 8v × 8v
The tensor product 8v × 8v can be computed by adding all 8 weights of the first 8v with the
8 weights of the second one. The 64 weights are(±2, 0, 0, 0) (C.16)
8 × (0, 0, 0, 0) (C.17)
2 × (±1,±1, 0, 0) , (C.18)
where the factor gives the multiplicity of the weights, e.g. 8 × (0, 0, 0, 0) means that the
zero weight appears eight times. In order to identify the irreducible SO(8) representations,
we have to determine the highest weight of these 64 weights. It is [2, 0, 0, 0]DL and yields
the representation 35v. For the remaining 64 − 35 = 29 weights, the highest weight can
be identified as [0, 1, 0, 0]DL . This results in the representation 28. The remaining weight
[0, 0, 0, 0]DL gives clearly a singlet. Thus, the tensor product 8v × 8v decomposes as follows
8v × 8v = 1 + 28 + 35v . (C.19)
The Breaking SO(8) → SU(4) × U(1)
Next, we analyze the breaking
SO(8) → SU(4) ×U(1) (C.20)
where we choose the simple roots α1, α2, α3 of SU(4) and the U(1) generator t to be
α1 = (0, 0, 1, 1) (C.21)
α2 = (0, 1,−1, 0) (C.22)
α3 = (0, 0, 1,−1) (C.23)
t = (1, 0, 0, 0) . (C.24)
Consequently, the eight-dimensional SO(8) representations branch into SU(4) × U(1) repre-
sentations according to(±1, 0, 0, 0) → (0,±1, 0, 0) and (±1, 0, 0, 0)
8v → 60 + 11 + 1−1
(±12 ,±12 ,±12 ,±12) → (+12 ,±12 ,±12 ,±12) and (−12 ,±12 ,±12 ,±12)
8s → 41/2 + 4−1/2
(±12 ,±12 ,±12 ,±12) → (+12 ,±12 ,±12 ,±12) and (−12 ,±12 ,±12 ,±12)
8c → 41/2 + 4−1/2
(C.25)
with an even/odd number of plus signs for 8s/8c. For more details on SO(8) see e.g. page
282ff of [62], [150] or appendix B.1 of [151].
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