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Abstract 
The circadian clock, found in most organisms including plants, generates circa 24-hour 
rhythms controlling overt behaviours based on the gene regulation. External inputs, such 
as light and temperature, synchronise the clock with the environment providing 
evolutionary adaptive benefits to the organism. Although the circadian clock was first 
observed in plants in 1729, the mechanism underlying the generation of circadian 
rhythms has remained ambiguous. I have thus applied a systematic study approach to 
integrate the abundant data currently available from both high-throughput and high- ,  
resolution methods in order to gain more insight into the Arabidopsis circadian clock. 
This work aims to accomplish two main objectives: (1) the extension of the current 
model of the Arabidopsis circadian clock and (2) the adaptation of the current 
Arabidopsis flowering model to rice to allow greater understanding of the flowering 
mechanisms in long-day (LD) and short-day (SD) plants. To tackle the complicated 
biological problem through mathematical modelling, a quantitative cost function and an 
efficient (hybrid) optimisation regime were first developed to facilitate parameter 
estimation for a newly constructed model. This allowed simulations to be fitted directly 
to the data of interest. By employing the developed method, published Arabidopsis 
circadian clock models were compared based on their goodness-of-fit to experimental 
data. Furthermore, Consistent Robustness Analysis (CRA), a robustness-based 
mathematical analysis investigating fundamental properties of biological systems (i.e. 
robustness and sensitivity) in the built model, was created to determine the variation of 
the robustness of the well-matched models, a secondary evaluation of the model 
plausibility beyond the goodness-of-fit. Application of CRA to Goodwin-type models 
with various topologies suggests the advantage of interlocked multi-loop circuit for 
describing the characteristics of a circadian clock system, and its application to the 
Arabidopsis circadian clock models pinpoints weaknesses of the recently published 
three-loop model. Accordingly, I have created a new model of the Arabidopsis circadian 
clock, the interlocked three-loop model, yielding an extension of the three-loop model 
with an interlocking interaction between TOCI and Z (a hypothetical gene in the 
PRR719-LIIY/CCA1 loop). Simulations and predictions of this model suggest a testable 
experiment to validate the addressed hypothesis. Finally, the selected circadian clock 
model was attached to the flowering regulation output pathway to exemplify how 
mathematical models of the Arabidopsis circadian clock can be applied. The simulated 
expression profiles of CO and FT flowering regulators in Arabidopsis match well with 
the data, indicting the success of the developed model and feasibility of the proposed 
positive regulation between FKFI and FT. This understanding of Arabidopsis flowering 
regulation helps us expand our knowledge about this pathway in rice. Through 
simulating a simple model adapted from that of Arabidopsis, I have hypothesised a 
missing genetic component required for rice flowering regulation that will lead to a more 
complete genetic network of the rice flowering pathway. All of the above demonstrate 
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1.1 Systems Biology 
The systems approach is an integrative method based on multiple disciplines, mainly 
composed of Biology, Mathematics, Statistics and Computer Science. The idea 
behind this method is to extract new knowledge through incorporating experimental 
observations with theoretical models using computer tools [1]. Figure 1.1 shows a 
conceptual cycle of the systems approach. 
Experimental 
Test 	( 	behaviour 	 Data 
( 	
hYPOtheSIS observation 9 analysis 
Hypothesis 	 Hypothesis 
( development and ( development and 
experimental design 	 modelling design 
Data 	 Model 	 Test 
synthesi 	development and 	hypothesis 
data analysis 
Figure 1.1 A concept cycle of systems biology 
Firstly, a number of hypotheses are developed based on the data obtained from 
experimental observations (data-driven hypotheses). Classically, these hypotheses 
have been selected to test under experiment according to the experience of 
experimenters (blue dash line in Figure 1.1). Unfortunately, more than half of the 
hypotheses established may not be testable and many more may fail in the 
experiment. The systematic approach reveals its usefulness at this point. Following 
the same starting point as the classical method, a theoretical model of the biological 
process under study is developed to test the established hypotheses, aiming to 
remove the less feasible hypotheses (red route in Figure 1.1) [2]. In addition to 
decreasing the number of hypotheses, constructing and simulating formal models 
often leads to a better understanding of the studied system [3]. Once a suitable model 
has been obtained, the results generated through the model are integrated with the 
existing biological evidence and used as a basis to suggest a new hypothesis for 
further experimental testing (model-driven hypotheses). The subsequent 
experimental data in turn starts the next cycle of data-driven and model-driven 
hypotheses. 
Despite its status as a relatively new discipline, "systems approaches" have been 
applied for almost a decade to study numerous biological systems in and between a 
variety of organisms, including gene regulatory networks and metabolic pathways. 
The achievement of these studies in precisely predicting the behaviours of biological 
systems through modelling is presented in various contexts and applications: E-cell 
of E. coil [4] and in siiico yeast [5] are examples of "whole cell" modelling whereas 
an abundance of models focus on detailed regulation of a specific pathway (e.g p53-
signaling network [6], NF-icB dependent cell cycle regulation [7] and TCA cycle in 
eukaryotic cells [8]). Other indicators for certifying the advantage and success of the 
systems approach are the many publications (referred with models in databases [9, 
10]) and the progressively increasing numbers of such models deposited in electronic 
resources, for instance the BioModels database (http://www.ebi.ac.uklbiomodels/)  
[9] and JWS online (http://jjj.biochem.sun.ac.zal ) [10]. 
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1.2 Mathematical model 
Mathematical modelling has established itself as a complementary means to study 
the complexity of biological systems. Through its capacity to integrate extensive data 
from diverse sources [2, 11, 121, modelling has contributed greatly to our 
understanding of the mechanisms governing cell or organism behaviour [13-19]. 
Many types of mathematical model have been introduced to deal with the daunting 
complexity of biological systems. Static models are a group of modelling strategies 
interested in the state of model constituents, rather than alterations through time 
studied in kinetic models. The Boolean network is an example of a static modelling 
approach, which applies logic calculation to determine the change in state of model 
components. Boolean networks are widely used in the study of gene interactions in 
genetic regulatory networks and help reveal network topology [20]. This method 
does not require parameters, except the structure of the regulatory circuitry, and can 
provide a base for various extensions, for example probabilistic Boolean networks 
[21]. The advantage of such methods lies in their simplicity over the more 
complicated techniques allowing greater analytical insights. Constraint-based 
models, such as flux balance analysis (FBA), is another example of a static model 
aiming to determine the flux of biochemical reactions within a studied network based 
on mass balance under given restrictions. FBA is widely employed in the 
calculation/prediction of metabolite concentrations in metabolic networks (e.g. [22, 
23]). As the static modelling approach is not limited by parameter estimation, it is 
applicable to a large system network, even at a genome scale. 
Kinetic models used to imitate biological behaviours can generally be classified into 
2 types: deterministic and stochastic. The former are typically based on a series of 
ordinary/partial differential equations (ODEs - observing changes in variables with 
respect to time or PDEs - for including the effect of spatial factors in addition to 
temporal effect) with a certain set of parameters, while the latter follows probability 
theory [24]. Stochastic models take into account the presence of randomness in 
constituent parameters or variables, so that its prediction is in the form of a 
probability distribution, in contrast to the single value "average" estimation of a 
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deterministic model. Deterministic models are usually initially selected due to their 
simplicity and low computational cost, although stochastic approaches may be 
necessary under certain condition, for example when low numbers of molecules are 
present [25]. According to material balance and rate laws, time-dependent 
differential equations of each bio-molecule in the system are generated to monitor 
their changes over time. To exemplify, a set of differential equations describing the 
kinetics of an individual component (M E and P) in the simple Goodwin oscillator 






Figure 1.2 Scheme of the Goodwin model, first introduced by Goodwin to study 
spontaneous biological oscillators (Chapter 6 in [261). 41, E and P are constituent 
components of the oscillator that are linked together with either negative (—I 
denotes a process inhibiting the generation Of a target component) or positive (—* 
denotes a process activating the generation of a target component) relationships. 
dMa 
-= 	–cM,  
dt b+P 
dE 
=dM–eE , 	 (1.2) 
di' 
d!n. JE –hP. 	 (1.3) 
di' g+E 
The above equations are broken down into the following processes: component M 
constantly activates the generation of component E at rate d, component •E 
subsequently promotes the accumulation of component P which feeds back into 
inhibiting the expression of component M. Terms in the equations describe synthesis 
and decay rates of the component of interest. In the equation for component M the 
first term represents the expression/generation of component M incorporating its 
inhibition by the component P (modelled through the inverse dependency of P) while 
the second term assumes simple linear decay/degradation. In the similar manner of 
model formation and taken the same assumption for degradation kinetics, the first 
term in the equation for component P describes the generation of P following the 
Michaelis-Menten kinetic form dependence of component E, whose expression is 
modelled relying on mass action function (as a direct linear proportion of k). a to h 
in Equations 1.1 to 1.3 are kinetic parameters denoting the characteristic rates and 
affinities of the system, for which c, d, e and h are rate constants of mass action 
kinetics; a, b, f and g are parameters for Michaelis-Menten (saturation) function. 
With regards to Michaelis-Menten kinetics, f represents maximum velocity of the 
reaction, and b and g represent Michaelis-Menten constant that implies affinity 
between the interacting components. 
Two main kinetic-types are employed to model specific biochemical pathways (also 
present in the above Goodwin model): Michaeli-Menten and mass action functions. 
Mass action functions are simpler usually containing linear relationship with less 
parameter numbers, while Michaelis-Menten types is non-linear kinetic function with 
more parameter involved. Although mass action kinetic can be reasonably applied to 
describe various biological processes/reactions (e.g. fast transportation), numerous 
situations require the saturation kinetic of Michaelis-Menten (e.g. enzyme-limited 
reaction). These basic kinetic types are thus used combinedly in a bio-mathematical 
model, even in the simple model. Goodwin model has been used as a formal model 
to represent the biochemical oscillator, providing a periodic expression from a simple 
model structure composed of limited components. In more realistic models, the 
model equations are formulated to capture the experimental understanding of the 
genetic circuit, while these parameters participate in including observed 
performances or behaviours of the real systems to the models. As the parameter 
measurement is a conditional dependent process leading to a difficulty in 
determining an exact value of a parameter, the models are generally given multiple 
biologically sensible parameter sets from search and optimisation algorithms to 
represent the goodness of the constructed models. Even ODE models of the "classic" 
biological systems contain only a small portion of the parameters perfectly measured 
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in the same experiment, for instance lac operon (24/25 parameters were estimated 
from diverse published experimental data and one parameter was remained to 
optimise) [27, 28], and yeast glycolysis (Most of parameter were estimated from in 
vitro experiment) [29]. 
1.3 Model plausibility analysis: robustness 
1.3.1 Evaluating the plausibility of model 
To compare the model behaviour to data, a set of parameters is required that 
describes the processes in the underlying biological system [30-32]. Experimental 
measurement of even one model parameter is often tricky and it is highly unlikely 
that all parameters can be determined experimentally. Optimisation provides an 
alternative method to estimate the model parameters [33], avoiding cumbersome and 
costly measurement. Implementing the optimisation requires an appropriate measure 
for comparing the experimental data with simulated results and the first test of a 
model's suitability lies in its capacity to "fit" the biological data, evaluated by 
likelihood-based criteria. More sophisticated criteria, such as the Akaike Information 
Criterion (AIC) [34], may be exploited to measure the goodness-of-fit of a model 
rather than using a "simple" least square analysis [35], so that the estimated 
plausibility of a model can be consolidated. However, an exhaustive search for 
model parameters through optimisation may provide a group of equally fitted models 
whose plausibility cannot be discriminated through the goodness-of-fit. 
An analysis into the robustness of the system is the next logical step to address the 
uncertainties that arise from considering only "goodness of fit". Morohashi et a! 
(2002) [36] suggest that robustness should be an essential property for any biological 
systems as it help the systems to retard a quick evolution and to survive under highly 
dynamic environmental conditions. Consequently, the robustness can be considered 
as a decisive factor for selecting a credible model or pinpointing the weaknesses of a 
failed model. For example, bifurcation analysis applied to two published models for 
the Xenopus cell cycle oscillator [37, 38] indicated that the later model is more robust, 
thus cementing its position as the more realistic model than based on biological 
evidence alone. In a similar manner, Zeilinger et al (2006) [39] demonstrated that 
three distinct models for the Arabidopsis circadian clock could be distinguished 
through robustness analysis. 
1. 3.2 Robustness/sensitivity analysis of biochemical networks 
Robustness/sensitivity analysis is a classical mathematical tool that is typically 
applied to examine the characteristics of a studied system. Robustness analysis can 
be used to pinpoint the specific factors or processes affecting a system and indicate 
how the system maintains functionality in spite of internal or environmental 
perturbations [40, 41]. Furthermore, robustness analysis provides insight into the 
importance of model parameters on the model behaviours [42]. A variety of 
techniques have been developed to determine the robustness of a system, for example 
bifurcation analysis [43-45], control analysis (CA) [46-49] and Infinitesimal 
Response Curve (IRC) [50]. To summarise such analyses and compare across the 
systems, Kitano (2007) [51] proposed a method for quantifying the robustness 
through a single factor by formulating an analytical function from the canonical 
definition of robustness, ability to maintain one or more of system functions under 
external and internal perturbations. The above methods reveal different insights into 
the robustness of distinct system properties, for example bifurcation analysis can 
determine the exact space of the parameters giving desired system performance (e.g. 
periodic solution for oscillators) [43-45], while CA and IRC can quantify the 
dynamic changes of the system under applied differentiated perturbations to an 
interested factor (e.g. parameters and initial conditions) [15, 52-54]. Although CA 
and IRC provide precise analytical measurements, these methods evaluate robustness 
around a fixed point in parameter space and the subsequent results are therefore 
potentially biased to a specific parameter set. The inherent impact of an in-used 
parameter set (that ties the model properties to a single possibility of parameter 
values) to model robustness is hard to separate [30-32] and it becomes exaggerated in 
mechanistic modelling, where the focus is on correct interactions rather than the 
parameter values used. 
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Global robustness analysis, whose results are not subjected to any particular 
parameter values in a parameter set, is a challenging research topic. Abundant 
strategies have been used to cope with the problem, for example iteratively 
performing the robustness analysis across a range of parameter sets [33, 551. 
However, this type of approach is computationally expensive and always confined by 
the number of iterations (magnitude of model and parameter space). More methods 
for determining model robustness will be explicitly described in Chapter 2. 
1.4 Circadian clocks 	 - 
1.4. 1 Principle of circadian clocks 
In addition to light/dark cycle signalling from the environment, living organisms 
perceive the time of day through an intrinsic mechanism called the circadian clock. 
Circadian means "about one day" and comes from the combination of two Latin 
words: circa (about) and dies (day), since the circadian clock regulates rhythms with 
a periodicity of about one day [56]. The circadian clock is therefore known as an 
endogenous timer responsible for driving the rhythmic behaviour of living organisms. 
Amazingly, the circadian clock can be found throughout a wide range of organisms; 
from simple single celled ones, such as cyanobacteria (Synechococcus) to more 
complex multi-cellular organisms like mammals [57, 58]. While organisms classified 
into different kingdoms share the same formal properties of the circadian system, 
such as entrainment by light and temperature signals, the actual circadian clock genes 
and the overt rhythms of such organisms vary [57, 59]. Despite giving non-fatal 
mutation phenotypes, the significance of the circadian clock is reflected by a number 
of clock-regulated processes inside living organisms [60, 611. Well-characterised 
examples for circadian-related systems include nitrogen fixation in some 
Synechococcus species [57], developmental regulation in Neurospora, eclosion in 
Drosophila [57], sleep in human [56, 571, and leaf movement and flowering in plants 
[57]. Recent results have shown that approximately 15 to 30 percent of genes in 
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Figure 1.3 Diagram demonstrating the basic components of the circadian system: 
input pathways, core oscillator and output pathways. The output rhythms are 
conferred by the core oscillator perceiving the environmental signals through input 
pathways. 
The circadian clock consists of three essential parts: input pathways, the core 
oscillator and output pathways [57, 65], schematised in Figure 1.3. Environmental 
signals, such as light and temperature, are processed through the input pathways to a 
core oscillator where the circadian rhythms are generated. These rhythms 
subsequently regulate the rhythmic behaviour of the output pathways. Various 
studies have been performed for a number of organisms to understand the individual 
components of the circadian clock as well as their interactions, though the main 
research focus in this area is on the molecular mechanism of the central oscillator. 
Although the negative feedback loops of period (per) and timeless (tim) in 
Drosophila and frequency (frq)  in Neurospora, comprising the circadian oscillators 
of these organisms are well understood, there is less understanding of circadian 
regulation in other organisms, including plants which show robust circadian rhythms. 
Therefore, the molecular regulation of the plant circadian clock is an active research 
area to study, particularly in the model plant organism Arabidopsis thaliana. 
1. 4.2 Circadian clocks in well-characterised organisms 
WC-2::WC-1 














Figure 1.4 The circadian clock regulation of (a) Neurospora and (b) Drosophila 
schematised by Dunlap (1999) [57]. See the description of genes in text. Despite 
existence of more complicated networks which include more known clock 
components, the simplified versions of the circadian clock network are selective 
presented here to illustrate the basic structure of the core oscillator in these 
organisms. 
Studies of the clock mechanism in well-characterised organisms probably provide 
the formal framework to assist the preliminary study and understanding into less well 
defined organisms. The cyanobacterium Synechococcus was the first non-eukaryotic 
organism in which circadian rhythms were identified [57]. The central oscillator of 
the genetically tractable species, Synechococcus elongatus was originally described 
as a transcriptional negative feedback loop involving the genes kaiA, kaiB and kaiC 
[57]. However, KaiC protein can also function as a rhythmic protein kinase when the 
three Kai proteins are incubated together in vitro [66], indicating the non-essential 
nature of the transcription-translation feedback loop to keep the clock running. 
Similarly, Neurospora crassa, a fungus, contains a circadian clock consisting of the 
negative feedback loop of frequency (frq), which antagonises its transcriptional 
activators white collar I (wcl) and white collar 2 (wc2) (Figure 1.4: left) [57]. 
Drosophila's circadian clock is more intricate, a product of the greater number of 
components and multi-levelled regulation. The core clock of Drosophila is 
represented by interlocked negative feedback loops of repressors per and tim and 
transcriptional activators dClock (dClk)-cycle (cyc) [57, 67, 68] (Figure 1.4: right). 
For mammals, as in Drosophila, the system is highly complicated due to their multi- 
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cellular nature in which each cell has its own clock. The circadian clock of mammals 
is found to be determined by multiple negative feedback loops of per-cry and clock-
bmall [19, 57, 691. The circadian clock in peripheral cells is synchronised by a 
master clock, located in the suprachiasmatic nucleus (SCN) at the base of the brain 
[57, 58]. 
The components and regulation of the plant circadian clock remain incompletely 
defined. However, knowledge from the well-defined systems above hints at the 
potential structure of plant core circadian clock, which is expected to contain 
negative feedback loops with additional interactions. 
1. 4.3 Genes in the Arabidopsis circadian clock network 
Up to 30 percent of the genes in the Arabidopsis genome are observed to be 
expressed rhythmically. Current genetic and molecular biological studies have 
mainly uncovered components of the Arabidopsis circadian clock from these 
rhythmic genes. However, there is evidence that a non-rhythmically expressed gene 
plays a role in the core oscillator of circadian clock, such as ZTL (aperiodic mRNA 
expression) that was found to modulate TOC1 protein level under darkness. The 
circadian clock evidently controls many output pathways including flowering time 
and hypocotyl elongation that results in several phenotypes as described in section 
1.5 for more details. Despite their non-lethal phenotype, circadian-clock-deficient 
plants are observed to have seriously unusual behaviours, for example a loss of 
biomass leading to dwarf plants in toe] and ztl mutants [70], and extremely late 
flowering inprr7prr9 and gi mutants [71, 72]. 
In Arabidopsis, the circadian clock is entrained to environmental rhythms through 
perception of signals from the surroundings to the core oscillator via the input 
pathways. The most well characterised input pathway is relevant to light, for which 
involves photoreceptors PHYTOCHROME (PRY) A, B, C, D, E, and 
CRYPTOCHROME (CRY) 1 and 2 (reviewed in [73, 74]). The signalling pathway of 
light input is believed to be highly complicated and the molecular network linking 
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photoreceptors in the input pathway to the clock is not yet clearly described. 
Basic/helix-loop-helix factor (bHLH), PHYTOCHROME INTERACTION FACTOR 
(PIP) and PHYTOCHROME INTERACTION FACTOR-LIKE (PIL), are potential 
molecular components that connect the input pathway to the core clock, as these 
bilLil factors were shown to interact with PHY and the proposed core clock genes. 
PI173 that was found to interact with PHYA and PHYB binds to promoter of CCA] 
and LHY [74]. More evidence for PIF/PIL interaction with clock components was 
exhibited in the results of yeast two-hybrid and in vitro binding assay for PI173 and 
PILl (PIF3-LIKE 1), and TOCI [75]. The recent yeast two-hybrid results showed 
that TOC1 protein is also able to interact with PIL2, PI174, PIL5, and PIL6 proteins 
[76]. However, the loss-of-function mutants for either PIF3 or PIL6 demonstrated 
trivial alteration to circadian rhythms that indicates its indirect involvement in the 
core circadian clock. Perhaps, an alternative explanation would be the redundancy of 
the interface network between photoreceptors and clock, that cloud not significantly 
perturb by a single component mutation. 
The following are genes expected to be involved in the core circadian clock of 
Arabidopsis. 
(1) TIMING OF CAB EXPRESSION] (TOC]) 
Certain molecular components ofthe core circadian clock in plants were initially 
identified using a luciferase assay, in which firefly LUCIFERASE (LUC) reporter 
gene was fused to the promoter of the clock-regulated output gene (CHOLOPHYL 
A/B BINDING PROTEIN (CAB)) and its bioluminescence expression was monitored 
with a photon-counting video camera [77]. By employing this method to search for 
mutants expressing abnormal CAB::LUC rhythm, TOC] was identified as the first 
clock gene. TOC] encodes pseudo response regulator protein, which typically 
functions in protein-protein interaction rather than binding to DNA sequence [59]. 
Subtle mutant allele of TOC] (toc]-I) shortens period of the rhythms by 3 hours, 
while severely disrupting TOCJ (toc]-2) results in additional 1-2 hours shorter 
period rhythms with substantially reduced amplitude [78]. 
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TOC1 protein expression peaks at the middle of night, inconsistent with its mRNA 
level which broadly peaks at dusk and slowly decays through the night [79]. It has 
been shown that TOC1 protein degradation is a proteosome-dependent process where 
the rhythmic ZTL protein plays a major role in this regulation, as seen in constitutive 
TOC1 protein levels in the ni-i mutant. Though it is unclear how ZTL protein level 
is periodic with the constantly expressed mRNA level, the direct protein-protein 
interaction of ZTL with GI is found to be essential for stabilising ZTL protein and 
sustaining its oscillatory expression [80]. 
PSEUDO RESPONSE REGULATORs (PRRs) quintet 
The PRR family encodes pseudo response regulator proteins consisting of 5 
members: PRRJ (TOC]), PRR3, PRR5, PRR7 and PRR9, whose transcriptional 
expressions peak consecutively, starting from PRR9 in the early morning to PRR] at 
the end of the day [72]. The transcription of PRR9, a target of CCA 11LI/V activation 
[81], strongly responds to the light at dawn [82]. An individual mutation of genes in 
this family slightly affects the circadian rhythms by a ]-hour shortening or 
lengthening of the period, however, multiple mutations show severe effects, as 
observed by a 3-6-hour shortened period in the prr5prr7 double mutant, a 6-hour 
lengthened period in the prr7prr9 double mutant and arrhythmia in the prr5prr7prr9 
triple mutant (reviewed in [72]). 
CIRCADIAN CLOCK ASSOCIATED] (CCA]) and LATE ELONGATED 
HYPOCOTYL (LID') 
CCA] and LHY are partially redundant genes encoding MYB-related transcription 
factors that are suggested to bind to the evening element motif, often found in the 
promoter of evening-expressed genes [83, 84]. Selectively mutating either CCA1 or 
LI-/V slightly shortens the period of circadian rhythms (- 23 hours) and this effect is 
more pronounced in the lhy;cca] double mutant, demonstrating circa 17-hour period 
oscillations [71]. The transcriptional expressions of CCAI and LHY are also induced 
by light in the morning and reach a maximum level shortly after dawn, when they are 
postulated to repress TOC] transcription by binding to the evening element (EE) 
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motif in TOC1 promoter [851. There is also evidence that LHY and CCAI can 
activate the other clock-regulated genes containing EE motif or its conserved 
nucleotide sequence CCA1 -binding site (CBS), for instance PRR9 [81] and CAB [78]. 
GIGANTEA (GI) [64, 71, 86, 87] 
GI is a light responsive gene that is highly expressed in the late afternoon [86, 88]. 
The contributions of GI to flowering time and circadian rhythms were firstly 
investigated by Park et al [86] through the gi mutants. Interest in GI function in the 
core circadian clock has been increasing following its proposed a partial role of the 
hypothetical gene predicted by the mathematical model [17]. Gradually reducing GI 
function suggests the complexity of its roles in both central circadian clock and the 
relevant pathways [71, 88]. The varied consequenes are investigated from different 
allelic gi mutants, however, in general loss of GI function shortens the period of 
circadian rhythms [71, 88]. 
EARLY FLOWERING 3 and 4 (ELF3 and ELF4) [89-921 
ELF3 and ELF4 are both evening expressed genes that are required to maintain a 
normal circadian rhythm. ELF3 protein sequence contains motifs with unknown-
function, among which polyglutamine-repeat tracts (Q-repeats) are modules found in 
various transcriptional factors and co-factors. These Q-repeats may be a key factor 
controlling the interaction of ELF3 protein with the other partner proteins containing 
the Q-repeats. ELF3 may regulate multiple pathways including circadian clock, 
flowering time and light signalling through the interaction with different partners 
[93]. ELF4 is evidently involved in photoperiod perception [901 as well as ELF3 that 
holds function in mediating the circadian gating of light response and light input to 
the clock. Mutations of either ELF3 or ELF4 abolish the clock output rhythms (but 
CCR2 (COLD CIRCADIAN RHYTHM RNA BINDING 2; clock output gene) is still 
rhythmic in e1J3 under constant dark) [94], and speed up the time of flowering. 
Although these two genes are necessary for a normal circadian oscillation [92] and 
show similar role to TOC] in promoting LHY and CCA] transcription, more data are 
required to place them in the network. 
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LUXARRHYI'HMO (LUX) (also known as PHYTOCLOCKI (PCL]) [95]). 
LUX was identified from the screening for long hypocotyl phenotype mutants that 
give abnormal CAB2 expression in the subsequent luciferase assay. The reduction in 
LUX abundance by mutation severely affects amplitude and robustness of the 
circadian rhythms in both constant white light and dark conditions. LHY and CCA1 
were demonstrated to bind to the evening element motif of LUX, and shown their 
repressed level of expression in lux mutants, implying the similar molecular relation 
of LUX and TOG] to LHY/CCA] [96]. 
Other clock-related genes and processes 
Affected circadian rhythms were also found in an abundance of gene mutations, 
indicating many undefined clock components or clock relevant genes. Some of them 
suggest different ways of regulation beyond the transcriptional level. ZEITLUPE 
(ZTL) and protein kinase CK2 are instances of post-transcriptional regulation 
occurring in the Arabidopsis circadian clock. The former, ZTL non-rhythmic 
expression gene, encodes F-box protein that degrades TOC1 [79] and GI [80] 
proteins in a light dependent manner. Mutating ZTL results in very long period 
circadian rhythms (- 28 hours) [70]. The latter, protein kinase CK2 was suggested by 
)east two hybrid results that CK2 interacts with CCA1 in vitro and can 
phosphorylate CCA1, and disrupting CK2 function affects ability of CCA1 protein to 
from a complex with DNA [97]. Other clock-affecting genes affect the known 
components, but have no known biochemical functions (e.g. TIC (TIME FOR 
COFFEE) [98, 99j), or conversely have demonstrated biochemical functions but 
their targets in the clock are unclear (e.g. TEJ [100]). With increasingly high 
technology, a function genomics approach revealed a new clock component, GCA] 
HIKING EXPENDITION (CBE; a TCP transcription factor), and established its 
function as a molecular linkage between TOCJ and CGA]. CHE whose transcription 
is regulated by CGA], was found to interact with TOCI and bind to the CGAI 
promoter, indicating another feedback loop (CCA1/CHE) within the Arabidopsis 
circadian clock network [101] 
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1. 4.4 Mathematical models for circadian clocks 
Circadian clocks are complex systems with highly nonlinear dynamics, as they are 
comprised of a complicated collaboration of feedback loops. Moreover, the 
entrainment by light and other environmental signals makes the circadian clock 
systems even more elaborate. Dealing with a highly complex system as well as a 
large amount of data requires an integrative method that efficiently utilises the 
available data and represents it in a more intuitive form. Mathematical modelling has 
consequently been used to combine all information in order to mimic the behaviours 
of a system to gain a greater understanding of it. Initially a conceptual model derived 
from physics - the Van der Pol oscillator - was borrowed to be an analogue of the 
circadian clock to model the rhythmic behaviours resulting from it [102]. Exploration 
into biochemical based circadian clock models initiated with the Goodwin oscillator, 
representing the real beginning of current clock models [102, 1031. Goodwin (1965) 
proposed the first model describing the periodic behaviours controlled by a negative 
feedback loop operating at the molecular level inside cells. His results suggested that 
oscillations in biological systems may be determined by mutual interactions between 
controlled circuits of feedback loops, for which the complexity of the system is 
defined by the number of feedback loops (either positive or negative) and the degree 
of mutual interaction between the loops [104]. Circadian clock modelling thereafter 
relied on simple formal models in diverse studies while the molecular clock 
mechanisms themselves were unclear, until 1995 when Goldbeter developed a single 
feedback loop model for the Drosophila's circadian clock consisting of a single gene, 
per [103]. By modelling a minimal-component model for the circadian oscillator, 
Goldbeter proposed that the required time delay in the Drosophila circadian 
regulation depends on the multi-phosphorylated PER protein [103]. The importance 
of a time delay in circadian regulation was then studied explicitly by Smolen [105], 
though without molecular detail. Later Goldbeter et al developed a more detailed 
single-loop circadian model for Drosophila including the new gene tim and 
introducing light entrainment [1061. Moreover, they demonstrated that a theoretical 
model for the Neurospora's circadian clock could be constructed through slight 
adaptation of the Drosophila model, indicating a common framework/mechanism 
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underlying the circadian oscillator in both species [102]. Although the developed 
models could describe many behaviours of these systems, they were not sufficient in 
clarifying various observations obtained from experiments. A more complicated 
interlocked feedback loop model of the Drosophila circadian oscillator was then 
proposed by Ueda and his colleagues [13], based upon molecular data that 
demonstrated the interlocking circuit structure. Similar forms of interlocked feedback 
loop models also provide a good fit for circadian clocks in mammals [69, 1071. 
Even though models for circadian rhythms had been iteratively developed over 
nearly a decade, none of the above directly included experimental data into the 
model for comparison. One reason may have been that only a few suitable data sets 
were available during that period of time. Current high-throughput technologies 
together with high resolution techniques have generated an abundance of very useful 
data that allows easy, acquisition of crucial information on the systems. Forger and 
Peskin [19] therefore constructed a detailed predictive model of the mammalian 
circadian clock, the first model that attempted to directly fit simulation to 
experimental rhythms. The developed clock model within the cells of the SCN 
provided simulations that fit well with the expression profiles of PER], PER2, CRY] 
and CRY2 mRNAs and proteins measured from SCN and liver cells under constant 
darkness (Data are presented in [108, 109]). Furthermore, they included stochastic 
effects in their later version of model whose results indicated more precision to the 
real behaviours [25] of a circadian clock in individual cells. This stochastic model 
provided a unique situation to study the effect of molecular noise on circadian clock. 
Also, unexplainable phenomena in deterministic model can be clarified in the 
stochastic version, for example the rhythmicity of the circadian clock in the Per2 
mutants [19, 25]. 
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1. 4.5 Mathematical models for Arabidopsis circadian clock 
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Figure 1.5 Model topology of the Arabidopsis circadian clock: (a) and (b) one-loop 
[16], (c) two-loop [17], (d) three-loop [18], and (e) four-loop [39] models. 
A series of Arabidopsis circadian clock models has been constructed following the 
proposal of its molecular network. The first model of the Arabidopsis circadian clock, 
called the one-loop model (Figure 1.5a) [16], was inspired by a hypothetical single 
negative-feedback-loop of LHY1CCA1 and TOCI, where LHY/CCA / activated by 
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TOG] in the evening in turn represses TOG] expression in the morning [78]. The 
simulations of this minimal model suggested an undefined time delay between the 
activation of TOG] to LHY/GGA 1, which was later postulated as a hypothetical 
transcription factor X, corresponding to non-identified ftmction of TOC1 to bind to a 
promoter element (Figure 1.5b) [16]. There are many candidates that fit the predicted 
rhythm of X. These currently considered to be the most plausible choices of X are 
LUX, GHE, ELF3 and ELF4, as these genes are rhythmically expressed at roughly 
the correct phase and lux, eV, and elf4 mutants show circadian arrhythmia with low 
GGA] and LHY expression indicating a potential role in the core oscillator [96]. 
However, there is as yet not any robust evidence defining all components of X. 
While the simulated results of the one-loop model successfully described 
experimental expressions of LI-IY/GGAI and TOG] in the wild-type, it failed to 
imitate mutant data, for example short period oscillations observed in the lhy;cca] 
double mutant plant [16, 17]. To match these data, Locke et al. (2005b) [17] derived 
a second model (the two-loop model) through addition of a new loop with a 
hypothetical gene '1", interlockingly attaching to the original loop at TOG] (Figure 
1.5c). Simulations of the two-loop model can match additional experimental data, 
including the lhy;cca] double mutant. A further molecular genetic study of the 
modelled circadian clock network suggested that GI gene plays a partial role of Y in 
the two-loop model [17] and this notion has been evidently supported: the clock-
deficient phenotype of gi mutant [71, 881, correspondence of GI and Y expression 
profiles [17], and very recent experiments in the Millar and Hall groups (data not 
shown); PRR5 is another candidate for Y that is expected to cover the remaining 
functions, however, the double mutation of PRR5 and GI implied insufficiency of 
both genes to fulfil the Yrole in the two-loop model [110]. 
Further models for the Arabidopsis circadian clock were established aiming to 
include results on the prr7prr9 double mutant [81] as well as the toci [78] mutant, 
datasets indicating the limitations of the two-loop model. Several studies into the 
functions of PRR 7 and PRR9 in the circadian clock [72, 81, 111] led to two extended 
models, a three-loop (Figure 1.5d) [18] and a four-loop (Figure 1.5e) [39] model. 
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The former associated PRR9 and PRR7 as a single component (PRR719 in Figure 
1.5d) and linked it to the two-loop model at LHY/CCAJ through a negative feedback 
loop [18], whereas the latter modelled these two gene separately by connecting them 
to the LHY/CCAJ via independent loops (Figure 1.5e) [39]. Despite both models 
possessing a capacity to simulate the target data, the prr7prr9 double and toci 
mutants, the dissimilar manners in which new components were added differentiate 
their features, including complexity, robustness and the adaptability to match plant 
behaviours [18, 391. However, the four-loop is a rather complicated (huge parameter 
numbers) model for an intensive mathematical analysis allowing comparison of its 
feature with the previous models. Together with its high similarity to the three-loop 
model with respect to the circuit structure as well as modelled components and their 
relations in the network, the three-loop model is therefore adopted in most of the 
analyses as representing a class of the multiple-loop model in a comparison of the 
Arabidopsis circadian clock models. 
1.5 Flowering regulation 
The seasonal flowering of plants is controlled by a combination of developmental 
factors and environmental conditions, primarily photoperiod (day length) and 
temperature, which ensure that seed production and seedling growth occur under 
favourable conditions. It has been shown that the same species of plants will flower 
differently under distinct photoperiods, whereas different species flower at different 
times under the same photoperiod [65, 112-117]. The phenomena of how plants 
determine when to flower has led to the study of the photoperiodic pathway of plant 
flowering, and such a circumstance was firstly described by photoperiodism. The 
photoperiodism, which was originally illustrated by Garner and Allard, is a 
phenomenon that allows plants to perceive seasonal changes by measuring the length 
of light or dark interval [65, 118]. Two conceptual models were created to explain 
the regulation of flowering by photoperiodism: the external coincidence model 
(Figure 1.6a) proposing that flowering occurs only at a time when the phase of the 
internal rhythm (circadian) and the external environmental rhythm coincide [119, 
120], and the internal coincidence model (Figure 1.6b) presuming that plants flower 
when two differentially-entrained internal clocks are brought into phase with one 
another by the external environmental rhythms [121]. Accordingly, plants are 
classified into short-day (SD) and long-day (LD) flowering plants based on the 
photoperiods inducing their maximal flowering activity. Arabidopsis is an example 
of an LD plant. High expression of the flowering regulator (CO in Figure 1.7b) 
coincides with light only under long photoperiod conditions where it is permitted to 
activate the transcription of the flowering inducer (FT in Figure 1.7b), resulting in a 
floral transition. In the same manner with less clear mechanism, rice flowering in 
short photoperiod conditions is categorised as a SD plant (Figure 1.7a) [65]. Herein, 
the coincidence of rice flowering-regulator expression (Hdl in Figure 1.7a) and light 
under short photoperiod is essential to promote floral transition through its flowering 
inducer (Hd3a in Figure 1.7a). 
a External coincidence model 
Flowering 
b 	Internal coincidence model 	 (LD Plant) 
Flowering 
(LID Plant) 
Figure 1.6 The proposed models of photoperiod measurement: (a) the external 
coincidence model - the seasonal flowering time is a result of the overlapping 
between the presence of the external light and the endogenous rhythms, which are 
generated by a light entrained clock, and (b) the internal coincidence model - 
external light functions in entraining at least two endogenous clocks generating 














Figure 1.7 A diagram showing the qualitative models of the photoperiod pathway 
under short-day and long-day conditions in (a) rice and (b) Arabidopsis [65]. The 
plots demonstrate the expression level of flowering regulators under photoperiods 
(I-Id] in rice and CO in Arabidopsis), the coincidence of which and diurnal light is 
crucial for inducing the transcription of flowering promoters (Hd3a in rice and FT in 
Arabidopsis), leading to the distinct time of flowering in different types of plants 
growing in varied photoperiods. phy denoting Phytochrome demonstrates the 
influence of photoreceptors, which function in mediating light signal to the systems, 
onto the expression of flowering regulators. 
1.5.1 Arabidopsis (an L  plant) 
Arabidopsis has been used as a model plant in many studies due to its available 
genome information and progressively generated data. For photoperiodic flowering 
regulation, Arabidopsis is typically referred as a representative of LD plants, whose 
molecular genetic network were recently reviewed by Blázquez (Figure 1.8) [123]. 
With collaboration to circadian clock, light and temperature regulate flowering 
through photoperiodic (red in Figure 1 .8), vernalisation and autonomous (blue in 
Figure 1.8) pathways respectively, whilst nutrients (purple in Figure 1.8) and 
gibberellins hormone (orange in Figure 1.8) manipulate the flowering time in 
separate pathways. The photoperiodic pathway is likely to be the well-characterised 
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pathway among the flowering regulation in the Arabidopsis plant, in which 
CONSTANS (CO) and FLOWERING LOCUS T(FT) are the main players. 
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Figure 1.8 A network of genes involved in various pathways of flowering regulation 
in Arabidopsis [123]: Photoperiod (red) and light quality indicating crowding by 
other plants, vernalization (blue) extending cold temperature in winter, nutrients 
(purple), and gibberellins plant hormone(orange). 
The intensive study of the photoperiodic pathway during recent years has led to the 
identification of numerous related genes and revelation of a more detailed molecular 
mechanism. With regards to the external coincidence model, FKFI (FLA VIN-
BINDING, KELCH REPEAT, F-BOX 1) was found to be an additional complication 
of the external coincidence phenomenon in Arabidopsis flowering regulation to 
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which appears in CO and FT expression as presented earlier (Figure 1.7b) [124]. 
Mechanistically, Imaizumi et al described how plants regulate flowering time by the 
coincidence of light and temporal levels of FKFI, CO, and FT expression (Figure 
1.9a) [124]. FKFI, an F-box protein encoding gene, which was originally 
characterised from an extremely late flowering mutant,Jkf/ [125], was demonstrated 
to promote the CO expression in the afternoon of a long day by controlling the 
abundance of CO inhibitor, CDFI (CYCLING DOF FACTOR 1, a Dof transcription 
factor) [126]. It was later found that FKF1 and GI form a protein complex which 
subsequently degrades CDF1 protein at the end of the (long) day resulting in 
derepressed CO expression, as seen an evening peak in CO expression in Figure 1.9b 
[127]. Without the corresponding photoperiod, the aforementioned mechanism of 
rising FT expression does not occur, delaying flowering time under short days. The 
other two genes sharing the same family with FKFJ, LOV KELCH PROTEIN 2 
(LKP2) and ZEITLUPE (ZTL) were also investigated in the similar manner, however, 
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Figure 1.9 Scheme demonstrating the molecular mechanism for photoperiodic 
flowering in Arabidopsis, according to the external coincidence model in which the 
corresponding time of light and the clock-controlled level of expression is necessary 
to trigger floral transition. This figure is borrowed from the two publications: (a) 
Imaizumi et at (2003) [124] and (b) Sawa et al. (2007) [127]. 
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Furthermore, the study of tissue-specific gene expression conferred a sophisticated 
mechanism on how FT protein induces flowering transition at the apical meristem, as 
its high-level of transcription is associated with the phloem tissue in leaf [128-130]. 
FT mRNA, whose temporal abundances contain the response to the perceiving 
photoperiod, was initially proposed to be a distant floral signal (called florigen; 
moving from leaf through phloem to the shoot apex) [1311, until recent data showed 
that FT transcripts are required only transiently in the leaf [129]. In contrast, the FT 
fusion proteins were demonstrated to be specifically expressed in phloem cells and 
move along the distance to the shoot apex, indicating its long-distance signalling 
function (Figure 1.10) [129]. 
Figure 1.10 Diagram illustrating the long-distance signalling for floral transition at 
the shoot apex. FT proteins expressing in the leaf vascular tissue move along the 
phloem to the shoot apex where they induce floral transition. This figure is borrowed 
from the recent review publication [130]. 
25 
jLXl4: I 	ZTL\ 
— 	 -' 	 FKF 
RFI2 
VEGETATIVE 	 'I____ 	
COFI 
	F ------------ - 
co 
FLOWERING 
Figure 1.11 The scheme demonstrating the communication between the circadian 
clock and photoperiodic flowering pathway drawn according to the available 
information in the literature. The dash lines indicate the possible connections 
between the two pathways summarised from various publications which are denoted 
from (a) to (f): (a) Mizoguchi et al., 2005 [71], Niwa et al., 2007 [132] (b) 
Nakamichi et al., 2007 [133] (c-d) Ito et al., 2008 [134] (e) Chen etal., 2006 [135] 
and (f) Sawa et al., 2007 [127]. 
While the molecular mechanism of flowering regulation becomes less ambiguous, 
another competing question is how the circadian clock communicates and conveys 
the rhythmic signal to the flowering pathway (photoperiodic pathway). Many 
molecular genetic studies have focused on the consequences of clock-gene mutation 
on flowering phenotypes, for instance late flowering in toci and gi mutants [71, 134], 
and early flowering in lhy,ccal double mutant [71]. Figure 1.11 is an illustration of 
the interactions between circadian clock and photoperiodic pathway summarised 
from various studies [71, 127, 132-135]. LHY, CCAJ, TOCJ genes function as the 
negative flowering regulators giving early flowering phenotype in the transgenic 
plants, whereas PRRs and GI play antagonistic role by positively regulating 
flowering time, as observed by a late flowering phenotype in their mutations. These 
clock genes do not work independently, but they mutually regulate the flowering 
pathway in hierarchical manner with a high degree of redundancy. GI is found to be 
essential for the repression of LHY and CCAJ onto a flowering regulator [132], 
whilst TOCI seems to play a bipartite role, retarding time to flower via LI-if and 
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CCA I activation, and shortening flowering time by inhibiting CDFI independent of 
GI [134]. Despite a high possibility of having more connections in real plants, the 
current results highlight the importance of GI and CDF1 in bridging the circadian 
clock and photoperiodic pathways, 
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Figure 1.12 The flowering regulation in rice: (a) the comparison of flowering 
regulation in rice SD plant and Arabidopsis LD plant. The floral transition in rice is 
mainly regulated by photoperiodic pathway through Hd3a and RFTJ, whereas the 
same process in Arabidopsis is elaborately controlled by at least four pathways 
(photoperiod, vernalization, autonomous, and gibberellin pathways) through various 
floral inducers, FT, TSF (TWIN SISTER OF FT), SOCI (SUPPRESSOR OF 
OVEREXPRESSION OF CONSTANS 1) and LFY (LEAFY), (b) the molecular 
network of photoperiodic flowering regulation in rice. Under SD conditions, Hd3a, 
an activating target of Hdl and EHdI, is the primary flowering promoter in rice, and 
once the main activator is deficient, RFTJ is postulated to substitute Hd3a function. 
Under LD condition, both flowering activators are suppressed [136]. 
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The existing genome facility of rice has allowed it to become a model for plants that 
flower preferentially under short-day conditions, or SD plants. Compared to 
Arabidopsis, flowering regulation in rice is much simpler, as it is primarily regulated 
by the effect of light duration through the photoperiodic pathway instead of the 
combination of various regulatory networks found in Arabidopsis (Figure 1.12a). 
However, a molecular-based understanding of flowering regulation is less clear, so 
fewer genes have been identified to function in this pathway. Heading date] (Hdl) 
and Heading date3a (Hd3a) identified from Quantitative Trait Loci (QTL) [116, 
1371 are important genes in controlling flowering time of rice under photoperiods, 
though several genes were introduced in an attempt to explore a new photoperiodic 
flowering relevant gene, for instance Early heading date I (Ehd]) [112], Heading 
date 6 (Hd6) [138], RICE FLOWERING LOCUS Ti (RFTJ; a close homolog of 
Hd3a) [136], and photoperiod sensitive (seS; a gene controlling phytochrome 
chromophore synthesis) [139]. Interestingly, it was found that genes in charge of 
photoperiodic flowering pathway are highly conserved among the different 
photoperiod-sensitive plants [116]. A number of ortholog genes have been 
discovered in Arabidopsis LD and rice SD plants, among which CO/Hdi and 
FT1Hd3a are the most important pairs in this pathway [137, 1391. In contrast to the 
genetic conservation, the study of hdi mutant in rice suggested that Hdi may be a 
negative regulator of Hd3a under LD condition [140], unlike the positive interaction 
between CO and FT in Arabidopsis. Under SD condition, Hd], Ehdi or the other 
flowering activators may induce rice floral transition through either Hd3a or RFT], 
which was found to replace Hd3a function in Hd3a-deficient rice (Figure 1.12b) 
[136]. The different regulation of FT/Hd3a by CO/Hdl in rice and Arabidopsis was 
thus proposed to be the cause of different photoperiodic flowering behaviour in the 
plants [65, 114, 140]. Nonetheless, no study has confirmed that the single difference 
between the positive regulation of CO to FT and negative regulation in the case of 
Hdi and Hd3a [113, 114, 120, 140-1421 is the source of the different flowering 
response. Alternatively, EhdI which was reported to confer short-day promotion of 
rice flowering, might be the other factor leading to that phenotype [112]. 
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As a matter of information scarcity, studies into flowering regulation in rice have 
partially been conducted through the hints from Arabidopsis research. Data on the 
rice circadian clock may be insufficient to schematise a relation between the 
endogenous clock and flowering pathway, but the latest investigations on floral 
transition signalling reveal a potential rice florigen. Similar to FT protein in 
Arabidopsis, Hd3a protein was found to be a mobile flowering signal in rice moving 
from the induced leaf to the shoot apex and causing flowering [143]. 
1.53 Modeling of flowering regulation 
The genetic network of flowering response to light, temperature and hormones 
shown in Figure 1.8 is an example of a qualitative model of the flowering pathways. 
More detailed genetic networks of Arabidopsis flowering control were published by 
Blazquez [123] and Simpson et al [144] and recently reviewed by Imaizumi and Kay 
[145]. In parallel to the reconstruction of the qualitative models, quantitative models 
of flowering regulation have been developed in various manners [146, 147]. Some of 
the mathematical models were developed according to simplified genetic pathways 
to study a specific behaviour, while others were built on the basis of a fully 
complicated network to observe the overall behaviour of the system. A fundamental 
idea underlying models for photoperiodism mostly followed the external coincidence 
concept, which currently has more supported evidence than the internal coincidence 
model (Figures 1.6). Using the simple genetic network adapted from Cremer and 
Coupland (2003).[141 ], shown in Figure 1 .13, and gene expression levels, Oosterom 
and his colleagues succeeded to dynamically model the transition to flowering. Here, 
the hourly expression of CO was estimated and used to calculate the daily expression 
of CO RNA which implies the time to anthesis [146]. 
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Figure 1.13 The genetic network of flowering regulation adapted from Cremer and 
Coupland (2003) [141] used in Oosterom's work [146]. 
Figure 1.14 The genetic network of flowering regulation used in Welch's work is 
based on the Simpson et al. (1999) model [144]. Gene names are boxed. L and D 
stand for light length and days after planting. liii is integration node of various 
flowering regulation inputs. 
On the other hand, Welch and his colleagues applied neural networks to model 
flowering time control in Arabidopsis using the genetic network proposed by 
Simpson et al. (1999). Welch's model includes the effect of temperature 
(autonomous pathway) on flowering time as well as the photoperiod (Figure 1.14) 
[147]. Sets of data collected at 16 °C and 24 °C were used to train the model and the 
trained model generated an accurate prediction of flowering time in both conditions. 
The neural network is an efficient modelling technique if there is a sufficient amount 
of good quality data for training a model, as exemplified in this flowering network. 
According to all of the above, the modelling work supported the qualitative model 
all 
contributed by the existing genetic information, suggesting that in future, a gap in the 
qualitative model might be filled by the help of model simulation. 
1.6 Outline of thesis 
The circadian clock is a fundamental biological system in living organisms that has 
been found to control many biochemical processes affecting their phenotypes. 
Particularly, the circadian clock in plants is shown to be involved in metabolism (e.g. 
starch biosynthesis), development (e.g. hypocotyl elongation) and growth (e.g 
biomass), and reproduction (e.g flowering transition) of plants. Understanding the 
circadian clock mechanism and its downstream effects will be highly beneficial in 
various prospects, including agriculture, crop design, and plant diversity. This work 
thus aims to give insight into the molecular behaviours of the Arabidopsis circadian 
clock network, specifically on the core oscillator, through mathematical modelling 
and computer-aided techniques, which are developed in parallel to the increasing 
amount of data. The first parts of the thesis focus on finding the plausible circuit 
structure of the model for describing the circadian clock system, according to both 
model behaviours (fitting to time-series of the molecular expressions) and properties 
(adaptability, robustness and entrainability). The main analysis method used here, 
consistent robustness analysis, was newly developed to avoid the weaknesses of 
existing approaches (e.g parameter-dependence) and to match with our system. The 
knowledge obtained has contributed towards a new tentative model of the 
Arabidopsis circadian clock, described in the later part of the thesis. Finally, we 
present the application of the constructed clock models in simulating the flowering 
regulation. The results of the study extend the boundary of the current circadian 
clock research. Besides the biological comprehension, this work introduces an 
alternative robustness determination strategy (CR4, Consistent Robustness Analysis) 
as a benchmark for model analysis and plausibility evaluation. The resulting new 
model of the Arabidopsis circadian clock, moreover, allows us to address the 
hypotheses which have led to new experimental designs for starting a next cycle of 
the systems biology wheel. 
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Study on model structure of the core oscillator facilitating the robust 
circadian rhythm generation (Contribution of model complexities to the 
model plausibility based on the sensitivity and robustness, Chapter 3) 
Investigation on the model properties of the existing Arabidopsis circadian 
clock models (Sensitivity/robustness analysis of Arabidopsis circadian 
clock models, Chapter 4) 
Extension of the current model, to propose a new model of the Arabidopsis 
circadian clock (Extending Arabidopsis circadian clock model according to 
sensitivity and robustness analysis, Chapter 5) 
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Study on a circadian clock output pathway, the photoperiodic flowering 
regulation pathway, allowing the used of the developed circadian model in 
regulating the output rhythm (Models of flowering regulation in different 
photoperiods, Chapter 6). 
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Model fitting to data and model analysis 
In this chapter, we introduce the modelling approach and analysis used throughout 
the systematic study of the Arabidopsis circadian clock. The developed method is the 
first in the literature that capably fits simulations of the Arabidopsis circadian clock 
models directly to the corresponding experimental data, rather than to semi-
quantitative measures abstracted from the data. Besides fitting the model to data, we 
develop Consistent Robustness Analysis (CRA) to evaluate the plausibility of a well-
fit model by matching characteristic properties (sensitivity and robustness) of the 
model to those expected of a real system. The outcomes of CRA are not only useful 
in mathematical validation of the model, but they also facilitate the understanding of 
how the model is dynamically controlled. This chapter mainly describes the 
methodology of the developed methods, covering the method of fitting to data where 
the created cost function (A q ) is used as an evaluation function in the subsequently 
developed sensitivity analysis, and the procedure to calculate consistent robustness of 
a model (CRA). The results of model fitting to data for the published Arabidopsis 
circadian clock models are included here in section 2.2.5, whilst the results of CRA 
for those models are described later in Chapter 4. 
This chapter is based on the submitted manuscript to BMC Systems Biology under the 
title "Consistent robustness analysis (CRA) identifies biologically relevant properties 
of regulatory network models", Treenut Saithong, Kevin J. Painter, and Andrew J. 
Millar. 
2.1 Introduction 
2.1.1 Parameter search through optiinisation 
ci) 
0 
X1 	 Parameter 	 X2 
Figure 2.1 Possible landscape of the parameter space. Minima (a, b, c, d and e) may 
be widely located throughout a complex landscape. In order to reach the global 
minimum (b), the optimisation procedure must be able to escape local minima (a, c, d 
and e) and also intensively search in a narrow area. A combinatorial optimisation 
approach is required to achieve this search. 
Optimisation is a process to find a suitable parameter set for a designed system. 
Through minimising or maximising an objective function, optimisation is expected to 
provide an optimal parameter set located at an extremum (maximum or minimum 
point) in the parameter space that could be either a global (the highest or lowest 
objective function value) or local extremum (the highest or lowest objective function 
value within in the finite neighbourhood area) [351. Generally, the global extremum 
(b in Figure 2.1) is the target of an optimisation, for instance, the global minimum of 
the filling cost function that gives a best-fit parameter set; yet, the global extremum 
may be hidden by local extrema (a, c, d and e in Figure 2.1) in a complex parameter 
surface as exemplified in Figure 2.1: to reach the global minimum (b in Figure 2. 1), 
effective optimisation algorithms are required that weed through these local extrema 
to find the global minimum. Such an algorithm is affected by many factors, including 
the size of a model, the range of the parameters, and the complexity of the cost 
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function. Furthermore, it is worth noting that sometimes the global minimum may be 
not the best solution, if it is located in highly unstable or sensitive region; in this case 
a more robust local minimum (e.g. c in Figure 2.1) might be a better solution. The 
following is a brief description of the available optimisation methods and sensitivity 
analysis methods, while the concept of cost function formation is summarised in the 
parameter optimisation section (Section 2.2.3). 
Optimisation processes are basically divided into two main classes, constrained 
(confining the area of exploration) and unconstrained (having no prerequisite) 
optimisations, for which unconstrained optimisation is more popular, as it is hard to 
reasonably constrain the searched area without any biases. Various well-established 
unconstrained optimisation methods can be found in numerical textbooks: golden 
section search method (linear interpolation), Brent's method (parabolic interpolation), 
and search with first derivative are well-known optimisation algorithms for a one-
dimensional problem (one searched variable), whereas the downhill simplex method, 
Powell's method, and conjugate gradient method are applicable for multidimensional 
problems (more than one searched variables) [35]. 
Often, multidimensional optimisation is introduced to seek a solution parameter set 
for a complicated system, as direct measurement of all necessary parameters are 
rarely available in even the best-studied biochemical systems. The downhill simplex 
method initiated by Nelder and Mead in 1965 [148] has been employed as a quick 
and easily implemented method following a random search, which is an intuitive 
method creating high computing burden yet with low result accuracy to reach the real 
optimum. The method, so called Nelder and Mead simplex optimisation, has 
geometrical naturalness in which the next point of the search relies on the adjustment 
of the simplex (a geometrical figure of N+1 points in N-dimension problem). The 
downhill search is typically terminated at a defined cycle or step of the 
multidimensional algorithm. For similar solution accuracy to reach the exact 
optimum, Powell's method [35] shows higher efficiency than the aforementioned 
methods with respect to computational time by performing a search in a particular 
direction for each parameter (successive line minimisation). While conjugate 
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gradient method falls under the same general schema of line search as the Powell's 
method and advantage in a small storage requirement, it slowly converge and may 
take longer computational time resulting from the explicit calculation of the objective 
function gradient during the direction search. 
Further optimisation methods have been developed for the daunting task of dealing 
with a large-scale search problem, among which the simulated annealing method has 
attracted significant attention. The principle behind the simulated annealing method 
lies in an analogy to the thermodynamics of cooling/freezing liquid to a solid or 
crystal whereby a slowly cooling process (annealing) is essential to provide ample 
time for the atomic reorientation in a low energy-state crystal. Metropolis et al 
(1953) [149] first incorporated this concept into a numerical algorithm that simulates 
the thermodynamics of the .system by changing the system configuration according to 
the varying energy and temperature. Implementing this algorithm requires the 
following elements to be defined: 
• a description of system configurations; 
• a generator of random changes in the configuration; 
• an objective function that is related to the energy in the algorithm; 
• a controlled temperature schedule for how to reduce the temperature of the 
system; 
the numbers of cycles to terminate the optimisation process (number of 
annealing steps). 
As the searching direction can go either uphill or downhill according to the 
temperature and energy at the considered state, this method is able to perform a 
global search that capably escapes local minima located throughout the parameter 
surface. While simulated annealing successfully solves highly stochastic problems, 
such as the travelling salesman problem [1501, it is a costly optimisation method 
when applied to complicated systems with an intricate and boundary-free parameter 
space. 
Competing optimisation approaches are computational-based methods, which 
provide reasonably accurate solutions while minimising computational burden (i.e. 
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time and memory), for example genetic algorithms and particle swarm. The genetic 
algorithm approach is a heuristic global search inspired by the evolution biology of 
inheritance, mutation, selection, and crossover. Advantages to the genetic algorithm 
lie in its capacity to handle the search of a complex fitness landscape in which the 
searching point is moved away from local minima towards the global one [151, 1521. 
Particle swarm is a stochastic optimisation algorithm based on social-psychological 
principles [153]. It is currently highly attractive due to its acceptable accuracy, 
highly efficient algorithm, and capacity for applied applications. Moreover, this 
method can be parallelised in the computer cluster to speed computation. Both of the 
computational-based methods exemplified here have been increasingly applied to 
modelling of biological systems, such as identifying the parameters of a model for 
fission yeast cell cycle by genetic algorithms [154] and comparing synthetic 
networks imitating flowering regulation in Arabidopsis by particle swarm 
optimisation algorithm [155]. 
Despite an abundance of developed optimisation methods, there is no concrete 
evidence that identifies a single best method suitable for all applications. Since all 
sequentially introduced optimisation procedures have been developed according to 
the accuracy of the solution, the ability to deal with large systems and their 
computational efficiency (and, recently, repeatability or precision), a recent strategy 
of combinatorial optimisation algorithm is developing. The combinatorial 
optimisation algorithm combines available or newly created methods, integrating 
their advantages to accomplish a specific purpose [156-159]. 
2.1.2 Existing methods of robustness/sensitivity analysis 
In general, robustness means the persistence of a system's behaviour in the face of 
perturbations or varying conditions, in contrast to sensitivity which denotes the 
capability to react to these alterations [160]. Robustness and sensitivity are 
theoretically mirrored entities and are often mathematically defined as the inversed 
value of each other (i.e. robustness = 1/sensitivity or sensitivity = 1/robustness) [24]. 
Sensitivity, in principle, is assessed by quantifying alterations in system 
"performance" with respect to the magnitude of the specific perturbation. In reality, 
sensitivity is evaluated by various means, including measurement of the width of the 
parameter span that gives a normal system performance [161]. Selecting the 
"performance indicator" to observe the changes in system characteristics is thus of 
equal importance to the strategy of assessment. For an oscillatory system, such as the 
circadian clock, period of the oscillation is generally used as an observed 
performance indicator of the system [30]. In fact phase and amplitude are also key 
characteristics that represent normal oscillation under the entrained conditions found 
in nature. As clocks are always entrained by the surrounding environment that sets 
phase of the generated oscillation, required for a punctual timing regulation of the 
overt rhythms or periodic phenotypes, e.g hypocotyl elongation, phase of oscillation 
should not be neglected in all investigations of circadian clock performance. Mis-
timed oscillation, indicating abnormality of the circadian oscillator, has been shown a 
severe effect on the regulated phenotypes, as illustrated late flowering or dwarf 
growth in plants [70]. Incorporating these characteristics together into a sensitivity 
analysis significantly increases the accuracy and reliability of the measurement for 
inspecting the altered behaviour meaning to the fundamental biology of the circadian 
clock; yet, it also substantially elaborates the calculation process [162]. 
Robustness is found to be an essential property for biological systems describing 
their ability to maintain their normal functions, performances and phenotypes in the 
face of perturbations. A number of methods have been created to investigate the 
robustness of the systems. Often these methods are strategically distinct, and can be 
categorised into three main groups: mathematical-based methods, system- or 
application-based methods, and objective-based methods. Mathematical-based 
methods (for instance bifurcation analysis and control analysis) are initiated from 
fundamental mathematical principles, enabling their application to broad systems. 
Bifurcation analysis qualitatively explains the robustness of the system through 
identifying the critical point where the system loses its usual performances [26, 361, 
while control analysis assesses the robustness of the system quantitatively by 
introducing infinitesimal perturbations to the system [46-49]. Although control 
analysis was originally created for the analysis of steady-state systems, this method 
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has recently been extended to evaluate the robustness of oscillating systems [163]. In 
the second group, application-based methods, the calculation is designed to facilitate 
an examination of the system being analysed, for example sensitivity analysis on the 
phase and period of circadian rhythms. Isochron-based phase response analysis 
determines robustness of the circadian clock system in particular by measuring the 
changes in phase of oscillations due to perturbations [162], and singular value 
decomposition (SVD) evaluates robustness according to the perturbed period of 
oscillation [42]. SVD is also found to be used in a general oscillatory application 
relating to a period evaluation [42]. Finally, objective-based methods are a group of 
robustness analysis procedures developed to achieve a specific purpose or a proposed 
target of improvement. These methods are almost always combinatorial approaches 
with a multi-step procedure. Mathematical analysis for robustness (MAR), for 
example, was proposed to assess robustness of biochemical systems independent of 
used parameters through repeated calculations of robustness across all possible 
parameter sets of the system [55]. MAR may provide reliable and unbiased results, 
yet this method is computationally expensive, preventing its application to a large 
system. 
2.2 Modelling by fitting to data 
Modelling by fitting to data is a method to correlate simulations of a hypothetical 
model to the real measured behaviours of a studied system. The optimisation process 
identifies parameter sets that minimise an appropriate cost function: a set of criteria 
or desired properties that a "good model" should satisfy. The cost function typically 
compares or quantifies the mismatch between behaviour of the model and the real 
system, for example matching the simulations to experimental data sets and/or 
qualitative criteria developed from the observation [16]. As more data on the 
Arabidopsis circadian clock has been published recently, it is highly possible to 
perform a direct comparison of the model simulations to the measured behaviour of 
the real system. The modelling by filling to data described here is divided into five 
parts: (I) description of the model, (2) normalisation of experimental data, (3) 
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parameter optimisation, (4) computational methods, and (5) results of fitting the 
model to data. 
22.1 Descrition of the model 
Three models of the Arabidopsis circadian clock (the one-loop, two-loop, and three-
loop) shown in Figure 1.5 (Chapter 1) were remodelled by fitting the simulations to 
experimental data using our developed procedure (see more detail in section 2.2.3 
and 2.2.4; Appendices A.2.1-A.2.3). The development of these Arabidopsis circadian 
clock models is based on the central dogma of the molecular genetic mechanism in a 
cell. The models are divided into nuclear and cytoplasmic compartments where 
mRJ'JAs are transcribed and proteins are translated, respectively. In the same manner 
as generally found throughout the literature for various circadian clock models [69, 
102], each of the studied Arabidopsis models employ simple biochemical kinetics to 
describe the contained molecular processes: Michaelis-Menten kinetics for 
degradations of mRNAs and proteins and Hill functions for the transcriptional 
activity. The transportation of molecular entities through the nuclear membrane is 
simply represented through mass action kinetics, due to a scarcity of concrete 
evidence concerning this process. The first model of the Arabidopsis circadian clock 
(the one-loop; Appendix A.2.1) contains only one pair of positive (TOCI) and 
negative (LJ-JY/CCAI) regulators forming a single negative feedback loop, while the 
later models include more components in a multi-loop fashion, known as the two-
loop (Appendix A.2.2) and three-loop (Appendix A.2.3) models. The full 
descriptions of these models can be found in Locke et al., 2005a; 2005b; 2006 [16-
18]. Table 2.1 summarises the characteristics of the Arabidopsis circadian clock 
models studied in this work. 
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Table 2.1 The characteristics of Arabidopsis circadian clock models 
One-loop model Two-loop model Three-loop model 
Descriptions (Locke et al., (Locke et al., (Locke et al., 
2005a) [16] 2005b) [17] 2006) [18] 
No. of known genes 3 3 5 
(LHIY/CGA], (LHY/CCA], (LHY/GCA], 
TOG]) TOG]) TOG], 
PRR 7/PRR9) 
No. of hypothetical - 2 2 
genes  (X and Y) (Xand}) 
No. of equations 7 13 16 
No. of variables 7 13 16 
No. of parameters 25 1 	58 74 
2.2.2 Norma//sat/on of experimental data 
The quantitative gene expression profiles of LH1 GCA], TOG], PRR7, PRR9, and 
(31, were collected from all possible sources to avoid any bias associated with fitting 
the model to the results from a particular laboratory. The gathered time-series of 
mRNA expressions were measured by various techniques including Northern blot, 
real time RT-PCR and indirectly via the Luciferase reporter gene assay. For the wild-
type background, the mRNA expression data were obtained from experimental 
conditions consisting of constant light (LL), constant darkness (DD), short 
photoperiod (8L:16D), and long photoperiod (16L:8D) [78, 81, 164, 165]. For the 
mutant backgrounds, the mRNA expression profiles in the toc]-2 single, lhy;cca] 
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Figure 2.2 LIlY expression data in LL collected from various sources: seti and 2 - 
LHY expression from Mizoguchi et al., 2002 [1641, and avel - the average of 
normalised LHY expression from the two data sets. (a) non-normalised data and (b) 
normalised data by the mean level of the individual dataset. 
During the early stages of modelling, insufficient quantitative information made 
modelling the Arabidopsis circadian clock by fitting to data problematic, but it is 
now the case that the inconsistency of the reported data between various sources 
presents a more significant difficulty. Multiple sets of data often show different 
waveforms when obtained from independent sources, such as the LIlY expression 
under LL condition demonstrated in Figure 2.2a. Data normalisation is therefore 
required to provide the most comparable results for each experiment. As these 
different waveforms always illustrate similar basic principles describing the circadian 
clock rhythms (peak time and period, see example in Figure 2.2a), normalisation 
with respect to their own mean level (according to Equation 2.1) is applicable for 
processing the data: 
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norm(Ed) — Ed (2.1) 
- mean(Ed) 
Nd 
d=l 	 (2.2) mean(Ed ) — - 
Nd 
where Ed  is an expression value at time d within a total of Nd time points. Following 
normalisation, the comparable waveforms were obtained for a gene expression under 
a particular condition, as exemplified in Figure 2.2b for LHY expression under the 
LL condition. Despite the found difference in peak time between RNA data 
(RT-PCR or Northern blots) and LUC data, the observed non-coincidence is in a 
threshold of the data difference between laboratories, so that mean-normalisation 
(Equation 2.1) is still usable for integrating the data from these measurements. 
Typical expression waveforms, to which the models were fitted, are determined from 
an average across the normalised data sets. A total of 17 typical waveforms (see 
Appendix B) were used for filling the behaviours of the Arabidopsis circadian clock 
models. 
2.2.3 Parameter optimisation 
Modelling by fitting to data estimates the model parameters through optimisation of 
an objective (or cost) function. Effective optimisation requires a relevant cost 
function and an efficient optimisation procedure to provide a quick and accurate 
solution. Locke et al. (2005a) created an effective qualitative cost function 
Equation 2.3) for a circadian system, its form generated through observation of 
common features of the biological data. This included the periods in DD and in 
light-dark cycle (L:D), the phase of the oscillations under stable entrainment to 
12L:12D, and the size of amplitude. It was shown that all five scoring terms in this 
cost function (Equation 2.3) are important and none of them can be neglected in 
fitting the gene expression profiles of the wild-type plant [16]. The cost function was 
extended to match data for mutant plants [17, 18]. 
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A qi = 8, + 8,, + 8 + 8cL + 	 (2.3) 
Each costing term in the collective A qj is denoted as follows: 8d  (checking the 
period of the oscillations in L:D), 8,, (checking the period of the oscillations in DD), 
8 (checking the phase difference of the oscillations under stable entrainment to 
12L: 12D), 	(checking the broadening (non-oscillation) of the oscillations in L:D), 
and 	(checking the amplitude of the oscillations). Failure to match the biological 
data results in a "penalty" scoring, however, the arbitrary value of penalty scoring in 
A qj can bias the cost function through exaggerating the evaluated cost value for 
some conditions. Also, A gj did not test the rhythmic waveform of oscillations. 
Therefore the lowest-cost solution did not necessarily correspond most closely to the 
experimental data, and each solution had to be further tested by inspection. 
We developed a quantitative cost function (Aqn)  that directly estimates the deviation 
of simulations from the data. Each of the essential costing terms of A qj are replaced 
through the cost of fitting simulations to data from specific conditions, for example 
matching the simulations to gene expression in DD to substitute the penalty cost for 
the DD period (represented as S. 4-> 8fit,DD  in Equation 2.7). Beyond fitting the 
simulated expression of the known genes (e.g. LILY and TOG]) to their 
corresponding data, the predicted expression of the hypothetical gene Y, which is 
previously unconstrained in the qualitative cost function, is hereon subjected to fit 
with GI expression data. The additional constraint on Y expression with GI data is 
rational, according to the suggestion of Locke et al. (2005b) [17], and provides a 
more rigorous cost function for further model optimisation. The exactitude of fit was 
determined through a least square analysis (8  subscripts of which indicate the 
condition of fitted data; Equation 2.4) and the result was subsequently divided by the 
number of data points (Sjr,t , Equation 2.5) to maintain equivalent weighting of each 
costing term. As the measurement error is ambiguous within our collected datasets, 
the factor for describing the measurement error in the standard maximum-likelihood 
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function (or least squares) [35] was set to one, yielding the fining cost function seen 
in Equation 2.4. In addition to the cost of fitting, we included another costing term 
(8broading' 
Equation 2.6) to prevent amplitude flattening of the simulated results by 
maximising the variation of the simulated expression throughout the time-series 
through the inversion of standard deviation (sd). Equation 2.7 demonstrates the 
correspondence of the new quantitative cost function (A q ) formulated in this work 
to the original qualitative cost function (A qj ) defined by Locke et al. (2005a) [16], 
while Equation 2.8 indicates the full function of L\ q 
Nd
Eda d — Ecimulation d 







sd (ESEflU,Gfl OLd) H 	
(2.6) 
d=1Nd 
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8size <> 8ft Ii ' fit,DD' 8ft SD' 8ft LI) J5ft ,mutantc ' 8hroading 
A qn = Ott j + 	+ 	+ 	+ 8jt mutants + 	 . 	(2.8)t,DD 
rir 
LL, DD, SD, and LD represent light conditions and stand for constant light, constant 
darkness, short day (8L: I 6D), and long day (I 6L:8D) photoperiods, respectively. 
Esjmujationd  denotes the simulation at time d of Nd data points , corresponding to the 
expression data Ed.,. d . The filling to the mutation data 	 costs the 
simulations against the corresponding gene expression profiles in lhy;ccal, tocl-2, 
and prr7;prr9 mutant backgrounds measured in LL. Note that the two-sided arrows 
( <-* ) represent the equivalent costing terms between two corresponding cost 
functions. 
We adapted the optimisation procedure of Locke et al. (2005a) [16], using a hybrid 
(combinatorial) optimisation scheme that includes local optimisation against the 
quantitative cost function to refine the preceding solution obtained from a global 
search against the qualitative cost function. In this way, we prevent passing over the 
optimal solution in the global search. This combinatorial optimisation approach aims 
to complement the advantages of each optimisation scheme and cannot be replaced 
by a single method: the global optimisation specifies a low cost region from an 
exhaustive exploration of the parameter space, while the local optimisation 
parsimoniodsly searches around the pre-defined region (see also Figure 2.1). Our 
optimisation scheme is therefore separated into two main parts that are performed 
sequentially: a global search using the qualitative cost function (Aqj , Equation 2.3) 
followed by a local search using the quantitative cost function (Aq , Equation 2.8), as 
shown in Figure 2.3. The dual cost function is the other main strength of the method, 
in which the A qj allows the algorithm to quickly converge to the reasonable 
parameter regions and the Aq.  functions in enhancing the accuracy of the final 
solution. In practice, the parameter space was globally observed through the Sobol 
quasi-random algorithm, by which choices of possible parameters values were 
generated within the defined constraints and examined through the Aq, 'All 
parameters were constrained between 0.0001 and 100 (nM for concentration and 
nM/h for rate constant), except those for Hill factors, which were constrained 
between > 1 and 4. It is worth noting that for kinetic parameters of molecular 
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components in circadian clock models, searches are constrained to nanomolar ranges, 
lower than those often observed in enzyme kinetics within a metabolic network (100 
tiM to 0.1 M) [166]. Since the circadian clock regulatory network consists of many 
unstable components (as suggested by their small half-life [1671), low concentrations 
of molecular components are expected. This might suggest nanomolar magnitudes 
(nM or nM/h) for kinetic parameter values. While such a constrained range has been 
used widely in circadian clock modelling [18, 19, 69, 105], we should note that the 
actual values are yet to be reported. The parameter sets that gave a cost beyond a set 
threshold (10) were immediately discarded while the rest were ranked according to 
the given cost values. The 50 best parameter sets were taken and used for initialising 
the simulated annealing optimisation against A q1 The best solutions resulting from 
10 5   annealing steps (low Aqj  value) were subsequently refined through the local 
optimisation against A 9 using the same algorithm. The local optimisation is 
performed through thousands of annealing cycles subjected to the optimised model, 
for example 5000 annealing cycles were applied to optimise the two-loop model 
while only 1000 annealing cycles were taken in the optimisation of the three-loop 
model. The parameter set giving lowest A q. -score was defined as the optimal 
parameter set for the studied model. 
Take I million Sobol points in parameter space 
[Calculate qualitative cost function 
Take single best solution for 
each of the 50 starting points 
tr 
I Perform simulated annealing 1 
L using qualitative cost functionj 
Take best solutions 
0 
m 
Select one solution 
for local optimisation 
. ........................................... 
. 	 Perform simulated annealing 
using quantitative cost function 
o 
.u1 
Take single best solution 
Opimal 
para meter 
Figure 2.3 The optimisation scheme. The qualitative cost function A q1 is solved for 
10 6  points in parameter space chosen using a Sobol quasi-random number generator. 
The top 50 parameter sets with the lowest A scores are then passed to a furtherqI 
simulated annealing scheme. The parameter set that gives the lowest A q1 score after 
105 annealing points is taken as an initial point for thousands of annealing steps using 
the quantitative cost function A q • The parameter set giving a minimum tqn  score is 
defined as our optimal parameter set. 
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224 Computational methods 
Follows the optimisation scheme in Figure 2.3, the computation of global and local 
optimisations was performed separately in the different computing facilities. The 
global optimisation, which is a computationally loaded calculation, was carried out 
on the high-performance computer, BlueGene/L machine at the University of 
Edinburgh. The optimisation algorithm relied on by Locke et al. (2005a) [16] was 
recoded in C++ and using CVODE (https://computation.11nl.gov/casc/sundials/  
main.html) with the recommended settings for stiff systems, as an ODE solver. The 
local optimisation through simulated annealing routine was computed on a standard 
desktop with Intel (R) Pentium (R) D CPU 3.00 GI-Iz 2.99 GHz, 1.99 GB of RAM 
and Microsoft Windows XP Professional Version 2002 setting system. It is worth 
noting that all simulations fit to data presented throughout the thesis were solved 
using the stiff solver (odel 5s built-in function in MATLAB R2008a) with the default 
settings for tolerances (a relative error tolerance = 10-3 and absolute error tolerance = 
10 5. 
2.25 Results of fitting model to data 
Applying the novel optimisation scheme to the three published models of the 
Arabidopsis circadian clock ([16-181; see also Appendices A.2.1-A.2.3), the 
simulations given from the new, optimal parameter sets matched the experimental 
data very well (Figures 2.4-2.6). The most recent three-loop model fits more sets of 
data, including gene expression for mutants not captured by the one-loop or two-loop 
models. Detailed results of fitting models to the data are described as follows. 
For one-loop and two-loop models, we initialised the local optimisation with the 
reported best parameter sets from the global search [16, 17] and simultaneously 
varied all parameters throughout the searching process. At a given optimal parameter 
set (Appendix A), the one-loop model can simulate eight time-series data only in the 
wild-type background (Figure 2.4), while the two-loop model can simulate twelve 
time-series data including gene expression in the lhy;ccal double mutant (Figure 2.5). 
50 
It is noteworthy that the two-loop model is not only able to describe more expression 
data in the lhy;ccal double mutant, but it also generates simulations that provide a 
better fit to the data in the wild-type background: lengthened clock period in DD and 
accurate peak-time under the different photoperiods. Moreover, the two-loop model 
predicts a light-activated peak (sharp peak just after being exposed to light) of GI 
expression under the light:dark cycle (16L:8D), leading to an initial attention on GI 
as a light activated gene. A later experiment performed with higher time resolution 
(smaller time interval between the datapoints) confirmed the prediction of a tight-
response peak that cannot be captured with the 3-h time interval measurement of 
typical experiments (Toth's unpublished data and [17]). 
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Figure 2.4 The simulations of the one-loop Arabidopsis circadian clock model 
obtained from the optimal parameter set (L26; Appendix A). Each sub-figure is a plot 
of mRNA concentration with the real time (h) for each experimental condition, 
resulting in a varied plotting scale along the X-axis. All mRNA concentrations were 
obtained from gel measurement except LHY-8L16D and data in DD, which were 
obtained from Luciferase assay. The marked blue lines represent the experimental 
data, while the red and pink lines represent the simulated results. The rectangular 
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Figure 25 The simulations of the two-loop Arabidopsis circadian clock model 
obtained from the optimal parameter set (LO; Appendix A - Table A2). Each 
sub-figure is a plot of mRNA concentration with the real time (h) for each 
experimental condition, resulting in a varied plotting scale along the X-axis. All 
mRNA concentrations were obtained from gel measurement except LHY-8L 16D and 
data in DD, which were obtained from Luciferase assay. The marked blue lines 
represent the experimental data, while the red and pink lines represent the simulated 
results. The rectangular bars indicate photoperiods where white and black bars 
denote light and dark periods, respectively. Note that all mutations are simulated 
using a default setting of Locke et al. (2005b) [17]: the translational rate of the 
mutated gene is reduced by 0.001 fold (pmugant = O.00lPsvihi-ipe). 
For the three-loop model, it appears that the global optimised parameter set published 
by Locke et al. (2006) {18} is highly sensitive to the additional parameters from the 
two-loop model (see more detail in Chapter 4). Slightly adjusting these parameters, 
in particular to those involved in PRR719 in the inserted morning loop, results in 
severely disrupting the oscillations simulated from the three-loop model. Kevin 
Stratford (who performed the global optimisation using the high-performance 
computer cluster) and I (performed the local optimisation - fitting to data using 
standard desktop) therefore re-optimised the three-loop model using the method 
outlined in Figure 2.2 to facilitate further mathematical analysis (see also Chapter 4). 
The global optimisation was started from a combined parameter set, in which the 
parameters for the original two-loop model were imported from its best parameter 
sets (top 50 sets with the lowest A q1 scores) and the other 14 parameters for the 
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extended loop were varied. For each parameter set within the 50 best sets, two 
million initial Sobol sequences were used to generate guesses for the 14 parameters, 
giving varied numbers of solutions (some zero) at a fixed cost criterion of Aqj• A 
number of the best solutions were further optimised against the same A qi I  using 
simulated annealing to optimise all parameters in order to give the final best 
candidate for the global search procedure. The resulting parameter sets were then 
used to initialise 'one thousand further steps of simulated annealing against A q to 
provide the final optimal parameter set for the three-loop model (Appendix A - 
Table A2). The model simulations with the new parameter set are shown in Figure 
2.6. The three-loop model gives comparable matching to the twelve time-series 
explained by the two-loop model and also imitates the extra five gene expression 
profiles in the tocl-2 single and prr7prr9 double mutants. Nevertheless, the 
simulated GI expression under LL and I 6L:8D (obtained from the predicted Y 
expression that constrained to the counterpart GI data) from this model is less 
responsive to light, as seen by the obvious 2-fold reduction in amplitude of light 
responsive peak. Together with the early rising of circadian-controlled peak, the 
simulated GI expression here shows biphasic shape, due to an incomplete merging of 
those two peaks. Compared to the simulations of GI expression from the previous 
parameter set (Lthreeparam), the poorer match here could be an effect of the 
weakened morning loop in this parameter set (see also Chapters 4 and 5), resulting in 
insufficient inhibition to modulate morning expression of GI. 
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Figure 2.6 The simulations of the three-loop Arabidopsis circadian clock model 
obtained from the optimal parameter set (L874175; Appendix A - Table A2). Each 
sub-figure is a plot of mRNA concentration with the real time (h) for each 
experimental condition resulting in a varied plotting scale along the X-axis. All 
mRNA concentrations were obtained from gel measurement and real time RT-PCR 
except LTTY-8L I 6D and data in DD, which were obtained from Luciferase assay. The 
marked blue lines represent the experimental data, while the red and pink lines 
represent the simulated results. The rectangular bars indicate photoperiods where 
white and black bars denote light and dark periods, respectively. Note that all 
mutations are simulated using a default setting of Locke et al. (2005b) [17]: the 
translational rate of the mutated gene is multiplied by 0.001 (Pmuzant = 0.001 Pwild.1ype). 
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Figure 2.7 (a) Schematic demonstrating the proposed CRA method, which aims to 
acquire the universal robustness property of a model across wide regions of 
biologically-reasonable parameter space. (b) The cost function surface, illustrating 
the local optimisation: the red star indicates the best solution from a global search 
and the white circle indicates the re-optimised solution from a local search by fitting 
to the data. The procedure for calculating the consistent robustness of the model can 
be classified into three main steps: selecting reference parameter sets, 1 -D, and 2-D 
sensitivity analysis. The reference parameter selection involves the local parameter 
optimisation through simulated annealing, in which the number of annealing cycles 
performed depends on the model under studied. Herein, 1000 annealing steps are 
subjected to re-optimise the parameter sets for the three-loop model, unlike the 5000 
annealing steps applied to the two-loop model. The different number of annealing 
cycles for the local optimisation of a model is to prevent the collapse of limit cycle in 
the heavy search. The selected reference parameter sets are used in 1 -D sensitivity 
analysis, which indicates the sensitive parameters of the model. The most sensitive 
parameters from a 1 -D analysis are subjected to dual perturbation in a 2-D sensitivity 
analysis, which provides a cost function surface of the model. 
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2.3 Model analysis methods 
Parameter optimisation to data can reveal multiple "good" parameter sets spanning 
large tracts of parameter space. Until parameters can be measured experimentally, it 
is desirable to determine the characteristics of a model circuit independent of the 
chosen parameter set. Here I propose a strategy that determines this intrinsic 
robustness of a model circuit across several parameter sets, and extend it to 
comparisons of different model circuits. By employing the proposed method in my 
studies, I demonstrate the evolution of robustness in a series of modified Goodwin 
models in Chapter 3 and illustrate the robustness property of the sequentially 
published models for the Arabidopsis circadian clock in Chapter 4. 
2.3. 1 Consistent robustness analysis (CRA) 
The aim of the new proposed analysis is to understand system robustness by 
performing sensitivity analyses using multiple parameter sets that yield biologically 
reasonable model behaviour, as judged by the full cost function. Figure 2.7a 
illustrates our procedure, which consists of three phases: (1) selection of the 
reference parameter sets, (2) one-dimensional sensitivity analysis - determination of 
sensitive parameters and (3) two-dimensional sensitivity analysis - investigation of 
parameter surface. 
(1) Selection of the reference parameter sets 
The first phase ensures that model sensitivity is tested across wide regions of 
parameter space rather than at a specific point. Initially, global optimisation was 
performed to obtain a number of parameter sets yielding a reasonable fit to the data 
while covering a broad region of the parameter space [16, 17]. From this larger set, a 
subset of reference parameter sets was chosen according to three criteria: low 
cost-of-fit, biologically sensible parameter values and a significant distance between 
the reference parameter sets. The distance was evaluated using standard techniques 
(e.g. clustering methods which facilitate in grouping the data according to their 
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relationship or estimating the correlation/distance of data in multi-dimensional space) 
and the reference parameter sets were chosen at distant locations to ensure broad 
coverage of the parameter space. Finally, following the selection of the parameter 
sets from the global optimisation, local optimisation was performed on each selected 
set to obtain the (locally) best-filling reference parameter sets (see also Figure 2.7b). 
(2) One-dimensional sensitivity analysis 
In the second • phase, for each of the locally-optimised reference parameter sets a 
one-dimensional sensitivity analysis was performed through stepwise alteration of 
each parameter across a 36-fold range of values, centred on its value in the reference 
parameter set. The sensitivity of the model to a particular parameter was measured 
through the cost-of-fit (quantitative cost function, A qn ). 
In the following we use k =1 . . .N5 to denote the reference parameter sets,j = 1 ... Np 
to denote the parameters within each set and i = -N ... +Na to denote the 
perturbations, where - and + represent negative and positive perturbations, 
respectively. Thus, Cq,k (xe,Xn) is the least-square cost function [35], calculated at the 
1th perturbation to the j" parameter in the k" reference parameter set, where Xe 
represents an experimental data set to be compared with its counterpart Xm calculated 
through simulation of the model. The cost function is normalised within each 
reference parameter set with respect to its maximum computed across all parameters 
and perturbations to ensure that all NC's lie between 0 and 1, yet large variations in 
the cost functions. This allows meaningful comparisons to be made among 
parameters despite differences in the cost-of-fit of each reference parameter set: 
C• k(x ,X pit ) 
NC. k 
= 	I,), 	 (2.9) 
Max 
i=-N,,Nj=1,N 
(C,f .k (Xe , Xm )) 
For each parameter j in each reference parameter set we determine two "sensitivity 
coefficients": Sme representing the magnitude, and LS "°" reflecting the smoothness 
or variation of the calculated sensitivity. 
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A parameter that gave the maximum cost score for every perturbation would return 
Ssize of 1; a parameter that returned the minimum cost score (likely to be the cost of 
the reference parameter set) would return 5s1ze  of 0. The above sensitivity coefficients 
are used to determine "sensitive parameters" through their means and standard 
deviations within each reference parameter set. For a k" parameter set, the J(h 
parameter is subsequently defined as sensitive if 
SJ7 ~! MeanS7 " ) + m SD 	& 5hoppy Mean(S choppyk ) + m - SD k 	(S 
ch~ppy 
j=I,N 
j,k 	 j,  
(2.12) 
where the parameter in indicates the strictness within which the sensitivity is defined. 
Usually, we define sensitive parameters as having 557 and S'7Y  at least one 
standard deviation (SD) above mean (or m = 1). To determine the consistently 
sensitive parameters, we calculate the frequency for which a particular parameter is 
classified as sensitive across all reference parameter sets. We denote by Nj the 
number of parameter sets for which the j th parameter is classified as sensitive 
according to Equation (2.12) and define PC3 as the percentage consistency for each 
parameter according to 
N. 
PC. =.!x10O 	 . 	 (2.13) 
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(3) Two-dimensional sensitivity analysis 
The final phase is a two-dimensional sensitivity analysis: two of the most sensitive 
parameters, as determined by the previous analysis, were chosen and perturbed 
simultaneously using a similar procedure of parameter perturbation and sensitivity 
measurement. Through variation of two parameters, we can obtain a greater 
understanding of the surface structure of the sensitivity space, visualised by 3-D plots 
of the cost-of-fit. 
23.2 Model robustness comparison 
Direct and unbiased comparison of the robustness between models presents a number 
of challenges: models display varying complexity with respect to both topology and 
the number of parameters. For this study, the sensitivity between the models is 
compared through the degree of robustness (DOR). For each model, we compute the 
DOR for whichever parameter j is the most sensitive within the best-fit-simulation 
parameter set k. DOR is defined as the inversion of the degree of sensitivity (DOS'), 
which is defined as follows: 
DOSJk - 
- Cl ik (Xe , Xm  ) - CI =QJk (Xe , x) 
CioJk(X,Xm) 	
(2.14) 
where i = 0 locates the zero perturbation point (at which parameter values are 
identical to the reference parameter set) and J denotes the most sensitive parameter, 
according to Equation (2.12), of the parameter set k. DOS basically estimates the 
deviation of the model behaviour from the "best-fit (given by a reference parameter 
set)" due to parameter perturbations. The deviated cost function resulting from a 
perturbation is normalised by the best-fit cost function (at no perturbation) to include 
the variation in goodness-of-fit for compared models. Relying on the most sensitive 
parameter, the robustness of models can be compared through the DOR, either 
throughout a series of perturbations or at a particular perturbation. When comparing 
the model robustness through a single DOR value, the calculation is performed at a 
perturbation that returns the maximum cost value (i.e. DOSJ,J,k, where I denotes the 
Fit 
perturbation giving the maximum cost value), as illustrated in the robustness 
comparison of the Arabidopsis circadian clock models (Chapter 5). 
2.4 Discussion 
Variability in data from distinct measurement techniques or between laboratories has 
limited the integration of data into the fitting of models to biological behaviour. For a 
well defined circadian clock system, such as in mammals, the data are sufficient for 
finding or generalising a good and reliable dataset to constrain the model, as that its 
created models are closely linked to data and have been fit to the experimental results 
for almost a decade [19]. According to the accumulated data of the circadian clock in 
plants which is very few in the past, it is most likely to incorporate those data for 
matching the performance of the sequentially constructed models. I have therefore 
created a normalisation method to formulate typical waveforms for expression data 
under particular conditions to exploit the diversity of those obtained from different 
sources. Although the Luciferase assay measures promoter activity instead of mRNA 
quantity, the normalised time-series were comparable to the mRNA data determined 
under the same condition (data not shown). The Luciferase data may contain a small 
time delay that is of negligible importance to our calculation, as it is sometimes of 
equal variation in RNA data between laboratories. However, for a study in which the 
exact time of expression is crucial, a special correction process should be applied to 
the Luciferase data, providing a more precise transcriptional profile [168]. In brief, 
this normalisation extends the capacity for fitting the model to the data, especially in 
the utilisation of the abundant data available from expression profiles monitored by 
the Luciferase assay. 
We have presented an effective hybrid optimisation scheme using a dual cost 
function, in which the model is fitted to the data after passing the global optimisation 
developed by Locke et al. (2005a) [16]. The extended optimisation scheme provides 
two main advantages over the previous procedure: it gives a virtual optimal solution 
(providing minimum cost value with well matched simulations) through 
parsimoniously refining the solution candidates given by the global exploration, and 
['9] 
allows a direct comparison to be made between the simulations and the experimental 
data that reduces the arbitrariness of the semi-qualitative cost function. The success 
of the scheme was validated by the parameter perturbations, in which no further low 
cost value than that given by the reference parameter set (from hybrid optimisation) 
was found following 36-fold perturbations (as we will demonstrate in Chapter 4), and 
supported by the results of fitting shown in Figures 2.4-2.6, where the matching of 
model behaviours to data is simply investigated. Furthermore, the resultant 
simulations from the extended optimisation method can capture the observations 
suggested in previous publications, as well as imply new information. For instance, 
the reported difference in entrainability between the Arabidopsis circadian clock 
models [16-18] was also observed through the accuracy of their simulated peak-time 
under photoperiods (Figures 2.4-2.6). The newly proposed algorithm may obviously 
improve the accuracy of the optimised solution, but not computational efficiency, 
which may be improved in the future by replacing the computationally expensive 
simulated annealing with more intelligent methods such as a genetic algorithm or 
particle swarm (at least at the initial search against A qj ). In practice, the single best 
cost function is hard to identify because either qualitative or quantitative cost 
functions contain disadvantages and limitations from their nature. The advantage of 
the quantitative cost function (fitting to data) over the qualitative or penalty function 
stems from its precise measurement, yet it only performs well when a good initial 
point to start the search is provided. Filtering potential parameter values through a 
qualitative cost function prior to the quantitative fitting may introduce some bias into 
the resulting parameter set: certain parameter sets that generate close filling may be 
excluded through the qualitative cost, function. Nevertheless, this filter is a crucial 
step to search for suitable initial points for the quantitative optimisation via the 
quantitative cost function. The employed qualitative cost function here was carefully 
developed according to observation of abundant experimental data [16] and thus 
specifies biological reasonable regions within the extensive parameter space. The 
value of our optimisation algorithm lies in the logical framework of using multiple 
cost functions to refine the search solution by the aid of existing computational 
methods. However, in the absence of many measured parameter values, this method 
rarely gives a unique solution, which hinders subsequent mathematical analyses. The 
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values of particular parameters from the distinct optimal solution sets can vary across 
their constrained ranges with a different span width for each parameter (Figure 2.8). 
The variation in the optimal parameter value may imply multiple stable states or 
buffering phenomena [32] in the actual system, or it may be just a numerical 
imperfection. Gutenkunst et al argued that the exact parameter value of model 
parameters is less important than the precise model behaviour, since even a well-
designed experiment [33] will not accurately determine a single parameter. Moreover, 
such that measured parameters give subtle improvement into model simulation. 
Nevertheless, further analysis of a model would require prioritising or distinguishing 
between parameter sets. 
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Figure 2.8 Variation of parameter values with the choices of optimal parameter set 
for the two-loop model: Y-axis is parameter value (nM for concentration and nM/h 
for rate constant) and X-axis is parameter (P_ID). 
Simple robustness analyses have limited relevance in systems biology. The measured 
robustness of a model to local parameter changes can vary widely with the starting 
parameter set, and in most biological systems only a minority of parameter values 
have been fixed by experimental measurements. This problem has challenged 
existing methods for assessing robustness of the system including bifurcation 
analysis and other well-known methods, as almost all of them provide a result that is 
specific to a given parameter set [15, 36, 50]. "Global" analysis methods, such as 
WJ 
mathematical analysis for robustness (MAR) [55], avoid this limitation by testing 
many starting parameter sets, to derive broader conclusions about the circuit of the 
model rather than the particular dynamics of one parameter set. These are often the 
most relevant to guide experimental work, because molecular and genetic studies 
commonly manipulate the model circuit rather than modulating parameter values. 
However, computational expense becomes a big concern for global analysis, 
especially for MAR that tests many parameter sets that mismatch the data. 
Eliminating the biologically non-reasonable parameter sets before performing the 
global analysis may alleviate this point of concern, and this would be a crucial 
pre-process required for the global analysis of a huge system. 
Consistent Robustness Analysis aims to identify a set of consistently sensitive 
parameters, for a range of biologically-reasonable parameter sets, which we term 
reference parameter sets. The method focuses on parameter sets that best allow the 
model to match a full set of training data, avoiding time-consuming sensitivity 
analysis of parameter sets that cannot describe the biology of interest. It is still 
computationally costly, because multiple parameter sets that match the data must 
first be identified [16, 17]. Though our study acquired such parameter sets from the 
algorithm of Locke et al. (2005a) [16] that was re-implemented on the 
high-performance computer cluster to accelerate the analysis process, a significant 
length of time was required to complete the calculation. Parameter sets that represent 
different dynamics (different parts of parameter space) were then manually selected, 
yet this could in principle be automated. 
We have tested the proficiency of CRA using the two-loop model of the Arabidopsis 
circadian clock, and the results, as we demonstrate in Chapter 4, show that our 
approach can provide both comprehensive mathematical solutions and biologically 
sensible results. The results from investigating multiple reference parameter sets 
imply that principal model behaviours are controlled by factors consistently sensitive 
across the covered parameter space (the consistently sensitive parameters) in contrast 
to specific dynamics, which rely on the point of operation (a particular parameter set). 
The accuracy in determining model sensitivity here is expected to increase with the 
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number of analysed reference sets. In practice this is confined by the solutions of the 
optimisation, emphasising the key role of the optimisation process. 
Chapter 3 
Effect of model complexity on model 
plausibility based on sensitivity and 
robustness analysis 
3.1 Introduction 
Models for regulatory networks are primarily developed according to a limited set of 
available data and are later extended to incorporate novel discoveries relating to the 
molecular mechanisms involved. The expansion of models tends to result in 
increasing model complexities, for example the number of components (variables 
and parameters), intricate circuit structures (parameters) and degree of nonlinearity 
(parameters). While the complexity of the models with respect to the number of 
components is determined according to the studied biological network, the elaborate 
collaboration of such components intuitively assumed in the model construction 
distinguishes the degree of complexity of the constructed models. Complicated 
models may be required to recapitulate the complex dynamics of the biological 
systems observed from the data. However, the complexity affects not only the model 
behaviours but also a variety of model properties that indicate the plausibility of the 
model, for instance the adaptability (the ability to replicate the observed behaviours 
in diverse conditions) and the sensitivity of the model to parameter changes [50, 169]. 
Understanding basic principles behind each modification allows us to retain 
rsi 
simplicity of the model in the extension process, and to refine future biological 
observations. 
The competing advantages of using an assumption-based, simplified model versus a 
detail-based, sophisticated model to imitate biochemical networks have been an issue 
for discussion in biological modelling research. Ideally, the model should cover all of 
available information such as a genome-scale model, but in practice a fully detailed 
model is hard to both calculate and analyse, leading to its simplification. The simpler 
model is thus more useful from a mathematical point of view, unless it cannot 
capture the desired behaviour and property of the studied system. 
Simple models tend to be established in a situation of data scarcity, usually at the 
beginning of a biological study, which is a rational strategy to approach the highly 
complex systems. One such instance is the study of the biological oscillators that 
generate biochemical rhythms, in which simple models have been used to explain the 
possible mechanisms underlying the observed rhythmic behaviour. At first, the 
Van der Pol oscillator was borrowed from its physical origins to simulate biological 
rhythms found in living organisms [102]: Goodwin initiated the first biochemical-
based oscillator model and has become a popular representative model for 
spontaneous oscillatory processes [26, 1041. Together with the simplest feedback 
loop composed by the minimal set of components of the Goodwin model, a 
time-delay was introduced to facilitate the generation of oscillations as a 
simplification of a more detailed biochemical process or a representation of an 
unknown mechanism required for oscillation initiation [105, 1701. For specific 
oscillatory processes, e.g. circadian clock, time-delay models have been applied to 
investigate a delayed time required to produce a circadian rhythm in Drosophila 
[103], Neurospora [105], and Arabidopsis [170], whereas the Goodwin model was 
employed in the temperature compensation study of a circadian clock [171]. Besides 
biological oscillators, simple models have also been exploited in other applications, 
for example insight into diffusion process in diverse contexts using the Lambda-
Omega model, whose kinetics possess a stable limit cycle [172]. 
To develop a biologically realistic model, complexities resulting from the molecular 
details are inevitable; however, these complexities might be controllable. 
Understanding the effect of each extension introduced into the model is therefore 
crucial and requires to study. In parallel to the molecular biological study to clarify 
the network of the system, I perform an explicit investigation to determine the 
characteristics of the modelling frameworks that are often employed to model 
biological oscillators. Feedback loops, one of the most common network motifs in 
biological processes, have been studied particularly for the functional difference 
between two principal types: positive or negative. Recent works demonstrate the role 
of the negative feedback loop in generating a sustained oscillation that is robust to 
noise, whilst the positive feedback loop contributes to signal amplification [173-176]. 
Interlinking the positive and negative feedback loops results in a tunable oscillator 
that provides a robust and easily evolved oscillation [175]. Apart from the model 
circuit, the form of kinetics describing the constituent interactions represents another 
source of complexity. It was shown by Kurosawa et al. [177] that, although the rates 
of most biological reactions are expected to saturate, (complicated) nonlinear kinetics, 
e.g. Michaelis-Menten, need not be a default for modelling an oscillatory system, 
such as the circadian clock. While such issues relevant to complexity and its effects 
on the model behaviour/property have been researched continuously, many 
interesting questions remain, including how the complexity relates to the robustness 
and sensitivity of the system. 
Here, we shall investigate the impact of two common complexities, the multiple loop 
structure and nonlinearity of the kinetics, on model sensitivity and robustness 
particularly required for the circadian clock oscillator. Firstly, we examined the 
effect of multiple loop topology found in many clock models on model sensitivity, 
using modified Goodwin oscillators. Multiple loop models have been developed to 
explain complex behaviours of the circadian clock inArabidopsis thaliana, and these 
models are employed here to test the effects of varying nonlinearity. 
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This chapter is based on the submitted manuscript to PLoS ONE titled "The 
contributions of interlocking loops and extensive nonlinearity to the properties of 
circadian clock models", Treenut Saithong, Kevin J. Painter, and Andrew J. Millar. 
3.2 Simple oscillator: the Goodwin model 
The Goodwin model was originally developed by Goodwin (1965) to understand the 
generation of spontaneous oscillatory behaviour in an organism [104] and has been 
widely used as a simple model that can reproduce the physiological behaviour of 
biochemical oscillators [26]. This simplicity is exploited here to explore the structure 
of various modified circadian clocks through sensitivity analysis. The Goodwin 
models were slightly modified and extended to include parallel (EP) and interlocking 
parallel (El) loops, which are common structures in complicated circadian models. 
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Figure 3.1 Simplified scheme of the Goodwin oscillator and the derived Goodwin 
models 
In this work, we consider three model topologies of modified Goodwin-type with 
varying degrees of complexity in their model components and the structure of the 
circuit. As shown in Figure 3.1, the modified single-loop Goodwin model (Goodwin; 
Equations 3.la-c) was extended to two multi-loop structures with two forms of the 
transcriptional repressor, P1 and P2, a parallel-loop Goodwin model (denoted EP; 
Equations 3.2a-d) with an additional negative feedback loop parallel to the single 
loop model, and an interlocking Goodwin model (denoted El; Equations 3 .2a-c and 
3.3d) which includes an extra interlocking interaction between the multiple loops. 
The studied oscillators were given comparable mechanisms for sensing an 
environmental signal through increased synthesis of the repressor(s). The sensitivity 
and response of the clock to light or other external signals allows the entrainment of 
the endogenous timer to the surrounding environment. 
r4i] 
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All observed models were assembled from three molecular components M E and P1 
with an additional component P2 only for EP and El extended models. The kinetic 
equations describing the three models are as follows. 
For the Goodwin model: 
f±. VM 
di 	KM+Pl° "deg,M 
•M 	 (3.1a) 
dE 




= (V,1 + q(t)) E - 
KdegPI + PI, 
(3.lc) 
For the EP model: 
dM VM  
- "deg,M M 	 (3.2a) 
dt K, 1 + PI' +P2° 
dE 
=VE •M_VdegE *E 	 (3.2b) 
dt 
dPI Vd eg Plpj
b 
= (V 1 + q(t)) E - 
KdegPI + pjb 
	 (3.2c) 
dP2 iieg,P2 . P2'  
= (V 2 + q(t)) E - 
Kdeg p2 + P2' 	
(3.2d) 
The El model is given by Equations 3.2a-c for M, E, and P1, while the Equation for 
P2 is given by: 
dP2 = (V 2 + q(t)) _E - Vdegp2 _ P2c 
di 	KM 
+ pja 	
Kdegp2 + P2' 
(3.3d) 
V and Vdeg  denote the maximal synthesis and degradation rates of model 
components; K and Kdeg  depict kinetic constants of the synthesis and degradation 
processes; a, b, and c are Hill coefficients; and q(t) is the light input signal which 
depends on the time of day. 	 - 
The parameters for the studied models were obtained through optimisation of all 
output profiles (M, E, and F) to a standard sine waveform of 24h-period and unit 
amplitude to achieve a circadian rhythm with a reasonable size of oscillation. To 
limit the Hill coefficient of repression to a reasonable value, nonlinear degradation 
was introduced for the repressors; the effect of this nonlinearity is addressed below. 
To limit the complexity beyond the scope of study, the EP and El models were 
implemented with an identical number of parameters. The parameters were initially 
searched to optimise the single-loop Goodwin model, and were then fixed during the 
parameter searching for the extended Goodwin models. For example, the further four 
parameters added in the EP extended model were varied while the ten parameters 
consistent with the single-loop Goodwin model were fixed. The resultant optimal 
parameter sets of the models are listed in Appendix A (Table Al). 
3.3 Analysis approach 
The models with parameter values that give robust oscillation were used to determine 
the contributions from specific model topologies and the degree of nonlinearity 
according to the following method. 
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Figure 3.2 Scheme of the approach. The sensitivity of the varied-structure circuits to 
the strength and waveforms of the light input was investigated by observing the 
phase changes in simulations, which reflected the model sensitivity to the waveform 
or quantity of light. The example simulations from these models were illustrated in 
the last column where blue, red, green, black denote simulated expressions of Al, E, 
P1 and P2, respectively. 
The three oscillators were tested for their sensitivity to environmental signals. The 
resulting oscillations were investigated following 10 days of an entraining period to 
ensure stable oscillations are obtained. We used similar criteria to those of Brandrnan 
et al. (2005) in which sensitivity is determined by the change in peak time (phase) 
relative to the reference waveform [173]. The sensitivity of the models to qualitative 
(patterns of light profile) and quantitative alterations (levels or strengths of light) of 
the signal was observed in this study as shown in Figure 3.2. Sine (Equation 3.4a) 
and square (Equation 3.4b) profiles of light (q(t)) were applied to the models during 
daytime (q = 0 after dusk) where F is the strength of the light signal (F; the 
amplitude for the sine waveform or the high level of the step function for the square 
waveform). To examine the sensitivity to signal variation within daytime light, a 
perturbation, vs, to the light signal was introduced in the form of a collective sine 
function (Equation 3.4c). This form of variation (vs) provides a smoothly changing 
amplitude wave, modified through variation of a,,8, and y factors, which characterise 
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the perturbation to the light variation signal (a number of factor sets were employed 
to determine the generality of the results). 
(2nt'\ 
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where a, ,8, and y characterise the perturbation to the light variation signal. 
3.3.2 Sensitivity to internal i'ariation (model parameters) 
To investigate sensitivity of the model oscillators with respect to parameter 
variations, each parameter was singly perturbed across a 36-fold range centred on the 
reference values. The changes to model behaviours were summarised in a single 
factor called 'Degree of Sensitivity' (DOS; Equation 3.5), which measures the 
goodness of fit of simulations to data (or to reference waveform). We denoted by 
1 = 1 ... N,n (=3) the model,j = 1 ... Ni,, the  ft/i  parameter in the parameter set of size N 
and i = -Na ... +N,  denote the i
th  perturbation to each parameter, where Na is the 
number of positive/negative perturbations and i = 0 denotes the unperturbed 
parameter values (identical to the optimised reference parameters). 
We define Cj,tj (X,X,,) to be the chi-square cost function [135] calculated at the i th 
perturbation to the f parameter in the th model, where Xe represents an experimental 
or reference data set to be compared with its counterpart Xm calculated through 
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simulation of the model. The DOS1, 11 is calculated at each perturbation of each 
parameter of each model as 
c,..(x,x ) 
DOS1.. = 	.,
j e m 	 (3.5) 
Max(c111  (x , X m )) 
Np 
DOS, JJ  
mean DOS,. = 	 (3.6) 
jI,Np 	 Np 
/NP
(DOSIIJ —mean DOS, , , , ,  
sd DOS,, 	 (3.7) = V Np—i j=I,Np 
IVP 
sum DOS, 1 = DOS, 1J 	 (3.8) 
To compare the sensitivity between models we integrate values of DOS across the 
parameters j within an individual model by using simple statistics, including 
arithmetic average (mean; Equation 3.6), standard deviation (sd; Equation 3.7), and 
summation (sum; Equation 3.8). 
3.3.3 Sensitivity to degree of nonlinearity 
The degree of nonlinearity in the original nonlinear models was reduced through 
linearisation of degradation rates, replacing the nonlinear degradation term with mass 
action kinetics. To illustrate, consider the general kinetic equation (Equation 3.9). An 
initial value for V' in Equation 3.10 was determined through the ratio of 
Michelis-Menten maximum velocity (Vm) and Michelis-Menten constant (1Cm ) in 
Equation 3.9: this is termed the "estimated parameter set" in Tables A7-A8. 
Optimisation was then performed to obtain a new reference parameter set for the 
model with linear degradation, resulting in the parameter set termed "optimised 
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parameter set" in Tables A7-A8. The sensitivities of the fully nonlinear degradation 
(FND; all degradations follow nonlinear form as shown in Equation 3.9), partially 
linearised degradation (PLD; some of the degradations follow the linear form as 
shown in Equation 3.10) and fully linearised degradation (FLD; all degradations 
follow the linear form) models were compared through the DOS' factor (Equation 
3.11) of sensitive parameters. Follows its definition, DOS' here describes the 
deviation of the fitting-evaluation function resulting of the test parameter set 
(containing a perturbation) from that of the reference parameter set, relative to the 
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= Ci , i , j  (x e , X m  ) - c,10 (Xe , X) 
Ij,j 
C,10 ('e'  X) 
(3.11) 
Sensitive parameters for the models are conceptually defined as parameters for which 
small perturbations lead to a highly deviated profile in the reference waveform. The 
procedure to classify sensitive parameters follows the consistent robustness analysis 
method (CRA), described in greater detail in Chapter 2. In brief, sensitivity is 
measured through comparison of the deviated output profile against the reference 
waveform through the iteration of a single parameter perturbation. The computed 
results are used to calculated sensitivity coefficients which are the indicators of 
parameter sensitivity. The parameter with the high(est) sensitivity coefficient is 
selected to determine the DOS' factor. 
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3.4 The significance of multi-loop structure in model sensitivity 
A number of studies have revealed that a multi-loop structure increases the capacity 
for a model to describe complex behaviour in many biological processes [13, 17-19, 
39, 178], yet it remains to be determined how a particular structure enables or 
facilitates the desired behaviour. 
3.4.1 Robustness to internal variations (parameter perturbation) 
Internal variation (e.g natural mutations) is inevitable in biological systems and, 
consequently, critical functions should be resistant to such perturbations. As 
described previously in section 3.3.2, the sensitivity of a model to internal variation 
can be investigated through parameter perturbations, measured here by determining 
the degree of sensitivity (DOS,, 11) and their statistics (Equations 3.6-3.8). Both the 
means and sums indicate the overall sensitivity of the model and the results are 
broadly similar. Both measurements are helpful for comparing models, yet the mean 
is of greater use for models containing different number of parameters. The standard 
deviation provides insight into the variation within individual parameters, which is 
always considerable. Figure 3.3 illustrates the sensitivity of the modified Goodwin, 
EP, and El models across the full perturbation range represented in terms of 




















































0.1 	 1 	 10 
Perturbaon 
0.00 	 0.10 	 0.20 
sum DOS(goodwin) 
Figure 3.3 Robustness to parameter variations. The sensitivity to parameter variation 
of modified Goodwin models using parameter set 1. Results are presented in terms of 
statistics of DOS across the model parameters: (a) mean, (b) standard deviation and 
(c) summation. The calculated DOS of models were plotted at each perturbation on 
the left panel whereas DOS entities at any perturbations of multi-loop models were 
plotted against that of the single-loop model on the right panel. The diagonal line, 
denoted as a dash line in the right panel, indicates identical robustness between the 
two compared models. 
As seen in Figure 3.3, the El model shows the greatest robustness against parameter 
variations for all statistics of DOS1, followed by the Goodwin and the EP models. 
The robustness of EP and El models was explicitly compared against the Goodwin 
model for all perturbations by plotting their mean DOS&,, sdDOS&, and sum DOS1, 
against those of the Goodwin model (Figure 3.3; right panels). The results clearly 
indicated that the interlocking model increases the robustness to parameter variation 
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Similar results were observed from the same analysis using a further two parameter 
sets (Figures 3.4 and 3.5). Note that the relatively high sensitivity observed in the El 
model for parameter set 3 (Figure 3.4) is due to a couple of extremely sensitive 
parameters, indicated by the high standard deviation (Figure 3.4b): this is a property 
of this parameter set rather than the model circuit. These results indicate that the 
addition of a loosely-connected loop to the model decreases robustness, yet the 
























0.1 	 1 	 10 
Perturbation 
0.0 	 1.5 	 3.0 
sum DOS (Goodwin) 
Figure 3.4 Robustness to parameter variations. The sensitivity to parameter variation 
of modified Goodwin models using parameter set 3. Results are presented in terms of 
statistics of DOS across the model parameters: (a) mean, (b) standard deviation and 
(c) summation. The calculated DOS of models were plotted at each perturbation on 
the left panel whereas DOS entities at any perturbations of multi-loop models were 
plotted against that of the single-loop model on the right panel. The diagonal line, 
denoted as a dash line in the right panel, indicates identical robustness between the 
two compared models. 
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Figure 3.5 Robustness to parameter variations. The sensitivity to parameter variation 
of modified Goodwin models using parameter set 4. Results are presented in terms of 
statistics of DOS across the model parameters: (a) mean, (b) standard deviation and 
(c) summation. The calculated DOS of models were plotted at each perturbation on 
the left panel whereas DOS entities at any perturbations of multi-loop models were 
plotted against that of the single-loop model on the right panel. The diagonal line, 
denoted as a dash line in the right panel, indicates identical robustness between the 
two compared models. 
3.42 Sensitivity to external entraining signals 
Circadian systems have evolved to respond to certain environmental changes, such as 
the sensitivity to the length of the day, yet should be insensitive to other variations, 
including rapid variation in light input across the day. The single-loop Goodwin, EP 
and El models were tested to determine their sensitivity to the magnitude of light 
input using a square waveform. The results plotted in Figure 3.6 indicate that the El 
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as suggested from the phase shifts of their output profiles for M: an increase in the 
light strength F from 0.1 to 0.2 results in a 1.7-h phase advance in the peak in Mfor 
the El model while EP and Goodwin models show 0.9-h delayed and 0.7-h advanced 
peaks respectively. It is noteworthy that the EP model displays an opposite direction 
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Figure 3.6 The sensitivity of models to the strength of external signal (F) using the 
square light waveform. The results of the output profile (Ad) considered here are 
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Figure 3.7 The sensitivity of models to the patterns of external signal. The sensitivity 
to sine- and square-waveform of light having identical strength of signal (F = 0.2) 
(the first and third rows) and area under curve (the second and third rows) were 
compared. The results of the output profile (lid) considered here are simulated by 
using parameter set I of each model. 
Furthermore, sine and square light waveforms with identical maximum strength (F = 
0.2) were applied to Goodwin, EP and El models to examine their ability to 
distinguish the patterns of light. The multi-loop models can be distinguished in their 
response to the different light patterns through their phase-shift (Figure 3.7), while 
the single-loop Goodwin model exhibits least or no change. For the light profiles of 
F = 0.2 (top and bottom rows of Figure 3.7), the EP and El models with the square 
waveform produce phase-advanced oscillations relative to that with the sine 
waveform, whereby the early induction in the morning results from the strong 
repression of the repressors (P1 and P2) at the late evening, partially due to greater 
light input at dawn and dusk. This experiment was reinforced by an explicit test 
using an identical quantity of light (i.e. equal area under light profiles) as shown in 
the middle and bottom rows of Figure 3.7. The EP model changed phase most 
strongly in response to the change in waveform with equal integrated light exposure 
(1.5 h, compared to 0.6 h for El and 0 h for the modified Goodwin). The El model 
changed phase most strongly in response to a change in light intensity in the sine 
wave (0.8 h, compared to 0.6 h for EP and 0.2 h for the modified Goodwin). This 
double-control study (F and area under curve) suggested that EP and El models have 
the ability to discriminate and respond to the different waveform of light as well as 
its quantity. 
3.4.3 Robust to external signal variations 
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Figure 3.8 The robustness of models to variations in the external signal were 
observed using the square waveform of light with the same strength of signal (F = 
0.2). The results of the output profile (M) considered here are simulated by using 
parameter set 1 of each model. Distinct variations were formulated from the 
collective sine function with different values of variation coefficients to test the 
generality of the results. vsO represents no variation in the signal, while vs] to vs3 
employed the following variation coefficients: a] = 8, a2 = 3,,61 = 9, J62 = 5, y] = 10 
.and y2 = 7 for vs]; a] = 5, a2 = 3, #1 = 7,,82 = 5, yl = 10 and y2 = 7 for vs2; a] = 8, 
a22,fl19fi2-3,y1 = 10 and y24  for vs3. 
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Resistance to external fluctuations is also an important feature for circadian clocks, 
and we therefore tested the model robustness to a square light waveform with 
continuous variation superimposed. According to the phase-shift and characteristics 
of the output profiles, all models display an ability to resist such variations (Figure 
3.8). Nevertheless, the El model seems to show greater robustness against the 
variation, by maintaining a peak-time within 0.2-h deviation, than EP and Goodwin 
models, whose phases were shifted by half an hour (for vs]). Similar results were 
also obtained from other applied variations formulated by varying the characteristic 
factors a, /3 and y in Equation 3.8c. In summary, the results suggest that a multiple 
negative feedback loop structure can confer desirable properties through enhancing 
sensitivity to both qualitative and quantitative changes of the photo-profiles but also 
robustness to short-period external fluctuations. 
3.5 The effect of nonlinear kinetics on model sensitivity 
3.5.1 The simple Goodwin oscillator and the extended models 
Difficulties in measurement hinder experimental identification of the interactions 
occurring in a system. Michaelis-Menten kinetics are often used ad hoc to model 
biochemical reactions that are expected to saturate, yet their employment introduces 
an additional nonlinearity which may or may not be necessary. To determine the 
impact of this nonlinearity, the sensitivity of the models was tested for the Goodwin 
models (single-loop, EP, and El) under both linear (FLD) and nonlinear (END) 
degradation (the linearised model equations are presented in Appendix A). Each 
point (+) in Figure 3.9 represents the DOS' of sensitive parameters from more 
nonlinear or less nonlinear models over all perturbations. The sensitive parameters 
were classified according to consistent robustness analysis (CRA) described in 
Chapter 2. The diagonal line is the iso-sensitivity line, indicating identical sensitivity 
between two compared models. The results indicate that for all models a greater 
degree of nonlinearity leads to higher sensitivity. The modified Goodwin models 
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we therefore extended this analysis to test if the same results are obtained from more 
complicated models. 
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Figure 3.9 The sensitivity of the Goodwin-type models with varied degree of 
nonlinearity is presented by plotting the DOS' of sensitive parameters for all 
perturbations (+) from partially linearised model (PLD) against its corresponding 
fully nonlinear model (FND): (a) single-loop Goodwin model (b) Goodwin_parallel 
(EP) (c) Goodwin interlock (El). 
3.52 Arabidopsis circadian clock models 
Both the two-loop [17] and three-loop models [18] for the Arabidopsis circadian 
clock employ Michaelis-Menten forms in both synthesis and degradation kinetics 
C 
Z++44* +t'W~ 4t 
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(denoted here as FND). To investigate the impact of nonlinear kinetics on model 
sensitivity, both models were partially linearised (denoted here as PLD) by replacing 
the Michaelis-Menten degradation terms with mass action kinetics as described in 
section 3.3.3. The linearisation was performed stepwise for each degradation term 
and repeated until good-fit simulations did not persist following re-optimisation of 
the model to the same sets of data, e.g. due to loss of oscillation. The re-optimisation 
process here followed thousands steps of simulated annealing, with the starting point 
for the linearised kinetic parameters taken to be the ratio of their corresponding Vm 
and Km. The goodness of these estimated parameter sets are shown in Figures 3.1 Ob 
and 3.1 lb for the two-loop and three-loop models, respectively. The poorly fitted 
results (arrhythmia and mis-phase simulation) of the estimated parameter sets for 
both models indicate that the re-optimisation is needed to ensure equivalent 
performance between the various models. The sensitivity to parameter variations was 
investigated for a variety of two-loop and three-loop models and the results were 
analysed through comparison of DOS' of the sensitive parameters, selected through 
consistent robustness analysis (CRA; Chapter 2). 
(1) Linearisation of model kinetics 
Linearisation of the degradation rates not only reduces the degree of nonlinearity in 
the model but also the number of parameters needed to simulate the model. Ten 
parameters were eliminated from the two-loop model (FND2i 00 ) [17] without 
significantly altering its capacity to fit to data or desirable experimental behaviour 
(Cj/X e,Xn) changes from 1.12 to 0.49, representing a better fit to the data). All RNA 
and protein degradation terms in the linearised model (PLD 2100 ) follow mass action 
kinetics with the exception of nuclear and cytoplasmic TOC1 proteins. Figure 3.10 
depicts the equivalent goodness of fit between model simulations and data of the 
PLD2 1 and FND21 00 models. The only significant difference between the two 
models is the eight-fold decrease in acute light induction of Y/GJ in the PLD2 1 00 
model. The reduction in the original induction of Y/GI, which was confirmed through 
the fine time-resolution experiment (Toth's unpublished data), may be a result of the 
highly concentration-dependent degradation of the introduced mass action kinetic, 
producing a sufficient variation to induce system rhythmicity with less requirement 
of the acute response to the external signal (i.e. less sensitivity to sharp light; seen 
also in the simulation of LHY expression under 8L16D). The two-loop linear 
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Figure 3.10 Plots showing the best fit of the two-loop Arabidopsis circadian clock 
models for (a) nonlinear degradation, (b) linear degradation with estimated parameter 
set, and (c) linear degradation with optimised parameter set. 
Due to the extremely high sensitivity of parameters reported in the original 
three-loop model [18], a global optimisation of the model was initially performed to 
aid further model modifications (according to the hybrid method presented in 
Chapter 2). The resulting parameters are shown in Table A8. Linearisation of the 
three-loop model (FND 3 1 00 ) enabled a reduction of six parameters from 74 without 
significant loss in its capacity to fit the data (C1 jj(Xe,Xm) of 1.16 and 1.12 for 
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nonlinear and linear models; Figure 3.11). LHV/CCAI and PRR719 mRNA and 
protein degradation terms were all modelled using linear forms in the modified 
three-loop model (PLD31 00) while the remaining (TOG], X, and V mRNAs and 
proteins) degradation terms required Michaelis-Menten degradation forms. The 
reduced ability to linearise the three-loop model in comparison to the two-loop 
model suggests that the three-loop model requires greater complexity to satisfy the 
additional data sets, involving PRR9 and PRR7 expression in wild type background 
and clock's gene expression in the prr7prr9 double mutant. Specifically, the 
nonlinearity in the degradation of the Y/GI component is crucial for filly capturing 
plant behaviours previously simulated by the filly nonlinear model. Possibly, though 
the saturation rate of degradation is not necessary for all modelled entities, it may be 
required for a certain molecular entity in the model for generating time-delayed 
oscillations [177]. Linearisation applied to the three-loop model slightly affected the 
behaviour of the original model and only the simulations under lhy;ccal double 
mutant were found to have a significant effect through period lengthening. Although 
the three-loop linear degradation model gave similar results of data fitting, the 
light-inducible genes here again loses some of their ability to transcribe in response 
to light as indicated in the V/UI simulation. The consistency in this reduced capacity 
for both partially linear degradation models may consolidate the postulated 
hypothesis on the compensation of the strong light-induction transcription by the 
highly concentration-dependent degradation kinetics. 
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Figure 3.11 Plots showing the best fit of the three-loop Arabidopsis circadian clock 
models for (a) nonlinear degradation, (b) linear degradation with estimated parameter 
set, and (c) linear degradation with optimised parameter set. 
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(2) Sensitivity of Arabidopsis circadian clock models with varying degrees of 
nonlinearity 
Table 3.1 Summary of the sensitivity analysis for the two-loop and three-loop 
models 
Two-loo model Three-loop model Descriptions FND2 1oop PLD2100 FND31 PLD3 00 
Number of 




n6 n4 n4 
g3-norm n5 
g3-denorm g3-denorm g2 g2 
m4 m4 m4 m4 
M9 m9 
Sensitive k4 k4 m12 m12 
parameters k7 m13 m13 
p2 klO klO 
p3 •p3 p4 p4 
r5 r8 
a b b 
b b e 
f 
Percent of ..x 100 = 62.5% --x100 = 80% intersection 8 10 
The sensitivity of the nonlinear and partially-linearised models was qualitatively and 
quantitatively compared for both two-loop and three-loop models. The sensitive 
parameters from each model were determined from the consistent robustness analysis 
as listed in Table 3.1 (for further details see Chapter 2). Eleven sensitive parameters 
were identified from the 58 parameters in the FND21 00 model (mainly involving 
TOC] transcription), while eight sensitive parameters were identified from 48 
parameters of the PLD21 00 model. Noteworthy is the large intersection between the 
two versions of the two-loop models, suggesting that linearisation did not 
significantly alter the dynamics of the model. For the three-loop model, the FND31 00 
model yielded 14 sensitive parameters from 74, relating to TOCJ and Ytranscription 
and degradation, while the corresponding PLD31 00 model demonstrated a highly 
overlapping set of 10 sensitive parameters. The conservation between sensitive 
La:] 
parameters in the nonlinear degradation and partially linearised three-loop models 
suggests again that selective linearisation did not substantially affect model dynamics. 
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Figure 3.12 The sensitivity of the Arabidopsis circadian clock models with varied 
degree of nonlinearity is presented by plotting DOS' of sensitive parameters from the 
partially linearised model (PLD) against its corresponding fully nonlinear model 
(FND): (a) two-loop model and (b) three-loop model. 
The sensitivities of the partially linearised model were compared quantitatively with 
their fully nonlinear counterparts using the sensitive parameters as depicted in Figure 
3.12. Each point (+) represents the DOS' of sensitive parameters for each model 
across all perturbations. The results show that for the two-loop model the DOS' 
points generally lie above the iso-sensitivity line (especially for the most sensitive 
parameters), but for the three-loop model the sensitivity difference is less significant. 
This might be due to the more significant difference in the degree of nonlinearity in 
the comparing between models for the two-loop (10/13 degradation rates were 
linearised.) than the three-loop models (only 6 degradation rates were linearised from 
a total of 16.). Consistent with the results for the modified Goodwin models, 
sensitivity to parameter variation was lower in the partially linearised models than 
the corresponding nonlinear degradation models. 
3.6 Discussion 
Complexity is an inevitable consequence of iterative extension of models to model 
new data, with multi-loop structures and nonlinearity being common examples of 
such complexities. In the specific example of the Arabidopsis circadian clock, a 

























from one-loop to four-loop [16-18, 39]. While certain complexities are an intentional 
and necessary inclusion to extend the boundaries of the model and its capability to 
include known network topology, unnecessary complexity may arise from inclusion 
of features that are possible but not demonstrated, such as the saturation of cellular 
degradation pathways or the independent functions of parallel regulation. This 
complexity potentially hinders the ability to apply mathematical analyses and it is 
appropriate to question whether all complexities are required. 
Increased complexity affects both the behaviours and properties of the model. 
Besides the remarkable behaviour in producing rhythms with accurate phase and 
period, the circadian clocks in diverse organisms balance properties of sensitivity and 
robustness: the circadian clock is not only robust to fluctuating signals (external 
noise) and intrinsic variations [31, 51], but it is also sensitive to certain 
environmental clues such as the daily light-dark cycle [179-181]. Trade-off between 
sensitivity and robustness is important even in non-entrained systems, including 
signal transduction pathways and enzymic interaction networks where an appropriate 
composition of the positive and negative feedback loops is evidently required for 
enhancing sensitivity to signal and retaining robustness to noises, respectively [174]. 
Models of the circadian clock are therefore expected to be sensitive to different kinds 
of effectors. As sensitivity (or robustness) is a key property for inferring the 
plausibility of the model, sensitivity analysis has been used to explore the 
significance of the model's complexities regarding multi-loop structure and 
nonlinearity. 
Multiple negative feedback loop structures are common in circadian clock models 
ranging from Synechococcus cyanobacteria [182] to plants [17, 18] and mammals 
[19]. Single loop structures are not capable of describing the properties of circadian 
clocks in living organisms [13, 16, 1781 and ignore molecular evidence for multiple 
loop connectivity. The results in Figures 3.3 to 3.8 show that the multi-loop structure 
can affect the sensitivity of the systems, balancing sensitivity to external clues with 
robustness against internal variation. Compared with the simple single loop structure, 
the multiple loop circuits enhance the ability to sense and respond to the amplitude 
me 
(Figure 3.6) and waveform (Figure 3.7) of input signals while maintaining high 
robustness against noisy input (Figure 3.8). Surprisingly, relative to the single loop 
model, the two related circuits of multi-loop structure (EP and El) demonstrate 
opposite sensitivity to internal parameter variation (Figures 3.3-3.5). The results of 
the robustness in multiple-loop models apparently show variation with the employed 
parameter sets, yet the majority of the results (2/3 sets) support the conclusion on the 
high robustness of the interlocking structure. It is also worth to remark that the high 
sensitivity of the El model presented with the particular set3 of parameters is caused 
by a couple of extremely sensitive parameters (seen in high sd DOS1,,; Figure 3.4b), 
indicating a poor characteristic of this parameter set. According to the detailed 
sensitivity analysis (CRA), the high sensitivity in the EP model may result from (1) 
non-uniform sensitivity of model with respect to parameters, for which the sensitivity 
of the model normally relies on a single extremely sensitive parameter, and (2) 
synergy of two identical actions introduced to the network. The former is reflected 
by the higher sd DOS1, 1 of the EP to those of El models, and the latter is interpreted 
from the identified sensitive parameters of each model where parameters involving 
regulation from P1 and P2 to Mare less significant in the El than EP models due to 
the additional inhibition of F] to P2 in the El model. In conclusion, the resulting 
high sensitivity of the EP model may arise from an inappropriate incorporation of a 
new loop structure, since this sensitivity is vastly improved by the extra 
incorporation of a single interlocking connection into the model, El. This may 
suggest that a compact architecture is also necessary for increasing the robustness of 
the model against internal variations [183-186]. Considering all of the above parts, 
the interlocked negative feedback loop model (El) expresses many advantages for 
being a standard structure of the circadian clock. 
We note that the impact of intrinsic noise generated by time-dependent processes (e.g. 
thermal noise and low reactant numbers) is excluded from our ODE based study into 
robustness against the input signal fluctuation. Incorporating such noise requires 
continuous injection into the network at all points, thus necessitating appropriate 
modelling methodologies such as stochastic differential equation (SDE) [187]. 
Although the intrinsic noise has not been investigated here, it can certainly impact on 
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the actual biochemical network [188], raising its significance for a future robustness 
analysis on model topology. 
Nonlinearity in the kinetics is another complexity often introduced through 
modelling. For molecular degradation, biochemical molecules naturally experience a 
simple decay or degradation (linear-form) at the rate dependent of the molecular 
concentration ([24] - Chapter 6, pp103); however, in a long chain of regulation the 
rate may reach saturation in equilibrium with the synthesis rate, leading to the 
employment of the nonlinear-form degradation in diverse biological models, 
especially those for generating self-sustained oscillation ([26]- Chapter 6, pp  109). 
Nonlinear kinetics are required to produce oscillations, particularly in small models, 
and the necessity for nonlinearity decreases with increased size (or complexity) of 
the model [26, 177]. Here we show that nonlinearities can increase the sensitivity of 
model behaviours to parameter perturbation, even in simple models (Figure 3.9). 
Similarly, many of the nonlinear degradation terms of previous models were not 
necessary for the fit to Arabidopsis circadian clock data. Comparable fits were 
obtained from models with varying degrees of nonlinearity (Figures 3.10 and 3.11). 
Furthermore, the excessive nonlinearity introduced additional sensitivity to the 
models: the qualitative (Table 3.1) and quantitative (Figure 3.12) comparisons 
suggest that nonlinearity also increases the sensitivity of these complex models, 
without major perturbation to the dynamics of the model. The sensitive parameters 
were conserved between the nonlinear (FND) and partially linearised (PLD) models, 
despite having different degradation kinetics (Table 3.1). Most of the sensitive 
parameters in the PLD models were also found sensitive in their counterpart FND 
models, which possess greater numbers of sensitive parameters involving 
transcription (denoted as "n" in Table 3.1) but not transportation (denoted as "r" in 
Table 3.1) as identified in the PLD models. The greater significance of the 
transportation processes appearing in the PLD models reflects the requirement of a 
process for adjusting molecular quantities that change quickly following the 
non-saturating degradation kinetics. Understanding the role of nonlinearity in the 
model enables us to minimise unnecessary model complexity, which decreases both 
the sensitivity of the model and the number of parameters. A quick test on the 
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computational time for models differing in the parameter dimension (through 
linearisation), Figure 3.13, exemplifies the advantage of less complex models for 
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Figure 3.13 The running time for 100 annealing steps on the nonlinear and partially 
linearised two-loop Arabidopsis circadian clock models: (1) fully nonlinear model - 
58 parameters (2) partially linearised all RNA degradation - 54 parameters (3) 
partially linearised all RNA and LHY/CCA1 protein degradation— 52 parameters (4) 
partially linearised all RNA, LJ4Y/CCA1 and X protein degradation - 50 parameters 
and (5) partially linearised all RNA, LHY/CCA1, X and Y protein degradation —48 
parameters. The number of parameters in models is reduced with increasing degree 
of linearity, resulting in a reduction of the computational time for the optimisation. 
(Note that the computational experiments in Matlab were performed on a standard 
desktop with Intel (R) Pentium (R) D CPU 3.00 GHz 2.99 GHz, 1.99 GB of RAM 
and Microsoft Windows XP Professional Version 2002 setting system) 
The most valuable model is the simplest model that retains enough flexibility to 
explain the real system behaviour while also matching the system properties. Besides 
these properties, models with a strong predictive capacity and heuristic value are the 
ultimate goal of modelling. The study of model structure and its kinetics allows us to 
understand the contributions of complexities to the behaviours and intrinsic 
properties of the model. Applying this understanding, we can effectively reduce the 
complexity of a model while its flexibility is retained, so that it may become an even 
more useful and predictive tool. 
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Chapter 4 
Sensitivity and robustness analysis of the 
Arabidopsis circadian clock models 
This chapter is a part of a submitted manuscript to BMC Systems Biology under the 
title "Consistent robustness analysis (CRA) identifies biologically relevant properties 
of regulatory network models", Treenut Saithong, Kevin J. Painter, and Andrew J. 
Millar. 
4.1 Introduction 
Robustness to variation is a key property of a living system. In a model, analysis of 
robustness is expected to provide insight into the factors controlling model behaviour 
and, ultimately, indicate the plausibility of the created model. However, it is more 
often employed as a secondary test following primary verification through data 
filling, since the analysis of model robustness is often complicated and costly. 
An increase in the number of filled data sets (adaptability) often lies behind the 
further development of models. For the Arabidopsis circadian clock, the one-loop 
model capably fits 8 sets of wild-type data (Figure 2.4), consisting of LHY/CCAJ and 
TOCI expressions under light:dark conditions, whilst the two-loop and three-loop 
models can simulate 12 (Figure 2.5) and 17 (Figure 2.6) time series of gene 
expressions respectively, including lhy;ccal double mutant and tocl-2 mutant. 
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Each extension alters the dynamics of the model beyond the ability to capture 
temporal expression behaviour or adaptability. The changes in phase with 
photoperiod are one example of dynamic behaviour that was not included in the 
initial set of behaviours used to develop the model, and are not yet frilly covered by 
'adaptability'. Through extensive simulation of these three models of the Arabidopsis 
circadian clock under varying photoperiods, colleagues in the Millar group have 
investigated the phase resetting behaviour, an important clock feature that indirectly 
implies the entrainability of the model ([181; Edwards et a!, manuscript in 
preparation). The one-loop model, which perceives only the dawn light signal 
through LHY/CCAJ, simulated an unchanged phase for all gene expressions under 
varying photoperiods, interpreted as "phase locked to dawn". This circumstance 
indicates that the phase of the one-loop model is only set by light at dawn and is 
insensitive to light at dusk. The contrasting scenario was found in the simulations of 
the two-loop model, where dusk-light perception was taken into account though Y/GI. 
Herein, all clock genes delay their phase of expression with the lengthening 
photoperiods, whereas the phase of acutely light-induced LHY/CCAJ expression 
remains locked to dawn. Comparison with experimental results (Edwards et a!, 
manuscript in preparation) show that the two-loop model gives an excessive dusk-
tracking phase of gene expressions under very long photoperiods. The dominance of 
dusk in the two-loop model is found to be reduced in the latest three-loop model, 
where another morning-light perception was included with the additional component 
PRR719. The current model demonstrates a more compromised effect of dawn and 
dusk on clock phase resetting than previous models [18]. However, the expression of 
LHY/CCAI is unaffected by the time of dusk in the model (see also Figure 4.20), 
whereas it is affected by dusk in the plant: the model has more dawn tracking in 
phase of expressions relative to the experimental data. 
The fit to data is the logical first step to examine the quality of a model. Failure to 
match the target data, for example phase (time of peak) and periods for circadian 
rhythms, results in discarding the model. Comparisons of the simulations to diverse 
sets of biological data may convey useful information on how the model behaves 
under a given condition, but it reveals little regarding the properties of the model. 
While complexity of the model and elaboration of the analytical approach often 
impede a model investigation, analyses into the properties of the model, such as 
robustness, brings a further set of information for understanding the model. 
Robustness analysis dissects the model with respect to sensitive factors, thereby 
illuminating the processes that control the main behaviour of the model. Ideally, the 
model can be modulated most easily by adjusting the resulting sensitive parameters. 
Thus, this analysis shows not only the dynamic operation inside the model but also 
specific points requiring modification. Without understanding of the robustness of 
the model, iteratively tuning model parameters may encounter "model fragility" - the 
normal model behaviour easily collapses under a perturbation of a highly sensitive 
parameter, or "model plasticity" - the model behaviour is irresponsive to a 
perturbation caused by adjusting an insensitive • parameter, or even "parameter 
tradeoffs" - e.g. if only the ratio of parameters is constrained [32, 160]. Recently, 
robustness has been proposed to be a criterion for selecting a plausible model [32, 
36], which is also established in Chapter 2. This function is more important when an 
equal goodness-of-fit to data is found from many models in an extensive search. 
Furthermore, in the case that the selected model is overall a plausible one, then the 
most important parameters to be measured experimentally may be the most sensitive 
ones. 
Models of the Arabidopsis circadian clock were developed and modified according 
to a capability to match the biological data. The one-loop, two-loop and three-loop 
models were sequentially published without truly examining the model robustness. 
For a particular published parameter set, only the effects of all single-parameter 
perturbations on period and amplitude were tested [16-18], leaving a crucial question 
on this property filly unexplored. The proposed method (Consistent Robustness 
Analysis, CRA; Chapter 2) was, therefore, introduced here to investigate and 
compare such properties of the published models. The two-loop model, which is 
biologically more plausible than the one-loop model while being relatively more 
simple than the three-loop model, is first analysed and detailed results are presented 
to demonstrate the method (Section 4.2), followed by the analysis of the one-loop 
(Section 4.3) and three-loop models (Section 4.4). The results confirm the reliability 
;tii 
of the two-loop model and suggest the weaknesses of the most recently proposed 
three-loop model, which cannot be directly determined by the goodness of fit to data. 
4.2 Sensitivity and robustness to parameter variations of the Iwo-loop model 
A critical test of the CRA introduced here is determination of whether it can extend 
understanding beyond the fit of the model to data. The model of two-loop Arabidosis 
circadian clock,which was published by Locke et al. (2005b) [17], is also collected in 
Appendix A.2.2. We divided the results of the analysis into three parts according to 
the phases of CRA procedure. 




Figure 4.1 The hierarchical clustering result of 50 parameter sets of the two-loop 
model obtained from global optimisation. This displays the relative distance between 
the parameter sets in parameter space, as determined by length of the tree. The green 
circle marks the set 0 and the red asterisk indicates the other selected reference 
parameter sets used along the sensitivity analysis of the two-loop model. 
97 
Our input is based on a previous analysis by Locke et al. (2005b) [17], in which 50 
low cost-of-fit parameter sets (unpublished data) were generated following global 
optimisation to the semi-quantitative cost function (see [16] for details). One of these, 
set 0, was described previously [17]. A set of reference parameter sets was selected 
as described in Chapter 2 (Section 2.3.1, see also Figure 2.7a). Hierarchical 
Clustering (HCL) and Principal Component Analysis (PCA), which are widely used 
techniques in estimating the distance between components in multidimensional space, 
were employed to measure the distances between the parameter sets. While the HCL 
technique agglomerates the data based on mathematical correlations, such as 
Barth'elemy-Montjardet distance [189], PCA transforms a number of possibly 
correlated variables into a smaller number of uncorrelated variables called principal 
components by performing the calculation of the eigenvalue decomposition of a data 
covariance matrix or singular value decomposition [190]. Figure 4.1 plots the HCL 
results for the full 50 parameter sets and the asterisks mark those selected for the 
second phase of the analysis. Among the seven selected parameter sets, four (sets 9, 
12, 13, and 14) were selected to be distant from set 0, while the others (sets 27 and 
39) are located close to set 0. Re-optimisation of each of the selected parameter sets 
to the fully-quantitative cost function (fitting to data) was performed through a 
simulated annealing algorithm (5000 steps) to yield the locally optimised parameter 
sets, termed LO, L9, L12, L13, L14, L27 and L39, to be used in the later sensitivity 
analysis. The improved quality of fit for the resulting parameter sets demonstrates the 
significance of the re-optimisation against the quantitative cost function in refining 
the initial results obtained from an exhaustive search against the semi-quantitative 
criteria of Locke et al. [16]. The simulations generated by LO match the data very 
well (Figure 2.5) compared to those from the others, whose simulated oscillations 
showed low amplitude (L12 and L13; Figures C.16 and C.17 in Appendix C), 
abnormal shape (L12 and L27; Figures C.16-and C.19 in Appendix C), and short 
period in continuous darkness (all of the parameter sets; Figures C.14-C.20 in 
Appendix C). Each of the parameter sets fit parts of the data well, but it is difficult to 
fit all of them equally well, yet in the rigorous optimisation. According to the 
unequal fitting quality, it is thus crucial to normalise the evaluation function 
(Equation 2.14) for sensitivity analysis by their individual best-fit cost (i.e. cost 
function at which no perturbation is applied). 
(2) One-dimensional sensitivity analysis 
One-dimensional analysis was performed through six-fold (positive and negative) 
perturbations of each parameter in each of the reference sets. Figure 4.2 displays (a) 
the sensitivity and (b) the robustness for the two-loop model for LO; results for each 
of the other parameter sets can be found in Appendix C (Figures C.21-C.22). 
Sensitivity and robustness are determined first by calculating the change to the 
cost-of-fit due to each parameter perturbation, and then normalising within the 
parameter set according to Equation 2.9. The sensitivity coefficients are determined 
from Equations 2.10-2.11 and summarised in Figure 4.3 (scales from highest in white 
to lowest in black). Normalisation is required because the unperturbed cost-of-fit and 
the maximum perturbed cost-of-fit are different for each parameter set. This means 
that absolute values for sensitivity coefficients can only be compared within a 
column (i.e. across the parameters within a particular parameter set). Nevertheless, 
there are similar trends with respect to the sensitivity of a particular parameter across 
the different sets. As can be seen, the parameters responding to TOCJ (P13-P20) and 
Y (P40-P45) genes show a relatively high value of sensitivity coefficient in all 
reference parameter sets, indicating a consistent group of sensitive parameters across 
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Figure 4.2 Sensitivity and robustness of the two-loop model of the Arabidopsis 
circadian clock. The (a) sensitivity and (b) robustness with respect to the parameters 
in the two-loop Arabidopsis circadian clock model using LO (the reoptimised 
parameter set from set 0). The heatmap plots the sensitivity (for (a) white = sensitive, 
black = robust) and robustness (for (b) white = robust, black = sensitive) of the 
model at all parameters (rows) and perturbations (columns). Similar plots for other 
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Figure 4.3 The sensitivity coefficients of the two-loop Arabidopsis circadian clock 
model are plotted as a heatmap in which high sensitivity is shown in white, scaling to 
low sensitivities in black: (a) SIZ  and (b) S h,  . The sensitivity coefficients of a 
parameter (row) in each reference parameter set (column) were independently 
determined from the cost function, normalised within the reference set. Note that 3e 
and S hPPy are broadly consistent, indicating that either method is reasonable. 
The sensitive parameters for each set are listed in Table 4.1 (Section 4.5) according 
to a classification criterion (Equation 2.12) at m = 1. Between five and thirteen 
sensitive parameters were determined for each set, resulting in 27/5 8 parameters 
being identified as sensitive at least once. The discrepancy in which parameters are 
identified as sensitive for the various parameter sets highlights the fact that the model 
sensitivity depends on the parameter set as well as the network circuit. On the other 
hand, certain parameters were repeatedly classified as sensitive across the diverse 
parameter sets. The frequency with which the parameters are identified as sensitive is 
plotted in Figure 4.4 and, using a 50 percent consistency cut off, we list eight 
consistently sensitive parameters in Table 4.1. These eight consistently sensitive 
parameters are P2 (ni: max. light-dependent LI-JY transcription), P13 (n2: max. 
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transcription), P16 (g3-denominator: constant for TOCI transcription), P40 (n5: 
constant for V transcription), P42 (m12: max. degradation rate of Y mRNA), P52 (g6: 
constant for Y transcription), and P54 (b: Hill coefficient for TOCJ transcription). 
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Figure 4.4 The percentage consistency of sensitive parameters in the two-loop 
Arabidopsis circadian clock model. The percentage consistency of the sensitive 
parameters (using m =1) among the reference parameter sets was plotted according to 
(a) the genes and (b) molecular processes (TL= translation and T = Transportation). 
The consistently sensitive parameters, marked by black bars, were classified based 
on a 50 percent consistency cut-off. 
The sensitivity analysis, illustrated in Figure 4.4, pinpoints the influence of specific 
molecular processes, entities or parts of the genetic network: 7/8 of the consistently 
sensitive parameters describe transcription processes, 4/8 relate to the TOC] gene 
while 7/8 relate to evening-phase genes, TOCI and Y. Ranking the sensitivity 
coefficients, the most sensitive parameters correspond to TOC] transcription. 
As the sensitive parameters are defined subject to the strictness of the classification 







classification), we performed various tests in order to ensure the appropriateness of 
the criterion used in this work. Firstly, we calculated the percentage consistency of 
each parameter at m = 1 based on varied combinations of sensitivity coefficients used 
in the classification criterion: only, S h PPY only, and both S' and Figure 
4.5 shows that these three different criteria provided similar results for the sensitive 
parameters. Furthermore, on the basis of using both sensitivity coefficients (Equation 
2.12), we varied m to test the suitability of the value used. For m = 0.5 (Figure 4.6a) 
or m = 2 (Figure 4.6b), we obtained respectively large and small numbers of 
classified sensitive parameters, suggesting that the applied criterion of m = 1 is 
relatively more sensible. The results of setting m as either 0.5 to 2 (Figures 4.5 -4.6) 
allow us further insight into the landscape of parameter sensitivity in the observed 
parameter space (Figures 4.6a-1 and 4.6b-1). Over 20 percent of parameters 
involving in TOC] (4/16) and V (6/17) genes remain consistently sensitive (PC> 0) 
even under the strictest criterion (m = 2), while almost all of the consistently 
sensitive parameters of LHY and X are lost. From a molecular process basis, only 
transcriptional parameters maintain their consistency with the increased strictness 
criterion, indicating an independency in the sensitivity of transcription kinetics with 
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Figure 4.5 The percentage consistency (PC) of the sensitive parameters among the reference parameter sets, calculated based on the different 
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Figure 4.6 The percentage consistency (PC) of the parameters obtained from 
different degree of strictness ((a) 0.5 x  sd (m = 0.5) and (b) 2.0 x  sd (m = 2) addition) 
to classify the sensitive parameters (based on and ShOPPY)  was plotted according 
to the (1) genes and (2) molecular processes (TL= translation and I = 
Transportation). The consistently sensitive parameters marked as black bars were 
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Figure 4.7 Distribution of the sensitivity coefficients of the parameters in the 
two-loop Arabidopsis circadian clock model. The histograms demonstrate the 
distribution of the sensitivity coefficient (S) within each reference parameter set of 
the two-loop model. This shows the frequency distribution of the parameters of the 
model that display similar magnitudes of sensitivity 
Further insight arises through the distribution of the parameter sensitivities. The 
distribution curves for the sensitivity coefficient (S") are plotted for the individual 
reference sets and presented in Figure 4.7. Comparing with Figure 4.1, parameter 
sets located close to each other in parameter space show similar parameter sensitivity 
distributions, e.g. LO, L27, and L39 show a comparable pattern of the distribution 
curve (left-skewed with a small divided peak), while others are likely to demonstrate 
a seemingly random shape. The distribution of parameter sensitivity probably 
therefore reflects the relative position of the parameter set in parameter space. 
Nonetheless, the concrete interpretation of such an observation could not be 
concluded until the quantitative comparison of those distribution curves is 
accomplished. 
(3) Two-dimensional sensitivity analysis 
Greater insight into the robustness of the parameter space is obtained through 
two-dimensional sensitivity analysis. The long computation time required to perturb 
across two dimensions in parameter space prevents an exhaustive analysis; therefore, 
the focus here is on the most sensitive parameters, as revealed in Step 2 (Figure 
2.7a). Insensitive parameters are expected to give rise to flat and smooth distributions 
(for example, see Figure 4.8). The characteristics of the parameter surface can 
therefore be inferred through limited investigations in "meaningful areas" of the most 
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sensitive parameter space. Four of the most sensitive parameters within a set were 
chosen and subjected to pairwise perturbation. Examples of the parameter space 
surface of set LO are plotted in Figure 4.9: the surface in highly sensitive regions is 
coarse, with a deep hole corresponding to where the optimal solution (red star) lies. 
Similar results for the other six reference sets are illustrated in Appendix C (Figures 
C.23-C.28). 
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Figure 4.8 The parameter surface developed from 2D sensitivity analysis of the 
two-loop model based on the insensitive parameters of LO: P8 (r2) - TOCI protein 
transportation to the cytosol, P24 (0) - TOC1 protein degradation in the cytosol, P25 
(m7) - TOCI protein degradation in the nucleus, and P48 (ku) - Y protein 
degradation in the cytosol. The red star illustrates the position of the reference 
parameter set, which is always coincident with the minimum cost region on the 
parameter surface. The X and Y axes represent perturbation of sensitive parameters 
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Figure 4.9 The parameter surface developed from a 2D sensitivity analysis of the 
two-loop model, based on the highly sensitive parameters LO: P13 (n2) - Max. TOCI 
transcription rate, P19 (p2) - rate constant of TOCJ mRNA translation, P23 (mó) - 
Max. rate of light independent cytoplasmic TOC 1 degradation, and P54 (b) - Hill 
coefficient of activation by protein Y. The red star illustrates the position of the 
reference parameter set, which is always coincident with the minimum cost region on 
the parameter surface. The X and Y axes represent perturbation of sensitive 
parameters and the Z axis is the cost function corresponding to the parameter 
perturbation. 
4.3 Sensitivity and robustness to parameter variations of the one-loop model 
The results obtained from the analysis of the two-loop model indicate the 
effectiveness of the used method (CRA; Consistent Robustness Analysis) to reveal 
the dynamics of the model through the consistently sensitive parameters (1 D) and the 
parameter surfaces (213). In the previous section, it has been shown that the 
behaviour of the Arabidopsis circadian clock model consisting of two feedback loops 
with isolated dawn/dusk receptors relies on the transcription of the TOCJ gene. Here, 
we perform a similar analysis for the one-loop model, which is the simpler model 
composed of one negative feedback loop with more restriction on light input to the 
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clock (i.e. only anticipate to the dawn light through LJ-IY/CCAI; see Appendix A.2.1 
for model equations). 
(1) Reference parameter set selection 
Parameter sets to initiate this analysis were again selected from the 50 globally 
optimised parameter sets of Locke (unpublished data). Of these, only one set was 
reported as providing a "best fit" for the model, set26 [16]. The HCL analysis of 
these globally optimised parameter sets is depicted in Figure 4.10, with the bestfit 
parameter set (set 26) marked by a green circle (see also Appendix Q. Relative to 
set 26, two neighbouring sets (set 2 and set 41) and four distant sets (set 31, set 32, 
set 37, and set 50) were selected for the next phase of analysis, and marked by red 
asterisks. All selected reference parameter sets were re-optimised against the 
experimental data as described in Chapter 2 and the refined parameter sets were 
denoted as L2, L26, L31, L32, L37, L41 and L50. Simulations showing their capacity 
to fit the experimental data are collected and plotted in Appendix C (Figures C.1- 
C.7). It is worth noting that L37 and L41 are identical to set37 and set4l, since the re-
optimisation did not improve the fitting quality. Simulations of the reference 
parameter sets fit the data capably, yet some (L31, L32, L37, and L50; Figures C.3-




Figure 4.10 The hierarchical clustering result of 50 parameter sets of the one-loop 
model obtained from global optimisation. This displays the relative distance between 
the parameter sets on the parameter space. The green circle marks set 26 and the red 
asterisk indicates the other selected reference parameter sets used for the sensitivity 
analysis of the one-loop model. 
(2) One-dimensional sensitivity analysis 
As in the study for the two-loop model, the sensitivity coefficients are calculated 
from the results of a sensitivity analysis across 36-fold perturbations of a single 
parameter. The sensitivity maps are illustrated in Figure 4.11. We note that the 
sensitivity coefficients of parameters in each reference parameter sets share a 
common pattern, indicating a highly consistent group of sensitive parameter across 
the parameter sets relating to the TOCI gene. 
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Figure 4.11 The sensitivity coefficients of the one-loop model are plotted as heatmap 
where high sensitivity is shown in white and scaled to low sensitivity in black: (a) 
seze and (b) S °°'. The sensitivity coefficients of a parameter (row) in each reference 
parameter set (column) were independently determined from the cost function, 
normalised within the reference set. 
In contrast to the two-loop model, the robustness analysis demonstrated that the 
model is highly sensitive to a specific minor group of parameters, which are 
generally conserved across all reference parameter sets (Figure 4.12 and Table 4.1). 
Overall, 7/25 of the sensitive parameters were identified, all of which relate to 
molecular processes of TOCI (transcription, translation, transportation and 
degradation). Using the same percentage consistency cut off (50%), three 
consistently sensitive parameters were defined as followed: P13 (n2: max. TOC] 
transcription rate), P14 (g2: constant of activation by TOCI), and P15 (m4: constant 
Max. rate of TOCI mRNA degradation). The results indicate that TOC] transcription 
is the sensitive process within the one-loop model. The sensitivity to TOC] in both 
the one-loop and two-loop models highlights its importance at the heart of the 
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Figure 4.12 The percentage consistency (PC) of the sensitive parameters in the 
one-loop model (using m =1) among the reference parameter sets was plotted 
according to the genes (a) and molecular processes (b) (TL= translation and T = 
Transportation). The consistently sensitive parameters marked as black bars were 
classified based on a 50 percentage consistency cut-off. 
(3) Two-dimensional sensitivity analysis 
For each reference parameter set, four of the most sensitive parameters suggested by 
the previous step were tested in pairwise perturbations. The 3D plot in Figure 4.13 
demonstrates characteristic examples of the parameter space and surface 
characteristics for the one-loop model using L26 (for other parameter sets, see 
Appendix C). Clearly, for sensitive parameters, the surface in the one-loop model 
parameter space is more sensitive relative to that of the two-loop model (Figure 4.9). 
The reference parameter set (red star) is always located at the minima of the 
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Figure 4.13 The parameter surface developed from a 2D sensitivity analysis of the 
one-loop model based on the highly sensitive parameters L26: P2 (nI) - Max. LHY 
transcription rate, P13 (n2) - Max. TOG! transcription rate, P14 (g2) - rate constant 
of TOG! transcription, and P15 (m4) - Max. TOG! mRNA degradation. The red star 
illustrates the position of the reference parameter set which is always coincident with 
the minimum cost region on the parameter surface. X and Y axis represent 
perturbations of sensitive parameters and the Z axis is the cost function 
corresponding to the parameter perturbation. 
4.4 Sensitivity and robustness to parameter variations for the three-loop 
model 
Both the one-loop model and two-loop model have consistently identified TOG! 
transcription as. the key controlling system behaviour. As the importance of this 
process is presented for structurally different models, it would be interesting to 
observe whether its influence is retained under a further major modification of the 
model. Hence, the same test is subjected to be applied to the most recently published 
three-loop model, where the morning-light anticipated gene PRR9 was included via 
an explicit feedback loop (see Apendix A.2.3 for model equations). 
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Figure 4.14 Sensitivity and robustness of the three-loop model of the Arabidopsis 
circadian clock. The (a) sensitivity and (b) robustness with respect to the parameters 
in the three-loop Arabidopsis circadian clock model using Lthreeparam (the 
reoptimised parameter set from threeparam, the published parameter set in [18]). The 
results were normalised by omitting the extremely sensitive parameter, n6: PRR719 
transcriptional rate). The heatmap plots the sensitivity (for (a) white = sensitive, 
black = robust) and robustness (for (b) white = robust, black = sensitive) of the 
model at all parameters (rows) and perturbations (columns). 
The locally optimised parameter set (Lthreeparam) of the published parameter set 
threeparam [18] was employed first to test the sensitivity of the three-loop model. 
The results showed that the model is extremely sensitive to a single kinetic constant 
of PRR 7/9 transcription (n6), and analysis excluding this parameter identified a 
further six sensitive parameters that also mainly relate to PRR719 (Figure 4.14 and 
Table 4.1): P4 (ml: Max. rate of LHY mRNA degradation), P5 (kI: Michaelis 
constant of LI-JY mRNA degradation), P54 (b: Hill coefficient of activation by 
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protein Y), P62 (m16: Max. rate of degradation of PRR719 mRNA), P63 (k14: 
Michaelis constant of PRR719 mRNA degradation) and P67 (m]7: Max. rate of 
degradation of cytoplasmic protein PRR719)). Unlike the one-loop and two-loop 
models, the sensitivity analysis indicated the significance of the newly-incorporated 
morning gene for the dynamics of the network, which may be a consequence of a 
biased optimisation scheme: the newly included parameters were optimised through 
a limited search with those parameters corresponding to the two-loop model fixed. 
4.4.2 The three-loop model with parameter sets from the hybrid optimisation 
Reference parameter set selection 
We resolved the problem of the reported parameter set by performing a full 
re-optimisation of the three-loop model using the hybrid method, described in 
Chapter 2. However, only a limited number of parameter sets were found to be 
biologically sensible based on the poor quality of fitting to data for this model: the 
global search from the 50 good parameter sets of the two-loop model (Figure 4.1) 
yielded reasonable solutions only for the product obtained from set 40, which 
provides reference parameter sets here. As such, only five reference parameter sets 
were selected with less concern on the parameter location in the parameter space as 
follows: L170239, L874175, L621056, L598144 and L49664). These parameter sets 
were a product of the search initialised by set 40 of the two-loop model. Among 
these reference parameter sets, L874175 shows the best fit between the simulations 
and the data, whereas L621056 and L170239 show low amplitude simulations and 
L49664 presents a number of peculiarly simulated profiles such as biphasic shape 
and remarkably sharp peak (also see the simulation in Appendix C, Figures C.29 - 
C.33). 
One-dimensional sensitivity analysis 
The results of a single-parameter perturbation for the three-loop model were 
recapitulated in terms of sensitivity coefficients as shown in Figure 4.15. Varying 
numbers of sensitive parameters were classified from each reference parameter set 
with a total of 28/74 parameters classified as sensitive at least once and nine of them 
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defined as consistently sensitive parameter using the 50 percent consistency 
threshold (Figure 4.16 and Table 4.1). The following is the set of consistently 
sensitive parameters for the three-loop model: P13 (n2: Max. TOC] transcription 
rate), P14 (g2: constant of activation by protein Y), P40 (n5: light independent 
component of Y transcription), P42 (m]2: Max. rate of Y mRNA degradation), P43 
(klO: Michaelis constant of V mRNA degradation), P44 (p4: rate constant of V 
mRNA translation), P47 (n213: Max. rate of degradation of cytoplasmic protein Y), 
P62 (m16: Max. rate of degradation of PRR719 mRNA), and P74 (g: Hill coefficient 







Figure 4.15 The sensitivity coefficients of the three-loop model are plotted as a 
heatmap where high sensitivity is shown in white and scaled to low sensitivity in 
black: (a) and (b) The sensitivity coefficients of a parameter (row) in 
each reference parameter set (column) were independently determined from the cost 
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Figure 4.16 The percent consistency (PC) of the sensitive parameters in the 
three-loop model (using m = 1) among the reference parameter sets was plotted 
according to the genes (a) and molecular processes (b) (TL = translation and T = 
Transportation). The consistently sensitive parameters marked as black bars were 
classified based on 50 percent consistency cut-off. 
Interestingly, 7/9 of the consistently sensitive parameters are involved in the 
molecular process of TOO and Y, which is similar to our finding in the analyses of 
the one-loop and two-loop models, yet contrasts with the results of the sensitivity 
analysis for the three-loop model with the specific set Lthreeparam. However, it is 
worth noting that these parameters suggest a greater influence of post-transcriptional 
regulation in the three-loop model through the degradation process (4/9) than in 
previous models. 
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(3) Two-dimensional sensitivity analysis 
The computational time for pair-wise perturbations increases with the size of a model, 
limiting such an analysis of the extended model. For the two dimensional analysis of 
the three-loop model, for instance, the number of parameters increases almost 3 fold 
(74/25) over the one-loop model and 1.3 fold (74/58) over the two-loop model, 
requireing correspondingly more time for calculation. We thus simplified the 
investigation of the three-loop model's parameter surface through perturbation of 
only two pairs of the most sensitive parameters within each reference parameter set 
(Figure 4.17 and Figure C.34 —C.37 in Appendix Q. The surface of the three-loop 
model parameter space is uneven, yet less choppy. The trough in the parameter 
surface, in which the reference parameter (red star) is located at the minimum, is 
deeper and wider than those of the two-loop and one-loop models, respectively. The 
results imply distinct sensitivity and robustness properties of these three published 
models of the Arabidopsis circadian clock. 
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Figure 4.17 The parameter surface developed from a 2D sensitivity analysis of the 
three-loop model, based on the highly sensitive parameters of L874175: P17 (m4)- 
Michaelis constant of TOCI mRNA degradation, P42 (m12) -Max. degradation rate 
of V mRNA and P47 (m13) -Max. degradation rate of protein Y in cytosol. The red 
star illustrates the position of the reference parameter set, which is always coincident 
with the minimum cost region on the parameter surface. X and Y axis are the 
perturbation of sensitive parameters and Z axis is cost function corresponding to the 
parameter perturbation. 
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4.5 Comparison of sensitivity/robustness of the Arabidopsis circadian clock 
models 
The results of the one-dimensional CRA were compared to investigate the change in 
dynamic control of the sequentially developed models of the Arabidopsis circadian 
clock. For each model, the consistently sensitive parameters (which indicate the 
factors commonly controlling the behaviour of the models) were tabulated in Table 
4.1 and categorised according to the molecular processes and genes being described. 
The parameters were named according to the relevant molecular processes: 
transcription (n and g), degradation (m and k), translation (p), transportation (r), and 
Hill factors (a-g). The colours denote the genes to which the parameters relate: 
LHY/CCAI (black), TOO (blue), X (green), Y (violet), and PRR719 (red). Sets of 
consistently sensitive parameters identified from the three Arabidopsis circadian 
clock models share a similarity in the key genes (TOCI and Y), indicating equivalent 
controlling components in the various models. According to CRA, transcription 
underlies the behaviour in the one-loop (2/3) and two-loop (7/8) models, while 
degradation (4/9) becomes equally significant as transcription (4/9) for the three-loop 
model. Although the three-loop model with Lthreeparam was neglected in this 
comparison, the contradictory results obtained with this set highlights the effect of 
the operating parameter set as well as the optimisation scheme on the overall 
properties of the model. 
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Table 4.1 Summary of the sensitivity analysis of the Arabidopsis circadian clock models. 
One-loop Arabidopsis Circadian clock model (25 parameters)  
Description L2 L26 L31 L32 L37 L41 L50 Pool of SP CSP 
No. of SF 4 2 3 7 4 3 5 7 3 
SP n2 172 n2 122 n2 172 112 n2 
g2 g2 g2 g2 g2 g2 g2 g2 g2 
n4 rn4 m4 m4, m5, m6 ,n4, m5 m4 ,n4, m5 m4, m5, rn6 m4 
k4 k4 k4 k4 
p2  p2  
Two-loop Arabidopsi Circadian clock model (58 parameters)  
Description LO L9 L12 L13 LU L27 L39 Pool of SP CSP 
No. of SF 11 8 13 6 13 9 5 27 8 
SP n2, ni, n2, n6 ni n2, ni, n2, ni, ni, n2, n4, n6, n'7 ni, n2,n6 
W, n6 n4 127 n6, n7 n6, 
n7 
g3-norn, g3- g5 g3-nom, g3- g3-nom, g3- g3-nom, g3- g6 g3-nom, g3-clenoin, g5, gO g3-nom, g3- 
denom denom, g5, g6 denom, g6 denom, g5 denom. g6 
m4 m12 ml, m12, inl4 ml m4, m6,,n12, m12 m12 ml, rn-I, mO, rn12, mi-I m12 
,n14 
k4, k7 k9 ki k4, kl2 ki, k4, k7, k9, k12 
p2, p3 p2 p4 p2 p4 p2, p3, p4 
r8 r8 
h b b,d a,bd,e h  a,b a,b,d,e b 
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Table 4.1 (continued) Summary of the sensitivity analysis of the Arabidopsis circadian clock models. 
Three-loop Arabidopsis Circadian clock model (71 parameters from Locke el al., 2006 - Lthreeparam) 
No. of SP 7 
SP n6, ml, inIó, miT, ki, ku, b 
Three-loop Arabidopsis Circadian clock model (74 parameters from the hybrid optimisation)  
Description L170239 L874175 L621056 L598144 L49664 Pool of SP CSP 
No. of SP 4 14 2 20 II 28 9 
SP 0 172, n3, ,i4, 0 112, n5, 116 n? ., 175 n2, n3, 114, n5, 176 /72, 0 
g2 g2 g2 g2 g2 
ml, iiiI6, in4, n9, m12, m16 m3, m4, ,n12, m13, ml, m12, m13 ml, m3, m4, m9, m12, ,n13, iiilO, inlc m12, m13, m16 
il8 m13 in16 
klO k3, kIO, ku, 04 ki, klO ki, k3, kb, k/1, 04 kiO 
p4 p4,1)6 p4, p6 p4, p6 p4 
,7 r8 r7, r8 
b, e,f 
If4l  b, g, a  b, e,f g, a 
* SF = sensitive parameter, CSP = consistently sensitive parameter 
** The colours represent the genetic relevance of each kinetic parameter (LHY/CCA1 - black, TOCJ - blue, X - green, Y - violet, and 
PRR 719 - red), while the names of parameters indicate the molecular function being described (n and g - transcription, m and k - degradation, 
p - translation, r - transportation, and a and a-g - Hill factor). 
n6 of Lthreeparam is extremely sensitive comparing to the rest of the defined sensitive parameters in this parameter set. 
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Figure 4.18 Comparison of the robustness between the Arabidopsis circadian clock 
models. The robustness of the one-loop, two-loop and three-loop Arabidopsis 
circadian clock models is compared using their best-fitting parameter set (L26 for 
one-loop, LO for two-loop and L874175 for three-loop model). The degree of 
robustness (DOR) of all parameters in models at (a) 1/6 times perturbation, and (b) 6 
times perturbation is plotted against the perturbed costs. The DOR of the most 
sensitive parameter in the models, as pointed out by the arrow in (b), was selected to 
plot across its full perturbation range in (c). 
The three Arabidopsis clock models express similar patterns with respect to 
sensitivity of the specific molecular components and processes, yet the degree of 
their sensitivity diverges. The robustness of the three models was quantitatively 
compared through the DOR according to Equation (2.14). Figures 4.18a and b 
compare robustness between the models across all parameters at the largest 
perturbations. Robustness of the most sensitive parameters in each model (suggested 
by Figures 4.3, 4.11 and 4.15; and marked by an arrow in Figure 4.18b), is graphed 
across its full perturbation range in Figure 4.18c. The robustness difference between 
the models (determined through the most sensitive parameter pointed by arrows in 
Figure 4.18c and replotted in Figure 4.19b) demonstrates that the two-loop and 
three-loop models are far more robust than the one-loop model for all parameters and 
across the perturbation range. Surprisingly, the significant difference in robustness 









analysis (Figures 4.9 and 4.17), is not obvious in the one-dimensional analysis 
(Figures 4.18 and 4.19). This indicates that, despite the tedious and time consuming 
nature, more insights can be obtained from the two-dimensional analysis. According 
to our robustness analysis, the results imply that the three-loop and two-loop are 
more plausible models for describing the Arabidopsis circadian clock, which 
reinforces similar suggestions based on biological evidence [164, 191-194]. 
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Figure 4.19 The observed relationship between the complexity (defined as the 
number of parameters required to simulate the model), (a) adaptability (defined as 
the number of datasets desired by the model simulation), and (b) robustness (ability 
to maintain systems functions of model under parameter perturbation). The numbers 
in the plots label the different Arabidopsis circadian clock models: (1) one-loop, (2) 
two-loop, (3) three-loop with Lthreeparam, and (4) three-loop with L874175. 
The three-loop model, driven by the previously reported parameters [18] is extremely 
sensitive with respect to the most sensitive parameter, and this extraordinary 
sensitivity can be removed by driving the model with new, hybrid-optimised, 
parameters. This result reflects inherent weaknesses of using specific parameter sets 
(resulting from a selective optimisation procedure) that limits our understanding into 
the intrinsic property of the model. Furthermore, it underlines the rationality of the 
CRA strategy in analysing the model using various starting points, thereby 
preventing a parameter-specific result. Nevertheless, with the hybrid-optimised 
parameter sets, the three-loop model is slightly less robust than the two-loop model. 
Weighed against this, its capacity to capture more biological behaviour is an 
advantage (Figures 4.9, 4.17 and 4.19). Based on the above it remains an open 
question as to whether the three-loop is a more plausible model to represent 
Arabidopsis circadian clock. 
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4.5 Discussion 
Robustness analysis provides insights into the dynamics of the model, unravelling its 
resilience to perturbations. Robustness that reflects a property of the model circuit 
was obtained from Consistent Robustness Analysis (parameters listed in column CSP 
in Table 4. 1), in addition to the robustness for a specific parameter set given from the 
simple method (SP in Table 4.1). Understanding the model of interest through its 
robustness allows modellers to evaluate the credibility of the model beyond the 
goodness-of-fit. 
Consistent Robustness Analysis identified a subset of sensitive parameters in the 
Arabidopsis clock models that were common to many or all of the reference 
parameter sets. These "consistently sensitive parameters" (Table 4.1) suggested two 
features: (1) the importance of TOC] transcriptional regulation in all three models, as 
the parameters involved were always more than half of the whole set of sensitive 
parameters, and (2) the importance of the evening feedback loop involving TOCJ 
and Y in the multi-loop models, compared to the loop involving LHY/CCAJ and 
TOC], as the majority of consistently sensitive parameters related to TOCJ or Y 
function, compared to only several (< 15% for two-loop and <25% for three-loop 
models) which related to LI-JY/CCA I or X. These traces are consistent with the results 
of an independent study of the two-loop model, which also inferred the dominance of 
TOC'I transcription in controlling the model behaviours and properties [33]. 
In our relatively simple models, these results can be essentially understood as 
follows: 
Multiple experimental results support the importance of TOCI for circadian clock 
function. Manipulating TOC], by loss-of-function mutants and transgenic 
over-expression or constitutive expression, severely alters circadian period and phase 
[192, 1931 or may lead to arrhythmia [195]. Reflecting this importance, TOCJ RNA 
and proteins are the components that interlock the feedback loops of the two-loop 
model, and couple the morning loop (LHY1CCAJ-PRR719) to the evening loop 
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(TOC]-Y) of the three-loop model, while these components are subjected to delay the 
inhibition feeding back to the LI-JY/CCA] of the one-loop model. The range of 
available data may be biased, however, because TOG] was the earliest clock mutant 
described in Arabidopsis [77]. 
The relative importance of the evening loop in the multi-loop models may be related 
to rhythm generation or to the input of light signals that regulate clock components. 
The two-loop model was constructed to account for the short-period rhythms of 
lhy;cca] double null mutant plants [17]. Accordingly, the evening feedback loop 
between TOCJ and Y was required to sustain short-period rhythms in the model in a 
simulated Ihy, ccal double null mutant: the model is relatively robust to the abolition 
of LHY/GGA I function. No such constraint was placed upon the simulated Y null 
mutant, which becomes arrhythmic [17]. In the later three-loop model [18] the 
proposed multi-loop circuit was designed to maintain the short-period rhythms of 
either the Y or TOG] single null mutant, and long-period rhythms of the prr7;prr9 
double null mutant plant: the model is impartially constrained to the abolition of any 
loops/components function. Robustness analysis of the three-loop model therefore 
showed more balanced robustness to parameter changes in the (morning or evening) 
feedback loops, in contrast to the sensitivity of the evening loop in the two-loop 
model. 
Many of the data sets used in our analysis reflect regulation under constant light or in 
light:dark cycles, where the lights-on and lights-off signals at dawn and dusk both 
participate in entraining the Arabidopsis clock [196, 197]. In the two-loop model, 
these signals are mediated by the light-activated transcription of LHY/GGAJ and of iç 
respectively. The importance of the TOCJ-Y loop in our results is consistent with 
simulations of the two-loop model under different photoperiods, where entrainment 
by the Y-mediated lights-off signal dominated the LHY/GCAJ-mediated lights-on 
signal [18]. More evidence shown in the three-loop model, where another light-on 
signal is perceived through the anticipation of PRR719 transcription, the simulations 
under photoperiods here were entrained by both dawn and dusk (Figure 4.20), 
corresponding to relatively more balanced sensitivity between feedback loops. 
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Figure 4.20 Simulations of LHY/CCA 1 and TOC] transcriptions from the three-loop 
model under 8L:16D (SD; red lines) and 16L:8D (LD; blue lines), using (a-b) 
Lthreeparam and (c-d) L874175. a and c illustrate the simulated results of 
LHY/CCAI transcription, while b and d demonstrate the simulations of TOCI 
expression in the corresponding conditions. The dotted lines with the diamond 
represent the gene transcription measured experimentally [164], and the solid lines 
depict the simulated results under LD (yLD) and SD (ySD). The rectangular bars 
indicate photoperiods where white and black bars denote light and dark periods, 
respectively. 
Originally, the three-loop model with the published parameter set (Lthreeparam) 
illustrated clock phase locked to dawn in the varying photoperiods (Figure 4.20a and 
4.20b). Robustness analysis of such model with the employed parameter set suggests 
that the dominance of dawn input is a consequence of the hypersensitivity of PRR 7/9 
(or morning loop). The great reduction of that sensitivity in the three-loop model 
driven by the new parameter set (L874175) results in a change of model dynamics, 
for which sensitivity to dusk becomes less elusive, as seen from the TOCI phase 
moving toward the photoperiods in Figure 4.20d. Despite increased significance of 
dusk, the current model is not yet able to simulate effect of dusk on the phase of 
LHY/CCA I expression. 
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Furthermore, the parameters related to transcription were extremely influential in all 
models, yet the parameters relevant to degradation became equally important in the 
three-loop model. Post-translational regulation is represented much less in the 
models than in current data on the clock mechanisms of several organisms [198-200]. 
The data available to construct these models, in contrast, strongly emphasised 
transcriptional regulation. Our results highlight the locations in the model where this 
emphasis should be revisited and confirmed experimentally: in the processes relating 
to the consistently sensitive TOG] transcriptional parameters, for example, whereas 
there is less evidence from our analysis that modelling of LHY/CCA] transcription 
needs to be revisited. This result was also observed from the independent analysis of 
the two-loop model using a derived-bifurcation method [201]. The remarkable effect 
of the post-transcriptional processes, especially molecular degradation, found in the 
three-loop model, however, is probably a result of the increased ratio of parameter 
numbers involved in such a process over the others in the model. To illustrate, the 
three-loop extension raises the proportion of degradation parameters ( 
m + k 
to 
n+g 
32/14 (= 2.3) from 26/13 (= 2.0) in the two-loop model. 
The differences in the degree of robustness between the parameter sets of the 
three-loop model used by Locke et al. (2006) [18] and the hybrid optimised 
parameter sets (Figure 4.19) indicate the effect of parameters on the robustness of the 
model. Consistent robustness analysis identifies the intrinsic robustness of the 
model's circuit through the iterative analysis into the model robustness using 
numerous parameter sets obtained from the effective optimisation regime (Chapter 2). 
The three-loop model at the optimal point (with hybrid optimised parameter sets) is 
far more structurally robust, though it is still more sensitive to parameter changes 
than the two-loop model. 
While the distribution of sensitivity coefficients probably confer the relative location 
of the parameter sets on the parameter space through the similarity of their 
distribution curve (Figure 4.7), the two-dimensional sensitivity analysis capably 
describes the absolute surface of the parameter space. The parameter surface is an 
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atlas of the model sensitivity on the parameter coordinates, in which its nature 
demonstrates the range of model behaviours tested by the cost function at any given 
parameter set. Besides such information, the efficiency of the optimisation procedure 
is also illustrated in these 3D maps, where the reference parameter sets are always 
located at the lowest point of the surfaces. 
Finally, the plausibility of models can be impartially evaluated by comparing 
model-specific robustness using the proposed parameter-independent robustness 
analysis (CRA), as exemplified in the test systems. 
Comparison of the degree of robustness (DOR) suggests the plausibility of the 
Arabidopsis circadian clock models. Corresponding to biological findings (e.g. 
[164]), the two-loop model provides a better representation of the Arabidopsis 
circadian clock than the one-loop model, as it can capture more desired circadian 
clock behaviours (by data fitting) and an important property (high robustness). The 
more recent three-loop model, however, loses some of the robustness of the original 
two-loop model in the extension to fit more clock behaviours. In this situation an 
additional interlocking interaction, as suggested in Chapter 3, may be required to 
recover the lost robustness of the three-loop model. Such an interaction would also 
bridge the morning and evening loops, providing an interlocking mechanism that 
could enhance the entrainability of the current model. We will explore this in the 
next chapter. 
As the CRA method has provided reasonable results for the relatively simple model, 
it is likely to provide greater advantages in analysing larger models of more complex 
biological regulators, including plant clock models that include additional 




Extending the Arabidopsis circadian clock 
model according to sensitivity and 
robustness analysis 
In this chapter we build on the understanding acquired from the previous analyses 
(Chapters 3 and 4) to postulate a novel model for the Arabidopsis circadian clock, 
through extension of the three-loop model [18]. With respect to the systems biology 
cycle demonstrated in Chapter 1 (Figure 1.1), the model extension described here 
(Chapter 5) is partly a model-driven hypothesis, in which an integration of model 
simulations and mathematical analyses (Chapters 3 and 4) provides the information 
to advance our model development. 
The model we develop later in this chapter, the interlocked three-loop model (Figure 
5.5), was initiated through suggestions generated by the robustness analysis 
(Chapters 3 and 4), with later published data further cementing the hypothesis [191]. 
To demonstrate the plausibility of our proposed model, its behaviours and properties 
will be investigated in the same manner as performed previously. This chapter 
provides detailed modelling of the interlocked three-loop model, from explanations 
into the motivations for model initiation, its mathematical and numerical analysis, to 
the experimental design for verifying the model. An optimal parameter set for the 
interlocked three-loop model is found within the biologically relevant parameter 
space through the proposed hybrid optimisation (Chapter 2). This optimal parameter 
set is, in turn, employed to indicate the goodness of model behaviour through fitting 
I - 
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to data. This justification of the model based on data fitting allows us to proceed to a 
mathematical analysis via a study into the robustness (as described in Chapter 2), 
allowing us to compare these properties with respect to previous models of the 
Arabidopsis circadian clock. It is worth noting that we compare our new model both 
with previously published models using the modified reported-parameter set 
(Lthreeparam; to provide a comparison against previously published models) as well 
as, in the case of the three-loop model, with the "improved" parameter set (L874175) 
found in Chapter 4. Finally, we complete the systems biology cycle by designing a 
testable experiment to validate the proposed model. We also provide an extensive 
discussion on the interpretation of the possible experimental results, while the real 
data production is in progress. 
This chapter is based on a manuscript in preparation under the title "An extension in 
the three-loop Arabidopsis circadian clock model recovering system robustness and 
enhancing biological sensitivity", Treenut Saithong, Kirsten Knox, Kevin Stratford, 
Kevin J Painter, and Andrew J. Millar. 
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5.1 Limitations of the mme-/oop model 
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Figure 5.1 Experimental data indicating deficiencies in the current three-loop model 
[1 81: (a) PRR9 expression in various mutant backgrounds, including the Ws (wild 
type; filled diamond with black line), ccal-11 1hy-21 (filled square with light grey 
line), cccil-11 (open diamond with dark grey line), 1hy-21 (open triangle with dark 
grey line), tocl-21 (open circle with dark grey line), ccal-11 tocl-21 (filled diamond 
with dark grey line), 1hy-21 toc/-21 (filled triangle with dark grey line), and 
ccal-11 1hy-21 tocI-21 (open circle with light grey line) mutants [191], and (b) 
TOCI expression in the PRR9 overexpression (ox.-red line) and Col (wild type; 
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Figure 5.2 Simulations illustrating limitations of the three-loop model to describe 
recently established data. Above results were simulated using the three-loop model 
with parameter set Lthreeparam (Appendix A-Table A2): (a) The simulated PRR719 
mRNA concentration in the tocI-21 mutant. (b) The simulated TOC] mRNA 
concentration in PRR9 over-expression. (c) The simulated PRR719 mRNA 
concentration in lhy-21 ccal-11 mutant. The solid lines represent the expression 
level in the wild-type, while dotted lines demonstrate the same quantity for mutant 
and transgenic lines. The rectangular bars indicate the light (white)/dark (black or 
grey for subjective dark under constant light) condition for the simulations. Note that 
all mutations are simulated using a default setting of Locke et al. (2005b) [17]: the 
translational rate of the mutated gene is reduced to Pmuan = O.00 liwildtype. The PRR9 
over-expression is simulated by adding a basal transcriptional rate (= 8 nM/h), which 
is set as a constant value allowing PRR9 to constitutively express at the maximum 
level of its wild-type expression. 
Published data (Figure 5.1) [191, 202] indicate a more complicated regulation 
between PRR 719 gene and the original two-loop model (i.e. TOCI or Y genes) than 
was captured in the three-loop model. The three-loop model (with the modified 
parameter set Lthreeparam) fails to imitate the behaviour of key genes in the 
Arabidopsis circadian clock regarding expressions of PRR9 and TOCI in genetically 
modified plants (i.e. tocl-21 and lhy-21 ccal-11 mutants; Figure 5.1). The simulated 
PRR9 mRNA in the tocl-21 mutant shows a significantly lower expression with a 
2-3 h phase delay in the model, disagreeing with the fairly normal expression of 
PRR9 retained in the mutated plant measured by Ding et al. (2007) [191] (Figures 
5.1a and 5.2a). Limitations of the three-loop model are also found through its 
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unsuccessful simulation of the reduction of TOCI mRNA expression level in the 
PRR9 over-expressed plant, despite capably imitating the shortened rhythmic period 
(Figures 5.1b and 5.2b). In addition, the simulated arrhythmic PRR719 expression in 
the lhy-21 ccal-11 double mutant (see also Figure 5.1c) prevents the three-loop 
model from replicating the increasingly reduced expression of the PRR9 mRNA in 
the lhy-21 ccal-l/ tocl-21 triple mutant (as seen in Figure 5.1a). All of these results 
suggest the existence of an undefined connection between PRR719 and the original 
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Figure 5.3 Simulations illustrating limitations of the three-loop model to describe 
recently established data. Above results were simulated using the three-loop model 
with parameter set L874175 (Appendix A - Table A2): (a) The simulated PRR719 
mRNA concentration in the tocl-21 mutant. (b) The simulated TOO mRNA 
concentration in PRR9 over-expression. (c) The simulated PRR719 mRNA 
concentration in lhy-21 ccal-11 mutant. The solid lines represent the expression 
level in the wild-type, while dotted lines demonstrate the same quantity for mutant 
and transgenic lines. The rectangular bars indicate the light (white)/dark (black or 
grey for subjective dark under constant light) condition for the simulations. Note that 
all mutations are simulated using a default setting of Locke et al. (2005b) [17]: the 
translational rate of the mutated gene is reduced top I = °.°° lPwild-type. The PRR9 
over-expression is simulated by adding a basal transcriptional rate (= 0.2 nM/h), 
which is set as a constant value allowing PRR9 to constitutively express at the 
maximum level of its wild-type expression. 
Since it is questionable as to whether the modified parameter set, Lthreeparam, is the 
most appropriate parameter set for describing the three-loop model (Chapter 4), the 
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same set of experiments was simulated (Figure 5.1) by the three-loop model using 
the new globally optimised parameter set, L874175 (Chapter 4), as shown in Figure 
5.3. For this new parameter set, the three-loop model reasonably captures the slightly 
perturbed level of PRR9 expression in the tocl-21 mutant (Figure 5.3a) and the 
oscillation of PRR9 expression in the 1hy-21 ccal-11 double mutant (Figure 5.3c), 
yet is not capable of describing the repressed TOCI expression for PRR9 
over-expression. Here, the model instead shows an increased expression level of 
TOCI. This failure of the three-loop model with two distinct parameter sets implies 
that the limitation of this model lies not only in parameter choice, but also may 
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Figure 5.4 Relationship between the complexity (defined as number of parameters 
required to simulate the model) and (a) adaptability (defined as the number of 
datasets fitted by model simulations), and (b) robustness (ability to maintain 
functions under parameter perturbation). The number indicators in the plots label the 
models for the Arabidopsis circadian clock: (1) one-loop (L26), (2) two-loop (LO), 
(3) three-loop (Llhreepararn parameter set), (4) three-loop (L874174), and 
(5) interlocked three-loop (LK4_ 100). 
Further to the weakness in model behaviour, the published three-loop model 
(Lthreeparam) displays poor robustness properties that appear substantially 
decreased from that of the two-loop model (Figure 5.4b). While the adaptability of 
the model (the number of fitted data sets) increases with the added complexity (the 
number of parameters), the robustness of the model does not follow this trend 
(Figure 5.4). An interlocking TOCJ-Y loop incorporated into the one-loop model 
results in the highly robust two-loop model, but the subsequent parallel extension to 
incorporate the LHY/CCAI-PRR719 loop resulted in the highly sensitive three-loop 
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model. While the robustness of the published three-loop mode! (Lthreeparam) can 
partly be recovered by re-parameterisation (as found in the increased robustness of 
the L874175-driven three-loop model, Figure 5.4b and Chapter 4), the distinct 
robustness properties of these sequentially developed models may also result from 
different forms of extensions introduced to the models. Regarding the robustness 
analysis of the simple oscillators (Chapter 3), the results obviously demonstrated that 
more interlocking can give greater robustness. 
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A further inadequacy of the three-loop model (Lthreeparam) lies in the dominating 
LJ-!Y1CCAI-PRR719 morning loop as revealed by the comprehensive robustness 
analysis (Chapters 2 and 4), where the sensitive constituent controlling the dynamics 
of the model is interpreted through the identified sensitive parameters. As observed 
in Table 5.1, six of seven sensitive parameters identified in the Lthreeparam-driven 
three-loop model (see detail in Chapter 4) are involved in the transcription and 
degradation kinetics of genes in the LJ-JY/CCA/-PRR719 loop. Correlating with our 
own robustness analysis, the Infinitesimal Response Curve (IRC) method, providing 
a further robustness analysis, also showed that the pace of the three-loop circadian 
clock model is strongly locked to dawn (Ozgur Akman, personal communication). 
Extreme sensitivity at a particular loop in the model may affect key behaviour of the 
model, such as the molecular expression profiles in response to photoperiods. An 
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instance of such phenomenon is the observed significant change in model behaviour 
between the two parameter sets of the three-loop model (Figures 5.2 and 5.3) that 
drive the model with different dynamics (i.e. shift in the sensitivity of a group of 
constituents controlling the system, Table 5.1). 
In brief, we have shown the deficiencies of the published three-loop model in both 
behaviour and property, according to simulation fitting to data and robustness-based 
analyses. We also suggest that a structural modification is required to improve the 
capacity of the current model to represent the Arabidopsis circadian clock. 
5.2 Introduction to the interlocked three-loop model 
a 
PRR911 	
Y (GI) 1 1 - pRR7 
ri 	ZTL 
£. I I 
Figure 5.5 The scheme of (b) the proposed interlocked three-loop model modified 
from (a) the three-loop model. An interlocking interaction (marked with red) was 
added to bridge between the LHY/CCAJ-PRR719 loop (morning loop - marked with 
yellow) and TOCJ-Y loop (evening loop - marked with green), through the inhibition 
of the hypothetical gene Z. 
The three-loop model is, already, large and unwieldy and its further extension 
through expanding gene coverage inevitably leads to greater computational burden. 
Consequently, we first attempt to fill the gaps in the current molecular model circuit, 
especially between morning and evening loops. A number of items of experimental 
data imply missing regulation between TOCI and PRR9, including relatively normal 
PRR9 expression in the tocl-21 mutant [191], repressed expression level of TOCI in 
PRR 9 over-expression [191] and other unpublished data. All of the above data point 
to the introduction of an inhibition interaction into the previous three-loop model as 
the first step. 
136 
The interlocked three-loop model was extended from the published three-loop model 
to achieve two main purposes: (1) to capture previously unexplained data and (2) to 
recover the robustness of the model. The nature of the additional interaction relies 
not only on biological data [191, 195, 2021, but also on the guidance from the 
robustness analysis of the various models (Chapter 3). The new model consists of 
nineteen ordinary differential equations describing the kinetics of six known genes 
(LHY CGAJ, TOG], PRR7, PRR9, 61/fl and three hypothetical genes (X, Y Z) with 
86 parameters (see also Appendix A.2.4), as schematised in Figure 5.5. The addition 
of hypothetical gene Z was motivated by the requirement of X for TOG] to regulate 
LHY/GGA] expression in the previous model. Follows the same rationale of adding X 
to the models [17], PRR7 and PRR9 genes which are TOG] homologues may need an 
X-equivalent gene (Z) to regulate LIT!Y/CGA]. Therefore, the hypothetical gene Z was 
introduced into the current network in the same fashion as gene Xpreviously, with an 
RNA term and cytosolic and nuclear protein pools. Incorporating Z into the new 
model also provides a reasonable channel for TOG] to modulate the influence of 
PRR719 on LI-JY/CGA] expression, whereby TOG] is postulated to regulate the 
transcription of Z in analogy to its interaction with X. Interlocking the morning loop 
(PRR719-Z-LHY1GCA]) with the evening loop (TOG]-)') in this manner (red line in 
Figure 5.5b) is advantage in minimising the increased complexity and the 
perturbations to the original model resulting from the extension. 
A single interlocking interaction added in the novel model, exhibited in Figure 5.5, is 
expected to eliminate the weaknesses of the published three-loop model. Firstly, the 
linkage from TOG]-)' (evening loop) to PRR719-Z1HY1GCA] (morning loop) loop 
may reduce the dominance of dawn for resetting the pace of the clock model, 
because there is additional input from the evening loop. Secondly, the modification 
of the model by introducing the interconnected link from PRR7/9-Z-LHY/GGA]loop 
to the original (interlocked) two-loop model may increase the robustness of the 
model, as suggested by the robustness analysis of the simple oscillators (Chapter 3). 
Finally, the framework of the modified network is logical to explain the unperturbed 
expression of PRR9 in the toc]-2] mutant. 
137 
5.3 Results of parameter search 
Previous works [16-18] have described the optimisation of model parameters against 
a qualitative cost function (A qj ) for the Arabidopsis circadian clock. This cost 
function provides a basic test of the periodicity, entrainment, and waveform of 
observable model components for both the wild type and a number of mutations. 
This allows poorly performing parameter sets to be eliminated at a much lower cost 
than would be the case if directly compared against experimental data. In this work, 
we apply the established hybrid optimisation method (described in Chapter 2) to find 
the optimal parameter for the interlocked three-loop model, in which the parameters 
are globally explored against both the qualitative and quantitative cost functions. We 
use the same qualitative cost function that was employed in the optimisation of the 
three-loop model (seen in [1 8]) as the basis for a search procedure to provide 
parameters for comparison against the 17 experimental data sets that were well fitted 
by the previous model (Figure 5.7). Integration of the initial value problem defined 
by the model equations, responsible for most of the computational effort required, 
was performed using CVODE (https://computation.11nl.gov/casc/sundials/main.html)  
with the recommended settings for stiff systems. 
We have adopted the following basic protocol, in which the initial guesses for 
parameters are obtained via sampling from a quasi-random sequence [203, 204] of 
the same number of dimensions as the number of parameters required. The actual 
parameters are selected according to a logarithmic distribution in the range 104102, 
except for the Hill coefficients, which are selected from a linear distribution in the 
range 1-4. One or more of the lowest-scoring parameter sets generated are further 
optimised via a simulated annealing against the qualitative cost function (A qi)  Here 
Dr. Kevin Stratford has made a great contribution in developing an optimisation 
algorithm following the scheme set out by Vanderbilt and Louie [205]. The schedule 
is such that the "tethperature" is kept constant for blocks of M = 2000 steps, but 
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parameter was set as a fixed fraction of the initial value for that parameter (= 0.02), 
and not adjusted during the process. Note that the initial temperature (= 20) was the 
same in all cases. 
0 	1 	2 	3 	4 	5 
Times of optimisation 
Figure 5.6 Plot demonstrating repeatability of the quantitative cost values (or 
cost-of-fit) at the used numbers of annealing steps. The presented data was obtained 
from 100 annealing steps of the global optimised parameter set (K4) for the 
interlocked three-loop model. Note that the computational experiments were 
performed on a standard desktop with Intel (R) Pentium (R) D CPU 3.00 0Hz 2.99 
0Hz, 1.99 GB of RAM and Microsoft Windows XP Professional Version 2002 
setting system. 
The interlocked three-loop model has 86 parameters, 73 of which have been fixed to 
the values of corresponding parameters in the re-optimised parameter set for the 
three-loop model (K874175). The search was then conducted with 13 unknown 
parameters to be determined, consisting of the 12 new parameters associated with 
component Z and one original parameter a. Some five million quasi random numbers 
were used to generate a significant number of candidate parameter sets (- 30,000). 
Of these, 512 of the best were further optimised by simulated annealing using the 
qualitative cost ifinction (A, Equation 2.3 in Chapter 2) until the stopping criterion 
was met. A group of parameter sets whose costs are progressively reduced during the 
optimisation process and hold a final cost less than 100 (A qi (100) are numerically 
simulated and superimposed on the experimental data. The parameter sets that 
provide good matches were manually selected for starting a simulated annealing 
against the quantitative cost function (A q , Equation 2.8 in Chapter 2). For each 
initial parameter set, the optimisation fitting to data was performed by varying the 
parameters which are relevant to the introduced interlocking extension. The best 
parameter set, LK4_1 00, was obtained following 100 annealing steps of the globally 
optimised parameter set K4 by varying 20 parameters, including 12 for hypothetical 
gene Z and 8 for transcription kinetics of LHY (ni, gi, and a) and TOCI (n2, g2, g3, 
b, and c). We found that small numbers of annealing steps (for optimisation fitting to 
data of the interlocked three-loop model) provide an acceptable fit to data in all cases, 
while higher numbers result in non-oscillatory simulations due to a too strong cost 
minimisation. Flat lines often appear in simulations following rigorous optimisation 
with high numbers of annealing steps, yet this optimisation .gives a better (or lower) 
cost value. Such problems often occur in optimisations in which cost of fitting is 
"objective", and is considered to be a limitation of fitting to data. We therefore fixed 
the simulated annealing at a small number (i.e. 100) of steps while still maintaining 
repeatability of the result (Figure 5.6). The calculation of the global optimisation 
ough A qj was carried out by Dr. K. Stratford on a BlueGene/L machine at the 
iversity of Edinburgh, and the subsequent simulated annealing through A q,, was 
formed by the author on a standard desktop with Intel (R) Pentium (R) D CPU 
0 GHz 2.99 13Hz, 1.99 GB of RAM and Microsoft Windows XP Professional 
rsion 2002 setting system. 
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5.4 Simulations of the interlocked three-loop model 
LHY-LL 
6—- 
150 	200 	250 	300 
GI-LL 
150 	200 	250 	300 
TOCI-LL-Ihyoca 
150 	200 	250 	300 
LEVY-DO 
200 	250 	300 	350 
LHY-8L16D 
150 	200 	250 	300 
TO C 1-LL 
150 	200 	250 	300 
PRR7/9-LL 
3 
240 260 260 300 320 
GI-LL-lhycca 
- 
150 	200 	250 	300 
1001-DO 
200 	250 	300 	350 
TOC-8L16D 
180 	200 	220 	240 
LHY-16L8D 
Aj 
180 	200 	220 	240 
GI-16L8D 
180 	200 	220 	240 
LHY-LLprr79 
300 	350 400 	450 
PRR7/9-DD 
400 450 	500 	550 
TOCI-16M 
180 	200 	220 	240 
LHY-LLtoc•1 2 
160 160 200 220 240 
TOO 1-LLprr79 
300 	350 	400 	450 
ure 5.7 Simulations of the interlocked three-loop Arabidopsis circadian clock 
del obtained from the optimal parameter set (LK4_100; Appendix A - Table A2). 
h sub-figure is a plot of mRNA concentration with the real time (h) under various 
)erimental conditions resulting in a varied plotting scale along the X-axis. All 
NA concentrations were obtained from RNA gel blot assays or real time RT-PCR 
ept LRY-81,1613 and data in DD, which were obtained from Luciferase assays. 
marked blue lines represent the experimental data, while the other coloured lines 
resent the simulated results. The rectangular bars indicate photoperiods, where 
ite and black bars denote light and dark periods respectively. Note that all 
tations are simulated using a default setting of Locke et al. (2005b) [17]: the 
islational rate of the mutated gene is reduced to Pmutan: = 0.001 Pwild-lwe. 
interlocked three-loop model was optimised to fit to the same 17 data sets 
viously described by the three-loop model (Figure 2.6 in Chapter 2). As observed 
Figure 5.7, the simulations of the interlocked three-loop model demonstrate a 
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comparable fitting to that given by the three-loop model (Figure 2.6), yet it gives a 
slightly phase-advanced PRR719 rhythm and a shorter free-running period (27-28 h) 
of LHY/CCAI and TOG] expressions in the prr7prr9 double mutant (Cost-of-fit (A g,,) 
is equal to 1.16 for the three-loop model with L874175, and 1.59 for the interlocked 
three-loop model with LK4_]00.). The interlocked three-loop model, in addition, 
provides a better match in certain cases over preceding models, for example the long 
period (27-28 h) of LHY/GGA] and TOO expressions under constant darkness. The 
magnitude of the GI light inducible peak is the other distinction between the 
two-loop, three-loop and the interlocked three-loop models: the simulated GI light 
inducible peak is sharp and has a high amplitude in the two-loop model, whereas its 
magnitude is dramatically reduced in the three-loop (Lthreeparam) and interlocked 
three-loop models. The decrease in amplitude of such a peak is more obvious in the 
interlocked three-loop model over the three-loop model where the amplitude of the 
whole GI rhythm is diminished, including its circadian peak. The time of expression 
of the hypothetical genes X and Z is crucial for TOGJ gene to regulate LI-IY/GCA] 
expression in the interlocked three-loop model, so that it is interesting to observe 
their dynamic changes in this model. The hypothetical gene X in the new model is 
expressed highly in the morning (at dawn), in contrast to its expression in the 
three-loop model (Figure 5.8). Including the hypothetical gene Z, which apparently 
expresses in the afternoon (CT8; Figure 5.8), may allow X to delay time longer in 
order to punctually activate LHY/GGA] in the early morning. Moreover, the higher 
amplitude of X in the new model may lead to more robust regulation of TOG] to 
LI-IY/GGA] through X. These various simulations of multi-loop models point to 
changes in the dynamics of the distinct subsystems (i.e. morning, evening, and 
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Figure 5.8 Predicting expression profiles of X and Z hypothetical genes under 
continuous light: solid line - X mRNA in the three-loop model (L874175), dotted 
line - X mRNA in the interlocked three-loop model (LK4j00), and dash line - Z 
mRNA. The rectangular bars indicate the light (white)/dark (black) or subjective 











Figure 53 Simulated results of the interlocked three-loop model using LK4 100 to 
describe recently emerged experimental data [191, 202]: (a) the simulated PRR719 
mRNA concentration in the tocl-21 mutant, (b) the simulated TOC1 mRNA 
concentration under PRR9 over-expression and (c) the simulated PRR719 mRNA 
concentration in the lhy-21 ccal-11 mutant (Note: simulated PRR9 expressions in 
lhy-21 ccal-11 and lhy-21 ccal-11 tocl-21 mutants are very similar and seen as the 
same profiles). The solid lines represent the expression level in wild-type, while the 
dotted lines depict the same quantity in mutant or transgenic lines. The rectangular 
bars indicate the light (white)/dark (black or grey for subjective dark under constant 
light) conditions of the simulations. Note that all mutations are simulated using a 
default setting of Locke et al. (2005b) [17]: the translational rate of the mutated gene 
is reduced to Pmutant = 0.001 Pwild-e. The PRR9 over-expression is simulated by 
adding a basal transcriptional rate (= 1 nM/h), which is set as a constant value 
allowing PRR9 to constitutively express at the maximum level of its wild-type 
expression. 
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Further to the 17 data sets, the interlocked three-loop model capably simulates the 
small reduction of PRR9 expression in the tocl-21 mutant as well as the repressed 
level and short period expression of TOCI under PRR9 over-expression (Figure 5.9a 
and b). The model is also capable of simulating the oscillation of PRR9 mRNA in the 
1hy-21 ccal-11 double mutant under light/dark cycle, yet it fails to capture the 
progressively reduced level of PRR9 expression in the 1hy-21 ccal-11 tocl-21 triple 
mutant (Figure 5.9c). The results indicate that the interlocked three-loop model is 
more biologically reliable than existing models, as its behaviour matches well not 
only the data sets used for optimisation (17 datasets for constraining the model) but 
also the recently published experimental data (datasets that invalidate the three-loop 
model). 
5.5 Sensitivity and robustness to parameter variations of the interlocked 
miss-loop model 
The robustness of the interlocked three-loop model was analysed by the same 
method as applied to the three-loop model (Chapters 2 and 4). The results obtained 
were compared against previously published models, qualitatively through a set of 
sensitive parameters (Table  5.1) and quantitatively through the degree of robustness 
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Figure 5.10 Sensitivity and robustness of the interlocked three-loop model of the 
Arabidopsis circadian clock. The (a) sensitivity and (b) robustness with respect to the 
parameters in the interlocked three-loop Arabidopsis circadian clock model using 
LK4_I00 (the reoptimised parameter set from K4). The heatmap plots the sensitivity 
(for (a) white = sensitive, black = robust) and robustness (for (b) white = robust, 
black = sensitive) of the model at all parameters (rows) and perturbations (columns). 
As demonstrated in Figure 5.10 and Table 5.1, 5/5 (100%) of the sensitive 
parameters are related to the Y gene, of which 2/5 are involved in transcription 
processes and 3/5 describing degradation. The sensitive parameters suggest that the 
hypothetical gene Y (or GI) containing a light inducible function in the evening loop 
is the main molecular component influencing the sensitivity within the modelled 
network. This result recovers the importance of the evening loop that was observed 
in the two-loop model, in which this loop was first published, but lost from the 
three-loop model with its parameter set (Lthreeparam). The apparent model property 
is an expected outcome from the model structure re-orientation, yet the employed 
parameter set is also likely to be an important determinant. 
We next quantified and compared the robustness of the interlocked three-loop model 
to earlier published models by plotting their DOR in the same graph (Figure 5.4b). In 
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contrast to more reliable model behaviour, the interlocked three-loop model is less 
robust than either the two-loop or even the three-loop model with the re-optimised 
parameter set (L874175). However, the robustness of the new model is greater than 
that of the three-loop model driven by the modified reported-parameter set 
(Llhreeparam). Together with the return of sensitive parameters toward those in the 
two-loop model (Chapter 4), this suggests that the structural modification of the 
three-loop model can recover part of the robustness appearing in the two-loop model, 
yet might be less effective than the parameter adjustment. 
5.6 Model predictions 
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Figure 5.11 LHY/CCA / expression profiles under multiple genetic modifications 
(wild type - black, TOG/-ox - red, prr7prr9 - blue and TOCI-ox,prr7prr9 - green) 
predicted from (a) the interlocked three-loop model using LK4_100 and (b) the 
three-loop model using L874175, after transfer from 12L12D to constant light at 
192 h (8 days). The rectangular bars indicate the light (white)/dark (black) or 
subjective dark under constant light conditions (grey) of the simulations. Arrow and 
asterisks mark the distinct LHY/CGA] transcription predicted in the genetically 
modified lines, which will be discussed in text. All mutations are simulated using a 
default setting of Locke et al (2005b) [17]: the translational rate of the mutated gene 
is reduced to p,,,,,,,,, = O.00 Pwild-zype. The TOG] over-expression is simulated by 
adding a basal transcriptional rate (= 0.025 nM/h), which is a constant source of 
transcription. Note that this selected basal level does not lead to the truly constitutive 
expression of TOG], but it is limited by the rhythmicity of expression in 
over-expression lines. 
The previous sections have demonstrated the credibility of the proposed interlocked 
three-loop model through its matched behaviour to biological data (section 5.4) and 
its robustness (section 5.5). We then used this model to predict how the circadian 
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clock in the Arabidopsis plant behaves following molecular genetic perturbations. 
Combinatorial genetic modifications, such as multiple mutations and gene disruption 
in a transgenic plant, were simulated in the model and the resulting predictions are 
employed to provide a testable hypothesis for experimentally validating the model. 
As the regulation from TOG] to LHY/CCAI distinguishes the new model from the 
previous three-loop model, it was a target for computational simulation and 
prediction. The molecular circuit of the interlocked three-loop model (Figure 5.4) 
illustrates the intricate regulation between TOG] and LHY/CCA], whereby TOG] 
here is proposed to induce LITIY/CGA] expression in the morning through the 
activation of the morning-expressed transcriptional factor (A') and to modulate the 
evening hump of LI-IY/CGA I (CT 12) through the repression of the evening-expressed 
transcriptional factor (4 The significance of an individual interaction within a 
composite regulation is expected to be discriminated by performing in silico 
mutations under a variety of genetic backgrounds. One example is the free-running 
LHY/CCAJ expression predicted under modified genetic conditions (Figure 5.11 a), 
including TOG] over-expression (TOG] -ox), prr7prr9 double mutant (prr7prr9) and 
TOG] over-expression under a prr7prr9 double mutant background 
(TOCJ-ox ;prr7prr9). Similar to over-expressing TOG] in plants, circadian rhythms 
generated by the interlocked three-loop model easily collapse following increases to 
the basal transcriptional level of TOG] (a constant source of transcription adding for 
simulating the over-expression experiment). The simulation of TOGI-ox here was 
performed at the highest basal transcriptional level of TOG] (= 0.025 nM/h) that 
allows the model to produce oscillations, though it is not high enough to cause TOG] 
to be expressed constitutively. This limits the ability of the model to simulate the real 
effect of TOG] over-expression resulting from its truly constitutive expression that 
may lessen such effect on the circadian rhythms. As expected, LHY/GGAI expression 
under TOGI-ox simulated from the interlocked three-loop model demonstrates a 
(slightly) higher level of expression corresponding to its positive regulator function, 
but has shorter period than that shown in data. Simulations of the prr7prr9 double 
mutant exhibit a long-period LHY/GGA] expression (period = 27 h compared to wild 
type period = 25 h, the mutant has slightly less effect than in the data of [81]) with 
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slightly higher expression level relative to the wild-type expression, and these 
circumstances are more pronounced in the TOGJ-ox,prr7prr9 (period = 30h). Under 
light/dark condition, the model predicted the remarkably increased expression of 
LHY/CGA] in the evening (just before dusk; marked as * in Figure 5.11 a) under the 
prr7prr9 and TOCJ-ox,prr7prr9, and such increased expression presumably affects 
its pre-dawn expression (marked as ** in Figure 5.11a). This clearly demonstrates 
the time-specific effect of TOG] and PRR719 on LHY/CCA] expression that may 
play a role in regulating LHY/GCA] abundance at a particular time of a day. The 
prediction suggests that activation by TOG] through X may set the average level of 
LHY/CGA] expression, while the attenuation by TOG] via Z may derepress 
LI-JY/GGA] expression from PRR7/9 at the end of a day (marked as * in Figure 5.11) 
in order to set night (pre-dawn) expression level of LHY/CGA] (marked as ** in 
Figure 5.11). 
5.7 Experimental design for validating the new model 
The plausibility of the interlocked three-loop model is based on its simulations and 
mathematical analyses and in this section we provide suggestions as to how to 
validate the model experimentally. To trace the complex regulation between TOG] 
and LITIY/GGAJ, a feasible experiment suggested here is the combinatorial genetic 
modification similar to those predicted by model simulations (section 5.6). 
Combinatorial genetic modifications were shown through model simulations to 
capably dissect the multiple activations from TOG] to LHY/GGA] (Figure 5.11 a). 
The influence of TOGJ on LHY/GGA] through the two hypothetical transcription 
factors (X and Z) might be differentiated by comparing the altered expressions of 
LI-IY/GGA] in the prr7prr9, TOG]-ox and T0G]-ox;prr7prr9 transgenic plants. 
According to the model circuit, the contribution of TOG] mediated by Z can be 
suppressed by the double mutations of PRR7 and PRR9, and over-expressing TOG] 
in that prr7prr9 mutant is expected to reveal the segregated function of TOG] on the 
X pathway. To acquire such data, it is rational to conduct either RNA assays (i.e. 
qPCR) or Luciferase assays to investigate the alteration of circadian rhythms in these 
transgenic plants, relying on the LHY/CCA I expression. In practice, both methods 
may be required for this experiment, since extensive (abundance of time points) as 
well as intensive (frequent time points) measurements might be necessary to capture 
the different transcriptional rate, especially at the time of increased transcription. The 
similar relative expression level or period length of the resulting RNA data to the 
prediction (Figure 5.11 a) might be sufficient to verify the proposed model, however 
the interlocked three-loop model would be more convincing as belonging to the 
Arabidopsis circadian clock if the modelled different transcriptional rate of 
LHY/CCAJ (sharp increase of the simulated expressions at dawn in those genetically 
modified lines, marked as arrow in Figure 5.11 a) is also observed in the transgenic 
plants. 
To emphasise the goodness of this test, similar simulations on combinatorial genetic 
modifications were also performed from the three-loop model (L874175; Figure 
5.11 b) for comparison. The clearly different simulated behaviour between the two 
models, which is likely to be easily detectable by experiment, is useful for separating 
the new model from the three-loop model in the experimental validation. This 
suggested experiment is therefore one good choice, despite many possible 
alternatives. 
5.8 Discussion 
We have demonstrated the feasibility of using the systems biology cycle to tackle a 
complicated biological network, such as the Arabidopsis circadian clock. Together 
with mathematical analyses, the data-based model is corroborated through matching 
model simulation to data. The combination of model simulations and analyses 
enables us to expand the boundary of coverage resulting in a more realistic model. 
Here, we present a novel model for the Arabidopsis circadian clock, the interlocked 
three-loop model, the construction of which focuses on a simple extension capable of 
overcoming the weaknesses of the previously published three-loop model. 
1EV] 
The interlocked three-loop model succeeds in approaching the behaviour rather than 
the property of the circadian clock in plants. Computational simulations have 
primarily been matched to the expression time-series data, while the robustness 
analysis measures the plausibility of the model according to this fhndamental 
property underlying biological systems. In this chapter, we showed that the 
interlocked three-loop model can capture the system behaviour of interest 
(expression data of key genes) while its robustness with respect to parameter 
perturbations has made the model questionable. 
The plausibility of the interlocked three-loop model in representing the behaviour of 
the Arabidopsis circadian clock is demonstrated by the well matched simulations to 
the same 17-datasets described by the published three-loop model (Figure 5.7). The 
interlocked three-loop model provides reasonable simulations for circadian clock 
genes expressions under various conditions, yet a relatively poor fit for the PRR719 
expression and its mutation. The deficiency in fitting the lumped gene PRR719 is 
perhaps acceptable, since in real plants PRR9 and PRR7 are separate homologue 
genes with approximately 2-h difference in peak expression time, unlike the almost 
identical expressions of LHY and CCA 1. Further simulations on the limitations of the 
published model (Figures 5.2 and 5.3) by the proposed model (Figure 5.9) indicate 
more similar behaviour of the new model to the nature of the Arabidopsis circadian 
clock. 
On the contrary, the interlocked three-loop model resulting from the structural 
modification of the three-loop model fails to raise the robustness over the 
parameterised three-loop model (L874175; Figure 5.4b). Though the 
interlocking-type circuit is suggested to enhance the robustness of the system 
(Chapter 3), the remaining high sensitivity in the interlocked three-loop model might 
be caused by the elaborate regulation mediated by TOCI. An additional 
interconnection, allowing TOCJ to regulate LHY/CCAI by two mechanisms rather 
than one, introduces another constraint to TOCI performance in the model, which 
may reduce the robustness of the model with respect to the parameter perturbation. 
However, it turns out that Y is the most sensitive component in this model instead of 
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TOC1. Perhaps, the restriction on TOCJ is relaxed during the optimisation by 
varying some of its related parameters, while none of Y's are freed. The 
appropriateness of the used parameter set (LK4_100) could also partly describe the 
sensitivity appearing in the interlocked three-loop model. The LK4 100 set is the 
product of the sequential extensive and intensive search following the hybrid 
optimisation (Chapter 2) within a constrained parameter space of 20 varying 
parameters (for the local optimisation). This parameter set is likely to be the best 
described set for the model relying on the data fitting; however, it is possibly located 
in a sensitive region in parameter space as exemplified in Chapter 2 (Figure 2.1). The 
abnormally high value of the Hill coefficient for activation of protein X (a = 6.53, 
Table A2) in the LK4 100 set may imply some "complex biochemical module" for X. 
Alternatively, it may indicate the weakness of this parameter set if the model can also 
be driven by a lower value of Hill coefficient. The constraint of computational cost 
limits the number of parameter sets that can be determined, thereby impeding an 
investigation into whether such a high value of Hill coefficient is a strict requirement 
of the model. Nevertheless, it is formally possible that other parameter sets would 
give better results. Further explorations in parameter space (more than 20 dimensions 
or varying parameters) may elucidate this question, though the computational 
limitation is still an issue of concern. 
Interestingly, the interlocked three-loop model, which is quantitatively less robust 
than the two-loop and the L8741 75-driven three-loop models, shows similar model 
dynamics to the two-loop model based on sensitive parameters. This result indicates 
that the new proposed model could improve the robustness of the published 
three-loop model (Lthreeparam), but only partially. As such in this circumstance 
when the plausibility of the proposed model is not fully supported by the 
robustness-based evaluation, the experimental validation is even more crucial for 
model verification. 
Testing the model experimentally is the final step in the systems biology cycle. For 
the interlocked three-loop model, we have developed testable hypotheses for model 
validation. A feasible experiment involves the combinatorial genetic modifications 
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including prr7prr9 mutation in the TOGI-ox plant, predicted to illustrate the 
contribution of the interlocking link between TOG] and LI-IY/CGA I. In real plants, a 
single interlocking interaction simulated in the model may be a simplification of the 
multiple steps of regulation that lie sequentially. This matter of fact implies that, in 
addition to a single direct interaction, the postulated link in the model might 
represent a series of molecular interactions connecting TOG] to PRR9 (or PRR7) in 
plants. Alternatively, TOG] might in effect suppress a function of PRR719 at its 
transcription level rather than downstream of PRR 7/9 as postulated here. The idea is 
motivated by the strongly repressed PRR9 expression observed in the TOG] -ox plant 
[195]. Again, this suppression may be relevant to many intermediate steps to deliver 
the effect of the evening expressed gene onto the morning expressed gene. 
Data on all circadian clock relevant genes are still required for the current model 
clarification, yet some are completely insensitive in the model (e.g. ZTL). 
Information on the modelled genes may enable us to fill in missing regulations or 
unwind the elaborate interactions postulated in the model, whereas data on 
non-modelled genes may lead to the identification of the hypothetical genes (X, 1', 
and Z). Further studies on the PRR-family, TOG], LHY, and GGA] are equally 
important to constrain the likely characteristics of a non-identified gene. Aside from 
the RNA level data on which the model is mainly based, post-transcriptional and 
protein-level data are required for merging the mechanism involved in circadian 
clock networks. In parallel with the identification of a new component, the next 
modification of the Arabidopsis circadian clock model would be directed to 
incorporate the post-transcriptional regulation into the model. 
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Chapter 6 
Models of flowering regulation in 
photoperiodism 
6.1 Introduction 
Circadian rhythms generated by the endogenous clock clearly regulate numerous 
oscillatory behaviours in plants, yet the underlying mechanisms of circadian control 
are often unclear. Flowering, for example, is a well known circadian-clock dependent 
process, for which some links between the circadian clock and the output pathway 
are identified, yet the complete regulatory linkage between those pathways is obscure. 
Due to this lack of understanding, the circadian clock and its related pathways are 
often studied separately, resulting in a large biological gap. 
Genes involved in circadian rhythm generation have been identified continuously 
through genetic screening (e.g. TOCI [77] and LUX [96]), and various other methods, 
for instance flowering phenotype screening (e.g. LI-fl [831), biochemistry (e.g. CCAJ 
[84]), and sequence homology (e.g. PRRs [206]). Perturbing the normal expression 
of at least some of these genes causes a severe defect in the generated circadian 
rhythms (i.e. loss of amplitude or altered oscillatory period) or arrhythmia. A genetic 
network of the circadian clock oscillator was initiated by combining three genes into 
a negative feedback loop (LHY/CCAI and TOO; [781), and later expanded to 
include more and more relevant genes resulting in a highly sophisticated network 
(review in [193, 207]). According to the established molecular regime, a set of genes 
and their relations have been simulated through a series of models ([16-18, 39]; and 
Chapter 5) to gain more understanding into the molecular mechanisms underlying the 
generation of circadian rhythms. 
A number of clock genes alter flowering phenotypes in their mutations. toci, ihy and 
ccal mutants show early flowering phenotype [132, 134], whereas prr5, prr7, prr9 
and most gi mutants conversely show a late flowering phenotype [71, 72, 164]. 
Investigation into the expressions of the flowering inducer (F]) and its regulator 
(CO) reveals that the abnormal flowering phenotypes are a consequence of altered 
transcriptional levels, resulting from perturbations of the clock gene [72, 132, 1341, 
except that the late flowering of the specific severe gi mutants is unrelated to the 
clock [71, 88, 208]. Moreover, some genes that were first identified from flowering-
deficient mutant phenotypes are found to be potential clock components, such as 
LHY [831, ELF3 [89, 911 and ELF4 [92]. The above data indicate a close connection 
between the circadian clock and the flowering pathway. 
The punctual time to flower in plants is regulated by the rhythms from the internal 
clock and the environmental signals that signal seasonal changes (e.g photoperiod 
and temperature). Molecular based studies have identified a group of genes in charge 
of photoperiodic flowering regulation [114], including CO, FT, FKFI, and CDFs for 
Arabidopsis, which is an LD-plant (Figure 6.1 a), and the Hd (Heading date) genes 
for rice SD-plant (Figure 6.1b). Some of these genes can be placed into a genetic 
network for the flowering regulatory regime, while the remainder require more clear 
data to specify their roles in the network. FT encoding a protein similar to 
phosphatidylethanolamine-binding protein promotes flowering in Arabidopsis under 
LD [209, 210]. It is a direct target of CO, encoding a B-box zinc finger protein, 
whose transcriptional level is regulated by the circadian clock through at least the GI 
gene [164, 211, 212]. The late flowering phenotype of the flcf7 -1 mutant implies a 
positive regulatory function for the FKFJ gene, whose mechanism has recently been 
revealed [124, 1261. FKF1, an F-box protein, interacts with a scaffold protein cii, and 
activates CO expression (particularly in the evening) by degrading the CO 
transcriptional inhibitor GDF] (Dof transcriptional factor) [126, 1271. The 
photoperiodic pathway in rice is less clear than in Arabidopsis; nonetheless, two Hd 
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genes which are homologues of CO (Hdl) and FT (Hd3a) genes definitely play a 
major role here. 
a 





td 	 / 	co 
w ily 
COt.rcdan 
cxpraon 	-. - -- 
Long days 









*1? ctr&iir\ 	Ht11 7 






Figure 6.1 The scheme of flowering regulation network: (a) Arabidopsis - LD plant 
and (b) Rice SD plant. The flowering pathway of rice was drawn on the template of 
the Arabidopsis LD plant, as various homologous genes responsible in flowering 
regulation in Arabidopsis have been found in rice. This diagram is reproduced from 
Putterill et al. (2004) [114]. 
The transcription of some genes in the photoperiodic pathway is obviously regulated 
by the circadian rhythm, as well as photoperiods [122, 145, 213]. The distinct 
temporal expression profiles of these genes are observed under varying photoperiods 
[124, 214], as exemplified in the CO and FT expression under SD (8L: 16D) and LD 
(1 6L:8D) conditions in Figure 6.2. Accordingly, to include the effect of the circadian 
clock into the calculation, modelling into this pathway may employ the 
clock-regulated expression of an upstream gene as an input to predict the 
transcriptional abundance of the output genes. For example, the transcriptional level 
of FT flowering regulator is predicted from the CO expression profile measured 
experimentally (more detail described in section 6.2.1 (Modell); Figure 6.2). 
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Figure 6.2 FT and CO mRNA expression data and simulations under SD (8L: 1613; a 
and c) and LD (16L:8D; b and d) conditions. The data were re-plotted from two 
publications of Kay's laboratory: (a-b) [214] and (c-d) [124]. The simulations of FT 
mRNA expression were performed by Dr. Salazar, using Model I where CO mRNA 
data were incorporated to the model as an input (see also section 6.2.1). The arrows 
point to over-estimated simulated levels of FT mRNA in the morning, which will be 
discussed in the text. Open circles, CO mRNA data; closed circles, FT mRNA data; 
solid line, simulated FT mRNA levels. Filled bar on time axis, dark interval; open 
bar, light interval. 
The highlight of this chapter is the integration of the circadian clock model 
developed earlier with a model regulating the output pathway to flowering. The 
resultant model is expected to (1) test the plausibility of the circadian clock model in 
generating rhythms for regulating the output flowering pathway and (2) suggest the 
quantitative dynamics of the causal path which the circadian clock uses for 
modulating flowering in plants. 
A series of simple models was developed to replicate flowering behaviours, in an 
attempt to gain insight into the photoperiodic flowering regulation for both SD and 
LD plants. We first studied the flowering regulation in Arabidopsis, a widely used 
plant model, in which the minimal photoperiodism pathway was modelled and later 
attached to the two-loop circadian clock model [17] before including recent data on 
FKFJ [124]. Following this, the flowering regulation of rice was investigated 
through modification of the Arabidopsis model. We finally tested quantitative 
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aspects of dynamics on photoperiodic flowering regulation in both SD and LD 
facultative plants, whose mechanisms to regulate flowering time under photoperiods 
have been shown experimentally specific to their own classes, yet demonstrating 
conserved responsible genes in this functional pathway. 
The ODE-based kinetic models of flowering regulation were constructed in the same 
manner as described in Chapter 2. The resulting kinetic parameters were estimated 
from the simulation fitting to transcriptional data of the modelled genes, since none 
were measured experimentally. An optimal parameter set giving a best fit model was 
obtained from the two-step search procedure, in which the parameter space was 
primarily explored by a certain step of random search algorithm and its results were 
used for initialising the subsequent simplex (downhill) optimisation [35]. All the 
equations and corresponding parameter sets of the discussed models are summarised 
in Appendix D. To conjecture the physiological process from the simulation of the 
genetic network we correlated plant flowering time to the expression level of the 
flowering activator in models: FT for Arabidopsis and !-[d3a for rice. 
The results in this chapter are part of the accepted manuscript to Cell under the title 
"Prediction of unknown regulators of photoperiodic flowering from gene circuit 
models based on molecular data", José Domingo Salazar, Treenut Saithong, Paul E. 
Brown, Julia Foreman, James C.W. Locke, Karen J. Halliday, Isabelle A. Carré, 
David A. Rand and Andrew J. Millar. Dr. Domingo Salazar initiated the models of 
flowering regulation (Model I and Model 2), fitted the resulting simulations to 
wild-type data and tested their behaviour in a range of light:dark cycles. I extended 
the simple models to include the relevant new data and proposed a hypothesis to fill a 
gap in the current regulatory network. The results presented here are of my 
contribution to the prepared manuscripts, except where indicated. 
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6.2 Models of flowering regulation under photopenods in Arabidopsis 
6.21 Model of the photoperiodism pathway regulating flowering in 
Arabidopsis (Modell) 
The model of the photoperiodism pathway in Arabidopsis was originally constructed 
by Salazar. A single ODE model with 6 parameters (Model I; Figure 6.3; Equation 
6.1) was successfully matched to the corresponding data in wild-type plants for the 
given experimental CO RNA expression (Figure 6.2). 
co4I 
F 
Figure 6.3 Model I illustrates the minimal photoperiodism pathway of Arabidopsis, 
which consists of a clock regulated gene CO and flowering activator FT. The model 
requires experimental data of CO expression to predict FT expression. 
This model described the dynamics of FT mRNA according to 
dc) = VCO• eCO(t) - vFT _C (6.1) 
dt 	KCO+eCO(t) 	kFT+c 
where c = FT mRNA, VCO = Max FT transcription rate, KCO = constant of 
activation by CO. eCO(t) = experimental CO mRNA concentration, vFT = Max rate 
of FT mRNA degradation, kFT = Michaelis constant of FT mRNA degradation. Note 
that the concentration of CO mRNA or eCO(t) varies over time of the day and is 
given by the measurement data. 
The wild-type model (Equation 6.1) was used for a further investigation of FT 
transcription under mutant backgrounds. The lc]-] mutant, as a case of study, 
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shortens the circadian clock period from 24h to 21h, and also shows early flowering 
phenotype in plants under the SD. Since the defect in flowering time in toe]-] 
mutant can be alleviated by introducing mutants to a 21h-day growth condition, this 
defect was hypothesised to be a result of the perturbed circadian clock function rather 
than the hilly photoperiod-response defect [214]. Using the wild-type model, FT 
mRNA levels in the toe]-] mutant were predicted from the experimental CO mRNA 
levels. Figure 6.4 shows simulations of FT mRNA expression from Model 1 using 
either an identical optimised parameter set for wild-type (a-d), or with a single 
altered parameter Vco, from 26 to 37 in (e, 0 or from 26 to 35 in (g, h). We found 
that, in the model, FT mRNA expression in photoperiods is slightly affected by the 
tocl-1 mutation, despite giving a rapid flowering in plants under SD condition. In 
short photoperiods, the underestimation of simulated FT mRNA expression in a 
24h-day (Figure 6.4c) indicated that the early flowering of the toe]-] mutant may be 
caused by an earlier phase of CO expression rather than an increasing amount of CO 
mRNA. However, the effect of the toe]-] mutation on photoperiod-response under 
SD can be hilly recovered by tuning the activation kinetics of CO to FT mRNAs 
(Vco) by 40% increase (Figures 6.4e and g). It therefore suggests that the defect in 
photoperiodism in tocl-J mutant can be largely rescued by the altered rhythm of CO 
mRNA, which might be one of many possible mechanisms. In long photoperiods, a 
mismatch in the morning expression of FT mRNA was seen in the wild-type 
simulation, because substantial CO mRNA at this time fails to induce FT in many 
data sets (Figure 6.2), which suggests the missing regulation of FT in this model or 
network. This can also be observed in the modelled toe]-] mutant. This regulation 
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Figure 6.4 The tocl-1 mutation has little effect on light activation of FT Data [214] 
are shown for mRNA levels of CO (-a-) and FT (-.) in the tocl-1 mutant under 
light:dark cycles of 21h (a, b, e, 1) or 24h (c, d, g, h). In each case, short (a, c, e, g) 
and long (b, d, f, h) photoperiod conditions are shown. The simulated FT mRNA 
levels (solid line) are shown from simulations using Model 1, with parameters 
optimised for the wild type (a-d), or Model 1, with parameter Vco altered from 26 to 
37 (e, I) or to 35 (g, h). The rectangle bar depicts the photoperiod where white and 
black indicate daytime (light) and night time (dark), respectively. 
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6.22 Model of circadian clock regulating photoperiodic flowering in 
Arabidopsis (Model 2) 
As the clock-controlled expression of CO mRNA crucially regulates the level of FT 
mRNA [65,215], Dr. Salazar incorporated CO mRNA into the next model (Model 2, 
Figure 6.5) by connecting Model 1 to a circadian clock model. The selected circadian 
clock model (the two-loop model) [17] is more sensitive to photoperiods than the 






Figure 6.5 Model 2 describes a photoperiodism pathway connected to the circadian 
clock. The published two-loop circadian clock model [17] was integrated into the 
minimal flowering pathway (Model 1) on the assumption of GI activating CO 
expression. This model can simulate CO expression under the regulation of the 
circadian clock and photoperiods, which is afterwards used for estimating FT 
transcription. 
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where cj1 = Co mRNA activated by TOCJ, cj = CO protein, vCOm = CO 
translation, vCOp = Max rate of CO protein degradation, kCOp = Michaelis constant 
of CO protein degradation and 0(t) = light fhnction (0(t) = 1 during the day and 0 
during the night). The other parameters were previously described in Locke et al. 
(2005b) [17] and are summarised in Appendix A. 
Equations 6.2 to 6.14 describe the two-loop model circadian clock as presented in 
previous chapters (Equations A21-A33), while Equations 6.15 to 6.17 describe the 
attached flowering regulation pathway. Here, CO mRNA was assumed to be 
expressed in an equal amount to TOC 1 nuclear protein in the circadian clock model 
(Equation 6.15 Equation 6.7) because of their observed comparable expression 
profiles and sharing an upstream regulator: GI ('Y' in two-loop model) [164]. Model 
2 was simulated using a combined parameter set from the optimised parameters for 
the flowering pathway (Equations 6.16 to 6.17) and the reported parameters for the 
two-loop model in Locke et al. (2005b) [17]. As illustrated in Figures 6.6a and c, the 
CO mRNA expression under SD was correctly estimated from the circadian clock 
regulated model, which is sufficient for inducing normal FT mRNA expression. 
However, the evening shoulder measured in CO mRNA expression under LD (arrow 
in Figure 6.6b) cannot be captured by this model and it may result in a low simulated 
FT mRNA abundance (Figure 6.6d). Interestingly, the mismatched simulation of CO 
mRNA expression in LD is notably similar to its expression measured in the late 
flowering Jk-fJ-J mutant as shown in Figure 6.6b. The result indicates that a 
non-included regulation is required for the CO mRNA expression under long 
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Figure 6.6 Simulation of CO and FT mRNA expressions from Model 2. The 
simulation fit to data of CO (a-b) and FT (c-d) are shown for both in SD (a, c) and 
LD (b, d) conditions. The solid line shows the simulated result, while the dotted line 
with closed and open circles or squares shows the experimental results [124] of FT 
and CO in the wild-type orJkj7-J mutant, respectively. The rectangle bar depicts the 
photoperiod, where white and black indicates daytime (light) and night time (dark), 
respectively. 




Figure 6.7 Model 3 depicts a circuit proposed by Imaizumi et aL (2003) [124] in 
which the effect of FKF1 was taken into account. 
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The effect of FKF] on CO transcription was simply modelled (Model 3, Figure 6.7) 
through an added source of CO transcript, with positive regulation from the 
measured FKF1 protein under photoperiods (Figures 6.8a). Accordingly, Equations 
6.15 to 6.16 of Model 2 were replaced by Equations 6.18 to 6.20 for Model 3. Note 
that the kinetic equation describing FT mRNA expression in this model is the same 
as that in the previous model (Model 2), with identical values of the kinetic 
parameters. 
=r3 cf —f&(t). Co. r4 cT(n)  —(1-0(t)).r 4 c —((1 —0( 0 )m7 M S 	CT  (n) dt 
(6.18) 
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= 0(t). vCOFKF eFKFI(t) - vFKE . C
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In this new model, we note the following variables and parameters: Ci FKFI = CO 
mRNA activated by FKFI, co = arbitrary constant for tuning level of CO mRNA by 
modifying transportation rate of TOC1 in nucleus, vCOFKF = Max CO and FT 
transcription rate by activation of FKFJ, eFKF1(t) = experimental expression of 
FKF1 protein and vFKFJ = Max rate of FKFI activated CO mRNA degradation. 
FKF1 protein increases CO transcriptional rate in LD, when its expression reaches 
the maximum level in the afternoon (Figures 6.8a-b), allowing more CO mRNA 
production at the end of the day and observed as the evening shoulder in data (Figure 
6.8c). Model 3 successfully described the pattern of CO mRNA expression in LD by 
including the effect of FKF1 protein, but this extension does not markedly improve 
the simulation of FT mRNA. Surprisingly, the increased CO mRNA abundance 
simulated from Model 3 (compare CO mRNA simulation in Figures 6.6b to that in 
Figure 6.8c) is not sufficient to raise the level of FT transcription predicted in the 
model to reach its corresponding level in the data (i.e. the simulated FT expression in 
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Figure 6.8d (Model 3) is similar to that in Figure 6.6d.), which suggests another gap 
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Figure 6.8 Simulating the effect of FKPJ on CO expression. (a) The accumulation 
patterns of FKF 1 protein in 8L: I 6D (open diamond) and 1 6L:8D (open square) were 
taken from Imaizumi et at (2003) [124]. (b) The additional CO transcription due to 
FKF1 activation is plotted alone (dashed line) and superimposed (dotted line) upon 
the original rate of CO transcription from Model 2 (solid line). The mRNA 
expression patterns for (c) CO and (d) FT simulated by the model including the 
activation of CO by FKF1 protein (solid lines) are shown in comparison to the 
experimental data (diamonds). The rectangle bar depicts the photoperiod where white 
and black indicate daytime (light) and night time (dark), respectively. 
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Figure 6.9 Model 4 depicts a novel proposed function of FKFI in regulating FT 
independent of CO. FKFJ in this model activates FT transcription through two 
mechanisms: a CO-dependent manner by activating CO transcription and a 
CO-independent manner by an unknown mechanism. 
A cue to the nature of the missing FT regulation in the earlier models lies in the 
previous simulations by comparison of wild-type simulation for CO and FT with the 
counterparts in the J7cfl-1 mutant (Figures 6.6 and 6.8). Model 2 gives 
over-exaggerated FT mRNA abundance relative to its expression in theflcfl-1 mutant, 
although it was estimated by the good fit of simulated CO mRNA expression in LD 
(Figures 6.6b and d). This result suggests the existence of an undefined FT positive 
regulator that plays a role in addition to CO. This suspicion is firmly established in 
the simulations of Model 3, where the level of FT mRNA expression cannot be 
correctly estimated from the matched biphasic CO mRNA expression, using the 
equation of model 1 that matched well to data in the wild type (Figures 6.8c-d). As a 
result we addressed a simple hypothesis of an additional activation of FKFI to FT 
transcription. To examine the hypothesis, Model 3 was modified by adding the 
hypothetical interaction between FKFJ and FT gene as schematised in Figure 6.9 
(Model 4). The FTmRNA expression was thereby modelled as follows: 
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_________ 
dc = vCOFT• 	
cop 	
. (B + ®(t) vCOFKF eF1(t)) - vFT• mET 
cit 	 kCOFT+COp) FKF 	 kFT+mFT 
(6.21) 
where BFKFJ = basal level of FT mRNA activated by FKFI, vCOFT = Max 
CO-dependent FT transcription rate, and ICCOFT = constant of activation by CO. 
The novel model can accurately imitate the transcriptions of CO and FT in both 
studied photoperiods and even fits the morning expression level of FT mRNA in LD 
without introducing a special gating mechanism (Figures 6.10a-d). We then 
conducted a fhrther investigation on the predicted function of FKFJ through 
simulation of data from theftj7-1 mutant Model 4 was used to explain the levels of 
flowering gene transcriptions in theflcj7-1 mutant. The simulated results illustrated in 
Figures 6.10e to 6.10h match well with experimental data, corroborating the 
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Figure 6.10 Simulating two effects of FKFI: activating Co and also FT, in 
wild-type and JkfI-1 mutant. The simulations of CO and FT mRNA expression 
affected by FKF1 are shown in (a-d) for wild-type and (e-h) for the j7çfl mutant. The 
mRNA expression patterns for CO (a, b, e, 0 and FT (c, d, g, h) simulated by the 
model are shown (solid lines) for (a, c, e, g) 8L:16D and (b, d, f, h) 16L:8D 
conditions, compared to the experimental data [124] (circles for wild-type and square 
forflcfl mutant; open makers - CO and filled markers- Fl). The rectangle bar depicts 
the photoperiod where white and black indicate daytime (light) and night time (dark), 
respectively. 
Regarding possibilities to mechanistically model the activation of FKFI to FT, the 
predicted interaction between FKF1 and FT genes may represent the effect of a 
multiple-step molecular mechanism because FKF1 is not a transcription factor. It 
possibly resembles • what takes place between FKFJ and CO. We next closely 
examined the redundancy between these two FT activators: whether they mutually or 
additively activate FT transcription. The result of investigation could consolidate the 
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mechanism of FKF] activating FT in the current Model 4, or lead to the useful 
modification of the model. In view of the extremely low level of FT expression in the 
JkfI-I mutant and almost complete abolition of FT transcription in co mutant [124, 
2151, FKFJ gene was firstly modelled as the mutual component with the essential 
gene CO required to activate FT transcription (Model 4). Figure 6.10 presents the 
achievement of the model to mimic the RNA expressions of CO and FT in the 
mutants. Thus, it can be concluded that the data are quantitatively consistent with FT 
transcription being regulated by the collaborative activation of at least two upstream 
activators, and losing either one of them results in a severe effect on the level of 
expression. 
6.3 Models of flowering regulation in rice 
The flowering regulation of a SD plant under photoperiods was studied through a 
model for rice constructed by adapting the well-studied Arabidopsis LD plant model. 
Various genetic studies, including mutation analyses, have set up the regulatory 
circuit for flowering in rice, yet the quantitative measurements of the relevant 
components have been less published [113, 116, 117, 141, 2161. We attempted to 
quantify the existing data through modelling and our first proposed model was 
formulated by adjusting a single sign between CO-FT gene interaction in 
Arabidopsis Model 1, as proposed by [209-2121. In contrast to the positive effect of 
CO on FT in Arabidopsis, Hd] was presumed to inhibit Hd3a as shown in Figure 









Figure 6.11 The simple model of flowering regulation in rice, adapted from 
Arabidopsis Model 1 (Figure 6.3), where Nd] and Hd3a are the homolog of CO and 
FT in rice, respectively. 
Our model is given by 
dc7 
= + 
	vHdl . kHdl 	- vNd3a 	
(6.24) 
dt 	1+ (kHdl + ®(t) eHdl(t)) kHd3a + 
where c70? 0 = Hd3a mRNA, Q basal level of Hd3a transcription, vHd] = Max. 
rate of I-Id3a transcription by Nd] repression, kHd] = constant for Hd3a transcription 
by Nd] repression, eNd](t) = time-dependent NdJ concentration obtained by 
measurement (Figure 6.12a; [1401), vHd3a = Max. rate of Nd3a rnRNA degradation 
and kHd3a = constant for Nd3a mRNA degradation. 
The simple model of rice flowering regulation, shown in Figure 6.11 and described 
by Equation 6.24, was simulated based on sets of experimental data obtained by 
llayama et cii. (2003) [140] (and also [2171). The given sets of I-Id] expression data 
under SD and LD conditions (Figure 6.12a) were used as an input to the model, 
whilst the given sets of Hd3a expression under corresponding conditions to Nd] 
(Figure 6.12b) were the desired model outputs that were compared to the simulated 
results. 
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Figure 6.12 The experimental data of HdI and Hd3a expressions under photoperiods. 
Data re-plotted from Hayama et al. (2003) [140], where (a) HdI mRNA expression 
and (b) Hd3a mRNA expression under SD (pink) and LD (dark blue) conditions. The 
rectangle bar below the figure represents light-dark intervals drawn as open and 
filled blocks, respectively. 
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Figure 6.13 Simulating Hd3a expression under SD (thick solid line) and LD (thin 
solid line) conditions using the simple model of rice flowering regulation (Figure 
6.11). The simulation of (b) Hd3a under photoperiods at a given (a) Hdl were 
plotted against their corresponding data. The solid line indicates the simulation 
results, whereas the dash line with open diamonds or circles shows experimental data 
in SD and LD, respectively, as illustrated in Figure 6.12. 
The "best fit" simulation shown in Figure 6.13 was obtained through an extensive 
parameter exploration in which 2000 loops of random search were followed by the 
simplex optimisation (Nelder-Mead simplex optimisation algorithm; described in 
Chapter 2). The poor fit results obtained from the simple model (Figure 6.13) suggest 
that the different flowering regulation in rice and Arabidopsis (or SD-plants and 
LD-plants) cannot be explained by a single modification of interaction between one 
pair of genes. Another gene (called "Ma") might also control the expression of 
Hd3a. The idea for a gene CR3a becomes more convincing as we observe the distinct 
effect of Hdl on Hd3a expression throughout the day. As can be seen in Figure 6.12, 
Hd3a expression changes dramatically in the morning correlating with altered Hdl 
expression level. After 12 hours of light, the conceptual model (Figure 6.11) predicts 
the maximal difference between LD and SD, but in fact the change in Hd3a 
expression between these conditions is very slight. This might be caused by a gene, 





morning. The above discussion has drawn us to the next prospective model shown in 
Figure 6.14. Here, the hypothetical gene CR3a, whose expression was simply 
modelled by a canonical cosine function, was proposed as another clock regulator for 
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Figure 6.14 The extended model of flowering regulation in rice: The simple model 
(Figure 6.11) was modified by adding a hypothetical Hd3a activator, 'CR3a', and 
changing the repression mechanism of Nd] on Hd3a expression. The integration (J) 
of Hdl expression and light that regulates Hd3a transcription is a day-length 
dependent constant. 
The mathematical descriptions of the new model are given by: 
c; 0 (t) =1+cosl 	
24. 
	 (6.25) 
dC3a = + vHdl kHdl + vCR3a 	(t) - vHd3a (in) (6.26) 
dt 	1 + (kHdl + INT) kCR3a + C7 (t) kHd3a +Hdja  
where 0 = the peak time of CR3a expression, INT = photoperiod-dependent constant 
of the integrated HdJ expression to light time, vCR3a and kCR3a = Max. rate and 
constant for Hd3a transcription by CR3a activation. 
In the extended model (Figure 6.14, Equations 6.25-6.26), Hd3a transcription is 
controlled by Hdl gene together with the hypothetical gene CR3a. Here, the 
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integration of Nd] expression and light is subjected to repress Hd3a transcription 
instead of the instantaneous Nd] expression level, as proposed in the simple model 
(Figure 6.11). The integrated Nd] expression during the light interval was 
determined from the area under the curve of HdJ expression against light time and 
was set as a constant depending on the photoperiods. The constants representing the 
integration of Nd] and light (INT Equation 6.26) are 1.39 and 4.32 under SD and LD, 
respectively. In biological terms, Hd] fimction throughout the previous day(s) affects 
mean Hd3a levels, and CR3a determines the time of Nd3a expression. 
The simulated results of the extended model are substantially improved from a cost 
value of ten in the previous model to three in the current model (Figures 6.15a and b). 
This is particularly so under SD conditions where the predicted result of the extended 
model matches both the phase and amplitude of the measured data. The model 
simulation implies that the plants might have the ability to cumulatively determine 
the external and internal effects and respond to this accumulative signal as an 
alternative to the instant signal. 
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Figure 6.15 Simulating Hd3a under SD (thick solid line) and LD (thin solid line) 
conditions using the extended model of rice flowering regulation (Figure 6.14). The 
simulation of (b) Hd3a under photoperiods at a given (a) Hdl were plotted against 
their corresponding data. The solid line indicates the simulation results, whereas the 
dash line with open diamonds or circles shows experimental data in SD and LD, 
respectively, as illustrated in Figure 6.12. (c) The CR3a profile predicted from the 
extended model giving the simulations in (b). The rectangle bar depicts the 
photoperiod where white and black indicate daytime (light) and night time (dark), 
respectively. 
Regarding the CR3a hypothetical component, its expression profile was optimised 
through the search of 0 to give a desired Hd3a simulation in the extended model that 
fits well with the data (Figure 6.15b). The function of CR3a was then predicted based 
on the comparison of the resulting optimised profile of the gene with the expression 
patterns of HdI and Hd3a. Figure 6.15c demonstrates the predicted expression of 
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CR3a whose phase coincides with Hd3a's suggesting a positive regulation between 
the genes. Hence CR3a is expected to act against the inhibition of Hd3a by Hdl in 
the morning leading to a significant difference in Hd3a expression before ZT12. This 
explanation is considerably clearer in SD rather than LD conditions, which is 
probably due to the difference in regulation under photoperiods. According to a 
recent publication, EM] was reported to activate 1-Id3a under the SD condition [112] 
and its measured expression profile is similar to the predicted CR3a waveform 
(Figure 6.15c). Ehdl is thus one potential candidate of CR3a in the proposed network, 
and rice researchers are also uncovering additional regulators. 
6.4 Discussion 
The constructed models underlying the external coincidence concept [218] can 
explain flowering regulation under photoperiods in Arabidopsis. The model 
simulations indicate the importance of the concurrence between internally controlled 
timing of gene expression and the external time of day inferred by a light signal. The 
fast flowering in LD of Arabidopsis can be replicated by the models and the 
simulations clearly showed that it is quantitatively consistent with the adequate CO 
and FKF] abundances presented during the light period to trigger the FT expression. 
The mismatched simulated FT in the morning of Model I suggests an incomplete 
regulation between CO and FT in the studied network. The conceptual idea that 
possibly bridges the gap is the gating mechanism whereby the light signal affecting 
the level of transcription is internally controlled by a natural masking process. The 
circadian gating phenomenon is likely to be another common regulation mechanism 
of the circadian clock apart from the transcriptional control, since it is found in 
various clock-regulated pathways, for example gating of mammalian cell cycle 
events allowing DNA protection from diurnal exposure to ultraviolet radiation [219], 
gating of the auxin-signalling and responses in Arabidopsis [220], and gating of the 
cAMP signalling cascade and melatonin synthesis in mammalian retina [221]. An 
explicit study showed that gating the light signal can tune the morning FT expression 
in the model to match its measured level in the data (Salazar and Saithong 
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unpublished data). This indicates that the typical circadian clock regulation can 
explain the absent part of the network, yet plants may have more complicated and 
specific mechanisms that act in these circumstances. 
Model 2 quantified CO transcription from the collaborative regulation of the 
circadian clock and photoperiod, and subsequently indicated the absence of the 
mechanism required to promptly increase CO mRNA in the evening. Model 3 
incorporated FKPJ, an early evening expressed gene identified from the late 
flowering phenotypic mutant, into the studied network to replace the introduced 
arbitrary activation (data not shown). The simulated results of the fit expression 
profiles (Figure 6:8)  could match the intuitively proposed functions of FKFJ in the 
flowering regulation pathway. Imaizumi et aL [124] showed that FKFJ acts upstream 
of CO and its expression in synchrony with photoperiod is essential for boosting CO 
transcription at dusk in a long photoperiod. 
The molecular expression observed in the co and jkJ7-1 mutants suggests the 
downstream regulation of FKFI to FT, in addition to its regulation on CO mRNA 
abundance. Both mutants show loss of FT expression even though the majority of 
CO mRNA remains in the JkfI-I mutant. Model 3 underlined the point by 
quantitatively demonstrating the impact of CO mRNA on FT expression, and the 
following Model 4 extended the investigation by presuming a positive interaction 
from FKF] to FT. The simulations showed that CO mRNA partially activates FT 
transcription (Model 3; Figure 6.8) and the remains of this can be captured by FKP1 
regulation (Model 4; Figure 6.10). The additional influence of FKFJ on FT 
transcription in Model 4 over that in Model 3 was further quantified and represented 
through the FT transcriptional rate at ZTI 6 in LD: in Model 3 the ration of FT 
transcriptional rate in wild-type to that in the JkfI mutant is 0.42/0.27 or 1.56 fold; 
and in Model 4 such the ratio is equal to 0.53/0.052 or 10.6 fold. The calculated 
numbers (- 10 fold to 1.5 fold) indicates the high significance of FKFJ on FT 
transcription that ensures a missing activation required for FT expression, though the 
source of that activation is not fully clear and may involve more components rather 
than only FKFJ. Integrating the FKF]-FT interaction in the model also resolves the 
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misexpression level of FT in the morning. It implies that the added interaction 
includes/compensates the postulated gating effect. Thus, the constructed models do 
not only numerically confirm the previously proposed function of FKFI in the 
flowering regulation pathway, but they also sensibly predict an additional potential 
mechanism in the network. 
The alternative way to model the activation of FKFJ on FT transcription holds that 
FKFJ may behave as a composite activator of FT additively to Cu, for which the 
activation from FKF1 protein is simply added (as an "additive" term instead of the 
"multiplicative" term shown in Equation .6.2 1) to that from CO protein. However, the 
experimental data of co and flcf7 -1 mutants suggest that FKFJ more likely mediates 
FT in a CO protein dependent manner. Corresponding to the data, model simulations 
manifested the mutual interaction of FKFJ and CO in promoting FT transcription, 
which indicates the failure of the alternative model. As FKF1 protein is not a 
transcription factor and functions in the proteosome pathway, FKF1 may increase FT 
transcription by degrading its inhibitor in a similar manner to FKFI mediating CO 
expression through CDFJ repression. 
The external coincidence mechanism, which successfully explains the flowering 
regulation in the Arabidopsis LD plant, is also applicable to that in the rice SD plant. 
Due to genetic conservation across the plant species, models of flowering regulation 
in rice were initiated by modifying the approved LD template model according to 
existing molecular data. We demonstrated that the flowering behaviours in rice under 
photoperiods could be simulated using the slightly adjusted model (the extended 
model), indicating the closed relationship between the SD and LD plants in this 
pathway. More convincing evidence is presented by recent published data by 
Cobersier et at (2007) on FT expression under the SD/LD transitional photoperiod 
[129]. They showed that the phase of FT expression in Arabidopsis can move toward 
the peak time of its homolog (Hd3a) in rice after multiple LD. The presented results 
demonstrate the adaptability of plants to variant growth conditions, which may lead 
to their natural evolution if that surrounding environment is prolonged. Alternatively, 
they suggest that the rice regulatory mechanism might also be present in Arabidopsis. 
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Such a transitional photoperiod experiment may be a test of sorts useful for 
exemplifying a rational idea of the unknown evolutionary mechanism linking the two 
facultative plants. 
The existence of multiple photoperiod sensors in Arabidopsis implies that an 
elaborate mechanism may also occur in rice. The rice flowering promoter JJd3a may 
be regulated by the circadian clock through various channels in addition to the 
previously proposed Nd] repression, which have been shown to be absolutely 
required by aphotoperiodic hdl mutants. Our quantitative models confirmed that a 
single repressive regulation of Nd] could not fully explain the transcriptional 
behaviour of Hd3a and resulted in the prediction of an activating factor 'CR3a'. We 
demonstrated that without a clear mechanism, CR3a is required for triggering the 
morning peak of Hd3a cooperated with the derepression of Nd] at that particular 
time. The prediction is made more fascinating by the finding of the EhdI gene [112]. 
It is a recently introduced gene governing flowering activation in rice under SD, 
whose expression strongly resembles the simulated profile of CR3a. Furthermore, 
[222] showed that Ehd2 activates flowering of rice by upregulating Ehd] 
independently of Nd], supporting the position of Ehd] at CR3a in the proposed 
network (the extended model; Figure 6.14) It will be interesting to elucidate the 
mechanism of CR3a action for further insights into the floral transition of SD plants 
probably using modelling to complement the limited data. 
Our study demonstrates that modelling can quantitatively validate the intuitive ideas 
and hypotheses that are suggested based on the experimental data. Models provide 
not only an understanding of the dynamics of the systems, but they also convey 
useful and quantitative predictions throughout the investigative process leading to a 
more complete network. Moreover, the knowledge obtained from the Arabidopsis 
LD plant can be applied to the study of the less. well-known SD plant (rice). This 
might be a bypass strategy to understand this pathway in the other plants. To put this 





The work presented in this thesis exhibits the success of the systems biology concept 
in giving insight into complicated systems, whereby revolution of the systems 
biology wheel (Figure 1.1) iterates model evolution and new comprehension. This 
highlights the benefit of the multi-disciplinary approach. 
I have achieved, in collaboration with experimentalists in Millar's Lab, an extension 
of the mathematical model for the Arabidopsis circadian clock through a detailed 
analysis into the characteristics of the previous published models. We have 
established a series of standard protocols that are employed throughout this thesis for 
model comparisons. The first is the hybrid optimisation scheme that facilitates 
parameter determination for a modified model and allows a fit directly to data, while 
the second is Consistent Robustness Analysis (CRA), exploited in the evaluation of 
the robustness and hence the plausibility of a model. The novel model, the 
interlocked three-loop model, shows appropriate behaviour through well-matched 
simulations to experimental data, including for TOCI in PRR9 over-expression. As 
the robustness of the model is not convincing on its own, we have further designed 
an experiment to validate the model under the guidance of themodel predictions. We 
have also gone a step forward through applying a circadian clock model to elucidate 
its regulation of output pathways, in this case the photoperiodic flowering pathway. 
While more detailed discussions have been presented at the end of each chapter, in 
this section I summarise the key points and describe them in the broader context of 
progress in the understanding of the Arabidopsis circadian clock. 
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Our work is the first in the literature of Arabidopsis circadian clock modelling that 
aims to quantify the mismatch between experimental data and simulation. At a time 
when direct fitting to data was successfully applied to the circadian clock in 
mammals [19], a model for Arabidopsis was developed on the sole basis of a 
qualitative costing criteria [16-18], due to the lack of sufficient data. Here, we 
quantitatively constrain our model through setting up a normalisation protocol to 
integrate various sources of data (i.e. laboratories and measurement methods). The 
formulated chi-square cost function provides exact comparison of simulated 
oscillations to the data, resolving the problem of the arbitrary weighting factors 
required to balance different aspects of the qualitative cost functions. This 
quantitative cost function is simple and easy to adapt, so that with minor alterations it 
can be applied to other circadian clock systems, including Drosophila and 
Neurospora. However, such a function allows only slow convergence to an optimal 
point during parameter search, unless the search starts at a point already close to 
optimal. We thus incorporated the quantitative cost function into a hybrid 
optimisation scheme with the previous and successfully employed qualitative cost 
function. 
Hybrid optimisation that employs two types of cost function (multiple objective 
fbnctions with distinct forms) is an active research area in the application of 
computational methods for complex systems. While good parameter sets for the 
three-loop and interlocked three-loop models can be reached through sequential 
search against the qualitative and quantitative cost functions, the computational time 
dramatically increases with the magnitude and complexity of the models. More 
intelligent searching algorithms are necessary to reduce the computing expense while 
maintaining this dual costing concept. For instance, using the modified simulated 
annealing algorithm which was developed specifically to optimise multi-objective 
functions [223], or replacing the simulated annealing in our framework with the 
particle swarm or multiple-shooting method may accelerate the exploration process 
in a large parameter space [223-226]. Alternatively, implementing an automatic 
switching point from the global to the local optimisations would save a huge amount 
of computational effort and may provide an efficient and stable algorithm [157]. 
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Aside from data fitting, we have performed the logical next step of model evaluation 
through investigation of model properties. Robustness is one such property 
repeatedly mentioned throughout the literature and several times proposed as a 
decisive factor for selecting a plausible model [36, 39, 55]. To determine the 
robustness of a model, we have created the Consistent Robustness Analysis (CRA) 
approach in an attempt to overcome two general problems of existing methods 
(Chapter 2). Firstly, CRA is valuable in providing model robustness that does not 
adhere to a specific operating parameter set, reducing the uncertainty of the classical 
robustness measurement. Secondly, it is designed to rescue the computational burden 
from iterative calculation in the analysis of all possible parameter sets for a model. 
CRA, instead, uses a frill cost fimction to perform the intensive, local robustness 
analysis only in biologically relevant parts of parameter space. This requires a global 
parameter search, which is costly, but less costly than a truly global robustness 
analysis. This method thus increases the feasibility of the application of robustness 
analysis to a large-scale model. Though this method strategically reduces the time of 
calculation by computing the common robustness of the model from selected 
parameter sets, its efficiency can be even further improved through the automation of 
the parameter set selection, which in the presented case was performed manually. 
Using CRA, we have intensively studied the robustness of the three published 
models for the Arabidopsis circadian clock (Chapter 4). It has been shown that the 
"robustness" and the "fitting capacity" of the model have no certain relationship. For 
example, a biologically well-fitting model may contain either high robustness or high 
sensitivity, as was found here for the "best fit" three-loop model is highly sensitive 
whilst the two-loop model is the most robust model with respect to the parameters. 
Incorporating a new component or a more elaborate interaction is frequently required 
in order to capture additional behaviour. Perfect parameterisation of the more 
complex model, giving low cost-of-fit as well as stable model behaviour under 
perturbed conditions (Figure 2.1), is rarely attained and mostly limited by 
computational methodology. Nevertheless, the hybrid optimisation provided a better 
parameter set for the three-loop model, justifying ongoing effort in this area. It was 
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found that the re-optimised parameter set (L874175) illustrates a significant 
reduction in the model sensitivity. 
While the employed parameter set is always a matter for wariness in modelling, the 
attention to the model structure appears less to be the case. We thus proposed an 
explicit investigation to observe the effect of circuit structure on the model 
robustness. Employing the robustness analysis on Goodwin-type models has revealed 
the significance of the interlycking interaction in enhancing the robustness of 
biochemical oscillators (Chapter 3). As often seen in various circadian clock models 
([102, 2271 for Neurospora, [13] for Drosophila, [19] for mammal), closed-loops 
inside an oscillator are firmly connected through interlocking connections. This tight 
cascade results in the homogeneously coupled behaviour of an individual loop, 
leading to a robust circadian rhythm. The result has, moreover, implied that parallel 
extension into the three-loop model construction (to include the PRR719-LHY/CCAI 
loop) could raise the sensitivity in an extended model, suggesting a defect in circuit 
structure for the three-loop model that would be a useful guide for the next model 
construction. 
The Arabidopsis three-loop model has reached a level of complexity observed in the 
models for Neurospora and Drosophila circadian clocks; however, neither the 
molecular genetic nor biochemical data of the Arabidopsis circadian clock is 
sufficient yet for detailed modelling. Especially, time-series of protein level and 
protein-protein interaction data inferring post-transcriptional regulation are very rare 
in the literature of the Arabidopsis circadian clock. A number of assumptions have 
been incorporated into the model to make it workable, leading to a substantial 
increase in its complexity and sensitivity. Hence, we have examined whether certain 
nonlinear assumptions (e.g. the assumed Michaelis-Menten forms for molecular 
degradation) are essential in ODE models for both the Goodwin-type and 
Arabidopsis circadian clock. The hilly- and partially-linearised models (FLD and 
PLD) demonstrated that nonlinear degradation is only occasionally required to 
generate an oscillation in a simple model, and its ubiquitous/default introduction may 
raise the sensitivity. Such understanding into the effect of introducing various forms 
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of complexity enables us to formulate a biologically reasonable model that is also 
computationally-friendly (e.g smaller parameter numbers) for the parameter 
optimisation and later mathematical analyses. 
With the lessons learnt from the structural analysis, an interlocking bridge has been 
built between TOC] and Z to generate the interlocked three-loop model, with support 
of biological evidence (Chapter 5). The modified model fulfils certain deficiencies of 
the three-loop model by successfully simulating an attenuated level of TOG] 
expression in the PRR9-ox plant. Using this interlocked three-loop model, we were 
able to reproduce a sensible period length for circadian rhythms under continuous 
darkness, longer than those generated by previous models. Additionally, simulations 
of the model under various photoperiods illustrated the changes to model dynamics 
resulting from a single modification (Saithong's unpublished data). Interconnecting 
the morning loop to the evening loop permits greater communication between the 
coupled oscillators and, as a consequence, enhances the significance of the dusk 
timing to reset pace of the circadian clock. 
The interlocked three-loop model is enhanced in certain aspects over the published 
models, yet not by the robustness and the parameter numbers. As such it is not yet 
"fUlly approved" to be the most plausible model. To remedy the high sensitivity of 
the three-loop model, the interlocked three-loop has been initiated by reorientation of 
the model structure in parallel to the re-parameterisation of the original model. 
Compared to the three-loop model (Lthreeparam), the interlocked three-loop model 
increases robustness. The re-optimised parameter set (L874175), however, drives the 
three-loop model with even more robust behaviour (Figure 5.4) and this dramatic 
improvement in robustness pinpoints poor characteristics of the published parameter 
set. Interestingly, though both modifications increase the robustness of the model, 
neither produces a more robust model than the two-loop model. With the distinct 
complexity of the multi-loop models, it is unclear whether the increased sensitivity of 
the interlocked three-loop model could be accepted as a cost of integrating additional 
complexity to the model. The discrepancy in the evaluation of the interlocked 
three-loop model, which gives good simulations with relatively low robustness, has 
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left the final justification to the experimental work. Alternatively, it would be 
necessary to find a more appropriate parameter set through a hill-range optimisation 
for all parameters in the interlocked three-loop model, although it is currently 
computationally infeasible. 
Developing high-technologies may resolve the computational limitations inherent in 
an intensive calculation. This may allow models to be easily validated by 
computational methods (global parameter search) and mathematical methods 
(robustness analysis), even though the final model with the generated hypothesis 
should be confirmed by the appropriate experiment. 
Through model simulations, we can narrow the hypotheses and develop the 
experimental designs for validating the interlocked three-loop model. The multiple 
genetic modifications of the prr7prr9 mutation in TOC1-ox are examples of testable 
experiments suggested from the model predictions and simulations. We are currently 
looking forward to the acquisition of experimental data from the on-going 
experiments in our laboratory. 
Following our analysis and study into the model of the Arabidopsis circadian clock, 
we have employed one of these models to understand how an endogenous clock 
regulates the flowering time in collaboration with an environmental signal (Chapter 
6). This work, initiated by Dr. Salazar, was the first to mathematically incorporate 
the clock oscillator with the photoperiodic flowering regulation pathway. Herein, the 
transcriptions of CO and FT flowering inducers have been extensively modelled 
under numerous conditions, including photoperiods and the work I contributed on 
toc] and jkJl genetic backgrounds. Under the context of experimental data in 
Imaizurni et al. (2003) [124], the integrated model predicted a non-identified 
function of FKPI to activate FT abundance independent of CO transcription, which I 
quantified in two additional models. 
We have further demonstrated that the comprehension obtained from modelling the 
Arabidopsis flowering regulation is advantageous for studying these networks in 
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other plant species, including crops. As most genetic networks have not been 
completely identified from experiments, a model from a well characterised species 
could afford us a template for similar studies of less well-defined systems. Our work 
has shown that the additional hypothesis on the flowering regulation in rice can be 
built from a simple modification into the Arabidopsis model, though they fall into 
different photoperiod-facultative classes of plants. Using this power of the 
mathematical model, we could eventually accelerate research on plant reproduction, 
especially in commercial crops. 
Our work has presented the use of modelling to complement classical biology and 
unwind the complex regulation inside the organism. A mathematical model functions 
as a supplementary tool for quantitatively correlating the molecular entities 
comprised in the network. As the genome-scale model has proven useful in various 
contexts (e.g. [5]), we here show the proficiency of a confined yet detailed model. 
Simulating the model under many conditions of interest allows us foresight into the 
behaviours expected in the real system. Iteratively simulating a predictive model can 
pinpoint absent molecular components in the studied pathway, seeding experimental 
design to investigate the genetic gap. Each extension applied to the model is an 
indicator that reflects the increased capacity of our understanding into the system. 
We can envisage several extensions to this work. Regarding the input pathways, the 
modelling implies the importance of light input into our model through the observed 
changes in phase resetting according to the performance of the light inducible genes 
(i.e. LHY/CCAI, Y/GI and PRR719 in the model). This is an expected circumstance, 
since the circadian clock evidently interacts with multiple photoreceptors in plants 
[59] and deficiencies of which perturbs the normality of circadian rhythms [59]. 
Regarding the output pathways, the model suggests how the circadian rhythms 
generated by the core oscillator regulate an abundance of periodic physiological 
behaviours. For the flowering pathway, we have created a blueprint model for 
connecting output pathways to clock models. The next attractive aim is to 
incorporate the input pathway to the model, so that the quantitative correlation 
between parts of the circadian clock can be fully investigated. 
1fl4 
Mathematical models have successfully replicated the behaviours of many complex 
systems, including regulatory networks (e.g. circadian clock [13, 16-19, 25] and 
flowering regulation pathways [146, 147]),  signal transduction processes (e.g. 
MAPKIERK [228] and Ras/cAMP 12291 pathways), metabolic networks (e.g 
glycolysis pathway [29], TCA cycle [230], and sucrose metabolism [15, 54]), 
transportation processes (e.g. diffusion in endoplasmic reticulum [231]) and cellular 
movement (e.g. chemotaxis [232]). With selective parameter sets from either 
optimisation or estimation from literature, these models present well-matched 
simulations to the corresponding biological data. However, the accuracy of the 
models is likely to be limited by the operating parameter set and it is hard to justify 
whether a particular set is the best. Parameter determination for a model has been 
amongst the most discussed issue in the field of modelling and a "best search 
method", if one exists, has not yet been discovered. While the high expense of 
experimental measurement is clear, the capacity for exhaustive search/optimisation is 
limiting in a large and highly complicated models, although with increased 
computing power this will undoubtedly change. To facilitate parameter estimation, a 
model should be rigorously simplified through either biological information or 
mathematical implication from robustness analysis. For example, eliminating just ten 
parameters related to the degradation rates would significantly help parameter 
optimisation for the Arabidopsis circadian clock models, as demonstrated in the 
linearisation of the molecular degradation in the two-loop and three-loop models 
(Chapter 3). 
Robustness analysis should be incorporated into the formal framework for model 
development or as a benchmark for model evaluation, since robustness is an expected 
property for all biological models. To achieve this, both an efficient algorithm and 
high performance computer/tools are needed to reduce computational time of the 
analysis, allowing this calculation to be performed regularly during the model 
development process. Robustness analysis carries much information through the 
identification of robust/sensitive parameters in the model. It discloses the dynamics 
of the model, allowing comprehensive understanding into how the model behaves. 
Quantifying .the robustness of the model could also support the plausibility of a 
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constructed model with a good fit to data, as exemplified in the analysis of the 
one-loop to three-loop models. Furthermore, robustness analysis may aid 
simplification through examining the significance of complexity included in the 
model. 
Parameter identifiability analysis is a further method for insight into the dynamics of 
the model. Through eliminating either non-identifiable or redundant parameters, a 
simpler model results that facilitates further mathematical analysis and model 
extension. In this thesis, we perform extensive analysis into the robustness of the 
Arabidopsis circadian clock models, yet leave parameter identifiability for future 
work. 
Mathematical analyses are usually applied to measure the reliability of the models. 
Ideally, experiment should be conducted to verify the constructed models and their 
predictions; however, it is difficult to validate all these models in the laboratory due 
to technical limitations. Quantitative measurements of molecular components 
abundance (e.g. RNA and protein), which are the main data for modelling, are costly 
and sometimes give noisy results. Luciferase assays currently may be one of the 
easiest and most powerful methods for investigating the temporal expression of an 
interested gene, yet the result of this method provides just the activity of gene 
promoter instead of the real mRNA data. Better technology to quantify the temporal 
abundance of these components with high quality of data is thus still required to 
facilitate the experimental work. This would help not only data production but also 
model validation. 
Inferring genetic regulation from transcriptomic data has shown its usefulness in 
various applications (seen in [9, 10]), including our circadian clock models. However, 
later experimental data have elucidated the high potential of the post-transcriptional 
and post-translational regulation. Protein modification through phosphorylation is a 
known mechanism of that regulation. For the circadian clock system, It has been 
found that key clock genes can be phosphorylated (e.g. Per and Tim in Drosophila. 
[103], and CCAJ in Arabidopsis [971) and this phosphorylation is essential in 
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creating the time delay in the oscillator. As evidence of multi-level regulation is 
increasingly clear, the current transcriptional model would be expected to encompass 
these findings resulting in a more realistic model. 
Our circadian clock model could be incorporated into a large network in order to 
construct the in silico plant that would be employed in broad studies of plant biology. 
Currently, the whole network is broken into parts and has been developed separately. 
The developmental pathway is one of the most active parts, models of which can 
compute and visualise the temporal morphology of a plant organelle during 
developmental stages (e.g. [233]). Our work updates the modelling of the flowering 
pathway under the control of the circadian clock. As biological knowledge and 
computational resources increase, it is promising to accomplish the complete model. 
Similar to the E. coli as a model for microbes [4], Arabidopsis would provide a 
model for plants. The computable plant that is derived by Arabidopsis data would 
facilitate our understanding into other plants. The model of flowering regulation in 
rice is an example of an extension of the Arabidopsis model. Though the simply 
adapted model of rice flowering regulation from Arabidopsis's (the simple model; 
Figure 6.11) is not successful, the later better matched model (the extended model; 
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Appendix A 
Model equations and 
the optimal parameter sets 
A.1 Models of modified Goodwin oscillator 
The ordinary differential equations (ODEs) described the kinetics of studied models 
are demonstrated below: 
A. 1.1 Goodwin model.- 
4= VA, 
KA,+PI° di' 	 egM 
•M 	 (Al) 





= (V 1 + q). 	
KdegPl + pjb 
	 (A3) 




E •M_VdegE •E 	 (AS) 
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dPI 	 'deg,Pi (A6) 
dt Kdeg PI +pt 
dP2 eg,P2 P2c 
= (V 2 + q) . E - 
KP2 + P2' 	
(A7) 
deg 
A. 1.3 Goodwin El model: follows Equations 4-6 and Equation 7 is replaced by 
dP2(V 2 +q).E VdegP2 .P2c 
cIt 	KM + n" Kdeg P2 + P2C 
(A8) 
V and Veg  stand for maximal synthesis and degradation rate of the model 
components, respectively. K and K g depict the kinetic constant of synthesis and 
degradation processes, respectively, a, b, and c are Hill coefficients and q(t) is the 
light input signal which depends on time of a day. 
TabicAl The description of the varied-structure models with the parameters giving 
circa-24h period oscillation 
Model descriptions 
Goodwin Goodwin-EP Goodwin-El 
P1 	M 
I 
P1 	P2 	M 
__It  
I 	IKit 
P1 P2 	M 
No. of parameters 10 14 14 
VM 0.9280 0.9280 0.9280 
KM 0.4978 0.4978 0.4978 
a 8.0419 8.0419 8.0419 
Vdeg M 0.2350 0.2350 0.2350 
V 0.0459 0.0459 .0.0459 
VdegE 0.2406 0.2406 0.2406 
VPJ 0.3943 0.3943 0.3943 
Vdeg pl 0.2731 0.2731 0.2731 
Kdeg pl 0.1162 0.1162 0.1162 
b 0.4863 0.4863 0.4863 
VP2  0.2983 0.0141 
VdeRp2  0.4965 0.4704 
Kdeg p2  0.8899 0.8863 
C . 2.7700 4.4254 
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A.2. Models of the Arabidopsis circadian clock 
A.2 1 One-loop Arabidopsis circadian clock model 
A system of ordinary differential equations of one-loop Arabidopsis circadian clock 
model developed by Locke et al. (2005a) [16] are described as below: 
dc m) 
+  
= 	 n1c 	-  __ 
(A9) 
dt 91 +c 0° k 1 +c" 
dc = picm) —r1 c 	+r2 c ° - (AlO) 
di + 





dc (.)  = 
(Al2) 
dt 92+c$t 	k4+c m) 
dc = p24m) —r3 c 	+r4 c 2. 	- 
m 5 c 
_______ (A13) 
di + 
dcr = m6c r3 c 	" - r4 c, 14 (A) 
di 
dc = 	 1 2c 
0.5 . (1-0(i) —1 0(t)c( n) (Al 5) 
di 1.2 + 
L, T and P denote LIlY, TOCJ genes and P-protein while m, c and n indicate 
molecular entities and their location in the model, i.e. mRNA, protein in cytoplasm, 
and protein in nucleus, respectively. 
A.22 Two-loop Arabidopsis circadian clock model 
The two-loop model was later extended from one-loop model by Locke et al. 
(2005b) [17] which can be described as followed: 
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dc m) 
= q1 c®(t) + 
n1 c9° 	- _______ 
 
dt 91 +c k1 +c 
cL  = p1cm) — r1 c 
m 2 c 
-  +r2 c"  
cit k 2 +cj' 
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_nc? Y " 
 
dt g b +cjg +cJ 	k4 +cr 
= 
P2'r 	- + r4c 	- ((1 - e(t))m, +M6)  dt + 
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dcS7 = __ m9c  
dt 
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P3CX 	- rC 5 + r6 C 	- 	 __ $  
cit 
dc 
r (c)c 	- r6c9 
- = (p.) 
 
dt 
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dt 
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= p44m) - r7 c + r8c'0  
dt k 11 +cP 
dc y( ') = 
r7 ci —r8 c,'  
cit - k12 ± 
____ = 
(i - (&(t))p5 
- 
m15cp 	
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PON 
A. 2.3 Three-loop Arabidopsis circadian clock model [18] 
dcr = ( I Ix 
()a 
nlcx I Slight (t)q 1 c 	+ no )+ I (in)  dt 1+c) g+cJk+CL (in) 
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C 	 (in) = (n2c}f 	
' 	
m 4 c  93 - 	1. 
]  c 	(n) c  , g+cJ g3 +CL 	k4+cm) 
dc ______ = 	- 	+ 	- 	light (0)ui + m 6 )  
di' 
dc CT = r3 cf - r44'° - ((i - 	light (0)n7 + m g )  
di' + CT 




p 3 c 	— r5 c 	+r6 c 	- 	 _ j7  
di'  
dc57 = 
r5 C 	-r6c  
di' k 9  +CX 
dcr 
(in) 
(ljgh, (t)n4  + n5 )g; 	(g6 I 
di' 
= ® light (t)q2c5 	
+ 
g+c 	J g(±cfJk10+cm)  
dc = p4c4m) - r7 cY + r8 c}," - _________ 
- 
 
dt k 11 +cP 
dc  $'° = 	 mi4c 
- 
' 	" r7 Cy -r3c  
di' k12 + 
dcj (n)
M1 5 = (i 	® light (0)P5 - 	-® 	(i')q3 c light  di' (ii) 
dcm) ()g 	 (in) 
= ®/(i')q4c") + 	
flG Cj - 	Tfl6C, 
 
di' 979 + C 	k14 +CA  
209 
dc (,)  p6cm) - r9c 	 (A43) + r 0c. -  
dt 	 + CA  
dc = 
r9cf — r10cV°  dt 
A.24 Interlocked three-loop Arabidopsis circadian clock model 
The interlocked three-loop model was extended from the three-loop model by 
forming a link between morning and evening loop from TOG] to Z, for which a new 
added hypothetical gene Z was introduced in the same manner as X. The set of ODEs 
explained kinetics of interlocked three-loop model is illustrated as follows: 
dc;m) = 1 	i 
XI®g 
()a 
't 	 fl 1 C1 
(t)(q1c 	+ n0 )+ 
'\ 	m1cm) _______ 
I - ________  
dt g+c ° J k1 +c 
dc$ = p1cm) -  rCL  
m 2 c 
- 
+ (A46) 




dc =1 n2c? ' ( g 	'1 	m4 4m) 
(m)  dt 
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- r4 c 7. - ((i -light  (t))n 7 + m 8 ) (ASO) dt + CT 
dcf = n3c? m9c (m)  X   




+r6 c1 - _______  
dt k8  +CX 
dc = 




dt k 9  +CX 
210 
d4m) = (®I,ght (t)n4 + n5 ______________ J __ ________ -  
dt 
(t)q2cj + 
g+c 7, 	,) 
g( ±c fJ k1o+c m) 	(A54) 
dc = 	
m) p4c4 	-r7 cY 
(c) c 
+r3c0 
- m 13 y 
 
dt 
= rcY -r 8c - 7 _________ ____
______ 
 




®iigh (t)q 3 c2  dt - k+c  
dcm) = 	 ()g 	 (in) n6c ______ 
ehgh, (t)q4cf +  
cit - g 	+ cj 	11j4 + cm) 
dc AV = 
P6CA 	- r9c 
M - ________ 
 
dt k 15 +c 
dcf° = 
r9 c.f -r10 c -  
dt k16 +c 







dt J ±c 	k17+ 48 g J 





dc z(7) = 
(A63) 
 dt - k 19 +
X Y and Z denote hypothetical genes added in the model to imply indirect interaction 
between genes. In the similar manner to one-loop model, the kinetics of P-protein in 
all extended models (demonstrated in Equation A28 for two-loop, Equation A41 for 
three-loop, and Equation A57 for interlocked three-loop models) were fixed (P5 = 0.5, 
q3 = 1 and m15 = 1c13 = 1.2) for all calculation. The parameters for all Arabidopsis 
circadian clock models giving best fit simulations to data are listed in Table A2. 
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Table A2 The best fit parameters for Arabidopsis circadian clock models. 












gi Coupling constant of light activation of LHY transcription 1/h 1.3012 2.5759 4.8602 1.7515 3.27 
n 1 Max. light-dependent LllYtranscription rate nMIh 21.9703 5.1495 9.1891 1.3094 0.7667 
gi Constant of activation by protein X nM 4.7955 0.6717 2.1518 0.7409 1.4663 
ml 1 Max. rate ofLHYmRNA degradation nMIh 1 	1.0918 1.5912 1 	2.1007 1.4779 2.46 
ki Michaelis constant ofLllYmRNAdegradation nM 1.3569 1.8528 2.5783 3.079 2.03 
p1 Rate constant of LJIYmRNA translation 1/h 0.4406 0.8128 0.5894 0.1868 0.407 
ri Rate constant ofLilY transport into nucleus 1/h 1.2781 17.2388 18.2235 6.5186 21.1 
r2 Rate constant ofLllY transport out ofnucleus 1/h 0.7005 0.1778 0.1561 0.3 0.0254 
m2 Max. rate of cytoplasmic LFIY degradation nM/h 0.449 21.1058 19.7715 0.0465 0.0372 
k2 Michaelis constant of cytoplasmic LHY degradation nM 0.1721 1.6292 1.5642 1.6636 3.22 
m3 Max. rate of nuclear LFIY degradation nMIh 0.0635 3.5018 1 	4.5604 0.992 0.941 
k3 Michaelis constant of nuclear LHY degradation nM 0.3455 1.2565 1.073 3.0638 1.12 
n2 Max. TOCI transcription rate nMIh 0.1024 2.8097 2.6069 31.4464 32.471 
g2 Constant of activation by protein Y nM 0.0101 0.0333 0.0386 8.4771 6.2791 
g3 Constant of repression by protein LHY nM - 0.2894 0.182 0.2132 0.1286 
m4 Max. rate of TOCI mRNA degradation nMJh 13.854 3.9748 3.007 11.8076 5.85 
W Michaelis constant of TOCJ mRNA degradation nM 0.7804 2.4823 1.9762 6.9263 10.5 
p2 Rate constant of TOG] inRNA translation 1/h 1 	0.7897 4.2228 4.9409 4.6918 8.67 
r3 Rate constant ofTOC1 transport into nucleus 1/h 0.0036 0.323 0.3095 12.3939 8.1 
r4 Rate constant of TOC1 transport out of nucleus 1/h 0.1974 1.9641 1.8799 0.0802 0.058 
mS Max. rate of light dependent cytoplasmic TOCI degradation nM/h - 0.0012 0.0013 0.2152 0.37 
m6 




 (mS)  
2.787 0.1142 0.165 
k5 Michaelis constant of cytoplasmic TOC1 degradation nM 0.0712 2.9809 2.8489 8.4846 22 
m7 Max. rate of light dependent nuclear TOC1 degradation nM/h - 0.0521 0.0535 0.0305 1 	0.0391 
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 (m6)  
5.2382 3.7465 5.46 
k6 Michaelis constant of nuclear TOCI degradation iiM 2.8329 0.3722 0.3311 1.0737 2.27 
n3 Max. Xtranscription rate nMJh 1  0.2213 1 	0.237 0.2649 0.172 
g4 Constant of activation by protein TOCl nM  0.4181 0.5707 0.0994 0.234 
m9 Max. rate ofXmRNA degradation nMJh  9.9471 7.5082 1.478 2.06 
V Michaelis constant ofXmRNAdegradation nM  6.5903 6.9217 4.5861 9.31 
p3 Rate constant of X mRNA translation 11h  2.1317 2.8277 0.6286 0.896 
r5 Rate constant of protein X transport into nucleus 1/h  1.0439 0.8831 4.7271 15.6 
r6 Rate constant of protein X transport out of nucleus 1/h  3.3344 4.071 26.6033 21.6 
mlO Max. rate of degradation of cytoplasmic protein X nMIh  0.2069 0.1862 0.9189 0.0808 
k8 Michaelis constant of cytoplasmic protein X degradation riM  0.6613 0.5404 18.0371 29.7 
ml 1 Max. rate of degradation of nuclear protein X nMIh 1 3.3455 3.5441 2.6171 2.29 
k9 Michaelis constant of nuclear protein X degradation riM  17.9958 14.9408 2.5182 4.07 
n4 Light dependent component of Ytranscription nMIh  0.0952 0.0776 0.9055 0.932 
n5 Light independent component of Ytranscription nMIh  0.1673 0.1701 0.6836 1.34 
g5 Constant of repression by TOCI nM  1.7594 1 	1.1081 5.4155 6.13 
m12 Max. rate of YmRNA degradation nMJh  4.1362 4.1568 3.4814 3.56 
klO Michaelis constant of YmRNA degradation nM  1.7396 1.7943 0.6615 0.401 
p4 Rate constant of YmRNA translation 1/h  0.266 0.2429 2.5443 1.01 
r7 Rate constant of protein Y transport into nucleus 1/h  2.0966 2.33 2.4917 5.24 
r8 Rate constant of protein Y transport out of nucleus 1/h  0.1866 0.1435 1.304 1.83 
m13 Max. rate of degradation of cytoplasmic protein Y nMJh  0.1195 0.1428 0.8377 0.528 
ki 1 Michaelis constant of cytoplasmic protein Y degradation nM  1.9429 2.0435 0.321 0.262 
m14 Max. rate of degradation of nuclear protein Y nMIh  0.5921 0.5803 0.0666 0.101 
k12 Michaelis constant of nuclear protein Y degradation nM  1.7554 1.3636 14.0005 34.3 
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g6 Constant of repression by LHY nM  0.0716 0.0677 0.4644 0.856 
g2 Coupling constant of light activation of Y transcription 1/h  2.4154 2.2011 0.2796 0.389 
b Hill coefficient of activation by protein Y  1.0142 1.0681 1.1197 1.6115 2.0771 
a Hill coefficient of activation by protein X  2.0819 3.144 1.3763 3.3925 6.53 
c Hill coefficient of repression by protein LHY  1.0681 1.1197 2.6851 2.469 
d Hill coefficient of activation by protein TOC1  1.4672 1.0992 2.1009 3.07 
f Hill coefficient of repression by protein LHY for Y  1.0588 1.0919 1.0682 1.59 
e Hill coefficient of activation by protein TOC1 for Y  3.5161 2.9427 1 1.34 
nO Light independent of LHY/CCA1 transcription nMIh  0.05 0.0257 0.0161 
n6 Max. light independent PRR9/7 transcription nMIh  8.0706 1.21 1.03 
g7 Constant of activation by LilY nM 1   0.0004 0.848 0.845 
m16 Max. rate of degradation of PRR719 mRNA nM/h  12.2398 3.6 12.6 
k14 Michaelis constant ofPRR7/9mRNAdegradation  10.3617 7.61 11.2 
p6 I Rate constant ofFRR7/9mRNAtranslation 1/h  0.2907 21.6 43.2 
r9 Rate constant of PRR7/9 protein transport into nucleus 1/h  0.2528 0.189 0.0951 
riO Rate constant of PRR7/9 protein transport out of nucleus 1/h  0.2212 0.136 0.215 
m17 Max. rate of degradation of PRR7/9 cytoplasmic protein nMIh  4.4505 3.69 3.53 
US 
Michaelis 	constant 	of 	PRR7/9 	cytoplasmic 	protein 
nM 
degradation  0.0703 20.9 14.5 
miS Max. rate of degradation of PRR7/9 nuclear protein nMIh  0.0156 31.8 57.4 
k16 Michaelis constant of PRR7/9 nuclear protein degradation nM 1   0.6104 33.5 2.6 
Hill 	coefficient 	of activation 	by 	protein 	PRR7/9 	for 
LHY/CCA I transcription  4 2.17 31831 
q4 
Coupling 	constant 	of 	light 	activation 	of 	PRR7/9 
Ph transcription  4.8602 3.62 3.8 
g Hill coefficient of activation by Y  1.1197 1.6946 1.51 
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Table A2 (continued) The best fit parameters for Arabidopsis circadian clock models. 










n7 Constant regulation by PRR7/9 protein nMlh  3.8477 
g8 Constant of activation by PRR7I9 protein nM   1.1573 
g9 Constant of activation by TOCI protein nM  ___________ 2.0882 
m19 Max. rate of degradation 0fZmRNA nM/h  3.8362 
k17 Michaelis constant of Z mRNA degradation nM 1  3.638 
p7 Rate constant of Z mRNA translation 1/h  ____________ 3.1189 
ri 1 Rate constant of protein Z transport into nucleus 1/h 3.4585 
r12 Rate constant of protein Z transport out of nucleus 1/h 1.0388 
m20 Max. rate of degradation of cytoplasmic protein Z nMIh  ____________ 1.3273 
kI 8 Michaelis constant of cytoplasmic protein Z degradation nM  2.8495 
m21 Max. rate of degradation of nuclear protein Z nMIh 3.9188 
k19 Michaelis constant of nuclear protein Z degradation nM  3.4925 
q 
Coupling 	constant 	of 	light 	activation 	of 	protein 	P 
degradation I/h 1 1 1 
p5 Constant of protein P synthesis 1/h  0.5 0.5 	1  0.5 
mIS Max. rate of degradation of protein P nMlh  1.2 1.2  1.2 
k13 Michaelis constant of protein P degradation nM  1.2 1.2  1.2 
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A.3 Linearised modified Goodwin models (FLD) 
A linearisation of the degradation rates in the modified Goodwin models (Goodwin, 
EP and El) was performed as described in main text. The subsequent systems of 
ordinary differential equations are given by: 





dt 	 (A65) 
cit 	 (A66) 







dt 	 (A69) 
dt 	 (A70) 
A.3.3 Fully linear degradation El model (FLDE,): the model equations are given 
by Equations A67-A69 for Al, E, and Piwhile the equation of P2 is given by 
dP2(V2+q)•E 	
•P2 




V and Vdeg denote the maximal synthesis and degradation rates of model components, 
K and Kdeg depict kinetic constants of the synthesis and degradation processes, a, b, 
and c are Hill coefficients and q(t) is the light input signal which depends on the time 
of a day. 
Table A3 lists the parameter values of several optimised parameter sets for Fully 
Nonlinear Degradation (FND) models that gave desired output oscillations, whereas 
Tables A4, AS and A6 show parameter values for the corresponding Fully Linear 
Degradation (FLD) models derived from parameter seti (Table A3) of Goodwin, EP 
and FT models, respectively: Note that the optimised parameters for linear 
degradation models are the results of parameter searching against the simulation fit 
to reference profiles (or data for the Arabidopsis circadian clock models). The 
estimated parameters used to initialise the search were determined by the ratio of 
Vmax and Km of the counterpart reactions in nonlinear degradation models. 
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Table A3 Optimised parameter sets for all derived Goodwin models 
Pm f unit FNDGOOdWIn  FNDEP   FNDEI 
Set ID  seti set3 set4 set] set3 set4 set! set3 set4 
nMJh 0.9280 0.634 0.0939 0.9280 0.634 0.0939 0.9280 0.634 0.0939 
KM nM 0.4978 0.3109 0.65 0.4978 0.3109 0.65 0.4978 0.3109 0.65 
a  8.0419 3.8503 7.5385 8.0419 3.8503 7.5385 8.0419 3.8503 7.5385 
VdC ,M 1/h 0.2350 0.4624 0.4577 0.2350 0.4624 0.4577 0.2350 0.4624 0.4577 
1/h 1 	0.0459 0.4527 0.5369 0.0459 0.4527 0.5369 0.0459 0.4527 0.5369 
VaegE 1/h 0.2406 0.1957 0.0665 0.2406 0.1957 0.0665 0.2406 0.1957 0.0665 
V4 1 nMIh 0.3943 0.7618 0.4939 0.3943 0.7618 0.4939 0.3943 0.7618 0.4939 
Vdeg p1 nMIh 0.2731 0.4904 0.4175 0.2731 0.4904 0.4175 0.2731 0.4904 0.4175 
Kaeg.pi nM 0.1162 0.3168 0.2923 0.1162 0.3168 0.2923 0.1162 0.3168 0.2923 
F,  0.4863 1.259 0.968 0.4863 1.259 0.968 0.4863 1.259 0.968 
V 2 nMJh  0.2983 0.7868 0.4327 0.0141 0.5956 0.0344 
Vdeg p2 nMIh  0.4965 0.42 0.4369 0.4704 0.5317 0.0715 
tiM  0.8899 0.2 536 0.1214 0.8863 0.9414 0.9964 
c  2.7700 4.2035 5.6736 4.4254 5.0778 5.9544 
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Table A4 Parameter sets for linearised Goodwin models (FLDGd w ) derived from parameter set 1 of the corresponding nonlinear degradation 
model 










VM Max. velocity of component M synthesis nMIh 0.9280 0.9280 0.4844 
KM Michaelis constant of component M degradation nM 0.4978 0.4978 0.0321 
a Hill coefficient of inhibition by P1  8.0419 8.0419 9.5577 
Vdeg,M Max. velocity of component M degradation 1/h 1 	0.2350 0.2350 0.235 
Max. velocity of component E synthesis 1/h 0.0459 0.0459 0.2745 
VdC E Max. velocity of component E degradation 1/h 0.2406 0.2406 0.2406 
• 
Max. velocity of component P1 synthesis nMIh 0.3943 0.3943 0.3363 
Max. velocity of component P1 degradation nMIh 0.2731 2.3503 0.1319 
'Qegyi Michaelis constant of component P1 degradation rim 0.1162 - - 
b Hill coefficient for P1 degradation  0.4863 - - 
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Table A5 Parameter sets for linearised parallel-extended Goodwin models (FLDEP) derived from parameter set 1 of the corresponding nonlinear 
degradation model 







VM Max. velocity of component M synthesis nMIh 0.9280 0.9280 1.4768 
KM Michaelis constant of component M degradation nM 0.4978 0.4978 0.2011 
a Hill coefficient of inhibition by P1  8.0419 8.0419 9.9272 
velocity of component M degradation 1/h 0.2350 0.2350 0.2350 
Max. velocity of component E synthesis 1/h 0.0459 0.0459 0.9931 
Max. velocity of component E degradation 1/h 0.2406 0.2406 0.2406 ff
Max. 
Max. velocity of component P1 synthesis nMIh 0.3943 0.3943 0.8585 
Max. velocity of component P1 degradation nMIh 0.2731 2.3503 0.166 
Michaelis constant of component P1 de gradation nM 0.1162 - - 
 Hill coefficient for P1 degradation  0.4863 - - 
VP2 Max. velocity of component P2 synthesis nMIh 0.0141 0.2983 1.4014 
Max. velocity of component P2 degradation nMJh 0.4704 0.5579 0.7068 
IQeg,n Michaelis constant of component P2 degradation nM 0.8863 - - 
c Hill coefficient for P2 degradation  4.4254 - - 
ONO 
Table A6 Parameter sets for linearised interlocking-extended Goodwin models (FLDEJ) derived from parameter set 1 of the corresponding 
nonlinear degradation model 







VM Max. velocity of component M synthesis nM/h 0.9280 0.9280 0.6398 
KM Michaelis constant of component M degradation nM 0.4978 0.4978 1.3911 
a Hill coefficient of inhibition by P1  8.0419 8.0419 2.1086 
Vdeg,M Max. velocity of component M degradation 1/h 0.2350 0.2350 0.2350 
Max. velocity of component E synthesis 1/h 0.0459 0.0459 4.5270 
Vdep Max. velocity of component E degradation 1/h 0.2406 0.2406 0.2406 
Max. velocity of component P1 synthesis nMIh 0.3943 0.3943 4.6442 
Max. velocity of component P1 de gradation nMIh 0.2731 2.3503 2.3159 
Michaelis coiistant of component P1 degradation nM 0.1162 - - 
t 
Hill coefficient for P1 degradation  0.4863 - - 
Max. velocity of component P2 synthesis nMlh 0.2983 0.0141 2.624 
Max. velocity of component P2 degradation nMIh 0.4965 0.5307 0.1322 
egy2 Michaelis constant of component P2 degradation nM 0.8899 - - 
c Hill coefficient for P2 degradation  2.7700 - - 
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A.4 Partially linearised models of Arabidopsis circadian clock (PLO) 
A. 4.1 Partially linearised two-loop model of Arabidopsis circadian dock 
(PLD2i,.,) 
The published two-loop model of Arabidopsis circadian clock (also denoted as 
17ND2100 ) [ 17] was reduced through replacing the nonlinear degradation with linear 
forms until a large change in desired output was observed. The following system of 
ordinary differential equations describes a partially linearised two-loop model that 
gives comparable simulated oscillations to those of the original non-linear model. 
(n) a dcsm) = ®
light (t)q 1 c,' + 	
11 _m i c$m) 
dt 	 ga  + 
dc = picm) - 	+ 	- m 2 c 
di' 
dc = 
r1 c 	r2c - 
di' 
dcm) = (n2cfr)b ' ( g 	' lxi 	I_ m4c (m) 
di' 	Lg: +cj g3C +c) 
dc9 = 	(m) 	(c) ________ 
P2CT - r3 cr + r4 c - ((i - light (t) 5 + m6 ' dt k 5 + CT 
(n) (n) 
_______ 	 (n)  dcT = 
r3c - T4 C - - B /jg( (t) 7 + m8) 
CT 
di' + CT 
dC7 = fl 3 C 
 — m 9 C7 
di' 	g 
dc5 = 	( in) 
P3Cx - r5 C + r6 C,7 - 
di' 
dc 



















dcf = 	( m) 




= 	(c)  (n)
di' 
r7 c 1 - r8c Y - 	
(A83) 
(n) 1.2 c dc 	
= 0.5 x (i - light (t)) 
1.2 + c d 	
- 	(t)c 
i' (A84) 
L, T and P denote LI-I)', TOCJ genes and P-protein while m, c and n indicate 
molecular entities and their location in the model, i.e. mRNA, protein in cytoplasm, 
and protein in nucleus, respectively. 0(t) is a step function of light input to the model 
which is set to be I in daytime and 0 in night-time. The additional variables denoted 
X and Y represent hypothetical genes X and Y, respectively. Hill coefficients b and c, 
for activation of TOC1 transcription by Y and its repression by LHY, respectively, 
are constrained to be equal, as they were in the published model. The parameters 
relating to protein P in (A84) are used to provide transient light input to certain 
model components. They have not been varied in any of the published models or in 
the present work. To emphasise this, their labels are replaced in equation A84 by 
their numerical values (mIS = 1.2, k13 = 1.2, q3 = 1, p5 = 0.5). 
A group of best fit parameter sets is listed in Table AT 
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Table A7 Parameter sets for the two -loop models 





gi Coupling constant of light activation of LHY transcription 1/h 2.5759 2.4514 2.9028 
n 1 Max. light-dependent LllYtranscription rate nMIh 5.1495 5.1694 3.2767 
gI Constant of activation by protein X nM 0.6717 0.6473 0.2216 
ml Max. rate ofLHYmRNA degradation nM/h 1.5912 0.8411 0.5006 
ki Michaelis constant ofLJIYmRNA degradation i'M 1.8528 - - 
p1 Rate constant ofLHYmRNA translation 1/h 0.8128 0.8295 0.9573 
rI Rate constant of LFIY transport into nucleus 1/11 17.2388 16.8363 35.6721 
r2 Rate constantofLHY transport out ofnucleus 1/h 0.1778 0.1687 0.9402 
m2 Max. rate of cytoplasmic LIlY degradation nMIh 21.1058 13.0657 38.8379 
k2 Michaelis constant of cytoplasmic LilY degradation i'M 1.6292 - - 
m3 Max. rate of nuclear LIlY degradation nMIh 3.5018 2.8897 1.6718 
U Michaelis constant of nuclear LHY degradation nM 1.2565 - - 
n2 Max. TOCJ transcription rate nM/h 2.8097 3.0078 44.0728 
g2 Constant of activation by protein Y nM 0.0333 0.0338 0.0195 
g3 Constant of repression by protein LHY nM 0.2894 0.2658 0.1389 
m4 Max. rate of TOC1 mRNA degradation nMJh 3.9748 1.4856 2.6789 
W Michaelis constant of TOC1 mRNA degradation i'M 2.4823 - - 
p2 Rate constant of TOCJ mRNA translation 1/h 4.2228 4.324 0.4025 
r3 Rate constant of TOC1 transport into nucleus 1/h 0.323 0.3166 0.1341 
r4 Rate constantofTOCi transport out of nucleus 1/h' 1.9641 2.1509 0.9846 
m5 Max. rate of light dependent cytoplasmic TOC1 degradation nMIh 0.0012 0.0013 0.0002 
m6 Max. rate of light independent cytoplasmic TOC1 degradation nMIh 3.2372 3.1741 0.636 
k5 Michaelis constant of cytoplasmic TOC1 degradation nM 2.9809 2.7454 2.5698 
m7 Max. rate of light dependent nuclear TOC1 degradation nM/h 0.0521 0.0492 0.0256 
T8 Max. rate of light independent nuclear TOC1 degradation nMJh 3.897 4.0424 4.892 
k6 Michaelis constant of nuclear TOC1 degradation nM 0.3722 	1 0.4033 0.8485 
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Table A7 (continued) Parameter sets for the two-loop models 






n3 Max. Xtranscription rate nMJh 0.2213 0.2431 0.158 
g4 Constant of activation by protein TOC1 nM 0.4181 0.4099 0.079 
m9 Max. rate ofXmRNA degradation nM/h 9.9471 1.5419 1.1851 
V Michaelis constant ofXmRNA degradation nM 6.5903 - - 
p3 Rate constant of X mRNA translation I/h 2.1317 2.147 2.0388 
r5 Rate constant of protein X transport into nucleus 1/h 1.0439 1.0352 0.7773 
r6 Rate constant of protein X transport out of nucleus 1/h 3.3344 3.3017 3.8599 
m10 Max. rate of degradation of cytoplasmic protein X nM/h 0.2069 0.3285 0.2159 
k8 Michaelis constant of cytoplasmic protein X degradation nM 0.6613 - - 
ml I Max. rate of degradation of nuclear protein X nMJh 3.3455 0.1954 0.0092 
k9 Michaelis constant of nuclear protein X degradation nM 17.9958 - - 
n4 Light dependent component of Ytranscription nMJh 0.0952 0.0854 1.5531 
n5 Light independent component of Ytranscription nMJh 0.1673 0.1643 0.4379 
gS Constant of repression byTOCi tiM 1.7594 1.8056 0.0657 
m12 Max. rate of YmRNA degradation nMIh 1 	4.1362 2.4833 1 	1.7243 
kI 0 Michaelis constant of YmRNA degradation nM 1.7396 - - 
p4 Rate constant of YmRNA translation 1/h 0.266 0.2485 0.2 152 
C Rate constant of protein Y transport into nucleus 1/h 2.0966 2.2123 2.2759 
r8 Rate constant of protein Y transport out of nucleus 1/h 0.1866 0.2002 0.1844 
m13 Max. rate of degradation of cytoplasmic protein Y nMIh 0.1195 0.0737 0.0058 
ki 1 Michaelis constant of cytoplasmic protein Y degradation nM 1.9429 - - 
m14 Max. rate of degradation of nuclear protein Y nMJh 0.5921 0.3384 0.1963 
k12 Michaelis constant of nuclear protein Y degradation nM 1.7554 - - 
g6 Constant of repression byLfly riM 0.0716 0.0645 0.0540 
g2 Coupling constant of light activation of Ytranscription 1/h 2.4154 2.3933 1.2198 
b Hill coefficient of activation by protein Y  1.0681 1.0258 1.9002 
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Table A7 (continued) Parameter sets for the two-loop models 






a Hill coefficient of activation by protein X  3.144 3.3064 2.56 
c Hill coefficient of repression by protein LHY  1.0681 1.0258 1.9002 
d Hill coefficient of activation by protein TOC1  1.4672 1.4422 3.1305 
f Hill coefficient of repression by protein LHY for V  1.0588 1.0237 1.0725 
e Hill coefficient of activation by protein TOC1 for V  3.5161 3.6064 3.8248 
* The estimated parameter set is calculated based on the reference parameters obtained from Locke et al., 2005b [17], and used to initialise 
optimisation that yields the optimised parameter set (see Methods). 
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A.4-2 Pad/ally Ilnearised three-loop model of Arabidopsis circadian dock 
The published three-loop model of the Arabidopsis circadian clock (also denoted as 
17ND31 00 ) [ 18] was partially linearised in the same manner as the two-loop model. 
The subsequent system of ordinary differential equations is given by: 
dctm) __ JX c "° iX 	 (in). ® (jg( (t)(q I C 	+ 0 )+ M I CL  








= p1Cm) - (c) +r2CL- m2c 
 
dc$ _______ = 	- (it) - M3 CL 
di  
d4m) = (in) 1.   "I 	m 4 c 
di 
	
I, 	()b 	c 
+ 	
(n)' + g 2 c g3 	C + L  
(c) 
dcT = p24m) - r3 c + 	- ((i - 	light (t) 5 + m 6 
 )_C (c) 
di + C)  
dc? = r3 c 	- r4 c 
(it) 
- ((i - 	light (i) 7 + m 8 )_CT  
di k6  +c?  







dt - g+ cr " 	k 7  + CX  
dc 
= p3 c 	- r5 C 
(c)
10 (it) 	__________ 
+ r6CX 
di - k8 + C  
dCS7 (c) 	(it) = 
(it) - _______ 
di 
51 
k9 +C7  
(in) dc (in) (®light (t)n4 + 	 g61 	') 	m 12 cy  
di 
it) 
= 	(i)q + J k 	(in) g5+C ()e + C 
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dc ______ (c) (n) 	m13cy = 	
C 
(m) 	r7 c 	+r8c 
- 
4y 	 -  
dt k 1 , +4  
dc (n) (n) 	m14c1 
di' 
=r7 c 	—rgcy 
- k 12 +C  
dc 
= 0.5x (i 
- ® Iht (0 )_ 	
1.2c0 
- 
0 light  (t)c 
di' (n) 12+c  
dcm) 
= 	 (it) 	n64 	 (in) ® jjgn Q)q4 cp + 
di' g 	I  
dc = 	(in) 	r9c 	(it) 	17A P6C4 - 
dt  
(n) dc4 = 	(c) 	 (it) 	 (it) r9 c,J t•10 C mIEcA 
di'  
A denotes APRR719 which is an added component of the three-loop model. The 
parameters relating to protein P in (A97) are used to provide transient light input to 
certain model components. They have not been varied in any of the published models 
or in the present work. To emphasise this, their labels are replaced in equation A97 
by their numerical values (m15 = 1.2, 03 = 1.2, q3 = 1, p5 = 0.5). 
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Table AS Parameter sets for the three-loop models 







gi Coupling constant of light activation of LHY transcription 1/h 1.7515 1.7515 3.1251 
ni Max. light-dependent LllYtranscription rate nMJh 1.3094 1.3094 1.1272 
gi Constant of activation by protein X nM 0.7409 0.7409 0.3897 
ml Max. rate ofLHYmRNA degradation nMIh 1.4779 0.4799 0.2408 
k  Michaelis constant ofLHYmRNA degradation nM 3.079 - - 
p1 Rate constant ofLHYmRNAtranslation 1/h 0.1868 0.1868 0.14 
ri Rate constant of LHY transport into nucleus 1/h 6.5186 6.5186 4.2312 
r2 Rate constant of LHY transport out of nucleus 1/h 0.3 0.3 0.2571 
m2 Max. rate of cytoplasmic LIlY degradation nMlh 0.0465 0.0279 0.0214 
k2 Michaelis constant of cytoplasmic L1-IY degradation nM 1.6636 - - 
m3 Max. rate of nuclear LIlY degradation nMIh 0.992 0.3237 0.3325 
U Michaelis constant of nuclear LHY degradation nM 3.0638 - - 
n2 Max. TOCJ transcription rate nMIh 31.4464 31,4464 30.5701 
g2 Constant of activation by protein Y nM 1 	8.4771 8.4771 1 	4.9188 
g3 Constant of repression by protein LHY nM 0.2132 0.2132 0.2929 
m4 Max. rate of TOC1 mRNA degradation nMJh 11.8076 11.8076 14.3038 
W Michaelis constant of TOCJ mRNA degradation nM 6.9263 6.9263 5.5273 
p2 Rate constant of TOCJ niRNA translation 1/h 4.6918 4.6918 3.4105 
0 Rate constant ofTOCi transport into nucleus 1/h 12.3939 12.3939 10.2134 
r4 Rate constant ofTOCi transport out of nucleus 1/h 0.0802 0.0802 0.0643 
m5 Max. rate of light dependent cytoplasmic TOC1 degradation nMIh 0.2152 0.2152 0.154 
m6 Max. rate of light independent cytoplasmic TOC1 degradation nMIh 0.1142 0.1142 0.2089 
kS Michaelis constant of cytoplasmic TOC1 degradation nM 8.4846 8.4846 7.0835 
m7 Max. rate of light dependent nuclear TOC1 degradation nMIh 0.0305 0.0305 0.0215 
m8 Max. rate of light independent nuclear TOC1 degradation nM/h 3.7465 3.7465 2.8648 
k6 Michaelis constant of nuclear TOC1 degradation nM 1.0737 1.0737 0.6025 
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Table AS (continued) Parameter sets for the three-loop models 




n3 Max. Xtranscription rate nMlh 0.2649 0.2649 0.1396 
g4 Constant of activation by protein TOC1 nM 0.0994 0.0994 0.0535 
m9 Max. rate ofXmRNA degradation nMIh 1.478 1.478 1.4797 
V Michaelis constant ofXmRNA degradation nM 1 	4.5861 4.5861 1 	3.6202 
p3 Rate constant of XmRNA translation 1/h 0.6286 0.6286 1.0779 
r5 Rate constant of protein X transport into nucleus 1/h 4.7271 4.7271 6.0886 
r6 Rate constant of protein X transport out of nucleus 1/h 26.6033 26.6033 137 3817 
m10 Max. rate of degradation of cytoplasmic protein X nM/h 0.9189 0.9189 1.5566 
k8 Michaelis constant of cytoplasmic protein X degradation nM 18.0371 18.0371 12.2952 
ml! Max. rate of degradation of nuclear protein X nMIh 2.6171 2.6171 2.8399 
k9 Michaelis constant of nuclear protein X degradation nM 2.5182 2.5182 3.3879 
n4 Light dependent component of Ytranscription nMIh 0.9055 0.9055 0.9486 
n5 Light independent component of Ytranscription nMIh 0.6836 0.6836 0.4579 
g5 Constant of repression byTOCi nM 5.4155 5.4155 6.1817 
m12 Max. rate ofYmRNA degradation nMJh 3.4814 3.4814 4.5857 
klO Michaelis constant of YmRNA degradation nM 1 	0.6615 0.6615 0.3785 
p4 Rate constant of YmRNA translation 1/h 2.5443 2.5443 4.1583 
r7 Rate constant of protein Y transport into nucleus 1/h 2.4917 2.4917 4.0465 
r8 Rate constant of protein Y transport out of nucleus 1/h 1.304 1.304 0.5135 
m13 Max. rate of degradation of cytoplasmic protein Y nMIh 0.8377 0.8377 0.8729 
kl 1 Michaelis constant of cytoplasmic protein Y degradation nM 0.321 0.321 0.5416 
m14 Max. rate of degradation of nuclear protein Y nM/h 0.0666 0.0666 0.0327 
k12 Michaelis constant of nuclear protein Y degradation nM 14.0005 14.0005 5.9337 
g6 Constant of repression by LHY nJvI 1 	0.4644 0.4644 0.721 
g2 Coupling constant of light activation of Ytranscription 1/h 0.2796 0.2796 0.2291 
b Hilt coefficient of activation by protein Y  1.6115 1.6115 2.8385 
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Table A8 (continued) Parameter sets for the three-loop models 






a Hill coefficient of activation by protein X  3.3925 3.3925 3.426 
d Hill coefficient of activation by protein TOC1  2.1009 2.1009 2.2716 
f Hill coefficient of repression by protein LHY for Y  1.0682 1.0682 1.1155 
e Hill coefficient of activation by protein TOC1 for Y  1 1 1.166 
nO Max. light dependent LffYtranscription nMIh 0.0257 0.0257 0.0257 
n6 Max. light independent PRR91PRR7 transcription nMIh 1.21 1.21 1.21 
g7 Constant of activation by LFIY nM 0.848 0.848 0.848 
m16 Max. rate of degradation ofPRR9/PRR7mRNA nMIh 3.6 0.4731 0.4731 
k14 Michaelis constant of PRR91PRR7 mRNA degradation nM 7.61 - - 
p6 Rate constant ofPRR9/PRR7mRNAtranslation 1/h 21.6 21.6 21.6 
r9 Rate constant of PRR91PRR7 protein movement into nucleus 1/h 0.189 0.189 0.189 
rl 0 Rate constant of PRR91PRR7 protein movement out of nucleus 1/h 0.136 0.136 0.136 
ml? Max. rate of degradation of cytoplasmic protein PRR9/PRR7 nMIh 3.69 0.1766 1 	0.1766 
k15 Michaelis constant of cytoplasmic PRR9/PRR7 protein degradation nM 20.9 - - 
m18 Max. rate of degradation of nuclear protein PRR9/PRR7 nMIh 1 	31.8 0.9493 0.9493 
k16 Michaelis constant of nuclear PRR9/PRR7 protein degradation riM 33.5 - - 
a Constant of repression by PRR9/PRR7  2.17 2.17 2.17 
g4 Coupling constant of light activation of LHY transcription 1/h 3.62 3.62 2.5782 
c Hill coefficient of repression by Y  2.6851 2.6851 2.3599 
g Hill coefficient of activation by Y  1.6946 1.6946 1.6946 
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Appendix B 
Normalised experimental data 
for filling the models 
B. I List of experimental data resources for filling circadian clock models 
Table BI The experimental datafor Arabidopsis circadian clock modelling 
Backgrounds Genes Photoperiods' References 
wild-type LHY/CCAJ LL Mizoguchi etal. (2002) Dev. Cell, 2, 
629-641 
161,813 Mizoguchi etal. (2002) Dev. Cell, 2, 
629-64 
8L16D Roden etal. (200i)Cell & Dev. Biol.,  
12,305-315 
DD Salome et at (2005) Plant Cell, 17,  
791-803 
TOC1 LL Mizoguchi etal. (2002) Dev. Cell, 2, 
629-641 
I 6L8D Mizoguchi etal. (2002) Dev. Cell, 2, 
629-641 
8L1 6D Edwards K. unpublished data 
DD Salome et at (2005) Plant Cell 17, 
791-803 
GI LL Mizoguchi etal. (2002) Dev. Cell, 2, 
629-641 
161,81D Mizoguchi etal. (2002) Dev. Cell, 2, 
629-641 
PRR7/9 LL Ito et at, (2005) Biosci. Biotechnol. 
Biochent, 69(2), 382-390. 
DD Nakamichi etal., (2003) 
Plant Cell Phisiol., 44(3), 360-365. 
* Notes: LL - constant light, 16L8D - 16 hours of light and 8 hours of darkness, 
8L1 6D - 8 hours of light and 16 hours of darkness, and DD - constant darkness. 
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Table BI (continued) The experimental data for Arabidopsis circadian clock 
modelling 
Backgrounds Genes Photoperiods' References 
lhy;ccal TOC1 LL Mizoguchi ci al. (2002) Dcv. Cell, 2, 
double mutant  629-641 
GI LL Mizoguchi ci al. (2002) Dev. Cell, 2, 
629-641 
locl-2 mutant LHY/CCAl LL Alabadi ci al.(2000) Science, 293,  
880-883. 
prr7prr9 LHY/CCAJ LL Farreeial.(2005)Cur.Biol., 15,41-54. 
double mutant 
TOCJ LL Farre ci al.(2005) Cur. Biol., 15,41-54. 
* Notes: LL - constant light, 16L8D - 16 hours of light and 8 hours of darkness, 
8L 1 6D - 8 hours of light and 16 hours of darkness, and DD - constant darkness. 
B.2 Figures of normalised experimental data used for filling the Arabidopsis 










Time in LL (h) 
Figure 8.1 Mean-normalised TOC1 expression data in LL collected from various 
sources. However, only one set has high amplitude for fitting the simulation: seti - 









Time in LL (h) 
Figure 11.2 Mean-normalised GI expression data in LL: seti - GI expression from 










Time in LL (h) 
Figure B.3 Mean-normalised PRR719 expression data in LL collected from various 
sources: set] - PRR7 expression, set2 - PRR9 expression from Ito et al. (2005) [82], 














Time in DO (h) 
Figure B.4 Mean-normalised CCA 1 expression data in DD collected from various 
sources. However, only one data set has robust oscillation and be used for fitting the 
simulations: set  - CCA J.:LUC data from Salome et al. (2005) [165]. 
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Time in DD (h) 
Figure B.5 Mean-normalised TOG] expression data in DD collected from various 
sources. However, only one data set has robust oscillation and be used for fitting the 











Time in DD (h) 
Figure B.6 Mean-normalised PRR9 expression data in DD: setl - PRR9::LUC data 
from Nakamichi et al. (2003) [234]. 
1.E+01 
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Figure B.7 Mean-normalised LHY and CCAI expression data in 8L16D collected 
from various sources: seti (Ler), set4 (Col) and set6 (Ws) - LI-IY: :L UC expression 
from Roden et al. (2001) [235], set 2 (Ws), set3 (Ler) and setS (Col) - CCAJ::LUC 
expression from Roden et aI.(2001) [235], and avel - the average of normalised 













Figure B.8 Mean-normalised TOC1 expression data in 8L16D: seti TOCI 









Figure B.9 Mean-normalised LHY expression data in 1 6L8D collected from various 
sources. Only one set (set] - LHY expression from Mizoguchi et al. (2002) [164], 
which was measured from Northern Blot, was used for fitting because the rest of the 












Figure B.10 Mean-normalised TOCI expression data in 16L8D: seti - TOCJ 














Figure B.11 Mean-normalised GI expression data in 16L8D: seti - GI expression 
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1.E-Q1 
Time in LL (h) 
Figure B.12 Mean-normalised TOCJ expression data in lhy;ccal double mutant 









Time in LL (h) 
Figure B.13 Mean-normalised GI expression data in lhy;ccal double mutant under 












Time in LL (h) 
Figure B.14 Mean-normalised LI-JY and CCA1 expression data in tocl-2 mutant 
under LL: set  and set2 - LHY and CCAJ expression from Alabadi et al. (2000) [78], 
and ave 1 - the average of normalised LHY/CCA I expression from two data sets. 
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Time in LL (Ii) 
Figure B.15 Mean-normalised LI-fY and CCJ4I expression data in prr7prr9 double 
mutant under LL: seti and set2 - CCA I and LI-JY expression from Farre et al. (2005) 













Time in LL (h) 
Figure B.16 Mean-normalised TOCI expression data in prr7prr9 double mutant 




Supplement data for sensitivity analysis of the 
Arabidopsis circadian clock models 
C.1 Supplement figures for robustness analysis of Arabidopsis circadian 
clock model 
C. 1.1 One-loop model 
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Figure C.1 The fit results of time-series RNA expression from one-loop model using 
L2, a re-optimised parameter set from set2. The blue solid lines with markers 
demonstrate the experimental data, while the pink and red solid lines indicate the 
model simulated results. The y-axis is the RNA concentration, and the x-axis is time 
in hour. 
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Figure C.2 The fit results of time-series RNA expression from one-loop model using 
L26, a re-optimised parameter set from se126. The blue solid lines with markers 
demonstrate the experimental data, while the pink and red solid lines indicate the 
model simulated results. The y-axis is the RNA concentration, and the x-axis is time 
in hour. 
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Figure C.3 The fit results of time-series RNA expression from one-loop model using 
L31, a re-optimised parameter set from set3l. The blue solid lines with markers 
demonstrate the experimental data, while the pink and red solid lines indicate the 
model simulated results. The y-axis is the RNA concentration, and the x-axis is time 
in hour. 
240 
LHY-LL 	 TOC1-LL 	 LHY.DD 
4 	 3. 	 - 	2.5 	 - 
3 	
2. 




0 	 -'-'-' 	0' 	 0 
150 200 	250 300 	150 200 	250 	300 	200 	250 	300 	350 
rOd-DO 	 LHY'ISLBD 	 TOCI-18L80 
2.51 	..... . 	4 	 2.5 
t5 	 I'S 1 1 
200 	250 	300 	350 	180 	200 	220 	240 	180 	200 	220 	240 
LHY'8L180 	 TOC-8Ll6t3 
4. 	 2.5 	 •.• 
150 	200 	250 	300 	180 	200 	220 	240 
Figure C.4 The fit results of time-series RNA expression from one-loop model using 
L32, a re-optimised parameter set from set32. The blue solid lines with markers 
demonstrate the experimental data, while the pink and red solid lines indicate the 
model simulated results. The y-axis is the RNA concentration, and the x-axis is time 
in hour. 
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Figure C.5 The fit results of time-series RNA expression from one-loop model using 
L37, an identical parameter set of set37. The blue solid lines with markers 
demonstrate the experimental data, while the pink and red solid lines indicate the 
model simulated results. The y-axis is the RNA concentration, and the x-axis is time 
in hour. 
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Figure C.6 The fit results of time-series RNA expression from one-loop model using 
L41, an identical parameter set of set4]. The blue solid lines with markers 
demonstrate the experimental data, while the pink and red solid lines indicate the 
model simulated results. The y-axis is the RNA concentration, and the x-axis is time 
in hour. 
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Figure C.7 The fit results of time-series RNA expression from one-loop model using 
L50, a re-optimised parameter set from set50. The blue solid lines with markers 
demonstrate the experimental data, while the pink and red solid lines indicate the 
model simulated results. The y-axis is the RNA concentration, and the x-axis is time 
in hour. 
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Figure C.8 The parameter surface developed from 2D sensitivity analysis of one-
loop model based on the high sensitive parameters of L2: P13-Max. TOG] 
transcription rate, P14-Rate constant of TOG] transcription, and P15-Max, TOO 
mRNA degradation, P16-Michaelis constant of TOG] degradation. The red star 
illustrates the position of reference parameter set which is always the minimum cost 
region on the parameter surface. X and Y axis are the perturbation of sensitive 
parameters and Z axis is cost function corresponding to the parameter perturbation. 
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Figure C.9 The parameter surface developed from 2D sensitivity analysis of one-
loop model based on the high sensitive parameters of L31: P13-Max. TOG] 
transcription rate, P14-Rate constant of TOG! transcription, and P15-Max. TOG] 
mRNA degradation, P22-Max. TOCI protein in nucleus degradation. The red star 
illustrates the position of reference parameter set which is always the minimum cost 
region on the parameter surface. X and Y axis are the perturbation of sensitive 
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Figure C.10 The parameter surface developed from 2D sensitivity analysis of one-
loop model based on the high sensitive parameters of L32: P14-Rate constant of 
TOCI transcription, and P15-Max. TOCI mRNA degradation, P20-Max. TOCI 
protein in cytoplasm degradation, P22-Max. TOC I protein in nucleus degradation. 
The red star illustrates the position of reference parameter set which is always the 
minimum cost region on the parameter surface. X and Y axis are the perturbation of 
sensitive parameters and Z axis is cost function corresponding to the parameter 
perturbation. 
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Figure C.11 The parameter surface developed from 2D sensitivity analysis of one-
loop model based on the high sensitive parameters of L37: P13-Max. TOCI 
transcription rate, P14-Rate constant of TOCI transcription, and P15-Max, rOd 
mRNA degradation, P20-Max. TOCI protein in cytoplasm degradation. The red star 
illustrates the position of reference parameter set which is always the minimum cost 
region on the parameter surface. X and Y axis are the perturbation of sensitive 
parameters and Z axis is cost function corresponding to the parameter perturbation. 
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Figure C.12 The parameter surface developed from 2D sensitivity analysis of one-
loop model based on the high sensitive parameters of L41: P4-Max. LHY mRNA 
degradation, P13-Max. TOCJ transcription rate, P14-Rate constant of TOCI 
transcription, and P15-Max. TOCI mRNA degradation. The red star illustrates the 
position of reference parameter set which is always the minimum cost region on the 
parameter surface. X and Y axis are the perturbation of sensitive parameters and Z 
axis is cost function corresponding to the parameter perturbation. 
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Figure C.13 The parameter surface developed from 2D sensitivity analysis of one-
loop model based on the high sensitive parameters of L50: P13-Max. TOCJ 
transcription rate, P14-Rate constant of TOCI transcription, and P15-Max. TOCI 
mRNA degradation, P20- Max. TOCI protein in cytoplasm degradation. The red star 
illustrates the position of reference parameter set which is always the minimum cost 
region on the parameter surface. X and Y axis are the perturbation of sensitive 
parameters and Z axis is cost function corresponding to the parameter perturbation. 
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C. 1.2 Two-loop model 
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Figure C.14 The fit results of time-series RNA expression from two-loop model 
using LO, a re-optimised parameter set from setO. The blue solid lines with markers 
demonstrate the experimental data, while the pink and red solid lines indicate the 
model simulated results. The y-axis is the RNA concentration, and the x-axis is time 
in hour. 
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Figure C.15 The fit results of time-series RNA expression from two-loop model 
using L9, a re-optimised parameter set from set9. The blue solid lines with markers 
demonstrate the experimental data, while the pink and red solid lines indicate the 
model simulated results. The y-axis is the RNA concentration, and the x-axis is time 
in hour. 
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Figure C.16 The fit results of time-series RNA expression from two-loop model 
using L12, a re-optimised parameter set from set12. The blue solid lines with markers 
demonstrate the experimental data, while the pink and red solid lines indicate the 
model simulated results. The y-axis is the RNA concentration, and the x-axis is time 
in hour. 
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Figure C.17 The fit results of time-series RNA expression from two-loop model 
using L13, a re-optimised parameter set from se1I3. The blue solid lines with markers 
demonstrate the experimental data, while the pink and red solid lines indicate the 
model simulated results. The y-axis is the RNA concentration, and the x-axis is time 
in hour. 
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Figure C.18 The fit results of time-series RNA expression from two-loop model 
using L14, a re-optimised parameter set from set14. The blue solid lines with markers 
demonstrate the experimental data, while the pink and red solid lines indicate the 
model simulated results. The y-axis is the RNA concentration, and the x-axis is time 
in hour. 
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Figure C.19 The fit results of time-series RNA expression from two-loop model 
using L27, a re-optimised parameter set from set27. The blue solid lines with markers 
demonstrate the experimental data, while the pink and red solid lines indicate the 
model simulated results. The y-axis is the RNA concentration, and the x-axis is time 
in hour. 
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Figure C.20 The fit results of time-series RNA expression from two-loop model 
using L39, a re-optimised parameter set from set39. The blue solid lines with markers 
demonstrate the experimental data, while the pink and red solid lines indicate the 
model simulated results. The y-axis is the RNA concentration, and the x-axis is time 
in hour. 
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Figure C.21 The sensitivity respect to the parameters in the two-loop model of (a) L9 (b) L12 (c) L13 (d) L14 (e) L27 (f) L39. The heatmap plots 
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Figure C.22 The robustness respect to the parameters in the two-loop model of (a) L9 (b) L12 (c) L13 (d) L14 (e) L27 (f) L39. The heatmap plots 
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Figure C.23 The parameter surface developed from 2D sensitivity analysis of two-
loop model based on the high sensitive parameters of L9: P4-Max. LHY mRNA 
degradation rate, P1 6-TOC 1 transcription rate, P19-Rate constant of TOCI mRNA 
translation, and P54-Hill coefficient of activation by protein Y. The red star 
illustrates the position of reference parameter set which is always the minimum cost 
region on the parameter surface. X and Y axis are the perturbation of sensitive 
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Figure C.24 The parameter surface developed from 2D sensitivity analysis of two-
loop model based on the high sensitive parameters of L12: P6-LI-TY translation rate, 
P16-TOCI transcription, P49-Yp in cytosol degradation, and P54-Hill coefficient of 
activation by protein Y. The red star illustrates the position of reference parameter 
set which is always the minimum cost region on the parameter surface. X and Y axis 
are the perturbation of sensitive parameters and Z axis is cost function corresponding 
to the parameter perturbation. 
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Figure C.25 The parameter surface developed from 2D sensitivity analysis of two-
loop model based on the high sensitive parameters of L13: P2-LHY transcription, P4-
Max. LHY mRNA degradation rate, P19-Rate constant of TOCJ mRNA translation,, 
and P54-Hill coefficient of activation by protein Y. The red star illustrates the 
position of reference parameter set which is always the minimum cost region on the 
parameter surface. X and Y axis are the perturbation of sensitive parameters and Z 
axis is cost function corresponding to the parameter perturbation. 
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Figure C.26 The parameter surface developed from 2D sensitivity analysis of two-
loop model based on the high sensitive parameters of L14: P13-Max. TOCI 
transcription rate, P19-Rate constant of TOC] mRNA translation, P23-Max. rate of 
light independent cytoplasmic TOCI degradation, and P54-Hill coefficient of 
activation by protein Y. The red star illustrates the position of reference parameter 
set which is always the minimum cost region on the parameter surface. X and Y axis 
are the perturbation of sensitive parameters and Z axis is cost function corresponding 
to the parameter perturbation. 
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Figure C.27 The parameter surface developed from 2D sensitivity analysis of two-
loop model based on the high sensitive parameters of L27: P2-LHY transcription, 
P42-V mRNA degradation rate, P52-V transcription rate, and P54-Hill coefficient of 
activation by protein Y. The red star illustrates the position of reference parameter 
set which is always the minimum cost region on the parameter surface. X and Y axis 
are the perturbation of sensitive parameters and Z axis is cost function corresponding 
to the parameter perturbation. 
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Figure C.28 The parameter surface developed from 2D sensitivity analysis of two-
loop model based on the high sensitive parameters of L39: P2-LHY transcription, 
P42-V mRNA degradation rate, P52-Y transcription rate, and P54-Hill coefficient of 
activation by protein Y. The red star illustrates the position of reference parameter 
set which is always the minimum cost region on the parameter surface. X and Y axis 
are the perturbation of sensitive parameters and Z axis is cost function corresponding 
to the parameter perturbation. 
254 
C. 1.3 Three-loop model 
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Figure C.29 The fit results of time-series RNA expression from one-loop model 
using L170239, a re-optimised parameter set from set] 70239. The blue solid lines 
with markers demonstrate the experimental data, while the pink and red solid lines 
indicate the model simulated results. The y-axis is the RNA concentration, and the x-
axis is time in hour. 
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Figure C.30 The fit results of time-series RNA expression from one-loop model 
using L874175, a re-optimised parameter set from set8 74175. The blue solid lines 
with markers demonstrate the experimental data, while the pink and red solid lines 
indicate the model simulated results. The y-axis is the RNA concentration, and the x- 
axis is time in hour. 
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Figure C.31 The fit results of time-series RNA expression from one-loop model 
using L621056, a re-optimised parameter set from set621056. The blue solid lines 
with markers demonstrate the experimental data, while the pink and red solid lines 
indicate the model simulated results. The y-axis is the RNA concentration, and the x-
axis is time in hour. 
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Figure C.32 The fit results of time-series RNA expression from one-loop model 
using L598144, a re-optimised parameter set from set598144. The blue solid lines 
with markers demonstrate the experimental data, while the pink and red solid lines 
indicate the model simulated results. The y-axis is the RNA concentration, and the x-
axis is time in hour. 
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Figure C.33 The fit results of time-series RNA expression from one-loop model 
using L49664, a re-optimised parameter set from set49664. The blue solid lines with 
markers demonstrate the experimental data, while the pink and red solid lines 
indicate the model simulated results. The y-axis is the RNA concentration, and the x- 
axis is time in hour. 
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Figure C.34 The parameter surface developed from 2D sensitivity analysis of three-
loop model based on the high sensitive parameters of L170239: P4-Max. LI-JY 
mRNA degradation rate, P60-Max. PRR719 transcription rate, and P62-Max. PRR719 
mRNA degradation rate. The red star illustrates the position of reference parameter 
set which is always the minimum cost region on the parameter surface. X and Y axis 
are the perturbation of sensitive parameters and Z axis is cost function corresponding 
to the parameter perturbation. 
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Figure C.35 The parameter surface developed from 2D sensitivity analysis of three-
loop model based on the high sensitive parameters of L621056: P40-Max. V 
transcription rate, P62- P17-Michaelis constant of PRR719 mRNA degradation, and 
P74-Hill coefficient for activating PRR719 transcription. The red star illustrates the 
position of reference parameter set which is always the minimum cost region on the 
parameter surface. X and Y axis are the perturbation of sensitive parameters and Z 
axis is cost function corresponding to the parameter perturbation. 
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Figure C.36 The parameter surface developed from 2D sensitivity analysis of three-
loop model based on the high sensitive parameters of L598144: P40-Max. V 
transcription rate, P42-Max. V transcription rate, and P44-V translation rate. The red 
star illustrates the position of reference parameter set which is always the minimum 
cost region on the parameter surface. X and Y axis are the perturbation of sensitive 
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Figure C.37 The parameter surface developed from 2D sensitivity analysis of three-
loop model based on the high sensitive parameters of L49664: P40-Max. Y 
transcription rate, P42-Max. Y transcription rate, and P44-Y translation rate. The red 
star illustrates the position of reference parameter set which is always the minimum 
cost region on the parameter surface. X and Y axis are the perturbation of sensitive 
parameters and Z axis is cost function corresponding to the parameter perturbation. 
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C.2 Reference parameter sets for sensitivity analysis of Arabidopsis circadian clock 
£22. 1 One-loop model 
Table Cl Reference parameter sets for one-loop model 
P_ref Description Unit L2 L26 L31 L32 L37 L41 L50 
qi Coupling constant of light activation of LFIY 
transcription 1/h 3.1666 1.3012 2.5364 1.4239 3.1863 2.7202 0.8757 
ni Max. light-dependent LHY transcription rate nMIh 1.0989 21.9703 0.6138 0.8002 1.4607 2:4012 0.5103 
gi Constant of activation by protein X nM 5.536 4.7955 0.2619 21.7911 5.4946 5.9663 0.5829 
ml Max. rate ofLJIYmRNA degradation nMIh 4.8681 1.0918 1.5846 2.256 4.9998 4.1488 0.5549 
ki Michaelis constant ofLHYmRNA degradation nM 4.6555 1.3569 1.185 2.7057 10.909 0.7151 1 	0.3175 
p1 Rate constant ofLHYniRNAtranslation 1/h 2.3546 1 	0.4406 1.3504 14.5907 1.8309 3.3273 1.888 
rl Rate constant ofLilY transport into nucleus 1/h 5.6125 1.2781 0.267 0.6619 1.5 8.4697 15.5308 
r2 Rate constant ofLilY transport out ofnucleus 1/h 10.2606 0.7005 0.0724 1.0381 1.6581 3.0762 0.5855 
m2 Max. rate of cytoplasmic LilY degradation nMIh 1.9998 0.449 0.1265 0.3448 2.6183 9.0808 0.385 
Michaelis 	constant 	of 	cytoplasmic 	LHY 
nM degradation  3.3853 0.1721 144.4148 1.8125 0.9945 2.8632 0.0116 
m3 Max. rate of nuclear LilY degradation nM/h 1.6496 0.0635 0.7823 2.9233 0.4034 1.2364 0.462 
U Michaelis constant of nuclear LilY degradation nM 1.3424 0.3455 0.0378 0.0428 0.1175 3.9305 0.3389 
n2 Max. TOCJ transcription rate nIvlIh 1.0304 0.1024 0.363 9.9479 7.6157 4.4108 8.3177 
g2 Constant of activation by protein Y nM 1.4531 1 	0.0101 0.2506 3.6589 0.7033 1.1192 1.0426 
m4 Max. rate of TOG] mRNA degradation nM/h 3.8873 13.854 2.2049 30.6524 15.502 4.6163 9.1262 
W Michaelis constant of TOCJ mRNA degradation nM 6.8398 0.7804 0.3991 3.9875 0.6635 8.4728 0.14 
p2 Rate constant of TOG'] mRNA translation 1/h 7.4944 0.7897 0.7256 8.0792 2.2714 0.5303 0.629 
r3 Rate constant of TOC1 transport into nucleus 1/h 3.1687 0.0036 2.0362 4.9074 0.0537 5.4225 0.1808 
r4 Rate constant ofTOCi transport out of nucleus 1/h 1.4383 0.1974 0.0023 1 	0.682 0.0161 2.7472 0.0018 
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Table Cl (continued) Reference parameter sets for one-loop model 
P ref Description Unit L2 L26 L31 L32 L37 L41 L50 
Max. rate of light independent cytoplasmic TOC 1 
m5 nMIh degradation  6.2541 1.0602 0.1 0.9868 2.7194 4.2634 0.3836 
k5 
Michaelis 	constant 	of 	cytoplasmic 	TOC1 
Wv! degradation  0.0829 0.0712 216.756 0.4102 10.3796 0.1124 0.5003 
Max. rate of light independent nuclear TOC1 m6 
degradation nMIh 0.0275 0.0013 0.4586 1.8897 1.1916 2.076 0.1836 
0 Michaelis constant of nuclear TOCI degradation Wv! 0.4506 2.8329 0.0075 0.1485 0.476 0.3477 0.0048 
a Hill coefficient of repression by protein LHY  2.174 2.0819 1.6336 1.7532 2 2 2.0407 
b Hill coefficient of activation by protein TOC1  0.8868 1.0142 1.0152 0.9489 1 1 0.8571 
C.2.2 Two-loop model 
Table C2 Reference parameter sets for two-loop model 
P ref Description Unit L9 L12 L13 L14 L27 L39 
qi 
Coupling constant of light activation of LHY 
transcription 1/h 3.8413 2.5367 1.7231 2.2018 1.2087 3.7329 
ni Max. light-dependent LHY transcription rate nMIh 1.6058 0.6792 3.2804 0.8771 0.599 3.5951 
gi Constant of activation by protein X nM 0.2428 1.3939 7.4018 0.2504 0.6314 0.1009 
ml Max. rate ofLHYmRNA degradation nMJh 3.0014 2.0259 5.0267 2.0428 1.3876 16.1289 
ki Michaelis constant ofLllYniRNAdegradation nM 1.9837 2.7764 5.0965 4.9709 0.9156 4.9657 
p1 I Rate constant ofLflymRNAtranslation 1/h 0.1885 1 	44.5794 1.7025 1.5149 1 	4.0477 0.6933 
r  Rate constant ofLHY transport into nucleus 1/h 77.0779 0.8139 4.9858 6.6294 0.1715 8.6249 
r2 Rate constant of LHY transport out of nucleus 1/h 1.5279 0.5301 1.0864 0.9658 1.539 16.5107 
m2 Max. rate of cytoplasmic LHY degradation nM/h 67.0401 77.0427 128.7237 1.3078 3.6355 5.5 115 
Michaelis 	constant 	of 	cytoplasmic 	LHY 
nM degradation  7.8909 3.131 17.4919 1.0333 16.9954 4.2174 
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Table C2 (continued) Reference parameter sets for two-loop model 
P_ref Description Unit L9 - L12 L13 L14 L27 L39 
m3 Max. rate of nuclear LIlY degradation nMIh 0.399 1.0242 1.9527 8.2634 0.1083 1.3385 
0 Michaelis constant of nuclear LHYdegradation nM 1.0606 0.2078 2.3396 1.5385 1.1721 1.605 
n2 Max. TOCI transcription rate nMJh 61.2110 112.2492 57.1808 83.6468 6.4289 16.9408 
g2 Constant of activation by protein Y nM 2.7987 0.2446 2.3172 0.0192 2.6659 7.8532 
g3 Constant of repression by protein LilY nM 0.2048 0.0842 0.6 0.1964 1.7513 0.1037 
m4 Max. rate of TOCI mRNA degradation nMIh 8.5773 15.923 2.4186 108.4974 7.8459 0.7966 
k4 Michaelis constant of TOCI mRNA degradation nM 12.2813 1 	6.6023 2.1043 102.0495 3.431 4.7869 
p2 Rate constant of TOCJ mRNA translation 1/h 0.1273 0.5086 0.1675 0.1692 4.8662 0.3081 
0 Rate constant ofTOCi transport into nucleus 1/h 8.3445 9.5851 0.994 0.1696 1.4029 0.7487 
r4 Rate constant of TOCI transport out of nucleus 1/h 0.4903 3.1533 0.4668 0.2308 2.7209 0.1818 
M5 Max. rate of light dependent cytoplasmic TOC1 nMIh degradation  0.7468 0.0018 1.5405 0.0225 0.8928 0.0133 
m6 
Max. rate of light independent cytoplasmic TOC1 
degradation njviiii 2.3301 0.0368 1.4918 4.5318 2.2566 0.2589 
k5 
Michaelis 	constant 	of 	cytoplasmic 	TOC1 
tiM degradation  6.2478 6.1054 9.2669 0.686 1.1228 2.5309 
m7 Max. 	rate 	of light 	dependent 	nuclear 	TOC1 
degradation  nMJh 0.1789 0.0147 1.3708 0.009 1.12 0.3794 
Max. rate of light independent nuclear TOO 
degradation nMJh 1.7547 11.4511 22.0606 3.0372 4.7235 6.7745 
k6 Michaelis constant of nuclear TOC1 degradation nM 4.2643 0.8095 2.3301 0.6446 6.2498 6.9043 
n3 Max. X transcription rate nMIh 0.305 0.4354 1.9754 0.2373 1.1581 0.1162 
g4 Constant of activation by protein TOC1 nM 0.6339 0.1051 1.4192 0.0057 4.3917 0.1566 
m9 Max. rate ofXmRNA degradation nMIh 0.8853 0.4175 2.6405 0.3617 2.8288 1.1757 
V Michaelis constant ofXmRNA degradation nM 1.6147 1.6033 0.3191 1.8639 	1 2.9283 1 	4.9187 
p3 Rate constant of X mRNA translation 1/h 7.4982 1.4074 10.6624 0.3469 5.395 0.3045 
r5 Rate constant of protein Xtransport  into nucleus 1/h 1.3821 2.3817 1.2937 1.3362 9.2475 0.8694 
r6 Rate constant of protein X transport out of nucleus 1/h 0.7193 18.7256 0.5752 3.2545 1.9791 0.4407 
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Table C2 (continued) Reference parameter sets for two-loop model 
P ref Description Unit L9 L12 L13 L14 L27 L39 
mlO Max. rate of degradation of cytoplasmic protein X nMIh 0.2177 0.4077 0.0779 1.2357 4.7809 0.4554 
k8 Michaelis constant of cytoplasmic protein X deg. nM 0.1848 0.1237 1.1925 3.4668 0.1466 0.5613 
trill Max. rate of degradation of nuclear protein X nMIh 5.2661 4.1432 0.0065 0.0397 1.6864 0.0323 
k9 Michaelis constant of nuclear protein X deg. nM 1.5912 2.5313 0.5228 0.4122 0.8041 2.1029 
n4 Light dependent component of Y transcription nMIh 0.0071 0.0604 0.1224 0.0063 0.0134 0.0191 
n5 Light independent component of Ytranscription nMIh 0.1215 1.2064 1.3332 0.4129 0.3743 0.4167 
g5 Constant of repression byTOCi nM 1.2635 0.026 0.0466 1 	0.2168 4.5496 0.1729 
m12 Max. rate of YmRNA degradation nMJh 0.5178 0.8096 3.1375 2.1834 1.2943 0.4397 
klO Michaelis constant of YmRNA degradation nM 0.6616 1.9072 5.4739 2.2283 1.5324 0.1276 
p4 Rate constant of Y mRNA translation 1/h 1.7086 0.0116 0.4371 0.0095 0.3691 1.34 
r7 Rate constant of protein Y transport into nucleus i/h 3.527 11.3545 7.3215 7.8454 4.6565 5.773 
r8 Rate constant of protein Y transport out of nucleus 1/h 0.5981 0.4384 2.035 0.0612 0.7638 0.166 
m13 Max. rate of degradation of cytoplasmic protein Y nMIh 1.3338 1 	1.6329 3.3043 0.0036 1.164 0.1117 
LI 1 
Michaelis 	constant 	of cytoplasmic 	protein 	" 
nM degradation  0.3107 0.1667 0.8502 1.4187 5.9689 8.082 
m14 Max. rate of degradation of nuclear protein Y nMIh 0.0401 0.4615 0.5603 0.148 0.2348 5.3312 
k12 
Michaelis 	constant 	of 	nuclear 	protein 	\' 
degradation 0.7602 0.2867 7.8684 0.4106 4.5515 5.421 
g6 Constant of repression by LHY nM 1.1662 5.0006 1.7663 0.9989 10.4213 1.8098 
q2 Coupling 	constant 	of 	light 	activation 	of 	Y 
transcription  1/h 1.6342 0.8353 1.7274 5.9719 1.3992 1.2868 
b Hill coefficient of activation by protein Y  1.1896 1.0711 2.8985 1.0281 2.277 1.1647 
a Hill coefficient of activation by protein X  3.7638 3.9613 3.1829 3.8861 3.7535 2.3391 
c Hill coefficient of repression by protein LHY  1.1896 1.0711 2.8985 1.0281 2.277 1.1647 
d Hill coefficientof activation by protein TOCi  2.188 1.6784 1.5472 3.5827 	1 4 1.7748 
f Hill coefficient of repression by protein LHY for V  1 1.8493 1.499 1.7576 1.0095 1.6571 
e Hill coefficient of activation by protein TOCI for V ______ 2.5409 4 1.5366 1.8123 3.4889 3.8342 
PTIV 
C.2.3 Three-loop model 
Table C3 Reference parameter sets for three-loop model 
P ref Description Unit L170239 L874175 L621056 L598144 L49664 
gI Coupling constant of light activation of LHY transcription 1/h 3.23 1.7515 1.6798 1.24 4.08 
ni Max. light-dependent LHY transcription rate nMIh 0.455 1.3094 1.6072 0.554 0.541 
gi Constant of activation by protein X tiM 1.84 0.7409 0.7708 0.157 0.725 
ml Max. rate ofLIIYmRNA degradation nMIh 2.7 1.4779 1.305 3.51 12.3 
ki Michaelis constant ofLJIYmRNA degradation nM 1.95 3.079 2.9239 6.81 16.1 
p1 Rate constant ofLHYmRNA translation 1/h 0.147 0.1868 0.352 0.501 0.55 
rI Rate constant of LHY transport into nucleus 1/h 1.53 6.5186 11.057 1.55 39.6 
r2 Rate constant of LilY transport out of nucleus 1/h 5.42 0.3 2.6793 8.87 3.91 
m2 Max. rate of cytoplasmic LilY degradation nMIh 0.238 0.0465 0.2106 1 	0.178 0.0782 
k2 Michaelis constant of cytoplasmic LHY degradation nM 0.995 1.6636 0.6664 3.16 0.908 
m3 Max. rate of nuclear LilY degradation nMIh 0.353 0.992 0.1757 4.42 0.846 
U Michaelis constant of nuclear LHY degradation tiM 3.41 3.0638 1.0796 2.54 1.88 
n2 Max. TOCI transcription rate nM/h 69.1 31.4464 27.3691 55.1 30.4 
g2 Constant of activation by protein Y nM 3.75 8.4771 30.0639 3.3 19 
g3 Constant of repression by protein LilY nM 0.0576 0.2132 0.3559 0.527 0.336 
m4 Max. rate of TOG] mRNA degradation nM/h 19.8 11.8076 3.4099 5.21 5.16 
k4 Michaelis constant of TOG] mRNA degradation nM 1.46 6.9263 3.0691 6.26 4.12 
p2 Rate constant of TOG] mRNA translation 1/h 1.94 4.6918 2.8487 0.605 1.45 
r3 Rate constant of TOC1 transport into nucleus 1/h 1 	14.4 12.3939 3.1548 4.48 4.56 
r4 Rate constant ofTOCi transport out of nucleus 1/h 1.63 0.0802 0.4927 0.13 1.42 
m5 Max. rate of light dependent cytoplasmic TOC1 degradation nMIh 2.93 0.2152 1.3249 0.375 1.35 
m6 Max. rate of light independent cytoplasmic TOC 1 degradation nMIh 7.42 0.1142 1.608 0.15 2.77 
k5 Michaelis constant of cytoplasmic TOCl degradation nM 5.87 8.4846 3.6141 36.5 1 	10.3 
m7 Max. rate of light dependent nuclear TOC1 degradation nMIh 0.365 0.0305 0.0662 0.0091 0.0672 
M8 Max. rate of light independent nuclear TOC1 degradation nM/h 4.35 3.7465 7.5799 	1 8.5 7.38 
266 
Table C3 (continued) Reference parameter sets for three-loop model 
P_ref Description Unit L170239 L874175 L621056 L598144 L49664 
k6 Michaelis constant of nuclear TOCI degradation nM 0.0558 1.0737 0.1746 0.258 3.03 
n3 Max. X transcription rate nMJh 1.16 0.2649 0.3243 0.263 0.555 
g4 Constant of activation by protein TOC1 nM 0.0543 0.0994 0.2964 0.249 0.571 
M9 Max. rate ofXmRNA degradation nM/h 1.36 1.478 0.6777 1.91 0.758 
V Michaelis constant ofXmRNAdegradation nJVI 3.13 4.5861 1.9253 5.17 0.454 
p3 Rate constant of X mRNA translation 1/h 0.967 0.6286 2.7687 1.83 1.37 
r5 Rate constant of protein X transport into nucleus 1/h 6.91 4.7271 0.7249 0.588 1.83 
r6 Rate constant of protein X transport out of nucleus 1/h 14.7 26.6033 39.3469 6.83 22.4 
mlO Max. rate of degradation of cytoplasmic protein X nM/h 2.65 0.9189 3.6106 5.38 0.784 
k8 Michaelis constant of cytoplasmic protein X degradation nM 11.2 18.0371 12.9812 25.6 16.4 
ml I Max. rate of degradation of nuclear protein X nMJh 6.54 2.6171 1.1544 3.76 4.1 
k9 Michaelis constant of nuclear protein X degradation nM 1.02 2.5182 12.8813 6.67 6.53 
0 Light dependent component ofvtranscription nMJh 1.63 0.9055 0.1554 0.753 0.0505 
nS Light independent component ofvtranscription nMIh 0.43 0.6836 0.9126 1.77 0.411 
g5 Constant of repression by TOC1 nM 1 	1.95 5.4155 1.5109 1 	1.64 1.54 
m12 Max. rate of YmRNA degradation nMIh 3.65 3.4814 3.0964 11 2.08 
klO Michaelis constant of YmRNA degradation nM 1.47 0.6615 5.0842 3.03 2.33 
p4 Rate constant of Y mRNA translation 1/h 0.474 2.5443 1.0142 1.85 2.02 
r7 Rate constant of protein Y transport into nucleus 1/h 1.09 2.4917 5.3212 1.37 1.19 
r8 Rate constant of protein Y transport out of nucleus 1/h 0.88 1.304 0.719 2.34 0.243 
ml3 Max. rate of degradation of cytoplasmic protein Y nMIh 0.855 0.8377 4.1929 1.94 0.972 
klI Michaelis constant of cytoplasmic protein Ydegradation nM 0.876 0.321 1.1142 2.31 0.605 
m14 Max. rate of degradation of nuclear protein Y nMJh 0.0377 0.0666 0.0859 0.155 0.0905 
k12 Michaelis constant of nuclear protein Y degradation nM 7.04 14.0005 27.6237 20.7 30.3 
g6 Constant of repression by LilY nM 0.875 1 	0.4644 4.9261 1.45 2 
g2 Coupling constant of light activation of Ytranscription 1/h 0.475 0.2796 0.7639 0.625 1.47 
b Hill coefficient of activation by protein Y  0.424 1.6115 1.7826 1.68 1.4 
'mA 
Table C3 (continued) Reference parameter sets for three-loop model 
P ref Description Unit L170239 L874175 L621056 L598144 L49664 
a Hill coefficient of activation by protein X  5.54 3.3925 3.2589 1.79 5.75 
c Hill coefficient of repression by protein Li-IY  0.836 2.6851 1.238 3.21 5.17 
d Hill coefficient of activation by protein TOC1  6.88 2.1009 3.8388 7.25 5.09 
f Hill coefficient of repression by protein LHY for Y  0.178 1.0682 1.2108 0.214 0.434 
e Hill coefficient of activation by protein TOC1 for Y  1.47 1 1.1714 0.584 2.12 
nO Light independent ofLHY/CCAJ transcription nMIh 0.388 0.0257 0.113 0.146 0.111 
n6 Max. light independent PRR9/7 transcription nMIh 0.193 1.21 2.49 1.07 55.3 
g7 Constant of activation by LHY riM 0.0289 0.848 	1 1.06 0.0874 7.82 
m16 Max. rate of degradation of PRR719 mRNA nMIh 1 	8.93 3.6 4.64 9.57 1.85 
k14 Michaelis constant ofFRR7/9miU4Adegradation  48 7.61 16.8 16.4 10.4 
p6 Rate constant ofPkR7/9mRNAtranslation 1/h 1.93 21.6 3.2 4.04 3.58 
1­9 Rate constant of PRR7/9 protein transport into nucleus 1/h 14.4 0.189 4 2.22 89 
riO Rate constant of PRR7/9 protein transport out of nucleus 1/h 1.07 0.136 2.8 0.255 38.4 
m17 Max. rate of degradation of PRR7/9 cytoplasmic protein nMIh 1.01 3.69 1.12 5.86 4.68 
k15 Michaelis constant of PRR7/9 cytoplasmic protein degradation nM 0.928 20.9 66.3 6.62 22.3 
m18 Max. rate of degradation of PRR7/9 nuclear protein nMIh 4.36 31.8 15.8 3.1 22.7 
k16 Michaelis constant of PRR7/9 nuclear protein degradation nM 9.74 33.5 7.92 14.3 38.3 
a Hill coefficient of activation by protein PRR7/9 for LHY/CCAJ 
transcription 18.7 2.17 6.46 6.13 4.96 
g4 Coupling constant of light activation of PRR7/9 transcription 1/h 3.59 3.62 5.29 2.62 9.05 
g Hill coefficient of activation by Y  1.48 1.6946 1.0876 1.27 2.88 
C2.4 Interlocked three-loop model 
The reference parameter set for the interlocked three-loop model is very limited, so that the robustness analysis was performed for a single 
parameter set, LK4_100 (Table A2). 
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Appendix D 
Model equations and parameters for flowering 
0.1 Models for flowering regulation in Arabidopsis 





-vFT 	 (Dl) 
dt 	 KCO + eCO(t) UT + 
where eCO(t) denotes experimental CO mRNA concentration and 6(t) is a light 
unction (6(t) = 1 during the day and 0 during the night). Note that concentration of 
CO mRNA or eCO(t) varies over time of the day and is given by the measurement 
data. 
D. 1.2 Model of circadian clock regulating photoperiodic flowering in 
Arabidopsis (Model 2) 
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The parameters in Equation D2-D14 were described in Locke et al. (2005b). 
01.3 Extension of the simple model to include the recently published data on 
FKF1 (Model 3) 
The additional activation required for stimulating CO expression in the evening is 
modelled by introducing the FKF1 protein expression to the model as described in 
Equation D19. 
dcd 	(') In,









dc = vCOtn . (c 	+ c7Fl) - (1- O(t)) vCOp 	
C00 	
(D20) 
dt 	 kCOp+c CO 
dc 	 Cm 	
—vFT 
Cfl 	
(D21) (n) kFT+c di' KCO +  
01.4 Filling the gap in flowering network by predicting a potential missing FT 
regulation (Model 4) 
FKF 1 protein here is assumed to activate FT transcription together with CO protein. 
dc(VTm) 
(vCOFT 	
COp 	 'FT 






* The parameters for the two-loop model are fixed throughout the study at the 
original optimised values (Appendix A). 
Parameters Description Model I Model 2 Model 3' Model 4 
Max. rate of FT 
VCO transcription by CO 25.9719 0.6683 0.6683 0.6683 
activation 
Constant for FT 
KCO transcription by CO 70.6788 7.3533 7.3533 7.3533 
activation 
Max. rate of FT 
vFT degradation  12.9543 1.8674 1.8674 1.8674 
Constant for FT 
lIFT 62.2131 5.3925 5.3925 5.3925 degradation  
vCOm Translation rate of CO  1.1452 1.1452 1.1452 
Max. rate of CO protein 
vCOp 
degradation 
9.2242 9.2242 9.2242 
kCOp 
Constant for CO protein 2.0976 2.0976 2.0976 degradation  
Arbitrary constant for 
co tuning level of CO 1.0004 1.0004 
mRNA  
Max. rate of CO 
vCOFKF transcription by FKFI 2 2 
activation 
Max. rate of FKFJ 
vFKF activated COmRNA 1.8674 1.8674 
degradation  
vCOFT  0.58 
kCOFT  9.9181 
Basal level of FT 
BEKE mRNA activated by 0.22 
_______ FKFJ  
D.2 Parameters for flowering regulation in Arabidopsis 
Table 1)1 Bestfit parameter set for flowering regulation model in Arabidopsis 
D.3 Models for flowering regulation in rice 
D.3. I Simple model HdI is subjected to inhibit Hd3a expression 
= + 
	vHdl. kHdl 	- vHd3a C72a 	 (D24) 
dt 	1+ (kHdl + ®(t) . eHdl) kHd3a + C72a 
where eHdl denotes experimental Hdl mRNA concentration. 
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D. 3. 1 Extended model: CR3a activator is introduced to the model to incoperatively 
regulate Hd3a transcription with Hdl. 
(m) = + vHdl kJ-Idl + vCR3a 	- vHd3a 	
(D25) 
dt 	1+ (kHdl + INT) kGR3a + C a  kHd3a + 
0.4 Parameters for flowering regulation in rice 
Table D2 Bestfit parameter set for flowering regulation model in rice 
Simple Extended 
Parameters Description model model 
Basal level of Hd3a transcription 0.05 0.05 
vHdl 
Max. rate of Hd3a transcription by 
3.7535 2.5447 Hdl repression  
kHdl Constant for Hd3a 
transcription by 
0.4651 2.3291 Hdl repression  
vHd3a Max. rate of Hd3a degradation 1.2174 1.9861 
kHd3a Constant for Hd3a degradation 0.0005 0.0327 
vCR3a Max. rate of Hd3a 
transcription by 
4.4770 CR3a activation  
kCR3a 
Constant for Hd3a transcription by 
10.9056 Cr3a activation 
Photoperiod-dependent constant of 
INT (SD) the integrated Hdl expression to 1.39 
light time (SD condition)  
Photoperiod-dependent constant of 
INT (LD) the integrated Hdl expression to 4.32 
light time (LD condition)  
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