Abstract. Consider a wave equation (WE) with constant coefficients in R n for even n ≥ 2 and with variable coefficients for even n ≥ 4. We study the distribution µ t of the random solution at time t ∈ R. The initial probability measure µ 0 has a translation-invariant covariance, zero mean and finite mean density for the energy. It also satisfies a Rosenblattor Ibragimov-Linnik-type mixing condition. The main result is the convergence of µ t to a Gaussian probability measure as t → ∞ which gives a Central Limit Theorem (CLT) for the WE. The proof for the case of constant coefficients is based on stationary phase asymptotics of the solution in the Fourier representation and Bernstein's 'room-corridor' argument. The case of variable coefficients is reduced to that of constant ones by a version of the scattering theory, based on Vainberg's results on local energy decay.
Introduction
This paper studies the asymptotic behavior of statistical solutions of the wave equation (WE) for the case of an even number of space dimensions. Here we consider the linear WEs in R n , with an arbitrary even n ≥ 4:
2 u(x, t),
where ∂ j ≡ ∂ ∂x j , x ∈ R n , t ∈ R.
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We consider complex-valued solutions u(x, t) and assume that the potentials A j (x) are real and vanish outside a bounded domain. Here we denote
Denote Y (t) = (Y 0 (t), Y 1 (t)) ≡ (u(·, t),u(·, t)), Y
(∂ j − iA j (x)) 2 .
We assume that the initial state Y 0 = (u 0 , v 0 ) is a random element of a complex functional space H of the states with a finite local energy, see Definition 2.1. The distribution of Y 0 is a probability measure µ 0 of mean zero satisfying some additional assumptions, see conditions (S2)-(S4). We identify C ≡ R 2 and denote by ⊗ the tensor product of real vectors. The covariance functions (CFs) of the initial measure are supposed to be translation-invariant, i.e. for i, j = 0, 1, Next, we assume that the initial mean energy density is finite: Denote by µ t , t ∈ R, the measures on H that give the distribution of the random solution Y (t) to problem (1.2).
Our main result gives the (weak) convergence µ t µ ∞ , t → ∞ (1.5)
to a limiting measure µ ∞ which is a stationary Gaussian probability measure (GPM) on H.
Results of this kind were obtained in [2] for the WE in odd dimension n ≥ 3 and in [1] for the Klein-Gordon equation (KGE) in R n with n ≥ 1. The main difference from these previous results lies in the more complicated long-time asymptotic behavior of the corresponding Green function as t → ∞, which we illustrate later.
We prove convergence (1.5) by using the following general strategy [1] [2] [3] . At first, we prove convergence (1.5) for equations with constant coefficients (i.e. A j (x) ≡ 0) for any even n ≥ 2 in three steps. 
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(III) The characteristic functionals converge to a Gaussian one:
where is an arbitrary element of a dual space and Q ∞ is the quadratic form with the integral kernel (Q ij ∞ (x, y)) i,j =0, 1 . Y, denotes the scalar product in a real Hilbert space L 2 (R n ) ⊗ R n . Property (I) follows from the Prokhorov Compactness Theorem by using the methods in [14] . With the help of the Fourier transform (FT), we prove a uniform bound for the mean local energy in measure µ t . The conditions of Prokhorov's theorem then follow from Sobolev's Embedding Theorem. Property (II) is deduced from an analysis of oscillatory integrals arising in the FT using the mixing condition.
To prove property (III), we use Bernstein's 'room-corridor' method. This method is based on the dispersive mechanism of the WE, exploited in [2] for the case of odd n ≥ 3. We illustrate it first for the case n = 3 and u 0 = 0. Kirchhoff's formula holds:
u(x, t) = 1 4πt S t (x) v 0 (y) dS(y), x ∈ R 3 , ( where the r k are nearly independent owing to the mixing condition. Then (1.7) follows by the well-known Ibragimov-Linnik Central Limit Theorem (CLT) [7] . For odd n > 3, the Kirchhoff formula is replaced by the corresponding HerglotzPetrovskii's formulas. However, the formulas contain higher-order derivatives of the initial function. Then the earlier Kirchhoff-type arguments require a modification (see [2] ). Namely, we apply Bernstein's method to prove the Gaussian property for the average a(t) := Y (x, t), (x) as t → ∞ where ∈ D is a function with the support in a ball |x| ≤ r. An important role is played by the argument of Lemma 7.1 which states that the dual representation a(t) = Y 0 (x), (x, t) , where (x, t) is a solution of a dual wave problem with initial data . The support of (x, t) belongs to the 'inflated future cone' t − r ≤ |x| ≤ t + r by the strong Huygen principle. Hence, a(t) = Y 0 (x), (x, t) becomes an integral of the Kirchhoff-type (1.8) over the inflated sphere S r t (x) : t − r ≤ |x| ≤ t + r. Finally, this integral admits a representation of type (1.9) since
The asymptotics follow by the stationary phase method applied to the oscillatory integral representation for (x, t). In [1] we extended the result to the KGE in R n with n ≥ 1. In this case, the strong Huygen principle breaks down. Respectively a(t) := In this paper we construct a suitable extension of Bernstein's method to the WE with an arbitrary even n ≥ 2. In this case the strong Huygen principle is missing, as for the KGE. However, the uniform decay is t −(n−1)/2 which is worse than (1.11). Therefore, the previous Kirchhoff-type arguments are not applicable directly. To overcome this difficulty we find the following two main arguments.
(1) To obtain a good decay for (x, t) we consider the initial functions satisfying the following, spectral condition: the FTˆ (k) = 0 for small |k| (a 'regular wave packet' in the terminology of [11] ). Let us note that the support of a non-zero (x) is not compact: overwiseˆ (k) would be analytic in k ∈ C n and identically vanish by the spectral condition. Therefore, (x, t) is not supported by a cone |x| < t + C in contrast to the WE in odd dimension and the KGE in all dimensions. Hence, we need the asymptotics substituting (1.10), (1.11) everywhere in the space R n+1 , inside and outside the light cone. Namely, for the regular wave packet, we prove that
(1.12) for any N ∈ N. The asymptotics substitute for the strong Huygen principle in our proof since they mean that an integral a(t) = Y 0 (x), (x, t) is concentrated near the cone |x| = t similarly to the case of odd n ≥ 3. Then the main part of a(t) = Y 0 (x), (x, t) becomes an integral of the Kirchhoff-type (1.8) over the inflated sphere S C t (x) : t − C ≤ |x| ≤ t + C. This again allows us to apply the Bernstein-type technique [2] to prove the Gaussian property. Note that the asymptotics (1.12) generalize the bounds [11, Theorem XI.18] . In [11] the bound (1.10) has been established and also | (x, t)| ≤ C(N, )(t + |x| + 1) −N in regions |x| ≤ t (1 − ε) and |x| ≥ t (1 + ε) which are not sufficient for our purposes. We need more detailed asymptotics (1.12) in the region
(2) Further we prove (1.7) for the case of general without the spectral condition. For this purpose we partition the Fourier transformˆ (k) into two summands: one vanishes for small |k|, the other is concentrated near |k| = 0. The covariance of the contribution of the second summand is small due to the absolute continuity of the correlation function in the Fourier space which is provided by the mixing condition.
Then we prove the convergence in (1.5) for problem (1.1) with variable coefficients. In this case explicit formulas for the solution are unavailable. The case of zero magnetic field, curl A ≡ 0, is reduced to a constant coefficient by a gauge transformation. To prove (1.5) for the case of non-zero magnetic field we, roughly speaking, construct a scattering theory for solutions of infinite global energy (this strategy is similar to that in [1, 2] ). This also allows us to reduce the proof to the case of constant coefficients. More precisely, we establish the 'dual' long-time asymptotics
which breaks down for the case n = 2. Respectively, in the case n = 2 the problem for variable coefficients is open. The paper is organized as follows. In §2 we formally state our main result. Sections 3-8 deal with the case of constant coefficients: main results are stated in §3, the compactness (property (I)) and the convergence (1.6) are proved in §4, and convergence (1.7) in § §5-8. In §9 we construct the scattering theory and in §10 we establish convergence (1.5) for variable coefficients for non-zero magnetic field curl A(x) ≡ 0. In Appendix A we have collected the FT-type calculations. In Appendix B we construct the 'rooms-corridors' partition in the case n = 2. Convergence (1.5) for zero magnetic field is proved in Appendix C.
2.
Main results 2.1. Notation. We assume that the functions A j (x) in (1.1) satisfy the following conditions.
We assume that the initial state Y 0 belongs to the phase space H defined as follows.
, endowed with local energy seminorms Let us choose a function ζ(x) ∈ C ∞ 0 (R n ) with ζ(0) = 0. Denote by H s loc (R n ), s ∈ R, the local Sobolev spaces, i.e. the Fréchet spaces of distributions u ∈ D (R n ) with finite seminorms
where
. Using standard techniques of pseudodifferential operators and Sobolev's theorem (see, e.g., [6] ), it is possible to prove that H 0 = H ⊂ H −ε for every ε > 0, and the embedding is compact. We denote the scalar product by ·, · in real Hilbert space
2.2. Random solution: convergence to equilibrium. Let ( , , P ) be a probability space with expectation E and B(H) denote the Borel σ -algebra in H. We assume that 
) is a measurable random function with values in (H, B(H)). In other words, (ω, x)
Definition 2.3. µ t is a Borel probability measure in H which gives the distribution of Y (t):
Our main goal is to derive the weak convergence of the measures µ t in the Fréchet spaces H −ε for each ε > 0:
where µ ∞ is a limiting measure on the space H. This means the convergence
for any bounded continuous functional f on space H −ε . Recall that we have identified C ≡ R 2 and that ⊗ stands for the tensor product of real vectors. Denote
Definition 2.4. The CFs of measure µ t are defined by
assuming that the expectations in the right-hand side are finite.
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We set D = D ⊕ D, and Y,
For a probability measure µ on H, denote byμ the characteristic functional (FT)μ
A probability measure µ is called the GPM (of mean zero) if its characteristic functional has the formμ
where Q is a real non-negative quadratic form in
where Here, we specify the rate of the decay of ϕ (see condition (S3)).
Main theorem.
We assume that measure µ 0 satisfies the following properties: (S1) µ 0 has the zero expectation value,
(S2) µ 0 has translation-invariant CFs, i.e. equation ( 
A. I. Komech et al
the fundamental solution of the Laplacian, i.e. E(x) = δ(x) for x ∈ R n . Define, for almost all x, y ∈ R n , the matrix-valued function
where 
Hence, (2.4) implies the existence of the convolution E * q 11 0 in (2.5). Note that (2.4) and
For n = 2 we assume, in addition, the following condition:
Denote by Q ∞ a real quadratic form defined by
where (·, ·) stands for the real scalar product in C 2 ≡ R 4 . Our main result is the following theorem.
THEOREM A. Let n ≥ 4 be even, and assume that (E1), (E2), (S1)-(S4) hold. Then the following hold. (1) The convergence in (2.2) holds for any ε > 0. (2) The limiting measure µ ∞ is a Gaussian measure on H. (3) The limiting characteristic functional has the form
where is dense inH , W :H →H is an isomorphism, and W ⊂ D.
Examples of initial measures with mixing condition.
In this section we represent the Gaussian initial measure µ 0 satisfying (S1)-(S5) for n = 2 (for n > 2 similar measure satisfying (S1)-(S4) have been constructed in [1] ). We set On convergence to equilibrium distribution for wave equation 9
Let µ 0 be a Gaussian measure in the space H with the characteristic functional
Here Q 0 is a real non-negative quadratic form with an integral kernel
Then (S1)-(S5) are satisfied with ϕ(r) = 0, r ≥ 3 √ 2.
Equations with constant coefficients
In § §3-8 we consider the Cauchy problem (1.1) with constant coefficients, i.e.
Rewrite (3.1) in a form similar to (1.2):
Here we denote
where A 0 = . Denote by U 0 (t), t ∈ R, the dynamical group for problem (3.2), then
The main result for problem (3.2) is the following theorem.
THEOREM B. Let n ≥ 2 be even and conditions (S1)-(S4) for n ≥ 4 or conditions (S1)-(S5) for n = 2 hold. Then the conclusions of Theorem A hold with W = I and limiting measure µ ∞ is translation-invariant.
Theorem B can be deduced from Propositions 3.1 and 3.2, by using the same arguments as in [14, Theorem XII.5.2]. PROPOSITION 3.1. The family of measures {µ t , t ≥ 0} is weakly compact in H −ε with any ε > 0, and the bounds hold:
Let S be the Schwartz space of a smooth test function with rapid decay at infinity. 
Proof. The bounds (2.6) and (2.4) imply that
Further we consider i = j = 1 since, in all other cases, the proof is similar. The functionq 11 0 is non-negative by the Bohner theorem. Hence,
by interpolation. Since the singularity |k| −2 is summable for n > 2 we obtain the bound (4.1) with l = −2. For n = 2, this bound follows from assumption (S5).
2 
where the integral converges and defines a continuous function. Similar representations hold for q ij t with all i, j = 0, 1. Therefore, we have, as in (1.4),
3) It remains to estimate the last integral. Equation (4.2) implies the following representation forq 00 t :
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Similarly, formulas (A.3), (A.2) implŷ
(4.5) Therefore, (4.1) and (4.3) imply that e t ≤ C 1 (ϕ)e 0 . Hence, taking expectation in (2.1), we get (3.4):
where B R denotes the ball {x ∈ R n : |x| ≤ R} and |B R | is its volume.
COROLLARY 4.2. Bound (3.4) implies the convergence of the integrals in (2.3).
Convergence of covariance functions.
Here we prove the convergence of the CVs of measures µ t . This convergence is used in §6.
LEMMA 4.1. The following convergence holds as t → ∞:
Proof. (4.4) and (4.5) imply the convergence for i = j : the oscillatory terms there converge to zero as they are absolutely continuous and summable by Proposition 4.1. For i = j the proof is similar. 2
Bernstein's argument for the wave equation
In this and the subsequent section we develop a version of Bernstein's 'room-corridor' method. We use the standard integral representation for solutions, divide the domain of integration into 'rooms' and 'corridors' and evaluate their contribution. As a result, U 0 (t)Y 0 , is represented as the sum of weakly dependent random variables. We evaluate the variances of these random variables which will be important in next section.
First we prove Proposition 3.2 under an additional assumption on the function ∈ S.
Spectral condition for an ε > 0,ˆ
We get rid of this restriction in §8.
The dual dynamics. First, we evaluate Y (t),
in (3.5) by using the duality arguments. For t ∈ R, introduce 'formal adjoint' operators U (t), U 0 (t) from space S to a suitable space of distributions. For example,
The adjoint groups admit a convenient description. Lemma 5.1 states that the action of groups U 0 (t), U (t) coincides, respectively, with the action of U 0 (t), U(t), up to the order of the components. In particular, U 0 (t) is a continuous group in S. 
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Group U 0 (t) has the generator (3.3). The generator of U 0 (t) is the conjugate operator
Hence, equation (5.3) holds withφ = A 0 φ. For the group U (t) the proof is similar. 2
In fact, (5.4) and (A.1) imply that in the Fourier representation,
, whereĜ t is the conjugate matrix toĜ t , defined in (A.2). Therefore,
Now we can obtain the asymptotics of function (x, t). The following lemma is true. 
Proof. In fact, (5.6) and (A.2) imply that can be written as the sum
where a ± (|k|) is a matrix whose entries are linear functions in |k| or 1/|k|. According to the method of stationary phase [11] , we have two estimates:
Therefore, it remains to prove (5.
We consider only the first case, the second is done in a similar way. Let us prove the asymptotics (5.7) along each ray x = vt + x 0 , x 0 = v/|v| with 1 ≤ |v| ≤ 1 + ε. Then we get, from (5.8),
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This is a sum of oscillatory integrals with the phase functions φ ± (k) = kv ± |k|. For |v| = 1, the standard form of the stationary phase method is not applicable here as the set of stationary points {k ∈ R n : ∇φ ± (k) = 0} is a ray v = ±k/|k| and the Hessian is degenerate everywhere. Therefore, we rewrite (5.10) in polar coordinates r = |k|, ω = k/|k| as
are smooth functions on [0, ∞] × S 1 , where S 1 = (k ∈ R n : |k| = 1). Each phase function φ 1 ± (ω) = ωv ± 1 restricted to the sphere |ω| = 1 has two stationary points ω cr = ±v/|v| and the Hessian is non-degenerate everywhere:
Next we apply the standard method of the stationary phase [5] to the inner integral I ± in (5.11). For example, the integral I + has the asymptotics
where P j is some linear differential operator of order 2j and
(The integral I − has the same asymptotics.) Note that f ± (rω) decays rapidly at infinity. Therefore,
Condition (5.1) allows us to integrate by parts N times and (5.12) implies the estimate
which implies the asymptotics (5.7) for t + 1 ≤ |x| ≤ 1 + t (1 + ε) 
(5.13) Then (5.5) implies 
Proof. (5.17) follows from (5.9). Here we consider the case n ≥ 4. The case n = 2 we discuss in Appendix B. Given t > 1, choose d ≡ d t ≥ 1 and ρ ≡ ρ t > 0. Asymptotically relations between t, d t and ρ t are specified later. Define h = d + ρ and
is the width of a room and ρ of a corridor. We discuss the first bound in (5.15) only, the second is done in a similar way. Rewrite the left-hand side as the integral of correlation matrices. Definition (5.13) and Corollary 4.2 imply by Fubini's theorem that
(x, t) ⊗ (y, t) . (5.19)
According to (5.7) with N = 2, equation (5.19) implies that
where q 0 (z) stands for the norm of a matrix (q ij 0 (z)) and q 0 (z) ∈ L 1 (R n ) by (2.6) and (2.4). It remains to verify that
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Let x = (x , x n ), t = (2t) 2 − (x n ) 2 . In polar coordinates r = |x |, ω = x /|x |, we have
Next, we change variable: r → α = t − r 2 + (x n ) 2 , r dr = −(t − α) dα, then
Convergence of characteristic functionals
In this section we complete the proof of Proposition 3.2 for functions with spectral condition (5.1): we will remove it in §8. As stated, we use a version of the CLT developed by Ibragimov and Linnik. This gives the convergence to an equilibrium Gaussian measure. If Q ∞ ( , ) = 0, Proposition 3.2 is obvious. Thus, we may assume that
Choose 0 < σ < 1 and
LEMMA 6.1. The following limit holds true:
Proof. Function ϕ(r) is non-increasing; hence, by (2.4),
Then equation (6.3) follows as (6.2) and (5.18) imply that N t ∼ ln t. 2
By the triangle inequality, 
Step 2. By the triangle inequality, 
So, all terms I 21 , I 22 , I 23 in (6.6) tend to zero. Then (6.6) implies that
Step 3. It remains to verify that
Using Lemma 6.2(2), we obtain
We then apply Lemma 6.2(2) recursively and get, according to Lemma 6.1,
It remains to check that
According to the standard statement of the CLT (see, e.g., [10, Theorem 4.7] ), it suffices to verify the Lindeberg condition, for all ε > 0, 1
Here σ t ≡ t E|r j t | 2 and E δ f ≡ E(X δ f ), where X δ is the indicator of the event |f | > δ 2 . Note that (6.10) and (6.1) imply that
Hence, it remains to verify that, for all ε > 0,
We check (6.11) in §7. This will complete the proof of Proposition 3.
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The Lindeberg condition
The proof of (6.11) can be reduced to the case when for some ≥ 0 we have, almost surely, that
Then the proof of (6.11) 
Proof.
Step 1. Given four points
Then, similarly to (5.19), equations (7.1) and (5.13) imply by the Fubini theorem that
Let us analyze the domain of the integration (R j t ) 4 in the right-hand side of (7.4). We partition (R j t ) 4 into three parts W 2 , W 3 and W 4 : 3 , by two hyperplanes orthogonal to the segment [x 1 , x i ] and partitioning it into three equal segments, where x 1 ∈ S 1 and x i ∈ S 3 . Denote by x p , x q the two remaining points with p, q = 1, i. 4 , in the following way:
This determines m (4)
0 (x) correctly for almost all quadruplesx. Note that
Now a key observation is that the inner integral in dx 4 
6) The inner integral in dx 2 is bounded as
20
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The 'sup' and the last integral are bounded by (6.4) and (2.4), respectively. Therefore, (7.5) follows from (7.6) by (5.21) for n ≥ 4 and by (B.1) for n = 2. This completes the proof of Theorem 7.1. 2
Proof of convergence (7.2) . Estimate (7.3) implies, since
Removing the spectral condition Now we remove spectral condition (5.1) by a partition of unity in Fourier space. We must prove Proposition 3.2 for any ∈ S. Let us split in to the sum of two functions:
Then, by the triangle inequality,
We must estimate each term in the right-hand side.
Step 1. Applying the Cauchy-Schwartz inequality, we get, with the summation in the repeating indices,
The right-hand side of (8.3) in Fourier space can be written as
Here µ(ε) → 0, ε → 0, uniformly in t ≥ 0 since the functionsq ij t (k) admit the summable (in k) dominant independent of t by Proposition 4.1 and formulas of type (4.4) and (4.5) forq ij t (k).
Step 2. The second term I 2 in the right-hand side of (8.2) converges to zero as t → ∞ according results of §6 sinceˆ ε (k) = 0 for |k| ≤ ε.
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Step 3. It remains to verify that the third summand I 3 is o (1) or that the difference
Using FT, we obtain by (2.7) Therefore, I 1 + I 2 + I 3 converge to zero as t → ∞ since ε > 0 is arbitrary.
Scattering theory for infinite energy solutions
We prove Theorem A for non-zero magnetic field
The proof for zero magnetic field is given in Appendix C. In this section we develop a version of scattering theory to deduce Theorem A from Theorem B. The main step is to establish asymptotics of type (1.13) for adjoint groups by using Vainberg's results [13] .
where A(x) = (A 1 (x) , . . . , A n (x)). These norms are equivalent, which follows from the following lemma.
Proof of Lemma 9.1. The first bound follows as the function A(x) vanish for |x| ≥ R 0 and by the embedding theorem (see, e.g., [8, ch. 11] ):
To prove the second bound, note that
22
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It remains to prove that
We establish a stronger property:
Indeed, assume that such a constant C 5 does not exist. Then, for all m ∈ N, there exists
and
The sequence v m is bounded in H 1 (B R 0 ) by (9.2), so we can choose a fundamental subsequence in L 2 (B R 0 ). We will suppose that it is v m itself, i.e.
Then the sequence v m is fundamental in
. Thus, (9.2) and (9.3) imply
Finally, (9.4) implies that C ≡ 0, hence A = ∇χ which contradicts (9.1). 2
Consider operators U 0 (t), U (t) in the complex spaceH . The energy conservation for the wave equations (1.1) and (3.1) implies that U 0 (t) and U (t) are unitary operators with respect to the norms · 1 and · 2 , respectively. Therefore, Lemma 9.1 implies the following corollary. COROLLARY 9.1.
Vainberg's results [12, 13] imply the following lemma.
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The main result of this section is Theorem 9.1. 
Step 1. We apply the standard Cook method: see, e.g., [11, Theorem XI.4] . Fix ∈ D with a support in B R and define W , formally, as
We have to prove the convergence of the integral in norm in spaceH 1 . First, observe that
where A 0 and A are the generators to groups U 0 (t) and U (t), respectively. Similarly to (5.4), we have
(9.12) Now (9.11) and (5.4) imply 2 − is a first-order partial differential operator with the coefficients vanishing for |x| ≥ R 0 . Thus, (9.7), Corollary 9.1 and the Sobolev inequality imply
Hence, (9.12) implies that 13) where ε 1 (t) = ln −1 (t + 2). Therefore, (9.13) provides the convergence in (9.10) for
The convergence for ∈H follows from uniform bound of the family of operators U 0 (−t)U (t) (see Corollary 9.1) and ε/3 argument. Moreover,
Step 2. Now we prove the convergence (9.9). First, similarly to (5.19),
The Young identity and (2.4), (2.6) imply for i = j = 0 and all even n ≥ 2
Note that (r(t) (x)) 1 ∈H 1 , so we obtain, for i = j = 1, n = 2n/(n − 2), n = n/(n + 2),
In the cases (i, j ) = (0, 1) and (i, j ) = (1, 0) the proof is similar.
Step 3. It remains to prove that W is an isomorphism. Note, that for n ≥ 4, the decay estimate of type (9.7) holds for the group U 0 (t), as well as for U (t), and it provides the existence of operator 
For the proof, write the solution to (1.1) in the form
Here v(x, t) is the solution to (3.1), and w(x, t) is the solution to the following Cauchy problem:
3) 
where ε(·) is defined in (9.6). Therefore, (10.6) and (10.5) imply
Then (10.5) and (10.4) imply (10.1). 2
Proof of Proposition 10.2. Equations (9.8) and (9.9), by the Cauchy-Schwartz inequality, imply
It suffices to prove that for any from a dense set ⊂H , we have
This follows directly from Proposition 3.2 in the case when W ∈ D. Finally, the set = W −1 D is dense inH since W is an isomorphism. 
A. Appendix. Fourier transform calculations
Consider the CFs of the solutions to the system (3.2). Let F : w →ŵ denote the FT of a tempered distribution w ∈ S (R n ) (see, e.g., [4] ). We also use this notation for vector-and matrix-valued functions.
A.1. Dynamics in the FT space. In the FT representation, system (3.2) becomeṡ
Here we denotê 
Proof. Translation invariance (1.3) implies
where ⊗ C stands for the tensor product of complex vectors. Therefore,
Now (A.1) and (A.2) give, in matrix notation,
Therefore, by the inverse FT formula, we get 
E(Y (x, t) ⊗ C Y (y, t)) = F
B.
Appendix. The 'rooms-corridors' partition in the case n = 2 We prove Lemma 5.3 in the case n = 2. The 'room-corridor' partition by hyperplanes, orthogonal to the axis x n (as in the case n ≥ 4) is not now suitable, because this partition does not allow us to obtain bound (5.21). So we choose another partition: it is more optimal to divide the circle |x| ≤ 2t into symmetric sectors. Given t > 1, choose σ as in the general case n ≥ 4, and then
We assume the same asymptotically relations between t, d t and ρ t as in (6.2): The integrals J t (j ) can be estimated in a similar way to that for 1 ≤ j ≤ N t −1. as t → ∞, and (C.5)-(C.7) imply (C.4). 2
