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ABSTRACT
Humanities researchers are faced with an overwhelming volume of digitised
primary source material, and “born digital” information, of relevance to their
research as a result of large-scale digitisation projects. The current digital tools
do not provide consistent support for analysing the content of digital archives
that are potentially large in scale, multilingual, and come in a range of data
formats. The current language-dependent, or project specific, approach to tool
development often puts the tools out of reach for many research disciplines in
the humanities. In addition, the tools can be incompatible with the way
researchers locate and compare the relevant sources. For instance, researchers
are interested in shared structural text patterns, known as “parallel passages”
that describe a specific cultural, social, or historical context relevant to their
research topic. Identifying these shared structural text patterns is challenging
due to their repeated yet highly variable nature, as a result of differences in
the domain, author, language, time period, and orthography.
The contribution of the thesis is a novel infrastructure that directly ad-
dresses the need for generic, flexible, extendable, and sustainable digital tools
that are applicable to a wide range of digital archives and research in the
humanities. The infrastructure adopts a character-level n-gram Statistical
Language Model (SLM), stored in a space-optimised k-truncated suffix tree
data structure as its underlying data model. A character-level n-gram model
is a relatively new approach that is competitive with word-level n-gram mod-
els, but has the added advantage that it is domain and language-independent,
requiring little or no preprocessing of the document text unlike word-level
models that require some form of language-dependent tokenisation and stem-
ming. Character-level n-grams capture word internal features that are ignored
by word-level n-gram models, which provides greater flexibility in addressing
the information need of the user through tolerant search, and compensation
for erroneous query specification or spelling errors in the document text. Fur-
thermore, the SLM provides a unified approach to information retrieval and
text mining, where traditional approaches have tended to adopt separate data
models that are often ad-hoc or based on heuristic assumptions. In addition,
the performance of the character-level n-gram SLM was formally evaluated
through crowdsourcing, which demonstrates that the retrieval performance of
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the SLM is close to that of the human level performance.
The proposed infrastructure, supports the development of the Samtla (Search
And Mining Tools for Language Archives), which provides humanities re-
searchers digital tools for search, browsing, and text mining of digital archives
in any domain or language, within a single system. Samtla supersedes many of
the existing tools for humanities researchers, by supporting the same or simi-
lar functionality of the systems, but with a domain-independent and language-
independent approach. The functionality includes a browsing tool constructed
from the metadata and named entities extracted from the document text, a
hybrid-recommendation system for recommending related queries and docu-
ments. However, some tools are novel tools and developed in response to
the specific needs of the researchers, such as the document comparison tool
for visualising shared sequences between groups of related documents. Fur-
thermore, Samtla is the first practical example of a system with a SLM as
its primary data model that supports the real research needs of several case
studies covering different areas of research in the humanities.
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This chapter presents a discussion of the need by humanities researchers for
flexible, extensible, and sustainable generic digital tools that support search,
browsing, and mining of digital content stored in a digital archive. The back-
ground, scope, and motivation for the research is discussed in more detail in
Section 1.1. The problem domain and contributions of the thesis are intro-
duced in Section 1.2 and Section 1.3, respectively, where a novel approach
to digital tool provision that can support the analysis of documents in any
domain, language, data-format, is presented. In Section 1.4, the chapter con-
cludes with a summary of the thesis structure.
1.1 DIGITAL ARCHIVES
AND THE HUMANITIES
Digital representations of original historic objects are being made available as
a result of the work undertaken by digital archiving projects [165]. A wealth of
digitised objects, represented by text and scanned images, have been published
online by a range of international institutions. A recent example is the Hebrew
Manuscripts Digitisation Project conducted by the British Library [30], which
released 1,300 digital scans of Hebrew manuscripts to the public, under a cre-
ative commons license [23]. With the increasing number of large-scale digital
archives available, humanities researchers now have unprecedented access to
electronic editions of primary source material, which offer an opportunity for
raising new questions and revisiting old ones [189], as a result of the increased
breadth and depth of the topics represented by the documents. Digital tools
15
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were developed in response to provide access and computer-assisted forms
of analysis, many of which were in response to a need by specific research
projects. Despite the increased availability of tools and their potential for
performing new forms of analysis, current research on tool adoption in the hu-
manities reveals that the discipline has not been able to move forward in the
way envisioned by the increased availability and range of digital tools [187]. It
appears that the tools are not widely adopted by humanities researchers, and
the literature suggests that the root cause is attributed to the approach un-
derlying tool development. The existing approaches cause the tools to be tied
to specific archives or language corpora, such as the Bible and the Works of
Shakespeare. Furthermore, the tools mainly support the dominant and com-
monly studied languages, such as English. In other words, the approach does
not provide the appropriate level of flexibility with respect to the languages,
domains, and consequently, digital archives with which the tools can operate.
Many digital tools adopt ad-hoc and language-dependent approaches to the
representation and scoring of the n-grams of the document, which provides
very little support for digital archives represented by the little studied and
morphologically complex languages like Hopi, Turkish, and Cuneiform, due
to a lack of natural language processing tools and resources. Furthermore,
the output of digitisation projects, can also present a challenge to information
retrieval and mining due to a number of issues, including the following:
• Digital archives are becoming much larger in scale and scope, and may
contain multilingual documents, or encompass different literary text gen-
res.
• Natural language is complex with variations in the orthography associ-
ated with language-specific syntax, language change over time [159], and
differences in dialect.
• The documents may be provided in formats including raw text files,
EXtensible Markup Language (XML) [45], and TEI (TExt Encoding
Initiative) [39], which may not be supported by the approach.
• The quality of the digital object is largely determined by the state-of-the-
art in scanning and recognition technology at the time they were used,
which may not be fully optimised for some document collections, such
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as those representing historical documents, resulting in poor character-
recognition rates.
The lack of a generic set of flexible tools for search and mining, means that both
the current and future demands of various disciplines in the humanities are not
being met [99]. A large number of the tools have become “abandonware” [176],
which has been linked to the sustainability of the approaches, and duplicated
efforts resulting in a lack of breadth in the type of analysis that can be per-
formed [187]. Furthermore, the tools developed may be considered as “black
boxes”, since the underlying implementation details are not documented, or
they require some prior knowledge of the literature in a domain outside of the
humanities. The thesis presents a novel approach that directly addresses the
need for a generalised platform that can support the development of flexible
and sustainable digital tools for a wider range of humanities researchers than
previously achieved. This is demonstrated by the Samtla (Search And Min-
ing Tools for Language Archives) system, and achieved through a language-
independent data model that supports the search, and mining of small and
large-scale digital archives based on a character-level n-gram Statistical Lan-
guage Model (SLM) stored in a space-optimised k-truncated suffix tree data
structure.
1.2 PROBLEM DEFINITION
Researchers in the humanities are not adopting tools more widely, as a result
of several issues identified in the literature (see Chapter 2). One issue is at-
tributed to a lack of awareness, or interest in the potential of computer-assisted
forms of analysis. However, many more of the barriers appear to be associated
with the approach underlying the way in which tools are developed. These
include, the development of project specific tools, usability issues relating to
the user interface, and the way the tool interacts with the data, the lack of
flexibility to other digital archives, or data formats for which they were not
specifically designed, and the incompatibility of the tool to how researchers
wish to interrogate the sources.
Many of the barriers can be attributed to the domain and language-
dependent nature of the approaches, which tend to rely on normalised ver-
sions of the document text, requiring a preprocessing step. One example is
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the application of stemming algorithms, which normalise the text by reducing
words to a common root form, devoid of any grammatical features. This en-
ables a retrieval model to capture all instances of the same word to produce
a more statistically stable model of the terms in the documents. The most
widely adopted stemmer, is the Porter stemmer [161], which operates over the
English language, and requires at least five phases and sixty different rules
to identify commonly occurring affixes. In addition, statistical approaches to
stemming often require large amounts of training data, which may not always
be available for some languages [156]. Preprocessing the documents is becom-
ing unsustainable with the increased availability of multilingual and large-scale
digital archives. Furthermore, rule-based stemming approaches may become
unreliable when applied to large scale digital archives, due to the difficulty
in comprehensively describing a set of rules that can accurately extract the
relevant patterns from the document content. Lastly, the documents may con-
tain erroneous strings resulting from OCR errors, which can be a problem for
word-based approaches to search, which is commonly adopted by the digital
tools. When considering how to develop tools that directly address the dif-
ferent needs of researchers in the humanities, Cohen et al.(2009) raised the
following questions [81]:
1. Do you try to build a comprehensive tool or one that does something
very narrow?
2. A “killer app” to be adopted broadly or a tool to solve a particular
problem faced by a specific scholarly community?
3. Is there such a thing as a “killer app” in the humanities, or are tools
necessarily discipline-specific?
A system for search and mining of digital archives requires several compo-
nents, each of which determine the flexibility and performance of the system.
The main components include an index for storing the n-grams of the doc-
uments, along with their associated weights. In addition, a retrieval model
is required to measure the relevance of each document given n-grams of the
query. Researchers in the humanities require tolerant search tools in order to
identify specific contexts, or events through phrase-like search queries. Mining
tools, should help to support the comparison of variable length structural text
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patterns to facilitate the discovery of related source material discussing the
same context or event. However, these basic forms of analysis are not often
supported by the tools, which tend to operate on individual documents, or a
small subset. Any system for the humanities also needs to be extensible to
enable the creation of new tools and features to address the individual needs of
specific disciplines in the humanities, including linguistics, history, sociology,
literary criticism, and art history. Each of the main components of a system
has its own set of considerations and challenges, which are summarised as
follows:
Indexing
An index provides a record of all instances of a word or character-sequence
for each document stored in a collection. One important issue to consider is
the level of representation for the documents, which determines the amount of
information we record about the language contained in the documents. The
choice of representation is important as it determines how flexible the system
will be in identifying full and approximate text patterns in a document. The
majority of systems adopt a word-level n-gram representation, where words
are identified by segmenting the text according to a delimiter, such as the
whitespace character. However, this approach is language-specific, since lan-
guages such as Chinese, have no whitespace equivalent, which makes the task
of identifying the morphemes of the language difficult [194]. Furthermore,
some languages such as Turkish, attach affixes to a root word, which means
that segmenting the text according to the whitespace character will result in
many words being Out Of Vocabulary (OOV) [56, 192], resulting in an inac-
curate model of the language. Another approach is to use a character-level
model, but this approach has largely been ignored by the research community
(see Chapter 2). This is because the word-level representation has performed
well for many well-known language corpora, for instance, English, where there
are a large number of Natural Language Processing (NLP) resources available
for preprocessing the text [114]. Character-level approaches have been viewed
as unnecessarily complex due to the storage requirements, compared to those
of the word-level approach [112]. The appropriate choice of representation, is
determined by a number of important considerations:
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• Which of the representations provides the most flexibility with respect
to the domain and language of the digital archive, which could also be
multilingual?
• Does the chosen representation provide a single unified approach to the
development of both search and mining tools?
• Is there any flexibility provided by the choice of representation with re-
spect to how the users’ information needs are expressed and answered?
For example, how does the representation address erroneous query spec-
ification by the user, and spelling errors in the document text.
• How do we store the documents efficiently, given the selected representa-
tion, so as to provide fast and efficient retrieval of the documents, when
querying the index for matching documents.
Search
A user defines an information need through a query, represented by one or
more “words” in the language. Based on the query, a search engine should lo-
cate and rank the documents of the collection, in such a way as to provide the
most relevant documents at the top of the search results. Relevance describes
how well a search engine ranks documents addressing a particular topic, de-
scribed by the query (see Mizzaro (1997) [149]). The index is the primary data
structure underlying search, and is used for retrieving a subset of the docu-
ments matching all, or part, of query. A survey of the information-seeking
behaviours of historians [185], reveals that the most important resources in
archives, are literary works, correspondence, pamphlets, diaries, journals, re-
ports, and government papers, which are all examples of domain-specific doc-
ument collections, containing their own specialised vocabulary.
This means that search evaluated on one domain, is not necessarily trans-
ferable to another, as the language can be quite different. Users require a
flexible querying language that will compensate for erroneous query specifica-
tion, spelling errors in the document content, and linguistic differences arising
from the morphology and syntax of the language and domain, however, these
are not often supported by the majority of search tools. The choice of retrieval
model is therefore determined by a number of related factors, including:
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• Which retrieval model provides the most flexibility with respect to the
domain and language of the digital archive?
• How does the retrieval model cope with missing information, such as
query over-specification, or spelling errors?
• How should the documents be ranked so that researchers will find the
approach intuitive and easy to understand?
• Can the retrieval model be extended to non-traditional tasks other than
search?
• To what degree does the retrieval model require ad-hoc or heuristic as-
sumptions when ranking the documents?
Mining
The close-reading and comparison of document content is a fundamental task
conducted by researchers, which enables them to summarise the similarities
and differences between documents. Typically, the collection is a represen-
tative sample of the research topic, and the researcher adopts comparative
methods to identify and summarise the content in relation to their research
objectives by selecting representative examples of the research topic. Under
this context the following questions are raised:
• Is there a generic set of typical mining tools that are widely adopted
by researchers of digital archives due to their compatability with their
research methods?
• Where is the gap in terms of the scope of the provided tools? In other
words, what types of tools would enable researchers to address new ques-
tions that have not been possible with the current set of tools?
• Should mining tools be developed as standalone applications as per the
current approach, or as components of a much larger system?
• Can the mining tools be generalised to permit their application to any
language or domain, in order to provide a consistent set of features and
functionality for any research group or digital archive?
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1.3 CONTRIBUTIONS
The main contribution of the thesis is a general purpose infrastructure rep-
resented by a character-level n-gram Statistical Language Model (SLM) [160,
196], stored in a space-optimised k-truncated suffix tree data structure [175].
• The infrastructure uses very little information about what natural lan-
guage is, which makes it very flexible compared to word-level approaches.
• The SLM approach has been well studied and shown to perform well for
speech recognition and information retrieval tasks [140,160].
• A principled approach to document representation and term weighting,
which is sometimes an ad-hoc or heuristic design decision in other ap-
proaches, such as the boolean retrieval model commonly adopted by
digital archive providers. The term weights are calculated on the basis
of a good statistical foundation, which utilises many well-established sta-
tistical measures, such as the common Maximum Likelihood Estimator
(MLE) [196].
• The SLM is flexible to different smoothing strategies, which are an im-
portant component of language models. Smoothing plays two key roles
in the retrieval model [199]. The first role is to reduce the influence
of terms representing the syntax of the language, which are not good
descriptors of the topic defined by the users query. The second role
compensates for terms that are missing in the documents, which can
occur when the text collection does not cover the topic defined by the
query [197], or when users are unfamiliar with the archival contents and
unable to specify an appropriate query.
• A SLM adapts to the domain and language of the documents, which is
often a problem for ad-hoc retrieval.
• Some of the most popular retrieval models such as the vector space
model and BM25, a probabilistic relevance model, are based on a heuris-
tic design approach for designing the retrieval model. Furthermore, they
often adopt a bag-of-words model which assumes no linear dependency
between the terms. These models also have a large number of compo-
nents or parameters, which require experimentation and a certain level
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of human engineering. SLMs, on the other hand, do not require much
in the way of heuristic design due to the underlying probabilistic frame-
work adopted by the model, which makes them simpler to implement
and they have been shown to perform well empirically [197].
• The SLM is well-suited to modelling non-traditional retrieval problems
[197], including machine translation, part-of-speech tagging, syntax pars-
ing, mining, and handwriting recognition. The underlying probabilistic
approach is easily adaptable to special or complex information retrieval
tasks compared to other approaches [196], which tend to adopt an ad-
hoc or heuristic approach that is often independent of the data model
used for search.
• The approach facilitates the identification of textual patterns that are
relevant to the discovery and comparison of the document content. These
textual patterns representing “parallel passages”, can be quite varied as
a result of differences in the language, author, or literary style, but are
easily captured through the generation of partial matches to the textual
pattern.
• The infrastructure is fully extensible with regards to the range of digital
tools that can be developed from the SLM data model. The approach
presented in the thesis would enable any digital archive to be made ac-
cessible relatively quickly online, complete with a set of generic tools
that meet the basic needs of humanities researchers for the analysis of
unstructured text including the document content, metadata, and the
browsing of accompanying image data. Furthermore, the current imple-
mentation of the infrastructure provides a solid foundation for developing
semantic search and mining tools as part of future work.
• Space-optimised. Storing character-level n-grams is more efficient than
word-level models, due to the finite set of possible character combina-
tions in the language, whereas the set of words in a language is poten-
tially infinite as new words are always being introduced to the language,
or borrowed from other languages.
The thesis presents the proposed approach in more detail in the coming
chapters, where the following novel contributions are described:
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• A unified approach to domain and language-independent search
and text-mining of a digital archives. The character-level rep-
resentation for the n-grams of the query and documents has several
advantages over the word-level representation including, capturing the
sub-word level features to estimate the statistics of the language more
accurately. The resulting data model represents a semantic model of
the domain and language recorded by the document content. The SLM
is well-motivated and supported by a large body of research in speech
recognition. Their recent adoption in information retrieval has shown
that their performance is on par with more traditional approaches such
as the popular Vector Space Model (VSM) [143,145,196]. Furthermore,
the SLM can be extended in many novel ways to applications beyond tra-
ditional information retrieval, such as text mining, named entity recog-
nition, authorship attribution, and recommendation, which is often sup-
ported by ad-hoc or heuristic approaches in more conventional models
adopted by the current digital tools.
• The first practical implementation of a character-level space-
optimised SLM, stored in a suffix tree data structure, as the
underlying data model. There has been a lot of research, and tool
kits developed for the purpose of exploiting SLMs, such as the Lemur
Project [31], however, to the best of our knowledge, there has not been
much adoption of a SLM as an integral part of a digital tool or sys-
tem. As far as the author is aware, a technical contribution is that
the proposed infrastructure is the first practical implementation of a
character-level SLM stored in a k-truncated suffix tree structure that
directly supports the development of flexible tools to address the needs
of real users reflected by several research groups in the humanities, in-
troduced in Chapter 3).
• A set of innovative mining algorithms. The algorithms devel-
oped for mining are novel as they support the language and domain-
independent mining and comparison of variable length text patterns,
through adoption of many components of the same data model as that
used for information retrieval.
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Samtla was developed in response to a specific need for digital tools by his-
torians researching digital archives containing historic documents. Through
this collaboration a set of key search and mining tools were identified and de-
veloped from the infrastructure to provide a set of generic and flexible digital
tools to support a number of important tasks that are integral to researchers
in the humanities, including the following:
• Search.
Fast and tolerant full-text and metadata search using an SLM combined
with a character-level index stored as a compressed suffix tree data struc-
ture. The character-level representation for the documents supports full
and partial query matching through keyword and phrase-like queries
representing textual patterns of importance to researchers.
• Browsing.
Hierarchically clustered views of the archive constructed from the docu-
ment metadata and named entities provides researchers with novel ways
to browse and explore a range of information across different media for-
mats and stored in digital archives, allowing greater flexibility in how
researchers can locate the documents stored in digital archives.
• Recommendation.
A hybrid-recommender system constructed from the user activity log
data, and the statistics of the language stored in the SLM, provides
recommended queries and documents to researchers based on the search
and browsing behaviour of the whole community of researchers; enabling
researchers to identify the interesting parts of the archive. A further com-
ponent generates recommendations on the basis of the properties of the
language such as alternative spellings for the query, and semantically re-
lated documents according to the n-gram probability distribution stored
in the SLM for the complete archive, and each individual document.
• Comparison.
Researchers are able to explore both global and local similarities be-
tween the documents through comparison and visual mining of shared-
sequences present in semantically similar documents, where semantic
similarity is defined by the set of matching n-grams shared between
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groups of documents. The tool provides a flexible approach to locating
identical, and near-identical patterns, using an adapted version of the
Basic Local Alignment Search Tool (BLAST), adopted in bioinformatics.
The proposed infrastructure fulfils the need for a more generic, flexible, and
extensible approach to digital tool provision that will support the basic in-
formation needs of many disciplines across the humanities. The proposed
approach represents the development of an “infrastructure for digital scholar-
ship in the humanities” [66], which supports the current and future research of
digital archives through cross-domain and language-independent digital tools.
1.4 THESIS STRUCTURE
In Chapter 2, an analysis of the current approach to tool development is
presented, together with a review of the barriers to tool adoption faced by
researchers in the humanities. The chapter discusses commonly adopted, or
long-standing tools, with a summary of the main findings surrounding their
scope, functionality, and limitations inherent in the approaches adopted. In
Chapter 3, a description of the infrastructure and architecture supporting the
Samtla system is presented, which describes the storage of the data model,
the communication between the tools and the data model, and an introduc-
tion to the research groups that will provide the basis for the case studies.
Chapter 4 presents the data model component of the system, including the
document representation selected for the index, the retrieval model based on
SLMs, and several tools developed for the purpose of mining the content of
digital archives. The domain and language-independent design of the search
tools are demonstrated through a number of case studies that vary with re-
spect to the language, domain, size, format, and quality of the documents. In
Chapter 5, the mining tools developed from the underlying data model are
presented. The tools were designed to support the research needs of specific
research groups who required tools to support the search and exploration of a
digital archive through search, browsing of metadata, images, and named en-
tities, recommendation tools, and the comparison of “parallel passages”. The
Samtla system user interface (UI) is presented in Chapter 6. User interface
design is an important aspect of any system, and poor design can often result
in poor usability, and consequently a lack of adoption or abandonment. The
1.4. THESIS STRUCTURE 27
user interface was developed through a collaborative effort involving feedback
provided by the research groups. A formal evaluation of the SLM data model,
is presented in Chapter 7, which involves a system-based evaluation through a
crowdsourcing platform. The results are evaluated through a set of well-known
non-parametric measures and significance tests. Lastly, Chapter 8 summarises
the main contributions of the thesis, and a describes the prospects for future
research and development of the infrastructure, and Samtla system tools.
CHAPTER 2
CRITICAL REVIEW
The chapter presents a critical review of the research and literature related to
the current provision and adoption of tools for the analysis of digital archives
by humanities researchers. Digital archives are highly variable with textual
content across many different domains e.g. poetry, ethnographic reports, news-
paper articles, and languages, with some being multilingual in nature. In addi-
tion, some digital archives such as those held by the National Gallery [33] are
largely image-based and the textual content comes as captions and metadata.
A digital tool is defined as any software application, which has been developed
for the creation, interpretation, or communication of digital resources [200],
through the access, search, and mining of electronic media formats. Section 2.1
discusses the recent increase in digital representations of primary source mate-
rial published online, and their implications for research in the humanities. In
Section 2.2, it is argued that the large scale and complexity of digital archives
pose a problem for researchers, who lack the necessary tools to access and inter-
rogate the sources. The literature reveals several barriers to a wider adoption
of tools in the humanities, which appear to result from the development of
highly specialised tools designed for specific forms of analysis, domains, and
languages (see Section 2.3). Many of the current approaches produce tools
that are not compatible with the how researchers “do research”. Section 2.4
discusses how humanities researchers locate and analyse the documents, with
a view to developing tools that model the research approach. Several tools
and systems are briefly described in Section 2.5, in order to identify a set of
key tools that are currently being used by researchers. Lastly, Section 2.6




Humanities research covers a broad range of sub-disciplines including, anthro-
pology, literary criticism, cultural history, history of art, philosophy, political
science, and gender studies [189]. Research in the humanities involves the in-
terpretation of documentary sources including text, images, illustrations, and
audio and video witness accounts. These documentary sources, known as “pri-
mary source material”, record cultural contexts that are of value to humanities
researchers [189].
Accessing the source material traditionally required a visit to the physical
library or archive, and analysis of the sources was mainly performed manually
through close-reading of the handwritten, or printed text. Many institutions
are now making the content of their archives available online through digi-
tal archiving projects. Some of these institutions have partnered with large
technology companies such as Microsoft and Google to enable the scanning of
thousands of books a day [136]. Increasingly, government bodies, companies,
and institutions are promoting the online access of their content and services,
and so researchers are finding more of the primary source material relevant
to their research being “born digital”, and only available in electronic format,
for example, raw text, Portable Document Format (PDF), web pages, scanned
images, audio, video, 3D models, maps and geo-location data. Furthermore,
there is an abundance of derived data generated by online summarisation tools,
and user generated tags associated with the material which can be of equal
importance to researchers. Section 2.2 describes the emergence of a relatively
new discipline, the “Digital Humanities” [164].
The increasing volume of digital source material is now becoming difficult
for humanities researchers to manage, and digital tools are now required to
support fast and flexible access to information relevant to a variety of informa-
tion needs. However, Humanities researchers have very specific needs that are
not adequately being met by the existing set of digital tools [99]. Researchers
analyse the documents by identifying possible interpretations or contexts rep-
resented by recurring text patterns found in the archival content [189], such
as the distribution of words, and set phrases, known as “parallel passages”.
These parallel passages may be duplicated in whole, or in part, across a large
number of documents, making their identification challenging as a result of
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the domain, authorship, and spelling differences that can exist between two
similar texts. The example below, from the King James Bible, illustrates two
“parallel passages” that would be regarded as highly similar by researchers
of the Bible [89], as they discuss the same event. It is generally agreed that
Isaiah, Chapter 7 was derived from 2 Kings, Chapter 16 [89]. However, the
similarity between these two texts is not easily identifiable with the current
tools developed for search and mining of digital archives, due to the variability
in the choice of language.
2 Kings, Chapter 16 Isaiah, Chapter 7
Then
In the days of Ahaz son
of Jotham son of
Uzziah, king of Judah
came up came up
King Rezin of Aram
and
King Rezin of Aram
and
King Pekah son of
Remaliah of Israel
King Pekah son of
Remaliah of Israel
to wage war on
Jerusalem;
to Jerusalem to attack
it,
they besieged Ahaz




Table 2.1: An example “parallel passage”, adapted from de Jong (2007).
Several studies in the digital humanities indicate that despite the potential
of digital archives as a basis for widening the scope of research in the human-
ities to enable “new intellectual strategies”, which were previously impossible
due to a lack of access to primary source material [189], the development of
an appropriate set of digital tools is still very much behind that of the natural
sciences [99]. Despite the perceived value of digital source material and opti-
mism surrounding their potential use for research, there is a lack of support
with respect to a set of generic tools that operate across domains, languages,
and media formats.
2.2 RESEARCH IN AN “AGE OF ABUNDANCE”
Digital Humanities is not so much a single discipline, but a group of conver-
gent disciplines represented by historians, linguists, and computer scientists
who explore a domain where print is no longer the main medium with which
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knowledge is produced and disseminated [75]. The Digital Humanities there-
fore represents a new set of practices, where the adoption of technology to
address research problems is common place [66].
Humanities researchers are facing an increase in the availability of digi-
tised collections of documents important to their research, which is mainly
attributable to the efforts of large digitisation projects [165]. The abundance
of digital versions of primary source material has promoted the concept of a
“library without walls” or “digital library” [102], where the digitised archives
are accessible online at any time of day for the purpose of research and public
interest. One example is Microsoft’s Book Search Project [2], which digitised
68,000 books (25 million pages) covering a range of languages including En-
glish, French, Spanish, German, Hungarian, Italian, Russian, and Malagasy;
and domains represented by poetry, correspondence, news, technical reports,
and media including text, and images of photographs, illustrations, and maps.
Previously the document collections were small in scale, or only available
at specific institutions in physical form [189]. Recently, researchers have begun
to appreciate the value of digital representations of primary source materials
as a means to facilitate faster access and improve the breadth of their analysis.
However, the increase of primary source material, in electronic format, means
that the humanities is now facing an age of information overload, where it is
becoming increasingly difficult for researchers to feel that they have gained
a comprehensive overview of the sources relevant to their research (see Sec-
tion 2.4). Digital archives, therefore, represent an opportunity for researchers
to operate with a much larger volume of sources. Looking to the future, there
is an even more pressing need for digital tools to support a new generation of
researcher who actively seek to adopt computer-assisted analysis tools as an
integral part of their research methodology. This is not only motivated by the
desire to speed up the analysis [99], but also because an increasing amount
of primary source material is now only accessible and understood through
digital media [189], for example, the large volume of “born digital” source
material [95], reflected by online material hosted on websites, including: im-
ages, government papers, newspaper articles, and blogs and twitter data. The
volume of primary source material is now on a much larger scale than the
volume of material available to researchers of the past. As noted by Cohen et
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al. (2009), tools are not necessarily the solution to humanities research per se,
but when it comes to large-scale archives and electronic formats, digital tools
are critical [81], and will become “integral to doing research” in the humanities
over the coming decades [82].
The information needs of researchers are varied and dependent on the
discipline. For many researchers their discipline is very much tied to a single
domain, topic, or focus on specific collections or subsets of documents in an
archive. Consequently, researchers will tend to discover the archival content in
a number of ways, either through directed search, browsing, or chaining from
other documents [183].
Digital humanities researchers recognise the need for a new approach to
tool development, as the current language-dependent and domain-specific de-
velopment of tools has not helped to move the discipline forward in response
to the increased availability of primary sources relevant to research. How-
ever, the current approach to tool provision has resulted in a wide range of
highly specialised tools that are difficult to adapt for the research of digital
objects across different domains, languages, media formats, and size of digital
archives.
To address these issues, researchers in the humanities have looked to de-
velop a general-purpose “cyberinfrastructure” that would offer support for a
variety of digital corpora, and researcher needs by acting as a single point of
access to digital tools. The proposed infrastructures increase awareness and
accessibility of digital tools, but have, so far, not addressed the immediate
problem. That is, the majority of the digital tools are still not generalisable
to other digital collections outside of their specified requirements, and conse-
quently require considerable effort on the part of the researcher to adapt them
to the needs of their research or discipline.
One example of a cyberinfrastructure is the TAPoR project [38], where
researchers can access and experiment with a large collection of text mining
tools. The majority of the tools are optimised for the English language, often
due to the reliance on language-specific preprocessing, or data used for training
models. For example, the popular visualisation tool DocuBurst [4, 84], uses
WordNet to produce visual summaries of the semantics of a documents. There
are two issues, the first is that the interface only allows a single document to be
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uploaded at a time for analysis, which makes the analysis a cumbersome and
time-intensive process if the collection of documents is large. Furthermore,
the reliance on language-dependent technologies that are usually optimised
for well known languages like English, means that unless WordNet is extended
to more languages, there is no provision for other researchers who may wish
to take advantage of the tool.
With the increase in large-scale archives, the language and domain-specific
approach to tool development is quickly becoming unsustainable. This is be-
cause digital archives such as the British Library Microsoft Book Search Project
corpus, present a number of challenges for search and text mining tasks, which
include the following:
• How should the data be structured in order to facilitate search, browsing,
and comparison of the content across-domain, language, which is tolerant
to the way in which researchers wish to discover and interrogate the
content of the archive?
• How can the approach operate consistently across the eight different lan-
guages available (English, French, Spanish, German, Hungarian, Italian,
Russian, and Malagasy), which are varied in terms of their morpholog-
ical complexity, time period, author, and domain? Many approaches
adopted by existing tools require language-dependent preprocessing of
the documents before they can be made available for search or mining.
• How do we compensate for issues associated with the quality of the re-
sulting digital representation? The documents in the British Library
Microsoft corpus reflect the quality of the OCR technology at the time.
Furthermore, historical documents represent a particular challenge for
OCR technology as a result of non-standard typesetting, and the qual-
ity of the original image. This makes some digital objects potentially
undiscoverable despite being relevant to the researcher.
• Can the approach meet the same needs of researchers who are interested
in a different archive such as the British Library Million Book Project
[32], which will likely differ in terms of language, domain, and available
data, media, and quality of the digital objects, compared to that used
when initially developing the approach. Digital content providers may
2.2. RESEARCH IN AN “AGE OF ABUNDANCE” 34
adopt different data-standards and formats for storing the digital objects
– often providing only the raw text for download. Furthermore, not
all archives will provide consistent data, for example, there may be no
metadata provided for the documents, or conversely, there is no text
content for the documents e.g. images, but extensive and potentially
useful metadata that can be used to search and browse the archive.
For researchers in the humanities, the interrogation of primary source ma-
terial remains at the heart of their discipline, but researchers are fast moving
from a “culture of scarcity”, to a “culture of abundance” [167]. However,
when it comes to systems and tools for the purpose of research, these have
generally been the product of specific research projects for specific collections,
resulting in a number of disparate tools and systems that have not been widely
adopted by researchers in the humanities despite their perceived value. With
respect to the commercial software available, they are often relevant only to
a small niche of researchers, or where there is a market for tools for specific
text collections e.g. Bible reading software (some examples are presented in
Section 2.5). Furthermore, the tools may only partially support the needs of
the researcher, and can be difficult to adapt or extend to a particular research
problem [99]. In addition, there are costs involved in purchasing the software,
or subscribing to the service [189].
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2.3 BARRIERS TO TOOL ADOPTION IN THE
HUMANITIES
This section discusses some of the common barriers faced by researchers who
wish to adopt digital tools to complement their existing research strategies.
There have been several studies that have surveyed the current situation with
respect to tool provision and uptake by humanities researchers. There is a
general consensus that access to digital tools helps to increase the researchers’
capacity to conduct research, resulting from the accelerated and much broader
access to primary source material stored than ever before [73,99,121,142].
Qualitative studies involving interviews with humanities researchers, have
attempted to identify a set of key barriers to tool adoption. These studies
show that in reality, not all researchers actually require tools, because their
research revolves around a very small and specific collection of well-known
documents that can be easily analysed manually. However, for researchers
whose research topic covers a much larger volume of primary sources, there is
a justifiable need for tools, but researchers are faced with a number of barriers
that are currently preventing them from adopting tools more widely [99]. Due
to the broad nature of humanities research, it is difficult to describe all the
barriers faced by humanities researchers, but there are a number of reasons
that appear to be common to the studies.
One of the main barriers faced by researchers is the recent increase in avail-
ability of large volumes of electronic data provided by digitisation projects.
The current set of tools do not support the analysis of these collections due
to a lack of flexibility and generalisability to other domains and languages for
which they were not designed [187].
Digital archives are also often provided “as is”, where the researcher can
only download the raw files and associated metadata. Whereas the tools are
often maintained separately from the archival content [66], which does not fa-
cilitate research “on the spot” [95]. Furthermore, even when digital archiving
projects are willing to develop tools that operate with the collections, there
are often technical challenges that prevent them from “graft[ing] a particu-
lar tool onto their collection” [81]. This situation is not helped either, by
the fact that humanities researchers do not generally see it as their respon-
sibility to develop the required tools themselves. The assumption has been
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that the responsibility lies with the providers of digital archives, or through
collaborative efforts involving computer scientists [167]. This creates another
issue, however, as there can be a gap in communication between humanities
researchers and tool developers who have their own specialised vocabulary to
describe the details of their tools. As Gibbs (2012) revealed in their study,
users wanted the theoretical benefits spelled out in plain language irrespective
of [the] discipline [99].
Generality of the tools
Many digital tools have been developed by large digitisation projects as a
means to publish the digital editions, meaning they were not actually de-
signed for more general use, but as a necessary means to make available the
output of a specific project [164]. These issues are beginning to be resolved,
particularly in the digital humanities, where computer programming is more
widely-adopted, and researchers are beginning to supplement their existing
methods with purpose built tools to handle the digital sources [174].
The advice to tool developers is that they need to understand what users
actually want in terms of tool provision, and then develop a tool with the
“correct functionality and user interface to meet those needs” [81]. However,
although an important consideration, this approach tends to result in tools
with limited scope with respect to their functionality, or the corpora with
which they can operate [99, 164], because they have been addressed to meet
the specific needs of a specific group of researchers studying a specific archive
or language. As noted by Unsworth’s review of the past ten years of tool
development, “it is not at all uncommon for researchers to develop tailor-made
systems that replicate much of the functionality of other systems” [187]. This
results in tools that cannot be adopted easily by other researchers, and the end
result is an “endless software waste cycle” [187]. Re-usability is key in avoiding
developers from “re-inventing of the wheel” each time a new tool is developed,
which has been the strategy adopted over the past three decades [81,187].
To illustrate the problem, many of the text analysis tools listed on TAPoR
only support the analysis of individual texts, which makes it difficult to apply
the tools to a large volume of documents stored in a digital archive. Further-
more, the tools are often language-dependent, for instance, tools like Voyant
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tools (see Section 2.5) provides researchers with an environment for close-
reading and analysis of the documents. However, because the tool adopts a
word-level representation for the documents, where the documents are reduced
to morphemes, by delimiting the text according to the whitespace character,
it does not operate well with languages that do not have an explicit delim-
iter, such as Chinese, and languages that are morphologically complex such
as Turkish, Russian, Hebrew, and Arabic (an example of this issue appears
in [41]).
Digital tools should therefore be envisioned as more than just a one-off
project, and as a means for supporting “rigorous and long-term scholarship”.
If this is to be achieved then infrastructure is key, but there is some evidence
suggesting that the accessibility, and quality of the tools is very much corre-
lated with the quality of the supporting infrastructure [176].
Usability of the tools
Usability of the tools, related to accessibility and user interface design issues,
is a further factor that can cause many researchers to abandon their initial
attempts at incorporating tools [81, 99, 164]. When tools are invisible, inac-
cessible, or difficult to understand, researchers are less inclined to adopt them
more broadly, less able to extend them, and this affects how well the tool is
able to support and extend the research for which they were designed [176].
One example of this issue is the way in which some tools impose a particular
structure on how the data is loaded in to the tool, or how a user interacts with
the data through the user interface. The structure imposed often resembles
that of the data, such as the tabular format represented by spreadsheets, or
tree structures adopted by the HTML and XML formats. These are issues
that can be easily resolved, as illustrated by the Blake project [46], which
made a simple revision to the user interface to allow users to make side-by-
side comparisons of source material. Previously users were required to open
two web browsers, side-by-side, and navigate a hierarchical file structure in
order to select the relevant document for comparison [186]. Consequently, a
lack of understanding of the types of tools and interfaces that would be useful
to researchers, can have a big impact on wider-adoption [99].
Furthermore, many of these digital archives are of interest to more than one
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discipline in the humanities, and so many researchers will want to access the
same source material, but to address very different research topics [189]. Con-
sequently, tools that provide specific types of output, such as word-frequency
statistics, may not be as intuitive to art historians, as they are to corpus
linguists or literary critics.
Compatibility with research needs
Where collaboration has taken place, between humanities researchers and tool
developers, the results have been mixed. This is attributed to the fact that
tool developers do not necessarily appreciate the concerns and goals of their
colleagues in the humanities. This is sometimes caused by tool development
being “tech-centric” as opposed to “scholar-centric”, where tool developers
are more focused on addressing the technical challenges of interest in their
field, rather than addressing the specific research needs that could lead to new
discoveries in the field of humanities research [81]. Furthermore, researchers
are sometimes unable to accurately articulate what tools they actually need in
advance, which means the approach tends to fallback to tools that are biased
towards “repeating modes and interfaces”, that are not effective for doing
digital scholarship, than more “innovative software” [81]. In this respect a
better approach would involve users right from the start of the development
as part of an iterative and user centered design process.
There is also a tendency for developers to focus on the creation of sophisti-
cated tools that are “in fashion” e.g. social network graphs, and word clouds,
but these do not address the basic needs of the researchers [99]. Furthermore,
the consensus is that there is little evidence to suggest that humanities re-
searchers actually “take full advantage of the possibilities of more advanced
tools” [73, 99]. Making use of source material stored in large digital archives,
is becoming increasingly difficult when addressed with traditional approaches
of the past, where close-reading of the texts was feasible. However, develop-
ing tools that simply provide a faster alternative to manual approaches that
researchers have been adopting for years, for example, word-frequency counts
and concordances, are useful, but more is needed to help move the discipline
forward in a way that enables researchers to pose new questions about history,
language, and society that have not been possible until the recent arrival of
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these vast digital archives [83].
In addition, the results of the survey conducted by Gibbs and Owen (2012),
suggest that sophisticated tools are not currently necessary, as the basic needs
of researchers have not yet been met. More often than not, researchers are
sceptical of “sophisticated” tools, as they tend to restrict the possibility of
a more modular approach to tool development, and the adoption of simple,
and intuitive tools. Humanities researchers are more in favour of tools that
are easy to use, and transparent with respect to how the tool interfaces with
the data [99], particularly where the interpretation of the semantics of texts
is a key component of the research. Conversely, disciplines focused on the
processing of image data, such as the datasets produced by NASA, may not
be concerned with the underlying algorithms powering the tools.
Awareness of the potential
So far, the number of researchers in the humanities, who actively adopt tools,
is quite small compared to their counterparts in the natural sciences [99]. This
is due to the fact that many researchers are not aware of the tools existence
or are unable to find a tool that is suited to their research needs. This tends
to be the result of a lack of “community building and marketing functions”,
which are required if a tool is to experience wide-spread adoption [81].
Humanities researchers sometimes find it difficult to identify the actual
benefits of adopting digital tools in the first place, or they have difficulty inter-
preting the results generated by algorithms that are unfamiliar to them [63].
This may be attributed to the way in which the tools are marketed to re-
searchers, where it is often implied that the tool is “doing history”, with re-
spect to interpreting the “meaning” underlying the data. Furthermore, there
is often a lack of real-world examples that demonstrate how a given tool inter-
faces with the data. When researchers are unable to understand the approach,
the tools tend to be perceived as “little more than a black box”, especially
in the case of “advanced visualisation” tools, which do not explain how the
output was generated, or how the resulting visualisation could be useful for
addressing the research topic [99].
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Defining the way forward
Developing tools for specific document collections to satisfy the needs of a niche
group of users, is no longer sustainable given the scale and breadth of digital
archives. Furthermore, if researchers are to adopt digital tools more widely
in order to support the future development of their respective disciplines,
in an age where digital archives are now more accessible than before, then
both researchers and tool developers need to understand better what types of
tools are really needed [81]. According to a report by the American Council
of Learned Societies Commission on Cyberinfrastructure for the Humanities
and Social Sciences (2006), addressing the current barriers to tool adoption
requires that tool developers adhere to a set of criteria that can be used to
evaluate the future adoption of digital tools [189]. The criteria are defined as
follows.
1. Accessibility. Easy and seamless access to the material by researchers
and the public.
2. Sustainability. The appropriate level of investment of both financial and
human resources to ensure the long term future of a system.
3. Interoperability. An open, modular, and easily adaptable approach to
address different data formats and standards, pre-existing repositories
of information, and new technologies.
4. Facilitates collaboration. Researchers are able to share, collaborate, rec-
ommend, and comment on the content of the archives.
5. Support for experimentation. The approach is extensible and offers
potential for future experimentation, which will encourage more “risk-
taking” and “ambitious research programs” [189].
These criteria are designed to guide the development of large humanities cy-
berinfrastructure, standalone tools, so as to promote the longevity of a new
generation of tools and systems through the principles of modularity, experi-
mentation, and extensibility. When tools and systems do not commit to these
principles, they become part of an increasing volume of “abandonware” [176],
represented by the tools and system that never received wider-adoption by hu-
manities researchers. Therefore, in order to support current and future needs
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of researchers in the humanities, digital tools should aim to be flexible to the
domain and language to allow them to be sustainable and applicable to a wide
range of research questions in the humanities.
2.4. INFORMATION SEEKING IN THE HUMANITIES 42
2.4 INFORMATION SEEKING IN THE HUMAN-
ITIES
In the humanities there are a number of core approaches adopted by re-
searchers for interpreting the cultural context recorded by primary source
material that may be of significance to the research topic. Researchers wish to
discover patterns of significance, often known as “parallel passages” or “paral-
lel sequences” [155], which exist in potentially large-scale digital archives. An
example is the King James Bible, where many of the chapters reference the
same event, but were written from the perspectives of different authors.
Looking across the various disciplines of the Humanities it is clear that
the definition of what constitutes “doing research” can be quite problematic.
Early career researchers or those approaching a new topic, will tend to adopt a
directed search strategy in order to identify the most highly relevant primary
source material in their chosen domain. Established humanities researchers,
on the otherhand, tend to focus on acquiring an understanding of the primary
sources through close-reading [183, 190], where the researcher reads the text
several times in order to obtain a comprehensive overview of the relevant
textual content. This is then followed by a deeper analysis, which attempts to
identify the relationship between patterns in the textual content reproduced
over several documents (known as hermeneutics) [189], which can also lead
to the discovery of new documents, known as linking [183]. The approach
allows researchers to evaluate any correlation or connection between entities
and events, which define the context and scope of the research topic [142].
Unsworth (2000) [186], proposed a set of “scholarly primitives” to describe
the activities conducted by researchers of textual primary source material.
The motivation behind these primitives was to define a set of basic functions
commonly performed by researchers that could provide an appropriate frame-
work for tool developers to adopt in order to directly address the needs of
researchers. Three of the primitives relevant to the thesis are as follows:
• Discovery: The researcher identifies a collection of primary source ma-
terials that describe a specific research topic or purpose.
• Selecting: The researcher filters the collection for a subset of the most
relevant sources for close-reading, and further analysis.
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• Comparison: The researcher gains a greater understanding of the im-
portance of each source according to the wider cultural context recorded
by the collection, through comparison of the relevant sources.
Digital libraries and digitisation projects have begun to provide tools for
searching the content of their digital archives, but the resulting approaches
tend to be limited, or ad-hoc with respect to the retrieval model, and the
way in which the tools interface with the data is often incompatible with how
researchers wish to locate information. When humanities researchers search
digital collections, they submit very specific query types, reflecting the names
of people, geographical locations, chronological terms, and events [72]. Search
engines provided by digital archives are not very flexible to query formulation,
and do not provide much support for erroneous query specification, where
there is a mismatch for one or more of the researchers query terms. For exam-
ple, the search tool supporting Shakespeare’s Globe [36] is limited to keyword
search over an index of the metadata record for the documents. The ap-
proach models the traditional card index adopted by the library catalogues,
which means that search is limited to keyword matching in the the values of
the metadata record, for instance the title or subject of the document, which
tend to be very short and do not necessarily contain much information about
the topic expressed by the entire content of the document. The provision
of full-text search would enable researchers to locate relevant sources more
readily, by providing search over the full content of the documents, but the
most common approach adopted for full-text search still tends to be keyword-
based search, which adopts a word-level representation for the document and
query. The retrieval task involves identifying exact matches for the terms in
the documents. This is often incompatible with how researchers define their
information need. As mentioned, their queries are highly specific, and often
describe named entities [64], reflecting the names of individuals and locations,
which tend to produce large lists of imprecise results, unless included as part of
a phrase [72]. Consequently, humanities researchers often submit phrase-like
queries consisting of two to three words to filter the search results to a specific
set of relevant entries. However, many of the metadata search engines pro-
vided by digital archive projects, are not optimised for phrase search, which
means that researchers find little of relevance in the top ranks of the search
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results when specifying these types of query [72]. The issues with the keyword
approach are best illustrated by an example:
The Blake project [46], provides full-text search over the literary works and
paintings of William Blake. The archive adopts a boolean retrieval model [143],
combined with a word-level representation for the documents as its model for
search, which is an approach often adopted by digital archives. The limitations
of the retrieval model become obvious when we consider a user who is not
completely familiar with the collection, or who is unable to formulate the
exact query for the specific document they wish to retrieve. Consider, for
instance, a search for the known-item, Blake’s “Visions of the Daughters of
Albion”, using several search strategies, which might represent a user who has
difficulty formulating an appropriate query:
• Searching with an approximate query “Vision of the Daughter” as an
exact phrase, returns no results.
• Reformulating the query to a Boolean OR query-type retrieves 67 results,
but still with no known-item in the list of results.
• Reformulating the query to “Visions of the Daughter” or “Visions of the
Daughters”, and relaxing the match to any terms, ranks the known-item
as third in the list after ”The Book of Thel” and “America a Prophecy”.
This is due to the fact that the retrieval model ranks documents accord-
ing to the order of the terms in the query, and so documents with the
word “vision” are ranked higher than documents with the word “daugh-
ters”, which might be considered quite an ad-hoc approach for ranking
the documents.
• Reformulating the query to match the exact terms contained in the title
returns the known-item at the top-rank position.
The example above, illustrates some of the difficulty experienced by researchers,
who are forced to adapt to the tool in order to obtain the desired results. Aside
from the issues inherent in the ranking of results by the boolean retrieval
model, if a character-level representation for the documents was adopted, the
retrieval model would be able to compensate for these examples of erroneous
query specification on the part of the user. This is achieved by returning
partial character matches in response to the query. The disparity between
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the way researchers search for primary source material, and the ad-hoc or
heuristic approaches adopted by the underlying retrieval models adopted by
the tools, has resulted in a call for more flexible “search capabilities” [142],
than those currently being supported, which tend to be designed to address
the information seeking needs of the general public [109]. More advanced ap-
proaches to retrieval offered by large-scale search engines like Google, Yahoo,
and Bing, allow researchers to locate primary sources across a range of me-
dia including text, images, and video. However, they are still not suitable
to “do research” [72], as they tend to hide the existence and extent of the
sources relevant to researchers, due to “high recall” [142], which causes many
of the relevant sources to become obscured by less relevant ones. Furthermore,
there is generally no further provision for analysing the actual content of the
source. As stated by Rockwell (2003), “original research consists of asking
new and unanticipated questions”, and this requires tools to search and access
a much larger body of supporting source material. For example, whilst past
studies have provided insightful and rich descriptions of the experiences of a
handful of holocaust survivors, the ability to perform the same analysis over
thousands of eye witness accounts offers a new depth and breadth of analysis
that was never before possible [189]. However, when it comes to analysing the
source material, the “breadth of tools with which to study the evidence” is
not currently available [164].
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2.5 EXPLORING DIGITAL ARCHIVES
In attempting to understand where the gap lies in terms of tool provision,
and why certain tools do not lend themselves to wide adoption, this section
presents an overview of some of the most popular, or often cited, tools adopted
by researchers of the humanities. The tools and systems can be divided into
two categories, the first category represents tools and systems developed for
research. Many research tools and systems are developed to meet the needs
of a specific research project, and later released to the research community
to support similar analyses or corpora. The second category reflects tools
developed as commercial products to address a gap in the market represented
by a group of niche users who have an interest in particular text collections
represented by popular, well-known, or historic texts, such as the Bible.
2.5.1 Research tools and systems
Systems and tools developed for the purpose of research are often the result
of funded research projects that focus on a specific archive that is domain
or language-specific, e.g. the 1641 depositions project and the Blake Project,
mentioned in the previous section. Some of the resulting research systems and
tools have attempted to support the needs of different groups of researchers,
however, the approaches are often optimised for the same or similar domain
and language, for instance, Wordseer and Voyant Tools, and the Responsa
project. These tools are not usually generalisable to applications outside of
the project requirements, due to restrictions or limitations in their design.
For example, standalone tools such as DocuBurst do not support the upload
of multiple documents for analysis. Furthermore, certain tools only operate
with specific data-formats, requiring some effort on the part of the researcher
in order to make the data conform to the required input. Despite some of the
limitations inherent in the approaches, as identified in Section 2.3, some tools
have experienced wider-adoption, and for a longer period of time, exceeding
the extent of the project in which they were developed. One such example
is the The Software Environment for the Advancement of Scholarly Research
(SEASR), which has been sustained through the release of developer tools that
can be used to extend the platform for specific research and digital archives.
Several of these systems are summarised below, with emphasis on those that
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operate over similar corpora, or provide a similar set of features as those
supported by the approach presented in the thesis:
• Wordseer [48] is a text analysis web application for English texts that
provides search in the form of “grammatical search”, natural language
processing tools for extracting words from the document text to create
word frequency statistics, and visualisation tools for analysing the re-
lationship between word sequences. The tool requires users to upload
their documents in XML files, which are then preprocessed, and stored
in a MySQL database, which acts as the main index for the document
terms.
• Voyant Tools [44] is a browser-based suite of text-analysis tools that
enable researchers to browse and analyse a corpus of documents. The
system provides tools for generating concordances through a Key Word
In Context (KWIC) tool, word clouds for identifying the most frequent
terms in a document and the corpus more generally. In addition, the
tool provides data-analytics in the form of statistics constructed from
the word frequency distributions, according to specific sections of the
document.
• The Bar-Ilan Responsa project was established in Bar-Ilan University in
1963 [17]. The Responsa system operates with a corpus of Hebrew texts
spanning approximately three thousand years, and contains prominent
religious and legal texts represented by the Mishnah, Talmud, Torah,
and the Bible in Aramaic [80]. The Responsa system is still one of the
most popular systems for the study of Hebrew and Aramaic historic
texts today, and the research that evolved from the project has made
a considerable contribution to computational linguistics and informa-
tion retrieval for Hebrew texts. The system supports word, and phrase
search, which is flexible to the variety of variant forms represented by af-
fixes in the language, and the comparison of “parallel passages” between
Talmudic and other documents. The system is limited to the Microsoft
Windows operating system, making it an example of a platform specific
system, which retricts its accessibility for some researchers.
• CULTURA [9] and IBM LanguageWare [1] were both adopted as part of
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the 1641 depositions project at Trinity College Library (Dublin) [19], for
the analysis of 31 volumes of books containing 19,010 pages of witness
accounts reporting theft, vandalism, murder, and land taking during the
conflicts between Catholics and Protestants in 17th century Ireland. It
has also been applied to the Imaginum Patavinae Scientiae Archivum
(IPSA) digital archive of illustrated manuscripts representing depictions
of herbs and plants, which dates from around the 14th century. The
archive is largely image-based with some descriptive text composed in
Latin. CULTivating Understanding Through Research and Adaptivity
(CULTURA) launched in 2011, and supports researchers through tools
for normalising texts containing inconsistent spelling, entity and rela-
tionship extraction from unstructured text, and social network analysis
tools for displaying the entities and relationships stored in the docu-
ments and metadata. IBM LanguageWare provides text analysis tools
for mining facts from large repositories of unstructured text. The main
features include lexical analysis, language identification, spelling correc-
tion, part-of-speech disambiguation, syntactic parsing, semantic analy-
sis, and entity and relationship extraction. LanguageWare was selected
partly due to the complexity of the language contained in the documents,
which have many spelling mistakes making analysis a complex task.
• Texcavator is a research tool developed as part of a project under the
Translantis research program at Utrecht University (Netherlands) [18],
which was invited to be part of a pilot project, coordinated by the British
Library, for the Financial Times newspaper archive. The tool provides
search over a newspaper archive, with partial query matching supported
through wild-card characters. The search tool is constructed from the
Elasticsearch framework, which supports query recommendation, and
search result snippet generation [11]. Texcavator provides data mining
and visual summaries of the document collection based on user generated
time-lines, word-clouds, and further visualisations generated from user
supplied tags, such as named entities, using the included annotation
tools.
• The Blake project [46] provides search and comparison tools for exploring
the works of William Blake. The retrieval model is based on a boolean
2.5. EXPLORING DIGITAL ARCHIVES 49
retrieval model that adopts a word-level representation for the docu-
ments. The archive contains many literary works and paintings created
by the author and artist, which can be compared side-by-side using a
text and image comparison tool.
• Text Analysis Portal for Research(TAPoR) [38, 164] represents a portal
for humanities researchers to try out different text analysis tools for
their research, aggregated under a single site. In some respects it was
designed to meet the need for a “cyberinfrastructure”, that was designed
to support common research needs, through a network of universities
hosting servers and electronic labs where text analysis tools could be
made available.
• The Software Environment for the Advancement of Scholarly Research
(SEASR) [37], provides a range of text analysis tools as part of a vir-
tual environment. Programmers develop tools using Java combined
with RDF (Resource Description Framework) [5] to generate a series
of reusable software components that can be coupled together and exe-
cuted as part of a work flow of individual processes for data-analytics,
text mining, and resource sharing. The system provides more flexibility
than many of the systems and tools presented in the section. This is
achieved through the “workflows” defined by the developer, for exam-
ple, a preprocessing step, could be included before a call to generate
word-frequency statistics, which means that developers can create tools
for specific research groups and archives.
2.5.2 Commercial tools and systems
Commercial software is largely developed for a specific market or “niche” com-
munity of users. The majority of commercial systems incur a cost to download,
or subscribe to the service, which is often at a level affordable only by institu-
tions, causing them to be out of reach to many researchers [189]. Commercial
software is also often targeted to specific platforms, limiting their availabil-
ity. Furthermore, the tools may be “dumbed-down” for use by a general user,
which often makes them incompatible with how researchers wish to analyse
and compare the content of digital archives [189]. Some of the issues are at-
tributed to how the tools are marketed to potential users. For example, it is
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unclear what “Everything Search”, and “Smart Search” provided by the Logos
Bible reading software, actually gives users in terms of functionality, as there
are rarely any details on how the system interfaces with the data.
• Logos Bible Software [15], released in 1992, and developed by Faithlife
Corporation, was designed for the study of the King James Bible, New
Living Translation (NLT), and the Revised Standard Version (RSV) in
English, Greek, and Hebrew original texts. It was founded by two for-
mer Microsoft employees at Logos Research Systems, a digital publisher
and software company. The last release of the software was version
six, released in 2014. The software provides tools for linking to ex-
ternal sources of information, creating annotations, and analysing the
documents through “parallel passages” represented by interlinear trans-
lations of the text in English, Greek and Hebrew. The software also
provides search in two forms “Everything Search”, and “Smart Search”,
but there is no further details provided about the particulars of each of
the two forms of search. Logos ships with data sets of named entities,
important events, a range of dictionaries, lexicons, and encyclopedias.
Visual media is also included with the documents in the form of illustra-
tions, time-lines generated from important events, and maps of locations
mentioned in the texts.
• Accordance Bible study software [8], released in 1994, and developed by
OakTree Software, Inc., was an early example of a more sophisticated
approach to tool development for the analysis of the English, Greek,
and Hebrew translations of the Bible. The system features a search tool
providing exact and partial query matching, a browsing tool, and visual-
isation tools for creating a time-line representing when people lived and
died, important events, and an atlas view for exploring famous journeys
and battles mentioned in the texts.
• Bibleworks [20], is a desktop application, represented by a suite of soft-
ware tools that provide search and text mining of the Bible. The soft-
ware is aimed at both the individual who wishes to study the Bible,
and researchers. The software provides a search tool with exact and
partial matches to the query. The search tool is also supported by a
morphological filter that allows users to filter the results according to a
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part-of-speech, or the tense and aspect of the terms in the query. These
tools are, by their necessity, language-dependent, since they deal with
language-specific features, which operate at the morpheme-level and re-
quiring a language-specific and word-level approach for identifying the
morphemes encoding tense and aspect in the language.
• Text Metadata Services (TMS) [40] is a suite of NLP tools developed by
ClearForest – a company later acquired by Thomas Reuters in 2007. The
TMS platform is now deployed across the complete collection of Thom-
son Reuters metadata associated with their online digital content. The
platform provides tools for detecting events in narrative text, extracting
and identifying relationships between named entities, and topic classi-
fication. The output of the tools are represented by derived datasets
for supplementing the textual content, which are supplied at a cost to
customers in the commercial sector.
• Leipzig Corpus Miner [49] is an analysis tool developed for the retrieval,
annotation, and mining of textual data through machine learning. The
system allows users to combine the tools in a module way to produce
various forms of analysis from quantitative corpus linguistics to qualita-
tive approaches, for instance hermeneutics involving the interpretation
of written texts. The tools generate frequency and co-occurrence statis-
tics from the document collection, topic models for classification, and
supervised learning methods based on annotated text to automatically
annotate sections of the documents.
A summary of the tools introduced in this section, is presented in Table 2.2,
which references the corpora, languages, and domains that are supported by
the tools.
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This chapter described the current situation faced by the humanities researchers,
who wish to use digital archives as a central resources of primary source ma-
terial important to their research. There has been a large effort on the part
of digitisation projects to make digital representations of archival content ac-
cessible for research through online access. This is an important first step in
providing unprecedented access to primary source material, which was previ-
ously only accessible by visiting the physical archive or library. However, many
of these digital archives provide little if any tools to actually interrogate the
sources, which makes them largely redundant to researchers, since without the
necessary tools for search and browsing, it is challenging and time-consuming
for the researcher to analyse thousands of potentially relevant documents,
compared to the smaller collections of the past.
Where tools are provided, they may require adaptation by the researcher,
in order to obtain the required output, which is usually the result of the tool
being incompatible with the analysis or format of the data. Researchers may
also find themselves grappling with a number of disparate systems developed
as individual tools that address specific research projects, and provide little
consistency in the analysis across different digital archives. The commonly
adopted word-level representation for the terms of the documents and query,
often restricts the developed tools to specific domains and languages. Without
generalised systems and tools in place, researchers are currently unable to fully
analyse all the documents in a consistent way that would permit the discovery
of “parallels passages”, representing textual patterns that encode important
linguistic, literary, social, and cultural information to research. The main ob-
servation from the literature is that tools developed for the digital humanities
need to increase their scope in terms of the provided functionality, data that
the tool can operate with, and the intended audience [99]. Furthermore, the
solution should be modular, extensible, and provide support for the types of
analysis that researchers actually wish to perform, which will in turn enable
them to ask “new questions”, and revisit “old ones” [187].
The approach outlined in this section supports the development of a general
purpose digital infrastructure, and supporting architecture (see Chapter 3),
which provides cross-domain and language-independent support for search and
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text mining of digital archives, both large and small. The infrastructure and
accompanying architecture, presented in the subsequent chapters of the thesis,
represents a new approach that directly addresses the need for quantitive tools
that can support the traditional qualitative methods adopted by researchers in
the humanities. The approach allows any digital archive to be made accessible
very quickly with a consistent set of generic tools. Digital tools developed
from the infrastructure inherit the following properties from the data model
and architecture:
• Flexible to the digital archive.
Addresses the need for a “cyberinfrastructure” that can provide search
and text mining tools straight-forwardly for other research groups and
digital archives.
• Language and domain-independent.
Any arbitrary set of symbols can form the basis of the analysis [166],
making the proposed infrastructure flexible to the domain and language.
The character-based SLM supports the indexing and search of an archive
with very little preprocessing of the text. Furthermore, the character-
level SLM captures more information at the sub-word level, which is
generally ignored by word-based approaches, enabling the infrastructure
to model some level of semantics encoded in the documents.
• Unified approach
The tools are developed from a unified approach to the storage, search,
and text mining (see Chapter 5) of both structured data represented
by metadata, unstructured data represented by the document text, and
supplementary data reflected by images of the original source material.
• Tolerant to the language of the documents and the query.
The character-level representation for the documents and terms of the
query provides built-in compensation for erroneous query specification
on the part of the user, or data-integrity issues resulting from the poor
quality of the digital representation. Phrase search is not often supported
by digital archives, or many of the tools identified in Section 2.5. How-
ever, facilitating phrase-search enables researchers to narrow the search
results to a specific set of relevant sources.
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• Transparent.
The importance or relevance of character-sequences recorded in the doc-
uments and metadata is modelled using a probabilistic approach, where
the assumption is that the more probable a document is given a sequence
of characters, the more likely it will be relevant to the researchers in-
formation need. This means that researchers are no longer faced by a
“black-box”. The SLM underlying the infrastructure enables researchers
to evaluate the tool output under the context of a probabilistic frame-
work, which is intuitive and easy to understand.
• Accessible.
The tools are provided online, and the interface has been developed
according to common design practices adopted by popular tools, in order
to promote accessibility and centralise the content of the archives, as
presented in Chapter 6.
The details of the architecture supporting the development of the Samtla sys-
tem, constructed from the infrastructure, are discussed in more detail in Chap-
ter 3. In Chapter 4, the data model based on SLMs, is presented. The SLM
assigns a weight to the terms of the documents to produce a language model
of each document, and one for the whole collection, which acts as the main
index for search. The chapter discusses how the resulting SLM is stored as a
space-optimised k-truncated suffix tree data structure, which is then queried
to retrieve a set of documents that are sorted according to the probability of
matching the query inferred from the language model of each document to
produce a probabilistic ranking of the documents that most likely meet the
information need of the researcher. The resulting data model supports toler-
ant search by retrieving both full and partial matches to the users query as a
result of the character-level representation selected for representing the terms
of the documents.
The application of SLMs to tasks other than information retrieval is intro-
duced in Chapter 5, which describes several text mining tools developed from
the infrastructure and supporting architecture, in response to the need for
digital tools to support specific types of analysis from the research groups dis-
cussed in the case studies. These include digital tools for search result filtering,
browsing tools generated from the metadata and named entities, image view-
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ing and browsing, query and document recommendation, and the comparison
of variable length character-sequences shared between groups of documents
discussing the same or similar content.
The user interface is an important aspect of system design and develop-
ment, and although the Samtla’s user interface can be redesigned to suit the
needs of different user groups, the current iteration was the result of consulta-
tion and feedback received from our research groups, as part of an iterative de-
sign process. The motivation behind the current implementation is presented
in Chapter 6, which describes the minimal, flexible, and context-dependent ap-
proach adopted for presenting the tools to the researcher in order to dedicate
more space to the document content and digital tool output.
The underlying data model has been formally evaluated by a group of
general users enlisted through a crowdsourcing platform, the details of which
are discussed in Chapter 7. The performance of the Samtla search tool is
assessed by comparing the ranking of the documents inferred from the SLM
for a set of predefined queries, against a ranking generated from the relevance
judgements submitted by the users. The graded relevance judgements pro-
vided by the users were evaluated using a novel approach comprising a set of
non-parametric measures combined with the bootstrap method as a measure
of statistical significance.
The thesis concludes with a summary of the main contributions and lim-
itations of the research. A discussion of the potential avenues for future de-
velopment of the infrastructure and Samtla system is also presented, which
describes additional digital tools that are not currently deployed in the cur-
rent version of Samtla, as well as extensions to the data model supporting the
infrastructure.
The proposed infrastructure, and supporting architecture was developed in
collaboration with real users at the beginning of the development process, for
which no appropriate tools existed, or were inflexible to the type of analysis
performed by the researchers. To summarise, the motivation for the infras-
tructure proposed in the thesis is to provide humanities researchers with tools
that will enable them to pose new questions, through a comprehensive search,
and comparison of key patterns significant to discovering documents that are
relevant to their research topic.
CHAPTER 3
ARCHITECTURE
This chapter describes one of the main contributions of the thesis – a gener-
alised infrastructure that supports domain and language-independent search,
browsing, and comparison of documents stored in small and large-scale digital
archives. A system developed from the proposed infrastructure and supporting
architecture is introduced in Section 3.1. Section 3.2, provides an overview of
the main components of the architecture supporting the Samtla’s search and
mining tools. The Samtla system has been empirically assessed through col-
laboration with a number of research groups in the digital humanities, who
provided the digital archives, see Section 3.3, as well as continued feedback on
the design, and accessibility of the tools during the development process. The
chapter concludes, in Section 3.4, with a discussion of the main advantages of
the proposed infrastructure over current approaches to tool provision for the
humanities.
3.1 OVERVIEW
The Samtla system is a web application built on a client-server architecture,
the client is run in the users web browser, and the server is normally hosted
externally, enabling many distributed users to interact with the application
at the same time. A web application is represented by a web page with some
client-side code written in Javascript to translate the users interaction in to
requests for information from the server. Web pages are usually represented by
a series of static HTML documents, for example, a home page, about page, or
contact us page. Links marked up in the text of the document provide the main
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means for interacting and navigating the website. However, each interaction
with the links in the web page triggers a round trip of communication between
the web browser client and the external server. When the data for the new
page is received by the client there is a noticeable refresh as the browser clears
the old content and loads the new page data. A web application functions
in more or less the same way, except that only select parts of the page are
updated, which provides a seamless user experience similar to that of a desktop
application.
Web applications have become popular as they can be deployed without
the need to directly access the users device for the installation or updating of
the application. Web applications therefore provide inherent cross-platform
support, as a result of the ubiquity of web browsers across a multitude of
devices. Some examples include, Google’s web-mail client Gmail [28], and
Google Photos [29], an image editing application. These applications provide
the same consistent functionality as their desktop software equivalents, but
the application can be accessed by the user across different devices indepen-
dently. Web applications are more complex than their static counterparts, and
require an approach that facilitates the handling of communication between
potentially thousands of clients and the data stored on the server. Further-
more, web applications are software applications in their own right and can
therefore be much larger in scale than a website. Developing highly main-
tainable and reusable code can be achieved by adopting an appropriate design
pattern suited to the task of separating the application in to more manageable
components, and for decoupling the components according to different levels
of responsibility [97]. Some important design considerations include how the
interface of the web application should be structured to facilitate accessibility
(see Chapter 6), how users expect to interact with the application, and how
the input provided by the user affects the data stored on the server. In the
next section, a discussion of the web application implementation is presented,
where the framework supporting the Samtla system is introduced.
3.2 THE FRAMEWORK
The Samtla system operates with a single code-base making the whole system
data-driven. An advantage of this is that upgrades or changes to the function-
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ality of Samtla can be rolled-out simultaneously to each user group. The data
for each Samtla comes from corpora, where each corpus or subcorpus consists
of a collection of text documents, which may be grouped according to a specific
topic, genre, demographic, or origin (e.g institution storing original versions
of the digital texts). A common design pattern adopted by web application
developers is the a Model-View-Controller (MVC) design pattern [74, 131].
The MVC pattern is composed of three main components, which are listed as
follows:
1. Model: located on the server and responsible for retrieving and updating
aspects of the data model used by the system.
2. View: the client, which in our case is the user interface loaded in to the
user’s web browser.
3. Controller: a communication layer between the client and the server,
where the user input is translated in to events that trigger an action
in the model, the controller then updates the view component with the
appropriate data.
An overview of the Samtla architecture is illustrated in Figure 3.1, where
the components of the system are grouped according to the separation of con-
cerns described by the MVC design pattern. Arrows in the diagram represent
the flow of communication between the various components of the system.
Each of the components of the MVC are described in more detail in the sub-
sequent subsections to follow.
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Figure 3.1: The Samtla architecture.
3.2.1 The Model
The model component encapsulates the application logic, which interacts with
the data stored on the server. Any changes made to the data in the model,
are communicated to the controller (see Section 3.2.3), which triggers an ap-
propriate event in the view to update the user interface with the new data.
Furthermore, the model may receive periodic requests from the view compo-
nent for state updates, whereupon it sends the most recent snapshot of the
data.
A typical example in Samtla, is the search and browsing histories for each
individual user and the community. When a user submits a query or views a
document, the view communicates this change to the controller, which then
triggers an update to the log data for that user in the model. Next, the model
communicates with the controller, which passes a ranked list of the most recent
user activity to the view component of all the connected clients, and the section
of the page representing the output of the recommendation tool is reloaded
with the new content. All data passed between the controller and the model
is serialised in JavaScript Object Notation (JSON) [10] format, which enables
the data objects to be further processed by the browser for dynamic rendering
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of HTML snippets for the search results.
In Samtla, the model is composed of a library of Python functions that
interact with the system data. The system data is divided according to func-
tionality and so the data represented by the documents, metadata, and images
are stored in different databases. In addition, the search tools use an index
constructed from the n-grams of the documents and metadata records, written
to JSON format, and serialised to disk; see Chapter 4 for more detail on the
suffix tree component. The model component adopts the following technolo-
gies:
• Python programming language: some adoption of the Numpy and Scipy
statistical libraries for computing the prior in Chapter 5, and the corre-
lation measures in Chapter 7.
• SQL database: all data is stored in a SQL database according to function
e.g. the SLM document model, metadata, pair-wise JSD scores for the
related documents, and user activity log data.
• The character-level n-gram SLM for the collection model is stored in
JSON format to promote portability. The loading function used by
the standard JSON library is overridden with a custom loader, which
casts strings representing numbers to integer format, which considerably
reduces the memory requirements of the data structure when loaded in
to memory after construction.
Where possible, native tools and standard-libraries have been preferred due
to issues arising from third-party API updates, which can sometimes break a
system due to the depreciation of certain features. The advantage is that the
system requires little maintenance, aside from development revolving around
the system itself e.g. new features and text mining tool development.
The application logic is represented by a library of tools. These include
the search component responsible for answering user queries, and uses a Sta-
tistical Language Model (SLM) [196]; see Section 4.4 for more detail on how
we make use of the SLM in Samtla. The SLM communicates with one or
more suffix tree data structures (see Section 4.3), representing the index of
the documents and metadata for search. The suffix tree is loaded into mem-
ory at runtime to ensure a fast response to user queries. The suffix trees also
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support a number of mining tools, which include a related query feature for
recommending queries to the user based on permutations of the original query,
a related document tool, which presents users with a list of similar documents
to the one they are viewing, and a document comparison tool that facilitates
the comparison of shared-sequences between documents. As mentioned, the
community component is responsible for logging user data, such as query sub-
missions and document views, usage statistics reflecting the user’s navigation
histories through the system, and for returning recommended queries and doc-
uments based on their popularity in the user community; see Chapter 5 for
more detail. The only archive-dependent component of the Samtla system,
resides in the model and is represented by a small wrapper function responsi-
ble for parsing the raw content of the documents, or metadata, according to
a number of common electronic formats e.g. ASCII, HTML, XML, TEI, and
PDF.
3.2.2 The View
The view component represents the client, or user interface (UI) (see Chap-
ter 6), which displays the results of the user’s interaction with the web applica-
tion through the browser. The view is a component of the digital infrastructure
with respect to the front-end application logic, however the design and layout
of the user interface elements is considered to be a customisable component
of the infrastructure, which could be redesigned or tailored to the needs of
a specific user group where necessary. The view is composed of a series of
HTML document fragments, style-sheets for formatting the look of the page
elements, and Javascript code libraries for handling the users interaction with
the user interface, and adopts the following technologies:
• Javascript programming language: used for developing the functionality
of the tools in the user interface.
• jQuery: for addressing the disparity between web browsers to ensure the
interactive elements of the interface are consistent cross-browser.
• HTML5: The development of the HTML5 standard provided support
for a number of new features including Local Web storage for recording
users preferences. The Canvas element of the page is used for rendering
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and interacting with the original image of the documents.
The aim of a web application is to provide a desktop-like experience through
the web browser. When users interact with a traditional web page composed
of static HTML documents, each call to the server requires a certain amount
of processing time before a response is received. During this time the user
is unable to interact with the interface as a result of the main thread of the
application being blocked while the server is being polled for a response for
data.
Asynchronous Javascript and XML (AJAX) [106] is a group of web tech-
nologies and approaches that enable parts of a web page to be updated dy-
namically without the need to block the main thread, or reload the entire
content of the web page after each interaction. The main component of the
technology is the XMLHttpRequest protocol [7] that provides the main method
of communication between a client and server. This makes a web application
appear as responsive as a typical desktop application, by enabling the user to
continue to interact with the view, while the response from their last interac-
tion is being processed in the background. When the user interacts with an
element on the page, the view assesses whether more data is required. If a
user collapses or hides an element in the interface, there may be no need to
revisit the model, whereas a list of search results in response to a query does
require additional data to be retrieved. If needed, an AJAX request is sent to
the controller for a response from the model, which is then passed back to the
view to update the appropriate section of the page. AJAX is one of the key
web technologies that permitted the emergence of web applications capable of
emulating the user experience of desktop applications.
3.2.3 The Controller
The controller defines how the web application behaves in response to the users
interaction with the system. Consequently, the controller acts as the main
communication bridge between the model stored on the server, and the client
represented by the view. The controller achieves this through the adoption of
the following technologies:
• Python 2.7 programming language: version 2.7 was selected due to its
compatibility with some of the more advanced Python packages includ-
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ing numpy and scipy, which provide powerful matrix computation and
implementation of common statistical measures. Python 3.2 may be
more appropriate in future due to the unifying approach adopted for the
encoding of strings e.g. unicode versus ASCII.
• Django web framework: provides the main mechanism for communica-
tion between the server and the front-end of the Samtla system. Also
responsible for the storage, retrieval, and validation of user login creden-
tials.
The controller maps a number of event listeners to the elements of the web
page in the view layer using a unique URL, one for each action, which are then
mapped to a corresponding function in the model which is mediated by the
Django web framework. The event listeners in the controller are partitioned
according to functionality: search, mining, and the recommendation tools
(see the controller layer in Figure 3.1). When the user interacts with the
page elements, through selecting text or clicking a button widget, an event is
triggered and picked up by the controller, which calls the appropriate function
that instigates a request for information or an update to the data in the model.
When data is received by the controller the appropriate section of the page
is identified and the data is loaded in to the view for rendering on the page.
To illustrate with an example, clicking a button representing the query and
document history for the user and community of users (see Chapter 6), triggers
an event listener in the view component, which requests an update on the most
recent search and browsing activity in the system through the controller to
the model component. The result of the request is then passed back to the
view for rendering in a side-bar.
3.3 THE CASE STUDIES
Samtla has been developed through continued collaboration with a range of
user groups. Each case study provided a specific challenge to information
retrieval, browsing, document comparison, and user interface design. One
of the biggest challenges revolves around the nature of the corpora, which
encompass historic documents that vary in terms of the language, due to
a lack of standardisation in spelling conventions between periods, and indi-
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vidual authors who tended to write as they spoke given the local dialect.
Furthermore, historic texts contain archaic affixes, vocabulary, and grammar
that have no modern day equivalent. Examples of such corpora include the
Aramaic Magic Texts from Late Antiquity, and the British Library Microsoft
archive of scanned books.
The quality of the digitised object may also present a challenge, due to
poor OCR recognition rates, or damage to the original source. Quality issues
have an impact on all the document collections introduced, to some degree,
but the problem is particularly pronounced with the aforementioned British
Library Microsoft archive, and early editions of the Financial Times newspaper
archive, which was acquired through a pilot study in collaboration with the
British Library. Aside from common issues associated with language change
over time and digitisation quality, some collections may contain documents and
metadata in different languages within the collection itself. For example, the
previously mentioned Aramaic Magic Texts from Late Antiquity, and British
Library Microsoft archive. A further case-study is provided by the works
of Giorgio Vasari, who was one of the world’s first art historians. Samtla
operates with his most famous and significant work, the Lives of the Most
Excellent Painters, Sculptors, and Architects. This collection supports the
research needs of the Art and History department at Birkbeck University
by facilitating the exploration, search, and comparison of the English and
Italian translations of the original, under a single system. A last case-study is
represented by the King James Bible in English, which was developed for the
purpose of demonstrating the capabilities of the framework, as many people
are familiar with the content of the Bible, and the output of the search and
mining tools are in English.
The philosophy has been to work alongside our users to understand the
problem domain and then to develop the tools and features that will be of
practical use to them. One of the advantages of the framework presented in
the thesis, is that the tools are modular in design, and data-driven. This
means that tools developed for one specific user group, can be released to
all user groups, allowing the whole community of users to benefit from tools
developed through the collaborative efforts of each separate research group.
This section describes each case study in more detail with a description of the
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users group, the problem domain, the provenance of the texts, and the tools
that were designed to address the research needs of the group.
Aramaic Magic Texts from Late Antiquity
Figure 3.2: An Aramaic Magic Bowl for protection against demons, 6th cen-
tury AD, c©The Trustees of the British Museum [21].
The first research group is represented by a team of historians led by the Uni-
versity of Southampton [6], who are analysing a corpus of 650 Aramaic Magic
Bowls and Amulets from Late Antiquity (6th to 8th CE). A large portion of
the texts are written in ink on earthenware bowls (see Figure 3.2), and rep-
resent important primary sources describing the cultural and religious beliefs
of Jewish, Christian, Mandaean, Manichaean, Zoroastrian, and Pagan com-
munities living in the period just before the Islamic conquest of the Sasanian
Empire [43]. The texts are written in a number of related dialects including
Aramaic, Mandaic, and Syriac scripts, and some sections in Hebrew represent-
ing passages from the Bible [132]. Furthermore, the texts represent a variety
of topics and subject matter, including magic incantation formulae, medicine,
law, and culture.
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Motivation:
The research involves searching and comparing textual fragments that have
significance for history, religious beliefs, and linguistic research. Specifically,
there is the potentially for discovering unattested vocabulary and grammatical
structures that have not been recorded in other similar text collections. The
approach involves identifying the main textual fragment, and then locating
duplicated forms across the corpus, including approximate matches that rep-
resent slight variations of the sequence as a result of differences in authorship,
dialect, script, and time period.
The analysis of the texts was largely performed through close-reading of
the texts, and with some adoption of computer-assisted analysis through stan-
dard word-processing and spreadsheet software for search and highlighting text
fragments for document comparison. However, the tools were not well-suited,
or sufficient for text-analysis over such a varied corpus of documents. The
main issue was that the native search tools were unable to identify approxi-
mate text fragments, resulting in the recall and precision of the search results
being very low. Furthermore, the limited functionality of the tools meant that
comparing the complex similarities and variations between the content of the
documents was not a trivial task, even for a corpus of only 650 texts. To
illustrate the problem, if we were to segment the text into words according
to white-space, it would ignore the fact that agglutinative languages adopt a
root morpheme, which is then inflected through the addition of prefixes and
suffixes describing number, gender, and syntax (i.e. prepositions) in relation
to the subject of the verb. As previously stated, Aramaic words are composed
of a tri-consonantal root. As an example, the verb ktb “to write”, takes the
following suffixes (singular forms):
• k’tab-it “I wrote”.
• k’tab-t(a) “You wrote” (masculine).
• k’tab-t “You wrote” (feminine).
• k’tab “He (or it) wrote”.
• k’tab-at “She (or it) wrote”.
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Nouns display similar behaviour in terms of number, with the addition of
singular and plural marking, for instance: yoma “day” (singular), yomayyaa
“days” (plural). However, there are also irregular forms, resulting in slight
phonological changes: qarta “city” (singular), qirwayyaa “cities” (plural). The
noun, may also take a pronominal suffix, such as yati ’me’, or yat’hen ’them
(feminine)’, which can be combined with a preposition, for example, l “to”,
becomes: li “to me”, l’hon “to them” (feminine).
The above outline of the Aramaic language neglects one of the main fea-
tures of the texts. The inscriptions were not designed to be read, and conse-
quently there was no editing or “proof-reading” of the final inscription. There-
fore, these texts represent how people spoke in late antiquity and include a
wealth of information about the phonological properties of different Aramaic
dialects. As a result, there is a great deal of variability, even those containing
the same inscription or magic formula, which is caused by a number of factors
including differences in vernacular, and the literary competence of the scribe.
In fact, the bowls were commissioned for clients who were often illiterate, re-
sulting in some bowls being “faked” due to the actions of some ’unscrupulous’
scribes [168]. The Samtla system was first developed in response to the need
for tools to cope with the diversity of the texts. The collaboration, feedback,
and empirical assessments determined much of the design and implementation
of the system’s key tools.
Research interests:
The users come from a wide range of disciplines including history, religion,
literary analysis, and linguistics. Their main research consequently focuses on
answering questions surrounding how the content of the texts was transmitted
across location and time period, the historical facts and inter-cultural relations
recorded in the texts, the structural composition of the texts, and the literary
motifs used by the scribes or authors of the texts. Figure 3.3 illustrates where
Samtla fits into their research methodology. Under this context Samtla was
designed to support the analysis of textual fragments across a large number
of texts which had previously been impossible with existing tools.
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Figure 3.3: A slide illustrating the workflow of the researchers and how Samtla
fits into their methodology.
Design:
The project leader was involved in the design of the user interface, where
they provided feedback and suggestions for improvement. During this user-
centered design process, the project lead identified usability issues, and as-
sessed the quality of the system output with respect to known and well un-
derstood texts. The project lead provided information on the methodology
adopted by his team of researchers and supplementary information on the
particulars of the Aramaic language in order to help design and test the out-
put of the tools. The resulting interface was designed to be minimal and to
centralise the document content and output of the tools.
Testing:
Testing was performed together with the lead researcher by taking well-known
and representative cases of the problem domain, and comparing the output of
Samtla with the example known items. In addition, the researchers provided
a list of 20 queries for us to generate the search results and send back to them
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Figure 3.4: An early prototype of the Samtla interface.
for validation. From these sessions several issues were addressed, including
those related to how the texts were preprocessed. One researcher noted that
the removal of some punctuation from the texts as stop-words makes the text
appear as if it were complete. Many times the reconstruction of the text can
be incomplete or incorrect, yet the user receives the impression that the text
reads continuously. We resolved these issues by obtaining lists of reserved
punctuation characters that should be included in the indexing and search
over the texts. When developing the recommended query tool the researchers
provided a list of requirements that Samtla should consider when searching,
which was related to differences in the language and orthography:
• !י and !ו are commonly interchangeable in any position in the word except
as its first letter. These two letters are also often omitted or duplicated.
So if I search for !תומ, I want Samtla to bring up also !תימ, !תמ, and even
!תיימ.
• !ק and !K are interchangeable. So a search for !אתפוקסיא should also yield
!אתפוכסיא.
• !ה and !ח are interchangeable (as they are written identically).
• !ד and !ר are interchangeable (as they look alike).
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• !ה and !א are interchangeable at the end of the word. So if I search for
!התוסא I expect Samtla to also yield !התוסא.
As the project developed new texts were introduced. The researchers
helped to identify the updated texts and to reclassify others that represented
earlier transcriptions added to the Babylonian Aramaic Incantation Texts
(BAIT), which were relabelled to VAM to reflect their current location in
the archives of the Vorderasiatisches Museum. A further 29 texts from the
Gollancz archive were also added to illustrate Samtla’s ability to work with
different Aramaic dialects. These included the need to support the search
of the literary motifs across different scripts, including Aramaic, Syriac, and
Arabic. The researchers provided lists showing the correspondence between
the characters of the corresponding scripts, see Figure 3.5, which were used to
produce a character mapping that could be applied when users submitted a
query. Although the Samtla system was developed to support the researchers
of the Aramaic Magic Bowl archive, from the start it was important to ensure
that the software developed was not language specific. The premise being that
the Aramaic texts offer an appropriate level of complexity in comparison to
the text-based queries that are asked in the study of textual corpora in any
other language. We met with the researchers on a weekly basis through meet-
ings with the lead researcher of the project through Skype, and regular email
correspondence.
System resources:
The Samtla system was first developed in response to the need for tools to
cope with the diversity of the texts. The collaboration, feedback, and em-
pirical assessments determined much of the design and implementation of the
system’s key tools.
• Metadata: 539 records, File size: 228.4KB, Suffix Tree size: 0.14GB,
Build time: 8.43 seconds.
• Documents: 539 records, File size: 947.2KB, Suffix Tree size: 1.09GB,
Build time: 39.2 seconds.
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Figure 3.5: An example of the lists provided by the researchers showing the
mapping between characters in different semitic scripts.
British Library Microsoft archive
Figure 3.6: “The House that Jack Built”, Moon, M. Harris. Published 1821,
London. Printed for Harris and Son, corner of St. Paul’s Church-yard.
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Microsoft partnered with the British Library to digitise and make available
via MSN Book Search [2, 3], 25 million pages from the British Library collec-
tions. In total 68,000 volumes were scanned, resulting in 30TB of digitised
material. The MSN Book Search service, was later abandoned potentially
due to direct competition from its competitors, such as Google, who were
providing similar services. The digital archive was bequeathed to the British
Library and released to the public domain. The collection contains out of print
books that are little known or studied as a result of being first editions that
were never reprinted. The texts are considered to be important to historians,
linguists, and educators, but also as the data for researching information re-
trieval applied to book corpora [193]. The documents cover a broad range of
languages, including English, French, German, Spanish, Hungarian, Russian,
and Malagese. Furthermore, the documents are diverse in terms of literary
genre, e.g. poetry, maps, journals, reports. In addition, the retrieval task is
not trivial as the language contained in the documents evolved over a time pe-
riod of nearly four centuries (1500 - 1900). Lastly, the OCR quality of many of
the documents is quite poor, rendering the documents unsearchable as a result.
Motivation:
The Samtla system was also applied to the Microsoft corpus of scanned books
in order to demonstrate the flexibility of the Samtla system applied to the
British Library collections to the Digital Research team. In the case of the
Microsoft archive, the Digital Research team were interested in tools for the
search and browsing of documents across many different languages, time pe-
riods, and media. The Microsoft archive was proposed as an ideal corpus to
test the tolerance of the Samtla system to archives containing documents with
very poor OCR quality, which makes them very difficult to retrieve through
word-based information retrieval.
There were no formal requirements, other than the fact that the resulting
implementation had to demonstrate how some of the issues related to the in-
formation retrieval of documents in different languages, and poor OCR could
be mitigated against with the proposed infrastructure.
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Research interests:
The British Library Labs team provided the archive on the understanding
that it would be available to researchers. As far as they were aware the only
specific research interest was on a subset of the archive represented by Latin-
American texts related to society and history.
Design:
The Microsoft archive differs from previous archives we have worked with
due to the quality of the documents, as a result the design of the tools was
related to providing a fallback when the document content was unusable for
the purpose of search, browsing, and comparison. The Samtla data model was
therefore updated to include a metadata language model to support search
over the metadata records, which supports search over different media-types,
including unstructured text, tables of figures, photographs, and maps, thus
providing a unified approach to information retrieval over different media (de-
tailed in Chapter 5).
Testing:
Testing was performed by ourselves and members of the British Library Labs
team. We met with the Curators of Digital Research, Chief Digital Officer,
Head of Digital Scholarship, Digitisation Project Analysts, and the Lead Cu-
rator of Hebrew and Christian Oriental Collections to discuss the corpus and
how Samtla could be useful in providing tolerant search and comparison tools.
Further meetings and email correspondence involved colleagues in the British
Library Lab team who provided the data and additional metadata, as well as
information on the kinds of tools that had been developed in the past and
what tools were still needed in order to fully utilise the corpus for research.
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System resources:
Samtla operates with a 3TB sample of the collection, provided by the British
Library as a test case. The underlying framework introduced in Chapter 4,
solved many of the issues associated with information retrieval over low quality
OCR as a result of the flexible search and mining tools. A metadata search tool
was developed for this archive to support the information retrieval of different
media-types, including unstructured text, tables of figures, photographs, and
maps, thus providing a unified approach to information retrieval over different
media (detailed in Chapter 5).
• Metadata: 50360 records, File size: 19.9MB, Suffix Tree size: 8.30GB,
Build time: 713.67 seconds.
• Documents: NA.
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Financial Times newspaper archive
Figure 3.7: A single page from the Financial Times newspaper archive for
Friday 1st September 1939.
The Financial Times Historical Archive [27] covers 122 years of the daily edi-
tions of the Financial Times newspaper from the period 1888 to 2010. The
newspapers cover a broad range of literary domains including: business and fi-
nance, British and international politics, science and technology, and arts and
leisure. The archive was released as an interdisciplinary resource for the re-
search of history, business, management, finance, and politics over the past 122
years. The complete archive was published online by Gale Cengage Learning a
publisher of e-research and education for libraries, universities, and businesses.
Access to the archive is restricted to institutions and businesses, which puts
it beyond the individual researcher, unless their institution has purchased a
copy.
The main tools provided by the website include both full-text search, and
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an advanced search that allows users to specify boolean operators to narrow
down the search results. Furthermore, the users can browse the collection for
any particular date, or by selecting filters representing the metadata stored
for the documents. A pilot study was conducted in 2015, between the British
Library and the Financial Times, who were looking for new ways to search
and browse their collection. Samtla was selected as a case study, together
with the Texcavator tool (see Chapter 2). The FT were looking for novel ways
to search and explore their content to help increase their readership to one
million subscribers. The British Library released a small sample of the collec-
tion containing four years of daily newspapers. The collection is supplied in
XML format with accompanying metadata embedded in each document, and
a library of images representing the original scans of the newspapers.
Motivation:
Samtla was selected as part of a pilot project in collaboration with the British
Library and the Financial Times (FT), which focused on a historic archive of
Financial Times news articles dating from 1888 to 1999.
Research interests:
The archive caters to a wide-range of research including the history, soci-
ety, popular culture, politics, and economics.
Design:
The main challenge of this archive relates to the OCR text, which in some
cases renders the raw text unreadable. As a result an important extension
to Samtla was to combine both the text and the original scanned image as
part of the document view. This also required updating a number of the
tools, such as those related to named entity visualisation to enable the data to
be rendered in both the raw text, but also the text content of the original scan.
A set of new features were developed which utilised the image data that
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comes as part of a document collection. Images include illustrations in the
main text of the document, or the scanned original. Users can choose to nav-
igate between the raw OCR text and the original source document, which
enables them to read the original document when the OCR recognition rate
is low.
Testing:
Testing was performed by ourselves, with a final review conducted by the
Lead Curator for News and Moving Image at the British Library, together
with a colleague familiar with the OCR challenges related to the archival text.
The design and testing of the system was performed by ourselves with ad-
ditional guidance and feedback provided through regular email correspondence
and three meetings with the Lead Curator for News and Moving Image at the
British Library.
System resources:
The Samtla system provides the majority of the same functionality as that
developed by Gale Cengage Learning for the archive. The difference between
Samtla and the existing system, is that Samtla provides tolerant search at the
character-level, whereas the Gale Cengage Learning system operates at the
word-level. Furthermore, the system lacks a recommender system, and the
related document and document comparison tools native to Samtla for the FT
newspaper archive.
• Metadata: 70334 records, File size: 41.2MB, Suffix Tree size: 5.64GB,
Build time: 1058.78 seconds.
• Documents: 70334 records, File size: 250.0MB, Suffix Tree size: GB,
Build time: seconds.
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King James Bible in English
Figure 3.8: The inside front cover of the 1611 edition of the King James Bible.
Motivation:
Although the initial Samtla was developed for the study of the Aramaic Magic
texts, the aim was to negotiate with other research groups via Southampton’s
Digital Humanities cluster for an English corpus that would enable us to moni-
tor and review the patterns and dynamics of a large body of users of the Samtla
system. To this end, Samtla was extended to the King James Bible for demon-
stration purposes.
Research interests:
There were no users involved in the design or testing of the Samtla system.
The purpose of this version was to demonstrate the capability of the tools
developed for each individual archive.
System resources:
The Samtla system for the King James Archive provides access to all the
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tools and features developed during the lifetime of the Samtla system.
• Metadata: 1185 records, File size: 243.7KB, Suffix Tree size: 0.03GB,
Build time: 7.32 seconds.
• Documents: 1185 records, File size: 4.4MB, Suffix Tree size: 4.93GB,
Build time: 319.06 seconds.
Giorgio Vasari archive
Figure 3.9: A portrait of Giorgio Vasari.
The fourth research group is the Vasari Research Centre. The documents rep-
resent chapters from the book Lives of the Most Excellent Painters, Sculptors,
and Architects by Giorgio Vasari (1511 - 1574). Giorgio Vasari is considered
to be the founding father of the Art History discipline [50].
The Giorgio Vasari archive consists of 314 documents in the original Italian
and a corresponding English translation. The collection is used for research
and as a teaching aid for students in class, and the search and mining tools fa-
cilitate the discovery of related material in both languages. A large number of
images representing the paintings, sculptures, and architectural features also
accompany the archive, which are important to the researchers of art history.
3.3. THE CASE STUDIES 81
Motivation:
The Art History department at Birkbeck reviewed a demonstration of the
Samtla system as applied to the Bible corpus. The resulting collaboration
aimed to develop tools that would be useful for History of Art applications.
One suggestion early on in the collaboration was to use Giorgio Vasari’s
”Lives of the Artists” (c.1550) as a core text, and then linking the information
in the texts with visual sources, geographical locations, personal biographies
of the named artists and other data. A 1912 translation of Vasari’s work
was provided by the researchers. The final Samtla was to act as a resource
which would be immediately useful to all levels of Art History students and
researchers, whilst being reasonably straightforward to link to wider resources.
We worked with three researchers in the department of Art History at
Birkbeck to develop Samtla to support image browsing, and search over both
English and Italian translations of the original text, together with features
that would link named entities in the text to external sources of information
such as Google maps. The researchers supplied a list of 180 names of artists
and architects as a starting point for linking between the document text and
external resources. In addition, the researchers were involved in populating a
database of suitable images to accompany the texts, which were composed of
1907 high-resolution scans taken from the Dr Franz Stoedtner Photographic
Lantern large format glass slides collection dating from the early 20th Cen-
tury. Furthermore, we received metadata related to the image collection, which
recorded a description and location and artist information to be indexed by
the system.
Research interests:
History, history of art.
Design:
The search component of Samtla already permitted the search of documents
across several different languages represented by the Aramaic Bowl archive,
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however, image browsing, with respect to images that may accompany the
text, was not yet fully developed. In order to support the browsing of image
data, the Samtla system was updated with an image browsing tool, which was
integrated into the existing browsing tools based on the metadata and named
entities. The users provided information on representative examples of the
types of tools that they had previously adopted, however they had no involve-
ment in the actual design of the resulting tool, since there was no requirement
to develop an independent tool as the browsing architecture already existed.
Testing:
The three researchers tested the resulting update to Samtla, and identified
further avenues for extending its capability including the addition of enriched
metadata collated by members of the team.
The testing and design phase involved meetings with the researchers every
three months to discuss the progress of the project and how to tailor the tools
to the needs of researchers of Art History who use the works of Giorgio Vasari
as primary source material for their research.
System resources:
The Samtla system was extended to enable the browsing of images that ac-
company the documents so that the researchers could visually identify the
documents since much of their research involved familiarity with the work of
individual artists and architects. Furthermore, metadata extracted from the
image captions was used to supplement the browsing tool with named entities
represented by individuals depicted in the works, and the original painter or
sculptor.
• Metadata: 314 records, File size: 7.6MB, Suffix Tree size: 0.03GB, Build
time: 1.36 seconds.
• Documents: 314 records, File size: 5.1MB, Suffix Tree size: 7.80GB,
Build time: 393.38 seconds.
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3.4 DISCUSSION
The framework presented in this chapter supports the search, browsing, com-
parison, and recommendation of archival content. The platform independent
solution provided by the web browser promotes accessibility of the digital
archive to a wider community of researchers than could be achieved with a
desktop application. In addition, researchers may wish to access the system
across a range of different devices, such as smart phones, and most of these
devices come pre-installed with at least one web browser. A further advantage
is that any system updates are available instantly when the user loads the web
application, making it easy to maintain.
The MVC design pattern was adopted for its simplicity and ability to
separate the system components according to responsibility. The architecture
derived from the MVC pattern represents tried and tested techniques adopted
for the development of scalable web applications that can support the access
of resources by many distributed users [74].
Samtla operates with a range of different corpora that are stored separately
in the model. The data for each corpus is passed to the program logic of the
model using a small set of wrappers to extract the text from common file
formats.
When a change to the data is requested by the view as a result of the user
interacting with the search or text-mining tools, the controller component is
responsible for validating the request and instigating an update to the data
stored in the model. The controller is responsible for translating the users
interaction with the interface through mouse, keyboard, and touch input in
to a series of HTTP requests that are mapped to a function in the system,
which instigate a change to the data stored in the model component. The view
receives an update from the model, and renders the result of the change to the
system state to the user.
A number of variations on the MVC pattern have been proposed. These in-
clude the Model-View-Presenter MVP, and Presentation-Abstraction-Control
PAC where the components are organised in a hierarchical structure of ab-
stractions, which allow the components, such as the view, to be represented
by different levels of abstraction, each with their own purpose or utility. This
pattern is not commonly adopted due to the complexity of designing an ap-
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propriate level of abstraction for even simple interactive elements of the user
interface such as a query submission button. However, the idea is that the
approach decouples the user interaction from the strict structure imposed by
a layered system architecture (like the MVC) [85].
The simple MVC pattern has several benefits over other variants of the
pattern, including; the ability to write reusable, and easily extendable code.
In addition, the separation of the interface logic from the stored data makes
the architecture of the system easier to update and maintain. This means
that the model, representing the application logic and data, can be re-used
across different web applications. In the same way, the view component can
be represented by more than one type of UI, without interfering with the main
program logic stored in the model (e.g. a system administrator user interface).
For very large web applications, it is common to find developers working on
separate components of the MVC, and the separation of concerns means they
can work independently of each other, or specialise in one area of development
at a time [74].
The architecture presented in this chapter is purely data-driven as a result
of the character-level representation for the document index and the SLM re-
sponsible for the scoring of sequences of characters in a given language. The
approach allows any digital archive to be deployed very quickly, by substitut-
ing the data underling the model component. The tools are exposed through
the controller component and their availability is conditioned on whether the
data exists for the particular archive, which is defined by a separate config-
uration file. This means that, unless a new tool is developed in response to
the new archive, there is no requirement to update the existing components
each time a new collection is introduced. The data model reflected by the
character-level SLM approach provides a lot of flexibility with respect to the
archives that Samtla can operate with, as demonstrated by the case studies
presented in Section 3.3, which addresses the need for a general-purpose in-
frastructure that can support the development of digital tools to address the
varied needs of researchers in the humanities who use digital archives and
digital representations of primary source material as a key resource for their
research [186].
Each case study introduced in this chapter provided a specific challenge
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to information retrieval, undirected browsing, document comparison, and user
interface design. One of the biggest challenges revolves around the nature of
the corpora, which encompass historic documents that vary in terms of the
language, due to a lack of standardisation in spelling conventions between
periods, and individual authors who tended to write as they spoke given the
local dialect. Furthermore, historic texts contain archaic affixes, vocabulary,
and grammar that have no modern day equivalent. Examples of such corpora
include the Aramaic Magic Texts from Late Antiquity, and the British Library
Microsoft archive of scanned books.
The quality of the digitised object may also present a challenge, due to
poor OCR recognition rates, or damage to the original source. Quality issues
have an impact on all the document collections introduced, to some degree,
but the problem is particularly pronounced with the aforementioned British
Library Microsoft archive, and early editions of the Financial Times newspaper
archive, which was acquired through a pilot study in collaboration with the
British Library.
Aside from common issues associated with language change over time and
digitisation quality, some collections may contain documents and metadata in
different languages within the collection itself. For example, the previously
mentioned Aramaic Magic Texts from Late Antiquity, and British Library Mi-
crosoft archive. A further case-study is provided by the works of Giorgio
Vasari, who was one of the world’s first art historians. Samtla operates with
his most famous and significant work, the Lives of the Most Excellent Painters,
Sculptors, and Architects. This collection supports the research needs of the
Art and History department at Birkbeck University by facilitating the explo-
ration, search, and comparison of the English and Italian translations of the
original, under a single system. A last case-study is represented by the King
James Bible in English, which was developed for the purpose of demonstrating
the capabilities of the framework, as many people are familiar with the content
of the Bible, and the output of the search and mining tools are in English.
The philosophy has been to work alongside our users to understand the
problem domain and then to develop the tools and features that will be of
practical use to them. One of the advantages of the framework presented in
the thesis, is that the tools are modular in design, and data-driven. This
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means that tools developed for one specific user group, can be released to
all user groups, allowing the whole community of users to benefit from tools
developed through the collaborative efforts of each separate research group.
This section describes each case study in more detail with a description of the
users group, the problem domain, the provenance of the texts, and the tools
that were designed to address the research needs of the group.
The information needs of researchers are varied and dependent on the
discipline. For many researchers their discipline is very much tied to a single
domain, topic, or focus on specific collections or subsets of documents in an
archive. Consequently, researchers will tend to discover the archival content in
a number of ways, either through directed search, browsing, or chaining from
other documents [183].
Looking across the various disciplines of the Humanities it is clear that
the definition of what constitutes “doing research” can be quite problematic.
Early career researchers or those approaching a new topic, will tend to adopt a
directed search strategy in order to identify the most highly relevant primary
source material in their chosen domain. Established humanities researchers,
on the otherhand, tend to focus on acquiring an understanding of the primary
sources through close-reading [183, 190], where the researcher reads the text
several times in order to obtain a comprehensive overview of the relevant
textual content. This is then followed by a deeper analysis, which attempts to
identify the relationship between patterns in the textual content reproduced
over several documents (known as hermeneutics) [189], which can also lead
to the discovery of new documents, known as linking [183]. The approach
allows researchers to evaluate any correlation or connection between entities
and events, which define the context and scope of the research topic [142].
Coverage of the topic is therefore an important aspect of the research, as
the results are largely evaluated on the basis of the extent and depth of the
identified patterns, or relationships, between the sources [142]. For instance,
the researchers of the Aramaic Magic Bowl archive tend to search, browse, and
chain in equal measures. The researchers search for specific formulae in the
document content, which they then use to inform them about new documents
that they can browse, search, or link from. Whereas, the researchers of the
Giorgio Vasari archive tend to browse the archive as their discipline is focused
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on the textual content, and related images according to specific artists, and
architects that cover their research domain.
CHAPTER 4
SEARCH
This chapter introduces the data model stored under the model component
of the architecture, which supports the search and mining tools developed for
the Samtla system (see Chapter 3). The chapter begins with a brief overview
of information retrieval in Section 4.1. One of the main components of the
novel infrastructure, represented by the Statistical Language Model (SLM) is
presented in Section 4.2. This is followed, in Section 4.3, with a description
of the novel character-level n-gram SLM data model, and the character-level
k-truncated suffix tree data structure used to store the SLM as an index of
the n-grams of the documents for the provision of full and partial matching
of the n-grams in the query. The SLM assigns a probability to each n-gram
of the documents, which are then retrieved in response to the n-grams of the
query. Section 4.4 presents the query model used to rank the documents,
which assesses the contribution of each n-gram according to the SLM for the
document, which returns the probability that the document generated the n-
grams of the query. The documents are ordered according to probability to
create a ranked list of the documents with the most “relevant” document at
the top of the search results. The retrieval performance of the SLM approach is
very much dependent on how well the model parameters have been estimated
[196]. This requires some form of smoothing, which plays an important role
in producing an accurate model of the language recorded in the documents
(discussed in Section 4.5). The approach presented in the chapter is also
easily extensible to specialised information retrieval tasks, such as metadata
search, which is illustrated in Section 4.6. Furthermore, several case studies
are presented, which demonstrate the flexibility of the approach to search over
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a range of different domains, languages, and research needs, in Section 4.7.
Lastly, the chapter concludes with Section 4.8, which summarises the most
important aspects of the infrastructure.
4.1 OVERVIEW
Search engines are one of the most important and widely used technologies
that exist today as a result of the dramatic increase in digital material available
through the internet, on e-book readers, and in mobile applications. Common
applications include databases where information is retrieved through a query-
ing language complete with its own syntax, and internet browsers that return
information from web pages consisting of both structured and unstructured
text data, through natural language queries. Search engines enable users to
extract information on a specific topic from both structured and unstructured
text data [143]. The user has an information need representing a prototypical
idea of a document describing the particular topic of interest. This infor-
mation need is expressed through one or more terms, where a term defines
a meaningful sequence of characters, known as n-grams, in the language. A
search engine locates documents by identifying the n-grams of the query in the
documents, and then generates a ranking of the documents according to the
“importance” of each n-gram. The notion of “importance”, otherwise referred
to as “relevance”, describes the users’ expectation of which documents should
appear at the top of a ranked list of search results, in other words, which
documents the user may be looking for [196].
Natural language data is very complex and a digital archive represents
only a small sample of a much bigger population of natural language data.
In order to capture accurate statistics of the distribution of a n-gram in the
documents according to any given language, the n-grams of the documents
are often normalised through a preprocessing step, and the weights for the
n-grams are smoothed to reduce the contribution of the n-grams that are not
descriptive of the topic described by the users search intent. Another role of
smoothing is to account for n-grams of the query that return no matches in
any of the documents, which occurs when users over specify their query, or
commit spelling errors. Furthermore, the performance of information retrieval
systems is often conditioned on the choice of document representation for the
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n-grams, the retrieval model adopted for scoring the documents according to
the matching n-grams of the query, the smoothing method selected to account
for missing n-grams of the query, and those representing the syntax of the
language.
4.2 STATISTICAL LANGUAGE MODELS (SLM)
This section introduces the novel and relatively new approach to document
and query term weighting that provides a consistent approach to the index-
ing, ranking, and smoothing of a retrieval model applicable to any domain
and language with very little preprocessing of the documents. The Samtla
system adopts a novel approach for extracting and weighting the n-grams of a
document through the application of a character-level n-gram Statistical Lan-
guage Model (SLM) stored in a space-optimised k-truncated suffix tree data
structure. SLMs provide a consistent approach to the scoring of sequences
represented by natural language data recorded in a digital archive of docu-
ments, which can often be cross-domain, and multilingual. The application of
SLMs to information retrieval is a fairly recent topic of research [143,160,196],
where their recent adoption has largely been motivated by their successfully
application to the domain of speech recognition [143]. SLMs are built on well
established theoretical and statistical methods, for instance the Maximum
Likelihood Estimation (MLE) method [196]. A SLM provides a principled ap-
proach to term weighting. Each document is represented by a separate n-gram
language model storing the probability distribution of the n-grams occurring
in the document. The relevance of a document, given some informational
need, is expressed under a probabilistic framework, where each n-gram in the
document is assigned a probability according to its frequency in the document,
and the document collection as a whole. The retrieval task then involves rank-
ing the documents by extracting the n-grams of the query from the language
model for each document, and sorting the documents so that the top search
result contains the most probable document. The advantage of the SLM ap-
proach is that researchers across different disciplines can easily interpret the
output of the model, since many research disciplines are familiar with the basic
notions behind probability theory.
One of the novelties of the approach is that a SLM can be straightfor-
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wardly extended to tasks other than search, including recommendation [126].
The character-level model selected for the document representation has also
been a recent topic of research, where it has been shown to be effective in
spam-email filtering [117], authorship attribution [107], neural networks [122],
and named entity recognition (NER) [124] compared to the word-level models,
due to the additional semantics represented by word-internal features that are
not available in word-level models without some degree of natural language
processing, such as, word stemming and lemmatisation [143]. A character-level
model reduces the n-grams of the documents to a set of overlapping n-grams
representing the valid character-sequences of the language of the documents.
Depending on the size of n, the character-level representation is able to cap-
ture affixes, words, collocations, and larger linguistic constituents such as set
phrases which represent the “parallel passages” of interest to researchers (see
Chapter 2). However, A character-level representation for the documents, has
a higher dimensional space than the word-level equivalent, which increases the
complexity and storage requirements of the resulting model, which until re-
cently, has been one of the reasons for their lack of wider adoption [145]. There
are several advantages to a character-level representation that make them po-
tentially more effective for information retrieval and text mining tasks than
the current word-level models, which include the following:
• A language-independent approach to term indexing. Some languages do
not have an explicit delimiter that can be used to segment the text in to
morphemes. Furthermore, some languages are highly inflectional, where
a root word receives different prefixes and suffixes according to the rules
of syntax for the language.
• Reduces the need for preprocessing of the documents since all characters
of the input are treated equally [77,145].
• The additional information captured at the sub-word level reduces some
of the issues associated with data-sparseness [151], which is a problem
often encountered by word-level n-gram representations, where there will
be many more n-grams with a zero count for the document.
• A space-optimised approach, where the number of valid character combi-
nations in a given language is less than the possible word combinations.
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In other words, new words can always be introduced in to the language
e.g. names for people, locations, and products, whereas, the number of
valid character-sequences according to the phonological and morpholog-
ical rules of a language are fairly consistent and stable.
The combination of a character-level representation for the documents with a
SLM for modelling the probability distributions of the n-grams, provides a fast,
efficient, and flexible approach to providing search and text mining tools to
researchers of digital archives that can support the types of information seeking
behaviour, such as phrase search, which is commonly adopted by researchers
in the humanities (see Chapter 2). In the remaining sections of the chapter,
the implementation details of the infrastructure represented by the SLM and
suffix tree data structure is presented, which provides the means for quickly
retrieving a set of documents matching the n-grams of the query, through a
domain and language independent approach.
4.3 DOCUMENT INDEX
This section introduces the index of the n-grams and documents, responsible
for supporting the fast and tolerant retrieval of character-sequences of variable
length. The SLM is stored in a space optimised character-level n-gram suffix
tree data structure, which stores the complete model in memory for fast re-
trieval [101, 184]. Suffix trees are well known and understood data structures
used for indexing the characters of a text string. Given a text string, the
resulting suffix tree represents a compressed “trie” data structure containing
all the suffixes of the string as their keys and positions in the string as their
values. A more useful implementation, known as the generalized suffix tree,
is a suffix tree constructed over multiple strings for a set of documents rep-
resented by a corpus rather than just a single string. This representation is
still able to recover higher order structures such as words, and has the further
benefit of preserving the proximity of the terms.
4.3.1 Constructing the index
Any string can be converted into a series of n-grams by sliding over the char-
acters of the string one at a time, resulting in an index of all the suffixes
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contained in the sequence. As an example, Table 4.1 illustrates how the string
“banana”, which has a n-gram size of seven characters, can be converted to









Table 4.1: The conversion of the string “banana” in to character n-grams.
The resulting generalised suffix tree in combination with a fixed-size slid-
ing window is a powerful structure that can be used to locate all instances of
a string and the corresponding documents very quickly. The indexing process
involves converting each document to a set of n-grams. Each n-gram is ap-
pended with a special character $ to signify the end of the character-sequence,
and inserted in to the suffix tree one character at a time. For each new charac-
ter, a node is created labelled with the character, and a count is updated with
the number of times the character has been observed during insertion. When
the “$” character is encountered, a special instance of the node called a “leaf
node” is created, which stores a list of start positions for all instances of the
n-gram and an identifier pointing to the original document (see Figure 4.1).
The construction of a suffix tree is performed with a depth-first search of the
tree, and can be summarised as follows:
1. Create a node and label it as the root R of the tree. This creates the
point of access to the data structure.
2. Convert each input sequence to a list of n-grams and append a special
character “$” to mark the end of the sequence.
3. Starting with the first n-gram, begin inserting characters by comparing
the first character of the n-gram with the labels of any child nodes of R.
4. If there are no children of R with a label matching the inserted character,
create a new node, assign it a count of 1, and make this the current entry
point to the tree.
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5. As this is the first n-gram, each character is inserted as a child node of
the preceding character node until all characters are exhausted.
6. When we encounter the character “$”, then the sequence has ended and
a “leaf node” is generated to store a pointer to the start position of the
n-gram in the document, and the document ID.
7. Set the current entry point back to the root node R.
8. Begin inserting the next n-gram by comparing the characters with the
labels of the children under R. If there is a match then update the count
of the matching node, and continue the search down through the tree
setting the current entry point to the last matched node.
9. If there is a mismatch, then we create a new node at this point, and
insert the remaining characters of the n-gram.
Figure 4.1: A suffix tree constructed from the string “bananas”.
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4.3.2 Storing the index
One of the main challenges surrounding the suffix tree implementation is re-
lated to the cost of memory, which is considerably larger than the original
input [62,100,184]. For instance, a 1MB text string would typically be repre-
sented by a suffix tree of size 10MB in memory. This is due to the way that
strings are converted in to substrings of the original sequence.
Text strings can be quite large, and the depth of a suffix tree is determined
by the length of the longest text string inserted, which would be represented
by the full document text. This can be quite inefficient in terms of memory
and disk storage due to the large number of internal nodes created. One
method for reducing the memory requirement, is to limit the depth of the
suffix tree to produce a k-truncated suffix tree [152, 175], which restricts the
maximum depth of the suffix tree to k nodes by setting the length of the
sliding window to k characters. A high setting for k will enable the resulting
data model to record sub-word level features (intra-word information), and
between word features (inter-word information), but at the cost of a higher
dimensional space [181].
The best value for k is determined by the average length of the words for
the given language. McNamee and Mayfield (2004) [145] found that mean
word length tends to correlate with the morphological complexity of the lan-
guage, and consequently provides a good indicator of the best setting for k,
where they found that k = 5 was sufficient for the majority of European lan-
guages in their study. The best value for k was determined by analysing the
content of the archives with which Samtla currently operates. The majority
of the words in the documents were found to be no longer than 15 characters
in length, which is also supported by Figure 4.2 (adapted from [47]), which
plots the average word length for several languages that differ with respect to
their morphological complexity. Based on the average word length for each
language in the plot, a setting of k = 15 would seem sufficient for capturing
complete word instances. However, languages such as Faroese, which attach
affixes to a root form, may require a higher setting for k, since the addition of
affixes can result in relatively long character sequences. Unigram models have
often been adopted due to the fact that they are easy to implement, and more
efficient in terms of estimation and storage, than the higher-order Markov
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Figure 4.2: Average word length across several language groups represented
by Faroese, English, Latin, Hindi, and Hebrew.
model adopted by the proposed infrastructure. However, the advantage of the
approach proposed in this chapter, is that higher-order n-gram models (up to
n=15), provide support for phrase and proximity queries due to the depen-
dency captured between the terms in higher-order language models, which has
been an approach proposed as part of future work in the development of more
sophisticated language models [196].
Dereferencing
A further optimisation, known as dereferencing, assigns a unique number to
each character of the input. This allows the suffix tree to represent any data-
type, for example, a “1” can represent the character “a”, but equally it could
also represent a syllable, word, or even a clause. As long as the original
representation of the string can be obtained when comparing the node labels
with a query string during search, anything can be indexed by dereferencing
the input. This reduces the memory requirement further as integers are smaller
than character strings (in Python 2.7 an integer consumes 12 bytes, whereas
a string requires 32 bytes) [34].
Path compression
Another method for reducing the space requirement of the suffix tree is to
compress dangling nodes, which are nodes that have only a single descendent
(or child). These nodes are gathered together during a depth-first-search and
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stored as a ’supernode’, whose label is constructed from the concatenation of
the collected node labels [101], see Figure 4.3. Dangling nodes will have the
same count as they only contain a single child node and therefore we do not
lose any information.
Figure 4.3: A compressed version of the suffix tree where the super-nodes are
rendered as ellipses.
On-disk construction
For real world applications, disk-based implementations of suffix trees [62] are
more common, where the intermediate tree is flushed to disk periodically when
the size of the tree grows to a specified limit in memory. Disk-based solutions
are not without their own separate issues, for instance, disk trashing caused
by successive reading and writing of the data, and latency caused by the time
required to locate the correct sector of the disk for loading parts of the tree to
memory.
4.3.3 Searching the index
Search over a suffix tree is performed by starting at the root node and then
descending the tree along a unique path by comparing characters of the query
with the label stored at each node. When the characters of the query are
exhausted or a mismatch occurs, the sub-tree rooted at the last-matched node
is traversed with a breadth-first traversal, and all leaf nodes are collected to
produce an index of tuples containing document IDs and start positions. Suffix
trees allow us to capture both full and partial matches during the traversal as
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we are always returning the last matched node, or in short, matching as many
of the characters of the query as possible.
The language agnostic nature of the implementation has been tested with a
number of corpora, which are both different in terms of their structure, but also
in terms of the language, dialect, script, and domain. Suffix trees are useful
structures for providing fast and flexible search over both unstructured data,
as that represented by the documents, and structured data represented by key-
value databases; see Chapter 5 for a discussion on the differences between the
two implementations. After construction, the suffix tree finds all instances of a
character string in time linear to its length [101]. We can then identify all the
documents containing the character sequence along with the start positions in
the document. In essence, we have an index over a document collection, which
provides the means for constructing a range of applications for information
retrieval, classification, and clustering. Information retrieval is the primary
use of the suffix tree in Samtla, and consequently we require an additional
component for scoring documents retrieved by the suffix tree according to
their importance to the search string.
4.4 QUERY RESULTS RANKING
Statistical language modeling is central to Samtla’s data model and are the
foundation of Samtla’s search tool allowing users to locate documents through
full and partial matches to queries. In Samtla the more probable a document
is in the SLM sense, the more relevant it is to a users query. This enables
us to avoid the philosophical debate on the meaning of “relevance” [149,173].
Instead, the system retrieves the most probable documents described by the
SLM representing the probability distribution of the n-grams in the corpus
being searched.
This means that documents are considered relevant to the query according
to the notion of system relevance or algorithmic relevance which describes
how well the topic of the documents matches the topic of the query. The
assumption of relevance under this context is that the users intent is to retrieve
a subset of the documents that are highly relevant to a query [171]. In other
words, the documents in the corpus being searched are sorted by the system
according to the probability of the n-grams of the documents generating the
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the users’ query. The most relevant documents will be those with the highest
probability and ranked in the top positions of the search results.
An SLM is generated from the whole collection of documents, referred to
as the collection model, and over each individual document, which we call the
document model. The collection model C describes the global probabilities of
the n-grams in the archive. As a result, it is not possible to identify a particular
document as being more important than another. Therefore, a further model
is introduced to store the local probability of the n-gram according to each
individual document, known as the document model D. The document model
D, stores each individual SLM generated over the n-grams extracted for the
given document. This section introduces the two models in more detail, and
discusses their application to the ranking of the documents against the user’s
query. In the remaining sections of the chapter, a generic SLM will be denoted
by M , whilst the collection and document models, are denoted by C and D,
respectively. Each SLM stores the n-grams for the whole archive or each
individual document, where n is taken to be a single character, or a character-
sequence upto some pre-determined maximum number of characters n = 15.
The query n-grams submitted by the user represent a model of the users
information need and provide the mechanism for estimating the probability of
the query according to the language model produced for each document [128].
In short, each n-gram is extracted from the query and used to retrieve an es-
timate of its probability given a language model for that particular document
in D. The documents are then ranked according to the extracted probabili-
ties for the query, and ordered so that the documents containing the highest
probability of matching the query are displayed at the top of the ranked list
of search results [180]. Bayes theorem is one of the key principles underlying
the SLM approach, and is well-motivated for information retrieval, as the aim
of the task is to reduce the collection of documents to a small subset contain-
ing the most relevant documents, according to the users’ query, which is not
known in advance [138, 160]. Using Bayes theorem [135] allows the problem
to be reduced to calculating the posterior probability P (A|B), which is the
probability of event A given event B, once we have established that we have
already observed the event described by B [143, 148]. Using Bayes theorem
and replacing the event A with the n-gram q to represent a query, and event B
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with a language model M , then we can define a query model P (q|M), denoted
by PM (q) and read as “the probability that the query q was generated by the
language model M” to calculate the probability that a document is relevant
to the query, through:
P (M |q) = P (q|M)P (M)
P (q)
. (4.1)
The conditional probability P (M |q) represents the conditional probability of
the language model M given the query q. When M is a document D, this is
the probability of the document D when the query is q, which will allow the
system to rank the documents returned to the user. Thus, when a user submits
a query, Samtla will compute the probability that the query was generated
by the model, M , where M is either a collection model C, representing the
(global) probabilities of the n-grams, or a document model D which stores the
(local) probabilities. In other words, Samtla will compute the probability that
a user who is interested in a given document would submit that query. The
documents are then ranked according to the computed probabilities for each
document, and the top scoring documents are returned to the user.
The collection model C, is stored as a space-optimised character-based
suffix tree, whereas from an implementation perspective, the document model
D, identifies each document by a unique document id, and the n-grams pro-
vide an index pointing to a list of tuples representing the document ID and
probability inferred from the language model. Using a SQL database for the
document model D, allows the probability distributions to be made available
to other system components (see Chapter 5). The assumption throughout the
remainder of this section is that a query q is taken to be a sequence of char-
acters, meaning that there is no notion of a “word” or “morpheme”, simply a
series of individual characters of a specified length m.
The right-hand side of (4.1) consists of the query model P (q|M) = PM (q)
multiplied by a prior probability, P (M). The prior probability of the model
M , when M is a document model D, is its presupposed probability, that
is, the predefined importance of each document regardless of the submitted
query. The current version of Samtla does not support a prior in the query
model; although see Chapter 5 for more on how one could be incorporated.
The prior probability for each document is therefore assumed to be uniform,
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i.e. the same for all documents. When the prior is uniform, the documents
are ranked according to PD(q), and the probability of the query denoted by
the denominator P (q), is the same for all documents and removed from the
equation for the purpose of ranking. If we assume that any query q can be
represented as a sequence of m characters, such that q = c1, c2, ..., cm, then we
can define the probability of a query as:
PM (q) = PM (c1, c2, ..., cm) =
m∏
i=1
PM (ci|c1, ..., ci−1). (4.2)
Calculating the n-gram probabilities requires the adoption of the “Markov as-
sumption” [147, 148]. The Markov assumption allows the probability of each
n-gram to be approximated by the conditional probability of the n-grams pre-
ceding it, known as the n-gram history (or context). This means that we only
make use of its n−1 character history (or less than n for shorter sequences) as
an approximation to the conditional probabilities in (4.2). This makes sense
as higher-order n-grams representing collocations or phrases occur less often
than smaller n-grams represented by words, meaning there is less informa-
tion on which to calculate a reliable probability. We can partly compensate
for this issue by approximating the probability of the higher-order n-grams
using the more reliable estimates of the lower-order n-grams. This enables
the system to include the notion of dependency between large sequences and
small sub-sequences, that is, the dependency or relationship between higher-
order structures (such as clauses, and collocations), and lower order n-grams
describing the syntax of a language.
A common approach adopted for approximating the conditional probabil-
ity, PM (ci|c1, ..., ci−1), on the right-hand side of (4.2), is the maximum like-
lihood estimator (MLE) [59, 115, 143, 151], where the count of a n-gram is
normalised with the total occurrence of n-grams containing the same prefix,
the MLE is defined more formally as:
MLEM (ci|ci−n+1, ..., ci−1) = #(ci−n+1, ..., ci)
#(ci−n+1, ..., ci−1)
, (4.3)
where the # symbol before a sequence indicates that we are dealing with raw
counts in the model M . The history is denoted by n+1 meaning we are refer-
ring to the n+ 1 characters preceding the current character ci. Furthermore,
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for any sequence of characters we have 1 ≤ i ≤ m, and MLEM (c1|c0) is taken
to be MLEM (c1).
Recall from Section 4.3, that each internal node of the suffix tree stores
a frequency count for the character. These counts are used as the basis for
constructing a probabilistic suffix tree to act as the collection model C. The
tree is traversed starting at the root node, and we divide the count of each node
by the count of it’s parent to obtain the conditional probability of the current
node, defined earlier in (4.3), and illustrated in Figure 4.4 below. The main
Figure 4.4: Calculating the MLE for each order of n-gram stored in the col-
lection model C represented by the suffix tree data structure.
issue with the MLE is that it has a tendency to over fit the data, resulting
in there being no probability mass available for unseen character-sequences
[151]. That is, if the n-gram has not been observed, or the user makes a
typographical error, then some n-grams of the query will not be present in
any of the documents. Due to the character-based representation of n-grams,
we are still able to capture partial matches to the query. The initial MLE scores
require tuning in order to calculate a more accurate model of the language.
A n-gram language model requires the estimation of O(Kn) free parameters,
representing the unique n-grams in the archive [151], where k represents the
number of unique words, or characters of the language, and n defines the
order of the Markov chain used to calculate the probability of the n-gram
based its context. If we have twenty-six characters (k=26) representing the
finite alphabet of the English language, and a 3-gram language model (n =3),
then there are as many as 19,683 parameters to estimate, corresponding to
all possible 3-gram character-sequences. In reality, the number of parameters
is often lower since there are language-dependent rules that determine which
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character-sequences are valid as a result of the phonology, morphology, and
orthographic conventions of the language.
4.5 SMOOTHING
To recap, information retrieval involves the application of methods and algo-
rithms to the scoring of a set of documents according to the informational
need of the user. It is important to note that the user is not necessarily fa-
miliar with the document collection. Consequently, the users assessment of
the system’s utility will be determined by how well the retrieval model ranks
according to a prototypical document that the user has in mind, which they
describe through the n-grams of their query. Smoothing applied to a SLM
plays two important roles:
1. The first role of smoothing, adjusts the MLE estimates to account for
the properties of the language represented by the syntax. Researchers
often submit a range of queries from short keywords to long verbose
queries (see Chapter 2). Long verbose queries tend to be closer to nat-
ural language as they represent well-formed and grammatical sequences
with many uninformative n-grams (e.g. prepositions of, in, to, by, and
determiners a, the). The vast majority of the documents will contain
these n-grams with a relatively high probability compared to the n-
grams representing the actual topic described by the document, such as
the content words e.g. nouns, adjectives, and verbs. As a result smooth-
ing the estimates helps to reduce the negative impact of these n-grams
on retrieval performance [108].
2. The second role of smoothing is to adjust the initial MLE estimates to
compensate for certain n-grams of the query that may not be present for
some of the documents. This is sometimes caused by a lack of familiarity
with the content of the document collection, typographic errors, and
novel sequences (for example acronyms for new company names or new
developments e.g. SSD - Solid State Drive). When n-grams of the query
do not match in the collection model C, represented by the suffix tree,
or a specific document model D then the score for the n-gram will be
evaluated as being zero. This is an issue for retrieval models that score
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documents through the product of the term weights [115,143], since the
score for the document will also be evaluated as zero despite matching
some of the n-grams of the query. This is resolved by adjusting the n-
gram weights through the assignment of a small non-zero value to the
n-gram.
In short, smoothing has been shown to play a very important role in compen-
sating for issues associated with missing and very common n-grams [198], and
are an integral part of the SLM approach [196]. Smoothing can be achieved
through a number of strategies including additive smoothing [79, 143]; where
we increase the count of each n-gram by 1, discounting [151, 158]; where a
fraction of a n-gram’s probability mass is redistributed to other n-grams in
the corpus. These methods assume that each new sequence is equally likely to
occur, however this is not how language functions [151]. An approach adopted
in Samtla is the linear interpolation method, which combines the scores from
the document model D, and the collection model C, using a weighting scheme
to define the contribution from each model to the final smoothed probability
for the document [198].
Smoothing the common n-grams of the language
Frequently occurring n-grams are smoothed in two stages. First, the initial
MLE probabilities for each n-gram are smoothed by interpolating them with
information from lower-order n-grams, in (4.3), which is sometimes referred
to as deleted interpolation [79]. The lower-order n-grams tend to have more
reliable statistics as they are calculated on the basis of more data. A weighted
term defines the contribution to the overall probability for each order, k, where
k varies from a zero order, 0-gram model, when k = n+ 1, to a n-gram model,
when k = 1. Each weight, represented by λk, defines the amount of interpo-
lation, with lower-order models contributing less to the final probability. The
approximation of the conditional probabilities on the right-hand side of (4.2)
is given by the interpolation,
PˆM (ci|c1, . . . , ci−1) ≈
n+1∑
k=1
λkMLEM (ci|ci−n+k, . . . , ci−1), (4.4)
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where we use Pˆ to make clear that we are approximating P , and the weighted





where n is the order of the n-gram, which is generated by interpolating
the n−th order model with a lower-order model. When k = n + 1, then
MLEM (ci|ci+1) is taken to be the 0-gram model, 1|V | , where V is the finite
alphabet of the language (for English this is 37 representing the characters
of the Roman alphabet, numbers 0 to 9, and the whitespace character). As
an example, suppose we have the 5-gram (n=5) “abcde”, and we wish to ap-
proximate the conditional probability PM (ci|ci−1i−1−n+1). Each order of n-gram,
based on a 5-gram language model, is interpolated with lower-order n-grams
by reducing the history of the 5-gram one character at a time from the start
of the string through (4.6). We extract the corresponding MLE score for
each n-gram order, and combine it with the appropriate λ weight to define its























The contribution for each order of n-gram is illustrated in Table 4.2, which
shows the value calculated for each weight on the basis of our 5-gram example.
The smoothing of each n-gram in (4.4) is an offline process. For the collection
model C, smoothing is performed through a second traversal of the suffix tree
where the interpolation is applied to the MLE scores stored at the node for
each order of n-gram. The document model D for each document is smoothed









|V | 1/7 0.0476
Table 4.2: The lambda weights defining the contribution of the probability for
each order of n-gram, to the final approximation of the 5-gram “abcde”.
applying the interpolation over each order of n-gram, and finally, updating
the database record. The smoothed n-gram scores are retrieved from the
collection model C, together with the document model D for each document
contained in the index constructed by the suffix tree at query time.
Ranking the documents against a query requires an online process, as
we do not know the terms of the query in advance. There are two issues
that need to be compensated for in this instance, first we need to reduce the
influence of common terms, such as prepositions and determiners, which do
not have very much descriptive power since they will appear in a large number
of documents, but have a high probability of occurring and therefore have a
big influence on the query score. Secondly, some terms of the query may not
exist in the document model for a given document, and consequently we need
to approximate the probability using the information available.
The Jelinek-Mercer smoothing (JM) method is adopted to reduce the in-
fluence of common terms, where it has been shown to be well-suited especially
for long verbose queries [198,199]. The method involves a linear interpolation
of the document model D with the collection model C using a coefficient rep-
resented by λ to control the influence of each model to the final probability of
the query given the document. JM smoothing is defined more formally below,
where the term Pˆ in (4.2) is substituted by P :
PD(q) ≈ λPˆD(q) + (1− λ)PˆC(q), (4.7)
where λ = 0.6, which equates to a 60% contribution from the probability esti-
mate for the query generated by the document model D. The document model
D contributes more to the query score in order to distinguish the documents
from one another, otherwise, too low a setting for λ would result in a ranking
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based on the statistics of the collection model C. The additional smoothing
step in (4.7) is required, as even after the initial interpolation, the maximum
likelihood document model probabilities may be low, while the maximum like-
lihood collection model probabilities will provide a better global estimate of
the probability. In other words, the terms of the query may occur only once in
the document, and so the collection model provides more information about
the actual frequency of the term given the statistics from the whole corpus.
The value of λ can be tuned through experimentation, in the case of Samtla,
the appropriate setting was chosen on the basis of empirical assessments made
by the researchers in the case studies. Long verbose queries require more
smoothing than keyword or title queries, due to the number of uninformative
terms, and in these situations, a higher setting for λ is more appropriate [198].
Smoothing the missing n-grams of the query
When documents match only part of the query, an additional smoothing step
in the form of a backoff process, estimates the probability for the missing n-
gram of the query according to information from lower order n-grams. The
backoff is an iterative process that attempts to locate the next available lower
order n-gram, by removing a character from the beginning of the sequence.
The backoff process terminates when a lower order n-gram is located in the
document model D, or when we backoff to the 0-gram model. If a match
is found for the lower order n-gram, we calculate the correct probability for
the n-gram on the basis of the appropriate n-gram model reflected by the full
query. To illustrate the process, we assume a 14-gram query represented by
the character-sequence “the Lord Jesus” submitted as a query over the King
James Bible archive. The query returns a small subset of the documents in
the collection with partial matches for the 5-gram “Jesus”.
The contribution of each n-gram stored in the model M is defined by the
approximation in (4.4), which means that the partial match for a term of the
query will have a higher probability given a 5-gram model compared to the
14-gram model representing the full query. This is due to the fact that we
interpolate each order of n-gram according to the 5-gram model instead of the
14-gram model, where the contribution of the lower-order 5-gram is relatively
lower according to the weighted terms defined in (4.5).
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To compensate, the backoff process locates a lower order n-gram to ap-
proximate the missing n-gram of the query, and adjusts its contribution to
the final smoothed probability through a weighted term µ, defined as n+1n+2 .
We adjust the contribution of the missing n-gram to match the appropriate
n-gram model for the query. However, if the lower order n-gram does not
exist, we store the intermediate result of µ, and continue the backoff process.
More formally, we have


















where the backoff starts from the 14-gram model, and terminates at the 5-gram
model, where we obtain the probability for the lower order 5-gram “Jesus”.
The probability for the full query given the model PM (s|the Lord Jesu), is
then the sum of the values stored during the backoff process. The approach to
smoothing defined by the presence or absence of certain n-grams of the query
can be generalised as follows:




µnPM (ci|ci−n+1), if PM (ci|ci−n+1) > 0
µn, otherwise
(4.9)
where n is the length of the lower order n-gram we are backing off to, and
µn =
n+1
n+2 is the weighted term defining the contribution of the lower order n-
gram probability to the approximation of the full query, if it exists, otherwise,
we store the result of µn, and continue to back off.
To summarise, the backoff process compensates for missing n-grams of the
query, which are not stored in the document model D for a given document,
by re-estimating the contribution of any matching lower order n-grams to
the final query score for the document according to the appropriate language
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model. When documents only match part of the query, it is necessary to adjust
the probability estimates that were calculated offline, by approximating them
using the lower order n-gram model where it is available.
In conclusion, smoothing is an important aspect of statistical language
models as it produces a more accurate statistical model of the n-grams than
that provided by the MLE alone, which maximises the likelihood function
based on the observed data, but does not take in to account unseen events,
such as those represented by missing n-grams [151]. The interpolation method
allows us to take in to account information from lower order n-grams, which
have more reliable counts, to better approximate the probability for a given
n-gram. Furthermore, the interpolation between the collection model C, and
the document model D, allows the system to account for the non-descriptive
terms of the query, whilst the backoff process compensates for missing terms
as a result of poor query formulation, on the part of the user either due to
over specification of the query, or spelling errors in the document text, which
may result in a mismatch for some, or all of the terms of the query.
4.6 METADATA SEARCH
The JM smoothing approach provides a lot of flexibility with respect to ex-
tending the basic language model through the combination of any number
of language models using a weighted term to control the contribution of each
model. This section presents the details of an extension to the retrieval model,
which involves the addition of a SLM over the metadata record for each doc-
ument.
Allowing researchers to identify relevant documents according to query
matches in the title text has been shown to be a particularly effective form
of support for search, since authors may not make explicit mention of the
subject matter of the document in the body of the text [87]. Search over
structured data, such as the metadata that tends to accompany the documents,
was developed to support the retrieval of documents in the British Library
Microsoft archive, which contains extensive metadata about the documents,
but very poor quality OCR for the document text.
Metadata search is supported through the addition of a SLM constructed
from the metadata record for each document, which is stored in an additional
4.6. METADATA SEARCH 110
suffix tree data structure, defined as the metadata model B. The metadata
model B represents a global language model of the metadata, and an index
of all the n-grams in the metadata. The difference between the metadata
model B and the collection model C, is the further storage of the metadata
field column label together with the document id, and start positions of the
n-grams.
Both the collection model C and metadata model B are traversed at search
time, and the resulting indexes are retrieved for ranking the documents, to-
gether with the probability for the query extracted from the last matched
node in each suffix tree. The original query model, is updated through a lin-
ear interpolation of the metadata model B using a weighted term to define
its contribution to the smoothed probability of the document given the query
PD(q), as follows
PD(q) ≈ λ1PˆD(q) + λ2PˆC(q) + λ3PˆB(q), (4.10)
where λi is the weighted term that defines the contribution according to each of
the SLMs represented by the document model D, collection model C, and the
additional metadata model B. The weights were derived empirically through
feedback from the research groups, with the document model D contributing
the most to the final probability with a setting of λ1 = 0.5. The collection
model C, is interpolated with the weight λ2 = 0.4 to maintain its role as a
global estimate of the probability for the query. The weight for the metadata
model B is equivalent to λ3 = 0.1. The resulting distribution of weights, means
that matches for the query in the document text are more important, as they
tend to provide a better description of the topic described by the content
of the document. The SLM combined with the JM interpolation smoothing
approach, provides a unified, consistent, and flexible query model, which can
be easily supplemented with any number of SLMs to incorporate additional
information in to the ranking of the documents, through the definition of an
appropriate weighting scheme.
The flexibility of the approach is demonstrated by the range of digital
archives that are supported, which are not always consistent with regard to
the breadth and depth of the available data. For example, the British Library
Microsoft archive contains only a metadata model B, and so the lack of the
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document model D and collection model C components are compensated for
in the query model through the backoff process, where the probability for
the n-gram of the query given a missing SLM is evaluated on the basis of
the 0-gram model (representing 1|V | , where |V | is the finite alphabet of the
language). This ensures that the documents with matches for the query in
more than one of the SLMs, will always be ranked higher in the search results.
When there is no metadata for the digital archive, then the interpolation in
(4.10) is performed between the document model D and the collection model
C, which represents the original SLM query model in (4.7).
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4.7 CASE STUDIES
This section presents several case studies demonstrating the flexibility of the
search component to different digital archives. Samtla supports the retrieval
of documents in a range of languages, including English, Aramaic, Hebrew,
Syriac, Russian, German, French, Hungarian, and Malagasay.
Aramaic Magic Bowl archive
Figure 4.5: The search results for a query representing a “parallel passage”,
submitted to the Aramaic Magic Bowl archive.
The query “Sealed and countersealed are the house and threshold of Dodi bath
Ahath from all evil Plagues, from all evil Spirits, and from the Tormentors,
and from the Liliths, and from all Injurers, that ye approach not to her,
to the house and threshold of Dodi daughter of Ahath.” [150], represents a
“parallel passage” repeated across several documents. The name of the client
“Dodi daughter of Ahath” appears across several of the documents, which
suggests that the client had more than one bowl commissioned on their behalf.
The scribes who authored the bowls on behalf of their clients, inserted set
phrases from oral history and well-known religious texts such as the Aramaic
translation of the Bible. The researchers studying these texts require very
tolerant search tools to facilitate the discovery of these set phrases. The search
results, in Figure 4.5, are composed of full and partial matches to the query,
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which reveals three very similar documents AIT Bowls CAL 23 AIT 21, AIT
Bowls CAL 25 AIT 23, and AIT Bowls CAL 24 AIT 22.
Financial Times newspaper archive
Figure 4.6: The search results for the query “American air strikes over North
Vietnam”, submitted to the FT newspaper archive.
In Figure 4.6 the researcher is interested in news articles on the bombing of
North Vietnam by America during the Vietnam War (1955 - 1975). Scanning
the news articles with partial matches for the query, reveals that the researcher
could consider reformulating the original query to “sorties over North Viet-
nam”, where the word sorties appears to be more prevalent across multiple
documents than the term “air strikes”. Furthermore, the fourth document in
the search results shows matches for the query for words that are hyphenated,
such as “Viet-nam”, which demonstrates the flexibility of the character-level
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n-gram representation. A word-level n-gram model may not capture this in-
stance without some level of preprocessing.
King James Bible
Figure 4.7: The search results for the query “In the beginning was the word”,
submitted to the King James Bible.
The query “In the beginning was the word”, represents a set phrase from Luke,
Chapter 1. Researchers of the Bible may submit long set phrases as queries in
order to retrieve a known-item. Digital archives such as the Aramaic Magic
Bowl archive and the King James Bible lend themselves to phrase search due
to the repetition of religious themes. The researcher could submit a whole
document as a query to identify how prevalent a set phrase is across the
archive of documents. Providing tolerant search tools allows researchers to
feel that they have gained a comprehensive overview of the research topic and
the relevant material.
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British Library Microsoft archive
Figure 4.8: The search results for the query “the journal of the royal geo-
graphical society’,’ submitted to the British Library Microsoft archive.
The British Library Microsoft archive represents a very diverse collection of
topics and text genres. Search over this archive is supported by the metadata
SLM only. Although full-text search is not provided, the metadata records
contain lengthy unstructured text that provides enough useful information
about the documents, and the topics covered by the archive to make them
discoverable. For example, consider a query “Journal of the Royal Geographi-
cal Society”. A researcher interested in publications by this journal can locate
these documents on the basis of matches in the title or note field of the meta-
data. In the example in Figure 4.8, the document ranked third in the search
results, retrieved through a partial match for the query, suggests a potentially
relevant document published by the Journal of the Bombay Royal Geographi-
cal Society. The length of the documents titles in this archive is exceptional,
and so without such a descriptive set of metadata, the document may not have
been retrieved. Consequently, metadata plays an important role when the full
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text of the documents is not available, which may result from the presence
of different media types such as images, or documents represented by poor
quality OCR.
Giorgio Vasari archive
Figure 4.9: The search results for the query “Madonna and Child 1380”,
submitted to the Giorgio Vasari archive.
The Giorgio Vasari archive supports the research of art history. To illus-
trate, the researcher in this example is searching for a particular work of art
“Madonna with Child”, relating to the Virgin Mary and Jesus Christ, which
was a popular theme for artists, who were influenced by the history, culture,
and religious teachings in Italy at the time. Figure 4.9 presents the search
results for the English and Italian translations of the documents. Here the
researcher is particularly interested in the work of Antonio Veneziano in the
year 1380. The metadata search component is useful in this example, as it
provides a “bridge” between the two language corpora.
4.8. DISCUSSION 117
4.8 DISCUSSION
This chapter described the search engine underlying the Samtla system and
discussed the decisions that were taken with regard to the representation,
indexing, and ranking of the documents. The probabilistic approach allows
relevance to be expressed in terms of the documents with the highest prob-
ability of matching the users’ query, which is a concept familiar to many
researchers across the disciplines. The character-level n-gram model provides
both full and partial query matching and enables the system to cater to any
language corpora, with little preprocessing of the text. The SLM approach
provides the means for ranking documents on the basis of an informational
need expressed by the terms of the users query. Tuning the parameters of the
language model, reflected by the n-grams of the model, is achieved through
the deleted interpolation method, which approximates the probability for the
n-gram by interpolating the probabilities from lower order n-grams using a
weighted term to control the contribution from each order of n-gram, with
smaller sequences contributing less to the final probability for the query.
Further smoothing is applied at query time, which combines the proba-
bility of the n-gram inferred from its individual document model D, with a
more stable estimate of its true probability according to the collection model
C. When the system is unable to locate a term of the query for a specific
document, the backoff process approximates the probability for the missing
n-gram, by using information from lower order n-grams.
Although more sophisticated smoothing methods are available, such as the
state-of-the-art KneserNey smoothing [79], and different document scoring ap-
proaches [199] the implementation described in this chapter is relatively easy
to implement and quick to deploy. In addition, it provides a principled and
flexible approach for extending the basic query model to specialised retrieval
tasks, such as the metadata search (Section 4.6), through the application of
the JM interpolation method and an appropriate weighting scheme. The pa-
rameters of the query model, introduced in this chapter, were evaluated em-
pirically with feedback from our research groups, and more formally through
an evaluation based on crowdsourcing (discussed in Chapter 7).
CHAPTER 5
TEXT MINING
This chapter presents an overview of the Samtla mining tools that have been
developed in response to a need for flexible digital tools to support the mining
of “parallel passages” representing repeated structural text patterns recorded
in the documents. Each of the tools are constructed from one or more of the
components underlying the infrastructure represented by the SLM , stored in
a suffix tree data structure, and demonstrate the flexibility of the SLM to
tasks other than information retrieval.
The chapter begins with Section 5.1, which presents a brief overview of the
mining tools developed to address the specific needs of the research groups in-
troduced in Chapter 3. Section 5.2 describes how the metadata is leveraged by
the Samtla system to filter and browse the documents to support the retrieval
of documents across different media, data formats, and languages. Section 5.3
introduces the recommendation tools that generate alternative queries accord-
ing to the search trends of the research community, and natural language
processes, and support for document recommendation by recommending doc-
uments on the basis of the browsing behaviour of the research community. In
addition, the Jensen Shannon Divergence (JSD) is adopted to measure the
similarity between the n-gram probability distributions of document pairs,
stored in the document model D of the infrastructure. This forms the basis
for the related document tool, which presents semantically similar documents
to the researcher, and acts as an entry point to a document comparison tool,
presented in Section 5.4. The document comparison tool was developed specif-
ically for mining of variable length “parallel passages” that are important to
researchers. A named entity tool is introduced in Section 5.5, which uses
118
5.1. OVERVIEW 119
gazetteers for the names of people, locations, occupations, and commodities
to generate additional navigation structures in the browsing tool, and as an
information layer over the document text. Lastly, the chapter concludes with
a discussion of the research groups in relation to the tools introduced.
5.1 OVERVIEW
Books, web pages, articles, and reports are all examples of unstructured text
data where relevant information exists potentially anywhere within the doc-
ument. Unstructured text data is often managed and retrieved via a search
engine (see Levene (2010) [133]). Search engines provide the means to retrieve
information but not to analyse it, this is where mining techniques are useful,
as they provide different views of the data to facilitate the discovery and sub-
sequent analysis of textual patterns [52]. These patterns can then be examined
more closely through traditional research techniques such as the close-reading
of the text, but generally only for small scale digital archives. Mining tools
developed for the purpose of literary analysis of texts have existed since the
1940s, when researchers saw the immediate benefit of using computers to pro-
duce concordances of specific text patterns [164,165]. A review of the research
and commercial systems provided to humanities researchers reveals that there
are a common set of features and tools provided, which are summarised as
follows:
• Browsing. Document browsing using the file structure of the archive
and attributes of the documents such as the section or chapter. This
is a feature supported by the majority of systems and tools reviewed in
Chapter 2.
• Metadata. Metadata search and browsing is supported by the Blake
Project, Responsa, and CULTURA and IBM Languageware systems.
• Comparison. “Parallel passages”, are identified and mainly displayed
as interlinear text, and tend to represent alternative translations of the
text. Example systems include the Responsa, Logos Bible Software, and
Accordance, but there is generally no support for comparing “parallel
passages” on the basis of their semantic similarity to other sequences
recorded in the archive, which also preserves the dependency between
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the constituents of the sequence. In general, the comparison tools tend
to rely on the unigram or bag-of-words model.
• Named Entity tools. Named entities are often identified and tagged
in the document text, provided as search filtering options, or as browsing
categories (CULTURA, IBM Languageware, and Logos Bible Software).
• Recommendation. Recommendation tools are not often included,
aside from those supported by the Responsa, and Texcavator. This ap-
pears to be attributable to the scope of the tools, which tend to focus
on providing a single specialised function, rather than as part of a com-
prehensive system.
• Data analytics. Many of the tools are developed to support the analysis
of word frequency distributions in order to identify patterns in word
usage between texts. Examples include Voyant Tools, CULTURA, IBM
Languageware, and Logos Bible Software, which use the statistics for
generating visualisations such as word clouds.
• Visualisations. The most popular approaches adopted for summaris-
ing the documents, include the word cloud (supported by Voyant Tools,
Texcavator), social network graphs (CULTURA, and IBM Language-
ware), and time lines generated from events identified in the document
(Texcavator, Logos Bible Software, and Accordance).
It is not always clear from the literature what approaches have been adopted
for providing the current set of tools, but the majority would appear to be
developed from manually tagged data rather than through mining techniques,
which is generally due to the fact that the tools operate with small scale
archives, and the existence of tagged data for the most popular archives, such
as the Bible. The infrastructure, represented by the SLM and suffix tree
data structure, is applied to the task of information retrieval (introduced in
Chapter 4), which has been a natural application of SLMs, due to their suc-
cess in the speech recognition domain [160]. The SLM is easily extendable to
tasks other than search such as recommendation [129], hand writing recogni-
tion [144], and machine translation [68]. In addition, character-level n-grams
have been shown to outperform word-level n-grams in applications such as
plagiarism detection [181], and spam-email filtering [117, 157]. The approach
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to mining presented in this chapter has permitted the development of several
generic tools for the display, search, and analysis of document content and
associated metadata.
5.2 METADATA
This section presents the tools developed from the metadata, which reflects
information about the properties of a document with regard to the context
and circumstances for its creation and use [105]. Metadata is often referred
to as “data about data” [57], and can be divided in to two distinct categories
based on usage, which is summarised as follows:
• Bibliographic: Normally represented by unstructured text, and often
created by experts familiar with the document collection. A common
example is a bibliographic record for an item stored in an archive or
library, which forms the basis for matching relevant material to visitors’
requests for information [102].
• Technical: Records the technical attributes of the digital item, for ex-
ample, the file format, file size, and dimensions of the scanned image.
Bibliographical metadata describes specific attributes such as a reference to the
original source or author. In addition, bibliographical metadata is also used
to provide contextual information on documents in different media formats,
e.g. photographic images, sound recordings, and video. Consequently, making
bibliographic metadata searchable can facilitate the discovery of materials
across different media-types [57]. An example of bibliographical metadata can
be found in the Aramaic Magic Bowl archive, which contains information on
the literary genre of the text, references to previous publications, and extensive
notes made by the researchers on the content and historical context of the
texts. Furthermore, photographs of the original artefact enable researchers to
view the original artefact for comparison.
Technical metadata, on the other hand, describes the technical attributes
of the documents. For instance, the FT newspaper archive contains several
levels of technical metadata, one for the newspaper with the publication date,
the extent in pages, and the cost for each individual newspaper. And the
article level technical metadata, which records the pixel coordinates of the
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article in the original scan (for cropping or highlighting), the page number,
and the extent of the article text in columns.
In Samtla, each value of the metadata is stored in a SQL database as a
single record indexed by the document id. The metadata is then accessed by
the Samtla system tools through a wrapper function for each digital archive,
which passes the raw text data to the tools for processing, or display with
the document. In addition, two tools were developed from the metadata,
which address a need for metadata search and browsing over large-scale digital
archives, such as the British Library Microsoft archive, and the FT newspaper
archive (refer to Chapter 3 for an overview of the research groups). These
archives are highly variable with respect to the quality of the OCR of the
document text, where many are of poor quality, which makes it difficult to
retrieve the documents using the full text alone. Consequently, metadata may
provide the only source of reliable textual data that can be leveraged for search
and mining these collections. Furthermore, not all of the documents in the
archive represent textual data, but include images representing maps, plates,
paintings, and illustrations. This makes the metadata particularly important,
as it provides a basis for researchers to locate documents across a range of
different media types that would otherwise not be retrieved through search
over the document text.
The query model in Chapter 4, was updated with an additional SLM over
the metadata record for each document, stored in a separate suffix tree data
structure from the documents. The resulting index supports the retrieval
of documents according to their attributes, for instance, year of publication,
topic, and other data generated by the researchers, such as notes, comments,
and references to external sources. The main browsing architecture in Samtla
is also supported by the metadata, where documents are grouped according
to shared attributes stored in the values of the metadata (discussed in Sec-
tion 5.2.2).
5.2.1 Search filter tool
A search filter is constructed from the metadata model B using the set of
metadata fields extracted from the corresponding suffix tree index. The search
filter tool is presented to the researcher at search time, and is constructed from
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the set of links generated from each metadata field label extracted from the
leaf nodes of the suffix tree for the metadata model B (discussed in Chapter 4).
The links are mapped to a function, which hides documents from the search
results that do not have a match for the label of the metadata field selected
by the researcher. Search filter tools are useful as they allow researchers to
quickly filter and reduce the search results to relevant documents on the basis
of information that is separate from the document content, but which describes
the topic or context of the document more explicitly. For example, the topic
of the articles in the FT newspaper archive, is often expressed in the headline
of the article, or the name of the section. Consequently, selecting the “title”
or “section” label in the search filter, would reduce the list of search results
to those documents that contain a match for the query in these fields only,
enabling researchers to filter documents from the results very quickly to those
with mentions of “war” in the headline text, or only those documents falling
under the “Arts and Entertainment” section of the newspaper.
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Case studies
This section introduces several case studies that demonstrate how the meta-
data search and search result filtering tools support the research of the digital
archives. The search filter supports all research groups due to the availabil-
ity of some form of metadata. The metadata for each archive varies with
respect to breadth, quality, language, and media, such as those with image
collections (Aramaic Magic Bowl archive, Giorgio Vasari archive, and FT
newspaper archive).
Aramaic Magic Bowl archive
Figure 5.1: The search filter for a query representing a “parallel passage”,
submitted to the Aramaic Magic Bowl archive.
The Aramaic Magic Bowl archive has some of the richest metadata, which
includes the names of clients, references to related texts, research notes doc-
umenting the content of the inscriptions, and open research questions. This
means that the search results return a lot of useful information aside from
matches for the query in the document text. Consequently, the search filter
is particularly important for this archive as it provides users with a tool for
narrowing the search results to specific features of the documents and meta-
data, see Figure 5.1. For example, a researcher may wish to focus on specific
texts that have a match for the name of the parent in the metadata by se-
lecting the “parent” filter. Alternatively, the “notes” filter reduces the results
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to those with a match in the comments made by researchers, which provides
an overview of the current thoughts on the cultural context recorded by the
document text.
Financial Times newspaper archive
Figure 5.2: The search filter for the query “American air strikes over North
Vietnam”, submitted to the FT newspaper archive.
The FT newspaper archive contains both technical and bibliographic meta-
data, which enables researchers to filter the search results according to the
“author”, “image captions”, as well as across different levels of the newspaper
such as the section heading, “article title”, and “subtitle”. The most useful
filter for this collection would be the “article title”, since the headline or title
text of the news articles, although relatively short, often tend to reference
the topic described by the document content. In Figure 5.2, the top document
contains a full match for the query, however there are documents further down
the search results which explicitly mention the term “Vietnam”, which reveal
a number of documents related to the topic of “air strikes”. For example, the
document ranked fifth “No Vietnam Bombing Pause” mentions “U.S. aircraft
attacks” in the snippet text, but may not have been retrieved without the
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additional support from the metadata. This would enable the researcher to
reformulate the terms of their query to identify further sources that may be
relevant.
King James Bible
Figure 5.3: The search filter for the query “New Testament”, submitted to the
King James Bible.
The metadata for the King James Bible mainly describes the structure of the
archive, where the documents are arranged in to sections, books, and chapters.
Therefore, the metadata search emulates some aspects of the browsing tool by
allowing researchers to locate a document by searching for the name of the
section e.g. “New Testament”, which is often a faster method for accessing
the documents than the browsing tool, which may require several selections
to arrive at the correct document.
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British Library Microsoft archive
Figure 5.4: The search filter for the query “war office”, submitted to the
British Library Microsoft archive.
As mentioned earlier, the metadata for this archive is integral to the search
and discovery of the digital sources. This case study demonstrates that the
Samtla system is very flexible to the type and availability of metadata, and can
provide browsing and tolerant search tools to researchers with nothing more
than a collection of metadata. Furthermore, when the quality of the digital
object is not reliable, describes digital objects in formats other than text, or
in different languages, then the metadata search tools may provide the only
means for searching and retrieving the documents. The example, in Figure 5.4
shows a search for the “war office” in the British Library Microsoft archive.
The search results return matches in several of the metadata fields including
the title of the document, and the “publisher”. A researcher interested in
prioritising search results reflecting primary source material actually published




Figure 5.5: The search filter for the query “the last supper”, submitted to the
Giorgio Vasari archive.
Figure 5.5 displays the search results for “the last supper”, which returns
matches for the documents from both the English translation, which is con-
densed in to a single chapter entitled “Stefano and Ugolino”, and the original
Italian text divided in to two chapters “Stefano” and “Ugolino”. The search
filter enables researchers to filter the search results for matches in the image
captions, allowing them to locate documents that contain an accompanying
image. This particular example together with the British Library Microsoft
archive demonstrate how metadata can be important for retrieving documents
over a digital archive that contains multilingual documents.
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5.2.2 Browsing tool
Browsing refers to the unstructured way in which a user explores informa-
tion [57], where users select a series of categories that produce pre-defined
groups of information. Browsing activities can include following a chain of
links, or switching from one view to another, and is usually a casual, and
undirected method for users to explore navigation structures. Browsing tools
adopt pre-defined navigation category structures, which groups or clusters the
documents according to a particular feature to provide users with an indication
of the type and availability of data in the system [182]. Navigation category
structures are useful for encouraging users to explore and discover informa-
tion within a collection [103], and can be defined manually by domain experts,
or semi-automatically using clustering algorithms, particularly for large-scale
collections [104].
The category structure for the browsing tool in Samtla is created semi-
automatically by leveraging the metadata and named entities to construct a
hierarchical graph structure (see Section 5.5 for more on named entities). The
graph structure describes a series of clustered views [70, 86], which define a
hierarchical relationship between the categories.
The hierarchical graph structure is constructed from the field names and
values stored in the metadata. The root node of the graph represents the
top-level category, which is labelled with the name of the digital archive e.g.
King James Bible, Giorgio Vasari, or the Financial Times. The process is
semi-automatic, due to the fact that we may not wish to use all metadata as
categories, since some fields may not be descriptive, or useful for browsing e.g.
an ISBN number is not the most intuitive category for exploring a document
collection. And so a small set of stop-words are defined, which allow the
process to ignore non-descriptive fields during the construction.
In order to generate each navigation path, we iterate over the records in
the metadata database, and append the document id to a list of documents
grouped by the same metadata value. To illustrate, consider the metadata
record presented in Table 5.1, which represents the document the Book of
Genesis, Chapter 1 in the King James Bible:
Several unique paths can be generated from the keys and values of this record,







Table 5.1: A minimal metadata record for the King James Bible.
ways to locate the document, which are listed below, where [1] represents a
leaf node storing the document id for document 1:
1. Genesis → Chapter → 1 → [1].
2. Book → Genesis → Chapter → 1 → [1].
3. Section → Old Testament → Genesis → Chapter → 1 → [1].
The browsing tool also generates a snippet from the child node labels, in order
to create a summary of the topic described by each category in the navigation
structure. The snippets are generated by sorting the child node labels alpha-
betically (or numerically depending on the data-type), and then concatenating
the labels of the first four children, and the last child, through a depth-first
traversal of the graph in a post-processing step. For instance, the browsing
tool for the FT newspaper archive includes a category entitled “Section”, with
the snippet Arts and Entertainment, Births Deaths and Marriages, Business
and Finance, Business Appointments, ..., Weather, which provides a better
description of the available topics in the archive, and also allows researchers
to filter out irrelevant information very quickly since they have an overview of
the type of information available at each selection.
The graph is visualised using a traditional vertical list view and a treemap
view [113]. The list view, mimics a traditional file directory system where each
row represents a folder of documents grouped according to the node label. The
second view is represented by a treemap, specifically, an adapted version of
the squarified treemap algorithm [71]. The treemap is motivated by the fact
that it displays the hierarchical structure more explicitly than the vertical list
view, where all information is visible simultaneously. Furthermore, various
properties of the documents can be visualised through the use of colour, or
scale to reflect that a node in the graph contains more children than others.
Whereas, the vertical list view is usually not a good choice for visualisation,
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since the researcher may need to scroll, which makes it difficult to obtain a
comprehensive overview as some items will be out of view.
One potential issue with the treemap approach is that the hierarchical
graph structure may not be balanced, with some nodes containing more chil-
dren than others. If the dimensions of the available area are too small then a
node with a large number of children results in a layout represented by many
small elongated rectangles. This issue is resolved by defining a set of rules
that partition the metadata into additional categories. For example, the FT
newspaper archive contains the daily editions of the newspaper over several
years, with the metadata storing the “date of publication” for each document.
Generating a path from this metadata value for documents spanning three
years results in the user having to search through more than a thousand sub-
categories to locate an article on a single day. In this instance, a rule is defined
that converts the date-stamp into the format DD-MM-YYYY, which can then
be subdivided in to three components day, month, year and represented as the
path:
year → month → day → (newspaper id)
Applying the rule generates a navigation path with three high-level categories
representing each year of publication, followed by twelve categories for the
months of the year, and twenty-eight to thirty-one categories for each day of
the month, which reduces the amount of information presented to the user.
Although the resulting paths require the user to make further selections in
order to obtain the relevant document. as a result of the additional parti-
tioning, the advantage is the reduction in the cognitive load on the user, as
the number of irrelevant documents are filtered from the input very quickly.
Consequently, the main role of the manually annotated rules, is to enable the
system to mitigate against issues associated with cognitive overload. In ad-
dition, this also compensates for the situation when the treemap is unable to
subdivide the space appropriately.
Constructing the treemap begins with the largest available display area,
which represents the root node of the hierarchical graph structure. A breadth-
first traversal from the root node, recursively subdivides the display area in to
smaller rectangles based on the number of children stored at each node in the
graph. The recursion ends when all nodes of the graph have been visited. The
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Figure 5.6: A portion of the browsing tree structure for the King James Bible.
resulting dimension of each rectangle in the treemap is therefore proportional
to the number of children stored under each node. The treemap is generated
from the squarified treemap algorithm in Bruls et al. (1999) [71], which scales
the aspect ratio of the rectangles in the standard treemap to approximate
them better as squares. The scoring function is defined as







where w represents the width of the rectangle and h is its height. The aim
of the squarified treemap algorithm is to achieve an aspect ratio as close to
1 as possible, which means the height and width are equal, and consequently
square. However, it is not always the case that each layout will be optimised,
and in the worse case, the results may not be much better than the standard
treemap. This is mainly determined by the structure of the graph and how
the nodes are distributed. To illustrate the process, assume a sub-tree with a
root node containing 4 child nodes and the following distribution of children
for each child node: [4, 2, 1, 1], making a total of eight nodes. The proportion
of the area dedicated to each child node of the root is determined by the






8 ]. With this information, the treemap
algorithm will attempt to generate a layout that reflects the size of each child,
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Figure 5.7: The layout process with 4 child nodes. Bold arrows indicate the
flow of the construction, which preserves the best aspect ratio.
and at the same time approximate the available area for each child node as
squares. The steps taken by the algorithm, with reference to Figure 5.7, are
as follows:
1. The initial direction of the subdivision is determined by the width and
height of the area. The initial area has an area with a greater height
to width aspect ratio, and so the division starts along the horizontal
axis, with the the initial area divided in to two equally sized rectangles
(see step 2 in Figure 5.7). Otherwise, the first subdivision is performed
vertically by default.
2. The subdivision continues from the newly created rectangle in the same
direction (horizontally).
3. Adding the third child subdivides the available area in to three parts,
which results in a poor aspect ratio for each rectangle, where the sec-
ond and third child become too elongated. Consequently, this proposed
layout is discarded and the process switches direction, and makes an at-
tempt to divide the area vertically instead. The resulting rectangles have
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a higher aspect ratio, and so this layout is selected as the best layout on
which to proceed (as indicated by the bold arrow).
4. The third child is divided in half to provide space for the new rectangle
represented by the fourth child. However, because the process is dividing
the space vertically, we again end up with elongated rectangles with low
aspect ratios. To remedy this, the process changes direction again, and
subdivides the available area along the horizontal axis with the fourth
child placed in the last rectangle. The resulting layout achieves a higher
aspect ratio for each rectangle and is selected as the optimum layout
(bold arrow).
The advantage of the squarified treemap is that it utilises the display space
more efficiently, which makes navigation easier as thin rectangular areas are
avoided, and comparison is made simpler when the aspect ratios are propor-
tional [71].
To summarise, the two views produced by the browsing tool are flexible in
terms of how users prefer to navigate the archive, but also the types of data
that can be accommodated to make the discovery of documents more intuitive
(see Chapter 6). Some of our users, such as the researchers of the Aramaic
Magic Bowl archive, preferred the list view as they had difficulty locating texts
using the treemap view as it was not a form of visualisation that they were
familiar with in their discipline.
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Case studies
All archives are supported by the browsing tool, and in this section some
examples from the case studies are presented. The browsing tool is unique
to each document collection as none of the archives contain the same type or
breadth of metadata. However, the browsing tool is data-driven, and so even
when there is little or poor quality metadata, the tool can still generate a
useful browsing structure, for instance, by generating navigation paths based
on information extracted from the document content such as named entities
(see Section 5.5).
Aramaic Magic Bowl archive
Figure 5.8: The vertical list view representing the landing page of the Aramaic
Magic Bowl archive.
The browsing tool facilitates the discovery of documents in a number of im-
portant ways (see Figure 5.8). Researchers can locate the bowl texts using
several different identifiers, for example, cataloguing schemes defined by mu-
seums, or the researchers in the literature [150, 179]. Many of the researchers
also have specific knowledge and language expertise, and so documents are also
categorised according to the language, such as Aramaic, Syriac, and Mandaic,
which enables the researchers to locate a subset of the archive that is most
relevant to their research. Researchers are also interested in the individuals
mentioned in the documents, such as the name of the client and the names
of the parents, who are often cited. Understanding why people commissioned
these bowl texts, helps to describe the way people lived, their attitudes to
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illness, and the religious belief systems that existed at the time. Furthermore,
many of the lists compiled by the researchers have been integrated in to the
metadata and used to support the browsing of client names, which enables
researchers to identify all documents commissioned for a single individual.
The metadata also includes external links to photographs of the original
artefact. The Aramaic magic bowls are commonly inscribed with a central im-
age depicting the demon or bad spirit, who is the subject of the incantation or
protection spell. Furthermore, the surface of the writing material determined
how the text was organised, where on some occasions the text continues on
to the outside of the bowl. Consequently, the images for each document are
quite distinct, and so browsing by photograph enables researchers to identify
the bowls very quickly, and in a more intuitive way, since their research tends
to bring them in constant contact with the original artefact.
Researchers are also able to browse according to the provenance of the
documents. Some of the documents have an unknown provenance due to
many of them being discovered through the antiques market. Organising the
documents according to their provenance enables researchers to identify groups
of documents that were discovered in the same or similar location. By grouping
the documents according to shared features, researchers may be able to identify
the provenance of unknown texts by exploring shared client names, and scribes
who are often tied to a single location or time period. Lastly, a scribe category,
organises the bowls according to their known, or hypothetical author, which
provides a simple form of authorship attribution based on the annotations and
notes made by the researchers during their close-reading of the text.
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Financial Times newspaper archive
Figure 5.9: The vertical list view representing the landing page of the FT
newspaper archive.
The browsing tool for the FT newspaper archive, in Figure 5.9, is constructed
from the metadata for each newspaper, and each individual article. Re-
searchers can locate any newspaper and the articles on a particular day, a
specific section of the newspaper such as the “Stock Market” or “News In
Brief”. The browsing tool is also supplemented with named entities (see Sec-
tion 5.5), for people, locations, occupations, and commodities, which allows
researchers to browse articles related to specific mentions of people, cities, and
countries, providing a more natural way to explore the content of news articles
than just the structure of the original publication.
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King James Bible
Figure 5.10: The vertical list view representing the landing page of the King
James Bible.
The King James Bible contains very little metadata since it represents a single
publication. However, the Bible is structured in such a way as to provide a
natural set of browsing categories, allowing researchers to browse documents
by section, book, and chapter. Like the FT newspaper archive the browsing
tool is supplemented with additional named entities extracted from the doc-
uments. Lists for people and locations are readily available online together
with additional encyclopedic knowledge, such as the etymology of the names.
However, there are additional lists such as occupation that provide a novel
way to explore the content of the Bible. The Bible is about people, locations,
and events, and so the browsing tool enables researchers to explore the Bible
in a less structured way, than the formal structure of the archive.
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British Library Microsoft archive
Figure 5.11: The vertical list view representing the landing page of the British
Library Microsoft archive.
The British Library Microsoft archive is the most diverse of all the archives
that Samtla operates with. However, the metadata is quite sparse, but there
are a few entries in the metadata composed of long descriptive text that are
sufficient to support browsing of the documents. This archive is unique in that
the metadata records information about the genre and topic of the texts, which
enables researchers to quickly identify documents related to “poetry”, or the
“Afghan War”. Furthermore, the named entities provide additional browsing




Figure 5.12: The vertical list view representing the landing page of the Giorgio
Vasari archive.
There is no metadata provided by the research groups for the Giorgio Vasari
archive. The browsing tool is therefore constructed on the basis of the struc-
ture of the book, which is divided into parts, and chapters. Each chapter
references the life and work of a different artist, together with images of the
work cited in the document text. The browsing tool was constructed from
very little data, but it still supports researchers of art history in a number of
ways.
First, the browsing tool caters to both English and Italian art history
researchers due to the presence of both versions of the text. In addition, the
researcher is able to locate artists on the basis of their work through image
browsing, or by selecting the artist category to locate the document and related
work. Furthermore, the lack of metadata is compensated for by the extraction
of named entities for location, enabling researchers to specialise in artists from
a particular region of Italy.
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5.3 RECOMMENDATION TOOLS
Studies show that humanities researchers often rely on the research community
as an important source of information [72]. When a digital archive is large, it
is not possible for users to gain a comprehensive understanding of the content
within. This affects their ability to retrieve information through search alone,
as they may not have an idea ahead of time, which aspects of the archive will
be of interest to them, and consequently, how to describe that interest through
a query. Researchers therefore appreciate tools that direct them to relevant
sources of information that they may not have been able to locate themselves,
through search, or browsing [142]. Furthermore, the topic of research for any
one individual researcher may evolve over time, which needs to be accounted
for in order to support the current interests of the researcher. Assessing what
will be of interest to a particular user requires a model of the user’s preferences,
which is then updated in response to their current area of interest based on
their search and browsing behaviour.
Modelling the online navigation and search preferences of researchers using
the Samtla system is the responsibility of the Recommender System (RS). A
recommender system stores a model of the researchers’ search and browsing
behaviour, in order to construct a series of recommendations that will guide
the researcher to aspects of a large space of possible options that might interest
them [110], such as related queries and documents.
Recommender systems are popular components of a system, and many re-
searchers will be familiar with them, for instance, when shopping online we
encounter the “what other customers bought” link, and online newspapers of-
ten recommend popular and follow up news articles based on the article being
viewed. Recommendation tools help users to refine their information need,
defined by the terms of their query, which are often short and potentially im-
precise [58], and the approach can often help users overcome common spelling
mistakes and typographical errors caused by mistyping the query. Recom-
mended items also enable users to expand their search to related concepts
that they may not have considered when defining their initial search [54]. In
the remaining part of this section, an “item” refers to the objects that are rec-
ommended to the researcher [162]. Recommended items are generated from
the search and browsing habits of the researchers by aggregating the activity
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log data for all users of the system, which then forms the basis for a user-based
recommendation approach. Related items are often recommended on the ba-
sis of the similarity of the researcher’s profile to other users of the system,
referred to as a system-based approach. In the case of Samtla, system-based
recommendation involves identifying semantically related queries and docu-
ments using the components of the infrastructure that are supported by the
SLM and suffix tree data structure.
User-based recommender systems
User-based recommendation is divided into community-based, and collaborative
filtering:
• Community-based recommendation: Users receive personalised recom-
mendations on the basis of their participation in a select group of in-
dividuals, who then share content and opinions with other users in the
group that they trust.
• Collaborative filtering: Assumes that users seeking information, should
be able to make use of information that other users have found and
evaluated [141, 191], the aim of which is to direct a user to the most
“interesting” items of a given collection or domain. A common example
is the Google search engine that provides an auto-complete feature [35],
which generates related items based on the user’s own search history and
that of all users.
System-based recommender systems
System-based, or knowledge-based recommendation describes a data-mining
technique that generates suggestions on the basis of a similarity metric to
compare the features stored in the user’s profile or the description of the item
being recommended. The system then ranks the items according to how well
an item matches the users need or preferences [162]. The main issue with
system-based recommendation is the “cold-start” problem [141], where the
profile for a new user or record of their past purchasing history is empty,
and consequently there is no data on which to model the user’s preferences.
System-based approaches may not identify potentially relevant information
due to the fact that modelling user search and browsing preferences can be
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a complex task as there can be any number of factors determining how users
make choices on which queries and documents are related to their information
need.
Hybrid-recommender systems
Hybrid-recommender systems adopt aspects of both user-based and system-
based recommendation to leverage the advantages of both, whilst at the same
time reducing the shortcomings of the individual approaches [76]. A set of
recommendation tools were developed for the Samtla system to construct a
hybrid-recommender system [162]. The user-based component allows queries
and documents to be identified through a form of collaborative filtering based
on the activity of all users of the system. User-based recommendation uses the
log data of past search and browsing activity to create a personalised history
for each user, allowing them to return to previous items they have viewed or
searched. Collaborative search is implemented by summarising the log data
for all users to generate a ranked list of popular (or “trending”) queries and
documents. The ranked lists are produced by assigning a “popularity” score,
as a function of the frequency and recency of each unique query or document
given the log data for each individual user. The user-based approach to rec-
ommendation is straight-forward to implement and has the advantage that
queries and documents can be easily identified through the log data recording
the user activity in the system. More complex methods, such as data-mining
techniques, may not be able to identify the most important documents, since
there can be a range of interrelated factors that determine how users assess
the popularity of a document.
The system-based component identifies items on the basis of the content
of the queries and documents, and therefore enables the system to recommend
items based on similarity rather than popularity, since what is considered pop-
ular may change over time and result in items that previously interested the
user becoming unrecoverable. Furthermore, the system-based recommenda-
tion tool utilises the underlying framework represented by the suffix tree and
SLM components (discussed in Chapter 4) to generate ranked lists of queries
and documents similar in content to the submitted query or document being
viewed by the user. The related query tool recommends similar queries by
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searching for potential permutations of the original query string in the suffix
tree, based on the character rules of the language, and then ranks them ac-
cording to their probability in the collection model C. The related document
tool creates a ranked list of semantically related documents by comparing
the n-gram probability distributions between document pairs, according to
the document model D for each document. Each component of the hybrid-
recommender system is introduced in more detail, starting with a description
of the user-based approach to recommendation in Section 5.3.1, and the im-
plementation of the system-based approach is presented in Section 5.3.2.
5.3.1 User-based recommendation
The system log files store usage statistics that are gathered when users submit
queries to the search engine, or view documents when arriving at the document
level during search or browsing. This allows users to return to the point where
they left off before signing out of the system, or to record favourite items to
which they will often return. Users may also wish to discover what is popular
in a collection, as a way to find new documents of potential interest. Samtla
supports a community feature which suggests search terms and document
views based on their popularity, this requires storing data such as unique user
ids, timestamps, queries and document ids. The user data is then used to
produce top-ten ranked lists of queries and document views per user and the
community of users. The popular queries and documents for individual users
and the community are selected and ranked using an algorithm similar to
the Adaptive Replacement Cache (ARC) [146], where the frequency of each
query or document is combined with its recency for the purpose of ranking.
To generate the user history we use the frequency of the query or document,
whereas, for the popular queries or documents we aggregate over the query
or document views submitted by the whole community of users to obtain
the final frequency for the query or document. The recency of an item is
measured by the number of days that have passed since the last record of the
query submission or document view. Formally the popularity of a query or
document is defined as
popularity = T βR1−β (5.2)
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where T= 1S and S represents the count in days since the last submission,
with today=1, and let R be the raw count of submissions for the query or
document. The two terms are combined through a weighted term β = 0.6,
with more emphasis placed on the most recent queries and documents. The
combination of the two terms T and R prevent submissions with high counts,
but longer time between submissions, from dominating the top entries of the
recommended queries or documents.
5.3.2 System-based recommendation
System-based recommendation is achieved by scoring items on the basis of
the content using a distance or similarity-based measure. In Samtla, the re-
lated queries tool searches the suffix tree storing the SLM for the collection
model C to locate alternative query strings based on a series of predefined
traversal methods that simulate common string permutations over character-
sequences resulting from the rules of the language recorded in the documents.
In other words, the related queries represent “popular” alternatives to the
original query according to the morphological rules recorded in the language
of the archive. When a set of related queries is located, the collection model C
of the SLM, provides a ranking of the related queries according to their proba-
bility in the collection. The system also recommends documents, through the
related documents tool, which produces a list of documents that are similar to
a document viewed by the user, on the basis of shared-vocabulary represented
by n-gram probability distributions, stored in the document model D of the
SLM(see Section 5.3.2).
Type I related queries
The related queries tool in Samtla, addresses many of the language-specific
issues, such as differences deriving from the syntax of the language e.g. the
encoding of the past tense of the verb or attaching affixes to nouns to de-
scribe plurality. Furthermore, the archive may contain documents spanning
several time periods, and under this context the system compensates for lan-
guage change by making a distinction between old forms of the language and
their modern day equivalents. To illustrate, the editions of the Bible over the
centuries reflect updates to the language as it was recorded at the time of
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Position Deletion Substitution Insertion
1 ord ?ord ?lord
2 lrd l?rd l?rd
3 lod lo?d lo?rd
4 lor lor? lor?d
5 lord?
Table 5.2: Related queries generated for the character-sequence “lord”.
publication. As a result we find alternative spellings, such as in the singu-
lars “Lord” versus “Lorde”, and plural forms “Lords” versus “Lordes”. The
language-specific differences are recorded in the suffix tree as a series of unique
paths rooted at the sub-tree for the sequence “Lord”.
The related queries are located by traversing these unique paths through
permutations on the order and presence of characters given the full-sequence
represented by the query. The related queries are generated through an online
process at query time, using a method similar to the Levenshtein edit distance
algorithm, which describes the minimum number of operations required to con-
vert one string into another [101, 134]. The method adopted here, produces
a series of alternative queries through deletion, substitution, and insertion of
the characters of the original query. If we let q′ represent the related query,
where n is the length of the original query q, and i ∈ 1, 2, . . . , n, then the re-
lated queries are generated through the following string permutation methods,
where “?” represents the wild-card character.
1. Deletion: q′ = c1, . . . , ci−1, ci+1, . . . , cn.
2. Substitution: q′ = c1, . . . , ci−1, ?, ci+1, . . . , cn.
3. Insertion: q′ = c1, . . . , ci−1, ?, ci, . . . , cn.
Table 5.2, presents an example of the approach, where the original query
is “lord”. Deletion does not require a wild-card character, as such, since we
simply remove a character from the string where the wild-card character would
appear. The wild-card character is either inserted into the string, or replaces
a character of the original query, which is then submitted to the suffix tree to
locate a match. As the wild-card character is not indexed by the suffix tree
there will be a guaranteed mismatch at that character in the query. When
a mismatch occurs, we execute each of the above mentioned functions, which
traverse the suffix tree from the node where the mismatch occurred. Insertion
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and Substitution are achieved by replacing the wild-card character with the
node label of each child rooted at the last matched node (the parent node).
We then attempt to match the remainder of the query along a unique path
to a leaf node. If there is a match for the rest of the string, then we extract
the smoothed probability for the related query, according to the probability
stored in the collection model C.
The extracted queries are then ranked to produce a list of related queries
that are most similar to the user’s original query, where the query with the
highest probability, is considered to be the one that is most “related” to the
user’s original search. To illustrate, given the sequence “lord?”, the plural
form of the word “lords”, and an archaic form “lorde” are ranked as the top-
two related queries, since they represent common permutations according to
the morphological rules of medieval and modern English.
The related queries are submitted to the suffix tree at the same time as
the original query, and the number of additional searches performed by the
approach, represented by #Q, can be determined through:
#Q = (m ∗ j) + 1 (5.3)
where the length of the original query m, is multiplied by the number of re-
quired operations j, which in our case is j = 3 (representing deletion, substi-
tution, and insertion). We add one to the result to account for the additional
insertion of a character at the end of the query. The example query “lord”,
in Table 5.2, will therefore generate thirteen additional queries. Despite the
additional search for the related queries, the results are returned within a few
milliseconds as a result of the suffix tree data structure, which locates any
sequence of characters in time linear to the length of the sequence. The ap-
proach to related query recommendation presented in this section, identifies
potential queries with an edit distance of one [134]. However, the resulting re-
lated queries, could also be submitted to the suffix tree to locate permutations
with an edit distance greater than one. However, this is left to the researcher,
who can simply select successive entries from the related queries component
of the user interface (see Chapter 6).
Several examples of the output generated by the Type I related queries tool
are listed below, divided according to each case study. Each example, includes
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a description of the type of related query (in brackets), where syntactic refers
to differences in the grammar of the language, orthographic differences include
completely different words or an older spelling variant, and spelling error refers
to an OCR or transcription error recorded in the document text. Furthermore,
some related queries represent different languages from that specified by the
query, which are identified by the name of the language next to the appropriate
related query.
• Aramaic Magic Bowl archive.
– !אתיליל “female demon” → !איליל “male demon/night” (syntactic),
!אתילילו “and female demon” (syntactic)
– !טולית אלו “that she may not curse” [116] → !טולי אלו “that he
it may not curse” (syntactic), !טלית אלו “that she may not curse”
(orthographic) [26].
• British Library Microsoft archive.
– India → Indian (syntactic).
– Poets → poems (syntactic), ports (orthographic).
– Russia → Russian (syntactic), Prussia (orthographic).
• FT newspaper archive.
– Journalist → Journalists (syntactic), Journalism (syntactic).
– American → Americans (syntactic), Americano (Spanish), Amerl-
can (spelling error).
– Vietnam → Vetnam (spelling error), Vienam (spelling error).
• King James Bible.
– Lord→ Lords (syntactic), Lods (spelling error), Word (orthographic).
– His → hys (orthographic).
– Jacob → Iacob (orthographic).
• Giorgio Vasari archive.
– Andrea → Andreas (orthographic), Andrew (English).
– Sculptor → Sculptors (syntactic), Scultor (Italian).
– Veniziano → veniziani (orthographic), veneziano (English).
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Type II related queries
For some language data it can be a challenge to describe all possible string
permutations using this approach alone. This is particularly the case for docu-
ments representing historic corpora. A further component of the related query
tool enables researchers to define a small set of rules, or character-mappings,
that replace certain characters in the query with a corresponding character-
sequence. The set of rules describe particular processes in the language, such
as differences in morphology, dialect, or spelling involving several characters.
For example, in the Aramaic Magic Bowl archive, the rules describe a set of
phonological processes representing differences between dialects, such as long
vowels, for example i → ii, and the mapping of characters from one writing
system to another e.g. Aramaic script to the Syriac script.
The King James Bible, on the other hand, contains a selection of rules used
to account for differences in spelling resulting from language change over time.
The language of the Bible recorded in older forms of the English language
compared to modern English can be quite different. For instance, consider
the equivalence between the medieval form “saith” and the modern day form
“say”. These are difficult to identify using substitution rules alone, but are
easily described by the rule y → ith. A further example from the British
Library Microsoft archive, compensates for English texts from the 15th century
, where the suffix “-ynge” has since been replaced by the modern suffix “-
ing” in words such as “accordynge” → “according”. Table 5.3, summarises a
number of the rules constructed for the King James Bible.
Modern English Old English Examples
y ith say → saith
v th, st have → hathe.
WORD FINAL th, yst mean → meanyst.
Table 5.3: Type II related queries: a small set of character rules for the King
James Bible that associate characters of the query with old spelling variants
extracted from the Tyndale and Wycliffe Bibles.
The related queries are generated by replacing the characters of the original
query with the output of any associated rule. The resulting related queries
are then submitted to the suffix tree and the probability for each full match is
extracted and appended to the list of related queries, which is returned to the
view component of the system architecture for rendering in the user interface
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at search time.
The combination of the character-based suffix tree data structure with the
SLM, provides a good basis for constructing a query recommendation system.
The suffix tree stores the dependencies between the characters, and the SLM
produces a ranking of the related queries according to the smoothed n-gram
probabilities stored in the collection model C.
The Type I related queries capture the processes of deletion, substitution,
and insertion, which account for the majority of string permutations that are
likely to be found in natural language data. On the other hand, the Type
II related queries allow researchers to supplement the related queries tool to
account for complex character mappings.
Related documents tool
Document recommendation is the process of recommending documents to the
user that discuss the same or similar topic to a target document. The target
document is the document the user selected, either from a list of search results
or through browsing, which they have identified as meeting their informational
need. The task of document recommendation is to identify a list of documents
that are most similar to the target document. The comparison of documents
requires them to be reduced to a common representation that can be measured
in order to assess the degree of similarity between pairs of documents. Docu-
ments can be represented by feature vectors describing information about the
documents such as URL, date of publication, language, topic, or author, or the
content can be extracted in the form of n-grams that describe the semantics
of the documents.
The role of the related documents tool is to provide a link to a document
comparison tool, which enables the researcher to visualise the similarity be-
tween the two documents by comparing small and large “parallel passages”
shared between the two documents (see Section 5.4). Samtla identifies related
documents by measuring the similarity between the character-level n-gram
probability distributions of the documents stored in the document model D.
The size of n is fixed, where a small setting for n corresponds to a finer-grained
document similarity measure. This results in a large set of related documents
due to the presense of many short character-sequences representing the com-
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mon terms of the language. Correspondingly, a higher setting for n reduces
the set of similar documents to those that share long verbose sequences, rep-
resenting a coarser-grained analysis. A range of settings were tested, and the
7-gram model (n=7) was found to provide a good balance between small and
large shared-sequences, based on the 15-gram language model defined in Chap-
ter 4. This was also supported by the feedback provided by the researchers
(introduced in Chapter 3), who empirically assessed the output of the tool.
The similarity between probability distributions is computed through the
Jensen-Shannon Divergence (JSD), which is the symmetric version of the well-
known Kullback-Liebler Divergence (KLD) [92,137]. Each document model Md
is extracted from the SLM, and compared to the probability distribution of
every document in the digital archive.
The KLD is computed between n-gram probability distributions, P and Q,
for document1 and document2, respectively. The KLD is applied to two proba-
bility distributions, P and Q, which represent a probability distribution based
on the 7-grams extracted from the document model D for each document, and








where i is a probability for a 7-gram drawn from the respective smoothed 7-
gram distribution for the document. The KLD between the distributions P
and Q, is obtained by summing the result of the probability for the 7-gram
given P multiplied by the log2 of the division between the 7-gram probability
in document1, or P (i), and the 7-gram in document2, represented by the term
Q(i). The JSD is derived from the KLD, as follows:




DKL(P ||M) + 1
2
DKL(Q||M) ,
where M is the average of the two distributions P and Q, which is defined as
1
2(P +Q) [92]. After computing the KLD between P and Q with the average,
the JSD is then one minus the square root of the interpolation between the
two distributions which are interpolated with a weight term corresponding to
a 50% contribution from each KLD score for P and Q. The resulting JSD
returns a value between 0 and 1, where a score of 1 means the documents are
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identical. For each document, the JSD scores are ordered in descending-order
according to their similarity to the target document so that the most similar
documents are ranked at the top of the related document result list.
5.3.3 Document prior
This section introduces a further use of the JSD as a document prior to
update the Samtla query model with information about the semantics of the
documents. The document prior is a useful component of the query model
for favouring documents with certain attributes when ranking [197]. It is
not always obvious, based on the query supplied by the researcher, which
documents are likely to be more interesting, or relevant to the research topic.
Several document priors have been proposed in the past, including those based
on the document length in order to bias the ranked search results to shorter, or
longer, documents [127], which is often adopted as longer documents provide
better coverage of the topic expressed by the query [143]. Another approach
is the PageRank algorithm [69], which measures the authoritativeness of each
document according to the number of inbound links. Other researchers have
found that URL length provides a good prior for specific retrieval tasks, such
as identifying the home page of an organisations website [125]. The adoption of
a document similarity measure as a prior has been shown to be effective [196].
In principle, the prior should describe the importance of each document with
respect to how well it describes the range of topics covered by the documents
in the archive.
The original formulation of the query model, in Chapter 4, assumed a uni-
form prior for all documents. However, it is possible to compute a non-uniform
prior based on the JSD matrix generated for the related documents tool. The
prior for the documents is generated from the dominant eigenvector, which is
a measure of eigenvector centrality [65], corresponding to the eigenvalue with
the largest magnitude given a n × n symmetric matrix A. In Samtla, the
matrix stores the JSD score for each document pair, with the diagonal of the
matrix populated by the value 1, representing the comparison of a document
with itself.
Given A, the task of identifying the dominant eigenvector involves extract-
ing a vector represented by x that when used as a scalar to the original matrix
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Ax,creates an additional matrix λ that represents a scalar multiple of the form
Ax. In other words, we have Ax = λx, where λ is an eigenvalue, and x the
corresponding eigenvector for A. To calculate the dominant eigenvector, let λ
represent an eigenvalue of matrix A with size n, then we have the eigenvalues
λ1, ....λn, computed through the following combination of terms [55]:
λn + Cn − 1λn−1 + Cn−2λn−2 + · · · ,+C0 = 0 (5.4)
The resulting formulation represents a polynomial equation, which means that
as the number of dimensions of the matrix increases, so too does the number
of terms in (5.4), which can become computationally expensive to compute.
A common approach to overcome this issue is to adopt an iterative algorithm,
such as the power method [169], which is more efficient, as it only calculates
the dominant eigenvalue for the matrix, rather than all of the eigenvalues for
the matrix [55]. The approach is defined as follows
In+1 = AIn (5.5)
where I0 is the unitary vector and J = I∞ is the dominant eigenvalue for A.
The dominant eigenvalue is obtained through
|λ1| > |λ2|, · · · , |λn|, (5.6)
that is, we perform a search for the eigenvalue with the largest absolute value
compared to all possible eigenvalues for A, and extract the corresponding
eigenvector. The prior for each document is represented by a value drawn from
the resulting dominant eigenvector. The resulting value of the prior for each
document is then used for the purpose of ranking as part of the query model,
defined in Chapter 4. The influence of the document prior on the ranking of
the documents in the query model is incorporated through a weighted term α,
which controls the amount of interpolation between the probability inferred
from the document model D for the query, and the value of the prior given the
document, which is formulated as follows, where α lies in the range 0 ≤ α ≤ 1.
P (M |q) ∝ PM (q)1−α · Jλ(P ||Q)α (5.7)
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The most appropriate value for α is to be determined as part of future work,
through experimentation and feedback from our research groups. The docu-
ment prior in Samtla is novel with respect to other document priors based on
document level features such as URL, content length. The motivation behind
the prior is to generate a ranking that provides a better approximation to the
researchers information needs, by supplementing the query model with infor-
mation about the topicality of the documents, with documents containing a
larger number of topics being ranked higher in the search results. Table 5.4
displays the top-ten documents ranked according to the value of their prior.
The top document “Isaiah, Chapter 52”, is regarded as the document that
summarises, the topics contained in the archive. The Book of Isaiah describes
Rank Title Prior
1 Isaiah chapter 52 0.10544
2 1 Kings chapter 9 0.08651
3 1 Kings chapter 14 0.08519
4 Jeremiah chapter 25 0.08336
5 1 Chronicles chapter 6 0.07770
6 1 Isaiah chapter 31 0.07674
7 2 Ezekiel chapter 21 0.07660
8 Ezekiel chapter 41 0.07652
9 Exodus chapter 6 0.07646
10 Leviticus chapter 11 0.07481
Table 5.4: The top-ten documents ranked by the value of their prior.
the return of the people of Israel to Jerusalem, who were previously exiled
in Babylon, and reaffirms many of the religious doctrines introduced in ear-
lier books of the Bible [89]. The document content contains many of the set
phrases common to the Bible, such as “Lord God of Israel”, and “The Lord
saith”, as well as a broad range of named entities representing people, loca-
tions, and occupations that are often cited by the other chapters of the Bible.
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5.4 DOCUMENT COMPARISON TOOL
Document comparison is the task of comparing the difference or similarity
between the content of two or more documents through analysis of shared vo-
cabulary or features. Document comparison tools are widely available, such as
the Diff Doc tool [25], and the compare documents side by side tool in Microsoft
Word 2010 [22]. However, the focus of these tools is on locating the differ-
ences between pairs of documents. In contrast, the document comparison tool
developed for Samtla identifies text regions of similarity, between documents
that could be widely divergent overall. Divergence defines the permitted toler-
ance between two sequences before they are no longer classed as being similar,
or identical. The underlying algorithm for identifying shared text patterns is
a tailored variant of the Basic Local Alignment Search Tool (BLAST) algo-
rithm, commonly used in bioinformatics for comparing DNA sequences [139].
The method uses a local sequence alignment approach that identifies a series of
short sequences called seeds, that are common to both documents. The initial
seeds are expanded a character at a time simultaneously in both documents to
produce a larger sequence, up to a predefined threshold. More precisely, the
seeds are composed of the unique set of 3-gram character strings shared be-
tween two documents, one representing the “target” document, and the other
a document drawn from the list of related documents (in Section 5.3.2). The
3-grams are expanded one character at a time, first from the left, and then
from the right, through an iterative extension process. Each pair of (approxi-
mately) matched sequences is then scored according to their Levenshtein edit
distance up to a predefined limit [101, 134]. Given an expanded seed s1 from
document1, and s2 in document2, the measure for scoring each sequence is
defined as follows:
ed(s1, s2) ≤ bmδc (5.8)
where the term bmδc, on the right-hand side, defines the threshold determining
the limit of the extension process. The limit is met when the edit distance
is greater than the floor of the length of the shorter sequence m, multiplied
by a tunable tolerance parameter δ. The default setting for the tolerance is
δ = 0.2, which allows the two sequences to differ by as much as 20%, before the
extension stops and moves on to the next seed. The output is represented as
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a list of start and end positions identified by a unique seed id. The algorithm
for scoring and extending the initial seeds, represented by 3-gram character-
sequences, is as follows:
Algorithm 1 The seed extension algorithm.
1: procedure Seed–Extension
2: Retrieve all shared 3-gram sequences s1 ∈ D1 and s2 ∈ D2 with index
of start positions.
3: for each seed s1 and s2 do
4: m = |s1|
5: ed = editdistance(s1, s2)
6: while ed ≤ bmδc do
7: start -=1
8: s1 = s1 (start, end)
9: s2 = s2 (start, end)
10: m = max(|s1|,|s2|)
11: ed = editdistance(s1, s2)
12: end +=1
13: s1 = s1(start, end)
14: s2 = s2(start, end)
15: m = max(|s1|,|s2|)
16: ed = editdistance(s1, s2)
17: end while
18: store the resulting sequence for s1 and s2
19: end for
20: end procedure
An example of the output generated by the algorithm is illustrated in
Table 5.5, which presents the largest sequence extracted from the Book of
Genesis, Chapter 10 for two English Bibles; the first is the Douay-Reheims
Bible, published 1609 and based on a translation of the Latin original, and the
second is the King James Bible, published in 1611 and based on the Hebrew
and Aramaic original text. The initial starting seed for the shared-sequence is
the 3-gram string “ham”:
Douay-Rheims Bible (1609) King James Bible (1611)
Noe: Sem, Cham, and Japheth Noah; Shem, Ham, and Japheth
Table 5.5: An example shared-sequence between the Douay-Rheims and King
James bible, which were written in different forms of the English language.
The edit distance between these two sequences is broken down as follows:
• The strings Noe and Noah have an edit distance of two, since one sub-
stitution (a → e) and one insertion (final character h) is required to
5.4. DOCUMENT COMPARISON TOOL 157
translate the strings.
• the conversion of the string Sem to Shem, requires an insertion of char-
acter h, equal to an edit distance of one.
• the sequence Cham is converted to Ham with the deletion of character
C at the beginning of the string for a total edit distance of four.
Despite the differences in the spelling of the names due to the different time
periods, and changes to the language over the centuries, the two sequences
might be considered semantically equivalent to a researcher of Bible scripture.
A further example, illustrated in Table 5.6, shows how the approach reveals
the lexical choices made by the authors of the different books within the same
Bible, where the word “say” in the first example Samuel 2, Chapter 24, has
been substituted for the word “tell” in Chronicles 1, Chapter 21 : The differ-
Samuel 2 chapter 24 (1611) Chronicles 1, chapter 21 (1611)
...the LORD came unto the
prophet Gad, David’s seer, saying,
Go and say unto David, Thus
saith the LORD, I offer thee three
things; choose thee one of them,
that I may do it unto thee. So Gad
came to David, and told him...
...the LORD spake unto Gad,
David’s seer, saying, Go and tell
unto David, Thus saith the LORD,
I offer thee three things; choose
thee one of them, that I may do it
unto thee. So Gad came to David,
and said unto him, ...
Table 5.6: An example “parallel passage” shared between two chapters of the
King James Bible, which demonstrates the flexibility of the approach to word
choice made by two authors.
ence between these two passages may be of potential interest to researchers as
they reveal language preferences made by the writer or translator of the orig-
inal text. As the examples demonstrate, the tailored variant of the BLAST
algorithm captures text patterns that can be quite divergent overall. Further-
more, the approach is simple to implement, and flexible to the language due
to the character-level representation for the n-gram seeds of the documents.
In addition, greater flexibility can be achieved through setting the tolerance
parameter to address the morphological complexity of the language recorded
in the documents. For instance, a language that is morphologically complex,
such as Aramaic, requires a higher setting δ ≤ 2, whereas languages like mod-
ern English, which has less complex morphological rules in comparison, would
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require a smaller setting, such as δ ≤ 1. In general, a tolerance of δ = 2, has
been found to perform well for the digital archives with which Samtla currently
operates. That is to say, the degree of tolerance, and thus similarity between
the two parallel passages, is tuned to ensure that the two sequences are never
too divergent, and that the output generated by the tool is consistent and
sensible across different language archives.
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Case studies
There are currently three archives supported by the document comparison
tool, including the Aramaic Magic Bowl archive, the King James Bible, and
the Giorgio Vasari archive. This section presents an example of the document
comparison tool to illustrate how it is used by the research groups to identify
“parallel passages” that help the researchers explore the similarities between
the content of the documents.
Aramaic Magic Bowl archive
Figure 5.13: A document comparison between two “parallel passages” in the
Aramaic Magic Bowl archive.
The comparison in Figure 5.13, shows several repeated structural text patterns
shared between two Aramaic bowl texts. These sequences represent magic or
religious “formulae” that differ due to a number of reasons. For instance,
differences arise due to the grammar of the language, such as gender marking
on the nouns due to the text being commissioned on behalf of a male versus a
female client. Furthermore, the scribe’s dialect is often reflected in the choice
of vowels, and they transcribed the “formulae” sometimes in full, or only in
part due to a number of reasons, including space restrictions imposed by the
medium (the surface of a ceramic bowl). One topic of research looks at the
placement of these sequences, which seem as if they have been extracted from
a hypothetical recipe book, and used as a basis to form a new text. The small
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horizontal map at the top of each document displays the position of these
sequences, which reveals where the “formulae” tend to occur, e.g. as part of
the introduction, main body, or conclusion of the text. The user can refer to
the horizontal map to assess how extensive the shared sequences are, or in the
case of multiple matches, which direction the user needs to scroll in order to
view sequences appearing elsewhere in the document (see Chapter 6 for an
example).
King James Bible
Figure 5.14: A document comparison between two “parallel passages” in the
King James Bible.
Figure 5.14, shows a comparison between Mark, Chapter 3 and Malachi, Chap-
ter 3 of the King James Bible, with the largest shared-sequence highlighted.
Despite the similarity between the two sequences, there are some key differ-
ences between the two shared-sequences, summarised in Table 5.7.
The example illustrates how the authors of the Bible often quote or para-
phrase the writings of previous authors, with slight differences in grammar and
word choice. Examples range from a single word e.g. “begin” versus “think”,
representing a different lexical choice, to a complete clause e.g. “every tree
therefore” versus “therefore every tree”, and “that came forth to be baptized
of him” versus “come to his baptism, he said unto them”, which differ in terms
of lexical choice, clause structure, and tense.
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Mark, Chapter 3 Malachi, Chapter 3
that came forth to be baptized of
him
come to his baptism, he said unto
them
Bring forth therefore fruits worthy
of repentance,
Bring forth therefore fruits meet
for repentance:
and begin not to say within
yourselves
And think not to say within
yourselves,
every tree therefore which bringeth
not forth good
therefore every tree which bringeth
not forth good
Table 5.7: The longest sequence shared between two chapters of the Bible,
with the differences between the two sequences underlined.
Giorgio Vasari archive
Figure 5.15: A document comparison between two “parallel passages” in the
Giorgio Vasari archive.
The Giorgio Vasari archive is the work of a single author, and consequently
the shared-sequences identified by the document comparison tool tend to be
relatively short compared to the other examples presented in this section.
Figure 5.15 illustrates a comparison between two chapters discussing the work
of two different architects.
Although short, the largest shared-sequence reveals that the two archi-
tects may have adopted similar approaches to the design of architecture. The
role of the document comparison tool under the context of this archive, is to
help researchers identify similarities between the lives, work, and styles of the
5.5. NAMED ENTITY TOOL 162
Cimabue Arnolfo di Lapo (di Cambio)
he gave the form of a T, making it
five times as long as it was wide.
he gave the form of a T, making it
five times as long as it is broad
Table 5.8: The longest sequence shared between two chapters from the work
of Giorgio Vasari, with the differences between the two sequences underlined.
different architects and artists at the time.
5.5 NAMED ENTITY TOOL
Named Entity Recognition (NER) [64,153] describes the process of extracting
words (or sequences of characters, in our case) that represent names of people,
companies, and locations. Samtla adopts the gazetteer approach to extract
named entities from the raw documents. Gazetteers have been used for some
time as the data to improve the performance of named entity systems, other
more sophisticated methods exist, such as semi-supervised learning techniques
including the bootstrap and co-training approaches [52], however gazetteers
are becoming popular again due to their simplicity, and the recent increase
in structured data recording named entities, such as the lists and database
records compiled by Wikipedia [12–14], and DBpedia [119], respectively.
A further motivation for the adoption of the gazetteer approach is that
Samtla supports a number of historic text collections, such as the Bible and
Vasari’s “The lives of the most excellent artists and architects”, which repre-
sent closed corpora that are rarely going to be expanded with new documents.
Consequently, gazetteers are sufficient for these types of static and domain
specific corpora due to the wealth of existing lists compiled by researchers
that can be used to form the basis for a gazetteer approach.
The named entity tool in Samtla extracts named entities from the docu-
ments by submitting each entry in the gazetteer to the SLM suffix tree as a
query. Each exact match is then stored in a database according to the entity
type, with the document id, and an index of start positions in the document
text.
When the researcher views the named entities for a document, the indexes
are rendered as an additional layer over the document text in document view
(further discussed in Chapter 6). The named entity data is also parsed to the
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browsing tool, in a similar way to the metadata (see Section 5.2). This en-
ables researchers to browse the digital archive according to a specific person,
location, or occupation, which provides a more intuitive way for locating doc-
uments, since the document content often makes reference to a set of named
entities in relation to a specific event, particularly in archives like the FT
newspaper archive.
In practice, capturing certain named entity types can be a challenge. For
instance, person entities may be referenced in full only in the introductory
text of the document. Subsequent mentions may be restricted to first-name or
surname, depending on the level of formality. For example, it is quite common
to find the names of politicians referenced in full (e.g. David Cameron) at
the beginning of a news article, with subsequent mentions referencing the
surname only (e.g. Cameron). On the other hand, entertainers and actors
are often referenced by their first name (e.g. Elvis). Therefore, the best
strategy for extracting named entities for person, is to store person names as
two separate lists, one for first-names, and another for the surnames. A set
of heuristics determines when a person entity is identified, over other entity
types, by conditioning on the fact that both first name and surname must
be present in the document. The requirement for conditioning on both parts
of the name, is due to the need to reconstruct the two parts of the name in
order to link additional metadata about the individuals, especially when the
entity represents a famous or well-known person. Dividing the names of person
entities in to two lists is also more efficient for search and storage, and provides
more coverage than a single list of full-names of individuals, the majority of
which may not be referenced in the archive at all.
Named entities for location are divided in to two separate lists, one for
countries and the other for city names. After we have obtained all matching
locations in the documents, a second phase extracts a set of geo-location co-
ordinates from the Open Street Map API [16] for rendering the location on a
Google map when the researcher hovers over the named entity (see Chapter 6).
The approach is simple and easily deployable, however, the gazetteers could
also be used as training data for a statistical learning approach [94].
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Case studies
This subsection presents several case studies demonstrating the application
of the named entity tool constructed from the named entities extracted from
the document content. The named entities are inserted in to the hierarchi-
cal graph storing the navigation structure of the archive, which supplements
the browsing tool, allowing users to identify documents through the named
entities for people, locations (cities, regions, and countries), occupations and
commodities for some archives.
The named entities support the close-reading of the document text, by
allowing researchers to select specific named entities, or entity types, which
are highlighted in the text. Each named entity is colour-coded according to
entity type in order to facilitate identification, and filtering.
Financial Times newspaper archive
Figure 5.16: The FT newspaper archive named entity view for the original
image of the document.
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Figure 5.17: The named entity view for the Financial Times newspaper
archive, with a Google map of the locations mentioned in the document.
The FT newspaper archive provides several categories of named entity based
on gazetteers constructed from manually compiled lists across a range of topics
[14]. The FT newspaper archive is unique in that it is composed of both text
and images of the original document. The example in Figure 5.16, illustrates
how the named entities are highlighted in the image of the document. The
document content is stored in XML format, and each word of the text stores
attributes for the pixel coordinates of the word. The pixel coordinates are
extracted for each successful match for a named entity submitted from the
gazetteer to the suffix tree. These are then stored as attributes of the named
entity and rendered over the image of the document. Two additional tools
are provided to support image magnification, and to allow users to alternate
between the image and the text.
The example in Figure 5.17, demonstrates how additional metadata is
attached to the named entities for location, which is displayed on a Google
map when the researcher hovers over the named entity.
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King James Bible
Figure 5.18: The named entity view for the King James Bible.
Figure 5.18 illustrates the named entity tool applied to the King James Bible.
Gazetteers for well known texts, such as this one are widely available. Re-
searchers are able to discover the documents on the basis of the people and
locations mentioned, but also a range of occupations identified by gazetteers
related to biblical roles, which is not an entity type that is often supported by
the tools currently available to researchers.
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Giorgio Vasari archive
Figure 5.19: The named entity view for the Giorgio Vasari archive.
The named entity tool for the Giorgio Vasari archive in Figure 5.19 extracts
the named entities from both the English and Italian translations of the orig-
inal text, which supports the discovery of the documents across different lan-
guage corpora. Furthermore, the named entities provide a natural way for
researchers to explore the work of the various artists, which was not previ-
ously available to the researchers. Although the documents are divided ac-
cording to artist, Giorgio Vasari compared the work of artists who depicted
similar themes, or adopted similar approaches. Therefore, the named entities
extracted from the document content, provide more coverage than the that
supported by the metadata.
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5.6 DISCUSSION
The chapter presented an outline of the generic set of mining tools developed
for the current version of Samtla. The mining tools provide the means for
researchers to interact with and explore the documents through browsing and
comparison. The SLM, described in Chapter 4, was updated with a metadata
language model to integrate the metadata model probabilities in to the ranking
of the documents. The contribution of the metadata model is uniform for all
documents, but can be easily adapted to include a weighted term for each
metadata field to describe its contribution to the probability for the query
given the metadata model. For instance, we may wish to give more weight
to the title or the date of publication, to assign more importance to search
results with query matches in the headline text of the article, or to the most
recent articles, respectively. Furthermore, the metadata formed the basis for
a browsing architecture that enables researchers to explore a collection of
documents in a more intuitive way, where the main topics are extracted from
the collection and provided as a series of unique paths to the documents. The
search tool was supplemented with a search filter constructed from the index
of the document metadata fields containing matches for the query.
The hybrid-recommender system implemented in Samtla was described in
Section 5.3, and helps researchers explore a large space of related material,
by leveraging the activity log data for all users in the research community in
order to construct a profile of the search terms and documents that are at-
tracting the most interest. The recommendation tools also provide new users
with a starting point from which to begin exploring the archive, and also as
a method to track the evolving research interests of the community as the
popular searches and documents update along with time. The advantage of
the hybrid-recommender system approach is that the system-based component
mitigates against the “cold-start” problem that can affect purely user-based
approaches e.g. collaborative filtering. This is due to the fact that the system-
based approach does not require a specific amount of data to construct a user
preference model, as related material is identified on the basis of archival con-
tent. Furthermore, the recommender system adopts many of the established
components of the underlying infrastructure, described in Chapter 4.
The related query tool relies on the collection model C, stored in the
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suffix tree data structure, to locate possible alternatives for the query, which
are generated automatically through a series of string permutation methods,
or the application of a small set of character rules defined by the researcher,
which produce related queries on the basis of more complex language processes.
The related queries are ranked according to their global probability given the
collection model C, which provides researchers with the most likely related
queries given the statistics of the archive.
The related document tool was constructed from the SLM n-gram proba-
bility distributions from the document model, D, for pairs of documents. The
distribution for each document was measured using the Jensen-Shannon Di-
vergence, a popular method for measuring the similarity between two probabil-
ity distributions. The related document tool was designed to help researchers
to identify semantically related documents very quickly given any document
in the digital archive, and to provide access to a further tool, the document
comparison tool (discussed in Section 5.4), which allows researchers to explore
the “relatedness” of the documents through visual mining of large and small
shared-sequences.
Named entity tools were also identified as being important to researchers.
Identifying and extracting named entities from the document text is achieved
using a simple approach involving gazetteers, which are supplied by the re-
searchers, and have been found to be sufficient for many of the archives sup-
ported by the Samtla system. The mining tools were each developed to address
the specific needs of the research groups. The current set of mining tools rep-
resent the most common tasks that were identified as being important to our
researchers for which there were no tools available that could perform the re-
quired analysis. The majority of the mining tools were developed to address
the needs of the historians working with the Aramaic Magic Bowl archive (see
Chapter 3). The document comparison tool, in particular, was considered an
integral tool due to the variability between the documents due to differences
in language, dialect, author, and time period.
CHAPTER 6
USER INTERFACE
This chapter introduces the Samtla user interface (UI) reflected by the view
component of the supporting architecture (refer to Chapter 3). The chapter
begins with Section 6.1, which discusses the principles adopted for the design
of the user interface, with reference to the issues faced by researchers (see
Chapter 2). Next, a discussion of the main structure of the interface follows,
in Section 6.2, which introduces the main regions of the web application page
layout. The remainder of the chapter is divided according to the different tasks
that researchers can perform in the Samtla system. The first is search, pre-
sented in Section 6.3, which discusses the user interface components related
to the generation of the search results snippets, recommended queries, and
the researcher’s search and browsing history. The second task, represented
by browsing, is supported by two different structures, a vertical list view for
easy navigation of large sets of items, and a treemap view for summarising the
availability of data in the archive, both of which are introduced in Section 6.4.
Once the relevant document is located a flexible document view is displayed
to the researcher for close-reading of the text, presented in Section 6.5, which
displays the raw text, or original scanned image of the document. At the
document level, the user has access to a further tool reflected by the doc-
ument comparison tool, which is described in Section 6.6 and supports the
comparison of small and large variable length character sequences represented
by the “parallel passages”. Researchers also have access to additional tools for
viewing the metadata, related documents, and named entities. The chapter





The user interface provides the mechanism for users to access and modify the
data stored by a system. The user interface is therefore an important compo-
nent of system development responsible for interpreting the input, representing
the information need of the user, and rendering the appropriate output in re-
sponse. In short, it provides the main interface between the user and the data.
A user will often judge the utility of a tool on the basis of the user interface
alone, and the research reveals that it has not generally been a priority for
tool developers to address the need for intuitive interfaces when developing
tools for humanities researchers [99].
An effective user interface is one which enables the user to access the data
quickly with minimal interference or visual distraction. In other words, an
effective interface is one that performs the majority of the work with very
little information, or effort, on the part of the user. Visually distracting user
interfaces are often the result of “visual clutter” due to an absence of white
space resulting from unrelated or irrelevant options and information [96]. Poor
interface design often results in users loosing confidence in a system [177], and
subsequently abandoning it before they have fully understood its potential to
help them complete a specific task (discussed in Chapter 2).
Shneiderman (1986) [177] proposed eight heuristics, or “golden rules of
interface design”, to act as a starting point for developing user friendly inter-
faces, which are summarised as follows:
1. Consistency.
Consistency is an important aspect of user interface design, and relates
to the idea that the same sequence of actions carried out by the user,
should generate the exact same output each time. Consistency also
covers the style, and layout of the user interface, where adherence to
well-established and understood user interface interactions increase the
usability of the interface as users are familiar with them. For example,
functionality is best represented by universally established iconography
(e.g. a disk icon to denote a loading or saving funtion), and text descrip-




As users increase their use of the system there may be information
that they wish to access regularly. Shortcuts provide the means for
users to access this information without repeating the potentially time-
consuming actions required to reproduce the results, such as searching
or browsing the documents.
3. Feedback.
Every interaction made by the user should result in some form of visual
feedback, or information from the system, in order to reassure the user
that their interaction with the system has been acknowledged. This
is particularly important for tasks that require further processing or
searching of the data, which may require more time.
4. Closure.
Closure refers to the user feeling as though they have successfully com-
pleted a task. This means grouping the system’s functionality together to
create a stream of processes with a beginning, middle, and end. When
the user completes a task they are able to release any information in
their short-term memory related to achieving their goal, allowing them
to focus on a new set of actions, or pause the analysis.
5. Error handling.
The system should detect errors and provide a simple solution to resolve
them, or display information that would enable the user to respond to
it appropriately.
6. Reversal of actions.
The ability to “undo” an action provides users with a sense of freedom to
explore a system, knowing that any unintended actions can be undone.
The interface should support the ability to not only undo single actions,
but also whole groups of actions.
7. Control.
The user must feel in control of the system at all times, which means that
functionality or changes to the state of the system should be instigated
by the user, rather than by the system on the user’s behalf.
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8. Reduce cognitive load.
Users may find certain tasks such as search and close-reading of the
documents cognitively intensive. The presence of unnecessary “visual
clutter” in the user interface can have an impact on the user’s ability to
perform tasks. Visual clutter tends to be caused by an absence of white
space, or overloading the user with tool options and information that are
not relevant to the analysis [96]. In order to reduce the cognitive load
on the user, interfaces should consolidate information in to meaningful
groups, and displayed when they make sense in the given context of the
analysis.
These principles are intended to “place the user at the center of the design”,
where they act as a “design partner” in a user-centered, or participatory design
approach [51].
The Samtla user interface has been designed in collaboration with the
research groups, where early prototypes of the interface where evaluated as
part of an iterative design process, and users were encouraged to feedback on
the different prototypes. From the feedback, it appeared that the researchers
preferred an interface where the majority of the display area is dedicated to
the content of the archive, and output of the tools, as represented by the search
results, browsing, document, and comparison views. These are tasks that the
users’ will want to perform regularly or have access to at all times. Supporting
tools such as the user’s past activity, or recommended queries and documents,
were considered as secondary information and tools, and could be optionally
displayed when required. The main structure of the interface has been designed
to make a distinction between primary and secondary information and tasks.
6.2 THE INTERFACE STRUCTURE
The display area of the Samtla interface is divided in to header and main body
regions, which is further divided in to a three column layout (see Figure 6.1).
The header displays tools reflecting primary actions, which include search,
display of previous search and browsing history, changing the browser viewing
preferences, and sending bug reports or feedback (see Figure 6.2). The left
column of the main body displays secondary information, such as users pre-
vious activity in the system, and up-to-date information about the research
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interests of the community. The information is accessible at all times, and can
be hidden or displayed by selecting the appropriate tool icon from the header,
or resizing the column.
The central column displays all primary information such as the search
results, document content, browsing, and document comparison tool output.
The default setting is to display the output of the browsing tool to enable users
to explore the archive at any point in the analysis. The right column is dedi-
cated to secondary information and actions that are dependent on the context
of the analysis, for example, the display of the metadata search filter when
viewing search results, or displaying the metadata record for the document,
and secondary actions, such as the related documents, and named entity tool
at the document-level. By partitioning the display according to functionality
Figure 6.1: The basic structure of the user interface is composed of a header
and main body divided in to left, middle, and right columns.
the user is able to focus their attention on the output of the system generated
by primary actions, including search, browsing, and viewing the documents,
whilst the display of secondary information and tools is optional. The actions
in the system are displayed as icons, or text labels. Where possible, text labels
have been preferred, as studies suggest that users often find them more mean-
ingful than icons [96]. On the otherhand, icons have been adopted when space
is limited, for instance, in the header of the page, and the areas dedicated to
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Figure 6.2: The header provides access or settings for the most often used
tools represented by search, recommendations, and browsing preferences.
secondary information and actions (see Figure 6.2).
Samtla also displays information on the current state of the system as a trail
of links known as a “breadcrumb” [104]. The breadcrumb acts as a secondary
form of navigation [154], as well as a visual record of the user’s activity since
entering the system. Other advantages of the breadcrumb include providing
the main undo function, where users can return to the results of their previous
actions by selecting higher-level elements of the breadcrumb.
User testing suggests that although breadcrumbs can be overlooked, or ig-
nored by users, they are easy to interpret, with respect to what they represent,
and how to use them. Furthermore, they take up very little space in the user
interface, but can potentially facilitate navigation [154].
Figure 6.3: An example breadcrumb describing the path taken from the root
level to the document level of the Bible version of Samtla.
The breadcrumb trail is generated from the path created by the users
activity or navigation in the system. For example, when users are browsing,
each node visited in the hierarchical graph structure, is appended to a list
(introduced in Chapter 5). Any subsequent actions, such as search, document
views, and document comparison, are also appended to the same list. Each




There are several processes involved when users are searching for information
in a system. First, the user will formulate the terms of a query that describes
the topic of the documents that they wish to retrieve from the system. Next,
the query is entered and submitted via a search bar, or equivalent text prompt.
The user will then be presented with a ranked list of search results, which
are often represented by a vertical list, due to the list structure being uni-
versally understood by the majority of users. The vertical list view is also
particularly well-suited to the display of long lists of items, and the vertical
order of the entries promotes usability as users can quickly scan the results
compared to a horizontal ordering of the entries [103].
Depending on the relevance of the retrieved documents, the user may de-
cide to refine the terms of their original query and repeat the search. Alterna-
tively, the users may wish to filter the relevant documents for those containing
specific attributes, aside from matches in the document text, e.g. matches
for the query in the title text. Consequently, it is important to consider this
cycle of search, review, and refinement in the development of the user interface
when applied to search.
In Samtla the search bar is permanently displayed in the header of the
interface, allowing the researcher to search the archive at any point in the
analysis. The search results are composed of snippets generated from the
document text with highlighted matches for the n-grams of the query. The
snippets act as the main form of feedback for the user to assess the relevance
of each document in the search results (see Section 6.3.1). The system also
displays a search filter to enable users to filter the documents for specific
attributes stored in the metadata for each document retrieved, discussed in
Chapter 5.
The process of search and refinement of the user’s query is aided through
the display of related queries, which represent alternative forms of the query
according to the properties of natural language (see Section 6.3.2). Lastly,
users may also require help in locating the interesting documents in the archive,
which they may not be able to identify through an appropriate query. Con-
sequently, in these situations the user may turn to a colleague or ask advice
from an expert of the archival content such as a librarian. Samtla provides
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similar functionality through recommended queries and documents that repre-
sent the queries and documents that the community of users rely on the most
(see Section 6.3.3).
6.3.1 Search snippet generation
Snippets are one of the most common approaches adopted [103] for display-
ing matches to the query in the document content. Each snippet represents
a summary of the document generated from the index returned by the re-
trieval model. Snippets are classified as either static or dynamic, depending
on their application in a system. Static snippets will return the same sum-
mary of the document each time they are generated, for instance, from the
introductory text of the document. On the hand, dynamic snippets are gen-
erated in conjunction with the scoring of queries, with each occurrence of the
query highlighted in the document. The snippets are composed of one or more
summaries containing all or part of the query terms, with additional context
provided to the left and right of the query matches.
The challenge with snippet generation is to choose a method that captures
coherent portions of text, for instance complete phrases, as users tend to prefer
summaries that are easy to interpret [143]. Therefore the aim of snippet
generation is to produce snippets that are informative enough to represent the
topic described by the query, highly readable to facilitate the user in choosing
the most relevant document, and concise enough to make the best use of the
space available when presenting a long list of search results [143].
The Samtla system produces dynamic snippet windows for summarising
the documents. The snippets are generated from the index returned by the
suffix tree at query time. The index provides the means for extracting the
matching portions of the query from the document text, using the start and
end positions of each matching n-gram of the query. The extracted sequences
are then expanded to the left and right to provide the user with some context to
the query. The length of the context is tunable and is defined by a parameter w
reflecting the maximum length of the context in characters. For our purposes
this is set to w = 100 characters, however in future versions this could be
provided as a user setting.
The snippets are scored by calculating the length of the matching n-grams
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found in the snippet, which is then interpolated with the total count of all
n-grams in the snippet, where the algorithm assigns more weight to snippets
containing all of the query n-grams. This ensures that the snippets are ranked
in such a way that the top snippets will contain full matches to the query,
before presenting snippets with only partial matches. The score for each po-
tential snippet, extracted from the document text, is defined as follows
SnippetScore = δαµ(1−α), (6.1)
where δ represents the cardinality of the set of n-grams in the snippet, and µ
is the count of all n-grams (including repetition). The two terms composing
the snippet scoring formula are interpolated with a weighted term, defined as
α = 0.9. The high setting for α ensures that the snippets are biased towards
those that contain full matches for the query. The snippets are sorted in
descending order according to their respective score, and the top-three scoring
snippets are selected as a preview for the document. As an example, Table 6.1
displays the potential snippets generated for a single document, together with
the score for each snippet given by (6.1).
When displaying the search results, the documents are organised according
to exact and partial matches for the query. The documents are partitioned
in to bins by the length of the query match. The documents for each bin are
then sorted by probability, inferred from the SLM. The approach ensures that
users will always be presented with full matches for the query at the top of
the search results, before any partial matches are presented. Partial matches
do not encompass the full query, but may still be of interest to the user, or
may aid the user in reformulating the terms of their query, in order to refine
the search results. Each document in the search results is then represented by
a title, and a corresponding snippet window.
A further component of the snippet window is the metadata snippet text.
The matches for the query given the metadata model B (discussed in Chap-
ter 5), are displayed at the bottom of each document snippet with the meta-
data field and the query highlighted in the corresponding value. Snippet gen-
eration is performed in the same way as described for the document text, the
only difference is that only the top scoring snippet is returned for the meta-
data. This helps to maximise the number of documents that can be displayed
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Rank Score Snippet text
1 0.648
...with the council, answered, Hast thou appealed unto
Caesar? unto Caesar shalt thou go. And after certain days
king Agrippa and Bernice came unto Caesarea to salute
Festus...
2 0.072
...in him. And when he had carried among them more than
ten days, he went down unto Caesarea; and the next day...
3 0.072
...deliver me unto them. I appeal unto Caesar. Then
Festus, when he had co...
4 0.054
...led to be reserved unto the hearing of Augustus, I
commanded him to be kept till I might send him to
Caesar. Then Agrippa said unto...
5 0.042
...that Paul should be kept at Caesarea, and that he
himself would depart shortly thither...
6 0.042
...three days he ascended from Caesarea to Jerusalem.
Then the...
7 0.042
...the temple, nor yet against Caesar, have I offended any
thing...
8 0.042
...Then said Paul, I stand at Caesar’s judgment seat,
where I...
Table 6.1: The ranked search snippets generated for a single document match-
ing the query “Hast thou appealed unto Caesar?”, submitted to the King
James Bible.
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in the available area to facilitate the quick scanning of the search results.
In the event that it is not possible to generate a snippet for the document
e.g. when the document represents an image, the system handles the error by
rendering only the title of the document.
6.3.2 Related queries
The related queries are displayed to the user at the same time as the search
results. A maximum of ten related queries are returned in response to the
user’s query, and sorted by probability according to the collection model C
component of the SLM (see Chapter 4). The related queries are displayed hor-
izontally above the search results,and sorted in decreasing order of probability
from left-to-right.
An example, presented below, is represented by the query “Nebuchadrez-
zar”, which has a related query of “Nebuchadnezzar”. This related query
represents a less common spelling of the name of a famous King, where the
difference of one character r→ n is the result of a variation in the transcription
of the name according to the Hebrew and Aramaic versions of the original text.
When the user selects a related query, a further search is performed, which
Figure 6.4: An example of the related queries for the query “Nebuchadrezzar”,
a name of a King mentioned in the King James Bible.
may itself return further related queries. Continuing in this way, enables the
user to iteratively explore a large space of potential queries that are more vari-
able than single character differences identified by the Type I related queries
approach (refer to Chapter 5).
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6.3.3 User history and popular queries and documents
The user history is displayed as secondary information, and acts as one of the
main shortcuts to previous searches and document views. The recommended
queries and documents are refreshed after each new query or document view is
recorded in the log data, which triggers an action in the controller component
of the architecture, which is responsible for updating the user interface with
new recommendations. If the user has logged on for the first time, there is no
Figure 6.5: The left sidebar showing the user query and document history, and
the most popular queries and documents in the whole community of users.
personal search or browsing history due to a lack of user activity. Therefore,
the popular queries and documents provide the main starting point for users
to begin exploring the archive. The ranked lists are updated asynchronously
after each new interaction received from the users by the server, which provides
uptodate information on the research community search and browsing activity.
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6.4 BROWSING
The browsing architecture in Samtla provides users with a number of differ-
ent routes to the documents based on the structure of the digital archive,
the metadata, and the named entities extracted from the document text, see
Chapter 5. To recap, the paths to the documents are represented as nodes
in a hierarchical graph structure, where each node is labeled with a category
representing a field or value from the metadata, a named entity type, or named
entity label. The nodes of the graph are then visualised in one of two ways,
a vertical list view, discussed in Section 6.4.1, and a treemap view presented
in Section 6.4.2. If the available display area is too small and the number
of items to display is large, then there is a chance that the treemap will not
be able to generate an appropriate layout. When an error occurs, then the
browsing tool falls back to the vertical list view by default.
6.4.1 The vertical list view
The default browsing view is represented by a vertical list. The list is divided
in to two columns, with the first column displaying the current categories
available to the user, which they can select in order to continue traversing the
hierarchical navigation structure to the document level.
Figure 6.6: Browsing the Bible corpus using the list view.
The second column provides a summary of each category in terms of any
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additional categories, a list of documents if the next level down represents the
document level, or a summary for each document grouped under the given
category at the point in the tree preceding the document level.
6.4.2 The treemap view
The size and colour of the cells of the treemap can be altered to reflect certain
attributes of the collection, for example, according to the category size, by
increasing the size of the cell’s weight or introducing colour, as shown in Fig-
ure 6.7. This enables users to locate sub-groups of documents with very little
effort due to the visual cues that can be embedded in the treemap. Image data
Figure 6.7: Browsing the King James Bible through the treemap view gener-
ated from the document metadata.
is also supported by the treemap view, where the images are scaled according
to the dimensions of the treemap cells, and labelled according to the docu-
ments related to the image. Images are either provided as links to external
sites, such as the Aramaic Magic Bowl archive, which references the images
available at the British Museum photographic archive (see Figure 6.8), or im-
ages that accompany the text, such as the paintings referenced in the Giorgio
Vasari archive (in Figure 6.9). The advantage of the treemap view over the
vertical list view is that the breadth and type of information available is dis-
played all at once, allowing the user to gain a comprehensive overview of the
information stored in the digital archive. It also offers a unified approach for
different media, such as browsing the images that accompany the documents.
Unlike text labels, images are still recognisable at small scales. The vertical
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Figure 6.8: Browsing the photograph category of the Aramaic Magic Bowl
archive.
Figure 6.9: Browsing the images cited in the text of the Giorgio Vasari archive.
list view, on the other hand, is more familiar to users, is intuitive and easy to
use, and appropriate for browsing large groups of items that may be common
when clustering documents in large-scale digital archives. Feedback from our
users indicated that not everyone appreciated the treemap view. This was
due to a lack of familiarity with this form of visualisation, and the difficulty
in locating known items when clustered under subcategories of the metadata
that the user could not recall as being an attribute of the text. In these in-
stances, such as with the Aramaic Magic Bowl archive, the vertical list view
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is provided as the default view when entering the system. The benefit of the
treemap view is that the whole category structure is displayed at once without
the need to scroll the window.
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6.5 DOCUMENT VIEW
The document view is accessed through browsing or searching when the user
selects a document from the search results, or the document-level category
of the browsing tool, represented by the leaf nodes of the hierarchical graph
structure. Depending on the method used to access the document, the system
will display the document text, or original image of the scanned document,
with additional highlighting of the query for search, or named entities when
arriving at the document through browsing (see Figure 6.10). Some archives,
Figure 6.10: The document level for the Aramaic Magic Bowls archive, which
shows the default metadata view for the document.
such as the FT newspaper archive store the original scanned image together
with the OCR text, which required some adaptation of the document view to
support navigation of the text and the full-size image of the newspaper. This
also presented a challenge, where additional data layers, represented by the ex-
tracted named entities, required rendering in both the raw text, and the image
of the original document. Due to the quality of some of the documents, users
may find it difficult to extract the information they need, and so presenting
the option to view the original image helps to compensate for errors that may
have occurred during the scanning process. The document level view contains
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further tools for navigating around the image, as well as switching between
the alternative formats of the document, as illustrated in Figure 6.11). At
Figure 6.11: The document level for the FT newspaper archive, which displays
the original scanned image of the document.
the document level, supporting tools are provided that display the metadata,
named entities, and related documents, which provide secondary information
and actions related to the document text. For instance, the document text can
be filtered for named entities of different types to provide additional context to
the document. Alternatively, the related documents provide users with access
to the document comparison tool for when they wish to compare the content
of the current document with other representative examples in the archive (see
Figure 6.12). The default information displayed to the user at the document
level is the metadata, which may also come in a range of formats; including
third-party sources of information such as links to external web pages, images,
or alternative translations, and published research related to the context of
the document (see Figure 6.10).
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(a) The metadata view tool. (b) The related documents
tool.
(c) The named entity tool.
Figure 6.12: The document-level tools.
The related documents tool displays the top-twenty most similar docu-
ments to the target document being viewed by the user (introduced in Sec-
tion 5.3.2, and illustrated in Figure 6.12b). The top document represents the
document with the highest JSD score, and consequently the document with
the most similar n-gram probability distribution given the currently viewed
document. The main role of the related document tool is to provide access to
the document comparison tool (described in Section 6.6, below), where users
can compare the content of the current document with semantically related
documents by selecting them from the related documents list.
The named entity tool is accessed from the right-hand sidebar at the
document-level (see Figure 6.12c). When active, the server updates the right-
hand sidebar with the named entities extracted from the document (see Sec-
tion 5.5). Each entity is ordered according to entity type, with people and
locations appearing at the top. The default view displays all the entities for
the document, whilst selecting the label representing the entity type displays
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entities of that type only e.g. all entities related to people. Furthermore, users
can select specific entities, such as the name of a person or country, to show
only those results in the document.
The entities are highlighted in the text as colour-coded links. Hovering
over a link displays further information stored about the named entities, whilst
clicking on a named entity, submits it as a query. Depending on the type of
entity, the metadata about each entity ranges from encyclopedic knowledge,
etymologies, bibliographic data, and notes. When the named entity relates to
a location, an additional window comes in to view, which displays a Google
map with red markers rendered for each location referenced in the text, and
the currently selected location is highlighted in green. Visualising the loca-
tion entities on a Google map is a natural choice as it provides additional
context about the spatial relationship between any locations mentioned in the
text. Many of the tools and systems discussed in Chapter 2 incorporate some
form of support for named entities, and additional encyclopedic, and biblio-
graphic information. However, these tools are usually provided as separate
components.
6.6 DOCUMENT COMPARISON
Sequence comparison is a difficult task to perform manually, especially over
several documents and particularly when some of the sequences may be ap-
proximate, or overlapping. The interface for the document comparison has
been designed to emulate the process of comparison performed by the re-
searchers. Typically the researcher will layout the two documents side-by-side,
and highlight the sequences that they consider the same or similar. The doc-
ument comparison is presented as two viewports one representing the target
document for comparison, and the other is the document selected from the
related document tool. When the tool is first instantiated, the default be-
haviour of the tool is to display the largest shared-sequence identified, which
is highlighted to the user.
The tool is equipped with a control to choose the length of the shared-
sequence to view, with the minimum being 3-gram and the default setting
displaying the longest sequence found between the two documents. This en-
ables users to investigate both large shared-sequences spanning several lines
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of text to smaller sequences representing a word. Appearing above each doc-
ument is a small horizontal map, which summarises the sequences shared be-
tween the two documents to provide feedback on the location and extent of
the shared-sequence. The map also helps the user navigate through the doc-
ument when shared-sequences appear outside of the viewport. For example,
shared-sequences may be limited to the introduction or conclusion of the text.
When a user selects a shared-sequence, all sequences with the same identifier
are highlighted across the two documents (see Figure 6.13), and the viewport
scrolls both document windows to align the sequences in order to facilitate
their comparison.
The document comparison tool was developed with the researchers of the
Aramaic Magic Bowl archive in mind in order to support the comparison of
similar documents in the archive. Figure 6.14 illustrates an early prototype of
the document comparison tool. In this iteration, the tool indicates the degree
of similarity between the two texts as a coloured bar above the documents.
A map on the right-hand side of the interface displays the shared sequences
across the whole document to facilitate navigation when multiple sequences
are displayed out of the current scrollable view.
The feedback from users indicated that the coloured bar signifying the
degree of similarity was not meaningful to them as it was difficult to determine
what constituted the similarity. That is to say, it was not clear whether the
similarity between two texts was due to many small shared sequences, e.g.
related to the syntax of the language, or whether the similarity was due to
the existence of a long shared-sequence such as a literary motif. The shared-
sequences highlighted between the two documents were considered more than
sufficient to indicate the similarity between the documents and consequently,
in a further iteration, it was decided to replace the similarity score component
of the user interface with the document maps in order to dedicate more space
to the two documents being compared.
The design of the document comparison tool is the result of an iterative
design process, based on feedback from our users, and the orientation of the
document windows attempts to emulate the manual process of document com-
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parison where the user would layout two documents side-by-side and attempt
to locate similarities by marking up the text. Some of the tools and systems
cited in Chapter 2, support document comparison, but the approach tends to
display the “parallel passages” as interlinear text, with one sequence under
another. However, the layout selected for the document comparison is more
efficient, since the researcher can quickly scan the text of both documents
vertically, rather than horizontally, as required by interlinear text [103]. The
output of the document comparison tool may also be rendered as interlinear
text, or as Key-Word-In-Context (KWIC) concordance files as a method for




To summarise, the Samtla user interface was developed under a participatory
design approach, where the users provided feedback on a series of prototypes
until the desired look and functionality was attained. Samtla’s user interface
is designed on the basis of “progressive disclosure” or “context-dependency”,
where secondary information and actions are only presented to the user when
they make sense in the context of the analysis. For instance, the user will only
require document-specific tools when they are viewing a document, otherwise
they are hidden from view. Users also have control over the configuration
of the “work area”, where the majority of the interface can be reduced to
focus only on primary information and actions. This helps to reduce visual
distractions from the interface during cognitively intensive tasks such as query
formulation and close-reading of the document text, as well as to facilitate the
navigation of large images, such as those stored in the FT newspaper archive.
The interface communicates state changes to the system in a number of
different ways. First, whenever the user interface communicates with the
server (the model component in Chapter 3), a small animation shows that
the user’s request has been acknowledged and is being processed. Secondly,
each user interaction is updated in the breadcrumb of the display responsible
for status updates. The breadcrumb also permits the reversal of actions by
allowing users to return to a previous state of the analysis such as browsing or
the search results, as well as recording the work flow of the research analysis.
Lastly, each element of the interface displays a short description to indicate
their purpose or use, when users hover over them with the mouse pointer.
The interface also provides several shortcuts for commonly performed actions,
such as favourite queries or documents through the secondary information
displayed as the user’s search and browsing history, which allows users to
return to relevant documents that they analyse regularly or wish to return to
after each session.
We received feedback on the initial design and functionality of the UI,
largely from the researchers of the Aramaic Magic Bowl archive. One issue
that arose was identified by a researcher who attempted to copy and paste a
line of text into Microsoft Word. The space character was encoded in ASCII
causing the text to be pasted in the wrong left-to-right order. The researcher
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found that they had to use the ’replace’ function in Word, to replace all English
whitespace with the Hebrew unicode equivalent in order to obtain the correct
right-to-left order. Further issues were identified in the search results of the
UI, where the snippet text was appearing justified to the left. These issues
were resolved by adopting the unicode standard for processing and rendering
the texts. The remaining feedback received on the usability of the current
iteration of the user interface was that the users were finding the site very







































































































































































































Figure 6.14: An early prototype of the document comparison tool interface.
Here the JSD score is visualised at the top of the document showing the degree
of similarity between the documents.
CHAPTER 7
EVALUATION
This chapter presents the details of a novel approach adopted for evaluat-
ing the performance of the infrastructure represented by the data model of
the infrastructure, based on a character-level n-gram SLM stored in a space-
optimised k-truncated suffix tree data structure. Section 7.1 introduces the
approach adopted for the evaluation of the information retrieval component
of the Samtla system, and Section 7.2 gives a brief description of the crowd-
sourcing model with details on the crowdsourcing platform selected for the
evaluation.
The experimental design of the evaluation is described in Section 7.3, which
discusses the preparation of the queries, the choice of relevance scale, and fil-
tering criteria adopted for selecting the human assessors. In addition, the
section introduces the statistical measures used for evaluating the system per-
formance through a series of non-parametric measures. These include the
Normalised Discounted Cumulative Gain (NDCG) [111], which is adopted as
a system-based assessment of the ranking quality of the search results. A fur-
ther set of non-parametric correlation measures [61, 91] describe the level of
user satisfaction with the search results by comparing the system ranking gen-
erated by the SLM , with a user ranking generated from the overall “wisdom”
of the crowd for each query. Furthermore, the significance of the results are
measured with the bootstrap approach, which is flexible to the test statistic,
making it compatible with the non-parametric performance measures adopted
for assessing the results.
The chapter concludes, in Section 7.4, with a discussion of the evalua-
tion results, and an assessment of the SLM performance, which supports the
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information retrieval and mining tools developed for the Samtla system.
7.1 OVERVIEW
The evaluation presented in this chapter adopts crowdsourcing as a method
for employing the skills of a group of users for the purpose of evaluating the
system performance. Crowdsourcing is an attractive platform for researchers,
since the pool of users is large and diverse with respect to their individual
social, economic, and educational backgrounds. This enables the researcher
to obtain a more representative sample of the population. Retrieval models
are not perfect, and this is because the notion of relevance is a subjective
concept, and users may have different criteria for assessing the relevance of
documents in search results [163]. Despite this fact, research focuses on de-
veloping algorithms and approaches that attempt to rank documents as close
to a human assessor as possible, by comparing the algorithms output to a
ranking of the documents representing the “ground truth”, obtained from the
relevance judgements of human assessors [90].
Evaluation of the underlying retrieval model is an important aspect of
search engine development. Researchers use the data gathered to assess the
effectiveness of parameter tuning, and choice of ranking algorithm. Search
engines are commonly evaluated using the Cranfield paradigm [188], which
measures system performance on the basis of a standard test collection, with
a set of topics (represented by queries), and statistical measures that permit
the comparison of performance across various systems. The data provided by
an evaluation provides researchers with feedback on how changes to the system
affect the system’s ranking performance. System evaluation can be divided in
to two main types:
1. System-based: Measures the ranking quality of the search results.
2. User-based: Assesses the users’ level of satisfaction with the search
results.
A user-based evaluation is often preferred as it provides a way to directly assess
the main objective of any information retrieval system, which is to address the
users information need in response to the topic described by the terms of their
query [188]. The experimental set-up for measuring the performance of an
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information retrieval system requires three components; a set of queries, a set
of relevance grades for users to express their judgements of relevance, and some
statistical measure for assessing the similarity of the user generated ranking
with the system ranking:
1. Queries: a set of queries and the corresponding top-n search results.
The search results commonly contain a small snippet for each document
to provide to user with some context for the query to enable them to
assess the relevance of each document.
2. Relevance scale: a set of two or more relevance grades that the user
can assign to the documents in the search results. Multiple relevance
grades enable the evaluation to assess relevance at different degrees.
3. Statistical measures: one or more statistical measures for comparing
the system ranking to the crowd opinion or “wisdom”, generated from
the relevance grades assigned by the human assessors.
The evaluation presented in this chapter, adopts a novel approach to assessing
system performance by adopting crowdsourcing as a platform for enlisting
users to act as human assessors, which provides quick access to a large pool
of diverse and globally distributed users.
7.2 CROWDSOURCING
Crowdsourcing is a web-based business model [67] that enables companies and
individuals to employ the skills of people from a distributed community, in or-
der to perform some task in return for a small reward. These tasks are often
large in scale or complex, and therefore time consuming as a result. Crowd-
sourcing in information retrieval involved outsourcing manual tasks such as
data-annotation, labelled-data collection for training models, and system eval-
uation. This process was often completed in-house with a limited workforce,
which could be a slow process involving several days of work, depending on
the size of the task [118]. The fact that a large group of people can be en-
listed to form a crowd of users for a specific task, who are globally dispersed,
means that tasks can be completed at any hour of the day. There is also the
potential for reducing bias in aggregated results, compared to in-house evalu-
ations, due to the diversity and representativeness of the workers in terms of
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demographic [130]. There are a number of crowdsourcing platforms available
to researchers for enlisting a crowd of users for the purposes of classification
and evaluation:
• Amazon Mechanical Turk1 (MTurk) is one of the better known ones
[53, 123, 195]. Workers complete tasks, and are then presented with a
URL, which activates a payment for their completed submission. The
advantage of this platform is the level of flexibility in how tasks can be
defined. MTurk providers task creators with a templating and editing
tool for designing the layout of the task. Furthermore, the task can be
hosted on an external server to the platform, which enables the task
creator to design more complex and dynamic tasks that can respond to
the input from the user in real time. The main limitation of the platform,
however, is its restricted availability to residents in the United States of
America.
• Crowdflower is a popular large-scale crowdsourcing platform, with nearly
two million workers [24]. Crowdflower is mainly adopted by business
and data scientists for the purpose of cleaning and labelling large data
collections for business applications. Unlike MTurk, tasks are created
using the CrowdFlower Markup Language (CML) to define the layout of
the elements, which consequently requires task creators to learn a new
mark up language in order to post their tasks to the crowd.
• Prolific Academic is a crowdsourcing platform for researchers and startup
companies with approximately 35,810 workers2. The platform is much
smaller than other well known platforms, but it provides a similar level
of flexibility as offered by MTurk, where workers are directed to an ex-
ternally hosted survey, or dynamic web application.
The majority of crowdsourcing platforms that were investigated only sup-
ported static surveys, where the evaluation survey is represented by a series of
static web pages constructed using a template web form editing tool. Depend-
ing on the requirements of the evaluation task, then a platform that offers a
way for the researcher to link to a URL hosting an external web application
1https://www.mturk.com/
2As of 14 May 2016, see http://prolific.ac/demographics
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provides more flexibility, by allowing the researcher to develop a more ap-
propriate evaluation tool for their specific needs. Prolific Academic provides a
unique URL that researchers can present at the end of the task to enable users
to collect a payment for their completed submission, which makes it a suitable
platform for the evaluation present in this chapter, since an evaluation appli-
cation can be developed to serve dynamic content to the users, and monitor
the quality of the submissions during the evaluation. A well known issue with
crowdsourcing is the difficulty in identifying or controlling the overall quality
and reliability of the results obtained from the workers [98]. Unlike tradi-
tional lab-based evaluations, it is not possible to provide feedback or guidance
to users on how the task should be completed. Consequently, identifying poor
quality submissions is an important challenge, which is discussed in the next
section (Section 7.3).
7.3 METHODOLOGY
The motivation for the evaluation is to determine whether the search results
generated from the probabilities assigned by the underlying SLM to the docu-
ments is consistently providing users with a ranking where the top documents
address their information need as expressed by a particular query specified
in advance. The evaluation consists of a set of fifty individual tasks, where
each task is represented by the top-n documents selected from the search
results to create a ranked list for each query submitted to the Samtla sys-
tem. Fifty queries are generally considered to be sufficient for obtaining a
stable measure of system performance [188]. The queries are representative of
the different query types that a researcher of the Bible might submit to the
system, including short keyword queries often reflected by the names of indi-
viduals, locations, time, and events, to long phrase-like queries representing
short “parallel-passages” such as set-phrases and liturgical quotations.
Each assessor assigns a relevance score to each document in the ranked
list, according to how well the snippet for each document addresses the topic
of the query. Some of the well-known information retrieval evaluations, such
as those of the Text REtrieval Conference (TREC) [42], assess relevance on
the basis of binary relevance judgements, where documents are either relevant
or irrelevant. For the purpose of the evaluation presented in the subsequent
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sections, a four-point graded relevance scale was adopted. However, by ex-
panding the range of relevance grades available to the assessors, then the
resulting evaluation can measure relevance at different degrees, by recording
relevance judgements for documents that are marginally relevant to the users
information need [120].
7.3.1 Data Preparation
The evaluation consists of a ranked list of the top-ten documents for each
query submitted to the Samtla system. Users are asked to assign a graded
relevance score to each document according to the four relevance grades “not
relevant”, “somewhat relevant”, “quite relevant”, or “highly relevant”, with
respect to a query displayed at the top of the task.
The queries and documents are generated from the King James Bible ver-
sion of Samtla, since many of the participants will be familiar with the content
of the Bible, to some degree. The set of fifty queries are of variable length,
ranging from single word queries (e.g. “Moses”, and “Jesus Christ”), to longer
verbose queries representing common phrases (e.g. “the Lord hath spoken”,
and “blessed be the Lord”). Two test queries were constructed to control the
quality of the users. Each ranking for the query is processed to create two per-
mutations on the ordering of the documents in the ranked list for the query,
as follows:
• Set 1: represents the system ranking for the documents, which are sorted
according to the probability for the query, inferred from the SLM, as
described in Chapter 4.
• Set 2: the documents are randomly shuffled to obscure the original sys-
tem ranking so as to reduce the influence of the ranked position of a
document on the assessment of relevance by the user, known as a “pre-
sentation bias” [60].
For each set of queries we can obtain the original system ranking, which is
sorted by the probability inferred from the SLM for each document, and the
display order of the documents according to their display position in the ranked
list. The Set 1 queries only have a single order as the SLM and the display
order are equal as they represent the ranking of the documents ordered by
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SLM . In short, there was no shuffling of the document positions as per the
Set 2 queries. The documents in the Set 2 queries can be ordered to retrieve the
original system ranking by ordering the documents according to the probability
assigned by the SLM, and the display order of the documents, by sorting the
documents according to the randomly generated rank assigned by the shuffling
process. Each user completes ten queries from Set 1, and forty queries from
Set 2.
The evaluation application assigns each new user to one of five bins, and
distributes an appropriate set of fifty queries to ensure an even distribution
of completed queries from Set 1. For example, the users in the first bin will
receive their first ten queries from Set 1, and the remaining queries from Set
2, whereas a user from the second bin will receive their first ten queries from
Set 2, a set of ten queries from Set 1, and their last thirty queries will be from
Set 2; the process is illustrated in Figure 7.1.
Figure 7.1: Users are assigned to one of five bins, each with their own distri-
bution of queries from Set 1, and Set 2.
When assessing the system performance, the measures are applied to the
Set 2 queries exclusively, as these results provide a more objective measure
due to the fact that the system ranking was obscured from the users. If the
documents for a query from Set 1 received a higher relevance score, on average,
compared to the Set 2 equivalent, then the assessors may have been influenced
by a presentation bias, resulting in them assigning a higher relevance score to
the document when the document appears near the top of the search results
for the query.
Assessing the results
At the end of the evaluation each user will have provided a ranking of the
documents according to each query, composed of their relevance judgements,
which is referred to as a user ranking. All user rankings are aggregated to
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create a single consensus ranking for each query, which represents the over-
all “wisdom of the crowd”. The consensus ranking is constructed from each
query by, first, summing up the relevance score assigned by each user to the
documents for each query, where “not relevant”= 1, ..., “very relevant”= 4.
The documents are then reranked by sorting them according to their total
relevance score, in descending order. The system ranking, represented by the
probabilities inferred from the SLM, is compared to the consensus ranking in
the following two ways:
1. A system-based evaluation is performed by measuring the quality of the
ranking algorithm directly, using the common NDCG measure applied
to the user relevance scores.
2. A user-based evaluation measures the correlation between the system
ranking and the consensus ranking to assess users’ satisfaction with the
search results through the non-parametric Spearman’s Footrule and M-
measure. If the correlation between both the system ranking, and the
individual user ranking agrees, on average, with the consensus ranking,
then the ranking of the documents is on par with human-level perfor-
mance.
Throughout the remainder of this chapter, when discussing the specific per-
formance measures, let r1 denote the system ranking (either the SLM order,
or the display order of the ranked lists), and r2, the consensus ranking.
An important part of an evaluation based on human assessments, is to
detect the presence of any bias introduced by the design or assumptions of
the evaluation. One particular issue that arises when presenting users with
ranked lists for assessment, is that users can be influenced by the ordering of
the documents, known as a “presentation bias”. This issue can result in users
assigning greater relevance to items at the top of a ranked list, regardless of
the provided context, since intuitively, our experience of search engines, tells
us that the results at the top of a ranked list are generally more relevant.
Detecting a presentation bias is achieved by comparing the system ranking,
and each user ranking, to the consensus ranking for both sets of queries (Set 1
and Set 2), when the documents were sorted according to the display order).
If users are influenced by the presentation order of the documents, then the
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users may assign greater relevance scores to the documents contained in the
ranked lists of the Set 1 queries. This could be caused by the fact that the
documents are ordered by the system ranking generated by the SLM , unlike
the Set 2 queries, which are displayed in random order. A presentation bias
will be apparent if there is a notable difference between the average scores
between the two query sets.
The user interface represents a cut-down version of the Samtla system,
where the main search result window has been isolated. Each task is repre-
sented by a query displayed at the top of the page, and a ranked list of search
results for the query. The documents are displayed with a title and short snip-
pet showing the highlighted terms of the query for the document. Next to each
entry in the search results, a drop-down box is displayed with the available
relevance grades, which the user selects from, to assign a relevance grade. The
user interface performs some basic validation of the results, including updat-
ing the timestamp of each response, and identifying missing responses. Once
the user has assigned a relevance grade to all documents, a button appears at
the bottom of the page to allow the user to progress to the next query, or to
the payment screen. The server side of the application validates the results
received from the test queries and redirects the user depending on whether
they pass or fail. The server assigns successful participants to one of four
bins. Each bin represents a different permutation on the order of the query
sets presented to the user. The next section discusses the criteria for selecting
users for assessing the performance of the system.
Selecting participants
A participant represents a member of the public, who is not necessarily con-
cerned with the motivation behind the evaluation, and we can not assume
that they have had previous experience or competence at the task being pre-
sented to them by the researcher. Therefore it is important to prepare for this
fact and attempt to filter the crowd of individuals for those who possess the
required skills for completing the task. Prolific Academic provide a number
of filters that enable Samtla system, was that users had to be fluent English
speakers.
In addition, not all users will have read, or understood the instructions
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detailing the requirements of the evaluation [98]. Furthermore, a select few
users may attempt to ”game” the system [123], by simply assigning relevance
grades at random in order to speed through the tasks to get to the payment
screen. It is important to plan for this type of user behaviour, since it is gen-
erally not feasible to monitor the performance of users in real time during the
evaluation (although see [195] for a description of machine learning approaches
for improving the quality of crowdsourced translations). One way to identify
these types of users is to incorporate tests at the start of the evaluation. The
tests should reflect the tasks that the user will be required to perfom. The
Samtla system evaluation uses two test queries to filter users, with each test
designed to capture one of the two types of user behaviour described.
The first test query contained the top-five ranked documents for the single
word query “Satan”, which was the basis on which the users had to assess the
relevance of each document. The last five ranks contained the top-5 ranked
documents from a different much longer query, “chief priests and scribes”. To
pass the test, the user had to assign “Not Relevant” to the last five documents
since they do not match the query “Satan” displayed at the top of the task.
This test aims to identify users who have not understood the instructions at
the beginning of the evaluation, and users who are assigning relevance scores at
random. These types of user behaviour will be apparent from higher relevance
scores assigned to the last five documents, which should be marked as “not
relevant”.
The second test query “Christ Jesus” was composed of the top-ten doc-
uments ranked in reverse order of relevance. In order to continue on to the
evaluation, the user must assign higher relevance grades to documents as the
rank position increases, in otherwords, the user had to assign greater relevance
scores to the bottom ranks. This test captures users who are speeding through
the task by simply assigning relevance to the documents in decreasing order
of relevance, as again, users who are assigning relevance at random.
7.3.2 Evaluation Measures
We adopt two sets of non-parametric measures for calculating the system per-
formance. The first set of non-parametric measures evaluates the ranking
quality of the system using the Normalised Discounted Cumulative Gain mea-
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sure (NDCG), which is a measure commonly adopted for evaluations based on
multiple relevance grades [111]. The second set of non-parametric measures,
assesses user satisfaction with the search results by measuring the correlation
between the system ranking and the consensus ranking. If the correlation be-
tween the system ranking is positive and highly correlated with the consensus
ranking then we can conclude that the ranking quality of the system is on
a par with human-level performance. In the following sections, each of the
non-parametric measures is formally defined, before a summary of the final
results is presented in Section 7.4.
Normalised Discounted Cumulative Gain (NDCG)
A popular measure for assessing the quality of ranked search results is the Nor-
malised Discounted Cumulative Gain (NDCG). The NDCG is a normalised ver-
sion of the Discounted Cummulative Gain (DCG), which measures the ranking
quality of a system according to the position of the document, and the rele-
vance score assigned by the users. The measure operates with a ranked list of
any size, and is one of the few evaluation metrics suited to graded relevance
judgements of three or more relevance grades. Unlike other measures, such
as those based on binary-relevance, the NDCG provides a means for measur-
ing relevance at different degrees, as opposed to binary-relevance judgements,
which only describe whether the document is relevant, or not relevant. These
measures consequently ignore the fact that some documents, in the search
results, may be partially relevant to the user, which is a more realistic as-
sumption [111]. The DCG uses a discounting function to model the users
interaction with the retrieval system, in the form of a user persistence model.
User persistence describes whether the user will continue to look for more doc-
uments further down the search results after having seen a certain number of
relevant documents. User persistence is often ignored by other performance
measures, but can be important for a good performing evaluation metric [78].
There are two commonly adopted discounting functions for the NDCG; the
first, reduces the contribution of each relevance score according to the docu-
ment’s rank position i. This models a very impatient user, who will quickly
stop searching for relevant documents after the first handful of documents.
The second discounting function, which is more popular, discounts the rele-
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vance score using the logarithm of the rank log2 i. This user model reflects a
more pesistent user as the effect of the discounting function is more gradual.
This type of user will continue to scan the search results for potentially relevant
documents further down the ranked list. Both models of persistance are in-
cluded for completeness, since they reflect different types of search behaviour.
The DCG for a ranked list r, of size k, is defined as follows:






where reli is the relevance score at position i, and log2 i is the discounting
function, which may also be substituted for i to discount the relevance score
by rank position.
To illustrate, assume a ranking of five documents D1, D2, D3, D4, D5, then
the DCG for a ranked list of size k=5, results in the following table of gains
for each rank: If we apply (7.1) to the result of the logarithmic discounting





1 4 0 4 0
2 3 1 1.500 3
3 4 1.585 1.333 2.523
4 2 2.000 0.500 1
5 1 2.322 0.200 0.430
Table 7.1: Calculating the DCG@5 for each rank.
function for the DCG, in Table 7.1, then we have:





= 4 + (3 + 2.523 + 1 + 0.430) = 10.953 (7.2)
The resulting DCG for this ranking is then normalised to obtain the nor-





where the value of the DCG is divided by the Ideal Discounted Cummalitive
Gain (IDCG), representing the best possible ranking for the documents ac-
cording to the relevance scores assigned by the human assessors. The IDCG
is calculated by first sorting the documents in descending order by relevance
score, for example, assuming the same set of five documentsD1, D2, D3, D4, D5,
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and a list of corresponding relevance scores e.g. 4, 3, 4, 2, 1, then the best pos-
sible ranking of the documents is D1, D3, D2, D4, D5. Next, we calculate the
DCG for this ranking to obtain the maximum possible value of the DCG.
The IDCG is then used to normalise the DCG, which enables the measure to
be applied to ranked lists of variable size [111] and across multiple queries and
users. In our case the ranked lists are the same size, but the full formulation of
the NDCG is adopted since this is the commonly adopted by the information
retrieval community. The IDCG for this ranking is then:





1 4 0 1 0
2 4 1 2.666 4
3 3 1.584 2.250 1.892
4 2 2.000 4 1
5 1 2.321 5 0.430
Table 7.2: Calculating the IDCG@5 for each rank.





= 4 + (1.892 + 1 + 0.430) = 11.322 (7.4)






The resulting NDCG is quite close to the IDCG, and so we can say that the
obtained ranking is very close to that of human-level performance. All that
was required to improve the NDCG score, was to swap the positions of the
documents at rank two and three to achieve a perfect ranking. A measure
of the ranking quality of the system is obtained by computing an average
NDCG by query and user. The query average is obtained by summing the
NDCG for each user ranking, for the given query, and then dividing by the
number of users who completed that particular the query. Next, we sum up
the average NDCG score for each query, and divide by the total number of
queries. The process is repeated for the average user NDCG by summing
up the NDCG score for each query according to the given user, and then
dividing the resulting sum by the number of queries completed. If the final
query average is high, then the quality of the ranking generated by the system
is close to the IDCG, which suggests that the ranking quality of the system
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is close to what would be considered human-level performance. A baseline for
the NDCG is computed for the purpose of comparison with the final average.
This is achieved by simulating the random input of 1000 users for the set of
forty queries. With each iteration, we generate a ranked list of results for each
user and query by assigning a random value representing a graded relevance
score, for each of the top-ten rank positions. In effect, the process simulates
a very poor performing user who simply assigns random relevance scores, in
other words we obtain a pseudo-user ranking for each query. The baseline
figure is then calculated by averaging over the NDCG scores for each pseudo-
user ranking for the given query, and then a final average is calculated from
the average NDCG for each query.
Non-parametric correlation measures
The NDCG measures the ranking quality of the system, however, we also wish
to know whether the ranking also satisfies the users opinion of which docu-
ments are relevant to the query. This is achieved by measuring the correlation
between the system ranking and a ranking generated from the users relevance
scores. The non-parametric correlation measures adopted for this purpose
are the Spearman’s footrule [91] and the M-measure variant [61]. These non-
parametric measures describe the degree of correlation between two ranked
lists, and provide similar results to other non-parametric correlation measures
including Spearman’s ρ and Kendall’s τ [93]. In our case the two ranked lists
are represented by the system ranking r1, and the user consensus ranking r2.
We discuss each of the non-parametric correlation measures in more detail,
where Spearman’s footule is abbreviated to simply Footrule throughout the
rest of the discussion.
The Footrule is calculated by summing the result of the absolute differences
between the rank positions of the documents for each individual ranked list.





where r1 and r2 are two ranked lists assumed to contain the same set of
documents, and k is the size of the ranked list, in our case k = 10, which
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represents the top-10 ranked documents. In order to use the Footrule as a
metric, we need to normalise the result by calculating the maximum possible
value, through:
F = 1− Fr(r1, r2)
maxFr(k)
(7.7)
where maxFr represents the maximum value, which when k is an even number
maxFr = 12k
2, and if k is an odd number then maxFr = 12(k + 1)(k − 1).
This ensures the resulting Footrule falls in the range of 0 and 1 where a value
close to 1 means that the two ranked lists are highly similar.
When evaluating search results, however, we may wish to consider the fact
that documents in the top ranks are often considered the most relevant to the
users information need than documents appearing in lower ranks [61]. For this
purpose, the M-measure was adopted, which is designed to assign more weight
to ranked lists containing identical, or near-identical, sets of documents at the
very top of the ranked lists. The original measure defined in [61], accounts
for the situation where the ranked lists are different sizes, or where the set
of documents in r1 and r2 are different. For the purposes of the evaluation
presented in this chapter, the ranked lists are the same size and contain the










where we calculate the sum of the absolute difference between the rank position
of the document in the given ranked list. Next, we calculate the maximum







k − i+ 1 | (7.9)
The maximum value for m(r1, r2) is used for the normalisation step, in order
to obtain a metric, with values falling in the range of 0 and 1. The normali-
sation involves dividing the value of m(r1, r2), by the maximum value maxM
in (7.9), and subtracting 1 from the result.
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M = 1− m(r1, r2)
maxM (k)
(7.10)
To illustrate, the difference between the Footrule and the M -measure, con-
sider the following simple example, where we assume two ranked lists of doc-







Table 7.3: Two ranked lists r1 and r2, with a document D4 at rank 1 of r1,
and rank 2 of r2.
two ranked lists is F = 0.833. The resulting Footrule for the ranked lists is
positive and highly correlated, which shows that the order of the documents
in the ranked lists are very similar. However, the M -measure for these ranked
lists is M = 0.655, which is much lower than the Footrule as it penalises highly
relevant documents appearing in later ranks, specifically the drop in rank of
D4 to rank 2 in r2. In order to obtain a measure of the users’ satisfaction with
the search results, we calculate an average for each of the measures over all
the obtained user rankings. First, for each query, we sum up the correlation
scores (Footrule or M-measure) for each of the user rankings compared to the
system ranking, which is then divided by the number of users for the query.
Next, we sum over the average query correlation scores, and divide the result
by the total number of queries.
A further process measures the correlation between each individual user
ranking and the consensus ranking, which describes the average agreement
between each user and the opinion of the crowd. This is achieved, by first, it-
erating over each user and extracting the user ranking for the specified query,
and then calculating the correlation between the user ranking and the con-
sensus ranking generated from all user rankings for the query. The average
correlation is then the sum of the correlation scores for each query divided
by the number of queries. A baseline for each measure is also established
for comparison, by calculating the Footrule and M-measure between the SLM
order and the display order for each query, before taking an average over all
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queries. The baseline describes how much correlation already exists between
the two query sets, in other words how successful the shuffling process was in
randomising the order of the documents for each query in the Set 2 queries.
Significance testing
Measuring the statistical significance of the results is achieved by adopting
the bootstrap method [88, 170, 178], which attempts to approximate the origi-
nal underlying distribution of the population, by selecting a series of random
samples of size N with replacement from the observed population data. An
advantage of the bootstrap method is that it is compatible with any statis-
tical measure [178], meaning we can use the correlation and NDCG scores
as our test statistics. Under the bootstrap method, we assume that the null
hypothesis is that there is no difference between the ranking generated by the
system and the ranking generated by the user evaluations. The difference is
considered significant, with respect to the stated significance level, if the con-
fidence intervals do not overlap. In order to obtain the confidence intervals, a
series of samples are generated by selecting a value at random from the orig-
inal distribution of correlation or NDCG scores for the query (e.g. Footrule
or M-measure, and NDCG). Each sample is equal in size to the number of
queries (or users depending on the analysis) in the original evaluation.
The sampling process can be thought of as extracting values from the rows
and columns of a n by m matrix, where the rows contain the correlation or
NDCG scores by query, and the columns represent the per user scores. Each
random sample b, where b = 1, ..., B, is composed of values selected with
replacement. We perform this operation for a total sample size of B = 1000
and calculate the average of the test statistic for each sample. Calculating the
final confidence interval then involves sorting the averages in ascending order,
and selecting the values that fall at the B(1− (α/2)) and B(α/2) percentile,
where α is the required significance level and α = 0.05 represents a 95%
confidence interval. We take an average over the lower and upper bounds of
the confidence intervals and partition the results by query, user agreement (see
Section 7.4).
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7.4 EVALUATION RESULTS
The evaluation was attempted by a total of 65 participants. Ten users were
excluded from the results due to incomplete submissions resulting from con-
nection timeout issues. A further thirty-one users were removed due to failing
the test queries, which is almost half of the submissions received. Out of the
thirty-one who failed, ten users failed to pass the first test query, which means
that 33% of the users were unable to identify that the search results of the
first test query contained documents from two completely different queries
(one keyword query versus a long verbose query). These results highlight the
importance of designing tests as part of an evaluation in order to filter po-
tentially poor performing users upfront. In the end, a total of twenty-three
participants successfully completed all evaluation tasks.
The majority of the submissions were received from men between the ages
of 20-29 years, and resident or born in North America. Furthermore, the par-
ticipants were mainly degree educated, with an even split between Batchelor’s
degree and postgraduate level. The majority of the users were also working
either part-time or full-time. This suggests that for these users, crowdsourcing
provides a way to supplement their income, or for pure interest.
Normalised Discounted Cumulative Gain (NDCG)
The average baseline figures for each discounting function are presented in Ta-
ble 7.4 below. The average NDCG for the baseline is quite close to the ideal
ranking (IDCG). The logarithmic discounting function log2i being slightly
less aggressive than the discounting by rank position i. The average the
NDCG for the SLM ranking and the display ranking are presented below (see




Table 7.4: Baseline NDCG
for the Set 1 queries and the Set 2 queries and report the average NDCG
by query and user with their 95% confidence intervals presented alongside in
square brackets.
From the results, it appears that the users tended to assign higher relevance
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NDCG@10 SLM rank order
Set 1 queries (10) n log2i
Query 0.9852 [0.9849, 0.9855] 0.9876 [0.9873, 0.9878]
Set 2 queries (40) n log2i
Query 0.9814 [0.9811, 0.9818] 0.9838 [0.9835, 0.9841]
Table 7.5: Average query NDCG for each set of queries according to the
SLM rank order of the document with the 95% confidence intervals reported
in square brackets.
to the top documents in the search results, as shown by the average NDCG
score being very close to the IDCG. This is also supported by the higher
average relevance scores that were assigned by users at the top ranks of the
search results, as illustrated in Figure 7.2. Here we see that users assigned
slightly higher relevance, on average, to the top documents in query set Set
1, which were displayed according to the score assigned by the SLM, versus
the documents in query set Set 2, which were displayed in random order. The
NDCG is higher for the Set 1 queries than the Set 2 queries, suggesting that
users assigned higher scores to the top documents due to the presence of a
presentation bias. Consequently, Set 1 queries are removed from any further
analysis.
Concentrating now on the Set 2 queries, and the average NDCG scores for
the SLM rank order for the documents, the average NDCG is quite close to
the IDCG with n=0.9814, and log2i=0.9838. Comparing these figures to the
baseline NDCG (Table 7.4), and the NDCG for the display rank order of the
Set 2 queries (Table 7.6), there was less of a presentation bias, as indicated
by the relatively low NDCG of n=0.8819, and log2=0.8951. This suggests
that the users were not influenced by the presentation order of the documents
as much as they were when viewing the system ranking of the documents,
represented by the SLM rank order of the documents for the query. The non-
overlapping 95% confidence intervals from the bootstrap means that the results
are significant at the α = 0.05 level.
A further observation is that the users assigned higher relevance grades
to the documents appearing in the top ranks of the Set 2 queries, which is
reflected by the higher average NDCG score, across the discounting functions,
for the SLM rank order in Table 7.6). However, the baselines figures for
the NDCG are quite high (n=0.8514, and log2i=0.8686), and if we were to
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discount the baseline NDCG scores from the average NDCG for the display
order of the queries, the effect of the presentation order on the judgement of
relevance would actually be less pronounced.
NDCG@10 Display rank order
Set 2 queries (40) n log2i
Query 0.8819 [0.8811, 0.8828] 0.8951 [0.8943, 0.8960]
Table 7.6: Average NDCG for the Set 2 queries according to the display rank
order of the documents, with the 95% confidence intervals reported in square
brackets.
Non-parametric Correlation measures
To recap, the non-parametric correlation measures assess the level of satis-
faction with the search results generated by the system. In this section, the
average correlation scores are presented, which report how close on average
the system ranking is to the “gold-standard”, represented by the consensus
ranking, and how each user ranking compared to the “wisdom” of the crowd.
Firstly, the baseline for each measure is established and reported in Table 7.7,




Table 7.7: Average query baseline correlation for each measure, which com-
pares the SLM rank order of the documents to the display rank order for Set
2 queries only.
play and SLM rank order are equivalent, and therefore it is not included in
Table 7.7. In terms of the baseline for the random order queries, we can see
that it is quite low across the two measures, but does show that there is some
correlation despite the shuffling process. The final results for each measure are
displayed in Table 7.8 and Table 7.9 where we present the average Footrule
and M-measure for the SLM and display ranking compared to the user con-
sensus ranking, respectively. For each form of analysis, we divide the results
into query, user, and user consensus averages, and report the 95% confidence
interval in square brackets, obtained from the bootstrap (see Section 7.3.2).
The results of Table 7.8 show that the user relevance judgments for the Set 1
queries are positive and highly correlated with the SLM rank order of the Set
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SLM rank order
Set 1 queries (10) Footrule M-measure
Query 0.7739 [0.7719 - 0.7758] 0.8382 [0.8363 - 0.8401]
User consensus 0.8003 [0.795 - 0.798] 0.8474 [0.845 - 0.848]
Set 2 queries (40) Footrule M-measure
Query 0.7558 [0.7542 - 0.7573] 0.7613 [0.7594 - 0.7632]
User consensus 0.7173 [0.7159 - 0.7188] 0.7370 [0.7353 - 0.7386]
Table 7.8: Average query and user consensus correlation scores for the SLM
rank order of the documents, divided by query set.
1 queries (Footrule=0.7739, M -measure=0.8382). The average query corre-
lation for the SLM rank order of the Set 2 queries is also positive and highly
correlated (Footrule=0.7558, M -measure=0.7613), but slightly less so than
the Set 1 queries, which implies that users were influenced by the presentation
order of the documents when they were viewing the SLM rank order of the
query results, compared to the equivalent query in the Set 2 queries, where
the documents were assigned a random rank position. This is supported by
the average M-measure (Set 1=0.8382, Set 2=0.7613), which is higher for the
Set 1 queries, suggesting that the users assigned higher relevance grades to the
top documents in the search results, when judging relevance according to the
Set 1 queries in SLM rank order. Consequently, Set 1 queries are discarded
from the analysis due to the existence of a presentation bias, and the rest of
the discussion will focus on the relevance judgements obtained for the Set 2
queries. Returning to the results in Table 7.8, the average query correlation
scores for the Set 2 queries, are positively correlated with the consensus rank-
ing (Footrule=0.7558, M-measure=0.7613). Furthermore, the slightly higher
score for the M -measure, suggests that the users were assigning higher rele-
vance grades to a small selection of documents appearing in the top ranks of
the search results.
In addition, looking at the average correlation between the user ranking
and the consensus ranking for each query (Footrule=0.7173, M-measure=0.7370),
suggests that the users agreed on average with crowd opinion with respect
to the order and relevance of the documents for each query. To determine
whether the results are reliable, the Set 2 queries are reordered according to
their display rank order, in order to assess whether there is any presentation
bias in the results. The correlation scores for the display ranking are presented
in Table 7.9, which summarises the average for the Footrule and M-measure
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for the Set 2 queries by query and the average agreement between each user
ranking and the consensus ranking. The correlation scores in Table 7.9 are
Display rank order
Set 2 queries (40) Footrule M-measure
Query 0.3992 [0.3971 - 0.4014] 0.4722 [0.4699 - 0.4744]
User consensus 0.4374 [0.4360 - 0.4388] 0.4177 [0.4165 - 0.4189]
Table 7.9: Average query and user agreement correlation scores for the Set 2
queries in display rank order.
much lower than the average correlation for the SLM rank order presented in
Table 7.8, across the measures (Footrule=0.3992, M-measure=0.4722). This
suggests that there was less of a presentation bias than that present in the Set
1 queries, which is understandable given the random presentation order of the
documents.
It would appear that the users were attempting to do a good job by judging
relevance according to the information provided by the snippet text of each
document, as opposed to assigning relevance as a function of the document
position. The average correlation scores are still rather high, suggesting that
there is a presentation bias even for the display order of the Set 2 queries. If
we consider the degree of correlation that already existed between the two per-
mutations on the order of documents in the two query sets ((Footrule=0.7558,
M-measure=0.7613) in Table 7.7), then it could be argued that the correlation
is less pronounced.
On the basis of the performance measures, presented above, we can say that
users were highly correlated with the SLM order of the queries than the display
order when analysing the results of the Set 2 order queries independently of
the Set 1 queries. The users were more influenced by the presentation order
of the Set 1 queries, in the sense that they were slightly more generous with
their relevance grades; where users tended to assign higher relevance scores to
a select few documents at the very top of the search results. This was observed
from the high positive correlation scores for the M -measure, and the NDCG.
To assess whether this is the case, we can compare the average relevance
grade assigned by the human assessors to each rank position over both query
sets according to the SLM ranking for the documents. Figure 7.2, shows the
average relevance score assigned to each rank of the search results, the plot
shows that the human assessors on average gave higher relevance scores to
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the top five ranks when they completed the Set 1 queries, which were in the
order ranked by the system. To summarise, there is an observable difference in
Figure 7.2: Average relevance grade assigned by rank position divided by
query set.
the non-parametric correlation measures with respect to the scores assigned
to the SLM rank order and display rank order of the Set 2 queries. The
non-parametric correlation measures are positive and highly correlated to the
SLM rank order of the documents, which represents the system ranking of the
queries generated by the infrastructure supporting the Samtla search engine.
This suggests that the crowd of users agreed with the ranking generated by
the SLM, as indicated by the high and positively correlated scores between
each individual user ranking and the consensus ranking generated from all
user rankings. Therefore, the null hypothesis can be rejected, as there is a
strong correlation between the ranking generated by the SLM and the user
generated ranking reflected by the consensus ranking.
Out of the fifty queries completed by each user, 80% of them were pre-
sented in random order, yet the users consistently assigned more relevance
to the documents that received the highest document score according to the
underlying SLM, and we can see that these scores are not the result of users
assigning relevance at random, or ”gaming” the system, in part due to the role
played by the quality assessment represented by the test queries. Users also
revisited their earlier relevance assignments, when they encountered highly
relevant documents at the bottom of the result page, caused by the random
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shuffle process, which was evident from the time stamps assigned to the docu-
ment in the search results after each relevance grade was assigned. Therefore,
there is significant evidence to suggest that users were attempting to do a good
job and were not assigning relevance grades purely at random, but based on
what they considered to be relevant given the provided query context.
Query performance
The query averages for each measure provide a good basis for exploring how
the choice of query has an impact on the relevance judgements assigned by the
users. Although the queries were rigorously selected to ensure a balance be-
tween content, length, and number of highly relevant documents in the search
results, some queries may have performed better than others. Furthermore,
identifying the poor performing queries may help to provide more insight in
to how the non-parametric measures where arrived at, and to inform future
evaluations of system performance. Looking at the distribution of relevance
grades, it appears that users did not make full use of the grades when as-
signing relevance to the documents (see Figure 7.3). For example, some users
preferred to adopt a binary relevance approach where they only assigned a
relevance according to the grades “very relevant” and “not relevant”.
In terms of query length, the shorter queries tended to have more relevant
documents in the top-ten results. Under this scenario, users appear to judge
relevance on the basis of the number of terms highlighted in the snippets. On
the other hand, the longer verbose queries contained an average of three to
four “very relevant” documents, with the remaining results presenting partial
matches to the query. For example, given a query “As the Lord commanded”,
the documents containing a full match, naturally received higher relevance
grades than the partial match “...As thy Lord commanded”. Likewise, the
query “the angel of the Lord appeared” also contained partial matches for
“the angel of the Lord appeareth”. The users tended to assign less relevance to
partial matches, but this is user-dependent. For instance, the users represented
a “general” user, that is, one who does not necessarily have any interest or
knowledge of the archive underlying the evaluation. However, a humanities
researcher interested in the Bible may find the partial matches for the query
partially relevant to their information need, or at the very least, may find
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these partial matches an interesting example worth including in their summary
of the research topic, as these partial matches represent a rare form of the
phrase or passage. Plotting the average correlation and NDCG scores for
Figure 7.3: Distribution of relevance grades used in the evaluation.
each query shows that some queries did perform poorly compared to others.
From the resulting plots (Figure 7.4 and Figure 7.5) we can see that there
were approximately nine queries that performed particularly poorly, where
the Footrule, or M-measure was ≤ 50.
The worst performing query for the NDCG measure (with discounting by
log2i=0.86) was number 30 “the ark of the god of israel”. The search results
contained one known-item for this query “1 Samuel chapter 5”, which con-
tained four full matches for the query in the snippet text. There was then
one further document with a full match, and the remaining eight documents
contained partial matches of variable length. This query received the most
“very relevant” scores from users of all the queries, with the remaining rele-
vant documents distributed in descending order, ending with only two “not
relevant” documents.
Looking at the average scores across the correlation measures, the worst
performing query according to the Footrule was number 40 “the name of
the Lord” (Footrule=0.24). The search results for this query contained one
document with three full matches for the query. This was followed by a further
five documents with two full matches, and the remaining documents contained
only a single match, with some partial matches distributed in the same snippet
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text. This query received the second most “very relevant” scores from users for
the single document containing three full matches for the query. Users appear
to have disagreed over the best relevance grade to assign the five documents
containing two full matches, since aside from the context provided by the
snippet, the documents could all be considered more or less relevant when
considered in isolation.
For the M -measure query number 42 “on the seventh day” performed
quite poorly (M -measure=0.46). The users were presented a choice between
one document with four full matches, two documents with three full matches,
a further two documents with two full matches, and the remaining documents
contained only a single full match for the query. Once again, the users dis-
agreed with the best choice of relevance for the five results containing only a
single match for the query, which represented half of the search results. The
poor performing queries were distributed evenly across different query lengths,
but the pattern that emerges is that users do well at assigning relevance to
the documents which contain a large number of full matches. However, when
the user is faced with a choice between a select few documents containing the
same number of full matches for the query, for instance, those documents with
only one full match in the examples, there was more disagreement between
the users.
Furthermore, when it came to the documents with only partial matches,
the users tended to adopt one of two strategies. The first, assigned partial
relevance to the documents according to the total number of partial matches
or breadth of the match in the snippet text. And the second approach in-
volved assigning “not relevant” to any document with a partial match for the
query. With no other context aside from the provided snippets, it is under-
standable that there is little agreement between the users for these types of
query matches. However, it is possible, that a researcher who is familiar with
the Bible might be able to choose between the documents containing similar
matches, based on any previous knowledge they may have acquired about the
document content. The document prior introduced in Chapter 5, may be use-
ful in this context, by providing additional information about the documents
when producing the search results.
The subjective notion of relevance is supported by anecdotal evidence in
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the form of email enquiries received from the users after completion of the
evaluation. It appears that some users adopted quite unexpected strategies
for assessing relevance, as illustrated by the following enquiry:
Should passages which refer to a person, but that person is not named
in the snippet, be marked as very relevant? For example, the topic is
Moses spake unto the children and one of the results is ...came out. And
he came out, and spake unto the children of Israel that which he was.
He refers to Moses. Am I correct in assuming that should be considered
very relevant?”
This is indeed a fair question, since the snippet is obviously semantically
similar to a number of other snippets in the search results that do explicitly
mention the name “Moses”, which is part of the query. In this instance, the
pronoun makes reference to “Moses”, however, from an information retrieval
perspective this document would be ranked lower as it represents only a partial
match to the full query “Moses spake unto the children”.
7.5 DISCUSSION
Crowdsourcing has its challenges, in particular, the researcher has little control
over the evaluation process once it is launched and available online. Therefore,
it is necessary to consider the use of test queries in order to filter out bad users
upfront e.g. those who have not understood the task, or do not have the correct
attitude.
This increases the quality of the submissions, and mitigates against issues
that can arise, such as an unhappy user as a result of a rejected submission, or
withholding payment due to a suspect submission. These issues can be difficult
to resolve and may have an impact on your reputation, and consequently on
whether you will be able to submit future evaluations with the same crowd
sourcing platform.
The design of the evaluation should record data that permits the testing of
a display bias, since some users may assign relevance to document in the top
ranks without necessarily digesting the snippets fully. This is easily achiev-
able by randomising the order of the queries. It is also worth recording a
time-stamp for each response. This enables the researcher to check for users
7.5. DISCUSSION 223
who are speeding through the evaluation at a rate that exceeds the ability to
comfortably digest the information related to the task. We found that users
assigned relevance at an average rate of three seconds per rank position. The
minimum time taken was one second, which we could argue is not enough
time to digest the snippet and then navigate to the drop-down box to select a
relevance grade. The maximum time to select a relevance grade was thirteen
minutes, but this is likely the result of users being interrupted or distracted
from the task.
To summarise, the chapter presented a novel approach to system eval-
uation in IR, by adopting a crowdsourcing approach. The chapter briefly
described the concept behind crowdsourcing (Section 7.2), before discussing
the methods and non-parametric measures selected for evaluating the system’s
performance. The non-parametric correlation and NDCG measures provide
a good basis for assessing the performance of an information retrieval system.
The non-parametric correlation measures represented by the Footrule and the
M-measure (described in Section 7.3.2), measured how close the system rank-
ing, represented by the SLM, was very close to the consensus ranking, or crowd
opinion, obtained from the user relevance scores.
The NDCG measure discussed in Section 7.3.2, assesses the ranking qual-
ity of the search results, which demonstrated that the SLM consistently pro-
duces a ranking where the top-ranks of the search results are occupied by the
most relevant documents. Furthermore, these results were also supported by
the level of agreement between the individual user ranking and the consensus
ranking representing the crowd opinion. The significance of the results was
measured through the bootstrap method presented in Section 7.3.2, which is
a non-parametric approach for measuring significance of the results, and has
been found to be competitive with other significance tests [170]. The advan-
tage of the bootstrap approach is that it is relatively simple to implement, and
flexible to the test statistic. Section 7.4 presented an analysis of the results
obtained from the evaluation. The results demonstrate that the SLM consis-
tently places the most relevant documents at the top of the search results, for
a range of query types represented by both short keyword queries containing
one or two terms, to long phrase-like queries of three or more terms.
Crowdsourcing as a platform for system evaluation provides a unique op-
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portunity for researchers to gain access to a large group of participants from
a diverse range of social and economic backgrounds. This is one of the things
that can also make crowdsourcing a challenge as it becomes necessary to put
filters and controls in place in order to obtain good quality human assessments.
The evaluation should be designed to include a minimal and accessible user
interface to increase usability and enable the user to complete the task with
the minimum of distractions. Furthermore, to minimise poor quality results,
log data should be recorded on the users interaction with the evaluation ap-
plication, which can be as simple as a time stamp, in order to spot suspect
users who may be attempting to “game” the system.
In conclusion, the performance of the infrastructure, represented by the
SLM stored in the suffix tree data structure, is very close to that of human-
level performance when applied to information retrieval tasks. Quantitatively
evaluating the text mining tools is not as straight forward as that adopted
for information retrieval. First, there does not appear to be any standard
performance measures or benchmarking processes for text mining tools. Fur-
thermore, each tool would require an independent assessment with its own set
of assessment criteria, user interface design, and evaluation measures. Never-
theless, the text mining tools are constructed from the same SLM component
as the one evaluated in this chapter, and the tools were designed alongside re-
searchers presented as case studies (see Chapter 3), who empirically assessed































































































This chapter, summarises the research contributions presented in the thesis.
A summary of the thesis is presented in Section 8.1, followed by an overview
of the main contributions in Section 8.2. The thesis concludes with a dis-
cussion of the prospects for future research and development of the proposed
infrastructure and the Samtla system in Section 8.3.
8.1 SUMMARY OF THE THESIS
Chapter 1 described the current issues faced by humanities researchers who
wish to make use of the increasing availability of digital archives, but lack
the tools to perform the required analysis. The volume of digitised material
available to researchers is now on such a scale that it is becoming increasingly
difficult to comprehensively analyse the material using manual or traditional
approaches such as close-reading, and annotation of the texts. There is now
a genuine need for digital tools to support the analysis of digitised docu-
ments, but also the much larger volume of “born-digital” material published
online everyday. Tools and systems have been developed to support human-
ities researchers in accessing and analysing material, but despite the current
availability of tools, there does do not appear to be a wider adoption of these
tools. This means that researchers are not making full use of digital archives
as a key resource for discovering re-occurring cultural contexts that can help
to address new research questions, and revisit old ones through a much larger
227
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body of evidence provided by these digital repositories.
There are several barriers to computer-assisted forms of analysis in the hu-
manities, some barriers are related to the incompatibility of the tools with the
research topic, methodology, or digital archive of interest. This is attributed to
the fact that the tools are often developed as part of specific research projects,
and were not designed to be interoperable, making them inflexible to other
data standards and formats, domains, and languages.
A further barrier relates to the way in which the tools are implemented,
which are often based on domain and language-specific approaches using the
commonly adopted word-level model for the terms of the documents and user
query. A word-level model requires a certain degree of preprocessing, involv-
ing language-specific segmentation of the text in to words, which are then
normalised to identify all occurrences of the same term regardless of the syn-
tax of the language. However, the word-level model is not a suitable rep-
resentation when the language contains no explicit word-delimiter, or when
the morphology of the language is more complex than that of the commonly
studied languages for which a wealth of natural language processing resources
are available. Furthermore, the objects of study may be represented by his-
toric documents, which contain non-standard spelling and formatting, and are
also not commonly supported by natural language processing tools that are
optimised for modern forms of the language. The current word-level repre-
sentation will become difficult to sustain due to the increasing diversity and
large-scale nature of digital archives.
The literature suggests that the current tools are not directly support-
ing the needs of researchers as they are often incompatible with the research
approach. For example, summarisation tools such as word-clouds and word-
frequency statistics enable researchers to identify interesting correlations be-
tween the vocabulary of the documents that are potentially relevant, but they
reduce the texts to a new intellectual product that is distanced from the orig-
inal. Researchers in the humanities are interested in locating and comparing
“parallel passages”, which represent repeated structural text patterns that
could describe, among other things, eye witness accounts of the same or similar
events of interest to historians, or a repeated grammatical structure relevant
to a linguist. Humanities researchers also have difficulty in relating to the
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approaches adopted by tool developers, which are often poorly documented
or tend to obscure how the tool interfaces with the data. When researchers
are unable to identify how the tool might be relevant to their research, the
tools experience little adoption and are often abandoned as a result, making
it difficult for the discipline to move forward.
A review of the current digital tools available to researchers, revealed a
common set of tools and functionality that are often provided to support the
humanities. The majority of research and commercial tools and systems sup-
port full and partial matching of queries, browsing the documents through
metadata and ontologies, collaborative search and annotation tools, natural
language processing tools for part-of-speech tagging and named entity extrac-
tion, and visual mining tools such as word clouds, social network graphs, and
time lines for producing visual summaries of the document content.
Chapter 3 introduced the architecture supporting the development of the
Samtla system, which was developed in response to the need for a generic
and flexible set of digital tools for the search and text mining of any domain,
language, format, and media. The Samtla system is a web application sup-
ported by a Model-View-Controller architecture, where the model component
reads and writes the data used by the system, including that of the document
text, metadata, and images. The view component supports the deployment of
the user interface of the system, and the controller component represents the
program logic, and provides the bridge between the data and the researchers’
interaction with the view. The architecture is easily maintained as a result of
the separation of concerns provided by the MVC design pattern, which means
that new tools and features can be introduced without interfering with pre-
viously established components. The resulting architecture also enables the
Samtla system to be deployed very quickly with a consistent set of generic
tools, which is demonstrated by case studies represented by several diverse
digital archives, which are different with respect to the morphological com-
plexity of the languages, time periods, a range of media other than textual
data, and of varying quality with respect to the resulting digital objects.
The details of the novel infrastructure proposed in the thesis were pre-
sented in Chapter 4, which described a relatively new approach reflected by
a character-level n-gram Statistical Language Model SLM stored in a space-
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optimised k-truncated suffix tree data structure. Traditional approaches, such
as the common boolean retrieval model and Vector Space Model, are often
language-dependent, ad-hoc or based on heuristics, and tend to adopt sepa-
rate data models for search and mining. Furthermore, the commonly adopted
word-level model for the terms of the query and document text is responsible
for limiting the generalisability of the tools and systems to other domains and
languages.
However, the character-level n-gram SLM model has not been widely
adopted due to the storage requirements and added complexity of the ap-
proach, but it has several advantages over word-level models, such as being
domain and language-independent. Furthermore, the character-level n-gram
model provides innate support for erroneous query specification and spelling
errors in the document text through the generation of partial matches to the
query.
The SLM provides a probabilistic framework, where the terms of the doc-
ument are assigned a probability proportional to their frequency in the doc-
ument and the collection as a whole. The approach is based on statistically
well-founded estimation techniques that have been long established under the
context of natural language research in speech recognition. Furthermore, the
SLM approach has been shown to perform as well as traditional methods in
a range of tasks including information retrieval, recommendation, machine
translation, and email-spam filtering.
The text mining tools were detailed in Chapter 5, which introduced each
of the text mining tools developed from components of the SLM used for
search. The tools support the specific needs of several research groups in-
troduced in Chapter 3, through query and document recommendation, which
highlight the interesting aspects of the archive through the search and brows-
ing activity of the community of researchers. The recommendation tools were
straight-forwardly extended to address language-specific issues by recommend-
ing alternative forms of the query based on a small set of string permutation
methods that identify similar items on the basis of the statistics of the language
stored in the SLM.
Chapter 6 introduced the Samtla user interface, which was developed
through collaboration with our research groups. The minimal design of the UI,
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allows researchers to focus on the content of the documents achieved through
a modular and context dependent approach to tool deployment. Whilst many
of the digital archives supported by Samtla are deployed with the same set of
generic tools for search and text mining, some tools were developed to address
specific needs, such as the FT newspaper archive, which required additional
tools to operate with both the document text, and scanned images of the
original.
The infrastructure was formally evaluated through a crowdsourcing plat-
form, which enlisted a group of general users to assess the relevance of docu-
ments in the search results generated by the SLM (in Chapter 7). The results
were evaluated by adopting a number of well-known non-parametric measures,
and a novel approach based on the non-parametric bootstrap method to assess
the significance of the results. The results demonstrated that the search com-
ponent of the Samtla system consistently provides a ranking of the documents,
where the most relevant documents are ranked at the top of the search results.
Although Samtla is still in development it currently operates with a range
of digital archives, supporting the discovery of documents in languages includ-
ing Aramaic, Syriac, Mandaic, Hebrew, English, German, French, Hungarian,
Italian, and Russian, and different domains reflected by biblical scripture,
magic incantation texts, monographs, reports, and news articles. In addition,
Samtla is not necessarily restricted to historic document collections, but can be
extended straightforwardly to other domains that require search and mining
of text patterns, such as medical and legal text collections.
To conclude, the field of humanities will not be able to advance in a direc-
tion that is adaptable to the recent emergence of large-scale digital archives,
unless tools are developed to be generalisable and easily extensible to permit
their adoption by a wide-range of researchers in the humanities. Ignoring the
current issues faced by humanities researchers, with respect to current tool
provision may mean that the human record will be described, and communi-
cated through the perspectives of the dominant cultures. In short, without
flexible tools to analyse cultural contexts recorded across multilingual docu-
ment collections, a cultural-bias may inevitably be forced upon the research
conducted by humanities researchers, due to the limitations of the approaches.
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8.2 SUMMARY OF THE CONTRIBUTIONS
The main contribution of the thesis is a novel language and domain-independent
infrastructure that provides a consistent and unified approach to the devel-
opment of search and text mining tools to support a range of research and
disciplines in the humanities, where electronic source material is increasingly
being published through digital archives. The contributions presented in the
thesis, are summarised as follows:
• A unified and consistent approach to domain-independent and
language-independent search and text mining of digital archives.
The SLM can be extended to other domains and languages with very lit-
tle preprocessing of the documents. Furthermore, the research on SLMs
has demonstrated that they are relatively simple to implement, provide a
basis for a unified approach to tool development, through their straight-
forward extension to other domains other than speech recognition, and
information retrieval for which they have been traditionally adopted.
• The first practical implementation of a character-level n-gram
SLM stored in a suffix tree data structure, as the underlying
data model of a system with real users. There has been a lot of
research on SLMs, including tool kits for implementing a SLM as an
integral part of a system, for example, the Lemur Project [31]. However,
as far as the author is aware, the proposed infrastructure supporting
the Samtla system is the first practical example of a character-level n-
gram SLM stored as a k-truncated suffix tree structure, which supports
the development of generic, flexible, and easily extensible tools that ad-
dress the specific needs of real users, as represented by the case studies
introduced in Chapter 3.
• An innovative set of text mining algorithms to support the
discovery of “parallel passages” represented by variable length
character-sequences. The algorithms developed for text mining are
generic and flexible to the domain and language of the digital archive,
and have been developed from many successful approaches in disciplines
such as bioinformatics. The text mining tools support the identification
and comparison of related structural text patterns that are often variable
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with respect to their coverage of the topic and extent, as a result of the
vocabulary, morphology of the language, or choices made by the author.
• A novel approach for assessing the performance of the infras-
tructure through a crowdsourcing platform. The SLM was as-
sessed through a comparison of a user ranking of the documents gener-
ated from the users’ relevance judgements in response to a query. The
evaluation results demonstrated that the infrastructure represented by
the character-level n-gram SLM is generating a ranking of the docu-
ments that is similar to one generated by a human assessor, meaning
that the current implementation provides human-level performance ap-
plied to information retrieval tasks.
8.3 FUTURE WORK
There are several directions for future work, including the development of the
infrastructure to support new forms of analysis based on feature requests by
the research groups, and more efficient algorithms for indexing and storing the
data model of the infrastructure to enable the infrastructure to support much
larger digital archives than it does currently.
8.3.1 Developing the infrastructure
Scaling the architecture
Chapter 4 discussed the low-level implementation and storage of the SLM in
a character-based k-truncated space optimised suffix tree data structure. The
current approach involves constructing the suffix tree in memory to support
the fast indexing and storage of the terms of the documents. This may not
be efficient for very large collections containing hundreds of thousands of doc-
uments. One way to scale the approach is to build to disk, where the tree is
periodically flushed to disk. With the introduction of Solid State Drives (SSD),
it is now possible to leverage the random access memory-like performance of
the SSD to construct the index on disk without the problems faced by previous
hardware, where accessing the data requires an unavoidable amount of latency
due to the seeking mechanism relied on by traditional hard drive storage, and
destruction of the media through constant reading and writing of the data.
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Additional scaling of the infrastructure could be achieved by partitioning the
suffix tree data structure across several different servers.
8.3.2 Developing new tools
Data analytics
Data analytics is a common component of the current set of tools identified
in Chapter 2. Analytics range from statistical summaries on the distribution
of terms in the documents, which are often visualised as word-clouds and
social network graphs. The data-analytic tools developed for Samtla could
provide support for a much more extended analysis through the exploration
of topics, genres, and authorship to provide new forms of analysis and ways to
identify information relevant to the researcher. The resulting analytics could
be incorporated in to the existing search results, or as additional facets in the
browsing tool represented by the treemap view.
Annotation tools
Many of the tools reviewed in Chapter 2 allow researchers to make corrections
to the digitised text or annotations, or permit tagging of the text and images.
The development of an annotation tool would require some enhancements to
the user interface, and a method for recording the annotations made by indi-
vidual users, and whether they should be available to the wider community,
which would require some form of rights-management. The resulting data
collected from the users annotation would provide a further platform for de-
veloping additional tools that make use of the data provided by the annotated
texts.
Event detection and identification
New tools could be developed to help identify important events in the doc-
uments that would then be presented to researchers as time lines as per the
existing set of tools. The task of event detection is often referred to as event
tracking and identification [172]. An event can be described as having a time-
stamp, and one or more individuals and locations associated with it. The
existing set of tools that provide visual tools based on time lines would ap-
pear to be based on manually tagged data, whereas the Samtla system would
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require an approach that is at least semi-automatic and both domain and
language independent due to the often multilingual nature of digital archives.
Supporting new research
The Samtla system was developed for researchers in the humanities, and corre-
spondingly requires the feedback and feature requests from real users in order
to develop the system further. Otherwise, there is a tendency to develop tools
that will not be relevant to research that is actually being undertaken by re-
searchers. The infrastructure is flexible to any digital archive, but there may
exist some digital archives that represent interesting opportunities for future
research and tool development. For example, the Samtla system has not yet
been applied to a language represented by a syllabic or ideographic script.
APPENDIX A
ARCHITECTURE
The infrastructure, architecture and the Samtla system was developed using
the following technologies and tools:
A.1 THE MODEL
• Python programming language: with some adoption of the Numpy and
Scipy statistical libraries for computing the prior in Chapter 5, and the
correlation measures in Chapter 7.
• SQL database: all data is stored in a SQL database according to function
e.g. the SLM document model, metadata, pair-wise JSD scores for the
related documents, and user activity log data.
• The character-level n-gram SLM for the collection model is stored in
JSON format to promote portability. The loading function used by
the standard JSON library is overridden with a custom loader, which
casts strings representing numbers to integer format, which considerably
reduces the memory requirements of the data structure when loaded in
to memory after construction.
A.2 THE CONTROLLER
• Python 2.7 programming language: version 2.7 was selected due to its
compatability with some of the more advanced Python packages includ-
ing numpy and scipy, which provide powerful matrix computation and
implementation of common statistical measures. Python 3.2 may be
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more appropriate in future due to the unifying approach adopted for the
encoding of strings e.g. unicode versus ASCII.
• Django web framework: provides the main mechanism for communica-
tion between the server and the front-end of the Samtla system. Also
responsible for the storage, retrieval, and validation of user login creden-
tials.
A.3 THE VIEW
• Javascript programming language: used for developing the functionality
of the tools in the user interface.
• jQuery: for addressing the disparity between web browsers to ensure the
interactive elements of the interface are consistent cross-browser.
• HTML5: The development of the HTML5 standard provided support
for a number of new features including Local Web storage for recording
users preferences. The Canvas element of the page is used for rendering
and interacting with the original image for the document.
Where possible, native tools and standard-libraries have been preferred due
to issues arising from third-party API updates, which can sometimes break a
system due to the depreciation of certain features. The advantage is that the
system requires little maintenance, aside from development revolving around
the system itself e.g. new features and text mining tool development.
APPENDIX B
EVALUATION
B.1 THE TEST QUERIES
The test queries for the formal evaluation in Chapter 7 are presented below.
Each test displays the query at the top of the page, and the task involves
assigning a relevance grade according to a set of specific criteria. The first
test query contained the top-five ranked documents for the query “Satan”,
with five additional entries containing the top-five search results for the query
“chief priests and scribes”. The user must assign a very low relevance to the
last five documents due to the fact that these search results do not contain
a match for the query. The second test query “Christ Jesus”, was composed
of the top-ten documents ranked in reverse order by their probability inferred
from the SLM. To pass this test and continue to the evaluation, the user was
required to assign relevance in reverse order, with the lower ranked documents
receiving the highest relevance.
B.1.1 Test query 1
Test query 1: “Satan”
1. Job chapter 1
before the LORD, and Satan came also among them. And the LORD
said unto Satan, Whence comest thou? Then Satan answered the LORD,
and ... feareth God, and escheweth evil? Then Satan answered the
LORD, ... down in it. And the LORD said unto Satan, Hast thou
considered ...
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2. Jude chapter 20
which is the Devil, and Satan, and bound him a thousand ... the thou-
sand years are expired, Satan shall be loosed out of ...
3. Zechariah chapter 3
the angel of the LORD, and Satan standing at his right hand to resist
him. And the LORD said unto Satan, The LORD rebuke thee, O ...
Satan, The LORD rebuke thee, O Satan; even the LORD that ...
4. Job chapter 2
before the LORD, and Satan came also among them to present him-
self before the LORD. And the LORD said unto Satan, From whence
comest thou? ... to destroy him without cause. And Satan answered
the LORD,... down in it. And the LORD said unto Satan, Hast thou
considered
5. Jude chapter 12
serpent, called the Devil, and Satan, which deceiveth the whole ...
6. Malachi chapter 16
many things of the elders and chief priests and scribes, and be killed,
and be ...
7. Mark chapter 23
answered him nothing. And the chief priests and scribes stood and
vehemently ..., when he had called together the chief priests and the
rulers ... Then said Pilate to the chief priests and to the people, I find
...
8. Malachi chapter 21
he healed them. And when the chief priests and scribes saw the won-
derful things ... grind him to powder. And when the chief priests and
Pharisees had heard his ... was come into the temple, the chief priests
and the elders of the people ...
9. Malachi chapter 2
when he had gathered all the chief priests and scribes of the people
together...
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10. Mark chapter 9
be rejected of the elders and chief priests and scribes, and be slain, and
be raised ...
B.1.2 Test query 2
Test query 2: “Christ Jesus”
1. 2 Thessalonians chapter 3
in the faith which is in Christ Jesus. These things write I unto ...
2. 2 Thessalonians chapter 2
between God and men, the man Christ Jesus; Who gave himself a ransom
...
3. 2 Corinthians chapter 6
and I unto the world. For in Christ Jesus neither circumcision avail ...
4. 1 Timothy chapter 3
all that will live godly in Christ Jesus shall suffer persecution... through
faith which is in Christ Jesus. All scripture is given ...
5. James chapter 5
unto his eternal glory by Christ Jesus, after that ye have suffered ... be
with you all that are in Christ Jesus. Amen. The Second General
6. Ephesians chapter 4
your hearts and minds through Christ Jesus. Finally, brethren, ... Amen.
Salute every saint in Christ Jesus. The brethren which are ... to his
riches in glory by Christ Jesus. Now unto God and our Father ...
7. 1 Timothy chapter 1
promise of life which is in Christ Jesus, To Timothy, my dearly beloved ...
and grace, which was given us in Christ Jesus before the world began,...
peace, from God the Father and Christ Jesus our Lord. I thank God,...
8. Galatians chapter 2
together in heavenly places in Christ Jesus: That in the ages to come ...
are his workmanship, created in Christ Jesus unto good works, which ...
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his kindness toward us through Christ Jesus. For by grace are ye saved
...
9. Ephesians chapter 3
in the spirit, and rejoice in Christ Jesus, and have no confidence in ... or
which also I am apprehended of Christ Jesus. Brethren, I count not...
excellency of the knowledge of Christ Jesus my Lord: for whom I have
...
10. 2 Thessalonians chapter 1
to my trust. And I thank Christ Jesus our Lord, who hath enabled ...
with faith and love which is in Christ Jesus. This is a faithful saying,
and worthy of all acceptation, that Christ Jesus came into the world to
...
B.2 EVALUATION QUERIES
The fifty queries used for the formal evaluation of the Samtla SLM data model
are presented in Table B.1, below.
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