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Resumo
Neste trabalho usaremos algumas te´cnicas da Ana´lise Funcional na˜o-linear para estudar a
existeˆncia de soluc¸o˜es para a seguinte classe de problemas{ −[M(‖u‖p1,p)]p−1∆pu = f(x, u) em Ω,
u = 0 em ∂Ω,
(1)
onde Ω ⊂ RN e´ um domı´nio limitado suave, f : Ω × R+ → R e M : R+ → R, R+ = [0,+∞)
sa˜o func¸o˜es satisfazendo certas condic¸o˜es a serem apresentadas ao longo deste trabalho e ∆p e´
o operador p-Laplaciano.
Palavras Chaves: Equac¸o˜es Diferenciais El´ıpticas, p-Kirchhoff, Problemas Na˜o-Locais, p-
Laplaceano, Me´todo de Galerkin, Me´todo Variacional, Sub e Supersoluc¸a˜o, Localmente
Lipischitz.
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Abstract
In this work we will use some techniques of the Analysis Functional no linear to study the
existence of solutions for the following class of problems{ −[M(‖u‖p1,p)]p−1∆pu = f(x, u) in Ω,
u = 0 in ∂Ω,
(2)
where Ω ⊂ RN is boundary domain, f : Ω × R+ → R e M : R+ → R, R+ = [0,+∞) are
functions satisfying some growth to apper in the work and ∆p is the p-Laplacian operator.
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Introduc¸a˜o
Neste trabalho vamos considerar a seguinte classe de problemas el´ıpticos{ −[M(‖u‖p1,p)]p−1∆pu = f(x, u) em Ω,
u = 0 em ∂Ω,
(3)
onde Ω ⊂ RN e´ um domı´nio limitado suave, f : Ω × R+ → R e M : R+ → R, R+ = [0,+∞)
sa˜o func¸o˜es dadas e ∆p e´ o operador p-Laplaciano, p > 1,
∆pu = div(|∇u|p−2∇u)
em que ‖ · ‖1,p e´ a norma usual no espac¸o de Sobolev W 1,p0 (Ω) dada por
‖u‖1,p =
(∫
Ω
|∇u|p
)1/p
.
Esse problema, denominado de p-Kirchhoff, e´ uma generalizac¸a˜o da equac¸a˜o cla´ssica de
Kirchhoff { −M(‖u‖2)∆u = f(x, u) em Ω,
u = 0 em ∂Ω, (4)
onde ‖u‖2 =
∫
Ω
|∇u|2 e´ a norma usual em H10 (Ω).
Como e´ bem conhecido, (4) e´ a versa˜o estaciona´ria da equac¸a˜o hiperbo´lica de Kirchhoff
ρ
∂2u
∂t2
−
(
P0
h
+
E
2L
∫ L
0
∣∣∣∣∂u∂x
∣∣∣∣2dx)∂2u∂x2 = 0, (5)
a qual apareceu pela primeira vez no trabalho de Kirchhoff [38], em 1883. Esta equac¸a˜o estende
a cla´ssica equac¸a˜o da onda de D’Alembert, considerando os efeitos da mudanc¸a no comprimento
da corda durante as vibrac¸o˜es.
Os paraˆmetros na equac¸a˜o (5) teˆm os seguintes significados: L e´ o comprimento da corda,
h e´ a a´rea de sua sec¸a˜o transversal, E e´ o mo´dulo de Young do material do qual ela e´ feita,
ρ e´ a densidade da massa e P0 e´ a tensa˜o inicial. Vale ressaltar que a equac¸a˜o (5) comec¸ou a
receber maior atenc¸a˜o apo´s a publicac¸a˜o do trabalho de J.Lions [43], no qual foi proposta uma
abordagem de Ana´lise Funcional para tal problema.
O interesse matema´tico em problemas na˜o-locais do tipo (3) (na˜o-local devido a presenc¸a do
termo M(‖u‖p1,p), implicando que as equac¸o˜es em (3) e (4) na˜o sa˜o igualdades pontuais) vem
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aumentando devido apresentarem uma variedade relevante de situac¸o˜es f´ısicas e das engenharias,
requerendo aparatos na˜o-triviais para resolveˆ-los. Eles teˆm sido estudado por diversos autores
entre os quais podemos citar [3], [19], [20], [44], [45] e suas refereˆncias onde diferentes te´cnicas
foram usadas. Do ponto de vista variacional, essa classe de problemas foi estudado em [5], [23]
e [24].
Particularmente, o problema (3) apresenta algumas combinac¸o˜es que, ao menos para o nosso
conhecimento, parecem ser novas. De fato, no problema (3) aparece o termo na˜o-localM(‖u‖p1,p)
motivado, entre outras coisas, por situac¸o˜es f´ısicas. Ale´m disso, temos a presenc¸a do operador p-
Laplaciano que aparece em va´rias a´reas da Cieˆncia como Astronomia, Glaciologia, Climatologia,
Fluidos Na˜o-Newtonianos, Extrac¸a˜o de Petro´leo etc. Por exemplo, no estudo de sensitividade
de um modelo estaciona´rio na˜o-linear que aparece em Climatologia com relac¸a˜o a variac¸a˜o da
constante solar (ver [10]), em problemas de reac¸a˜o-difusa˜o, como tambe´m em fluxos em meios
porosos. Ale´m dessas considerac¸o˜es, no cap´ıtulo 2 temos tambe´m a presenc¸a de um termo
singular que coloca uma dificuldade adicional em nosso estudo. Problemas el´ıpticos singulares
surgem em Catalizadores de Substaˆncias Qu´ımicas Heterogeˆneas, Fluidos Na˜o-Newtonianos,
Conduc¸a˜o Na˜o-Linear do Calor entre outros fenoˆmenos.
O objetivo central deste trabalho e´ mostrar existeˆncia de soluc¸o˜es do problema (3) para
algumas classes func¸o˜es de M e f . Para isso, usaremos diversas te´cnicas da Ana´lise Funcional
Na˜o-Linear e no que segue, enunciaremos os resultados principais obtidos.
No Cap´ıtulo 1, denominado Sobre uma Equac¸a˜o El´ıptica do Tipo p-Kirchhoff, estudaremos
os seguintes problemas { −[M(||u||p1,p)]p−1∆pu = f em Ω,
u = 0 em ∂Ω,
(6)
com p > 1, f ∈ W−1,q(Ω), q e´ o expoente conjugado de p, isto e´, 1
p
+
1
q
= 1 e W−1,q(Ω) e´ o
dual topolo´gico de W 1,p0 (Ω),
−[M(||u||p1,p)]p−1∆pu = uα em Ω,
u > 0 em Ω,
u = 0 em ∂Ω,
(7)
em que α satisfaz 0 < α < p− 1 com p > 1 e
−[M(x, ‖u‖p1,p)]p−1∆pu = f(x) em Ω,
u = 0 em ∂Ω,
(8)
em que M : Ω× R→ R e´ uma func¸a˜o dada e f ∈ Lq(Ω), com 1
p
+
1
q
= 1.
Sera´ importante neste cap´ıtulo recordar que os problemas{ −∆pu = f(x) em Ω,
u = 0 em ∂Ω, (9)
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e  −∆pu = u
α em Ω,
u > 0 em Ω,
u = 0 em ∂Ω,
(10)
1 < p < ∞, 0 < α < p − 1, possuem unicidade de soluc¸a˜o fraca, conforme pode ser visto em
[47] e [30], respectivamente.
Os principais resultados sa˜o:
Teorema 1.1 Para cada 0 6= f ∈W−1,q(Ω) o problema (6) e a equac¸a˜o
M(t)t1/p = ‖w‖1,p, t > 0,
possuem as mesmas quantidade de soluc¸o˜es, onde w e´ a u´nica soluc¸a˜o do problema (9).
Teorema 1.2 Suponhamos que M : R+ → R seja uma func¸a˜o cont´ınua satisfazendo M(t) > 0
para todo t ≥ 0. Enta˜o o problema (7) possui o mesmo nu´mero de soluc¸o˜es da equac¸a˜o
[M(t)]p−1t(p−1−α)/p = ||v||p−1−α1,p , t > 0, (11)
onde v e´ a soluc¸a˜o de (10).
Para o pro´ximo resultado, consideraremos as seguintes hipo´teses sobre M :
(m1) M(x, λ) ≥ m0 > 0, para todo (x, λ) ∈ Ω× R+.
(m2) Para cada intervalo I, existe uma constante positiva CI tal que
|[M(x, λ1)]p−1 − [M(x, λ2)]p−1| ≤ CI |λ1 − λ2|, para todo x ∈ Ω, λ1, λ2 ∈ I.
Teorema 1.3 Seja M ∈ C(Ω × R+), satisfazendo (m1) − (m2). Para cada f ∈ Lq(Ω),
1
p
+
1
q
= 1, o problema (8) possui uma soluc¸a˜o u ∈W 1,p0 (Ω).
Na sec¸a˜o 2 de [5], Alves, Correˆa e Ma mostraram um resultado de existeˆncia para o problema
(6) que aparece na sec¸a˜o 1.1 do nosso trabalho, onde em [5] os autores consideram o caso p = 2.
O argumento usado em [5] e´ uma adaptac¸a˜o de algumas ide´ias abordadas em [19] e [20] onde os
autores estudam uma outra classe de problemas na˜o-locais. Usaremos argumentos semelhantes
aos usados em [5] para demonstrar o Teorema 1.1 os quais tambe´m motivaram a demonstrac¸a˜o
do Teorema 1.2, que aparece na sec¸a˜o 1.2 e que fornece a existeˆncia de soluc¸a˜o para o problema
(7). Em ambas as sec¸o˜es, foi importante a p-homogeneidade do operador p-Laplaciano e a
unicidade de soluc¸a˜o dos problemas (9) e (10). Na sec¸a˜o 1.3, demonstraremos o Teorema 1.3.
Visto que a func¸a˜o M depende da varia´vel x ∈ Ω, na˜o sera´ poss´ıvel utilizar as te´cnicas usadas
nas sec¸o˜es anteriores. Nesta sec¸a˜o, usaremos o Teorema do Ponto Fixo de Schaeffer, que sera´
enunciado no corpo deste trabalho.
Os resultados centrais do Cap´ıtulo 1 completam o estudo feito na sec¸a˜o 2 de [5] nos seguintes
aspectos:
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1) Por ser um operador na˜o-linear definido em um espac¸o de Banach, os problemas que
envolvem o operador p-Laplaciano apresentam va´rias dificuldades tais como: unicidade,
regularidade, degeneracidade, etc., o que o difere, entre outras coisas, do Laplaciano.
2) Os autores em [5] na˜o consideraram o caso em que f e´ sublinear e a situac¸a˜o em que M
tambe´m depende da varia´vel x ∈ Ω.
No Cap´ıtulo 2, denominado Problemas Na˜o-Locais com Termo Singular, mostraremos, na
sec¸a˜o 2.1, existeˆncia de soluc¸a˜o do problema
−[M(‖u‖p1,p)]p−1∆pu =
h(x)
uγ−p+2
+ uα−p+2 em Ω,
u > 0 em Ω,
u = 0 em ∂Ω,
(12)
onde 2 ≤ p < N , h e´ uma func¸a˜o definida em Ω e M : R+ → R+ e´ uma func¸a˜o cont´ınua
satisfazendo:
(M1) Existem m0 > 0 e θ1 > 0 tais que M(t) ≥ m0 se t ≥ θ1;
(M2) θ2 = sup{t > 0;M(t) = 0} > 0.
e na sec¸a˜o 2.2 estudaremos a existeˆncia de soluc¸a˜o do problema
−[M(‖u‖p1,p)]p−1∆pu = a(x)u−γ + λf(x, u) em Ω,
u > 0 em Ω,
u = 0 em ∂Ω,
(13)
em que N ≥ 1, 1 < p < N , a ≥ 0 e´ uma func¸a˜o mensura´vel na˜o trivial, γ > 0 e´ uma constante,
λ > 0 um paraˆmetro, f e´ uma func¸a˜o de Cara´theodory satisfazendo:
(f) sup
(x,t)∈Ω×[0,T )
|f(x, t)| <∞, para todo T > 0.
M : R+ → R e´ uma func¸a˜o cont´ınua tal que
(M0) Existe m0 > 0 tal que M(t) ≥ m0 > 0, para todo t ≥ 0.
Denotaremos por C10 (Ω) o espac¸o {u ∈ C1(Ω);u(x) = 0, para todo x ∈ ∂Ω} e admitiremos,
(H) Existem ϕ > 0 em C10 (Ω) e q > N , tal que aϕ
−γ ∈ Lq(Ω).
Os principais resultados deste cap´ıtulo sa˜o:
Teorema 2.1 Sejam h : Ω → R, uma func¸a˜o cont´ınua, positiva em Ω, γ, α ∈ (p − 2, p − 1),
2 ≤ p < N e M : R+ → R+ uma func¸a˜o cont´ınua satisfazendo (M1)− (M2). Enta˜o o problema
(12) possui uma soluc¸a˜o positiva.
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Teorema 2.2 Suponhamos que as condic¸o˜es (f),(M0) e (H) sejam satisfeitas e que f ≥ 0.
Enta˜o existe λ0 > 0 tal que o problema (13) possui uma soluc¸a˜o para todo λ ∈ (0, λ0).
O problema (12) foi motivado pelo estudo feito em [22] do ano de 2007 em que o autor utiliza
o me´todo de Galerkin para mostrar a existeˆncia de soluc¸a˜o para o problema (12) considerando
o caso na˜o-local com p = 2. Na sec¸a˜o 2.1 usaremos esse mesmo me´todo, mas considerando o
operador p-Kirchhoff. Na sec¸a˜o 2.2, inspiramo-nos em [49] de 2005 para mostrar a existeˆncia
de soluc¸a˜o do problema (13). Nesse trabalho, os autores combinaram a te´cnica de sub e
supersoluc¸a˜o com me´todo variacional para resolver o problema (13) considerando o caso local.
O resultado obtido no Teorema 2.1 completa os estudos feitos em [22] nos seguintes aspectos:
1) No nosso caso consideraramos 2 ≤ p < N e o operador e´ o p-Laplaciano.
2) O Me´todo de Galerkin para o caso quasilinear apresenta algumas dificuldades como, por
exemplo, a falta de estrutura hilbertiana. Em vista disso, temos de trabalhar com bases de
Schauder as quais provocam o aparecimento de estimativas na˜o-triviais que na˜o ocorrem
para o caso p = 2.
3) A convergeˆncia de uma sequ¨eˆncia gradiente na˜o ocorre de maneira imediata, como pode
ser visto no Apeˆndice A2. Esta dificuldade surge da falta de estrutura hilbertiana
O estudo feito no Teorema 2.2 completa o que foi feito em [49] nos seguintes aspectos:
1) Estamos considerando o caso na˜o-local e isso implica no aparecimento estimativas
adicionais que na˜o ocorrem no caso local.
2) Desconhecemos resultados sobre problemas na˜o-locais com singularidade para 2 < p < N .
No Cap´ıtulo 3, denominado Problemas Na˜o-Locais com Condic¸a˜o de Fronteira de Neumann,
estudaremos o problema
−
[
M1
(∫
Ω
|∇u|p
)]p−1
∆pu = f(u, v) + ρ1(x) em Ω,
−
[
M2
(∫
Ω
|∇v|p
)]p−1
∆pv = g(u, v) + ρ2(x) em Ω,
∂u
∂η
=
∂v
∂η
= 0 em ∂Ω,
(14)
onde f, g : R × R −→ R e M1,M2 : R+ −→ R sa˜o func¸o˜es cont´ınuas satisfazendo as seguintes
hipo´teses:
(fg) Existe uma func¸a˜o F : R2 −→ R, de classe C1, tal que
f(u, v) = Fu(u, v) e g(u, v) = Fv(u, v), para todo (u, v) ∈ R2.
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(F1) Existe k ∈ R tal que
F (s+ k, t+ k) = F (s, t), para todos s, t ∈ R.
(M) Existe m0 > 0 tal que
M1(t),M2(t) ≥ m0, para todo t ≥ 0.
(C) As func¸o˜es ρ1, ρ2 ∈ Lq(Ω), 1
p
+
1
q
= 1 e
∫
Ω
ρ1 =
∫
Ω
ρ2 = 0.
O principal resultado deste cap´ıtulo e´ o seguinte:
Teorema 3.1 Suponhamos que sejam va´lidas as condic¸o˜es (fg), (F1), (M) e (C). Enta˜o o
problema (16) possui uma soluc¸a˜o fraca (u, v) ∈ X.
Este cap´ıtulo foi motivado por um estudo feito em [26], onde foi dado um princ´ıpio de
minimizac¸a˜o, cuja grande utilidade e´ a situac¸a˜o onde o funcional associado ao problema na˜o e´
coercivo. Como aplicac¸a˜o, o autor mostrou a existeˆncia de soluc¸a˜o para o problema
−∆u = f(u) + ρ em Ω, ∂u
∂η
= 0 em ∂Ω. (15)
Neste cap´ıtulo completamos os estudos feitos em [26] nos seguintes aspectos:
1) Estamos estudando um problema na˜o-local e portanto alguns argumentos na˜o puderam
ser repetidos como, por exemplo, a convergeˆncia da sequ¨eˆncia minimizante.
1) Pelo fato de estarmos trabalhando com o operador p-Laplaciano algumas estimativas
foram necessa´rias e que na˜o aparecem em [26].
Salientamos que desconhecemos resultados para problemas el´ıpticos na˜o-locais com condic¸a˜o
de fronteira de Neumann. Portanto, o nosso resultado e´ novo mesmo para p = 2.
No Cap´ıtulo 4, intitulado Equac¸o˜es El´ıpticas do Tipo p-Kirchhoff Com Termo Na˜o-Local
Na˜o-Crescente, estudaremos existeˆncia de soluc¸a˜o do problema
−[M(‖u‖p1,p)]p−1∆pu = f(x, u) em Ω,
u > 0 em Ω,
u = 0 em ∂Ω,
(16)
onde 1 < p < N , f e´ uma func¸a˜o superlinear com crescimento subcr´ıtico e M : R+ → R e´ uma
dada func¸a˜o.
Admitiremos que M satisfaz as seguintes condic¸o˜es:
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(H1) Existem m1, t1 > 0 tais que
M(t) ≥ m1 se 0 ≤ t ≤ t1.
(H2) Existem m2, t2 > 0 tais que
0 < M(t) ≤ m2 se t ≥ t2.
(H3) lim
t→∞[M(t
p)]p−1tp−1 = +∞.
(H4) M e´ na˜o crescente e M(t) > 0, para todo t ≥ 0.
Suporemos que f : Ω× R→ R e´ uma func¸a˜o cont´ınua e satisfaz:
(f1) f(x, t) = 0, para todo t ≤ 0 e para todo x ∈ Ω.
(f2) lim|t|→+∞
f(x, t)
|t|p−1 = 0, uniformemente em x ∈ Ω.
(f3) lim|t|→+∞
f(x, t)
|t|q−1 = 0, onde p<q<p
∗,
(
p∗ =
pN
N − p
)
uniformemente em x ∈ Ω.
(f4) Existem p < µ < q tal que 0 < µF (x, t) ≤ tf(x, t), para todo t > 0.
Ale´m disso, estudaremos questo˜es de existeˆncia e multiplicidade de soluc¸a˜o do problema

−[M(‖u‖p1,p)]p−1∆pu = λur + f(x, u) em Ω,
u > 0 em Ω,
u = 0 em ∂Ω,
(17)
onde 0 < r < p−1, 2 < p < N , M : R+ −→ R e f : Ω×R −→ R func¸o˜es cont´ınuas satisfazendo
as hipo´teses (H1), (H2),(H4) e (f1) − (f4) da sec¸a˜o anterior. Substituiremos a hipo´tese (H3)
pela seguinte condic¸a˜o
(H
′
3) lim
t→∞[M(t
p)]p−1t(p−1)−r = +∞
Observe que para r = 0 as condic¸o˜es (H3) e (H
′
3) coincidem.
Os principais resultados deste cap´ıtulo sa˜o:
Teorema 4.2 Suponhamos que a func¸a˜o M satisfac¸a (H1) − (H4) e f satisfac¸a (f1) − (f4).
Enta˜o o problema (4.1) possui uma soluc¸a˜o na˜o-trivial e na˜o-negativa.
Teorema 4.3 Suponhamos que f e M satisfac¸am as condic¸o˜es e (f1) − (f4) e (H1), (H2),
(H
′
3) e (H4). Enta˜o existe λ
∗ > 0 tal que para λ ∈ (0, λ∗), o problema (4.6) possui pelo menos
duas soluc¸o˜es u1 e u2, satisfazendo
I(u1) < 0 < I(u2).
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Em 2001, Alves, Correˆa e Ma [5] mostraram um resultado de existeˆncia de soluc¸a˜o para
o problema (16) com p = 2 e considerando f : Ω × R −→ R com crescimento superlinear
e subcr´ıtico usando o Teorema do Passo da Montanha juntamente com estimativas do tipo
Gidas-Spruck. Nesse mesmo artigo os autores estudaram o problema (17) utilizando os mesmo
argumentos usados anteriormente. Em 2006 Correˆa e Figueiredo [23] estudaram o problema (16)
considerando f : Ω×R −→ R com crescimento cr´ıtico ou supercr´ıtico e novamente a ferramenta
principal foi o Teorema do Passo da Montanha. No mesmo ano os autores mostraram existeˆncia
de soluc¸a˜o para o caso p mais geral cujo resultado aparece em [24].
Em todos os artigos citados acima as hipo´teses sobre a func¸a˜o M sa˜o diferentes das usadas
nesta sec¸a˜o para os problemas (16) e (17).
Os resultados centrais do cap´ıtulo 4 completam os estudos feito nos artigos [5], [23] e [24]
nos seguintes aspectos:
1) M na˜o e´ limitada inferiormente por uma constante positiva, mas eventualmente pode
tender a zero.
2) Estamos considerando uma outra classe de func¸o˜es M , que na˜o foi considerada pelos
autores citados acima.
No Cap´ıtulo 5, intitulado Equac¸o˜es El´ıpticas do Tipo p-Kirchhoff Com Na˜o-Linearidade
Descont´ınua, estudaremos questo˜es sobre existeˆncia e multiplicidade de soluc¸o˜es na˜o-negativas
para o problema
−[M(‖u‖p1,p)]p−1∆pu = H(u− a)uq + λh(x)us em Ω,
u = 0 em ∂Ω,
(18)
em que M : R+ → R e´ uma func¸a˜o cont´ınua satisfazendo as condic¸o˜es: (H1), (H2), (H˜3) e
(H4), onde
(H˜3) lim
t→∞[M(t
p)]p−1t(p−1)−q = +∞,
com 1 < q+1 < p < s+1, a > 0 e λ > 0 paraˆmetros reais, h : Ω→ (0,∞) uma func¸a˜o positiva
mensura´vel, h ∈ L∞(Ω) e H e´ a func¸a˜o de Heaviside, isto e´,
H(t) =
 0 se t ≤ 0,1 se t > 0.
O principal resultado desse cap´ıtulo e´ o seguinte:
Teorema 5.2 Suponhamos que M satisfac¸a as condic¸o˜es (H1), (H2), (H˜3), (H4) e h ∈ L∞(Ω).
Enta˜o existem λ∗ > 0 e a∗ > 0 tais que para λ ∈ (0, λ∗) e a ∈ (0, a∗) o problema (5.1) possui
duas soluc¸o˜es na˜o-negativas, u1 e u2, satisfazendo:
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i) |Γa(ui)| = 0, i = 1, 2,
ii) Iλ,a(u2) < 0 < Iλ,a(u1),
iii) |{x ∈ Ω;ui(x) > a}| > 0, i = 1, 2.
A importaˆncia em estudar esses tipos problemas, segue do fato que muitos problemas de
fronteira livre, que surgem na f´ısica matema´tica, podem ser reduzidos a problemas de fronteira
com na˜o-linearidade descont´ınua. Ale´m disso, tais classes de problemas apresentam uma
variedade de situac¸o˜es f´ısicas relevantes. Alguns problemas representam modelos de soluc¸o˜es
estaciona´rias para fenoˆmenos qu´ımicos e biolo´gicos e e´ bem conhecido que va´rios problemas
relacionados a F´ısica de Plasma da˜o origem a equac¸o˜es com na˜o-linearidade descont´ınua. Tais
tipos de problemas foram vastamente abordados em diversos artigos, entre os quais podemos
citar [1], [2], [6], [8], [9], [11], [12], [13], [14], [25] e suas refereˆncias.
Neste cap´ıtulo fomos motivados pelos trabalhos de Alves,Bertone e Gonc¸alves [2] e Alves
e Bertone [1], onde em [2] os autores estudaram questo˜es de existeˆncia e multiplicidade e
regularidade para o caso local
−∆u = λh(x)H(u− a)uq + u2∗−1 em RN
e em [1] os mesmos obtiveram resultados de existeˆncia e multiplicidade para o problema local
−∆pu = H(u− a)up∗−1 + λh(x) em RN
Neste artigo foi utilizado uma variante para funcionais localmente Lipschitz do Teorema do
Passso da Montanha, o Princ´ıpio Variacional de Ekeland e Ca´lculo Subdiferencial. Usaremos as
mesmas te´cnicas utilizadas pelos autores para provar um resultado de existeˆncia e multiplicidade
para o problema (18).
Os resultados centrais do cap´ıtulo 5 completam os estudos feito nos artigos [2] e [1] nos
seguintes aspectos:
1) Estamos trabalhando com o caso na˜o-local.
2) Consideramos uma nova classe de func¸o˜es M .
Para finalizar esta introduc¸a˜o e para maior clareza deste trabalho, repetiremos os problemas
e os enunciados dos principais resultados nos seus respectivos cap´ıtulos.
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Notac¸o˜es
: fim de uma demonstrac¸a˜o,
→ : convergeˆncia forte,
⇀ convergeˆncia fraca,
|A| : medida de Lebesgue de um conjunto A,∫
Ω
f : denota
∫
Ω
f(x)dx,
Liploc(X,R): denota o espac¸o dos funcionais localmente lipschitzianos.
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Cap´ıtulo 1
Sobre uma Equac¸a˜o El´ıptica do
Tipo p-Kirchhoff
1.1 Caso Mp-Linear
Nesta sec¸a˜o mostraremos a existeˆncia de soluc¸a˜o fraca para o problema{ −[M(||u||p1,p)]p−1∆pu = f em Ω,
u = 0 em ∂Ω,
(1.1)
onde p > 1, f ∈ W−1,q(Ω), q e´ o expoente conjugado de p, isto e´, 1
p
+
1
q
= 1 e W−1,q(Ω) e´ o
dual topolo´gico de W 1,p0 (Ω).
Como foi dito anteriormente, no pro´ximo resultado sera˜o usados argumentos semelhantes
aos apresentados na sec¸a˜o 2 de [5] em que os autores adaptaram algumas ide´ias de [19] e [20]
nos quais sa˜o usadas outras classes de problemas na˜o-locais. Nesta sec¸a˜o, sera´ usada fortemente
a p-homogeneidade do operador p-Laplaciano e a unicidade de soluc¸a˜o fraca do problema (9).
Teorema 1.1 Para cada 0 6= f ∈W−1,q(Ω) o problema (1.1) e a equac¸a˜o
M(t)t1/p = ||w||1,p, t > 0 (1.2)
possuem as mesmas quantidade de soluc¸o˜es, onde w ∈W 1,p0 (Ω) e´ a u´nica soluc¸a˜o do problema
(9).
Demonstrac¸a˜o: Suponhamos, primeiramente, que u ∈ W 1,p0 (Ω) seja uma soluc¸a˜o de (1.1),
onde 0 6= f ∈W−1,q(Ω) e´ fixada. Assim,
−div
(
|∇(M(||u||p1,p)u)|p−2∇(M(||u||p1,p)u)
)
= f.
Consequ¨entemente, w =M(||u||p1,p)u e´ soluc¸a˜o de{ −∆pw = f em Ω,
w = 0 em ∂Ω. (1.3)
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Notando que ||w||1,p = M(||u||p1,p)||u||1,p, conclu´ımos que t = ||u||p1,p e´ soluc¸a˜o da equac¸a˜o
(1.2).
Reciprocamente, seja w uma soluc¸a˜o de (1.3) e suponhamos que t > 0 seja soluc¸a˜o de (1.2).
Defina
u = t1/p
w
||w||1,p (1.4)
e assim ||u||1,p = t1/p. Logo
−[M(||u||p1,p)]p−1∆pu = −[M(t)]p−1div
(∣∣∣∣∇( t1/pw||w||1,p
)∣∣∣∣p−2∇( t1/pw||w||1,p
))
= −[M(t)]p−1 t
(p−2)/pt1/p
||w||p−21,p ||w||1,p
∆pw
=
[
M(t)t1/p
||w||1,p
]p−1
(−∆pw).
Como t > 0 e´ soluc¸a˜o de M(t)t1/p = ||w||1,p, temos
M(t)t1/p
||w||1,p = 1
e assim
−[M(||u||p1,p)]p−1∆pu = −∆pw = f.
Segue-se, enta˜o, que { −[M(||u||p1,p)]p−1∆pu = f em Ω,
u = 0 em ∂Ω,
o que conclui a prova do teorema.
Observac¸a˜o 1.1 Suponhamos que M : R+ → R+ seja uma func¸a˜o cont´ınua. Portanto,
t→M(t)t1/p e´ cont´ınua para t ≥ 0 e da´ı
lim
t→0+
M(t)t1/p = 0.
Suponhamos, ale´m disso, que existam t0,m0 > 0 tais que M(t) ≥ m0 > 0 para t ≥ t0.
Nesse caso,
lim
t→∞M(t)t
1/p = +∞.
Pelo Teorema do Valor Intermedia´rio, existe t > 0 tal que
M(t)t1/p = ||w||1,p.
Em particular, seM(t)t1/p for uma func¸a˜o crescente para t > 0, o problema (1.1) possui somente
uma soluc¸a˜o para cada 0 6= f ∈ W−1,p′(Ω). Esse e´ o caso se M for uma func¸a˜o diferencia´vel
com M ′(t) > 0, para todo t > 0.
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SeM(t) = e−t, para t ≥ 0, o problema (1.1) possui o mesmo nu´mero de soluc¸o˜es da equac¸a˜o
e−tt1/p = ||w||1,p.
Observemos que
g(t) = e−tt1/p
satisfaz g(0) = 0 e lim
t→+∞ g(t) = 0.
Notando que g′(t) = −e−tt1/p + 1pe−tt1/p−1 e que g′(t) = 0 se, e somente se t = 1p , segue-se
que g atinge seu ponto de ma´ximo em t = 1p e g(
1
p ) =
1
e1/p p
√
p
.
Portanto,
• se ||w||1,p > 1
e1/p p
√
p
o problema (1.1) na˜o possui soluc¸a˜o;
• se ||w||1,p = 1
e1/p p
√
p
o problema (1.1) possui somente uma soluc¸a˜o;
• se 0 < ||w||1,p < 1
e1/p p
√
p
o problema (1.1) possui exatamente duas soluc¸o˜es.
Como podemos observar, a presenc¸a do termo [M(||u||p1,p)]p−1 produz grandes diferenc¸as entre
o problema na˜o-local (1.1) e o problema local (9).
Observac¸a˜o 1.2 Consideremos o caso f = 0, isto e´,{ −[M(||u||p1,p)]p−1∆pu = 0 em Ω,
u = 0 em ∂Ω.
(1.5)
Se M(t) > 0 para todo t ≥ 0, o problema (1.5) possui a soluc¸a˜o nula como u´nica soluc¸a˜o. Se
M(t0) = 0, para algum t0 > 0, enta˜o o problema (1.5) possui infinitas soluc¸o˜es. De fato, se
u ∈W 1,p0 (Ω), com u 6= 0, segue-se que
v = t1/p0
u
||u||1,p
e´ soluc¸a˜o de (1.5).
1.2 Um Problema Sublinear
Nesta sec¸a˜o vamos nos deter no estudo do problema sublinear
−[M(||u||p1,p)]p−1∆pu = uα em Ω,
u > 0 em Ω,
u = 0 em ∂Ω,
(1.6)
em que α satisfaz 0 < α < p− 1 com p > 1.
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Tal tipo de problema pertence a uma classe de problemas conhecidos como sublinear, cujo
proto´tipo e´  −∆u = u
α em Ω,
u > 0 em Ω,
u = 0 em ∂Ω,
(1.7)
com 0 < α < 1 (note que, neste caso p = 2), o qual ja´ foi vastamente estudado. Consulte, por
exemplo [34],[16], [30] e [17].
Para o problema na˜o-local, com p = 2, citamos [3],[5], [44] e suas refereˆncias.
Em particular, Diaz-Saa [30] estudaram o problema (10) e mostraram que ele possui somente
uma soluc¸a˜o positiva u ∈ W 1,p0 (Ω) ∩ L∞(Ω). Ale´m disso, essa soluc¸a˜o tambe´m pertence a
W 2,2loc (Ω).
Nosso pro´ximo resultado descreve o que acontece com o problema sublinear na˜o-local (1.6)
no qual usaremos fortemente a p-homogeneidade do operador p-Laplaciano e a unicidade de
soluc¸a˜o do problema (10).
Teorema 1.2 Suponhamos que M : R+ → R seja uma func¸a˜o cont´ınua satisfazendo M(t) > 0
para todo t ≥ 0. Enta˜o o problema (1.6) possui o mesmo nu´mero de soluc¸o˜es da equac¸a˜o
[M(t)]p−1t(p−1−α)/p = ||v||p−1−α1,p , t > 0, (1.8)
onde v e´ a soluc¸a˜o de (10).
Demonstrac¸a˜o: Adaptamos para o problema (1.6) as ide´ias desenvolvidas em [5] e [44].
Suponhamos que t > 0 seja soluc¸a˜o da equac¸a˜o (1.8) e seja γ =
t1/p
||v||1,p , o que implica
||γv||1,p = t1/p. Assim, simples ca´lculos mostram que
[M(||γv||p1,p)]p−1 = γα−(p−1).
Definamos u = γv. Mostraremos que tal func¸a˜o u e´ soluc¸a˜o do problema (1.6). De fato, de
ca´lculos diretos,
−[M(||u||p1,p)]p−1∆pu = −[M(||γv||p1,p)]p−1∆p(γv)
= −[M(||γv||p1,p)]p−1div(|∇(γv)|p−2∇(γv))
= −[M(||γv||p1,p)]p−1div(γp−2γ|∇v|p−2∇v)
= [M(||γv||p1,p)]p−1γp−1(−∆pv)
= γα−(p−1)γp−1(−∆pv)
= γαvα = (γv)α = uα em Ω.
Consequ¨entemente, u e´ soluc¸a˜o do problema (1.6).
Observac¸a˜o 1.3 A observac¸a˜o (1.1) continua va´lida para o problema (1.6).
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1.3 Caso Mp(x)-Linear
Na Sec¸a˜o 1.1 estudamos o problema Mp-Linear em que a func¸a˜o M na˜o dependia da varia´vel
x ∈ Ω. Esse fato permitiu que usa´ssemos uma te´cnica em que a homogeneidade era fundamental.
Entretanto, seM depender tambe´m da varia´vel x ∈ Ω na˜o podemos aplicar a te´cnica empregada
na prova do Teorema 1.1. Na presente sec¸a˜o vamos considerar o seguinte problema
−[M(x, ‖u‖p1,p)]p−1∆pu = f(x) em Ω,
u = 0 em ∂Ω,
(1.9)
em que M : Ω× R→ R e´ uma func¸a˜o dada e f ∈ Lq(Ω), com 1
p
+
1
q
= 1.
Consideramos as seguintes hipo´teses sobre M :
(m1) M(x, λ) ≥ m0, para todo (x, λ) ∈ Ω× R+.
(m2) Para cada intervalo I, existe uma constante positiva CI tal que
|[M(x, λ1)]p−1 − [M(x, λ2)]p−1| ≤ CI |λ1 − λ2|, para todo x ∈ Ω, λ1, λ2 ∈ I.
Iniciaremos enunciando o Teorema do Ponto Fixo de Schaeffer, cuja demonstrac¸a˜o pode ser
encontrada em [33], o qual sera´ usado para demonstrar o resultado principal desta sec¸a˜o.
Proposic¸a˜o 1.1 Seja T : X → X um operador cont´ınuo e compacto, onde X e´ um espac¸o de
Banach. Suponhamos que o conjunto E = {x ∈ X;x = λTx, para algum 0 ≤ λ ≤ 1} seja
limitado. Enta˜o T possui um ponto fixo.
Temos o seguinte resultado;
Teorema 1.3 Seja M ∈ C(Ω × R+), satisfazendo (m1) − (m2). Para cada f ∈ Lq(Ω),
1
p
+
1
q
= 1, o problema (1.9) possui uma soluc¸a˜o u ∈W 1,p0 (Ω).
Demonstrac¸a˜o: Seja f ∈ Lq(Ω) uma func¸a˜o fixada. Dada u ∈ W 1,p0 (Ω), designaremos por
v ∈W 1,p0 (Ω) a soluc¸a˜o u´nica do problema
−∆pv = f(x)[M(x, ‖u‖p1,p)]p−1
em Ω,
v = 0 em ∂Ω.
(1.10)
Dessa forma, temos bem definido o operador
S :W 1,p0 (Ω) −→ W 1,p0 (Ω)
u −→ v = Su
onde, para cada u ∈W 1,p0 (Ω), v ∈W 1,p0 (Ω) e´ a u´nica soluc¸a˜o de (1.10).
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Afirmac¸a˜o 1.1 S e´ um operador cont´ınuo.
De fato, seja (un) ⊂W 1,p0 (Ω) uma sequ¨eˆncia tal que
un → u em W 1,p0 (Ω).
Vamos mostrar que
vn = Sun → v = Su em W 1,p0 (Ω).
Note que 
−∆pvn = f(x)[M(x, ‖un‖p1,p)]p−1
em Ω,
−∆pv = f(x)[M(x, ‖u‖p1,p)]p−1
em Ω,
vn = v = 0 em ∂Ω.
(1.11)
Usando (vn − v) como func¸a˜o teste em ambas as equac¸o˜es de (1.11), obtemos∫
Ω
|∇vn|p−2∇vn∇(vn − v) =
∫
Ω
f(x)(vn−v)
[M(x, ‖un‖p1,p)]p−1
e ∫
Ω
|∇v|p−2∇v∇(vn − v) =
∫
Ω
f(x)(vn − v)
[M(x, ‖u‖p1,p)]p−1
o que implica ∫
Ω
(|∇vn|p−2∇vn − |∇v|p−2∇v)∇(vn − v)
=
∫
Ω
f(x)(vn − v)
[
1
[M(x, ‖un‖p1,p)]p−1
− 1
[M(x, ‖u‖p1,p)]p−1
]
.
Recordemos a desigualdade
(|∇vn|p−2∇vn − |∇v|p−2∇v,∇vn −∇v) ≥

Cp|∇vn −∇v|p se p ≥ 2,
Cp
|∇vn −∇v|p
(|∇vn|+ |∇v|)2−p se 1 < p < 2.
Logo,
Cp||vn − v||p1,p ≤
∫
Ω
f(x)(vn − v)
[
1
[M(x, ‖un‖p1,p)]p−1
− 1
[M(x, ‖u‖p1,p)]p−1
]
≤
∫
Ω
|f(x)||vn − v|
∣∣∣∣∣ 1[M(x, ‖un‖p1,p)]p−1 − 1[M(x, ‖u‖p1,p)]p−1
∣∣∣∣∣
=
∫
Ω
|f(x)||vn − v|
∣∣∣∣∣ [M(x, ‖un‖
p
1,p)]
p−1 − [M(x, ‖u‖p1,p)]p−1
[M(x, ‖un‖p1,p)]p−1[M(x, ‖u‖p1,p)]p−1
∣∣∣∣∣
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e usando (m1)− (m2),
Cp||vn − v||p ≤
∫
Ω
f(x)|vn − v|C
|‖un‖p1,p − ‖u‖p1,p|
m
2(p−1)
0
.
Da desigualdade de Ho¨lder e das imerso˜es de Sobolev
Cp||vn − v||p ≤ C
|‖un‖p1,p − ‖u‖p1,p|
m
2(p−1)
0
|f |q||vn − v||1,p
isto e´,
||vn − v||p−11,p ≤
C˜|f |q
m
2(p−1)
0
|‖un‖p1,p − ‖u‖p1,p| → 0.
Portanto,
vn = Sun → v = Su em W 1,p0 (Ω)
o que mostra a continuidade de S.
Afirmac¸a˜o 1.2 S e´ um operador compacto.
Com efeito, consideremos (un) ⊂W 1,p0 (Ω) uma sequ¨eˆncia limitada e fac¸amos
vn = Sun.
Mostraremos que (vn) possui uma subsequ¨eˆncia convergente em W
1,p
0 (Ω).
Da definic¸a˜o de S, temos
−∆pvn = f(x)[M(x, ‖un‖p1,p)]p−1
em Ω,
v = 0 em ∂Ω.
(1.12)
Usando vn como func¸a˜o teste segue-se que
‖vn‖p1,p =
∫
Ω
f(x)vn
[M(x, ‖un‖p1,p)]p−1
≤ 1
mp−10
∫
Ω
|f(x)||vn|
≤ C
mp−10
|f(x)|q‖vn‖1,p.
Isso implica em
‖vn‖p−1 ≤ C
m0
|f(x)|q,
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e assim (vn) e´ uma sequ¨eˆncia limitada. Sendo W
1,p
0 (Ω) reflexivo, a menos de subsequ¨eˆncia,
vn ⇀ v em W
1,p
0 (Ω)
e das imerso˜es compactas
vn → v em Lp(Ω).
Usando (vn − v) como func¸a˜o teste em (1.12),∫
Ω
|∇vn|p−2∇vn∇(vn − v) =
∫
Ω
f(x)(vn − v)
[M(x, ‖un‖p1,p)]p−1
,
de onde segue-se que
∫
Ω
(|∇vn|p−2∇vn − |∇v|p−2∇v + |∇v|p−2∇v)∇v∇(vn − v)
=
∫
Ω
f(x)(vn − v)
[
1
[M(x, ‖un‖p1,p)]p−1
]
que e´ equivalente a∫
Ω
(|∇vn|p−2∇vn − |∇v|p−2∇v)∇v∇(vn − v) +
∫
Ω
|∇v|p−2∇v∇(vn − v)
=
∫
Ω
f(x)(vn − v)
[
1
[M(x, ‖un‖p1,p)]p−1
]
.
Assim,
Cp‖vn − v‖p1,p + on(1) ≤
∫
Ω
f(x)(vn − v)
[M(x, ‖un‖p1,p)]p−1
onde on(1) =
∫
Ω
|∇v|p−2∇v∇(vn − v) devido a vn ⇀ v em W 1,p0 (Ω).
Note que ∫
Ω
f(x)(vn − v)
[M(x, ‖un‖p1,p)]p−1
≤ 1
mp−10
|f |q|vn − v|p.
Usando, novamente, a seguinte desigualdade
(|∇vn|p−2∇vn − |∇v|p−2∇v,∇vn −∇v) ≥

Cp|∇vn −∇v|p se p ≥ 2,
Cp
|∇vn −∇v|p
(|∇vn|+ |∇v|)2−p se 1 < p < 2,
segue-se
Cp‖vn − v‖p1,p ≤
1
mp−10
|f |q|vn − v|p → 0
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implicando que vn → v em W 1,p0 (Ω), o que mostra a compacidade de S.
Resta-nos mostrar que o conjunto
E = {x ∈W 1,p0 (Ω);u = λSu, para algum 0 < λ < 1}
e´ limitado.
De fato, seja u = λSu, 0 < λ < 1,
(
Su =
u
λ
)
. Dessa forma,

−∆p
(
u
λ
)
=
f(x)
[M(x, ‖u‖p1,p)]p−1
em Ω,
u = 0 em ∂Ω.
Logo
−div
[
|∇
(
u
λ
)
|p−2∇
(
u
λ
)]
=
f(x)
[M(x, ‖u‖p1,p)]p−1
,
de onde temos
− 1
λp−1
div(|∇u|p−2∇u) = f(x)
[M(x, ‖u‖p1,p)]p−1
,
o que implica
−div(|∇u|p−2∇u) = λ
p−1f(x)
[M(x, ‖u‖p1,p)]p−1
,
isto e´,
−∆pu = λ
p−1f(x)
[M(x, ‖u‖p1,p)]p−1
em W 1,p0 (Ω).
Usando u como func¸a˜o teste na igualdade acima, da desigualdade de Ho¨lder e das imerso˜es
de Sobolev,
‖u‖p1,p = λp−1
∫
Ω
f(x)u
[M(x, ‖u‖p1,p)]p−1
≤ λ
p−1|f |q
mp−10
‖u‖1,p.
Assim,
‖u‖p−11,p ≤
1
mp−10
|f |q.
Isto implica que o conjunto de soluc¸o˜es de
u = λSu, 0 < λ < 1
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e´ limitado, ou seja, o conjunto E e´ limitado. Do Teorema do Ponto Fixo de Schaeffer, existe
uma soluc¸a˜o de u = Su, isto e´, existe u ∈W 1,p0 (Ω), tal que
−[M(x, ‖u‖p1,p)]p−1∆p(u) = f(x) em Ω,
u = 0 em ∂Ω,
no sentido fraco.
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Cap´ıtulo 2
Problemas Na˜o-Locais com
Termos Singulares
2.1 Problema Singular via Me´todo de Galerkin
Como foi mencionado na introduc¸a˜o, nesta sec¸a˜o vamos estudar o problema
−[M(‖u‖p1,p)]p−1∆pu =
h(x)
uγ−p+2
+ uα−p+2 em Ω,
u > 0 em Ω,
u = 0 em ∂Ω,
(2.1)
que e´ uma perturbac¸a˜o singular do problema (1.6), em que Ω ⊂ RN e´ um domı´nio limitado,
regular, 2 ≤ p < N e h e´ uma func¸a˜o definida em Ω.
Usaremos o me´todo de Galerkin para resolver o problema (2.1) e para tal precisaremos
do seguinte resultado, que e´ uma variac¸a˜o do Teorema do Ponto Fixo de Brouwer, cuja
demonstrac¸a˜o pode ser encontrada em [42].
Proposic¸a˜o 2.1 Suponhamos que F : Rm → Rm seja uma func¸a˜o cont´ınua tal que <
F (ξ), ξ >≥ 0 com |ξ| = r, para algum r > 0, onde < ·, · > representa o produto interno
usual do Rm e |.| sua correspondente norma. Enta˜o existe ξ0 ∈ Br(0) tal que F (ξ0) = 0.
Suporemos que M : R+ → R+ e´ uma func¸a˜o cont´ınua satisfazendo:
(M1) Existem m0 > 0 e θ1 > 0 tais que M(t) ≥ m0 se t ≥ θ1;
(M2) θ2 = sup{t > 0;M(t) = 0} > 0.
Note que, por (M1)− (M2), a func¸a˜o M podera´ se anular em algum ponto de [0, θ2], o que
difere o problema (2.1) dos outros estudados ate´ agora neste trabalho.
Se M(t) ≥ m0 > 0, para todo t ≥ 0, a condic¸a˜o (M2) e´ vazia.
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Recordamos que uma soluc¸a˜o de (2.1) e´ uma func¸a˜o u ∈W 1,p0 (Ω), u > 0 em Ω, que satisfaz
(2.1) no sentido fraco, isto e´,
[M(||u||p1,p)]p−1
∫
Ω
|∇u|p−2∇u∇φ =
∫
Ω
(
h(x)
uγ−p+2
+ uα−p+2
)
φ,
para toda φ ∈W 1,p0 (Ω).
Outro importante resultado que sera´ utilizado nesta sec¸a˜o e´ a desigualdade de Hardy-
Sobolev, cuja demonstrac¸a˜o podera´ ser vista em [37].
Lema 2.1 Se u ∈W 1,p0 (Ω) e 1 < p ≤ N , enta˜o
u
ψτ1
∈ Lr(Ω), onde 1
r
=
1
p
− 1− τ
N
, 0 ≤ τ ≤ 1,
e ∣∣∣∣ uψτ1
∣∣∣∣
r
≤ C‖∇u‖p,
onde C > 0 e ψ1 e´ a autofunc¸a˜o de (−∆p,W 1,p0 (Ω)) associada ao primeiro autovalor λ1.
Nosso principal resultado nesta sec¸a˜o e´ o seguinte:
Teorema 2.1 Sejam h : Ω → R uma func¸a˜o cont´ınua, positiva em Ω, γ, α ∈ (p − 2, p − 1),
2 ≤ p < N e M : R+ → R+ uma func¸a˜o cont´ınua satisfazendo (M1)− (M2). Enta˜o o problema
(2.1) possui uma soluc¸a˜o positiva.
Dividiremos a prova do Teorema 2.1 em alguns lemas. Primeiramente, para cada  > 0
fixado, consideraremos o seguinte problema auxiliar

−[M(‖u‖p1,p)]p−1∆pu =
h(x)
(+ u)γ−p+2
+ uα−p+2 em Ω,
u > 0 em Ω,
u = 0 em ∂Ω.
(2.2)
No que segue, suporemos que M,h, α e γ satisfazem as hipo´teses do Teorema 2.1.
Lema 2.2 Para cada  > 0 fixado, o problema (2.2) possui uma soluc¸a˜o u.
Demonstrac¸a˜o: Consideremos o problema
−[M+(‖u‖p1,p)]p−1∆pu =
h(x)
(+ |u|)γ−p+2 + |u|
α−p+2 em Ω,
u = 0 em ∂Ω,
(2.3)
onde M+ : R+ → R e´ dada por
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M+(t) =
 0 se 0 ≤ t ≤ θ2,
M(t) se t > θ2.
Seja B = {e1, e2, e3, ...} uma base de Schauder de W 1,p0 (Ω) (recordamos que uma base de
Schauder de um espac¸o de Banach X e´ uma sequ¨eˆncia (en) ⊂ X tal que, para cada z ∈ X,
existe uma u´nica sequ¨eˆncia de escalares (αn) para a qual a soma parcial
∑
αnen converge para
z na norma de X). Para mais informac¸o˜es sobre bases de Schauder veja [15] e suas refereˆncias.
Para cada m ∈ N, seja Vm = [e1, ..., em] ⊂ W 1,p0 (Ω) o espac¸o vetorial de dimensa˜o finita
gerado por e1, . . . , em. Assim, cada u ∈ Vm e´ representado de maneira u´nica por u =
m∑
j=1
ξjej .
Uma norma que vamos utilizar em Vm e´ dada por
||u||m =
m∑
j=1
|ξj |.
Notemos que (Vm, || · ||m) e (Rm, | · |s) sa˜o isometricamente isomorfos por interme´dio da
aplicac¸a˜o
T : (Vm, ||.||m) −→ (Rm, |.|s)
u =
m∑
j=1
ξjej −→ T (u) = ξ = (ξ1, ξ2, ..., ξm)
||u||m = |ξ|s = |T (u)|s
onde |ξ|s =
m∑
j=1
|ξj |.
A partir daqui, sem nenhum comenta´rio adicional, identificaremos u ∈ Vm com ξ ∈ Rm via
isometria T .
Desde que, para cada m, Vm e´ um espac¸o de dimensa˜o finita, as normas || · ||m e || · ||1,p,
induzida por W 1,p0 (Ω) em Vm sa˜o equivalentes. Assim, existem constantes positivas c(m) e
k(m) tais que
c(m)||u||m ≤ ||u||1,p ≤ k(m)||u||m.
Consideremos, para cada m ∈ N, a seguinte aplicac¸a˜o
F : Rm −→ Rm
ξ −→ F (ξ) = (F1(ξ), F2(ξ), ..., Fm(ξ))
onde
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Fj(ξ) = [M+(||u||p1,p)]p−1
∫
Ω
|∇u|p−2∇u ∇ej −
∫
Ω
h(x)ej
(+ |u|)γ−p+2 −
∫
Ω
|u|α−p+2ej ,
j = 1, . . . ,m.
Simples ca´lculos nos levam a
< F (ξ), ξ >= [M+(||u||p1,p)]p−1
∫
Ω
|∇u|p−2∇u∇u−
∫
Ω
h(x)u
(+ |u|)γ−p+2 −
∫
Ω
|u|α−p+2u
= [M+(||u||p1,p)]p−1||u||p1,p −
∫
Ω
h(x)u
(+ |u|)γ−p+2 −
∫
Ω
|u|α−p+2u.
Observemos que ∫
Ω
h(x)u
(+ |u|)γ−p+2 ≤ ||h||∞
∫
Ω
|u|
γ−p+2
≤ C||u||1,p
e desde que p− 2 < α < p− 1, temos 1 < α− p+ 3 < 2, e assim∫
Ω
|u|α−p+2u ≤
∫
Ω
|u|α−p+3 ≤ C||u||α−p+31,p .
Consequ¨entemente,
< F (ξ), ξ >≥ [M+(||u||p1,p)]p−1||u||p1,p − C||u||1,p − C||u||α−p+31,p
e por (M1), para ||u||p1,p ≥ θ1, teremos M+(||u||p1,p) =M(||u||p1,p) ≥ m0. Dessa forma,
< F (ξ), ξ > ≥ mp−10 ||u||p1,p − C||u||1,p − C||u||α−p+31,p
≥ mp−10 [c(m)]p||u||pm − Ck(m)||u||m − [k(m)]α−p+3C||u||α−p+3m
≥ mp−10 C(m)|ξ|ps −N(m)|ξ|s −Q(m)|ξ|α−p+3s .
Fixemos ρm > 0 e para ξ ∈ Rm, |ξ|s = ρm, obtemos
< F (ξ, ξ) >≥ mp−10 C(m)ρpm −N(m)ρm −Q(m)ρα−p+3m .
Assim, para ρm suficientemente grande e notando que 1 < α− p+ 3 < 2 ≤ p, teremos
< F (ξ, ξ) >> 0 se |ξ|s = ρm,
o que implica
< F (ξ, ξ) >> 0 se |ξ| = ρ∗m,
onde ρ∗m > 0, devido |.| e |.|s serem equivalentes em Rm.
Pela Proposic¸a˜o 2.1, existe ξm ∈ Rm, com |ξm| ≤ ρ∗m, tal que F (ξm) = 0, ou seja, existe
|ξm|s ≤ ρm tal que F (ξm) = 0.
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Da identificac¸a˜o isome´trica de (Rm; |.|s) com (Vm; ‖.‖m), encontramos (um) ⊂ Vm,
||um||m ≤ ρm, isto e´, ‖um‖1,p ≤ ρm tal que
[M+(||um||p1,p)]p−1
∫
Ω
|∇um|p−2∇um∇ej −
∫
Ω
h(x)ej
(+ |um|)γ−p+2 −
∫
Ω
|um|α−p+2ej = 0,
onde j = 1, . . . ,m,, o que nos da´
[M+(||um||p1,p)]p−1
∫
Ω
|∇um|p−2∇um∇w −
∫
Ω
h(x)w
(+ |um|)γ−p+2 −
∫
Ω
|um|α−p+2w = 0,
para todo w ∈ Vm.
Desde que (um) ⊂ Vm tem-se
[M+(||um||p1,p)]p−1||um||p1,p −
∫
Ω
h(x)um
(+ |um|)γ−p+2 −
∫
Ω
|um|α−p+2um = 0.
Devido a ∫
Ω
h(x)um
(+ |um|)γ−p+2 ≤
||h||∞
γ−p+2
∫
Ω
|um| ≤ C||um||1,p
e ∫
Ω
|um|α−p+2um ≤ C||um||α−p+31,p
obtemos
[M+(||um||p1,p)]p−1||um||p1,p ≤ C||um||1,p + C||um||α−p+31,p . (2.4)
Mostraremos a seguir que (‖um‖1,p) e´ limitada.
De fato, suponhamos por contradic¸a˜o que (‖um‖1,p) na˜o seja limitada. Logo, a menos de
subsequ¨eˆncia ‖um‖1,p → +∞. Da condic¸a˜o (M1) e da desigualdade (2.4) teremos
0 < mp−10 ‖um‖p1,p ≤ C‖um‖1,p + C‖um‖α−p+31,p
de onde segue que
0 < mp−10 ≤
C
‖um‖p−11,p
+
C
‖um‖2p−α−31,p
.
Para ‖um‖1,p → +∞ teremos
0 < mp−10 ≤ 0
o que e´ uma contradic¸a˜o. Portanto, (||um||1,p) e´ limitada.
Assim, a menos de subsequ¨eˆncia,
||um||p1,p → t0,
um ⇀ u em W
1,p
0 (Ω),
um → u em Lq(Ω), 1 ≤ q < p∗,
um(x) → u(x) q.s. em Ω.
27
Da continuidade de M
[M+(||um||p1,p)]p−1 → [M+(t0)]p−1 (2.5)
Fixemos l ≤ m. Assim, Vl ⊂ Vm e considere ϕ ∈ Vl. Logo,
[M+(||um||p1,p)]p−1
∫
Ω
|∇um|p−2∇um∇ϕ =
∫
Ω
h(x)ϕ
(+ |um|)γ−p+2 +
∫
Ω
|um|α−p+2ϕ, (2.6)
para toda ϕ ∈ Vl.
Note que ∣∣∣∣ h(x)ϕ(+ |um|)γ−p+2
∣∣∣∣ ≤ Cγ−p+2 |ϕ| ∈ L1(Ω)
e
h(x)ϕ
(+ |um(x)|)γ−p+2 −→
h(x)ϕ
(+ |u(x)|)γ−p+2 q.s. em Ω.
Pelo Teorema da Convergeˆncia Dominada de Lebesgue∫
Ω
h(x)ϕ
(+ |um|)γ−p+2 −→
∫
Ω
h(x)ϕ
(+ |u|)γ−p+2 . (2.7)
Ale´m disso, como um → u ∈ Lp(Ω)
|um|α−p+2 → |u|α−p+2 em Lp/(α−p+2)(Ω)
e devido Ω ser um domı´nio limitado e p < p/(α− p+ 2) segue-se que Lp/(α−p+2)(Ω) ↪→ Lp(Ω).
Assim,
|um|α−p+2 −→ |u|α−p+2 em Lp(Ω).
Consequ¨entemente,
|um(x)|α−p+2 −→ |u(x)|α−p+2 q.s. em Ω
e existe g ∈ Lp(Ω) tal que
|um(x)|α−p+2 ≤ g(x) q.s. em Ω e para todo m ∈ N.
Dessa forma
||um|α−p+2ϕ| ≤ g|ϕ| ∈ L1(Ω)
e usando novamente o Teorema da Convergeˆncia Dominada de Lebesgue∫
Ω
|um|α−p+2ϕ −→
∫
Ω
|u|α−p+2ϕ para toda ϕ ∈ Vl. (2.8)
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Vamos agora considerar a seguinte afirmac¸a˜o cuja demonstrac¸a˜o sera´ feita no Apeˆndice A.2.
Afirmac¸a˜o 2.1 Para toda ϕ ∈W 1,p0 (Ω)
[M+(||um||p1,p)]p−1
∫
Ω
|∇um|p−2∇um∇ϕ −→ [M+(t0)]p−1
∫
Ω
|∇u|p−2∇u∇ϕ.
Na igualdade (2.6), fazendo m→∞, usando (2.5),(2.7), (2.8) e a Afirmac¸a˜o 2.1, obtemos
[M+(t0)]p−1
∫
Ω
|∇u|p−2∇u∇ϕ =
∫
Ω
h(x)ϕ
(+ |u|)γ−p+2 +
∫
Ω
|u|α−p+2ϕ,
para toda ϕ ∈ Vl.
Desde que l ∈ N e´ arbitra´rio, a igualdade acima e´ va´lida para toda ϕ ∈W 1,p0 (Ω). Em vista
disso, [M+(t0)] > 0. De fato, se [M+(t0)] = 0 ter´ıamos∫
Ω
h(x)ϕ
(+ |u|)γ−p+2 +
∫
Ω
|u|α−p+2ϕ = 0, para toda ϕ ∈W 1,p0 (Ω),
consequ¨entemente,∫
Ω
(
h(x)
(+ |u|)γ−p+2 + |u|
α−p+2
)
ϕ = 0, para toda ϕ ∈W 1,p0 (Ω).
Logo,
h(x)
(+ |u|)γ−p+2 + |u|
α−p+2 = 0
implicando em
h(x)
(+ |u|)γ−p+2 = 0 e |u|
α−p+2 = 0
o que e´ um absurdo.
Assim, M+(t0) =M(t0), de onde segue-se
[M(t0)]p−1
∫
Ω
|∇u|p−2∇u∇ϕ =
∫
Ω
h(x)ϕ
(+ |u|)γ−p+2 +
∫
Ω
|u|α−p+2ϕ, (2.9)
para toda ϕ ∈W 1,p0 (Ω).
Usando u como func¸a˜o teste na igualdade (2.9) obtemos
[M(t0)]p−1||u||p1,p =
∫
Ω
h(x)u
(+ |u|)γ−p+2 +
∫
Ω
|u|α−p+2u. (2.10)
Fac¸amos ϕ = um em (2.6) para obter
[M+(||um||p1,p)]p−1||um||p1,p =
∫
Ω
h(x)um
(+ |um|)γ−p+2 +
∫
Ω
|um|α−p+2um. (2.11)
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Sabemos ∣∣∣∣ h(x)um(+ |um|)γ−p+2
∣∣∣∣ ≤ Cγ−p+2 |um|
e desde que um → u ∈ Lq(Ω), 1 ≤ q < p∗, segue-se
|um(x)| → |u(x)| q.s. em Ω
e existe g ∈ L1(Ω) tal que
|um(x)| ≤ g(x) q.s. em Ω, para todo m ∈ N.
Consequ¨entemente,∣∣∣∣ h(x)um(+ |um|)γ−p+2
∣∣∣∣ ≤ Cγ−p+2 |um| ≤ Cγ−p+2 g ∈ L1(Ω).
Ale´m disso, ∫
Ω
h(x)um(x)
(+ |um(x)|)γ−p+2 −→
∫
Ω
h(x)u(x)
(+ |u(x)|)γ−p+2 .
Pelo Teorema da Convergeˆncia Dominada de Lebesgue, obtemos∫
Ω
h(x)um
(+ |um|)γ−p+2 −→
∫
Ω
h(x)u
(+ |u|)γ−p+2 (2.12)
Temos ainda que
||um|α−p+2um| = |um|α−p+3
e novamente como
um → u em Lq(Ω), 1 ≤ q < p∗
e 1 < α− p+ 3 < 2, tem-se
um → u em Lα−p+3(Ω).
Da´ı
|um| → |u| em Lα−p+3(Ω)
o que implica
|um|α−p+3 → |u|α−p+3 em L1(Ω)
assim
|um(x)|α−p+3 → |u(x)|α−p+3 q.s. em Ω
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e existe g ∈ L1(Ω) tal que
|um|α−p+3 ≤ g q.s. em Ω e para todo m ∈ N.
Novamente, pelo Teorema da Convergeˆncia Dominada de Lebesgue∫
Ω
|um|α−p+2um −→
∫
Ω
|u|α−p+2u. (2.13)
Passando ao limite em ambos os lados da igualdade (2.11) e usando ||um||p1,p → t0, (2.5),
(2.12) e (2.13) temos
[M+(t0)]p−1t0 =
∫
Ω
h(x)u
(+ |u|)γ−p+2 +
∫
Ω
|u|α−p+2u. (2.14)
Comparando esta u´ltima igualdade com (2.10) obtemos t0 = ||u||p1,p, poisM+(t0) > 0. Logo,
de (2.9) temos
[M(||u||p1,p)]p−1
∫
Ω
|∇u|p−2∇u∇ϕ =
∫
Ω
h(x)ϕ
(+ |u|)γ−p+2 +
∫
Ω
|u|α−p+2ϕ
para toda ϕ ∈W 1,p0 (Ω).
Isso mostra que u ∈W 1,p0 (Ω) e´ uma soluc¸a˜o fraca do problema auxiliar (2.2) a qual e´ positiva
em virtude do Princ´ıpio do Maximo. Isto prova o lema.
Agora, para cada n ∈ N, fac¸a  = 1/n e u1/n = un onde u1/n e´ a soluc¸a˜o obtida no lema
precedente.
Lema 2.3 Existe δ > 0 tal que [M(||un||p1,p)]p−1≥ δ > 0, para todo n ∈ N.
Demonstrac¸a˜o: Faremos a demonstrac¸a˜o por contradic¸a˜o. Suponhamos que
lim[M(||un||p1,p)]p−1 = 0. (2.15)
Assim, temos que (||un||p1,p) e´ limitada, devido a hipo´tese (M1) pois, caso contra´rio, ter´ıamos
que, passando a subsequ¨eˆncia ||un||p1,p > θ1, e assim
[M(||un||p1,p)]p−1 ≥ mp−10 > 0
e isso implicaria que
lim[M(||un||p1,p)]p−1 ≥ mp−10 > 0
o que e´ imposs´ıvel devido a (2.15).
Portanto, a menos de subsequ¨eˆncia,
||un||p1,p −→ θ0,
un ⇀ u em W
1,p
0 (Ω),
un(x) → u(x) q.s em Ω
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e, em vista da continuidade de M , temos
0 = lim[M(||un||p1,p)]p−1 = lim[M(||un||p1,p)]p−1 = [M(θ0)]p−1.
Note agora que
h(x)
(1/n+ t)γ−p+2
+ tα−p+2 ≥ h(x)
(1 + t)γ−p+2
+ tα−p+2 ≥ C 1
(1 + t)γ−p+2
+ tα−p+2
≥ C˜
[
1
(1 + t)γ−p+2
+ tα−p+2
]
≥ C0 > 0, (2.16)
para todo x ∈ Ω e t ≥ 0, pois a func¸a˜o t 7→
(
1
(1 + t)γ−p+2
+ tα−p+2
)
, t ≥ 0, atinge um mı´nimo
positivo.
Desde que
−[M(||un||p1,p)]p−1∆pun =
h(x)
(1/n+ un)γ−p+2
+ uα−p+2n ≥ C0 > 0 em Ω
un = 0 em ∂Ω
e fazendo ϕ ∈ C10 (Ω), ϕ > 0, como func¸a˜o teste na u´ltima igualdade, obtemos
[M(||un||p1,p)]p−1
∫
Ω
|∇un|p−2∇un∇ϕ ≥ C0
∫
Ω
ϕ > 0. (2.17)
Note que [M(||un||p1,p)]p−1 > 0, pois caso contra´rio 0 ≥ C0
∫
Ω
ϕ > 0, o que e´ um absurdo.
Passando ao limite na expressa˜o (2.17) e argumentando como na demonstrac¸a˜o da Afirmac¸a˜o
2.1, obtemos
0 = [M(θ0)]p−1
∫
Ω
|∇u|p−2∇u∇ϕ ≥ C0
∫
Ω
ϕ > 0
pois [M(θ0)]p−1 = 0. Assim,
0 ≥ C0
∫
Ω
ϕ > 0
o que e´ uma contradic¸a˜o e a demonstrac¸a˜o do lema esta´ completa.
Lema 2.4 A sequ¨eˆncia (||un||p1,p) e´ limitada, onde un = u1/n e´ a soluc¸a˜o obtida no Lema 2.2.
Demonstrac¸a˜o: Primeiramente, notemos que
[M(||un||p1,p)]p−1||un||p1,p =
∫
Ω
h(x)un
(1/n+ un)γ−p+2
+
∫
Ω
uα−p+3n .
Observando que (up−γ−1n ) ⊂ L1/p−γ−1(Ω), 1 < 1/p− γ − 1, usando a desigualdade de Ho¨lder e
as imerso˜es de Sobolev temos
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∫
Ω
h(x)un
(1/n+ un)γ−p+2
≤ C
∫
Ω
up−γ−1n ≤ C˜|un|p−γ−1L1(Ω) ≤ C1‖un‖p−γ−11,p .
Ale´m disso, ∫
Ω
uα−p+3n ≤ C2||un||α−p+31,p
onde C1 e C2 sa˜o constantes positivas independentes de n. Consequ¨entemente,
δ||un||p1,p ≤ [M(||un||p1,p)]p−1||un||p1,p ≤ C1||un||p−γ−11,p + C2||un||α−p+31,p .
Devido p− γ − 1 < 1, α− p+ 3 < 2 e p ≥ 2 conclu´ımos que (||un||p1,p) e´ limitada.
Como consequ¨eˆncia do lema anterior,
0 < δ ≤ [M(||un||p1,p)]p−1 ≤M∞, para todo n ∈ N (2.18)
Lema 2.5 A sequ¨eˆncia (un), obtida no Lema 2.2, converge para uma soluc¸a˜o do problema
(2.1).
Demonstrac¸a˜o: Desde que (un) e´ limitada em W
1,p
0 (Ω), a menos de subsequ¨eˆncia,
||un||p1,p −→ t0 > 0,
un ⇀ u em W
1,p
0 (Ω)
un −→ u em Lq(Ω), 1 ≤ q < p∗,
un(x) −→ u(x) q.s. em Ω.
Da continuidade de M , obte´m-se
M(||un||p1,p)→M(t0). (2.19)
Seja ψ1 > 0 a autofunc¸a˜o do operador (−∆p,W 1,p0 (Ω)) associada ao primeiro autovalor λ1
tal que
C0 > λ1M
p−1
∞ ψ
p−1
1 , para todo x ∈ Ω,
onde C0 e´ a constante obtida em (2.16). Consequ¨entemente,
−[M(‖un‖p1,p)]p−1∆pun =
h(x)
(1/n+ un)γ−p+2
+ uα−p+2n em Ω,
≥ C0 > λ1Mp−1∞ ψp−11 em Ω,
un = ψ1 = 0 em ∂Ω.
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Como
−[M(‖un‖p1,p)]p−1∆pun ≥ C0 > λ1Mp−1∞ ψp−11 em Ω
segue-se
−∆p([M(‖un‖p1,p)]un) > −∆p(M∞ψ1) em Ω
e como un = ψ1 = 0 em ∂Ω, obtemos
[M(‖un‖p1,p)]un =M∞ψ1 = 0 em ∂Ω
isto e´, 
−∆p([M(‖un‖p1,p)]un) > −∆p(M∞ψ1) em Ω,
[M(‖un‖p1,p)]un =M∞ψ1 = 0 em ∂Ω,
e pelo Princ´ıpio de Comparac¸a˜o
[M(‖un‖p1,p)]un > M∞ψ1 em Ω.
Assim, de (2.18)
un(x) >
M∞ψ1(x)
M
1/p−1
∞
em Ω. (2.20)
De onde podemos concluir que un(x)9 0 para cada x ∈ Ω.
Como ∣∣∣∣ h(x)ϕ(1/n+ un)γ−p+2
∣∣∣∣ ≤ h(x) |ϕ||un|γ−p+2
usando (2.20) segue-se
h(x)
|ϕ|
|un|γ−p+2 <
||h||∞
C
ϕ
ψγ−p+21
.
Da desigualdade de Hardy-Sobolev
||h||∞
C
ϕ
ψγ−p+21
∈ L1(Ω).
Ale´m disso,
h(x)ϕ
(1/n+ un(x))γ−p+2
→ h(x)ϕ
u(x)γ−p+2
q.s. em Ω
assim, pelo Teorema da Convergeˆncia Dominada de Lebesgue,
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∫
Ω
h(x)ϕ
(1/n+ un)γ−p+2
−→
∫
Ω
h(x)ϕ
uγ−p+2
, para toda ϕ ∈W 1,p0 (Ω). (2.21)
De
un → u em Lp(Ω)
segue-se
|un| → |u| em Lp(Ω).
Sendo Ω um domı´nio limitado e p < p/(α− p+ 2), tem-se Lp/(α−p+2)(Ω) ⊂ Lp(Ω) e assim,
uα−p+2n → uα−p+2 em Lp(Ω).
Logo,
un(x)α−p+2 → u(x)α−p+2 q.s. em Ω
e existe g ∈ Lp(Ω) tal que
|uα−p+2n | ≤ g q.s. em Ω e para todo n ∈ N.
Portanto,
|uα−p+2n ϕ| ≤ g|ϕ| ∈ L1(Ω)
usando novamente o Teorema da Convergeˆncia Dominada de Lebesgue, temos∫
Ω
uα−p+2n ϕ −→
∫
Ω
uα−p+2ϕ, (2.22)
para toda ϕ ∈W 1,p0 (Ω).
Como (un) e´ soluc¸a˜o do problema auxiliar,
[M(||un||p1,p)]p−1
∫
Ω
|∇un|p−2∇un∇ϕ =
∫
Ω
h(x)ϕ
(1/n+ un)γ−p+2
+
∫
Ω
uα−p+2n ϕ, (2.23)
para toda ϕ ∈W 1,p0 (Ω), passando ao limite na expressa˜o acima, usando os mesmos argumentos
feitos na Afirmac¸a˜o 2.1 e as convergeˆncias em (2.19), (2.21) e (2.22) obtemos
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[M(t0)]p−1
∫
Ω
|∇u|p−2∇u∇ϕ =
∫
Ω
h(x)ϕ
uγ−p+2
+
∫
Ω
uα−p+2ϕ, para toda ϕ ∈W 1,p0 (Ω). (2.24)
Usando u como func¸a˜o teste na expressa˜o acima,
[M(t0)]p−1||u||p1,p =
∫
Ω
h(x)up−γ−1 +
∫
Ω
uα−p+3. (2.25)
Fazendo ϕ = un na expressa˜o (2.23), segue-se que
[M(||un||p1,p)]p−1||un||p1,p =
∫
Ω
h(x)un
(1/n+ un)γ−p+2
+
∫
Ω
uα−p+3n . (2.26)
Notando que un → u em Lq(Ω), 1 ≤ q < p∗, Ω e´ um domı´nio limitado e que 1 < 1/(p−γ−1),
tem-se L1/(p−γ−1)(Ω) ⊂ L1(Ω) e assim
un → u em L1/(p−γ−1)(Ω).
Portanto,
un → u em L1/(p−γ−1)(Ω).
Da´ı
un(x)→ u(x) q.s em Ω
e existe ω ∈ L1/(p−γ−1)(Ω) tal que
un(x) ≤ ω(x) q.s. em Ω e para todo n ∈ N.
Assim, ∣∣∣∣ h(x)un(1/n+ un)γ−p+2
∣∣∣∣ ≤ ||h||∞ |un||un|γ−p+2 ≤ ||h||∞up−γ−1n ≤ Cωp−γ−1 ∈ L1(Ω)
e
h(x)un(x)
(1/n+ un(x))γ−p+2
→ h(x)u(x)
u(x)γ−p+2
.
Pelo Teorema da Convergeˆncia Dominada de Lebesgue∫
Ω
h(x)un
1/n+ un)γ−p+2
→
∫
Ω
h(x)u
uγ−p+2
(2.27)
e como 1 < α− p+ 3 < 2, segue-se∫
Ω
uα−p+3n →
∫
Ω
uα−p+3 (2.28)
Logo, passando ao limite em (2.26), usando (2.19), (2.27) e (2.28), obtemos
[M(t0)]p−1t0 =
∫
Ω
h(x)u
uγ−p+2
+
∫
Ω
uα−p+3,
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ou seja,
[M(t0)]p−1t0 =
∫
Ω
h(x)up−γ−1 +
∫
Ω
uα−p+3. (2.29)
Comparando (2.25), (2.29) e usando [M(t0)]p−1 > 0, temos ||u||p1,p = t0. Assim, de (2.24)
[M(||u||p1,p)]p−1
∫
Ω
|∇u|p−2∇u∇ϕ =
∫
Ω
h(x)ϕ
uγ−p+2
+
∫
Ω
uα−p+2ϕ, para toda ϕ ∈W 1,p0 (Ω)
mostrando que u e´ soluc¸a˜o fraca de (2.1).
2.2 Problema Singular via Sub e Supersoluc¸a˜o
Consideremos o seguinte problema na˜o-local com termo singular
−[M(‖u‖p1,p)]p−1∆pu = a(x)u−γ + λf(x, u) em Ω,
u > 0 em Ω,
u = 0 em ∂Ω,
(2.30)
onde Ω ⊂ RN e´ um domı´nio limitado e regular, N ≥ 1, 1 < p < N , a ≥ 0 e´ uma func¸a˜o
mensura´vel na˜o trivial, γ > 0 e´ uma constante, λ > 0 um paraˆmetro, f e´ uma func¸a˜o de
Carathe´odory satisfazendo:
(f1) sup
(x,t)∈Ω×[0,T )
|f(x, t)| <∞, para todo T > 0.
M : R+ → R e´ uma func¸a˜o cont´ınua tal que
(M0) Existe m0 > 0 tal que M(t) ≥ m0 > 0, para todo t ≥ 0.
Denotaremos por C10 (Ω) o espac¸o {u ∈ C1(Ω);u(x) = 0, para todo x ∈ ∂Ω} e admitiremos,
(H1) Existe ϕ > 0 em C10 (Ω) e q > N , tal que aϕ
−γ ∈ Lq(Ω).
O caso local com p = 2, γ < 1 e f = 0 foi bastante estudado, em domı´nios limitados e
ilimitados, em diversos artigos, entre eles podemos citar [28], [29], [31], [39], [40], [41], [51] e
suas refereˆncias. Particularmente, Lair e Shaker [40] mostraram a existeˆncia e unicidade de
soluc¸a˜o fraca quando Ω e´ limitado e a ∈ L2(Ω). O resultado deles foi estendido para o caso
sublinear f(t) = tβ , 0 < β ≤ 1 por Shi e Yao [52] e Wiegner [55] . Coclite e Palmieri [27]
trabalharam no caso superlinear 1 < β < 2∗ − 1 com λ pequeno e obtiveram uma soluc¸a˜o
quando a = 1. Para func¸o˜es a mais gerais, Sun, Wu e Long [53] mostraram a existeˆncia de duas
soluc¸o˜es usando o Princ´ıpio Variacional de Ekeland e Zhang [56] estendeu esses resultados de
multiplicidade para termos superlineares mais gerais f(t) ≥ 0 usando teoria de pontos cr´ıticos
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sobre conjuntos convexos e fechados. O caso local com p mais geral foi estudado por Perera
e Zhang [50], Perera e Silva [48] e para uma classe de sistema singular podemos citar Alves
e Correˆa [4] onde os autores usaram resultados devido a Rabinowitz e desigualdade do tipo
Hardy-Sobolev para mostrar existeˆncia de soluc¸a˜o.
Consideremos, inicialmente o seguinte problema −∆pu = g(x) em Ω,
u = 0 em ∂Ω,
(2.31)
Usaremos a seguinte proposic¸a˜o, cuja demonstrac¸a˜o pode ser encontrada em [47] e [50].
Proposic¸a˜o 2.2 Se g ∈ Lq(Ω) para algum q > N , enta˜o o problema (2.31) possui uma u´nica
soluc¸a˜o fraca u ∈ C10 (Ω). Se, ale´m disso, g ≥ 0 e´ na˜o trivial, enta˜o u > 0 em Ω e
∂u
∂ν
> 0 em
∂Ω, onde ν e´ a normal unita´ria interior em ∂Ω.
Antes de demonstrarmos o resultado principal desta sec¸a˜o, enunciaremos e demonstraremos o
seguinte lema:
Lema 2.6 Sejam φ, ω > 0 duas func¸o˜es quaisquer em C10 (Ω). Se
∂φ
∂ν
> 0 em ∂Ω, onde ν e´
a normal unita´ria interior em ∂Ω, enta˜o existe uma constante C > 0 tal que
φ(x)
ω(x)
≥ C > 0, para todo x ∈ Ω.
Demonstrac¸a˜o:
De fato, para δ > 0 suficientemente pequeno, definamos o seguinte conjunto
Ωδ = {x ∈ Ω; dist(x, ∂Ω) < δ}.
Como φ, ω > 0 em Ω e desde que Ω\Ωδ e´ compacto, existe m1 > 0 tal que
φ(x)
ω(x)
≥ m1, para todo x ∈ Ω\Ωδ. (2.32)
Sendo
∂φ
∂ν
> 0 em ∂Ω, tem-se
∂φ
∂η
< 0, onde η denota o vetor normal exterior e como Ω ⊂ Rn
e´ limitado, enta˜o ∂Ω e´ um conjunto compacto e assim existe C1 < 0 satisfazendo
∂φ(x)
∂η
≤ C1, para todo x ∈ Ωδ.
Desde que ω ∈ C10 (Ω), existe C2 > 0 tal que∣∣∣∣∂ω(x)∂η
∣∣∣∣ ≤ C2, para todo x ∈ Ωδ.
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Consideremos K0 = inf
Ωδ
∂ω
∂η
< 0 e definamos a seguinte func¸a˜o
H(x) = αω(x)− φ(x), para todo x ∈ Ωδ
α ∈ R a ser escolhido.
Assim,
∂H(x)
∂η
= α
∂ω
∂η
− ∂φ
∂η
≥ αK0 − C1 > 0, para todo x ∈ Ωδ,
desde 0 < α <
C1
K0
.
Fixemos x ∈ Ωδ e consideremos a func¸a˜o
f(s) = H(x+ sη), para todo s ∈ R.
Para cada x ∈ Ωδ escolha um u´nico x˜ ∈ Ωδ de modo que a reta que passa por esses dois pontos
coincida com a reta suporte do vetor normal exterior η = η(x˜). Logo, existe ŝ > 0 tal que
x+ ŝη = x˜ ∈ ∂Ω.
Desde que H(∂Ω) ≡ 0, segue-se
f(ŝ) = H(x+ ŝη) = 0.
Aplicando o Teorema do Valor Me´dio, existe ξ ∈ (0, ŝ) tal que
f(ŝ)− f(0) = f ′(ξ)(ŝ− 0),
ou seja,
−H(x) = ∂H
∂η
(x+ ξη)ŝ > 0 em Ωδ.
Portanto, H(x) ≤ 0 para todo x ∈ Ωδ, isto e´,
αω(x)− φ(x) ≤ 0, para todo x ∈ Ωδ.
Logo,
αω ≤ φ(x), para todo x ∈ Ωδ
e assim
φ(x)
ω(x)
≥ α > 0, para todo x ∈ Ωδ. (2.33)
Segue de (2.32) e (2.33), que existe C > 0 de forma que
φ(x)
ω(x)
≥ C, para todo x ∈ Ω.
Demonstrando assim o lema.
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Teorema 2.2 Suponhamos que as condic¸o˜es (f1),(M0) e (H1) sejam satisfeitas e que f ≥ 0,
enta˜o existe λ0 > 0 tal que o problema (2.30) possui uma soluc¸a˜o para todo λ ∈ (0, λ0).
Demonstrac¸a˜o: Por (H1) existe ϕ > 0 em C10 (Ω) e q > N tal que aϕ
−γ ∈ Lq(Ω). Assim∫
Ω
|a|q =
∫
Ω
|aϕ−γϕγ |q =
∫
Ω
|aϕ−γ ||ϕγ | ≤ k
∫
Ω
|aϕ−γ |q <∞.
Da´ı, a ∈ Lq(Ω) e o problema −∆pv = a(x) em Ω,
v = 0 em ∂Ω
(2.34)
possui uma u´nica soluc¸a˜o positiva v ∈ C10 (Ω), devido a` Proposic¸a˜o 2.2.
Notemos que av−γ ∈ Lq(Ω). De fato, do Lema 2.6, existe C > 0 tal que
v(x)
ϕ(x)
≥ C > 0, para todo x ∈ Ω.
De onde segue
v(x)−γ
ϕ(x)−γ
≤ C˜, para todo x ∈ Ω.
Logo,∫
Ω
|av−γ |q =
∫
Ω
∣∣∣∣a v−γϕ−γ ϕ−γ
∣∣∣∣q = ∫
Ω
|aϕ−γ |q
∣∣∣∣ v−γϕ−γ
∣∣∣∣q ≤ C˜ ∫
Ω
|aϕ−γ |q <∞.
Portanto, av−γ ∈ Lq(Ω).
Fixemos 0 <  < 1, suficientemente pequeno tal que u := 1/p−1v ≤ 1. Assim,
−[M(‖u‖p1,p)]p−1∆pu− a(x)u−γ − λf(x, u) = −[M(‖u‖p1,p)]p−1∆pv
−a(x)(1/p−1v)−γ − λf(x, 1/p−1v)
Como 1/p−1v ≤ 1, segue-se que (1/p−1v)−γ ≥ 1, e da´ı −a(x)(1/p−1v)−γ ≤ −a(x).
Ale´m disso, sendo f ≥ 0 e [M(‖u‖p1,p)]p−1 ≥ m0, segue-se que −[M(‖u‖p1,p)]p−1 ≤ −m0.
Logo,
−[M(‖u‖p1,p)]p−1∆pu− a(x)u−γ − λf(x, u) ≤ −mp−10 ∆pv − a(x)
= mp−10 a(x)− a(x)
= −(1−mp−10 )a(x).
Tome 0 <  < 1 suficientemente pequeno, tal que 1 −mp−10  > 0. Assim, u e´ uma subsoluc¸a˜o
de (2.30).
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Note agora que∫
Ω
|au−γ |q =
∫
Ω
|a(1/p−1v)−γ |q ≤ C
∫
Ω
|av−γ |q <∞.
Da´ı au−γ ∈ Lq(Ω) e assim o problema −∆pu = a(x)u
−γ + 1 em Ω,
u = 0 em ∂Ω
(2.35)
possui uma u´nica soluc¸a˜o positiva u ∈ C10 (Ω), devido a` Proposic¸a˜o 2.2.
Afirmac¸a˜o 2.2 u ≥ u.
Com efeito, tem-se
−∆pu = a(x)u−γ + 1 ≥ a(x)u−γ = a(x)(1/p−1v)−γ em Ω
onde v e´ a soluc¸a˜o do problema (2.34) e como (1/p−1v)−γ ≥ 1, segue-se que
−∆pu ≥ a(x) ≥ a(x) = (−∆pv) = −∆p(1/p−1v) = −∆pu em Ω.
Assim
−∆pu ≥ −∆pu
e pelo Princ´ıpio de Comparac¸a˜o temos que u ≥ u em Ω.
Mostraremos agora que u e´ supersoluc¸a˜o de (2.30).
De fato, sendo u soluc¸a˜o de (2.35), temos
−∆pu = a(x)u−γ + 1.
Desta u´ltima igualdade e de (M0), obtemos
− [M(‖u‖p1,p)]p−1∆pu− a(x)u−γ − λf(x, u)
= [M(‖u‖p1,p)]p−1(a(x)u−γ + 1)− a(x)u−γ − λf(x, u)
≥ mp−10 (a(x)u−γ + 1)− a(x)u−γ − λf(x, u)
= mp−10 a(x)u
−γ +mp−10 − a(x)u−γ − λf(x, u)
= a(x)(mp−10 u
−γ − u−γ) +mp−10 − λf(x, u).
Afirmac¸a˜o 2.3 mp−10 u
−γ − u−γ ≥ 0.
Inicialmente observamos que
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mp−10 u
−γ − u−γ ≥ 0 ⇔ mp−10 u−γ ≥ u−γ
⇔ mp−10 uγ ≥ uγ
⇔ mp−10 ≥
(
1/p−1v
u
)γ
.
Argumentando como no Lema 2.6, existe C > 0 tal que
u(x)
v(x)
≥ C, para todo x ∈ Ω. Assim,
v(x)
u(x)
≤ C1, para todo x ∈ Ω
implicando em
1/p−1v(x)
u(x)
≤ 1/p−1C1, para todo x ∈ Ω.
Para 0 <  < 1 suficientemente pequeno
1/p−1v(x)
u
≤ 1/p−1C1 ≤ mp−10 , para todo x ∈ Ω.
De onde seque que mp−10 u
−γ − u−γ ≥ 0.
Portanto,
−[M(‖u‖p)]p−1∆pu− a(x)u−γ − λf(x, u) ≥ mp−10 − λf(x, u)
e por (f1) segue-se
−[M(‖u‖p)]p−1∆pu− a(x)u−γ − λf(x, u) ≥ mp−10 − λ sup
x∈Ω,t≤ maxu
f(x, t).
Tomando λ0 =
mp−10
k
, onde k = sup
x∈Ω,t≤ maxu
f(x, t), temos que u e´ uma supersoluc¸a˜o de (2.30),
para todo λ ∈ (0, λ0).
Consideremos a func¸a˜o gλ definida por
gλ(x, t) =

a(x)u(x)−γ + λf(x, u), t > u(x)
a(x)t−γ + λf(x, t), u(x) ≤ t ≤ u
a(x)u(x)−γ + λf(x, u), u(x) > t
e sua primitiva
Gλ(x, t) =
∫ t
0
gλ(x, s)ds.
Definamos o funcional Φλ :W
1,p
0 (Ω) −→ R dado por
Φλ(u) =
1
p
M̂(‖u‖p1,p)− p
∫
Ω
Gλ(x, u)
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onde M̂(t) =
∫ t
0
[M(s)]p−1ds.
Note que:
• Se t < u(x), enta˜o
0 ≤ gλ(x, t) = a(x)u(x)−γ + λf(x, u(x)) ≤ a(x)u(x)−γ + λ sup
x∈Ω,t≤ maxu
f(x, t)
• Se u(x) ≤ t ≤ u(x), enta˜o
0 ≤ gλ(x, t) = a(x)t−γ + λf(x, t) ≤ a(x)u(x)−γ + λ sup
x∈Ω,t≤ maxu
f(x, t)
• Se t > u(x), enta˜o
0 ≤ gλ(x, t) = a(x)u(x)−γ + λf(x, u) ≤ a(x)u(x)−γ + λ sup
x∈Ω,t≤ maxu
f(x, t).
Logo,
0 ≤ gλ(x, t) ≤ a(x)u(x)−γ + λ sup
x∈Ω,t≤ maxu
f(x, t).
Consideremos o conjunto
V = {u ∈W 1,p0 (Ω);u ≤ u ≤ u q.s em Ω}.
Mostraremos que, para todo u ∈ V que Φλ(u) e´ limitada inferiormente em V .
De fato, para u ∈ V tem-se
Φλ(u) =
1
p
M̂(‖u‖p1,p)− p
∫
Ω
Gλ(x, u)
≥ 1
p
M̂(‖u‖p1,p)− p
∫
Ω
[ ∫ u
0
a(x)u(x)−γ + λ sup
(x,t)∈Ω×[0,T )
f(x, t)
]
=
1
p
M̂(‖u‖p1,p)− p
∫
Ω
u
(
a(x)u(x)−γ + λ sup
(x,t)∈Ω×[0,T )
f(x, t)
)
.
Assim,
Φλ(u) ≥ 1
p
M̂(‖u‖p1,p)− p
∫
Ω
u
(
a(x)u(x)−γ + λ sup
(x,t)∈Ω×[0,T )
f(x, t)
)
.
Sendo u ∈ C10 (Ω)
Φλ(u) ≥ 1
p
M̂(‖u‖p1,p)− p|u|∞
[ ∫
Ω
a(x)u(x)−γ − K˜
]
onde K˜ = p|u|∞
∫
Ω
λ sup
(x,t)∈Ω×[0,T )
f(x, t)).
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Agora, como au−γ ∈ Lq(Ω, ) temos
Φλ(u) ≥ 1
p
M̂(‖u‖p1,p)− C|au−γ |q − K˜.
Usando (M0), segue-se que
Φλ(u) ≥ 1
p
mp−10 ‖u‖p1,p − C
fazendo ‖u‖1,p →∞, temos que Φλ(u)→∞, assim Φλ e´ coerciva, logo limitada inferiormente
sobre V .
Ale´m disso, como V e´ fechado e convexo, Φλ e´ cont´ınuo, conclu´ımos que Φλ atinge um
mı´nimo em V , isto e´, existe u0 ∈ V e´ soluc¸a˜o fraca de (2.30).
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Cap´ıtulo 3
Problemas Na˜o-Locais Com
Condic¸a˜o de Fronteira de
Neumann
3.1 Um Resultado de Existeˆncia
O recente progresso no estudo de problemas com condic¸a˜o de fronteira de Neumann tem
atra´ıdo menos atenc¸a˜o por parte dos pesquisadores em relac¸a˜o ao problema de Dirichlet. Uma
explicac¸a˜o para isso, talvez seja o fato que qualquer soluc¸a˜o para o problema de Neumann e´
insta´vel quando vista como uma soluc¸a˜o da equac¸a˜o parabo´lica correspondente. Em particular,
para problemas na˜o-locais essa atenc¸a˜o, quando tratamos com condic¸a˜o de Neumann, e´ ainda
menor.
Nesta sec¸a˜o mostraremos um resultado de existeˆncia de soluc¸a˜o fraca para a seguinte classe
de problemas na˜o-locais
−
[
M1
(∫
Ω
|∇u|p
)]p−1
∆pu = f(u, v) + ρ1(x) em Ω,
−
[
M2
(∫
Ω
|∇v|p
)]p−1
∆pv = g(u, v) + ρ2(x) em Ω,
∂u
∂η
=
∂v
∂η
= 0 em ∂Ω,
(3.1)
em que Ω ⊂ RN (N ≥ 1) e´ um domı´nio limitado e regular f, g : R×R −→ R eM1,M2 : R+ −→ R
sa˜o func¸o˜es cont´ınuas satisfazendo as seguintes hipo´teses:
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(fg) Existe uma func¸a˜o F : R2 −→ R, de classe C1, tal que
f(u, v) = Fu(u, v) e g(u, v) = Fv(u, v), para todo (u, v) ∈ R2.
(F1) Existe k ∈ R tal que
F (s+ k, t+ k) = F (s, t), para todos s, t ∈ R.
(M) Existe m0 > 0 tal que
M1(t),M2(t) ≥ m0, para todo t ≥ 0.
(C) As func¸o˜es ρ1, ρ2 ∈ Lq(Ω), 1
p
+
1
q
= 1 e
∫
Ω
ρ1 =
∫
Ω
ρ2 = 0.
Como dissemos na introduc¸a˜o deste trabalho, o problema (3.1) foi inspirado em um estudo
feito em [26] onde foi dado um princ´ıpio de minimizac¸a˜o, cuja grande utilidade e´ a situac¸a˜o
onde o funcional associado ao problema na˜o e´ coercivo. Como aplicac¸a˜o, o autor mostrou a
existeˆncia de soluc¸a˜o para o problema (15) usando te´cnica de minimizac¸a˜o para um funcional
na˜o-coercivo.
Devido estarmos estudando um problema de Neumann, trabalharemos no espac¸o W 1,p(Ω)
o qual sera´ decomposto da seguinte maneira: Como toda func¸a˜o constante pertence a W 1,p(Ω),
designaremos por X1 =< 1 > o espac¸o de tais func¸o˜es, o qual pode ser identificado com R.
Designaremos por X0 o espac¸o das func¸o˜es em W 1,p(Ω) que possuem me´dia zero em Ω, ou seja,
X0 = {w ∈W 1,p(Ω);
∫
Ω
w = 0}.
Para u ∈W 1,p(Ω), seja u0 ∈W 1,p(Ω) dada por
u0 := u− 1|Ω|
∫
Ω
u
e observe que
1
|Ω|
∫
Ω
u e´ uma constante real. Logo,
∫
Ω
u0 =
∫
Ω
u−
(
1
|Ω|
∫
Ω
u
)
|Ω| = 0
e assim, toda func¸a˜o u ∈W 1,p(Ω) pode ser escrita na forma
u = α+ u0
em que α e´ uma constante real e u0 possui me´dia zero.
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Observemos que tal decomposic¸a˜o e´ u´nica. De fato, se u = α + u0 = α˜ + u˜0, α, α˜, u0 e u˜0
como antes, teremos
α− α˜ = u˜0 − u0
e integrando ambos os membros desta igualdade
(α− α˜)|Ω| = 0⇒ α = α˜
e da´ı u0 = u˜0 o que mostra ser u´nica tal decomposic¸a˜o.
Consequ¨entemente, temos a seguinte decomposic¸a˜o em soma direta
W 1,p(Ω) = X0 ⊕X1.
Neste cap´ıtulo consideraremos os seguintes espac¸os de Banach
X =W 1,p(Ω)×W 1,p(Ω)
e
Y = Lp(Ω)× Lp(Ω)
equipados, respectivamente, com as normas
‖(u, v)‖X =
(∫
Ω
(|∇u|p + |∇v|p) +
∫
Ω
(|u|p + |v|p)
)1/p
=
(
‖u‖p + ‖v‖p
)1/p
|(u, v)|Y =
(∫
Ω
(|u|p + |v|p)
)1/p
=
(
|u|p
p
+ |v|p
p
)1/p
onde ‖.‖ denota a norma usual em W 1,p(Ω) e |.|p e´ a norma em Lp(Ω) dadas, respectivamente,
por
‖u‖p =
∫
Ω
|∇u|p +
∫
Ω
|u|p,
|u|pp =
∫
Ω
|u|p.
Antes de demonstramos o resultado principal desta sec¸a˜o, provaremos que uma Desigualdade
do tipo Poincare´ e´ valida para func¸o˜es em X0.
Lema 3.1 ( Desigualdade de Poincare´ ) Existe uma constante C > 0 tal que∫
Ω
|w|p ≤ C
∫
Ω
|∇w|p, para todo w ∈ X0.
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Demonstrac¸a˜o : Seja ψ : X0 −→ R o funcional
ψ : V −→ R
w 7−→ ψ(w) =
∫
Ω
|∇w|p, para todo w ∈ X0,
e S a variedade
S = {w ∈ X0;
∫
Ω
|w|p = 1}.
Desde que ψ e´ limitado inferiormente em S, existe uma sequ¨eˆncia minimizante (wn) ⊂ S,
isto e´,
ψ(wn)→ inf
S
ψ = ψ∞.
Consequ¨entemente,
∫
Ω
|wn|p = 1 e existe uma constante positiva C1 tal que∫
Ω
|∇wn|p ≤ C1, para todo n ∈ N.
Desses fatos, segue-se que a sequ¨eˆncia (wn) e´ limitada emW 1,p(Ω) e, em vista disso, a sequ¨eˆncia
real (‖wn‖p) possui uma subsequ¨eˆncia convergente. Ale´m disso, a menos de subsequ¨eˆncia
wn ⇀ w0 em W 1,p(Ω),
wn → w0 em Lr(Ω), 1 ≤ r < p∗.
Em particular,
0 =
∫
Ω
wn →
∫
Ω
w0
e
1 =
∫
Ω
|wn|p →
∫
Ω
|w0|p.
Consequ¨entemente, w0 ∈ S.
Mostraremos que ψ∞ > 0. De fato, suponhamos, por contradic¸a˜o, que ψ∞ = 0. Nesse caso,
a menos de subsequ¨eˆncia, usando o fato de que o funcional
f :W 1,p(Ω) −→ R
f(w) 7−→ f(u) = ‖w‖p
e´ convexo e semicont´ınuo inferiormente e wn ⇀ w0 em W 1,p)(Ω) segue-se
0 = lim
∫
Ω
|∇wn|p = lim
(∫
Ω
|∇wn|p +
∫
Ω
|wn|p −
∫
Ω
|wn|p
)
= lim(‖wn‖p − |wn|pp)
= lim ‖wn‖p − lim |wn|pp
≥ ‖w0‖p − |w0|pp =
∫
Ω
|∇w0|p,
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isto e´, ∫
Ω
|∇w0|p = 0,
o que implica
w0(x) = C2 q.s em Ω,
onde C2 e´ uma constante real.
Devido w0 ∈ S ⊂ X0 temos ∫
Ω
w0 =
∫
Ω
C2 = 0
e conclu´ımos assim que C2 = 0, o que e´ imposs´ıvel devido a
∫
Ω
|w0|p = 1. Portanto, ψ∞ > 0.
Como
ψ∞ ≤
∫
Ω
|∇w|p, para todo w ∈ S com |w|p = 1,
tomando-se 0 6= w ∈ X0, observando que
∣∣∣∣ w|w|p
∣∣∣∣ = 1, segue-se
ψ∞ ≤
∫
Ω
∣∣∣∣∇( w|w|p
)∣∣∣∣p = 1|w|pp
∫
Ω
|∇w|p
e isso implica em
|w|pp ≤
1
ψ∞
∫
Ω
|∇w|p, para todo w ∈ X0
mostrando a Desigualdade de Poincare´ para func¸o˜es de X0.
Associado ao problema (3.1) temos o funcional I : X −→ R, dado por
I(u, v) =
1
p
M̂1
(∫
Ω
|∇u|p
)
+
1
p
M̂2
(∫
Ω
|∇v|p
)
−
∫
Ω
F (u, v)−
∫
Ω
ρ1u−
∫
Ω
ρ2v,
para todo (u, v) ∈ X, em que
M̂i(t) =
∫
Ω
[Mi(s)]p−1ds, i = 1, 2.
Observemos que I ∈ C1(X;R) e
I ′(u, v)(ϕ,ψ) =
[
M1
(∫
Ω
|∇u|p
)]p−1∫
Ω
|∇u|p−2∇u∇ϕ
+
[
M2
(∫
Ω
|∇v|p
)]p−1∫
Ω
|∇v|p−2∇v∇ψ
−
∫
Ω
f(u, v)ϕ−
∫
Ω
g(u, v)ψ −
∫
Ω
ρ1ϕ−
∫
Ω
ρ2ψ,
para todo (ϕ,ψ) ∈ X.
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Mostraremos o seguinte resultado.
Proposic¸a˜o 3.1 O funcional I esta´ bem definido e e´ limitado inferiormente.
Demonstrac¸a˜o : Mostraremos que I esta´ bem definido. Para isso, e´ suficiente mostrar que o
funcional
J : X −→ R
(u, v) 7−→ J(u, v) =
∫
Ω
F (u, v)
esta´ bem definido, haja vista que as outras parcelas que compo˜em I esta˜o, obviamente, bem
definidas.
Como F e´ cont´ınua em [0, k]× [0, k], existe C > 0 tal que
|F (s, t)| ≤ C, para todo (s, t) ∈ [0, k]× [0, k]
e desde que F (s+ k, t+ k) = F (s, t), tem-se
|J(u, v)| =
∣∣∣∣ ∫
Ω
F (u, v)
∣∣∣∣ ≤ ∫
Ω
|F (u, v)| ≤ C|Ω| <∞.
Isto mostra que J esta´ bem definido.
Demonstraremos, a seguir, que I e´ limitado inferiormente. Para isso, recordemos que
W 1,p(Ω) = X0 ⊕X1,
como foi observado anteriormente. Assim, se (u, v) ∈ X, existem α, β ∈ R e u0, v0 ∈ X0 tais
que
u = u0 + α e v = v0 + β.
Logo,
I(u, v) = I(u0 + α, v0 + β) =
1
p
M̂1
(∫
Ω
|∇u|p
)
+
1
p
M̂2
(∫
Ω
|∇v|p
)
−
∫
Ω
F (u0 + α, v0 + β)−
∫
Ω
ρ1(uo + α)
−
∫
Ω
ρ2(v0 + β)
≥ 1
p
M̂1
(∫
Ω
|∇u|p
)
+
1
p
M̂2
(∫
Ω
|∇v|p
)
− C|Ω|
−
∫
Ω
ρ1(u0 + α)−
∫
Ω
ρ2(v0 + β)
e assim,
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I(u, v) ≥ 1
p
M̂1
(∫
Ω
|∇u|p
)
+
1
p
M̂2
(∫
Ω
|∇v|p
)
− C|Ω| −
∫
Ω
ρ1u0
− α
∫
Ω
ρ1 −
∫
Ω
ρ2v0 − β
∫
Ω
ρ2.
Como ρ1, ρ2 ∈ Lq(Ω) e u0, v0 ∈ Lp(Ω), usamos a desigualdade de Ho¨lder para obter∫
Ω
ρ1u0 ≤
∫
Ω
|ρ1u0| ≤ |ρ1|q|u0|p,∫
Ω
ρ2v0 ≤
∫
Ω
|ρ2v0| ≤ |ρ2|q|v0|p,
e da condic¸a˜o (C)
I(u, v) ≥ 1
p
M̂1
(∫
Ω
|∇u|p
)
+
1
p
M̂2
(∫
Ω
|∇u|p
)
− C|Ω|
− |ρ1|q|u0|p − |ρ2|q|v0|p.
Por (M) temos
I(u, v) ≥ 1
p
mp−10
∫
Ω
|∇u|p − 1
p
mp−10
∫
Ω
|∇v|p − C|Ω|
− |ρ1|q|u0|p − |ρ2|q|v0|p.
Usando a desigualdade de Poincare´ para u0 e v0
I(u, v) ≥ 1
p
mp−10
(∫
Ω
|∇u|p +
∫
Ω
|∇v|p
)
− C|Ω| − 1
ψ∞
|ρ1|q
(∫
Ω
|∇u0|p
)1/p
− 1
ψ∞
|ρ2|q
(∫
Ω
|∇v0|p
)1/p
.
Desde que u = u0 + α e v = v0 + β, segue-se
I(u, v) ≥ 1
p
mp−10
(∫
Ω
|∇u0|p +
∫
Ω
|∇v0|p
)
− C|Ω| − 1
ψ∞
|ρ1|q
(∫
Ω
|∇u0|p
)1/p
− 1
ψ∞
|ρ2|q
(∫
Ω
|∇v0|p
)1/p
. (3.2)
e devido a func¸a˜o
(s, t) −→ 1
p
mp−10 (s+ t)−
1
ψ∞
|ρ1|qs1/p − 1
ψ∞
|ρ2|qt1/p, s, t ≥ 0
ser limitada inferiormente. conclu´ımos que I e´ limitada inferiormente.
Antes de enunciar o resultado principal desta sec¸a˜o, lembremos que (u, v) ∈ X e´ uma soluc¸a˜o
fraca do problema (3.1) se
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[
M1
(∫
Ω
|∇u|p
)]p−1∫
Ω
|∇u|p−2∇u∇ϕ =
∫
Ω
[f(u, v) + ρ1]ϕ
e [
M2
(∫
Ω
|∇v|p
)]p−1∫
Ω
|∇v|p−2∇v∇ψ =
∫
Ω
[g(u, v) + ρ2]ψ
para todas ϕ,ψ ∈W 1,p(Ω).
Teorema 3.1 Suponhamos que sejam va´lidas as condic¸o˜es (fg), (F1), (M) e (C). Enta˜o o
problema (3.1) possui uma soluc¸a˜o fraca (u, v) ∈ X.
Demonstrac¸a˜o : Encontraremos um ponto cr´ıtico do funcional
I(u, v) =
1
p
M̂1
(∫
Ω
|∇u|p
)
+
1
p
M̂2
(∫
Ω
|∇v|p
)
−
∫
Ω
F (u, v)−
∫
Ω
ρ1u−
∫
Ω
ρ2v.
Como I ∈ C1(X;R) e´ limitado inferiormente, do Princ´ıpio Variacional de Ekeland, existe
(un, vn) ∈ X tal que
I(un, vn) → inf
X
I(u, v) (3.3)
I ′(un, vn) → 0.
Observermos que un e vn podem ser escritas como
un = u0n + αn e vn = v
0
n + βn
em que
∫
Ω
u0n =
∫
Ω
v0n = 0 e em virtude de F (s+ k, t+ k) = F (s, t) podemos supor 0 ≤ αn ≤ k
e 0 ≤ βn ≤ k.
De (3.3), existe C3 > 0 tal que
|I(un, vn)| ≤ C3 para todo n ∈ N
e de (3.2) obtemos
C3 ≥ 1
p
mp−10
(∫
Ω
|∇u0n|p +
∫
Ω
|∇v0n|p
)
− C|Ω| − 1
ψ∞
|ρ1|q
(∫
Ω
|∇u0n|p
)1/p
− 1
ψ∞
|ρ2|q
(∫
Ω
|∇v0n|p
)1/p
,
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o que implica que as sequ¨eˆncias
(∫
Ω
|∇u0n|p
)
e
(∫
Ω
|∇v0n|p
)
sa˜o limitadas. Como
(u0n), (v
0
n) ⊂ X0 podemos usar a Desigualdade de Poincare´ para concluir que
∫
Ω
|u0n|p ≤ k
∫
Ω
|∇u0n|p ≤ k1
e ∫
Ω
|v0n|p ≤ k˜
∫
Ω
|∇v0n|p ≤ k2,
ou seja, (u0n) e (v
0
n) sa˜o sequ¨eˆncias limitadas em W
1,p(Ω). Recordando que 0 ≤ αn ≤ k,
0 ≤ βn ≤ k, conclu´ımos que (un) e (vn) sa˜o limitadas em W 1,p(Ω). Pela reflexividade de
W 1,p(Ω) temos, a menos de subsequ¨eˆncia,
un ⇀ u0 em W 1,p(Ω),
vn ⇀ v0 em W 1,p(Ω),
‖un‖ → tp0,
‖vn‖ → sp0,
un → u0 em LS(Ω), 1 ≤ s < p∗,
vn → v0 em LS(Ω), 1 ≤ s < p∗,
un(x) → u0(x) q.s em Ω,
vn(x) → v0(x) q.s em Ω.
Da´ı ∫
Ω
ρ1un +
∫
Ω
ρ2vn →
∫
Ω
ρ1u0 +
∫
Ω
ρ2v0. (3.4)
Da continuidade de F
F (un(x), vn(x))→ F (u0(x), v0(x)) q.s. em Ω.
Como
|F (un(x), vn(x))| ≤ C ∈ L1(Ω),
pelo Teorema da Convergeˆncia Dominada de Lebesgue∫
Ω
F (un, vn)→
∫
Ω
F (u0, v0). (3.5)
Sabendo que o funcional
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J :W 1,p(Ω) −→ R
u 7−→ J(u) = ‖u‖p
e´ convexo e semicont´ınuo inferiormente, segue-se
lim ‖un‖p = lim‖un‖p ≥ ‖u0‖p
lim ‖vn‖p = lim‖vn‖p ≥ ‖v0‖p
isto e´,
lim
(∫
Ω
|∇un|p +
∫
Ω
|un|p
)
≥
∫
Ω
|∇u0|p +
∫
Ω
|u0|p
lim
(∫
Ω
|∇vn|p +
∫
Ω
|vn|p
)
≥
∫
Ω
|∇v0|p +
∫
Ω
|v0|p.
Observando que ∫
Ω
|∇un|p = ‖un‖p −
∫
Ω
|un|p∫
Ω
|∇vn|p = ‖vn‖p −
∫
Ω
|vn|p
e como
un → u0 em Lp(Ω),
vn → v0 em Lp(Ω),
segue-se
lim
∫
Ω
|un|p =
∫
Ω
|u0|p
lim
∫
Ω
|vn|p =
∫
Ω
|v0|p.
Da´ı tem-se que
(∫
Ω
|∇un|p
)
e
(∫
Ω
|∇vn|p
)
sa˜o convergentes, logo,
lim
∫
Ω
|∇un|p + lim
∫
Ω
|un|p ≥
∫
Ω
|∇u0|p +
∫
Ω
|u0|p
lim
∫
Ω
|∇vn|p + lim
∫
Ω
|vn|p ≥
∫
Ω
|∇v0|p +
∫
Ω
|v0|p.
Assim,
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lim
∫
Ω
|∇un|p +
∫
Ω
|u0|p ≥
∫
Ω
|∇u0|p +
∫
Ω
|u0|p
lim
∫
Ω
|∇vn|p +
∫
Ω
|v0|p ≥
∫
Ω
|∇v0|p +
∫
Ω
|v0|p
ou seja,
lim
∫
Ω
|∇un|p ≥
∫
Ω
|∇u0|p
lim
∫
Ω
|∇vn|p ≥
∫
Ω
|∇v0|p
Sendo M1 e M2 func¸o˜es positivas, temos que M̂1, M̂2 sa˜o crescentes e assim
M̂1
(
lim
∫
Ω
|∇un|p
)
≥ M̂1
(∫
Ω
|∇u0|p
)
,
M̂2(lim
∫
Ω
|∇vn|p) ≥ M̂2
(∫
Ω
|∇v0|p
)
,
e desde que M̂1, M̂2 sa˜o cont´ınuas
lim M̂1
(∫
Ω
|∇un|p
)
≥ M̂1
(∫
Ω
|∇u0|p
)
(3.6)
lim M̂2
(∫
Ω
|∇vn|p
)
≥ M̂2
(∫
Ω
|∇v0|p
)
. (3.7)
Logo, de (3.4), (3.5), (3.6) e (3.7)
inf
X
I(u, v) = lim I(un, vn)
= lim
[
1
p
M̂1
(∫
Ω
|∇un|p
)
+
1
p
M̂2
(∫
Ω
|∇vn|p
)
−
∫
Ω
F (un, vn)
−
∫
Ω
ρ1un −
∫
Ω
ρ2vn
]
≥ 1
p
M̂1
(∫
Ω
|∇u0|p
)
+
1
p
M̂2
(∫
Ω
|∇v0|p
)
−
∫
Ω
F (u0, v0)
−
∫
Ω
ρ1u0 −
∫
Ω
ρ2v0
= I(u0, v0)
isto e´,
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inf
X
I(u, v) ≥ I(u0, v0).
Por outro lado,
I(u0, v0) ≥ inf
X
I(u, v)
logo
I(u0, v0) = inf
X
I(u, v)
segue-se enta˜o
I ′(u0, v0) = 0
isto e´, (u0, v0) e´ ponto cr´ıtico de I e portanto soluc¸a˜o fraca do problema (3.1).
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Cap´ıtulo 4
Equac¸o˜es El´ıpticas do Tipo
p-Kirchhoff Com Termo
Na˜o-Local Na˜o-Crescente
4.1 Um Resultado de Existeˆncia
Nesta sec¸a˜o vamos mostrar um resultado de existeˆncia de soluc¸a˜o na˜o-trivial e na˜o-negativa
para o problema 
−[M(‖u‖p1,p)]p−1∆pu = f(x, u) em Ω,
u = 0 em ∂Ω,
(4.1)
onde Ω ⊂ RN e´ um domı´nio limitado, 1 < p < N , f e´ uma func¸a˜o superlinear com crescimento
subcr´ıtico e M : R+ → R e´ uma dada func¸a˜o.
Admitiremos que M e´ uma func¸a˜o cont´ınua satisfazendo as seguintes condic¸o˜es:
(H1) Existem m1, t1 > 0 tais que
M(t) ≥ m1 se 0 ≤ t ≤ t1.
(H2) Existem m2, t2 > 0 tais que
0 < M(t) ≤ m2 se t ≥ t2.
(H3) lim
t→∞[M(t
p)]p−1tp−1 = +∞.
(H4) M e´ na˜o-crescente e M(t) > 0 para todo t ≥ 0.
Observamos que a func¸a˜oM(t) =
1
(1 + t)α
para todo t ≥ 0 e 0 < α < 1
p
satisfaz as hipo´teses
acima.
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Suporemos que f : Ω× R→ R e´ uma func¸a˜o cont´ınua e satisfaz:
(f1) f(x, t) = 0, para todo t ≤ 0 e para todo x ∈ Ω.
(f2) lim|t|→0+
f(x, t)
|t|p−1 = 0, uniformemente em x ∈ Ω.
(f3) lim|t|→+∞
f(x, t)
|t|q−1 = 0, onde p<q<p
∗,
(
p∗ =
pN
N − p
)
uniformemente em x ∈ Ω.
(f4) Existem p < µ < q, tal que 0 < µF (x, t) ≤ tf(x, t), para todo t > 0.
Do ponto de vista variacional problemas na˜o-locais foram estudados em [5], [23] e [24],
sempre com a hipo´tese M(t) ≥ m0 > 0, para todo t ≥ 0, em que m0 e´ uma constante.
Considerando o caso p = 2, Alves, Correˆa e Ma [5] mostraram um resultado de existeˆncia
usando o Teorema do Passo da Montanha associado a estimativas do tipo Gidas-Spruck, onde
a na˜o-linearidade f tinha crescimento subcr´ıtico e superlinear. Vale ressaltar que neste artigo,
pelo menos ao nosso conhecimento, foi usada pela primeira vez a abordagem variacional para
essa classe de problemas na˜o-locais. Com os mesmo argumentos de [5], Correˆa e Figueiredo
[23] mostraram um resultado de existeˆncia com na˜o-linearidade f tendo crescimento cr´ıtico
ou supercr´ıtico. O caso com p mais geral foi estudado tambe´m por Correˆa e Figueiredo [24]
e como, ao que parece, as estimativas do tipo Gidas-Spruck na˜o sa˜o va´lidas para problemas
envolvendo o operador p-Laplaciano, os autores usaram comparac¸a˜o entre os n´ıveis de energia
de certos funcionais. Como estamos trabalhando com uma classe de func¸o˜es M diferente dos
artigos citados acima, nenhuma estimativa desse tipo foi necessa´ria. Ale´m disso, consideraremos
M(t) > 0, para todo t ≥ 0 em vez de M(t) ≥ m0 > 0, para todo t ≥ 0.
Neste cap´ıtulo usaremos o Me´todo Variacional em que soluc¸o˜es do problema (4.1) sa˜o pontos
cr´ıticos do funcional de classe C1(W 1,p0 (Ω),R), I :W
1,p
0 (Ω) −→ R dado por
I(u) =
1
p
M̂(‖u‖p1,p)−
∫
Ω
F (x, u+),
onde
M̂(t) =
∫ t
0
[M(s)]p−1ds, F (x, t) =
∫ t
0
f(x, s)ds, u+ = max{u, 0}
e
I ′(u)ϕ = [M(‖u‖p1,p)]p−1
∫
Ω
|∇u|p−2∇u∇ϕ−
∫
Ω
f(x, u+)ϕ, para todo ϕ ∈W 1,p0 (Ω).
Para demonstrarmos nosso resultado, precisaremos do Teorema do Passo da Montanha de
Ambrosetti e Rabinowitz [7].
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Teorema 4.1 Sejam X um espac¸o de Banach e I um funcional de classe C1(X,R).
Suponhamos que I(0) = 0 e:
(i) Existem r, ρ > 0, tal que
I(u) ≥ r, para todo u ∈W 1,p0 (Ω) com ‖u‖ = ρ
(ii) Existe e ∈ Bcρ(0), tal que
I(e) < 0
Se, ale´m disso, I satisfizer a condic¸a˜o Palais-Smale, enta˜o I possui um ponto cr´ıtico.
Nosso principal resultado e´ o seguinte:
Teorema 4.2 Suponhamos que a func¸a˜o M satisfac¸a (H1) − (H4) e f satisfac¸a (f1) − (f4).
Enta˜o o problema (4.1) possui uma soluc¸a˜o na˜o-trivial e na˜o-negativa.
Demonstrac¸a˜o : Suponhamos que 0 < ‖u‖1,p = ρ < t1 enta˜o, por (H1)
I(u) ≥ m
p−1
1
p
‖u‖p1,p −
∫
Ω
F (x, u+) para todo u ∈W 1,p0 (Ω).
De (f2), dado  > 0, existe δ > 0 tal que
|f(x, t)| < |t|p−1 se |t| < δ.
Por (f3), dado  > 0, existe R > 0 tal que
|f(x, t)| < |t|q−1 quando |t| > R.
Ale´m disso, para todo |t| ∈ [δ,R] e para todo x ∈ Ω existe K > 0 tal que
|f(x, t)| ≤ K|t|q−1
Portanto, combinando as treˆs desigualdades obtidas anteriormente temos
|f(x, t)| < |t|p−1 + C|t|q−1, para todo t ∈ R.
Logo,
I(u) ≥ m
p−1
1
p
‖u‖p1,p − 
∫
Ω
|u+|p − C
∫
Ω
|u+|q.
Para  > 0 suficientemente pequeno temos
(
mp−11
p
− C
)
> 0, das imerso˜es de Sobolev e
desde que |u+| ≤ |u| segue-se
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I(u) ≥
(
mp−11
p
− C
)
‖u‖p1,p − C‖u‖q1,p.
Para ‖u‖1,p = ρ, temos
I(u) ≥
(
mp−11
p
− C
)
ρp − Cρq,
isto e´,
I(u) ≥
(
mp−11
p
− C − Cρq−p
)
ρp.
Fixaremos ρ > 0 tal que
mp−11
p
− C − Cρq−p > 0,
ou seja,
mp−11
p
− C ≥ Cρq−p,
isto e´,
0 < ρq−p ≤
(
mp−11
pC
− C
C
)
.
Logo,
0 < ρ <
[(
mp−11
pC
− C
C
)]1/q−p
.
Escolhendo ρ =
[
1
2
(
mp−11
pC
− C
C
)]1/q−p
temos
I(u) ≥ ρ
p
2
(
mp−11
p2
− C
)
= r > 0.
Por (f4), existem C1, C2 > 0 tais que
|F (x, t)| ≥ C1|t|µ − C2 para todos x ∈ Ω e t > 0.
Dessa forma, fixando uma func¸a˜o ψ ∈ C∞0 (Ω) com ψ > 0, temos
I(tψ) =
1
p
M̂(‖tψ‖p1,p)−
∫
Ω
F (x, tψ)
≤ 1
p
M̂(‖tψ‖p1,p)− C1tµ
∫
Ω
|ψ|µ + C5.
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Assim,
I(tψ) ≤ 1
p
∫ t2
0
[M(s)]p−1ds+
1
p
∫ ‖tψ‖p1,p
t2
[M(s)]p−1ds− C1tµ
∫
Ω
|ψ|µ + C5.
Usando (H2),
I(tψ) ≤ m
p−1
2
p
tp‖ψ‖p1,p − C1tµ
∫
Ω
ψµ + C˜5
e desde que µ > p
I(tψ)→ −∞ quando t→ +∞.
Consequ¨entemente, existe t0 > 0 tal que
I(t0ψ) < 0 com ‖t0ψ‖1,p > ρ
Dessa maneira o funcional I satisfaz a geometria do Teorema do Passo da Montanha.
Mostraremos que I satisfaz a condic¸a˜o de Palais-Smale. Para isso, considere (un) ⊂W 1,p0 (Ω)
uma sequ¨eˆncia Palais-Smale, isto e´, uma sequ¨eˆncia tal que
I(un)→ c e I ′(un)→ 0.
Da´ı,
|I(un)| ≤ C3 para todo n ∈ N
e, para todo n suficientemente grande,
|I ′(un)un| ≤ ‖I ′(un)‖‖un‖1,p ≤ C3‖un‖1,p.
Logo,
I(un)− 1
µ
I ′(un)un ≤ |I(un)− 1
µ
I ′(un)un|
≤ |I(un)|+ 1
µ
|I ′(un)un|
≤ C3 + 1
µ
‖un‖1,p,
ou seja,
C3 +
1
µ
‖un‖1,p ≥ I(un)− 1
µ
I ′(un)un
=
1
p
M̂(‖un‖p1,p)−
∫
Ω
F (x, u+n )−
1
µ
[M(‖un‖p1,p)]p−1‖un‖p1,p
+
1
µ
∫
Ω
f(x, u+n )un
=
1
p
M̂(‖un‖p1,p)−
1
µ
[M(‖un‖p1,p)]p−1‖un‖p1,p
+
∫
Ω
[
1
µ
f(x, u+n )un − F (x, u+n )
]
.
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Por (f4),
0 ≤
∫
Ω
[
1
µ
f(x, u+n )un − F (x, u+n )
]
e da´ı,
C3 +
1
µ
‖un‖1,p ≥ 1
p
M̂(‖un‖p1,p)−
1
µ
[M(‖un‖p1,p)]p−1‖un‖p1,p
=
1
p
∫ ‖un‖p1,p
0
[M(s)]p−1ds− 1
µ
[M(‖un‖p1,p)]p−1‖un‖p1,p.
Como Mp−1 e´ cont´ınua, pelo Teorema do Valor Me´dio para as integrais, para cada n ∈ N,
existe 0 < ξn < ‖un‖p1,p tal que∫ ‖un‖p1,p
0
[M(s)]p−1ds = [M(ξn)]p−1‖un‖p1,p.
Logo,
C3 +
1
µ
‖un‖1,p ≥ [M(ξn)]p−1‖un‖p1,p −
1
µ
[M(‖un‖p1,p)]p−1‖un‖p1,p.
Ale´m disso, como M e´ na˜o-crescente
[M(ξn)]p−1 ≥ [M(‖un‖p1,p)]p−1.
Portanto,
C3 +
1
µ
‖un‖1,p ≥ 1
p
[M(‖un‖p1,p)]p−1‖un‖p1,p −
1
µ
[M(‖un‖p1,p)]p−1‖un‖p1,p
=
(
1
p
− 1
µ
)
[M(‖un‖p)]p−1‖un‖p.
Desde que µ > p,
(
1
p
− 1
µ
)
> 0 e usando (H3) segue-se que (un) e´ limitada.
Assim, a menos de subsequ¨eˆncia,
‖un‖p1,p → θ,
un ⇀ u em W
1,p
0 (Ω),
un → u em Ls(Ω), 1 ≤ s < p∗,
un(x) → u(x) q.s em Ω.
Da continuidade de M
M(‖un‖p1,p)→M(θ)
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e desde que M(θ) > 0, existe K > 0 tal que
M(‖un‖p1,p) ≥ K > 0, para n suficientemente grande.
Note que podemos considerar toda sequ¨eˆncia Palais-Smale na˜o-negativa. De fato, sendo
(un) limitada a sequ¨eˆncia u−n = u
+
n − un e´ tambe´m limitada. Enta˜o,
I ′(un)u−n → 0.
Assim,
[M(‖un‖p1,p)]p−1
∫
Ω
|∇un|p−2∇un∇u−n −
∫
Ω
f(u+n )u
−
n → 0
e desde que un = u+n − u−n , temos por (f2) e (f3)
[M(‖un‖p1,p)]p−1
∫
Ω
|∇un|p−2|∇u−n |2 → 0,
o que implica
[M(‖un‖p1,p)]p−1
∫
Ω
|∇u−n |p → 0
e da´ı
‖u−n ‖p1,p → 0. (4.2)
Assim, podemos considerar un = u+n + on(1), de onde segue que
‖un‖p1,p = ‖u+n ‖p1,p + on(1).
Da continuidade de M̂
M̂(‖un‖p1,p) = M̂(‖u+n ‖p1,p) + on(1)
e portanto,
I(un) = I(u+n ) + on(1). (4.3)
Ale´m disso,
I ′(un) = I ′(u+n ) + on(1).
De fato, desde que M e´ cont´ınua temos
[M(‖un‖p1,p)]p−1 = [M(‖u+n ‖p1,p)]p−1 + on(1).
De (4.2), a menos de subsequ¨eˆncia, temos
∂u−n
∂x
(x)→ 0 q.s. em Ω assim,
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∂un(x)
∂x
− ∂u
+
n (x)
∂x
→ 0 q.s. em Ω
e da´ı
|∇un(x)|p−2∇un(x)− |∇u+n (x)|p−2∇u+n (x)→ 0 q.s. em Ω.
Note que∫
Ω
∣∣∣∣|∇un|p−2∇un−|∇u+n |p−2∇u+n ∣∣∣∣p/p−1≤ ∫
Ω
(
|∇un|p−2|∇un|+ |∇u+n |p−2|∇u+n |
)p/p−1
≤
∫
Ω
(
|∇un|p−1 + |∇u+n |p−1
)p/p−1
≤ C
(∫
Ω
|∇un|p +
∫
Ω
|∇u+n |p
)
≤ C˜,
pois (un) e´ limitada em W
1,p
0 (Ω).
Assim, pelo Teorema de Bre´zis-Lieb∫
Ω
|∇un|p−2∇un∇ϕ =
∫
Ω
|∇u+n |p−2∇u+n∇ϕ+ on(1).
Logo,
I ′(un) = I ′(u+n ) + on(1). (4.4)
De (4.3) e (4.4), (u+n ) e´ uma sequ¨eˆncia Palais-Smale. De onde segue que qualquer
sequ¨eˆncia Palais-Smale pode ser considerada uma sequ¨eˆncia na˜o-negativa, logo, un ≥ 0 e
consequ¨entemente u ≥ 0.
Usando a desigualdade
< |x|p−2x− |y|p−2y, x− y > ≥

Cp|x− y|p se p ≥ 2,
Cp|x− y|2
(|x| − |y|)2−p se 1 < p < 2
temos
Kp−1Cp
∫
Ω
|∇un−∇u|p ≤ [M(‖un‖p1,p)]p−1
∫
Ω
<|∇un|p−2∇un − |∇u|p−2∇u,∇un−∇u>
= [M(‖un‖p1,p)]p−1‖un‖p1,p
− [M(‖un‖p1,p)]p−1
∫
Ω
|∇un|p−2∇un∇u
− [M(‖un‖p1,p)]p−1
∫
Ω
|∇u|p−2∇u∇un
+ [M(‖un‖p1,p)]p−1‖u‖p1,p.
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Note que
[M(‖un‖p1,p)]p−1‖u‖p1,p − [M(‖un‖p1,p)]p−1
∫
Ω
|∇u|p−2∇u∇un = on(1)
e assim,
Kp−1Cp
∫
Ω
|∇un −∇u|p ≤ [M(‖un‖p1,p)]p−1‖un‖p1,p
− [M(‖un‖p1,p)]p−1
∫
Ω
|∇un|p−2∇un∇u
+ on(1). (4.5)
Usando (f2) e (f3), temos
|f(x, un)| ≤ |un|p−1 + C|un|q−1.
Desde que un → u em Ls(Ω), 1 ≤ s < p∗, segue-se
un → u em Lp(Ω)
un → u em Lq(Ω)
e como
un(x)→ u(x) q.s. em Ω,
existem g ∈ Lp(Ω), h ∈ Lq(Ω) tais que
|un(x)| ≤ g q.s. em Ω para todo n ∈ N,
|un(x)| ≤ h q.s. em Ω para todo n ∈ N.
Sendo f cont´ınua,
f(x, un(x))un(x)→ f(x, u(x))u(x) q.s. em Ω.
Ale´m disso,
|f(x, un(x))un(x)| ≤ |f(x, un(x))||un(x)|
≤ |un|p + C|un|q
≤ gp + Chq ∈ L1(Ω).
Pelo Teorema da Convergeˆncia Dominada de Lebesgue∫
Ω
f(x, un)un →
∫
Ω
f(x, u)u.
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Por um racioc´ınio ana´logo, temos∫
Ω
f(x, un)u→
∫
Ω
f(x, u)u.
Portanto, de (4.5),
Kp−1Cp
∫
Ω
|∇un −∇u|p ≤ [M(‖un‖p1,p)]p−1‖un‖p1,p
− [M(‖un‖p1,p)]p−1
∫
Ω
|∇un|p−2∇un∇u
−
∫
Ω
f(x, un(x))un(x) +
∫
Ω
f(x, un(x))u(x) + on(1)
= I ′(un)un − I ′(un)u
= on(1).
De onde conclu´ımos que
un → u em W p0 (Ω).
Pelo Teorema do Passo da Montanha, I ′(u) = 0 e assim u e´ soluc¸a˜o do problema (4.1). Desde
que I(u) = c > 0, conclu´ımos que u 6≡ 0.
4.2 Um Resultado de Existeˆncia e Multiplicidade
Nesta sec¸a˜o mostraremos um resultado de existeˆncia e multiplicidade de soluc¸o˜es na˜o-triviais e
na˜o-negativas para a seguinte classe de problemas
−[M(‖u‖p1,p)]p−1∆pu = λur + f(x, u) em Ω,
u = 0 em ∂Ω,
(4.6)
onde 0 < r < p−1, 1 < p < N , M : R+ −→ R e f : Ω×R −→ R func¸o˜es cont´ınuas satisfazendo
as hipo´teses (H1), (H2),(H4) e (f1) − (f4) da sec¸a˜o anterior. Substituiremos a hipo´tese (H3)
pela condic¸a˜o:
(H
′
3) lim
t→∞[M(t
p)]p−1t(p−1)−r = +∞.
Observe que para r = 0 as condic¸o˜es (H3) e (H
′
3) coincidem.
Para o caso p = 2, Alves, Correˆa e Ma [5] mostraram um resultado de existeˆncia e
multiplicidade para o problema (4.6) usando o Princ´ıpio Variacional de Ekeland, o Teorema
do Passo da Montanha e novamente estimativas do tipo Gidas-Spruck.
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Motivados por esse resultado, vamos mostrar um teorema de existeˆncia e multiplicidade
para o caso p mais geral usando as mesmas te´cnicas usadas em [5] pore´m, sem fazer uso de
estimativas semelhantes a`s usadas pelos autores supramencionados. Ale´m disso, podemos notar
que para λ = 0 e r = 0 os problemas (4.1) e (4.6) coincidem.
Temos o seguinte resultado:
Teorema 4.3 Suponhamos que f e M satisfac¸am as condic¸o˜es (f1)− (f4) e (H1), (H2), (H ′3)
e (H4). Enta˜o existe λ∗ > 0 tal que para λ ∈ (0, λ∗), o problema (4.6) possui pelo menos duas
soluc¸o˜es u1 e u2 satisfazendo
I(u1) < 0 < I(u2).
Demonstrac¸a˜o : Considere o funcional energia I : W 1,p0 (Ω) −→ R associado ao problema
(4.6)
I(u) =
1
p
M̂(‖u‖p1,p)−
λ
r + 1
∫
Ω
(u+)r+1 −
∫
Ω
F (x, u+),
onde
M̂(t) =
∫ t
0
[M(s)]p−1ds, F (x, t) =
∫ t
0
f(x, s)ds
e u+ = max{u, 0}.
Note que I ∈ C1(W 1,p0 (Ω);R) e
I ′(u)ϕ = [M(‖u‖p1,p)]p−1
∫
Ω
|∇u|p−2∇u∇ϕ− λ
∫
Ω
(u+)r −
∫
Ω
f(x, u+)ϕ,
para todo ϕ ∈W 1,p0 (Ω).
Primeira Soluc¸a˜o (Princ´ıpio Variacional de Ekeland)
Para ‖u‖1,p ≤ t1, em virtude das condic¸o˜es (H1), (f2), (f3), das imerso˜es de Sobolev,
recordando que |u+| ≤ |u| e considerando  > 0 suficientemente pequeno, obte´m-se
I(u) ≥ 1
p
mp−11 ‖u‖p1,p −
C4λ
r + 1
‖u‖r+11,p − ‖u‖p1,p − C‖u‖q1,p
= C5‖u‖p1,p −
C4λ
r + 1
‖u‖r+11,p − C˜‖u‖q1,p.
Fixemos ρ > 0 tal que ‖u‖1,p = ρ ≤ t1 e assim,
I(u) ≥ C5ρp − C4λ
r + 1
ρr+1 − C˜ρq.
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Escolhamos ρ, suficientemente pequeno, de maneira que
C5ρ
p − C˜ρq ≥ C54 ρ
p.
Logo,
I(u) ≥ ρp
(
C5
4
− C4λ
r + 1
ρ(r+1)−p
)
e observando que
C5
4
− C4λ
r + 1
ρ(r+1)−p > 0 ⇔ C5
4
>
C4λ
r + 1
ρ(r+1)−p
⇔ λ < (r + 1)C5
4C4
ρ(p−1)−r,
escolhamos λ∗ =
(r + 1)C5
8C4
ρ(p−1)−r de modo que para λ ∈ (0, λ∗), teremos
I(u) ≥ 1
8
ρp = δ > 0 para ‖u‖ = ρ.
Assim, I e´ limitada inferiormente em Bρ e portanto, existe inf
Bρ(0)
I.
Considerando o espac¸o me´trico completo (M,d) = (Bρ(0), ‖.‖1,p), segue do Princ´ıpio
Variacional de Ekeland que existe (un) ⊂ Bρ(0) satisfazendo
I(un)→ inf
Bρ(0)
I (4.7)
e
I(un) ≤ I(u) + 1
n
‖u− un‖1,p, para todo u ∈ Bρ(0), u 6= un (4.8)
Afirmac¸a˜o 4.1 inf
Bρ(0)
I < 0.
De fato, fixado ϕ ∈ C∞0 (Ω), ϕ > 0 e t > 0 tem-se
I(tϕ) =
1
p
∫ ‖tϕ‖p1,p
0
[M(s)]p−1ds− λt
r+1
r + 1
∫
Ω
ϕr+1 −
∫
Ω
F (x, tϕ)
e
‖tϕ‖1,p ≤ ‖ϕ‖1,p, para 0 < t < 1.
Da continuidade de M , encontramos constantes C, K˜ > 0 tais que
C ≤M(s) ≤ K˜, para todo s ∈ [0, ‖ϕ‖p1,p].
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Logo,
I(tϕ) ≤ K˜
p−1
p
tp‖ϕ‖p1,p −
λtr+1
r + 1
∫
Ω
ϕr+1 −
∫
Ω
F (x, tϕ).
Por (f4), desde que ϕ, t > 0 ∫
Ω
F (x, tϕ) ≥ 0.
Portanto,
I(tϕ) ≤ K
p−1
p
tp‖ϕ‖p1,p −
λtr+1
r + 1
∫
Ω
ϕr+1
e como 1 < r+1 < p temos, para t > 0 suficientemente pequeno, I(tϕ) < 0 e consequ¨entemente,
inf
Bρ(0)
I ≤ I(tϕ) < 0.
demonstrando a afirmac¸a˜o.
Usando (4.7), existem n0 ∈ N e uma constante positiva C6 tal que
I(un) ≤ −C6 para n ≥ n0,
mostrando que (un) 6∈ ∂Bρ(0), pois tal fato implicaria em
I(un) ≥ δ > 0
contradizendo a Afirmac¸a˜o 4.1. Assim, (un) ⊂ Bρ(0).
Ale´m disso, desde que I ∈ C1(W 1,p0 (Ω),R), usando (4.8) encontramos
I ′(un)→ 0.
Portanto, a sequ¨eˆncia minimizante (un) satisfaz
I(un) → inf
Bρ(0)
I,
I ′(un) → 0, (4.9)
implicando que (un) e´ uma sequ¨eˆncia (P.S) inf
Bρ(0)
I .
Afirmac¸a˜o 4.2 A sequ¨eˆncia (un) possui uma subsequ¨eˆncia fortemente convergente.
De fato, como (un) e´ limitada, a menos de subsequ¨eˆncia, existem θ ∈ R e u1 ∈ W 1,p0 (Ω)
satisfazendo
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‖un‖p1,p → θp,
un ⇀ u1 em W
1,p
0 (Ω),
un → u1 em Ls(Ω), 1 ≤ s < p∗,
un(x) → u1(x) q.s. em Ω.
Da convergeˆncia fraca
lim‖un‖p1,p ≥ ‖u1‖p1,p.
e desde que ‖un‖1,p ≤ ρ, tem-se u1 ∈ Bρ(0).
Da continuidade de M e do fato que ‖un‖p1,p → θp, temos
M(‖un‖p1,p)→M(θ).
Sendo M(θ) > 0, existe K > 0 tal que
M(‖un‖p1,p) ≥ K > 0, para n suficientemente grande.
Argumentando como na sec¸a˜o anterior, desde que un e´ uma sequ¨eˆncia (P.S), podemos
considera´-la uma sequ¨eˆncia na˜o-negativa, isto e´, un ≥ 0 e assim u1 ≥ 0.
Usando a desigualdade
< |x|p−2x− |y|p−2y, x− y > ≥

Cp|x− y|p se p ≥ 2,
Cp|x− y|2
(|x| − |y|)2−p se 1 < p < 2,
(4.10)
obteremos
K
p−1
Cp
∫
Ω
|∇un−∇u1|p ≤ [M(‖un‖p1,p)]p−1
∫
Ω
< |∇un|p−2∇un−|∇u1|p−2∇u1,∇un−∇u1>
= [M(‖un‖p1,p)]p−1‖un‖p1,p−[M(‖un‖p1,p)]p−1
∫
Ω
|∇un|p−2∇un∇u1
− [M(‖un‖p1,p)]p−1
∫
Ω
|∇u1|p−2∇u1∇un+[M(‖un‖p1,p)]p−1‖u1‖p1,p.
Notando que
[M(‖un‖p1,p)]p−1‖u1‖p1,p − [M(‖un‖p1,p)]p−1
∫
Ω
|∇u1|p−2∇u1∇un = on(1),
podemos concluir
K
p−1
Cp
∫
Ω
|∇un−∇u1|p ≤ [M(‖un‖p1,p)]p−1‖un‖p
− [M(‖un‖p1,p)]p−1
∫
Ω
|∇un|p−2∇un∇u1 + on(1).
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Seguindo o mesmo racioc´ınio usado na sec¸a˜o anterior, as seguintes convergeˆncias ocorrem∫
Ω
f(x, un)u1 →
∫
Ω
f(x, u1)u1,∫
Ω
f(x, un)un →
∫
Ω
f(x, u1)u1,
λ
∫
Ω
urnu1 → λ
∫
Ω
ur+11 ,
λ
∫
Ω
ur+1n → λ
∫
Ω
ur+11 .
Dessa forma, obtemos
K
p−1
Cp
∫
Ω
|∇un−∇u1|p ≤ [M(‖un‖p1,p)]p−1‖un‖p1,p − [M(‖un‖p1,p)]p−1
∫
Ω
|∇un|p−2∇un∇u1
− λ
∫
Ω
ur+1n +
∫
Ω
f(x, un)un + λ
∫
Ω
urnu1 −
∫
Ω
f(x, un)u1
+ on(1)
= I ′(un)un − I ′(un)u1
= on(1)
e portanto,
un → u1 em W 1,p0 (Ω).
Sendo I um funcional cont´ınuo e da unicidade do limite
I(un)→ I(u1) = inf
Bρ(0)
I.
Desde que I ′(un)→ 0, I ′ e´ cont´ınua e da unicidade do limite
I ′(un)→ I ′(u1) = 0,
ou seja, u1 e´ ponto cr´ıtico de I e assim, u1 e´ soluc¸a˜o fraca do problema (4.6) com I(u1) < 0.
Consequ¨entemente u1 ∈ Bρ(0) e u1 6≡ 0.
Segunda Soluc¸a˜o (Teorema do Passo da Montanha)
Notemos primeiramente que I(0) = 0 e que existem ρ, δ > 0 tais que
I(u) ≥ δ para todo u ∈ Sρ(0).
Mostraremos que existe e ∈ Bcρ(0) com I(e) < 0.
De fato, fixe ϕ ∈ C∞0 (Ω), ϕ > 0 e considere t > 0 tal que ‖tϕ‖p1,p > t2. Assim,
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I(tϕ) ≤ 1
p
∫ t2
0
[M(s)]p−1ds+
1
p
∫ ‖tϕ‖p1,p
t2
[M(s)]p−1ds− λt
r+1
r + 1
∫
Ω
ϕr+1 −
∫
Ω
F (x, tϕ).
De (H2),
I(tϕ) ≤ 1
p
∫ t2
0
[M(s)]p−1ds+
mp−12
p
tp‖ϕ‖p1,p −
mp−12
p
t2 − λt
r+1
r + 1
∫
Ω
ϕr+1 −
∫
Ω
F (x, tϕ).
ou seja,
I(tϕ) ≤ 1
p
mp−12 t
p‖ϕ‖p1,p −
λtr+1
r + 1
∫
Ω
ϕr+1 −
∫
Ω
F (x, tϕ) + C˜.
Denotando por h(t) =
F (x, tϕ)
tµ
para todo t > 0, por (f4),
h′(t) =
1
tµ+1
[tϕf(x, tϕ)− µF (x, tϕ)] ≥ 0, para todo t > 0
de onde segue que h e´ crescente. Logo, para t ≥ 1, h(t) ≥ h(1), isto e´,
F (x, tϕ)
tµ
≥ F (x, ϕ)
e assim,
F (x, tϕ) ≥ tµF (x, ϕ).
Portanto, para t > t2 suficientemente grande
I(tϕ) ≤ 1
p
mp−12 t
p‖ϕ‖p1,p −
λtr+1
r + 1
∫
Ω
ϕr+1 − tµ
∫
Ω
F (x, ϕ) + C˜
e desde que 1 < r + 1 < p < µ, segue-se que I(tϕ)→ −∞ quando t→ +∞.
Fazendo e = tϕ com t suficientemente grande,
I(e) < 0, e ∈ Bcρ(0).
Afirmac¸a˜o 4.3 O funcional I satisfaz a condic¸a˜o de Palais-Smale.
De fato, seja (un) ⊂W 1,p0 (Ω) uma sequ¨encia Palais-Smale, isto e´,
I(un)→ c e I ′(un)→ 0.
Assim, existe C > 0 tal que
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|I(un)| ≤ C, para todo n ∈ N,
e
|I ′(un)un| ≤ ‖un‖1,p,
para todo n suficientemente grande. De onde segue
I(un)− 1
µ
I ′(un)un ≤ C + 1
µ
‖un‖1,p
e como un = u+n − u−n segue-se
C +
1
µ
‖un‖ ≥ I(un)− 1
µ
I ′(un)un
=
1
p
M̂(‖un‖p1,p)−
λ
r + 1
∫
Ω
(u+n )
r+1 −
∫
Ω
F (x, u+n )
− 1
µ
[M(‖un‖p1,p]p−1‖un‖p1,p +
1
µ
∫
Ω
(u+n )
r+1 +
1
µ
∫
Ω
f(x, u+n )un
=
1
p
M̂(‖un‖p1,p)−
1
µ
[M(‖un‖p1,p]p−1‖un‖p1,p
−
(
λ
r + 1
− λ
µ
)∫
Ω
(u+n )
r+1 +
∫
Ω
(
1
µ
f(x, u+n )un − F (x, u+n )
)
.
Por (f4),
C +
1
µ
‖un‖1,p ≥ 1
p
M̂(‖un‖p1,p)−
1
µ
[M(‖un‖p1,p]p−1‖un‖p1,p −
(
λ
r + 1
− λ
µ
)
|u+n |
r+1
r+1
e desde que
(
λ
µ
− λ
r + 1
)
< 0 segue das imerso˜es de Sobolev e do fato que u+n ≤ |un|
C +
1
µ
‖un‖1,p ≥ 1
p
M̂(‖un‖p1,p)−
1
µ
[M(‖un‖p1,p]p−1‖un‖p1,p − C‖un‖r+11,p .
Pelo Teorema do Valor Me´dio para as integrais, para cada n ∈ N, existe 0 < ξn < ‖un‖p1,p
tal que ∫ ‖un‖p1,p
0
[M(s)]p−1ds = [M(ξn)]p−1‖un‖p1,p.
Ale´m disso, sendo M na˜o-crescente
[M(ξn)]p−1 ≥ [M(‖un‖p1,p)]p−1.
Assim,
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C +
1
µ
‖un‖1,p ≥
(
1
p
− 1
µ
)
[M(‖un‖p1,p]p−1‖un‖p1,p − C‖un‖r+11,p .
Fazendo 0 ≤
(
1
p
− 1
µ
)
= Ĉ, obtemos
Ĉ[M(‖un‖p1,p]p−1‖un‖p1,p ≤ C +
1
µ
‖un‖1,p + C‖un‖r+11,p
e de (H
′
3) segue-se que (un) e´ limitada e portanto, a menos de subsequ¨eˆncia
un → u2 em W 1,p0 (Ω)
‖un‖p1,p → α,
un ⇀ u2 em Ls(Ω), 1 ≤ s < p∗,
un(x) → u2(x) q.s. em Ω.
Repetindo os mesmos argumentos usados na demonstrac¸a˜o da Afirmac¸a˜o (4.2) conclu´ımos
que un ≥ 0, u2 ≥ 0 e
un → u2 em W 1,p0 (Ω).
Pelo Teorema do Passo da Montanha I ′(u2) = 0 e desde que I(u2) = c > 0, tem-se u2 6≡ 0.
Assim, obtivemos duas soluc¸o˜es fracas na˜o-triviais e na˜o-negativas u1 e u2 do problema (4.6)
tais que I(u1) < 0 < I(u2), o que conclui a demonstrac¸a˜o do Teorema 4.3.
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Cap´ıtulo 5
Equac¸o˜es El´ıpticas do Tipo
p-Kirchhoff Com
Na˜o-Linearidade Descont´ınua
5.1 Resultados Abstratos
Nesta sec¸a˜o veremos alguns resultados ba´sicos da teoria dos pontos cr´ıticos para funcionais
localmente lipschitzianos, desenvolvido por Chang [18], baseados na Ana´lise Convexa e no
ca´lculo subdiferencial de Clark [21].
Definic¸a˜o 5.1 Sejam X um espac¸o de Banach e I : X → R um funcional. Dizemos que I e´ um
funcional localmente lipschitziano (I ∈ Liploc(X,R)), se dado u ∈ X, existir uma vizinhanc¸a
V ≡ Vu ⊂ X e uma constante k = kV > 0 tal que
|I(v2)− I(v1)| ≤ k‖v2 − v1‖, v1, v2 ∈ V.
Definic¸a˜o 5.2 A derivada direcional de I em u na direc¸a˜o de v ∈ X e´ definida por
I0(u; v) = lim sup
h→0,λ→0+
I(u+ h+ λv)− I(u+ h)
λ
.
Pode-se provar que I0(u; v) e´ subaditiva e positivamente homogeˆnea isto e´,
I0(u; v1 + v2) ≤ I0(u; v1) + I0(u; v2),
I0(u;λv) = λI0(u; v),
para todo u, v1, v2 ∈ X e λ > 0.
Usando essas condic¸o˜es, segue-se
|I0(u; v1)− I0(u; v2)| ≤ K|v1 − v2|, K = Ku > 0.
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Consequ¨entemente, I0(u; .) e´ cont´ınuo e como tambe´m e´ convexo, podemos considerar sua
subdiferencial em z ∈ X, o qual e´ dada por
∂I0(u; z) = {µ ∈ X∗; I0(u; v) ≥ I0(u; z)+ < µ, v − z >, v ∈ X},
onde X∗ e´ o dual topolo´gico de X e <,> e´ o par de dualidade entre X∗ e X.
Definic¸a˜o 5.3 Definimos o gradiente generalizado de I em u como sendo o conjunto
∂I(u) = {µ ∈ X∗; I0(u; v) ≥< µ, v >, para toda v ∈ X}.
Desde que I0(u; 0) = 0, segue-se que ∂I(u) = ∂I0(u; 0). Ale´m disso, para todo v ∈ X, temos
I0(u; v) = max{< µ, v >;µ ∈ ∂I(u)}
Uma importante propriedade do gradiente generalizado e´ a seguinte: Se u ∈ X enta˜o ∂I(u)
e´ um conjunto convexo, na˜o vazio e fraco∗-compacto. Em particular, existe w ∈ ∂I(u) tal que
m(u) = min{||w||∗;w ∈ ∂I(u)}.
Outras propriedades sobre derivada direcional e gradiente generalizado podem ser vistas em
[21] e [35].
Note que ∂I(u) = {I ′(u)} quando I ∈ C1(X,R).
Definic¸a˜o 5.4 Uma sequ¨eˆncia (un) ⊂ X e´ uma sequ¨eˆncia de Palais-Smale no n´ıvel c ((PS)c),
se
I(un) → c,
m(un) → 0.
Definic¸a˜o 5.5 Um funcional I ∈ Liploc(X,R) satisfaz a condic¸a˜o de Palais-Smale no n´ıvel c,
se toda sequ¨eˆncia (PS)c possui uma subsequ¨eˆncia fortemente convergente.
Na demonstrac¸a˜o do resultado principal deste cap´ıtulo usaremos uma versa˜o do Teorema do
Passo da Montanha para funcionais Liploc, o qual foi demonstrado por Chang em [18], usando
uma variante apropriada do Lema de Deformac¸a˜o, tal resultado tambe´m pode ser encontrado
em [35].
Dizemos que um ponto u0 ∈ X e´ um ponto cr´ıtico de I se 0 ∈ ∂I(u0). Um ponto de mı´nimo
(ma´ximo) local e´ um ponto cr´ıtico.
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Teorema 5.1 Seja I ∈ Liploc(X,R), tal que I(0) = 0 e suponhamos que:
(i) Existem constantes η > 0 e ρ > 0, tais que I(u) > η, para ‖u‖ = ρ, u ∈ X;
(ii) Existe e ∈ X, com ‖e‖ > ρ, tal que I(e) < 0.
Se, ale´m disso, I satisfizer a condic¸a˜o de Palais-Smale no n´ıvel c com c = inf
γ∈Γ
max
t∈[0,1]
I(γ(t))
onde
Γ = {γ ∈ C([0, 1], x), γ(0) = 0 e γ(1) = e}
enta˜o c > 0 e´ um valor cr´ıtico de I.
5.2 Um Resultado de Existeˆncia e Multiplicidade
Nesta sec¸a˜o vamos estudar a existeˆncia e multiplicidade de soluc¸o˜es na˜o-triviais e na˜o-negativas
para a seguinte classe de problemas
−[M(‖u‖p1,p)]p−1∆pu = λH(u− a)uq + h(x)us em Ω,
u = 0 em ∂Ω,
(5.1)
onde Ω e´ um domı´nio limitado do RN , M : R+ → R e´ uma func¸a˜o cont´ınua satisfazendo as
condic¸o˜es:
(H1) Existem m1, t1 > 0 tais que
M(t) ≥ m1 se 0 ≤ t ≤ t1,
(H2) Existem m2, t2 > 0 tais que
M(t) ≤ m2 se t ≥ t2,
(H3) lim
t→∞[M(t
p)]p−1t(p−1)−q = +∞,
(H4) M e´ na˜o-crescente e M(t) > 0 para todo t ≥ 0,
onde 1 < q + 1 < p < s+ 1 < p∗, a > 0 e λ > 0 paraˆmetros reais, h : Ω → (0,∞) uma func¸a˜o
positiva mensura´vel com h ∈ L∞(Ω) e H e´ uma func¸a˜o de Heaviside, isto e´,
H(t) =
 0 se t ≤ 0,1 se t > 0.
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Como foi dito na introduc¸a˜o, problemas com na˜o-linearidade descont´ınuas modelam diversos
problemas que surgem na f´ısica matema´tica. Entre os exemplos t´ıpicos, citamos o modelo
para a condutividade do calor em meios ele´tricos. Este modelo tem uma descontinuidade
em suas leis constitutivas. Na realidade, considerando Ω um domı´nio em meios ele´tricos,
a condutividade te´rmica e ele´trica sera´ denotada por K e σ, respectivamente, x ∈ Ω e t
representara´ a temperatura. Por estarmos trabalhando em meios ele´tricos, a func¸a˜o σ pode
ter descontinuidade em t e a distribuic¸a˜o de temperatura e´ desconhecida. A equac¸a˜o diferencial
que descreve esta distribuic¸a˜o e´
−
n∑
i=1
∂
∂xi
(
K(x, u(x))
∂u(x)
∂xi
)
= σ(x, u(x)).
Note que esta equac¸a˜o esta´ relacionada com um problema de fronteira livre no qual a superf´ıcie
de descontinuidade da condutividade ele´trica e´ desconhecida. Descrevemos esta superf´ıcie como
sendo
Γα(u) = {x ∈ Ω, u(x) = α, σ e´ descont´ınua em α}.
Quando a condutividade te´rmica K e´ constante e a condutividade ele´trica σ tem um u´nico salto
e crescimento sublinear e subcr´ıtico, o modelo se torna
−∆u = λH(u− a)uq + h(x)us em Ω
onde H e´ uma func¸a˜o de Heaviside, 0 < q < 1 < s < 2∗ − 1, λ e´ um paraˆmetro positivo e h e´
uma func¸a˜o mensura´vel definida em Ω.
Observe que, nesse modelo, a superf´ıcie de descontinuidade e´ representada pelo conjunto
Γa(u) = {x ∈ Ω, u(x) = a}.
Utilizando me´todos variacionais aplicados a um funcional dual definido na˜o em H10 (Ω) mas
em L2(Ω), Ambrosetti e Turner [8] obtiveram resultados sobre existeˆncia, multiplicidade e
simetria (quando Ω e´ sime´trico) de soluc¸o˜es para o problema −∆u = H(u− a)ρ(u) em Ω
u = 0 em ∂Ω.
Com argumentos de Bifurcac¸a˜o Global, Ambrosetti, Calahorrano e Dobarro [6] estudaram
equac¸o˜es do tipo
−∆u = H(u− a) em Ω
tanto no caso em que Ω e´ limitado, quanto no caso onde Ω = RN , obtendo soluc¸o˜es do tipo
ground-state.
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Entretanto, a equac¸a˜o
−∆u+ b(x)u = ρ(x)uq em RN
onde o potencial b e´ uma func¸a˜o que pode mudar de sinal e q ∈ (0, 1), foi estudada por
Badiale e Dobarro [13], que usaram minimizac¸a˜o com v´ınculos e princ´ıpios de concentrac¸a˜o
de compacidade para lidar com as sequ¨eˆncias minimizantes no caso ρ ≡ −1 e minimizac¸a˜o e
te´cnica de sub e supersoluc¸o˜es para o caso ρ ≡ 1 .
Para Ω limitado, Badiale [11],[12] estudou a equac¸a˜o
−∆u = λH(u− a) + up−1 em Ω
obtendo resultados de existeˆncia de soluc¸o˜es positivas para valores apropriados de a > 0 quanto
de λ > 0 no caso em que p = 2∗. Em [11] o autor aplica argumentos de minimax a um funcional
dual associado ao problema acima, enquanto que em [12] e´ usado ca´lculo subdiferencial para
funcionais localmente lipschitzianos. Badiale e Tarantello [14] provaram va´rios resultados de
existeˆncia e multiplicidade para equac¸o˜es do tipo acima, usando argumentos variacionais para
funcionais localmente lipschitzianos.
Em 2002 Alves, Bertone e Gonc¸alves [2] empregaram te´cnicas variacionais para estudar
questo˜es sobre existeˆncia, multiplicidade e regularidade de soluc¸o˜es positivas para a equac¸a˜o
−∆u = λh(x)H(u− a)uq + u2∗−1 em RN .
No ano seguinte Alves e Bertone [1] estudaram questo˜es de existeˆncia e multiplicidade para a
equac¸a˜o
−∆pu = H(u− a)up∗−1 + λh(x) em RN .
Nos dois u´ltimos artigos foram utilizados variantes para funcionais localmente lipschitzianos do
Teorema do Passo da Montanha, o Princ´ıpio Variacional de Ekeland e Ca´lculo Subdiferencial
Para o caso de sistema el´ıptico com na˜o-linearidade descont´ınua podemos citar o artigo de
Correˆa e Gonc¸alves [25], que obtiveram resultados de existeˆncia e regularidade de soluc¸o˜es para
o sistema el´ıptico 
−∆u = f(x, u) em Ω
−∆v = δu− γv em Ω
u, v ∈ H10 (Ω).
onde Ω ⊂ RN e´ um domı´nio limitado, f : Ω × R −→ R uma func¸a˜o mensura´vel e δ, γ ≥ 0
sa˜o constantes, usando argumentos de minimizac¸a˜o para uma equac¸a˜o ı´ntegro-diferencial
equivalente ao problema original e Ca´lculo Subdiferencial.
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O problema (5.1) e´ uma variac¸a˜o dos problemas anteriormente citados, mais especificamente
fomos motivados pelo trabalho de Alves e Bertone [2]. Nesta sec¸a˜o usaremos te´cnicas
semelhantes utilizadas pelos autores para provar um resultado de existeˆncia e multiplicidade
para o problema (5.1).
Na˜o conhecemos na literatura nenhum resultado para problemas na˜o-locais com na˜o-
linearidade descont´ınua. Portanto, nosso resultado parece ser novo mesmo para o caso p = 2.
Usaremos te´cnicas variacionais aplicadas ao funcional na˜o-diferencia´vel
Iλ,a(u) =
1
p
M̂(‖u‖p1,p)− λψ(u)−
λ
s+ 1
∫
Ω
h(x)(u+)s+1
onde
M̂(t) =
∫ t
0
[M(s)]p−1ds
ψ(u) =
∫
Ω
F (u)
com F (u) =
∫ u
0
f(t)dt, f(t) = H(t− a)(t+)q com t+ = max{0, t}.
Como uma soluc¸a˜o do problema (5.1) entendemos uma func¸a˜o u ∈W 1,p0 (Ω) satisfazendo
−[M(‖u‖p1,p)]p−1∆pu(x)− h(x)u(x)s ∈ λf̂(u(x)) q.s. em Ω (5.2)
sendo f̂ a func¸a˜o multivalente
f̂(s) =
 [f−(a), f+(a)] se s = a,{f(s)} se s 6= a,
com f(t) = H(t− a)(t+)q na˜o-decrescente, f+(t) = lim
δ→0+
f(t+ δ) e f−(t) = lim
δ→0+
f(t− δ).
Observac¸a˜o 5.1 Considere o conjunto de n´ıveis
Γa(u) = {x ∈ Ω;u(x) = a}.
Note que, se |Γa(u)| = 0, enta˜o u satisfaz
−[M(‖u‖p1,p)]p−1∆pu(x) = λH(u(x)− a)u(x)q + h(x)u(x) q.s. em Ω. (5.3)
Claramente uma soluc¸a˜o do tipo (5.3) e´ tambe´m uma soluc¸a˜o do tipo (5.2).
Enunciaremos agora o principal resultado deste cap´ıtulo.
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Teorema 5.2 Suponhamos que M satisfac¸a as condic¸o˜es (H1) − (H4) e h ∈ L∞(Ω). Enta˜o
existem λ∗ > 0 e a∗ > 0 tais que para λ ∈ (0, λ∗) e a ∈ (0, a∗) o problema (5.1) possui duas
soluc¸o˜es na˜o-triviais e na˜o-negativas u1 e u2 satisfazendo:
(i) |Γa(ui)| = 0, i = 1, 2,
(ii) Iλ,a(u2) < 0 < Iλ,a(u1),
(iii) |{x ∈ Ω;ui(x) > a}| > 0, i = 1, 2.
Para demonstrarmos o Teorema 5.2 precisaremos de alguns lemas que veremos a seguir.
Lema 5.1 Existe λ∗ > 0 tal que o funcional Iλ,a satisfaz a geometria do Teorema do Passo da
Montanha, para todo a > 0.
Demonstrac¸a˜o : Recordemos que
Iλ,a(u) =
1
p
M̂(‖u‖p1,p)− λψ(u)−
1
s+ 1
∫
Ω
h(x)(u+)s+1
onde M̂(t) =
∫ t
0
[M(s)]p−1ds, ψ(u) =
∫
Ω
F (u), F (u) =
∫ u
0
f(t)dt com f(t) = H(t− a)(t+)q.
(i) Considere u ∈W 1,p0 (Ω) tal que 0 < ‖u‖1,p = ρ < t1 enta˜o por (H1),
Iλ,a(u) ≥ m
p−1
1
p
‖u‖p1,p − λ
∫
Ω
F (u)− 1
s+ 1
∫
Ω
h(x)(u+)s+1
=
mp−11
p
‖u‖p1,p − λ
∫
Ω
∫ u
0
H(t− a)(t+)qdtdx− 1
s+ 1
∫
Ω
h(x)(u+)s+1
Observando que H ≤ 1 e u+ ≤ |u| temos
Iλ,a(u) ≥ m
p−1
1
p
‖u‖p1,p − λ
∫
Ω
∫ u
0
(t+)qdtdx− 1
s+ 1
∫
Ω
h(x)(u+)s+1
≥ m
p−1
1
p
‖u‖p1,p −
λ
q + 1
∫
Ω
|u|q+1 − 1
s+ 1
∫
Ω
h(x)|u|s+1
=
mp−11
p
‖u‖p1,p −
λ
q + 1
|u|q+1 − 1
s+ 1
∫
Ω
h(x)|u|s+1.
Das imerso˜es de Sobolev e do fato que h ∈ L∞(Ω)
Iλ,a(u) ≥ m
p−1
1
p
‖u‖p1,p −
C1λ
q + 1
‖u‖q+11,p − C2‖u‖s+11,p .
Como 0 < ‖u‖1,p = p < t1,
Iλ,a(u) ≥ m
p−1
1
p
ρp − C1λ
q + 1
ρq+1 − C2ρs+1.
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Escolhamos ρ > 0 de modo que
mp−11
p
ρp − C2ρs+1 ≥ m
p−1
1
2p
ρp.
Assim,
Iλ,a(u) ≥ m
p−1
1
2p
ρp − C1λ
q + 1
ρq+1
= ρp
(
mp−11
2p
− C1λ
q + 1
ρ(q+1)−p
)
.
Notemos que
mp−11
2p
− C1λ
q + 1
ρ(q+1)−p > 0 ⇐⇒ C1λ
q + 1
ρ(q+1)−p <
mp−11
2p
⇐⇒ 0 < λ < m
p−1
1 (q + 1)
2pC1ρ(q+1)−p
.
Escolhendo λ∗ =
mp−11 (q + 1)
4pC1ρ(q+1)−p
, para λ ∈ (0, λ∗) temos
Iλ,a(u) ≥ m
p−1
1
2p
ρp = η > 0.
Portanto,
Iλ,a(u) ≥ η > 0, para 0 < ‖u‖1,p = ρ.
(ii) Considere ϕ ∈ C∞0 (Ω), ϕ > 0. Assim, para t > 0 com ‖tϕ‖p1,p > t2, segue de (H2),
Iλ,a(tϕ) ≤ 1
p
∫ t2
0
[M(s)]p−1ds+
1
p
∫ ‖tϕ‖p1,p
t2
[M(s)]p−1ds− λ
∫
Ω
F (tϕ)
− 1
s+ 1
∫
Ω
h(x)(u+)s+1
Iλ,a(tϕ) ≤ 1
p
∫ t2
0
[M(s)]p−1ds+
1
p
mp−12 t
p‖ϕ‖p1,p − λ
∫
Ω
∫ tϕ
0
H(s− a)(s+)qdsdx
− 1
s+ 1
∫
Ω
h(x)(u+)s+1.
Desde que H ≥ 0, segue-se
Iλ,a(tϕ) ≤ 1
p
mp−12 t
p‖ϕ‖p1,p −
1
s+ 1
∫
Ω
h(x)(u+)s+1 + C˜
e como 1 < q + 1 < p < s+ 1, teremos
Iλ,a(tϕ)→ −∞ quando t→ +∞.
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Assim, existe e = t0ϕ tal que
Iλ,a(e) < 0, com e ∈ Bcδ(0).
Observac¸a˜o 5.2 Usando o Lema 5.1 podemos concluir do Teorema do Passo da Montanha
para funcionais Liploc que existe (un) ⊂W 1,p0 (Ω) tal que
Iλ,a(un) → c,
m(un) → 0.
Lema 5.2 Se u ∈W 1,p0 (Ω) e ω ∈ ∂ψ(u) enta˜o
ω(x) ∈ [f−(u(x)), f+(u(x))] q.s. em Ω.
Demonstrac¸a˜o : Recorde que o gradiente generalizado de ψ em u e´ dado por
∂ψ(u) = {µ ∈ (W 1,p0 (Ω))∗;ψ0(u, v) ≥< µ, v >, para toda v ∈ W 1,p0 (Ω)}
onde
ψ0(u, v) = lim sup
h→0,δ→0+
ψ(u+ h+ δv)− ψ(u+ h)
δ
.
Note tambe´m que
0 ≤ f−(u(x)) ≤ f+(u(x)) ≤ (u+)q q.s. em Ω.
Seja v ∈ C∞0 (Ω), µn → 0 em W 1,p0 (Ω) e δn → 0+ tal que
ψ0(u, v) = lim sup
n→∞
ψ(u+ µn + δnv)− ψ(u+ µn)
δn
.
Assim
ψ0(u, v) = lim sup
n→∞
(∫
{v>0}
Gn(v(x)) +
∫
{v<0}
Gn(v(x))
)
(5.4)
com
Gn(v(x)) =
1
δn
(
F (u(x) + µn + δnv(x))− F (u(x) + µn)
)
.
Desde que µn → 0 em W 1,p0 (Ω), a menos de subsequ¨eˆncia, temos
µn(x)→ 0 q.s. em Ω
e ale´m disso, para cada x tal que v(x) > 0, do Teorema do Valor Me´dio
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lim sup
n→∞
Gn(v(x)) ≤ f+(u(x))v(x) q.s. em Ω.
Observemos que,
|Gn(v(x))| =
∣∣∣∣ 1δn
[
F (u(x) + µn(x) + δnv(x))− F (u(x) + µn(x))
]∣∣∣∣
=
∣∣∣∣ 1δn
∫ u(x)+µn(x)+δnv(x)
0
H(t− a)(t+)qdt− 1
δn
∫ u(x)+µn(x)
0
H(t− a)(t+)qdt
∣∣∣∣
=
1
δn
∣∣∣∣ ∫ u(x)+µn(x)+δnv(x)
u(x)+µn(x)
H(t− a)(t+)qdt
∣∣∣∣.
Como H ≤ 1, segue-se
|Gn(v(x))| ≤ 1
δn
∫ u(x)+µn(x)+δnv(x)
u(x)+µn(x)
(t+)qdt
≤ 1
q + 1
[u(x) + µn(x) + δnv(x)]q+1 − [u(x) + µn(x)]q+1
δn
Usando o Teorema do Valor Me´dio, dado 0 < |δn| < 1, existe θn ∈ (0, 1), tal que
|Gn(v(x))| ≤ |u(x)|q|v(x)|+ |µn(x)|q|v(x)|+ |v(x)|q+1
e desde que µn → 0 em W 1,p0 (Ω), a menos de subsequ¨eˆncia, existe g ∈ Lq(Ω) tal que
|µn(x)| ≤ g(x) q.s. em Ω.
Assim,
|Gn(v(x))| ≤ |u(x)|q|v(x)|+ |g(x)|q|v(x)|+ |v(x)|q+1 ∈ L1(Ω).
Como
lim supGn(v(x)) ≤ f+(u(x))v(x) q.s. em Ω,
segue do Lema de Fatou
lim sup
∫
{v>0}
Gn(v(x)) ≤
∫
{v>0}
f+(u(x))v(x).
Analogamente, temos que
lim sup
∫
{v<0}
Gn(v(x)) ≤
∫
{v<0}
f−(u(x))v(x)
Das desigualdades acima e por densidade temos que a seguinte desigualdade
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ψ0(u, v) ≤
∫
{v<0}
f−(u(x))v(x) +
∫
{v>0}
f+(u(x))v(x) (5.5)
e´ va´lida para as func¸o˜es de Lp(Ω) e W 1,p0 (Ω).
Seja ω ∈ ∂ψ(u) ⊂ (Lp(Ω))∗ ⊂ (W 1,p0 (Ω)) e suponhamos, por contradic¸a˜o, que exista A ⊂ Ω
com |A| > 0, tal que
ω(x) < f−(u(x)) em A.
Assim, ∫
A
ω(x) <
∫
A
f−(u(x)). (5.6)
Note que
−
∫
A
ω(x) =
∫
Ω
ω(x)(−χA)
onde χA e´ a func¸a˜o caracter´ıstica de A e −χA ∈ Lp(Ω).
Pelo Teorema de Representac¸a˜o de Riez, temos
< ω,−χA >=
∫
Ω
ω(−χA).
Como ω ∈ ∂ψ(u), segue-se
< ω,−χA >≤ ψ0(u,−χA).
Por (5.5), temos∫
Ω
ω(x)(−χA) =< ω,−χA >≤ ψ0(u,−χA) ≤
∫
v<0
f−(u(x))v = −
∫
A
f−(u(x))
onde v = −χA.
Portanto,
−
∫
A
ω(x) ≤ −
∫
A
f−(u(x)),
isto e´, ∫
A
f(u(x)−) ≤
∫
A
ω(x),
o que contradiz (5.6).
Logo,
f−(u(x)) ≤ ω(x) q.s. em Ω.
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De maneira ana´loga mostra-se que
ω(x) ≤ f+(u(x)) q.s. em Ω.
Assim, se u ∈W 1,p0 (Ω) e ω ∈ ∂ψ(u), enta˜o
ω(x) ∈ [f−(u(x)), f+(u(x))] q.s. em Ω.
Lema 5.3 O funcional Iλ,a satisfaz a condic¸a˜o de Palais-Smale no n´ıvel c.
Demonstrac¸a˜o : Seja (un) ⊂W 1,p0 (Ω) satisfazendo
Iλ,a(un) → c,
m(un) → 0.
Considere
Iλ,a(u) = φ(u)− λψ(u)− J(u)
onde φ(u) =
1
p
M̂(‖u‖p1,p), ψ(u) =
∫
Ω
F (u) e J(u) =
1
s+ 1
∫
Ω
h(x)(u+)s+1.
Seja (ωn) ⊂ (W 1,p0 (Ω))∗ tal que m(un) = ‖ωn‖∗ e
ωn = φ′(u)− λρn − J ′(u) (5.7)
com (ρn) ⊂ ∂ψ(un).
Provaremos que (un) ⊂W 1,p0 (Ω) e´ limitada.
De (5.7),
ωn + λρn = φ′(un)− J ′(un)
e assim,
< ωn + λρn, un >= [M(‖un‖p1,p)]p−1‖un‖p1,p −
∫
Ω
h(x)(u+n )
sun.
Logo,
Iλ,a(un)− 1
s+ 1
< ωn + λρn, un > =
1
p
M̂(‖un‖p1,p)−λ
∫
Ω
F (un)− 1
s+ 1
∫
Ω
h(x)(u+n )
s+1
− 1
s+ 1
[M(‖un‖p1,p)]p−1‖un‖p1,p+
1
s+ 1
∫
Ω
h(x)(u+n )
sun.
Sabendo que un = u+n − u−n
1
s+ 1
∫
Ω
h(x)(u+n )
sun =
1
s+ 1
∫
Ω
h(x)(u+n )
s(u+n − u−n )
=
1
s+ 1
∫
Ω
h(x)(u+n )
su+n −
1
s+ 1
∫
Ω
h(x)(u+n )
su−n
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isto e´,
1
s+ 1
∫
Ω
h(x)(u+n )
sun =
1
s+ 1
∫
Ω
h(x)(u+n )
s+1,
implicando
Iλ,a(un)− 1
s+ 1
< ωn + λρn, un > =
1
p
M̂(‖un‖p1,p)− λ
∫
Ω
F (un)
− 1
s+ 1
∫
Ω
h(x)(u+n )
s+1
− 1
s+ 1
[M(‖un‖p1,p)]p−1‖un‖p1,p
+
1
s+ 1
∫
Ω
h(x)(u+n )
s+1.
De onde segue
Iλ,a(un)− 1
s+ 1
< ωn + λρn, un > =
1
p
M̂(‖un‖p1,p)−
1
s+ 1
[M(‖un‖p1,p)]p−1‖un‖p1,p
− λ
∫
Ω
F (un). (5.8)
Desde que (un) e´ uma sequ¨eˆncia (PS)c existe C2 > 0 verificando
|Iλ,a(un)| ≤ C2, para todo n ∈ N
e como
1
s+ 1
[− < ωn, un >] ≤ 1
s+ 1
| < ωn, un > | ≤ 1
s+ 1
‖ωn‖∗‖un‖1,p ≤ C3‖un‖1,p
obtemos
Iλ,a(un)− 1
s+ 1
< ωn + λρn, un > ≤ C2 + 1
s+ 1
[− < ωn + λρn, un >]
≤ C2 + 1
s+ 1
|< ωn + λρn, un >|
≤ C2 + 1
s+ 1
|< ωn, un >|+ 1
s+ 1
| < λρn, un >|
≤ C2 + C3‖un‖1,p + λ
s+ 1
|< ρn, un >|.
Como (ρn) ⊂ ∂ψ(un)
< ρn, v >≤ ψ0(un, v) para todo v ∈W 1,p0 (Ω).
Assim, da desigualdade (5.5) com v = un temos
< ρn, un >≤ ψ0(un;un) ≤
∫
un<0
f−(un)un +
∫
un>0
f+(un)un
≤
∫
un<0
(u+n )
qun +
∫
un>0
(u+n )
qun
≤
∫
un<0
(u+n )
q(u+n − u−n ) +
∫
un>0
(u+n )
q(u+n − u−n )
≤
∫
un>0
|un|q+1 ≤
∫
Ω
|un|q+1.
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Das imerso˜es de Sobolev
| < ρn, un > | ≤
∫
Ω
|un|q+1 ≤ C4‖un‖q+11,p .
Dessa forma,
Iλ,a(un)− 1
s+ 1
< ωn + λρn, un >≤ C2 + C3‖un‖1,p + C5‖un‖q+11,p . (5.9)
Logo, de (5.8) e (5.9) , segue-se
C2 + C3‖un‖1,p + C5‖un‖q+11,p ≥
1
p
M̂(‖un‖p1,p)−
1
s+ 1
[M(‖un‖p1,p)]p−1‖un‖p1,p
− λ
∫
Ω
∫ un
0
H(t− a)(t+)qdtdx.
Portanto,
1
p
M̂(‖un‖p1,p)−
1
s+ 1
[M(‖un‖p1,p)]p−1‖un‖p1,p ≤ C2 + C3‖un‖1,p + C5‖un‖q+11,p
+ λ
∫
Ω
∫ un
0
H(t− a)(t+)qdtdx
≤ C2 + C3‖un‖1,p + C5‖un‖q+11,p
+ λ
∫
Ω
∫ un
0
(t+)qdtdx
devido H ≤ 1.
Usando as imerso˜es de Sobolev, temos
1
p
M̂(‖un‖p1,p)−
1
s+ 1
[M(‖un‖p1,p)]p−1‖un‖p1,p ≤ C2 + C3‖un‖1,p + C5‖un‖q+11,p
+ λC6‖un‖q+11,p .
Sendo
1
p
M̂(‖un‖p1,p) =
1
p
∫ ‖un‖p1,p
0
[M(s)]p−1ds,
segue-se
1
p
∫ ‖un‖p1,p
0
[M(s)]p−1ds− 1
s+ 1
[M(‖un‖p1,p)]p−1‖un‖p1,p ≤ C2 +C3‖un‖1,p
+ C7‖un‖q+11,p . (5.10)
Da continuidade de Mp−1 em [0, ‖un‖p1,p], pelo Teorema do Valor Me´dio para as Integrais,
existe 0 < ξn < ‖un‖p1,p tal que
1
p
∫ ‖un‖p1,p
0
[M(s)]p−1ds = [M(ξn)]p−1‖un‖p1,p.
Desde que M e´ na˜o-crescente
[M(ξn)]p−1 ≥ [M(‖un‖p1,p)]p−1. (5.11)
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De (5.10) e (5.11),
1
p
[M(‖un‖p1,p)]p−1‖un‖p1,p −
1
s+ 1
[M(‖un‖p1,p)]p−1‖un‖p1,p ≤!C2 + C3‖un‖1,p + C7‖un‖q+11,p ,
de onde segue(
1
p
− 1
s+ 1
)
[M(‖un‖p1,p)]p−1‖un‖p1,p ≤ C2 +C3‖un‖1,p +C7‖un‖q+11,p ,
implicando em(
1
p
− 1
s+ 1
)
[M(‖un‖p1,p)]p−1‖un‖(p−1)−q1,p ≤
C2
‖un‖q+11,p
+
C3
‖un‖q1,p
+ C7.
Por (H3), segue que (un) e´ limitada logo, a menos de subsequ¨eˆncia, existe (u1) ∈ W 1,p0 (Ω) tal
que
‖un‖p1,p → ϑp,
un ⇀ u1 em W
1,p
0 (Ω),
un → u1 em Lα(Ω), 1 ≤ α < p∗,
un(x) → u1(x) q.s. m Ω.
De (5.7), (ρn) e´ limitada em (W
1,p
0 (Ω))
∗ logo, existe ρ0 ∈ (W 1,p0 (Ω))∗ onde
ρn ⇀ ρ0 em (W
1,p
0 (Ω))
∗,
ρn(x) → ρ0(x) q.s. em Ω.
Pelo Lema 5.2 , desde que ρn ∈ ∂ψ(un), temos
ρn(x) ∈ [f−(un(x)), f+(un(x))] q.s. em Ω.
Consequ¨entemente,
ρ0(x) ∈ [f−(u1(x)), f+(u1(x))] q.s. em Ω.
Note que podemos considerar un ≥ 0. De fato, sendo (un) limitada, a sequ¨eˆncia (u−n ) e´
tambe´m limitada.
Por (5.7),
< wn, u
−
n >= φ
′(un)un − λ < ρ, u−n > −J ′(un)u−n
e como
J ′(un)u−n =
∫
Ω
h(x)(u+n )
su−n = 0
segue-se
< wn, u
−
n >= φ
′(un)un − λ < ρ, u−n > .
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De (5.5),
< ρn, u
−
n >≤ ψ0(un;u−n ) ≤
∫
u−n<0
f−(un(x))u−n +
∫
u−n>0
f+(un(x))u−n .
Como u−n ≥ 0, ∫
u−n<0
f−(un(x))u−n = 0
e desde que
f+(un(x))u−n = lim
δ→0+
f(ux − δ)u−n
= lim
δ→0+
H(un(x) + δ − a)(u+n )qu−n = 0
tem-se
< ρn, u
−
n ≤ 0,
sendo λ > 0
−λ < ρn, u−n >≥ 0.
Assim,
< wn, u
−
n >≥ φ′(un)un,
implicando em
|φ′(un)un| ≤ | < wn, u−n > | ≤ ||wn||∗‖u−n ‖ → 0
pois, ||wn||∗ → 0 e (u−n ) e´ limitada.
Dessa forma,
|φ′(un)un| → 0,
isto e´,
|[M(‖un‖p1,p)]p−1‖u−n ‖p1,p| → 0
e desde que M(‖un‖p1,p) ≥ K para n suficientemente grande, segue-se
‖u−n ‖p1,p → 0,
o que implica em
‖u−n ‖1,p → 0.
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Portanto, podemos considerar
un = u+n + on(1)
de onde segue que
‖un‖p1,p = ‖u+n ‖p1,p + on(1).
Da continuidade de M̂ ,
M̂(‖un‖p1,p) = M̂(‖u+n ‖p1,p) + on.
Queremos mostrar que
Iλ,a(un) = Iλ,a(u+n ) + on(1),
m(un) = m(u+n ) + on(1).
De fato, como
Iλ,a(un) =
1
p
M̂(‖un‖p1,p)− λψ(un)−
1
p
∫
Ω
h(x)(u+n )
s+1,
Iλ,a(u+n ) =
1
p
M̂(‖u+n ‖p1,p)− λψ(u+n )−
1
p
∫
Ω
h(x)(u+n )
s+1,
e desde que
H(t− a) =
 0 se t ≤ a,1 se t > a,
segue-se
ψ(un) =
∫
Ω
∫ un
0
H(t− a)(t+)qdtdx
=
∫
Ω
∫ a
0
H(t− a)(t+)qdtdx+
∫
Ω
∫ un
a
H(t− a)(t+)qdtdx
=
∫
Ω
∫ un
a
(t+)qdtdx =
1
q + 1
∫
Ω
[(u+n )
q+1 − aq+1]
e
ψ(u+n ) =
∫
Ω
∫ u+n
0
H(t− a)(t+)qdtdx
=
∫
Ω
∫ a
0
H(t− a)(t+)qdtdx+
∫
Ω
∫ u+n
a
H(t− a)(t+)qdtdx
=
∫
Ω
∫ u+n
a
(t+)qdtdx
=
1
q + 1
∫
Ω
[(u+n )
q+1 − aq+1].
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Portanto,
Iλ,a(un) = Iλ,a(u+n ) + on(1). (5.12)
Ale´m disso, desde que
m(un) = ‖ωn‖∗; ωn ∈ ∂Iλ,a(un),
m(u+n ) = ‖ωn‖∗; ωn ∈ ∂Iλ,a(u+n ),
tem-se, para toda v ∈W 1,p0 (Ω)
< ωn, v > ≤ I0λ,a(un; v) = lim sup
h→0,δ→0+
Iλ,a(un + h+ δv)− Iλ,a(un + h)
δ
,
< ωn, v > ≤ I0λ,a(u+n ; v) = lim sup
h→0,δ→0+
Iλ,a(u+n + h+ δv)− Iλ,a(u+n + h)
δ
e por (5.12), I0λ,a(un; v) = I
0
λ,a(u
+
n ; v) + o(n), implicando em
m(un) = m(u+n ) + on(1). (5.13)
De (5.12) e (5.13) segue-se que (u+n ) e´ uma sequ¨eˆncia Palais-Smale e assim, qualquer
sequ¨eˆncia Palais-Smale pode ser considerada uma sequ¨eˆncia na˜o-negativa. Logo, un ≥ 0 e
consequ¨entemente u1 ≥ 0.
Provaremos agora que
un → u1 em W 1,p0 (Ω).
Da continuidade de M e de ‖un‖p → ϑp, segue-se
M(‖un‖p1,p)→M(ϑp)
e desde que M(ϑp) > 0, existe K > 0 tal que
M(‖un‖p1,p) ≥ K > 0 para n suficientemente grande.
Usando a desigualdade (4.10), temos
Kp−1Cp
∫
Ω
|∇un−∇u1|p ≤ [M(‖un‖p)]p−1
∫
Ω
< |∇un|p−2∇un − |∇u1|p−2∇u1,∇un −∇u1>,
assim,
Kp−1Cp
∫
Ω
|∇un−∇u1|p ≤ [M(‖un‖p1,p)]p−1‖un‖p1,p−[M(‖un‖p1,p)]p−1
∫
Ω
|∇un|p−2∇un∇u1
− [M(‖un‖p1,p)]p−1
∫
Ω
|∇u1|p−2∇u1∇un
+ [M(‖un‖p1,p)]p−1‖u1‖p1,p.
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Note que
[M(‖un‖p1,p)]p−1‖u1‖p1,p − [M(‖un‖p1,p)]p−1
∫
Ω
|∇u1|p−2∇u1∇un = on(1).
Assim,
Kp−1Cp
∫
Ω
|∇un−∇u1|p ≤ [M(‖un‖p1,p)]p−1‖un‖p1,p−[M(‖un‖p1,p)]p−1
∫
Ω
|∇un|p−2∇un∇u1
+ On(1).
Observando que ∫
Ω
h(x)us+1n →
∫
Ω
h(x)us+11∫
Ω
h(x)usnu1 →
∫
Ω
h(x)us+11
e
| < ρn, u1 > − < ρn, un > | = | < ρn, un > − < ρn, u1 > |
= | < ρn, un − u1 > |
≤ ‖ρn‖∗|un − u1|p → 0,
pois, (ρn) e´ limitada em (W
1,p
0 (Ω))
∗ e un → u1 em Lα(Ω), 1 ≤ α < p∗.
Assim,
λ(< ρn, u1 > − < ρn, un >) = on(1).
Logo,
Kp−1Cp
∫
Ω
|∇un −∇u1|p ≤ [M(‖un‖p1,p)]p−1‖un‖p1,p−[M(‖un‖p1,p)]p−1
∫
Ω
|∇un|p−2∇un∇u1
−
∫
Ω
h(x)us+1n +
∫
Ω
h(x)usnu1 − λ < ρn, un > +λ < ρn, u1 >
+ on(1)
= < ωn, un > − < ωn, u1 >
= on(1).
Portanto,
un → u1 em W 1,p0 (Ω).
Assim, Iλ,a satisfaz a condic¸a˜o (P.S)c.
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5.3 Prova do Teorema 5.2
Demonstrac¸a˜o :
Primeira Soluc¸a˜o :(Teorema do Passo da Montanha) Usando o Lemas 5.1 e 5.3 segue do
Teorema do Passo da Montanha para funcionais Liploc que u1 e´ ponto cr´ıtico de Iλ,a no n´ıvel
c, isto e´,
Iλ,a(u1) = c > 0 (5.14)
implicando que u1 6≡ 0.
De (5.7),
λρn = φ′(un)− J ′(un)− ωn,
e assim, para toda ϕ ∈W 1,p0 (Ω)
λ < ρn, ϕ >= φ′(un)ϕ− J ′(un)ϕ− < ωn, ϕ > . (5.15)
Desde que (ρn) ⊂ ∂ψ(un) enta˜o, (ρn) ⊂ (Lp(Ω))∗ ⊂ (W 1,p0 (Ω))∗, pelo Teorema de
Representac¸a˜o de Riesz
< ρn, v >=
∫
Ω
ρnv para toda v ∈ Lp(Ω),
em particular,
< ρn, v >=
∫
Ω
ρnv para toda v ∈W 1,p0 (Ω).
Logo, (5.15) torna-se
λ
∫
Ω
ρnϕ = φ′(un)ϕ− J ′(un)ϕ− < ωn, ϕ > . (5.16)
Note que, sendo ρn limitada em (W
1,p
0 (Ω))
∗, segue que a mesma e´ limitada em (Lp(Ω))∗
assim, a menos de subsequ¨eˆncia, existe ρ0 ∈ (Lp(Ω))∗ tal que
ρn
∗
⇀ ρ0 em (Lp(Ω))∗,
ou seja,
< ρn, v >→< ρ0, v > para toda v ∈ Lp(Ω).
Usando novamente o Teorema de Representac¸a˜o de Riesz∫
Ω
ρnv →
∫
Ω
ρ0v para toda v ∈ Lp(Ω),
em particular ∫
Ω
ρnv →
∫
Ω
ρ0v para toda v ∈W 1,p0 (Ω).
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Passando ao limite com n → ∞ em (5.16), usando o fato que un → u1 em W 1,p0 (Ω) e que
‖ωn‖∗ → 0 segue-se∫
Ω
ρ0ϕ = φ′(u1)ϕ− J ′(u1)ϕ para toda ϕ ∈W 1,p0 (Ω),
ou seja, para toda ϕ ∈W 1,p0 (Ω)
[M(‖u1‖p1,p)]p−1
∫
Ω
|∇u1|p−2∇u1∇ϕ−
∫
Ω
h(x)us1 =
∫
Ω
ρ0ϕ, (5.17)
de onde segue que
−[M(‖u1‖p1,p)]p−1∆pu1 = J1(u1) + J2 ⊂ (W 1,p0 (Ω))∗,
onde,
J1(u1) :W
1,p
0 (Ω) −→ R
ϕ 7−→ J1(u1)(ϕ) =
∫
Ω
h(x)us1ϕ
e
J2 :W
1,p
0 (Ω) −→ R
ϕ 7−→ J2(ϕ) =
∫
Ω
ρ0ϕ.
Note que J1(u1), J2 ∈ (Lp(Ω))∗ ⊂ (W 1,p0 (Ω))∗. Dessa forma pelo Teorema de Representac¸a˜o
de Riez J1(u1), J2 ∈ Lp(Ω) e assim,
−[M(‖u1‖p1,p)]p−1∆pu1 ∈ Lp(Ω).
De (5.17),
−[M(‖u1‖p1,p)]p−1∆pu1(x)− h(x)u1(x) = λρ0(x) q.s. em Ω,
implicando em
−[M(‖u1‖p1,p)]p−1∆pu1(x)− h(x)u1(x) ∈ λ[f−(u1(x)), f+(u2(x))] q.s. em Ω.
Prova de i) : Vamos mostrar que |Γa(u1)| = 0, onde Γa(u1) = {x ∈ Ω;u1(x) = a}.
Suponhamos, por contradic¸a˜o, que |Γa(u1)| > 0. Do Teorema de Morrey-Stampacchia ([46])
−∆pu1(x) = 0 q.s. em Γ.
Logo,
−[M(‖u1‖p1,p)]p−1∆pu1(x) = 0 q.s. em Γ. (5.18)
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Como u1 e´ ponto cr´ıtico, segue-se
−[M(‖u1‖p1,p)]p−1∆pu1(x)− λh(x)us1(x) ∈ λ[f−(u1(x)), f+(u1(x))] q.s. em Ω.
De (5.18), obtemos
−λh(x)us1(x) ∈ λ[f−(u1(x)), f+(u1(x))] q.s. em Ω.
Desde que
0 ≤ H(u1 − a)(u+1 )q ≤ (u+1 )q,
segue da definic¸a˜o de f−(u1(x)), f+(u1(x)) e do fato que u1 ≥ 0
0 ≤ f−(u1(x)) ≤ f+(u1(x)) ≤ (u1)q.
Assim,
−λh(x)us1(x) ∈ [0, λaq]
o que e´ um absurdo. Portanto |Γa(u1)| = 0.
Dessa forma,
−[M(‖u1‖p1,p)]p−1∆pu1(x)− h(x)u1(x) ∈ λf̂(u1(x)) q.s. em Ω.
Provando que u1 e´ uma soluc¸a˜o do problema (5.1)
Segunda Soluc¸a˜o :(Princ´ıpio Variacional de Ekeland) Pelo Lema 5.1, obtemos
Iλ,a(u) ≥ η > 0, para 0 < ‖u‖1,p = ρ
assim, Iλ,a(u) e´ limitada inferiormente em Bρ e portanto, existe inf
Bρ(0)
Iλ,a(u).
Afirmac¸a˜o 5.1 Existe a∗ > 0 tal que para a ∈ (0, a∗) tem-se inf
Bρ(0)
Iλ,a(u) < 0.
De fato, definamos a func¸a˜o auxiliar
ϕτ (x) =

τa |x| ≤ 12 ,
2τa(1− |x|) 12 ≤ |x| ≤ 1,
0 |x| ≥ 1.
onde τ > (q + 2)1/q+1.
Observemos que ϕτ ∈W 1,p0 (Ω) e ale´m disso,
‖ϕτ‖p1,p =
∫
Ω
|∇ϕτ |p =
∫
{|x|≤1}
|∇ϕτ |p = (2τa)p
∫
{|x|≤1}
|∇(|x|)|p
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.Fazendo a mudanc¸a de varia´vel
x = wr,w ∈ SN−1 ⇒ dx = rN−1ds(w)dr,
temos |x| = r. Logo ∂r
∂xi
=
x1
r
, implicando em |∇r| = 1. Dessa forma,
‖ϕτ‖p1,p = (2τa)p
∫
{ 12≤|x|≤1}
|∇(|x|)|p
≤ (2τa)p
∫
{|x|≤1}
|∇(|x|)|p
= (2τa)p
∫ 1
0
∫
SN−1
|∇r|pds(w)dr
= (2τa)p
∫ 1
0
∫
SN−1
rN−1ds(w)dr
= (2τa)pωNds
∫ 1
0
rN−1dr
= (2τa)pωN
1
N
= (2τa)pαN .
onde ωN e´ a a´rea da esfera unita´ria e αN e´ o volume da bola unita´ria.
Se a <
p
√
ρ
2τ p
√
αN
= a1, onde ρ e´ dado pela geometria do Teorema do Passo da Montanha,
temos ϕτ ∈ Bρ.
Por outro lado,∫
Ω
∫ ϕτ
0
H(t− a)(t+)qdtdx ≥
∫
{|x|≤ 12}
∫ ϕτ
0
H(t− a)(t+)qdtdx
=
∫
{|x|≤ 12}
∫ a
0
H(t− a)(t+)qdtdx
+
∫
{|x|≤ 12}
∫ ϕτ
a
H(t− a)(t+)qdtdx
=
∫
{|x|≤ 12}
∫ ϕτ
a
(t+)qdtdx
=
∫
{|x|≤ 12}
∫ τa
a
(t+)qdtdx
=
aq+1(τ q+1 − 1)
q + 1
∫
{|x|≤ 12}
dx,
ou seja, ∫
Ω
∫ ϕτ
0
H(t− a)(t+)qdtdx ≥ a
q+1(τ q+1 − 1)
q + 1
C1.
Assim,
Iλ,a(ϕτ ) =
1
p
M̂(‖ϕτ‖p1,p)− λ
∫
Ω
∫ ϕτ
0
H(t− a)(t+)qdtdx− t
s+1
s+ 1
∫
Ω
h(x)(ϕ+τ )
q+1.
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Desde que
ts+1
s+ 1
∫
Ω
h(x)(ϕ+τ )
q+1 ≥ 0,
segue-se
Iλ,a(ϕτ ) ≤ 1
p
M̂(‖ϕτ‖p1,p)−
λC1a
q+1(τ q+1 − 1)
q + 1
.
Sendo M cont´ınua em [0, ‖ϕτ‖p1,p],
Iλ,a(ϕτ ) ≤ C2
p
‖ϕτ‖p1,p −
λC1a
q+1(τ q+1 − 1)
q + 1
≤ C2
p
2papτpαN − λC1a
q+1(τ q+1 − 1)
q + 1
= aq+1
(
C22pap−(q+1)τpαN
p
− λC1(τ
q+1 − 1)
q + 1
)
.
Note que
C22pap−(q+1)τpαN
p
− λC1(τ
q+1 − 1)
q + 1
≤ 0 ⇐⇒ C22
pap−(q+1)τpαN
p
≤ λC1(τ
q+1 − 1)
q + 1
⇐⇒ ap−(q+1) ≤ λC1(τ
q+1 − 1)p
C22p(q + 1)αNτp
.
Fazendo a2 =
1
2
λC1(τ q+1 − 1)p
C22p(q + 1)αNτp
e tomando a∗ = a∗(λ) = min{a1, a2} segue-se
inf
Bρ
Iλ,u < 0, para a ∈ (0, a∗).
Demonstrando a afirmac¸a˜o.
Pelo Princ´ıpio Variacional de Ekeland, existe u ∈ Bρ tal que
Iλ,a(u) < inf
Bρ(0)
Iλ,a(u) +  (5.19)
e
Iλ,a(u) < Iλ,a(u) + ‖u− u‖1,p, para todo u ∈W 1,p0 (Ω), com u 6= u. (5.20)
Consideremos  > 0 de modo que
0 <  < inf
∂Bρ
Iλ,a − inf
Bρ(0)
Iλ,a (5.21)
assim, u ∈ Bρ pois, caso contra´rio, (se u ∈ ∂Bρ) ter´ıamos
inf
∂Bρ
Iλ,a(u) ≤ Iλ,a(u)
e isso seria uma contradic¸a˜o com (5.21).
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Seja γ > 0 suficientemente pequeno e v ∈W 1,p0 (Ω) com ‖v‖1,p < 1 tal que
uγ = u + γv ∈ Bρ.
De (5.20) temos,
Iλ,a(u) < Iλ,a(uγ) + ‖uγ − u‖1,p
< Iλ,a(u + γv) + γ‖v‖1,p
implicando em
Iλ,a(u + γv)− Iλ,a(u) + γ‖v‖1,p ≥ 0.
Dessa forma,
−‖v‖1,p ≤ Iλ,a(u + γv)− Iλ,a(u)
γ
.
Da´ı,
−‖v‖1,p ≤ lim sup
γ→0
Iλ,a(u + γv)− Iλ,a(u)
γ
≤ I0λ,a(u; v).
Sabendo que e´ va´lida a desigualdade
I0λ,a(u; v) = max
µ∈∂Iλ,a(u)
< µ, v >, para todos u, v ∈W 1,p0 (Ω),
obtemos
−‖v‖1,p ≤ I0λ,a(u; v) = max
ω∈∂Iλ,a(u)
< ω, v > .
Trocando v por −v,
−‖v‖1,p ≤ max
ω∈∂Iλ,a(u)
< ω,−v >= − min
ω∈∂Iλ,a(u)
< ω, v > .
Logo,
min
ω∈∂Iλ,a(u)
< ω, v >≤ ‖v‖1,p, para todo v ∈W 1,p0 (Ω).
De onde conclu´ımos que
sup
‖v‖1,p<1
min
ω∈∂Iλ,a(u)
< ω, v >≤ .
Pelo Teorema de Min-max de Ky-Fan, temos
min
ω∈∂Iλ,a(u)
sup
‖v‖1,p<1
< ω, v >≤ . (5.22)
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Assim, conclu´ımos que (5.19) e (5.22) nos garantem a existeˆncia de un ∈ Bρ, tal que
Iλ,a(un)→ c˜,
m(un) = min
ω∈∂Iλ,a(un)
‖ω‖∗ → 0
ou seja (un) e´ uma sequ¨eˆncia Palais-Smale no n´ıvel c˜.
Do Lema 5.3, existe u2 ∈W 1,p0 (Ω) onde, a menos de subsequ¨eˆncia
un → u2 em W 1,p0 (Ω)
e
Iλ,a(u2) = c˜ = inf
Bρ(0)
Iλ,a < 0 (5.23)
Assim, (u2) e´ ponto de mı´nimo local e consequ¨entemente e´ ponto cr´ıtico de Iλ,a, portanto
seguindo as mesmas ide´ias feita para a demonstrac¸a˜o da primeira soluc¸a˜o, segue que u2 e´
tambe´m uma soluc¸a˜o do problema (5.1) e usando os mesmos argumentos explorados para que
u1 satisfizesse (i), temos tambe´m que u2 satisfaz (i).
Prova de ii) : De (5.14) e (5.23) segue que
Iλ,a(u2) < 0 < Iλ,a(u1).
Prova de iii) : Mostraremos agora que |{x ∈ Ω;ui(x) > a}| > 0, i = 1, 2.
Iniciaremos com a soluc¸a˜o u1 proveniente do Teorema do Passo da Montanha.
Suponhamos, por contradic¸a˜o que
u1(x) ≤ a q.s em Ω.
Assim,
λ
∫
Ω
∫ u1
0
H(t− a)(t+)q = 0.
Do fato acima e desde que u1 e´ ponto cr´ıtico temos
[M(‖u1‖p1,p)]p−1‖u1‖p1,p =
∫
Ω
hus+11 .
Observe que ∫
Ω
hus+11 ≤ |h|∞
∫
Ω
up1u
s+1−p
1
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e assim,
[M(‖u1‖p1,p)]p−1‖u1‖p1,p ≤ |h|∞
∫
Ω
up1u
s+1−p
1
≤ C|h|∞as+1−p‖u1‖p1,p
implicando em
[M(‖u1‖p1,p)]p−1 ≤ C|h|∞as+1−p.
Note que existe C > 0 tal que ‖u1‖ ≥ C pois, caso contra´rio, ter´ıamos que ‖u1‖ → 0
quando a→ 0 implicando que o n´ıvel ”c”do Passo da Montanha convergeria para zero, o que e´
um absurdo. Portanto, usando (H4), isto e´, M(t) > 0 para todo t ≥ 0, existe C˜ > 0 tal que
0 < C˜ ≤ [M(‖u1‖p1,p)]p−1 ≤ C|h|∞as+1−p.
para todo a > 0, o que e´ uma contradic¸a˜o.
Consideremos, agora, a soluc¸a˜o u2 proveniente do Princ´ıpio Variacional de Ekeland.
Suponhamos, por contradic¸a˜o, que
u2(x) ≤ a q.s em Ω.
Assim,
λ
∫
Ω
∫ u1
0
H(t− a)(t+)q = 0.
Do fato acima e desde que u2 e´ ponto cr´ıtico temos
[M(‖u2‖p1,p)]p−1‖u2‖p1,p =
∫
Ω
hus+12 .
Vamos considerar dois casos:
• Se 0 < ‖u2‖ ≤ t1, temos de (H1)
M(‖u2‖) ≥ m1 > 0. (5.24)
Portanto,
[M(‖u2‖p1,p)]p−1‖u2‖p1,p ≤ |h|∞
∫
Ω
up2u
s+1−p
2
≤ C|h|∞as+1−p‖u2‖p1,p
isto e´,
[M(‖u2‖p1,p)]p−1 ≤ C|h|∞as+1−p.
Assim, [M(‖u2‖p1,p)]→ 0 quando a→ 0 contradizendo (5.24).
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• Se ‖u2‖p ≥ t1, temos
M̂(‖u2‖p1,p) ≥ M̂(t1) > 0,
pois M̂ e´ crescente.
Ale´m disso,
0 ≤ [M(‖u2‖p1,p)]p−1‖u2‖p1,p =
∫
Ω
hus+12 ≤ |h|∞as+1.
Assim, [M(‖u2‖p1,p)]p−1‖u2‖p1,p → 0 quando a→ 0.
Desde que,
Iλ,a(u2) = M̂(‖u2‖p1,p)−
1
s+ 1
∫
Ω
hus+12
≥ M̂(t1)− [M(‖u2‖p1,p)]p−1‖u2‖p1,p,
tem-se
0 < M̂(t1) ≤ Iλ,a(u2) + [M(‖u2‖p1,p)]p−1‖u2‖p1,p.
Como Iλ,a(u2) < 0, segue-se
0 < M̂(t1) ≤ [M(‖u2‖p1,p)]p−1‖u2‖p1,p.
Logo, quando a→ 0 temos M̂(t1) = 0 para t1 > 0 o que e´ um absurdo.
Com isto conclu´ımos a demonstrac¸a˜o do Teorema 5.2.
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Apeˆndice A
Apeˆndice
A.1 Alguns Resultados sobre o p-Laplaciano
Faremos uma exposic¸a˜o de alguns resultados envolvendo o operador p-Laplaciano, definido por
∆pu ≡ div(|∇u|p−2∇u), 1 < p <∞.
Primeiramente, consideremos o problema{ −∆pu = f(x) em Ω,
u = 0 em ∂Ω, (A.1)
onde f ∈W−1,p′(Ω), p′ = p
p− 1 , p > 1.
O resultado a seguir e´ uma simples consequ¨eˆncia de minimizac¸a˜o de funcionais apropriados.
Teorema A.1 Se f ∈ W−1,p′(Ω), enta˜o o problema (A.1) possui somente uma soluc¸a˜o
u ∈W 1,p0 (Ω) no sentido fraco, a saber∫
Ω
|∇u|p−2∇u∇φ =
∫
Ω
fφ, para toda φ ∈W 1,p0 (Ω). (A.2)
Assim, temos definido o seguinte operador (−∆p)−1 : W−1,p′(Ω) → W 1,p0 (Ω), o inverso de
−∆p, que satisfaz:
(a) −∆p : W 1,p0 (Ω) → W−1,p
′
(Ω) e´ uniformemente cont´ınuo sobre conjuntos limitados, onde
tal operador e´ definido como
−∆p :W 1,p0 (Ω) → W−1,p
′
(Ω)
u 7→ −∆pu
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onde
< −∆pu, φ >=
∫
Ω
|∇u|p−2∇u∇φ, para todo φ ∈W 1,p0 (Ω).
Denotamos por <,> o par de dualidade entre W−1,p
′
(Ω) e W 1,p0 (Ω).
(b) Se f ∈ C0(Ω), enta˜o a soluc¸a˜o fraca de (A.1) pertence a C1,α(Ω), para algum 0 < α < 1,
e a aplicac¸a˜o (−∆p)−1 : C0(Ω)→ C1(Ω) e´ compacta.
Teorema A.2 (Princ´ıpio de Comparac¸a˜o Fraco) Seja u1, u2 ∈W 1,p0 (Ω) satisfazendo{ −∆pu1 ≤ −∆pu2 em Ω, (no sentido fraco)
u1 ≤ u2 em ∂Ω,
enta˜o u1 ≤ u2 q.s. em Ω.
Teorema A.3 (Um Princ´ıpio de Ma´ximo de Hopf) Se u ∈ C1(Ω) ∩W 1,p0 (Ω) e verifica −∆pu ≥ 0 em Ω,u > 0 em Ω,
u = 0 em ∂Ω,
enta˜o
∂u
∂η
< 0 em ∂Ω, onde η e´ a normal exterior na ∂Ω.
Teorema A.4 (Um Princ´ıpio de Ma´ximo Forte) Assuma que k ∈ R e´ um nu´mero na˜o-
negativo, 1 < p ≤ 2 e Ω e´ um domı´nio limitado do RN . Suponha que u ∈ C1(Ω) satisfaz
−∆pu+ ku ≥ 0 em Ω (no sentido fraco),
u ≥ 0 e u 6= 0 em Ω. Enta˜o u > 0 em Ω. A conclusa˜o ainda e´ verdadeira para todo p > 1
quando k = 0.
Agora, consideremos o problema de autovalor{ −∆pu = λ|u|p−2u em Ω,
u = 0 em ∂Ω, (A.3)
onde λ ∈ R e´ um paraˆmetro. Dizemos que λ ∈ R e´ um autovalor de (A.3) se existe uma func¸a˜o
u ∈ W 1,p0 (Ω), u 6= 0, satisfazendo (A.3) no sentido fraco. Tal func¸a˜o e´ chamada de autofunc¸a˜o
de (A.3) associada ao autovalor λ.
Existe o primeiro autovalor positivo λ1 do problema (A.3) o qual e´ caracterizado como o
mı´nimo do quociente de Rayleigh:
λ1 = min
0 6=u∈W 1,p0 (Ω)
∫
Ω
|∇u|p∫
Ω
|u|p
> 0.
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Ale´m disso, λ1 e´ simples (i.e., todas as primeiras autofunc¸o˜es associadas u sa˜o meramente
mu´ltiplos de cada uma), λ1 e´ isolado (i.e., existe uma vizinhanc¸a de λ1 , tal que λ1 e´ o u´nico
nesta vizinhanc¸a). Existe uma autofunc¸a˜o positiva ϕ1 em Ω) ϕ1 correspondente a λ1.
Para mais informac¸o˜es sobre o p-Laplaciano o leitor pode consultar [47], [54] e [36].
A.2 Prova da Afirmac¸a˜o 2.1
Recordamos a afirmac¸a˜o
[M+(||u||p1,p)]p−1
∫
Ω
|∇um|p−2∇um∇ϕ −→ [M+(t0)]p−1
∫
Ω
|∇u|p−2∇u∇ϕ
para toda ϕ ∈W 1,p0 (Ω).
Notemos primeiramente que (−∆pum) ⊂ (W 1,p0 (Ω))′ e´ uma sequ¨eˆncia limitada. De fato,
| < −∆pum, v > | =
∣∣∣∣ ∫
Ω
|∇um|p−2∇um∇v
∣∣∣∣ ≤ ∫
Ω
|∇um|p−1|∇v|
e devido um ∈ Vm ⊂ W 1,p0 (Ω), temos que |∇um| ∈ Lp(Ω) e |∇um|p−1 ∈ Lp/p−1(Ω). Aplicando
a desigualdade de Ho¨lder com os expoentes p e p/p− 1, segue-se que
| < −∆pum, v > | ≤
(∫
Ω
|∇um|p
)p−1/p(∫
Ω
|∇v|p
)1/p
= ||um||p−11,p ||v||1,p
o que implica em
|| −∆pum||(W 1,p0 (Ω))′ ≤ ||um||
p
1,p ≤ C
onde C > 0 e´ uma constante, e a limitac¸a˜o de (||um||1,p) foi provada no Lema 2.2.
Desde que W 1,p0 (Ω) e´ um espac¸o de Banach Separa´vel e (−∆pum) e´ uma sequ¨eˆncia limitada
em (W 1,p0 (Ω))
′ enta˜o, a menos de subsequ¨eˆncia,
−∆pum ∗⇀ χ em (W 1,p0 (Ω))′,
isto e´
< −∆pum, ψ >→< χ,ψ >, para toda ψ ∈W 1,p0 (Ω),
o que e´ equivalente a∫
Ω
|∇up−2m |∇um∇ψ →< χ,ψ >, para toda ψ ∈W 1,p0 (Ω). (A.4)
Desde que
[M+(||um||p1,p)]p−1 −→ [M+(t0)]p−1
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segue de (A.4) que
[M+(||um||p1,p)]p−1
∫
Ω
|∇um|p−2∇um∇ψ −→ [M(t0)]p−1 < χ,ψ >, (A.5)
para toda ψ ∈W 1,p0 (Ω).
Passando ao limite em ambos os lados de (2.6) e usando as convergeˆncias previamente
estabelecidas, temos que
[M+(||um||p1,p)]p−1
∫
Ω
|∇um|p−2∇um∇ϕ −→
∫
Ω
h(x)ψ
(+ |u|)γ−p+2 +
∫
Ω
|u|α−p+2ψ. (A.6)
Assim, de (A.5) e (A.6) e da unicidade do limite
[M(||um||p1,p)]p−1 < ξ, ψ >=
∫
Ω
h(x)ψ
(+ |u|)γ−p+2 +
∫
Ω
|u|α−p+2ψ. (A.7)
Usando a monotonicidade do operador (−∆p), isto e´
< −∆pw − (−∆v), w − v >≥ 0, para todos w, v ∈W 1,p0 (Ω)
temos que
[M+(||w||p1,p)]p−1
∫
Ω
(|∇w|p−2∇w − |∇v|p−2∇v,∇w −∇v) ≥ 0.
Fazendo w = um and v = ψ na u´ltima expressa˜o, obtemos
[M+(||um||p1,p)]p−1
∫
Ω
(|∇um|p−2∇um − |∇ψ|p−2∇ψ,∇um −∇ψ) ≥ 0
e assim,
[M+(||um||p1,p)]p−1
(∫
Ω
|∇um|p−
∫
Ω
|∇um|p−2∇um∇ψ−
∫
Ω
|∇ψ|p−2∇ψ∇um+
∫
Ω
|∇ψ|p
)
≥ 0.
Logo,
[M+(||um||p1,p)]p−1||um||p1,p − [M+(||um||p1,p)]p−1
∫
Ω
|∇um|p−2∇um∇ψ
− [M+(||um||p1,p)]p−1
∫
Ω
|∇ψ|p−2∇ψ∇um + [M+(||um||p1,p)]p−1
∫
Ω
|∇ψ|p ≥ 0.
Na expressa˜o (2.6) fazendo ϕ = um, temos
[M+(||um||p1,p)]p−1||um||p1,p =
∫
Ω
h(x)um
(+ |um|)γ−p+2um +
∫
Ω
|um|α−p+2um.
Consequ¨entemente,∫
Ω
h(x)um
(+ |um|)γ−p+2+
∫
Ω
|um|α−p+2um −[M+(||um||p1,p)]p−1
∫
Ω
|∇um|p−2∇um∇ψ
− [M+(||um||p1,p)]p−1
∫
Ω
|∇ψ|p−2∇ψ∇um + [M+(||um||p1,p)]p−1
∫
Ω
|∇ψ|p ≥ 0
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usando a definic¸a˜o do operador −∆p temos que∫
Ω
h(x)um
(+ |um|)γ−p+2 +
∫
Ω
|um|α−p+2um − [M+(||um||p1,p)]p−1 < −∆pum, ψ >
− [M+(||um||p1,p)]p−1 < −∆pψ, um > +[M+(||um||p1,p)]p−1 < −∆pψ,ψ >≥ 0
passando ao limite com m→∞ e usando (2.12) e (2.13)∫
Ω
h(x)u
(+ |u|)γ−p+2 +
∫
Ω
|u|α−p+2u− [M+(t0)]p−1 < χ,ψ >
− [M+(t0)]p−1 < −∆ψ, u > +[M+(t0)]p−1 < −∆pψ,ψ >≥ 0.
Notando que
[M+(t0)]p−1< χ,ψ >=
∫
Ω
h(x)ψ
(+|u|)γ−p+2 +
∫
Ω
|u|α−p+2ψ, para toda ψ ∈ Vl ⊂W 1,p0 (Ω)
assim,
[M+(t0)]p−1 < χ, u >=
∫
Ω
h(x)u
(+ |u|)γ−p+2 +
∫
Ω
|u|α−p+2u,
e consequ¨entemente,
[M+(t0)]p−1 < χ, u > −[M+(t0)]p−1 < χ,ψ >
− [M+(t0)]p−1 < −∆pψ, u > +[M+(t0)]p−1 < −∆pψ,ψ >≥ 0,
para toda ψ ∈ Vl, isto e´,
[M+(t0)]p−1(< χ, u > − < χ,ψ > − < −∆pψ, u > + < −∆pψ,ψ >) ≥ 0,
para toda ψ ∈ Vl.
Assim,
[M+(t0)]p−1 < χ− (−∆pψ), u− ψ >≥ 0.
Considere
ψ = u− λϕ, λ > 0 e ϕ ∈ Vl
assim,
[M+(t0)]p−1 < χ− (−∆p(u− λϕ), λϕ) >≥ 0, para todo λ > 0 e toda ϕ ∈ Vl.
Notando que λϕ ∈ Vl,
[M+(t0)]p−1 < χ− [−∆p(u− λϕ), ϕ] >≥ 0, para todo λ > 0 e toda ϕ ∈ Vl.
Passando ao limite de λ→ 0 em ambos os lados da expressa˜o acima e usando a continuidade
do operador −∆p, temos
[M+(t0)]p−1 < χ− (−∆p(u), ϕ) >≥ 0, para toda ϕ ∈ Vl.
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Desde que [M+(t0)]p−1 > 0, segue-se que
< χ− (−∆pu), ϕ >≥ 0, para toda ϕ ∈ Vl.
Assim,
< χ− (−∆pu),−ϕ >≥ 0
e obtemos
− < χ− (−∆pu), ϕ >≥ 0,
isto e´,
< χ− (−∆pu), ϕ >≤ 0, para toda ϕ ∈ Vl.
Consequ¨entemente,
< χ− (−∆pu), ϕ >= 0, para toda ϕ ∈ Vl.
Desde que l e´ arbitra´rio
χ = −∆pu.
De (A.6) e (A.7) conclu´ımos que
[M+(||um||p1,p)]p−1
∫
Ω
|∇um|p−2∇um∇ϕ −→ [M+(t0)]p−1 < −∆pu, ψ >,
para toda ψ ∈W 1,p0 (Ω).
Assim,
[M+(||um||p1,p)]p−1
∫
Ω
|∇um|p−2∇um∇ϕ −→ [M+(t0)]p−1
∫
Ω
|∇u|p−2∇u∇ϕ,
para toda ψ ∈W 1,p0 (Ω).
Isto conclui a prova da afirmac¸a˜o.
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