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Abstract
En este trabajo se estudian cadenas de espines de transmisio´n perfecta (PST)
y cadenas controladas por el borde (Boundary Controlled), en presencia de ruido
dina´mico. Para ello se presentan dos maneras de introducir dicho ruido. A contin-
uacio´n se estudian propiedades de escaleo para la fidelidad en cadenas PST para
ambos modelos. Luego, se estudia la distinguibilidad de estados transmitidos por
ambos tipos de cadenas, en presencia de uno de los tipos de ruido dina´mico des-
criptos.
Abstract
In this work two types of spin chains are studied, those known as “perfect state
transfer” (PST) chains and “boundary controlled”, in the presence of dynamical
noise. In order to introduce that noise, two different models are described. Then,
we will study scaling properties for fidelity in PST chains, for both models of noise.
Finally, we study the distinguishability of transfered states, for both types of chains,
in the presence of one type of dynamical noise.
Palabras clave: Dina´mica Cua´ntica, Ruido Dina´mico, Transmisio´n de estados
Cua´nticos, Cadenas de espines, Propiedades de escaleo.
Clasificacio´n:
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03.67.Hk Quantum Communication
75.10.Pq Spin chain models
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1 Introduccio´n
Para cualquier tipo de hardware computacional, los buses o canales son una pieza
fundamental. Su funcio´n es permitir la conexio´n entre diferentes subsistemas de
un sistema digital, transmitiendo informacio´n entre los mismos. En particular, son
parte indispensable para el desarrollo de hardware en computacio´n cua´ntica. Un
modelo simple para dichos canales es el de una cadena de sistemas de dos niveles
acoplados entre si. Estos sistemas de dos niveles se inspiran en los conocidos bits
cla´sicos, pero por ser bits cua´nticos, o qubits, presentan propiedades muy intere-
santes, como por ejemplo, la posibilidad de almacenar y transmitir informacio´n en
estados que son superposicio´n de los dos niveles mencionados. Adema´s, la existen-
cia de estados entrelazados permite explotar sus caracter´ısticas particulares para la
transmisio´n de informacio´n por estos canales.
Entre los sistemas mas estudiados para jugar el rol de canal esta´n las cadenas
de sistemas f´ısicos que pueden ser aproximados por sistemas de dos niveles. De
esta forma, mediante la dina´mica propia del sistema, regida por su Hamiltoniano,
se puede transmitir un estado en el cual se codifica informacio´n desde un extremo
de la cadena al otro. Diversos sistemas han sido propuestos para implementar
estos canales. Las primeras implementaciones realizadas experimentalmente para
testear y estudiar los protocolos de transmisio´n fueron en el a´mbito de la resonan-
cia magne´tica nuclear (RMN), debido al grado de maduracio´n de las tecnolog´ıas
relacionadas (ver [9], cap´ıtulo 6). En particular estas tecnolog´ıas permiten imple-
mentar pulsos para realizar operaciones unitarias, as´ı como tambie´n, proveen de
formas de controlar hasta cierto punto la influencia del ambiente. Por ejemplo, en
un trabajo del an˜o 1997 [1], Ma´di et al. estudiaron la transferencia de polarizacio´n
entre a´tomos de 13C de una mole´cula de lisina, mediante te´cnicas de resonancia
magne´tica en estado l´ıquido. Esta mole´cula consiste en una cadena lineal de 6 de
dichos a´tomos, donde so´lo utilizan para la transmisio´n de polarizacio´n a los carbonos
alifa´ticos (5 de ellos). Mediante el uso de pulsos de radiofrecuencias, implementan
un Hamiltoniano efectivo, de la forma:
H = 2pi
∑
i<j
Jij
2
(I+i I
−
j + I
−
i I
+
j ) (1)
donde I±j son los operadores de esp´ın dados correspondientes al nu´cleo j, dados
por I±j = I
x
j ± iIyj . De esta manera observan co´mo polarizacio´n inicialmente trans-
mitida al primer carbono de esta cadena, se transfiere hacia el u´ltimo, y de nuevo
al primero. En la figura 1 se observan sus resultados experimentales, y el resul-
tado de simulaciones nume´ricas para este experimento. Las diferencias entre ambas
son atribuidas a imperfecciones experimentales al generar el Hamiltoniano, inho-
mogeneidades en los campos magne´ticos utilizados, y efectos de relajacio´n. Es
remarcable que este experimento fue realizado a una temperatura de 300K.
Por otro lado, hay diversos candidatos para hardware cua´ntico en estado so´lido.
Por ejemplo, el uso de centros de vacancia de nitro´geno en diamante (NV −) como
procesadores es prometedor, debido a que poseen tiempos largos de decoheren-
cia au´n a temperatura ambiente, y pueden manipularse utilizando te´cnicas o´pticas
([2, 3, 4]). Los centros NV − consisten en defectos en la red de carbonos del dia-
mante, donde hay un carbono faltante (vacancia) y a continuacio´n, una impureza
de nitro´geno. Hay trabajos que estudian la practicidad de conectar estos “proce-
sadores” mediante el uso de impurezas de 15N (iso´topo de N con esp´ın 1/2) como
canal, por ejemplo [2].
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Figure 1: Transferencia de polarizacio´n en lisina. Los gra´ficos muestran polarizacio´n vs. tiempo. La figura izquierda
corresponde a los resultados experimentales, y la derecha a simulaciones nume´ricas.
Otro de los sistemas de estado so´lido propuestos son los qubits superconduc-
tores, que consisten en lazos de material superconductor, interrumpidos por jun-
turas Josephson ([5]). Para ciertos valores de flujo magne´tico externo, se pueden
obtener superposiciones de corrientes circulantes en ambos sentidos. Identificando
estas direcciones de circulacio´n con bits, se define el qubit para estos sistemas,
que entonces pueden describirse como sistemas de dos niveles. En un trabajo del
an˜o 2006 [6] estudian cuatro qubits superconductores acoplados magne´ticamente y
v´ıa junturas Josephson. Utilizando una te´cnica de medicio´n conocida como IMT
(del ingle´s impedance measure technique), miden cambios en la impedancia de un
bobinado de Nb que rodea a los qubits, mientras modifican el flujo magne´tico cam-
biando las corrientes que lo generan (ver figura 2). De esta manera, logran encontrar
experimentalmente los para´metros del Hamiltoniano del sistema (que es un Hamil-
toniano de pseudoesp´ın), constatando que la descripcio´n teo´rica como sistemas de
dos niveles esta´ en completo acuerdo con las realizaciones experimentales.
Figure 2: Arreglo de cuatro qubits superconductores (lazos q1, q2, q3 y q4), acoplados entre s´ı magne´ticamente y mediante
junturas Josephson A1, A2 y A3. Se miden cambios de impedancia en el bobinado de Nb que rodea la muestra, mientras
se cambian las corrientes que generan el flujo magne´tico que pasa a trave´s de los lazos superconductores.
Otra forma de transmitir informacio´n consiste en enviar directamente el sistema
en el cua´l se codifico´ dicha informacio´n. Por ejemplo, podemos codificar informacio´n
en el estado de polarizacio´n de un foto´n, y enviarlo a un receptor. Otra posibilidad,
puede ser la de transmitir un electro´n en un arreglo de puntos cua´nticos acoplados,
como se estudia en [7]. En ese trabajo se simula nume´ricamente la propagacio´n
de un electro´n en un arreglo de N puntos cua´nticos acoplados (ver figura 3) .
Mediante la eleccio´n apropiada de los elementos de matriz de tunneling (lo cual
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puede hacerse experimentalmente mediante potenciales ele´ctricos) se observa que un
electro´n puede moverse entre los extremos de este arreglo, sin deslocalizarse. Incluso
cuando se estudia la influencia de imperfecciones, como por ejemplo, fluctuaciones
aleatorias en los niveles de energ´ıa de los puntos y sus acoples entre vecinos, la
propagacio´n coherente se mantiene durante varios periodos de oscilacio´n.
Figure 3: Esquema de un arreglo de puntos cua´nticos acoplados para la transmisio´n de un electro´n. Los elementos tij esta´n
relacionados a los elementos de la matriz de tunneling, y pueden seleccionarse de forma conveniente para que el electro´n
se propague sin deslocalizarse por este arreglo.
Para que el procesamiento de informacio´n cua´ntica sea posible, debemos poder
transmitirla, almacenarla y convertirla de manera fidedigna. Sin embargo, como
se comento´ en los ejemplos anteriores, los medios de transmisio´n no son perfectos,
y tenemos efectos de decoherencia que afectan tanto la supervivencia de la infor-
macio´n como las distancias a las que se puede transmitir. Estos efectos se deben a
la interaccio´n del sistema que se usa para transmitir con uno o mas sistemas exter-
nos, a los cuales se llama ambiente. La interaccio´n con el medio ambiente produce
que la evolucio´n temporal del sistema sea no unitaria. La ecuacio´n de Linblad es
la ecuacio´n Markoviana mas general que describe este tipo de evolucio´n. Es decir,
pasamos de considerar la dina´mica de un sistema aislado, regido por la ecuacio´n
de Liouville, ρ˙s = −i[Hs, ρs], a la dina´mica de un sistema abierto, regida por la
ecuacio´n maestra de Linblad:
ρ˙s = −i[Hs, ρs]− 12
∑
k γk([Lkρs, Lk
†] + [Lk, ρsLk†])
donde ρs es la matriz densidad reducida del sistema, habiendo tomado la traza par-
cial sobre el ambiente. Los operadores de Linblad Lk describen todos los diferentes
tipos de influencias que el ambiente pueda tener sobre el sistema.
Esta ecuacio´n presenta una “desventaja”, ya que si el espacio de Hilbert en
el cual estamos trabajando es de dimensio´n N , la matriz densidad sera´ NxN , y
computacionalmente es ma´s costoso trabajar con ella, en especial para sistemas
grandes. Adema´s, como primera aproximacio´n al problema de este trabajo no va-
mos a considerar que el ambiente pueda cambiar la magnetizacio´n, como sucede
con los operadores de Linblad Lk. Por eso, en este trabajo, se recurre al uso de lo
que se conoce como Monte Carlo Wave Function Methods, donde se trabaja con
la funcio´n de onda del sistema en estudio, la cual evoluciona con un Hamiltoniano
y se aplican saltos cua´nticos aleatoriamente decididos, seguido de una renormal-
izacio´n de la funcio´n de onda. Puede probarse ([8]) que este enfoque es equivalente
al tratamiento con la ecuacio´n maestra de Linblad. Siguiendo este esp´ıritu de tra-
bajo, propondremos modelos de interaccio´n con el ambiente, que detallaremos ma´s
adelante.
Esto nos lleva al objetivo del presente trabajo. Se estudiara´ la transmisio´n de
estados en cadenas interactuantes con un ambiente, para dos tipos de cadenas,
cadenas de transmisio´n perfecta (PST por su sigla en ingle´s) y cadenas controladas
por los bordes (Boundary Controlled en ingle´s), que describiremos ma´s adelante.
En particular, se estudia la fidelidad de la transmisio´n, y se proponen leyes de
escala para la misma. Las leyes de escala permiten describir en forma concisa el
comportamiento de diferentes cantidades. Adema´s, se estudia la distinguibilidad
de estados transmitidos por estas cadenas.
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El trabajo se organiza de la siguiente manera. En el cap´ıtulo 2 se discute la teor´ıa
necesaria para su desarrollo. En el cap´ıtulo 3, se discute el me´todo de trabajo, y se
presentan los primeros resultados relacionados a la transmisio´n de informacio´n por
un canal donde se modela la decoherencia de una manera particular, y se presentan
propiedades de escaleo para la fidelidad de la transmisio´n. En el cap´ıtulo 4 se
estudian propiedades de escaleo para otro modelo de decoherencia propuesto. En
los cap´ıtulos 5 y 6 se estudia la distinguibilidad de estados en diferentes cadenas,
para el segundo modelo de decoherencia propuesto. En el cap´ıtulo 7 se comentan
conclusiones y perspectivas de trabajo futuras.
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2 Marco Teo´rico
Comenzamos revisando los conceptos ba´sicos que son necesarios para el desarrollo
de este trabajo. Antes que nada, aclaramos la notacio´n. Llamaremos a un esp´ın
1/2 un qubit, y denotaremos sus estados |↑〉 y |↓〉 por |1〉 y |0〉 respectivamente,
para ser coherentes con el lenguaje usual en teor´ıa de la informacio´n.
2.1 Matriz Densidad
Una de las maneras de formular la Meca´nica Cua´ntica es mediante el uso de la
matriz densidad [10, 11]. Todos los postulados de la teor´ıa pueden escribirse en
te´rminos de esta matriz. Es especialmente u´til cuando trabajamos con estados
mixtos, o como veremos mas adelante en el trabajo, cuando nos interesa conocer
cosas sobre el estado de una porcio´n de nuestro sistema, donde recurrimos a la
matriz densidad reducida.
Consideremos una mezcla de estados puros preparados independientemente,
|ψn〉, con pesos estad´ısticos Wn. Estos estados puros no son necesariamente ortonor-
males. El operador densidad para la mezcla de estados es:
ρ =
∑
n
Wn |ψn〉 〈ψn| (2)
Podemos expresar esto en forma matricial, eligiendo una base ortonormal con-
veniente |Φi〉, luego:
|ψn〉 =
∑
m a
(n)
m |Φm〉
Entonces, nos queda:
ρ =
∑
n,m,m′Wna
(n)
m′
∗
a
(n)
m |Φm〉 〈Φm′ |
Remarquemos sus propiedades ma´s importantes:
• Hermiticidad: Los elementos de matriz de ρ satisfacen 〈Φi| ρ |Φj〉 = 〈Φj | ρ |Φi〉∗.
• Interpretacio´n f´ısica de los elementos diagonales de ρ: La probabilidad
de encontrar al sistema en el estado |Φm〉 es el elemento diagonal
ρmm =
∑
nWn|a(n)m |2. En particular notamos aqu´ı que ρmm ≥ 0
• La probabilidad de encontrar al sistema en un estado |ψ〉 luego de medir es
P (ψ) = 〈ψ| ρ |ψ〉
• Vale que, independientemente de la representacio´n, Tr(ρ) = 1.
• El valor de expectacio´n de un observable Q esta´ dado por Tr(ρQ).
• La matriz densidad describe un estado puro si y so´lo si Tr(ρ2) = [Tr(ρ)]2 = 1.
A continuacio´n describimos la matriz densidad reducida. Es una herramienta
u´til para describir subsistemas en sistemas compuestos. Sean A y B dos sistemas
cuyo estado esta´ descripto por un operador densidad ρAB. El operador densidad
reducido del sistema A se define como:
ρA = TrB(ρ
AB)
donde tomamos la traza parcial sobre el subsistema B. Cuando estudiamos la matriz
densidad reducida de un subsistema, aun cuando el estado del sistema completo sea
puro, se encuentra que el subsistema esta´ descripto por un estado mezcla. Si todos
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los subsistemas se encuentran en estados mixtos, decimos que el sistema esta´ en un
estado entrelazado.
Recordemos que un estado puro es aquel sobre el que se dispone de ma´xima
informacio´n, y podemos describirlo mediante un vector de estado en el espacio
de Hilbert correspondiente . En cambio, un estado mixto no esta´ ma´ximamente
determinado, y se describe so´lo mediante la matriz densidad, que en particular no
cumplira´ la propiedad Tr(ρ2) = [Tr(ρ)]2 = 1([10]).
2.2 Cadenas de Esp´ın
Consideremos el problema de transmitir informacio´n v´ıa un canal cua´ntico, donde
una fuente o emisor env´ıa estados que, luego de pasar por dicho canal, son recibidos
y decodificados por el receptor del mensaje. Debido a su “simpleza”, las cadenas de
espines juegan un rol importante en este esquema de transmisio´n de informacio´n.
Supongamos entonces una cadena de N espines 1/2, con interacciones a primeros
vecinos. Nuestra primera tarea es pensar en que espacio de Hilbert esta contenido
el estado del sistema durante la transmisio´n.
Como sabemos, tenemos N sistemas de dos niveles, por lo tanto la dimensio´n
del espacio sera´ 2N . Los estados del sistema completo pueden escribirse como
combinacio´n lineal de los elementos de la base del espacio, que es la base producto
directo. Podemos definir la base del espacio de Hilbert completo como el producto
directo de las bases de cada espacio de Hilbert de los sistemas de dos niveles que
lo componen. Es fa´cil convencerse de que estos estados forman una base, pues
son linealmente independientes, y hay exactamente 2N elementos. Se la conoce
como base producto. Sin embargo, como veremos mas adelante, trabajaremos en
un espacio mas pequen˜o, no en el espacio de Hilbert completo.
Consideremos ahora un modelo para el sistema que sera´ estudiado. Vamos a
considerar una cadena unidimensional con espines en sitios fijos e interacciones a
primeros vecinos. La interaccio´n no es, en general, isotro´pica. Esto refleja el hecho
de que los sistemas reales en los cuales se implementa la transmisio´n de estados
cua´nticos tienen direcciones preferenciales. Si la direccio´n preferencial es la Z, y
consideramos que hay un campo externo aplicado a la cadena, el cual depende de
la posicio´n, el Hamiltoniano de la cadena puede escribirse como:
H = 1/2
N∑
i=1
Ji[(1 + γ)σ
x
i σ
x
i+1 + (1− γ)σyi σyi+1 + ∆σzi σzi+1] +
N∑
i=1
hiσ
z
i (3)
Vemos que el Hamiltoniano queda determinado por los para´metros γ ,∆ , y
debido a esto, se distinguen diferentes tipos. Por ejemplo, para γ = 0 y ∆ = 1,
tenemos el Hamiltoniano de Heisenberg, tambie´n conocido como modelo XXX,
pues todas las componentes de esp´ın experimentan la misma interaccio´n. Si γ = 0,
∆ 6= 1, el modelo se denomina XXZ, siendo un caso particular ∆ = 0, conocido
como modelo XX:
H = 1/2
N∑
i=1
Ji[σ
x
i σ
x
i+1 + σ
y
i σ
y
i+1] +
N∑
i=1
hiσ
z
i (4)
13
Es este Hamiltoniano XX, con elementos hi = 0 el que usaremos a lo largo del
trabajo.
A continuacio´n mostramos un esquema de una cadena de espines con interac-
ciones a primeros vecinos Ji diferentes de un esp´ın al otro.
Figure 4: Cadena de espines con interaccio´n a primeros vecinos Ji
Como veremos mas adelante, esta figura corresponde a una cadena disen˜ada con
interacciones elegidos especialmente para obtener propiedades convenientes.
2.3 El Hamiltoniano XX
¿Que´ podemos decir de este Hamiltoniano? En primer lugar, como γ = 0, tenemos
que [H,Sz]=0, donde Sz es el esp´ın total segu´n Z. Esto es crucial en nuestro esquema
de transmisio´n, pues nos dice que Sz es una constante de movimiento, con lo cual,
la magnetizacio´n total en esa direccio´n se mantendra´ constante con el tiempo (es
decir, su valor de expectacio´n).
Esto nos permitira´ trabajar en el subespacio de una excitacio´n, donde comen-
zamos con el primer esp´ın en el estado que queremos transmitir por nuestra cadena,
y todos los dema´s en el estado |0〉. Es decir, nos restringimos en nuestro espacio de
Hilbert a estados de la forma:
|0〉 = |0102...0N 〉 = |0〉 ⊗ |0〉 ⊗ ...⊗ |0〉
|i〉 = |01...1i0i+1...0N 〉 = |0〉 ⊗ ...⊗ |1〉 ⊗ ...⊗ |0〉
El subespacio de una excitacio´n tiene dimensio´n N, y es simple ver que los
estados |i〉 forman una base del mismo.
Otro dato importante a mencionar es que las interacciones Ji del Hamiltoniano
pueden elegirse de forma conveniente para obtener una transmisio´n satisfactoria de
estados por la cadena. Estos para´metros se “eligen” al construir la cadena experi-
mentalmente. Veremos mas adelante que, por ejemplo, al elegir estos para´metros de
forma tal que los Ji tengan simetr´ıa de reflexio´n respecto al centro de la cadena, con
lo que las energ´ıas del Hamiltoniano cumplen una cierta condicio´n, que en nuestro
caso es tener energ´ıas equiespaciadas, obtenemos transmisio´n de estados perfecta,
PST (del ingle´s perfect state transfer).
Por u´ltimo, notemos que el Hamiltoniano tiene forma tri-diagonal en la base ya
explicitada, la cual es:
H =

0 J1 0 0 0 · · · 0
J1 0 J2 0 0 · · · 0
0 J2 0 J3 0 · · · 0
...
...
...
...
...
...
...
0 · · · · · · · · · JN−2 0 JN−1
0 · · · · · · · · · 0 JN−1 0

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Vemos que la matriz es autoadjunta, con autovalores y autovectores reales para
cualquier eleccio´n de los Ji.
A continuacio´n detallamos a que´ nos referimos con transmisio´n de estados, co´mo
armamos nuestro mensaje a transmitir, y luego comentaremos co´mo lo obtenemos
al otro extremo de la cadena.
2.4 Transmisio´n de estados en cadenas de esp´ın
Dijimos ya que queremos transmitir un estado de una punta de la cadena a la otra.
¿Co´mo lo hacemos? Un protocolo consiste en los siguientes pasos:
• Empezamos con la cadena en el estado |0〉 = |0102...0N 〉
• Preparamos en el primer qubit el estado que deseamos transmitir, el cual sera´
de la forma |ψ1〉 = α |0〉+ β |1〉.
• Dejamos al sistema evolucionar regido por su Hamiltoniano:
|Ψ(t)〉 = e−iHt~ |ψ1〉 ⊗ |02...0N 〉 = e−i
Ht
~ |Ψ(t = 0)〉 = |Ψ0〉
• A un cierto tiempo particular (que depende del sistema), ttrans, el estado
enviado llega a la otra punta de la cadena, o al menos parte de el.
• En ese momento, comparamos lo que llega con el mensaje original, es decir,
estudiamos la fidelidad de la transmisio´n.
Los estados del primer qubit son estados en la esfera de Bloch, donde
|ψ1〉 = cos(θ/2) |0〉 + eiφ sin(θ/2) |1〉, obteniendo as´ı un estado normalizado. En la
esfera de Bloch tenemos 0 ≤ θ ≤ pi y 0 ≤ φ < 2pi.
Figure 5: Esfera de Bloch.
Estudiemos con un poco mas de detalle la evolucio´n temporal de este sistema.
El estado |0〉 es el estado fundamental de nuestro Hamiltoniano XX, y su energ´ıa
es 0 (basta aplicar el Hamiltoniano al estado para ver esto). Dijimos que el estado
inicial era:
|Ψ(t = 0)〉 = α |0〉+ β |1〉 (5)
Luego, evolucionando el estado:
|Ψ(t)〉 = e−iHt~ |Ψ(t = 0)〉
= α |0〉+ βe−iHt~ |1〉
= α |0〉+ β
N∑
i=1
fi(t) |i〉
(6)
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donde fi(t) = 〈i| e−iHt~ |1〉. Vemos que la evolucio´n natural de este sistema hace
que el estado original no so´lo se disperse, sino que tambie´n se propague a lo largo
de la cadena.
Ahora, ¿co´mo comparamos el mensaje que nos llego´ con el que hab´ıamos envi-
ado? Para eso recurrimos a la fidelidad.
2.5 Fidelidad como figura de me´rito
Como nuestro objetivo era transmitir el estado inicial, proyectemos el estado evolu-
cionado |Ψ(t)〉 sobre el estado que deseamos recuperar, |Ψf 〉 = α |0〉+ β |N〉. Para
esto, reescribamos la ecuacio´n 6, pero en te´rminos de la base |uj〉 de autoestados
del Hamiltoniano:
|Ψ(t)〉 = α |0〉+ β
N∑
j=1
exp(−iEjt
~
) 〈uj |1〉 |uj〉 (7)
Entonces, proyectemos en el estado que queremos recuperar:
(α 〈0|+ β 〈N|)(α |0〉+ β
N∑
j=1
exp(−iEjt
~
) 〈uj |1〉 |uj〉) (8)
Obtenemos:
|α|2 + |β|2
N∑
j=1
exp(−iEjt
~
)
El mo´dulo cuadrado de esta expresio´n sera´ la probabilidad de encontrar al estado que quisi-
mos transmitir en el u´ltimo sitio. A esta funcio´n se conoce como fidelidad dependiente del
estado. Esta´ dada por:
F (α, β, t) = |(α 〈0|+ β 〈N|) |Ψ(t)〉 |2 (10)
Tambie´n podemos escribirla en te´rminos de la matriz densidad. En general, el estado de
N-e´simo esp´ın sera´ mixto, y puede obtenerse tomando traza parcial sobre los dema´s espines.
Obtenemos el operador densidad del estado de salida ρN haciendo:
Tr1,2,...N−1(|Ψ(t)〉 〈Ψ(t)|)
.
Entonces la fidelidad queda escrita como:
F (α, β, t) = 〈ΨN | ρN (t) |ΨN 〉 (11)
donde |ΨN 〉 = α |0〉+ β |1〉 (el estado que queremos recuperar en el u´ltimo esp´ın), y ρN (t) es la
matriz densidad reducida al u´ltimo esp´ın.
Pero esta fidelidad depende del estado inicial enviado, por lo cual resulta u´til obtener resulta-
dos sobre la fidelidad de transmisio´n que no dependan de los para´metros α y β que caracterizan
al estado enviado. Para hacer esto, promediamos sobre todos los estados iniciales posibles
distribuidos de manera uniforme en la esfera de Bloch. Obtenemos:
F (t) =
1
4pi
∫
Blochsphere
F (α, β, t)dΩ =
|fN (t)| cos γ
3
+
|fN (t)|2
6
+
1
2
(12)
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donde γ = arg(|fN (t)) y fN (t) = 〈N| e−iHt~ |1〉, esto es, la cantidad definida a continuacio´n
de la ecuacio´n 6, con i = N . Esta fase γ puede ser controlada con campos externos, y consider-
aremos cos(γ) = 1. Se obtiene F (t) = 1 cuando la transmisio´n es perfecta (PST), y cada estado
que es enviado es perfectamente transmitido al spin receptor.
Veamos un poco ma´s la forma de fN (t). Tenemos que:
fN (t) = 〈N| e−iHt~ |1〉
= 〈N|
N∑
k=1
e−i
Ekt
~ 〈k|1〉 |k〉
=
N∑
k=1
e−i
Ekt
~ 〈k|1〉 〈N|k〉
(13)
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Figure 6: Fidelidad en cadenas homoge´neas para diferentes largos, los cuales son N = 51 (negro), N = 101 (rojo), N = 151
(verde) y N = 201 (azul). Observamos que los picos de fidelidad decaen a medida que aumentamos el largo de la cadena.
La l´ınea recta corresponde al valor 2/3, que es la ma´xima fidelidad para la transmisio´n cla´sica de un estado cua´ntico.
Para ilustrar lo explicado anteriormente, analicemos la fidelidad de una cadena con interac-
ciones homoge´neas, Ji = 1 ∀ i. La figura 6 fue obtenida evaluando la ecuacio´n 12, utilizando
el Hamiltoniano especificado en la ecuacio´n 4, con dichas interacciones homoge´neas. Para ello,
evaluamos el valor de fn dado por la ecuacio´n 13 en intervalos ∆t = 0.005. En el caso de esta
figura, lo dejamos evolucionar la cantidad de tiempo necesaria para que aparezcan los picos de
fidelidad que observamos. Ma´s adelante, en el cap´ıtulo 3, comentaremos en mayor detalle la
forma de trabajo.
La transferencia del estado de un qubit sera´ mejor que la transmisio´n de informacio´n de
un estado cua´ntico por medios cla´sicos solo si la fidelidad es mayor a un cierto valor, que en
particular es 23 para qubits. En el caso en el cual la fidelidad tiene ese valor, se puede obtener la
misma fidelidad utilizando medios cla´sicos, y no se justifica la utilizacio´n de sistemas cua´nticos.
Adema´s para fidelidades tan bajas, el estado transmitido se parece poco al estado que uno quiso
enviar, en un sentido que precisaremos mejor a continuacio´n.
Consideremos dos personas, Ana y Bernardo, que quieren transmitir un estado. Inicialmente
Ana dispone de un estado |φ〉 = α |0〉 + β |1〉 desconocido para ella. El objetivo es reconstruir
el estado en la locacio´n de Bernardo. Para lograrlo, Ana puede realizar una medicio´n en su
estado, por ejemplo, la componente de esp´ın segu´n la direccio´n z, y comunicarle a Bernardo
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el resultado de dicha medicio´n por un medio cla´sico. En consecuencia, Bernardo utiliza esa
informacio´n para armar un estado. Como Ana mide con probabilidad |α|2 el estado |0〉, y con
probabilidad |β|2 el estado |1〉, entonces con las mismas probabilidades Bernardo construye el
estado |0〉 o |1〉. En este sentido el estado que se recupera se parece poco al estado que se ten´ıa
inicialmente. Examinemos la fidelidad de este esquema de transmisio´n, utilizando la ecuacio´n
11 para este caso. La matriz densidad correspondiente al estado que Bernardo puede armar con
la informacio´n que dispone sera´:
ρB = |α|2 |0〉 〈0|+ |β|2 |1〉 〈1|
Por ello, la fidelidad sera´:
Fcl = 〈φ| (|α|2 |0〉 〈0|+ |β|2 |1〉 〈1|) |φ〉
En este caso, el sub´ındice cl hace referencia a que so´lo se utilizo´ un medio cla´sico para trans-
mitir el estado cua´ntico. Promediando sobre todos los posibles estados que Ana pudo tener
inicialmente, es decir, en la esfera de Bloch, se obtiene:
F promcl =
1
4pi
∫
BlochSphere
〈φ| (|α|2 |0〉 〈0|+ |β|2 |1〉 〈1|) |φ〉 dΩ = 2
3
(14)
Este es el l´ımite de fidelidad anteriormente mencionado.
Como dijimos antes, la capacidad de nuestro canal de transmitir informacio´n depende, entre
otras cosas, de las interacciones Ji del Hamiltoniano. Veamos a continuacio´n dos formas de
armar las cadenas para obtener fidelidades altas.
2.6 Transmisio´n perfecta de estados (PST) en cadenas “Fully
engineered”1
La transmisio´n perfecta de estados, si la cadena presenta simetr´ıa especular con respecto al
centro (Ji
2 = JN−i2), ocurre en un tiempo tPST si los te´rminos en la suma de fN suman en
fase. Esto ocurre si el espectro de energ´ıas cumple que ([12], [16]):
En+1 − En ∝ (2mn + 1)pi/tPST (15)
donde estas energ´ıas esta´n ordenadas de forma tal que En < En+1. En particular esto nos
dice que el cociente entre diferencias de energ´ıas sera´n nu´meros racionales, como fue observado
en [13]. Podemos por ejemplo utilizar un espectro donde las diferencias de energ´ıas sean pro-
porcionales a enteros, llamadas energ´ıas conmensuradas[14]. Consideremos un ejemplo simple
para entender esto. Sea una part´ıcula en una caja sime´trica centrada en x = 0 (esto es, el
potencial satisface V (−x) = V (x)), con paredes infinitas. Tendremos entonces autoestados
φk(x) del Hamiltoniano que por la simetr´ıa del potencial tienen paridad definida alternante,
φk(−x) = (−1)kφk(x). Sea un estado general ψ(x) =
∑
k ckφk, entonces su evolucio´n temporal
viene dada por:
ψ(x, t) =
∑
k
cke
−iEktφk(x) (16)
donde las energ´ıas Ek ∝ k2. Si tomamos un tiempo de evolucio´n t = τ tal que Ekτ = k2pi,
tenemos:
ψ(x, τ) =
∑
k
ck(−1)kφk(x) =
∑
k
ckφk(−x) = ψ(−x) (17)
1Fully engineered quiere decir que la intensidad de la interaccio´n a primeros vecinos se selecciona
mediante un algoritmo.
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Entonces obtenemos para un tiempo particular una “imagen especular” del estado original.
Vemos entonces la importancia de tener paridad alternante de autoestados y espectro de energ´ıas
conmensurados para tener esta inversio´n especular. Podemos llevar esto a nuestra cadena de
espines para obtener transmisio´n perfecta.
Hacemos una analog´ıa entre la coordenada continua x y las posiciones discretas donde los
espines se dan vuelta j = 1, 2, ..., N , y la funcio´n de onda ψ(x) con la superposicio´n
∑
j cj |j〉.
Si las interacciones del Hamiltoniano poseen simetr´ıa de inversio´n respecto al centro de la
cadena (es decir Jj = JN−j lo que nos da la paridad alternante, ver [14]), y tenemos espectro
conmensurado, entonces para un cierto tiempo τtrans el estado se convierte en
∑
j cj |N − j〉,
obteniendo la reflexio´n especular.
Usando esto en el Hamiltoniano XX, pedimos interacciones Jj = J
√
j(N − j) (donde J da
la escala de energ´ıa), los que nos da energ´ıas Ek ∝ k ([13]). Notemos que disen˜ar una cadena con
espectro conmensurado puede dar diferentes interacciones, dependiendo del espectro espec´ıfico
que elijamos (Ek ∝ k, k2, k(k + 1), etc, notar que estas elecciones respetan la paridad de k).
La pregunta es si dado un espectro conmensurado, podemos obtener interacciones Ji sime´tricas
respecto al centro de la cadena, y asegurar as´ı la transmisio´n perfecta de estados.
Yung y Bose[15], y Karbach y Stolze[16] sugirieron un enfoque sistema´tico para construir
cadenas PST con el espectro deseado. Dados N nu´meros reales E1 < E2 < ... < EN , conmen-
surados, es siempre posible construir una u´nica matriz sime´trica tri-diagonal real, con diagonal
a1, ..., aN y entradas sub/supra-diagonales b1, ..., bN − 1, con los requerimientos adicionales de
simetr´ıa ai = aN+1−i y bi = bN−i que tenga a los Ei como espectro.
A lo largo de todo este trabajo, para las cadenas PST se utilizaron interacciones
Jj = J
√
j(N − j) con J = 1. En la figura 7 puede observarse el espectro de este tipo de
cadenas, en el subespacio de una excitacio´n, graficado en funcio´n de X = kN − 12 , donde k es el
ı´ndice correspondiente a las energ´ıas Ek, y va entre 0 y N .
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Figure 7: Espectro para cadenas PST, para diferentes largos. Corresponde a interacciones de la forma Jj =
√
j(N − j). Se
aprecian las diferencias de energ´ıa conmensuradas. Adema´s, para las cadenas usadas, las diferencias de energ´ıa entre niveles
sucesivos es la misma, independientemente del largo. En esta figura X = k
N
− 1
2
, donde k es el ı´ndice correspondiente a
las energ´ıas Ek.
Todos los autovalores esta´n separados por la misma diferencia de energ´ıa ∆E, y dan origen
a autovectores de paridad alternante cuando son ordenadas de la forma E1 < E2 < ... < EN .
En la figura 8 se muestra la fidelidad obtenida con este tipo de cadenas.
19
0 1 2 3 4 5 6
Tiempo
0,5
0,6
0,7
0,8
0,9
1
Fi
de
lid
ad
N=50
N=100
N=150
N=200
Figure 8: Fidelidad para cadenas PST, para diferentes longitudes de cadena: N = 50 (negro), N = 100 (rojo), N = 150
(verde), y N = 200 (azul).
Se observa que la fidelidad alcanza su valor ma´ximo, F (t) = 1, para tiempos de la forma
τn =
(2n+1)pi
2J (en este trabajo, se tomo´ J = 1). Notemos que por las propiedades para obtener
transmisio´n perfecta mencionadas anteriormente, el tiempo de transmisio´n no depende del es-
tado enviado, sino so´lo del espectro de energ´ıas (ver ecuacio´n 15). Adema´s vemos co´mo el ancho
de los picos disminuye a medida que aumenta el largo de las cadenas.
2.7 Transmisio´n de estados optimizada en cadenas controladas
por los bordes (Boundary Controlled)
El sistema tratado anteriormente supone que somos capaces de fabricar un dispositivo en donde
las N interacciones entre los espines son precisas y sin errores. Esto puede ser dif´ıcil de re-
alizar. Consideremos otro tipo de cadenas, conocidas como cadenas controladas por los bordes
(boundary-controlled en ingle´s, y a partir de ahora, sera´n abreviadas BC), en las cuales los
espines emisores y receptores del estado a enviar esta´n acoplados de´bilmente al sistema usado
para transmitir. El resto de las interacciones son homoge´neos. Esto supone controlar muy bien
los espines de los extremos, algo mas fa´cilmente realizable experimentalmente. Estas interac-
ciones J1 y JN son de la forma Jextremo = αJ , donde J es el acople homoge´neo del resto de la
cadena.
Zwick y Osenda [17] demostraron que el valor o´ptimo para este α va como αOPT ≈ 1.06N− 16 .
Con ese valor de α se obtienen fidelidades altas, en tiempos de transmisio´n de la forma
ttrans ≈ N/2J . A lo largo de este trabajo, para las cadenas BC se tomo´ la interaccio´n homoge´nea
J = 1. En la figura 13 podemos ver el espectro para este tipo de cadenas.
Este tipo de cadenas presenta fidelidad alta cuando utilizamos el acople αOPT . En la figura
10 podemos ver co´mo se comporta la fidelidad para diferentes largos de cadena.
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Figure 9: Espectro para cadena BC, para diferentes longitudes de la cadena, y para el acople αOPT . En esta figura
X = k
N
− 1
2
, donde k es el ı´ndice correspondiente a las energ´ıas Ek.
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Figure 10: Fidelidad promedio para cadena BC, para diferentes longitudes de la cadena: N = 50 (negro), N = 100 (rojo),
N = 150 (verde), y N = 200 (azul), y para el acople αOPT . La l´ınea naranja corresponde al valor de fidelidad 2/3.
Podemos apreciar que el tiempo de transmisio´n (es decir, el tiempo para el cual ocurre
el primer pico de fidelidad), es aproximadamente N/2 como mencionamos antes. Tambie´n se
puede observar un leve decaimiento de la fidelidad ma´xima a medida que aumenta el largo
de las cadenas. En todos los casos la fidelidad es alta, muy por encima del valor 2/3 para la
transmisio´n cla´sica de un estado cua´ntico, y por encima del valor que obtendr´ıamos sin modificar
las interacciones de los extremos.
2.8 Ruido dina´mico
Queremos introducir en nuestros sistemas una fuente de “ruido”. El mismo puede deberse al
acople o interaccio´n con el ambiente, entendiendo por ambiente todos aquellos sistemas externos
al sistema de intere´s que interactu´en con el mismo (un ejemplo pueden ser reservorios te´rmicos).
La interaccio´n con otros sistemas modificara´ el comportamiento de la fidelidad, ya que estaremos
operando con un canal ruidoso. En lo que sigue, detallamos dos formas diferentes de introducir
el ruido. La cantidad de intere´s cuando se utiliza ruido dina´mico es la fidelidad promediada
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sobre realizaciones del ruido. Es decir, realizamos s evoluciones ruidosas, calculamos la fidelidad
para cada una, sumamos todas, y dividimos por s.
Figure 11: Esquema de transmisio´n de estados por un canal donde hay una interaccio´n con un ambiente presente, el
cual genera efectos de decoherencia, y agrega ruido al estado que originalmente quer´ıamos transmitir. Este ruido agrega
informacio´n aleatoria a la sen˜al inicial.
Para detallar las formas de introducir el desorden dina´mico, explicamos mejor lo comentado
en la introduccio´n sobre Monte Carlo Wave Function Methods (ver [8]).
2.8.1 Me´todo de funciones de onda Monte Carlo
En general el acople del sistema con un reservorio puede tratarse con una ecuacio´n maestra,
donde escribimos una ecuacio´n para la evolucio´n temporal de la matriz densidad reducida del
sistema, habiendo tomado traza sobre las variables del reservorio. Si el Hamiltoniano del sistema
aislado es Hs, podemos escribir esta ecuacio´n de forma general como:
˙ρs(t) =
−i
~
[Hs, ρs] + Ldisip(ρs) (18)
donde Ldisip es un operador de relajacio´n general actuando sobre la matriz densidad del sistema.
Se considera que es local en el tiempo, en el sentido de que ρ˙s depende so´lo de ρs al mismo tiempo
(esto se conoce como aproximacio´n de Markov, donde el sistema tiene poca “memoria” de lo que
le sucede en tiempos pasados). Ahora, como mencionamos en la introduccio´n, podemos hacer
una aproximacio´n donde evitemos trabajar con la matriz densidad, que computacionalmente es
mas caro. Esta consiste de dos elementos: evolucio´n con un Hamiltoniano no hermitiano (esto
corresponde al caso general de la aproximacio´n, en este trabajo NO se utiliza una evolucio´n con
un Hamiltoniano no hermitiano) y saltos cua´nticos aleatoriamente decididos, seguido de una
renormalizacio´n de la funcio´n de onda. Una forma de escribir los operadores de relajacio´n es:
Ldisip(ρs) = −1
2
∑
m
(Cm
†Cmρs + ρsCm†Cm) +
∑
m
CmρsCm
† (19)
Esta expresio´n es bastante general. Los operadores Cm y su adjunto actu´an en el espacio del
sistema en estudio. Entonces, pasamos a dar el procedimiento de MCWF. Ba´sicamente, y sin
demasiado detalle, consiste en:
• Calculamos la funcio´n de onda |ψ(t+ ∆t)〉 que se obtiene evolucionando |ψ(t)〉
con el Hamiltoniano no hermitiano:
H = Hs − i~2
∑
mCm
†Cm
Se suele considerar ∆t muy pequen˜o, y trabajar a primer orden en e´l. Esto
da:
|ψ(1)(t+ ∆t)〉 = (1− iH∆t~ ) |ψ(t)〉
Como H es no hermitiano, esta funcio´n de onda no sera´ normalizada y se
tiene:
〈ψ(1)(t+ ∆t)|ψ(1)(t+ ∆t)〉 = 〈ψ(t)| (1 + iH†∆t~ )(1− iH∆t~ ) |ψ(t)〉
=1-δp
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donde:
δp = ∆t i~ 〈ψ(t)|H −H† |ψ(t)〉 =
∑
m δpm δpm = ∆t 〈ψ(t)|Cm†Cm |ψ(t)〉
• El segundo paso de este procedimiento consiste en un posible salto cua´ntico.
Se decide su ocurrencia eligiendo un nu´mero aleatorio  uniformemente dis-
tribuido entre 0 y 1, y compara´ndolo con la cantidad δp. Si  > δp, no ocurre
el salto cua´ntico, y la nueva funcio´n normalizada es:
|ψ(t+ ∆t)〉 = |ψ(1)(t+ ∆t)〉 /(1− δp)1/2
Caso contrario hay salto, y el nuevo estado se elige entre los posibles estados
dados por Cm |ψ(t)〉:
|ψ(t+ ∆t)〉 = Cm |ψ(t)〉 /(δpm/∆t)1/2
con probabilidad Πm = δpm/δp.
Puede probarse (ver [8]) que este esquema de evolucio´n es equivalente a la ecuacio´n maestra
18, siempre y cuando la cantidad σ(t) = |ψ(t)〉 〈ψ(t)| y ρs(t) coincidan en t = 0. Consideremos
una MCWF |ψ(t)〉 al tiempo t. Al tiempo t + ∆t el promedio de σ(t + ∆t) sobre la evolucio´n
causada por los diferentes valores del aleatorio  puede escribirse como:
σ(t+ ∆t) = (1− δp) |ψ(1)(t+∆t)〉
(1−δp)1/2
〈ψ(1)(t+∆t)|
(1−δp)1/2 + δp
∑
m Πm
Cm|ψ(t)〉
(δpm/∆t)1/2
〈ψ(t)|C†m
(δpm/∆t)1/2
=σ(t) + (i∆t/~)[σ(t), Hs] + ∆tLdisip(σ(t)) (20)
Promediando esta ecuacio´n sobre los posibles valores de σ(t), obtenemos:
dσ
dt =
i
~ [σ,Hs] + Ldisip(σ)
lo cual es ide´ntico a la ecuacio´n 18.
En este esquema se basan los modelos de ruido que vamos a implementar. El
sistema evoluciona en cada paso con el Hamiltoniano del sistema aislado, es decir,
el Hamiltoniano XX de la cadena (que es hermitiano), y en cada paso se produce
un “salto cua´ntico” que consistira´ en poner fases en los estados. Dado que este
esquema de evolucio´n es unitario, no debemos renormalizar la funcio´n de onda en
cada paso. Detallamos la forma en la cual introducimos las fases en la pro´xima
seccio´n.
2.8.2 Primer modelo de ruido: ruido espectral
El primer modelo consiste en identificar los saltos discutidos en la seccio´n anterior
con sumar a las energ´ıas valores ∆Ej durante la evolucio´n temporal. En nuestra
rutina nume´rica, se evoluciona el sistema de a pasos ∆t y, en cada uno, se suma a
cada una de las energ´ıas Ej un nu´mero ∆Ej = λ(2φj − 1), donde φj es un nu´mero
aleatorio entre 0 y 1, donde λ es un para´metro que regula la intensidad del ruido.
Como < φj >= 1/2 y < φj
2 >= 1, tenemos que < ∆Ej >= 0 y < (∆Ej)
2 >= 3λ2.
Veamos en mayor detalle co´mo se introduce ∆Ej . Luego de un paso ∆t, la funcio´n
de onda esta dada por:
|Ψ(t+ ∆t)〉 =
N∑
j=1
e−i
Ej∆t
~ 〈uj |1〉 |uj〉 (21)
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Con la introduccio´n del ruido la funcio´n pasa a ser:
|Ψ′(t+ ∆t)〉 =
N∑
j=1
e−i
(Ej+λ(2φj−1))∆t
~ 〈uj |1〉 |uj〉 (22)
En cada paso temporal, sorteamos nu´meros aleatorios φj diferentes, que pertur-
ban las energ´ıas. Esto hace que la fidelidad se vea afectada, pues cambia fN (t).
Sabemos que la escala de energ´ıa esta relacionada con la escala de evolucio´n
temporal. Si el ruido es demasiado grande comparado con la escala de energ´ıa del
sistema, la evolucio´n estara´ gobernada por el mismo, y no podremos recuperar el
mensaje original enviado. Por lo tanto pedimos que:
min
j
(Ej∆t) ≤ λ(2φj − 1)∆t ≤ max
j
(Ej∆t) (23)
Con este modelo de ruido, estudiaremos leyes de escala para la fidelidad.
2.8.3 Segundo modelo de ruido: ruido localizado
Recordemos que al comienzo de la seccio´n 2.3 definimos la base de sitios, donde |j〉
quiere decir que la excitacio´n de esp´ın esta´ en el sitio j de la cadena. Entonces, en
este modelo, lo que hacemos es sumar fases aleatorias a las fases de los sitios en los
cuales esta´ la excitacio´n de esp´ın. Definamos entonces un operador T actuando en
la base de una excitacio´n, cuyo efecto es:
T |l〉 = eiλ(2φl−1) |l〉 (24)
donde nuevamente φl es un nu´mero aleatorio entre 0 y 1. Entonces, para cada paso
de evolucio´n temporal tendremos:
|Ψ(t+ ∆t)〉 = T (e−iH∆t~ |Ψ(t)〉) (25)
donde |Ψ(t)〉 es la funcio´n de onda obtenida hasta el paso de evolucio´n anterior
(donde tambie´n actuo´ T). Elegimos los λ de la misma forma que en la ecuacio´n 23.
Veamos la accio´n de T en mas detalle. Si al tiempo t, la funcio´n de onda escrita en
la base de sitios es:
|Ψ(t)〉 = ∑Nl=1 χl |l〉
entonces en el siguiente paso de evolucio´n:
|Ψ(t+ ∆t)〉 = T (e−iH∆t~ |Ψ(t)〉)
= T (
N∑
j=1
e−i
Ej∆t
~ |uj〉 〈uj |
N∑
l=1
χl |l〉)
= T (
N∑
j=1
e−i
Ej∆t
~
N∑
l′,l′′=1
C l
′
j C
l′′
j
∗ |l’〉 〈l”|
∑
l
χl |l〉)
= T (
N∑
j=1
e−i
Ej∆t
~
N∑
l′,l′′=1
C l
′
j C
l′′
j
∗ |l’〉
∑
l
χl 〈l”|l〉)
= T (
N∑
j=1
e−i
Ej∆t
~
N∑
l′,l=1
C l
′
j C
l
j
∗
χl |l’〉)
(26)
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donde se usa la ortogonalidad de la base de sitios en el u´ltimo paso. Intercambiando
l′ ↔ l, tenemos:
= T (
N∑
l=1
(
N∑
j,l′=1
e−i
Ej∆t
~ C ljC
l′
j
∗
χl′) |l〉)
=
N∑
l=1
[(
N∑
j,l′=1
e−i
Ej∆t
~ C ljC
l′
j
∗
χl′)e
iλ(2φl−1)] |l〉
(27)
donde en el u´ltimo paso se aplica T a cada uno de los sitios. Ahora el paso de
evolucio´n siguiente consiste en tomar
χl = (
∑N
j,l′=1 e
−iEj∆t~ C ljC
l′
j
∗
χl′)e
iλ(2φl−1)
y repetir el procedimiento.
Pero este ruido no necesariamente tiene que actuar en todos los sitios en cada
paso. Por lo tanto, seleccionaremos de forma aleatoria cua´ntos sitios sera´n per-
turbados y luego, de nuevo aleatoriamente, cua´les son los sitios perturbados. Esto
hace que en las sumas anteriores, algunos de los λ(2φl − 1) sean nulos. Dejamos
en claro que el operador T actu´a en todos los pasos de evolucio´n temporal, aunque
como explicamos, en diferentes sitios y con diferentes intensidades en cada uno.
2.9 Medida de distinguibilidad para estados mixtos
Como ya mencionamos anteriormente, una buena forma de comparar entre estados
es la fidelidad. En particular, si estos estados son mixtos, la fidelidad se calcula en
forma diferente a cuando se tienen estados puros. Jozsa, en su trabajo de 1994 [18],
propuso una definicio´n para la fidelidad de estados mixtos dada por:
F (ρ1, ρ2) = Tr
[√
ρ
1/2
1 ρ2 ρ
1/2
1
]2
(28)
Esta expresio´n es sime´trica a pesar de la forma. Si ρ1 y ρ2 son diagonales en la
misma base, esta ecuacio´n se reduce a la expresio´n cla´sica, que es una medida
de la distinguibilidad entre dos distribuciones de probabilidad. En lo que sigue
del trabajo esta cantidad es de vital importancia, pues vamos a querer distinguir
entre dos estados enviados por un canal ruidoso. Es decir, si inicialmente sabemos
que podemos distinguir entre dos estados, queremos comparar cua´nto podemos
distinguir entre los mismos una vez atravesaron el canal ruidoso. Para compararlos
estudiamos entonces el estado del u´ltimo esp´ın, que sabemos que es mixto, y por
ello usamos la matriz densidad reducida del mismo, para cada estado transmitido.
Al calcular la matriz densidad reducida del u´ltimo sitio, el espacio de Hilbert
es bi-dimensional, por ello utilizaremos otro resultado del trabajo de Jozsa. Para
el caso de 2 dimensiones (y so´lo ah´ı), podemos obtener expresiones simples para la
fidelidad definida en la ecuacio´n 28. Sea M una matriz Hermitiana con autovalores
positivos λ1 y λ2, luego:
Tr
(√
M
)
=
√
λ1 +
√
λ2
Por lo tanto:(
Tr
(√
M
))2
= λ1 + λ2 + 2
√
λ1λ2 = Tr
(
M
)
+ 2(detM)1/2
Tomando M = ρ
1/2
1 ρ2 ρ
1/2
1 , tenemos:
25
Tr(M) = Tr(ρ1ρ2), det(M) = det(ρ1)det(ρ2)
y, finalmente:
F (ρ1, ρ2) = Tr(ρ1ρ2) + 2[det(ρ1)det(ρ2)]
1/2 (29)
En este trabajo utilizaremos esta definicio´n de F para comparar entre matrices
densidad reducidas de estados enviados por la cadena, pero con una modificacio´n.
De acuerdo a la definicio´n de fidelidad de Jozsa, la misma tiene una interpretacio´n
en te´rminos de probabilidad. Utilizaremos la siguiente definicio´n en las rutinas
nume´ricas implementadas:
F (ρ1, ρ2) =
√(
Tr(ρ1ρ2) + 2[det(ρ1)det(ρ2)]1/2
)
(30)
De aqu´ı en ma´s, cuando digamos fidelidad reducida nos referiremos a lo expli-
cado aqu´ı, a la fidelidad obtenida para la matriz densidad reducida del u´ltimo sitio
de la cadena.
Un u´ltimo comentario al respecto permite aclarar un poco ma´s el uso de la
fidelidad como medida de distinguibilidad. Se busca poder cuantificar de alguna
manera si dos estados son similares. Las matrices densidad dan acceso a toda la
informacio´n que puede obtenerse del sistema, pues en particular, son distribuciones
de probabilidad. Por ejemplo, si F (ρ1, ρ2) = 1, no hay ninguna observable u op-
eracio´n que me permita distinguir entre ambas matrices densidad, por lo cual el
estado del sistema es el mismo. En cambio, si F (ρ1, ρ2) 6= 1, las matrices densidad
son diferentes, y entonces existira´n una o ma´s observables u operaciones con las
cuales podremos implementar algu´n proceso para intentar distinguir los estados.
Veremos ma´s adelante co´mo se comporta la fidelidad reducida en funcio´n del
ruido y largo de las cadenas. Observaremos que la presencia del ambiente hace
que la fidelidad reducida tienda a uno, es decir, no podemos distinguir entre dos
estados luego de ser enviados por la cadena. En esos casos no podremos utilizar
ningu´n proceso para decodificar un mensaje escrito en te´rminos de esos estados.
Ahora bien, si es posible mediante un dispositivo experimental implementar un
proceso para distinguir estados, sabiendo que las matrices densidad son “diferentes”
en alguna cantidad, la cadena permitira´ transmitir el mensaje deseado, sabiendo
que el receptor del mismo puede recuperarlo “suficientemente bien” mediante la
aplicacio´n de alguna operacio´n en el u´ltimo esp´ın de la cadena.
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3 Propiedades de escaleo para la fidelidad al
tiempo de transmisio´n con modelo de ruido es-
pectral
En este cap´ıtulo veremos por un lado el me´todo de trabajo utilizado, y expondremos
los primeros resultados obtenidos con el mismo, relacionados a las propiedades de
escaleo para la fidelidad al tiempo de transmisio´n en funcio´n de para´metros del
sistema.
3.1 El problema
Hemos comentado que la presencia de desorden en la cadena afecta la transmisio´n
de informacio´n a trave´s de la misma. Esto se refleja en la altura de los picos de
fidelidad, la cual es menor. Es interesante estudiar la manera en la cua´l la misma
decae, en funcio´n de los para´metros del sistema, como por ejemplo, el largo de la
cadena, la intensidad y tipo del ruido que la afecta. Se supone que la dependencia
de la fidelidad con los diferentes para´metros puede ser expresada a trave´s de leyes
simples, o leyes de escala. Nos interesara´ en este trabajo, entre otras cosas, rela-
cionar la fidelidad al tiempo de transmisio´n con la intensidad del ruido, y el largo
de la cadena en cuestio´n.
Como hemos comentado, una de las maneras de introducir ruido es mediante
el uso de lo que se conoce como ruido esta´tico. Con ello nos referimos a imper-
fecciones en la construccio´n de la cadena, que se ven reflejadas en los acoples.
En este esquema de ruido, a los acoples del Hamiltoniano se les suman pequen˜as
“perturbaciones”, dadas por nu´meros aleatorios. Luego se diagonaliza el mismo
y se encuentran autovectores y autovalores. Esto modifica la evolucio´n temporal,
afectando la fidelidad. Estos modelos han sido ampliamente estudiados. En un
trabajo del an˜o 2005, De Chiara [19] estudio´ nume´ricamente la fidelidad al tiempo
de transmisio´n en cadenas PST con ruido esta´tico, encontrando que la ca´ıda en la
fidelidad como funcio´n de la intensidad del ruido puede expresarse en te´rminos de
la intensidad de la imperfeccio´n de la cadena (ruido), y del largo de la misma, en
forma de ley de escala. Encontraron que la fidelidad al tiempo de transmisio´n se
comporta como F (τ) = f(N2), donde  es la intensidad del ruido. Como vimos
en la ecuacio´n 13, la fidelidad depende fuertemente del espectro de energ´ıas del
Hamiltoniano por lo cual es esperable que las propiedades de las leyes de escala se
deban al comportamiento del mismo, y a co´mo el ruido afecta estas energ´ıas.
3.2 Me´todo de trabajo
A lo largo de todo el trabajo, se realizaron simulaciones nume´ricas. Se obtiene el
espectro y autovectores del Hamiltoniano XX, expuesto en el cap´ıtulo 2, con la
interaccio´n entre vecinos correspondientes a cadenas PST o boundary controlled
segu´n corresponda. Los autovalores y autovectores se obtuvieron mediante el uso
de las rutinas TQLI y TRED2 de Numerical Recipes [20]. Luego calculamos las
cantidades de intere´s, en particular, fidelidades, como funcio´n del tiempo. Para
ello, realizamos pasos de evolucio´n pequen˜os ∆t con el Hamiltoniano XX unitario,
y aplicamos el ruido de la forma explicada anteriormente.
En primer lugar, se trabajo´ sin perturbaciones, y se verificaron las rutinas uti-
lizadas repitiendo resultados de trabajos anteriores, y estudiando por ejemplo el
comportamiento de la fidelidad con intensidad de ruido nula, para constatar que la
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rutina funcione de la forma esperada. Para el proceso del obtencio´n de autovalores
y autovectores se verifico´ su correcto funcionamiento al obtener el espectro, el cual
en cadenas PST mostro´ un comportamiento lineal, con diferencia de energ´ıas entre
autovalores sucesivos constante. En el caso de las cadenas Boundary Controlled, el
espectro tambie´n fue de la forma esperada.
En la figura 12 se observa el espectro para cadenas PST de diferentes largos.
Vemos que es lineal, y que las diferencias de energ´ıa entre autovalores sucesivos se
mantiene constante.
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Figure 12: Espectro para cadena de transmisio´n perfecta (PST) para largos de cadena N=50 (negro), N=100 (rojo), N=150
(verde) y N=200 (azul). En esta figura X = k
N
− 1
2
, donde k es el ı´ndice correspondiente a las energ´ıas Ek.
En la figura 13 podemos ver el espectro para cadenas Boundary Controlled de
diferentes largos. Notemos que en este caso, a diferencia del caso anterior, las
diferencias de energ´ıa entre autovalores sucesivos no es constante.
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Figure 13: Espectro para cadena controlada por los bordes (BC) con para´metro αoptpara largos de cadena N=51 (negro),
N=101 (rojo), N=151 (verde) y N=201 (azul). INSET: diferencias centradas entre los autovalores.
En segundo lugar, se incluira´ la presencia de desorden dina´mico. En la rutina
se evoluciona el estado total de la cadena para una realizacio´n del ruido. A contin-
uacio´n se realizan promedios sobre realizaciones del ruido, es decir, repetimos los
ca´lculos una cierta cantidad de veces (cada una con ruidos aleatorios diferentes).
Esto equivale a pensar que tenemos muchas copias del sistema estudiado. Es im-
portante remarcar que este me´todo de trabajo es independiente del tipo de cadena
utilizado (PST o BC).
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3.3 Propiedades de escaleo para la fidelidad
En esta seccio´n se muestran los primeros resultados, correspondientes a las propie-
dades de escaleo para la fidelidad al tiempo de transmisio´n con el primer modelo
de ruido. Este consist´ıa en sumar a los autovalores del Hamiltoniano un te´rmino
∆Ej = λ(2φj − 1) en cada paso de evolucio´n temporal, donde λ es un para´metro
que regula la intensidad del ruido, y donde φj es un nu´mero aleatorio entre 0 y 1.
Es decir, se hace Ej → Ej + ∆Ej para cada una de las energ´ıas Ej (ver ec. 21).
Para los resultados de este cap´ıtulo se trabajo´ con rutinas que hacen 1000 prome-
dios sobre realizaciones del ruido (para obtener curvas lo mas suaves posibles, sin
excesivo tiempo de co´mputo), y con un paso de evolucio´n temporal ∆t = 0.005
dentro de la rutina. El sistema, luego de evolucionar durante un tiempo ∆t expe-
rimenta saltos Ej + ∆Ej en las energ´ıas. Es decir, el ruido actu´a en cada paso de
evolucio´n.
Primero, se muestra co´mo se comporta la fidelidad para este modelo de ruido
en la figura 14.
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Figure 14: Fidelidad en cadena PST de largo N=50, para modelo de ruido espectral, y para diferentes valores de λ, los
cuales son λ = 0.00 (negro), λ = 0.25 (rojo), λ = 0.50 (verde), λ = 0.75 (azul), λ = 1.00 (amarillo), λ = 1.25 (violeta).
En la figura 14, mostramos la fidelidad de una cadena PST de largo N = 50,
para diferentes valores de λ. Observamos como el ma´ximo valor de la fidelidad se
presenta al tiempo de transmisio´n del sistema sin ruido, y que su valor disminuye
cuando la intensidad del ruido λ aumenta. Esto se cuantifica ajustando curvas gaus-
sianas, como explicaremos ma´s adelante. Los tiempos de transmisio´n se mantienen,
respetando la forma (2n+1)pi2 (esto viene de la ecuacio´n 15 del cap´ıtulo 2, para el
valor de ∆E = 2 que es la diferencia de energ´ıa entre autovalores sucesivos para la
cadena PST con la que se trabajo´. Recordemos que las energ´ıas para PST esta´n
dadas en te´rminos de J , donde Ji = J
√
i(N − i), y en este trabajo se utilizo´ J = 1).
En la figura 15 se muestra un gra´fico similar, pero para largo N = 350. Obser-
vamos nuevamente que la fidelidad ma´xima se presenta al tiempo de transmisio´n
en el sistema sin ruido, que los picos de fidelidad caen a medida que aumenta la
intensidad de ruido λ, y que los tiempos de transmisio´n se mantienen, respetando
la forma (2n+1)pi2 . Tambie´n, a diferencia del caso N=50, podemos notar que el an-
cho de los picos es mucho menor (nuevamente, ajustando gaussianas). Adema´s, se
observa que los picos de fidelidad caen ma´s ra´pido cuando la cadena es ma´s larga.
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Figure 15: Fidelidad en cadena PST de largo N=350, para modelo de ruido espectral, y para diferentes valores de λ, los
cuales son λ = 0.00 (negro), λ = 0.25 (rojo), λ = 0.50 (verde), λ = 0.75 (azul), λ = 1.00 (amarillo), λ = 1.25 (violeta).
En la figura 16 se muestra la fidelidad para diferentes largos de cadenas, al
primer tiempo de transmisio´n, en funcio´n de la intensidad del ruido. Se utiliza el
primer tiempo de transmisio´n por dos motivos. Primero, porque es el menor lapso
de tiempo que un experimentador debe esperar para poder recuperar el estado
enviado. En segundo lugar, porque en los tiempos de transmisio´n sucesivos, los
picos de fidelidad son cada vez mas bajos, es decir, obtenemos fidelidades menores.
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Figure 16: Fidelidad para cadenas PST con modelo de ruido espectral, en funcio´n de λ, para diferentes largos, los cuales
son N = 51 (negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo), N = 301 (marro´n), N = 351
(naranja), y N = 401 (violeta).
Observamos que a medida que aumenta el largo de las cadenas, el valor de la
fidelidad al tiempo de transmisio´n disminuye mas ra´pidamente.
Estos valores se obtuvieron realizando ajustes a los picos de fidelidad al tiempo
de transmisio´n, con funciones gaussianas de la forma F (t) = Ae−B(t−C)2 + 1/2. A
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partir del para´metro A obtenemos la altura de los picos, y a partir del para´metro B
calculamos el ancho a media altura de los picos. El para´metro C nos da el tiempo
de transmisio´n para ese pico, el cua´l siempre siguio´ la ley (2n+1)pi2 como dijimos
antes.
Cada una de las curvas de fidelidad al tiempo de transmisio´n en funcio´n de λ
puede ajustarse con la funcio´n F (λ) = A0e
−A1λ2+A2, con para´metros de correlacio´n
muy cercanos a 1 (siendo el mas bajo ≈ 0.98), y donde los para´metros A0, A1, A2
del ajuste dependen del largo de la cadena. Estos para´metros sera´n presentados en
el ape´ndice A.
Podemos escalear los resultados de la figura 16, relacionando los valores de λ
entre las diferentes cadenas, obteniendo la figura 17. El hecho de que las curvas
escalen nos dice que las curvas tienen la misma forma. Si uno consigue dar leyes
de escala par las mismas, podremos por ejemplo, dado un largo de cadena N y una
intensidad de ruido λ, conocer cua´l es la ma´xima fidelidad posible para transmitir
estados (ya que tendremos alguna relacio´n de la forma f(N,λ), de manera similar
al trabajo de De Chiara [19]).
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Figure 17: Scaling de la fidelidad al tiempo de transmisio´n para cadenas PST con modelo de ruido espectral, en funcio´n
de λ, para los largos de cadena N = 51 (negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo),
N = 301 (marro´n), N = 351 (naranja), y N = 401 (violeta).
En la tabla 1 detallaremos los para´metros de escaleo obtenidos.
λ51 1.018λ101 1.021λ151 1.028λ201 1.032λ251 1.035λ301 1.038λ351 1.039λ401
Table 1: Para´metros de escaleo en λ para la fidelidad al tiempo de transmisio´n en cadenas PST con modelo de ruido
espectral.
Vemos que las curvas se pegan mucho hasta λ ≈ 2, que es el valor correspondiente a las
diferencias de energ´ıa del sistema, y a partir de ese valor las curvas comienzan a separarse
apreciablemente.
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3.4 Propiedades de escaleo para el ancho de los picos de fideli-
dad
Pasemos a estudiar el ancho de los picos de fidelidad, en funcio´n del ruido, para diferentes largos.
Los anchos se relacionan con los te´rminos de la suma en la ecuacio´n 13, que son los que luego
aparecera´n en la fidelidad, determinando su forma funcional. Utilizando ajustes gaussianos,
obtenemos el ancho de los picos mostrados, en funcio´n del largo de las cadenas, y la intensidad
del ruido.
Se calcula el ancho a media altura de los picos de fidelidad. Presenta el comportamiento
explicitado en la figura 18
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Figure 18: Anchos de los picos de fidelidad para cadenas PST con modelo de ruido espectral, en funcio´n de λ, para los
largos de cadena N = 51 (negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo), N = 301
(marro´n), N = 351 (naranja), y N = 401 (violeta).
Observamos nuevamente que los picos se hacen ma´s angostos al utilizar cadenas ma´s largas,
y que el ancho tambie´n decae en funcio´n de la intensidad del ruido.
Se observa que, si YN1 es el valor de ancho para la cadena de largo N1, e YN2 es el ancho
correspondiente a una cadena de largo N2, la ley de escala para hacer que todos partan del
mismo valor de ancho:
YN1 ≈
√
N2
N1
YN2 (31)
Sin embargo, para los valores de λ solo se obtuvo un scaling aproximado en te´rminos de
valores nume´ricos. Se obtuvieron los valores que se muestran en la tabla 2.
λ51 0.83λ101 0.77λ151 0.75λ201 0.73λ251 0.71λ301 0.69λ351 0.66λ401
Table 2: Para´metros de escaleo en λ para el ancho de los picos de fidelidad al tiempo de transmisio´n en cadenas PST con
modelo de ruido espectral.
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Figure 19: Scaling de los anchos para los picos de fidelidad para cadenas PST de largo impar con primer modelo de ruido,
en funcio´n de λ, para los largos N = 51 (negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo),
N = 301 (marro´n), N = 351 (naranja), y N = 401 (violeta).
Se observa en la figura 19 que el escaleo funciona relativamente bien para ruidos bajos,
y comienzan a diferir bastante para los ruidos a partir de λ = 1.25. Las diferencias que se
observan para λ mas grande se deben probablemente a falta de promediacio´n. En trabajos
futuros, se podr´ıa intentar suavizar estas curvas realizando una mayor cantidad de promedios
sobre el ruido, conseguir mejores para´metros de scaling en λ, e intentar obtener alguna forma
funcional expl´ıcita en lugar de los valores nume´ricos obtenidos.
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4 Propiedades de escaleo para la fidelidad al tiempo
de transmisio´n con modelo de ruido localizado
Consideremos ahora el segundo modelo de ruido dina´mico presentado en el cap´ıtulo 2. Recorde-
mos que este modelo consiste en sumar fases aleatorias a las fases de los sitios en los cuales esta´
la excitacio´n de esp´ın. Definimos entonces un operador T actuando en los sitios cuyo efecto al
aplicarlo en un paso de evolucio´n es:
|Ψ(t+ ∆t)〉 = T (e−iHt~ |Ψ(t+ (∆t− 1))〉)
=
N∑
l=1
[(
N∑
j,l′=1
e−i
Ejt
~ C ljC
l′
j
∗
χl′)e
iλ(2φl−1)] |l〉 (32)
donde |l〉 es la base de sitios. Recordemos tambie´n que el ruido no actu´a necesariamente en
todos los sitios en cada paso, sino que se elige de forma aleatoria cua´ntos y cua´les van a ser los
sitios perturbados.
Se muestra el comportamiento de la fidelidad con este modelo de ruido en la figura 20.
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Figure 20: Fidelidad para cadena PST de largo 51, para intensidades de ruido λ = 0.04 (negro), λ = 0.08 (rojo), y λ = 0.12
(verde).
Observamos como a medida que aumenta la intensidad del ruido λ, los picos de fidelidad al
primer tiempo de transmisio´n son ma´s bajos. Vemos adema´s que para el segundo tiempo de
transmisio´n los picos son au´n mas bajos en comparacio´n con los del primer tiempo.
La figura 21 muestra los el comportamiento de la fidelidad para una cadena ma´s larga.
Observamos nuevamente co´mo a medida que aumenta la intensidad del ruido λ, los picos
de fidelidad son ma´s bajos. Al igual que en el caso anterior, se observa que para el segundo
tiempo de transmisio´n los picos son mas bajos en comparacio´n con los picos del primer tiempo.
Notemos por u´ltimo que el ancho de los picos disminuyo´ apreciablemente en relacio´n al ancho
de los picos para N = 51.
Se observa en ambos casos que el tiempo de transmisio´n es independiente de N, y que se
comporta como antes segu´n τtrans =
(2n+1)pi
2 . Tambie´n podemos notar que los valores de λ
utilizados en este caso son menores a los utilizados en el cap´ıtulo 3, dado que la fidelidad decae
a valores menores a 2/3 para valores de λ mas pequen˜os en el caso de ruido localizado.
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Figure 21: Fidelidad para cadena PST de largo 401, para intensidades de ruido λ = 0.04 (negro), λ = 0.08 (rojo), y
λ = 0.12 (verde).
4.1 Propiedades de escaleo para la fidelidad
Pasamos a estudiar las propiedades de escaleo. En lo que sigue, y al igual que en el cap´ıtulo
anterior, trabajamos con 1000 promedios sobre realizaciones, con un paso temporal de evolucio´n
∆t = 0.005, y con los picos de fidelidad al primer tiempo de transmisio´n.
Se trabajo´ realizando ajustes a los picos de fidelidad, con funciones gaussianas
F (t) = Ae−B(t−C)2 + 0.5. A partir del para´metro A obtenemos la altura de los picos, y a partir
del para´metro B calculamos el ancho a media altura de los picos. El para´metro C nos da el
tiempo de transmisio´n para ese pico, el cua´l siempre siguio´ la ley (2n+1)pi2 como dijimos antes.
En la figura 22 se muestra la fidelidad al tiempo de transmisio´n para cadenas de diferente
largo en funcio´n de la intensidad del ruido λ.
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Figure 22: Fidelidad para cadenas PST en funcio´n de la intensidad del ruido, para los largos N = 51 (negro), N = 101
(rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo), N = 301 (verde oscuro), N = 351 (naranja), y N = 401
(violeta).
Observamos que a medida que aumenta el valor de λ, la fidelidad al tiempo de transmisio´n
es cada vez menor. Tambie´n podemos ver que para N ma´s grande, la fidelidad disminuye ma´s
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ra´pidamente.
Nuevamente cada una de estas curvas puede ajustarse por F (λ) = A0e
−A1λ2 + A2 con
para´metros de correlacio´n cercanos a 1, y donde los para´metros A0, A1, A2 dependen del largo
de la cadena. Los mismos muestran en el ape´ndice A.
Relacionando los valores de λ de las cadenas, podemos escalear las curvas de la figura 22.
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Figure 23: Scaling para la fidelidad en cadenas PST en funcio´n de la intensidad del ruido, para los largos N = 51 (negro),
N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo), N = 301 (verde oscuro), N = 351 (naranja), y
N = 401 (violeta).
Vemos en la figura 23 que el scaling es bastante bueno, pues las curvas colapsan en una sola.
Los para´metros nume´ricos del escaleo se muestran en la tabla 3
λ51 1.03875λ101 1.05292λ151 1.08λ201 1.085λ251 1.092λ301 1.0956λ351 1.097λ401
Table 3: Para´metros de escaleo en λ para la fidelidad al tiempo de transmisio´n en cadenas PST con modelo de ruido
localizado.
4.2 Propiedades de escaleo para el ancho de los picos de fideli-
dad
En la figura 24 se muestra el comportamiento de los anchos de los picos de fidelidad.
Vemos co´mo el ancho disminuye para largos mas grandes. A largo fijo, el mismo aumenta
con la intensidad del ruido.
En este caso, para conseguir que todas las curvas partan del mismo punto en el eje Y
(anchos), notamos que si YN1 es el valor de ancho para la cadena de largo N1, e YN2 es el ancho
correspondiente a la cadena de largo N2, vale que:
YN1 ≈
√
N2
N1
YN2 (33)
Esta propiedad es la misma que encontramos antes para el primer modelo de ruido. Para la
parte del scaling en λ, obtuvimos nuevamente para´metros nume´ricos, los cuales se muestran en
la tabla 4
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Figure 24: Anchos de los picos de fidelidad para cadenas PST en funcio´n de la intensidad del ruido, para modelo de ruido
localizado, y para los largos N = 51 (negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo),
N = 301 (naranja), N = 351 (verde oscuro), y N = 401 (violeta).
λ51 0.90λ101 0.87λ151 0.85λ201 0.81λ251 0.80λ301 0.79λ351 0.78λ401
Table 4: Para´metros de escaleo en λ para el ancho de los picos de fidelidad al tiempo de transmisio´n en cadenas PST con
modelo de ruido localizado.
Estos valores son mayores a los obtenidos en el scaling para λ en el modelo de ruido anterior.
Con estos para´metros, y los de la ecuacio´n 33, obtenemos el escaleo para los anchos de la figura
25.
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Figure 25: Escaleo para los anchos en cadenas PST con segundo modelo de ruido, en funcio´n de la intensidad del ruido,
para los largos N = 51 (negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo), N = 301 (naranja),
N = 351 (verde oscuro), y N = 401 (violeta).
Podemos observar que a diferencia del modelo anterior, los anchos se comportan mucho
mas suave, y los escaleos, si bien au´n un poco imprecisos debido a tener proporcionalidades
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nume´ricas en lugar de alguna relacio´n funcional como en la ecuacio´n 33, son bastante buenos.
Para los valores de λ utilizados, la intensidad del ruido es pequen˜a en comparacio´n a la escala de
energ´ıa de estas cadenas, pues las diferencias de energ´ıa entre autovalores sucesivos son ∆E = 2
en unidades de J , y las energ´ıas del sistema son cada vez ma´s grandes para largos de cadena
mayores.
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5 Distinguibilidad de estados transmitidos usando
cadenas de transmisio´n perfecta (PST)
Mencionamos en el cap´ıtulo 2 que nos interesaba estudiar la distinguibilidad entre estados
usando la fidelidad. Esto es de vital importancia cuando queremos codificar un mensaje. Si
disponemos de una cierta cantidad de estados para codificar en ellos el mensaje que queremos
enviar (alfabeto), tenemos que saber de que manera afecta el canal ruidoso a la distinguibilidad
de los mismos, para que luego en el otro extremo podamos “leer” la informacio´n enviada. Para
armar un alfabeto deber´ıamos conocer que tan bien podemos diferenciar las letras usadas.
En la seccio´n 2.9 vimos cua´l es la fidelidad para estados mixtos. Vamos a utilizarla en
cadenas PST, dando estados que inicialmente difieren en una cierta cantidad, y viendo co´mo
se modifica su distinguibilidad al transmitirlos por la cadena ruidosa, utilizando el modelo de
ruido localizado. ¿Co´mo haremos esto? Utilizando la matriz densidad reducida, comparamos
dos estados que difieran en una cierta cantidad, los cuales inicialmente fueron puestos en el
primer esp´ın de la cadena. La medida de cua´nto difieren viene dada por la fidelidad de estados
mixtos, definida en la ecuacio´n 28. Como al tomar matriz densidad reducida, terminamos en
un espacio de Hilbert de dimensio´n 2, podemos usar la expresio´n estudiada en la ecuacio´n
30, en la seccio´n 2.9. A continuacio´n, transmitimos por la cadena ruidosa ambos estados por
separado. Es decir, enviamos primero uno de los dos estados iniciales, |Ψ1〉, y luego volviendo
a poner la cadena en su estado inicial, enviamos el otro estado a transmitir, |Ψ2〉. Luego de
ser recibidos en el u´ltimo sitio al tiempo de transmisio´n, los comparamos nuevamente v´ıa la
fidelidad obtenida con la matriz densidad reducida, ecuacio´n 30. Trabajaremos con estados que
difieren inicialmente en 0,75, 0,80, 0,85, y 0,90 (recordemos tambie´n que la fidelidad va entre
0 y 1). Estas diferencias son elegidas tomando un estado fijo, |1〉, y algu´n estado α |0〉 + β |1〉
entre el conjunto de estados uniformemente distribuidos en la esfera de Bloch, de forma tal que
la fidelidad reducida sea la que se quiere tener inicialmente.
Notemos que en este contexto los estados transmitidos por la cadena tienden a perder su
distinguibilidad debido al ruido, y por ende tienden a perder su contenido de informacio´n. Es
decir, el efecto del ruido es hacer que se “parezcan” cada vez ma´s. Por eso, veremos que estados
que inicialmente empezaron difiriendo en una cierta cantidad de las arriba mencionadas, luego
de pasar por la cadena, tienen fidelidad reducida cada vez ma´s cercana a 1. En particular,
observamos que mientras mayor es el ruido, ma´s se acerca la fidelidad a su valor ma´ximo,
evidenciando que ya no podemos distinguir los estados tan bien como antes.
Por lo tanto para lo que sigue, estudiaremos la distinguibilidad como se aclaro´ anteriormente,
y tambie´n tendremos en cuenta la fidelidad promedio en cadenas PST, en funcio´n del largo de
las mismas y la intensidad del ruido, es decir, los resultados del cap´ıtulo 4. Para todos los
resultados de distinguibilidad, es decir cap´ıtulo 5 y 6, trabajamos con 100 promedios sobre
realizaciones del ruido.
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5.1 Estados que inicialmente difieren en 0,75
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Figure 26: Fidelidad reducida para estados que inicialmente difieren en 0,75, en funcio´n de N , para los valores de intensidad
de ruido λ = 0, 04 (negro), λ = 0, 08 (rojo), λ = 0, 12 (verde), λ = 0, 16 (azul), λ = 0, 20 (amarillo), y λ = 0, 24 (naranja).
En la figura 26 se observa co´mo la fidelidad reducida aumenta con la intensidad del ruido λ.
Esto se traduce en una menor distinguibilidad entre los estados enviados. Adema´s, a medida
que aumenta N y para intensidad del ruido fija, la fidelidad reducida tambie´n crece, pero tiende
a estabilizarse con N . Esto es debido a que a medida que crece el largo de la cadena, por ser
una cadena PST, las energ´ıas del sistema son cada vez ma´s grandes. Entonces, la intensidad
del desorden es cada vez menos importante frente a las escalas de energ´ıa del sistema.
En la figura 27 presentamos la misma informacio´n, pero graficando la fidelidad reducida en
funcio´n de la intensidad del ruido λ.
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Figure 27: Fidelidad reducida para estados que inicialmente difieren en 0,75, en funcio´n de λ, para largos N = 51 (negro),
N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo), N = 301 (naranja), N = 351 (verde oscuro), y
N = 401 (violeta).
Observamos que a medida que crece λ, la fidelidad reducida aumenta. Entonces, es mas
40
dif´ıcil distinguir entre los estados que mandamos inicialmente. A medida que aumenta N la
distinguibilidad tambie´n es menor, pues la fidelidad reducida es cada vez mayor. Adema´s, es
interesante comparar estos gra´ficos con la fidelidad promedio para estas cadenas (ver figura 28).
Sabemos que si la fidelidad de transmisio´n de un estado cae por debajo de 2/3, la fidelidad
ma´xima para transmisio´n cla´sica de un estado cua´ntico, la transmisio´n no es lo suficientemente
buena, y no justifica la utilizacio´n de estos sistemas.
Por u´ltimo, es importante destacar que hasta λ ≈ 0, 2, las curvas del gra´fico anterior pre-
sentan un comportamiento aproximadamente lineal. Esos valores de ruido son los de intere´s si
queremos transmitir un estado, pues como veremos a continuacio´n, para valores superiores la
fidelidad promedio es menor a 2/3. Para λ = 0, 2, vemos adema´s que las curvas dejan de tener
un comportamiento lineal, pues la fidelidad reducida tiende a su valor ma´ximo, que es 1. Esto
es consistente, pues la fidelidad promedio es menor a 2/3, y un receptor en el extremo final de
la cadena no solo no puede distinguir entre los estados tan bien como al inicio del proceso, sino
que adema´s los estados ya son diferentes a lo que se quiso enviar en un principio (ver seccio´n
2.5, donde se explica el origen del l´ımite de fidelidad 2/3).
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Figure 28: Fidelidad en cadenas PST en funcio´n de λ, junto al l´ımite de fidelidad 2/3 de transmisio´n cla´sica de un estado
cua´ntico. Se graficaron los largos N = 51 (negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo),
N = 301 (verde oscuro), N = 351 (naranja), y N = 401 (violeta).
Observamos que para ruidos mayores a λ ≈ 0, 175, la fidelidad para todos los largos cae por
debajo de 2/3. Entonces, por ma´s que podamos alcanzar los requerimientos de distinguibilidad,
la transmisio´n es pobre y es impra´ctico trabajar con esas cadenas.
Estudiamos tambie´n la distinguibilidad como funcio´n de N y λ, al igual que en los gra´ficos
anteriores, para distinguibilidades iniciales de 0, 80, 0, 85, y 0, 90. El comportamiento observado
es ide´ntico al que fue presentado en este cap´ıtulo. Las figuras correspondientes se muestran en el
ape´ndice B. Todas presentan el comportamiento lineal descripto anteriormente. Adema´s, como
para λ = 0, 175 la fidelidad promedio es menor a 2/3, no importa la distinguibilidad inicial,
todas las curvas tienden a tener fidelidad reducida 1.
En resumen, podemos notar que la distinguibilidad disminuye a medida que aumentamos la
intensidad del ruido, y el largo de la cadena. En el cap´ıtulo siguiente, realizaremos el mismo
estudio en cadenas controladas por los bordes. Es oportuno aclarar que los resultados de este
cap´ıtulo, y los que siguen para cadenas controladas por los bordes no son comparables. Esto
es debido a que no esta´n en el mismo re´gimen de perturbacio´n. Para las cadenas controladas
por los bordes, los tiempos de transmisio´n son mayores que los de las cadenas de transmisio´n
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perfecta (en ambas cadenas se tomo´ J = 1, que define la escala de energ´ıa y por lo tanto las
escalas de tiempo). Entonces las cadenas BC son perturbadas durante mucho ma´s tiempo, ya
que se realizan ma´s pasos de evolucio´n temporal. A futuro puede elegirse algu´n criterio para
poder decir que estas cadenas esta´n en el mismo re´gimen.
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6 Distinguibilidad de estados transmitidos usando
cadenas controladas por los bordes
Continuando con el estudio del modelo de ruido localizado presentado en la seccio´n 2.8.2, y el
estudio de la distinguibilidad de estados, nos interesa conocer que´ sucede si en vez de tener ca-
denas de transmisio´n perfecta como en el cap´ıtulo anterior, contamos con una cadena Boundary
Controlled. La idea es la misma, utilizar la matriz densidad reducida al u´ltimo esp´ın para estu-
diar la distinguibilidad de estados transmitidos por la cadena, en presencia de ruido localizado.
Trabajaremos con diferentes pasos temporales ∆t en la evolucio´n, usando ∆t = 0, 05 y
∆t = 0, 005. Es esperable (como veremos mas adelante que ocurre) que evolucionando con el
paso temporal mas grande, la transmisio´n se vea menos afectada, ya que dejamos al sistema
evolucionar con el Hamiltoniano libre por ma´s tiempo antes de darle introducir fases a los sitios.
Deberemos entonces tener en cuenta co´mo se comporta la fidelidad de transmisio´n para
diferentes largos de cadena, en funcio´n de la intensidad del ruido, y segu´n el paso temporal
utilizado para la introduccio´n de las fases en los sitios.
6.1 Evolucio´n con paso temporal ∆t = 0, 05
Comenzamos presentando los resultados relacionados al paso temporal mas grande.
6.1.1 Estados que inicialmente difieren en 0,75
En la figura 29 se muestra la fidelidad reducida para estados con fidelidad reducida inicial de
0,75, en funcio´n del largo de las cadenas.
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Figure 29: Fidelidad reducida para estados fidelidad reducida inicial de 0,75, en funcio´n de N, para los valores de intensidad
el ruido λ = 0, 01 (negro), λ = 0, 02 (rojo), λ = 0, 03 (verde), λ = 0, 04 (azul), λ = 0, 05 (amarillo), y λ = 0, 06 (marro´n).
Observamos que a medida que aumenta N , la fidelidad reducida crece. Adema´s para valores
de λ ma´s grandes, la fidelidad reducida tambie´n aumenta en funcio´n de N , y lo hace ma´s
ra´pidamente. Esto es debido a que para cadenas BC, a medida que aumenta N , las diferencias
de energ´ıa entre autovalores sucesivos no se mantiene como en el caso de las PST, sino que son
cada vez ma´s pequen˜as, pues las energ´ıas del sistema esta´n fijas en la banda [−2J ; 2J ], como se
mostro´ en cap´ıtulos anteriores.
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Figure 30: Fidelidad reducida para estados que inicialmente difieren en 0,75, en funcio´n de λ, para los largos N = 51
(negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo), N = 301 (marro´n), N = 351 (naranja) y
N = 401 (violeta).
En la figura 30 se observa como a medida que aumenta λ, aumenta la fidelidad reducida.
Para valores de N ma´s grandes, la misma aumenta ma´s ra´pidamente, debido a que las diferencias
de energ´ıa son cada vez ma´s pequen˜as, y λ es ma´s importante frente a las mismas.
Los gra´ficos correspondientes a fidelidades reducidas iniciales de 0, 80, 0, 85, y 0, 90 presentan
el mismo comportamiento, y se muestran en el ape´ndice C.
6.2 Evolucio´n con paso temporal ∆t = 0, 005
Veremos ahora los resultados correspondientes al paso temporal de evolucio´n mas pequen˜o.
Esperamos que, como el estado inicial evoluciona por menos tiempo antes de introducirse las
fases, las distinguibilidades empeoren ma´s ra´pido que en la seccio´n anterior con paso temporal
ma´s grande. Trabajamos con cadenas ma´s cortas, por dos motivos. Primero, se observa al igual
que en los casos anteriores, que la fidelidad reducida aumenta con N. Entonces, debido a que las
fases se introducen con mayor frecuencia, la fidelidad reducida es muy cercana a 1 para N mas
pequen˜os que en los casos anteriores. Por otro lado, como en las cadenas Boundary Controlled
el tiempo de transmisio´n va como N/2 aproximadamente, para cadenas mas grandes, debemos
hacer ma´s pasos temporales para alcanzar dicho tiempo. Esto resulta en ma´s iteraciones en el
algoritmo, y por ende, el tiempo utilizado en una simulacio´n es significativamente mayor.
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6.2.1 Estados que inicialmente difieren en 0,75
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Figure 31: Fidelidad reducida para estados con fidelidad reducida inicial de 0,75, en funcio´n de N, para las intensidades de
ruido λ = 0, 01 (negro), λ = 0, 02 (rojo), λ = 0, 03 (verde), λ = 0, 04 (azul), λ = 0, 05 (amarillo), y λ = 0, 06 (marro´n).
Observamos en la figura 31 el mismo comportamiento que para el paso temporal ∆t = 0, 05,
pero ma´s pronunciado. Por ejemplo, para la curva correspondiente a una fidelidad reducida
inicial de 0, 75, vemos que para el valor de N = 251 la fidelidad reducida supera el valor 0, 82,
a diferencia de lo que sucede con el paso temporal ∆ = 0, 05, donde para la misma curva y
mismo N , la fidelidad reducida es menor a 0, 8. Esto es debido a que en este caso el sistema
evoluciona libremente durante una menor cantidad de tiempo antes de experimentar un salto
(introduccio´n de fases aleatorias). Este comportamiento se corresponde con lo esperado, que
fue comentado al comienzo de esta seccio´n.
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Figure 32: Fidelidad reducida para estados que inicialmente difieren en 0,75, en funcio´n de λ, para los largos N = 51
(negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), y N = 251 (amarillo).
En la figura 32 se observa como a medida que aumenta λ, aumenta la fidelidad reducida.
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Para valores de N ma´s grandes, la misma aumenta ma´s ra´pidamente. Observamos que las
curvas presentan una mayor concavidad en comparacio´n con las correspondientes a ∆t = 0, 05
presentadas en la seccio´n anterior. Adema´s, vemos que la fidelidad reducida aumenta ma´s
ra´pidamente que en el caso anterior para un paso temporal ma´s grande.
Los gra´ficos correspondientes a distinguibilidades iniciales de 0, 80, 0, 85, y 0, 90 presentan
el mismo comportamiento, y se muestran en el ape´ndice C.
En resumen, se observa en ambos casos que la distinguibilidad disminuye a medida que
aumenta la intensidad del ruido, y el largo de las cadenas. Por otro lado, la distinguibilidad
disminuye ma´s pronunciadamente con el aumento de la intensidad del ruido para el caso en el
que utilizamos un paso temporal mas pequen˜o, ya que el sistema evoluciona con su Hamiltoniano
unitario por menos tiempo antes de introducir fases a los sitios.
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7 Conclusiones y perspectivas a futuro
Se estudiaron las propiedades de escaleo para la fidelidad, tanto en cadenas de transmisio´n
perfecta como en cadenas controladas por los bordes, sometidas a la presencia de ruido dina´mico.
Tambie´n se estudio´ la distinguibilidad de estados en estas cadenas y se obtuvieron curvas que
relacionan la fidelidad reducida con la intensidad del ruido y el largo de las cadenas, en las
cuales se observa que la misma aumenta como funcio´n de la intensidad del ruido y N . Se
observa adema´s que, a pesar de tener distinguibilidad para ciertos valores de N y λ, la fidelidad
promedio para esos valores ya es menor a 2/3. Entonces distinguimos los estados, pero los
mismos no se corresponden con los estados enviados originalmente.
Posibles extensiones de este trabajo pueden ser mejorar los escaleos realizando ma´s prome-
dios sobre el ruido, y estudiar aquellos que no pudieron ser expresados como leyes en funcio´n de
los para´metros de la cadena, para intentar obtener estas relaciones funcionales. Esto permitira´
dar los para´metros nume´ricos del ajuste (A0, A1, A2) de F (λ) en funcio´n de largos de la cadena
y la intensidad del ruido. Tambie´n pueden estudiarse las propiedades de escaleo para las cadenas
controladas por los bordes, en presencia de ruido dina´mico. Como se menciono´ en el cap´ıtulo
5, los resultados para distinguibilidad obtenidos con cadenas de transmisio´n perfecta y cadenas
controladas por los bordes no son comparables. A futuro hay que elegir algu´n criterio para
poder decir que se encuentran en el mismo re´gimen de perturbacio´n, y comparar su desempen˜o.
Un criterio posible es considerar la fase que acumula un sitio durante la evolucio´n temporal.
Por la forma de esta fase, y porque los nu´meros aleatorios utilizados van entre 0 y 1, el valor
medio de esta fase es 0. Pero se puede considerar el cuadrado de esta cantidad, es decir, su
varianza, y trabajar con su valor fijo para ambas cadenas. Otro criterio podr´ıa ser considerar
el producto λttrans, y trabajar manteniendo este valor constante. Por supuesto podr´ıan elegirse
otros criterios, y debera´ elegirse el ma´s adecuado.
Por otro lado, se puede estudiar la distinguibilidad utilizando modelos de ruido que adema´s
de modificar las fases de los sitios, cambien la magnetizacio´n, es decir, permitan dar vuelta
espines.
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A Para´metros A0, A1, A2 del ajuste de la fidelidad
en funcio´n de λ, para cadenas PST.
Recordemos que cada una de las curvas de fidelidad al tiempo de transmisio´n en funcio´n de
λ pueden ajustarse con la funcio´n F (λ) = A0e
−A1x2 + A2, con para´metros de correlacio´n muy
cercanos a 1 (siendo el mas bajo ≈ 0,98), y donde los para´metros A0, A1, A2 del ajuste de-
penden del largo de la cadena. Estos para´metros se muestran a continuacio´n separados segu´n
correspondan al modelo de ruido espectral o localizado.
A.1 Modelo de ruido espectral
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Figure 33: Para´metro A0 para cadenas pares del ajuste de F (λ). Los largos de cadena N correspondientes son N = 50,
N = 100, N = 150, N = 200, N = 250, N = 300, N = 350 y N = 400
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Figure 34: Para´metro A0 para cadenas impares del ajuste de F (λ). Los largos de cadena N correspondientes son N = 51,
N = 101, N = 151, N = 201, N = 251, N = 301, N = 351 y N = 401
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Figure 35: Para´metro A1 para cadenas pares del ajuste de F (λ). Los largos de cadena N correspondientes son N = 50,
N = 100, N = 150, N = 200, N = 250, N = 300, N = 350 y N = 400
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Figure 36: Para´metro A1 para cadenas impares del ajuste de F (λ). Los largos de cadena N correspondientes son N = 51,
N = 101, N = 151, N = 201, N = 251, N = 301, N = 351 y N = 401
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Figure 37: Para´metro A2 para cadenas pares del ajuste de F (λ). Los largos de cadena N correspondientes son N = 50,
N = 100, N = 150, N = 200, N = 250, N = 300, N = 350 y N = 400
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Figure 38: Para´metro A2 para cadenas impares del ajuste de F (λ). Los largos de cadena N correspondientes son N = 51,
N = 101, N = 151, N = 201, N = 251, N = 301, N = 351 y N = 401
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A.2 Modelo de ruido localizado
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Figure 39: Comportamiento para´metro A0 de el ajuste F (λ) en funcio´n de N. Los largos de cadena N correspondientes
son N = 51, N = 101, N = 151, N = 201, N = 251, N = 301, N = 351 y N = 401
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Figure 40: Comportamiento para´metro A1 de el ajuste F (λ) en funcio´n de N. Los largos de cadena N correspondientes
son N = 51, N = 101, N = 151, N = 201, N = 251, N = 301, N = 351 y N = 401
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Figure 41: Comportamiento para´metro A2 de el ajuste F (λ) en funcio´n de N. Los largos de cadena N correspondientes
son N = 51, N = 101, N = 151, N = 201, N = 251, N = 301, N = 351 y N = 401
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B Fidelidad reducida en cadenas PST
En este ape´ndice mostramos las curvas correspondientes a la distinguibilidad en funcio´n de los
para´metros λ y N , para diferentes valores de distinguibilidad inicial, complementando as´ı lo
expuesto en el cap´ıtulo 5.
B.1 Estados con fidelidad reducida inicial de 0,80
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Figure 42: Fidelidad reducida para estados con fidelidad reducida inicial 0,80, en funcio´n de N, para diferentes valores de
λ. Las curvas mostradas corresponden a λ = 0, 04 (negro), λ = 0, 08 (rojo), λ = 0, 12 (verde), λ = 0, 16 (azul), λ = 0, 20
(amarillo), y λ = 0, 24 (verde oscuro).
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Figure 43: Fidelidad reducida para estados con fidelidad reducida inicial de 0,80, en funcio´n de λ, para diferentes valores
de N, los cuales son N = 51 (negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo), N = 301
(verde oscuro), N = 351 (naranja), y N = 401 (violeta).
Nuevamente se observa el comportamiento ya comentado, a medida que λ aumenta, la distin-
guibilidad empobrece.
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B.2 Estados con fidelidad reducida inicial de 0,85
50 100 150 200 250 300 350 400 450 500
N
0,85
0,86
0,87
0,88
0,89
0,9
0,91
0,92
0,93
0,94
0,95
0,96
0,97
0,98
Fi
de
lid
ad
 R
ed
uc
id
a
 λ=0,04
 λ=0,08
 λ=0,12
 λ=0,16
 λ=0,20
 λ=0,24
Figure 44: Fidelidad reducida para estados con fidelidad reducida inicial de 0,85, en funcio´n de N, para diferentes valores
de λ. Las curvas mostradas corresponden a λ = 0, 04 (negro), λ = 0, 08 (rojo), λ = 0, 12 (verde), λ = 0, 16 (azul), λ = 0, 20
(naranja), y λ = 0, 24 (verde oscuro).
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Figure 45: Fidelidad reducida para estados con fidelidad reducida inicial de 0,85, en funcio´n de λ, para diferentes valores
de N, los cuales son N = 51 (negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo), N = 301
(naranja), N = 351 (verde oscuro), y N = 401 (violeta).
Volvemos a observar el comportamiento de los apartados anteriores. En particular, a partir de
λ = 0, 12 la fidelidad reducida es del orden de F ≈ 0, 9.
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B.3 Estados con fidelidad reducida inicial de 0,90
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Figure 46: Fidelidad reducida para estados con fidelidad reducida inicial de 0,90, en funcio´n de N, para los valores de
intensidad de ruido λ = 0, 04 (negro), λ = 0, 08 (rojo), λ = 0, 12 (verde), λ = 0, 16 (azul), λ = 20 (amarillo), y λ = 24
(marro´n).
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Figure 47: Fidelidad reducida para estados con fidelidad reducida inicial de 0,90, en funcio´n de λ, para los largos N = 51
(negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo), N = 301 (marro´n), N = 351 (naranja), y
N = 401 (violeta).
Volvemos a observar el comportamiento de los apartados anteriores. En particular, para λ =
0, 24 la Fidelidad reducida es aproximadamente del orden de F ≈ 0, 98.
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C Fidelidad reducida en cadenas BC
En este ape´ndice mostramos las curvas correspondientes a distinguibilidad en funcio´n de N y
λ, para diferentes valores de distinguibilidad inicial, y para los dos pasos temporales utilizados.
Esto complementa lo expuesto en el cap´ıtulo 6.
C.1 Evolucio´n con paso temporal ∆t = 0, 05
C.1.1 Estados con fidelidad reducida inicial 0,80
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Figure 48: Fidelidad reducida para estados con fidelidad reducida inicial de 0,80, en funcio´n de N, para las intensidades de
ruido λ = 0, 01 (negro), λ = 0, 02 (rojo), λ = 0, 03 (verde), λ = 0, 04 (azul), λ = 0, 05 (amarillo), y λ = 0, 06 (naranja).
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Figure 49: Fidelidad reducida para estados con fidelidad reducida inicial de 0,80, en funcio´n de λ, para los largos N = 51
(negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo), N = 301 (marro´n), N = 351 (naranja), y
N = 401 (violeta).
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C.1.2 Estados con fidelidad reducida inicial de 0,85
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Figure 50: Fidelidad reducida para estados con fidelidad reducida inicial de 0,85, en funcio´n de N, para las intensidades de
ruido λ = 0, 01 (negro), λ = 0, 02 (rojo), λ = 0, 03 (verde), λ = 0, 04 (azul), λ = 0, 05 (naranja), y λ = 0, 06 (violeta).
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Figure 51: Fidelidad reducida para estados con fidelidad reducida inicial de 0,85, en funcio´n de λ, para los largos N = 51
(negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo), N = 301 (marro´n), N = 351 (naranja), y
N = 401 (violeta).
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C.1.3 Estados con fidelidad reducida inicial de 0,90
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Figure 52: Fidelidad reducida para estados con fidelidad reducida inicial de 0,90, en funcio´n de N, para las intensidades de
ruido λ = 0, 01 (negro), λ = 0, 02 (rojo), λ = 0, 03 (verde), λ = 0, 04 (azul), λ = 0, 05 (naranja), y λ = 0, 06 (violeta).
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Figure 53: Fidelidad reducida para estados con fidelidad reducida inicial de 0,90, en funcio´n de λ, para los largos N = 51
(negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo), N = 301 (marro´n), N = 351 (naranja), y
N = 401 (violeta).
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C.2 Evolucio´n con paso temporal ∆t = 0, 005
C.2.1 Estados con fidelidad reducida inicial de 0,80
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Figure 54: Fidelidad reducida para estados con fidelidad reducida inicial de 0,80, en funcio´n de N, para las intensidades de
ruido λ = 0, 01 (negro), λ = 0, 02 (rojo), λ = 0, 03 (verde), λ = 0, 04 (azul), λ = 0, 05 (naranja), y λ = 0, 06 (violeta).
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Figure 55: Fidelidad reducida para estados con fidelidad reducida inicial de 0,80, en funcio´n de λ, para los largos N = 51
(negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo).
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C.2.2 Estados con fidelidad reducida inicial 0,85
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Figure 56: Fidelidad reducida para estados con fidelidad reducida inicial de 0,85, en funcio´n de N, para las intensidades de
ruido λ = 0, 01 (negro), λ = 0, 02 (rojo), λ = 0, 03 (verde), λ = 0, 04 (azul), λ = 0, 05 (naranja), y λ = 0, 06 (violeta).
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Figure 57: Fidelidad reducida para estados con fidelidad reducida inicial de 0,85, en funcio´n de λ, para los largos N = 51
(negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo).
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C.2.3 Estados con fidelidad reducida inicial de 0,90
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Figure 58: Fidelidad reducida para estados con fidelidad reducida inicial de 0,85, en funcio´n de N, para las intensidades de
ruido λ = 0, 01 (negro), λ = 0, 02 (rojo), λ = 0, 03 (verde), λ = 0, 04 (azul), λ = 0, 05 (naranja), y λ = 0, 06 (violeta).
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Figure 59: Fidelidad reducida para estados con fidelidad reducida inicial de 0,90, en funcio´n de λ, para los largos N = 51
(negro), N = 101 (rojo), N = 151 (verde), N = 201 (azul), N = 251 (amarillo).
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