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a b s t r a c t
The main goal of this work is to show a comparative analysis of simple continuous time
predator–prey models considering the Allee effect affecting the prey population, also
known as depensation in fisheries sciences.
This phenomenon may be expressed by different mathematical forms, yielding a
distinct number of limit cycles surrounding a positive equilibriumpoint, when two of these
different formalizations are considered in the same system.
It is known that the Volterra predation model, using the most usual form to express
the Allee effect, has a unique limit cycle. In this work, considering a more complex
mathematical expression, the existence of two limit cycles is proved, by means of the
Lyapunov quantities.
We argue that the second equation explains the existence of two Allee effects affecting
the same population, which could justify the difference observed between the models.
These results imply that the election of mathematical formulation can have
consequences on the fit of the observed data, thus leading to mistakes for ecologists.
We conclude that the oscillatory behaviors andoverall dynamics depend strongly on the
algebraic expression of the Allee effect, making difficult the proposition of general results.
Nevertheless, the techniques reviewed in this paper emerge as key tools to analyze the
existence of limit cycles in the presence of multiple Allee effects.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The basis for analyzing the dynamics of complex ecological systems, such as food chains, are the interactions between
two species, particularly the dynamical relationship between predators and their prey [1]. Current theory of predator–prey
dynamics necessarily rests on the study of non-linear mathematical models [1]. With the advancement of the ecological
knowledge due to theoretical, empirical, and observational research, more elements are recognized as essential to the
phenomenon of predation.
Accordingly, the modelers have added complexity to their abstractions in order to gain realism from the appearance of
the seminal Lotka–Volterra model [2] and the modification introduced by Volterra [1], considering the self-interference in
the prey population.
The Allee effect affecting the prey population is one of these influent elements, modifying qualitative stability
and quantitative aspects of the dynamics in predation models. As predator–prey interactions are inherently prone to
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oscillations [1], it is therefore obvious to investigate this phenomenon as a potential mechanism for the creation of
population cycles. However, only a few earlier works have been devoted to this issue [3–5], which is an important objective
in the present work.
It is usually affirmed that a predator–prey model can lead to oscillatory behavior because of a nonlinear functional
response [6]. However, our analyses show that, even when considering a linear functional response, the consequences of
both strong and weak Allee effects on the dynamics of the Volterra predator–prey model [1] are similar, originating limit
cycles.
Remarkably, a heteroclinic curve appears, which increases the probability of deterministic extinction for both species. In
addition, we establish that two limit cycles can occur surrounding the positive equilibrium point, and we give conditions
under which both populations go to extinction.
This paper is structured as follows: In the subsequent subsections, we present the main features of the Allee effect and
the problem of existence, number, location and stability of limit cycles. In Section 2, a model topologically equivalent to the
Gause type predator–prey model is obtained; in Section 3, the main properties of these models are presented. Ecological
consequences and a comparative study of the mathematical results are given in Section 4.
1.1. Gause type predator–prey models
The most popular framework for modeling specialist predator–prey (resource-consumer) interactions has the following
structure:
dx
dt
= xg1(·)− yh(·)
dy
dt
= yg2(·)
(1)
where x = x(t) and y = y(t) are the prey and predator populations sizes for t ≥ 0, respectively, measured as the number of
individuals, density or biomass. In system (1), gi(·) (i = 1, 2) is the per capita growth function of population i in the absence
of interaction with the other trophic level; function h(·) is the per unit-predator extraction rate of prey, called functional
response.
Different forms of gi(·) and h(·) render a large variety of predator–prey models [7]; for example, g1(·) can be assumed to
be a constant, or a function dependent on x. Usually, h(·) is assumed prey dependent, meanwhile the biomass-conversion
function is mostly assumed to be of linear form [2], i.e., g2(·) = F(h(·)) = ph(·)−c , obtaining the Gause-type predator–prey
model
dx
dt
= xg1(·)− yh(·)
dy
dt
= (ph(·)− c)y
(2)
with p, c > 0, where the terms inside brackets are interpreted as the birth rate, and background mortality rate, respectively.
As is shown by system (2), much of the standard predator–prey theory, therefore, is an elaboration in the framework of
the Lotka–Volterra model that substitutes more sophisticated assumptions in the function h(·) [1], as the ratio-dependent
models.
Global analysis of model (2) has been studied in several articles in order to establish a general theory of predation
considering smooth functions g1(·), h(·) and g2(·) as required for t ≥ 0 [8,9]; results on the existence and uniqueness of limit
cycles have been obtained in some papers [10,11], which can be used to explain many real world oscillatory phenomena in
nature [12,8,9].
1.2. Multiple limit cycles
It is well known that, if there exists a unique positive equilibrium which is unstable, then there must exist at least one
limit cycle, corresponding to an equilibrium state of the system [9]. In [7], May claimed that a unique stable limit cycle must
occur for a predator–prey model under Kolmogorov conditions [7]. However, mathematically it is possible to construct a
predator–prey model satisfying the Kolmogorov conditions for which uncountable periodic solutions within an annular
region bounded by two limit cycles exist [9].
For this reason, we only analyze the models proposed in the ecological literature [13–17] and our motivation is based on
the article [12], where the following is suggested: ‘‘Find a predator prey or other interacting system in nature, or construct
one in the laboratory, with at least two ecologically stable cycles’’. In this context, ecologically stable means a natural cycle
persevering over a long period of time must be somewhat insensitive to the inevitable shocks and disturbances of the real
world [12]; a system representing this situation must have at least, three limit cycles.
The problem of determining conditions guaranteeing the uniqueness of a limit cycle or the global stability of the unique
positive equilibrium in predator–prey systems, has been extensively studied over the last three decades [8], starting with
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Fig. 1. The relationships between the per capita population growth rate f (x) = 1x dxdt and population size x (density, biomass or number) for negative
density dependence (straight line), strong, weak and special weak Allee effects (m > 0,m < 0,m = 0), respectively.
the work by Cheng [10], who was the first to prove the uniqueness of a limit cycle for a specific predator–prey model with
a Holling type-II functional response, using the symmetry of the prey isocline [9].
The study of the quantity of limit cycles which can be born throughout the bifurcation of a center-type focus [18], is not
an easy task, and it is related to solving thewell-knownHilbert 16th Problem (proposed by themathematician David Hilbert
in 1900) on the maximum number and relative position of limit cycles [12,19]. Yet this question remains unsolved in the
case of a two-dimensional polynomial differential equation system, whose degree must be less than or equal to n ∈ N [19].
Particularly, for the Gause type model described by system (1), the problem is also unanswered [12]; our main goals
involve describing the dynamical systems and establishing the number of limit cycles that the system can exhibit, as a
classification criterion of models. We will try to answer this problem using the Lyapunov quantities method [18], applied to
a polynomial system topologically equivalent to the original one.
1.3. The Allee effect
Anymechanism leading to a positive relationship between a component of individual fitness and the number or density of
conspecifics can be regarded as a Allee effect [20,21]; it describes a scenario in which populations at low population size, are
affected by a positive relationship between population growth rate and density, increasing their likelihood of extinction [22].
Populations may exhibit Allee effect dynamics due to a wide range of biological phenomena (Table 1 in [23] or Table 2.1
in [24]). Recent ecological research suggests that two or more Allee effects can lead to mechanisms acting simultaneously
on a single population (Table 2 in [23]); the combined influence of some of these phenomena is known asmultiple (double)
Allee effect [25,23].
A simplest form to the growth rate of a population affected by the Allee effect is described by the cubic polynomial
differential equation [26,3,27]
dx
dt
= r

1− x
K

(x−m)x (3)
where−K < m ≪ K and r, K > 0. When m > 0, the population growth rate decreases if the population size is below the
threshold level m and the population goes to extinction. In this case, Eq. (3) describes the strong Allee effect [28,29,5].
Ifm ≤ 0, it is said that the population is affected by aweak Allee effect [30,29]. In Fisheries Sciences, the same phenomena
are called critical and pure depensation, respectively [30,31,29].
The function f (x) = 1x dxdt , expresses the per capita growth rate; it grows as the population size increases from x ≥ 0 until
it attains a maximum value; then, it decreases for larger population size, as the logistic growth function.
Themarked differences between standard logistic growth and population growth incorporating Allee effects is illustrated
below in Fig. 1, for diverse values of m in Eq. (3). In the vertical axis, we have plotted the per capita growth of species as a
function of population size comparing the negative density dependence (associated with logistic growth rate, represented
by the unbroken line) with the population growth incorporating Allee effects; the dotted line shows growth with this
phenomenon that evidently produces a positive slope over a large range of population sizes.
We note that in Fig. 1 there exists a intersection between the logistic and the weak Allee per capita growth for x = m+1
whenm < 0. Then, for x > m+ 1, the weak Allee per capita growth is greater than the logistic per capita growth, different
as it is sketched in some papers.
Many algebraic forms can be employed to describe the Allee effect [13,32,4,20,6] but it is possible to prove that many of
them are topologically equivalent [33]. One of these equations is given by
dx
dt
= r

1− x
K

1− m+ n
x+ n

x (4)
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where r scales the prey growth rate, K is its intrinsic carrying capacity,m is the Allee threshold, and the auxiliary parameter n
with n > 0 andm > −n, [32,34,28], affecting the overall shape of the per capita growth curve of the prey. As n increases, the
curve becomes increasingly ‘‘flatter’’ and reaches lowermaximumvalues [34]. It is easy to see that Eq. (4) can be expressed as
dx
dt
= rx
x+ n

1− x
K

(x−m). (4b)
We state that Eq. (4b) describes double Allee effects, expressed once in the factorm(x) = x−m, similarly as in Eq. (3), and a
second time in the term r(x) = rxx+n [35,6], which can be interpreted as an approximation of a population dynamics where
the differences between fertile and non-fertile are not explicitly modeled. Then, we can assume this factor indicates the
impact of the Allee effect due to the non-fertile population n, as was exposed in [36,37].
It can be noted that Eqs. (3) and (4b) have the same dynamic behavior for x ≥ 0. In Eq. (4b) the factor (x−m) represents
the Allee effect where m > 0 is the minimum of viable population and similarly as in Eq. (3) it must fulfill −K < m ≪ K .
But, the per capita growth rate form < 0 does not intersect the logistic per capita growth.
We claim that different forms may produce a change in the quantity of limit cycles surrounding a positive equilibrium
point in predator–prey models [13,38,14,16,17], as happens using Eqs. (3) or (4) in Volterra model. We postulate that
determining the number of limit cycles encircling an equilibrium point is a good criterion for classifying the Gause-type
predator–prey models.
2. The model
Considering the double Allee effect on prey (Eq. (4b)) in the Volterra model [1], the following autonomous bidimensional
differential equation system of Kolmogorov type [39,40] is obtained:
Xρ :

dx
dt
=

r
x+ n

1− x
K

(x−m)− qy

x
dy
dt
= (px− c)y
(5)
whereρ = (r, K , n, q, p, c,m) ∈ R6+∪]−K , K [, and the parameters have different ecologicalmeanings [38] andbybiological
reason n < K .
The properties of system (5) will be compared with the properties of the modified Volterra model considering the prey
population affected by a unique Allee effect (Eq. (3)), which is given by
Xµ :

dx
dt
=

r

1− x
K

(x−m)− qy

x
dy
dt
= (px− c)y
(6)
with µ = (r, K , q, p, c,m) ∈ R5+∪] − K , K [. Both systems (5) and (6) are defined in the first quadrant, Ω = {(x, y) ∈
R2/x ≥ 0, y ≥ 0} = R+0 × R+0 .
The main properties of the system (6) are well known [3,27]; but we prove the uniqueness of the limit cycle using also
Lyapunov quantities [18].
2.1. A topologically equivalent system
In order to simplify the analysis of system (5), wemake a change of variables and time rescaling as in [38,15–17], defining
the function ϕ : Ω˜ × R −→ Ω × R such that ϕ(u, v, τ ) =

Ku, rqv,
(u+N)
r τ

= (x, y, t), with Ω˜ = {(u, v) ∈ R2/u ≥ 0,
v ≥ 0} = R+0 × R+0 .
Clearly, detDϕ(u, v, τ ) = K(u+N)q > 0; then, ϕ is a diffeomorphism preserving the orientation of time [18] and the vector
field Xρ in the new system of coordinates is topologically equivalent to the vector field Yη = ϕ ◦ Xρ ; the new vector field
has the form Yη = P(u, v) ∂∂u + Q (u, v) ∂∂v [41] and the associated differential equations is given by a fifth order polynomial
system
Yη :

du
dτ
= ((1− u)(u−M)− (u+ N)v)u
dv
dτ
= (u− C)(u+ N)v
(7)
where η = (B, C,N,M) ∈ R3+∪] − 1, 1[, with B = pKr , C = cpK ,M = mK and N = nK . The equilibrium points are: (0, 0);
(M, 0), (1, 0) and (C, L), with ve = L = (1−C)(C−M)C+N .
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The Jacobian matrix or community matrix of system (7) is
DYη(u, v) =
−3u2 + 2(M − v + 1)u− Nv −M −u(u+ N)
B(N − C + 2u)v B(u− C)(u+ N)

. (8)
3. Main results
For system (7) we have the following results for−1 < M < 1:
Lemma 1. (a) The set Γ˜ = (u, v) ∈ R2/0 ≤ u ≤ 1, v ≥ 0 is an invariant region.
(b) The solutions are bounded.
Proof. (a) Since the system (7) is of Kolmogorov type [39,40], the coordinate axes are invariant sets. For u = 1 we have that
du
dτ = −Qv ≤ 0, and for any sign of dvdτ = B (u− C) (u+ N)v, the trajectories enter the region Γ˜ .
(b) Denoting by f (u, v) = (1− u)(u−M)− (u+ N)v and g(u, v) = u− C the isoclines of the system, then f (1, 0) = 0
and recalling thatM < 1 then f (u, v) < 0 if u > 1, thus dudτ < 0 for u > 1; so, condition u(τ )→∞ is not possible.
We shall prove that each trajectory with initial conditions in the first quadrant is bounded in the subregion Λ =
(u, v) ∈ Ω˜/ dudτ < 0 and dvdτ > 0

.
For this we consider the curve f (u, v) = −α, for some >0, and take the point (u0, v0) at the first quadrant such that
u0 > 1 and v0 = max f (u, v) = −α.
Let (u (τ ) , v (τ )) be a trajectory γ0 passing through the point (u0, v0), such that u(0) = u0 and v(0) = v0. Now, wemust
prove that any trajectory intersecting the isocline g(u, v), enters the subregionΛ and it is bounded.
Any other trajectory γ1 with initial conditions (u1(0), v1(0)) such that u1(0) < u0 and v1(0) < v0 shall be bounded, since
by the Existence and Uniqueness Theorem, trajectories cannot intersect. If the trajectory γ1 remains inΛ, the first trajectory
γ0 lies above the curve f (u, v) = −α; hence we obtain that f (u(τ ), v(τ )) ≤ −α.
Since dudτ = f (u, v) < 0, then ddτ (g(u(τ ), v(τ ))) = 2u dudτ ≤ 0. So, g(u(τ ), v(τ )) ≤ g(u0, v0) for τ ≥ 0. Defining the
constant β = g(u0,v0)
α
> 0 and the function V (u(τ ), v(τ )) = uβv, we have:
d
dτ
(V (u (τ ) , v (τ ))) = βu (τ )β−1 v (τ) du
dτ
+ uβ dv
dτ
= uβvβf ((u, v)+ g(u, v)) ≤ uβv (−αβ)+ g(u0, v0) ≤ 0.
Thus, as V (u, v) is a decreasing function, V (u, v) ≤ V (u0, v0) for τ ≥ 0. From this inequality, it is obtained that uβv ≤ uβ0v0,
and then v ≤ u
β
0 v0
uβ .
Since dvdτ > 0, then u(τ ) > C and therefore,
1
u(τ ) ≤ 1C and
uβ0 v0
u(τ )β
≤ u
β
0 v0
Cβ .
In particular, this inequality is fulfilled inΛ, that is, condition v→∞ never holds. Then, the trajectories passing through
the point (u, v) enter the subregionΛ and they remain bounded. 
3.1. Strong Allee effect
In the following we considerM > 0 and the following holds for system (7).
Lemma 2. Nature of equilibrium points over axis
(2.1) The equilibrium point (1, 0) is
(2.1.1) a hyperbolic attractor, if and only if, C > 1.
(2.1.2) a hyperbolic saddle point, if and only if, C < 1.
(2.1.3) a non-hyperbolic attractor, if and only if, C = 1. In this case, the point (C, L) coincides with (1, 0).
(2.2) The point (M, 0) is
(2.2.1) a hyperbolic saddle point, if and only if, C > M.
(2.2.2) a hyperbolic repellor, if and only if, C < M.
(2.2.3) a non-hyperbolic repellor, if and only if, C = M. In this case, the point (C, L) coincides with (M, 0).
(2.3) The equilibrium point (0, 0) is a hyperbolic attractor for any set of parameter values.
Proof. It is immediate from the evaluation of the Jacobian matrix (8) at each equilibrium point.
Particularly, in (0, 0) it has that
DYη(0, 0) =
−M 0
0 −BCN

and detDYη(0, 0) = MBCN > 0 and trDYη (0, 0) = − (M + BCN) < 0; thus, (0, 0) is a hyperbolic attractor. 
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Fig. 2. For 0 < M < C < 1, the two possible relative positions between themanifoldW s(M, 0) of the saddle pointQM and the unstablemanifoldW u(1, 0)
of saddle point Q1 are shown. On the left side vs < vu and on the right side vu > vs .
Fig. 3. Heteroclinic curve determined by the stable manifold of (M, 0) and the unstable manifold of (1, 0) forM = 0.05,N = 0, 75, C = 0.38 and B = 1.
The equilibrium point (C, L) is a repellor and (0, 0) is a local attractor.
Lemma 3. Existence of a heteroclinic cycle.
Assuming 0 < M ≤ C < 1, the equilibria (M, 0) and (1, 0) are saddle points. Then, for an open subset of parameter values
there exists a heteroclinic cycle γh in the first quadrant containing these equilibria.
Proof. If (M, 0) and (1, 0) are both saddle points, then their corresponding invariant manifoldsW s(M, 0),W u(1, 0) are all
one-dimensional objects.
Clearly, the α-limit of W s(M, 0) and the ω-limit of W u(1, 0) are bounded in the direction of the v-axis. Neither the
ω-limit of W u(1, 0) is on the u-axis. Let u∗ be such that M < u∗ < 1. Then, there are points (u∗, vs) ∈ W s(M, 0) and
(u∗, vu) ∈ W u(1, 0), with vs and vu depending on the parameter values, such that vs = s(B, C,M,N) and vu = u(B, C,M,N).
It is easy to see that, if 0 < M < u∗ ≪ 1, then vs < vu and the stable manifold W s(M, 0) is below the unstable
manifoldW u(1, 0). IfM ≪ u∗ < 1, then vs > vu and the stable manifoldW s(M, 0) is above the unstable manifoldW u(1, 0)
(see Fig. 2). Since the vector field Yη is continuous with respect to the parameter values, then the stable manifoldW s(M, 0)
must intersect the unstable manifoldW u(1, 0) for some parameter values.
Hence, there exists (u∗, v∗) ∈ Γ¯ such that v∗s = v∗u . Moreover, by uniqueness of solutions of system (7), this intersection
must occur along a whole trajectory γ1M . Therefore, the equation
s (B, C,M,N) = u (B, C,M,N)
defines a codimension-one submanifold in theparameter space, forwhich theheteroclinic curveγ1M exists inR2+, connecting
the points (1, 0) and (M, 0). Then, γ1M ⊂ W s(M, 0)∩W u (1, 0) and it lies entirely on a segment of the u-axis and exists for
any parameter value such that 0 < M < C < 1.
It follows that a heteroclinic cycle γh exists for certain parameter values on the same submanifold. More precisely,
γh = (1, 0) ∪ γ1M ∪ (M, 0) ∪ γM1. 
The heteroclinic curve γ1M of system (7) is showed in Fig. 3.
Remark 4. When vs > vu, the stable manifold W s(M, 0), the straight line u = 1 and the u-axis determine an invariant
subregion Λ ⊂ Γ˜ . As will be seen in the next theorem, the nature of the equilibrium point (C, L) depends only on
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trDYη(C, L), because det DYη(C, L) is always positive; then, the point (C, L) can be an attractor or a repellor surrounded
by at least one limit cycle (by the Poincaré–Bendixon theorem), or else it is a weak focus [18] located in the subregion
Λ = (u, v) ∈ Γ˜ /M < u < 1, 0 < v ≤ vs and vs > vu.
The evaluation of the Jacobian matrix at the equilibrium point (C, L) gives
detDYη(C, L) = BC (1− C) (C −M) (C + N) and trDYη(C, L) = C

(N + 1)M + N − 2NC − C2
C + N .
The sign of trDYη(C, L) depends on the factor
T (C,M,N) = (M − 2C + 1)N + M − C2 .
Now, let P = trDYη(C, L)2 − 4 detDYη(C, L); then,
P =

C

(N + 1)M + N − 2NC − C2
C + N
2
− 4BC (1− C) (C −M) (C + N) .
If P ≥ 0, we have that B ≤ (C((N+1)M+(N−2NC−C2)))
2
4C(1−C)(C−M)(C+N)3 .
The conditions for the nature of the point (C, L) are established in the proof of the following theorem.
Theorem 5. Nature of the positive equilibrium point.
Let (u∗, vs) ∈ W s(M, 0) and (u∗, vu) ∈ W u(1, 0) and assuming M < C < 1, the equilibrium point (C, L) is in the interior
of the first quadrant.
(1) Supposing vs > vu, the singularity (C, L) is
(a) a hyperbolic local attractor, if and only if, (M − 2C + 1)N + M − C2 < 0 and
(a1) If B < (C((N+1)M+(N−2NC−C
2)))
2
4C(1−C)(C−M)(C+N)3 , is an attractor node.
(a2) If B > (C((N+1)M+(N−2NC−C
2)))
2
4C(1−C)(C−M)(C+N)3 , is an attractor focus.
(b) a hyperbolic repellor, if and only if, (M − 2C + 1)N + M − C2 > 0 and
(b1) If B > (C((N+1)M+(N−2NC−C
2)))
2
4C(1−C)(C−M)(C+N)3 , is a repellor focus surrounded by at least a limit cycle.
(b2) If B < (C((N+1)M+(N−2NC−C
2)))
2
4C(1−C)(C−M)(C+N)3 , is a repellor node.
(2) Supposing vs < vu, the singularity (C, L) is a repellor focus or node. In this case, the equilibrium point (0, 0) is the ω-limit
for all trajectories of the system.
Proof. IfM < C < 1, the point (C, L) lies at the first quadrant and from the Jacobian matrix (8), we have that
detDYη(C, L) = BC (1− C) (C −M) (C + N) > 0.
Then, the nature of the equilibrium point (C, L) is determined by the relation between vs and vu and the sign of the trace,
which depends on the factor T = (M − 2C + 1)N + M − C2.
1. Supposing that vs > vu. The stable manifoldW s(M, 0) lies above the unstable manifoldW u(1, 0) (see Fig. 2).
(a) The point (C, L) is a hyperbolic attractor, if and only if, T < 0. Moreover, If P > 0 then (a1) holds and if P < 0 then
(a2) holds.
(b) The point (C, L) is a hyperbolic attractor, if and only if, T > 0. Moreover:
(b1) If P < 0, then, B > (C((N+1)M+(N−2NC−C
2)))
2
4C(1−C)(C−M)(C+N)3 , is a repellor focus. In the subregion Λ, there is at least a limit cycle
encircling this equilibrium point due to the change in sign of T , implying the focus (C, L) undergoes a Hopf bifurcation as
T = 0. The limit cyclewhich appears byHopf bifurcation gets larger and eventually hits the heteroclinic curveγ1M joining the
equilibrium (M, 0) and (1, 0), determined by the stablemanifoldW s(M, 0) and the unstablemanifoldW u (1, 0) (Lemma 3);
in this case vs = vu.
(b2) When the parameters change, the limit cycle expands and hits this heteroclinic curve; and then it disappears. Then,
P > 0 and (b2) holds, i.e., (C, L) becomes a repellor node.
2. If vs < vu, the stable manifold W s(M, 0) lies under the unstable manifold W u(1, 0) (see Fig. 2). Then, T > 0 and the
point (C, L) is a repellor focus or node. By the Existence and Uniqueness Theorem, all trajectories with initial conditions near
of the point (C, L) cannot intersectW u (1, 0) norW s(M, 0). Since (M, 0) and (1, 0) are saddle points, the trajectories have
the origin (0, 0) as their ω-limit , and it is globally asymptotically stable.
Moreover, if T > 0, the limit cycle that appear by Hopf bifurcations grows until disappearing when the heteroclinic
cycle γ1M joining points (M, 0) and (1, 0) is attained; lately, this heteroclinic is broken; then, there exists a subset on the
parameters space for which (0, 0) is globally asymptotically stable (see Fig. 4).
So, a trajectory exists, which is originated on (C, L) and ending on (0, 0), forming a new heteroclinic curve. 
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Fig. 4. Supossing vs < vu with M = 0.02,N = 0.575, C = 0.351 and B = 9.515 the origin is globally asymptotically stable and the equilibrium point
(C, L) is a repellor focus.
Remark 6. At least one infinitesimal limit cycle bifurcates when T changes sign. Moreover, as vs decreases towards vu, this
periodic orbit gets larger. At the limit when vs = vu, this periodic orbit becomes the heteroclinic cycle γh from Lemma 3
and then disappears as vs < vu.
To determine theweakness of the focus (C, L), i.e., the number of the limit cycles bifurcating of aweak (fine) focus [18,41],
in the next Theorem we will calculate the Lyapunov numbers [18].
Theorem 7. Existence of two limit cycles.
For vs > vu, the positive equilibrium point (C, L) is at least a order two weak focus, if and only if, (M−2C+1)N+

M − C2
= 0 and (C + 2)M − C (4C − 1) = 0.
Proof. Taking the vector field Yη such that (M − 2C + 1)N +

M − C2 = 0 holds, we consider the change of variables
u = U + C and v = V + L, with L = (1−C)(C−M)
(C+N) , translating the focus (C, L) to the origin. The new system is
Zν :

dU
dτ
= ((1− U − C) (U + C −M)− (U + C + N) (V + L)) (U + C)
dV
dτ
= B (U + C − C) (U + C + N) (V + L) .
The Jordan matrix associated [42] to vector field Zν is
J =

0 −W
W 0

with W 2 = detDZν(0, 0) = BC (C + N) (C −M) (1− C) > 0 and η1 = trDZη (0, 0) = 0; then, the origin of Zν is a weak
focus of order at least one. Hence, N = C2−MM−2C+1 .
As N > 0, we have that, C2 −M > 0 andM − 2C + 1 > 0; so, C2 > M andM > 2C − 1, that is, C2 > 2C − 1; therefore,
C2 − 2C + 1 = (1− C)2 > 0.
The alternative C2 − M < 0 and M − 2C + 1 < 0 is not possible. If C2 < M and M < 2C − 1, then, C2 < 2C − 1;
therefore, C2 − 2C + 1 = (1− C)2 < 0 obtaining a contradiction.
Let W 2 = detDZν(0, 0) = BC(1−C)2(C−M)2M−2C+1 and substituting N in L, it has L = M − 2C + 1. Using the matrix change of
basis [42]
S =

0 −W
B (1− C) (C −M) 0

and after a long algebraic calculations it becomes:
Z¯σ :

dx
dτ
= −Wy− BW (1− C) (C −M)
(M − 2C + 1) xy+
W 2 (M − 2C + 1)
(1− C) (C −M) y
2 + BW 2xy2
dy
dτ
= Wx− W
2

2CM − 3C2 + 2C −M
C (1− C) (C −M) xy+WCy
2 + BW (1− C) (C −M)xy2 −W 2y3
with σ = (B, C,M,W ) ∈ R4+. By rescaling time letting Υ = Wτ we obtain the normal form [41]:
Z˘σ :

dx
dΥ
= −y− B (1− C) (C −M)
(M − 2C + 1) xy+
W (M − 2C + 1)
(1− C) (C −M) y
2 + BWxy2
dy
dΥ
= x− W

2CM − 3C2 + 2C −M
C (1− C) (C −M) xy+ Cy
2 + B (1− C) (C −M)xy2 −Wy3.
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Using the Mathematica package [43] we obtain that the second and third Lyapunov quantities [18] are given by
η2 (B, C,M,W ) = W ((C + 2)M − C (4C − 1))8(1− C)(C −M) and
η3 (B, C,M,W ) = Wf1

B, C,M,W 2

192(1− C)3C2(C −M)3(1+M − 2C)2 .
Clearly, η2 changes sign depending on the factor R = (C + 2)M − C (4C − 1). SubstitutingW 2 = BC(1−C)2(C−M)2M−2C+1 in η3, we
have that
f1

B, C,M,W 2
 = f1 (B, C,M) = (1− C)2C(C −M)2f2 (B, C,M)
with
f2 (B, C,M) = f21 (B, C)+ f22 (B, C,M)
where
f21 (B, C) = C3(27C(4C − 1)(1− C)2B2 − (2C − 1)(75C − 404C2 + 304C3 + 1)B+ 124C(4C − 1)(2C − 1)2)
and f22 (B, C,M), depending onM,M2,M3 andM4 is
f22 (B, C,M) = f221 (B, C)M + f222 (B, C)M2 + f223 (B, C)M3 + f224 (B, C)M4.
The factors f22i, i = 1, 2, 3, 4 are:
f221(B, C) = C2(−243C2(1− C)2B2 + (−33C + 513C2 − 1708C3 + 1112C4 + 20)B
− 124C(2C + 1)(2C − 1)(5C − 2))
f222(B, C) = C(81C(2C + 1)(C − 1)2B2 + (−160C + 336C2 + 513C3 − 554C4 + 9)B
+ 124C2(5C + 8C2 − 4))
f223(B, C) = (−27C(C + 2)(1− C)2B2 − (6− 30C + 160C2 + 33C3 − 73C4)B
− 124C3(C + 2))
f224(B, C) = (C3 + 20C2 + 9C − 6)B.
Clearly, if η2 = 0, then,M = C(4C−1)C+2 . Thus, substituting this last expression ofM in equation of f2(B, C,M), it is obtained.
f2 (B, C) = f21 (B, C)+ f22 (B, C,M) = −96B(1− C)
8C3
(C + 2)4 < 0.
Finally, η3 (B, C) = −WBC(1−C)224(C+2) < 0, for all parameter values. Therefore, the origin of system Z˘η is an attracting weak focus
of order two if and only if, trDZ˘η(0, 0) = 0 and η2 = 0.
Then, there exists a dense subset of parameter values in R3+∪] − 1, 1[, for which trDZν(0, 0) < 0, η2 > 0 and η3 < 0;
so, the vector fields Z˘σ and Zν have two concentric limit cycles surrounding the point (0, 0), the innermost unstable and the
exterior stable.
Since Zν is topologically equivalent to system (7), it follows that the equilibrium (C, L) is a weak focus of order two, if and
only if, (M − 2C + 1)N + M − C2 = 0 and (C + 2)M − C (4C − 1) = 0; it has two limit cycles surrounding the point
(C, L), if and only if, (M − 2C + 1)N + M − C2 < 0 and (C + 2)M − C (4C − 1) > 0. 
As a consequence of the previous theorem, system (7) has three attractors (ω-limits) as is shown in Fig. 5.
We note that the existence of two limit cycles surrounding the unique positive equilibrium point with inverse stability,
i.e., the innermost stable and the exterior unstable, is not possible, since η3 (B, C) < 0 for all parameter values.
3.2. Special weak Allee effect when M = 0
A particular case of the weak Allee effect is described whenM = 0 and system (7) has the form:
Yλ :

du
dτ
= ((1− u)u− (u+ N)v) u
dv
dτ
= B(u− C)(u+ N)v
(9)
where λ = (B, C,N) ∈ R3+. The system (9) or vector field Yλ has three equilibrium points (0, 0) , (1, 0) and

C, L′

with
L′ = (1−C)CC+N . System (9) has properties similar to system (7), except at the point (0, 0), which will be summarized in the
following theorem:
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Fig. 5. Three-stability in system (7) with weak Allee effect. ForM = 0.001,N = 0.10375, C = 0.235 and B = 0.35. The unique positive equilibrium point
(C, L) is an attractor, surrounded by two limit cycles: the innermost unstable (frontier of attraction basin of (C, L)) and the outermost stable; moreover,
the point (0, 0) is a non-hyperbolic local attractor, with parabolic and hyperbolic sectors, determined by a separatrix curve.
Theorem 8. Nature of the origin, (1, 0) and existence of heteroclinic curve.
(a) The point (0, 0) is a non-hyperbolic singularity with parabolic and hyperbolic sectors [44]. Moreover, there exists a separatrix
curveΣ dividing the behavior of trajectories; those passing by a point above the curveΣ , have the equilibrium (0, 0) as their
ω-limit.
(b) The equilibrium point (1, 0) is
(b1) a hyperbolic attractor, if and only if, C > 1 and

C, L′

lies in the fourth quadrant.
(b2) a hyperbolic saddle point, if and only if, C < 1 and

C, L′

lies in the first quadrant.
(b3) a non-hyperbolic attractor, if and only if, C = 1.
(c) Let W u(1, 0) be the unstable manifold of the equilibrium point (1, 0), then there exists a heteroclinic curve joining the points
(0, 0) and (1, 0), that is, there exists a subset of parameter values for whichΣ = W u (1, 0).
Proof. (a) In system (9), the point (0, 0) is the collapse of the saddle point (M, 0)with the attractor (0, 0) of system (7) and
is a non-hyperbolic equilibrium point of the saddle–node type; moreover, the Jacobian matrix is
DYλ(0, 0) =

0 0
0 −BCN

and detDYλ(0, 0) = 0. Applying the Central Manifold Theorem [44] it is possible to verify that a separatrix curveΣ exists,
which is due by the existence of the separatrix determined by the stable manifold of (M, 0) of system (7).
Moreover, the y-axis is the stable manifold of the origin, the x-axis is an invariant set and the origin is a repellor along
that line; then, the separatrix curveΣ determines parabolic and hyperbolic sectors [44] dividing the behavior of trajectories.
Those closed toΣ are highly sensitive to initial conditions and can have different ω-limit , depending on their position with
respect to this separatrix curve. The point (0, 0) is an attractor for the trajectorieswith initial conditions above the separatrix
curve.
(b) Evaluating the Jacobian matrix at (1, 0) it has detDYλ(1, 0) = B (1− C) (1+ N), whose sign depends on the factor
1− C; then, the equilibrium point (1, 0) is
(b1) a hyperbolic attractor, if and only if, C > 1, because trDYλ(1, 0) = B (1− C) (1+ N)− 1 < 0.
(b2) a hyperbolic saddle point, if and only if, C < 1 and trDYλ(1, 0) < 0.
(b3) a non-hyperbolic attractor, if and only if, C = 1, since trDYλ(1, 0) = 0, collapsing

C, L′

with (1, 0).
(c) Let (u∗, vs) ∈ Σ and (u∗, vu) ∈ W u(1, 0). We have that the α-limit ofΣ and theω-limit ofW u(1, 0) are not at infinity
on the direction of v-axis. The ω-limit ofW u (1, 0) is not in the u-axis, by uniqueness of solutions; then vs and vu depend on
the parameters, that is, vs = s (B, C,N) and vu = u (B, C,N).
If 0 < u∗ ≪ 1, then vs < vu and the stable manifoldW s (M, 0) is above the unstable manifoldW u(1, 0). If 0 ≪ u∗ < 1,
then vs > vu and the stable manifoldW s (0, 0) is below the unstable manifoldW u(1, 0) as in a situation similar to Fig. 2.
Since the vector field Yλ is continuous with respect to the parameter values, then there exist (u∗, v∗) ∈ Γ¯ , such
that vs = vu = v∗; then, the stable manifold W s(0, 0) intersects the unstable manifold W u (1, 0). Thus, the equation
s (B, C,N) = u (B, C,N) defines a surface in the parameter space R3+, for which the heteroclinic curve exists and we obtain
a bounded invariant subregion Γ˜ ⊂ Γ¯ , whose boundary is determined by the subinterval [0, 1] and the heteroclinic curve
joining (1, 0)with (0, 0). 
From the Jacobianmatrix, it follows thatW s(0, 0) =

(u, v) ∈ R+0 2 /u = 0. Hence, locally near (0, 0), the orbits above
Σ converge to the origin, whilst trajectories belowΣ have different ω-limit .
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The evaluation of the Jacobian matrix at the equilibrium point

C, L′

gives
detDYη

C, L′
 = BC2 (1− C) (C + N) and
trDYη

C, L′
 = C N − 2NC − C2
C + N .
Newly, let P = trDYη C, L′2 − 4 detDYη C, L′; then,
P =

C

N − 2NC − C2
C + N
2
− 4BC2 (1− C) (C + N) .
If P = 0, we have that
B =

N − 2NC − C22
4 (1− C) (C + N)3 .
Conditions for the nature of the equilibrium point

C, L′

are established in the proof of the following theorem.
Theorem 9. Nature of the positive equilibrium point.
Let (u∗, vs) ∈ Σ and (u∗, vu) ∈ W u(1, 0)
(1) Assuming that vs > vu, then the equilibrium point

C, L′

is
(1.1) a hyperbolic local attractor, if and only if, N − 2NC − C2 < 0. Moreover,
(a) If B < (N−2NC−C
2)
2
4(1−C)(C+N)3 , is an attractor node.
(b) If B > (N−2NC−C
2)
2
4(1−C)(C+N)3 , is an attractor focus.
(1.2) a hyperbolic repellor if and only if, N − 2NC − C2 > 0. Moreover
(c) If B < (N−2NC−C
2)
2
4(1−C)(C+N)3 , is a repellor node.
(d) If B > (N−2NC−C
2)
2
4(1−C)(C+N)3 , is a repellor focus surrounded by a limit cycle.
(a) Assuming that vs < vu, then the equilibrium point

C, L′

is a repellor (focus or node) and the equilibrium (0, 0) is
globally asymptotically stable.
Proof. This is immediate from evaluation of the Jacobian matrix at

C, L′

, considering the sign of P . When, 0 < C < 1,
then, the nature of

C, L′

depends on the relative position on vs and vu, and the trace trDYλ

C, L′
 = C(N−2NC−C2)C+N .
1. Suppose vs > vu,

C, L′

is a hyperbolic attractor or a hyperbolic repellor.
In the last case andwhen B > C(A−2C+3C
2)
2
8L′ , by the Poincaré–Bendixon theorem, there is at least a limit cycle surrounding
this equilibrium point at the invariant region bounded by the straight line u = 1, the u-axis and the separatrix curve Σ
determined by the point (0, 0). This limit cycle increases until it collapses with the heteroclinic cycle determined by the
separatrix curveΣ and the unstable manifoldW u (1, 0), when vs = vu.
2. Assuming that vs < vu, then the equilibrium point

C, L′

is a repellor (focus or node) and the equilibrium (0, 0) is
globally asymptotically stable. 
We note when the positive equilibrium point

C, L′

is a repellor focus, as vs decreases towards vu, the limit cycle
originated by the Hopf bifurcation grows until it coincides with the heteroclinic curve joining the equilibrium (1, 0) and
(0, 0), i.e., the heteroclinic cycle γh = (1, 0)∪Σ∪(0, 0)∪γ01 as vs = vu where γ01 =

(u, v) ∈ R+0 2 /v = 0, 0 < u < 1.
As vs becomes smaller than vu, when the parameters change, particularly as C → 0, this heteroclinic curve is broken, the
limit cycle disappears and (0, 0) becomes globally asymptotically stable.
Theorem 10. Existence of two limit cycles.
The singularity

C, L′

is an order two weak focus, if and only if, N − 2NC − C2 = 0 and 1− 4C = 0.
Proof. Clearly, from the proof of Theorem 7, η2 = W (1−4C)8(1−C) and it changes sign at C = 14 ; also, η3 (B, C) = −WBC(1−C)
2
24(C+2) < 0
and η2 > 0, for C < 14 .
Hence, there exists a dense subset of parameter values in R3+, for which trDZν(0, 0) < 0, η2 > 0 and η3 < 0; thus, the
vector field Z˘λ (B, C) = Z˘η (B, C,M)M=0 has two concentric limit cycles surrounding the unique positive equilibrium point,
the innermost unstable and the exterior stable; thus, the equilibrium point

C, L′

of system (9) is a a order two weak focus
and it has also two limit cycles. 
Two limit cycles are evident whenM = 0,N = 0.10375, B = 0.35 and C = 0.235, obtaining a graph as in Fig. 4.
3460 E. González-Olivares et al. / Computers and Mathematics with Applications 62 (2011) 3449–3463
3.3. Weak Allee when M < 0
The properties of system (7) considering the weak Allee effect forM < 0 are given in this section. It is easy to see that:
Lemma 11. (a) The system has three equilibrium points (0, 0), (1, 0) and (C, L).
(b) (0, 0) is a hyperbolic saddle point for all parameter values.
(c) The equilibrium point (1 , 0) is
(c1) a hyperbolic attractor, if and only if, C > 1 and (C, L) lies in the fourth quadrant.
(c2) a hyperbolic saddle point, if and only if, C < 1 and (C, L) lies in the first quadrant.
(c3) a non-hyperbolic attractor, if and only if, C = 1.
(d) Let W s(0, 0),W u(1, 0) be the stable and unstable manifolds of (0, 0) and (1, 0), respectively; then, there exists a heteroclinic
curve γ10 joining the points (0, 0) and (1, 0), that is, there exists a subset of parameter values for whichW s(0, 0) = W u(1, 0).
The nature of the equilibrium point (C, L) for the weak Allee effect is given in the following.
Theorem 12. Assuming M < 0 < C < 1, the equilibrium point (C, L) is in the interior of the first quadrant, and
(1) a hyperbolic local attractor, if and only if, (M − 2C + 1)N + M − C2 < 0,
(2) a hyperbolic repellor, if and only if, (M − 2C + 1)N + M − C2 > 0, surrounded by a stable limit cycle.
(3) a weak focus of order two, if and only if (M − 2C + 1)N + M − C2 = 0 and (C + 2)M − C (4C − 1) = 0.
Proof. (1) and (2) are immediate from the Hartman–Grobman Theorem [18].
(3) Similarly to Theorem 6, trDYη(C, L) = 0 if and only if, (M − 2C + 1)N +

M − C2 = 0. Then, the equilibrium is, at
least, a weak focus of order one if and only if, N = C2−MM−2C+1 .
In order to determine the order of this focus, we calculate the second Lyapunov quantity at the equilibrium (C, L) as
N = C2−MM−2C+1 .
We have, η2 (B, C,M,W ) = W ((C+2)M−C(4C−1))8(1−C)(C−M) , the sign depends of
R = (C + 2)M − C (4C − 1)
η2 = 0, if and only if, (C + 2)M − C (4C − 1) = 0.
Clearly, E > 0 and η2 > 0, if and only if, C < 14 and
C(4C−1)
C+2 < M < 0.
Then, there exists a dense subset of parameter values in R3+×] − 1, 0[, for which trDZν(0, 0) < 0, η2 > 0 and η3 < 0.
Newly, as Zν is topologically equivalent to system (7), it follows that the equilibrium (C, L) is a weak focus of order two, if
and only if, (M − 2C + 1)N+M − C2 = 0 and (C + 2)M−C (4C − 1) = 0; it has two limit cycles surrounding the point
(C, L), if and only if, (M − 2C + 1)N + M − C2 < 0 and (C + 2)M − C (4C − 1) > 0. 
We note that E < 0 and η2 > 0, if and only if, C ≥ 14 . In this case the dynamical behavior of system (7) has one limit cycle
surrounding a unique positive equilibrium point (C, L). It can see two limit cycles whenM = −0.0010,N = 0.106105, B =
0.35 and C = 0.235 and a graph similar to Fig. 5 is obtained.
3.4. Simple Allee effect
We summarize themain properties of themodified Volterramodel (6) [1] considering a single Allee effect; many of these
properties can be seen in [26,27].
In order to determine the weakness of the focus and to simplify the calculus of Lyapunov quantities, we make a new
change of variables and the time rescaling [38,15], by means of the diffeomorphism ϕ : Ω˜ × R −→ Ω × R such that
ϕ(u, v, τ ) =

Ku,
rK
q
v,
1
rK
τ

= (x, y, t)
withΩ = {(x, y) ∈ R2/x ≥ 0, y ≥ 0} = R+0 × R+0 , and Ω˜ = {(u, v) ∈ R2/u ≥ 0, v ≥ 0}.
Hence, we get the following polynomial system, topologically equivalent to system (6):
Yπ :

du
dτ
= ((1− u) (u−M)− v) u
dv
dτ
= B (u− C) v
(10)
where π = (B, C,M) ∈ R2+∪] − 1, 1[, with B = pr , C = cpK andM = mK . The equilibrium points are the same as system (7),
i.e., (0, 0); (M, 0), (1, 0) and (C,H), with H = (1− C) (C −M).
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The Jacobian matrix or community matrix of system (7) is
DYπ (u, v) =
−3u2 + 2 (M + 1) u− v −M −u
Bv B (u− C)

.
Is easy to see that the topological nature of equilibrium points over the axis is exactly the same as the corresponding
equilibria of system (7).
To determine the number of the limit cycles surrounding the unique positive equilibriumof this system, from the Jacobian
matrix in the point (C,H) it is clear that detDYπ (C,H) = BC (1− C) (C − M) > 0, if and only if, M < C < 1. Notice
that this condition holds even for M ≤ 0. So, in system (10), the nature of (C,H) depends on the sign of trDYπ (C,H) =
−C (2C −M − 1), being
(a) a local attractor, if and only if, T = −2C +M + 1 = 0 > 0,
(b) a repellor, if and only if, T = −2C +M + 1 = 0 < 0.
Assuming trDYπ (C,H) = 0, then, T = 0, if and only if, C = M+12 , in the following theorem, we employ a procedure similar
to the one employed for system (7) calculating Lyapunov quantities.
Theorem 13. Let (u∗, vs) ∈ W s(M, 0) and (u∗, vu) ∈ W u(1, 0). For vs > vu, the positive equilibrium point (C,H) of
system (10) is a weak focus of order one, if and only if,−2C +M + 1 = 0.
Proof. We take the vector field Yπ such that−C (2C −M − 1) = 0 holds, andwe consider the change of variables u = U+C
and v = V + H , with L = (1− C) (C −M). As C = M+12 , then L = 14 (1−M)2 and we have
Zπ :

dU
dτ
=

1−M
2
− U

U + 1−M
2

−

V + 1
4
(1−M)2

U + M + 1
2

dV
dτ
= BU

V + 1
4
(1−M)2

.
Let W 2 = detDYπ (C,H) = 18B (M + 1) (1−M)2. The associated Jordan matrix [42] to the translated system is
J =

0 −W
W 0

.
Using the matrix change of basis [42]
S =
 0 −W
B

1−M
2
2
0
 .
Considering the change of variables given by

U
V

= S

x
y

and after a long algebraic calculus it becomes
Z¯ω :

dx
dτ
= −Wy−WBxy
dy
dT
= −W 2y3 +WCy2 − W
2
C
xy+Wx
with ω = (B, C,W ) ∈ R3+. Now, rescaling the time with Υ = Wτ we obtain the normal form [41]:
Z˜ω :

dx
dΥ
= −y− Bxy
dy
dΥ
= x− W
C
xy+ Cy2 −Wy3.
Using the Mathematica package [43], we obtain that the second Liapunov quantity [18] is η2 = −W4 < 0, which does
not change sign, sinceW > 0. Thus, the vector field Z˜ν and system (10) may bifurcate at most a single limit cycle from the
weak focus in the first quadrant via Hopf bifurcation. As a consequence, system (6) has a unique limit cycle surrounding the
unique positive equilibrium point. 
This result differs from the statement in [4], where the existence of two limit cycles for system (6) is affirmed.
On the other hand, the dynamical difference between systems (6) and (5) lies in the maximum number of limit cycles.
It is easy to see, if M = 0 or M < 0, in the respective systems, a unique limit cycle surrounding the unique positive
equilibrium point, determined by Hopf bifurcation, since the value of η2 is independent of M , although it appears in W ,
when trDYπ (C,H) = −2C +M + 1 = 0.
Moreover, when M < 0, system (6) has a similar behavior to the well-known Rosenzweig–MacArthur model (without
Allee effect) [14,1]. Both systems have a unique limit cycle surrounding the unique positive equilibrium point, showing that
oscillatory behavior may be due to either the nonlinear functional response or to the prey growth equation.
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4. Conclusions
For amodified Volterramodel [1] a particular case of a Gause-type predator–preymodel, considering a double Allee effect
on prey [25,23], has been studied. The existence of interesting dynamics has been shown, using the polynomial differential
equations system (7), topologically equivalent to system (5). We established that system (5) has multiple stable equilibria
for a determined set of parameter values and, therefore, different population behaviors can coexist.
The main results obtained imply the existence of a subset of parameter values, for which there are two limit cycles when
the Allee effect is either strong or weak. This is a novel result by comparing system (5) and (6), because in the latter, there
is a unique limit cycle generated by Hopf bifurcation surrounding the unique positive equilibrium point as we have proved
using the Lyapunov quantities method [18]. This result differs from the statement expressed in [4], where the existence of
two limit cycles for system (6) is assured.
As in all models considering the strong Allee effect (m > 0) and the special case of weak Allee effect (m = 0), in system
(5) there exists a separatrix curve determined by the unstable manifold of equilibrium point (M, 0) or (0, 0). Then, there
are trajectories nearby this separatrix, which can have different ω-limit sets for the same set of parameter values, showing
they are highly sensitive to initial conditions. So, for a fixed set of parameters, the following may happen; the extinction of
two populations, the coexistence at fixed population sizes and the oscillation of both populations.
The separatrix curve disappears when m < 0; in this case, the origin (0, 0) is a saddle point in both systems (5)
and (6). The prey isocline is a compensatory curve [30] as the logistic growth rate; however, the number of limit cycles
remains unaltered, two or one depending on the respective system. It well known that in the Volterra model [1], the unique
equilibrium point in the interior of the first quadrant is globally asymptotically stable; then, the influence of the Allee effect
in this simplemodel is remarkable due the emergence of limit cycles, since oscillatory behaviors usually have been attributed
to non-linear functional responses.
Eq. (4) can be assumed as a paradigm to represent the double Allee effect. In fact, without assuming that the population
is divided into age or sex class, it can be considered that x = x(t) represents the size of fertile population and n is the
non-fertile population (juvenile or oldest individuals). Populations with strong Allee effects can go extinct at lower levels
of mortality by predation, or conversely as mortality by predation increases weaker Allee effects can drive populations to
extinction.
Although extinction of predator or both species are not interesting outcomes from the point of view of population
dynamics, system (5) is capable of a complete spectrum of dynamical behaviors that can, in principle, characterize this
kind of models, described by a system of two ordinary differential equations. Moreover, system (5) represents adequately
the consequences of a double (multiple) Allee effect and it fulfills the conditions and attributes established in [2].
In short, themathematical formwhich expresses the double Allee effect has a strong impact on the number of limit cycles
surrounding a positive equilibrium point, increasing or decreasing the attracting sets, which makes difficult the statement
of general results, as has been attempted in previous articles.
We think it is important for ecologists to be aware of the kind of tristability described in system (5) studied here, where
three potential attractors can exist: (1) the origin; (2) a positive equilibrium point; and (3) a limit cycle. System (5) is
undoubtedly highly sensitive to disturbances and requires carefulmanagementwhen it is applied in contexts of conservation
and fisheries.
A prospective work is to study the dynamical behavior systems modeling predator–prey interactions as is presented
in [5], incorporating different formalizations to describe the Allee effect and considering different types of functional
response, in order to elaborate a general theory on the influence of this significant ecological phenomenon.
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