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Zusammenfassung
Das in diesem Bericht beschriebene F~RTRAN-Programm IP0L löst
folgende Aufgabe: ZU einer in der reellen Ebene gegebenen Schar
von Punkten (x., y.) i .. 1,2, ... , N bestimmt IP0L den kleinst-
1 1
möglichen Grad g, so daß Polynome PK(x,y), K m 1, ••• , v, v > 1,
vom Grad g existieren, die in den (x., y.) verschwinden, d.h.
1 1
PK(x., y.) .. 0 für i • 1, ..., N.1 1
Darüber hinaus, wenn g bestimmt ist, berechnet das Programm eine
maximale Anzahl linear unabhängiger Polynome vom Grade g.
Diese Aufgabe ist gegenüber der entsprechenden AufgabensteIlung
im eindimensionalen aus mehreren Gründen nichttrivial. Dadurch er-
gibt sich die ~dglichkeit, zu einer in der Ebene vorgegebenen
Punkteschar ein geeignetes zweidimensionales Interpolationspolynom
P (x,y) zu erhalten, indem man P (x,y) = PI (x,y) setzt, wenn v ..
bzw. indem man eine Linearkombination von Pl(x,y), ••• , Pv(x,y)
wählt, falls v>1 ist. Dies wird an einem Beispiel demonstriert.
Das Programm wurde zunächst aus dem im folgenden beschriebenen Grund
entwickelt: Ebenso wie im eindimensionalen besteht im mehrdimensiona-
len ein Zusammenhang zwischen Quadraturformeln von gewissen Polynom-
genauigkeitsgrad und orthogonalen Polynomen. Dieser Zusammenhang ist
im mehrdimensionalen Fall nur unvollständig bekannt. Um zu einigen
bekannten zweidimensionalen Quadraturformeln von ungeraden Polynom-
genauigkeitsgrad 2~-1 die Anzahl von Polynomen vom Grade ~, die be-
kanntlich orthogonale Polynome sind, zu ermitteln, eignet sich IP0L.
Die Resultate dieser Untersuchungen sind in Abschnitt VI angegeben.
IP01 - A FORTRAN routine for twodimensional interpolation
Abstract
Suppose a set of N real points (x., y.), i • I, 2, ••• , N points
1. 1.
is given. The F0RTRAN-subroutine IP0L calculates a maximum number
v > I of linearly independent polynominals PI (x,y) •.•• , P (x,y),
v
which are of least possible degree g and which have the (xi' Yi) as
zeros,
PK(X., y.) "" 0 for i .. 1,2, ... , N andK" I, .•• , v.
1. 1.
IP0L is used to find polynominals P(x,y) vanishing in a given point
set. This is done by setting P(x,y): '" PI (x,y) if v '" I, and if
v > I by t~<ing a suitable linear combination of PI(x,y), ••• , Pv(x,y).
An example is given for a multivariate interpolation problem.
In addition, an aspect of numerical integration can be clarified by
the use of IP0L. For some quadrature formulas of polynominal degree
2~-1 in two dimensions the number oi linearly independent polynominals
of degree ~, which have the points of these formulas as zeros, is
given.
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I. Mehrdimensionale Interpolation
Man kann zweierlei Arten von Interpolationsaufgaben formulieren. Im
einen Fall sucht man Funktionen, die in vorgegebenen Punkten ver-
schwinden (homogenes Problem), im anderen Fall ist man an Funktionen f
(X) interessiert, die in vorgegebenen Punkten Xi vorgegebene Werte
f (X.) .. w. annehmen (inhomogenes Problem). In den meisten praktisch
1 1
auftretenden Fällen sind die gesuchten Funktionen Polynome, Splines,
trigonometrische Polynome oder Exponentialfunktionen.
Für Polynome in einer Veränderlichen läßt sich unmittelbar folgendes
angeben: Das Polynom P (x) von möglichst niedrigem Grad, das in N ge-
gebenen verschiedenen Punkten xl' ••• , xN verschwindet, ist vom Grad N
und hat die Form
Das Polynom Q(x) von möglichst niedrigem Grad, das in N vorgegebenen
verschiedenen Punkten xl' ••• , xN vorgegebene Werte wI ' ••• , wN annimmt,
von denen mindestens einer ~ 0 ist, ist vom Grad N-I und hat die Form:
Q(x)
N
= I
i=l
w. L. (x),
1 1
wobei
L. (x) ..
1 (x.-xl)···(x.-x. l)(x.-x. 1)···(X'-~')1 1 1- 1 1+ 1 N
das sogenannte "Lagrangepolynom zu x.", für welches gilt
1
L.(x.) = ö .• für alle i und j.
1 J 1J
Für Polynome in mehreren Veränderlichen sind solche Aussage nicht mög-
lich. Dies liegt zum einen daran, daß man eine Zerlegung von Polynomen
in Linearfaktoren nur im eindimensionalen Fall hat. Außerdem ist eine
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Interpolation in der reellen Ebene durch vorgegebene Punkte und vor-
geschriebene Funktionswerte nicht immer lösbar, manchmal auch nicht
eindeutig lösbar. Dies soll an einem einfachen Beispiel erläutert
werden:
Wir betrachten quadratische Interpolationspolynome
welche sechs freie Parameter enthalten.
Fall a: Wählt man die sechs Interpolationsknoten XI a (0,0), X2 • (1,0),
X3 = (0, I), X4 ~ (2,0), Xs = (1,1), X6 = (O,Z), so hat man für das homo-
gene Problem (alle w. =0) und das inhomogene Problem jeweils genau eine
1
Lösung, im homogenen Fall die Lösung Q = O. Die zugehörigen Lagrange-
polynome setzen sich immer aus zwei Linearfaktoren zusammen, z.B.
L1(x) = i (x + Y - I)(x + Y - Z) usw.
Fall b: Wählt man vier Punkte XI' "" X4 auf der X-Achse, zwei andere
Punkte XS' X6 beliebig nicht auf der X-Achse, so hat das homogene Pro-
blem eine nichttriviale Lösung (Q t 0), nämlich Q = y • lin (XS ' X6) mit
der linearen Funktion lin (XS • X6) = a + ßx + yy, die in Xs und X6 ver-
schwindet. Daraus folgt auch, daß das zugehörige inhomogene Problem nur
unter bestimmten Bedingungen lösbar ist, welche aus der Linear-Algebra
bekannt sind. Es gibt z.B. keine Q mit Q(X.) = 0 für j m 2, 3, ••• ,6
J
und Q(X I) a I, da das Verschwinden von Q in XZ' X3 , X4 zur Folge hat,
daß Q den Teiler y enthält und daher immer Q(X I) = o.
Aus diesem Beispiel läßt sich auch entnehmen, daß mit einem Ansatz für
Q,
mit n freien Parametern aOO ' "" wobei Q in m Punkten, m ~ n, ver-
schwinden soll, nicht unbedingt (n - m) linear unabhängige Lösungen
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erhalten werden; es muß vielmehr damit gerechnet werden, daß diese
Zahl größer sein kann. Weiterhin kann es auch für m > n (u.U. sogar
mehrere) solche Lösungen geben. Diese Zahl und die Gestalt dieser Lö-
sungen wird von IP0L angegeben.
Die mehrdimensionale homogene Polynominterpolation wird z.B. dann von
Interesse sein, wenn man durch eine gegebene Schar von Punkten
(x., y.), i := 1, 2, .•• , N in der Ebene nicht mehr sinnvoll eine Kurve1. 1.
Y := f(x) ziehen kann mit f (x.) := y .• In diesem Falle bietet sich an,1. 1.
einen impliziten Ansatz mit einern Polynom P(x,y) VOn möglichst niedrigem
Grad zu versuchen, wobei P(x., y.) = 0 sein soll. Diese Aufgabe führt1. 1.
direkt auf das behandelte homogene Interpolationsproblem in zwei Variablen.
11. Theorie zum Programm IP0L
Die Aufgabe, die zu lösen ist, lautet, zu N Punkten X. = (x., y.) 1.n1. 1.,1.
der reellen Ebene
a) den minimalen Grad g, so daß zumindest ein Polynom P(x,y) vorn Grade g
existiert mit P(x., y.) = 0 für i = 1, 2, ••• , N;1. 1.
b) die maximale Zahl v linear unabhängiger Polynome P1(x,y), ••• ,
P (x,y) vorn Grad g und auch v solche Polynome selbst;
v
zu bestimmen.
Es ist offensichtlich, daß zu diesem Zweck eine Art Suchverfahren kon-
struiert werden muß. Ein Polynom P in x und y vorn Grade g hat die Ge-
stalt:
P(x,y) . K:= I aiK x 1. y
mit i, K ~ 0, i + K < g
mit (g+1)2(g+2) Koeffizienten a' K und davon g+1 Koeffizienten a .. zu1. g-J ,J
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Potenzen vom Grade g, welche nicht alle identisch verschwinden. Wir
nehmen einmal an, g sei bekannt. Man beginnt dann mit einer
Phas~: In dieser Phase wird man zunächst in irgendeiner Systematik
einen Ansatz für P(x,y) mit einern, dann mit zwe1 Termen, .•. vorn Grade g
ansetzen, wobei meist die Anzahl wählbarer Terme N < N sein wird. Da
o
man hier zur rlestirnrnung einer möglichen Lösung P(x,y) nur N der N Punkte
o
verwendet, muß noch geprüft werden, ob die restlichen N - N Punkte
o
auch auf P(x,y) .. 0 liegen. Diese Phase bringt zumindest dann ein p(x,y)
mit den ge\.,Unschten Eigenschaften, wenn N .. N geworden ist.
o
Phas~~: In dieser Phase, in der man schon irgendwelche PI(x,y) •.•
gefunden hat, läßt man eigentlich mehr als N Ansatzterrne aiK xi yK zu,
schließt aber dann wieder Terme so aus, daß Anteile von schon gefunde-
nen Lösungen von P1(x,y), ... nicht möglich sind, weil sonst die Auf-
gabe P(x,y) zu finden, nicht eindeutig lösbar wäre.
Es sind daher bei der zu entwickelnden Prozedur folgende Einzelprobleme
zu lösen:
I. Es muß eine Vorgehensweise gefunden werden, bei der alle wesentlich
verschiedenen Ansätze mit I, mit 2, ••• , g+1 Ansatztermen vom Grad g
berücksichtigt werden und genau einmal auftreten.
2. Da es sich um ein homogenes Problem handelt, muß festgelegt werden,
welchen der Koeffizienten aiK mit i+K .. g man gleich 1 setzt.
3. Unter Beriicksichtigung von I. und 2. muß eJ_n Verfahren bestimmt
werden, das Anteile von schon gefundenen ~olynomen aus den noch zu
untersuchenden Ansätzen eliminiert.
Die verwendete Prozedur im Hinblick auf die drei beschriebenen Probleme
wird im folgenden erläutert:
\~ir gehen davon aus, daß es v linear unabhängige Polynome vorn Grade g
gibt, die in den N Punkten X. verschwinden, 1 < v < g+l. Dies seien
1
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o.B.d.A. in etwas geänderter Bezeichnungsweise:
p (x ,y) Cl b 0 •••
v v
+ b lg
yg + ·..
bZg
yg + ·..
b yg + ·..vg
wobei die Punkte am Ende jeder Zeile für Terme von Potenzen der Ordnung
< g stehen. Dies ist gleichbedeutend damit, daß die Matrix
i=I, ••• ,v
K '" 0, ••• , g
den Rang v hat. Analog zu den Eliminationsverfahren für nichtsinguläre
quadratische Matrizen, die sich auf Hauptdiagonalform bringen lassen,
läßt sich durch Vertauschen von Zeilen und lineare Operationen erreichen,
daß man zu einer äquivalenten Darstellung von v neuen Polynomen QI' ••. ,
Q kommt mit
v
,
,x x x x',O 0 0. . .
\ \.
'\ '.
(b ' iK)
o\X x .
·
x x\O 0
""
,
".
0 O\X X X x",O, .
·
.
,
\
,
\
0 0 O\;x: x .
·
. . X x'
\
Qa(x,y) "" ~ b' g-j yj + a = I , v ,aj x •••• ... ,j ..O
in der die Elemente b' iK mit i > K + I und K > i + g - v verschwinden
(z.B. für v == 4) •
Diese mögliche Darstellung der P ,a • I, ... , v zugrunde legend, be-
a
ginnen wir unsere Suchprozedur. Es muß jedoch bedacht werden, daß v
nicht apriori bekannt ist. Wir setzen unser Verfahren folgendermaßen
an:
Für M '" 0, ... , g machen wir die Ansätze mit K Cl 0, ••• , Mund K + 1
Termen vom Grad g.
M
P(x,y) = L
K-M-K
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g-K K
ag-K,K x y + •••••
Die höchste vorkommende x-Potenz heißt daher g - M + K, die kleinste
g - M. Die erste Größe wird im Programm mit NI, die zweite mit N2 be-
zeichnet, also
N2
P(x,y) = L
L=NI
aL,g-L
L g-L
x y
Für festes Mist N2 konstant, während sich NI immer um I erhöht, aus-
gehend von NI = N2, bis zu NI • g bzw. bis ein P(x,y) gefunden ist,
das zu N2 unsere Forderung erfüllt. Für festes M wird immer der Koeffi-
. 2 d N2 g-N2 1 . hZlent zu L = N, .h. zur Potenz x y ~2, g-N2 g elC
gesetzt.
Findet die Prozedur eine Lösung P (x,y), a = I, ••• ; so wird das zu-
a
gehörige N2 = N2(a) gespeichert. In diesem Falle, wenn zu einem Mein
Pa gefunden ist, wird M weiter erhöht, da von Pa linear unabhängige
Lösungen von gleichem N2 mit größerem NI schon gefunden sein müssen.
Hat man schon mindestens ein P (x,y) gefunden, so werden in den folgen-
a
den Ansätzen die Ansatzterme zu jedem gefundenen N2(a) , a = I, "" d.h.
die Terme zu Potenzen xN2 (a) yg-N2(a) weggelassen. Daher kann jeder neu
versuchte Ansatz keinen Anteil einer vorher gefundenen Lösung P (x,y)
a
enthalten, der das zugehörige lineare Gleichungssystem zur Bestimmung
der aiK singulär machen würde.
Die gesamte Prozedur wird im folgenden Flußdiagramm zusammengefaßt. Es
wird hier der Einfachheit halber angenommen, das g bekannt sei. In IP~L
werden über die Eingabe Werte NG für untere und obere Schranken (NMIN
und NMAX) von g angegeben, die mit aufsteigendem NG, beginnend mit
NG = NMIN, nach möglichen Lösungen untersucht werden.
N2.r .. N2.{/)
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FLUSSDIAGRAMM VON 'If0L'
II1N~ .. (J
N,f=NG
N2 "'NG
N4:=: N4NEU
N2 ~ N2NElI..
/N(jN{/) "" 0) / "'1JIv'G +-/)
IN(JJN(NC,-N1i4) ""-1
,
i
IIVtPN(NG -N2 +1) = 1
NO" fNG"(N6i/f) +M1-N2.
C/ILL RNSFlri! ( AI~
N-1) N2) N-1NM<.;N2NEU;
IEND kENN)
MM 01LL PE'1'(.); 'Ted)
()b l.u.4, I1hsCft~ Lö.rtfhf/
txl.r!,erf - k{;NN
/NtPN(N(; -N21' -t./!J '" 0
~---~---t Na = NO -1
;j1JL
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FLUSSDIAGRAMM DES UNTERPROGRAMMES 'ANSATZ'
I [NP -=0
N2Neu .. N2.
N1NcU "" N1+1
J~
N2 NE& = N-Z-1
N1IJEM $ N2Nf!4
IENP-1
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111. Programmtechnische Einzelheiten, Tests.
Von den bisher nicht beschriebenen Einzelheiten seien noch folgende
Einzelheiten erwähnt.
111.1 Das Programm wird in der vorliegenden Standardform in konver-
sationellem Mode unter TSO auf der IBM 370/165 betrieben. Das Programm
liest nacheinander in
K(ARTE) I:
N
NMIN
NMAX
EPS
NKENN
N, NMIN, NMAX, EPS, NKENN
Anzahl der Punkte
Nied rigs ter Polynomgrad , der untersucht wi rd (~21)
Größter Polynomgrad, der u.U. untersucht wird
Genauigkeitsschranke. Sie wird benutzt, wenn der
Polynomansatz weniger als N Parameter nämlich NO
enthält. Falls mit den ersten NO Punkten ein Poly-
nom P gefunden wird, das in diesen Punkten ver-
schwindet, wird P als Lösung akzeptiert, wenn
Ip(x.,Y.)1 < EPS, für i .. NO + I, ... , Nj
11-
Kennzeichnet die nachfolgende Eingabeart für die
Xi .. (xi,Yi)' Es gibt folgende Varianten:
NKENN ... 0
NKENN ..
NKENN .. -2
NKENN .. -}
Lesen aller Xi hintereinander
Wiederholung mit neuen NMIN, NMAX und
EPS ohne neue Eingabe
Die Werte der Xi sind in der Subroutine
DEFINE einprogrammiert.
In DEFINE wird eine Punkteraster einge-
lesen, das nach einem bestimmten System
zu einer Punktemenge ausgebaut wird.
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SI Wenn NKENN = 1 oder -2 Ubergang zu K3
Wenn NKENN • 0, folgt K2, dann K3
Wenn NKENN • -I, folgt in DEFINE spezifizierte Eingabe,
dann K3.
K2 (X ( I), Y(I) ) für I • I, ... , N
K3
Bemerkung:
NWE, Wenn NWE • 11111, erfolgt ST0P, andernfalls
Rücksprung nach KI.
I. In der beigefügten Programmliste werden die Variablen der Karte KI
im Hauptprogramm definiert, welches IP0L aufruft. Die Werte der
Variablen N, NMIN und NMAX werden über die Aufrufliste definiert,
EPS und NKENN werden über den C0MM0N definiert.
2. A muß ein genügend großes Variablenfeld sein, das im Hauptprogramm
definiert wurde.
3. will man das Ergebnis des IP0L-Aufrufes numerisch weiterverwenden,
so ist das auf folgende Weise möglich. Hat man v Polynome gefunden,
so ist IANZ = v. Im Feld A ab Adresse 2xN+I stehen die Koeffizienten
der gefundenen Polynome in folgender Struktur: als zweidimensionaler
Array T (NS, NT0T), wobei NS = NMAX + I; der erste Index bezeichnet
die erste, zweite, .•. gefundene Lösung. Der zweite Index charakte-
risiert die Koeffizienten der zugehörigen Lösung. Es ist NT0T a
(NMAX+I)x(NMAX+2), da es insgesamt NT0T Koeffizienten zum Grad NMAX
gibt. Die Reihenfolge ihrer Zugehörigkeit zu den Monomen (in auf-
steigender Reihenfolge) enthält folgendes Schema: I, x, y, x2 , xy,
y2, ••• , xNMAX, xNMAX-1 y, ••• , yNMAX, d.h. zur ersten gefundenen
Lösung steht der konstante Koeffizient in T(I,I), der Koeffizient
zu x in T(I,2), der zu y in T(I,3), zu x2 in T(I,4), ••• usw.
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111.2 Bedeutung einiger Variablen
in allen Routinen:
N Anzahl von vorgegebenen Punkten (X(I), Y(I»
NO Anzahl der frei wählbaren Parameter im aktuell behandelten
Ansatz
NG Grad des aktuellen Ansatzpolynoms
NGS NG +
NI Ansatzterme vom Grad NG enthalten unter den Termen
N2} xNI yNG-NI, xN1-1 yNG-NI+I, ••• , xN2 yNG-N2 •
1N0N(NGS) Falls 1N0N(I) = I, wird der Ausdruck xNG- 1+1 yI-1
im Ansatz berücksichtigt, falls IN0N(I) = 0, nicht.
IIIe 3 Tests
Zu einigen Quadraturformeln von verschiedenen Graden in STR0UD /10/
sind die zugehörigen orthogonalen Polynome angegeben, die in den Stütz-
steIlen dieser Formeln verschwinden. Diese wurden immer, entsprechend
der benutzten einfachen Genauigkeit, in befriedigender Weise reprodu-
ziert. Dies wurde auch für einige anderen bekannte Formeln durchgeführt.
Es hat sich als vorteilhaft erwiesen, bei der Option NKENN = -I die Ko-
ordinaten der StützsteIlen so einzulesen, daß die Werte zu Punktmengen
mit M0D(I) = 3 zuerst eingelesen werden.
Ein mögliches Versagen von IP0L kann manchmal dadurch behoben werden,
daß man die Punkte Xi = (xi, Yi) in einer anderen Reihenfolge eingibt.
Das Vorgehen des Programmes hängt von der Reihenfolge der eingegebenen
Punkte ab.
111.4 Benutzte Unterprogramme
Zur Lösung der auftretenden linearen Gleichungssysteme wurden Standard-
verfahren benützt, die durch ein Eliminationsverfahren gefundene Lösun-
gen dieser Gleichungen iterativ verbessern.
- 12 -
IV. Beispiel für eine Interpolationsaufgabe
In diesem Abschnitt wird eine typische zweidimensionale Interpolations-
aufgabe behandelt. Es werden 12 Punkte vorgegeben, die symmetrisch zur
Winkelhalbierenden im ersten Quadranten liegen. Es sind die Punkte
XI • (0.2,0.2) und Xz m (I., I.) auf dieser Geraden, die Punkte
X3 m (I., 0.), X4 .. (I. 3, O. I), Xs ...( 2. 3, o. 7), X6 '" (I. 8, I.),
X7 .. (1.2, 0.9) und ihre zur Gerade x • y spiegelbildlich symmetrisch
liegenden Punkte.
Der Aufruf von IP~L mit NMIN = NMAX • 4 ergibt drei linear unabhängige
Polynome P" P2 und P3 vom Grad 4, wobei entsprechend den Konventionen
von Abschni tt 1.
PI •
Z 2 3 4
x y + (XIx Y + (XZx
P ... 3 + ßIx
3y + ßZx
4
2 xy
P '" 4 3 + YZx43 Y + Y,x Y
Die Kurven P... 0, i .. " Z, 3, sind in den Abbildungen' und 2 darge-
1
stellt, ihre Koeffizienten sind in Tabelle , wiedergegeben. Es gibt eine
Linearkombination Q von P" P2 und P3, die symmetrisch ist und wie Ab-
bildung 2 zu entnehmen ist, die Kurve Q .. 0 ist eine geschlossene Kurve.
- 13 -
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- 0 • 7GDiI ;; ,) ,: + d1
() • Cl ::.; 7 38 :; E+ \)1
- I) • :H li 0 g gc + 0 1
'J • 21.7 5 2 II + 0 1
- 0 • 219 Li 5 4 E+ 0 1 - 0 • '1"1 J ;.; 1 ü [ + J [)
J.D J.IDOJOO~+Ol
:) • lj. J L~ S14 E+ Ll1
[) • 1)2 05 I} E+ 0 1 - 0 • l~ 2 (; 7 7 1+ E+ 0 1
J.O 0.0 O.100JOOE+Ol
1
')
3
n•2 t~ :~ () O~) E+ 0 1
- L) • :J :)3 :l 5 1 c: + ,)1
I). :U J 5LH: + 0 ~
- l: • :i 1; ,; :J ;; l.J L:: + ;11
) • 'j ~ 'J ~; ~) ::; L + () 'J
-O.~CJJ,;52E+Ol
lJ. 1271:, ;; E+ [) 2
- :). 7() 2 :; 1; 7E+;)1[) . :n :)~) :L; i: + () 11
0.110S87E+02
- ;) • 7l: 2 ;~ L~ il E+ [) 1
!) • ;: () C2 ~; lf E+ 0 1
- U• ~, !j. L~ f) :2 ;1 E+ 01
~J • 1000 ;1] E+n1
Tabelle I: Liste der Koeffizienten der Polynome PI~ P2~ P3 und Q~
Koeffizienten zu einem festen Grad~ der links steht~ auf einer Zeile.
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V. Orthogonale Polynome und Quadraturformeln
Zu elnem vorgegebenen Integral
I(f) ~ f f f(x,y) w(x,y) dxdy
D
mit nichtnegativer Gewichtsfunktion w(x,y) und D C~2 nennt man
N
S(f)" I
i-I
A. f(x. ,y.)
111
eine zugehörige Quadraturformeln vom Polynomgenauigkeitsgrad n,
wenn I(p) - S(p) für alle Polynome p vom Grade< n.
In Analogie zur entsprechenden Problemstellung im eindimensionalen
existiert ein Zusammenhang zwischen Quadraturformeln und orthogonalen
Polynomen. Es gilt z.B. folgender
SATZ I:
Existiert ein Polynom p - p(x,y) vom Grade v 2 n, das in den Punkten
Xi .. (xi' Yi) einer Quadraturformel S(f) vom Grade n verschwindet, so
ist p bezüglich des Skalarproduktes
(f, g) .. I(f • g)
orthogonal zu allen Polynomen vom Grade< n - v; z.B. GÜNTHER /4/.
Der Beweis ist trivial.
Von besonderem Interesse ist der Spezialfall des Satzes mit n • 21-1, v-l.
I d ··· (1+1)(1+2) d IPo ynome vom Gra 1 eXlstleren slcher, wenn N < 2 ,er Anzah
linear unabhängiger Polynome in x und y vom Grade< t. Es gilt für die
Anzahl ~ linear unabhängiger Polynome vom Grad< t, die in den Xi ver-
schwinden die Ungleichung
z.ß. HIRSCH /5/.
~ >
(t+l) (t+2)
2 N
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Hier interessiert es häufig, ob das Gleichheitszeichen gilt. Wenn
(1+1) (H2) 'lI 1 l' h' b"b h 1N ~ 2 ,Wl man ge egent lC Wlssen, 0 es u er aupt Po y-
norne vom Grad 1 gibt, die in den X. verschwinden.
1
Der Hintergrund dieser Fragestellung ist darin zu sehen, das es Sätze
gibt, mit denen man Quadraturformeln vom Grad (= Polynomgenauigkeits-
grad) 21-1 konstruieren kann, in denen die Stützsteilen (x., y.) die 12
1 1
unter den gemeinsamen Nullstellen von orthogonalen Polynomen enthalten
sind, z.B. MYSOVSIKH /7/ und STR~UD /9/. Während solche Sätze meist
nicht Quadraturformeln mit möglichst kleiner Stützsteilenzahl zu festem
1 liefern, hat man mit verschiedenen Hethoden z.B. in /2/ entweder
völlig oder teilweise von der Benutzung von orthogonalen Polynome unab-
hängig Quadraturformeln mit kleiner oder sogar minimaler Knotenwahl
gefunden. Der detaillierte Zusammenhang dieser Formeln mit orthogona-
len Polynomen ist noch nicht vollständig geklärt und steht mit als
Motiv für die Erstellung des Programmes IP~L.
Zu den Methoden, die keinen Gebrauch von orthogonalen Polynomen bei der
Konstruktion von Quadraturformeln machen, gehört vor allem die folgende:
Für Integrale I(f), für die I (xnym) = I (xmyn), wenn D ein Kreis, ein
Quadrat oder die ganze Ebene, wählt man eine Folge von erzeugenden
Punkten vom Typ (ai' 0), (bi' bi ). (ci' di ). aus denen man durch Vor-
zeichenwechsel und Koordinatentauschen, analog wie in 11. bei der Be-
schreibung der Eingabe von K4, K5 und K6, eventuell noch unter Einschluß
des Punktes (0, 0), die Stützsteilen einer Formel erhält. Als freie
Parameter treten dabei die ai' bi, ci' di und die Gewichte zu den Punkten
mit dem gleichen Erzeuger auf. Zum ersten Male systematisch verwendet
wurde dies von HAMMER u. STR~UD /6/, dann später extensiv von RABINO-
WITZ u. RICHTER /8/ u.a. Entsprechendes läßt sich für Dreiecke unter
Verwendung baryzentrischer Koordinaten durchgeführen, CO~@ER /2/.
Eine andere Methode von FRANKE /3/ besteht darin, aus einer Schar von
Paaren von orthogonalen Polynomen ein solches Paar auszusuchen, in dem
einige der Gewichte zu den als Stützsteilen auftretenden gemeinsamen
Nullstellen beider Polynome verschwinden. Zu untersuchen ist dann, was
für ein weiteres Polynom außerdem noch in diesen Punkten verschwindet.
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VI. Ergebnisse
1. Quadraturformeln von RABIN~WITZ und RICHTER /8/:
Bemerkung: In der letzten Spalte der folgenden Tabellen werden
die verschiedenen Arten von erzeugenden Punkten (Generator) der
Formeln angegeben. Eine 1 entspricht einem Punkt (a, O),der
noch die Punkte (-a, 0), (0, a) und (0, -a) involviert, eine 2
entspricht einem Punkt (b, b), der außerdem die weiteren Punkte
(b, -b), (-b, b) und (-b, -b) erzeugt, einer 3 entspricht ein Erzeuger
(a, b) , der sieben weitere (-a, b), (a, -b), (-a, -b), (b, a),
(-b, a), (b, -a) und (-b,-a) erzeugt, eine 4 entspricht dem
Punkt (0, 0).
Punkte Grad 2i-1 der QF. i Anzahl der l.u.Polynome Generatoren
vom Grad i, die in den
Xi verschwinden
20
26
28
37
44
48
9
11
11
13
15
15
5
6
6
7
8
8
2
3
2
2
3
1123
112234
112223
11222334
111222233
111222333
20 9 5 2 1123
21 9 5 2 11234
28 11 6 3 11133
28 11 6 2 111223
37 13 7 2 11122334
44 15 8 3 111122233
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I~~~11~_d_iE_L§Ll
I
pnnktej Grad 2R,-1 der ~~Anzahl der 1.n.Polynome Generatoren
vom Grad t, die in den
Xi verschwinden
20 9 5 2 1223
28 11 6 3 11133
28 11 6 2 111223
37 13 7 2 11222334
44 15 8 3 111122233
20
28
28
37
44
9 5 1123
11 6 3 11133
11 6 2 111223
13 7 2 11222334
15 8 3 111122233
Mit einer Ausnahme scheint die Anzahl der linear unabhängigen Poly-
nome in x und y vom Grade t, die in den Stützpunkten Xi der QF.
verschwinden, vorn Typ der verwendeten Generatoren abzuhängen.
2. Beispiele aus FRANKE /3/:
Tabelle 3, Beispiel mit 21 Punkten:
21 9 5 2
Tabelle 5
13 7 4 2 234
Tabelle 8
20 9 5 2
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3. Beispiele aus ALBRECHT /1/:U
19 9 5 3
28 11 6 2
41 13 7 0
48 15 8 0
61 17 9 4 ( 1)
Das letzte Resultat, 61 Punkte, ist mit Vorsicht aufzufassen.
Es wurde erhalten, indem EPS sehr groß, 2.E-2, gewählt wurde.
4. Beispiel, C0WPER /2/:
13 7 4 2
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VII. Weitere Untersuchungen
Eine weitergehende Fragestellung ist die folgende: Es soll e1ne Basis
des Polynomideals i bestimmt werden, das die Stützsteilen Xi einer
Quadraturformel S(f) als Nullstellen hat. Im allgemeinen haben die
Basispolynome nicht den gleichen Grad. Zur Konstruktion einer Basis
verfährt man entsprechend der Methode, die in Abschnitt beschrieben
wurde. Man bestimmt gleichzeitig den minimalen Grad g, zu dem Polynome
existieren, die in den Xi verschwinden, und eine Maximalzahl linear
unabhängiger solcher Polynome vom Grad g. Danach folgt das entsprechen-
de Verfahren für den Grad g + I, wobei zu beachten ist, das sowohl
Anteile schon gefundener Polynome vom Grad g + 1 als auch Anteile von
xPl und yPI zu Polynomen PI vom Grad g im Ansatz nicht berücksichtigt
werden.
In den meisten Fällen genügt die Kenntnis der Anzahl der (orthogonalen)
Polynome vom Grad t, um zu einer Quadraturformel vom Grad 2t-1 die
Struktur der gesamten Polynombasis des Ideals i zu erkennen, d.h. die
Anzahl der Basispolynome von den Graden > t zu i ermitteln zu können.
Es wurde auch eine Variante von IP0L erstellt, die imstande ist, eine
Idealbasis zu berechnen, wenn nur die vorgegebenen Punkte verschieden
sind.
Zu diesem Sachverhalt soll noch ein kleines Beispiel angegeben werden.
Die Formel C2 : 9 - I aus /10/, identisch mit der 20-Punktformel vorn
Grad 9 aus /8/ besitzt eine Polynombasis, die zum einen aus zwei Poly-
nomen vom Grad 5, entsprechend Abschnitt IV., und aus zwei Polynomen
vom Grad 6 besteht.
- 22 -
L I T E RAT U R
/1/ ALBRECHT, J.
Formeln zur numerischen Integration über Kreisbereiche,
ZAMM, Vol.40 (1960), pp. 514-517
/2/ C0WPER, G.R.
Gaussion quadrature fOrffiulas for triangles,
AIAA Journal, 7, No. 3 (1973), pp. 405-408
/3/ FRANKE, R.
Obtaining cubatures for rectangles and other planar regions
by using orthogonal polynominals
Math. Comput., V.25 (1971), pp. 803-817
/4/ GÜNTHER, C.
Third degree integration formulas with four real points and
positive weights in two dimensions,
SIAM J. Numer. Anal. 11,3 (1974), pp. 780-793
/5/ HIRSCH, P.M.
Evaluation of orthogonal polynominals and relationship to
evaluating multiple integrals
Math. Comput., V.22 (1968), pp. 280-285
/6/ HAMMER, P.C. and STROUD, A.H.
Numerical evaluation of multiple integrals 11,
MTAC, V.12 (1958), pp. 272-280
/7/ MYSOVSHIKH, I.P.
Cubature formulae and orthogonal polynominals,
Zurn. vycl. Mat. mat. Fiz 9 (1969)~ pp. 419-425
/8/ RABINOWITZ, P. und RICHTER, N.
Perfectly symmetrie two-dimensional integration formulas
with minimal number of points,
Math. Comput., V. 23 (1969), pp. 765-779
- 23 -
/9/ STROUD, A.H.
Integration formulas and orthogonal polynominals for
two variables,
SIAM J. Numer. Anal., 6 (1969), pp. 222-229
/10/ STROUD, A.H.
Approximate calculation of the multiple integrals,
Prentice Hall, 1971.
- 24 -
ANHANG
Prograrnrnlis te
- 25 -
SUPRO UT I ~I E IPOL ( N , NM IN, ~1 MA )( ,A )
CIMEr~ S In "J A( 1 )
CIWMON EPS,NKENN,IA.NZ
CONT INUE
I f (NM I"I?L E Q 1 )NM IN:: 2
NTOT= «~MA)(+l )~(NMA,X+2» 12
NS=NM AX+ 1
NL =1gg9-' 2,HJ- NTO Tt~N S
~J 1 ]= 2k "J +N S*N TO T +1
CAL L OR I VER ( A, A( N+ 1 ) ,A ( 2*N +1) ,A ( N11 ) ,N, Nl ,N MIN, f\ MAX ,t\S ,f\T CT )
83 REH(6,w )NWE
1F (N WE') ~j E,) 11 1 1 1 )GO TO 1
RETURN
EN C
SUP-ROUTINE DR IVEf\( X,V,T,Z,N,Nl ,~MIN,t-.t"AX,t\S,NTOT)
OlM EN S ION X( N ) , V( N ) ,Z ( N1 ) , T( NS , NT 0 T)
[ H-1 EN S 10 N IST( 1C, 2) , I NON ( 1 0 )
COMMC1N fP S,NKfNN, IANZ
JF (NK HJN ) ~ 1, !:(j, ~ 2
[jn CO 2 I=l,N
? RE/J [ ( 6 ,:{'. ) X( I ), Y( I )
G(: TO 52
51 Cnl DEFINE(X,Y,N)
52 IF(NoGTolO)GO TO 55
CO 53 1= 1, N
53 WRITE(6,54) I,X(!),Y(I)
54 FORMAT(5X,12,2)(,2E2'),,8)
55 CONT INUE
CO 11' t=l,~l
CO 11 J = I, N
IF(JoEQ"I)GO TO 11
S= /l es( X( I )- )( (J ) )+A ß S( Y( I ) - Y( J) )
1F(SoGTo11J,,:o;'EPS)GO TO 11
WRlTE(6, 12 )I,J
12 FC1 PM AT ( I' WAR NUN (;, P UN KTE ZU ß E NACH BAR T ',2 15 )
11 CO NT IN IJ r:
}il CONTII\JlJE
J F (I\J ol Eo ( (NMA X-+ 1 )~.:( NMA X+ 2» 12) GO Ta 1
WRITE ( (" 3 6 Ü HmA X
Y.'l FORMAT(' :~'~;,., NMAX UNPASSEND, NMAX = ',13,' ~:«,.')
1 IANZ::;[\
(~LL P,t'CIN(T,NS,NTOT)
r. fl 3 1\1 G= NM W ,N MA X
r,j 1= r~ G
N 2=N G
4 ~J r;= (H G'~: ( NG'" 1 ) ) I 2+N 1~' N2
Nll::;t~G-Nl+1
N22=NG-N2+1
N (S=N G+1
co 32 1= 1,NGS
"J? INON (I )=<)
Cfl ? 1 I=N 11,N?2
~l INCJN(I)=l
IF(IANZ.)EQ,,0) GO TU 3',)
DO ~") IA=-=l,IANZ
tl 2T=IST ( IA, 2 )
I F (~I 2T I) SE 0 N 2 oA NDoN 2T0 lE c NI) NJ=N O~, 1
~13 I Nm: (N G- N 2 T+1 )::; n
3d CCNTHWE
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CAL leET ( f\l 1, N ;;' 9 1" , NG ,N ) 9 )(, Y, l , Z ( N(j* NO+ 1 I ,l ( Nu '* Ne ... !'if) +1 ) 9 I< E1\ f\, I Ne N )
167 FI'RMAT(l~x,'Kl "" 1,12,1 K2:::::: 'd2,' KENN:::::: ',12)
IF(KfNN")~~E"UIGO TO 5
I /lN Z= I AN l -+ 1
IST ( I AN Z , 1 I=N 1
IST ( I AI\j 1 , 2 I:::: N 2
CßL l RE ([1 R0 (N 1 ,1\12, i\j , N<) , Ne, l ( N.,J-:, NO+ NO+ 1) , I AN lvI Ne N)
lj C,ölt. AN SATZ ( NG, NI , I'J 2, N 1NC U , N2 NE L; , I END, KENN)
I F ( I FN 0" E(J 0 1 ) GO .TO 6
N l=N IN EU
~J 2=N 21\; FU
GO TO 4
6 IF(IMJloNEo(})GD TO 7
3 CON TIN UE
7 CßLl P,ECFIN( IANl)
RETURN
4,) WR I T F ( 6, 4 I I
41 FORMAT(' INCORRECT END IN DPI VER 9)
S TflP
EN C
SUPRCUTINf ANSATZ(NG,Nl,N2,NlNEU,N2NEU,IEND,KENN)
1 fN C= \)
I F (I( ENN 0 EQ 00 ) GO TO 1)
N 2N ElJ=N 2
I\J If\! EU= I\j 1'" 1
I F (N 1NEU 0 LEe NG )RETUR, N
1\ IF(N2vEQoO)IEND=1
N 2N EU=N 2- 1
NJNEU=N2NEU
R nUR N
EN [
fUNCTION POT(X,N,Y,M)
T= 10
I F (t J 0 GT"n )T=Xtr; :"~ N
$= 1J
I F (M 0 GT 0 C ) S== Y>iq~M
PO T= $,-,; T
R f TUPN
EN r
SUf?ROUTINE R EC IN( T,NS,f\HOTl
C TM EN SInN T ( t'! S ,~JTf] T )
P Fr LJRN
Ef'HPY P,EcrlPCUjl,n2,r~,jLl,N(~,C,IANl,INCN)
C IM EN S IJ N C ( I\; C\ ) , I t~ 0 N( 1)
CO 1 1= 1, I\J Tel T
1 T<IAf\ll,!)=J o
NP=(N G'n N G.. 1 I I / 2
co 2 1= 1,NP
2 T ( I JlN l, I )=C ( I )
Nf\!=N I-N 2
I F (NN 0 EQ 0 ~; I GO TCl l'~
Il==NG-\ll+l
I2=N (-N 2
J= 1
cn 3 I( == I 1 , I 2
IF ( nw~ (K ) 0 EQ () (J IGO TO .:l
T ( I Jl.N Z , NP +1( ) =C ( Nt=' .. J )
J=J +1
3 CO"H INUE
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1n T ( I Ara, NP ~N G.. 1- N 2 1= 1"
RETURN
ENTRV f\ECFIN(IANZ)
WP IT E( 6, 22) IANZ ,NG
22 FOPr.1AT(//3X, 'ES wURDEN'tI2,' LCESo VCM GIHD',12,' GEFUNOEI\')
IFIIANZoEOm0)GO TO 23
DU 20 1= 1, IANZ
2·; WRITEI6, 21 )1,( T( I,J),J=l,NTOTI
21 FORMATU/5X, 1411( 3X,6E 18. 71 I
23 RETURt\1
EN C
SUBPOUTIN EDEn N1,N2,N ,NG ,NO, X, 'Y,A,B ,C ,KENN ,I NCNI
DIMENSHlN X(N),V(N I,A(Na,NOI ,ö(NO) ,C(NO)
C IM WS IOhl INON( 1)
COMt-10N EP S
K ENN= \)
I F W 10 LToN 2 1GO TO F)(HJ
J= 1
NCS=N G+ 1
CO 1 ! T= 1, t'-I GS
1= 11- 1
11=1
! 2= I I
H(IoLToN(IGO TO ~
I l=N G~N 1+ 1
12=NG-N2
I F (N 10 EQ o~! 2 )GO TO 1
~ COt'-lT IN UE
on 2 K= I 1, 12
I F I I" L Tn"J G1GO TO 5
IF(INONIKI"EQo!)IGO Ta 2
5 CONT INUE
Cfl 4 L =1, ~'l 'J
4 t. I L , J I=POT ( X(L I, I - K+ 1, V( LI, K- 1 I
J=J + 1
2 CONT IN UE
1 CONT INUE
cn 1 1 L = 1 , N(\
11 eIL )=_·POT( Xl L) ,N2, Y( LI ,NG-NZ)
C,öL L GAU SS 2( NO, A,B ,C , I EPR)
I F I I fR R 0 NE" 0 ) GO TO 1002
HINO"EQ"N IPETURN
NNS=N'"l+l
Cf") 2n L=NN S,N
T=ü"
J= ]
CO ? 1 I I=1 , NGS
1= JT- 1
11= 1
12= J I
JF (J 0 L T;) N G) GO TrJ 2-:
I 1= N G-N 1+1
I 2=N G-~12
I F IN 1" EQ "N 2 ) GO TO 2 1
23 CONTINUE
CO 22 K= 11, 12
IF(L~LTnNG)GU TO 15
!F ( INON (K ) 0 EQ 0 r ) GO Ta 22
15 T=T+C(JI~POT(XIL),I"K+l,YIU,K-l)
Jco,J+l
? 2 CCN"r I~l LI E
2 1 CON T I~I UE
T:;;:T +p 0 T ( X( LI, N 2 t V( L I t NG ~ N2 )
I F ( ABS( T ) " GT I} E: PS) KP4 N::: 2
IF(t<Ef\lNoEQo2IFETUPN
2t· COhJ TIN UE
RETURN
1(}(J(l K FNN:::~' 1
R ETlJPN
1n, )? I( EN N:;;: 1
R ETur;,N
Fi'i C
sueRoUTINE OEFINE
RETURN
EN C
