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Abstract
The clustering problem has many applications in Machine Learning, Operations Research,
and Statistics. We propose three algorithms to create starting solutions for improvement algo-
rithms for this problem. We test the algorithms on 72 instances that were investigated in the
literature. Forty eight of them are relatively easy to solve and we found the best known solution
many times for all of them. Twenty four medium and large size instances are more challenging.
We found five new best known solutions and matched the best known solution for 18 of the
remaining 19 instances.
Key Words: clustering algorithms; local search; starting solutions; heuristics; location.
1 Introduction
We present three new approaches that may be used to generate good starting solutions to clustering
problems and then we show that these starting solutions vastly improve the performance of popular
local searches (improvement algorithms) used in clustering such as k-means (Hartigan and Wong,
∗Corresponding author
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1979; Lloyd, 1982; MacQueen, 1967). In several benchmark cases, we were even able to improve on
best-known results.
A set of n points is given. The problem is to find k cluster centers. Each point is assigned to its
closest center. The objective is to minimize the total sum of squares of the distances to the closest
cluster center. Let di(Xj) be the Euclidean distance between given point i and center of cluster j
located at Xj . The points are represented in d-dimensional space. The vector of unknown centers
is X = {X1, . . . ,Xk}, and thus, the objective function to be minimized is:
F (X) =
n∑
i=1
min
1≤j≤k
{
d2i (Xj)
}
(1)
Recent publications on clustering problems minimizing the sum of squared distances between all
given points and their cluster’s center are Aloise (2009), Aloise et al. (2012), Bagirov et al. (2015),
Pereira et al. (2018) and Gribel and Vidal (2019).
Gribel and Vidal (2019) recently suggested a complex hybrid genetic algorithm for the solution
of the problem which obtains best reported results to date. Our approach applies a multi-start
local search using a set of specially designed high quality starting solutions. Despite the relative
simplicity of our method, Gribel and Vidal (2019) obtained a better solution in only one instance
out of the 72 instances tested here. These results confirm in a dramatic way the importance of ‘good’
starting solutions for the minimum sum of squares clustering problem. This also corroborates the
‘less is more’ philosophy adopted in some recent papers on heuristic design (e.g., Brimberg et al.,
2017; Mladenovic´ et al., 2016). In this case we find that a simple local search from diverse starting
solutions of good quality can be as powerful as a sophisticated meta-heuristic based method.
This problem has similarities to the p-median problem (Daskin, 1995; Daskin and Maass, 2015;
Kariv and Hakimi, 1979), also called the multi-source Weber problem (Brimberg et al., 2000; Kuenne and Soland,
1972). The objective of the p-median problem is based on the distances rather than the squared
distances and each point (or customer) has a positive weight, while in formulation (1) all weights
are equal to 1.
1.1 Widely Used Algorithms
Algorithms similar to k-means include Arthur and Vassilvitskii (2007); Bahmani et al. (2012); Forgy
(1965); Hartigan and Wong (1979); Lloyd (1982); MacQueen (1967); Spa¨th (1985).
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Algorithm of Lloyd (Lloyd, 1982): The Lloyd algorithm is an iterative improvement heuristic
which consists of repeating two steps, assignment and update, until there are no more changes
in the assignment of points to clusters or the maximum number of iterations is reached. The
initial set of k centers X = {X1,X2, ...,Xk} and maximum number of iterations are inputs
to the algorithm. The initial set of centers can be determined by random assignment of
points to k groups (as in the original Lloyd algorithm) or by an initialization method such
as Forgy (Forgy, 1965), k-means++ (Arthur and Vassilvitskii, 2007), or scalable k-means++
(Bahmani et al., 2012). In k-means++, the starting solution consists of a subset of original
data points selected by a seeding algorithm, which spreads the initial centroids based on their
squared distances from the first centroid.
In the assignment step, the current set of centers is used to determine the Voronoi cells
(Okabe et al., 2000; Vorono¨ı, 1908), and each point xi is assigned to the nearest center in
terms of the squared Euclidean distance:
Vℓ = {xi : d2i (Xℓ) ≤ d2i (Xj),∀j, 1 ≤ j ≤ k}, ℓ = 1, . . . k (2)
in such a manner that each point is assigned to exactly one Voronoi cell. Next, in the update
step, the new centers are determined by finding the centroid of points in each cell:
X ′ℓ =
1
|Vℓ|
∑
xi∈Vℓ
xi. (3)
The two steps are repeated in the original order until there is no change in the assignment of
points to clusters.
This algorithm is very similar to the location-allocation procedure (ALT) proposed by Cooper
(1963, 1964) for the solution of the Euclidean p-median problem. However, for the squared
Euclidean objective, the solution is expressed as a simple formula (3), while for the weighted
Euclidean distances (not squared), the center of the cluster requires a special algorithm such
as Drezner (2015); Weiszfeld (1937) which requires longer run times.
Algorithm of MacQueen (MacQueen, 1967): The initialization of the MacQueen algorithm
is identical to Lloyd, i.e., the initial centers are used to assign points to clusters.
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In the iteration phase, the MacQueen heuristic reassigns only those points which are nearer
a center different from the one they are currently assigned to. Only the centers for the
original and new clusters are recalculated after the change which improves the efficiency of
the heuristic as compared to Lloyd.
The improvement step is repeated until there is no change in the assignment of points to
clusters.
Algorithm of Hartigan-Wong (Hartigan and Wong, 1979): The initialization of the Hartigan-
Wong algorithm is identical to MacQueen and Lloyd and points are assigned to centers using
the Voronoi’s method. However, the improvement step uses the within-group sum of squared
Euclidean distances
∑
xi∈Vℓ
d2i (Xℓ), where Vℓ is a cluster centered at Xℓ.
Specifically, for each previously-updated cluster Vj , the point xi ∈ Vj is reassigned to Vℓ
(ℓ 6= j) if such a reassignment reduces the total within-group sum of squared distances for all
clusters.
The improvement step is repeated until there is no change in the assignment of points to
clusters.
The paper is organized as follows. In Section 2 we discuss the execution of basic operations
applied in the paper. In Section 3 the algorithms designed in this paper are described. In Section 4
a new improvement algorithm is detailed. In Section 5 we report the results of the computational
experiments, and we conclude the paper in Section 6.
2 Preliminary Analysis: Basic Operations
In this paper we apply three basic operations: adding a point to a cluster, removing a point from
a cluster, and combining two clusters into one. The objective function is separable to individual
dimensions and thus we show the calculation in one dimension. In d dimensions the change in the
value of the objective function is the sum of the changes in each dimension.
Let a cluster consist ofm points xi, i = 1, . . . ,m with a mean x¯m =
1
m
m∑
i=1
xi. Since
m∑
i=1
xi = mx¯m,
the objective function is:
Fm =
m∑
i=1
(xi − x¯m)2 =
m∑
i=1
x2i − 2x¯m
m∑
i=1
xi + mx¯
2
m =
m∑
i=1
x2i − mx¯2m.
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2.1 Adding a point to a cluster
Theorem 1: When a point xm+1 is added to the cluster, the objective function is increased by
m
m+1
(xm+1 − x¯m)2.
Proof: The new center is at
x¯m+1 =
mx¯m + xm+1
m+ 1
= x¯m +
xm+1 − x¯m
m+ 1
≡ x¯m +∆xm
We get
Fm+1 = Fm + x
2
m+1 +mx¯
2
m − (m+ 1)x¯2m+1
= Fm + [x¯m + (m+ 1)∆xm]
2 +mx¯2m − (m+ 1) [x¯m +∆xm]2 = Fm +m(m+ 1) [∆xm]2
It can be written as
Fm+1 = Fm +
m
m+ 1
(xm+1 − x¯m)2 (4)
which proves the theorem. ✷
2.2 Removing a point from a cluster
Theorem 2: Suppose that xm is removed from a cluster. The reduction in the value of the objective
function is: m
m−1
(xm − x¯m)2.
Proof: The new center is at
x¯m−1 =
mx¯m − xm
m− 1 = x¯m −
xm − x¯m
m− 1
By equation (4) for m− 1
Fm−1 = Fm − m− 1
m
(xm − x¯m−1)2
= Fm − m− 1
m
(
xm − mx¯m − xm
m− 1
)2
= Fm − m
m− 1 (xm − x¯m)
2 (5)
which proves the theorem. ✷
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2.3 Combining two clusters
Theorem 3: Two clusters of sizes m1 and m2 with centers at x¯m1 and x¯m2 are combined into one
cluster of size m1+m2. The increase in the value of the objective function is
m1m2
m1+m2
[x¯m1 − x¯m2 ]2.
Proof: The center of the combined cluster is at:
x¯m1+m2 =
m1x¯m1 +m2x¯m2
m1 +m2
(6)
The objective function Fm1+m2 is:
Fm1+m2 =
m1+m2∑
i=1
x2i − (m1 +m2)x¯2m1+m2
= Fm1 + Fm2 +m1x¯
2
m1
+m2x¯
2
m2
− (m1 +m2)x¯2m1+m2
= Fm1 + Fm2 +m1x¯
2
m1
+m2x¯
2
m2
− [m1x¯m1 +m2x¯m2 ]
2
m1 +m2
= Fm1 + Fm2 +
m1m2x¯
2
m1
+m1m2x¯
2
m2
− 2m1m2x¯m1 x¯m2
m1 +m2
= Fm1 + Fm2 +
m1m2
m1 +m2
[x¯m1 − x¯m2 ]2 (7)
which proves the theorem. ✷
2.4 Multi-dimensional points
The following theorem considers clustering of points in d dimensions.
Theorem 4: Once the clusters’ centers and number of points in each cluster are saved in memory,
the change in the value of the objective function by adding a point to a cluster, removing a point,
or combining two clusters is calculated in O(d).
Proof: By Theorems 1-3 the calculation in each dimension is done in O(1) and thus the d-
dimensional calculation is done in O(d) as a sum of d terms. ✷
3 Finding a Starting Solution
We find initial sets of clusters that can serve as starting solutions for various improvement algo-
rithms. The procedures are based on three algorithms proposed in recent papers for solving various
multi-facility location problems, that can be easily extended to the clustering problem.
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The first two algorithms described below can be applied without a random component yielding
one starting solution. We introduce randomness into the procedures so that the algorithms can be
repeated many times in a multi-start heuristic approach and add some diversification to the search.
The randomness idea follows the “Greedy Randomized Adaptive Search Procedure” (GRASP)
suggested by Feo and Resende (1995). It is a greedy approach but in each iteration the move is
randomly selected by some rule, rather than always selecting the best one. For each of the first two
algorithms, a different GRASP approach is used and details are provided for each in the appropriate
sub-section.
3.1 Merging (Brimberg et al., 2012)
The merging algorithm is based on the START algorithm presented in Brimberg et al. (2012);
Drezner et al. (2016) for the solution of the planar p-median problem, also known as the multi-
source Weber problem. The START algorithm begins with n clusters, each consisting of one given
point. We evaluate combining pairs of clusters and combine the pair which increases the value
of the objective function the least, thereby reducing the number of clusters by one. The process
continues until k clusters remain.
In order to randomly generate starting solutions to be used in a multi-start approach we used
the following GRASP approach. We randomly select a pair of clusters within a specified factor,
α > 1, of the minimum increase. For α = 1 the move with the minimum increase is always selected.
When α increases, more moves, which are not close to the minimum, can be selected. To simplify
the procedure we follow the approach proposed in Drezner (2010). Set ∆ to a large number. The
list of increases in the value of the objective function is scanned. If a new best increase ∆ is found,
update ∆, select the pair of clusters, and set r = 1. If an increase less than α∆ is found, set
r = r + 1 and replace the selected pair with probability 1
r
.
The basic merging algorithm is:
1. n clusters are defined, each containing one point. Set mi = 1 for i = 1, . . . , n.
2. Repeat the following until the number of clusters is reduced to k.
(a) Find the pair i < j for which the increase in the value of the objective function by
Theorem 3 is minimized (applying GRASP). If an increase of 0 is found, there is no need
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to continue the evaluation of pairs; skip to 2b.
(b) Combine the selected clusters {i, j}, find the new center by equation (6) and replace mi
by mi +mj.
(c) Remove clusters i and j, and add the new cluster. The number of clusters is reduced by
one.
The complexity of this algorithm is O(n3d). Only the number of points in each cluster and their
centers need to be kept in memory. The list of points belonging to each cluster is not required for
the procedure. The final result is a list of k centers. The clusters are found by assigning each point
to its closest center. This configuration can serve as a starting solution to improvement algorithms
such as k-means, (Lloyd, 1982), location-allocation (ALT, Cooper, 1963, 1964), (IALT (Improved
ALT) Brimberg and Drezner, 2013), or the improvement algorithm detailed in Section 4.2.
The complexity can be reduced by storing for each cluster the minimum increase in the value
of the objective function when combined with other clusters. Also, for each cluster we store a
cluster number that yields the minimum increase. When two clusters are combined, the minimum
increase for all clusters related to the two clusters is recalculated. Also, the increase in the value
of the objective function when combined with the newly-formed cluster is checked for all other
clusters and if it is smaller than the minimum increase saved for a particular cluster, it replaces
the minimum increase for that cluster and the cluster it is combined with. The number of related
clusters is expected to be small and if this number does not depend on n and thus does not affect
the complexity, the complexity is reduced to O(n2d).
The efficient merging algorithm used in the computational experiments is:
1. n clusters are defined, each containing one demand point. Set mi = 1 for i = 1, . . . , n.
2. For each cluster, in order, calculate by Theorem 3 the minimum increase in the value of the
objective function ∆i and the cluster j(i) 6= i for which this minimum is obtained. If ∆i = 0
is encountered for cluster j (which must be j > i), combine clusters i and j creating a revised
cluster i. Note that the center of the revised cluster is unchanged since ∆i = 0. Replace
cluster j with the last cluster in the list and reduce the list of clusters by 1. Continue the
procedure with the evaluation of ∆i (from cluster #1 upward) for the combined cluster i.
3. Repeat the following until the number of clusters is reduced to k.
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(a) Find i for which ∆i is minimized (applying GRASP).
(b) Combine clusters i and j(i), find its center by equation (6) and replace mi by mi +mj .
(c) Replace cluster i by the combined cluster and remove cluster j(i). The number of clusters
is reduced by one.
(d) For each cluster k 6= i:
i. Calculate the increase in the value of the objective function by combining cluster k
and the combined cluster i. If the increase is less than ∆k, update ∆k, set j(k) = i
and proceed to the next k.
ii. If j(k) = i or j(i), recalculate ∆k and j(k).
(e) Find ∆i and j(i) for the combined cluster.
3.1.1 Testing the factor α in GRASP
In the computational experiments we tested ten problems using α = 1.1, 1.5, 2. Run time increases
with larger values of α because more iterations are required by the improvement algorithm. In nine
of the ten problems α = 1.5 and α = 2 provided comparable results and α = 1.1 provided somewhat
poorer results. However, one data set (kegg), exhibited a different behavior. The comparison results
are depicted in Table 1. See also Table 10 below. For this problem α = 2 performed the worst.
Table 1: Results for the kegg data set by various approaches (100 runs)
k Best Merging α = 1.1 Merging α = 1.5 Merging α = 2.0
Known† (1)∗ (2)∗ (3)∗ ∗ + ‡ ∗ + ‡ ∗ + ‡
2 1.13853E+09 0.00 0.00 0.00 0.00 75 25.1 0.00 24 27.5 0.00 16 30.7
5 1.88367E+08 0.00 0.00 0.00 0.00 100 26.9 0.00 100 30.5 0.00 96 35.4
10 6.05127E+07 4.96 0.00 36.81 0.00 22 33.9 0.00 16 41.0 0.00 5 50.9
15 3.49362E+07 0.53 4.00 98.23 0.08 1 45.3 0.00 1 56.6 1.20 1 64.0
20 2.47108E+07 1.12 13.74 136.71 0.03 1 45.8 0.01 1 56.8 1.39 1 66.0
25 1.90899E+07 1.27 15.48 190.95 0.31 1 58.4 0.53 1 82.6 1.79 1 129.1
† Best known solution (Gribel and Vidal, 2019).
∗ Percent above best known solution (relative error).
(1) Best solution of (Bagirov et al., 2015).
(2) Best of the three procedures available in R using the “++” starting solution.
(3) Best of the three procedures available in R from a random starting solution.
+ Number of times (out of 100) that the best solution found by the particular α was observed.
‡ Time in seconds for one run.
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3.2 Construction (Kalczynski et al., 2020)
Kalczynski et al. (2020) designed a construction algorithm to solve a clustering problem with a
different objective. Rather than minimizing the sum of the squares of distances of all the points
from their closest center, their objective is to minimize the sum of squares of distances between all
pairs of points belonging to the same cluster. This is an appropriate objective if the points are, for
example, sport teams and the clusters are divisions. All pairs of teams in a division play against
the other teams in the same division, so the total travel distance by teams is minimized.
The first two phases generate a starting solution and the third phase is an improvement algo-
rithm that can be replaced by any improvement algorithm. It can also serve as an improvement
algorithm for other starting solutions.
For the “GRASP” approach we propose to find the best move and the second best move. The
best move is selected with probability 2
3
and the second best with probability 1
3
. This random
selection rule is indicated in the algorithms below as “applying GRASP”. If no random component
is desired, the “applying GRASP” operation should be ignored. Other GRASP approaches can be
used as well.
Phase 1 (selecting one point for each cluster):
• Randomly select two points. One is assigned to cluster #1 and one to cluster #2. (Note
that we tested the selection of the farthest or second farthest two points and obtained
inferior results.)
• Select for the next cluster the point for which the minimum distance to the already
selected points is the largest or second-largest (applying GRASP).
• Continue until k points define k cluster centers.
Phase 2 (adding additional points to clusters):
• Check all unassigned points to be added to each of the clusters. Select the point that
adding it to one of the clusters increases the objective function the least or second-least
(applying GRASP) and add this point to the particular cluster.
• Keep adding points to clusters until all the points are assigned to a cluster.
Phase 3 (a descent algorithm):
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1. Evaluate all combinations of moving a point from their assigned cluster to another one.
2. If an improvement is found, perform the best move and go to Step 1.
3. If no improvement is found, stop.
Phase 3 is similar to the improvement procedure in Hartigan and Wong (1979). The complexity
of Phase 1 is O(nk2d). Phase 2 is repeated n − k times and each time is of complexity O(nkd)
once we save for each cluster j, its center and its individual objective. The complexity of the first
two phases (finding the starting solution) is O(n2kd) because evaluating the value of the objective
function is of complexity O(d) by Theorem 4. Phase 3 is an improvement algorithm and can be
replaced by other improvement algorithms, such as k-means. The complexity of each iteration
is O(nkd) by Theorem 4. In our computational experiments we used the procedure proposed in
Section 4.2 which includes Phase 3.
There are similarities between Phase 1 of the construction algorithm and the k-means++ al-
gorithm (Arthur and Vassilvitskii, 2007). While in Phase 1 we select the added cluster among
the farthest and second farthest points, k-means++ selects such a point, among all points, whose
probability is proportional to the squared distance to the closest cluster. k-means++ then applies
an improvement algorithm while our proposed construction algorithm has two additional phases.
3.3 Separation (Brimberg and Drezner, 2019)
This algorithm finds a starting solution by solving many smaller clustering problems. Suppose that
n points exist in an area and k cluster centers need to be found. We select q < k, for example,
q =
√
k rounded could work well. We then solve the problem using q clusters by a heuristic or an
optimal algorithm. Each of the q centers has a subset allocated to it. We treat these subsets as
clusters. It should be noted that for two dimensional problems there are straight lines separating the
clusters as in a Voronoi diagram (Okabe et al., 2000). For higher dimensions these lines are hyper-
planes. This means that the plane is partitioned into polygons (polyhedra in higher dimensions)
and a center is located “near the center” of each polyhedron. All the points inside a polyhedron
are closest to the center located at that polyhedron.
We then assign the k centers among the q polyhedra by the procedures described in Brimberg and Drezner
(2019). It is expected that many clusters will get about the same number of points, and hence,
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many sub-problems will have roughly k
q
clusters and n
q
points. Once the allocation is complete, a
solution is found and it can serve as a starting solution to a variety of heuristic algorithms.
We applied the construction algorithm for solving the small problems because smaller problems
have significantly lower computation time. The merging algorithm requires similar run times for
varying values of k and the same n. Therefore, the first phase of finding q clusters takes about the
same time as solving the complete problem with k centers, and there would be no time saving.
3.3.1 Selecting q
The complexity of the construction algorithm is O(n2kd). Assume that the time required for
running the algorithm is βn2kd for some constant β. We first create q clusters by solving the q
clusters problem. The time for this algorithm is βn2qd. Then, once q clusters are determined, we
solve k+ q− 1 problems (q of them of one cluster which is found in O(nd) time) each having about
n
q
points and up to k
q
clusters each for a total time of kβ n
2
q2
k
q
d. The total time is βn2qd+ β n
2k2
q3
d.
The variable term (dividing by βn2d) is q+ k
2
q3
whose minimum is obtained for q = 4
√
3
√
k ≈ 1.3
√
k.
Since many of the k+ q− 1 problems consist of fewer than k
q
clusters, this value should be rounded
down to q = ⌊1.3
√
k⌋. For example, for k = 10 we should choose q = 4 and for k = 25 we should
choose q = 6. Note that this procedure for selecting q aims at getting an efficient running time of
the algorithm, and not necessarily the best quality of the solution.
4 The Proposed Improvement Algorithm
The k-means improvement procedure (Lloyd, 1982) is the same as the location-allocation improve-
ment algorithm (Cooper, 1963, 1964).
1. Select an initial set of k centers.
2. Allocate each point to its closest center forming k clusters.
3. If the clusters did not change, stop. Otherwise, find the optimal location for the center of
each cluster and go to Step 2
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4.1 Comparing Phase 3 of the Construction Algorithm to k-means
When k-means terminates, Phase 3 of the construction algorithm may find improved solutions. Let
d2i (Xj) be the squared Euclidean distance between point i and Xj (the center of cluster j), and
let cluster j have mj points. The location-allocation algorithm stops when every point is assigned
to its closest center. Phase 3 may find a better solution when there exists a move of point i from
its closest cluster j1 to another cluster j2 so that the objective function improves. Of course,
d2i (Xj1) < d
2
i (Xj2) because the k-means terminated. However, such a move improves the value of
the objective function if by Theorems 1,2:
mj1
mj1 − 1
d2i (Xj1) >
mj2
mj2 + 1
d2i (Xj2) → d2i (Xj2) <
1 + 1
mj2
1− 1
mj1
d2i (Xj1) (8)
For example, for clusters of sizes m1 = m2 = 5, the squared distance to the center of the second
cluster can be up to 50% larger. The objective function will improve by such a move if the squared
distance to the center of the second cluster is less than 1.5 times the squared distance to the center
of the closest cluster.
As an example, consider two squares of side 1 with vertices as the given points. The squares’
close sides are x units apart (see Figure 1). Two clusters are sought. There are two “natural”
cluster centers at the centers of the squares, each cluster with 4 points for an objective of 4. This
is one of the possible final solutions of k-means. Each given point is closest to the center of its
assigned cluster of 4 points.
✈
✈✈
✈ ✈
✈
✈
✈
x A
B
C
(0, 0)
Figure 1: The squares example. x is the distance between the squares.
The four vertices closest to the other square, for example vertices A and B, are at squared
distance of 1
4
+ (1
2
+ x)2 = 1
2
+ x+ x2 from the farther center. Suppose that in Phase 3 point A is
“moved” to the cluster of the left square. The center of the left cluster is moved to (0.6 + 1
5
x, 0.6)
and the center of the right cluster is moved to (5
3
+x, 1
3
) for a total objective of 2.4+ 4
5
x+ 4
5
x2+ 4
3
=
13
3 8
15
+ 1
5
(1 + 2x)2. This objective is less than 4 for x <
√
7
12
− 1
2
= 0.2638. Point A is at squared
distance of 1
2
from the right square center, and is at squared distance 5
6
from the left square center
for the largest x. It is greater by a factor of 5
3
confirming the factor obtained by equation (8)
substituting m1 = m2 = 4. If we move point B to the left cluster to have clusters of 6 and 2 points,
the ratio of the squared distances by equation (8) with m1 = 3, m2 = 5 is
9
5
indicating that for some
values of x two clusters of 6 and 2 are even better. Its objective is 10
3
+ 4
3
(x+ x2) = 3+ 1
3
(1 + 2x)2
which is less than 4 for x < 1
2
(
√
3− 1) = 0.366. This configuration for the largest x is depicted in
Figure 1. It is better than the 5-3 configuration for x as high as 0.5, practically for all values of x
which are of interest. The objective by adding point C to the left cluster for a 7-1 configuration is
greater than the 6-2 objective for any x ≥ 0 and thus it is never optimal.
Note that there are many cluster partitions that are an inferior terminal solution to the clustering
two square problem. For example, the solution with clusters consisting of the top 4 points and the
bottom 4 points has an objective of 4 + 4x+ 2x2 > 4, and cannot be improved by k-means.
We ran the eight point problem for x = 0.25 by the construction algorithm 1000 times. It found
the optimal solution of 33
4
in 873 of the 1000 starting solutions. For x = 0.3 the optimal solution of
364
75
was found 856 times out of 1000. For x = 0.35 the optimal solution of 3289
300
was found 840 times
out of 1000. The algorithm was so fast that we had to run it a million times to get measurable run
time. Run time is 0.86 millionth of a second for one run.
This performance is compared in Table 2 with commonly used procedures detailed in the in-
troduction. The merging algorithm clearly performed best and the construction algorithm was
second-best. Hartigan-Wong performed better than the other commonly used procedures. Note
that the four commonly used procedures started from the same 1000 starting solutions.
Table 2: Comparing results for the two squares problem
Method x = 0.25 x = 0.30 x = 0.35
Optimum† found in 1,000 runs
Merging 1,000 1,000 1,000
Construction 873 856 840
Forgy 348 317 347
Hartigan-Wong 794 479 487
Lloyd 348 317 347
MacQueen 348 317 347
† optimal value is 3 + 1
3
(1 + 2x)2
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It is interesting that the merging algorithm starting solution is the optimal solution to the two
square example. In the first two iterations the two pairs of close points will be combined into
two clusters. Then, in the next two iterations the two right points and the two left points will be
combined into two clusters yielding after four iterations four clusters of two points each forming a
rhombus with centers at the midpoints of the four sides of the rectangle enclosing the two squares.
In the fifth iteration the top and bottom clusters will be combined forming a cluster of 4 points at
the center of the configuration. There are three centers on the central horizontal line. In the sixth
iteration the central cluster will be combined with one of the other two forming two clusters of 6
and 2 points which is the optimal solution.
4.2 The Improvement Algorithm Used in the Experiments
One iteration of both the k-means and Phase 3 has the same complexity of O(nkd). Since the
k-means algorithm may move several points from one cluster to another, it is faster than Phase 3
because fewer iterations are required. However, as is shown in Section 4.1, Phase 3 may improve
terminal results of k-means. We therefore start by applying k-means up to 10 iterations and then
apply Phase 3 until it terminates.
Table 3: Test Data Sets
Name n d Source
Small Problems
ruspini75 75 2 Pereira et al. (2018)
fisher 150 4 Bagirov et al. (2015); Pereira et al. (2018)
gr202 202 2 Pereira et al. (2018)
gr666 666 2 Pereira et al. (2018)
Medium Size Problems
tsplib1060 1,060 2 Bagirov et al. (2015); Pereira et al. (2018)
tsplib3038 3,038 2 Bagirov et al. (2015); Pereira et al. (2018)
pendigit 10,992 16 Bagirov et al. (2015)
Large Problems
letter 20,000 16 Bagirov et al. (2015)
kegg 53,413 20 Bagirov et al. (2015)
pla85900 85,900 2 Bagirov et al. (2015); Pereira et al. (2018)†
† Results in (Pereira et al., 2018) for this problem are wrong.
Only a partial data set is accidentally used.
15
Table 4: Results for Problems with k ≤ 5 by the Merging and Construction Methods
Data k Best† Time (sec.)‡ Data k Best† Time (sec.)‡
Set Known (1) (2) Set Known (1) (2)
ruspini75 2 8.93378E+04 0.0001 0.0002 gr666 4 6.13995E+05 0.0067 0.0108
ruspini75 3 5.10634E+04 0.0001 0.0002 gr666 5 4.85088E+05 0.0086 0.0108
ruspini75 4 1.28810E+04 0.0001 0.0002 tsplib1060 2 9.83195E+09 0.0093 0.0310
ruspini75 5 1.01267E+04 0.0001 0.0002 tsplib1060 5 3.79100E+09 0.025 0.032
fisher 2 1.52348E+02 0.0002 0.0009 tsplib3038 2 3.16880E+09 0.079 0.243
fisher 3 7.88514E+01 0.0003 0.0009 tsplib3038 5 1.19820E+09 0.193 0.248
fisher 4 5.72285E+01 0.0004 0.0009 pendigit 2 1.28119E+08 1.51 6.75
fisher 5 4.64462E+01 0.0005 0.0009 pendigit 5 7.53040E+07 3.90 6.59
gr202 2 2.34374E+04 0.0004 0.0013 letter 2 1.38189E+06 7.38 19.37
gr202 3 1.53274E+04 0.0005 0.0013 letter 5 1.07712E+06 23.47 21.71
gr202 4 1.14556E+04 0.0008 0.0013 kegg 2 1.13853E+09 205.30 27.47
gr202 5 8.89490E+03 0.0009 0.0013 kegg 5 1.88367E+08 300.09 30.52
gr666 2 1.75401E+06 0.0035 0.0107 pla85900 2 3.74908E+15 84.51 193.81
gr666 3 7.72707E+05 0.0052 0.0107 pla85900 5 1.33972E+15 168.16 200.15
† Best known solution was found for all instances.
‡ Time in seconds for one run.
(1) Run time by the construction method.
(2) Run time by the merging method using α = 1.5.
5 Computational Experiments
We experimented with ten data sets and various numbers of clusters for each. Four problems are
classified as small problems, three are medium size and three are large. The problems are listed in
Table 3. The construction, separation, and merging algorithms were coded in Fortran using double
precision arithmetic and were compiled by an Intel 11.1 Fortran Compiler using one thread with no
parallel processing. They were run on a desktop with the Intel i7-6700 3.4GHz CPU processor and
16GB RAM. Small and medium size problems were run 1000 times each in a multi-start approach.
Large problems were run 100 times each.
The “stats” package included in the base installation of “R” version 3.5.3 contains the k-means
function1, which implements the three widely-used clustering algorithms described in Section 1.1:
Lloyd, MacQueen (MacQ), and Hartigan-Wong (H-W). They were run on a virtualized Windows
environment with 16 vCPUs and 128GB of vRAM. No parallel processing was used in R. All
1The source code of the k-means function is available at
https://github.com/SurajGupta/r-source/blob/master/src/library/stats/R/kmeans.R.
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Table 5: Results for small Problems with k > 5 (1000 runs)
Data k Best α = 1.5§ α = 2.0§ Construction Separation
Set Known ∗ Time‡ ∗ Time‡ ∗ Time‡ ∗ Time‡
ruspini75 6 8.57541E+03 0.00 0.0002 0.00 0.0003 0.00 0.0001 0.00 0.0002
ruspini75 7 7.12620E+03 0.00 0.0003 0.00 0.0003 0.00 0.0001 0.00 0.0002
ruspini75 8 6.14964E+03 0.00 0.0002 0.00 0.0003 0.00 0.0002 0.00 0.0002
ruspini75 9 5.18165E+03 0.00 0.0002 0.00 0.0003 0.00 0.0002 0.00 0.0002
ruspini75 10 4.44628E+03 0.00 0.0003 0.00 0.0003 0.00 0.0002 0.00 0.0002
fisher 6 3.90400E+01 0.00 0.0009 0.00 0.0012 0.00 0.0006 0.00 0.0007
fisher 7 3.42982E+01 0.00 0.0009 0.00 0.0012 0.00 0.0006 0.00 0.0007
fisher 8 2.99889E+01 0.00 0.0010 0.00 0.0012 0.00 0.0007 0.00 0.0007
fisher 9 2.77861E+01 0.00 0.0010 0.00 0.0013 0.00 0.0008 0.00 0.0009
fisher 10 2.58340E+01 0.00 0.0010 0.00 0.0013 0.06 0.0009 0.00 0.0008
gr202 6 6.76488E+03 0.00 0.0013 0.00 0.0016 0.00 0.0011 0.00 0.0014
gr202 7 5.81757E+03 0.00 0.0014 0.00 0.0016 0.00 0.0012 0.00 0.0015
gr202 8 5.00610E+03 0.00 0.0014 0.00 0.0017 0.03 0.0013 0.00 0.0014
gr202 9 4.37619E+03 0.00 0.0014 0.00 0.0017 0.77 0.0014 0.00 0.0019
gr202 10 3.79449E+03 0.00 0.0015 0.00 0.0018 0.00 0.0016 0.00 0.0016
gr666 6 3.82676E+05 0.00 0.0108 0.00 0.0133 0.00 0.0106 0.00 0.0126
gr666 7 3.23283E+05 0.00 0.0109 0.00 0.0133 0.00 0.0124 0.00 0.0125
gr666 8 2.85925E+05 0.00 0.0110 0.00 0.0134 0.00 0.0143 0.00 0.0123
gr666 9 2.50989E+05 0.00 0.0110 0.00 0.0137 0.13 0.0163 0.00 0.0163
gr666 10 2.24183E+05 0.00 0.0113 0.00 0.0140 0.20 0.0180 0.00 0.0131
§ Variant of the merging procedure
‡ Time in seconds for one run.
∗ Percent above best known solution (relative error).
algorithms (and starting solutions) were run as a single thread. The physical server used was a two
PowerEdge R720 Intel E5-2650 CPUs (8 cores each) with 128 GB RAM using shared storage on
MD3620i via 10GB interfaces.
Thirty-six instances were tested for small size problems for k = 2, 3, . . . , 10 clusters. Thirty-six
instances were tested for medium and large size problems for k = 2, 5, 10, 15, 20, 25 clusters, for a
total of 72 instances. The best known (for small problems, the optimal) solutions were obtained
for the 28 instances of 2 ≤ k ≤ 5. Such problems are too small for the separation algorithm so
they were tested by the merging and the construction algorithm as well as R’s implementations of
Lloyd, Hartigan-Wong (H-W), and MacQueen (MacQ) heuristics starting at random solutions, and
their ”++” starting solution procedure. Run times in seconds for the merging and construction
algorithms are depicted in Table 4.
We then tested the instances for k > 5 clusters by the merging, construction, and separation
algorithms and R implementations of Lloyd, Hartigan-Wong, and MacQueen heuristics starting
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Table 6: Results for Medium Problems with k > 5 (1000 runs)
Data k Best† Prior α = 1.5§ α = 2.0§ Construction Separation
Set Known BK∗ ∗ Time‡ ∗ Time‡ ∗ Time‡ ∗ Time‡
tsplib1060 10 1.75484E+09 0.00 0.00 0.03 0.00 0.04 0.00 0.05 0.00 0.03
tsplib1060 15 1.12114E+09 0.00 0.00 0.04 0.01 0.04 0.02 0.08 0.02 0.04
tsplib1060 20 7.91790E+08 0.00 0.00 0.04 0.01 0.04 0.06 0.10 0.00 0.05
tsplib1060 25 6.06607E+08 0.02 0.03 0.04 0.02 0.04 0.46 0.12 0.10 0.06
tsplib3038 10 5.60251E+08 0.00 0.00 0.27 0.00 0.32 0.00 0.41 0.00 0.24
tsplib3038 15 3.56041E+08 0.00 0.00 0.30 0.00 0.37 0.00 0.67 0.00 0.33
tsplib3038 20 2.66812E+08 0.00 0.01 0.34 0.03 0.41 0.01 0.93 0.00 0.38
tsplib3038 25 2.14475E+08 0.01 0.02 0.37 0.02 0.44 0.11 1.15 0.00 0.44
pendigit 10 4.93015E+07 0.00 0.00 6.97 0.00 10.31 0.00 8.03 0.00 5.48
pendigit 15 3.90675E+07 0.00 0.00 7.00 0.00 10.37 0.00 10.49 0.00 6.96
pendigit 20 3.40194E+07 0.00 0.00 7.26 0.00 10.77 0.14 14.66 0.00 8.30
pendigit 25 2.99865E+07 0.17 0.00 7.38 0.00 10.95 0.75 18.74 0.69 8.93
† Best known solution including the results in this paper. New ones displayed in boldface.
§ Variant of the merging procedure
‡ Time in seconds for one run.
∗ Percent above best known solution (relative error).
Table 7: Results for Large Problems with k > 5 (100 runs)
Data k Best† Prior α = 1.5§ α = 2.0§ Construction Separation
Set Known BK∗ ∗ Time‡ ∗ Time‡ ∗ Time‡ ∗ Time‡
letter 10 8.57503E+05 0.00 0.00 22.9 0.00 34.4 0.00 37.1 0.00 29.0
letter 15 7.43923E+05 0.09 0.00 25.1 0.00 38.1 0.00 57.2 0.00 36.0
letter 20 6.72593E+05 0.00 0.16 30.6 0.00 44.4 0.20 78.1 0.01 41.7
letter 25 6.19572E+05 0.53 0.00 36.1 0.00 49.0 0.50 96.7 0.13 42.2
kegg 10 6.05127E+07 0.00 0.00 41.0 0.00 50.9 4.96 401.2 0.00 673.3
kegg 15 3.49362E+07 0.00 0.00 56.6 1.20 64.0 11.79 513.5 10.34 824.2
kegg 20 2.47108E+07 0.00 0.01 56.8 1.39 66.0 13.09 697.8 12.15 984.1
kegg 25 1.90899E+07 0.00 0.53 82.6 1.79 129.1 29.53 784.0 15.60 878.0
pla85900 10 6.82941E+14 0.00 0.00 251.6 0.00 288.7 0.00 379.0 0.00 202.2
pla85900 15 4.60294E+14 0.00 0.00 325.4 0.00 385.6 0.00 680.4 0.00 264.1
pla85900 20 3.49811E+14 0.00 0.01 437.4 0.00 509.6 0.00 984.5 0.00 336.9
pla85900 25 2.82217E+14 0.00 0.00 490.4 0.02 547.2 0.00 1180.2 0.00 377.8
† Best known solution including the results in this paper. New ones displayed in boldface.
§ Variant of the merging procedure
‡ Time in seconds for one run.
∗ Percent above best known solution (relative error).
at random starting solutions and the “++” implementation. In Table 5 the results for small size
problems, for which the optimal solution is known (Aloise, 2009), are reported for the merging,
construction, and separation algorithms.
In Table 6 the results for the three medium size problems are reported. Each instance was
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Table 8: Percent above best known solution by the procedures in R for small problems
Data k Best H-W Lloyd MacQ
Set Known† Rand ++ Rand ++ Rand ++
ruspini75 6 8.57541E+03 0.00 0.00 0.00 0.00 0.00 0.00
ruspini75 7 7.12620E+03 0.00 0.00 0.00 1.34 0.00 1.34
ruspini75 8 6.14964E+03 0.00 0.00 0.00 1.61 0.00 1.61
ruspini75 9 5.18165E+03 0.00 2.17 0.00 3.78 0.00 5.56
ruspini75 10 4.44628E+03 0.00 0.38 1.25 13.99 0.48 13.99
fisher 6 3.90400E+01 0.00 0.00 0.00 0.00 0.00 0.00
fisher 7 3.42982E+01 0.00 0.00 0.00 0.00 0.00 0.00
fisher 8 2.99889E+01 0.00 0.00 0.01 0.01 0.00 0.01
fisher 9 2.77861E+01 0.00 0.00 0.01 0.39 0.01 0.39
fisher 10 2.58341E+01 0.00 0.06 0.16 0.78 0.16 0.78
gr202 6 6.76488E+03 0.00 0.00 0.00 0.00 0.00 0.00
gr202 7 5.81757E+03 0.00 0.00 0.01 0.02 0.02 0.12
gr202 8 5.00610E+03 0.00 0.00 0.03 0.07 0.03 0.09
gr202 9 4.37619E+03 0.00 0.00 0.00 0.00 0.00 0.00
gr202 10 3.79449E+03 0.00 0.00 0.00 0.58 0.29 2.32
gr666 6 3.82677E+05 0.00 0.00 0.00 0.00 0.00 0.00
gr666 7 3.23284E+05 0.00 0.00 0.00 0.06 0.00 0.00
gr666 8 2.85925E+05 0.00 0.00 0.00 0.00 0.00 0.00
gr666 9 2.50989E+05 0.00 0.00 0.00 0.03 0.00 0.04
gr666 10 2.24184E+05 0.00 0.41 0.00 0.14 0.00 0.41
† Best known solution including the results in this paper.
solved by two variants of the merging algorithm, the construction and separation algorithms, 1000
times each, and the best result reported. New best known solutions were found for three of the
twelve instances.
In Table 7 the results for the three large problems are reported. Each instance was solved by
the merging, construction and separation algorithms, 100 times, and the best result reported. New
best known solutions were found for two of the twelve instances.
In Tables 8, 9 we report the results by the three R algorithms as well as the special starting so-
lution ”++” (Arthur and Vassilvitskii, 2007) which requires an extra step of preparation of starting
solutions. Algorithms were repeated from 1000 starting solutions.
While nine of the ten problems exhibit similar behavior, one large data set (kegg) exhib-
ited unique behavior. It turns out to be a challenging problem. The merging procedure per-
formed far better than all other approaches. For example, the k = 25 instance found a solution
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Table 9: Percent above best known solution by the procedures in R for medium and large problems
Data k Best H-W Lloyd MacQ
Set Known† Rand ++ Rand ++ Rand ++
tsplib1060 10 1.75484E+09 0.00 0.00 0.00 0.24 0.00 0.25
tsplib1060 15 1.12114E+09 0.00 4.59 0.07 6.86 0.04 6.90
tsplib1060 20 7.91790E+08 0.05 7.06 0.05 13.44 0.21 12.80
tsplib1060 25 6.06607E+08 0.06 16.47 0.37 23.66 0.48 17.90
tsplib3038 10 5.60251E+08 0.00 0.00 0.00 0.00 0.00 0.00
tsplib3038 15 3.56041E+08 0.00 0.01 0.00 0.07 0.00 0.10
tsplib3038 20 2.66812E+08 0.01 0.33 0.03 0.25 0.05 0.49
tsplib3038 25 2.14475E+08 0.04 1.15 0.06 2.15 0.05 1.84
pendigit 10 4.93015E+07 0.00 0.00 0.00 0.00 0.00 0.00
pendigit 15 3.90675E+07 0.00 0.00 0.00 0.00 0.00 0.00
pendigit 20 3.40194E+07 0.09 0.02 0.09 0.03 0.01 0.03
pendigit 25 2.99865E+07 0.17 0.17 0.05 0.18 0.17 0.18
letter 10 8.57503E+05 0.00 0.00 0.00 0.00 0.00 0.00
letter 15 7.43923E+05 0.00 0.00 0.00 0.00 0.00 0.00
letter 20 6.72593E+05 0.00 0.00 0.00 0.01 0.00 0.01
letter 25 6.19572E+05 0.00 0.00 0.10 0.00 0.00 0.01
kegg 10 6.05127E+07 36.81 0.00 36.81 0.00 36.81 0.00
kegg 15 3.49362E+07 98.23 4.41 98.23 7.27 98.23 4.00
kegg 20 2.47108E+07 136.71 13.74 161.55 19.13 161.55 16.17
kegg 25 1.90899E+07 190.95 15.48 208.02 17.68 208.02 35.56
pla85900 10 6.82941E+14 0.00 0.00 0.00 0.00 0.00 0.00
pla85900 15 4.60294E+14 0.00 0.00 0.00 0.00 0.00 0.00
pla85900 20 3.49810E+14 0.00 0.02 0.00 0.00 0.00 0.00
pla85900 25 2.82215E+14 0.00 0.14 0.00 0.00 0.00 0.00
† Best known solution including the results in this paper.
190% worse by the best R approach (see Table 9). When the special starting solution “++”
(Arthur and Vassilvitskii, 2007) was implemented in R, it was “only” 15% higher. The construc-
tion algorithm was 29% higher, the separation was 15% higher, and the merging procedure was
0.31% higher (Table 1). Also, we tested in the merging procedure α = 1.1, 1.5, 2.0. In the other
nine problems α = 1.5 and α = 2 provided comparable results while α = 1.1 provided somewhat
poorer results and thus are not reported. For the data set (kegg) instances, α = 2 performed the
poorest while α = 1.1 performed best.
As a final experiment we solved the data set (kegg) by the three variants of the merging pro-
cedure 1000 times in order to possibly get further improved best known solutions. The results are
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depicted in Table 10. An improved solution was found for k = 20.
Table 10: Results for the kegg data set by merging variants (1000 runs)
k Best α = 1.1 α = 1.5 α = 2.0
Known† ∗ + Time‡ ∗ + Time‡ ∗ + Time‡
2 1.13853E+09 0.00 680 25.1 0.00 247 27.5 0.00 109 30.7
5 1.88367E+08 0.00 1000 27.0 0.00 994 31.1 0.00 985 35.1
10 6.05127E+07 0.00 163 34.7 0.00 125 41.4 0.00 98 48.0
15 3.49362E+07 0.00 1 41.9 0.00 2 52.2 0.00 1 62.7
20 2.47108E+07 0.00 1 46.1 0.01 1 55.8 0.29 1 73.8
25 1.90899E+07 0.31 1 63.6 0.36 1 86.7 0.47 1 122.5
† Best known solution including the results in this paper.
‡ Time in seconds for one run.
∗ Percent above best known solution (relative error).
+ Number of times (out of 1000) that the best solution found.
5.1 Summary of the Computational Experiments
We tested the merging, construction and the separation (which is based on the construction) pro-
cedures as well as six algorithms run on R: H-W, Lloyd, and MacQ based on random starting
solutions, and their variants marked with “++” that require an additional code to design special
starting solutions.
These algorithms were tested on ten data sets each with several instances for a total of 72
instances. Four small problems (36 instances) were basically solved to optimality, (proven in Aloise,
2009), by all approaches and no further comparisons are suggested in future research for these
instances. The six medium and large problems are challenging, especially the kegg instances.
Twenty four instances, k = 10, 15, 20, 25 for each problem, are compared below.
• Five new best known solutions were found by the algorithms proposed in this paper. Two of
them were also found by the R implementations.
• The best known solution was found by the algorithms proposed in this paper, within a stan-
dard number of runs, except for one instance tsplib1060, k = 25. Bagirov et al. (2015);
Pereira et al. (2018) report a solution of 6.06700E+08 while our best solution (found by the
merging procedure using α = 2 run 1,000 times) is 6.06737E+08 which is 0.006% higher.
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However, when we ran the merging process 10,000 times with α = 2 (required less than 7.5
minutes), we got a solution of 6.06607E+08, which is an improvement of the best known
solution by 0.015%.
• The best result of the 6 R algorithms failed to obtain the best known solution in 9 of the 24
medium and large instances with k ≥ 10 (see Table 9). In several cases, the deviation from
the best known solution was large.
6 Conclusions
Three new algorithms for generating starting solutions for the clustering problem and a new im-
provement algorithm are proposed. We extensively tested these algorithms on ten widely researched
data sets with varying number of clusters for a total of 72 instances. Forty eight of these instances
are relatively easy and all approaches, including standard approaches implemented in R, found the
best known solutions. Twenty four relatively large instances are more challenging. Five improved
best known solutions were found by the three proposed algorithms and two of them were matched
by the R procedures. The best known solutions were not found by the R implementations in 9 of
the 24 instances.
It is well known that in the planar p-median location problem, as well as in other Operations
Research problems, that starting with a good initial solution rather than a random one significantly
improves the final solution obtained with improvement algorithms. This turns out to be true for the
minimum sum of squared Euclidean distances clustering problem as well. The main contribution
of the paper is finding good starting solutions for this clustering problem.
It would be interesting as a topic for future research to examine the performance of meta-
heuristics using good starting solutions, such as the ones developed here, compared with random
starting solutions. This should lead to multi-start meta-heuristic based algorithms designed with
higher intensifications, that are more effective then current approaches. It is possible that when
better starting solutions are used, fewer multi-start replications are required to yield the same
quality solutions.
Acknowledgment: The authors would like to thank professor Adil Bagirov from the Federation
University of Australia for providing the source data and detailed results of the experiments reported
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in Bagirov et al. (2015).
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