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We discuss the importance of boundary effects on fermionic matter in a rotating frame. By explicit 
calculations at zero temperature we show that the scalar condensate of fermion and anti-fermion cannot 
be modiﬁed by the rotation once the boundary condition is properly implemented. The situation is 
qualitatively changed at ﬁnite temperature and/or in the presence of a suﬃciently strong magnetic 
ﬁeld that supersedes the boundary effects. Therefore, to establish an interpretation of the rotation as 
an effective chemical potential, it is crucial to consider further environmental effects such as the ﬁnite 
temperature and magnetic ﬁeld.
© 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.1. Introduction
Examples of relativistic fermionic systems with substantial an-
gular velocity are found in matter in extreme environments such 
as the cores of spinning compact stellar objects, the merger of 
binary stars, the heavy-ion collision, etc. In early days pioneer-
ing works [1–3] were motivated by astrophysical applications, and 
nowadays, the theoretical interest in relativistic rotating systems 
is being revived inspired by non-central collisions of heavy ions 
where a global spin polarization could be measurable [4–12]. Al-
though it is technically diﬃcult to design a directly rotating ex-
periment, a material of Dirac/Weyl semimetal under circular polar-
ized electromagnetic ﬁelds (as considered in Ref. [13] for instance) 
can be also understood in the same way as a rotating system, 
which is evident with an appropriate Floquet transformation [14]. 
From an intuitive analogy between the angular momentum and 
the magnetic ﬁeld and a further formal similarity with Landau 
quantization-like effects [15–17], it has been anticipated that the 
rotation should induce as exotic phenomena as the magnetic ﬁeld 
would do; one typical example is the topological current induced 
by vorticity (local rotation) [18,19], which is called the chiral vor-
tical effect and is analogous to the chiral magnetic effect [20,21]. 
It is also pointed out that the chiral vortical effect has origins not 
only from the gauge sector but also from the gravitational (mixed) 
anomaly [22,23]. These currents may affect some of the conden-
sates and the ground state structure too [24].
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SCOAP3.For the magnetic effects on the ground state structure, the best 
known and understood is an inevitable formation of the scalar con-
densate leading to spontaneous breaking of chiral symmetry, which 
is referred to as the magnetic catalysis [25–28]. It is thus a quite 
natural idea to expect a rotational counterpart that affects some 
of the condensates. The question we are going to address is how 
the scalar condensate of fermion and anti-fermion (which will be 
called the “chiral condensate” hereafter) should be inﬂuenced by 
the rotation.
In a preceding work by two of the present authors and two col-
leagues [29], it has been demonstrated by explicit calculations that 
the rotation generates a term that can be interpreted as an effec-
tive chemical potential and such a masqueraded density manifests 
itself in a form of the ﬁnite-density inverse magnetic catalysis [30,
31] under a strong magnetic ﬁeld. This ﬁniteness of density is 
a genuine physical consequence beyond formal similarity and it 
arises from the quantum anomaly as argued in Ref. [32] (that is 
also closely related to the chiral pumping effect [13]) if a strong 
magnetic ﬁeld is imposed.
Recently, a speculative scenario has been proposed about phase 
transitions caused solely by angular velocity [33]. Because the chi-
ral condensate melts at suﬃciently high density, it is likely that 
there is a critical value of the angular velocity, c , above which 
the chiral condensate is vanishing. According to the estimate in 
Ref. [33] a ﬁrst-order phase transition takes place at c  0.65 GeV
for rotating quark matter sitting at r = 0.1 GeV−1 described by an 
effective model with four-fermion interaction. The purpose of this 
paper is to investigate the ﬁnite radius effects of rotating fermionic 
matter. In Ref. [33] the ﬁnite size effect has been partially taken 
into account in the local density approximation, but we will point le under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
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boundary effects at R would become as important.
Before looking into calculation details, let us give a hand-
waving argument: The effective chemical potential in a rotat-
ing frame with  = zˆ is characterized by | j| where j is the 
z-component of the total angular momentum. Therefore, fermionic 
modes with the energy lower than | j| are Pauli blocked. If 
goes larger, more modes are blocked and eventually formation of 
condensation could be hindered, which is an account for possi-
ble phase transitions unless the boundary effect is properly im-
plemented. In ﬁnite size systems, the infrared (IR) cutoff is intro-
duced and the momenta should be discrete. Hence, the fermion 
energy dispersion should have a gap of order of ∼ R−1. Because 
the wave-function with larger j tends to have a more spreading 
conﬁguration proﬁle due to the centrifugal force, it costs a more 
energy in effect to conﬁne the system in a cylinder, and accord-
ingly the energy gap should also increase as ∼ R−1| j|. It would be 
then a delicate quantitative competition which of | j| and R−1| j|
can be larger. Our explicit calculations (at zero temperature) will 
show that the energy gap ∼ R−1| j| is always larger than the ef-
fective chemical potential | j|, so that no mode is actually Pauli 
blocked. This means that the chiral condensate cannot be modi-
ﬁed at all so long as the temperature is smaller than the effective 
chemical potential.
We append two brief comments about the above intuitive ar-
gument. First, we assume the quasiparticle approximation, which 
contains only the leading order contribution in the systematic ex-
pansion with respect to internal degrees of freedom (such as the 
number of the color of quarks). Since the contributions from the 
fermionic paired states (e.g. mesons) are the next higher order, the 
aforementioned argument is correct within the four fermion inter-
action model, which consists of the leading order terms. Besides 
even including bosonic states our argument should not to change 
because in the bosonic case the rotational energy shift cannot ex-
ceed the boundary gap, as discussed in Refs. [3,34].
Second is about the difference of the rotational effects on 
fermions and antifermions. While the authentic chemical potential 
affects fermions and antifermions oppositely, the rotational en-
ergy shift inﬂuences fermions and antifermions similarly. Hence, 
both fermions and antifermions (and thus both j > 0 and j < 0
states) contribute to dynamics in rotating systems unlike the ﬁnite-
density case at zero temperature. For example, if a fermion with 
angular momentum j forms the chiral condensate, the partner an-
tifermion should have − j because the chiral condensate is a scalar 
paired state, with zero total angular momentum [33]. Therefore, 
in the Pauli blocking argument, as long as the authentic chemical 
potential is absent, fermions and antifermions and thus j > 0 and 
j < 0 states equally make a contribution and only the modulus of 
 j matters.
Our results imply that the phase transition scenario needs judi-
cious reﬁnements in the low-temperature region. At ﬁnite temper-
atures the situation could be qualitatively changed, because there 
is no strict Pauli blocking, and moreover the anomalous effects are 
turned on. In the end we will brieﬂy mention on non-trivial inter-
play between the rotation and the ﬁnite temperature and magnetic 
ﬁeld.
2. Reviewing the Dirac equation in a rotating frame
We explain our notation by making a quick summary of ba-
sic formulas for Dirac fermions in a rotating frame. The free Dirac 
equation in curved spacetime reads [35],[
iγ μ(∂μ + μ) −m
]
ψ = 0 , (1)where the covariant derivatives associated with ﬁnite rotation are 
speciﬁed as μ = − i4ωμi jσ i j with the Dirac spin matrices σ i j =
i
2 [γ i, γ j]. The spin connection is given by ωμi j = gαβeαi (∂μeβj +

β
μνe
ν
j ) in terms of the metric and the vierbein, where Greek and 
Latin letters represent coordinate (μ = t, x, y, z) and tangent (i =
0, 1, 2, 3) space, respectively. In a rotating frame with the angular 
frequency vector, = zˆ, we can write down the explicit form of 
the metric as
gμν =
⎛
⎜⎜⎝
1− (x2 + y2)2 y −x 0
y −1 0 0
−x 0 −1 0
0 0 0 −1
⎞
⎟⎟⎠ . (2)
The corresponding vierbein is not unique and for convenience we 
shall choose them as
et0 = ex1 = ey2 = ez3 = 1, ex0 = y, ey0 = −x , (3)
and zero for the other components. We can simplify the Dirac ma-
trix structure of Eq. (1) converting γ μ to γ i , and then the Dirac 
equation in these rotating (t, x, y, z) coordinates with γ i takes the 
following form,{
iγ 0
[
∂t + (−x∂y + y∂x − i2σ 12)
]
+ iγ 1∂x + iγ 2∂y + iγ 3∂z −m
}
ψ = 0 .
(4)
In this Dirac equation all the contributions with rotation are in-
cluded in the effective chemical potential (−x∂y + y∂x − i2σ 12) =
 Jˆ z . This is not the case in hydrodynamic approaches; the vortic-
ity is deﬁned with derivative, and only the leading order term in 
the derivative expansion are usually picked up. The solutions of 
the above Dirac equation provide us a complete set of bases. The 
positive-energy particle solutions with positive and negative helic-
ity take the following explicit form in the Dirac representation of 
γ i ’s;
u+ = e
−iEt+ipz z
√
ε +m
⎛
⎜⎜⎝
(ε +m)φ
0
pz φ
ip, k ϕ
⎞
⎟⎟⎠ , u− = e−iEt+ipz z√ε +m
⎛
⎜⎜⎝
0
(ε +m)ϕ
−ip, k φ
−pz ϕ
⎞
⎟⎟⎠ ,
(5)
where ε ≡ |E +  j|. Here j represents the z-component of the to-
tal angular momentum and we introduce  = + = − −1 with the 
azimuthal quantum number ± for spin “up” and “down” states, 
so that j =  + 1/2 holds for any spin states. Also, we deﬁned 
scalar functions of the radial momentum as φ = eiθ J(p, kr)
and ϕ = ei(+1)θ J+1(p, kr), which lead to the dispersion rela-
tion ε2 = p2
, k + p2z + m2. In the same way the negative-energy 
antiparticle solutions with positive and negative helicity are ob-
tained from v± = iγ 2u∗± as
v+ = e
iEt−ipz z
√
ε +m
⎛
⎜⎜⎝
−ip, k ϕ∗−pz φ∗
0
(ε +m)φ∗
⎞
⎟⎟⎠ , v− = eiEt−ipz z√ε +m
⎛
⎜⎜⎝
−pz ϕ∗−ip, k φ∗−(ε +m)ϕ∗
0
⎞
⎟⎟⎠ .
(6)
As we discuss later, we will compute the vacuum expectation value 
of ﬁeld operators using these basis functions.
Lastly, we mention that our analysis with u± and v± is valid 
for the system with cylindrical symmetry. In a boundary without 
cylindrical symmetry (e.g. a rotating square), the angular momen-
tum  is no longer a good quantum number and thus the discus-
sion based on the analytic calculation cannot be applied.
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In a ﬁnite box the momenta should be discrete reﬂecting the 
(sharp) boundary condition imposed on the edge of the box. We 
now consider a cylinder that has a boundary at r =√x2 + y2 = R
and is inﬁnitely long along the z-axis. Then, pz is not modiﬁed, 
while the radial momenta should take discrete values gapped by 
∝ R−1, which was the reason why we denoted them as p, k . Since 
this discretization property is such crucial for our quantitative 
comparisons, let us carefully see how the discretization condition 
is physically required.
To this end, we see how the current conservation follows in a 
ﬁnite-size cylindrical system [36]. For the fermion in curved space-
time the vector current conservation law reads,
∇μ j μ = 1√|g|∂μ(
√|g| j μ) = 0 , (7)
where ∇μ represents the covariant derivative and jμ = ψ¯γ μψ . 
Thus, to keep the total charge constant in a cylinder, we must im-
pose a condition of no incoming ﬂux at the spatial boundary as∫
V
dV ∂α(
√|g| ψ¯γ αψ) = ∫
∂V
dα
√|g| ψ¯γ αψ = 0 . (8)
Here α stands for the spatial components x, y, z in coordinate 
space. In cylindrical coordinates the above condition turns into
R
∞∫
−∞
dz
2π∫
0
dθ ψ¯γ rψ
∣∣∣
r=R = 0 . (9)
We note that γ r ≡ γ 1 cos θ + γ 2 sin θ that follows from γ 1∂1 +
γ 2∂2 = γ r∂r + r−1γ θ∂θ . For arbitrary fermionic ﬁelds we can ex-
pand ψ(x) using the complete set of u±(x) and v±(x), and then af-
ter the θ -integration which constrains possible combinations of , 
we ﬁnd a superposition of four linear independent quantities;
J(p−1,kR) J(p,k′ R) , J(p,kR) J(p−1,k′ R) ,
J(p−1,kR) J(p−−1,k′ R) , J(p,kR) J(p−,k′ R) .
To realize the ﬂuxless condition for arbitrary ψ(x) we have to 
make all of them vanishing and this is possible when the trans-
verse momenta are discretized as [36,37]
p, k =
{
ξ, k R−1 for  = 0,1, . . .
ξ−−1, k R−1 for  = −1,−2, . . . (10)
where ξ, k represents the k-th zero of J(x).
The most fundamental quantity to calculate physical observ-
ables is Green’s function or the propagator. The propagator for 
rotating systems is modiﬁed by the boundary effects at r = R as 
well as the non-trivial metric tensor involving . We can readily 
construct the free propagator from u±(x) and v±(x) as
SαβF (x, x
′) = i
∫
dp0 dpz
(2π)2
1
2π
∞∑
=−∞
∞∑
k=1
2
[ J+1(p,kR)]2R2
× e
−ip0(t−t′)+ipz(z−z′)
(p0 +  j)2 − ε2 + i S
αβ(p; r, θ, r′, θ ′) .
(11)
We should note that the weight in the - and k-sum are deter-
mined from the Bessel–Fourier expansion and the following or-
thogonal relation,
R∫
dr r J(p,kr) J(p,k′r) = R
2
2
δkk′ [ J+1(p,kR)]2 , (12)0and we can numerically verify that the following approximation 
works at excellent precision for not too large  (for example, for 
 ∼ 100 and k ∼ 10, the deviation is ∼ 1% and the agreement is 
better for smaller );
2
[ J+1(p,kR)]2R2 ≈ p,k p,k , (13)
where p, k ≡ p, k+1 − p, k . This approximated form is useful to 
think of the continuum limit with R → ∞. Using new notations, 
φ(r, θ) ≡ φ , φ(r′, θ ′) ≡ φ′ and so on, we can parametrize the 
matrix elements in the propagator as
S(p; r, θ, r′, θ ′) =
(M+ N+
N− M−
)
, (14)
with
M± ≡
(
(±p0 +m)φφ′ 0
0 (±p0 +m)ϕϕ′
)
, (15)
N± ≡
( −pzφφ′ ±ip,kφϕ′∓ip,kϕφ′ pzϕϕ′
)
. (16)
4. Rotating and yet unchanged condensate
Let us take an explicit example to calculate the ﬁeld expectation 
value in the rotating frame. An effective model with four-fermion 
interaction is an ideal setup for this purpose to investigate the fate 
of the chiral condensate. The effective Lagrangian is
L4-fermi = ψ¯
[
iγ μ(∂μ + μ) −m
]
ψ + G
2
[
(ψ¯ψ)2 + (ψ¯ iγ 5ψ)2] .
(17)
The effective action at the one-loop order in the mean-ﬁeld ap-
proximation reads,
eff[m(r)] =
∫
d4x
m(r)2
2G
− Tr ln[∂μ + μ −m(r)] . (18)
From the condition, δeff[m]/δm(r) = 0, we can write down the 
gap equation as
m(r) = G tr S F (x, x) . (19)
Here SαβF (x, y) represents the free fermion propagator with mass 
m(r). It is technically diﬃcult to solve this functional gap equation 
self-consistently [38], and in the present work we will work in the 
local density approximation [33]. That is, we solve m(r) at each r
as if m(r) were an r-independent variable. We can justify such an 
approximate treatment for ∂rm m2. Now under this approxima-
tion, we can perform the one-loop integration of the gap equation 
as
m(r)
G
= i
(2π)2
∞∫
−∞
dpz
∞∑
=−∞
∞∑
k=1
2
[ J+1(p,kR)]2R2
×
i∞+ j∫
−i∞+ j
dp0
2π
tr[S(p; r, θ)]
p20 − ε2
.
(20)
We can explicitly take tr[S(p, r, θ)] to simplify the right-hand side. 
We note that S(p, r, θ) generally has the θ -dependence, but its 
trace does not depend on θ any more as seen from
tr[S(p, r, θ)] = 2m[ J(p, kr)2 + J+1(p, kr)2] . (21)
Then, after the p0-integration, the gap equation in the local density 
approximation leads to
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G
= m
(2π)2
∞∫
−∞
dpz
∞∑
=−∞
∞∑
k=1
2
[ J+1(p,kR)]2R2
× J(p, kr)
2 + J+1(p, kr)2
ε
θ
(
ε − | j|) .
(22)
In the same way as the ﬁnite-density system, the effect of the ro-
tation appears only in the form of the theta function constraint 
which represents an effective chemical potential of | j| = |( +
1/2)| induced by rotation. Therefore, the modiﬁcation caused by 
rotation comes out from the contribution with ε < | j|. Here we 
note that m(r) has been assumed to be independent of , but we 
can conﬁrm this self-consistently.
If we make an approximation of R ∼ ∞ and treat the problem 
with a continuous transverse momentum instead of p, k , the rota-
tion and the ﬁnite chemical potential appear identical in the gap 
equation. In a rotating frame, however, the causality constraint, 
R ≤ 1, prevents us from taking arbitrarily large R . Once the 
boundary at r = R is properly taken into account, there is no such 
mode that satisﬁes ε < | j|, as we see below. It is easy to under-
stand this from the discretization condition; ε becomes minimized 
at pz =m = 0 and k = 1, so that we can see, for  ≥ 0,
ε − | + 1/2| ≥ 1
R
[
ξ, 1 − R( + 1/2)
]
≥ 1
R
[
ξ, 1 − ( + 1/2)
]
> 0 , (23)
where we used the causality constraint R ≤ 1 and an inequality 
known for the zeros of the Bessel function, that is [39],
ξ, 1 >  + 1.8557571/3 + 0.5−1/3 ( ≥ 1) , (24)
from which we can show ξ, 1 >  + 1/2 > 0 for  ≥ 1 and also 
we can check ξ, 1 = 2.40483 > 1/2 for  = 0. In the same way 
we can also prove that ε < | j| is never realized for  < 0. We 
note that a similar discussion is applicable to bosonic systems; 
ε − || > 0 (for zero-spin bosons). This ensures that the bosonic 
thermal distribution in a rotating frame, [eβ(ε−) − 1]−1 does not 
exhibit instability (see, for example, discussions in Ref. [34]).
Now we expect that the analogy between density and rotation 
could help us to clarify the above physics. In ﬁnite density systems 
microscopic quantities, such as the Dirac eigenvalue, are affected 
by chemical potential. The density effect on macroscopic quantities 
at zero temperature can however be visible only for the chemical 
potential lager than the mass threshold; this is well-known as the 
Silver Blaze problem in ﬁnite density QCD. Since rotation seems to 
generate the alignment of the azimuthal angular momentum and 
spin of each rotating fermion, the pairing state with zero total an-
gular momentum might no longer be energetically most favored. 
Contrary to such an intuitive picture, as we have discussed above, 
the effective chemical potential | j| can never exceed the thresh-
old p, 1.
Even though there is no rotation effect at zero temperature, it 
is an intriguing question how m(r) looks like in the local den-
sity approximation with the boundary condition. To solve the gap 
equation (22) we need to introduce a ultraviolet (UV) regulator, 
which is a part of the four-fermion interacting model that is non-
renormalizable. We do this by inserting a smooth cutoff function 
into the summation as follows;
f (p ;) = sinh(/δ)
cosh[ε˜(p)/δ] + cosh(/δ) (25)
with ε˜ ≡
√
p2
, k + p2z . This function is suppressed for ε˜ >  and 
the suppression smoothness is tuned by a parameter δ. In the 
limit of δ/ → 0 we see that f (p ; ) is reduced to the step Fig. 1. Inhomogeneous dynamical mass as a function of the radial coordinate r. 
Apart from the very vicinity of the boundary ∼ R , the position dependence is mild 
enough to justify the local density approximation and Eq. (22). The vanishing mass 
at the boundary is a consequence from the condition (9). As R increases, the oscil-
lation behavior becomes small, and eventually vanishes.
function, θ(1 − ε˜) = θ (2− p2
, k− p2z ). It is very important to adopt 
a smooth cutoff because we make a discrete sum over p, k and a 
sharp cutoff would affect the sum in a discontinuous way, leading 
to artiﬁcial oscillatory behavior. With our choice, as we checked 
in Ref. [29], we can perform a systematic analysis on whether our 
results are robust and free from cutoff artifact.
We numerically solved the gap equation (22) with f (p; ) in-
serted, with the following parameters:
R = 30 [−1] ,100 [−1] , δ = 0.05 [] ,
G = 12 [−2] = 0.61Gc , Gc = 19.65 [−2] , (26)
where Gc denotes the critical coupling calculated with Eq. (25), 
R → ∞ and δ/ = 0.05 [29]. Here for   1 GeV that is the 
common choice in four-fermion models used for the strong inter-
action physics, the system size of the above choice corresponds to 
the typical radius scale of the heavy ion, namely, R = 30−1 ∼
6 fm. Fig. 1 is a plot to show the r dependence of the dynami-
cal mass. We can conﬁrm that the local density approximation is 
self-consistently reliable unless we go to the very vicinity of the 
boundary ∼ R where |∂rm/m2|  1 is no longer the case. Also 
in Fig. 1 we see an oscillational behavior. Such an oscillation is 
the cutoff artifact, which vanishes in the continuum limit. Indeed 
as R increases the oscillation point comes closer to r = R . It is 
clear that the spatial inhomogeneity of m is eventually washed out 
in the limit of R → ∞. Contrary to this, the boundary effect is 
generally enhanced for small R , as shown in Fig. 1. At the same 
time, the cutoff artifact in the - and k-sum becomes larger (more 
badly oscillating) because the spacing in discrete p, k grows as R
decreases. Furthermore although the magnitude of the dynamical 
mass is quite sensitive to the coupling G , the boundary effect is 
irrelevant to the coupling. From numerical calculation, we have 
actually conﬁrmed that the structures of the spatial proﬁle, i.e., 
both the plateau at 0 ≤ r  0.8R and the oscillational behavior at 
r  0.8R are unchanged even if G is changed.
5. Anomalous coupling to the rotation
So far we have seen that the rotation does not affect the 
condensate. (Microscopic quantities, e.g., the Dirac eigenvalue can 
however be affected by rotation, in analogy to the ﬁnite density ef-
fect.) Nevertheless, the rotation can change the physical properties 
via anomalous coupling. Here let us pick up two well-known such 
examples.
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rotating fermionic system develops an axial current at ﬁnite T [2,3]
as
j CVEA =
T 2
12
+ 
2
48π2
+ O (R−2) for T  R−1 ≥ , (27)
where we drop the ﬁnite size corrections of O (R−2). Intuitively 
we can understand this in the following manner. For suﬃciently 
high T  R−1, it is unlikely that the bulk constraint at the bound-
ary remains relevant because of the thermal screening and we 
can safely neglect the boundary effects. Indeed, in this case of 
T  R−1, the ﬁrst term should be much larger than the second 
one because the causality constraint demands R−1 ≥  and thus 
T  . Interestingly, it is known that this coeﬃcient of the term 
∝ T 2 is related to the chiral anomaly coming from not gauge ﬁelds 
but Riemann tensors. We can therefore say that the rotation effect 
becomes visible thanks to the coupling to the gravitational chiral 
anomaly [22,23]. (This terminology might be a little confusing; the 
genuine gravity is irrelevant and what does matter is the chiral 
anomaly coupled to the Riemann and stress tensors.)
It would be a very interesting question whether the current still 
persists for T  R−1, and to clarify this, we should do the micro-
scopic calculation with the boundary effects, which was already 
pointed out in Ref. [3]. Then, the only change from the zero to 
the ﬁnite temperature results is how the effective chemical poten-
tial appears, i.e. θ (ε − | j|) should be replaced with the Fermi 
distribution function [1 + e−(ε−| j|)/T ]−1, and then we see that 
dependence remains even for ε > | j|. Such an explicit calculation 
of the chiral vortical effect in a ﬁnite size system will be reported 
elsewhere.
Second, we shall turn to magnetized rotating matter as dis-
cussed in Ref. [29]. Under a strong magnetic ﬁeld, the Landau 
wave-function is localized and can be even more squeezed than 
the system size if 
√
eB  R−1. Then, the boundary effects are es-
sentially irrelevant. Also, the energy dispersion relation of fermions 
with B is Landau-quantized and the dynamics of the magnetized 
fermions is dominated by the Landau zero mode, which is inde-
pendent of the angular momentum. This is quite different from 
rotating fermions without B for which the IR modes are gapped as 
seen in Eq. (23). Therefore, there always exist low-energy modes 
that are Pauli blocked, and thus, with help of ﬁnite B , the rota-
tion comes to affect the system even at zero temperature. This is a
hand-waving explanation for the reason why it has been observed 
in Ref. [29] that the rotation affects the chiral condensate.
Interestingly, in this case too, the quantum anomaly plays a cru-
cial role. Unlike the temperature for which the gravitational mixed 
anomaly is relevant, the well-known standard chiral anomaly in 
terms of the gauge ﬁeld is suﬃcient to understand how the ro-
tation and the magnetic ﬁeld can induce a ﬁnite density. To see 
this explicitly, let us consider a Dirac fermion in the magnetic 
ﬁeld B = B zˆ without rotation. The Lagrangian density is simply 
L = ψ¯ iγ i(∂i + ieAi)ψ , where Ai = (0, By/2, −Bx/2, 0) in the sym-
metric gauge choice. Now, we shall perform the “Floquet transfor-
mation” [14] or go to the rotating frame by changing,
ψ → exp(γ 1γ 2t/2)ψ , (28)
together with the coordinate transformation by x → (cost)x −
(sint)y and y → (cost)y +(sint)y. Then, the Lagrangian den-
sity after the transformations reads,
L= ψ¯[iγ 0∂t + iγ 1(∂x + ieBy/2) + iγ 2(∂y − ieBx/2)
+ iγ 3∂z + (/2)γ 3γ5]ψ .
(29)
Here, we can regard the last term proportional to /2 as an axial 
gauge ﬁeld or the chiral shift [40], and as calculated in Ref. [13], a ﬁnite density is induced from the quantum anomaly coupled 
with the chiral shift term and the magnetic ﬁeld as
nspin = eB4π2 , (30)
which explains the expression for the density obtained in Ref. [32].
In the above discussions one might have realized that Eq. (29)
is not really the Lagrangian density with B in a rotating frame, in 
which more terms like (−x∂y + y∂x) should appear. These terms 
do not enter Eq. (29) because the Floquet transformation Eq. (28)
does not accompany the rotation of the orbital part. In fact we can 
show that the above anomalous density picks up a contribution 
from the spin part only.
Because we already know the complete expression for the ther-
modynamics potential or the free energy with both B and  in 
Ref. [29], it is easy to take its chemical potential derivative and 
compute the density. The free energy under strong B enough to 
discard the boundary effects reads,
F = − 1
π R2
∑
q=±
∞∫
−∞
dpz
2π
∞∑
n=0
αn
×
N−n∑
=−n
{
ε + q j + qμ
2
+ T ln[1+ e−(ε+q j+qμ)/T ]},
(31)
where αn = 2 −δn,0, j =  +1/2, N = eBR2/2, and ε =
√
p2z + 2neB . 
By differentiating F with respect to μ and taking the T → 0 limit, 
the number density in the lowest Landau approximation turns out 
to be
ntotal = 
π2R2
N∑
=0
( + 1/2) = eB
4π2
(N + 1) . (32)
We see that, in addition to the anomaly-induced density in 
Eq. (30), we have an extra contribution from the orbital angular 
momentum , which makes a contrast to the result in Ref. [32]. 
We emphasize that the total angular momentum (i.e., both the 
orbital and spin angular momentum) contribute this anomalous 
effect. What we can learn from the above exercises is that the ro-
tation can affect the thermodynamic properties and thus modify 
the condensate if a strong magnetic ﬁeld is imposed.
We already mentioned that the intermediate region is diﬃcult 
to investigate. For the temperature effect, what happens for T 
R−1 still needs careful considerations, and in the same way for 
the magnetic effect, it would be a quantitatively subtle question 
to study the regime for 
√
eB  R−1. In most of physics problems 
involving quarks and gluons, either T  R−1 (in a quark–gluon 
plasma) or 
√
eB  R−1 (in a neutron star) would be realized, but 
for future applications to table-top experiments, a more complete 
treatment over the whole regime would become important.
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