In this paper, we study the level set estimation of a spatialtemporally correlated random field by using a small number of spatially distributed sensors. The level sets of a random field are defined as regions where data values exceed a certain threshold. The identification of the boundaries of such sets is an important theoretical problem with a wide range of applications such as spectrum sensing, urban sensing, and environmental monitoring, etc. We propose a new active sparse sensing and inference scheme, which can achieve rapid and accurate extraction of level sets in a large random field by using a small number of data samples strategically and sparsely selected from the field. A Gaussian process (GP) prior model is used to capture the spatial-temporal correlations inherent in the random field. It is first shown that the optimal level set estimation can be achieved by performing a GP regression with all data samples and then thresholding the regression results. We then investigate the active sparse sensing scheme, where a central controller dynamically selects a small number of sensing locations according to the information revealed from past measurements, with the objective to minimize the expected level set estimation error probability. The expected estimation error probability is explicitly expressed as a function of the selected sensing 0018-9251/16/ C 2017 IEEE locations, and the results are used to formulate the optimal sensing location selection problem as a combinatorial problem. Two low complexity greedy algorithms are developed by using analytical upper bounds of the expected estimation error probability. Both simulation and experiment results demonstrate that the greedy algorithms can achieve significant performance gains over baseline passive sensing algorithms and the GP upper confidence bound level set estimation algorithm.
I. INTRODUCTION
Large-scale sensing has played a critical role in many scientific and engineering fields, such as spectrum sensing and environment monitoring, etc. For many large-scale sensing applications efficient level set identification is a crucial task. Level set estimation (LSE) is the process of using observations of a function f (s) defined on a Hilbert space X to estimate the region(s) in X where the function value exceeds some critical value γ ; i.e., S := {s ∈ X : f (s) ≥ γ }. Level set estimation is of paramount importance in many large-scale sensing applications, including the following examples.
1) Spectrum sensing in cognitive radio networks [2] : Fast identification of the boundary of "spectrum holes" in space and frequency domains is crucial for the construction of spectrum map [3] , a dynamic database providing real-time information and predictions on spectrum usage at a given area over a wide range. 2) Urban sensing: Accurate monitoring and tracking of the range of a widespread phenomena, such as traffic congestion [4] , air/water/noise pollution [5] , damages caused by hurricane, is of critical importance. 3) Environment monitoring: Contours of sunlight, rainfall, and other key environmental factors are critical for the understanding and tracking of biosystem ecology [6] . 4) Swarming sensing: To identify urban tomography for military operations by swarming coordination of multiple unmanned aerial vehicles (UAVs) for collaborative sensing [7] .
In these and many other applications identifying level sets is the primary task while estimating the value of the function (i.e., the power in spectrum sensing) away from the level set boundary is often secondary if not irrelevant. Consequently, level set estimation can be equivalently considered as a mapping problem that draws the level contour or boundary in a random field. Intuitively, data that are further away from the boundary are usually quite distinct from the level of interests, thus, there is less ambiguity in terms of level set identification in those regions. Therefore, it is desirable to collect more data samples or place more sensors at the locations where the boundary is likely to lie. This paper describes a new active sparse sensing and inference scheme for rapid and accurate extraction of level sets of a spatial-temporally correlated random field. One of the main novelties of the proposed scheme is that it can dynamically adjust the sensing locations through active learning and adaptation of level set boundaries by analyzing past sensing data. Therefore, the proposed scheme can achieve accurate estimation of the level sets with only a small number of sensors strategically placed at critical locations of the random field.
Although many methods have been devised for level set estimation in a static setting [8] - [12] , the temporally evolving nature of the random field requires a dynamic level set estimation, which makes the estimation problem different and challenging. Besides, existing work in this area often assumes that the measurements and the sensor locations are static, as opposed to dynamically selected [13] - [15] . How to actively sense the field for a fast and accurate level set estimation has been rarely investigated [1] , [16] , [17] . On the other hand, active learning and its applications have been extensively investigated in the machine learning community [18] . The common goal of active learning algorithms is to adaptively select statistically optimal training data with information gleaned from previous observations [19] . Numerous sample selection criteria have been proposed [20] . The active learning approach has been widely applied in sensing networks for mobile path planning [21] , [22] , and sensor placement [23] , etc. The active sensing approach we propose in this paper inherits the essence of active learning. The problem studied in this paper is fundamentally distinct from these works in two ways; the first is that our objective is to estimate the level set instead of estimating the function values and the second is the time varying nature of our problem.
We introduce a Gaussian process (GP) prior model to capture the spatial-temporal correlations inherent in the random field [24] - [27] . GPs have been exploited to address the sensor location selection problem in static sensor networks [22] , [23] , and the sensing path planning problem in mobile sensor networks [28] , etc. It is pointed out in [29] that the actual multivariate distribution underlying a set of data is difficult to obtain. Given this uncertainty, the multivariate Gaussian distribution is a natural assumption because it is the distribution of maximum entropy when all that is known is the mean and covariance matrix. According to [30] , non-Gaussian data can often be made approximately Gaussian by transformation to a new scale (e.g., by taking logarithms or square roots), and this is widely followed as the best practice in the analysis of soil data.
The objectives of many sensing applications are often to minimize the uncertainty of the posterior distribution of the function under certain constraints. The level set estimation problem studied in this paper is fundamentally different from those formulations, due to the fact that our objective is not to reconstruct the entire function with minimum expected mean squared error (MSE), but to estimate the level set of the underlying function accurately. Similar level set estimation problems under a GP formulation are studied in [10] , [31] by employing a GP upper confidence bound (GP-UCB) algorithm. The GP-UCB algorithm selects the sensing locations by minimizing a cost function that penalizes both the posterior variance and deviation from the level set boundary. This cost function is intuitive given that more sensors should be placed to the location of interests, that is, the level set boundaries, but it is also a surrogate objective function because this cost function does not directly measure the error probability of level set estimation. In this paper, we will perform active sensing by directly minimize the level set estimation error probability. Active sensing to minimize the level set estimation error is usually a difficult task, because it requires the error probability as a function of potential future sensing locations, and the observations at those potential locations have not yet been revealed to the fusion center (FC) during the error probability analysis. In addition, the works in [10] , [31] consider only spatial correlation. The temporal correlation is considered in [32] , where a myopic active sensing scheme is performed in the time domain by selecting the next sampling instant to minimize the cost function accumulated up to the next sampling instant. However, the results in [32] show that the performance of time domain myopic sensing is worse than that of passive uniform sensing due to the myopic nature of the scheduling scheme. In this paper, we take into consideration of both spatial and temporal correlation into the formulation and develop optimum active sensing schemes that can achieve significant performance gains over passive sensing.
Under the GP framework, we first show that the optimal level set estimation can be achieved by performing a GP regression with all data samples and then thresholding the regression results. We then investigate the active sensing scheme, where the central controller actively selects the sensing locations according to the information gleaned from past measurements, with the objective to minimize the expected level set estimation error. Extracting information embedded in past sensed data leads to an improved estimation performance, due to the temporal correlation in the sensed signal. Meanwhile previous observations also provide some "prior" information for current sensing, which enables a more efficient sensing scheme. Intuitively to minimize the level set estimation error, sensing locations should be selected from where the boundary is likely to lie, with "prior" information gleaned from previous observations. The expected estimation error is explicitly characterized as a function of past sensing results and the potential future sensing locations, and the results are used to formulate the optimal sensing location selection problem as a combinatorial problem. Two low complexity greedy algorithms are then proposed by developing upper bounds of the expected estimation error.
Our contributions are three fold.
1)
We propose a set of new active sensing algorithms that directly minimize the level set estimation error probability, which is expressed as an explicit function of past observations and future potential sensing locations. Such a problem formulation results in new sensing algorithms that outperform existing level set algorithms that employ intuitive but surrogate cost functions. 2) We introduce a two-step active sensing scheme, where the first step is to obtain an initial estimation based on historical data samples, and the second step is to actively probe the field to refine the initial estimation. The sensing scheme is designed to minimize the expected estimation error under a sensing budget constraint. The estimation error metric driven sensing location selection algorithm is novel. The proposed greedy algorithms are practical and efficient. 3) The problem formulation and methodology developed in this paper can benefit many large-scale sensing applications with "big data." It can also be applied to perform "information distillation," the process that extracts useful data from an ocean of data that have already been collected.
The proposed algorithms can be applied to different application scenarios. For a static wireless sensor network with a large number of sensors, we can use the algorithms to activate only a small subset of sensors at any given moment to reduce the energy consumption and prolong the life time of the entire network. For mobile networks such as UAV swarms the algorithms can be used for mobile path planning by considering additional mobility constraints. The results in this paper are developed without considering the mobility constraints, and the analytical performance results can serve as lower bounds for systems with mobility constraints.
II. SYSTEM MODEL
We consider a sensing system with multiple sensor nodes placed over a measurement field X ⊂ R 2 . Define the three-dimensional (3-D) space-time coordinate vector
T is the space coordinate and t is the time variable. Sensor nodes measure a spatial-temporally dependent physical quantity, f (c), such as the temperature, humidity, aggregated power level of wireless signals, or sunlight intensity, etc. The 2-D space coordinate is assumed here. It should be noted that all analysis and algorithm presented in this paper can also be directly extended to 3-D spatial cases.
The sensing samples from individual sensors are transmitted to an FC for processing. We model the sensing samples recovered at the FC as the sum of the ground truth f (c), and a noise term ξ , i.e.,
Here we use ξ to capture the distortions introduced during the sensing stage as well as the transmission stage. ASSUMPTIONS 1 We make the following assumptions.
a) The prior distribution of {f (c)} is a zero-mean GP, i.e., for any two points c i , c j , f (c i ), f (c j ) are jointly zeromean Gaussian distributed, with covariance k(c i , c j ). Any nonzero mean GP can be converted to a zero-mean GP by subtracting the original process with its mean, which can be easily estimated. b) The GP is wide sense stationary in both space and time, and
where k s (·), k t (·) are defined as the spatial and temporal covariance, respectively. The 2 -norm s i − s j measures the Euclidean distance between the two points with coordinates s i , s j ∈ X . c) ξ is an independent Gaussian random variable with zero mean and variance σ 2 , i.e., ξ ∼ N (0, σ 2 ).
At time t, we are interested in identifying the γ -level set of {f ([s, t] T )}, which is defined as
Without loss of generality, we assume γ > 0.
To simplify the design and analysis, we partition the measurement field X with equal-sized grids. We assume that the edge length of the grid is small enough such that the signal remains approximately unchanged within one grid. Index the coordinates of the grid as 1, 2, . . . , L, and let s i be the coordinate for the ith grid point. Then, X can be slightly modified as X := {s i : i = 1, . . . , L}.
Similarly, the time axis is partitioned into discrete time slots, t 1 , t 2 , · · · , where the signal stays constant in a slot, but evolves from slot to slot based on the temporal correlation of the time-varying random process. During each slot, sensing samples are collected from a number of locations. Let C 1 , C 2 , . . . be the sets of spatial coordinates, the FC has collected samples at time t 1 , t 2 , . . .. Denote f n and y n as the vectors containing the true and observed data samples at C n , respectively. Define
. Then, at the end of time slot t n , the FC estimates the γ -level
and y 1:n . The optimum level set estimation algorithm should minimize the level set estimation error probability, which can be calculated at time t n as
n ∩Ŝ n ) denotes the symmetric difference between the true and estimated level set, L is the total number of spatial grids, S c is the complement of S, and I{E} = 1 if the event E is true and 0 otherwise. In (3), the level set estimation error probability measures the percentage of spatial grids in which the estimated level set does not equal to the true level set.
Then at each time slot t n the dynamic level set estimation problem is to select the set of sensing locations, C n , based on the knowledge of C 1:n−1 and y 1:n−1 , such that the expected estimation error E[e(Ŝ n )] is minimized. Assume the sensing cost is proportional to the number of sensing actions performed by the sensor nodes. Thus, at each time slot it is assumed that the system can pick up to N sensing locations due to a sensing budget constraint, that is, |C n | ≤ N, for all n. The problem can be formulated as follows:
where the expectation in the cost function is performed over the GP and the noise. The cost function E[e(Ŝ n )|y 1:n−1 , C n ] depends on both past observations y 1:n−1 and potential future sensing locations C n . Here when observation history y 1:n−1 (or y 1:n ) is given, the sensing locations information C 1:n−1 (or C 1:n ) is also included for concise notations. It should be noted that values of y n at C n are not available during the sensing set selection stage, even if C n is given. The problem is combinatorial in nature and it is NP-hard in general. In addition, the cost function is usually very complicated and it depends on the actual level set estimation algorithm.
The cost function in (4) can be alternatively expressed as
The reason that we take another layer of expectation with respect to y n on the right hand side (RHS) of (5) is due to the fact that y n is unknown before the selection of C n . The value of y n will be revealed only after sensing samples are collected from C n in time slot t n .
With the alternative cost function expression in the RHS of (5), we can decompose the optimization in (4) into two steps. First, if C n and y n are known, identify the level set estimation algorithm that can minimize the the inner expectation on the RHS of (5), E[e(Ŝ n )|y 1:n ]. Second, select C n that can minimize the overall cost function in (4). We will discuss the two steps in Sections III and IV, respectively.
III. OPTIMAL LEVEL SET ESTIMATION WITH KNOWN MEASUREMENT RESULTS
In this section, we present the optimal level set estimation algorithm under the condition that the measurements y 1:n collected from C 1:n are available at the FC. The algorithm will be designed to minimize E[e(Ŝ n )|y 1:n ] with the knowledge of y 1:n , and the results will be used to facilitate the development of the active sensing algorithm in the next section.
Define
The posteriori mean and covariance of f in given y 1:n is defined asm
Due to the GP modeling, given C 1:n , y 1:n , the distribution of f in is still Gaussian, with the posteriori meanm(c in ) and variancek(c in , c in ) as [33] m(c in ) = K(c in ,
where I |C 1:n | is an identity matrix of size |C 1:n |. The GP regression based level set estimation algorithm is given in Algorithm 1.
The GP regression based level set estimation minimizes the expected estimation error with given (
PROOF Since S n is unknown for every n, the expression in (3) is not directly computable. Under the GP modeling on f, y, S n is also a random process defined over X . Given the observation history (C 1:n , y 1:n ), we can always obtain the posterior distribution of S n . Therefore, the expected error with an estimationŜ at time t n is
Therefore, the optimal estimator that minimizes (10) is to let
for every s i ∈ X . Since f in given y 1:n is Gaussian distributed, we have
where Q(·) is the Gaussian Q function, and the posteriori meanm(c in ) and variancek(c in , c in ) are given in (8) and (9), respectively. The optimal estimator defined in (11) is then reduced to comparem(c in ) with γ . Ifm(c in ) > γ , the probability in (12) is greater than 0.5, thus, we should let s i ∈Ŝ n ; otherwise, we let s i ∈Ŝ c n . COROLLARY 1 The expected error given by Algorithm 1 with given (C 1:n , y 1:n ) is
Equations (8) and (9) capture the relationship between the samples y 1:n , and the underlying function value f in . The posterior distribution of f in depends on the correlation between f in and f 1:n (through K(c in , C 1:n )), the correlation between the sensing samples (through K(C 1:n , C 1:n )), and the noise level in sensing and transmission process. We note thatk(c in , c in ) depends on C 1:n only andm(c in ) depends on both C 1:n and y 1:n . The optimality of Algorithm 1 is conditioned upon the fact that C n and y n are given. We will discuss how to actively select C n based on sensing history (C 1:n−1 , y 1:n−1 ) in the next section.
IV. OPTIMAL ACTIVE SENSING FOR LEVEL SET ESTIMATION
In this section, we consider a scenario where the FC is able to coordinate with the sensor nodes and actively selects the sensing locations in each time slot, such that the cost function in (4) is minimized.
The active sensing scheme consists of two steps in each time slot t n . The first step is to obtain an initial estimate of the distribution of f (c in ), i.e., its meanm(c in ), and covariancek(c in , c jn ), based on the sensing history up to to t n−1 , i.e., (C 1:n−1 ,
. (15) It should be noted thatm(c in ) andk(c in , c jn ) defined in (8) and (9) are conditioned upon y 1:n , and they are different fromm(c in ) andk(c in , c jn ) defined in (14) and (15), which are conditioned upon y 1:n−1 . The observation history up to time slot t n−1 is, thus, utilized to provide a rough sketch of the level set. Then, the second step is to sample the sensing field X in t n , i.e., to select a subset of up to N locations to make observations, and refine the level set estimate based on Algorithm 1 once samples are collected from C n . The objective of the twostep active sensing is to minimize the expected estimation error averaged over y n , under a cardinality constraint on C n . Details of the two steps are provided in the following subsections.
The major difficulty of the active sensing scheme lies in the step of selecting C n . In order to evaluate the impact of the selection of C n on the final expected level set estimation error, i.e., the objective function in (4), we first decompose the estimation error in (13) as a function of (C n , y n ) and (C 1:n−1 , y 1:n−1 ). Based on the GP assumption, the posteriori meanm(c in ) and variancek(c in , x jn ) defined in (14) and (15) can be written as
The difference between (m(c in ),k(c in ,c jn )) and (m(c in ), k(c in , c jn )) is directly related to the impacts of selecting C n on the expected level set estimation error. To identify the relationship, we define the following variables:
where the elements of the posterior mean vector m(C n ) = E(f n |y 1:n−1 ) is defined in (16) , andK(c in ,
T |y 1:n−1 are the posterior covariance vector and matrix with elementsk(c in , c jn ) defined in (17) .
With the notation in (18) and we have the following theorem regarding the decomposition ofm(c in ) andk(c in , c in ).
THEOREM 2 The posteriori mean and variance,m(c in ) and k(c in , c in ), defined in (8) and (9) can be decomposed in the following formm
PROOF The proof relies on the conditional distribution of jointly Gaussian distributed random variables. Consider three jointly Gaussian distributed random vectors, x, z 1 , and z 2 , and we have the following relationship
where the notations, μ a|b = E(a|b) and ab|c = E[(a − μ a|c )(b − μ b|c ) T |c], are used in the above expressions, with a, b, and c being three random vectors.
If we let x = f in , z 1 = y 1:n−1 , and z 2 = y n = f n + ξ , then
In addition, it can be easily shown that μ z 2 |z 1 =m(C n ), and
Substituting the above equations into (22) and (23) yields (20) and (21) .
We note thatm(c in ) andk(c in , c in ) depend on (C 1:n−1 , y 1:n−1 ) only, σ 2 h (c in , C n ) depends on C 1:n−1 and C n while h(c in , C n ) depends on (C 1:n−1 , y 1:n−1 ) and (C n , y n ). Moreover, given (C 1:n−1 , y 1:n−1 ) and (C n , y n ), h(c in , C n ) is a Gaussian random variable with zero mean and variance σ 2 h (c in , C n ). As a result, the results in Theorem 2 decomposê m(c in ) andk(c in , c in ) into two parts, one part depends on C 1:n−1 , and the other part depends on C n . In order to simplify notations, we define
With the decomposition given in Theorem 2, we can establish an explicit relationship between the cost function in (4) of the optimization problem and the optimization variable C n as shown in the following theorem. The explicit expression of the cost function enables us to solve the optimization problem.
THEOREM 3 The cost function in (4) with respect to the sensing location C n is
where σ i depends on y 1:n−1 and C n , and it is defined in (28).
PROOF From (5), Corollary 1, and Theorem 2, the cost function in (4) can be alternatively expressed as
where
Since h(c in , 
Since
Combining (32) with (33) yields
This completes the proof.
Theorem 3 gives the exact explicit expression of the cost function of the optimization problem. Even though it is expressed as an integration, the integral is of finite limits and the integrand contains only elementary functions, thus, it can be easily evaluated numerically. The cost function in Theorem 3 is expressed as a function of γ i and σ i defined in (28) . It should be noted that γ i is independent of the choice of C n . So the sensing set selection will only affect the cost function through σ i . Calculate σ i with (28),
Algorithm 2:
Calculate the cost function with (29). 7: end for 8: Output C n that minimizes the cost function.
Based on the result in Theorem 3, the optimization problem in (4) can be solved by using an exhaustive search algorithm as shown in Algorithm 2.
The Algorithm exhaustively searches all the possible ( L N ) sets of C n , and finds the one that minimizes the cost function. The complexity becomes prohibitive as L and/or N becomes large.
V. GREEDY ALGORITHMS FOR ACTIVE SENSING
Greedy algorithms for active sensing are presented in this section to achieve a balanced tradeoff between performance and complexity.
A
. An Upper Bound of Cost Function
The greedy algorithms are developed by using an upper bound of the cost function in (29) . The upper bound is obtained by applying sin θ ≤ 1 to (29) , and the result is as follows.
COROLLARY 2 The cost function in (4) with respect to the sensing location C n is upper bounded by
In the upper bound (34), the variables γ i andk(c in , c in ) are independent of the choice of C n . Only σ 
The objective function in (35) coincides with our intuition. The weight α i is a function of γ i , which is defined in (28) . We note that in its definition, the numerator |m(c in ) − γ | measures the deviation ofm(c in ) from the threshold γ , which is then normalized by k (c in , c in ), the estimated standard deviation. The larger the value of γ i , the Algorithm 3: A GREEDY ALGORITHM. 
10: end for 11: Output C n .
less likely an classification error will happen at s i . This is reflected by α i since it decreases in γ i . With a small weight α i , the term α i τ i plays a less important role in the optimization (35) . The solution to (35) , thus, automatically allocates more resources to the locations with heavy weights α i s. At the beginning of each time slot, the system obtains an initial estimate of f (x), characterized as (m,K). Intuitively, if the initially estimated meanm(c in ) deviates significantly relative to variancek(c in , c in ) from the threshold γ , the probability of incorrectly classifying s i in slot t n is very small, and bringing in another sample from s i will not help much in terms of the expected error; on the other hand, if m(c in ) is quite close to the threshold γ , sensing around s i potentially can make the classification much more accurate. Therefore, minimizing the level set estimation error is not equivalent to minimizing the total posterior variance. Essentially, to estimate the level set of a function is to search for the boundary of the level sets. For sensing locations far away from the boundary, their actual values do not have much impact on the level set estimation, thus, more sensing resources should be allocated for locations around the boundary. Such an approach has the potential to significantly reduce the number of required sensing samples because the area of boundary is usually only a very small percentage of the total area, thus, achieving sparse sampling.
B. Greedy Algorithms
Even though the optimization problem (35) has a much less complicated form than (4), it is still an NP-hard problem. In the following, we propose Algorithm 3 to solve it in a greedy fashion.
In this algorithm, the optimization problem is solved in a sequential and greedy fashion. Specifically, we select Algorithm 4: A SIMPLIFIED GREEDY ALGORITHM.
k(x ln , x ln ) + σ 2 10: end for 11: Output C n .
one sensing location from X in each iteration according to (36) , with the objective to minimize the objective function in (35) . We point out that the objective function in (36) is different from that in (35) , as in each iteration, we need to remove the impacts from sensing locations already included in C n . Thus, we usek(c in , c in ) instead ofk(c in , c in ) in the numerator in (36) . However, we keepk(c in , c in ) in the denominator fixed during the selection of C n to ensure each term is normalized by the same factor as in (35) . The impact of a sensing location on the posterior variance on every s i can be explicitly evaluated through σ 2 h (c in , s j ). Once one sensing location is selected, the posterior covariance matrix K is updated to remove the impact from the newly added sensing location. After that, another iteration is performed with the updated covariance matrix.
We note that individual terms in the summation in (35) are coupled due to the cross correlation between y n and f (x) carried through σ 2 h (c in , C n ). Therefore, a sample collected from s i does not only directly affect the estimation accuracy at s i , but also indirectly affects locations nearby. The optimization requires us to jointly consider the direct and indirect impacts of all of the samples, which makes the problem complicated.
To simplify the optimization, we ignore the indirect impacts of samples and focus on direct impacts only. This is equivalent to neglecting the cross correlations between different locations. This results in a simplified greedy algorithm presented in Algorithm 4.
Specifically, to select the first sensing location, we mask out the off-diagonal entries inK, and this leads to the following approximation (38) Thus, the single sensing location that minimizes (35) must satisfy
Once this location is selected, we then take its indirect impact on the other nodes into consideration by updating the posterior covariance matrixK conditional on l. We point out that in (37) we use k (c in , . We usek(c in , c in ) instead ofk(c in , c in ) in the gain to remove the indirect impacts from sensing locations already included in C n .
Due to the fast decaying spatial correlation, we expect that the indirect gain brought by a sample is localized and roughly proportional to its direct gain, which makes (38) a valid approximation.
VI. SIMULATION AND EXPERIMENT RESULTS
In this section, we evaluate the performance of the proposed active sensing algorithms through simulations and experiments, and compare them with a baseline passive sensing algorithm and a batch sample selection level set estimation algorithm [10] based on the GP GP-UCB method [31] . In the passive sensing algorithm, the FC does not coordinate with sensor nodes for sensing. Rather, in each time slot, sensor nodes from N random locations sense the field and send measurements to the FC. The FC then performs level set estimation according to Algorithm 1. In the GP-UCB level set estimation algorithm, the N sensor node locations are selected according to the batch sample selection proposed in [10] , which minimizes a cost function that penalizes both the posterior variance and the deviation from the level set boundary.
A. Simulation Results
We consider a sensor network in a 2-D squared area. The sensing field is partitioned to L = d × d segments with unit length each. The covariance function is selected as
where ρ s and ρ t ∈ [0, 1] are the spatial and temporal correlation coefficients, respectively. The signal to sensing noise ratio is 30 dB, and the level set threshold is γ = 0.1.
1) Comparison on Different Sensing Location Selections
To illustrate the difference in sensing decision making between our proposed algorithms and the passive sensing algorithm, we first consider a special scenario, where ρ t = 1, L = 225 (d = 15), and N = 1. This may correspond to a temporally slow-varying sensing field and the time interval between any two consecutive sensing actions is small, and thus, negligible. We set ρ s = 0.96. The heatmap of the original signal is shown in Fig. 1(a) . We reconstruct the original signal based on the first 20 locations selected by the passive sensing algorithm in Fig. 1(b) , and those selected by Algorithm 3 in Fig. 1(c) . The boundaries of the reconstructed level sets are plotted, and they are compared with the underlying ground truth in Fig. 1(b) and (c).
As illustrated in Fig. 1(b) , the random sensing location selection in the passive sensing scheme renders a relatively uniform distribution of sensing locations. This results in a good reconstruction of the function. The MSE of the function reconstruction is 0.0924. On the other hand, in Fig. 1(c) , most of the sensing locations of the greedy algorithm are around the boundary. As a result, the greedy algorithm gets a more accurate estimation of the boundary. This matches with our optimization objective, as the accurate identification of the boundary, rather than accurate function reconstruction, plays a critical role for level set estimation. Even though the MSE for the signal reconstructed in the greedy algorithm (MSE = 0.0969) is higher than the passive approach, it has a much lower level set estimation error. In this example, the average level set estimation error from passive sensing and the greedy Algorithm 3 is 0.1556 and 0.0178, respectively. We also applied the GP-UCB algorithm [10] , [31] in the simulations. The MSE of the GP-UCB algorithm is 0.0813, the smallest among the three. The level set estimation error of GP-UCB is 0.0467, better than the passive algorithm, but worse than our newly proposed greedy Algorithm 3. All MSE and level set estimation error results here are calculated by using the results in Fig. 1(b) and (c) in one trial.
For further comparisons, Table I shows the mean, the first, second, and third quantiles of LSE error and MSE obtained by using 1000 Monte-Carlo trials. The system configurations are the same as in Fig. 1 . The results show that the greedy algorithm has the best performance in terms of level set estimation error, followed by the GP-UCB algorithm and the passive algorithm. On the other hand, the greedy algorithm has the worst performance in terms of MSE.
2) Robustness of Gaussian Assumption The algorithms are developed by assuming that the data can be modeled by a multivariate GP. To verify the robustness of the Gaussian assumption, we apply the algorithms to a group of data generated by following the Laplace distribution. Except the distributions, all other settings are the same as in Fig. 1 . That is, the data following the Laplace distribution have the Table II . The average LSE errors for data generated by following the Laplace distribution are slightly higher than those following the Gaussian distribution. Compared with data with Gaussian distribution, the average LSE errors for data with the Laplace distribution increase by 11.9%, 11.9%, and 14.4% for the passive sensing, GP-UCB, and the greedy algorithm (Algorithm 3), respectively. These results show that even though the proposed algorithms are developed based on the Gaussian assumption, they can still be applied to data following nonGaussian distributions, at the cost of a slight increase in the LSE error probability.
3) Effect of Time Window Size on the Performance
As time progresses, more and more samples are collected and added to (8) for estimation. This quickly becomes formidable due to the high storage requirement and computational complexity. One the other hand, under the assumption that the temporal correlation decays exponentially in t, samples collected in the past have less and less impacts on the estimation as time progresses. This motivates us to adopt a truncated version of the level set estimation algorithm described in Algorithm 1. Specifically, we propose a sliding window scheme, which only keeps samples collected in the most recent T time slots for the regression in Algorithm 1.
In order to explicitly evaluate the effect of window size on the sensing and inference performance, we perform the following simulation. We set ρ t = 0.9, ρ s = 0.9, L = 169 (d = 13) and fix the total number of samples collected in each slot as N = 15. The window size T varies from 1 to 8. When T = 1, it means that only the current sensing samples are used for level set estimation. Thus, the active sensing algorithms including GP-UCB algorithm become identical to the passive sensing algorithm in this case. When T > 1, samples collected from the most recent T slots are used in the regression. For each T , we randomly generate 1000 different traces, and obtain the average results. The reconstruction MSE as a function of T is plotted in Fig. 2(a) , and the average level set estimation error is plotted in Fig. 2(b) .
In Fig. 2(a) , when T ≥ 4, the GP-UCB algorithm has the best MSE performance, followed by the passive algorithm, the greedy algorithm (Algorithm 3), the exhaustive search algorithm that employs exhaustive search (Algorithm 2), and the simplified greedy algorithm (Algorithm 4). On the other hand, in Fig. 2(b) for level set estimation errors, the proposed Algorithms 2-4 achieve significant performance gains over the passive and the GP-UCB algorithms. The objective of the proposed algorithms is to estimate the level set rather than to reconstruct the underlying function. The information provided from previous samples guides the sample selection decision, which may even worsen the MSE performance. In addition, the performance of the greedy algorithm (Algorithm 3) is very close to its simplified version (Algorithm 4), and both can nearly achieve the optimum performance of the exhaustive search algorithm. For all three algorithms and for this particular choice of ρ t = 0.9, the MSE and level set estimation error do not decrease significantly when T ≥ 5.
4) Effect of Sample Size N on the Performance
The effects of the number of selected sensing locations on the performance of level set estimation are studied in this example. We set ρ t = 0.9, ρ s = 0.9, L = 169 (d = 13), and fix the window size T for the sliding window scheme to be 5, i.e., the sensing location selection is made based on samples collected in the most recent four time slots, and the final estimation is based on those plus the new samples collected in the current slot. The sensing location set size N varies from 1 to 60. For each N, we randomly generate 1000 different traces, and the average MSE and level set estimation error are plotted in Fig. 3(a) and (b) , respectively.
The MSE and level set error decrease monotonically as N increases for all algorithms. For the level set estimation error, all three proposed algorithms consistently outperform the GP-UCB and the passive algorithm. In addition, the performance of the optimum algorithm with exhaustive search, the greedy algorithm, and the simplified greedy algorithm are almost identical for N ≥ 10. The performance gap between the our proposed sensing schemes and the passive sensing remains almost a constant (around 0.05) for different values of N.
For the MSE, we note that the passive algorithm is slightly worse than the proposed algorithms for small N (less than 10), and it gradually surpasses the greedy algorithms as N increases. The reason that the greedy algorithm has a better MSE performance for small N can be explained by the following fact. The level set estimation error does not only depend on the posterior mean, but also the posterior variance. To minimize the error, it requires small uncertainty in the posterior distribution, which is aligned with minimizing MSE when N is small. As N increases, the posterior mean becomes more important in deciding the level set estimation, as it reflects the locations of the boundary points. Therefore, MSE is no longer the primary goal, and more resources are allocated for searching for the boundaries.
5) Effect of ρ s and ρ t on the Performance The effects of spatial correlation coefficient ρ s and temporal correlation coefficient ρ t on the performance are studied in this example. We set L = 169 (d = 13), sample size N = 15, and sliding window size T = 5. We have ρ t = 0.9 and ρ s = 0.9 in Fig. 4(a) and (b) , respectively. The curves are obtained by averaging over 1000 random trials. As expected, the level set estimation error is a monotonic decreasing function in both ρ s or ρ t for all algorithms. The three proposed algorithms consistently outperform the existing algorithms for all values of ρ s and ρ t considered in this example. In Fig. 4(a) , the performance of Algorithms 2, 3, and 4 are almost identical, which again verifies the validity of the approximation in (38) . Changing the spatial correlation, coefficient has a much bigger impact on the estimation performance than changing the temporal correlation coefficient.
6) Computation Complexity
The computation complexities of various algorithms are compared in this example. The complexity is measured by the amount of time required to run one simulation trial. The simulation configurations are the same as those for Fig. 2 with L = 169 (d = 13) and N = 15. The simulations are run on a Windows 7 workstation with a 3.10 GHz Intel Core i5-2380P CPU and 16 GB of RAM. The simulation software is MAT-LAB R2011b. The computation time for various algorithms are shown in Fig. 5 as a function of the sliding window size T . The computation time increases almost linearly with the sliding window size. The passive sensing algorithm has the lowest complexity because it just randomly pick N sensing locations at each time slot, followed by the GP-UCB algorithm and simplified greedy algorithm (Algorithm 4). The greedy algorithm (Algorithm 3) has a slightly higher complexity with additional computation with the off-diagonal elements ofK. The exhaustive search algorithm (Algorithm 2) has the highest complexity.
B. Experiment Results
The level set estimations are performed over real-world temperature data collected from 200 randomly selected weather stations covering the 48 states of the continental United States. The data are available online at the National Climatic Data Center [35] . We use the daily average temperature data in the month of January from a time span of 14 years (2000 to 2013) as the dataset, thus, each location has T = 31 × 14 = 434 time-varying data.
1) Preprocessing and Parameter Estimation
Preprocessing is performed over the 434 data samples at each weather station to convert them into a zero-mean random process with unit variance. Denote the raw daily temperature data collected by the ith weather station on the nth day as x(i, n), for i = 1, · · · , 200 and n = 1, · · · , 434. Then the preprocessed data samples are f (i, n) = , n) is the sample mean, and σ
2 is the sample variance of the data collected by the ith weather station.
The spatial and temporal covariance functions of the preprocessed data are modeled with the Matérn covariance function [36] 
where v and l are the smooth and range parameters. The parameters (v, l) in both the space and time domain, along with the noise variance σ 2 , are estimated jointly through maximum likelihood estimation. For the spatial covariance function, the estimation is performed by using T = 434 sets of data in the time domain, and the dimension of each set of data is M = 200. For the temporal covariance function, we are only interested in the temporal covariance within a month of the same year. Therefore, the data in the same month from the same weather station form a 31-dimension data vector, and there are 200 × 14 = 2800 sample vectors that are used for the estimation of the temporal covariance function.
We define the hyperparameter vector as θ = v s , l s , v t , l t , σ 
]
T ∈ R 6200 . The likelihood function of y given θ is
where is the covariance matrix that has a Toeplitz-blockToeplitz structure, that is, is a block Toeplitz matrix, and each submatrix is also a Toeplitz matrix. The (m, n)th submatrix of is κ v s ,l s (|m − n|)K(v t , l t ) ∈ R 31×31 , for m, n = 1, · · · , 200, where K(v t , l t ) is a Toeplitz matrix with the (i, j )-th element being κ v t ,l t (|i − j |).
With more observation data in the same month in 14 years, the likelihood function can be written as p(y (1) , y (2) , . . . , y (14) |θ) = where y (m) is the 6200-dimension data vector from the mth year. With the maximum likelihood estimation, the estimated parameter vector isθ = argmax θ p(y (1) , y (2) , . . . , y (14) |θ).
2) Results
The first example is used to illustrate the sensing locations chosen by the proposed algorithms. To visually illustrate the performance of level set estimation, we use a rectangle to cover the US map and divide the rectangle into segments, with 21 equal-spaced segments in the latitude direction and 30 equal-spaced segments in the longitude direction as shown in Fig. 6(a) . For a given day, the temperature data of all L = 21 × 30 = 630 segments are obtained by interpolating the 200 weather stations with the Matérn covariance function, and they serve as the ground truth for the experiment. The level set threshold is set to γ = 0.1.
We set N = 1 and use the data in one day, and select the first 50 sensing locations with the passive sensing algorithm in Fig. 6(a) and the greedy sensing algorithm (Algorithm 3) in Fig. 6(b) . It can be clearly seen from the two figures that the proposed greedy algorithm selects the sensing locations close to the level set boundary, thus, it results in a very accurate estimate of the temperature level set. The level set estimation errors for the passive, GP-UCB, and greedy algorithms are 0.0794, 0.0569, and 0.0429, respectively. On the other hand, the MSE of the passive, GP-UCB, and greedy algorithms are 0.2089, 0.1787, and 0.2213, respectively. Thus, the proposed greedy algorithm has the best level set estimation accuracy, even though its MSE performance is the worst. Then the effect of time window size on the performance is explored in Fig. 7 . The sensing location set size N is chosen as 30. The time window T varies from 1 to 8. For each T , the value is obtained by averaging over all sliding window positions within a month of the same year, and the results are then averaged again over 14 years. Similar to the simulation results, the level set estimation error of the greedy algorithm and the optimum algorithm with exhaustive search are very close to each other, and they are better than the GP-UCB and the passive algorithms. The level set estimation error of all algorithms do not increase when T ≥ 4.
Next we study the impacts of sensing set size on system performance in Fig. 8 . The sliding window size T is chosen as 3. The sensing location set size N varies from 1 to 60. For each N, the value is obtained by averaging over all sliding window positions within a month of the same year, and the results are then averaged again over 14 years. Again, the proposed greedy and optimum algorithms consistently outperform the passive and GP-UCB algorithms.
VII. CONCLUSION
We proposed an active sparse sensing scheme for level set estimation in spatial-temporally correlated random field. The sparse sensing scheme can dynamically adjust the selection of sensing locations based on past sensing results, thus, achieving the rapid and accurate extraction of level sets in a large random field with a small number of sensing samples. Exact analytical expression of the expected level set estimation error probability were developed by employing an optimum GP-regression-based level set estimation algorithm. An optimum active sensing algorithm was developed to minimize the level set error probability. Two low complexity greedy algorithms were proposed to minimize an upper bound of the level set error probability. All three algorithms achieved significant performance gains over passive sensing algorithms that do not proactively select the sensing locations and the GP-UCB algorithm [10] that selects the sensing locations based on a surrogate cost function.
