We aim to analyse a Markovian discrete-time optimal stopping problem for a risk-averse decision maker under model ambiguity. In contrast to the analytic approach based on transition risk mappings, a probabilistic setting is introduced based on novel concepts of regular conditional risk mapping and Markov update rule. To accommodate model ambiguity we introduce appropriate notions of history-consistent updating and of transition consistency for risk mappings on nested probability spaces.
Introduction
In this paper we are interested in a discrete-time optimal stopping problem for a risk-averse decision maker in a Markovian environment. In this setting, analytical approaches [1, 2, 3, 4] use a transition risk mapping on an appropriate function space. We introduce a complementary probabilistic setting with a regular conditional risk mapping for random variables (which generalises the family of linear expectations formed using regular conditional probability measures) and Markov update rules for these regular conditional risk mappings. This can be seen as a conditional counterpart to the Markov property given in [5] for non-linear Markov chains on convex expectation spaces.
A martingale framework for risk-averse optimal stopping problems which allows for partial information and model ambiguity is presented in [6] . We combine these features with the introduced Markov property to incorporate Bayesian updating of the probability model. In order to derive the corresponding risk-averse Wald-Bellman equations we also introduce a notion of transition consistency for risk mappings on nested probability spaces.
For the general risk-averse optimal stopping problem with full information, related work includes [7, 8, 9, 10, 11] . The particular case of certainty equivalent risk mappings is analysed in [12] and in [13, 14] in the setting of observable (MDP) and partially observable (POMDP) Markov decision processes respectively. Other broad classes of risk mapping are studied in [1, 2, 3, 4] and in [15] in the MDP and POMDP settings respectively. Structural results for POMDPs in the setting of parametric model ambiguity and under a specific measure of risk have been obtained in [16] . There is also related work on consistent planning for time-inconsistent stopping problems using the notion of subgame perfect Nash equilibria for Markov strategies [17, 18, 19, 20] .
The assumptions placed on regular conditional risk mappings are deliberately minimal (involving issues only of measurability, normalisation, monotonicity and constant translation invariance, see Definition 3), and we place an emphasis on providing examples and drawing connections with other related evaluations of risk. For example, the regular conditional worst-case risk mapping is closely related to the regular conditional essential supremum of [21] and regular conditional risk mappings arise as disintegrations of risk forms introduced in [22] . They are also related to general classes of risk mappings made under additional assumptions in [23] , [24] , [25] , or under a dual formulation in [26] and [27] .
The paper is structured as follows. Section 2 provides the probabilistic framework, including regular conditional risk mappings and Markov update rules, and establishes several properties including a strong Markov property. Section 3 provides examples of general classes of regular conditional risk mapping with Markov update rules, and the framework is applied to optimal stopping problems under ambiguity in Section 4.
A probabilistic Markov property for risk mappings
In this section we provide a novel probabilistic setting of the Markov property when risk mappings are used to evaluate uncertain costs. We aim to present only the necessary definitions here: further properties of risk mappings are given, for example, in [6, 28, 10] , while background on Markov chains can be found in [29, 30] .
Markov chains: setup and notation
Suppose we have an E X -valued time-homogeneous Markov process {X t } t∈T with respect to the filtered probability space (Ω, F, F, P) where:
• E X is a Polish space equipped with its Borel σ-algebra E X ,
• T = {0, 1, 2, . . .} is the discrete time parameter set,
• Ω is the canonical space of trajectories Ω = (E X ) T ,
• X is the coordinate mapping, X t (ω) = ω(t) for ω ∈ Ω and t ∈ T,
• F = {F t } t≥0 and F = t≥0 F t with F t = σ({X s : s ≤ t}) the natural filtration generated by X.
Let P(F) denote the set of probability measures on (Ω, F). Unless otherwise specified, all inequalities between random variables will be interpreted in the almost sure sense with respect to the appropriate probability measure. For a filtration G = {G t } t≥0 of sub-σ-algebras of F we write T G for the set of finite-valued G-stopping times and T G [t,T ] for the set of G-stopping times taking values in {t, t + 1, . . . , T }. For a probability measureP on (Ω, G), where G = t≥0 G t , let L ∞ G (P) denote the set ofP-essentially bounded real-valued random variables on (Ω, G,P), writing simply L ∞ G when the probability measure is clear from the context. Let mF (respectively, bF) denote the set of real-valued (respectively, bounded real-valued) random variables on (Ω, F). It will also be convenient to define F t,∞ = σ(X s : s ≥ t).
In the above setup the following objects exist:
• The law µ X 0 of X 0 under P and a family of probability measures defined by the mapping x → P x : E X → P(F), which is a disintegration of P with respect to X 0 (see [31, p. 78] ). In particular, P x ({X 0 = x}) = 1 and for every F ∈ F we have
For τ ∈ T F define the random shift operator θ τ by
Dynamic and aggregated conditional risk mappings
For risk mappings we use the framework given in [6] , which accounts for partial information specified by a filtration G. While this feature will not be used in Sections 2 or 3 (where G = F), it will be convenient in Section 4, where partial information is linked to ambiguity.
Definition 1 (Dynamic conditional risk mapping). A conditional risk mapping on the probability space (Ω, F, P) with respect to the σ-algebra G ⊆ F is a function ρ G : L ∞ F → L ∞ G satisfying P-a.s.:
Conditional locality: for every Z and Z in L ∞ F and A ∈ G,
A dynamic conditional risk mapping with respect to G, or G-conditional risk mapping, on
We emphasise that all inequalities in Definition 1 are interpreted in the almost sure sense. Note also that conditional locality automatically follows from the properties of monotonicity and conditional translation invariance (cf. [7, Proposition 3.3] , [10, Exercise 11.2] ).
For a finite G-stopping time τ define
noting that ρ G τ : L ∞ F → L ∞ Gτ . Below, unless indicated otherwise s, t will denote elements of T with s ≤ t. 
For bounded G-stopping times τ and sequences {h t } t≥0 and
(2.2)
Aggregated martingales
and a c-extended {ρ G s,t } martingale if it has both these properties. Note that we use the convention
If c ≡ 0 then the qualifier 'c-extended' is omitted. The definitive property for a c-extended {ρ G s,t }-sub (-super) martingale {V t } t≥0 is equivalent to the one-step property,
Markov property and optimal stopping problem
Recall that the dynamic conditional risk mappings of Section 2.2 are defined on the space L ∞ F (P) of arbitrary essentially bounded random variables. This contrasts with the analytic approach in [1, 3, 4] , for example, where each conditional risk mapping ρ t is defined as a one-step conditional risk mapping from L ∞ F t+1 (P) to L ∞ Ft (P). In the latter context, an F-conditional risk mapping {ρ t } t≥0 is defined to be Markov with respect to X if there exists a transition risk mapping R (see Remark 2.1 below) such that
for all bounded measurable functions f . Accordingly, in this section we give complementary probabilistic definitions over arbitrary bounded random variables on (Ω, F) of regular conditional risk mappings and of the Markov property, and state the corresponding strong Markov property.
Definition 3 (Regular conditional risk mapping). A mapping ρ : E X × mF → R is said to be a regular conditional risk mapping for X if:
• for all Z ∈ bF, x → ρ(x, Z) belongs to bE X ,
• for all x ∈ E X , the restriction of Z → ρ(x, Z) to L ∞ F (P x ) is a risk mapping:
Here, the inequality Z ≤ Z is interpreted in the P x -almost sure sense. It follows that for all
For notational convenience we write ρ x (Z) := ρ(x, Z).
The linear expectation ρ x (Z) := E x [Z] (a regular conditional risk mapping) relates to the linear conditional expectations ρ x t (Z) = E x [Z|F t ], t ≥ 0 (a dynamic conditional risk mapping). Next we use a notion from [32] to generalise this canonical relationship although, unlike the latter paper, we do not assume convexity for the risk mappings. Further examples are collected in Section 3.
Definition 4 (Update rule). An update rule for a regular conditional risk mapping ρ is a mapping which assigns, to every x ∈ E X and sub-σ-algebra G ⊆ F, a conditional risk mapping
For each x ∈ E X the sequence ρ x t := ρ x Ft , t ≥ 0, then defines a dynamic F-conditional risk mapping on (Ω, F, P x ) and we define the corresponding aggregated conditional risk mappings ρ x t,τ via (2.2).
Definition 5 (Markov property). An update rule for ρ is said to be Markov if for every x ∈ E X the associated dynamic conditional risk mapping {ρ x t } t≥0 satisfies the Markov property: for each Z ∈ bF and t ≥ 0, ρ x t (Z • θ t ) = ρ Xt (Z) P x -a.s., (2.5) where ρ Xt (Z) is interpreted as the random variable ω → ρ Xt(ω) (Z).
We note the following invariance property with respect to Markov update rules. If the dynamic conditional risk mappings {ρ x t } t≥0 and {ρ x t } t≥0 are derived from the same regular conditional risk mapping ρ by Markov update rules then, for each x ∈ E X , t ∈ T and Z ∈ bF t,∞ , we have ρ x t (Z) =ρ x t (Z) P x -a.s. This follows from (2.5) and the fact that any Z ∈ bF t,∞ is necessarily of the form Z = f (X t , X t+1 , . . .) =Ẑ • θ t for some bounded measurable f andẐ ∈ bF (which follows by standard monotone class arguments, see [29] for example).
With the above definitions we may now state the Markov risk-averse optimal stopping problem which motivates the present work: for m ∈ T,
where c, h : E X → R are bounded measurable functions. Note that V m is a real-valued function of x due to the application of the regular conditional risk mapping on the right hand side. Corollary 4.1 below confirms that the optimal stopping problem (2.6) is invariant with respect to the Markov update rule. For convenience we record here some further results which are useful in Markovian problems such as (2.6) and which will be used in Section 4.
More generally, for every 0 ≤ s ≤ t, k ≥ 0, and {Z r } t r=s ∈ ⊗ t r=s bF r,∞ we have
Proof. (i): Recalling that Z ∈ bF t,∞ is necessarily of the form Z =Ẑ • θ t for someẐ ∈ bF, using the Markov property we have
which completes the proof of (i) since x → ρ x (Ẑ) is measurable.
(ii): Similar to the proof of (i), property (ii) follows directly from monotone class arguments and the Markov property:
(iii): For s = t the claim follows directly from (ii) above, so for the remainder of this proof assume t > s. By backward induction on t, t − 1, . . . , s, it suffices to show that whenever the claim is true at s + 1 then it is also true at s. By definition of the aggregated risk mapping we have
and if the claim is true at s + 1 then P x -a.s.
which completes the proof.
We also record the following result: 
Proof. Since τ ∈ T F we have {τ = t} ∈ F t for every t ≥ 0. Then using F t -conditional locality of ρ x t and the Markov property, we have P x -a.s.:
Remark 2.1. Recalling Sections 2.1 and 2.3, we close this section by noting the complementarity of the analytic and probabilistic approaches to the Markov property for risk mappings. We say that R :
where 0 is the zero function and f ≤ g is the pointwise order on bE X .
Given a regular conditional risk mapping ρ with a Markov update rule, a corresponding transition risk mapping R may be defined by
Then R satisfies the one-step Markov condition (2.3) (with {ρ x t } t≥0 and P x in place of {ρ t } t≥0 and P respectively) thanks to (2.5) and (2.8).
Examples
In this section we provide general classes of regular conditional risk mapping in Sections 3. 
Risk forms and the tower property
Inspired by the risk forms recently introduced in [22] , we will say that a mapping R : bF × P(F) → R is a risk form if P → R(Z, P) is measurable for every Z ∈ bF and if it satisfies:
Normalisation: R(0, P) = 0,
It may then be checked from Definition 3 that Z → R(Z, P) is a risk mapping on L ∞ F (P) and (x, Z) → R(Z, P x ) is a regular conditional risk mapping. The entropic, mean-semideviation and worst-case risk mappings may be obtained in this way. (Note that monotonicity is defined almost surely here, rather than pointwise as in [22] . This simplifies the setting slightly, since the support property from [22] is then automatically satisfied.)
Further, risk forms provide convenient sufficient conditions for the tower property, which Therorem 3.1 below records in the present probabilistic setting. Sufficient conditions for the tower property to hold with respect to a σ-algebra G ⊂ F are given in [33] (respectively [25] ) for coherent (respectively convex) conditional risk mappings that are sufficiently regular. However these conditions can be difficult to check, even in the special case G = σ(X 0 ) that is relevant to regular conditional risk mappings.
Let P(F|E X ) be the space of kernels Q :
and define the following further condition:
Theorem 3.1 (Theorem 2, [22] ). Suppose R is conditionally consistent and satisfies the monotonicity, translation invariance and normalisation properties specified above. Then for all Z ∈ bF the following tower property holds:
where the first and third equalities follow from monotonicity. Then recalling (2.1), by conditional consistency we have
as required.
Composite risk mappings
Let K ≥ 0 be an integer and g k : R m k × E X → R for k = 0, . . . , K be measurable functions with m k = 2 − δ KR k,0 where δ KR is the Kronecker delta. Suppose that a regular conditional risk mapping is defined by ρ x (Z) := R x K (Z), where the latter satisfies the recursive formula
These composite risk mappings clearly generalise the linear expectation (when K = 0 and g 0 (z, x) = z), and their statistical estimation properties are studied in [34] . They may be updated by taking Proof. Notice that the Markov property holds at k = 0,
Assuming that it holds at k − 1 for 1 ≤ k ≤ K, backward induction shows that the Markov property also holds at k,
Entropic risk mapping
Taking K = 1, g 1 (z, r, x) = 1 γ(x) ln(r) and g 0 (z, x) = e γ(x)z in (3.1), where γ : E X → (0, ∞) is bounded and measurable, gives the entropic regular conditional risk mapping:
with Markov update rule
We note that the entropic risk is a special case of a certainty equivalent risk mapping (see [13, 10] 
where ψ is the strictly increasing function ψ(y) = e γy and γ > 0 is constant. Since the inverse function ψ −1 is also strictly increasing, optimal stopping problems can be solved in this case by
is the value function for an optimal stopping problem with linear expectations:
Mean-semideviation map
Taking K = 2, g 2 (z, r, x) = z + κ(x) r 1 p , g 1 (z, r, x) = ((Z − r) + ) p and g 0 (z, x) = z in (3.1), where κ : E X → [0, 1] is measurable and p ≥ 1 is an integer, we obtain the mean-semideviation risk mapping:
with Markov update rule given by
Worst-case risk mapping
The worst-case regular conditional risk mapping is
). Let Z ∈ bF be arbitrary and set Z c := Z + c with c = sup ω |Z(ω)|. Then by Propositions 2.1 and 2.12 of [21] we have
which is measurable with respect to x. This risk mapping has an update rule given by
5)
which is the F t -conditional P x -essential supremum of Z as defined in [21] . This is the smallest F t -measurable random variable dominating Z almost surely with respect to P 
For general Z ∈ bF we first set Z c := Z + c with c = sup ω |Z(ω)|, then use translation invariance with respect to constants (see [21, Proposition 2.1]),
completing the proof.
Remark 3.1. For Z ∈ bF, the worst-case risk mapping ρ x (Z) can be interpreted as
where the right-hand side is the P-essential supremum of Z conditioned on X 0 = x. According to [21, Theorem 2.13] , in the case E X ⊆ R there exists a Borel-measurable function g : 
is Markov with respect to (Ω, F, F, P) and F 0 = σ(X 0 ). For general Z ∈ bF we set Z c := Z + c with c = sup ω |Z(ω)|, then use the property of translation invariance with respect to constants.
Risk-averse optimal stopping for Markov chains under ambiguity
We now address problem (2.6), beginning in the fully observable case and introducing parametric model ambiguity in Section 4.1. In the latter case, the problem is solved with an extended Markov process and risk measure for which we introduce a concept of transition consistency in Definition 8. We start from the results obtained in [6] for the non-Markovian setting. There, the intermediate and terminal costs are given by sequences c = {c t } t≥0 and h = {h t } t≥0 respectively in L ∞ F (P) and the optimal stopping problem is
Theorems 3.3 and 3.5 of the latter paper are summarised in the next theorem:
• For each t = 0, . . . , T we haveV T t = V T t a.s. and the stopping time
is optimal for (4.1). Furthermore, the process {V T t } T t=0 has the following c-extended {ρ G s,t }submartingale properties: a.s.,
be the G-predictable increasing process defined by
then define ∆A t+1 = A t+1 − A t for t = 0, . . . , T − 1 and ∆A T +1 := 0.
(a) The stopping timeτ
is optimal for (4.1).
(b) If ρ G is strongly monotone then the following are equivalent for a given stopping time
and the c-extended martingale property holds from time t to τ * :
For the fully observable Markov case we take G = F, let ρ x t be induced by a Markov update rule and take c t = c(X t ) and h t = h(X t ) for each t ∈ T, where c, h : E X → R are bounded measurable functions. In the following,
• t, k will be such that 0 ≤ t ≤ T and 0 ≤ k ≤ T − t,
• x ∈ E X and T ≥ 1 will be given and fixed.
To anticipate the framework of Section 4.1, rather than seeking a direct proof we proceed in two stages: Theorem 4.2 addresses the case c ≡ 0, then intermediate costs are introduced in Theorem 4.3 by extending the Markov process and risk measure and assuming transition consistency as specified in Definition 6. 
satisfies the risk-averse Wald-Bellman equations
Furthermore,
is optimal in the problem (4.6).
• The process
• θ t for t = 0, . . . , T .
Proof. Using the Markov update rule enables (4.7) to be proved as in Theorem I.1.7 of [36] : we verify that
where V T −t was defined in (2.6) . Fix x ∈ E X and t ∈ {0, . . . , T } then consider the stochastic process {V T −t s } T −t s=0 given by
According to Theorem 4.1, this process satisfies the backward induction formula
(4.10) 
is also measurable. Furthermore, using Proposition 2.1 with (4.10) and induction shows that for every t = 0, . . . , T we have V T −t s • θ t = V T s+t for s ∈ {0, . . . , T − t}. Using this along with (4.11) and the Markov property shows that P x -a.s.,
and (4.9) holds, giving
We are now ready to verify (4.7). By (4.6) and P x ({X 0 = x}) = 1 we have V 0 (x) = h(x). Using (4.12), (4.10) and the Markov property, for t < T and 0 ≤ s < T − t we have
and by taking s = 0 and using P x ({X 0 = x}) = 1 we arrive at (4.7). The remaining properties in the theorem's statement follow directly from Theorem 4.1 since (4.9) holds and
To introduce intermediate costs we rewrite (2.6) in the following standard way:
(which is possible since c(X t ) ∈ F t for all t ≥ 0). Then defining a running cost process
(2.6) may be viewed as an optimal stopping problem for the bivariate Markov chain (X, A). For this, letΩ be the canonical space of trajectoriesΩ = (E X × R) T and (X, A) be the coordinate mapping (X t (ω), A t (ω)) = (ω 1 (t),ω 2 (t)) =ω(t). SettingF = {F t } t≥0 withF t = σ({(X s , A s ) : s ≤ t}) andF = tF t , there exists a unique probability measureP x,a on (Ω,F) such that (X, A) is a time-homogeneous Markov chain on (Ω,F,F,P x,a ) withP x,a ({X 0 = x, A 0 = a}) = 1 and transition kernel Q X,A satisfying for all bounded measurable functions f : [29] ). Writeθ t , t ≥ 0, to denote shift operators on (Ω,F).
Let {X t } t≥0 and {(X t , A t )} t≥0 be the Markov processes defined on their canonical spaces
denotes the Borel σ-algebra on R), and let (x, Z) → ρ x (Z) and ((x, a),Z) →ρ (x,a) (Z) denote regular conditional risk mappings. Given the canonical setup and since every random variable Z on (Ω, F) is of the form Z = f (X 0 , X 1 , . . .) for some measurable function f : E T X → R, the mapω 1 → Z(ω 1 ) also defines a random variable on the measurable space Ω ,F . The operator f → ρ (·) f (X 1 ) maps bE X into itself, and likewise f →ρ (·,a) f (X 1 ) for each fixed a ∈ R.
The form of the Wald-Bellman equations (4.7) suggests that to obtain the same value function as (4.13) using this enlarged space, the mappings ρ andρ should be related in the following way: 
Recalling (2.4) , under the assumption of transition consistency we have, for all f ∈ b E X ⊗B(R) and (x, a) ∈ E X × R, ρ (x,a) (f (X 1 , A 1 )) =ρ (x,a) f (X 1 , a + c(x)) = ρ x (f (X 1 , a + c(x))).
This property is satisfied by the regular conditional risk mappings defined by the linear expectation, worst-case risk, entropic risk and mean-semideviation risk, provided the parameters of the latter two are independent of a. The next lemma shows that composite risk mappings with an analogous structural restriction are also transition consistent. and ((x, a) ,Z) →ρ (x,a) (Z) are composite risk mappings (cf. Section 3.2) defined using the same integer K and functions g k : R m k × E X → R then they are transition consistent.
Proof. According to the hypothesis we have ρ
We show by induction on k = 0, . . . , K that for all (x, a) ∈ E X × R we have R x k f (X 1 ) = R x,a k f (X 1 ) for all f ∈ bE X . At k = 0, using (4.15) we havẽ
Supposing that the induction hypothesis is true at k − 1 we use (4.15) again to verifỹ
which concludes the proof. 
Proof. The proof is analogous to that in [36, p. 22-23] in the case of linear expectations, and in [12] for certainty-equivalent risk-sensitive Markov decision processes. LetṼ T −t (x, a) be defined byṼ
recalling that Theorem 4.2 yields
Using this formula we can verify thatṼ T −t (x, a) =Ṽ T −t (x, 0) + a for all (x, a) ∈ E X × R. Then by transition consistency of the regular conditional risk mappings we havẽ
and therefore
On the filtered probability space (Ω, F, F, P x ) define the sequence V T −t
s=0 is bounded and F-adapted, and the Markov property gives that P x -a.s.,
Since this is the recursion (4.2), taking s = 0 and using P x ({X 0 = x}) = 1 it follows that
and, as in the proof of Theorem 4. Proof. This follows directly from the Wald-Bellman equations (4.17) with m = T − t.
Risk-averse optimal stopping under parametric model ambiguity
Consider now an observable time-homogenous Markov process Y = {Y t } t≥0 in a state space E Y whose transition kernel depends on an unobservable parameter Ξ ∈ E Ξ . Since observation of the process Y will gradually reveal information about Ξ and hence about the dynamics of Y , optimal stopping problems for Y are non-Markovian in the natural filtration F Y = {F Y t } t≥0 of Y . In the numerical solution of the optimal stopping problem, this may lead to computation time and storage requirements which increase exponentially as the number T − t of time steps increases.
In this section we apply the above Markovian results to obtain Wald-Bellman equations for the observable state Y t enlarged by the running posterior distribution ν t of Ξ. While both the representation of the corresponding space of probability measures and the calculation of ν t introduce additional complexity, this has the potential advantage that the computation time and storage requirements for the value function then scale linearly with the number of time steps.
Let E Y and E Ξ be Polish spaces, noting that the space P(E Ξ ) of probability measures on (E Ξ , E Ξ ) is also Polish (see Section 17.E of [35] or Chapter 3 of [31] , for example). Using the notation of Section 2, let {X t } t≥0 with X t := (Y t , Ξ) and {X t } t≥0 withX t := (Y t , ν t ) be Markov processes defined on the respective stochastic bases (Ω, F, F, P) and (Ω,F,F,P) representing the respective canonical path spaces
The Markov process (Y, Ξ) has a transition kernel Q (Y,Ξ) satisfying
where (y, ξ) → P (y,ξ) defines a disintegration of P with respect to the initial state of (Y, Ξ) (cf. Section 2.1). Similarly, the Markov process (Y, ν) has a transition kernel Q (Y,ν) satisfying (cf. [37, 15] 
is known as the Bayes operator. For 0 ≤ s ≤ t, let y s:t = (y s , . . . , y t ) denote a tuple of length t − s + 1, with y s:s = y s and the component-wise equality y s:t = y s:t ⇐⇒ y r = y r , r = s, . . . , t. By iterating the disintegration y → P y , we may construct the disintegration y 0:t → P y 0:t : (E Y ) t+1 → P(F) of P with respect to initial histories Y 0 , . . . , Y t of arbitrary length. Viewing ν t as a random variable on (Ω, F, P), we may then define a regular conditional version via the kernelν t : y 0:t →ν t (·|y 0:t ) given bȳ
(4.20)
We have the recursion (see [38, 37, 15] , for example): for t ≥ 0,
with the initial conditionν 0 (B Ξ |y 0 ) = P y 0 ({Ξ ∈ B Ξ }). In this non-Markovian setting we will use history-dependent regular conditional risk mappings (y 0:t , Z) → ρ y 0:t (Z) for random variables on (Ω, F). (For related work see [4, 15, 27] 
where h : E Y → R is bounded and measurable. Additionally, we consider the following Markovian problem obtained by Bayesian filtering on the partially observable Markov chain {(Y t , Ξ)} t≥0 :
where ((y, ν),Z) →ρ (y,ν) (Z) is a regular conditional risk mapping for random variables on (Ω,F). By imposing suitable conditions on the regular conditional risk mappings (y 0:t , Z) → ρ y 0:t (Z) and ((y, ν),Z) →ρ (y,ν) (Z), we show in Theorem 4.4 below that V T −t (y 0:t ) =Ṽ T −t y t ,ν t (·|y 0:t ) .
Solving the history-dependent risk-averse optimal stopping problem
In order to apply the earlier results to the history-dependent problem (4.22), we impose the following condition on the regular conditional risk mappings (y 0:t , Z) → ρ y 0:t (Z) for t ≥ 0.
Definition 7. An update rule for (y 0:t , Z) → ρ y 0:t (Z), t ≥ 0 , is said to be history consistent if the associated dynamic conditional risk mapping {ρ y 0:t s } s≥0 satisfies for every s ≥ t and Z ∈ bF, ρ y 0:t s (Z) = ρ Y 0:s (Z) P y 0:t -a.s., (4.24) where ρ Y 0:s (Z) is interpreted as the random variable ω → ρ Y 0:s (ω) (Z).
Examples. (i) Consider the probability space (Ω, F, F Y , P y 0:t ) and the random variable Z s = E Y 0:s [Z], s ≥ t, on this space. It is clear that Z s is F Y s -measurable. Furthermore, for every A ∈ F Y s with s > t we can disintegrate P y 0:t to get
where the final equality uses the fact that 1 A is determined entirely by Y 0 , . . . , Y s , and therefore constant under the probability measure P y 0:s . Since the equality trivially also holds for s = t, we see that
Note that this is not necessarily true for 0 ≤ s < t, since for every A ∈ F Y s we have together with the update rule: for s ≥ t,
Here we suppose that for every z and r, the functions g 0 (z, ·) and g k (z, r, ·), k = 1, . . . , K, are variadic on E Y in the sense that they are defined for histories y 0:t of arbitrary length,
For example, we may have g k (z, r, y 0:
and induction gives that for 1 ≤ k ≤ K,
Definition 8. We say that the regular conditional risk mappings ρ andρ are transition consistent if for each t ∈ T and y 0:t ∈ (E Y ) t+1 we have
Examples. (i) By disintegrating the probability measure P y 0:t with respect to Ξ, then using the definition ofν t · |y 0:t , the Markov property and the transition kernels for (Y, Ξ) and (Y, ν), we have
where the final equality follows from (4.19) .
(ii) Define a composite risk mapping on (Ω,F) which is transition consistent with the history dependent composite risk mapping (4.26) by setting
under the conditionsg 0 z, y t ,ν t (·|y 0:t ) = g 0 z, y 0:t , ∀z ∈ R, g k z, r, y t ,ν t (·|y 0:t ) = g k z, r, y 0:t , ∀r, z ∈ R.
Then taking k = 0 we have R y 0:t 0 (f (Y t+1 )) = E y 0:t g 0 (f (Y t+1 ), y 0:t ) =Ẽ (yt,νt(·|y 0:t )) g 0 (f (Y 1 ), y 0:t ) =Ẽ (yt,νt(·|y 0:t )) g 0 f (Y 1 ), y t ,ν t (·|y 0:t ) =Ẽ (yt,νt(·|y 0:t )) g 0 f (Y 1 ), Y 0 , ν 0 =R (yt,νt(·|y 0:t )) 0 (f (Y 1 )) , and induction gives that for 1 ≤ k ≤ K, R y 0:t k (f (Y t+1 )) = E y 0:t g k (f (Y t+1 ), R y 0:t k−1 (f (Y t+1 )) , y 0:t ) =Ẽ (yt,νt(·|y 0:t )) g k (f (Y 1 ), R y 0:t k−1 (f (Y t+1 )) , y 0:t ) =Ẽ (yt,νt(·|y 0:t )) g k (f (Y 1 ),R (yt,νt(·|y 0:t )) k−1 (f (Y 1 )) , y t ,ν t (·|y 0:t )) =Ẽ (yt,νt(·|y 0:t )) g k f (Y 1 ),R (Y 0 ,ν 0 ) k−1 (f (Y 1 )) , Y 0 , ν 0 =R (yt,νt(·|y 0:t )) k (f (Y 1 )) . V T −t y t ,ν t (·|y 0:t ) = h(y t ) ∧ρ (yt,νt(·|y 0:t )) Ṽ T −(t+1) (Y 1 , ν 1 ) , 0 ≤ t ≤ T − 1.
(4.28)
We have V 0 (y 0:T ) =Ṽ 0 y T ,ν T (·|y 0:T ) = h(y T ) for all y 0:T ∈ (E Y ) T +1 . Suppose that also V T −(t+1) (y 0:t+1 ) =Ṽ T −(t+1) y t+1 ,ν t+1 (·|y 0:t+1 ) for all y 0:t+1 ∈ (E Y ) t+2 . By (4.28), (4.20) and transition consistency of the regular conditional risk mappings we havẽ ρ (yt,νt(·|y 0:t )) Ṽ T −(t+1) (Y 1 , ν 1 ) =ρ (yt,νt(·|y 0:t )) Ṽ T −(t+1) (Y 1 , Φ(· |ν t (·|y 0:t ), y t , Y 1 )) = ρ y 0:t Ṽ T −(t+1) (Y t+1 , Φ(· |ν t (·|Y 0:t ), Y t , Y t+1 )) = ρ y 0:t Ṽ T −(t+1) Y t+1 ,ν t+1 (·|Y 0:t+1 ) . On the filtered probability space (Ω, F, F Y , P y 0:t ) define the sequence V T s :=Ṽ T −s Y s ,ν s (·|Y 0:s ) for t ≤ s ≤ T . By (4.28), (4.29) and the history consistency of (y 0:t , Z) → ρ y 0:t (Z), t ≥ 0, we have P y 0:t -a.s., 
