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ABSTRACT
Neural network approaches have recently shown to be effective in
several information retrieval (IR) tasks. However, neural approaches
often require large volumes of training data to perform effectively,
which is not always available. To mitigate the shortage of labeled
data, training neural IR models with weak supervision has been
recently proposed and received considerable attention in the liter-
ature. In weak supervision, an existing model automatically gener-
ates labels for a large set of unlabeled data, and a machine learn-
ing model is further trained on the generated “weak” data. Surpris-
ingly, it has been shown in prior art that the trained neural model
can outperform the weak labeler by a significant margin. Although
these obtained improvements have been intuitively justified in pre-
vious work, the literature still lacks theoretical justification for the
observed empirical findings. In this position paper, we propose to
theoretically studyweak supervision, in particular for IR tasks, e.g.,
learning to rank. We briefly review a set of our recent theoretical
findings that shed light on learning from weakly supervised data,
and provide guidelines on how train learning to rank models with
weak supervision.
1 INTRODUCTION
Neural network models have recently shown promising results in
a number of information retrieval (IR) tasks, including ad-hoc re-
trieval [7], answer sentence retrieval [15], and context-aware rank-
ing [16]. Neural approaches often require a large volume of train-
ing data to perform effectively. Although large-scale relevance sig-
nals, e.g., clickthrough data, are available for a few IR tasks, e.g.,
web search, this data is not available for many real-world problems
and domains. Moreover, academia and smaller companies also suf-
fer from lack of access to large-scale labeled data or implicit user
feedback. This is critical for fields, such as information retrieval,
that have been developed based on extensive and accurate evalua-
tions. The aforementioned limitations call for developing effective
learning approaches to mitigate the shortage of training data. In
this line of research, weak supervision has been proposed to train
neural models for information retrieval tasks, such as learning to
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rank documents in the context of ad-hoc retrieval [5] and learning
relevance-based word embedding [17]. The substantial improve-
ments achieved by weakly supervised IR models have recently at-
tracted the attention of the IR community [1, 4, 9, 10, 12, 14, 19].
Although the obtained improvements have been intuitively well
justified in previous work [5, 17], to the best of our knowledge, no
theoretical justification has been proposed to support the empiri-
cal findings from weak supervision in information retrieval.
To close the gap between theory and practice, thorough theoret-
ical analysis is required. We believe that theoretical understanding
of learning from weakly supervised data could potentially provide
guidelines on how to design and train effective models using weak
supervision. In this position paper, we review our recent theoret-
ical findings that shed light on learning from weakly supervised
data for information retrieval. Refer to [18] for more details.
2 WEAK SUPERVISION FOR IR
In this section, we formalize learning fromweakly supervised data
and further briefly describe the different ways that we can benefit
from this learning strategy in the context of information retrieval.1
In typical supervised learning problems, we are given a training
set T = {(x1, y1), (x2, y2), · · · , (xm , ym)} withm elements, where
xi is feature vector(s) for the i
th training instance and yi denotes
the corresponding true label(s). In classification and regression, xi
is a vector containing the features for the corresponding item; in
contrast, in learning to rank, xi is a list of n feature vectors repre-
senting n items in a rank list. In weak supervision, however, the
true labels (i.e., yi s) are unknown, which is similar to typical un-
supervised learning problems. Weak supervision assumes that a
pseudo labeler (or “weak” labeler) is available that can generate la-
bels for all the feature vectors in T . This results in a weak supervi-
sion training set T̂ = {(x1, ŷ1), (x2, ŷ2), · · · , (xm , ŷm )}, where the
labels (i.e., ŷi s) are generated using a weak labeler M . Learning a
model M from T̂ is called weak supervision. If M is an unsuper-
vised model, thenM is also unsupervised.
Weak supervision can be used with one of the following goals:
• Improving effectiveness: Dehghani et al. [5] showed that a
simple pairwise neural ranking model trained on the labels gen-
erated by BM25 as the weak labeler can outperform the weak
labeler with a significant margin. More recently, Zamani et al.
[19] studied the problem of learning from multiple weak super-
vision labels to achieve state-of-the-art results on the query per-
formance prediction task. These studies suggest that weak su-
pervision can be used to improve the effectiveness.
1Note that weak supervision is an established sub-field of machine learning. In this
paper, we focus on weak supervision for information retrieval.
• Bypassing the need to external resources: Zamani and Croft
[17] proposed to learn relevance-based word embedding based
on the relevance distributions generated by the Lavrenko and Croft’s
relevance models [8]. They shows that not only the learnedword
embedding vectors are better representations compared to the
general-purpose word embeddings, e.g., word2vec [11], but also
can perform on par with the relevance models for the query ex-
pansion task without the need to the top retrieved documents
(i.e., pseudo-relevant documents) at the testing time. This shows
that the huge number of parameters in neural networks are capa-
ble of memorizing useful information that can be captured from
external resources and weak supervision can be employed as an
approach for getting rid of these resources at the testing time.
• Improving efficiency: Recently, Cohen et al. [2] showed that
expensive regression forest learning to rank models, e.g., Lam-
daMART, can be replaced by simple feed-forward networks. The
network is trained with a weak supervision setting, where the
learning to rank model plays the role of weak labeler. The au-
thors demonstrated that up to 10x (on CPU) and 100-1000x (on
GPU) speeds up can be obtained compared to state-of-the-art im-
plementation of regression forest learning to rank models, with
no measurable loss in effectiveness. This recent work suggests
that weak supervision can be used to obtain more efficient mod-
els.
• Learning from private data: Dehghani et al. [3] proposed to
share a model trained on sensitive private data, instead of shar-
ing the data itself. Although this should be done in caution due
to various membership attacks, see [13], the shared model can
be used as the weak labeler.
3 OUR THEORETICAL FINDINGS
We believe that the following theoretical questions are research-
worthy and answering them sheds light on learning from weak
supervision.
• Why and how a weakly supervised model can outperform the
weak labeler?
• What properties should the weakly supervised models have to
perform effectively?
Our recent work [18] studies weak supervision for information
retrieval with a focus on learning to rank and models weak super-
vision as a noisy channel that introduces some noise to the true
labels. Motivated by the symmetry condition defined for classifica-
tion [6], we define symmetric ranking loss function as follows.
Definition 1. [Symmetric Ranking Loss Function] A ranking loss
functionL(·, ·) is symmetric, if it satisfies the following constraint:∑
y∈Y
L(M(x), y) = c ∀x,∀M
where c is a constant number and Y is a finite and discrete output
space. In case of binary relevance judgments, the output space Y
is {0, 1}n for a rank list of n items.
Based on the riskminimization framework, we proved that sym-
metric ranking loss functions are noise tolerant under the uniform
weak supervision noisy channel assumption. On the other hand,
with a non-uniformity assumption, we find an upper bound for
the risk function of the model trained on the weak supervision
data. Our theorems provide insights into how and why training
models on weakly supervised data can perform well and even out-
perform the weak labeler. They also introduce some guidelines on
what loss functions to use while training on weakly supervised
data. We also studied how learning from multiple weak supervi-
sion signals can improve the performance and found an informa-
tion theoretic lower bound for the number of independent weak
labelers required to guarantee an arbitrary maximum error proba-
bility of ϵ . More information can be found in [18].
4 CONCLUSIONS AND FUTUREWORK
In this position paper, we provided a brief overview of weak super-
vision for information retrieval and how one can benefit from this
learning strategy. We reviewed a set of our recent theoretical find-
ings towards the theoretical understanding of weakly supervised
IR models. In this paper, we only focus on studying the effective-
ness of weakly supervisedmodels. Since weak supervision requires
large volumes of training data, we intend to theoretically study the
efficiency of weakly supervised models in terms of training time.
Reducing their training time is an interesting direction.
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