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Abstract
We show that an incoming null-geodesic belonging to a plane pass-
ing through the origin and starting outside the outer horizon crosses
the outer and the inner horizons. Then it turns at some point inside
the inner horizon and approaches the inner horizon when the time
tends to the infinity. We also construct a geometric optics solution of
the Reissner-Nordstrom equation that has support in a neighborhood
of the null-geodesic.
Keywords. Reissner-Nordstrom black hole, null-bicharacteristics,
geometric optics solutions.
1 Introduction
The Reissner-Norstrom metric (cf. [7], [9], [12]) is a spherically symmetric
metric having the following form in Cartesian coordinates (cf. [11]):
(1.1)
ds2 =
(
1−2m
r
+
e2
r2
)
dx20−dx21−dx22−dx23−2
(2m
r
− e
2
r2
)
dx0dr−
(2m
r
− e
2
r2
)
dr2,
where r =
√
x21 + x
2
2 + x
2
3.
Let
(1.2) gu = 0
1
be the wave operator corresponding to (1.1).
The symbol (Hamiltonian) of g has the form
(1.3) H = ξ20 −
3∑
j=1
ξ2j +
(2m
r
− e
2
r2
)(
− ξ0 +
3∑
j=1
xjξj
)2
,
where x0 is the time coordinate, x = (x1, x2, x3) are the space coordinates,
(ξ0, ξ1, ξ2, ξ3) are dual to (x0, x1, x2, x3), r =
√∑3
j=1 x
2
j .
Denote
(1.4) f = 1− 2m
r
+
e2
r2
.
Note that f = 0 has two real roots
(1.5) r+ = m+
√
m2 − e2, r− = m−
√
m2 − e2, f = (r − r+)(r − r−)
r2
,
assuming that e2 < m2.
It follows from (1.1) that r = r+ and r = r− are the outer and inner
horizons for the Reissner-Nordstrom (RN) metric.
Sometimes in the case e2 < m2 the RN metric is called sub-extremal RN
metric.
If e2 = m2 then r+ = r− = m and f =
(r−m)2
r2
. In this case RN metric is
called extremal. It has only one event horizon r = m. In the case e2 > m2
we have f > 0 for all 0 < r < +∞ and the RN metric has no event horizon
and is called the naked singularity RN metric.
The Reissman-Nordstrom (RN) metric is a solution of the Einstein equa-
tions of general relativity in vacuum. It was investigated in many papers with
the emphasis on the study of the stability of the metric among the solutions
of the Einstein equations (cf. [1], [5], [8], [10]).
We will not use that (1.1) is a solution of the Einstein equations.
The null-geodesics of (1.1) are the projections on the x-space of the null-
bicharacteristics (see §2 for the details).
We shall give an explicit description of the behavior of null-geodesics of
the wave equation gu = 0 and we shall construct a geometric optics solution
of (1.2) with the support modulo lower order terms in a neighborhood of a
null-geodesic. We are not using the expansion of the solution in spherical
harmonics. Instead we are constructing the solution in three-dimensional case
2
using explicit formulas for the solutions in two-dimensional slices (cf. [3]).
This way we obtain a more explicit formula than when using the spherical
coordinates. In particular, we show that our solution has a finite limit when
x0 → +∞ along any null-geodesic approaching the inner horizon.
The plan of the paper is the following:
In §2 we study the behavior of null-geodesics located on a plane passing
through the origin. We show that any incoming geodesic starting outside
the black hole crosses the outer event horizon r = r+ when the time x0
is increases. Then it crosses also the inner horizon r = r− and reaches a
turning point r = r0 < r− where r0 depends on the initial data of the null-
bicharacteristic. After this it approaches the inner horizon from the inside
when x0 → +∞.
In §3 we construct geometric optics solutions uN of (1.2) depending on a
large parameter k. This geometric optics solution has a support in a neigh-
borhood of some null-geodesics γ0. Thus the time evolution of geometric
optics solution follows modulo lower order terms the time evolution of the
null-geodesic γ0.
In §4 we study the cases of extremal and naked singularity RN metrics.
In §5 we summarize the results of the paper.
2 The behavior of null-bicharacteristics in the
case of Reissner-Nordstrom metric
The equations of null-bicharacteristics in Cartesian coordinates has the form
dxk
ds
=
∂H
∂ξk
, xk(0) = yk, 0 ≤ k ≤ 3,(2.1)
dξk
ds
= −∂H
∂xk
, ξk(0) = ηk, 0 ≤ k ≤ 3,
where (ξ0, ξ1, ξ2, ξ3) are dual coordinates to (x0, x1, x2, x3), H is the same as
in (1.3). We study the restriction of the metric (1.1) to the plane x3 = 0.
3
Consider the null-bicharacteristic such that x3(0) = 0, ξ3(0) = 0. We have
dx3
ds
=
∂H
∂ξ3
= −2ξ3 +
(2m
r
− e
2
r2
)
2
(
− ξ0 +
3∑
k=1
xkξk
)
x3(2.2)
dξ3
ds
= −∂H
∂x3
= −
(2m
r
− e
2
r2
)
2
(
− ξ0 +
3∑
k=1
xkξk
)
ξ3
+
(2m
r2
x3
r
+
2e2
r3
x3
r
)(
− ξ0 +
3∑
k=1
xkξk
)2
.
Since the initial data x3(0) = 0, ξ3(0) = 0 are zero, by the uniqueness the-
orem for the system (2.2), we have that x3(s) ≡ 0, ξ3(s) ≡ 0, i.e. the null-
bicharacteristic stays in the plane x3 = 0 and ξ3 = 0. Therefore we can
restrict the null-bicharacteristic to the plane x3 = 0 with ξ3 = 0 and the
restricted Hamiltonian has the form
H0(x1, x2, ξ0, ξ1, ξ2) = ξ
2
0 −
2∑
k=1
ξ2k +
(2m
ρ
− e
2
ρ2
)(
− ξ0 +
2∑
k=1
xkξk
)2
,
where ρ =
√
x21 + x
2
2. In polar coordinates (ρ, ϕ) the Hamiltonian has the
form
H0(ρ, ϕ, ξ0, ξρ, ξϕ) = ξ
2
0 − ξ2ρ −
1
ρ2
ξ2ϕ +
(2m
ρ
− e
2
ρ2
)
(−ξ0 + ξρ)2(2.3)
= (2− f)ξ20 + 2(f − 1)ξ0ξρ − fξ2ρ −
1
ρ2
ξ2ϕ,
where f is the same as in (1.4). The system of null-bicharacteristics has the
form
dρ
ds
=
∂H0
∂ξρ
= 2(f − 1)ξ0 − 2fξρ, ρ(0) = ρ0,(2.4)
dϕ
ds
=
∂H0
∂ξϕ
= −2ξϕ
ρ2
, ϕ(0) = ϕ0,
dξ0
ds
= −∂H0
∂x0
, ξ0(0) = ξ
(0)
0 ,
dξρ
ds
= −∂H0
∂ρ
, ξρ(0) = ξ
(0)
ρ ,
dξϕ
ds
= −∂H0
∂ϕ
, ξϕ(0) = ξ
(0)
ϕ ,
dx0
ds
=
∂H0
∂ξ0
= 2(2− f)ξ0 + 2(f − 1)ξρ, x0(0) = x(0).
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Since H0 is independent of x0 and ϕ we have that ξ0(s) = ξ
(0)
0 , ξϕ(s) =
ξ
(0)
ϕ for all s. For the simplicity of notations we shall write ξ0, ξϕ instead
of ξ
(0)
0 , ξ
(0)
ϕ . Denote by γ0 the null-bicharacteristic with the initial data
ρ0, ϕ0, ξ
(0)
ρ , ξ
(0)
ϕ , ξ
(0)
0 . Note that the null-bicharacteristic mean that
(2.5) H0(ρ(s), ϕ(s), ξ0(s), ξρ(s), ξϕ(s)) = 0 for all s ≥ 0.
Therefore we can find ξρ from (2.5) (cf. [3]). We get
(2.6)
ξ±ρ = ξ
±
ρ (ρ, ξ0, ξϕ) =
−(f − 1)ξ0 ±
√
(f − 1)2ξ20 + f
[
(2− f)ξ20 − 1ρ2 ξ2ϕ
]
−f
=
−(f − 1)ξ0 ±
√
ξ20 − f ξ
2
ϕ
ρ2
−f
In particular, when s = 0 we have
(2.7) ξ±ρ (0) = ξ
±
ρ (ρ0, ξ0, ξϕ).
Taking x0 as a parameter instead of s and substituting (2.6) into (2.4)
we obtain (cf. [3])
(2.8)
dρ±
dx0
=
(f − 1)ξ0 − fξ±ρ
(2− f)ξ0 + (f − 1)ξ±ρ
=
(f − 1)ξ0 − (f − 1)ξ0 ±
√
∆
(2− f)ξ0 + (f − 1)−(f−1)ξ0±
√
∆
−f
=
±√∆(−f)
−ξ0 ± (f − 1)
√
∆
=
±√∆f
ξ0 ∓ (f − 1)
√
∆
,
where
(2.9) ∆ = ξ20 − f(ρ)
ξ2ϕ
ρ2
.
Analogously
(2.10)
dϕ±
dx0
=
− ξϕ
ρ2
(2− f)ξ0 + (f − 1)ξ±ρ
=
ξϕ
ρ2
f
−ξ0 ± (f − 1)
√
∆
=
− ξϕ
ρ2
f
ξ0 ∓ (f − 1)
√
∆
5
We assume that ξ0 > 0 and ∆ > 0, and we denote by ρ
±(x0), ϕ±(x0) solutions
of (2.8), (2.10) corresponding to the sign ± in (2.8) or (2.10).
Note that f(ρ) = (ρ−r+)(ρ−r−)
ρ2
. Thus f(ρ) < 0 between ρ = r− and ρ = r+
and ∆ > 0 there. By the continuity ∆ > 0 is a small neighborhood of [r−, r+].
When ρ → 0 f(ρ)
ρ2
→ +∞. Let r0 be such that ∆ = ξ20 − f(r0)r20 ξ
2
ϕ = 0. Thus
∆ > 0 for ρ > r0 and ∆ < 0 for ρ < r0.
Consider the “minus” null-bicharacteristic
(2.11)
dρ−
dx0
=
−√∆f
ξ0 + (f − 1)
√
∆
with the initial conditions (ρ0, ϕ0, ξ0, ξϕ), where (ρ0, ϕ0) is the point outside
the outer horizon ρ = r+, i.e. ρ0 > r+. Note that
ξ0 −
√
∆ =
ξ20 −
(
ξ20 − f ξ
2
ϕ
ρ2
)
ξ0 +
√
∆
=
f
ξ2ϕ
ρ2
ξ0 +
√
∆
.
Therefore, cancelling f we obtain
dρ−
dx0
=
−f√∆
f
√
∆+
fξ2ϕ
ρ2(ξ0+
√
∆)
=
−√∆√
∆+
ξ2ϕ
ρ2(ξ0+
√
∆)
, ξ0 > 0.
Therefore dρ
−
dx0
< 0, i.e. ρ−(x0) decreases when x0 increases. Since
dρ−
dx0
< 0 the
null-bicharacterictic ρ−(x0) crosses the outer horizon and the inner horizon
when x0 increases.
Note that
dϕ−
dx0
= −
ξϕ
ρ2
f
ξ0 −
√
∆+ f
√
∆
= −
ξϕ
ρ2
f
f
√
∆+
f
ξ2ϕ
r2
ξ0+
√
∆
= −
ξϕ
ρ2
√
∆+
ξ2ϕ
ρ2
ξ0+
√
∆
.
Thus dϕ
−
dx0
> 0 if ξϕ < 0 and
dϕ−
dx0
< 0 if ξϕ > 0. Also we have
(2.12)
dϕ−
dρ−
=
ξϕ
ρ2√
∆
.
Thus dϕ
−
dρ−
< 0 if ξϕ < 0 and
dϕ−
dρ
> 0 if ξϕ > 0.
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Let r0 = r0
( ξ2ϕ
ξ20
)
be the root of
(2.13) ∆(r0) = ξ
2
0 − f(r0)
ξ2ϕ
r20
= 0.
Thus ∆(ρ) = (ρ− r0)∆1(ρ−), where ∆1(ρ) > 0. We have near ρ = r0, ρ > r0:
dρ−(x0)
dx0
= −
√
ρ− − r0∆2(ρ),
where ∆2(ρ) > 0. Therefore
(ρ−(x0)− r0) 12 = C(ρ)(t0 − x0) for x0 < t0.
Thus ρ−(x0) reaches r0 when x0 → t0, x0 < t0, i.e. ρ−(t0) = r0. Analogously,
(2.14)
dϕ−
dρ−
=
∆3(ρ
−)ξϕ
(ρ− − r0) 12
,
where ρ > r0,∆3(ρ) > 0. Hence, assuming, for the definitness, that ξϕ > 0,
we get, for ρ− > r0, ϕ− ≤ θ0,
(2.15) (ρ− − r0) 12 = C3(ρ)(θ0 − ϕ−),
where r0 = ρ
−(θ0).
Note that dρ
−(t0)
dx0
= 0. We shall show that (r0, θ0) is a turning point of
the null-geodesic γ0. For x0 ≥ t0 we consider the (+) solution (cf. (2.8))
(2.16)
dρ+(x0)
dx0
=
f
√
∆
ξ0 +
√
∆− f√∆ .
Note that dρ
+(t0)
dx0
= 0 and dρ
+(x0)
dx0
> 0 for t0 < x0.
Also we have for x0 > t0
(2.17)
dϕ+
dρ+
= − ξϕ
ρ2
√
∆
.
Hence (ρ+ − r0) 12 = C3(ρ)(ϕ+ − θ0), ϕ+ > θ0 (cf. (2.15)). As above, we
are assuming that ξϕ > 0. Therefore in the two-sided neighborhood of θ0 we
have ρ− r0 = C(ρ)(ϕ− θ0)2.
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Thus, (r0, θ0) is a turning point.
When x0 > t0 is increasing ρ
+(x0) is also increasing since
dρ+
dx0
> 0. Near
the inner horizon we have
(2.18)
dρ+
dx0
=
f
√
∆
ξ0 +
√
∆− f√∆ = (ρ
+ − r−)∆4(ρ+),
where ∆4(ρ
+) < 0. Therefore, dρ
+
dx0
≤ −C(ρ+ − r−) and integrating we get
0 < r− − ρ+(x0) ≤ C3e−C2x0. Thus ρ+(x0) tends to r− when x0 → +∞.
More precisely, since f = (ρ−r−)(ρ−r+)
ρ2
and ∆ = ξ20 − f(ρ)ξ
2
ϕ
ρ2
we can rewrite
(2.18) in the form
(2.19)
dρ+
dx0
=
(ρ+ − r−)(r− − r+)
2r2−
+O
(
(ρ+ − r−)2
)
.
Therefore
(2.20) r− − ρ+ = e
− r+−r−
2r2
−
x0+C(
1 +O(e−C1x0)
)
.
We shall summarize the results of this section in the following theorem
Theorem 2.1. Any “minus” null-geodesic γ0 starting above the outer hori-
zon r = r− decreases, i.e.
dρ−
dx0
< 0, when the time x0 increases. It passes the
outer and the inner horizons ρ = r+ and ρ = r− until it reaches the turning
point (r0, θ0), r0 < r−. Then it increases when the time is increasing and
tends to the inner horizon when x0 → +∞ (see Fig.1).
Remark 2.1 When the initial point (ρ0, ϕ0) is far from the outer event
horizon ρ = r+ the equation (2.3) has two roots ξ0 > 0 and ξ0 < 0. We shall
show that ρ+(x0) and ρ
−(x0) interchange when we change ξ0 > 0 to ξ0 < 0.
We have (cf. (2.11)):
(2.21)
dρ+
dx0
=
√
∆f
ξ0 − (f − 1)
√
∆
=
√
∆f
ξ0 +
√
∆− f√∆ .
When ξ0 < 0 we have ξ0+
√
∆ =
ξ20−∆
ξ0−
√
∆
=
f
ξ2ϕ
ρ2
ξ0−
√
∆
. Therefore cancelling f we
get
(2.22)
dρ+
dx0
=
√
∆
ξ2ϕ
ρ2(ξ0−
√
∆)
−√∆
< 0,
8
i.e. dρ
+
dx0
< 0. Thus ρ = ρ+(x0) is decreasing when x0 is increasing and the
null-bicharachteristic γ0 crosses the event horizons ρ = r+ and ρ = r− and
reachies the turning point ρ = r0. The null-bicharacteristic γ0 after passing
the turning point is described by the equations ρ = ρ−(x0), ϕ = ϕ−(x0) (cf.
(2.16), (2.17)), and
dρ−
dx0
=
−√∆f
ξ0 + (f − 1)
√
∆
=
−√∆ (ρ−r+)(ρ−r−)
2r2
ξ0 −
√
∆+ f
√
∆
> 0
for ρ < r−. As in (2.18) ρ = ρ−(x0) tends to r− when x0 → +∞.
r = r−
r = r+
r = r0
Fig. 1. The “minus” null-geodesics crosses the outer and inner horizons,
makes a turn at some point (r0, θ0), r0 < r−, then it increases and tends to
the inner horizon when x0 → +∞.
3 Geometric optics type solution
The equation gu = 0 has the following form in Cartesian coordinates (cf.
(1.3))
(3.1)
∂2u
∂x20
−
3∑
k=1
∂2u
∂x2k
−
(
− ∂
∂x0
+
3∑
k=1
xk
∂
∂xk
)
(f − 1)
(
− ∂
∂x0
+
3∑
k=1
xk
∂
∂xk
)
u = 0,
where f(r) = 1− 2m
r
+ e
2
r2
.
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Denote by Π0 the plane x3 = 0. The restriction of (3.1) to the plane
x3 = 0 has the form in polar coordinates (ρ, ϕ) (cf. §2)
(3.2)
∂2v
∂x20
− ∂
2v
∂ρ2
− 1
ρ2
∂2v
∂ϕ2
−
(
− ∂
∂x0
+
∂
∂ρ
)(
f(ρ)− 1)(− ∂
∂x0
+
∂
∂ρ
)
v = 0,
As in §2 we choose arbitrary point (ρ0, ϕ0) in the plane x3 = 0 where ρ0 > r+.
Denote by γ0 = γ0(ρ0, ϕ0, ξ0, ξϕ) the null-characteristic in the plane x3 = 0
starting at (ρ0, ϕ0, ξ0, ξ
(0)
ρ , ξϕ) where (cf. (2.7))
(3.3) ξ(0)ρ = ξ
−
ρ (ρ0, ξ0, ξϕ).
Let V0 be a neighborhood of (ρ0, ϕ0) in the plane x3 = 0 such that |ρ′ −
ρ0| < ε, |ϕ′−ϕ0| < ε when (ρ′, ϕ′) ∈ V0. Denote by γ′(ρ′, ϕ′, ξ−ρ (ρ′, ξ0, ξϕ), ξ0, ξϕ)
the null-geodesic starting at (ρ′, ϕ′, ξ−ρ (ρ
′, ξ0, ξϕ), ξ0, ξϕ). Let
(3.4) S−0 (ρ
′, ϕ′, ξ0, ξϕ) =
ρ′∫
ρ10
ξ−ρ (ρ1, ξ0, ξϕ)dρ1 + ϕ
′ξϕ,
ρ10 > ρ
′.
Denote by ρ = ρ(x0, ρ
′, ϕ′), ϕ = ϕ(x0, ρ′, ϕ′) the solution of the bicharac-
teristic system (2.8), (2.10) with the initial conditions ρ′, ϕ′, ξ−ρ (ρ
′, ξ0, ξϕ), ξ0, ξϕ.
We have that the Jacobian
(3.5) J(x0) =
∣∣∣∣∣
∂ρ
∂ρ′
∂ϕ
∂ρ′
∂ρ
∂ϕ′
∂ϕ
∂ϕ′
∣∣∣∣∣
is not zero on [0, t0 − ε]. Therefore the inverse map ρ′ = ρ′(x0, ρ, ϕ), ϕ′ =
ϕ′(x0, ρ, ϕ) exists. It follows from [2], §64, that
(3.6) S−(x0, ρ, ϕ) = S
−
0 (ρ
′(x0, ρ, ϕ), ϕ
′(x0, ρ, ϕ), ξ0, ξϕ)
satisfies the eikonal equation for (3.2)
(3.7) (2− f)(S−x0)2 + 2(f − 1)S−ρ S−x0 − f(S−ρ )2 −
1
ρ2
(S−ϕ )
2 = 0
on [0, t0−ε]. Denote by Πα the plane passing thrbough the axis 0x2 and hav-
ing angle α with the plane Π0, α ∈ (−δ, δ). The orthogonal transformation
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Oα
x1(α) = x1 cosα− x3 sinα,(3.8)
x2(α) = x2,
x3(α) = x1 sinα+ x3 cosα
maps Π0 onto Πα. Since the Reissner-Nordstrom metric is spherically sym-
metric, the restriction of (3.1) to Πα has the form (3.2) in polar coor-
dinates in the plane Πα as in the case α = 0. If (ρ
′(α), ϕ′(α)) is the
image of (ρ′, ϕ′) ∈ V0 then the null-bicharacteristic γ′α with initial data
ρ′(α), ϕ′(α), ξ−ρ (ρ
′(α), ξ0, ξϕ), ξ0, ξϕ is the image of γ′(ρ′, ϕ′, ξ−ρ (ρ
′, ξ0, ξϕ), ξ0, ξϕ)
under the transformation (3.8).
The Cartesian coordinates of the initial point (ρ′, ϕ′) in the plane x3 = 0
have the form y
(0)
1 = ρ
′ cosϕ′, y(0)2 = ρ
′ sinϕ′, y(0)3 = 0.
For any α the image of (y
(0)
1 , y
(0)
2 , y
(0)
3 ) under the map (3.8) has the form
y1 = ρ
′ cosϕ′ cosα,(3.9)
y2 = ρ
′ sinϕ,
y3 = ρ
′ cosϕ sinα
Note that the Jacobian of the map (3.9) is not zero when (ρ′, ϕ′, α) ⊂ V0 ×
(−δ, δ). Denote by U0 the image of V0 × (−δ, δ) under the map (3.9).
Let S−0 (ρ
′, ϕ′, ξ0, ξϕ, α) be the function (3.4) where (ρ′, ϕ′) are polar co-
ordinates on the plane Πα. Using the change of variable (3.9) denote by
S˜0(y, ξ0, ξϕ) the function S
−
0 (ρ
′, ϕ′, ξo, ξϕ, α) in the Cartesian coordinates.
Let
(3.10) x = x(x0, y)
is the solution of the system of null-bicharacteristics with the initial data
x(0, y) = y. Since the Jacobian
(3.11) J(x0) = det
[∂xj
∂yk
]3
j,k=1
is not zero on [0, t0), y ∈ U0, we have an inverse map
(3.12) y = y(x0, x).
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As in [2], §64, one can show that
(3.13) S−(x0, x, ξ0, ξϕ) = S˜
−
0 (y(x0, x), ξ0, ξϕ)
is the eikonal function for (3.1), i.e.
(3.14)
(∂S−
∂x0
)2
−
3∑
k=1
(∂S−
∂xk
)2
+ (1− f(r))
(
− ∂S
−
∂x0
+
∂S−
∂r
)2
= 0.
Geometric optics solution of (3.1) has the following form form on [0, t0 − ε]
(cf., for example, [2], §64)
(3.15) u−(x0, x, k) = a
−
N(x0, x, k)e
ikS−(x0,x,ξ0,ξϕ),
where the eikonal S−(x0, x, ξ0, ξϕ) satisfies (3.14), k is the large parameter
and
(3.16) a−N(x0, x, k) = a
−
00(x0, x) +
1
k
a−10(x0, x) + ... +
1
kN
a−N0(x0, x).
Note that a−p0(x0, x) satisfy some transport equations (cf. [2], §64). In par-
ticular,
H0ξ0
(
x,
∂S−
∂x
)∂a−00
∂x0
+
3∑
j=1
H0ξj
(
x,
∂S−
∂x
)∂a−00
∂xj
(3.17)
+
(
H0
(
x,
∂
∂x0
,
∂
∂x
)
S− + f ′(r)
(
− ∂S
−
∂x0
+
∂S−
∂r
))
a−00 = 0.
Here H0
(
x, ∂
∂x0
, ∂
∂x
)
is the principal part of (3.1), a−0 satisfies the initial
condition
(3.18) a−00(0, x) = χ(x)
where χ(x) ∈ C∞0 , suppχ ⊂ U0. Note that supp a−p0(x0, x), 0 ≤ p ≤ N, is
contained in a neihgborhood of the null-geodesic γ0.
The geometric optics solution has the form (3.15) until the Jacobian (3.11)
is not zero. The set Σ where (3.11) is zero is called the caustic set.
In our case the caustic set Σ is not empty. Its intersection with Πα,
α ∈ (−δ, δ), consists of the circle (2.13) for each α ∈ (−δ, δ).
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Let x = x(x0, y) be the equation of null-geodesic starting at y ∈ suppχ.
Let aˆ−00(x0, y) = a
−
00(x0, x(x0, y)). If we substitute x = x(x0, y) in the equation
(3.17) we get an ordinary differential equation for aˆ−00(x0, y)
(3.19)
daˆ−00(x0, y)
dt
= M−(x0, y)aˆ
−
00(x0, y)
where
(3.20) M−(x0, y) = H
−1
0ξ0
(x(x0, y), S
−
x0
, S−x )
(
H0(x(x0, y),
∂
∂x0
,
∂
∂x
)
S−
− f ′(r)∂S
−
∂x0
+ f ′(r)
∂S−
∂r
)
.
Let (ρ′, ϕ′, α) be the pre-image of y = (y1, y2, y3) under the map (3.9). Then
the null-bicharacteristic x = x(x0, y) starting at y is the null-bicharachteristic
γ′(ρ′, ϕ′, ξ−ρ (ρ
′, ξ0, ξϕ), ξ0, ξϕ) in the plane Πα. Therefore in (ρ′, ϕ′) coordinates
we have S−x0 = ξ0, S
−
ϕ = ξϕ, where ξ0, ξϕ are constants and S
−
ρ = ξ
−
ρ =
−(f−1)−
√
∆
−f (cf. (2.6)). Hence substituting in (3.20) we get on [0, t0 − ε]
(3.21) M =
(−f)
(
− f ∂
∂ρ
ξ−ρ + f
′(ρ)ξ−ρ − f ′(ρ)ξ0
)
−ξ0 − (f − 1)
√
∆
.
Note that x0 = t0 is a caustic set. The geometric optics solution u
−
N is valid
on the interval [0, t0 − ε].
When x0 ∈ [t0 − ε, t0 + ε], i.e. in the neighborhood of the caustic point,
one needs to modify the ansatz (3.15) following Maslov theory (cf. [6], and
also [2], §66).
We will look for modified geometric optics solution in the form
(3.22) u
(0)
N =
( k
2pi
) 1
2
∞∫
−∞
a
(0)
N (x0, η, ϕ)e
ikρη−ikL(x0,η,ϕ,ξ0,ξϕ)dη,
where L(x0, η, ϕ, ξ0, ξϕ) satisfies an eikonal equation of the form
(3.23) H0
(
− ∂L
∂η
, η,
∂L
∂x0
,
∂L
∂ϕ
)
= 0,
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and
(3.24) a
(0)
N =
N∑
p=0
1
kp
a
(0)
p0 ,
where a
(0)
p0 is satisfying some transform equations (cf. [2], §66 for details).
Applying the stationary phase method to the integral (3.22) at x0 = t0−ε we
get a stationary point η(0) satisfying the equation ρ− ∂L(t0−ε,η(0),ϕ,ξ0,ξϕ)
∂η
= 0.
It can be shown that (see [2], §66)
(3.25) ρη(0) − L(t0 − ε, η(0), ϕ, ξ0, ξϕ) = S−(t0 − ε, ρ, ξ0, ξϕ),
where S−(x0, x, ξ0, ξρ) is the same as in (3.13). Therefore one can adjust
coefficients a
(0)
p0 to have that
(3.26) u−N
∣∣∣
x0=t0−ε
= u
(0)
N
∣∣∣
x0=t0−ε
modulo lower order terms in 1
k
.
Analogously applying the stationary phase method to (3.22) at x0 = t0+ε
we get modulo lower order terms in 1
k
that
(3.27) u
(0)
N
∣∣∣
x0=t0+ε
= a+Ne
ikS+(t0+ε,ρ,ϕ,ξ0,ξϕ),
where S+(x0, x, ξ0, ξϕ) is the same as S
−(x0, x, ξ0, ξϕ) when ξ−ρ is replaced by
ξ+ρ . Thus for x0 > t0 + ε we again are dealing with the geometric optics
solutions of the form (3.15).
Substituting in (3.21) ξ+ρ instead of ξ
−
ρ and using (2.20) we get that M
+
has the form M+ = O(e−C1x0) when x0 → +∞. Therefore solving the
ordinary differential equation (3.19) we get that a+00(x0, y) has a finite limit
when x0 → +∞ for any fixed y ∈ U0.
We shall summarize the results of this section in the following theorem
Theorem 3.1. The geometric optics solution (3.15) has the support in a
neighborhood of the null-geodesoc γ0. It has the form (3.15) for x0 ≤ t0 −
ε before approaching the caustic set. To continue the solution through the
caustic set one needs to use the ansatz (3.22). After passing the caustic set
one can transform modulo lower order terms in 1
k
the ansatz (3.22) to the
geometric optics ansatz u+N = a
+
Ne
ikS+ similar to (3.15). When x0 increases
supp a+N approaches the inner horizon r = r− and limx0→+∞ a
+
0 (x0, y) exists
for each y ∈ U0.
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Remark 3.1 Let (ρ(0), ϕ(0)) be any point in the plane x3 = 0.
Assign initial conditions ρ(0), ϕ(0), ξ
(0)
ρ , ξϕ at x0 = 0 for the null-bicharacteristic
γ(0) where ξ
(0)
ρ = ξ−ρ (ρ
(0), ξ0, ξϕ) is the solution of the quadratic equation (2.6)
with the initial “energy” ξ0 > 0 large. As it was shown in $ 2, γ
(0) has a
turning point r0 when
(3.28) ξ20 − f(r0)
(ξϕ
r0
)2
= 0.
When ξ0 is large enough the turning point r0 is small, i.e. close to the origin.
The null-bicharacteristic γ(0) exists for all x0 > 0 and we can also con-
struct a geometric optics type solution uN with the support in a neighbor-
hood of γ(0) for all x0 > 0. Therefore we can construct the solution of initial
boundary value problem with the support as close to the origin r = 0 as we
wish. Note that the equation (3.1) is not hyperbolic in a neighborhood of
r = 0. Thus not any initial-value problem has a solution.
Remark 3.2
The geometric optics solution (3.15) is only an approximate solution of
the wave equation (3.1) since
guN = tNe
ikS(x0,x,ξ0,ξϕ,
where tN = O
(
1
kN
)
. It is possible to find the correction vN such that
gvN = −tNeikS
. Then
g(uN + vN ) = 0.
To find vN one can use again geometric optics construction as in [2], §64 and
then apply the Duhamel principle (cf. [4]).
4 The case of extremal RN black hole
In the case of extremal RN black hole, i.e. when e2 = m2 most of compu-
tations of §2 and §3 remain the same with r+ and r− replaced by m. In
particular, formulas (2.8), (2.9), (2.10) hold with f(ρ) = (ρ−m)
2
ρ2
. Thus the
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null-geodesic γ0 crosses the event horizon {ρ = m} and approaches the turn-
ing point ρ = r0. The computations around the turning point are exactly
the same as in §2 (cf. (2.13)-(2.17)). As in §2 ρ = ρ+(x0) is increasing after
the turning point.
Near the event horizon we have (cf. (2.18))
(4.1)
dρ+
dx0
=
f
√
∆
ξ0 +
√
∆− f√∆ =
(ρ−m)2
ρ2
∆4(ρ),
where ∆4(ρ) > 0. Therefore
(4.2)
dρ+
dx0
=
(ρ−m)2
2m2
+O((ρ−m)3),
since
(4.3)
√
∆ = ξ0 +O((ρ−m)3).
Thus
(4.4)
dρ+
(ρ−m)2 +O(ρ−m)3 =
1
2m2
dx0.
Integrating, we get
(4.5) ρ+ −m = −2m
2
x0
(
1 +O
( 1
x0
))
.
Compare (4.5) and (2.20): In the case of non-extremal RN metric ρ+ ap-
proaching the event horizon ρ = r− exponentially when x0 → +∞, but in
the extremal RN case ρ+ −m has only order O( 1
x0
)
.
Now, as in $3, we construct the geometric optics type solution that follows
the null-bicharacteristic γ0 for the case of extremal RN metric. We retain
the same notations as in §3.
For S−(x0, ρ, ϕ) (cf. (3.6)) we have, as in (3.7),
(4.6) (2− f)(S−x0)2 + 2(f − 1)S−ρ S−x0 − f(S−ρ )2 −
1
ρ2
(S−ρ )
2 = 0,
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where f = (ρ−m)
2
ρ2
. It follows from (3.4), (2.6) that
(4.7) S−ρ (x0, ρ, ϕ) =
−(f − 1)ξ0 −
√
ξ20 − fξ
2
ϕ
ρ2
−f =
ξ0 −
√
ξ20 − fξ
2
ϕ
ρ2
− fξ0
−f
= −ξ0 +
− ξ2ϕ
ρ2
ξ0 +
√
ξ20 − fξ
2
ϕ
ρ2
.
Thus S−ρ is bounded on [0, t0 − ε] as in §2. Here ρ−(t0) = r0, ∆(r0) = 0.
Therefore the geometric optic type solution u− on [0, t0 − ε] is the same as
the corresponding solution in §3. On the interval [t0 − ε, t0+ ε] we also have
the same formulas as in §3. Consider now the case x0 ≥ t0 + ε. We have
(4.8) S+ρ (x0, ρ, ϕ) =
−(f − 1)ξ0 +
√
ξ20 − fξ
2
ϕ
ρ2
−f =
ξ0 +
√
ξ20 − fξ
2
ϕ
ρ2
− fξ0
−f
= − 2ξ0m
2
(ρ−m)2 +O(ρ−m)
near ρ = m. As in (3.16), (3.17), (3.19), (3.20) the principal term of u+N is
a+00e
ikS+ where
(4.9)
da+00
dt
≡M+(x0, y)a+00(x0, y),
(4.10) M+(x0, y) = H
−1
0ξ0
(x(x0, y), S
+
x0
, S+x )
·
(
H0(x(x0, y),
∂
∂x0
,
∂
∂x
)S+ − f ′(r)∂S
+
∂x0
+ f ′(r)
∂S+
∂r
)
.
In coordinates (ρ, ϕ, α) we have for x0 ≥ t0 + ε
(4.11) H0ξ0 = 2(2− f)S+x0 + 2(f − 1)S+ρ ,
where f = (ρ−m)
2
ρ2
, S+ρ = O
(
1
(ρ−m)2
)
near ρ = m, ρ < m. Hence H−10ξ0 =
O((ρ−m)2). Also M+ = O((ρ−m)2). Taking into account (4.5) we get
(4.12) M+ = O
( 1
x20
)
.
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Therefore a+00 is bounded when x0 → +∞ and, as in §3, a+00 has a finite limit
when x0 → +∞ for any fixed y.
Remark 4.1. The naked singularity case.
When e2 > m2, i.e. f = 1− 2m
r
+ e
2
r2
> 0 for all r > 0, there is no event horizon
but the turning point still remains when ξ20 − f(ρ)ξ
2
ϕ
ρ2
= 0. The null-geodesic
γ0 reaches the turning point at x0 = t0, turns and then tends to the infinity
when x0 → +∞. The geometric optics type solution that has the support in
a neighborhood of the null-bicharacteristic γ0 passes the caustic set as in §3
and then tends to the infinity when x0 → +∞, modulo lower order term in
1
k
.
5 Summary
Since the Reissner-Nordstrom metric is spherically symmetric any plane Π0
passing through the origin contains null-geodesics. We fix such plane and
study arbitrary null-geodesic γ0 in this plane. The main feature of such
null-geodesic is that it has a turning point inside the inner horizon. After
passing the turning point the null-geodesic γ0 approaches the inner horizon
from the inside when x0 → +∞. In §3 we use a family of planes Πα, |α| < δ,
to construct a geometric optics solution uN for the wave equation (1.3) (see
(3.15)) that has the support in a neighborhood of the null-geodesic γ0.
There is a complication in constructing the geometric optics solution in a
neighborhood of the caustic set that requires to use the Maslov theory. We
only sketch the construction referring the details to author’s book [2], §66.
After passing the caustic set the geometric optics solution again can be
written in the form (3.15) and it tends to the sphere r = r− when x0 → +∞.
In §4 we indicate the changes needed when instead of non-extremal RN
metrics we consider the case of extremal RN metric and the case of naked
singularity.
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