The equations u t + H (Du) = 0 and u t + H (u; Du) = 0, with initial condition u(0; x) = g(x) have an explicit solution when the hamiltonian is convex in the gradient variable (Lax formula) or the initial data is convex, or quasiconvex (Hopf formula). This paper extends these formulas to initial functions g which are only lower semicontinuous (lsc), and possibly in nite. It is proved that the Lax formulas give a lsc viscosity solution, and the Hopf formulas result in the minimal supersolution. A level set approach is used to give the most general results.
Introduction
This paper is concerned with nding an explicit solution of the Hamilton Jacobi equation ( u t + H(u; D x u) = 0; (t; x) 2 (0; 1) R n u(0; x) = g(x) x 2 R n : (1.1) Under the assumptions that H = H(p) is independent of u and convex, and g is at least continuous, the Lax formula gives the explicit solution u(t; x) = inf y2R n g(y) + tH x ? y t ;
where * means the Legendre Fenchel conjugate. This formula comes from consideration of an associated optimal control problem. A more di cult problem results when one wants to move the convexity o of H and onto the initial data g since then the associated control problem is a di erential game. Nevertheless, assuming that H is at least continuous and g is convex and nite, results in the Hopf formula u(t; x) = g (p) + tH(p)] (x): These results are proved in several places but in the context of viscosity solutions under assumptions leading to a continuous solution u, refer to Bardi and Evans 2] . We call these formulas the classical Hopf and Lax formulas.
It was the purpose of the series of papers 9]{ 12] to extend these formulas to equation (1.1) with u dependence and allow more general initial data, namely the class of quasiconvex functions. This class of functions is a vast generalization of convex functions since a quasiconvex function is de ned by the property that it has convex level sets. Obviously, every convex function is quasiconvex but the reverse is false. Indeed, x 3 is quasiconvex, and so is the heaviside function (0;1) (x). Under the assumption that g is at least continuous and H( ; p) is continuous, nondecreasing in , convex and positively homogeneous degree one in p, 9] This is derived from an associated control problem in L 1 (see 9]). Moving the convexity o of H and onto g in the weakened form of quasiconvexity, resulted 10] in the Hopf type formula u(t; x) = g # ( ; p) + tH( ; p)] # (x); where the rst quasiconvex conjugate of the function g is g # ( ; p) = supfp x j x 2 E( ; g)g; E( ; g) = fx 2 R n j g (x) g: This formula is again associated with a di erential game control problem, but now in L 1 (see 10] and 12]). The assumptions to derive this formula involved H( ; p) continuous, nondecreasing in , positively homogeneous degree one in p, and g at least continuous and quasiconvex. One of the main points of these new formulas is that with u dependence of the hamiltonian, one must have homogeneity of H in p. We frequently refer to the formulas for u t + H(u; Du) = 0 where quasiconvexity is involved as the quasiconvex formulas.
The purpose of the present paper is to extend all of these considerations to initial data which is only semicontinuous and possibly in nite. The assumptions on the hamiltonian remain unchanged. This extension results in very weak and natural assumptions on g. It encompasses the important case where the initial data is the indicator function of a closed set A, de When we are given initial data g we may recover the quasiconvex Hopf and Lax formulas by choosing A to be a level set of g. In the case of the classical Hopf formula, we note that continuity of the initial data is not natural since it does not guarantee continuity and niteness of the solution. For instance, when g(x) = jxj 2 2 and H(p) = ? jpj 2 2 , the Hopf formula gives u(t; x) = jxj 2 2(1 ? t) for t < 1; u(1; x) = (x j f0g); u(t; x) = +1 for t > 1:
Furthermore, in optimal control problems in which one desires the trajectories to reach a given set A at the terminal time, it is natural to have data such as (x j A).
In the Lax formula case, when we assume a convex hamiltonian in p for either H(p) or H( ; p), we may use the theory of lsc viscosity solutions introduced in 5] and 6] which extended the classical Crandall-Lions de nition to lsc, possibly in nite functions.
Precisely, a lsc function u with values in R f+1g is a lsc solution of an equation u t + F(t; x; u; Du) = 0, if p t + F(t; x; u; p x ) = 0; 8(p t ; p x ) 2 D ? u(t; x); when u(t; x) < +1:
There is an equivalent de nition using smooth test functions (see below) and we refer to the comprehensive book by for the precise results and simpli ed proofs. Using this notion of solution we can prove that the Lax formulas result in a lsc solution of the problem with lsc initial data.
In the more di cult case of the Hopf assumptions, when no convexity of the hamiltonian is assumed, we do not have a good characterization of what it means to be a lsc solution in the sense that uniqueness is still an open problem. What we can do is to characterize the Hopf formulas as yielding the minimal supersolution of the equation. There is no good notion of subsolution for lsc functions since one cannot in general touch a lsc function from above.
The contents of this paper are as follows. In section 2 we start with extending the Hopf formula for u t +H(Du) = 0 and u(0; x) = g(x) to lsc convex data g. It is established the Hopf formula yields the lsc solution of the problem when we assume as well H(p) is convex. If we do not assume that H is convex, we prove the Hopf formula gives the minimal supersolution, but on the interior of the domain of u Hopf gives us a (continuous) Crandall-Lions solution.
In sections 3 and 4, we consider the quasiconvex Hopf formula for u t + H(u; Du) = 0 with initial data which is quasiconvex and lsc. In section 3, we add the assumption that H( ; p) is convex in p and we prove that the Hopf formula again gives us the lsc solution of the problem. To this end, we introduce a modi ed in mal convolution of a function f de ned in the simplest case by f " (x) = inf These are very reminiscent of the Legendre Fenchel conjugates and are very similar to the conjugates in 19], 21], etc., where these authors develop a complete theory of quasiconvex duality. We use only a small part of that theory and, to make this paper self contained, we prove the results we need (see also 7] ). In particular, we show that in calculating the Hopf formula we may use either conjugate % or #. That is, (g # + tH) # = (g % + tH) % .
Section 5 turns to the Lax formula for lsc data for both H = H(p) and H = H( ; p). Since the Lax formula requires a convex (in p) hamiltonian, we prove that the classical Lax formula, and the quasiconvex Lax formula yield the lsc solution of the equation.
In section 6 we introduce a new approach to developing the quasiconvex Hopf and Lax formulas that weakens the assumptions of the preceding sections. This approach is based on consideration of the level sets of geometric pde's. First order geometric type pde's like u t + F(t; x; u; D x u) = 0 are those which are homogeneous degree one in the gradient. Second order geometric pde's have an additional condition on the second derivatives. The main idea, introduced in 12], is that when we freeze the dependence on the u variable, say by looking at w t + F(t; x; ; D x w ) = 0, then u and w have the same ?level sets.
We extend this observation in the following way. We use the classical Hopf and Lax formulas to get the solution of w t + H( ; D x w ) = 0 and then we prove that the function u = inff j w g solves u t + H(u; D x u) = 0. This results in the sharpest quasiconvex formulas. We conclude this section with some examples.
In section 7, an appendix, we gather together some useful, although peripheral results on quasiconvex functions. We also prove here that we may replace in mum by minimum in the quasiconvex Hopf formulas.
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Hopf formula for lsc data
We begin by extending the Hopf formula for lsc convex data.
Recall gives a convex function with domain all of 0; 1) R n that is a continuous viscosity solution of the Hamilton Jacobi equation ( u t + H(D x u) = 0; (t; x) 2 (0; 1) R n u(0; x) = g(x) x 2 R n :
If g is uniformly continuous on R n , then g is Lipschitz and so D x u 2 L 1 ((0; T) R n ) for any T > 0. In this case, u is the unique viscosity solution of (2.3). We will extend these considerations to lsc, possibly in nite initial data. First we note that the Hopf formula gives a lsc convex function in (t; x). The function has values in R f+1g because g 6 +1 and H is nite. When g is proper, u is proper but, of course, it may happen that u(t; x) = +1 8 (t; x) 2 (0; 1) R n .
Under the assumption that the hamiltonian is convex we have the following result. ' 2 C 1 ((0; 1) R n ) for which u ? ' has a (zero) minimum at (t 0 ; x 0 ) (with u(t 0 ; x 0 ) < 1), we have ' t (t 0 ; x 0 ) + H(D x '(t 0 ; x 0 )) = 0: Also, recall that if u is continuous (and nite), and H is convex, then it is a (Crandall-Lions) viscosity solution, if and only if it is a lsc viscosity solution. Without convexity of the hamiltonian this is no longer true (see below). Remark 2.3 A lsc function achieves the initial data, and we write u(0; x) = g(x), if g(x) = infflim inf n!1 u(t n ; x n ) j (t n ; x n ) ! (0 + 0; x)g = lim inf (ii) g " " g as " # 0 pointwise.
2 jpj 2 ; and (g " ) (p) is strictly convex. Now we set u " (t; x) = ((g " ) (p) + tH(p)) : Since g " satis es all of the classical hypotheses for the Hopf formula (including (2.1)), we know that u " is the unique continuous viscosity solution that is bounded from below by a function of linear growth of ( (u " ) t + H(D x u " ) = 0; (t; x) 2 (0; 1) R n u " (0; x) = g " (x) x 2 R n ; (2.4) We need the lemma. Hence, lim inf (s;y)!(0+0;x) u(s; y) g(x), and we conclude that u(0; x) = g(x) in the sense of lsc solutions. The uniqueness of a lsc solution to (2.3) is a simple adaptation of the results of 5] and 6]. The di erence lies in the fact that we allow g and the solution to be +1 and to be bounded from below by a function of linear growth (instead of nite and bounded from below). The techniques for relaxing the lower bound to linear growth is standard in the theory of classical viscosity solutions (see 3], for instance), so we omit the details. To treat the case where the solution may be +1, we rst note that we may assume, without loss of generality, that H(0) = 0 (since u 0 = u + H(0)t solves u 0 t + H 0 (Du 0 ) = 0 with H 0 = H ? H(0)). Given a constant , we recall the trivial identity D ? (u^ )(t; x) f0g D ? u(t; x). Hence, if u and v are two solutions of (2.3), u^ and v^ are two lsc solutions of ( u t + H(D x u) = 0; (t; x) 2 (0; 1) R n u(0; x) = g(x)^ x 2 R n : (2.5) We can now use the classical uniqueness result of 5] to deduce that u^ = v^ . Since is arbitrary, this gives u = v.
This theorem required the convexity of the hamiltonian in order to apply the theory of lsc viscosity solutions in 5] (see also 4] and 3]). Whenever H is not convex but is bounded from below by a function of linear growth (so that (2.1) still holds for g " ), the preceding argument adapts and shows that u is a supersolution of (2.3).
The next theorem generalizes this observation to the case where the hamiltonian is not convex and not bounded from below. The argument is direct. Of course, the notion of lsc solution is not applicable here, so we can only say that the Hopf formula gives the smallest supersolution.
Theorem 2.5 Let g : R n ! R f1g be a lsc convex function and H : R n ! R be a continuous function. The function u : 0; 1) R n ! R f1g de ned by the Hopf
is the minimal viscosity supersolution of the problem (2.3) among all supersolutions that are bounded from below by a function with linear growth.
In particular, it is the minimal convex supersolution. Furthermore, it is a CrandallLions viscosity solution in int(dom(u)).
Proof . For p 2 dom(g ) arbitrary, the function f(t; x) := p x ? tH(p) ? g (p) is a C 1 solution of the Hamilton-Jacobi equation with the a ne function f(0; x) = p x?g (p) as initial data. Since u is the sup of such functions, its usc envelope, call itũ, is a subsolution in U := fũ < +1g (see 3], for instance). But since u is convex, U = int(dom(u)) and u = u on U (cf. Rockafellar 22, Thm. 10.1] ). Hence u is a subsolution in int(dom(u)).
Let v be a supersolution that is bounded from below by a function with linear growth.
We show that v u. Since Remark 2.7 Suppose that g is continuous. Then, the e ective domain of u is a convex set containing the hyperplane f0g R n . This implies trivially the existence of a blow up time T 2 0; +1] so that 0; T R n domu 0; T] R n : The preceding theorem then says that u is a continuous viscosity solution in 0; T R n , and, by de nition of T, that u +1 on ]T; +1 R n .
We show in the next paragraph that the blow up time T is given by the formula
(with a ? = a^0). In particular, when g is Lipschitz continuous or when H has at most linear growth (H(p) ?C(1 + jpj)), one recovers the classical result that T = +1.
To obtain the formula for the blow up time, we use the classical observation that a (not necessarily convex) function de ned on R n is coercive (i.e. lim inf jpj!1
if and only if dom = R n . Therefore, for every t < T, we must have
As g is coercive, we deduce that lim inf jpj!1 (1 + 
This gives the inequality ? 1
. Conversely, repeating the argument for
We end this section with a general theorem on the uniqueness of convex solutions. Consider the Cauchy problem
where H 2 C(R n ) and g 2 C(R n ) is convex. Lemma 2.8 If u 2 C( 0; T) R n ), with T > 0, is a viscosity subsolution of (2.6) and convex, then for each (t; x) 2 (0; T) R n there is a (q; p) 2 D ? u(t; x) such that q+H(p) 0.
Proof . Since u is almost everywhere (or just densely super-) di erentiable and locally Lipschitz continuous in (0; T) R n , we see that there is a sequence (t k ; x k ) 2 (0; T) R n such that u is superdi erentiable (hence di erentiable) at (t k ; x k ) and such that if (q k ; p k ) = Du(t k ; x k ) then q k + H(p k ) = 0 and (q k ; p k ) ! (q; p) as k ! 1 for some (q; p) 2 R R n . We have q + H(p) 0. Since (q k ; p k ) 2 D ? u(t k ; x k ), by the convexity of u we see that (q; p) 2 D ? u(t; x).
This lemma leads us to the comparison theorem we are after.
Theorem 2.9 Let u 2 C( 0; T] R n ) be convex and a subsolution of (2.6) and v 2 C( 0; T] R n ) be a supersolution of (2.6) bounded from below by a function with linear growth. Then we have u v.
Proof . Fix ( t; x) 2 (0; T) R n and choose (q; p) 2 D ? u( t; x) so that q +H(p) 0. De ne w(t; x) = p (x ? x) + q(t ? t) + u( t; x). Then w is a subsolution of (2.6), w u, and w( t; x) = u( t; x). By the standard comparison theorem, we have w v in 0; T] R n . Hence, u v in 0; T] R n .
Let us nally remove the assumption that g is a real-valued function. Instead we assume that g : R n ! R f+1g is convex, lower semicontinuous, and proper. De nition 2.10 A function u : 0; T) R n ! R f1g, with T > 0, is called a convex viscosity subsolution of (2.6) if it is convex in 0; T) R n , u(0; x) g(x) for all x 2 R n , and for each ( t; x) 2 (0; T) R n there is a sequence (q k ; p k ; r k ) 2 R R n R such that
as k ! 1 p k (x ? x) + q k (t ? t) + r k u(t; x) for (t; x) 2 0; T) R n : Of course, if u( t; x) = 1, the condition r k ! u( t; x) means that r k ! 1. Theorem 2.11 Let u : 0; T) R n ! R f1g be a convex (viscosity) subsolution of (2.6) and v : 0; T) R n ! R f1g be a supersolution of (2.6) bounded from below by a function with linear growth. Then we have u v.
Proof . Arguments similar to that of Theorem 2.9 work in this case as well.
3 The Hopf formula for u t + H (u; Du) = 0 and g lsc and quasiconvex
Assume that g : R n ! R is quasiconvex and continuous, and H : R R n ! R, is given by the quasiconvex Hopf formula
Hence, the quasiconvex conjugates replace the Fenchel conjugates for equation (3.1) .
In this section, we will extend the formula to lsc initial data with convex hamiltonians.
First we recall some terms and de nitions. For any function g with values in R f1g, we recall that the ?level set of g is E( ; g) = fx 2 R n : g(x) g; 2 R:
The function g is quasiconvex if it has all its level sets convex. The rst quasiconvex conjugate of a function g depends on two variables, 2 R and p 2 R n and is given by g # ( ; p) = sup
It is nondecreasing in and positively homogeneous degree one in p. In the appendix it is shown that the inf and sup may be interchanged in the de nition of the second conjugate. Moreover, it is shown that g ## = g if and only if g is lsc and quasiconvex. Refer also to the appendix for some results and further de nitions on quasiconvex duality. The rst theorem extends a result of 10] to lsc quasiconvex initial data. The argument adapts the proof of Theorem 2.1 by inf-convolution to the quasiconvex case. Theorem 3.1 Let g : R n ! R f+1g be a lsc, proper and quasiconvex function. Assume that g is bounded from below. Let H( ; p) be continuous, nondecreasing in 2 R, convex, and homogeneous degree one in p 2 R n . Then u(t; x) = (g # + tH) # (x) in (3.2) is a lsc viscosity solution of (3.1).
Proof . Since g is assumed bounded from below, we may as well assume it is 0. Let " > 0. Consider the inf convolution of g.
Then, since g is nonnegative, lsc, proper, and quasiconvex, (i) g " is uniformly Lipschitz continuous and quasiconvex. Indeed, since E( ; g " ) = E( ; g) + B(0; " );
we see that E( ; g " ) is convex for every 2 R.
(ii) g " " g as " # 0 pointwise.
This follows from the fact that the support function of the sum of two convex sets is the sum of the support functions.
Since g " satis es all of the hypotheses for the classical Hopf formula with u dependence of 10], we know that u " is a continuous viscosity solution of ( (u " ) t + H(u " ; D x u " ) = 0; (t; x) 2 (0; 1) R n u " (0; x) = g " (x) x 2 R n :
We verify that u(t; x) = sup The interchange of the supremum on " and the in mum in the second line is easy to verify by considering level sets (cf. the appendix). The proof that u is a lsc viscosity solution of (3.1) is now completed exactly as in the preceding section.
In order to allow for initial data which is not necessarily bounded from below we may use the same argument with a di erent in mal convolution. This modi ed convolution is given in the next theorem. Theorem 3.2 Let g : R n ! R f+1g be a lsc proper function. For every " > 0, put g " (x) = inf y2R n fg(y) _ ln jx ? yj
Then g " is locally Lipschitz continuous. Moreover, we have that g " " g as " # 0. Finally, if g is quasiconvex, then g " is quasiconvex and, 8 2 R, we have g # " ( ; p) = g # ( ; p)+"e jpj.
Proof . We only show that the function g " is locally Lipschitz continuous, because the rest of the argument is as in the preceding proof. Let K be a compact subset of R n . Since g is proper, there is a y 0 for which g(y 0 ) < +1. Hence, we have g " (x) g(y 0 ) _ln( jx?y 0 j " ).
Choose a constant C so that g " C on K. Put K 0 = K + B(0; "e C ), so that 8 x 2 K we have g " (x) = g(y) _ ln( jx?yj " ) for some y 2 K 0 . Set C 0 = minfg(y) j y 2 K 0 g and Then one has fg " g = fg g + B(0; "(1 + " )); (where the right-hand ball is ; for < ?1=" and f0g when = ?1="). We still have that g " converges pointwise to g. But we do not have g = sup " " 0 g " for some " 0 > 0, because g " ?1=". 4 The lsc Hopf formula for u t + H (u; Du) = 0, H nonconvex
In this section we drop the assumption that the hamiltonian is convex. Our goal is to eventually show that the Hopf formula given in (3.2) is the minimal supersolution of (3.1). We begin by establishing that the Hopf formula gives a supersolution with lsc quasiconvex data. Since u(0; y) = g(y), we set s = 0 in (4.2) and obtain t(p t + H(u(t; x); p x )) tH(u(t; x); p x ) + p x y ? p x x when g(y) u(t; x). Taking the sup in y over E(u(t; x); g), we deduce that t(p t + H(u(t; x); p x )) tH(u(t; x); p x ) + g # (u(t; x); p x ) ? p x x:
But, by the de nition of u (see (7.1)), the right hand term is 0. We conclude, since t > 0, that p t + H(u(t; x); p x ) 0 and so u is a supersolution.
The next theorem characterizes the lsc function u as the minimal supersolution of (3.1). We shall need the following assumption (c.f. 20]) on the initial data g ( for every < sup g, there is a continuous a ne function which is a minorant of g on E( ; g). Condition (4.3) (which will be disposed of in section 6) is satis ed if, for example, g is bounded from below by an a ne function. It was introduced by Martinez-Legaz in 19], 20] and it is natural when regarding a quasiconvex function as the envelope of quasi-a ne functions (of the form a^ for a an a ne function and a constant). This characterization of quasiconvex functions is needed here to follow the proof of Theorem 2.5 that the function given by the classical Hopf formula is the minimal supersolution. This approach uses the %-conjugate for quasiconvex functions which was introduced in 11] and is frequently easier to compute than the #?conjugate. We shall rst prove that the Hopf formulas with the % and # conjugates coincide. Then we will prove that the Hopf formula with the % conjugate gives the minimal supersolution.
We brie y recall the de nition of the %-conjugates and characterize the level sets of the second conjugate. This will be actually the key point in the proof.
The rst %-conjugate of g is de ned as g % ( ; p) = g + ( j E( ; g))] = supfp x ? g(x) j x 2 E( ; g)g;
it is clearly nondecreasing in . Proof . We have to prove that E( ; g %% ) = E( ; g); 8 . If sup g, then E( ; g) = R n , g % = g and g . Therefore, E( ; g %% ) = fg g = R n , so the result is proved in this case.
We now suppose that < sup g. Let a( ) be an a ne function below g+ ( j E( ; g)).
We have the inequalities a(x) + (x j E( ; g)) (g + ( j E( ; g))) (x) = g % ( ; x) + (x j E( ; g)): (4.4) If g(x) , then g % ( + 0; x) g % ( ; x) , hence x 2 E( ; g %% ). Conversely, if x 2 E( ; g %% ), then g % ( + 0; x) . Since g % is nonincreasing in , we get g % ( 0 ; x) 0 for every < 0 < sup g. The rst inequality in (4.4) implies that x 2 E( 0 ; g); for every < 0 < sup g, hence x 2 E( ; g).
Remark 4.5 For later reference, we note that, under (4.3), inequality (4.4) yields the identity E( ; g) = E( ; (g + ( j E( ; g))) ) whenever < sup g.
We are now ready to prove that the Hopf formula can be obtained from either the #?conjugate or the %?conjugate. Theorem 4.6 Let g : R n ! R f1g be a lsc quasiconvex function satisfying (4.3). Let H : R R n ! R be a continuous function such that H( ; p) is nondecreasing in and positively homogeneous of degree 1 in p. Then When g is bounded from above and sup g, one computes g # ( ; p) = (p j f0g) and g % ( ; p) = g (p) hence g % ( ; 0) = ? inf g and g % ( ; p) = +1 if p 6 = 0. In this case, both parts of (4.5) are trivially true.
We therefore assume that < sup g. By the assumptions on g, there are constants C and q 0 independent of 0 (provided it is bounded away from sup g) such that 0 g(x) ?C + q 0 x; 8 x 2 E( 0 ; g):
Taking the Fenchel conjugate, we obtain the inequalities ? 0 + g # ( 0 ; p) g % ( 0 ; p) C + g # ( 0 ; p ? q 0 ); 8 p: (4.6) Choosing 0 = and noting that g % ( ; p) g % ( + 0; p), the rst inequality in (4.6) immediately yields the implication in the equivalence (4.5).
For Let v be any supersolution, with v(0; x) g(x). Fix 2 R and p 2 dom(g % ). Then, set k(t; x) = p x ? g % ( ; p) ? tH( ; p) and h(t; x) = k(t; x)^ :
We claim that h is a subsolution of (3.1). First, h(0; x) = (p x ? g % ( ; p))^ g %% (x) = g(x); by Lemma 4.4. Next, suppose k ? ' achieves a strict, zero maximum at (t 0 ; x 0 ), with ' a smooth function. If k(t 0 ; x 0 ) < , then h(t 0 ; x 0 ) = k(t 0 ; x 0 ) and indeed, h(t; x) = k(t; x) is true in a neighborhood of (t 0 ; x 0 ). Since k is a smooth function, ' t = ?H( ; D x ') at (t 0 ; x 0 ) and so 0 = ' t + H( ; D x ') ' t + H(h(t 0 ; x 0 ); D x '); and h is a subsolution. If k(t 0 ; x 0 ) > a similar, but easier argument gives the same result. Finally, if k(t 0 ; x 0 ) = , we use a smooth strictly monotone approximation " to (x) = x^ as in the proof of Proposition 6.1 below (see also To justify the use of the comparison principle, we observe that the subsolution h is bounded from above and Lipschitz continuous. So we may assume without loss of generality that the hamiltonian is uniformly continuous in p. The comparison principle holds because H( ; p) is homogeneous in p. Indeed, we may proceed as in section 6 below and replace the supersolution v by v = if v , v = +1 otherwise. Then v is a supersolution which is now bounded from below, so that v h by the standard comparison principle for a Lipschitz subsolution. Then v = inf v h.
The Lax formula for lsc data
In this section we turn our attention to the Lax formula for initial data which is lsc. The Lax formula requires that the hamiltonian is convex and therefore we may use the theory of lsc viscosity solutions to characterize the solution. We will treat both (2.3) and (3.1).
Under the assumption that H : R n ! R is convex and g : R n ! R is uniformly Lipschitz continuous, we have (see 2]) that u(t; x) = min y2R n g(y) + tH x ? y t is the Lipschitz continuous viscosity solution of (2.3). We want to extend this result to lsc initial data g.
In what follows we will use the assumption
There is a constant C > 0 such that g(x) ?C(jxj + 1); x 2 R n : of u is closed. Let (t k ; x k ) be a sequence converging to some (t; x) such that u(t k ; x k ) . By (5.2), we know that u(t; x) when t = 0, so we may assume that t > 0. For k xed, we deduce from (5.3) for r = C + 1 that the in mum in y in the de nition of u(t k ; x k ) is taken in the ball B(x k ; + Cjx k j + C + t k max jpj C+1 H). Since g and H are lsc, the in mum is therefore achieved for some y k . Moreover, the sequence (y k ) lies in a xed compact set. Extracting a subsequence (y k 0 ) that converges to some y, we use the lower semicontinuity of g and H again to obtain lim inf u(t k 0 ; x k 0 ) = lim inf g(y k 0 ) + t k 0 H x k 0 ? y k 0 t k 0 g(y)+tH x ? y t u(t; x):
We conclude that u is lsc. We nally show that u is a lsc solution of (2.3). We present a way to regularize the hamiltonian closely related to inf convolutions. This procedure converts the hamiltonian into a strictly convex hamiltonian and this smoothes out initial data.
Fix " > 0 and de ne v " (t; x) := sup So, it is a lsc viscosity solution of (5.4). Now, the monotone convergence of v " to v guarantees that v is also an lsc solution of (2.3). Moreover, since the lsc function satisfying (5.2) u(t; x) = inf y2R n (g(y) + v(t; x ? y))
is the in mum of lsc solutions, we conclude by stability that the function u is also an lsc solution of (2.3). Uniqueness was proved in Theorem 2.1 (where the convexity of the initial data was not used).
The following example shows that without a lower bound on the initial data one does not even have that the Lax formula results in an lsc function.
Consider the equation u t + 1 2 jDuj 2 = 0 x 2 R n ; t > 0 with initial data u(0; x) = g(x). We choose g as g(x) = ? 1 Proof . We rst show that u is lsc by proving that its level sets are closed. Let 2 R and (t k ; x k ) be a sequence that converges to some point (t; x) with u(t k ; x k ) 8 k. Observe that for R +1 = supfH( + 1; p) j jpj 1g, we get H( + 1; p) R +1 jpj 8 p. Hence, when H # (z) + 1, we have 0 = H ( + 1; z) (z j B(0; R +1 )), so that z 2 B(0; R +1 ).
This implies that, in the de nition of u(t k ; x k ), the in mum in y is taken in the compact set B(x k ; t k R +1 ) and is therefore achieved for some y k . If t = 0, then x k ! x and y k ! x.
But u(t k ; x k ) g(y k ) and therefore g(x) = u(0; x). If t > 0, the sequence (y k ) being bounded, it converges along a subsequence (y k 0 ) to some y. Therefore Since g is bounded from below, we may assume without loss of generality that g 0 hence u 0. We rst suppose that g is bounded from above. We take the modi ed "?inf convolution of g, say g " and set u " as the solution of (3.1) corresponding to g " . Since g " is bounded and Lipschitz continuous, we know from the results of 9] that the function u " is given by the Lax formula u " (t; x) = min The last expression is the modi ed inf-convolution in x of u(t; ). Since u is lsc, we get u = sup " u " . By stability, we conclude that u is a lsc viscosity solution of (3.1).
For a general g, we consider, for every 2 R, the function u given by Lax formula with initial data g^ . It is immediate to check that u = sup u . Moreover, by the preceding paragraph, the function u is a lsc solution of u t + H(u; Du) = 0 in (0; +1) R n . Hence u is a lsc solution of (3.1).
Remark 5.7 The rst part of the proof did not use the assumption that g was bounded from below. Therefore, when g is lsc and has values in R f+1g, the function u given by Lax formula is also lsc and has values in R f+1g (because the in mum in y in the de nition of u is achieved provided u(t; x) < +1).
Level Sets
In this section, we recover the Hopf and Lax quasiconvex formulas (Theorems 4.1, 4.2, 4.6 and 5.5) by considering the level set approach. This method, which applies to pdes of geometric type, will sharpen the previous results, but also clarify the role played by the quasiconvex conjugates. Furthermore, this method shows the fundamental property that the level sets of geometric pdes evolve in time from the level sets of the initial data and independently of the particular initial function In order to motivate the level set approach, we rst derive basic properties of solutions to the second order fully nonlinear geometric parabolic pde ( u t + F(t; x; u; D x u; D 2 x u) = 0; (t; x) 2 (0; 1) R n u(0; x) = g(x) x 2 R n ; (6.1) These properties extend some results of 12].
To say that (6.1) is of geometric type means that F satis es the condition F(t; x; ; p; M ? p p) = F(t; x; ; p; M); 8 0; 2 R: x w) = 0; (t; x) 2 (0; 1) R n ; w(0; x) = (g(x)); x 2 R n :
The proposition shows, in particular, that the solution to a geometric pde may be assumed to be bounded.
This proposition for the rst order case was proved in 12]. The proof for the second order case is virtually the same once we use the condition that the equation is geometric. For the reader's convenience we provide the modi ed proof of this important result.
Proof . We will only prove that w is a subsolution.
Let w ? ' achieve a unique, zero maximum at (t 0 ; x 0 ); t 0 > 0, with ' a smooth Suppose that " is a smooth approximation to , which is strictly monotone increasing and satis es " (r) = r when jrj < L, and " is linear when jrj > L+", and " ! locally uniformly, as " ! 0. Let w " = " (u). Then, w " ? ' " achieves a zero local maximum at (t " ; x " ), where ' " is at most a linear translation of ', and (t " ; x " ) ! (t 0 ; x 0 ). Also, w " (t " ; x " ) ! w(t 0 ; x 0 ) = L as " ! 0: But then u? ?1 " (' " ) achieves a zero local maximum at (t " ; x " ). Since u is a subsolution, this implies at (t " ; x " ) 1 0 " (' " ) (' " ) t (t " ; x " )+ F(t " ; x " ; u(t " ; x " ); 1
Now we use the geometric property of F and the fact that 0 " (' " (t " ; x " )) > 0 to conclude that (' " ) t (t " ; x " ) + F(t " ; x " ; u(t " ; x " ); D x ' " ; D 2 x ' " ) 0:
Letting " ! 0, we get ' t (t 0 ; x 0 ) + F(t 0 ; x 0 ; u(t 0 ; x 0 ); D x '(t 0 ; x 0 ); D 2 x '(t 0 ; x 0 )) = ' t (t 0 ; x 0 ) + F(t 0 ; x 0 ; w(t 0 ; x 0 ); D x '(t 0 ; x 0 ); D 2
x '(t 0 ; x 0 )) 0 and so w is a subsolution of (6.1). Since w(0; x) = (g(x)) is bounded, we are done. This proposition, whose proof is similar to that of Proposition 6.1, implies several important results concerning the level sets of solutions to geometric pdes. In particular the following result is a generalization of a result of 12] to geometric pdes. For the opposite inclusion we now de ne u (t; x) = u(t; x)^( + ") and w +" (t; x) = w +" (t; x)^( + "), where " > 0 is xed. By Proposition 6.2, u is a supersolution and w +" is a solution of # t + F(t; x; + "; D x #; D 2 x #) = 0; #(0; x) = g(x)^( + "): By comparison we may again conclude that u (t; x) w +" (t; x) everywhere. Then, if u(t; x)
we have u (t; x) = u(t; x) w +" (t; x)^( +") and so u(t; x) w +" (t; x), Finally, set v(t; x) = inff : w (t; x) g. Suppose that u(t; x) v(t; x)?" for some " > 0. By de nition of v as the smallest , we must have w v?" > v ? " at (t; x). But (t; x) 2 fu v ? "g = fw v?" v ? "g and this is a contradiction. Hence u(t; x) = v(t; x).
In the second order case the assumptions needed on F to ensure a comparison principle are quite complicated and we refer to 16] or 15] for examples of cases where this can be veri ed. In the rst order case we can be explicit and we will do so in the following.
We want to use extensions of Theorem 6.3 in the rst order case to show how the quasiconvex Hopf and Lax formulas can be easily derived. The main tool, Theorem 6.7 below, constructs the solution of a geometric equation from its level sets by freezing the u variable in the equation. This is motivated by the preceding general result. To simplify the exposition, we specialize again to the rst order equation u t + H(u; Du) = 0 in (0; 1) R n and u(0; x) = g(x) on R n : (6.6) We shall need the characterization of the function as the minimal supersolution since we will be dealing with lsc and in nite data.
We begin with a lemma.
Lemma 6.4 Let g : R n ! R f1g be a lsc function and H : R R n ! R be a continuous function such that H( ; p) is nondecreasing in and positively homogeneous of degree 1 in p.
If u is a supersolution to (6.6) then, for 2 R arbitrary, the function u (t; x) = + ((t; x) j E( ; u)) is a supersolution to u t + H( ; Du ) = 0 in (0; 1) R n and u (0; x) = g (x) on R n ; (6.7) where g (x) = + (x j E( ; g)). The function u is also a supersolution of (6.6) since it has values in f ; +1g.
The proof uses the following characterization of the subdi erential of the function itself. This lemma, which is of independent interest, is a slight variant of a result in 5].
Lemma 6.5 Let w : R n ! R f1g be lsc and consider the 0-level set E(0; w) of w. Remark 6.6 In Lemma 6.5, the subdi erential D ? (x j E(0; w)) at x 2 E(0; w) is actually the normal cone to E(0; w) at x, de ned as the set of the p such that p (x 0 ? x) o(jx 0 ? xj) as E(0; w) 3 x 0 ! x.
The main result of this section is the following theorem. It is the precise result for rst order geometric pdes describing the evolution of the level sets and connecting the equation with u dependence to the equation with u xed at . Theorem 6.7 Let g : R n ! R f1g be a lsc function. Let H : R R n ! R be a continuous function such that H( ; p) is nondecreasing in and positively homogeneous of degree 1 in p. For every 2 R, let g : R n ! R f1g be a lsc function such that E( ; g) = E( ; g ) and let u : 0; +1) R n ! R f1g be the minimal lsc supersolution of u t + H( ; Du ) = 0 in (0; 1) R n and u (0; x) = g (x) on R n ; (6.8) among the supersolutions that are bounded from below by a function of linear growth. De ne the function u(t; x) = inff j u (t; x) g: Then, u is lsc with values in R f1g with level sets E( ; u) = E( ; u );
:
It is the minimal supersolution of (6.6).
Proof . For every 2 R, we set u = + ( j E( ; u )):
We rst note that, by the de nition of u, we have u = inf u :
Indeed, it is immediate that u u , 8 . If we set w = inf u and we suppose that u(t; x) < w(t; x) for some (t; x), we can choose 0 2 R in order that u 0 (t; x) 0 < w(t; x). We see that u 0 (t; x) = 0 + ((t; x) j E( 0 ; u 0 )) = 0 : Therefore w(t; x) 0 , a contradiction. Now, we check that u is locally bounded from below. For every 2 R, we put R = maxfH( ; p) j jpj 1g so that H( ; p) R jpj. Because of the nite speed of propagation of the initial data, we have that (t; x) 2 E (v ) ) x 2 E (g) + B F (0; R t): (6.9) To see this, observe that v is a supersolution of u t + R jDuj = 0 2 (0; +1) R n and u(0; ) = g on R n :
The minimal supersolution to the above equation is readily obtained by Lax formula. We deduce the inequality v (t; x) + (x j E (g) + B F (0; R t)):
But, this is exactly (6.9). Now, x a compact subset K of R n and T 0. Since g has values in R f1g, we know that T E (g) = ;. The increasing family of compact subsets K = E (g) \ (B F (0; R T) + K) therefore has empty intersection. So, one can nd 0 in such a way that K = ; whenever 0 . But, this means that the set (E (g) + B F (0; R T)) \ K is empty. By the result of the preceding paragraph, this implies E (v ) \ ( 0; T] K) = ; whenever 0 , or, equivalently, that u 0 on 0; T] K. Since every u is a supersolution of (6.6) and u is locally bounded from below, we deduce from the stability results of viscosity solutions that u is a supersolution of (6.6).
We now show that u is below every supersolution. Let v be any lsc supersolution of (6.6). We have to show that u v. Because E( ; g) = E( ; g ), we deduce from Lemma 6.4 for the Hamiltonian H that the function v = + ( j E( ; v)) is a supersolution of (6.7) that is bounded from below. Since g g , v is a supersolution of (6.8) . From the minimal property of u , we obtain u v . This implies that E( ; v) = E( ; v ) E( ; u ): (6.10)
Since v(t; x) = inff j (t; x) 2 E( ; v)g and u(t; x) = inff j (t; x) 2 E( ; u )g, we conclude that u v. Applying the preceding result to the supersolution u , we deduce that u is lsc. To get the level sets of u, we rst apply (6.10) to v = u and deduce that E( ; u) E( ; u ). Since the reverse inclusion E( ; u) E( ; u ) follows immediately from the de nition of u, we conclude that E( ; u) = E( ; u ); 8 .
Remark 6.8 This theorem shows that the evolution of the ?level sets of the initial data g is independent of the actual function g. Of course this property is false in general, but for geometric type pdes it is true. Now we will show that all of the quasiconvex Hopf and Lax formulas when we have u dependence may be obtained by the use of Theorem 6.7 and the corresponding classical convex formulas using lsc data. The results of the preceding sections are recovered, under more general assumptions.
1. Hopf formula for u t + H(u; Du) = 0 Theorem 6.9 Let g : R n ! R f1g be a lsc quasiconvex function. Let H : R R n ! R be a continuous function such that H( ; p) is nondecreasing in and positively homogeneous of degree 1 in p.
Then the function given by Hopf quasiconvex #-formula u(t; x) = g # ( ; p) + tH( ; p) # is the minimal lsc supersolution of (6.6).
Proof . We apply Theorem 6.7 to the function g (x) := g (x) = + (x j E( ; g)): The function g is lsc, has values in R f1g and satis es E( ; g) = E( ; g ). Moreover, since g is quasiconvex, g is convex. By the de nition of the rst quasiconvex #-conjugate of g, the Fenchel conjugate of g is (g ) (q) = ? + g # ( ; q). The Since was arbitrary, we conclude that g ## (x) = g 1 (x).
The purpose of the rest of the appendix is to show that, in the Hopf formula, the inf can be replaced by a min, or, more precisely, that in (3.3) we can write u(t; x) = minf 2 R j sup p2R n p x ? g # ( ; p) ? tH( ; p)] 0g when u(t; x) 2 R: (7.1) In terms of the level sets, this means that fx j (t; x) 2 E( ; u)g = fx j sup Choosing t = 0, this proves in particular that 8 we have E( ; g ## ) = fx j (g # ) ( ; x) 0g = fx j (x j E( ; g)) 0g = E( ; g); because E( ; g) is a closed convex set. Hence g ## = g. To establish (7.1), the rst step is to show that g # has the following regularity in (g # ) ( ; x) = (g # ) ( + 0; x) 8 2 R; 8 x 2 R n :
Here (g # ) ( +0; ) is the Fenchel conjugate of the function g # ( +0; ). Since g # ( +0; p) = inf 0 > g # ( 0 ; p) and (g # ) ( 0 ; x) = (x j E( 0 ; g)), we get for all x 2 R n , A simple interpretation of this result is the following. Taking the Legendre Fenchel conjugate in the identity, we obtain (g # ) ( +0; ) = g # ( ; ). But the function g # ( +0; ) is convex, because it is the limit of a decreasing sequence of convex functions. By a classical result in convex analysis (see 22, Th 12.2]), we deduce that g # ( + 0; ) is proper if and only if g # ( ; ) is proper. Consequently, when E( ; g) 6 = ;, g # ( ; ) is proper and it is the lsc envelope of g # ( + 0; ). On the contrary, when E( ; g) = ;, g # ( + 0; ) is not proper, hence there is p 2 R n such that g # ( + 0; p) = ?1. Remark 7.1 When the level sets of g are compact, one can prove that g # is right continuous in (see 7]), so that the above property is trivial. But it is not hard to construct examples for which the right continuity in of g # is false, and this is why the result takes a more complicated form.
We now consider a nite continuous hamiltonian H( ; p) that is nondecreasing in and positively homogeneous degree one in p. Given t 0, we put k( ; p) = g # ( ; p) + tH( ; p). We claim that k ( ; x) = k ( + 0; x) 8 2 R; 8 x 2 R n : Indeed, when E( ; g) 6 = ;, then g # ( ; ) is the lsc envelope of g # ( +0; ), and consequently k( ; ) is the lsc envelope of k( + 0; ) because of the continuity of H. When E( ; g) = ;, then, for some p, g # ( + 0; p) = ?1 hence k( + 0; p) = ?1. In both cases, we get that k ( ; p) = k ( + 0; p) or k ( ; x) = k ( + 0; x).
By the de nition of the second conjugate, we have that u(t; x) = k # (x) = inff j k ( ; x) 0g Since the function 7 ! k ( ; x) is nonincreasing, we get inff j k ( ; x) 0g = minf j k ( + 0; x) 0g when u(t; x) 2 R:
But k ( ; x) = k ( + 0; x) and therefore we obtain that u(t; x) = minf j k ( ; x) 0g when u(t; x) 2 R:
This is (7.1).
