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De nos jours, Internet connaît un développement phénoménal dans tous les
domaines. Le moteur de recherche Google a recensé 4 285 199 774 documents en
février 2004, et plus de 8058000000 pages web de toutes catégories en novembre
2004 13M. Ces chiffres illustrent bien l’ampleur de cette croissance. Néanmoins.
flnconvénient de cette révolution teclmologique réside dans le fait qu’il est diffi
cile de délimiter l’information exacte que nous cherchons dans ces montagnes de
données, qui contiennent naturellement des pages web redondantes. expirées ou
parfois hors sujct.
Afin de pallier ces problèmes, il est absolument nécessaire de développer des outils
permettant d’orienter et d’assister les internautes pendant leurs recherches sur la
toile WWW 1461.
Pour ce faire, nous proposons dans ce mémoire BLED (Best Links from Evaluated
Data), un système facilitant la tâche de recherche aux internautes. L’approche
prise par BLED est en fait une solution hybride; utilisant d’une part une recom
mandation basée sur la similarité entre les mots dés, d’autre part une recomman
dation basée sur le regroupement par affinités. Celui-d utilise la technique des
règles d’association.
Mots dés : Forage de Données, Moteurs de Recherche, Recommandation,
Classement, Règles d’Assodation, Forage du Web
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Abstract
Nowadays, Internet experiences a phenomenal development in ail fieids like
education, e-commerce, telecommunications, etc. For instance, Googie search en
gine refers to 4 285 199 774 documents in February 2004, sud more than 8 058
000 000 Web pages of ail categories in November 2004 1341. These values ifiustrate
well the growth of Internet. Nevertheiess the disadvantage of this technological
revolution lies in the fact that it is difficuit to situate exactly information that
one is sceking on these mountains of data which naturaily contain redundant.
expired or sometimes out of topic web pages.
In order W overcome these problems. it is absolutely necessary to develop tools
to direct sud guide the users during their navigations in WWW (World Wide
Web) 1461. h this thesis. we propose BLED (Best Linb from Evaluated Data),
a new solution that makes easier the users’s topic. The approach used in BLED
is an hybrid solution, it uses at the saine time two techniques; 1) recommenda
tion technique based on the similarity between user’s requests, sud 2) the affinity
grouping that uses Association Rules technique.
Keywords: Data mining, Search Engines. Recommendation, Page Ranhing,
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De nos jours. Internet est devenu l’un (les mo ens de comïiiuiiication les plus
répandus dans totis les domaines, occasionnant une masse considérable de données
et engendrant un volume important (l’lnforniations (archives, journaux électro—
niques. catalogues de bibliothèques, rapports techniqttes. articles. cours interac
tifs. films, images. sons, etc.), touchant différents (tomaines tels que l’éducation.
la médecine, l’industrie, la sécurité, la défense, le commerce. etc.
Ces dernières années, de pius en plus cl’internautes font confiance à Internet, sur
tout lorsqu’il s’agit de communiquer leurs informations personnelles à des sites
w’eb inconnus. Des systèmes de sécurité sont mis en place pour protéger ces in—
ternautes. De ce fait, il est possible d’acheter et de vendre des objets et (l’utiliser
les services offerts sur Internet qu’ils soient d’intérêt public, spécialisés ou com
merciaux (universités, bibliothèques, banques, etc.). Ainsi, le nombre de sites web
augmente sans cesse, chaque jour 60 Terabvtes [10J de données sont ajoutées au
WWW. Le moteur de recherche Google a annoncé récemment tin chiffre effleu
rant les $ milliards de pages web. Mais. une grande partie du web reste toujours
1
2inaccessible, par exemple, des documents trop volumineux pour être entièrement
indexés, des pages web protégées par l’auteur, des pages web dynamiques. etc.
1.1 Problématique et motivation
Comme nous venons de le i;ientionner précédemment, Internet ouvre im grand
portail pour accéder â diverses ressources telles que les documents scientifiques.
les cours audiovisuels, les logiciels, etc. Cependant, jusqu’à présenL il n’existe au
cun catalogue officiel, complet et mis à jour recensant toutes ces ressources mises
â la disponibilité des mternautes.
Toutefois. il existe (les solutions ;iiultiples permettant (I accéder à une ressource
sur Internet si nous ignorons l’adresse exacte du site web qui la détient. Par
exeniple. nous pouvons utiliser les moteurs (le recherche commue Google’ . les
rnéta—Inoteurs (le recherche comme Eo2. les annuaires (le référence comme Ya
hoo !, les portails spécialisés comme la toile du Québec1 et les sites web commer
ciaux comme Hp3, etc. Les adresses Internet de certaines ressources sont souvent
connues en lisant un journal, tin magazine, un article ou (le bouche à oreille. ou
encore grâce à un ami ou à une émission de radio.
D’une manière générale, si l’internaute ne connaît pas l’adresse exacte du site






31. Les annuaires de référence
Dans les annuaires de référence (Directory), l’internaute doit d’abord classer sa re
cherche dans un groupe qui décrit au mieux sa recherche, par exemple : “Hockey
clans la catégorie “Sport”, ce qui n’est pas toujours facile. Une fois le classement
fait.. il parcourt l’arborescence des sites de cette catégorie proposés par l’annuaire
(le référence (Yahoo! par exemple). L’avantage des répertoires réside dans leur
facilité d’utilisation quand les sujets recherchés sont faciles à classer. En revanche,
le problème se manifeste grandement lorsqu’il est difficile de déterminer à quelle
catégorie appartient une recherche.
2. Les moteurs de recherche
La philosophie des moteurs de recherche est complètement différente de celle
utilisée clans les annuaires (le référence. Ici, i’iïiternatite interroge un moteur tic
recherche (Google, Altavista. Lycos, Teoma, etc.) via son interfhce graphique. en
utilisant un ensemble de mots clés décrivant sa recherche. Cependant, lorsque cet
internaute envoie sa requête. il risque de se confronter à tics milliers de pages
web à explorer. Certaines sont parfois redondantes, expirées où ne répondant
même pas aux critères tic sa recherche. Dans la majorité de ces cas, nous peiiso;
que l’utilisateur ne consulte cjue les 2 ou 3 premières pages web apparaissant à
l’écran, ensuite il change les mots clés de sa requête. Ce problèirie demeure mal
gré les efforts «amélioration tIcs moteurs tic recherche at; niveau tic la pertinence
tics résultats, Pourtant ils utilisent tics algorithmes tic classement extrêmement
sophistiqués tels que PageRank 1581 utilisé par Google ou HITS 1521 utilisé par
CLEVER.
Cette faiblesse ressentie au niveau des moteurs de recherche nous a motivé à cher
cher tics solutions ou tics méthodes (lui ciiminueraient l’intensité tin problème.
41.2 Objectifs
Le sujet de recherche que nous proposons consiste en la conception et la réali
sation d’un système d’aide à la recherche d’informations sur Internet. Ce système
utilise la hase de données dii moteur tic recherche Google comme source cl’infor
mation. Ce choix réside dans le fait que Google est considéré comme étant le plus
puissant moteur de recherche, de plus, sa base de données est très riche en termes
de ctualité et est accessible â travers ses API (Application Program Interface)
La solution que nous suggérons est une alternative aux autres moteurs tic re
cherche traditionnels, mais avec de nouvelles fonctionnalités. Son objectif est
d’aider et d’assister l’internaute à tirer profit d’Internet en se basant sur des
nouveaux aspects. En effet. avec notre système les utilisateurs pourraient écono
miser le temps consacré pour la recherche, en évitant le problème (lfi au parcours
des pages web inutiles, et en profitant naturellement tics recherches effectuées
par dautres utilisateurs, entre autres. lorsqu’ils n’ont suffisamment le temps
nécessaire pour explorer un grand nombre de pages web.
Les utilisateurs de notre système peuvent également acquérir (les connaissances
sur l’élaboration de mots clés en visant précisément les informations qu’ils cherchent.
La difficulté tic l’utilisation (les moteurs de recherche réside principalement tians
la façon de choisir les mots clés (lui correspondent aux informations recherchées.
En outre, notre système est capable dc recommander et (le partager les meilleurs
documents entre internautes en utilisant le forage tic données.
Pour atteindre ces objectifs, notre système nommé BLED (Best Link from Evalua
ted Data) utilise une solution niixte 1) une recommandation basée sur la simi
larité entre les requêtes des utilisateurs 2) une technique de forage de données6
°Data Minirig
oappelée règles d’association permettant de fournir des résultats plus raffinés aux
utilisateurs en se basant sur les similarités possibles dans leurs historiques.
1.3 Plan du mémoire
Après cette brève introduction de la problématique, de nos motivations et de
nos contributions. Le reste de ce mémoire est divisé en six chapitres.
Au chapitre 2, nous abordons des généralités sur les outils de recherche tra
ditionnels, puis nous évoquons le problème de classement des pages web7, nous
présentons ensuite l’algorithme de classement PageRank, un algorithme utilisé
par Google pour le classement de ses pages web.
Dans le chapitre 3. nous décrivons le forage de données, ses tâches, ses objectifs.
son processus de déroulement et quelques techniques, notamment la technique
des règles d’association.
Au chapitre 4, nous terminons létat de l’art, en exposant le forage du web8,
une branche particulière de forage de données spécifique aux données d’Internet.
Le chapitre 5 décrit en détail l’architecture globale de système BLED, ses com
posants, ses techniques et ses algorithmes.
Par la suite, au chapitre 6, nous montrons l’implémentation et l’expérimentation
du système BLED.
Enfin, le chapitre 7 clôture ce mémoire par une conclusion et une discussion, en





Nous présentons dans ce chapitre l’architecture et le fonctionnement des outils
de recherche, puis nous parlerons de l’algorithme de classement PageRank 125!
utilisé par le moteur de recherche Google pour calculer la popularité des pages
des sites web. Ensuite, nous présenterons deux outils de recherches avancés situés
dans notre contexte.
2.1 Généralités
Les outils de recherche sur Internet sont des logiciels qui permettent d’as
sister flnternaute à trouver les informations désirables, en utilisant des requêtes
simples ou composées, écrites en langage naturel et en langue multiple. Lorsqu’un
internaute, utilisant un outil de recherche (Google, Yahoo!, etc.), soumet sa re
quête pour chercher une information concernant un sujet quelconque, cet outil lui
proposera en interrogeant sa base de données locale une liste contenant des ré
6
7sultats (URLs) qui correspoildent le mieux à sa requête. Ces résultats dépendent
naturellement de certains éléments comme l’architecture et la technologie utili
sées par l’outil (moteur de recherche, annuaire de référence, portail, méta-moteur
de recherche). Pour une même recherche, il est évident que la liste des résultats
retournés par le moteur de recherche Google n’est probablement pas identique à
celle retournée par le répertoire Yahoo! ou le moteur de recherche Altavista. En
outre, la façon d’élaborer des requêtes est également un facteur important clans
la recherche.
2.2 Catégories des outils de recherche
Les outils de recherche sur Internet se scindent en deux grandes catégories
les annuaires de référence’ et les moteurs de recherche2.
Les portails et les rnéta—rnotettrs de recherche sont issus (le ces deux catégories
ils iie seront pas décrits clans ce mémoire.
2.2.1 Les annuaires de référence
Ce sont (les sites web comme Yahoo! et Voila qui référencent des services
ou pages web sur Internet accessibles au moyen de liens hypertextes, classés en
plusieurs catégories comme : voyage, santé, informatique, divertissement, art,
culture, etc. Ils sont alimentés manuellement par une demande de référencement
auprès de propriétaires tIcs sites web. Leurs avantages est ciuils sont faciles à
utiliser et profitables pour les utilisateurs inexpérimentés sur des sujets vagues,
Directory
2Search Engine
8car ils référencent les principaux sites répondant à ces sujets. Néanmoins, leur
véritable inconvénient est que leur mise à jour se fait manuellement.
2.2.2 Les moteurs de recherche
Contrairement aux annuaires de référence, les moteurs de recherche quant à
eux possèdent des robots3 intelligents qui parcourent les pages tics sites web afin
de les enregistrer, les indexer et les mettre à jour (le façon automatique. Grâce
à ces robots, les moteurs de recherche peuvent indexer les sites web tic la toile
(WWv), et ils deviennent très efficaces et pratiques pour des recherches pré
cises. Par exemple. pour un mathématicien qui recherche l’expression équations
linéaires”, il est préférable qu’il aille consulter des sites web réservés pot les
Maths s’il en connaît. ou tin moteur de recherche qui peut lui recenser les pages
web comprenant les mots clés tic sa requête, que daller explorer sur un annuaire
une grande arborescence comme : “Sciences/Maths/Algèbre/ . . . /Equations
linéaires”.
Toutefois, l’inconvénient majeur de ces engins de recherche est qu’ils donnent trop
de réponses et parfois ces réponses sont inutiles.
Parmi les moteurs dc recherches les plus populaires. nous citons : Google, Hot
bot, Lycos, Msn search, Excite. fast, Iwon, Teorna, Yahoo, Altavista, Askjeevs,
Wiseriut 168, 691. Pour plus de détails, voir l’annexe B.
Le tableau 2.1 dévoile la corrélation (lui se manifeste entre les moteurs de re
cherche les plus utilisés sur Internet. Chaque ligne de ce tableau indique le nom
d’uit moteur de recherche, et chaque colonne détaille la relation qui existe entre
celui-ci et d’autres moteurs (le recherche. Par exemple, le moteur de recherche
3Crawlers, Spiders Araignées de balayage.
9AOL $earch utilise Googie pour ses “principaux résultats”, AdWards de Googie
pour ses “liens promotionnels” et Open Directory (DMoz) pour ses “liens réper
toriés”. C’est-à-dire, AOL Search peut recenser tout site web soumis sur Google
ou Open Directorv (DMoz).
TAB. 2.1 — Relation entre les moteurs de recherche [691
Moteur de Type Principaux Liens Liens -
Recherche résultats promotionnels répertoriés
AllTIie\eb Crawler Yahoo Overture ilon
AltaVista Crawler Yahoo Overture Open Directorv
AOL Search Crawler Google Google Open Directory
Ask Jeeves Crawler Teoma Google Non
Gigabiast Crawler Gigahlast non non
Google Crawler Google Google Open Directorv
Msn Search Crawler Yahoo Overture non
Netscape Crawler Google Google Open Directorv
Teoma Crawler Teonia Google 11011
Yahoo Crawler J ïahoo Overture ïalioo
2.3 Architecture et fonctionnement des moteurs
de recherche
Dune façon générale, un moteur de recherche fonctionne en trois étapes par
faitement structurées 161. Tout d’abord. il amorce tics robots 1191 qui parcourent
le réseau Internet dans le but d’acquérir le phis grand nombre possible tic pages
web. Il entreprend ellsuite le processus d’indexation pour en construire la base de
données d’index. Nous trouvons clans cette étape, par exemple, le découpage tics
documents en structures, en mots ou en thèmes. Et enfin, un moteur de recherche
possède tics algorithmes tic tri et de comparaison lui permettant «interroger sa
base tic données d’index pour constituer les résultats correspondant aux mots
clés recherchés par les internautes pendant leurs recherches. Soulignons citie la
10
pertinence des résultats retournés par les moteurs de recherche dépend fortement
de ces trois composants (“Araignées de balayage”, “processus d’indexation” et
“programmes de recherche”) 1211. La figure 2.1 illustre l’architecture générale




— Architecture des moteurs de recherche 111, 10j
11
2.3.1 Les robots
Un robot [41, 40, 60, 66] est un programme informatique qui examine auto
matiquernent l’ensemble des pages d’un site web afin de collecter ses ressources
(documents textes, images, audio, vidéos, etc.) en commençant par sa racine lien
par lien jusqu’à la fin de façon récursive. Ces ressources seront transmises ensuite
au processus d’indexation afin de les filtrer, les transformer, les indexer et les
classifier ( voir figure 2.1 (1)).
2.3.2 Le processus d’indexation
Une fois les ressources bâties par les araignées de balayage, le processus
d’indexation 111. It), 66] les analysera pour en extraire certaines informations
importantes. À titre d’exemple, le titre tic la page web téléchargée. les textes
délimités par les balises BODY les informations contenues clans les balises
HEÀD . les images et les vi(léos. Ces informations participeront à la construc
tion de la base de données d’index, qui sera utilisée par le programme de recherche
voir figure 2.1 (2)) à l’étape suivante.
2.3.3 Le programme de recherche
Ce programme 111, 40. 661 sert à interroger la base de données d’index afin de
constituer des listes de réponses. triées (classées) convenablement selon les mots
clés introduits par les utilisateurs voir figure 2.1 (3)).
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2.3.4 Le classement et l’algorithme PageRank
Depuis longtemps, les créateurs des moteurs de recherche travaillent sans cesse
pour améliorer la pertinence des résultats proposés aux clics des utilisateurs 1221.
Àlgorithmiquement, la pertinence des résultats demeure difficile à résoudre, car il
ne s’agit pas de calculs numériques précis, ruais d’une tâche subjective et relative
aux personnes. Citons l’exemple d’une personne qui recherche le mot “jaguar”,
le moteur de recherche ne comprend pas exactement ce que cette personne at
tend comme réponse, c’est-à-dire, s’agit-t-il de voitures jaguar ou de l’animal
jaguar’? Dans ces conditions, le moteur (le recherche lui suggère tous les liens
qui ont un rapport avec le mot “jaguar”. Une solution à ce problème consiste à
consolider cette recherche avec d’autres termes (mots clés) (lui donnent plus de
précision à cette requête. Google a trouvé un remède au problème (le Ranking’
grâce à ses fondateurs. Sergev Brin et Larrv Page. étudiants à l’Université de
$tandford aux Etats Unis. Ces étudiants ont inventé un algorithme de classement,
très puissant appelé”PageRank”f16, 58J, fondé sur les chaînes de Markov. Cet
algorithme a positiomié Google en tête (les moteurs (le recherche actuels.
PageRank est un algorithme itératif convergeant vers une valeur fixe après un
certain nombre d’itérations. Il sert à mesurer l’importance ou la popularité
(l’une page web. Cette notion va permettre de clett’rminer l’ordre (le tri (les ré
ponses apparaissant à l’écran de l’internaute pendant ciu’il fait des recherches.
Avant de présenter l’algorithme PageRank, il est préférable de définir les différents
types de liens que nous pouvons trouver dans la toile (WW’vV). D’ttne manière





Ces liens forment la topologie dun site web.
b) Liens entrants
Ces liens proviennent de sites extérieurs vers un site web.
c) Liens sortants
Ces liens indiquent les pages d’un site web qui pointent vers d’autres sites web.
La figure 2.2 montre un site web composé respectivement de 6 pages web internes
À, B. C, D. E et F. De plus. il y a deux pages web provenant de l’extérieur qui
pointent sur ce site, lesquelles sont dénotées par El et E2 (liens entrants). Et
enfin. ce site pointe sur (les pages web externes, lesciuelles sont désignées par $1.
$2, $3 et $1 (liens sortants).
\Iaintenant. voici comment se présente la formule de l’algorithme PageRank (.58j
PR(n) = (1- r) + r * ( PR(vl)) (2.1)
FIG. 2.2 Type de liens
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où
PR(u) : le Pageflank de la page web u.
1v11 le nombre de liens qui pointent vers la page web v.
n : le nombre de liens qui pointent vers la page web u.
r : le coefficient d’amortissement qui est fixé à 0.85 par défaut.
Exemple
Reprenons le site web de l’exemple précédent pour mieux comprendre le fonction
nement de l’algorithme de PageRank. Rappelons que l’objectif de cet algorithme
est de déterminer le PR d’une page web, qui permet de déterminer son impor
tance ou sa popularité, nous signalons que les PR des liens entrants El et E2 sont
initialisés par défaut à 0.85. car nous ne connaissons pas leurs valeurs exactes.
Après avoir réitéré l’algorithme PageRank 25 itérations, nous avons pu consta
ter que le PR des pages A, B, C, D, E et F est constant (voir tableau 2.2). L’ordre
de l’importance de ces pages web se fait en effectuant le classement de ces pages
web selon l’ordre décroissant de leur PR. Dans cet exemple. l’ordre d’importance
est alors : A, B, E, F, C et D. Cette constatation semble très juste et raisonnable
en même temps, de fait que la page web A reçoit plus de liens provenant de
l’extérieur par rapport aux autres pages web B, C, D. E et F. De plus. la popu
larité d’une page web dépend du nombre de liens émis sur elle. U est clair que la
page web principale de Sun5 est très populaire. car elle est référencée partout à




TAB. 2.2 - Exemple de calcul de PageRank
Itération/PageRank 1 2 3 4 5 . 25
PR(A) 2.940 3.099 3.141 3.162 3.173 ... 3.187
PR(B) 1.669 1.834 1.878 1.899 1.911 1.924
PR(C) 0.862 0.739 0.742 0.746 0.748 ... 0.750
PR(D) 0.296 0.275 0.270 0.276 0.277 ... 0.277
PR(E) 1.332 1.381 1.101 1.411 1.417 ... 1.423
PR(F) 1.189 1.256 1.277 1.28$ 1.293 . 1.300
2.4 Outils de recherche avancés
De nos jours. plusieurs outils de recherche avancés commerciaux ou publics
sont inventés dans le but d’aider et (l’assister les internautes lors (le leurs re
cherches. L’outil de recherche À96. par exemple, analyse les activités et les pré
férences (les internautes pour faire la recommandation des liens. des films ou des
livres, etc. Le système Fooxx7 lui aussi offre à ses utilisateurs la recommanda—
tion (les pages web intéressant d’autres utilisateurs. il peut également mettre en
contact plusieurs utilisateurs cmi sont connectés en ligne. etc. Le principal atotit
de ces systèmes est qu’ils prennent les préférences et les activités (historiques)
des internautes comme critère préliminaire pendant la recherche.
Nous présentons deux autres systèmes dtui vont clans le même sens et qui sont
issus du milieu acaclémiciue.
2.4.1 CiteSeer
Bollacker et aï. 15J ont réalisé un système qui utilise des moteurs de recherche
pour trouver et télécharger des papiers (articles) ou des documents scientifiques




Ces papiers sont analysés afin d’extraire certaines informations importantes (les
caractéristiques sémantiques, les mots fréquents, les citations en référence, etc.),
qui seront ensuite stockées dans une hase de données. CiteSeer fonctionne de la
même façon que les moteurs de recherche, en trois phases distinctes
1. L’acquisition des papiers : cette étape consiste à exécuter un programme
qui cherche à travers les moteurs de recherche (Altavista. Hot3ot, Excite, etc.) en
combinaison avec des mots heuristiques comme “publications” et “postscript “les
papiers et les documents scientifiques recherchés par les internautes. Il télécharge
tous les fichiers ayant pour extension “.ps”, “.ps.Z”. “.ps.gz” et d’autres formats.
C’est comme un “Crawler” dans les moteurs de recherche.
2. L’analyse des papiers cette phase consiste à analyser les l)aPiers téléchargés
afin «extraire toutes informations iugées nécessaires pour la phase de recherche.
ensuite les stocker tians la base de doiinées. Celle—ci va contenir, par exemple
les extraits tics papiers, leurs URLs, les fréquences (l’apparition des mots clans
chaque extrait, les citations. etc. Ceci est similaire au progranurie d’indexation
dans les nioteurs de recherche.
3. Recherche dans la base de données consiste à présenter à l’internaute
les articles dlui corresponcient à sa recherche et les dlocuments similaires. Pour
Inesurer la similarité entre plusieurs papiers (articles) CiteSeer utilise diverses
méthodes. Il utilise la technique Likelt f80J pour calculer la distance entre les
entêtes, les institutions, auteurs et mots clés des papiers. Il utilise également la
technique TFIDF (Teum Frequencv Inverse Document Frecuency) pour calculer






Wd. le l)olcis du terme s
d le document (papier)
f : la fréquence du terme s
fcima’r la fréquence maximale d’un terme clans tous les documents
la fréquence du terme J
le nombre tic documents
le nombre de docunients contenant le terme s
le nombre de documents contenant le terme j
Les mots Stopped Woids comme “the”, “as”, “whule” , etc. sont ignorés par Ci—
teSeer. Seules les racines des mots Stems of Words sont considérées, en utilisant
la lemmatisation heuristique de Porter 1641. Par exemple, les mots “walking”.
“walk” et “w’alkecl” sont tous identiques ait mot “walk”.
Pour déterminer la similarité entre cieux documents. CiteSeer calcule la dis
tance entre leur vecteur associé contenant les poids tics mots racines tic cha
cun. Il a plusieurs façons tic calculer la similarité entre cieux vecteurs. Soient
X et Y deux vecteurs représentés respectivement par leurs vecteurs tics poids
(P;ci’ Px2. P;3,
....
pi,.,,) et (Pqi Py2z Py3 Les cieux formules les plus souvent








FIG. 2.3 - L’interface graphique (le CiteSeer
Balfe et Srnvth Ij ont conçu I-SPY, un méta-moteur de recherche utilisant
une variété de moteurs de recherche (Google, HotBot, WiseNut, AllTheWeh, etc.).
Son principal objectif est d’améliorer la pertinence (les résultats des recherches.
Quand un utilisateur envoie sa recluête à I-SPY, ce dernier lui suggère des résultats
reclassés selon les sélections effectuées auparavant sur ces résultats par d’autres
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(2.1)VZ=1(T) Z=1(p)
CiteSeer comprend la recherche de documents et la recherche de citations (voir
figure 2.3). Il donne des statistiques de citations, (les liens cités, des citations en
contexte, (les documents reliés, etc. De plus, il permet aux utilisateurs (le faire
des commentaires sur des articles.
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utilisateurs. I-SPY utilise une matrice appelée Hit_Matrix, qui contient les re
cherches effectuées antérieurement par d’autres utilisateurs. Les lignes de Hit
Matrix correspondent aux requêtes formulées et les colonnes indiquent les pages
web sélectionnées pour ces requêtes. À chaque fois qu’un utilisateur sélectionne
la page web pj pour la requête qr, la valeur de la cellule s’incrémente. Elle
dénote le nombre de fois où la page web Pi a été sélectionnée pour la même re
quête (ir.
Par exemple, quand un utilisateur fait une nouvelle recherche sur la requête qr,
jspy l’intercepte et parcourt toutes les lignes de “Hit-Matrix’ en vue de calcu




Sirn(q. q) la similarité entre la requête q et la requête q
Ensuite, I-SPY propose à cet utilisateur des résultats contenant des pages web
pertinentes relativement à sa requête qr• La pertinence d’iille page web par rap







Retevance(p, q) la pertinence de la page Pi par rapport à la requête q.
HT le nombre de fois que la page web p a été sélectionnée pour la requête qT•
le nombre de fois que la page web p a été sélectionnée pour la requête q.
n : le nombre de colonnes de la matrice “Hit-Matrix”.
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FIG. 2.1 Linterface graphique d’I-SPY
La figure suivante présente l’interface graphique du méta-moteur de recherche
I-spY.
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2.4.3 Limitations de ces systèmes
L’idée (l’assister les internautes pendant leurs recherches, cri mettant (les liens
en avant ou en recommandant (les liens susceptibles d’être intéressants, est un
concept attrayant. L’implémentation de cette idée dans les systémes I-SPY et
CiteSeer fait bel et bien (le ceux-ci (les outils plus sophistiqués que des simples
moteurs de recherche. Néanmoins, par exemple, les concepts proposés par le sys
tème I-SPY se basent effèctivernent sur les recherches précédentes de ses usagers,
niais elles se focalisent essentiellement sur les requêtes (les internautes. CiteSeer
21
quant à lui, considère à la fois les recherches de ses usagers et le contenu des
documents.
L’idée proposée par I-SPY dans le but de reclasser (re-rank) les pages web est
excellente. Pour une requête donnée. l’ordre de classement des pages web se fait
selon le nombre de sélections qui ont été effectuées sur ces pages web par d’autres
utilisateurs, sur des requêtes similaires à la requête en question. Toutefois, les
requêtes des utilisateurs sont habituellement courtes, il faut alors combiner plu
sieurs techniques pour avoir une bonne similarité entre les requêtes.
CiteSeer quant à lui recommande les documents scientifiques cri se basant forte
ment sur leurs contenus. Après les transformations nécessaires sur les documents
(lemmatisation. extraction des vecteurs tics poils (les documents, etc.) CiteSeer
calcule les similarités entre ces documents . Ainsi. en cherchant la requête ‘As
sociation Rules’ (voir figure 2.3) CiteSeer nous propose beaucoup «informa—
tions supplémentaires qui pourraient être utiles, et lorsque nous cliquons sur le
lien ‘Fast Algonthms for Mining Association rifles (1991)” CiteSeer recommande
d’autres articles similaires à celui—là tels que les articles l’avant cité, les articles
en rapport à ce document basés sur le contenu, etc.
2.5 Conclusion
Ce chapitre a présenté urne vue globale des outils de recherche standards et
avancés, et a clarifié leur architecture générale et leur fonctionnement. Bien que
le principal objectif des outils de recherche est d’aider l’utilisateur final à trouver,
en un temps court. l’information aclécjuate qu’il recherche. le problème du volume
de la toile (WW\V) persiste toujours et s’impose continuellement, et ce malgré les
nouvelles techniques employées pour affiner les résultats proposés à l’utilisateur.
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Notre objectif est donc de concevoir un système capable d’assister, d’aider et de
recommander des liens répondant aux besoins des utilisateurs. L’idée de base est
d’appliquer la technique des règles d’association sur les documents qui sont ju
gés pertinents par un utilisateur ou un groupe d’utilisateurs. En effet. les règles
d’association fournies par BLED lui permettront de prédire avec une certaine pro
babilité quels seront les documents pouvant intéresser davantage les utilisateurs,
en se basant sur leurs documents préférés. contrairement aux autres systèmes qui
font de la recommandation basée soit sur la similarité entre requêtes des utilisa
teurs (I—SPY), soit sur le contenu des documents (CiteSeer).
Nous allons définir clans le chapitre suivant le forage de données et détailler ses
techniques et ses objectifs que nous utilisons pour réaliser notre système BLED.
Chapitre 3
Forage de dollnées
Le présent chapitre est entièrement consacré au forage de données Il décrit
ses taches. ses objectifs. ses techniques ainsi que les étapes de son fonctionnement.
Il détaillera entre autre la technique des règles cl association, car elle est utilisée
par notre approche.
3.1 Introduction
Aujourd’hui, presque toutes les entreprises, petites ou grandes détiennent (les
sites web pour vendre leurs services. Des applications de bases (le données gèrent
leurs activités habituel les 1651 (le support client, la gestion (les produits, la comp
tabilité, le marketing, l’archivage, etc.). Toutefois, ces montagnes de données ne
sont pas bien exploitées. Par exemple, voyons s’il est possible dobtenir (les ré




- Comment établir une classification des prospects?
- Comment classifier les clients par produits préférés?
- Quels risques peuvent mettre en danger nos produits?
- Quel est le profil des clients à long terme’?
- Comment attirer plus de clients?
- Comment garder les clients pour toujours?
Evidemment. si nous ne disposons pas de l’outil nécessaire, la réponse est non!
Ou avons-nous peut être de maigres chances d’avoir des réponses miraculeuses
à ce scénario des questions. Ceci semble intéressant si nous voulons développer
des stratégies claires et efficaces. pour pouvoir analyser et extraire (les connais
sances et les interpréter plus tard pour mieux comiaitre nos développements et nos
clients. Pour répondre à tous ces besoins, la luise en place du forage (le dormées
devient alors incontournable.
3.2 Définitions
Le forage (le données est
1. Une activité complexe visant à extraire et synthétiser tics informations incon—
nues, stockées clans un large volume tic données F141.
2. Un outil puissant qui sert à trouver des informations cachées dans une hase de
données, dont le volume est important, et à donner une explication claire à ces
informations F501.
3. Un processus décisionnel, où les utilisateurs cherchent des modèles d’interpré
tation (le leurs données [33J.
4. Une opération de tamisage d’un large volume de données afin de pouvoir clé-
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couvrir de nouvelles corrélations, de nouvelles tendances, et de nouveaux modèles
explicatifs des données 1701.
5. Le forage de données se mesure à l’expression: “Comment trouver un diamant
dans un tas de charbon sans se salir les mains” [33J.
6. “Un data warehouse, c’est comme k Califonzie en 1949, et la fouille de données
la recherche de l’or. Sans la concentration d’or dans les rivières de Californie, les
chances de succès des chercheurs d’or auraient été très limitées. Ainsi k data
warehouse est un passage obligé pour k data mining” 1331•
Nous en déduisons que l’entrepôt de données permet de rendre disponibles les
données en terme de quantité ou qualité pour toutes les opérations de forage de
données telles que la prédiction. l’estimation et la segmentation.
Pour conclure, nous pouvons dire que le forage de données est un processus de
sélection, d’exploration, de modification et de modélisation de grandes bases de
données en vue de découvrir des relations entre ces données et fournir des expli
cations claires à ces relations.
3.3 l’entrepôt de données
Bill Inmon a donné une définition très claire et complète au sujet de l’en
trepôt de données2: “Un data warehouse est une collection de données théma
tiques, intégrées, non volatiles et historisées, organisées pour k prise de décision”
133, 65, 12, 471.
D’après cette définition, nous pouvons schématiser l’entrepôt de données comme
une structure informatique, dans laquelle est stocké un volume important de don
Q 2data
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nées afin que des personnes puissent accéder aisément à l’information dont elles
ont besoin pour la prise de décision. Ces données contiennent des informations in
ternes, des données de productions et des informations externes (voir figure 3.1).
De plus, ces données sont
1. Organisées par thèmes les données sont organisées par sujets (consomma
teur. produit. ventes. etc.)
2. Intégrées : les données proviennent de sources multiples et hétérogènes (fi
chiers, bases de données externes, bases de données opérationnelles, transaction
nelles. etc.).
3. Historisées données d’archives créées au fil du temps.
4. Non volatiles : le stockage de données se fait indépendamment des bases de
données opérationnelles et leur mise à jour est inhibée. cest—à—dire. Faccès aux














FIG. 3.1 Principe d’un entrepôt de données
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3.4 Magasin de données
Un magasin de données 33j est un sous ensemble d’un entrepôt de données
qui ne contient que ries données d’une activité bien déterminée de l’entreprise. Par
exemple, le magasin de données de marketing ne contient que des informations
propres au service marketing.
Afin de distinguer entre un entrepôt de données et un magasin de données, le
tableau 3.1 ci—dessous illustre les principaux points qui les différencient
TAB. 3.1 Comparaison entre entrepôt de données et magasin de données 1331
Entrepôt de données Magasin de données -
Cible utilisateur Toute l’entreprise Département
Implication clii service Élevée faible ou moyenne
informatique
\Iodèies de données À Féchelle de Fentreprise Département
Champ applicatif Multi sujets, neutre Quelques sujets. spécifique
Sources de données Multiples Quelques unes
Stockage Base (le données Plusiettrs bases distribuées
Taille Centaine de GO et 1)1115 Une à 2 dizaines de GO
o
3.5 Tâches du forage de données
Nous avons dit que la fouille de données est une solution capable de mettre fin
à certaines difficultés diverses, constatées quotidiennement dans un organisme.
Quelque soit la nature du problème posé par le forage de données, la solution




cription5, l’estimation°, le groupement par affinité’, la prédiction8 et la segmen
tation91141.
3.5.1 La classification
La classification consiste à examiner les caractéristiques d’un élément (ob
jet) nouvellement présenté et l’affecter à une classe d’un ensemble déjà prédéfini.
Cette tâche repose sur des techniques de forage de données comme les arbres de
décision, le CBR (Case-Based Reasoning) et éventuellement l’analyse des liens
(voir section 4.2.3.2).
Exemples
- Évaluer des demandes de crédit;
- Détecter les tendances boursières;
- Examiner les demandes de remboursement;
- Diagnostiquer des maladies.
3.5.2 La description
La description permet de décrire les données dune base de données très coin
plexe en vue d’en fournir des explications. Les techniques de forage de données
opérantes pour cette tâche sont les arbres de décision et les statistiques en général.
5Description and profiling
‘Estimation





- Les clients ayant acheté des films en DVDs classés “action” sont des hommes,
célibataires et âgés de 20 à 35 ans.
3.5.3 L’estimation
L’estjrnatjoii consiste à estimer une variable continue en fonction des va
riables dites explicatives, qualitatives ou quantitatives. Par exemple, pour le cas
de la régression linéaire, Festimation d’une variable Y en fonction des variables
X1, X2,.. , X,, peut être traduite mathématiquement par: Y = a0 + a1X1 +
2-2 +... + O X,,.
OÙ
a0. a1, a,, sont des constantes.
X0. X1. X,, sont des variables dites explicatives.
Les techniques les plus appropriées Ù l’estimation sont : la régression, le CBR
et les arbres de décision.
Exemples
— Estimer les revenus dun client
- Estimer les bénéfices d’une compagne publicitaire.
3.5.4 La prédiction
Cette tâche est similaire à celles de la classification et (le l’estimation, sauf
qu’elle a pour objectif de prédire les comportements des objets ou d’estimer les
valeurs futures. Les techniques opérantes pour cette tâche sont : les arbres de
décision, les réseaux de neurones, la régression. les règles d’association et le rai-
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sonnement à base de cas.
Exemples
- Prédire le salaire qu’une personne peut espérer;
- Prédire le départ d’un client;
— Prédire la durée ([hospitalisation d’un patient.
3.5.5 La segmentation
La segmentation consiste à créer tics groupes homogènes, qui se ressemblent
le plus à partir de données hétérogènes. Les groupes homogènes seront interpré
tés par un expert du domaine (lui déterminera leur signification et l’intérêt tic
chaque groupe ainsi obtenu. Gràce à cette tàche. il est possible (I attribuer des
groupes préétablis pour servir la tàche de la classification, de l’estimation et. tic
la prédiction. La technique la plus appropriée à la segmentation est l’analyse (les
clusters.
Exemples
La segmentation peut réaliser des opérations comme
— Segmenter la clientèle pour tine carripagne promotionnelle
- Détecter les groupes aberrants : fratides. intrusions. etc.
3.5.6 Le groupement par affinité
Cette tàche consiste à identifier les dépendances qui existent entre les carac
téristiqties observées sur un ensemble de données. Elle est connue sous le nom
de “l’analyse du panier de la ménagère”, car elle permet de connaître les
produits qui vont naturellement ensemble tians un superrriarthé. Il est à noter
tiue notre travail se focalise graiiclement sur cette tàclie, c’est—à—dire, (le trouver
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les services/ documents sur Internet (lui pourront être consultés eflSeml)le pouf
ensuite en faire la recommandation aux autres internautes.
Parmi les techniques les pins appropriées â cette tâche, nous citons la technique
des règles d’association. dont nous verrons les détails plus loin. Le groupement
par affinité peut servir â d’autres tâches.
Exemples
- Analyser le choix (les cours des étudiants;
- Identifier des occasions de ventes croisées’°
- Concevoir des groupements attrayants de produit
- .Joindre les références «un individu entre elles.
3.6 1tapes du processus de forage de données
Dans cette section. nous décrivons les différentes étapes du processus de fouille
de données illustrées à la figure 3.2. Il est clair que le but final de la fouille de
données est d’analyser (les données afin d’en dégager des connaissances qui Y sont
masquées. Ce processus doit être d’abord précédé par fidentification des besoins
dc l’entreprise et l’identification de toutes les actions à entreprendre au cours de
cette opération.
Selon la majorité des spécialistes en forage de données. le processus de firage (le
données suit les étapes suivantes
1. Préparation des données”
2. Nettoyage des données’2;
















FIG. 3.2 - Processus de forage de tÏonnées
3.6.1 Préparation des données
Cette étape consiste t réunir toutes les données nécessaires qui contribueront
à la réalisation des objectifs imposés pendant la phase d’identification des besoins
de l’entreprise. Ces données proviennent généralement de l’entrepôt de données.
(lu magasin de données, des fichiers binaires, des fichiers textes ou même des bases
de données opérationnelles (voir figure 3.2). A ce stade. certaines transformations
14D ata normalization anci transformation
“Search for patterns, queries, mies, etc.
°Interpretation of resuits
4. Normalisation et transformation des données’1;
5. Recherche des modèles’5
6. Évaluation et interprétation’6.
Il est à noter cju’il est possible de faire un retour arrière à n’importe quelle étape







Revise and refine take action
Quenes
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devraiellt se faire sur ces données afin d’éliminer toutes variables (attributs) in
utiles pour l’opération tic forage de données d’une part, et de retrouver celles qui
s’ajustent aux objectifs imposés à priori. Il est à noter que ces transformations
sont menées par des outils spécifiques comme t SQL et OLÀP, qui nécessitent évi
dement tics connaissances de données présentes dans les sources de l’entreprise.
3.6.2 Nettoyage des données
Une fois toutes les variables nécessaires sont identifiées, il est recommandé de
nettoyer certaines données erronées. En effet. il arrive parfbis que des variables
(champs d’uïy formulaire) qui doivent être remplies à la main, par des agents de
saisie n’ont pas été contrôlées par le programme, ceci provotue souvent diverses
erreurs. Là encore. des outils comme SQL et OLÀP sont incontournables, notam
ment pour examiner les redondances et l’intégrité (les données.
Exemples
- Correction tics erreurs tic saisie:
- Elirnination des redondances des données;
- Vérification de l’intégrité des tionnées
— Mise à jour des informations incomplètes.
3.6.3 Intégration des données
Il est parfois important tic se procurer des bases de données externes, si cela est
nécessaire bien sûr, comme par exemple, une base de données démographique ou
géographique. L’objectif est donc de co;isoÏider et d’enrichir les bases (le données
sur lesquelles le processus de forage de données va s’executer. Dans notre projet,
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nous avons intégré la base de données des adresses IF mondiales afin d’élaborer
des statistiques sur les recherches des internautes par pays.
3.6.4 Normalisation et transformation des données
Cette étape est très délicate, car elle est complètement dépendante de l’étape
qui la suit, c’est-à-dire, le choix des techniques de forage de données. La normali
sation et la transformation de données consiste à faire tics transformations dans
la base de données, parmi les opérations les plus connues. figure la discrétisation.
(lui consiste à transformer les variables continues (quantitatives) Cil variables qua
litatives convenables. Par exemple, tic transformer une variable (le type date en
variable de type numérique (le créer (le nouvelles variables stipplénientaires dans
la hase de données (Moyenne, \Iax, Min. etc.) ; de transformer des variables no
minales en variables numériques, ainsi la séquence : Excellent. Très bien, Bien.
Moyen et faible deviendra .5, 1. 3. 2 et 1. Ces transformations doivent tenir
compte tics techniques de forage tic données qui vont s’opérer sur la base dc don
nées, car certaines méthodes de forage tic données coimnc les réseaux de neurones
ou les statistiques classiques ne traitent que tics données entièrement numériques.
3.6.5 Recherche des modèles
Le choix (les techniques représente Fétape la plus importante du processus de
forage tic données. Ces techniques sont divisées en deux grandes classes 1381 a)
tes techniques prédictives permettant tic généraliser de nouvelles informations en
se basant sur tics informations présentes, c’est-à-dire, qu’il y ait toujours tics va
riables cibles à prédire h) tes techniques descriptives ou exptoratozres permettant
à mettre en évidence tics informations cachées dans tin voimne extraordinaire de
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données. c’est-à-dire, qu’il n’y a pas de variables à prédire. Puis, le choix des tech
niques se fera selon les objectifs visés par l’étude (prédictifs ou descriptifs). Par
exemple, si nous voulons faire de la classification nous pourrons utiliser les mé
thodes prédictives telles que les arbres de décision ou raisonnement à base tic cas.
Parmi les techniques de forage de données les plus populaires, nous trouvons
les règles d’association, les réseaux (le neurones, les arbres de décision, les ré
seaux bayésiens et le raisonnement à base (le cas. Il est à noter que ces techniques
permettent de produire tics Modèles 17 représentants tics segments. des règles
d’associations, tics relations et des procédures de classifications, etc.
3.6.6 1va1uation et interprétation
Cette étape représente la phase finale du processus tic ftrage de données. Elle
consiste tout simplement à interpréter et évaluer F711 les rnotièles obtenus aux
étapes précédentes. Parmi les critères que nous devons considérer. nous citons
la habilité, la robustesse, le temps de réponse et la facilité de compréhension.
Toutefois, p0111’ vaÏitler 11H ïnotièle, il est judicieux de mesurer les impacts des
actions engagées auparavant.
3.7 Techniques de forage de données
Nous avons mentionné au paragraphe précédent que les techniques cie forage
de données constittient le coeur de processus du forage de données. En effet. ces




Cette section décrira les techniques de forage de données les pius employées par
la majorité tics logiciels récents. Ces techniciues sont basées sur des aspects ma
thématiques et statistiques très complexes. elles sont aussi complémentaires aux
outils classiques utilisés dans le temps comme les statistiques élémentaires ba
sées sur la moyenne, les écarts types, les variances, SQL et Excel. D’autres outils
de visualisation de données en histogrammes. les nuages de points, les graphes
de contingence et les données tridimensionnelles. Parmi ces techniques nous trou
vons
1. Les arbres de décision’8
2. Les réseaux bayésiens’9
3. Les réseaux de neurones20;
1. Le raisonnement t base de cas2’
5. L’analyse des clusters22
6. Les règles d’association23.
3.7.1 Arbres de décision
Les arbres de décision sont parmi les techniques les plus utilisées en forage de
données. notamment clans la tclie de classification. Comme son nom l’indique,
un arbre de décision est un arbre inversé contenant une racine, des noeuds. tics
arcs et tics feuilles. Les noeuds internes de l’arbre contiennent les attributs sur








à une réponse positive de test. Les feuilles de l’arbre sont des noeuds qui n’ont pas
d’enfants et contiennent les données réparties en classes identiques. La procédure
de classification obtenue se traduit en règles de décision faciles à comprendre et
applicables à d’autres nouvelles données. Les principaux algorithmes connus sont
C4.5, CART, CHÀID, fACT. 1D3 I3, 411.
3.7.2 Réseaux Bayésiens
Les réseaux bayésiens sont inspirés quant ‘. eux du fameux théorème de Bacs
F35, I’ qui permet de calculer la probabilité postérieure d’un événement ou une
hypothèse inconnue, sachant que d’autres événements ont été observés.
La formule de Bayes se présente comme suit
P(HfX) P(XH)P(H) (3.1)
P( H IX) : Exprime la probabilité que l’hypothèse H soit vraie sachant qu’un
autre événement X a été produit ou observé
- P(XIH) : Désigne la probabilité que l’événement X soit observé sachant
que l’hypothèse H est vraie.
P(H) Représente la probabilité que l’hypothèse H soit vraie inclépendam
ment de la valeur de X.
P(X) t Indique la probabilité que l’événement X soit observé.
Les réseaux bayésiens sont très pratiques en forage de données, et particulière
ment pour servir la tâche de la prédiction et de l’estimation. En effet, les réseaux
bayésiens permettent de trouver des modèles de décision, (lui permettent de pré
dire avec probabilité que certaines données appartiennent ou pas à une certaine
catégorie.
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3.7.3 Réseaux de neurones
Les réseaux de neurones 135, 44] ont été proposés en 1913 pour la première
fois par McCulloch et Pitts, neurologues de l’université tic Chicago, dans le but
de créer un modèle mathématique du cerveau humain baptisé neurone formel. En
1949 un mécanisme d’apprentissage a été proposé par Donald Hehb sous forme
d’une règle de modification des connexions synaptiques. Une décennie plus tard.
Rosenblatt avait conçu le perceptron, un réseau de neurones artificiels capable
«apprendre. d’identifier des formes et de faire certains calculs.
En résumé. un réseau tic neurone est formé de plusieurs unités tic base appe
lées neurones formels, lequel calcule la somme pondérée ( P1E) de ses entrées
(voir figure 3.3 dénotées par X1. X2, ). sera injectés â une
fonction de transfert cjui calculera à son tour la sortie du réseau (le neurone S. Le
seuil tu représente le taux d’erreur entre la valeur réelle C et la valeur S calculée





Oui: C et S sont trés proehs, lerreur est
]uç très faible, l’algorithme est grêt
FIG. 3.3 Réseau de neurones
o
FIG. 3.1 Fonction $igmoïde
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3.7.4 Raisonnement à Base de Cas
Le raisonnement à base de cas est une technique dans laquelle l’expérience
antérieure peut s’appliquer à de nouvelles situations. Autrement dit, nous nous
basons sur des cas résolus dans le passé pour trouver des solutions à des problèmes
similaires actuellement affrontés. Si l’un des nouveaux problèmes n’a aucune ré
férence dans la base de cas comprenant les experiences passées, il sera interprété,
indexé et mis à jour dans cette base. Le raisonnement à hase de cas est très
vital surtout clans les activités où le rôle rIe l’expérience est décisif. c’est-à-dire.
les activités où nous ne disposons ni de théories, ni rie modèles formels cyui les
résolvent. En forage de données, le raisonnement à base rie cas est très pratique
pour les tàches rie la prédiction. Festiination et notamment la classification, où
il s’agit de positionner des objets nouvellement présentés pal’ rapport aux plus
proches voisins déjà résolus f if.
3.7.5 L’analyse des clusters
Les techruques rie l’analyse rIes clusters [13. 16, 41f sont très utilisées en forage
rie données. car elles permettent rIe regrouper les md viclus d’une base de données
en groupes disjoints, selon des principes de la similarité qui y existent entre in
dividus. Comme nous l’avons déjà expliqué à la section 3.5, la segmentation sert
à transformer les données d’une base complexe en une base plus compréhensible.
Plusieurs techniques existent. nous en proposons quelcue-unes
K-Mean f38J, K-medoids j3$j, Agglomération [38f, CLARANS (A Clustering Al
gorithm based on Randomized Search) [381, BIRCH (Balanced Iterative Reclu
cing and Clustering Hierarchies) [38J, CURE (Cluster Using REpresentatives) 1381,
DBSCAN (Densitv-Basecl Clustering Method Baset On Connected Regions with
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$ufficiently High Density) [38], OPTICS [38] (Ordering Points To Identify the
Citistering Structure), DENCLUE (DENsity-based CLUstering) [38], STING (STa
tistical INformation Grid) [38], WaveCluster 1381 et CLIQUE (Ciustering In QUEst)
1381. Ces algorithmes reposent sur certaines formules de calcul de distance
1. La distance Euclidienne : dE,i(x,y) =
—
2. La distance Manhattan : dAI0h(x, y) v,
— yJ
3. La distance de Minkowski dj(x.y) = Z(c — y où q e N
1. La moyenne : Moyenne(x. y) ( ‘
OU (.v1. 12 ,....Ir,) et (Yi, Y2 Yn) sont cieux objets tic R
3.7.6 Règles d’association
La technique des règles d’association j3, 2] a été inventée pour analyser des
données transactionnelles tics consommateurs tics supermarchés. L’objectif était
alors tic découvrir toutes les affinités entre produits achetés par les clients afin
d’implémenter de nouvelles démarches envers les clients et tics produits. Dailleurs,
lexemple type (les règles d’association est l’analyse du ticket de caisse, dite
“L ‘anatyse du panier de ta rnénayère”2t.
Aujourd’hui, cette technique s’étend vers d’autres secteurs d’activités, où nous
pouvons faire le regroupement des produits, des services ou tics événements tels
que le commerce électronique, la santé, les télécommunications, la météo. etc.
L’exemple stuvant permet (le mieux comprendre la technicytie des règles d’asso
ciation.
Dans un supermarché. l’analyse ciii ticket tic caisse a donné le tableau suivaïit
24Market Basket Arialysis
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TAR 9 Liste d’achats
Chaque ligne de ce tableau contient une transaction (un achat) identifiée par
un numéro unique et un ensemble d’articles qui lui sont associés. Par exemple.
dans la ligne 1, il s’agit d’un client T00, qui a acheté les produits A, B, C, D et E.
La technique des règles d’association permet d’identifier les associations entre les
articles de cette liste d’achats et produit des règles ttassociation comme celle—ci
60% tics achats contenant l’item A contiennent également l’item C. et 30%
tic cette liste d’achats ne contiennent que les items A et C
Dans cette règle. le rapport 60% indique la proportion des clients ayant acheté
l’article C parmi ceux qui ont acheté l’article A. Alors, que le taux 30% repré
sente la proportion où les articles A et C sont présents ensembles dans la liste
d’achats. Ces deux seuils. c’est-a-dire. 60% et 30% représentent en vérité les va
leurs clés de cette règle d’association, ils sont appelés respectivement “confiance”
et “support” de la règle. et ils tléterminent l’importance et la signification de
cett.e règle.
Transaction Articles (items)
T00 A, B, C, D, E
TOi A,B,C









3.7.6.1 Découverte des itemsets fréquents
Soientl = {i1.i2.’i3.
.m} un ensemble de in items et B {t1. t2, t3.
.tr,}
une base de données de n transactions. Chaque transaction t est identifiée par
un TID (Transaction IDentification), elle est constituée d’un sous ensemble I C I
de taille k (items) appelé k — temset [4. 2].
1. Un support d’un itemset I est le pourcentage (les transactions de B qui
contiennent l’itemset I [1, 21









sttppo,t(A. E) = = 1O
2. Un itemset fréquent est un itemset dont le support est supérieur ou égal au
seuil minimal appelé iimznsvpport défini par l’utilisateur I1 21.
3. Une Règle d’association est une implication dc la forme I
‘. 12 entre
deux itemsets fy, L2 telle que L2 fl 1 0. Cette règle dassociation possède un
support s et une confiance e définis comme suit
{R: L2 ,‘ ‘2, Svpport(Ii U 12) = T E B/11U 12 C T Confiance
Q
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1. Le support d’une règle d’association est la fréquence d’apparition simul
tanée des items qui apparaissent dans la condition (prémisse) et la conséquence
(résultat) de la règle, dans la hase des transactions T de B [1, 21.
Exemple
Considérons la règle d’association {R A ,‘ C} déduite du tableau 12.
s’upport(R) = 30%
.5. La confiance d’une règle d’association est le rapport entre le nombre
de transactions contenant tous les items figurants dans la règle et le nombre de
transactions contenant seulement les items de la condition (prénHsse) de la règle.
dans la base des transactions T de Bt1. 21.
Exemple





L’extraction des règles dassociation [3. 21 consiste à déterminer toutes les
règles d’association pour lesquelles le support et la confiance sont supérieurs ou
égaux respectivement à un seuil de support minimum appelé ni’nsupport et à un
seuil de confiance minimum appelé rntncon fiance fixés selon les objectifs et la
nature des données à traiter.
La première opération de l’extraction des règles d’association consiste à compter
les occurrences de chaque item dc l’ensemble I afin de déterminer les 1 temsets
fréquents. Alors que. la k” itération permet (le créer les ensembles candidats C
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par la procédure Apriori-Gen [4, 21 (voir Algorithm 2) en utilisant les fk—i
de k
— iternsets frécjuents créés à la (k — l)me itération. Puis, nous calculons
le support de chaque candidat de 6k afin de ne garder que les candidats de C(
qui sont contenus dans une transaction t donnée avec un support supérieur ou
égal au mins’uppor’t .c’est-à-dire. les Fk de k — item sets fréquents. La procédure
Subset(Ck, t) [1, 21 reçoit en entrée l’ensemble C1. de (k— 1)itemsets candidats et
l’objet t de l’ensemble B et fournira cri sortie l’ensemble C candidats contenant
l’objet t.
Algorithm 1 Extraction des itemsets avec APRIORI
Entrée: Base (le données transactionnelles B; seuil minimal de support
mcnsupport;
Sortie: U. F1. (les k-iternsets fréquents;
Début
pour (k : 2: f._1 0: k + +) faire
Aprioi’i — Gen(f,,i ) :// génération des candidats.
pour tout transaction t E B faire
C : S’abset(Ci.. t) : // candidats contenus (lans tpour tout candidat e E C, faire
e support + +
fin pour
fk { e e C,, es uppoet mlfls’LtppO7’t}
fin pour
fin pourRetourner U,. f,;
Fin
3.7.8 La procédure Aprioi-Gen
Cette procédure f1, 2J reçoit en entrée l’ensemble f,._ de (k — 1) — itemsets
fréquents et fournira en sortie l’ensemble C,, de k — iternsets candidats, notons
que la génération des k — itemsets est un problème exponentiel. Apriori-Gen()
établit une jointure entre deux itemsets fréquents p et q de taille k — 1 de Fen—
semble f1._. Le résultat de cette opération est inséré dans l’ensemble C,,si les
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k
— 2 premiers items qui les composent sont égaux. En outre, Apriori-Gen()
efface tous les (k— 1)—itemsets candidats dont l’un des sous-ensembles s de taille
k — 1 ne figure pas dans l’ensemble précédent fk1 (voir l’algorithme ci-dessous).
Àlgorithm 2 Génération des itemsets candidats avec Apriori-Gen
Entrée: ensemble f._i de (k-1)-itemsets fréquents;
Sortie: ensemble Ch. de k-itemsets candidats
Début
insert into C.;
Select J). lteïTi1, P.ltCÏll2, P.LtCIll3 J).1tC1111, ,P.tt 111kÏ q.ttcin1,_1
from f1,_1 p.fky q;
where p.itern1 q.iterni,•
.p.temk._2 = c1.1temk_,p.ztem1,_I <
(/.ltklllk_Ï
pour tout iternsets candidat c E C1, faire
pour tout sous-ensemble s de c de taille k
— 1 faire
si s F1_1 alors






Afin de mieux comprendre le fonctionnement tics cieux algorithmes présentés pré—
céclemment, prenons i’exempie de la figure 3.5, nous avons une liste d’achats V
contenant 9 transactions, dont chacune est identifiée par un TID et un sous en
semble d’articles quelconques. Nous notons qu’un article peut désigner tics objets
différents, dans un contexte bien déterrrÏiné. Par exemple, dans le cas du super
marché, les objets peuvent, être : café, lait. jus d’orange, etc. Dans notre contexte.
un artcie peut désigner toute sorte de pages web (documents PDf, sons, images,
etc.). Ii faudrait ensuite fournir la valeur du seuil mz’ns’upport du paramètre d’en
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FIG. 3.5 - Extraction des itemsets fréquents par APRIORI
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La première opération consiste alors à calculer les occurrences de chaque article
pour obtenir les 1 — itemsets fréquents de F1A, B, C, D. Nous remarquons que
l’article F est élagué de l’ensemble C1, car sa fréquence d’apparition dans la liste
V est inférieure à 2/9 (voir figure 3.5 C1). Nous réitérons ensuite l’algorithme
APRIORI, qui fait appel de so côté à la procédure Apriori-Gen pour détermi
ner le reste des f. de k—itemsets tant que Fk—1 n’est pas vide (voir figure 3.5 f4).
Après avoir terminé l’exécution de l’algorithme APRIORI, nous obtenons comme
résultat final les ensembles : F1, F2 et F3 à partir desquels les règles d’association
seront générées.
3.7.9 Génération des règles d’association
Nous avons vu qu’une règle d’association n’est qu’une relation entre les item-
sets de l’ensemble F des itemsets fréquents, celle-ci se présente sous la forme
{ R : I = 121, dans laquelle I et ‘2 sont des itemsets fréquents appelés res
pectivement l’antécédent (prémisse) et la conséquence de la règle R. Une règle
est dite valide, si et seulement si le rapport Support(11U12) est supérieur ou égal
au seuil minconfiance. Le processus de génération des règles d’association se
déroule comme suit
Pour chaque itemset fréquent I de l’ensemble F de taille supérieure ou égale
à deux, nous déterminons les sous ensembles 12 de I, et la valeur du rapport
Support(I1[2)conf‘ance
= Spport(li) . Une regle {R : 12 == (Ii — 12)} sera retenue si seule
ment si, le rapport calculé representa.nt sa confiance est supérieur ou égal au
seuil de confiance minconfiance.
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Algorithm 3 Génération des règles d’association avec Gen-Règles.
Entrée: ensemble F itemsets fréquents; seuil minimal de confiance
rninconfiance;
Sortie: ensemble Ai? de règles d’association valides;
Début
pour tout k-itemsets fréquents tk F tel que k 2 faire
H1 = {1 — iternsetssoits
— ensembÏesdelk};
pour tout k1 e H1 faire
confiance(r) = S’UpPOTt (tk)/SUppOrt (lh — k1)
si (confiance(r) > mincon fiance) alors









Algorithm 4 Insertion tics règles d’association dans Ai? avec Gen-Règles
Entrée: k—itemscts fréquent tk ; H7., de m itemsets conséquences : mincon fiance
Sortie: ensemble Ai? de règles dassociation valides;
Début
si k > in + 1 alors
Apriori
— Gen(Hm);
pour tout km E Hm+i faire
con fiance(r) = support (tt)/support(ij.
—
si (con fiance(r) > mi ricon fiance) alors










Reprenons l’exemple défini précédemment (voir figure 3.5). L’ensemble F contient
trois sous ensembles : F1, F2, F. La figure 3.6 montre la génération des règles



















ltemset Support Règles dassoÈation Contiance
(AH) 4/9 AH - C 2/4
(AC) 4/9 AC D 2/4
(HO] 4/9 HC
- A 2/4
ftemset Support Régies «association Contiance
(A) 6/9 A — BC 2/6
(H) 6/9 8 - AC 2/6
(C] 7/9 C — AH 2/7
ltemset Support Règles «association Contiance
(H] 6/9 H—’CD 2/6
(C) 6/9 C
- BD 2/6
(D] 7/9 C- HO 2/7
FIG. 3.6 Exemple de génération des règles d’association
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De nombreuses entreprises s’intéressent de pins en pins anx outils du forage
de données. La figure 3.7 montre une liste non exhaustive de produits avec leurs
descriptions.
fl oduit Données Techniques (le modélisation
4]loughtdecognos SGBD Resesuxdeneurones
flicedelsoft SGBD, Fichiers Arbres de décision
OEemenhne de SF55 SGBD, fichiers Multiples
Datamind de D’Epsphany SGBD, Fichsers Propri&afre(Proche de bayes)
Intelligent Miner d’IBM DES, fichiers Multiples
Kno’aledge Seeker de Angoss SGBD. Fichiers Arbres de décision
Predict de NeuraiWare SGBD Résmuxdeneurones
aevia de Elsewere Fichiers Résmuxdeneurones
SAS Entreprise Miner de SAS SGBD et fichiers Multiples
Saxon de Prnsi Fichiers Resaiux deneurones
SPAD de CISIA SORE), Fichiers Multiples
Strada de Complex Systern Fichiers Résaiuxdeneuronesetalgoritlunes gén&4iques
Wizwhy de WizSsft SGBD, Fichiers Associations
FIG. 3.7 Qnelques produits en forage (le dounées
3.8 Conclusion
Nons avons exposé brièvement un domaine précienx dans la découverte de
connaissances KDD (Knowledge Discovery in Databases), un outil puissant, ef
ficace et capable de retrouver des informations cachées dans un large volume de
données, avec lesquelles nous pouvons prédire et prévoir à court, moyen et long
terme nos objectifs vis-à-vis de nos produits et nos clients.
Plusieurs outils sont disponibles, dont le choix se base sur plusieurs critères. Par
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exemple, la multitude des techniques de forage de données implémentées par Fou
tu choisi, la qualité de ses algorithmes, les différents types (le données qui peuvent
être gérées par l’outil, la capacité de traitement de données volumineuses et la
performance de l’outil.
Notre objectif de départ découle de l’implémentation de la technique des règles
d’association du forage de données pour traiter des données provenant du web.
C’est pourquoi, le chapitre suivant sera consacré à un domaine particulier dc
la découverte de connaissances appelé forage du web, qui consiste à employer
de la fouille de données en vue d’extraire des connaissances à partir de dlonrlées
appelées “données du web”.
Chapitre 4
Forage du Web
Dans le présent chapitre, nous allons évoquer succinctement des notions se
rapportant aux cookies, les fichiers journaux, le forage du web et sa taxonomie.
nous présenterons ensuite, les données web suivies de la taxonomie tic forage (111
web’.
4.1 Généralités
Nous somme convaincus que l’objectif tics chercheurs clans le domaine d’In
ternet. entre autre en commerce électronique, vise à collecter toutes informations
jugées pertinentes sur les personnes ayant fréquenté leur site web, en exami
nant des ressources comme les fichiers journaux2, les cookies t$J et les sessions





mances de sites web, et analyser davantage les caractéristiques et les réactions des
internautes pendant leur navigation sur le site. Parmi les informations les plus
importantes, nous trouvons Les pages web visitées, l’heure de visite, l’adresse
IP (le la machine appelante, le site à partir dutiueÏ l’utilisateur est arrivé, etc.
Le forage du web est l’une des branches les pius répandues dans le domaine du
WEB (personnalisation (les site web. systèmes (le recommandation, extraction
d’informations, etc.). Il consiste à employer des techniques et des algorithmes en
vue (le développer des approches et des outils permettant d’extraire des informa
tions pertinentes cachées dans une gigantesque masse de données. Ces informa
tions ont pour objectifs non seulement (le cibler les internautes. mais également
de prévenir et d’anticiper leurs attentes futures.
4.1.1 Les Cookies
Un cookie est un petit fichier texte envoyé à l’ordinateur de l’internaute par
un serveur web, en passant par son fureteur lors d’une visite à un site web.
Ce fichier contient (les informations qui pourraient être réutilisées ou modifiées
lorsque cet internaute se reconnectera ultérieurement sur le site web t$I• En
effet, lorsqu’une adresse URL (l’un site web est demandée par un internaute,
son navigateur web commence d’abord par chercher et examiner tous les cookies
présents dans l’ordinateur (disque (lur) de cet internaute. s’il détecte ceux qui
étaient affectés à cet URL il les réexpédie au serveur web qui les a créés. Par
exemple, lorsciu’un internaute veut consulter son courrier électronique sur tin
service de messagerie, comme celui de Hotmail. il constatera certainement que
son nom d’usager est déjà affiché sur sa page web d’accueil s’il a déjà autorisé son
fureteur à accepter les cookies, à ce moment, l’internaute n’a qu’à saisir son mot
de passe pour accéder â sa boite de réception. En pratique, les cookies possèdent
la structure suivante
SetCookie
Nom=VALEUR I Expires=DATE I Path=CHEMIN I Domain=DOMAINE I Secure
Tous ces attributs sont facultatifs. à part l’attribut Nom
TAn. 4.1
- Description d’un cookie
Attribut Description
Nom Suite de caractères, et de chiffres, servant à identifier la machine (le
l’utilisatur
Expires Date ([expiration cli.i cookie. une fbis celle-ci atteinte, le cookie sera
effacé du disque. oit invalidé (lépenclanlment dii type tic fureteur tin
client. Le cookie expirera â la fin (le la session si [attribut “expires”
n’a pas été mentionné lois de sa création
Path Répertoire claris lequel le cookie est valide, les sous répertoires sont
également acceptés.
Domain Domaine auquel le cookie est affecté
Secure Mode de transfert des pages web demandées par l’utilisateur. Il
sagit des connexions sécurisées.
En réalité, les cookies possèdent certaines lirrutes et inconvénients
1. Certains utilisateurs refusent svstématicyuement la réception tics cookies
2. L’utilisateur peut effacer les cookies (le sort disque à niniporte quel moment
3. Par convention, la taille d’un cookie est limitée à 1 Ko:
4. Le nombre maximum des cookies (lui peuvent être stockés par navigateur est
limité à 300 fichiers;
5. Un serveur web ne peut envoyer plus de 20 cookies dans l’ordinateur de l’uti
lisateur. Ceci dit, le site le plus visité aura plus de chance de stocker plus de
cookies;
6- Un ordinateur peut être utilisé par plusieurs personnes, à l’université, à la
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maison, au travail, etc. De même, un utilisateur peut utiliser plusieurs stations.
Pour conclure, nous pouvons dire que les cookies en réalité permettent d’identifier
la machine de l’internaute et non pas son identité.
4.1.2 Les fichiers journaux
Contrairement aux coohies, imflchier journal3 est un fichier texte créé par un
logiciel spécifique sur le serveur web et non pas sur la machine de l’internautc.
Ce fichier sert à garder l’empreinte de toutes activités observées sur un site web
vis-à-vis du monde extérieur 1i• L’analyse de tel fichier permet de mieux com
prendre les progressions des utilisateurs sur un site web, d’optimiser sa structure
(topologie) pour facifiter l’accès au contenu de ces pages web, d’évaluer son effi
cacité, de quantifier son succès et prévoir même de la vente croisée.
Les informations que contient un fichier journal sont des attributs, variant d’un
standard à l’autre : W3C , NCSA ,IIS ,etc. 1551. Cependant, il y en a qui sont
en communs comme:
1. L’adresse W de la machine de laquelle se connectait l’utilisateur;
2. Date et heure de connexion;
3. Pages visitées;
4. Taille du fichier téléchargé;
5. Le site à partir duquel l’utilisateur est arrivé (site de renvoi).
Exemple
L’exemple suivant montre une entrée (enregistrement) d’un fichier journal.
Software : Microsoft Internet Infonnation Services 6.0 Version : 1.0 Date : 2002-05-02
17:42:15 FicHs : date Urne c-ip cs-usenzarne s-ip s-port cs-rnethod cs-uri-stern es-mi





Dans cet exemple, nous remarquons que l’adresse IP de la machine est 172.30.255.255,
la date et l’heure de la visite sont 2002 — 05 — 02 et 17 42 : 15, pictnre.jpg est le
fichier visité.
Parfois, certains attributs rie sont pas identifiables, le serveur web les remplacera
implicitement par le signe ‘L”• Comme dans l’exemple précédent, l’attribut “user—
naine’ a été remplacé par “-“.
Comme pour les cookies. les fichiers journaux possèdent aussi des désavantages
1. Un serveur web ne peut observer que l’adresse I? du serveur proxv redluérarit
et non celles des utilisateurs cachés derrière lui. Un serveur proxv est un dispositif
(lui vise à conserver clans sa mémoire cache les données les plus habituellement
demandées sur un réseau LAN (Local Area Network), afin (le les rendre disponible
cri cas (le besoin. Toutefois, cette stratégie s’est étendue à un autre point de mire,
qui consiste à éluder les problèmes tic saturation tic la bande passante pour l’accès
Internet à travers une seule adresse IP, et (le conserver les pages visitées dans sa
mémoire cache. La validité du contenu du cache dépend essentiellenient tic piu
sieurs paramètres tels que En-tête HTTP expire, en-tête HTTP Last-Modzfled,
la fréquence d’utilisation, etc. Ceci dit, les serveurs web ne peuvent Jamais déceler
l’adresse IP d’où les requêtes tics internautes étaient émises
2. Un serveur proxy intercepte les requêtes provenamit tics utilisateurs, en cher
chant d’abord dans son cache s’il y a des réponses correspondant à ces requêtes
avant qu’elles soient reclirigées vers le site web demandé. À ce moment, le serveur
web perdra un tas d’informations relatives aux internautes qui pourraient être
utiles j47J
3. Un navigateur web comprend une mémoire cache qui lui permet de stocker
les pages web visitées par l’internaute. Ces pages web peuvent être consultées en
passant par le bouton “Précédent”. Ceci empêchera le serveur web d’accjuérir J)lus
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de données sur cet internaute;
4. Enfin, lorsqu’un utilisateur ouvre une session connexion sur le réseau Internet.
Sou fournisseur d’accès Internet lui fournira une adresse IP dynamique, qui n’est
pas forcement identique à celle attribuée auparavant. Ceci menace grandement
l’identification des utilisateurs et la met en péril.
4.2 Forage du web
Le forage du web peut être défini, très naturellement, comme l’application (les
techniques (le statistiques et de forage (le données à une large masse de données
appelée données du web1, en vue de développer des outils qui lernlettront
d’extraire des connaissances cachées dans cette ruasse de doiinées 11•
4.2.1 Les données du web
Les données du web comprennent 1 ensemble des tlonnécs (lui pC11e11t être Uti
lisées en fbrage du web. La figure 4.1 montre ses principaux composants [72J don
nées du contenu3, données de la structure6, données d’usage’ et données concer











User Profile Data age.adresse. profession....
FIG. -1.1 — Les données web
4.2.1.1 Les données du contenu
Comme son nom Ïindique. cette catégorie de données réunit toutes sortes
de données (lui peuvent être présentées aux internautes pendant leur navigation.
Nous cri distinguons trois types 172. 261
1. Le premier type intégrant (les données appelées données fortement str’actgzrées.
Nous entendons par cela, les données soumises à une structure bien déterminée
lors de la conception. Elles sont stockées généralement dans des bases de données
relationnelles ou objets:
2. Le deuxième type renfermant des données appelées données serni strncturées.
Elles sont généralement représentées par (les structures différentes en utilisant
















3. Le dernier type comprend des données appelées ‘non struct’uTées incluant géné
ralement des données formatées en HTML, texte, hypertextes, etc.
4.2.1.2 Les données de la structure
Cette catégorie rie données retrace l’organisation interne des noeuds (pages
web) d’un site web. Elle peut. contenir (les données brutes comme les tags HTML,
XML, RDf, etc., ou liens reliant les noeuds d’un site web ou liens raccourcissant
l’accès à d’autres sites web [72, 261.
4.2.1.3 Les données de l’usage
Il sagit des informations stockées flans les fichiers journaux qui décrivent
toutes empreintes laissées par les utilisateurs du site web au cours de leurs visites.
Ces informations se divisent en cieux groupes disjoints. Le premier groupe est en
rapport à t’nsage de sites web comme : la date et le temps daccés au site web.
les pages web visitées et leurs acheminements et la taille d’un fichier téléchargé.
Le deuxième groupe vise les informations concernant tes ntitisatenrs de sites web
comme les adresses IP. les fureteurs utilisés (Internet Explorer. NetScape. Mozda).
le système d’exploitation (Linux, 052. Winclow’s), les cookies. les noms dusagers
si les pages de sites web qu’il a visité sont protégées par l’authentification htaccess
et. htpasswd [72. 26J.
4.2.1.4 Le profil utilisateur
Ii s’agit ries informations constituant le profile (les utilisateurs comme l’âge,
le sexe, la localisation géographique, la langue, la fonction, les objectifs et les pré-
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férences. La collecte de certaines informations comme la localisation géographique
et la langue pourrait être effectuée implicitement grâce aux fichiers journaux et
aux cookies. Contrairement à l’âge, la fonction et les préférences, leur collecte
devra se faire explicitement à travers un questionnaire à remplir en collaboration
avec l’utilisateur [72, 26]. Ii est important de cure que cette catégorie de données
joue un rôle important clans la ‘raodétisation des irtternautes9 [23].
4.2.2 Taxonomie de forage de web
Principalement, le forage du web est divisé en trois grandes catégories [75, 49.
30. 21] : le forage du contenu’° c’est le processus d’extraction tic connaissances à
partir du contenu d’un document, ou de sa dlescriptioH: te forage de ta structure’’
qui s’occupe tic la structure organisationnelle du site web ; et enfin, te forage de
t’usage du site web’2 qui a pour objectif «extraire tics connaissances cachées tians
les fichiers journaux des serveurs web.








4.2.2.1 Le forage de la structure
Cette catégorie se base principalement sur l’analyse tics données décrivant
la topologie d’un site web en vue de la réorganiser t9• 30. 75f. par exemple.
l’interconnexion tics hyperliens. Dans cette catégorie, c’est—à dire, le forage tic la
structure LI nous trouvons les algorithmes tic classement utilisés par les moteurs
de recherche comme PageRank que nous avons présenté au chapitre 2 ou HITS j.52],
SALSA rsiJ et CLEVERI2O].
4.2.2.2 Le forage du contenu
Cette catégorie consiste à extraire tics modèles appelés parfois motifs en se
basant sur le contenu tics documents d’un site web 19 30, 7.5]. Le forage du
contenu peut être divisé en cieux catégories (voir figure 1.2). La première caté
gorie est te foraqe du contenu des pages’4, elle consiste à intégrer et organiser
les données hétérogènes et semi-structurées du web en données plus structurées
comme les données relationnelles, et accessibles pour les outils de datarnining et
13Web Structure Mining
lt\h Page Content Mining
Web Page
Content Mining
FIG. 4.2 Taxonomie du forage du web 130]
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les langages d’interrogation de données. Plusieurs travaux ont été menés dans ce
sens, nous citons WebOQL [81, WebML 1801, W3QL [47]. La deuxième catégorie
comporte le développement de systèmes sophistiqilés de l’Intelligence Artificielle
qui peuvent agir de façon autonome ou semi autonome pour découvrir et organiser
les informations sur le Web. Dans cette catégorie, nous trouvons l’agent de re
cherche intelligent’5 FAQ-finder [35], le système BO (Bookmark Organizer) [.52]
en filtrage d’information’6 et Syskill & Webert [611, un agent web personnalisé’7
4.2.2.3 Le forage de l’usage
Cette catégorie s’iiitéresse à l’usage de sites web en fouillant les traces lais
sées par les internautes dans les fichiers journaux [48, 29, 74]. Plusieurs travaux
d’ordre général ont été réalisés comme WehSift [74] et SpeedTracer [78]. Le fo
rage de l’usage (Web Usage IViining) peut servir en outre plusieurs domaines, tel











FIG. 1.3 Domaines d’application du Web Usage Mining 721
1. Amélioration des systèmes
Lun des objectifs de forage de l’usage est rie développer ries politiques permettant
rie comprendre comment les utilisateurs se servent de sites web pour identifier par
exemple : (les failles (le sécurité. ries mtrusions, ries fraudes, etc. 172!.
Plusieurs travaux ont été réalisés dans ce sens. nons citons Schechter [67] et
Almeicla [5].
2. Modification de sites web
La satisfaction ries besoins ries utilisateurs représente un élément important pour
les sites ‘vVeh. En effet, le forage rie l’usage permet la restructuration du site web
afin rie le rendre attractif en s’appuyant sur les traces laissées par tes utilisateurs
[72].
3. Intelligence d’Affaires
Le forage de l’usage permet de révéler certaines questions importantes, â l’égard
rIe l’usage ries sites web, notamment. les sites cornmerciaux.À titre d’exemple
Qu’est ce qui a attiré l’utilisateur sur le site web? Quel est le profil rie l’utilisateur
rentable ‘? Comment garder les utilisateurs pour toujours ‘? [721.
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Parmi les travaux qui ont été faits clans ce domaine, nous citons : SurfAid Ana
lytics [74J et Buchner [171.
4. Caractérisation d’usage
Le forage de l’usage pourrait être utilisé pour révéler (les statistiques concernant
les clics des utilisateurs. Par exemple, des modifications ont été apportées au fu
reteur Xmozaic, à l’Institut de Technologie de Géorgie afin d’enregistrer toutes
les activités cliii ont lieu sur la machine de l’inteniaute, c’est—à—dire. un fichier
journal coté client retraçant les activités (Back/Forwarcl, Downloading files, acl
ding to bookmarks, etc.)1721.
Plusieurs travaux ont été réalisés clans ce semis Pitkow 1121 et Manlev f54]
5. Personnalisation
La personnalisation 19, 59, 26, a été définie comme étant Futiilsation d’ana
lyses prédiutives sur les données clients, pour conduire à une livraison ciblée (lin—
formations ou des messages promotionnels. Elle consiste aussi à l’emploi de la
technologie afin d’intégrer des informations personnelles à la présentation et au
contenu de tout contact avec client ou partenaire. en taillant le contenu, la pu
blicité et les services sur mesure pour des individus ou des groupes (lindiviclus
spécifiques.
En résumé, la personnalisation vise à tailler sur mesure les exigences d’un individu
ou d’un groupe cl individus selon les informations recueillies sur ces persoiines.
La personnalisation est devenue primordiale pour les concepteurs des sites web en
général et pour les moteurs de recherche en particulier. Le travail cille nous avons
proposé se situe clans cette catégorie, c’est-à-dire, en forage de l’usage (WUM)
et spécifiquement la personnalisation. Parmi les travaux ayant été réalisés dans
cette direction
W’ebLogMiner : Zaine et at. 1821 ont proposé ce système, qui utilise l’outil d’ana
O lyse OLAP mtilticlimensionnel pour analyser et explorer les donïiées des fichiers
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journaux, en vue de comprendre le comportement des visiteurs. Chaque dimen
siou de cette analyse est caractérisée par plusieurs attributs, à titre d’exemple
l’URL demandé, type de fichier, type de fureteur, origine de requête représentent
les attributs de la dimension fichier journaL
SurfLen Ce système a été proposé par Fu et aL 129]. Surlen utilise le re
groupement par affinité, c’est-à-dire, la technique des règles d’association pour la
recommandation des pages web potentiellement intéressantes aux utilisateurs.
PageGather Ce système a été proposé par Perkowitz et Etzioni [63]. il utilise la
matrice de co-occurrence de toutes les pages visitées d’un site afin de trouver des
groupes de pages web (lui sont fréquemment visitées durant une même session.
WebCANVAS Cadez et al. 1181 ont proposé un système utilisaut le modèle de
Markov pour visualiser les groupes (les usagers similaires en vue de la recommnen—
(la t ion.
XVebace Han et ai. [3I ont proposé un système de catégorisation des dociimeiits
sur le web. Après avoir catégorisé un ensemble de documents. \Vehace génère de
nouvelles requêtes afin (le mettre la main sur (le nouveaux (locnulents, eu utilisant
pour cela (les techniques (le regroupemeut 18 Les (locuments retrouvés seront fil
trés en ne gardant que ceux qui sont fortement liés avec l’ensemble des documents
(le départ.
VebWatcher : Ce système a été conçu par Armstrong et al. f7]. Il se base sur
Févaluation (les utilisateurs. \VebWatcher interprète la requête (le Fusager (lès sa
réception eu lui suggérant ensuite (les lieus et en tenant compte (les évaluations
que cet utilisateur a fait sur d’autres liens. Il garde une base de donnée dans
laquelle sont emmagasiuées des requêtes. des URLs et des évaluations faites par
des utilisateurs, il utilise la technique TFIFD 19 pour mesurer la similarité entre
les préférences des utilisateurs et les hyperliens de la page web en cours.
18c1isteriiig
‘9Term Frequency Inverse Document Frequency
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SiteHelper: Ngu et Wu [57] ont proposé un système qui apprend les préférences
de l’usager en regardant les pages web visitées par celui-ci. Le système extrait
ensuite une liste des mots clés à partir des pages web sur lesquelles l’utilisateur
a passé beaucoup de temps. Cette liste sera utilisée pour les recommandations
futures.
4.2.3 Processus du forage de l’usage
La figure 4.4 montre les étapes du processus de forage du web [23, 24], qui
doivent être réalisées clans d’ordre de leur présentation : 1) te Ï)tm’azterflent 20
consiste â collecter les données web. puis identifier toutes les transactions, les
intégrer, les préparer et les faire passer à la seconde étape; 2) ta décoaverte Ïes
modèles2’ repose sur le choix des techniques (le forage de données en vue d’extraire
des modèles et des connaissances; 3) t’arratyse et Evat’aation des ‘rnodètes22 a pour
but de valider des résultats emportés dans l’étape précécleiite en utilisant pour
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FIG. 1.1
- Processus du forage (le l’usage [23, 75. 72f
4.2.3.1 Prétraitement
Cette étape consiste à réunir toutes les données nécessaires pour atteindre
l’objectif imposé par une entreprise â priori. De toute évidence, ces données pro
viennent habituellement des fichiers journaux recueillant l’usage de sites web à
l’insu (les utilisateurs comme l’adresse IP (le l’ordinateur (Le l’utilisateur, la date
et l’heure d’accès, le nom de l’utilisateur, les pages web visitées. D’antres infor
mations relatives anx utilisateurs peuvent y être considérées. par exemple : le
sexe, l’âge. la fonction, la ville, le pays, etc.
Après avoir ramassé ces données, il est important de nettoyer celles jugées super
flues. Il s’agit précisément de requêtes concernant les pages web graphiques, des
scripts dynamiques (php, cgi, p1, asp, etc.) et les requêtes laissées par les robots
sur les sites web lorsqu’ils y passent pour les indexer. Il faudrait également iden
69
tifler les transactions en provenance des serveurs proxy et reconnaître l’identité
des utilisateurs cachés derrière ceux-ci, en faisant recours aux concepts de cookies
et de sessions 1231.
4.2.3.2 Recherche des modèles
L’objectif de cette étape consiste à appliquer les algorithmes de forage de
données sur tics données collectées en vue de les transformer en connaissances.
Autrement dit, de donner une signification et une interprétation à ces données.
Les techniques les pins connues sont 1751 : a) les règles d’association ; b) la segrnen
tation c) la classification ; d) les règles des séquences e) l’analyse de chemins.
a. Les règles d’association
La technique des règles d’association consiste à identifier les dépenclaiices et corré
lations existantes entre les caractéristiques observées sur un ensemble tIc données
172, .59, 27, 75j. En fbrage du web, cette analyse vise à déterminer les dépendances
entre les pages tic site web en vue (le le reconstituer ou d’expliquer des événements.
Exemples
75% rIes internautes localisés sur / Ciie prods ‘speciaux.htm ont fait tics
achats sur la page j Cne iprods/produit 1 .htm
50% des internautes qui ont visité /Cne/prods/prodÏuitÏ.htmi ont égale
ment visité / Cne/prods/procÏuit2.html et /Crie/prods/produit3.htm.
b. Le groupement
Il s’agit de créer des groupes homogènes à partir des données hétérogènes. in
connues au préalable. Ces groupes23 seront interprétés afin de leurs donner si
gnificatioi et intérêt. En forage du web, l’utilité de cette analyse est de rallier
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les utilisateurs ayant tics comportements similaires en espéralit créer des clusters
homogènes (lui seront utiles pour de futures prédictions f72, 75].
Exemples
-- 65% tIcs internautes (lui ont fait un achat sur /Cne/prods/produitl.html
sont tics montréalais:
50% (les internautes avant acheté le prodnztl sont tics gens dc 30 à 50 amis,
dont 67% sont des hommes.
e. Le classement
Il s’agit d’examiner les caractéristiques d’un utilisateur nouvellement représeHté
afin (le l’affecter à une classe déjà prédéfime. Ces classes peuvent être établies
par les techniques de forage de données présentées à la section 3.7 comme par
exemple. les arbres (le décision. le raisonnement à base tic cas et éventuellement
l’analyse des liens présentée ci—dessous f72, 75f.
d. L’analyse des liens2’
Ce type d’analyse à pour but tIc déterminer et d’analyser les itinéraires empruntés
par les utilisateurs sur un site web en vue de réorganiser la hiérarchie. Cette
analyse se base fermement sur la thtorie de graphe25 f72. 75. 14].
Exemples
L’analyse des fichiers journaux a montré que
— 65% (les internautes ont quitté le site après avoir visité au plus Z pages
web
— 60% (les visites sont localisées sur /Cne/prods/produitl.htmi.
De nombreuses techniques peuvent être mises en oeuvre pour servir cette analyse.





e. Les règles des séquences26
Cette analyse permet d’examiner les activités des utilisateurs en se basant sur
les transactions enregistrées sur les fichiers journaux, et en tenant compte du
facteur temps, ce qui veut dire, que cette analyse se limite à un laps de temps
bien déterminé Iti, t21. Certains sites marchands profitent de cette analyse pour
anticiper et prédire les besoins de ses clients. Cette analyse pourrait aussi être
efficace pour optimiser le référencement en analysant évidemment les mots clés
utilisés par les utilisateurs pendant leurs recherches [72, 75f.
Exemple
50% des clients ayant visité le lien /Cne/prods/index/procluits.html ont
fait des recherches la première semaine dii f1015 (le décembre 2004, sur
Google.comn par les mots clés ml. îii2. . ..m3.
4.2.3.3 Analyse des modèles
Cette phase nécessite la 1)ossession (le certains outils (le visualisation et (le
statistiques connue : Excel, SQL, SQL-Lhik, WebTool et OLAP. Il s’agit d’in
terpréter et d’évaluer les modèles et connaissances obtenus précéderrimnent. en
vue (1 exploiter ceux qui sont pertments à la prise (le décisioii. et déliminer ceux
(1Ui ne sont pas rentables. Il est égalenient J)Ossible (le raffiner ces modèles. en
modifiant les méthodologies établies antérieurement. Par exemple, il est possible
(le supprimer les groupes marginaux dans la tâche de groupement. Il est I)arfOiS
envisageable d’incorporer d’autres sources de données ou (le supprimer certains




Dans ce chapitre, nous avons évoqué certaills aspects visant surtout à cla
rifier le forage du web et ses catégories WCM (Web Content Mining), WSM
(‘vVeh Structure Mirung) et WUIVI (Web Usage Mining), tout en évoquant les
différents types de données du web : les données du contenu, les données de la
structure, les données de Fusage et les données du profil d’utilisateur. Rappe
lons que notre travail consiste à réaliser un moteur tic recherche personnalisé,
utilisant conjointement les règles d’association abordées dans la section 3.7.6, et
les requêtes traditionnelles formulées en largage d’interrogation tic données SQL
pour réaliser la recommandation, c’est—à—dire. pour fournir aux utilisateurs tics
résultats plus raffinés cii se basant sur les similarités possibles entre eux.
Par conséquent, nous nous retrouvons dans un environnement très complexe, où il
va falloir trouver un moyen pour garder quelque part, les traces tic tout utilisateur
utilisant BLED. Cette mission aurait été difficile (voire impossible) à atteindre si
nous avions utilisé les cookies ou les fichiers journaux
Il est difficile de dévoiler l’identité tics utilisateurs cachés derrière les ser
veurs proxy, ou ciui se connectent à travers des adresses IP dynamiques
— Le refus ou la suppression tics cookies complique la tâche des serveurs web.
En effet, l’utilisateur qui efface ou refuse la reception les cookies sera tou
jours considéré comme un nouvel utilisateur à chaque fois qu’il se connecte
sur le site web.
Afin d’éviter le problème d’identification des internautes utilisant BLED. Nous
avons préféré l’utilisation des bases de données pour intercepter automatiquement
les transactions faites. où chaque utilisateur doit introduire ses coordonnées (son
pseudonyme et son mot de passe) pour qu’il soit reconnu par le système. Cette
opération donnera, évidemment, plus d’exactitude et de précision vis-à-vis des
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informations recueillies.
Le prochain chapitre détaillera notre solution intitulée BLED qui utilise les éva
luations des documents faites par des utilisateurs afin de leur recommander les





Ce chapitre représente l’élément clé de ce ménio e. itoits y décrivons les
concepts et les idées permettant tic justifier l’originalité tic notre approche. iiotis
détaillons ensuite les pr icipaux composants de notre système que nous avons ap
pelé BLED. un système qui recommande les meilleures ressources web appréciées
pa;’ les utilisateurs travers l’Internet
5.1 Exigences
Rappelons que l’objectif principal est de concevoir un système qui répond aux
exigences suivantes
BLED doit permettre aux utilisateurs d’économiser le temps consacré à la
recherche d’informations sur le web;
BLED doit fournir aux utilisateurs une stratégie leu;’ permettant cForga
niser et (le stocker leurs documents favoris, tians leurs propres dossiers
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pour des consultations ultérieures. Cette fonctionnalité est très importante
car il arrive souvent à des utilisateurs d’oublier commetit ils ont fait leurs
recherches pour trouver des documents intéressants. En outre, BLED s’oc
cupe automatiquement de la gestion des liens (URLs) de ses utilisateurs,
en vue de ne garder que ceux qui sont opérationnels et élimine ceux qui
sont périmés;
BLED doit permettre aux utilisateurs inexpérimentés d’apprendre com
ment fhire une recherche ciblée. Par exemple. un historien (lui veut ache
ter un micro-ordinateur, il introduira peut-être une requête simple comme
“Achat Pentium “, alors qu’un spécialiste en matériel informatique, qui
a. certainement plus de connaissances en matériels informatiques. fornm—
lera une requête plus complexe. par exemple. “Achat Pentium 3. 6MHz
Carte mèie Asus 512 DDR, 60 Go 7200rpm 8Mo mémozre cache” , cette
requête est plus précise en terme de qualité par rapport à celle recherchée
par l’historien. Par conséquent ce dernier peut apprendre du spécialiste
- BLED doit partager et recommander des ressources aux utilisateurs en
profitant (le leurs recherches pert ientes. Ceci constitue le coeur de notre
approche, qui se base principalement sur la technique des règles d’associa
tion pemiettalit de trouver les associations entre ressources précédemment
appréciées entre utilisateurs et (le leur recommander les plus intéressantes.
5.2 Scénario d’utilisation
Le scénario que nous allons présenter dans ce paragraphe a pour objectif de
faire la lumière sur le fonctionnement général (le notre système BLED. Ce scéna
rio est illustré à la figure 5.1.
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Tout utilisateur possédant une connexion Internet et un fureteur’ ‘Web peut uti
user BLED. C’est un moteur de recherche semblable aux autres moteurs de re
cherche traditionnels comme Google, Altavista et Teoma. Cependant, il fonc
tionne selon deux modes différents.
5.2.1 Le mode anonymat
L’utilisateur n’a pas besoin de s’identifer pour utiliser BLED, il petit faire
ses recherches librement, il peut également bénéficier (le certaines fonctionnalités
offertes par BLED, niais il ne pourra pas avoir son propre dossier personnel qui
lui perrriet d’organiser ses documents favoris.
5.2.2 Le mode personnalisé
Dans ce mode, Futilisateur doit s identifier Pour 1)oU\oir utiliser BLED. Lavan—
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Supposons qu’un utilisateur nommé “MYBLED” veut utiliser BLED en mode
personnalisé, il est absolument nécessaire qu’il soit inscrit dans la hase de don
nées des utilisateurs pour pouvoir naviguer en utilisant ce mode.
5.2.2.1 Phase d’authentification
Après avoir introduit son Pseudonyme (Exemple : “MYBLED”) et son mot
(le passe. Le système BLED attribue immédiatement une session à cet utilisateur,
qui sera active jusqu’à ce que l’utilisateur TIMYBLEDII se déconnecte ou ferme son
fureteur. L’objectif d’une session est (le garder ses recherches (mots clés et liens)
pour une utilisation ultérieure. L’utilisateur “MYBLED” peut égalenient gérer
son dossier, cest—à—dre. (l’évaluer et d’effacer (les liens (le SOfl dossier personnel.
ou consulter et trier (les liens selon (les critères qu’il aurait souhaités.
5.2.2.2 Phase de recherche
Admettons que l’utilisateur “MYBLED” fasse une simple recherche sur les
mots clés “web mining”. Celui-ci peut approfondir sa recherche en précisant le
type (le document (PDF. PPT. DOC, etc.), il peut aussi la consolider au moyen
des opérateurs t (-- t réclame la présence des mots clés dans les (lodumelits trou
vés), (— t exclut les documents contenant les mots clés), ( t inclut les documents
contenant les synonymes des mots clés). L’utilisateur “MYBLED” choisit le for
mat PDF pour cette requête (voir figure 5.2).
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Une fois que l’utilisateur “MYBLED” clique sur le bouton “OK”, BLED lance
deux programmes indépendants et lui envoie les résultats suivants
a. Résultats de la base de données de Google
Ce programme interroge la base tic données tic Google via son API qui est basée
sur le protocole SOAP et le langage WSDL (voir figure 5.1 (1)). Le progranirne
reçoit en entrée des paramètres comme par exemple “web mining” et “PDF”.
L’API Google fournira ainsi la liste tics documents (voir figure 5.1 (3)) s’il y a lieu,
dont seules les références contenant les mots clés de l’expression “web rninirlg”
seront affichés (voir figure 5.2 :Accès à la BD tic Google). Ces références sont
classées selon une politique de classement propre au moteur (le recherche Google.
b. Résultats de la base de données de BLED (Approche ])
Ce programme recherche localement la requête “web linuing”, c’est—à—dire. clans
la base de données de BLED (voir figure 5.1 (2)) cri utilisant la technique de
corrélation entre rriots clés recherchés. C’est grâce au langage d’interrogation de
données MvSQL que cette tâche est réalisée. Par exemple. la figure 5.2 à gauche
de l’écran inchque qu’il y exactement 10 liens en réponse à la retluête “web mi—
ning” demandée par l’utilisateur “MYBLED”. Ces liens sont sélectionnés parmi
16 liens visités par les utilisateurs de BLED d’après le cotle MvSQL suivant
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mysqi> SflECr count(*) FR0?! data WJERE user_request LIIŒ ‘\Xweb\X’
or ‘\XminingU’;
+ + I count(*) I + +
I 461
+ + 1 row in set (0.03 sec)
Rappelons que pour qu’un document soit sélectionné il doit être évalué à une
moyenne supérieure ou égale à 5/10 par l’ensemble des utilisateurs. Une moyenne
que nous avons jugée acceptable pour qu’un document soit fiable (recommen
dable).
La figure 5.2 montre que BLED recommande à l’utilisateur “MYBLED” 10 liens
ayant été appréciés par d’autres utilisateurs. Ceci, lui permet aussi d’apprendre
comment inférer les mots clés convenables pour affiner sa recherche. Par exemple.
il aperçoit à gauche de récran 4 nouvelles requêtes qui pourraient lui kw utiles.
Ces requêtes sont “Web Mining in Soft Computing”, “these data mining”. “Data
mining for corporate masses” et “parauci Association Rule Mining”. Toutes ces
requêtes comprennent au moins le mot clé “web”, le mot clé “mining” ou les deux
ensembles, c’est le principe de similarité entre mots clés.
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FIG. 5.2
- Recommandation de BLED t Approche 1
c. Résultats de la base de données de BLED (Approche 2)
Examinons l’exemple de la figure 5.3, l’utilisateur MYBLEDN recherche cette
fois—ci seulement les documeuts contenant le mot clé “data” avant l’extension
“PDF” BLED lui suggère ]es documents renvoyés par la base (le (lonnées de
Google tel ciu’il est montré à la 5.3. Un chiffre «environ 3290000 documents à
explorer, il lui propose aussi deux autres listes, dont la première comprend 7 liens
(voir 5.3 .Accés à la base de données de BLED) prèsCIitarit la recommandation
des internautes basée sur la similarité (le mot clé “data”. et l’autre liste contient 1
liens suggérant la recommandation fondée sur une technique très utilisée en data
mining appelée ‘technique des règles d’association” ou parfois “groupement par
affinité” ou “l’analyse de paiuer de la ménagère”. Cette technique a été détaillée




La figure 5.3 montre ciue BLED a trouvé dans sa base de données des règles
d’association, une règle affirmant que l’utilisateur “MYBLED’ a certainement
cliqué sur un ou plusieurs liens, (lui forment les (conditions) premisses d’une règle
dassociation qui donne les 1 documents comme conséquences (résultats).
Ce qui est remarquable dans cet exemple c’est que les 4 liens ont tin rapport di
rect avec le mot clé 11data” recherché par l’utilisateur °MYBLED11. Par exemple,
le docurnent°http ://www.stat.. ucl.ac.be/ISrapport/rapOO/rapportfr2000.ps’ cor
respond à une recherche de la requète ‘datamining” faite par un autre utilisateur.
Parmi les avantages du mode personnalisé cest qu’il est possible à l’utilisateur
“MYBLED de partager des liens avec un autre utilisateur, il suffit pour cela (le
saisir son adresse de courrier électronique (voir 5.3).
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5.2.2.3 Traces de l’usager “MYBLED”
En ce qui concerne le stockage et la mise à jour des recherches tIc l’utilisateur
“MYBLED”. Deux cas peuvent se présenter lorsque celui-ci clique sur un lien
Le lien a déjà été visité par l’utilisateur ‘MYBLED” durant des sessions
antérieures. BLED met alors à jour dans son propre dossier le nombre de
visites de ce document et la date de sa dernière visite (voir figure 5.1(6))
- Le lien n’a jamais été visité par l’utilisateur “MYBLED”. BLED crée une
nouvelle entrée clans son dossier (voir figure 5.1(7)).
Le tableau 5.1 montre certains attributs d’un enregistrement dans le dossier de
l’utilisateur “MYBLED”.
TAs. 5.1 Exemple du sinple enregistrement
\ Attribut Valeur
1 requête web mining
2 Lien ht tp :/ mava.cs.depaul.edu / ;nobasherr papers webkdd200t)pdf
3 Vote 5/1t)
4 Durée (le visite 45.98 seconds
4 Nombre de visites 3
5 format de liens PDF
6 langue Français




5.3 Architecture de BLED
Le système BLED est constitué de cieux principaux modules le module en
ligne s’exécute en temps réel en interaction avec les utilisateurs. Il a pour but de
mettre en place une session entre l’utilisateur et BLED afin d’identifier toutes ses
empreintes pendant cette session. Nous avons choisi cette solution pour éviter les
problèmes liés aux cookies et aux fichiers journaux des serveurs proxy tels que
décrits dans la section 4.1.1 et la section 1.1.2. En outre, ce module est destiné
au traitement de requêtes des utilisateurs exprimées par des mots clés le ‘module
hors ligne représente l’élément clé (le notre vision, il sert à l’extraction des règles
d’association en se basant sur la technique des règles d’association.
Larchitecture dii système BLED est illustrée â la figure 5.4
FIG. 5.4 Architecture générale de BLED
$5
5.4 Module hors ligne
Comme nous l’avons déjà présenté, la technique des règles d’association a
pour but d’établir les associations (affinités) existantes entre documents, anté
rieurement appréciés par les usagers du système BLED, afin de pouvoir plus tard
trouver lesqtiels seraient susceptibles d’aider les utilisateurs au cours de leurs
recherches. Ce module doit souvent s’exécuter hors ligne, car il a un temj)S dexé
cution très coûteux lorsqu’il utilise l’algorithme APRIORI. Cette opération se
fait selon les étapes de la figure 5.5.
FIG. 5.5 -- Cycle de génération des règles d’association
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La procédure générale du module hors ligne est comme suit
Algorithm 5 Programme de génération des règles d’association
Entrée: B Base de données BLED: minsupport; minconfiance;
Sortie: Nouvelle table des règles d’association; Copie de protection de la hase
tic données tic BLED;
Début
Check O ; // Inspections des liens de la base tie données de BLED
Backup() ; // Sauvegarde tic la base de données de BLED
TranslD O :,/ ‘Indentification (les transactions des utilisateurs.
ÀPriori(rninsuPport .minconfiance) ;// Génération des règles d association
RulesO ; // M.À.J tics règles d’association tIans BLED.
Retourner Copie de secours tic données (le BLED;
Retourner Nouvelle table (les règles d’association;
Fin
1 . Check O BLED met en place UT1C fonctioii qui permet «inspecter réguliè
rement l’état (le chaque lien (URL) stocké clans sa hase tic données. Lors tic cette
vérification, la fhnction Check O retourne deux états possibles pour chaque lien
— Lien est toujours actif (présentement opérationnel)
— Lien a déjà été marqué temporairement inactif (lien mort) depuis la dernière
inspection. Ce lien redevient opérationnel s’il est rétablit et il sera SUpprimé phv—
sidluemerit de la hase de données dans le cas contraire. Notons cjue le système
BLED ne tient pas en compte tics liens morts au court tics traitements.
2. Backup O : cette fonction permet tic créer une copie de sécurité de la base
tic données BLED.
3. TranslD() permet de générer la matrice des tratisactions de toits les utili
sateurs de BLED inscrits tians la base tic donnée. c’est-à-dire, ti’icientifier pour
chaque utilisateur tinels sont les tiocunients quil a appréciés (voir figure .5.5
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Données).
4. Apriori (minsupport , minconfianœ) : permet de générer toutes les règles
d’association en utilisant la matrice des transactions obtenue par la procédure
TranslD O. Les valeurs des variables minsupport et minconfianœ sont respec
tivement 7% et 50%. Le choix de ces valeurs est subjectif; dans notre cas par
exemple, nous avons choisi un minsupport de 7% pour garder le maximum, de
documents (voir figure 5.5 : Itemsets, Règles).
5. fiesO cette fonction a pour objectif de mettre à jour la table des règles
d’association dans la base de données de BLED.
5.4.1 Sélection et préparation des données
Cette étape représente la première phase du processus dextraction des règles
d’association. Elle consiste à intégrer, nettoyer et transformer les données des
utilisateurs de BLED.
5.4.1.1 1ble des URLs les plus appréciées
Cette opération (figure 5.4 action 10) permet «éliminer tout document (URLs)
ayant reçu une évaluation moyenne inférieure à SilO en ne gardant que ceux dont
la moyenne est supérieure ou égale à 5/10. Le tableau suivant montre un extrait
de la table des documents les plus appréciés. Chaque URL est codifié par un
identifiant unique.
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TAn. 5.2 — Extrait de la table des liens pertinents
Code URL Lien (URL) Evaluation moyenne des liens
001 http ://www.umontreal.ca/ 7.33/10
002 http ://mvjeeves.ask.coïu/ 5.25/10
003 http :,//www.fooxx.com/ 6.33/10
004 http : //mvjeeves.ask.corn/ 9.00/10
005 http ://miaif.lip6.fr/ 5.00/10
006 http ://www.cookiecenter.com/ 9.66/10
Exemple
Le site de l’université de Montreal a été évalué à une moyenne de 7.33, 10.
5.4.1.2 Matrice des transactions des utilisateurs
Une fois la table des URLs les plus appréciées créée. Une autre opération
(figure 5.1 action 11) consiste à établir la matrice des transactions des utilisateurs.
celle—ci constitue Feutrée fournie à l’algorithme APR lORI. Elle ne comporte clans
ses cellules cïue deux valeurs, O ou 1, 1 si Futilisatetir a apprécié I’URL, c’est-à-
dire, qu’il a évalué avec une note supérieure ou égale à 5. et O clans le cas contraire.
Le tableau suivant fournit une illustration de cette matrice.
o
TAn. 5.3 Extrait de la table d’identification des transactions usagers
CocteUsager/URLs URL1 URL9 URLi URL1 URL.5 URL
T000 1 0 0 1 0
. D
TOOl 0 1 1 0 0 1
T002 1 0 1 O O 1
T004 0 1 0 0 1 0
T099 1 ï 0 0 1 1
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Exemple
— Dans l’exemple de la table 5.3, l’utilisateur T000 a apprécié les liens URL1
et URL4. Par contre, il n’a pas apprécié les liens URL2, URL3, URL5 et
URL.
5.4.2 Découverte des items fréquents
Après avoir établi la matrice des transactions des utilisateurs, le module hors
ligne exécutera (l’algorithme 1) (voir section 3.7.7) afin de découvrir tous les en
sembles qui ont un support supérieur au minsupport (Dans notre cas nous avons
pris 7%). Rappelons que le support d’un ensemble d’items correspond au nombre
de transactions que contient cet ensemble d’items. Ces ensembles représentent les
k — iternsets fréquents qui seront ensuite exploités par (l’algorithme 3) (voir
section 3.7.9) pour générer les règles d’association.
Exemple
Supposons que la table des URLs pertinents contient seulement 4 lieus. La décou
verte des items fréquents consiste à générer une structure de données sous forme




(1-itemsets) : {URL1, URL2, URL3, URL4};
(2-itemsets) : {URL1URL2, URL1URL3, URL1URL4, URL2URL3, URL2
URL4, URL3URL4};
(3-itemsets) {URL1URL2URL3, URL1URL2URL4, URL2URL3URL4, URL1URL3URL4};
(4-itemsets) {URL1URL2URL3URL4};
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5.4.3 Génération des règles d’association
(L’algorithme 3) que nous avons montré dans la section 3.7.9 permet de
générer les règles d’association. en utilisant tous les itemsets fréquents obtenus à
l’étape précédente. Les règles sont générées à partir des itenisets fréquents et leurs
Supports associés. Pour générer les règles nous devons examiner pour chacun des
(k — iternsets) frécïuents tous les (k — 1)item.sets, puis ses (k — 2)iteinsets jusqu’à
(1 — ternset) en calculant la confiance de la règle. Par exemple, pour générer les
règles d’association (le l’itemset fréquent f {URL1URL2URL3URL1} nous
devons examiner tous les sous—ensembles non vides (le f. soient P. Pour chacun
(le ces sous-ensembles P, nous renvoyons une règle d’associatioll (le la forme
{R: P (f
— P)} si la valeur du rapport (pli dénote la confiance de
la règle vaut au moins rnnconfiance (50% dans notre cas).
L’exemple suivant montre un prototype des règles d’association.
FIG. 5.6 - Exemple des iternsets
o {R’ URL1 URLURL:3URL4, (66%)}
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L’interprétation de cette règle d’association est que 66% des utilisateurs qui ont
visité URL1 ont également visité URL2, URL3 et URL1
5.4.4 Interprétation et évaluation des règles d’association
Il existe (le nombreux outils qui ont été spécifiquement conçus pour l’éva
luation et la visualisation des règles d’association, par exemple, Rate VzsuaÏizer
qui permet la visualisation des règles «association sous forme graphique ou tex
tuelle en choisissant un échantillon (le l’ensemble global des règles d’association.
Lorsque les résultats obtenus par l’algorithme APRIORI ne sont pas satisfaisants,
par exemple. tics règles inexplicables comme la règle d’association (lu supermarché
WALMART aux États Unis, qui (lisait “Si achat bière ators ci,cltat couche-culotte”.
Là. (les enquêtes complémentaires ont été nécessaires afin (le comprendre la si
gnification de cette règle, bien que les taux de support et (le confiance (le cette
règle étaient raisonnables. Dans certaines situations, il est difficile (le prendre une
décision et il devient absolument nécessaire tic revoir le processus du forage de
données. Par exemple, (les motiflcations pourront être apportées sur les seuils mi
nimaux du support minsupport et de la confiance Tnzrdcon fiance. ou encore sur
les critères de sélection tics données concernant les utilisateurs et leurs documents
pour améliorer la qualité des règles dassociation générées.
5.4.5 Mise à jour de la base de données
Cette opération met à jour les règles d’association pertinentes dans la base
tic données de BLED. L’enrichissement tic cette base fait au fur et à mesure
que la base de données principale de BLED progresse.
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5.5 Module en ligue
Lorsque l’utilisateur saisit sa requête dans la case réservée à la recherche.
BLED lance en parallèle deux processus action (2) et action (3) dans la figure
5.1. qui vont tenter de répondre à sa requête de deux façons différentes par
recherche locale et par accès à l’API de Google.
Algorithm 6 Le Module en Ligne
Entrée: DB Base de données BLED, Requete_Usager : Ensemble de mots clés
à chercher:
Début











5.5.1 Ouverture d’une session
Le système implémente un mécanisme d’identification (algorithme 7) qui
permet à plusieurs utilisateurs de pouvoir l’utiliser simultanément, sans aucune
interférence. Pour qu’un utilisateur puisse tirer avantage de toutes les fonctioti
nalités offertes par le système BLED, il doit s’identifier en indiquant tout d’abord
son pseudonyme suivi (le son mot de passe. Ces derniers lui auront été attribués
au moment (le la création (le son compte. Pendant chaque session, le système
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récoltera les traces des actions effectuées par les utilisateurs afin de les exploiter
pour des fins de recommandation.
Algorithm Z Ouvrir_Session
Entrée: DB : Base de données BLED; Psendonyme Nom de l’usa
ger ;iiotPas se Mot de passe (le l’usager;
Sortie: Satut : booléen
Début
DB_Connect(D3)








BLED interroge sa base (le données locale (figure 5.1 action 2) comme suit
Algorithm 8 BLED_Recherche
Entrée: Requete_Usager : Requête à rechercher:
Sortie: BLED_Resut_Pays, BLED_Result_Usagers. BLED_Result_RA : Struc
ture contenant les URLs trouvées par fonction de BLED
Début
BLED_Result_Pays=BLED_Pays —* Searcli (Requete_Usager);
BLED_Result_Usager=BLED_Usager —* Search(Requete_Usager);
BLED_Result_RA=BLED_RA — Search(Requete_Usager)
Retourner BLED_Result_Pays ;BLED_Result_Usagers ;BLED_Result_RA;
Fin
1. BLED_Usager
— SearchO (algorithme 8) examine le contenu de cette hase
afin (le récupérer les documents correspondant aux requêtes similaires à celle four
nie par cet utilisateur. Le critère de recherche consiste à trouver les documents
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ayant déjà été évalués supérieurs ou égaux à 5/10, par d’autres utilisateurs et
dont les requêtes soiit similaires à celle fournie par l’utilisateur. Il est possible
ciue ce processus ne retourne rien si sa recherche a été infructueuse.
Considérons le scénario où un utilisateur va chercher le mot “Java”. Le processus
de recherche locale va fouiller dans la t)ase de données de BLED pour tenter de
retrouver tous les documents cherchés et évalués supérieurs ou égaux à 5/10, par
d’autres utilisateurs dont les requêtes sont proches de “Java”. Le s stème pourra
alors lui recommander les documents correspondants à des requêtes comme “Java
Beau”, “Javascript”, “Java script”, ce (lui correspond dc manière générale à des
requêtes de type “Java%”. Pour l’instant., ce module n’utilise malheureusement
pas (les techniques issues d’extraction de l’information ou de text mining pour
interroger la hase (le données de BLED. mais cela fait partie des améliorations
considérées pour le futur. Pour le moment, il utilise uniquement SQL (Structu—
red Qnerv Language) comme méthode d’interrogation de la base (le données (le
BLED. L’avantage principal de cette technique est qu’elle est facile à coïiiprciidre
et simple à rnampuler, niais elle a parf ois comirie inconvénient (le retourner trop
de résultats pour une simple requête. Àussi en se basant sur SQL le système ne
peut pas se rendre compte à quel point deux requêtes sont proches ou différentes
sémantiquement. par exemple clans le cas de requêtes comme “Data Mining”,
“Fouille (le Données” ou “forage (le Données” le système ne pourra pas recon
naître la similarité de ces requêtes au niveau du sens.
2. BLED_Pays
— $earchO(algorithme S) permet à l’usager de visualiser les
liens (URLs) appréciés clans le pays où il effectue ses recherches. Par exemple.
si l’usager se trouve au Canada. le système lui montre les meilleurs documents
appréciés dans ce pays.
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3. BLED_RA Search() (algorithme 8) interroge la table des règles d’asso
ciation pour recommander des documents aux usagers.
Exemple
Admettons que la table des règles d’association contient les enregistrements du
tableau 5.1.
TAB. 5.1 Table (les règles d’association
Preinisse Conséquence Confiance
T URL1 URL2URL3 50%
2 URL1URL2 URL3 75%
T URL3URL4URL. URL1URL2 93%
I URL2URL1 URL1URL9URL6 55%
5 URL6 URL2URL1URL5URL5 75%
Supposons qu’un usager clique sur t’URL1. La fonction BLED_RA
— Search(URL)
examine le tableau 5.4 et lui recomrryancle les documents URL9 et URL:. Dans
cette règle. 50% tics usagers avant apprécié t’URL1 ont également apprécié les
URL2 et URL3.
Pour évaluer une règle d’association, il faut tenir en considération plusieurs in
dicateurs. Par exemple, examinons avec précision les règles dassociation {R1
URL1 URL2URL3. 5t]%} et {R5: URL6 URLURLURL5URL8, 75%}.
Dès le premier regard, le lecteur constate que la règle R5 est plus puissante que la
règle Ri, car son niveau (le confiance 7.5% est 1)1U5 grand que 50% de la règle Ri.
Cependant, si nous analysons profondément la règle R5 nous constatons qu’il y a
4 utilisateurs avant apprécié Ï’URL6, dont 3 utilisateurs ont apprécié l’ensemble
URL2URL4URL5URL6 et URL8.
Par contre, pour la règle Ri il y a 14 utilisateurs avant apprécié l’URL1, dont
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7 utilisateurs ont apprécié l’ensemble URL1, URL2 et URL3. Par conséquent la
règle Ri est mieux que la règle R5.
5.5.3 Accès à la base de données de Google
Le processus (figure 5.4 action 3) (algorithme 9) interroge la base de données
du moteur de recherche Google. Ce processus permet de récupérer une structure
contenant la liste des documents trouvés auprès de Google, en fonction de la re
quête demandée. Google fournit une API qui se hase sur le protocole SOAP et
le langage \VSDL et qui permet d’effectuer gratuitement jusqu’à 1000 requêtes
par jour. En effet, cette API permet (le réaliser des applications qui utilisent la
technologie basée sur l’algorithme PageRank et la hase (le données de Google.
L’API Google reçoit comme entrée les requêtes provenant d’une application ins
tallée sur un site externe et fournit comme sortie une liste (le documents sous
forme «objets structurés correspondant aux résultats «une requête.
Algorithm 9 GOOGLE Recherche
Entrée: Requete_Usager Requête à rechercher;








5.5.4 Mise à jour régulière de la base de données
Ce processus a pour mission d’enregistrer les clics des utilisateurs en suivant
les étapes
1. Recliriger le navigateur de l’utilisateur vers la ressource demandée (figure 5.4
action 9, Algorithme 10, URL_RedirectQ).
2. Mettre à jour l’entrée correspondant à cet URL dans la base de données locale
(figure 5.1 action 9. Algorithme 10, MAJ_Enregistrement_DBO) polir cet uti
lisateur si celle-ci a déjà été visitée antérieurement . La nuse à jour portera sur
certains attributs tels que le nombre de visites, la date de dernière visite et la
(lurée de visite, etc.
3. Créer pour cet utilisateur une nouvelle entrée dans la base de données de BLED
(figure5.1 action 9, Algorithme 10. Nouvel_Enregistrement_DBO). Cette en
trée va contenir l’identifiant de Futiilsateur et quelques informations se rapportant
à l’URL lui—même. En pratique, cela se produira lorsque cet URL n’a jamais été
vu auparavant par l’utilisateur actuel.
Algorithm 10 MAJ_BLED
Entrée: Ressource t Informations concernant l’usager la requête et l’URL;
DB : Base de données BLED;
Début
URL_Redirect (URL); // Redirection de navigateur de l’usager à l’URL deman
(lée








Dans ce chapitre. nous avons eraminé en détail l’architecture et le fonctionne
ment de la solution BLED. Les systèmes de recommandations sont une solution
efficace pour partager l’information entre utilisateurs. Certains systèmes utilisent
le filtrage collaboratif 2 fondé sur les appréciations des utilisateurs partageant
les mêmes goûts, d’autres systèmes utilisent le forage de l’usage (voir section
4.2.2.3). Nous avons montré que les techniques mises en oeuvre dans BLED ont
répondu à la problématique que nous avons présentée au début de ce travail. En
effet, nous avons incorporé la technique des règles d’association pour recomman
der des documents susceptibles d’intéresser d’autres utilisateurs, d’autre part,
nous y avons aussi associé la technique de similarité entre requêtes. celle-ci est
fondée sur le principe que deux requêtes sont similaires si elles ont au moins un
mot ou une partie d’un mot en commun, par exemple “Java Bean” et “Java script
“sont similaires parce qu’ils partagent le mot “Java”.





Nous décrivons dans ce chapitre. limplémeiitatioii de BLED. Nous allons
commencer par une .Iustification de choix des outils et (le langages de program
mation. Nous détaillons par la suite, le mode (l’utilisatiOll de toutes les fonction
nalités essentielles de BLED. Enfin, nous terminons ce chapitre en exposant des
expériences concrètes.
6.1 Implémentation de BLED
BLED a été développé sous le système d’exploitation Linux (RedHat 9) et le
serveur web Apache 2.0. Nous avons utilisé différents langages de programmation
pour l’implémentation des différents modules. Par exemple, le module d’extrac
tion des règles (l’association a été implémenté en langage C — — et MySQL vu la
nécessité de manipuler des structures (le données complexes. Pour le reste des
Q modules de système BLED, nous avons opté pour le PHP, MvSQL et JavaS-
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cript comme langages de progrRmmation. Le choix de PHP se justifie par le fait
qu’il est un logiciel libre, il peut fonctionner sous différents systèmes d’a’cploita
tion : Linux, Windows, Mac OS X, RISC OS. II supporte également beaucoup
de serveurs web tels que: Apache, 115 , PWS, OWP, etc. De plus, il est facile
à apprendre et est capable de fonctionner en mode de commande, qui est très
pratique pour réaliser des scripts qui s’exécutent régulièrement comme les crons
daemon sous linux, en vue d’effectuer des tâches bien déterminées. En outre, PHP
couvre presque tous les besoins d’un webmaster, il supporte également les proto
coles de communications: POP3, IMAP, SNMP, LDAP NNTR U gère des bases
de données de type: MySQL, dBase. ODBC, PostGreSQL, Sybase, SQL et BD2.
BLED est conçu pour fonctionner pour les versions 4 et plus d’Internet Explorer
et Mozilla FireFooc. Il fonctionne aussi sous Netscape sauf sous certaines versions
où il peut y avoir des problèmes de compatibilité avec certaines fonctions écrites
en JavaScript.
6.2 Interface de BLED
Dans cette section, nous allons présenter les différentes fonctionnalités de
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FIG. 6.1
- Page principale de BLED
6.2.1 Dossier personnel de l’usager
Cette fbnctionrialité (voir figure 6.1 (1)) peut être considérée comme un sup
port d’archivage, elle est disponible pour les utilisateurs avant complété leur iris
cription dans le système, cest—à—dire. ont créé leur compte clans BLED .Àvec cette
fonctionnalité, les utilisateurs peuvent garder dans leur dossier leurs recherches




6.2.2 La recherche ciblée par pays
Cette fonctionnalité (voir figure 6.1 (2)) est remarquable, car elle permet de
faire une recherche en se basant sur les tendances des utilisateurs par rapport à
un pays. De plus, elle peut permettre aussi aux sites web commerciaux de cibler
les produits trouvés cri tenant compte des spécificités du pays. Par exemple,
elle permettrait d’éviter de proposer des produits issus du Mexique alors que
l’utilisateur, qui est aussi un potentiel acheteur, est au Canada. Notons (lue, plus
les utilisateurs utilisent le système BLED plus celui-ci apprend et progresse et est
capable d’offrir de meilleures recommandations. En ce sens, nous pouvons dire
que BLED est un système qui s’enrichit et apprend par l’expérience.
6.2.3 Recommandation des utilisateurs
Cette fonctionnalité (voir figure 6.1 (3)) utilise lévaltiation faite par un uti
lisateur sur ses propres documents. En effet. chaque utilisateur a la possil)iité
d’évaluer le document qu’il a visité en lui attribuant une note entre 1 et 10,
où 1 représente un document non pertinent et 10 un document trés pertinent.
Cette fonctionnalité peut être utilisée entre autres pour permettre aux utilisa
teurs inexpérimentés d’apprendre comment inférer les mots clés convenables afin
d’affiner leurs recherches. ou encore pour recommander des documents évalués
favorablement par un grand nombre d’utilisateurs. Elle se base sur une technique
de corrélation entre mots clés recherchés (lui s’appuie sur la base de données de
BLED. C’est avec le langage d’interrogation de données MySQL que nous avons
pu assurer cette fonctionnalité.
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6.2.4 Recommandation du système
BLED utilise la technique connue sous le nom de règles d’association pour
implémenter cette fonctionnalité (figure 6.1 (1)). Rappelons que cette technique
sert à modéliser des phénomènes d’association entre objets, qui sont calculés clans
notre cas à l’aide de Falgorithme APRIORI. Dans notre contexte. nous utilisons
les règles d’association afin de recommander des documents pertinents en rapport
avec une requête spécifique. Il faut noter que plus le volume de la hase données
de BLED est important, pius les règles d’association produites seront pertinentes
et la recomnianclation sera meilleure.
6.3 Administration
L’ Administration’ permet de gérer un dossier personnel. En effet. l’usager
peut voter les liens qu’il a jugé intéressants afin de les partager avec d’autres
internautes. Il peut par contre supprimer de son dossier ceux qui ne le sont pas.
Nous y trouvons (voir figure 6.2) les éléments suivants
1. Voter I Editer2 permet (le voter ou modifier un vote déjà effectué sur un
lien dans l’échelle de 1 à 10.
2. Supprimer3 sert à supprimer un ou pliisLeurs liens de son dossier, les liens
effacés disparaitront complètement tic son dossier.
3. Zone de liste déroulante (Sélectionnez votre requête) permet (l’af




4. Zone de liste déroulante (Pages) fixe le nombre de liens que l’utilisateur
veut afficher par page 10, 20, 30, etc.
5. Date De4 et date Au5 permet de localiser des recherches claris une période
(le temps.
6. Début6 permet (le se positionner sur la première page.
7. Précédent7 permet de revenir à la page précédente.
8. Suivant8 permet d’aller â la page suivante.
9. Fin9 permet de passer directement à la dernière page.
10. Case à cocher permet la sélection (l’un ou de plusieurs liens afin (le les vo
ter, les modifier ou les supprimer.
L’utilisateur petit trier le tableau de données selon des critères multiples:vote,
date (le visite, format dti document et langue par un simple clic sur la coloïine
appropriée. Par exeIïiple, si l’utilisateur souhaite trier ses documents selon le type
de fichier (DOC, PDF, XLS, PPT) il n’a qu’à cliquer sur “Format” (voir figure
6.2). Notons qu’un lien doit être évalué supérieur ou égal à 5 pour qu’il apparaisse
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6.4 Inscription
Pour faire une il1scription clans BLED, il suffit de remplir le formulaire cl’ins
cription en passant par l’icône devenir un membre 10 ou à travers la rubrique
Inscrivez—vous ?h1. Les informations communiquées (voir figure 6.3) seront co
piées clans une base de données (les utilisateurs de BLED. Les informations qu’un
nouvel utilisateur doit fournir sont
— Pseudonyme’2 Doit être composé d’an moins 1 caractères alpham,mériques.
Un message d’erreur s’affichera si ce pseudonyme a été pris par quelqu un d’ai,tre.
- Mot de passe’3 Doit être composé «ail moins 1 caractères alphanumériques.
- Adresse électronique’1 Sert à confirmer une inscription, elle pourrait aussi















FIG. 6.2 Gestiou de dossier de l’usager
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G
Create your BLED account
FIG. 6.3 Devenir membre
6.5 Mot de passe oublié
Si Futilisateur 0111)11e SOu mot (le passe, il suffit qu’il clique sur mot de passe
oublié15. Il scia invité à saisir son pseudonyme et son courrier électronique
qu’il a donné à l’inscription. Si ces informations sont correctes, il recevra un
courrier électronique contenant son mot de passe (voir figure 6.1).
6.6 Identification
Cette rubrique ne petit être utilisée qu’après une inscription. Une fois que
Futilisateur est identifié. c’est-à-dire. après avoir nitrodmt son pseudonyme et
son mot de passe. BLED lui établira une session afin qu’il puisse garder trace
de ses recherches, c’est-à-dire, ses historicjues. Il lui permet également de gérer
















FIG. 6.1 Gestion des utilisateurs
6.7 Recherche normale
Pour faire une recherche ( voir figure 6.1). il suffit (i’mtrOCllIire 1111 oU phtsieurs
mots clés claris la zoïie de saisie hrh’6 (voir figure 6.1 (5)), qui se trouve au
milieu de Fécran de la page web principale (le BLED en cliquant ensuite sur
le bouton Aller’7 (selon bien sûr la langue choisie pour faire la recherche sur
BLED).
Le résultat de cette recherche saffiche sous forme de liste contenant les éléments
suivants
— Tine icène permettant cFenvover le document correspondant à d’autres utilisa—
teurs ( voir figure 6.1 (9))
- Les liens complets pour accéder aux documents trouvés et leur descriptions;
- Les noms des sites et leurs catégories.
Au dessus de cette liste saffiche le nombre de références trouvées et la (lurée




- R&ultats de la recherche: Environ 2290000 documents trouvés en 0.274874
secondes. U suffit de cliquer sur le bouton (=>) pour passer à la page suivante
et consulter les 10 liens suivants, et sur le bouton (<=) pour revenir aux 10 liens
précédents.
6.8 Recherche avancée
U est possible de faire facilement des recherches avancées. Par exemple, pour
effectuer une recherche sur un groupe de mots dans un ordre fixe, il suffit de
cocher la case Tous les motst8 (voir figure 6.1 (6)). Si l’utilisateur souhaite re
chercher les liens dans lesquels figure le concept festival de Jazz à MontréaL
seules les références contenant cette expression seront affichées. U est également
possible de préciser le type de document (voir figure 6.1 (7)) (pdf. ppt. doc. etc.).
la langue (voir figure 6.1 (8)) (Français, Anglais.etc) ou d’utiliser les opérateurs:
(S), (-), (9, (9 afin de mieux approfondir une recherche.
1. L’opérateur (9
Lorsque cet opérateur est fixé devant un mot, dans une expression. il incite BLED
à trouver tous les documents comportant ce mot, ainsi que les synonymes qui en
dépendent. Par exemple. si un utilisateur recherche l’expression “car”, BLED
lui suggère les documents contenant des mots comme: “automobile”, “car”, “ve
laide”, “bits” etc.
2. L’opérateur (-)
Lorsque l’opérateur (-) est fixé devant un mot dans une expression, BLED com
prend qu’il va falloir exclure tous les documents (liens) comportant ce mot. Par
lS4fl words
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exemple, pour chercher des informations concernant les virus non informatique,
il suffit de taper l’expression “virus -computer”, BLED éliminera tous les docu
ments qui contiennent le mot “computer”.
3. L’opérateur (+)
Lorsque cet opérateur est placé devant un mot, dans une expression, il exige la
présence de ce mot dans tous les documents trouvés. Par exemple, lorsque l’ex
pression “programmation i-web” est recherchée, tous les documents proposés par
BLED doivent contenir le mot web.
4. Le joker (*)
Tout comme dans les expressions régulières, lorsque le symbole (*) paraît dans une
expression, cela indique cette expression peut contenir n’importe quelle autre
expression à la place de (*). Par exemple, si l’expression “nous * cupabtes” est
recherchée. BLED petit reconirnantÏcr (les documents comportant (les eXpressiOns
coiïnne : “Sommes-nous vraiment capabÏes de choiszr?, Nous sommes capables
de vivre avec une tette entente ou Nous sommes ccipabÏes cte tenir t ‘Iran, etc. “
6.9 Expérimentation
La première étape de notre démarche expérimentale consistait à détermi
ner tout au long d’une période de 6 mois (entre Juillet 2004 et Décembre 2001)
toutes les données nécessaires au traitement. Cette durée a été considérée suffi
sante pour accomplir et réaliser la tâche fondamentale de notre recherche, qui est
la recommandation automatique de clocuments/ services en utilisant la technique
des règles d’association.
En ce qui concerne les autres fonctions de BLED : la recommandation automa
Q tique tics usagers. le dossier personnel tic l’usager et la recherche par pays Ont
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été réalisées avec succès, car elles n’utilisent pas des algorithmes compliqués en
forage de données, mais des algorithmes composés de requêtes établies en MySQL
et de codes PHP.
L’analyse de la base de données principale de BLED a donné les résultats que
nous allons montrer dans les paragraphes (lui suivent.
6.9.1 Les utilisateurs potentiels
Les lignes (le code MSQL ci—après permettent de connaître la distribution
totale tics requêtes demeurant dans la hase de données BLED et provenant de
différents utilisateurs.
Daprés le graphique 6.5, nous avons constaté que cette distribution n’a pas été
tout â fait équilibrée entre les utilisateurs. En effet, la base tic données BLED
SELECT id, count(id) AS top
FROM data
GROUP BY id ORDER BY top DESC
FtG. 6.5
— Le top 10 des utilisateurs les J)lus actifs
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contient 2021 enregistrements qui sont répartis sur 114 utilisateurs, dont 29.39%
de ces enregistrements appartiennent à l’utilisateur numéro (1), 19.12% appar
tiennent à l’utilisateur numéro (5) et 7.5% appartiennent à l’utilisateur numéro
(51). Ces trois utilisateurs constituent 56.01% de la base de données de BLED, la
part 43.99% était évidement partagée entre le reste des utilisateurs, cela a affecté
le processus de Fextraction des règles d’association, car il diminuait le nombre de
transactions.
6.9.2 L’utilisation de BLED
Nous avons ainsi interrogé la base de donnée de BLED afin (le connaître res—
pectiveuieiit la portée de l’utilisation de notre moteur de recherche, sur Féchdlle
internationale, (figure 6.6) pendant les 30 semaines de Juillet 2004 jusqu’à Dé—
cerribre 2004 (figure 6.7).













La figure 6.6 nous indique que la majorité des recherches faites sur BLED étaient
localisées au CANADA (64%). D’autres étaient constatées en France (2%), en
Algérie, etc.
SELECT WEEK(save) AS semaine, COUNT(id) FROM data GROUP BY
semaine:
La figure 6.7 montre l’augmentation notable de la taille (le la base tic données de
BLED, entre 02 décembre 2004 et le 15 décembre. En effet, pendant cette période
nous avons pu récolter environ 11,16% de données. Cela est clfi au fait que nous
étions dans l’étape finale de la réalisation de BLED. Alors nous avons demandé
à nos collègues de l’université de faire tics recherches libres sur BLED.
6.9.3 Les requêtes les plus recherchées
Le code MySQL présenté ci-après permet d’interroger la base de données









FIG. 6.7 Fréquence d’utilisation de BLED par semaine
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la période de Juillet 2004 et Décembre 2004. Cette opération est consistante en
terme de révélation des tendances des internautes.
SELECT request, count(id) AS top FROM \textbf{data}
GROUP BY request ORDER BY top DESC LIMIT 10
TAB. 6.1 — Le TOP 10 des requêtes les plus recherchées
N Requêtes Recherchées
1 salle de théâtre 4.5
2 sept merveilles du monde 37
totIfiSme 31
4 programmation java 30
5 houfani 26




10 droit de l’hoirime 18
6.9.4 Génération des règles d’association
Dans cette section nous montrons avec des données réelles comment retrou
ver les règles en utilisant l’algorithme APRIORI (voir section 5.2). Rappelons que
cette opération nécessite les étapes suivantes : L) la sélection et préparation
des données consiste à établir la liste (le tous les documents appréciés par les
utilisateurs de BLED selon les critères que nous avons imposé par notre étutie. 2)
l’identification des transactions des utilisateurs permet d’extraire toutes
les transactions faites par les utilisateurs depuis juillet 2001 jusqu’à décembre
2004 en utilisant pour cela la base de données prmcipale de BLED et la liste
rédul)érée par l’opération précédente, notons qu’une transaction d’un utilisateur
représente tous les documents qu’il vote supérieur ou égal à , à condition que,
ces documents soient présents dans la liste établie par l’étape de la sélection et
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préparation de données, 30) les règles d’association consiste à opérer l’algo
ritiune APRIORI sur cette base de transactions afin de générer toutes les règles
d’association possibles qui seront utilisées à des fins de recommandation.
6.9.4.1 Sélection et préparation de données
La portion du code présentée ci-dessous permet de sélectionner tous les do
cuments votés au moins par une personne et dont la moyenne est supérieure ou
égale à 5 en attribuant un identifiant uniclue à chaque document ainsi obtenu. Le
tableau 6.2 présente un extrait de ces documents.
SELECT un, COUNT(id), AVG(vote) AS Moyenne FROM data
WHERE vote > O GROUP BY uni
HAVING AVG(vote)>= 5 AND COUNT(id) >= 1
ORDER BY Moyenne DESC;
TÀB. 6.2 - Extrait des URL appréciés
Code URL URL Voté par Mov.
1 http : / /www.nieilleursprix.ca/ 1 10.00
2 http :/ /www.bittorent.biz 1 10.00
70 http :/, www.10Ocv.com,! 2 8.00
386 http ://q.cis.uoguelph.ca/skremer/ 2 5.00
6.9.4.2 Identification des transactions des utilisateurs
Nous avons constaté clans cette étape de sélection et préparation de données
(JUC 76.77% (les enregistrements ont été éliminés de la base de données soit (1551
O11.5
enregistrements), cela revient aux critères que nous avons fixé par notre étude,
c’est-à-dire, nous gardons seulement les documents votés au mois par un utili
sateur à une rnovellne supérieure ou égale à 5. Car nous avons estimé que pour
qu’un document (URL) soit pertinent il faudrait qu’il soit apprécié par la majorité
des utilisateurs qui l’ont voté. Pour des raisons inconnues, il arrive parfois qu’un
utilisateur a vraiment apprécié un document, mais il ne l’a pas voté, le système
alors ne prend pas en considération ce document pour calculer la moyenne. Par
exemple. supposons qu’un document “URL” est visité par 1 utilisateurs, dont 3
utilisateurs l’ont voté respectivement à 5, 4 et 7, le quatrième utilisateur ne l’a
pas voté, alors la moyenne qui sera affectée à ce document est 5.33. Cependant,
Si nous comptons l’utilisateur 4, cett.e moyenne devient 4.
Il est à noter citie ces critères dévaluation (les clocunients sont subjectifs et non
objectifs et dépendent de la façon dont les utilisateurs les apprécient.
La liste globale de toutes les transactions est citée en annexe A.
6.9.4.3 Règles d’association
Nous avons appliqué l’algorithme APRIORI sur la matrice des transactions








f 1 si l’utilisateur j a voté l’URL > 5
=
I O sinon
Le tableau 6.3 résume le nombre rie règles «association obtenu en fonction
tIcs paramètres mn.9’upport et in incon fiance.
TÀB. 6.3 Règles d’association avec APRIORI







3% 50% Pas de réponse
3% 100% Pas rIe réponse
Le tableau 6.3 montre que lorsque le nombre d’items (URLs) à gérer est important
l’algorithme APRIORI ne converge pas. En effet. pour générer les (100—itemscts)
nous devons générer tous les candidats possibles. c’est-à-dire. 2100 — Ï 10:10
candidats Alors, pour traiter 386 items avec APRIORI. il est absolument
nécessaire d’utiliser une machine puissante, cri terme de mémoire et dc proces
seur.
Toutefois, notre objectif est de générer des règles d’association et de l’exploiter
pour des fins de recommendations et non pas de trouver des remèdes aux pro
blèmes de l’algorithme APRIORI. Cest pourquoi, nous suggérons Futilisation de
l’Ànalyse formelle de Concepts (AfC)’9 1311, qui consiste d’abord à trouver les
‘9Forrnal Concept Analysis
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itemsets fermés fréquents20[60j, ensuite de générer les règles d’association à
partir de ces itemsets fermés fréquents. De plus, il a été montré que cette approche
est très efficace, car elle permet de générer des règles informatives, c’est-à-dire,
les règles ayant une prémisse minimale et une conséquence maximale, ceci évitera
d’avoir des règles redoildailtes. C’est pourquoi nous avons utilisé le logiciel Gali
cia2’ (GAlois Lattice-based Incremental Closed Itemset Approach). L’avantage
de celui-ci, est qu’il permet la visualisation des règles d’association et les itemsets
fermés fréquents sous forme de treillis.
Nous avons alors opéré GALICIA sur la même liste de transactions de l’annexe A
et nous avons obtenu les résultats du tableau suivant
TAB. 6.4 Règles d’association avec GALICIA










Dans ce chapitre, nous avons exposé en détail le mode de fonctionnement de
BLED, ces différentes fonctionnalités telles que : le dossier personnel de l’usager,
la recommandation des utilisateurs fondée sur la similarité entre les requêtes, la
recommaildation du système basée sur les règles d’associatioll, etc.
20Frequent Closed Itemsets
21http ://www.iro.umontreal .ca/ gaIicia/
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Bien qe les recommandations fournies par BLED soient bonnes, elles auraient
été meilleures si nous avions davantage d’informations. En effet, la base de don
nées de BLED ne contient pour l’instant que 2048 documents.
En revanche, le problème des treillis que nous avons rencontré, en utilisant l’al
gorithme APRIORI. pendant la phase de génération des règles d’association, a
été résolu avec succès grâce au logiciel Galicia.




Ce chapitre clôture ce mémoire en discutant les forces et les faiblesses du
système BLED, en effectuant une comparaison avec d’autres s stèmes plus ré
cents. Il expose également comme travaux futurs des solutions pouvant améliorer
grandement Fefficacité de BLED.
7.1 Discussion
Nous avons présenté clans ce mémoire une approche d’aide j)our la recherche
d’informations personnalisées sur Internet. Nous sommes conscients que nous ne
disposons pas encore d’assez de données (utilisateurs, requêtes, documents visi
tées, etc.) pour illustrer d’avantage l’efficacité du système. Toutefois, nous pensons





L’avantage de notre approche BLED réside non senlement dans l’utilisation
des résultats renvoyés en interrogeant la base de données (le Google, mais égale
ment dans l’évaluation de ces documents par d’antres utilisatenrs. Ce (lui donne
des résultats pins affinés sons formes de pyramides. En eflèt, avec BLED les uti
lisateurs pourraient économiser le temps consacré à la recherche d’informations
sur Internet en profitant des recherches effectuées par d’autres utilisateurs. Ils
peuvent également apprendre comment élaborer lems requêtes en visant préci
sément les informations qu’ils cherchent. En conséquence. les utilisateurs jouent
un rôle très important pour améliorer la performance (le BLED et enriclnr les
recommendations qu’il fournit. Pour ceux qui voudraient le tester, BLED est dis
ponible en cieux versions anglaise et française à l’adresse suivante
http // /www—etud.iro.umoutreal.ca/ bakourfia.
Afin (le mettre en évidence l’efficacité et la valeur (le notre moteur de recherche
BLED, rions l’avons comparé à (l’autres systèmes récents.
Voici quelques critères (le comparaison en rapport avec la personnalisation (le la
recherche d’informations sur luteruet que nous avous utilisé (voir tableau 7.1)
1. Historique
Le système garde—t—il une trace (les actions de l’utilisateur et Lu permet—t—il un
accès à son propre dossier?
2. Recommandation
Le système peut-U recommander des documeuts attractifs aux autres utilisateurs,
soit automatiquement par le biais du moteur de recommandation du système, soit




Le système permet-il aux utilisateurs d’évaluer les liens visités? Et utilise-t-il ces
informations pour effectuer sa recommendation?
4. Feedback
Le système permet-t-il à l’usager de bloquer les URLs qu’il ne souhaiterait pas
revoir lors des prochaines recherches?
7.2.1 Description des systèmes
Le paragraphe suivant présente brièveme;it les systèmes ttue iious souhaitons
comparer avec BLED.
1. FOOXX’
Paru sous une version française en juillet 2004, ce système utilise les informations
recueillies auprès des utilisateurs pour déterminer la pertinence des pages web.
Il offre plusieurs manières pour recommander (les pages intéressantes d’autres
utilisateurs. De plus. il permet aux utilisateurs (le bloquer les liens qu’ils jugent
inutiles.
2. A92
A9 c’est un moteur de recherche puissant crée par Amazon alimenté (le plusieurs
ressources. À titre d’exemple. pour (les recherches visant des documents web ou
des images À9 utilise Google. pour la recherche de livres il utilise Amazon et pour
la recherche de films il utilise IMDB. A9 permet d’annoter n’importe quel type
de document web, de stocker et d’organiser (les signets. Il utilise aussi l’historique
(le l’utilisateur pour lui recommander des sites web similaires.
Q http :/ www.fooxx.com2http :/ /www.a9.coIn
122
3. Ask Jeevs3
Une nouvelle fonctionilalité appelée “My Jeeves” inventée par la compagnie Ask
est parue e septembre 2004. Cette fonctionnalité permet d’établir des recherches
personnelles, les organiser, les partager avec «autres personnes, les imprimer et
ajouter même des notes â ces recherches. Le moteur de recherche Ask Jeevs uti
lise cieux méthodes différentes pour accomplir ces tâches. La première solution
consiste à utiliser les cookies, dont nous avons présenté les inconvénients clans la
section 4.1.1. La deuxième méthode consiste à employer l’authentification par un
pseudonyme et un mot tie passe. C’est la solution que nous avons choisie pottr
notre approche, car jusclu’à présent «est le seul moyen qui permet d’iclentifer une
personne.
T.’.B. 7.1 Comparaison de BLED à d’autres systèmes
Fonctionnalités Historique Recommandation Évaluation FeeclBack
http :/www.a9.com/ Oui 01H Non Non
http / rnvjeeves.ask.coin Oui Oui oii Non
http www.fooxx.com, Oui Oui Non Oui
BLED Oui Oui Oui Non
A travers ce tableau, nous remarquons que notre système BLED remplit presque
tous les critères, qui sont généralement attendus par les internautes lors de leurs
recherches tels ctue l’historique, la recommandation et l’évaluation. Malheureu
senient, nous n’ayons pas encore pris en compte le critère de “FeedBack” que le
moteur de recherche Fooxx.com utilise. Ce critère est un élément important dans
la personnalisation des moteurs de recherche. Nous pensons toutefois l’intégrer





Nous avons dit précédemment que notre solution clepend potentiellement de
la taille de la base de données opérationnelle. Et plus le volume de cette base de
clomiées croît plus la recommendation de documents devient robuste. Cela petit se
justifier par le fait que la technique tics règles dassociations nécessite un énorme
jeu de données potir générer tics règles d’associations pius efficaces.
De même, la non homogénéité de la structure des documents présents sur le web
rend difficile (voire impossible) de concevoir un système (lui répond aux exigences
et aux besoins de ses utilisateurs.
7.4 Perspectives
Comme travaux futurs, nous pdnsoiis améliorer les performances (le notre
système en utilisant tics techniques de catégorisation automatique de documents
afin d’organiser les documents en catégories, comme les annuaires de références.
Notre base de données actuelle stocke toutes les informations nécessaires en pré
vision de cette tâche future. Certaines étutles ont proposé des approches simples
permettant la segmentation tics requêtes des utilisateurs, en utilisant les traces
laissées par ceux-ci lors de leurs navigations [76. 1• L’un tics principes tic ces
approches est le suivant : si plusieurs requêtes pointent sur tin même document
alors ces requêtes sont considérées semblables [39J. Cette idée pourrait améliorer
grandement notre approche basée sur la similarité entre mots clés des requêtes.
Annexe A
Ci—dessous, la liste des transactions des utilisateurs que nous avons obtenues
en utilisant MvSQL. Le code suivant permet de sélectionner tous les documents
votés au moins par une personne et dont la moyenne est supérieure ou égale
J/1O.
SELECT un, COUNT(id), AVG(vote) AS Moyenne
FROM data WHERE vote > O GROUP BY un HAVING AVG(vote)>= 5 AND
COUNT(id) >= 1 ORDER BY Moyenne DESC;
Notons qu’une transaction est constituée d’un ensemble des URLs votés supé
rieurs ou égaux 5/10 par tin seul utilisateur. Par exemple, l’utilisateur TOi a
apprécié les URLs identifiés par les code : 53 126 142 154 156 158 180 230 240
242 244 280 288 322 331 334 374 378 et c’est pour cette raison qu’il les a voté















- T14 63 68 70 79 81 89 95 102 120 121 136 139 146 148 149 151 1.53 157 158 173 180
190 216 231 240 241 252 281
-TOO: 123457111923242830373841495051525455576065667174
$1 90 91 93 94 96 97 98 99 105 106 107 109 111 113 11.5 116 118 119 122 123 125 130
132 135 137 145 155 160 162 163 171 172 174 17$ 183 185 186 188 193 206 209 212 21.5
218 222 224 226 229 233 235 236 249 253 251 256 257 258 260 261 262 264 265 268 270
274 275 276 278 279 282 283 284 285 286 287 291 292 293 295 296 297 298 299
303 301 305 306 307 308 309 310 312 314 316 317 319 320 321 325 326 327 328
332 333 335 336 33$ 339 340 341 312 343 315 31$ 349 3.50 353 3.54 3.57 36t) 363
368 369 370 371 372 373 376 377 379 381 382 384 386
53 126 142 1.54 156 1.5$ 180 230 240 242 244 280 288 322 331 334 374 378
117 136 147 161 191 220 243 259 344 346
.52 9t) 134 136 155 158 163 182 197 224 259 263 266 355
13 17 27 29 34 36 43 44 80 82 83 85 133 153 176 203 208 290
104 140 146 190 223 375
87 97 114 136 143 194 199 232 248 252 3.51
- TOZ: 195
- T08 : 15 16 31 32 42 45 64 73 91 92 147 148 150 152 157 216 241
- T09 170 243 246 247 318 323 358 361
- TiO : 115 142 166 201 244 246 247 358 361 365
- Tu : 210
- T12 : 21 3.5 46 48 .53 76 129 204 2.51
- T13 : 20 64 67 75 76 86 87 89 95 110 141 143 152 177 182 211 237 242 245 251 300
337
- T15 t 20.5 289 380
G126
- T16 39 56 92 94 108 124 127 136 144 181 192 213 221 239 294 347 385
- T17 : 147
- T18 : 53 59 68 70 88 89 95 102 128 136 138 146 147 148 149 151 154 156 157 158 159
165 169 173 179 180 181 187 196 198 199 200 202 207 211 225 22$ 230 231 231 238 240
241 245 248 252 255 352
- T1O : 167 267 269 273 311 313 315 330 356 359 362 367
- T20 : 89 97 146 189 219 277
- T21 : 324
- T22 91150 175
- T23 251
- T24 131
- T25 62 100 117
- T26 : 72
- T27: 227
- T28 t 47 69 78
- T29 : 217
Allnexe B
B.O.1 MSN $earch
MSN Search’ est. le moteur de recherche utilisé par le portail MSN de Mi
crosoft. Celui—ci utilise trois bases de données différentes la base de données
cl’Inktomi pour son moteur de recherche, la base de données de LookSmart pour
son annuaire et la base de données cÏ’Overture pour les sites sponsorisés. Un de
ses avantages est qu’il ne recherche pas les mots clés susceptibles «afficher du
contenu réservé aux adultes t6D, 68, 11J.
B.O.2 Google
Coogle2 est devenu le moteur de recherche le p1iis remarquable. En février
1999, il s’est transformé de la version alpha à la version bêta. Il a été officiellement
lancé le 21 septembre 1999. En juin 2000 Google a annoncé une base de données





jusqu’a 600 millions, puis 1.5 milliards pages web en 2001, par la suite 2 milliards
pages web sur sa page web principale. En novembre 2002, il a réclamé jusqu’à
3 milliards de pages web, en février 2004 ce chiffre a atteint les 4 milliards. En
décembre 2004, Google proclame un chiffre qui devance les 8 milliards de pages
web t31 sur sa page web principale. Ceci montre la progression rapide de l’index
de ce moteur de recherche [16, 69, 68, 11].
B.O.3 Teoma
Téorna3 est un moteur de recherche parti au printemps 2001. Il construit sa
propre base de données. Cette hase contient également les liens promotionnels
provenant de la base de données d’AdWords de Google. Son avantage se montre
en l’identification des méta—sites et le raffinement (les résultats de recherche qui
se basent sur les communautés du web. Il est à noter que Teoma a été acheté en
septerribre 2001 par Ask Jeeves Inc. [69. 68, 11j.
B.O.4 Altavista
AltaVista1 qui dénote “vue d’en havt”, a été créé en 1995 par des scientifiques
(lu laboratoire de recherche en informatique de Palo Alto, en Californie. Son
objectif principal était de développer une base de données de recherche de texte
intégral sur la toile W\VW. En février 2003, altavista a été acheté par Overture.
Celle-ci a envisagé en 2003 de fusionner la base de données d’Altavista et celle
d’AllTheWeb




celle de Yahoo! /Inktomi le 25 mars 2004 car Overture a été achetée par Yahoo!.
Depuis ce jour, Altavista n’utilise plus sa base de données, mais une sous-base de
celle utilisée par Yahoo!. Ce qui est intéressant dans ce moteur de recherche est sa
fonction originale offerte pour la recherche de documents audio et vidéo. Elle est
paramétrable cri fonction des principaux formats de fichiers mp3, wma, etc., la
durée de ces fichiers et leur provenance. Le traducteur en ligne d’Altavista permet
de traduire du texte ou une page web en huit langues différentes [69, 68, 11].
B.O.5 DMoz
Open Directorv Project5 connti aussi sous le noni tic NewHoo. Il a été fondé
en 199$ dans l’esprit Ïu mouvement Open Source. Il est la propriété tic AOL Time
\Varner. DMoz est totalement gratuit pour y soumettre un site web. En avril 2001
DMoz a recensé presque 4.57.5.000 pages web réparties en 590.000 catégories. À
nos jours, DMoz est très utilisé par la majorité des moteurs tic recherche comme
AOL Search. HotBot, Google, Lycos, Ask .Jeeves. Altavista, Netscape 169, 68, 11f.
B.O.6 Yahoo!
Yahoo 6 est paru en 1993. Ses fondateurs sont Jerry Yang et David Filo.
La technologie mise en oeuvre baptisée Yahoo! Search Technology lui a permis
de construire et d’établir ses différentes bases de données selon les nécessités.




d’Inktomi, les liens promotionnels proviennent de la base de données d’Overture.
Yahoo! détient également les pages jaunes, les news, etc. 169, 68, 111
B.O.7 Asic Jeeves
Ask Jeeves a été réalisé à Berkeley, en Californie en 1995. Comme son nom
l’indique ask se traduit par “demsnder”. Ask Jeeves possède une fonction très
originale qui permet de fournir des réponses à des questions formulées en lan
gage naturel. Par exemple, il répond à la question “what û search engine$’”
par “search engine : a computer program that ntrieves documents or
files or data from a database or from a computer network (especiafly
from the Internet)”. Cet outil se définit comme étant un système “Question-
Réponse”. En revanche, cette fonction n’est disponible qu’en version anglaise. Ce
moteur de recherche fournit en outre des réponses complémentaires provenant du
moteur de recherche Teoma dont il est le propriétaire 169. 68. 111.
.4sk Jeevcs a récemment introduit une nouvelle fonction sous une version bêta
dont nous ne connaissons pas la technologie implémentée. Elle est dédiée spécifi
quement à la personnalisation de la recherche d’informations sous la rubrique My
AskJeeves. Elle est disponible sur le site: Myjeeves.ask.com.
Twww.ask.com
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La figure suivante montre l’interaction existant entre les moteurs de recherche
les plus connus j43j.
Cornp!e: Chart
. .itdj. L[IW L..YL i.t Ishit.! L[iz.i t..
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FIG. B.1 Interaction entre les moteurs de recherche
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