The second tier (high level trigger, HLT) is run on a commodity PC farm. Starting from the RoIs, events are selected by processing the fullgranularity data of all subdetectors.
The ATLAS Trigger
During the 2013/14 shutdown of the Large Hadron Collider (LHC) the ATLAS first level trigger (L1) and the data acquisition system (DAQ) were substantially upgraded to cope with the increase in luminosity and collision multiplicity, expected to be delivered by the LHC in 2015. Upgrades were performed at both the L1 stage and the single combined subsequent high level trigger (HLT) stage that has been introduced to replace the two-tiered HLT stage used in Run 1. Because of these changes, the HLT execution framework and the trigger configuration system had to be upgraded. Also, tools and data content were adapted to the new ATLAS analysis model.
Abstract

Level 1 Upgrades
Level 1 Topological Trigger
• Goal: merge detailed information from trigger detectors in a single Level 1 module to determine complex observables (e.g. invariant mass)
• Requirements: L1Calo: The preprocessing module has been upgraded to cope with increased simultaneous collisions and improve ability to isolate electron, photon and jet candidates.
Central Trigger Processor:
The number of input channels was increased and the number of programmable L1 decisions doubled from 256 to 512. Figure 54 : The separate L2 and EF software design in Run 1 (left) and the simplified design for the merged HLT in Run 2 (right). In each case the HLT algorithms are shown at the top and their interaction through interface layers with dataflow components is below. The components are explained in the referring text.
HLT Upgrades
The dataflow software handles all data transfers within the system. For L2, it provides the functionality to request a subset of the full event data from the read-out system. A set of specialised event building, or Sub-Farm Input (SFI), nodes take care of the full event assembly after the L2 decision and moving the events to the Event Filter farm. The specialised data logging, or Sub-Farm Output (SFO), nodes buffer the events accepted by the Event Filter, and safely transport them to mass storage in the CERN computer centre.
The dataflow software components known as the Level-2 Processing Unit (L2PU) and Event Filter Processing Task (EFPT) provide interfaces between the offline Athena framework, under which the HLT steering and algorithms run, and the dataflow components they need to access at L2 and the EF.
A programme of work to evolve the system during LS1 is under way. The main ideas are to take advantage of rolling replacements to hardware explained in section 7 to remove the bottlenecks, simplify the software and gain flexibility (as explained below), and to prepare algorithms and signature strategies for the challenges posed by higher energy and luminosity in Run 2.
The read-out system and network are being replaced with faster equipment which will provide a needed increase in bandwidth through this critical part of the system. Although the HLT farm capacity was not a limiting factor in Run 1, the increase in pile-up and need to use more offline reconstruction code in the HLT will require significantly more computing power for Run 2. Replacement of part of the HLT farm with faster processors and the possibility to fill additional racks with extra computing resources will address this. Estimates of the required computing capacity for Run 3 are presented in Section 7.3.
For Run 2, a simplified design of the dataflow software has been implemented, and the HLT steering and algorithms are being adapted to take advantage of it. Figure 2 shows the overall TDAQ system design and Figure 54 shows how the corresponding software design has evolved. The functions of event building (SFI), L2 and EF will be merged into a single HLT node, with the event building decision (EB) taken internally. The functionality of the Dataflow Manager (DFM) and Event Filter Dataflow (EFD) components and interaction with the ROS are taken over by the Data Collection Manager (DCM).
The merger of the HLT will save processing time and network bandwidth: it removes the need to pack, transfer and unpack L2 result data from L2 to EF; data for L2-accepted Merged HLT: the Level-2 (L2) /Event Filter (EF) split in the HLT of Run 1 has been replaced by a more flexible merged design that allows for more efficient resource allocation and minimizes duplicate fetching of data from buffers. Also, Event Building can be scheduled statically or dynamically at any point in the HLT reprocessing. Optimized DAQ: The network architecture was changed to a single network with 6 Tbps bandwidth to reflect L2/ EF merger. Each Readout Module has 2x10Gbps links into the network to manage a 100kHz L1 rate and an increased number of HLT data requests.
In light of the unprecedented dataset sizes of Run 2, the reconstruction data format has been upgraded to be directly ROOT-readable. It is thus a feasible format for fast end-user analysis and avoids the need for storage-intensive derivative formats such as the ones produced in Run 1.
The trigger event data model (EDM) and trigger analysis tools have been adapted to this new format. This will enable analyzers to access a wider range of trigger information than what has been available using derived data in Run1. For example, not only will the final decision be available but also the full decision-graph leading to it.
Trigger Analysis Tools
The HLT is embarrassingly parallel but the number of independent processes that can be run on one computer is limited by their memory requirements. The large amount of conditions data in common between processes leads to the following solution that makes use of copy-onwrite semantics. A single mother process prepares memory with eventindependent data and forks HLT child processes. Memory pages are copied on demand so that many more processes can be run per computer.
Multiprocessing in the HLT
The trigger data is a small fraction of the total event data but its resolution is almost comparable with full offline reconstruction.
In Run 2 an additional data-scouting stream is introduced for events that would have too high a rate to be included in the normal physics streams without heavy prescalings, For these events, only the trigger reconstruction results will be stored.
This approach provides an opportunity to allow for high-statistics samples for both calibration purposes (e.g. muons) and some searches for new physics.
Data-Scouting Stream
The Cost Monitoring framework tracks relevant usage statistics (rates, data requests, execution time per event etc.) to assess resource utilization by trigger algorithms. This is a crucial tool for the optimization of the trigger. It has been redesigned in Run 2 to work with the merged HLT. Data is accessible via a new web interface.
Cost Monitoring
After the first Long Shutdown (LS1), data-taking at the LHC resumes in 2015. Trigger rates will increase due to higher energy and luminosity, requiring a more stringent and sophisticated selection. The greater number of simultaneous collisions (pile up) results in larger event data sizes and consequently higher bandwidth in the DAQ system and longer processing times in the HLT. The trigger configuration is stored in a database schema. It stores lists of trigger definitions ("menus") as well as hardware (L1) and software (HLT) configuration. A typical menu consists of several hundred trigger sequences.
LHC Run 2
The configuration functionality has been extended to support the upgrades to the L1 and the HLT shown below.
Trigger Configuration
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