Abstract -We are concerned with structural optimization problems for technological processes in material science that are described by partial differential equations. In particular, we consider the topology optimization of conductive media in high-power electronic devices described by Maxwell equations and the optimal design of composite ceramic materials by homogenization modeling. All these tasks lead to constrained nonconvex minimization problems with both equality and inequality constraints on the state variables and design parameters. After discretization by finite elements, we solve the discretized optimization problems by a primal-dual Newton interior-point method. Within a line-search approach, transforming iterations are applied with respect to the null space decomposition of the condensed primal-dual system to find the search direction. Some numerical experiments for the two applications are presented.
Introduction
Structural optimization has recently been the subject of much attention in various problems of optimal design and construction of structures (cf., e.g., [1, 23] and the references therein). A typical problem of structural optimization is to minimize a function (called objective, cost or criterion function) over a set of geometrical or behavioral requirements (called constraints).
The set of structural parameters includes the so-called state and design parameters, and the problem consists in computing optimal values of the design parameters, such that they minimize the specific objective function. Sizing, shape, and topology optimization problems are different types in structural optimization. Detailed classification of these problems is given, for instance, in [22] . In the sizing problems, the goal is to find the optimal thickness distribution of a given material structure. The main difficulty in shape optimization problems arises from the fact that the geometry of a structure is a design variable which means, in particular, that the discretization model associated with the structure has to be changed in the process of optimization. In the topology optimization of solid structures, we are interested in the determination of the optimal placement of a material in space, i.e., one has to determine which points of space are material and which points should remain void (no material). Hence, the main goal of these problems is to find the location of holes and the connectivity of the domain.
In all optimization algorithms, we are typically faced with constrained nonconvex minimization problems with both equality and inequality constraints on the state variables and design parameters. After discretization, for example, by finite elements, we solve the discretized optimization problems by primal-dual Newton interior-point methods, originally proposed for linear programming in [21] . The main idea of these methods is to generate iteratively approximations of the solution which strictly satisfy the inequality constraints. Recently, primal-dual interior methods have been extended to nonlinear programming problems (cf., e.g., [4, 5, 7-9, 11-13, 25] ).
This paper is organized as follows. In Section 2, we formulate two structural optimization problems. The first one is related to the topology optimization in electromagnetic media described by Maxwell equations. In the stationary case, the mathematical model leads to elliptic boundary value problems corresponding to a minimization of the energy dissipation. In this model, the state variable is the associated electric potential and the design variable is the electric conductivity. We are interested in finding the optimal distribution of the conductivity in a fixed geometrical domain. Our second application concerns the shape optimization of recently produced biomorphic microcellular silicon carbide ceramics from wood (see [15] ). Based on the constitutive microstructural model, the macroscale model is obtained by using the homogenization approach. In the past twenty years, the homogenization method has found a lot of important applications in mechanics of composite materials (cf., e.g., [18] [19] [20] ). We comment on the optimal distribution of our composite material in a suitable reference domain which can carry given loads. The shape optimization problem is solved under a set of constraints on the state variables (displacements in terms of the elasticity equations) and design parameters (lengths of the layers in the microstructure, angle of cell rotation, etc.). Section 3 concerns general nonconvex nonlinear programming with equality and inequality constraints when the first and second derivatives of the objective and constraint functions are available. The damped Newton method is applied to the perturbed Karush-Kuhn-Tucker conditions for the logarithmic barrier function problem. A line-search approach is used to find the search direction. Section 4 focuses on the solver of the condensed primal-dual system. We use the null space decomposition of the condensed primal-dual matrix and apply the method of transforming iterations (see [28] ) to find an appropriate solution for the search direction. In the last section, we give some numerical experiments applying the primal-dual interior-point method to the nonlinear problem and present the respective material distributions and convergence results for both applications.
Structural optimization problems

Maxwell equations
In this section, we consider an optimal design problem arising in high-power electronics, namely, in the design of converter modules that are used as electric drives for high-power electromotors. The electromagnetic fields in the low frequency regime can be described by the quasi-stationary limit of Maxwell equations also known as the eddy current equations
Here, E and H denote the electric and the magnetic field, B is the magnetic induction, J stands for the current density, and the material parameters µ and σ refer to the magnetic permeability and the electric conductivity, respectively. We use a potential formulation by introducing a scalar electric potential u and a magnetic vector potential A according to
(cf., e.g., [3] ). Then, (1)- (2) give rise to the following coupled system of PDEs for the electromagnetic potentials u and A
the latter one with appropriate initial and boundary conditions. Note that in (4) we refer to I ν as the fluxes associated with the contacts Γ ν ⊂ ∂Ω, 1 ν N c , satisfying the compatibility conditions N c ν=1 I ν = 0. The electric energy dissipation given by the Joule-Lenz law reads as follows:
In particular, in the stationary regime this reduces to
The last equality in (6) follows from div(uJ) = J ·gradu+u divJ, taking into account that divJ = 0 in view of (1) . Using the Gauss theorem and the Neumann boundary conditions, from (4) we get
We solve the optimization problem for the energy dissipation given by (7) . Find
subject to the following constraints
where A is the stiffness matrix related to the electric potential equation (3), b is the discrete load vector, e = (1, 1, . . . , 1)
T , σ is the discrete conductivity function, and
Here, σ min and σ max are a priori given positive limits for the conductivity, and C is a fixed given value in the mass constraint. Note that in this case we take σ min > 0 in order to keep the ellipticity of the discrete problem.
Elasticity equations
In this section, we consider the recently produced biomorphic microcellular silicon carbide (SiC) ceramics obtained from wood (for a detailed description of the production and processing scheme, see [15] ). We are interested in the optimal performance of the new composite materials which can be obtained by tuning the microstructural geometrical features that strongly influence the macrocharacteristics of the final products. Our macroscale model is obtained by using the homogenization approach which has found a lot of practical applications in structural mechanics to determine the optimal design of microstructured materials (cf., e.g., [18] [19] [20] ). We assume a periodical distribution of the composite microstructure treated as an infinitesimal square tracheidal periodicity cell consisting of an interior part with a void (no material) surrounded by a layer of SiC and an outer layer of carbon. Suppose that each constituent in the microcell consists of an isotropic and homogeneous material. Based on the Hooke law as the constitutive equation, the macroscopic homogenized model is obtained by an asymptotic expansion of the solution of the nonhomogenized elasticity equation with a small scale parameter (see [17] ). We concentrate our efforts on the problem to compute the optimal distribution of our composite material in a given domain. Let Ω ⊂ R 2 be a suitable chosen domain that allows to introduce a surface traction t applied to Γ T ⊂ ∂Ω. On the remaining portion Γ D of the boundary the displacements are specified.
As an objective function, we consider the mean compliance of the structure defined as follows:
where q is the external body force applied to Ω. The displacement vector u = (u 1 , u 2 )
T represents the state variables, and the vector σ = (σ 1 , σ 2 )
T stands for the design parameters (lengths of the layers in the microstructure). We assume a design composite with a square hole located at the center of the unit microcell and suppose that the lengths and widths of the corresponding material regions are equal. We have denoted by σ 1 the length of the carbon layer and by σ 2 the length of the silicon carbide layer in the microstructure. This assumption is advantageous because it uses less variables in the optimization problem for the material distribution.
The minimization problem (10) is subjected to the following equality and inequality constraints:
for σ min = 0, σ max = 0.5 and e = (1, 1)
Note that σ i = 0, i = 1, 2, corresponds to a complete void, σ 1 + σ 2 = 0.5 corresponds to a complete solid material, and 0 < σ 1 , σ 2 < 0.5 and 0 < σ 1 + σ 2 < 0.5 to the porous composite with a void at a microlevel. The parameters E H ijkl in (11) are called effective material coefficients for the composite. These quantities can be obtained analytically or numerically (for more complex structures) through a suitable microstructure (see, e.g., [17] ). The space V 0 is defined as
The discretized nonlinear constrained optimization problem has the following form:
subject to the following constraints:
where f (u, σ) is defined by (10) , A(σ) is the stiffness matrix corresponding to the homogenized equilibrium equation (11), and b is the discrete load vector.
3. Primal-dual Newton interior-point method
General nonlinear optimization problem
We consider the following general constrained nonlinear nonconvex programming problem with both equality and inequality constraints:
where 0, i = 1, . . . , l, i.e., the equality and inequality constraints have to be understood componentwise.
The Lagrangian function associated with (15)- (16) is defined by
where y is an m−vector and z is an l−vector, the Lagrange multipliers for the equality and inequality constraints.
The first-order Karush-Kuhn-Tucker (KKT) necessary conditions for optimality of (15)
where
is the gradient of the Lagrangian function and Z is the diagonal matrix with diagonal z. We also consider the Hessian of the Lagrangian with respect to x defined by
, and g i (x), respectively. Denote by
the set of all indices for which the inequality constraints are equal to zero at x. We are interested in finding local minimizers of our optimization problem (15)- (16) . Assume that at least one such point x * exists satisfying the conditions:
)} of gradients of equality and active inequality constraints is linearly independent. 
Well-known approaches from the optimization theory for handling problems with inequality constraints are, for instance, the slack variable approach, the active set strategy, and the logarithmic barrier function approach. Each of these approaches results in a nonlinear programming problem with only equality constraints. For example, in the first approach, the constraint g(x) 0 can be replaced by g(x) − s = 0, s 0 by adding a nonnegative slack variable to each of the inequality constraints. Transformation of the original inequality problem into an equality one, by adding slacks, have been a frequently applied tool in scientific computations in the past twenty years and recently used in cf., [4, 5, 8, 26] . The introduction of slack variables is associated with a small amount of additional work and storage, since they do not enter the objective function and are constrained by simple bounds. The second, active set strategy, approach in nonlinear programming is directly related to the idea of the simplex method in linear programming. At each iterative step from this approach, applying, for example, Newton's method, one has to define which constraints are active at the solution and treat them as equality constraints by ignoring the others. Recently, this rather popular approach was applied for solving constrained optimal control problems (see, e.g., [2] ). The third approach was used in our practical implementations and we explain it in detail in the next subsection.
Logarithmic barrier interior-point method
The logarithmic barrier function method was first introduced by Frisch [10] and later on popularized by Fiacco and McCormick [9] in the late sixties of the last century. The basic idea of this method is to replace the optimization problem (15)- (16) with the following equality constrained optimization problem:
subject to
where ρ is a positive scalar, called the barrier parameter, and
is often referred to as a barrier function. To insure the existence of logarithmic terms in (22), we implicitly require
In such a way, we get a family of subproblems depending on ρ for which it is well-known that under the conditions (C1)-(C5) from Section 3.1 the solution of (20)- (21) reduces to the solution of the original problem (15)- (16) as ρ decreases to zero (cf. [9] ). This method obviously is an interior-point method, because it keeps the sequence of iterating solutions strictly feasible with respect to the inequality constraints. Note that the logarithmic terms serve as a barrier and result in finding a solution x (ρ) such that g(x The gradient of (22) is given by
and the Hessian of β
The Lagrangian function associated with (20)- (21) is
and the gradient of L (ρ) (x, y) with respect to x is given by
The logarithmic barrier function method consists now of generating a sequence of iterative solutions {x} = {x
}, local minimizers of the equality constrained subproblems, with ρ > 0 decreasing at each iteration. Taking into account the first-order optimality conditions and especially ∇ x L (ρ) (x, y) = 0, we see that the convergence of {x (ρ) } to an optimal solution x * requires that
where {y * i } and {z * i } are the Lagrange multipliers associated with the equality and inequality
) → 0 and the second relation in (25) 
) → ∞ and hence, the Hessian of the logarithmic barrier function (23) would become arbitrarily large. Comparing now relations (18) and (24), we see that ρ/g i (x 
), 1 i l which can also be written in the form z
The last relation is usually called perturbed complementarity and can be used as a remedy, so that the differentiation will not create ill-conditioning.
We now formulate the perturbed KKT conditions for the logarithmic barrier function problem (20)- (21), namely,
In matrix-vector notations, (26) results in the following nonlinear equation with n + m + l components:
is the gradient of the Lagrangian function with respect to x, y, and z; t = ∇f (x) is the gradient of the objective function, J eq is the Jacobian m × n matrix of the equality constraints h(x) = 0, and J in is the Jacobian l × n matrix of the inequality constraints g(x) 0. In the last equation of (27) we have denoted G = diag(g i ), g i > 0, 1 i l and e = (1, 1, . . . , 1) T . Note that at each iteration we have three sets of unknowns: the primal variable x, the dual variable y, and the perturbed complementarity variable z which we consider independently.
Denote now the unknown solution by Φ = (x, y, z) and apply the Newton method to the nonlinear system (27) to find the increments ∆Φ = (∆x, ∆y, ∆z), namely,
which is often referred to as a primal-dual system. The vector ∆Φ is called the search direction. The so-called primal-dual matrix K = F (ρ) (Φ) of second derivatives of the Lagrangian function is defined as follows:
where the Hessian of the Lagrangian function H = ∇ 2 x L is given by (19) . Note that the matrix K is sparse, nonsymmetric, independent of ρ, and usually well-conditioned in a sense that its condition number is limited when ρ → 0 (see [11, 12, 25] for more details). In the case of convex optimization (i.e., convex objective function f (x), linear equality constraints h(x), and concave inequality constraints g(x)), the Hessian matrix H is positive semidefinite. The properties of the Hessian matrix for the inequality constrained optimization problem with a logarithmic barrier function method are discussed in [24, 25] .
One possible way for solving (28) is to symmetrize K taking into account the fact that Z and G are diagonal matrices. This method is proposed in [12] and results in the following symmetric matrix:
which is strongly ill-conditioned with some diagonal elements becoming unbounded as ρ → 0. In particular, for the active inequality constraints, the diagonal entries of Z −1 G go to zero, and for the inactive constraints they go to infinity. As the iterates converge, the illconditioning of K increases, but it was shown in [12] that the primal-dual solution of the optimization problem is actually independent of the size of the large diagonal elements and can be found by using, for instance, a symmetric indefinite factorization of the primal-dual system.
Another alternative way for solving (28) which we use in our practical applications is to eliminate the (1,3) block of (29), i.e., due to g(x) > 0, we eliminate ∆z from the third equation of (28) ∆z
and replace it in the first equation. This method produces a symmetric linear system with n + m equations of the form
ZJ in is often referred to as a condensed primal-dual Hessian and (31) is called a condensed primal-dual system. A detailed analysis of the properties of the condensed primal-dual matrix can be found in [25] where it was shown that the inherent ill-conditioning of the reduced primal-dual matrix is usually benign and does not influence the accuracy of the solution.
Various methods for solving (31) and finding the primal-dual steps (∆x, ∆y) are proposed in the literature (cg., e.g., [8, 13, 24] ). Note that one needs a reliable and efficient solver of (31), since the condensed primal-dual system is solved at every iteration of the optimization loop. In practice, we apply transforming iterations (see [28] ) to find the increments. This method will be explained in more detail in Section 4.
After finding the solution of (31), the algorithm proceeds iteratively from an initial point (
) through a sequence of points determined from the search directions described by (30) and (31) as follows:
The parameters α
z ∈ (0, 1] are called steplengths and their choice at each iteration is a critical feature of the algorithm to find a local minimizer of the optimization problem.
Merit functions. Computing the steplengths
In all optimization algorithms it is important to have a reasonable way of deciding whether the new iterate is better than the previous one, i.e., it is essential to measure appropriately the progress in finding a local solution. Merit functions of different types have been a subject of great interest over the past years (see, e.g., [8, 13, 26] ). The main idea of a merit function is to ensure simultaneously a progress toward a local minimizer and toward feasibility. The method of choosing α (k) at each iteration becomes more complicated in general nonlinear programming problems as it is well-known that the Newton method may diverge when the initial estimate of the solution is bad.
Two versions of the Newton method can be applied, namely, the trust-region and the line-search approach. The first method has recently been applied in, e.g., [4, 5, 7] . Typical of this method is to find a step d (k) which is restricted to a set, called the trust region. This set is practically obtained by limiting |d
, where r is updated according to how successful the step has been. For instance, if the a priori chosen merit function M decreases, we accept the step d (k) , update the solution Φ
and possibly increase the trust region radius r (k) . Otherwise, we decrease r (k) by a damping factor, e.g., r
/2, and compute again the step d (k) . We apply the second variant of the Newton method, the line-search approach. Once the solution ∆Φ (k) of (28) has been determined, we find a steplength α
measuring a progress in minimization at each iteration and reducing the merit function in the sense M (Φ
). The ideal value α 
S3. Compute the steplength α
).
S4. Update the estimate for the minimum by Φ
, k = k + 1, and go back to step S1.
A standard convergence monitor in nonlinear programming is to choose the Euclidean norm F (ρ) (x, y, z) of the residual produced by the KKT conditions (27) as a merit function. However, in many practical implementations, this choice of the merit function is not sufficient, since it does not allow to tell the difference between a local minimizer and a stationary nonminimizing point. The KKT conditions are necessary optimality conditions and, hence, the optimization problem (15)- (16) and the nonlinear problem (27) are not equivalenet, i.e., the Newton method may find solutions of (27) which do not minimize the objective function f (x). Therefore, in order to find simultaneously solutions of both problems, a better approach is to rely on the hierarchy of two merit functions (cf., e.g., [13, 16] ). In general, the choice of merit functions in nonlinear constrained optimization problems is complicated. Several ideas have recently been proposed in the context of primal-dual interior methods (cf., e.g., [5, 8, 11, 26] ). In particular, our primary merit function is related to those suggested in [13] and is chosen as a modified augmented Lagrangian incorporating the logarithmic barrier function (22) as follows:
where ρ A is a positive parameter. Our purpose now is to satisfy the descent conditions and to guarantee a reduction of the merit function in the sense that each iterate should be an improved estimate of the solution of (20)- (21) . Note that a descent is sought only with respect to x taking into account the original optimization problem. A standard way to achieve M (x + α∆x, y, ρ, ρ A ) < M (x, y, ρ, ρ A ) is to require that ∆x is a descent direction, i.e., ∆x
where ∇ x M is the gradient of the primary merit function with respect to the primal variable x. In particular, we have
due to J eq ∆x = −h from the second equation of (31). Hence, ∆x
T ∇ x M < 0 can be satisfied if the augmented Lagrangian parameter ρ A is sufficiently large, namely,
Hence, ρ A can be changed within the optimization loop if ∆x is not a descent direction. In our algorithm, we choose
in the case of ∆x T ∇ x M 0 and continue the loop (see [13, 16] for details). For the secondary merit function we choose the l 2 − norm of the residual with respect to the perturbed KKT-conditions (27) . We apply the Newton method and choose the steplengths to strictly satisfy the inequality constraints g(x) > 0 and the complementarity constraints z > 0. Hence, the first requirement for the line-search approach is to ensure a strict feasibility. Letα andγ be separate steplengths for x and z defined as follows:
Since we maintain interior (i.e., strictly feasible) iterates we usually take a parameter τ ∈ (0, 1) bounded strongly away from unity and define α = min(1, τα) and γ = min (1, τγ) . We use the same steplength γ for the Lagrange multiplier y. In practice, both merit functions are used by means of the following strategy: If the steplengths α and γ lead to a reduction of M , they are accepted. If M does not decrease, we check the secondary merit function. If the latter decreases, the steplengths are accepted; otherwise damp the Newton steps by a certain factor and continue the procedure. The barrier parameter ρ > 0 is updated by decreasing values until an approximate solution of the nonlinear problem is obtained (cf., e.g., [8, 13, 16] ). We rely on a watchdog strategy (see [6] ) to ensure progress in finding a local minimizer. If after some fixed number of iterations there is no reduction of M , the augmented Lagrangian parameter ρ A is chosen sufficiently large in accordance with (34).
Solving the condensed primal-dual system
The discretized constrained minimization problems (8)- (9) and (13)- (14) are solved by the primal-dual interior-point method described in Section 3. We consider the diagonal matrices = (e 1 , . . . , e N ) T , e i = 1. For the problem in Section 2.2 we have, respectively, 1 i 2 and e = (1, 1) T . The primal-dual Newton-type interior-point method is applied to three sets of variables: primal feasibility (u, σ), dual feasibility (λ, η), and perturbed complementarity related to (z, w).
Denote the Lagrangian function of (8)- (9), respectively (13)- (14), by
The Newton method applied to the KKT conditions of (35) results in
where I stands for the identity matrix, Z = diag(z i ) and W = diag(w i ) are diagonal matrices. Following Section 3, we eliminate the increments for z and w from the 5th and 6th rows of (36), namely,
and substitute (37) in the second row of (36). We get the linear systemK ψ = −ξ for the increments of ψ = (u, σ, λ, η), denoted by ψ = ( u, σ, λ, η), whereK is the matrix and (−ξ) is the right-hand side of the following condensed primal-dual system:
The σσ-entry ofK and the modified entry for the right-hand side arẽ
The direct methods for the solution of (38) can be divided into two classes: range space methods and null space methods (cf., e.g., [14] ). These approaches essentially differ in the grouping of the matrix into a 2 × 2-block structure. The decomposition of the condensed primal-dual system (38) is related to the first approach. In this section, we consider the null space decomposition of the condensed primal-dual matrix interchanging the second and third rows and columns. The resulting matrix can be written according tõ
where the first diagonal block
is now an indefinite but nonsingular matrix. We remind that L λu = A(σ) is exactly the stiffness matrix corresponding to the state equation: either the electric potential equation (3) or the equilibrium equation (11) . Hence, A
−1
11 exists, and the Schur complement S :
11 A 12 is defined correctly. We use the following regular splitting ofK:
with the left and right factors given below and reasonable matrices M 1 and M 2 ∼ 0.
To solve the system of the formK ψ = −ξ, starting with an initial guess for ψ = ( u, λ, σ, η) T , the transforming iteration proposed in [28] is described by
where the new iterate ψ
is obtained by a line-search in the direction ψ, namely,
The line-search approach and the choice of the steplengths parameters α j are discussed in Section 3.3.
Using an appropriate preconditioner for the stiffness matrix, we approximate the first diagonal block (39) as follows:
Usually, the left and right transformations are of the form
In this case, the regular splitting (40) becomes KK
and
Note that M 2 ∼ 0 if we have a good preconditioner for the stiffness matrix. In our numerical experiments, we choose a Cholesky decomposition of L uλ . The second diagonal block Q in (42) is symmetric and indefinite given by
We denote the defect in (41)
and compute the corresponding entries:
Taking into account (41), one needs to compute
To compute the remaining components of δ, we have to solve systems with an indefinite matrix Q of the form
Iterative procedures such as MINRES or Bi-CGSTAB (see [27] ) with appropriate stopping criteria can be applied in this case. Compute K R δ and find the increments from (41) as follows: u
We apply the above algorithm (with a fixed number of iterations) to find the increments of the primal and dual variables u, σ, λ, η and then use (37) to determine the global search direction Φ.
Numerical experiments
In this section, we present the results of some numerical experiments with solving the optimization problems associated with our two applications. First, we solve the problem (8)- (9) . Note that instead of the conductivity in (3), we consider some modification of the form
We run our optimization algorithm (see [16] for details) with the initial lower and upper bounds for the conductivity σ min = 0.01 and σ max = 1, respectively, and take ε = 0.01. The numerical results treat a two-dimensional isotropic material occupying a rectangular domain decomposed into N = N x N y quadrilateral finite elements, where N x and N y are the number of grid points on the coordinate axes Ox and Oy. Note that the conductivity is a vector with N components and we find the corresponding entries computing the conductivity at the center points of the finite elements. As an initial distribution we take σ i = 0.45, i = 1, . . . , N . In Table 1 , we present the values of N c , the number of contacts (assuming that the sum of all currents on the boundary is equal to zero), N x and N y , the number of iterations iter to achieve convergence, the last value of the barrier parameter ρ, the final value of the primary merit function M in view of (32), the norm of the residual F (ρ) as a secondary merit function, and the l 2 -norm v = (z, w) related to the complementarity conditions at the last iteration. Fig. 1 displays the material distribution for a mesh 50 × 50 with 3 and 6 contacts, respectively. On the Oz-direction the values of the conductivity are visualized. We see that the high profiles correspond to σ close to σ max = 1 and the low values of σ correspond to the part of the domain with a void (no material).
We are now concerned with the solution of problem (13)- (14) . In Table 2 we report some numerical results from running the optimization code varying the constant C with respect to (12) . Our purpose is to find the optimal lengths of the layers in the composite material and to show the convergence behavior of the optimization algorithm. In this case, the domain is generated by MATLAB and is chosen to be a circle which corresponds naturally to the cross section of the original wood structure. We have fixed the discretization and vary the initial values for the lengths of the carbon and SiC layers denoted, respectively, by σ As before, we report the number of iterations iter to get convergence, the optimal lengths σ 1 and σ 2 of the carbon and SiC layers, the last value of the barrier parameter ρ, the final value of the primary merit function M , the l 2 -norm of the residual, and the l 2 -norm of the complementarity conditions v = (z, w) at the last iteration. We see from the experiments that the optimal length σ 1 of the carbon layer in all the runs is very close to zero, i.e., the solid part of the body is entirely occupied by a silicon carbide layer due to the higher stiffness of this material. Our stopping criterion for the optimization algorithm in both applications is , the maximum number of iterations in the main optimization loop is itmax = 100, and the specified limit on the number of iterations in the line search loop is lsmax = 15. In both cases, we have chosen the initial value for the barrier parameter ρ = 1 and the initial value for the augmented Lagrangian parameter ρ A = 10.
Conclusions
Summarizing, we have considered two structural optimization problems in materials science. The first one deals with the topology optimization in conductive electromagnetic media described by the Maxwell equations where the design optimization is to minimize the energy dissipation caused by eddy currents. The second one is concerned with the shape optimization of the biomorphic microcellular SiC ceramics, recently produced from natural wood, based on homogenization modeling. The design objective for the latter problem is to determine the microstructural geometric features in order to get an optimal performance of the composite materials under consideration. In both cases, the objective function is subjected to equality and inequality constraints on the state and design parameters typically leading to a constrained nonlinear minimization problem exhibiting a variety of local optima and saddle points. We have used the primal-dual Newton interior-point method to find the increments. Convergence is achieved by using the watchdog technique based on the hierarchy of appropriately chosen merit functions. For both structural optimization problems, we have included numerical experiments to demonstrate the respective material distributions in two-dimensional domains.
