In this study, different in-situ and close-range sensing surveying techniques were compared based on the spatial differences of the resultant datasets. In this context, the DJI Phantom 3 Advanced and Trimble UX5 Unmanned Aerial Vehicle (UAV) platforms, Zoller + Fröhlich 5010C phase comparison for continuous wave-based Terrestrial Laser Scanning (TLS) system and Network Real Time Kinematic (NRTK) Global Navigation Satellite System (GNSS) receiver were used to obtain the horizontal and vertical information about the study area. All data were collected in a gently (mean slope angle 4%) inclined, flat vegetation-free, bare-earth valley bottom near Istanbul, Turkey (the size is approximately 0.7 ha). UAV data acquisitions were performed at 25-, 50-, 120-m (with DJI Phantom 3 Advanced) and 350-m (with Trimble UX5) flight altitudes (above ground level, AGL). The imagery was processed with the state-of-the-art SfM (Structure-from-Motion) photogrammetry software. The ortho-mosaics and digital elevation models were generated from UAV-based photogrammetric and TLS-based data. GNSS-and TLS-based data were used as reference to calculate the accuracy of the UAV-based geodata. The UAV-results were assessed in 1D (points), 2D (areas) and 3D (volumes) based on the horizontal (X-and Y-directions) and vertical (Z-direction) differences. Various error measures, including the RMSE (Root Mean Square Error), ME (Mean Error) or MAE (Mean Average Error), and simple descriptive statistics were used to calculate the residuals. The comparison of the results is simplified by applying a normalization procedure commonly used in multi-criteria-decision-making analysis or visualizing offset. According to the results, low-altitude (25 and 50 m AGL) flights feature higher accuracy in the horizontal dimension (e.g., mean errors of 0.085 and 0.064 m, respectively) but lower accuracy in the Z-dimension (e.g., false positive volumes of 2402 and 1160 m 3 , respectively) compared to the higher-altitude flights (i.e., 120 and 350 m AGL). The accuracy difference with regard to the observed terrain heights are particularly striking, depending on the compared error measure, up to a factor of 40 (i.e., false positive values for 120 vs. 50 m AGL). This error is attributed to the "doming-effect"-a broad-scale systematic deformation of the reconstructed terrain surface, which is commonly known in SfM photogrammetry and results from inaccuracies in modeling the radial distortion of the camera lens. Within the scope of the study, the "doming-effect" was modeled as a functional surface by using the spatial differences and the results were indicated that the "doming-effect" increases inversely proportional to the flight altitude.
Introduction
Considering recent developments, different equipment and methods are used in the generation of information related to the surface of the ground and objects on it. The spatial data to be used in the and ortho-mosaic datasets were generated using one low-cost (DJI Phantom 3 Advanced) and one mapping purpose (Trimble UX5) UAV system at four different flight altitudes. The reference datasets were collected with two state-of-the-art surveying instruments (TLS and GNSS) to serve the accuracy assessment analysis. Accuracy assessments were performed in all three dimensions based on the spatial differences. Various error metrics were calculated for the point-based horizontal (X and Y) and vertical (Z) coordinate and the surface model-based areal and volumetric differences. All difference metrics were normalized to percentage scores, so the comparison could be performed in a single denominator. According to the obtained comparison results, the "doming effect" was modeled and discussed in different perspectives. These results are considered a guide for the UAV community in selecting the appropriate method to generate the UAV-SfM based UHR datasets.
Materials and Methods
Within the scope of the study, a special workflow was established (Figure 1 ), and the study area was prepared according to the study goals. 
Study Area
The study area is located in the northern part of Istanbul University-Cerrahpasa Education Research and Practice Forest near Sariyer, Istanbul (41 • 10 20" N, 28 • 59 56" E). The study area dimension is approximately 40 m wide and 200 m long, which covers an area of 6566.6 m 2 ; the slope is stable and approximately 4% (Figure 2 ). The most important factor in the selection of the study area is the presence of a vegetation-free bare earth. Some problems may arise in the modeling of the vegetation top surface with TLS. Hence, the study was performed in a bare earth area, where the data could be more objectively assessed. 
Data Acquisitions
In this study, five different surveying systems were used for the data acquisition. To ensure the spatial alignment of the data obtained from different data sources (with GCPs) for the accuracy analysis (as reference points), in total, 377 points were established in the study area by using National Continuously Operating Reference Stations (CORS)-based Network Real-Time Kinematic (NRTK) GNSS (Pentax SMT-888) receiver. Two of these points were used as stationary points for the TS-based surveying. Fifteen specially designed GCP plates were distributed across the study area as photogrammetric GCPs. In this context, two types of GCP plates were used: 1-m GCP plates were used in the 350-m flight altitude (AGL) data acquisitions, and 0.3-m GCP plates were used in the 25-, 50-and 120-m flight altitude (AGL) data acquisitions. TS stationary points and photogrammetric GCPs were not used as reference in the accuracy analyses. Then, 35 of the remaining 360 points were marked with spray paint to the ground and used as the reference point (RP) to determine the Xand Y-coordinate accuracy. All 360 points were used as RPs to determine the Z-coordinate accuracy ( Figure 2 ). All point coordinates were surveyed in the Turkish National Reference Frame (TUREF) Transverse Mercator (TM) 30 (Central Meridian) (EPSG: 5254) coordinate system. Each coordinate measurement was performed with a 10-s session, so that the GNSS field works were completed in 3 h 6 min in total.
The TLS-based data collection was performed to generate the surface model, which was accepted as a reference. The Zoller+Fröhlich 5010c phase-based (phase comparison for continuous wave) TLS System was used to obtain terrestrial PC data with 0.018 • angular resolution. The TLS system can scan up to 187 m range with 360 • horizontal and 320 • vertical angle from each scan station. Between two scan stations, the approximate horizontal distance was 20 m, and TLS was installed at approximately 2 m height at each scan station. Six portable targets were used as the GCP to register the PC data of each scan station to the other and georeference to the project coordinate system (TUREF TM30, EPSG: 5254). In total, 21 TLS GCPs were established, and the coordinate acquisitions were simultaneously performed with TS to the TLS process ( Figure 3 ). With this data acquisition pattern, the TLS field works were accomplished with 10 TLS scan stations in 2 h 35 min. Photogrammetric data acquisitions were performed with the Trimble UX5 UAS and DJI Phantom 3 Advanced UAV platforms (Table 1) . Photogrammetric data acquisitions were performed at four different flight altitudes (25, 50 , 120 and 350 m AGL). The 25-, 50-and 120-m AGL data acquisitions were performed with the DJI Phantom 3 Advanced UAV, and the 350-m AGL data acquisition was performed with the Trimble UX5 UAS platform ( Table 2 ). The study area is located at the bottom of a valley. The fixed-wing Trimble UX5 UAS platform has a large turning radius between flight strips. To obtain flight safety, data acquisitions were not performed under the 350-m AGL flight altitude with the Trimble UX5 UAS platform. The minimum AGL flight altitude of 25 m was decided by considering the maximum tree height in the study area. The AGL altitudes of 25 and 50 m offer 1-and 2-cm ground sampling distances (GSD), respectively. The AGL altitude of 120 m (~400 feet) is the maximum altitude allowed for civil flights as specified in the UAV regulations of most countries [39] [40] [41] [42] [43] . Since the 120-m flight altitude (AGL) can be accepted as an international maximum standard for UAV operations, it was preferred as an alternate flight altitude. 
Data-Processing and Accuracy Assessment Procedures
The photogrammetric processes were performed with the Agisoft PhotoScan Professional Edition V1.2.2 software (http://www.agisoft.ru), which uses SfM-based techniques. Initially, the cameras in two UAV systems were calibrated with a set of checkerboard images. The camera calibration parameters, image coordinates and image orientation (yaw, pitch, roll) parameters (for Trimble UX5 imagery) were defined for each project. Then, the tie points were determined for each image pair, and a georeferenced image block was generated by using 15 GCPs in addition to the aforementioned parameters. Finally, photogrammetric PCs and ortho-mosaics were generated from the image blocks.
All TLS-based raw scans were registered and georeferenced using the Z+F LaserControl V8.6.0 software in the accordance with 21 TLS GCP coordinates. After the geo-referencing, the noise data were filtered with the "Range Filter" to remove the points that should not be in the range of 0.5-1 m from the TLS location. Then, the laser-based PC was archived with the intensity information for analysis.
After the data acquisitions and pre-processing, three different data types were prepared for analysis: PCs, ortho-imagery and RP locations on the generated datasets. First, PC data obtained from four different sources were clipped by the boundary data of the study area for the objective evaluation. After clipping, all PC data were transformed to raster-based DSM with the gridding procedure. Gridding is the most efficient method to eliminate the irregularly spaced point-to-point distances [44] [45] [46] [47] . The choice of the optimal grid resolution is an ongoing research topic and related to many different factors such as the point density, spatial accuracy of points, size of the area, processing power of the computer, geometry of the point patterns, complexity of the terrain, cartographic standards, and gridding or interpolation technique requirements [48, 49] . In the gridding procedure, various interpolation techniques have been studied by researchers, and each technique has its own advantages depending on the characteristics of the datasets [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] . Interpolation is generally used to obtain the values at unsampled locations [61] based on the geographic principle of "everything is related to everything else, but near things are more related than distant things" [62] . In studies using UAV or TLS systems, the data resolutions or point densities are very high especially in the TLS dataset, which implies that there is also no unsampled location in the research area. Therefore, the use of an interpolation procedure was considered superfluous to grid all datasets. However, in these datasets, there may be areas with low data densities due to different error sources such as noise or image matching conflicts. This situation causes irregularly spaced data densities. At this point, to objectively evaluate the datasets, the inverse distance weighted (IDW) interpolation with the binning approach was used for gridding. Binning techniques provide a simple and natural method to handle large amounts of data [63, 64] . The binning approach lays a regular grid over the PC dataset, and the minimum, maximum or average of point elevations in each bin grid is accepted as a grid value.
The bin size or resolution of the grid structure (r) was determined from the point density (d) of the area of interest (points per m 2 ) using Equation (1) .
This equation is basically based on the principle that there should be one point in each grid cell. However, due to irregular point spacing, some grids do not have any point, or some of them have more than one points. If a grid does not have any point in it, the IDW interpolation is used to estimate the grid value from the neighbor grid points. Contrarily, if a grid has more than one point in it, the minimum, maximum or average of point elevations can be used as a grid value.
Photogrammetric and laser-based PCs have different data characteristics. The 3D model obtained from photogrammetric processes is related to the upper surface of the object or the ground. Thus, the transformation of the photogrammetric PC data to raster the surface model was performed using the average binning combined IDW approach. Meanwhile, the 3D model generated by the laser scanning process, which is an active remote sensing tool, is formed by laser beams, which enables the modeling of every surface that can be reached by laser beams. For example, the upper surface of the vegetation and the area under the vegetation surfaces can be modeled by the laser beams that pass through the gaps. In the gridding stage of the TLS based PC data, two different raster datasets were generated using the minimum and maximum binning combined IDW approach. These two datasets actually represent the bare earth surface model (digital elevation model, DEM) and the surface model (digital surface model, DSM).
After obtaining the surface models, the accuracy assessment procedures were performed. In this stage, the point and surface model-based differences were investigated. The point-based assessments were performed by separately evaluating the horizontal (X and Y) and vertical (Z) coordinate differences, surface-based evaluations were performed by evaluating the areal and volumetric differences of the DSMs. Although TLS-and GNSS-based data were used as a reference, the cross evaluation was performed to evaluate the differences among all data.
To obtain the horizontal (X and Y) coordinate accuracy, six datasets were compared by using the residuals and root mean square errors (RMSE) of 35 RPs. The RP locations were interpreted from each photogrammetric ortho-mosaic (25-, 50-, 120-and 350-m AGL) and the TLS-based data. Since the PC data did not contain color information, RP locations were interpreted from the ortho-model obtained from the PC intensity information (also called reflectance values).
Vertical (Z) coordinate accuracy analyses were examined over 360 RPs for seven dataset. In this study, six DSM datasets were generated using UAV-based photogrammetric (25-, 50-, 120-and 350-m AGL) and TLS-based (minimum and maximum surface models) techniques. To compute the vertical (Z) coordinate differences among these datasets, the horizontal RP coordinates (collected with CORS-NTRK supported GNSS receiver) were superimposed to the DSM datasets, and the vertical information (Z coordinates) were extracted. Regression analysis was performed to compare the vertical (Z) point coordinates. Then, the vertical residuals were calculated to determine the differences of each dataset. Generally, to determine the accuracy measures to use in the accuracy assessment, distributions of the residuals are tested. However, the normal distribution of the error is a rare case for laser scanning or digital-photogrammetry-derived vertical data due to outliers. Although removing the outliers or mitigating their impact on the population is an approach to achieve a normal distribution, if the outliers are measured as accurately as other members of the population, they should be evaluated with other members of the population. In this context, the normal distribution accuracy measures and distribution-free accuracy measures were used together. The normality of the residual distribution was investigated via quantile-quantile (Q-Q) plots and histograms. The descriptive statistics, mean error (MA), mean absolute error (MAE) and root mean square error (RMSE) of the residuals were calculated and used as the normal distribution accuracy measures. In addition, as suggested by Höhle and Höhle [65] , the median and Normalized Median Absolute Deviation (NMAD) of residuals (∆h) were used as distribution free accuracy measures.
The final assessments were made on the DSM datasets by evaluating the areal and volumetric changes. To determine the areal and volumetric differences among the DSMs, the false positive, false negative, no difference, absolute difference zones and absolute difference volume per area were calculated for each pair of datasets. In this context, the false positive defines the zones where the evaluated-reference difference is positive, and the false negative defines the zones where the evaluated-reference difference is negative (Figure 4) . 
Results

Data Processing Results
According to the TLS data registration and georeferencing process results, the average, standard and maximum deviations were obtained as 2.6 mm, 1.6 mm and 6.6 mm, respectively. The CORS-NRTK-supported GNSS measurements had near-one centimeter level nominal accuracy. In addition, according to the SfM process results of the 25-, 50-, 120-and 350-m AGL altitude photogrammetric data, total GCP RMSEs were obtained at 0.55, 0.28, 0.04 and 0.01 m, respectively. In this context, the data obtained by TLS and GNSS were proven reliable to use as the reference.
After the dataset generation procedures, all datasets were clipped with the study area border, and the analysis was performed using clipped datasets. DSM resolutions were calculated using Equation (1) according to the point density parameters of each PC dataset. The ultimate datasets properties and visuals are shown on Table 3 and Figure 5 . 
Accuracy Assessment Results
The accuracy of each dataset type (RP based X-Y, RP based Z and DSM) was analyzed by cross-evaluation of the same-type datasets obtained from different data sources. All obtained difference variables for all datasets in the same accuracy class were compared to each other.
Point-Based Analysis
Point-based vertical and horizontal accuracy assessments were performed separately. To obtain horizontal accuracy, 35 RPs were used. Horizontal accuracies or coordinate differences were examined on six datasets. These datasets were the GNSS-based horizontal (X and Y) RP coordinates, the interpreted horizontal RP coordinates of the TLS intensity-data based ortho-model and 350-, 120-, 50-and 25-m AGL flight altitude ortho-mosaics. In this context, the minimum, maximum, standard deviation and RMS values in each pair of datasets were calculated for the cross-data evaluations (Table 4) .
According to the horizontal analysis results, the GNSS-TLS comparison has the best results with 0.1 cm mean and 0.3 cm RMS difference values. These values were interpreted as extraordinary for the 0.6-cm-resolution intensity-based ortho-model and ignored. The comparison results between the GNSS and the ortho-model produced using the data acquired from the flight height of 50 m AGL (GNSS-50) was also remarkable with 6.4 cm mean and 8.5 cm RMS difference values. After these results, the comparison results (mean and RMS) of GNSS-25 (8.5 cm and 11.1 cm), GNSS-120 (9.0 cm and 10.7 cm) and GNSS-350 (10.5 cm and 11.5 cm) were obtained. These results were also supported by TLS measurements. However, the narrowest distribution of difference was achieved by the GNSS-350 comparison with 23.5 cm maximum difference and 4.8 cm standard deviation values.
According to the horizontal coordinate-based analysis results, a simple multi-criteria decision-making analysis was used to find the most reliable dataset. In this context, the mean (Mean Diff.), minimum (Min Diff.), maximum (Max Diff.), RMS difference (RMS Diff.) and standard deviation of horizontal differences (Std. Dev. Diff.) were used, and the results of each type of analysis were normalized to the percentage score according to their maximum and minimum values. The analysis was performed for each dataset type by calculating the same weighted mean of scores. According to the horizontal simple multi-criteria decision-making analysis scores, the GNSS and TLS scores were almost identical. Among the UAV-based data, the 50-m AGL achieved the highest score (Table 5 ). Point-based vertical accuracy assessment or vertical coordinate differences were examined on seven datasets by using 360 RPs. These datasets were the GNSS based vertical (Z) RP coordinates and the superimposed RPs vertical coordinates of the TLS-based minimum (TLS Min) and maximum (TLS Max) and the UAV-based raster surface models (350 Z, 120 Z, 50 Z and 25 Z). Primarily, a simple linear regression analysis was performed to compare the vertical (Z) coordinates of each dataset pair (Table 6 ). According to the regression analysis results, R 2 varied between 0.937 (with 71 cm root mean square deviation, RMSD) and 0.999 (with 16.83 cm RMSD). At this point, the regression analysis between the data obtained by TLS (TLS Max Z vs. TLS Min Z) was ignored (R 2 = 1.000, RMSD = 1.58 cm) because the two datasets were derived from a single data. 
Z Z Values
To determine the point-based vertical differences between the datasets, the minimum, maximum, standard deviation, median, NMAD and RMS values in each pair of datasets were calculated from the actual and absolute differences (Table 7 ). In addition, distributions of the residuals were tested via visual methods (Q-Q plots and histograms) ( Figure S1) .
A close examination of the vertical difference values shows that the results were quite different from the situation of the horizontal coordinate differences. According to the results of the vertical difference analysis performed with reference to the GNSS-acquired vertical coordinates, the best results were obtained by the 120-m AGL flight with 7.9 cm mean, 7.9 cm absolute and 9.3 cm RMS difference values. In addition, when the entire vertical difference results were examined (Table 7) , "TLS min" had the best comparison results, where the mean of the mean absolute differences was 17.9 cm, and the mean of the RMS differences was 22.3 cm. After this result, we obtained the difference comparison results (mean of the mean absolute differences and mean of the RMS differences) of the 120-m AGL flight (18 cm and 22.6 cm), TLS max (18. To find the most reliable dataset according to the results of the vertical-coordinate-based analysis, the vertical mean absolute difference (Mean A. Diff.), vertical minimum absolute difference (Min A. Diff.), vertical maximum absolute difference (Max A. Diff.), standard deviation of vertical absolute differences (Std. Dev. A. Diff.), vertical RMS difference (RMS Diff.), median, NMAD and regression analysis results (R 2 and RMSD) were evaluated by the multi-criteria decision-making analysis. According to the vertical simple multi-criteria decision-making analysis scores, GNSS Z was the most reliable vertical dataset; among the UAV-based data, the highest score was achieved by 350 Z (Table 8 ). 
Areal and Volumetric Analysis
The areal and volumetric difference analyses were performed on the TLS-based minimum (TLS Min) and maximum (TLS Max) raster surface models and UAV-based 350-, 120-, 50-and 25-m flight DSMs. In this context, the false positive (F.P.), false negative (F.N) and no difference zones were determined for each pair of datasets. The total (T. Diff.) and absolute total (A.T. Diff.) areal and volumetric differences were also calculated (Table 9 and Figure 6 ). Figure 6 . Clipped DSMs, DSM differences and difference zones of DSM pairs.
When the analysis results were interpreted, the minimum volumetric and areal differences were predictably obtained with the TLS Max Z-TLS Min Z comparison. However, the maximum volumetric difference was obtained with the 350 Z-25 Z comparison. Although the maximum areal difference was obtained with the TLS Min Z-350 Z comparison, the volumetric difference of this comparison was the fifth best result. To eliminate this contradiction and more objectively interpret the comparison results, the difference volume per square meter (A.T. Diff. V/A) was calculated for each pair of datasets using the absolute total volumetric and absolute total areal difference values.
In this context, to find the most reliable dataset, all areal and volumetric difference metrics were evaluated by the multi-criteria decision-making analysis (Table 10 ). According to analysis results, TLS Min was the most reliable vertical dataset compared to other datasets. According to the analysis results, TLS Min was the most reliable vertical dataset. Among the UAV-based data, the 120 Z and 350 Z scores were almost identical (43.75 and 43.64, respectively). 
Experimental Doming Modeling
According to all vertical data comparison results, the most unreliable vertical datasets were the 25-m and 50-m AGL surface models. When the entire vertical evaluation results were assessed, it is striking that 25-m and 50-m AGL altitude surface model datasets were extremely warped along the study area. This warping effect is expressed as "doming" in the literature [33, [35] [36] [37] and can be more clearly observed in datasets with the vertical profile analysis (Figure 7 ). To define the "doming effect", domes were mathematically modeled as surface functions and spheres. In this context, spherical dome models were generated from the quadratic and cubic surface functions of the GNSS Z-50 Z and GNSS Z-25 Z differences. The spatial conformity of the spherical dome models and the quadratic and cubic surface functions with the actual residuals was tested, and the mean and standard deviation of distances were calculated ( Figure S2 and Table 11 ). According to the results, an approximately 1.9-fold difference was obtained between the fitted sphere radii of GNSS Z-50 Z and GNSS Z-25 Z. In addition, cubic surface functions had better results than the other surface fitting models. To verify the results, the functional and spherical surfaces were used to remove the "doming" from the 25-and 50-m DSMs. In this context, 25-and 50-m DSMs were regenerated by using quadratic, cubic, quadratic-based spherical and cubic-based spherical surfaces. Subsequently, the surface model differences of the regenerated 25-and 50-m DSMs from TLS-Max, TLS-Min, 350-and 120-m DSMs were recalculated. According to the vertical profile analysis results of the difference surfaces, the quadratic and spherical models delivered some deformations (Figure 8) . The results indicate that cubic surface functions are the best tools to model the "doming effect". 
Discussion
Each equipment or technique has its own methodological procedures, options, specifications, data characteristics and accuracies. An accuracy assessment should be performed, especially if the findings are to be used as an input in the decision-making process [3, 66] . In addition, to find the effect of a specific factor on the accuracy, first, all possible sources of errors should be kept constant in an experimental environment. In this context, according to results, the UAV-SfM surveying workflow-derived data production has some key points. The spatial accuracy of the UAV-SfM-derived data is substantially based on the GNSS data accuracy. Two types of GNSS inputs are used in photogrammetric processes: GCP coordinates and image coordinates. In this study, the GCP coordinates were collected with the dual-frequency (L1+L2) NRTK GNSS receiver. The image coordinates were synchronously collected to the image acquisitions with the on-UAV GNSS receivers. Both UAV platform (DJI Phantom 3 Adv. and Trimble UX5) have single-frequency (L1) GNSS receivers and no RTK capabilities. As known, the dual-frequency NRTK GNSS receivers acquire more accurate location information than the single-frequency GNSS receivers [14] . Thus, this information should be considered when determining the precision thresholds in photogrammetric processes.
Another point to consider is the photogrammetry software to use in the study. Although the performance of different SfM-based software packages is discussed in the literature [67, 68] , the development of better image-matching algorithms and techniques is an ongoing research topic [21, 69, 70] .
Increasing the resolution or point density is one of the factors that affects the cost of the data acquisition, and generating accurate information from low-resolution data is a challenge. In this study, five different ortho imagery datasets (25-, 50-, 120-, and 350-m AGL flights and intensity-based TLS) were generated, and the results indicate that increasing the resolution of the UAV imagery does not always lead to more accurate results, as similarly reported by Gómez-Candón, et al. [71] .
The selection of appropriate techniques to use in the accuracy assessment of the third-dimension data requires an additional evaluation. By nature, PC datasets show an irregular point distribution on the surface. Although different techniques can be used in comparing the PC datasets with one another, such as the iterative closest point (ICP) algorithm, the irregular distribution of points can be considered a difficulty. At this point, it is obviously easier to compare the datasets by transforming the irregularly spaced PC data into a regular spaced grid (raster) structure. However, an interpolation technique must be used to perform this transformation. The selection of an appropriate interpolation technique to obtain raster-based surface model datasets from PCs is another factor to consider. When the literature is examined, some interpolation techniques are widely studied [49, 57, 72] . However, as stated by Kim, et al. [73] , using an interpolation routine can result in over-smoothed raster surface models. In this context, it is appropriate to create a raster surface model from the ultra-high density PCs with at least one point in each raster grid cell. Accordingly, in this study, the raster-based surface model datasets were generated from photogrammetric and TLS-based PCs using the IDW interpolation combined binning approach. The accuracy assessment of the surface models was performed based on the point-based coordinate, areal, volumetric differences. All assessment results show that similarly to the 2D assessments, increasing the resolution does not always lead to more accurate results. In particular, the low-altitude data (25-and 50-m AGL flights) were affected by the phenomenon called the "doming effect", which is considered an imperfection of the 3D reconstruction algorithm for photogrammetric processes. In addition, according to the results, the "doming effect" increased by 1.9-fold and was inversely proportional to the increase from 25 to 50 m AGL flight altitudes. These two datasets were generated using the DJI Phantom 3 Adv. UAV system. The 120-m AGL data acquisitions were also performed using the DJI Phantom 3 Adv. UAV system. However, the 120-m AGL DSM was obtained as doming-free. Among these three data acquisition procedures, only the AGL flight altitudes were changed, whereas the computational parameters were identical. Due to the differences in flight altitudes, the GSD of photos and number of photos varied. To define the doming effect, the deformation of the difference surfaces was modeled as quadratic and cubic surface functions. The quadratic-and cubic-based fitted spherical surfaces were also modeled. Magri and Toldo [38] demonstrated that the quadratic surface functions derived from the bare earth surface model can be used to model the "doming effect". Differently, in this study, the "doming effect" was modeled via the vertical coordinate differences of RPs from doming-affected DSMs. The findings of the current study indicate that the cubic surface functions had better results than the quadratic surface functions. In this context, three possible scenarios can be set up to generate doming-free DSMs, such as increasing the number of checkpoints to model the cubic function of the dome by using the check point coordinates and domed surface differences. The other less intensive solution is to derive the cubic function of the dome by using the differences between a doming-free surface and a domed surface. According to results for this study area, doming-free surfaces were generated at minimum 120 m AGL flight altitude. The differences between the two datasets can be determined by systematically employed points and be used as a base to model the cubic dome function. Subsequently, by applying the cubic function-derived surface model to the domed DSM, doming-free DSM can be achieved.
Conclusions
This study was conducted to investigate the effects of different altitudes, platforms and camera combinations on the UAV-SfM based data accuracy and "doming effect". The time spent performing the study and the accuracy of the data are the most important factors affecting the cost. This study demonstrated that it is possible to use the low-cost UAVs for mapping purposes in appropriate conditions.
According to the vertical and horizontal accuracy and multi-criteria decision-making analysis, the 120-m AGL flight provided the most reasonable accuracy for the low-cost UAV system with the mean multi-criteria decision-making analysis score of 53.29. For the mapping purpose UAV system (350-m AGL flight), the score was 46.96. When these datasets were compared with the data obtained using ground-based measurement methods, satisfactory results were obtained. As indicated in study, systematic "doming effect" was determined in the processed data of low-altitude flights (50 and 25 m AGL). This problem is generally manifested by extreme GCP-RMSE values in photogrammetric processes. In this study, total GCP-RMSEs were obtained as 0.28 and 0.55 m for 50 and 25 m AGL flights, respectively. The change in GCP-RMSEs for these datasets was about twofold. According to the vertical and volumetric difference and fitted surface analysis results, the difference ratio of "doming effect" increased by 1.9-fold and was inversely proportional to the increase from 25 to 50 m AGL flight altitudes. In this context, it was concluded that decreasing the distance between the surface and the sensor increases the "doming effect" on the data. The analysis also showed that the "doming effect" can be modeled by using cubic surface functions. One of the major findings of this study is that the "doming effect" can be effectively mitigated by applying these functional surfaces over the domed DSMs.
SfM-based photogrammetric 3D data production has several drawbacks, and those are mostly based on the use of optical imagery. In this context, the photogrammetry-based disadvantages can be substantially eliminated by post-processing procedures based on referenced data. Another approach that can be suggested to completely eliminate the disadvantages of the photogrammetry, is the laser scanning assisted image acquisition. However, the higher cost of the laser scanners and integrated high-precision navigational components (IMU and GNSS) limits the widespread usage of this technique. The UAV-SfM combination provides relatively acceptable results and cost-effective data in obtaining DSM and ortho-images when the conditions set forth in this study are taken into account. It should also be noted that, if the case is to obtain the digital terrain model, the UAV-SfM combination is employed only in bare ground terrain or very low vegetation covered areas.
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