The Multi-angle Imaging SpectroRadiometer (MISR) instrument on NASA's Terra platform has been acquiring global measurements of the spectro-directional reflectance of the Earth since 24 February 2000 and is still operational as of this writing. The primary radiometric data product generated by this instrument is known as the Level 1B2 Georectified Radiance Product (GRP): it contains the 36 radiometric measurements acquired by the instrument's 9 cameras, each observing the planet in 4 spectral bands. The product version described here is projected on a digital elevation model and is available from the NASA 5
cameras) are averaged on 4 by 4 pixel areas on-board the platform. This process achieves a 16:1 compression ratio in those data channels, and thus delivers data at the reduced spatial resolution of 1100 m. As a result, all standard MISR land products available from NASA are generated at this lower spatial resolution.
The MISR instrument can also be operated in Local Mode, upon request and at most once per orbit. In this Local Mode, each camera is allowed to transmit data in turn at the native spatial resolution of the detectors in all 4 spectral bands, for a 70 limited period of time, corresponding to a scene of about 300 km along-track. These data are useful for calibration purposes, as well as to provide information at the finer spatial resolution over particular sites, for instance during field campaigns.
For reference, during the initial pre-processing phase, the original analog radiance measurements acquired by the instrument's cameras are converted to 16-bit unsigned integers, where the first (most significant) 14 bits contain the scaled radiance itself and the last 2 bits constitute the Radiometric Data Quality Indicator (RDQI), an indicator of the estimated reliability of 75 the data item. The floating point radiance is obtained by unpacking those last 2 bits and multiplying the resulting value by the scale factor that is included in the data file. There is also a one-to-one relation between the radiance and the non-dimensional bidirectional reflectance factor (denoted Brf in this paper):
where D is the 'approximate distance in astronomical units between the center of the Earth and the center of the Sun at the 80 time MISR observes the first valid (non-fill) pixel in the swath. Replicated across bands for convenience; does not vary with band' (Bull et al., 2011, p. 73) , W = E std 0 (b) is the band specific weighted standardized solar irradiance in W m −2 µm −1 (Bull et al., 2011, p. 65-68) , and Rad stands for the floating point radiance value, in W m −2 sr −1 µm −1 .
The on-board computer that manages the measurements and performs the Global Mode spatial averaging may occasionally be overwhelmed by the high acquisition data rate, in particular-but not only-when switching from the default Global Mode Figure 1 exhibits a simple example: in this case, a couple of lines have been dropped from the blue spectral band in BLOCK 110 of the DF camera in the Local Mode bidirectional reflectance factor data file. In this context, a BLOCK is a segment of data that covers a ground area of about 563.2 km across-track by 140.8 km along-track, which contains usable data over roughly 90 380 km across-track, as well as fill data on both edges. These missing lines tend to occur simultaneously in all spectral bands, but because the spectral detectors are located next to each other on the focal plane of each camera, the corresponding locations of these missing values on the ground, and therefore in the images, are slightly displaced. As a result, products that combine multiple spectral bands from the same camera inherit all missing lines from each of the individual bands. And of course, a missing line in a Local Mode data also implies a missing line in the corresponding Global Mode data, with an added side 95 effect: the missing lines in the non-red spectral channels of the off-nadir cameras show up with a width of 1100 m (or multiples thereof). Figure 2 exhibits the RGB image for the Global Mode acquisition corresponding to the case shown in Figure 1 (top frame), as well as the corresponding map of the NIR spectral band for the same camera.
Detecting missing values
The first step in this investigation consists of documenting the prevalence of this problem. As explained above, radiance values 100 are represented in the L1B2 GRP data files by 16-bit unsigned integers, where the last 2 bits are the RDQI. Table 1 describes the meaning attached to the values of this quality indicator (Bull et al., 2011, p. 71) . A close inspection of the data quality in these files also revealed that missing values are often associated with 'poor' or 'fair' radiance values (with an RDQI value of 2 or 1, respectively) in their immediate vicinity. Figure 4 shows the time series of all poor values found in the 4 spectral bands and 9 cameras for BLOCK 110 of all available ORBITs of PATH 168 between the start of the mission and December 23, 2018. Some 918,420 values fell in that category during that period: that brings the total 130 number of missing or poor values to over 3 million for that particular PATH and BLOCK. Figure 3 ). See the text for a discussion of the similarities and differences between those two time series.
These findings call for multiple comments:
-While these numbers appear large (out of context), they remain tiny compared to the total number of 'good' and 'fair' pixel values (i.e., those associated with a RDQI of 0 or 1), which is of the order of 25 × 10 9 pixels for the same BLOCK and time period. So this problem does not affect the usability of the MISR instrument, especially for studies involving 135 large areas or long periods of time.
-However, for the technical reasons described above, missing values are often concentrated in geographical areas where Local Mode acquisitions take place. Hence, if a site is systematically acquired in Local Mode over a substantial period of time, then that region tends to be more affected by this problem than other areas. This, in turn, implies that local studies, field campaigns or projects that occur precisely in those areas and time periods may be severely impacted while similar 140 investigations elsewhere may be relatively unaffected.
-There are somewhat fewer poor values than missing values in general, but there is also less difference in the peak number of poor values with or without Local Mode acquisitions. This is because measurements affected by sun glint are typically marked as poor. This natural phenomenon occurs systematically and may affect a camera irrespective of the Local or Global Mode of acquisition, especially whenever the observed scene contains substantial water bodies. -Nevertheless, as was the case for L1B2 radiance values, the number of poor values also increased by about an order of magnitude whenever the Skukuza site was systematically observed in Local Mode.
- Figure 4 also reveals that a significant number of radiance measurements were assigned an RDQI of 2 between about March 2008 and the end of 2009, for reasons that remain to be investigated but that probably involve changes in the software processing system, rather than the performance of the instrument.
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The study of Mahlangu et al. (2018) provides a good example of the crippling effect of these missing and poor data on a particular investigation: An airborne LiDAR field campaign took place in and around the Skukuza site in April 2012. The aim of that study was (1) to document the structure of vegetation using the LiDAR as a high spatial resolution reference data over a limited area, and (2) to explore whether a relation between these airborne measurements and MISR-derived products could help describe those ecosystem properties over a larger region.
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This study relied on products to characterize the plant canopy generated by the MISR-HR processing system (Verstraete et al. (2012) , Version 1.04-5) for the closest available acquisition, namely PATH 168, ORBIT 65487 and BLOCK 110, acquired on 10 April 2012. Figure 5 , demonstrates the problem: the spatial coverage of the Leaf Area Index (LAI) product over terrestrial areas was significantly reduced by clouds (screened out on square areas of 17.6 km by 17.6 km by the software and data available at the time that paper was generated) and the remaining clear area was very much contaminated by missing data lines 160 in all 4 spectral bands of 2 different cameras (AF and CA). To address this issue and avoid serious contamination of subsequent analyses and products generated by the MISR-HR processing system (Verstraete et al., 2012) , the radiance values that are missing, and optionally those associated with an RDQI of 2, should be replaced by best estimates of what the original measurements should have been. The next sections describe the proposed solution to this problem and document its performance. 
The AGP dataset
The Ancillary Geographic Product (AGP) is the master reference dataset containing essential information on the latitude and longitude of BLOCK locations, as well as ancillary data such as the expected distribution of land masses and water bodies (in particular oceans) (Bull et al., 2011, p. 14) . This primitive land cover map (Version F01_24 at the time of this writing) actually The spatial distribution of these feature types is fixed throughout the mission: it is not intended as a genuine, detailed land cover map, but as a coarse land-sea partition, with a few more features. In the current context, categories 0, 5 and 6 are merged 190 into a water class, and the remaining categories are assigned to the land class.
The Terrain-projected ToA radiance Global Mode parameter set
This parameter set is the primary MISR radiance product at the nominal Top of the Atmosphere (ToA): all higher level products, including the RCCM described in the next subsection, are derived from an analysis of those calibrated and geolocated applications. This paper is concerned exclusively with this latter projection. All results described in this paper are based on L1B2 Georectified Radiance Product Version F03_0024.
The RCCM parameter set 200
The Radiometric Camera-by-camera Cloud Mask (RCCM) provides a separate cloud mask for each of the 9 MISR cameras.
This standard data set is described in detail in the Level 1 Cloud Detection Algorithm Theoretical Basis Document (ATBD) (Diner et al., 1999b) , which can be downloaded from https://eospso.gsfc.nasa.gov/atbd-category/45, and in subsequent papers such as Zhao and Di Girolamo (2004) and Yang et al. (2007) . All results described in this paper are based on RCCM Version F04_0025.
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Over land, these camera-specific cloud masks are derived from the L1B2 radiance data described in the previous subsection, using the red and the near-infrared (NIR) spectral bands of each camera. Hence, whenever there are missing data in those spectral bands, there will be missing data in the RCCM product too. However, a procedure to replace missing data in those cloud masks has recently been designed and is fully documented in Verstraete et al. (2019) .
Correlation between the target and the sources 210
A practical solution to the problem described in Section 2 above (i.e., restoring data when there are missing lines) is made possible by two findings: (1) as shown earlier, the missing pixels appear in different locations in different spectral channels of the affected camera, and (2) in most cases, it is possible to find, for each data channel affected by missing or poor data, one or more data channels (among the 35 others simultaneously acquired, i.e., for the same MISR PATH, ORBIT and BLOCK) that exhibit a very high correlation with the one in need of an update. In the rest of this paper, the data channel that is being repaired 215 is called the target, and the other 35 data channels of the same data acquisition are called the sources (or predictors).
The Pearson correlation coefficients (CC) between all pixel values that are valid (i.e., excluding all values with an RDQI value of 2 or 3) and common between the target and each of the 35 source data channels are computed. In each of these 35 cases, the root mean square difference (RMSD) between the data channel values, the best linear fit between the source and the target, and the χ 2 value, i.e., a measure of the dispersion of the data points around that linear fit function, are also calculated.
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This set of statistics is then ranked in decreasing order of correlation coefficient value. It turns out that one or more source data channels are usually highly correlated (CC larger than 0.9) with the target data channel, thereby providing reliable means to replace the missing values in the target on the basis of non-missing values in the most promising source data channel.
This approach is first demonstrated on the MISR GRP Global Mode data for PATH 168, ORBIT 68050, BLOCK 110, camera DF exhibited in Figure 2 . Table 2 shows the statistics describing the relations between the 4 target spectral bands of the DF 225 camera and the best (i.e., the most promising, in terms of the Pearson CC) identified sources (in this case the same spectral channels of the CF camera), using all valid pixels that are common to both data channels. The χ 2 value for the red band (or indeed for any high resolution data channel) is much larger than for the other Global Mode data channels because they contain about 16 times more data points. Figure 6 shows the scatterplots and the linear fits between the 4 target spectral bands of the DF camera case mentioned in 230 Table 2 and the best predictor source data channels for the selected BLOCK.
While the correlations are highly significant, in part due to the large number of pixel values, the shape and the dispersion of the cloud of data points often suggests that a single linear equation may not always be optimal to predict the target values across the entire Block. This is largely due to the fact that the scene may include rather different geophysical media, which follow possibly different statistical relations as far as the correlations between data channels are concerned.
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To explore this avenue, the sets of points used in these computations were partitioned in 3 categories: clear land masses, clear water bodies, and cloud fields. The geographical distribution of land masses and water bodies was extracted from the MISR surface cover type map contained in the static AGP file described earlier, for the specified PATH and BLOCK. The cloud information was retrieved from the Radiometric Camera-by-Camera Cloud Mask (RCCM) data product, updated as explained in Verstraete et al. (2019) . Statistics, including the Pearson correlation coefficients and the best linear fit equations,
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were generated for each of these 3 categories. The gain in pursuing this approach is demonstrated in Figure 7 , which compares the best fit statistics while processing the NIR spectral band of Camera AA for the same scene as a group of more than 800 pixel values, identified as clouds, is treated separately. Table 3 shows the statistical results for the same cases as before (Table 2) , this time reporting values for clear land masses only. While the correlation coefficients are roughly equivalent, despite the somewhat smaller number of points involved, the dispersion statistics (RMSD and χ 2 ) are again improved. Figure 8 exhibits the corresponding scatterplots and the best linear fit functions for clear land masses: as expected, these compare favorably to the results shown in Figure 6 , since this particular BLOCK is essentially cloud-free.
250 NIR). Note that the ranges of values are different for each plot in order to optimize the view of the data.
Replacement algorithm
These findings suggest that missing and optionally poor L1B2 radiance values could be replaced by reconstructed estimates based on the actual measurements obtained quasi simultaneously in other data channels (spectral bands or cameras), for the same geographical location. This Section outlines the sequence of steps undertaken to achieve this goal, in a schematic manner intended to also serve as a guide to the IDL function fix_l1b2.pro which implements these concepts in the operational This function takes as input arguments pointers to the scaled radiances (with the RDQI attached), the unscaled radiances, the Brf and the RDQI data buffers for the specified MISR MODE, PATH, ORBIT and BLOCK, which must have been loaded on the heap prior to the call. This ensures a fast access to those data fields, as they will need to be read multiple times during 260 the processing. An initial suite of preliminary steps is then undertaken to set the stage:
-The IDL function offers the option of mapping the L1B2 product before processing, to be able to show how the results of the processing differ from the original MISR data.
-The next step consists in generating the masks for clear land masses, clear water bodies and cloud fields, to partition all valid radiance values found in the BLOCK into those 3 categories. Although statistics are in fact computed for clear 265 water bodies and cloud fields, they are not reported here, as the land areas are of primary interest.
-An optional main log file may be created to keep track of the progress and provide information on intermediary results, for instance for diagnostic purposes.
-The function pre_fix_l1b2.pro is then called to locate, within each of the 36 data channels, the numbers and positions of the poor and missing data values. If any are found, the function best_fits_l1b2.pro is activated to 270 compute the optimal statistics and the best linear fit functions to replace those poor or missing values, and to optionally generate a separate log file for each case. Information on progress is also added to the main log file if it has been requested in the previous step.
At that point, the code relies on 2 closely related functions, fix_poor_l1b2.pro and fix_miss_l1b2.pro, to replace poor (if required) and missing L1B2 values, respectively. The core of the processing is outlined in the following 275 pseudo-code listing: If poor values are replaced, the function fix_poor_l1b2.pro also optionally generates statistics and scatterplots of the 300 updated versus the original values.
The WHILE loop over attempts is required because in some cases the best source data channel to replace values in the target data channel happens to also have missing values in the very same location as the target. In those cases, the next best data channel must be considered. The maximum number of attempts (i.e., the maximum number of best source data channels to consider) is specified as an argument to the function. Practical experience and considerations indicate that this value should 305 generally be set to no more than 4: smaller values may result in non-trivial numbers of missing or poor values not being replaced, while larger values may result in the use of source data channels that are less well correlated to the target, and therefore result in proposing less reliable replacement values. However, see Subsection 4.3 below for an exceptional case that required 8 iterations to replace most missing values. Note also that replaced values are always assigned an RDQI of 1.
Results
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The following exhibits will show graphically the outcome of this process, for the cases discussed in Section 2 above.
Global Mode, Path 168, Orbit 68050, Block 110, Camera DF
The particular case exhibited earlier in Figure 2 , where 4 spectral bands of the DF camera exhibit missing and poor data values, is examined first. Figure 9 shows the outcome of the process where each and every missing value in the original target data channels is 315 replaced by a value estimated by retrieving the valid bidirectional reflectance factor values retrieved from the source data channels indicated in Table 3 for the very same geographical location, and inserted into the linear fit equations exhibited in The case exhibited earlier in Figure 5 is examined next. Table 4 summarizes the correlation statistics between the 4 spectral bands of the CA camera, all affected by missing values, and the best sources to estimate replacement values, considering only the valid values in clear land masses that are common to the target and the source data channels. blue: RDQI = 0, green: RDQI = 1; orange: RDQI = 2; red: RDQI = 3.
Note that the best predictor for missing and poor values in the CA/Blue data channel is the CA/Green data channel, and conversely. Since the RMSD and the Pearson correlation coefficient are symmetric with respect to their inputs, the statistics are identical in these cases. However, the CA/Green data points fit a little bit better the best linear function (the χ 2 for the function predicting CA/Green is somewhat lower than that for CA/Blue). The best predictors for the CA/Red and CA/NIR data channels 330 are provided by the DA camera, in the corresponding spectral bands.
The scatterplots for these 4 cases are exhibited in Figure 11 . It can be seen that the best fit function to predict the CA/Red data channel is not as good as for the other data channels, although the Pearson correlation coefficient is still 0.836. These statistics are of course also affected by the fact that there are quite a lot fewer valid data values available to estimate the missing and poor pixels, compared to the earlier case of ORBIT 68050. Using those best linear functions and the valid values in the source data channel, it is possible to generate estimates of the missing and poor values in the target data channel. Figures 12 and 13 exhibit the RGB composite map of the first 3 spectral bands and the B&W map of the NIR spectral band of the CA camera, before and after the replacement of missing values. The next instance exhibits the most severe case of missing values encountered so far in our investigations. Figure 14 shows the 340 RDQI values for the 4 spectral bands of the BA camera for P168, O002111 and B110. Figure 1 , and color coding is as described in the legend of Figure 10 .
The original bidirectional reflectance factor product for these same 4 spectral bands are shown in Figure 15 : it can be seen that missing values severely affect the usability of the data acquired by this camera. Figure 1 , and gray scale stretching is the same as before: it assigns black to a null reflectance and white to reflectances of 0.35 or more in the blue, green and red spectral bands, or 0.50 in the near-infrared spectral band. Figure 16 exhibits the updated bidirectional reflectance factor values in each of the 4 spectral channels after processing those data as described above (exceptionally allowing for 8 successive attempts due to the significant overlap between the areas 345 affected by missing values). These data files are then processed as before, and the 3 left panels of Figure 18 exhibits the correlation statistics for the data channels that are best correlated with those that need to be updated. The 3 panels shown on the right compare the original values in abscissa to the reconstructed values in ordinates. Figure 19 exhibits the maps of those 3 data channels, where the missing data have been replaced by best estimates obtained 360 as described above. Figure 19 . Maps of the MISR L1B2 data channels for the CF/Green, AN/Red and DA/NIR data channels of P168, O068050 and B110, where artificially inserted missing data have been replaced by best estimates, using the algorithm described in this paper. Linear dimensions are the same as in Figure 1 , and gray scale stretching is the same as before: it assigns black to a null reflectance and white to reflectances of 0.35 or more in the blue, green and red spectral bands, or 0.50 in the near-infrared spectral band.
Similar results have been obtained in all other cases inspected. A second example is considered next, for the case of P168, O065487, B110 documented in Figures 10, 11, 12 and 13, which includes a significant cloud cover. In that case too, the original data channels CF/Green, AN/Red and DA/NIR do not suffer from any missing values, so the same patterns of missing data as described above were artificially inserted in the original data, which were then processed as indicated above. effectively replaced depends on the cloudiness present in the scene and therefore on the position of the artificially introduced 370 lines of missing data with in the BLOCK. Every radiance measurement acquired by the MISR instrument is scaled into a 14-bit unsigned integer, to which a 2-bit Radiometric Data Quality Indicator (RDQI) is then appended. Missing data are assigned a specific 16-bit scaled radiance code of 65523, equivalent to a 14-bit code of 16380 with an RDQI of 3 attached, while measurements of dubious value (e.g.,
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possibly affected by sun glint) are identified with an RDQI of 2.
The process that generates these missing data points generally affects most or all of the 4 spectral bands but for only 1 or 2 (rarely 3) of the 9 cameras. However, due to the specific design of the instrument's focal planes, these missing lines affect different geographical locations in different spectral bands and cameras. Consequently, while a particular measurement may be missing in a given camera and spectral band, measurements may be available in other spectral bands or cameras for the same 385 location at essentially the same time. The high correlation between some of the data channels then permits the estimation of those missing values.
A set of software functions, written in the IDL TM language 1 , was developed to implement the algorithms described above and process MISR L1B2 GRP data to replace those missing values. A selection of cases was exhibited to visually show that the replacement process works well, and a series of tests, based on the artificial insertion of missing data (in files that do not As an aside, radiance measurements rated as 'poor', i.e., with an RDQI of 2, have often been found to cluster along those missing lines. These values could also be optionally be replaced by estimates, following the same procedure described above for missing data. The software allows this too, though in that case there is no obvious process for evaluating the results, i.e., there is no objective benchmark to decide whether the original value or the one suggested by the algorithm is closer to the 395 nominal "true" value. The software does allow for the direct comparison between the original and the reconstructed values, through statistics and scatterplots. Users can experiment with both approaches and evaluate whether one or the other yields better or more appropriate results for their applications.
If missing or poor values are effectively replaced by estimates in the updated L1B2 data set, the RDQI assigned to the corrected scaled radiances in L1B2 data buffers is set to 1.
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The proposed method to replace missing and optionally poor data in MISR Global or Local Mode files is generally applicable, and has been implemented in the MISR-HR processing system. The materials in this paper are applicable to Version 2.1.x of the software, unless noted explicitly in the in-line documentation of the IDL functions. All MISR L1B2 input files are available from NASA's LaRC ASDC Distributed Active Archive Center (DAAC), and routines to explore and address those issues are published on the first author's GitHub web page at https://github.com/mmverstraete.
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Code availability. This paper describes Version 2.1.x of the IDL functions available in the following GitHub repositories, listed in order of increasing complexity: Each function contained in those repositories contains abundant in-line documentation to describe every step in the processing. An HTML 420 file with properly formatted documentation for each function in a standardized setup is also available from the same repository. Functions in the more elaborate repositories may depend on routines defined in more basic repositories. It is thus recommended to download and install the contents of all repositories to have access to the full set of tools. Please remember also that those tools are under active development and may be updated in time. study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to publish the results.
Disclaimer. The IDL source code software mentioned above (obtainable from the GitHub web site) is made available under the MIT license, which states, in part, that "The software is provided as is, without warranty of any kind, express or implied, including but not limited to the warranties of merchantability, fitness for a particular purpose and noninfringement. In no event shall the authors or copyright holders be liable for any claim, damages or other liability, whether in an action of contract, tort or otherwise, arising from, out of or in connection with the software or the use or other dealings in the software." Please read carefully and abide by the full license before downloading and using this software.
