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Abstract
We prove that two sequences arising from two different domains are equal. The first one, {d(n)}n∈N,
comes from the following power expansion:
(
− ln(1 − x)
x
)m
=
(+∞∑
k=1
xk
k + 1
)m
=
∞∑
n=0
Bn(m)
d(n)
xn
where Bn(X) is a primitive polynomial of Z[X]. The second sequence, {e(n)}n∈N, is the factorial sequence
of the set of prime numbers or, equivalently, e(n) is the denominator of the polynomials of degree ≤ n + 1
that take integral values for all prime numbers.
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1. Introduction
If we look for integer sequences beginning with
1, 2, 24, 48 . . . ,
the On-Line Encyclopedia in Integer Sequences [4] gives us three sequences: A002552, A053657
and A075265. They all three continue with 5760 and 11520, that is, the three sequences begin
with
1, 2, 24, 48, 5760, 11 520, . . . .
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Then, the first one (‘denominators of coefficients for numerical differentiation’) differs from the
others which go on with the same computed terms:
1, 2, 24, 48, 5760, 11 520, 2 903 040, 5 806 080, 1 393 459 200, . . . .
The aim of this paper is to answer positively to a question posed by Paul D. Hanna in [4] by
proving that Sequences A053657 and A075265 are really the same.
On the one hand, the element e(n) of the sequence A053657 is the common denominator of
the polynomials of degree ≤ n + 1 that take integral values on the set P of prime numbers [3], in
other words, 1
e(n)
is a generator of the fractional ideal formed by the leading coefficients of the
polynomials belonging to the Z-module
Intn+1(P,Z) = { f (X) ∈ Q[X] | deg( f ) ≤ n + 1, f (P) ⊆ Z}.
The element e(n) may also be interpreted as the n + 1-th factorial of the set P of prime numbers:
e(n) is the G.C.D. of all the products
∏
0≤i< j≤n+1(p j − pi) for all p0, p1, . . . , pn+1 ∈ P divided
by the G.C.D. of all the products
∏
0≤i< j≤n(p j − pi ) [1, Theorem 10]. There is an explicit
formula that gives the value of e(n) (see [2] or [3]):
e(n) = (n + 1)!P =
∏
p∈P,p≤n+1
pωp(n) with ωp(n) =
∑
k≥0
[
n
(p − 1)pk
]
.
On the other hand, the element d(n) of the sequence A075265 is defined by Paul D. Hanna [4]
as the least common multiple of denominators of the coefficients of xn , for all integer m, in the
power expansion of(
− ln(1 − x)
x
)m
.
In fact, this formulation is misleading: let us consider the following equalities between power
series(
− ln(1 − x)
x
)m
=
(+∞∑
k=1
xk
k + 1
)m
= 1 + m
2
x + m(3m + 5)
24
x2 + m(m
2 + 5m + 6)
48
x3 + · · · .
For instance, look at the sequence formed by the coefficients of x2:{
m(3m + 5)
24
}
m∈N
= 1
3
,
11
12
,
7
4
,
17
6
, . . . .
Although the least common multiple of the denominators of the numerical sequence is 12
(because, as soon as we replace m by an integer, the numerator is even), the denominator of
the polynomial formula with respect to the indeterminate m is 24. The correct formulation seems
to need a formal expression, like those given in the following theorem.
Theorem 1.1. For each m ∈ N, consider the power expansion:(+∞∑
k=1
xk
k + 1
)m
=
+∞∑
n=0
An(m)xn.
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The coefficient of xn is a polynomial in m of degree n that we may write as
An(m) = 1d(n) Bn(m)
where Bn(m) is a primitive polynomial in Z[m]. Then, the denominator d(n) is equal to the
n + 1-th factorial of P, that is:
d(n) =
∏
p∈P,p≤n+1
pωp(n)
where
ωp(n) =
∑
k≥0
[
n
(p − 1)pk
]
.
One verifies easily by induction on n that An(m) is a polynomial function of m with degree
n. More precisely, the equality
An(m + 1) =
n∑
h=0
1
n − h + 1 Ah(m)
shows by means of the induction hypothesis that An(m + 1) − An(m) is a polynomial in m of
degree n − 1. Theorem 1.1 results from Lemmas 2.1, 3.5 and 3.6 below.
2. Notation
By identification of the coefficients, one has:
An(m) =
∑
(i1 ,...,im )∈Nm
i1+···+im =n
m∏
j=1
1
i j + 1 .
The i j ’s may have the same value i ∈ {1, . . . , n}. Denoting by ui (≥0) the number of i j with
value i , we obtain in the previous product an expression such that:
n∏
i=1
1
(i + 1)ui
which corresponds to a decomposition of n of the form:
u1 + 2u2 + · · · + nun = n.
The number of such a decomposition of n is:
Cu1m C
u2
m−u1 C
u3
m−(u1+u2) · · · C
un
m−(u1+···+un−1) =
m(m − 1) · · · (m − (u1 + · · · + un) + 1)
u1!u2! · · · un !
(the Clk’s are assumed to be equal to zero when l > k and the only products to consider
correspond to u1 + · · · + un ≤ m). Consequently,
An(m) =
∑( n∏
i=1
1
ui !(i + 1)ui
)
m(m − 1) · · · (m − (u1 + · · · + un) + 1)
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where the sum corresponds to all the (u1, . . . , un) ∈ Nn such that
u1 + 2u2 + · · · + nun = n.
Notation. From now on, to make notation simpler we consider an integer n that is assumed to
be fixed. Let
U = {u = (u1, . . . , un) ∈ Nn | u1 + 2u2 + · · · + nun = n}
and, for each u ∈ U , let
d(u) =
n∏
i=1
ui !(i + 1)ui and σ(u) = u1 + · · · + un.
Then,
An(m) =
∑
u∈U
A(u, m)
where
A(u, m) = 1
d(u)
m(m − 1) · · · (m − σ(u) + 1)
is a polynomial in m of degree σ(u).
Notation. For each prime number p, denote by vp the p-adic valuation of Q and let
μp = max
u∈U vp(d(u)), Up = {u ∈ U | vp(d(u)) = μp}
σp = max
u∈Up
σ(u), U˜p = {u ∈ Up | σ(u) = σp}.
Clearly, if p ∈ P is such that p > n + 1, then vp(d(u)) = 0 for every u ∈ U , and then,
vp(d(n)) = 0. We are going to see that, for a fixed p ≤ n + 1, among the polynomials A(u, m)
such that vp(d(u)) = μp , there is only one polynomial of maximal degree σp (Lemma 3.5
below). Moreover, the maximal value μp of vp(d(u)) is equal to ωp(n) (Lemma 3.6 below). The
following lemma shows that Theorem 1.1 will then be proved.
Lemma 2.1. If U˜p contains only one element, then vp(d(n)) = μp.
Proof. Let us write
An(m) =
∑
u∈Up
A(u, m) +
∑
u∈U\Up
A(u, m).
It follows from the assumption on U˜p that the first sum is of the form 1cpμp C(m) where C(m) is
a monic polynomial in Z[X] and c ∈ Z\pZ. By definition of U\Up , the second sum is of the
form 1dpμp−δ D(m) where D(m) ∈ Z[X], d ∈ Z\pZ and δ ∈ N∗. Consequently,
1
d(n)
Bn(m) = An(m) = 1pμp
1
cd
(dC(m) + cpδ D(m)) = 1
pμp
E(m)
where E(m) is a primitive polynomial in Z(p)[m]. Finally, vp(d(n)) = μp . 
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3. Uniqueness of the maximum
We still assume that n is a fixed integer and that p is a fixed prime number such that p ≤ n+1.
We are going to prove that the hypothesis of Lemma 2.1 is satisfied. Note first that, for every
u ∈ U , one has:
vp(d(u)) =
n∑
i=1
[vp(ui !) + uivp(i + 1)].
Lemma 3.1. For every u ∈ U and every i ∈ {1, . . . , n}, there exists some u∗ ∈ U such that
vp(d(u∗)) − vp(d(u)) ≥ ui (ivp(2) − vp(i + 1)).
Proof. Let u ∈ U and i > 1. Replacing u1 by u∗1 = u1 + iui and ui by u∗i = 0, we obtain a
sequence u∗ ∈ U such that:
vp(d(u∗)) − vp(d(u)) = vp
(
(u1 + iui)!
u1!ui !
)
+ vp(2iui ) − vp((i + 1)ui )
≥ vp(2iui ) − vp((i + 1)ui ) = ui (ivp(2) − vp(i + 1)). 
Lemma 3.2. If p = 2, one has:
U˜2 = U2 = {(n, 0, . . . , 0)},
A((n, 0, . . . , 0), m) = m(m − 1) · · · (m − n + 1)
n!2n =
1
2n
(m
n
)
,
μ2 = n + v2(n!) =
∑
k≥0
[ n
2k
]
= ω2(n).
Proof. The previous lemma shows that
v2(d(u∗)) − v2(d(u)) ≥ ui (i − v2(i + 1)).
For every i > 1, one has i > v2(i + 1), and then, u ∈ U2 implies that ui = 0 as soon as i 	= 1.
All the assertions of the lemma result from this remark. Consequently, Lemma 2.1 shows that
v2(d(n)) = ω2(n). 
Lemma 3.3. If u ∈ Up and if p divides i + 1, then either ui = 0 or i = p − 1.
Proof. It follows from the previous lemma that we may assume p 	= 2. Suppose that there is
some u ∈ U and some i > p − 1 such that p divides i + 1 and ui 	= 0. The integer i may be
written i = apα − 1 where p does not divide a and either α ≥ 2 or α ≥ 1 and a ≥ 2. Replacing
u1, u p−1 and ui by u∗1, u∗p−1 and u∗i where
u∗1 = u1 + iui −
[
i
p − 1
]
ui , u
∗
p−1 = u p−1 +
[
i
p − 1
]
ui ; u∗i = 0,
we obtain another sequence u∗ ∈ U such that
vp(d(u∗)) − vp(d(u)) = (vp(u∗1!) − vp(u1!)) + vp
((
u p−1 +
[
i
p − 1
]
ui
)
!
)
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− vp(u p−1!) − vp(ui !) +
[
i
p − 1
]
ui − uivp(i + 1)
≥
[
i
p − 1
]
− α.
The following inequality[
i
p − 1
]
=
[
apα − 1
p − 1
]
= a p
α − 1
p − 1 +
[
a − 1
p − 1
]
≥ a(1 + p + · · · + pα−1) ≥ a(2α − 1)
proves that in all the cases one has
[
i
p−1
]
> α. Consequently, u 	∈ Up since vp(d(u∗))
> vp(d(u)). 
Lemma 3.4. If u ∈ U˜p, then ui = 0 for every index i > 1 such that p does not divide i + 1.
Proof. We may assume p 	= 2. Let u ∈ U and i > 1 be such that p does not divide i + 1.
Lemma 3.1 shows that if we replace u1 by u∗1 = u1 + iui and ui by u∗i = 0, we obtain a
sequence u∗ ∈ U such that:
vp(d(u∗)) − vp(d(u)) ≥ vp(2iui ) − vp((i + 1)ui ) = 0.
If ui 	= 0, one has also σ(u∗) − σ(u) = (i − 1)ui > 0. Thus, u cannot be in U˜p . 
Lemma 3.5. For every p ∈ P, the subset U˜p contains only one sequence and this sequence is of
the form
(u1, 0, . . . , 0, u p−1, 0, . . . , 0).
Proof. It follows from Lemmas 3.3 and 3.4 that an element u of U˜p is necessarily of the form
(u1, 0, . . . , 0, u p−1, 0, . . . , 0). The unicity results from the relation u1 + (p −1)u p−1 = n, since
σ(u) = u1 + u p−1 will then be maximal for only one pair (u1, u p−1). It remains to prove that
μp = ωp(n). This will be done in the following lemma. 
Lemma 3.6. When (u, v) ∈ N2 satisfies u + (p − 1)v = n, the maximum of vp(u!v!) + v is
equal to ωp(n).
Proof. One knows Legendre’s formula:
vp(n!) =
∑
k>0
[
n
pk
]
.
Notice that, for
v =
[
n
p − 1
]
and u = n − (p − 1)
[
n
p − 1
]
,
one has 0 ≤ u < p − 1, and hence, vp(u!) = 0 and
vp(u!) + vp(v!) + v =
∑
k≥0
[
n
(p − 1)pk
]
= ωp(n).
Consequently, μp ≥ ωp(n).
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Let us show that μp ≤ ωp(n). Of course, [ up ] ≤ [ up−1 ], and hence,
vp(u!) =
∑
k>0
[
u
pk
]
≤
∑
k≥0
[
u
(p − 1)pk
]
.
Since n = u + (p − 1)v, one has[
n
p − 1
]
=
[
u
p − 1
]
+ v.
Then,
ωp(n) =
∑
k≥0
[
n
(p − 1)pk
]
≥
∑
k≥0
[
u
(p − 1)pk
]
+
∑
k≥0
[
v
pk
]
≥ vp(u!) + v + vp(v!).

Remark. It is possible to determine the unique sequence u of U˜p (when p ≤ n + 1). We
know that it suffices to find among the pairs (u, v) ∈ N2 such that u + (p − 1)v = n and
vp(u!v!)+v = ωp(n) the only one such that u+v is maximal. It follows from [ np−1 ] = v+[ up−1 ]
that the equality vp(u!v!) + v = ωp(n) is equivalent to [ up ] = [ up−1 ]. Thus, if [ up ] = k, then
u = (p−1)k +(k +h) with 0 ≤ h ≤ k +h < p−1. Write n = (p−1)q+r with 0 ≤ r < p−1.
Then, u +(p−1)v = n is equivalent to k +v = q and k +h = r . Finally, u +v is maximal if and
only if u is maximal, that is, if k is maximal, and hence equal to inf(q, r). If q ≤ r , then k = q ,
v = 0 and u = n. If q > r , then k = r , h = 0, u = pr and v = q − r . We may summarize: let
n = (p − 1)q + r with 0 ≤ r < p − 1.
Either q ≤ r , u = (n, 0, . . . , 0) and
A(u, m) = m(m − 1) · · · (m − n + 1)
n!2n .
Or q > r , u = (pr, 0, . . . , 0, q − r, 0, . . . , 0) and
A(u, m) = m(m − 1) · · · (m − (p − 1)r − q + 1)
(pr)!(q − r)!2pr pq−r .
4. A third sequence of denominators
We have seen that the sequences {d(n)} and {e(n)} are equal. There are both sequences of
denominators: d(n) is the denominator of the polynomial An(m), while e(n) is the common
denominator of the polynomials of Intn+1(P,Z). Let us consider now the sequence {δ(n)}n∈N
where δ(n) is the denominator of the rational number Bn
n
(Bn denotes the n-th Bernoulli number).
Bhargava [1, Example 21] noticed the link between the sequences {e(n)} and {δ(n)}: modulo
powers of 2, e(2n) is equal to the product
∏n
k=1 δ(k). We are going to make this power of 2
precise.
Recall the definition–notation for the Bernoulli numbers:
z
ez − 1 = 1 −
1
2
z + B1
2! z
2 − B2
4! z
4 + B3
6! z
6 − · · ·
Let p be a prime number. Von Staudt’s theorem says that, if p−1 divides 2n, then vp(Bn) = −1,
and Kummer’s theorem says that, if p − 1 does not divide 2n, then vp(Bn) ≥ vp(n).
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Consequently, if δ(n) denotes the denominator of Bn
n
, then either p−1 divides 2n and vp(δ(n)) =
1 + vp(n), or p − 1 does not divide 2n and vp(δ(n)) = 0. Thus,
vp
(
n∏
k=1
δ(n)
)
=
∑
1≤k≤n,p−1|2k
(1 + vp(k)).
If p 	= 2 and p − 1|2k, then vp(k) = vp( 2kp−1 ). Consequently, for p 	= 2,
vp
(
n∏
k=1
δ(n)
)
=
[
2n
p − 1
]
+
∑
1≤k≤
[
2n
p−1
] vp(k) =
[
2n
p − 1
]
+ vp
([
2n
p − 1
]
!
)
= ωp(2n).
For p = 2,
v2
(
n∏
k=1
δ(n)
)
=
∑
1≤k≤n
(1 + v2(k)) = n + v2(n!) = ω2(n) = ω2(2n) − 2n.
Finally,
d(2n) = e(2n) = 22n
n∏
k=1
δ(k).
Can this last equality explain the previous one?
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