Modeling and Exploring Multivariate Spatial Variation: A Test Procedure for Isotropy of Multivariate Spatial Data  by Jona-Lasinio, Giovanna
Journal of Multivariate Analysis 77, 295317 (2001)
Modeling and Exploring Multivariate Spatial Variation:
A Test Procedure for Isotropy of Multivariate
Spatial Data
Giovanna Jona-Lasinio1
Universita di Roma ‘‘La Sapienza,’’ Rome, Italy
E-mail: jonapow2.sta.uniroma1.it
Received May 21, 1999
In this paper an exploratory technique based on the diagonalization of cross-
variogram matrices is described. Through the definition of a model for the analysis
and simulation of multivariate spatial data, a test procedure for the assumption of
isotropy of multivariate spatial data is proposed. Applications to simulated and real
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1. INTRODUCTION
In the analysis of multivariate spatial data several difficulties arise. Often,
because of the nature of the phenomena under study, we cannot assume
independence between observations and instead seek to model the specific
type of dependence we observe. We usually model these datasets as realizations
of a multivariate spatial random field (MSRF), with specific assumptions
on the dependencies among the variableswhich comprise the combined
observation vector and the spatial coordinates. However, before any
serious attempt to specify a model can be made, we have to explore the
available data as deeply as possible. This is made very difficult by the high
dimensionality of the data. Standard multivariate exploratory techniques
such as principal component analysis (PCA) and multidimensional scaling,
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usually fail to give us a good representation, as they do not explicitly take
into account the spatial arrangement of observations.
The literature on the treatment of multivariate spatial data is not extensive;
most of it deals with geostatistical techniques (Borgman and Frahme, 1976,
Journel and Huijbregts, 1978, Wackernagel, 1995). In Davis and Greenes
(1983) PCA is applied to the sample correlation matrix in order to produce
cokriging results by computing a series of univariate variograms on a
‘‘weight’’ matrix, whose rows are uncorrelated, their purpose being to
provide an orthogonal basis for the variables, so that orthogonality holds
spatially as well as at each considered location. In Di Bella and Jona-
Lasinio (1996 and references therein) some ordination methods in which
the spatial information is included are described, most of them oriented to
pattern recognition in botanical studies, where great attention is given to
the possible a posteriori reconsideration of the dimension of sample units
through the detection of the real scale of the data. In Xie and Myers
(1995a, 1995b) a very interesting proposal is developed. The authors
illustrate a technique to determine an orthonormal matrix which simul-
taneously diagonalizes, at selected lags, the cross-variogram matrices (or
nearly diagonalizes them in the sense that the sum of squares of diagonal
elements is minimized). Capobianchi and Jona-Lasinio (1998) present
another exploratory technique, based on the spectral decomposition of
cross-variogram matrices described and applied to transect data.
As far as modeling spatial random fields (SRF) and their covariance
structures is concerned, many proposal have been made; see for instance,
Christakos (1992) and references therein. Most of the literature deals with
one variable observed on a subset of Rd (d2), while the case of more
than one variable is not very often considered (see for instance Calizzi and
Ensor, 1998, Cressie, 1991, Wackernagel, 1995) as the high dimensionality
of the problem is difficult to handle.
In this paper we propose to link an exploratory technique (Capobianchi
and Jona-Lasinio, 1998) and a model for the decomposition and analysis
of the variability structure of MSRF. As for most modeling proposals, we
represent the MSRF in terms of linear combinations of uncorrelated
random variables (r.v.’s), where by ‘‘uncorrelated’’ we mean that they have
no spatial variability and no multivariate correlation between them. We
extend Capobianchi and Jona-Lasinio’s technique to a more complex
spatial sample design, and we use this method to build an empirical testing
procedure for the assumption of isotropic behavior of the MSRF.
The paper is organized as follows. In Section 2 the model for simulation
and analysis of MSRF is illustrated along with some simulated examples.
Section 3 deals with the exploratory technique and its link to the estima-
tion of the proposed model. A test statistic to verify the goodness of fit of
the model is also provided. In Section 4 a procedure to detect anisotropic
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behaviour of the MSRF is proposed and in Section 5 extensive simulation
studies are illustrated. An application to marine data (CalCOFI Dataset)
is reported in Section 6.
2. THE MODEL
In Christakos and Panagopoulos (1992) a decomposition of SRF is
proposed. Theorem 3.1 states that in the finite case (s # Rn) a second order
stationary isotropic SRF Zn(s) admits a linear representation
Zn(sk)= :
N
i=1
aki Z1, i (sk } %i), aki # R (1)
where Z1, i (s } %i) are pairwise uncorrelated one-dimensional random
processes along lines %i , i=1, ..., N passing through a given point, if and
only if the corresponding covariance admits the linear representation
cn(h=sk&sj)= :
N
i=1
aji aki c1, i (h } % i), aki , a j, i # R (2)
where c1, i (h } %i) is the one-dimensional covariance of the RP Z1, i (s } %i),
i=1, ..., N. Christakos and Panagopoulos assume zero mean and unit
variance for that process. The idea is to decompose the process Zn(sk),
whose multivariate nature is due to the space component (sk # R
n, n>1),
by a space transformation along several directions (%i) all going through
the given location sk .
In this section we propose a decomposition of MSRF in uncorrelated
components, along a different line of thought with respect to Christakos
and Panagopulos. We deal with multivariate spatial random fields with
non-diagonal covariance structure; our main intent is to separate the
variability due to the space from the variability due to the interaction
between the MSRF’s components.
Formally our multivariate dataset is thought of as a realization of a k
dimensional (second order stationary or intrinsic stationary of some given
order (Matheron, 1973)) MSRF, Z(s)=(Z1(s), ..., Zk(s)) with s # D where
D is a finite set of, say, n sites (or locations). We assume that for each value
of s # D observations of the whole MSRF are available. In what follows by
‘‘intrinsic stationary process’’ we mean a random process whose spatial
increments of the first order are second order stationary (with zero mean);
this definition corresponds, in Matheron’s language, to an intrinsic process
of order zero. We denote by C(0) the k_k covariance matrix between the
process components evaluated within each site and by C(h) the cross-
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covariance matrix of the field evaluated between sites si , sj # D such that
d(si , sj)=h is the value of the distance between them. Our model is built
from the following considerations.
Consider [Z(s), s # D] a vector valued second order stationary and
isotropic MSRF with k components and |D|=n (the notation | } | when
used with sets denotes the ‘‘cardinality’’ of the set). We assume that two
main sources of variation are present, one due only to the interaction
between the components of the MSRF (in what follows we will refer to this
type of variability as local ) and the other due to the spatial arrangement
of the observations. The two are connected as follows:
M1: A spatial structure is associated to each component of the
MSRF. We denote by V(i) (i=1, ..., k) the n_n spatial covariance matrices
accounting for this source of variation and we denote by 1*(i) the corre-
sponding n_n variogram matrices. Let V(i)=QT(i)4(i)Q(i) be the singular value
decomposition of matrix V(i) (4(i)=diag(* (i)r )r=1, ..., n , Q(i)=[q
(i)
rj ]r, j=1, ..., n).
M2: In each spatial unit sj # D, the same covariance structure
between the MSRF components is given, when the spatial interaction is
removed. The corresponding covariance matrix is C*(0) with singular value
decomposition C*(0)=T TLT (L=diag(lj) j=1, ..., k , T=[{jm] j, m=1, ..., k).
This line of thought leads us to a representation of the MSRF as a linear
combination of independent (spatially and locally) random variables;
further, more cross-covariances can be written as linear combinations of
univariate spatial covariances. More precisely.
Proposition 1. Under assumptions M1 and M2, each component of a
second order stationary isotropic MSRF [Z(sj), s # D] can be written as
Z (i)(s j)= :
k
m=1
:
n
r=1
- lm - * (m)r {imq (m)rj X (m)(sr) (3)
and the cross-covariance between any two components i, p observed at
locations sj , sj $ such that d(s j , sj $)=h is given by
Cip(h)= :
k
m=1
lm{im{pmv(m)(h), (4)
where X(i) are completely uncorrelated r.v.’s, meaning that X ’s are uncorrelated
w.r.t. space and between them and v(m)(h) is the j, j $ element of V(m).
Proof. From our assumptions we can build the MSRF as follows. Let
[X(s), s # D] be an n_k r.v. whose components are uncorrelated both
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spatially and between them. For each X(i) (i=1, ..., k) we can define the
following linear transformation
Y(i)=Q(i) 4
12
(i) X
(i) i=1, ..., k
defining a ‘‘new’’ sequence of k r.v.’s such that for each s # D they are
uncorrelated and each one has spatial variability given by V(i). Notice that
E(Y (i)(sj) Y (l )(sj))= :
k
r=1
:
n
r $=1
- * (i)r q (i)rj - * (l )r q (l )rj E((X (i)(sr) X (l )(sr $))
=v(i)(0) $ il ,
where $il is the Kronecker delta and E((X (i)(sr) X (l )(sr$))=$il$rr $ .
Now let Y(sj) be a k dimensional vector with elements Y (i)(s j)=nr=1
- * (i)r q (i)rj X (i)(sr) and let C*(0)=ATA=TTLT; then denoting by Z(s j)
the observed MSRF at location sj we can write
ZT (s j)=ATYT (s j)
:
k
m=1
:
n
r=1
- lm - * (m)r {1mq (m)rj X (m)(sr)
=\ b + . (5):k
m=1
:
n
r=1
- lm - * (m)r {kmq (m)rj X (m)(sr)
Direct computation gives expression (4).
As an immediate consequence of Proposition 2.3 we have that if 1(h) is
the cross-variogram matrix at distance h, its elements can be written as
2#ip(h)=2 :
k
m=1
lm {im{pm#*(m)(h), (6)
where 2#*(m)(h) is the univariate variogram of component m when the
interaction between the k components of the MSRF is removed.
This model, when it fits the data, allows us to deeply understand how
spatial and local variability are connected. More precisely notice that in (4)
and (6) the weights lm , { im , {pm account for the interactions between the
MSRF components, while the spatial variation is accounted for by v(m)(h)
and #*(m)(h). The lm ’s are directly linked to the variances of components
Z(i)the greater the variance, the greater the corresponding weight. The
relations between the MSRF components are represented by the {im ’s
terms, in the sense that large absolute values of {im correspond to large
values of C*im(0) and large values of all pairs (C*ir(0), C *mr(0)); furthermore
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{im is zero only when C*ir(0)=0 for all r{i=1, ..., k, i.e., when the i th
component of the MSRF is not correlated to all the others.
An interesting use of this approach is in simulations and in modeling
cross-variograms. We can use a different univariate variogram model for
each component and then build the MSRF as described in points M1
and M2.
When dealing with an intrinsic stationary MSRF the cross-covariance
function of the field is no longer a function of the distance between loca-
tions only. However, the following proposition proven by Capobianchi
(1998) allows us to apply the same decomposition model.
Proposition 2. Let [W(s), s # D] be an n_k intrinsic stationary
random variable. When there is no spatial correlation between the n observed
units, the covariance matrix C(s j , sr)=E(W(sj)T W(sr)) is constant for all
pairs (sj , sr) and C(s j , sr)=C*(0).
Hence we can state the following result
Proposition 3. Let [Z(s), s # D] be an n_k intrinsic stationary MSRF,
then each component Z(i)(sj) i=1, ..., k, j=1, ..., n, can be written as
Z(i)(s j)= :
k
m=1
:
n
r=1
- lm - * (m)r {imq (m)rj X (m)(sr) (7)
and the cross-covariance and cross-variogram functions between any two
components i, p at locations sj , sj $ such that d(sj , sj $)=h is given by
Cip(s j , sj $)= :
k
m=1
lm {im{pmv(m)(sj , sj $) (8)
2#ip(h)=2 :
k
m=1
lm{im {pm#*(m)(h) (9)
where X(i) are completely uncorrelated r.v.’s, meaning that X ’s are
uncorrelated w.r.t. space and between them, v(m)(s j , sj $) is the j, j $ element of
V(m) and #*(m)(h) is the j, j $ element of 1*(m)(h).
Proof. The proof follows along the same line as Proposition 1. Notice
that in principle this approach can be easily extended to intrinsic SRF of
any order applying the decomposition to generalized cross-covariance func-
tions (see Matheron, 1973). However, dealing with spatial increments of
larger order seems of no practical use as their interpretation becomes
awkward.
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Example 1. Let us consider a MSRF with k=4 components observed
on a transect of n=100 unitary squares. Following the procedure described
in M1 and M2, we assign a ‘‘purely’’ spatial structure to each component
built from the following variogram models (for the variogram models see
Cressie (1993)):
Z1 Exponential variogram with sill equal 1 and range equal 26.
Z2 Cauchy variogram with sill equal 1 and range 4.
Z3 Exponential variogram with sill equal 1 and range equal 26.
Z4 Cauchy variogram with sill equal 1 and range 4.
The local variation is given by
C*(0)=\
9.0
0.0
0.1
0.0
0.0
7.0
0.0
0.0
0.1
0.0
6.0
1.5
0.0
0.0
1.5
4.0+ . (10)
This covariance matrix represent very low correlation between the four
variables, which can be seen building the correlation matrix:
R1=\
1.000
0.000
0.01361
0.000
0.000
1.000
0.000
0.000
0.01361
0.000
1.000
0.3062
0.000
0.000
0.3062
1.000 + .
In Fig. 1 we compare the shape of components’ variograms with and
without local interaction.
The components are weakly correlated, then the local interaction induces
a modification of the variogram mainly due to the variance of the specific
component (a larger sill value while the range remains unaltered).
We now modify C*(0) introducing a stronger correlation between
variables,
C*(0)=\
9.0
1.0
1.5
0.0
1.0
7
4.0
2
1.5
4.0
6.0
1.5
0.0
2.0
1.5
4.0+ , (11)
301MULTIVARIATE SPATIAL VARIATION
FIG. 1. Variograms: second order stationary MSRF with low correlation between
components (with local interaction, dashed; without local interaction, solid).
and correlation matrix
R2=\
1.0000000
0.1259882
0.2041241
0.0000000
0.1259882
1.0000000
0.6172134
0.3779645
0.2041241
0.6172134
1.0000000
0.3061862
0.0000000
0.3779645
0.3061862
1.000000 + .
The results, illustrated in Fig. 2, demonstrate how the stronger interaction
between components allows the one with larger variance to drive all the
others. The variograms are all changed to an exponential shape both; sill
and range are changed.
Example 2. As a second example consider the situation in which some
components have a second order stationary variogram and some others
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FIG. 2. Variograms: second order stationary MSRF with high correlation between
components (with local interaction, dashed; without local interaction, solid).
have an intrinsic one. For instance, consider the following setting. As in
Example 1 we deal with a MSRF with k=4 components:
Z1 Linear variogram (#(h)=1+26h for h{0).
Z2 Cauchy variogram with sill equal 1 and range 4.
Z3 Linear variogram (#(h)=1+26h for h{0).
Z4 Cauchy variogram with sill equal 1 and range 4.
In Fig. 3 we show what happens to the spatial structure when the local
interaction is given by (2.12). The high correlation drives all the
components to an intrinsic shape of the variograms.
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FIG. 3. Variograms: second order and intrinsic stationary MSRF with highly correlated
components: (a) without local interaction, (b) with local interaction.
3. EXPLORING MULTIVARIATE SPATIAL DATA
We now proceed to briefly illustrate the technique proposed in
Capobianchi and Jona-Lasinio (1998) for transect data, extending its use
to more complex sampling schemes. This extenstion allows for a wider use
of the proposed technique and leads us to develop further tools to explore
MSRF.
It is well known that through PCA we are able to reduce a set of
correlated random variables into an uncorrelated set by an orthogonal
transformation. The aim of the transformation is to reconstruct a k
dimensional random variable U by p<k linear functions without much
loss of information; then we seek the best linear predictor based on those
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p functions. The efficiency of prediction may be measured by the residual
variance and an overall measure of the predictive efficiency is the sum of
such variances. If we want to include the information available on the
spatial behavior of the MSRF in these p linear functions, we have to build
them starting from a measure of the spatial variation itself, i.e., the set of
cross-variogram matrices. We might work with spatial covariance matrices,
but in this case we would be bound to the second order stationarity
assumption. Let 1(h)=E(Z(s i)&Z(sj))(Z(s i)&Z(s j))T be the cross-vario-
gram matrix where h=h0 , ..., hmax is the value of dist(si , sj). Notice that
1(h) are symmetrical and non-negative definite matrices, while spatial
cross-covariance matrices are not.
As the study of the joint variation in space of the SRF for all value of
the distance between sites is our primary interest, we have to synthesize the
information contained in the Nh=|[h : h0hhmax]| cross-variogram
matrices. Using an idea proposed in Di Bella and Jona-Lasinio (1996) a
convenient choice in this direction is to build a synthesis matrix and apply
it to PCA. We build the following synthesis matrix:
1= :
hmax
h=h0
1(h). (12)
Other choices are possible; for instance, we can weight each cross-
variogram matrix according to some weights system chosen, say, to
balance for boundary effects. However, for the technique to work we need
a synthesis matrix built as a summation over the index h.
In fact the choice of (12) as a synthesis matrix allows further developments
in the explorations of the dataset. Through the spectral decomposition of
1 we find the principal components representation we are looking for and
develop more tools for the exploration of the MSRF. More precisely, let
1=5$95, (13)
where 5 is the k_k matrix of eigenvectors and 9 is the (diagonal) matrix
of 1 ’s eigenvalues. Due to the way we built 1, each eigenvalue can be
written in terms of ‘‘contributions’’ given to its value by every value of the
distance
i=!Ti 1!i=:
h
!Ti 1(h) !i (i=1, ..., k)
and for each i we define the following quantity:
hi*=arg max
h
[!Ti 1(h) !i]. (14)
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Notice that when the MSRF is second order stationary and we use a
symmetrized version of the spatial covariance matrix, i.e., C(h)= 12 (C(si , sj)
+C(si , sj)), where dist(s i , sj)=h (see, for instance Cressie, 1993) we can
write
1(h)=C(0)&C(h),
where C(0) and C(h) are the spatial covariance matrices computed at
dist(si , sj)=0, h; hence
1= :
hmax
h=h0
1(h)= :
hmax
h=h0
(C(0)&C(h)). (15)
Mimicking the univariate setting, from (15) we can interpret hi* as the
range of the variogram on the ith principal component, as hi*=arg minh
[!Ti C(h) ! i]. The first eigenvalue takes into account the largest amount of
the variability of the dataset; h1* can be seen as a global range for the cross-
variogram of the MSRF. In other words we define the range of the cross-
variogram to be the range of the univariate variogram of the first principal
component obtained from the singular value decomposition of 1.
This definition can be used in several ways.
v Comparing h1* to hmax we have empirical evidence of the type of
spatial dependence that we have. For instance, if h1* is close to hmax we
have to question our assumption of second order stationary MSRF or we
can take it as empirical evidence that our sample is too small to account
for the spatial variation of the MSRF.
v We can define an influence zone around each location. More
precisely we define the influence zone of site sj as the set [si : d(si , sj)
h1*, i{ j]. For instance this notion may be useful in defining neighborhood
relations in the construction of a subsequent model.
v In the estimation of the proposed model (see Section 3.1).
3.1. Estimation and Testing
To estimate the proposed model we can proceed by first computing the
h1* value. Then we can use observations at a distance greater than h1* to
estimate C*(0)=TTLT and then invert (2.6) by computing Y(s)=
TTL&12Z(s). In order to verify the goodness of fit of the model notice that,
if 1 (h) is the cross-variogram of Y, its off-diagonal elements must be zero
under the null hypothesis. We can use this fact and build the following
statistic which should be small under H0 :
’=
2
k(k&1) Nmax
:
k
j=1; i< j
:
hmax
h=h0
#^ij (h). (16)
306 GIOVANNA JONA-LASINIO
The distribution of this statistic can be easily simulated especially when Y ’s
are Gaussian random variables such that Y (i)(sr)&Y (i)(sr $)tN(0, 2#*(i)(h))
(d(sr , sr $)=h) and Cov((Y (i)(sr)&Y (i)(sr$))(Y ( j)(sr)&Y ( j)(sr $)))=v*(i)(0) $ij .
Then the random variable ’ can be written as a summation of products of
Gaussian r.v.’s,
’t
2
k(k&1) Nmax
:
k
j=1; i< j
:
hmax
h=h0
1
Nh
N(0, 2#*(i)(h)) N(0, 2#*( j)(h)), (17)
where Nh is the number of locations used in computing #^ij (h).
4. DETECTING ANISOTROPY
By further decomposing the matrix 1 we propose a procedure to assess
empirical evidence of anisotropic behavior. More precisely, consider a
MSRF observed on a regular grid over which we can identify at least two
different directions, say horizontal and vertical, by superimposing
Cartesian axes. In this setting we can define the matrices (difference
operators) 2ho(h) and 2v(h) such that 2ho(h) Z returns the first order
differences between sites at distance h along the horizontal direction and
2v(h) Z gives the first order differences along the vertical direction. Each
cross-variogram matrix can be written as
1(h)=E[(2ho(h) Z)(2ho(h) Z)T]+E[(2v(h) Z)(2v(h) Z)T]
=1ho(h)+1v(h). (18)
As a consequence 1 can be written as
1=:
h
:
d
1d (h) d=ho, v (19)
and we can further decompose each eigenvalue:
i=:
h
!Ti 1(h) !i=:
h
!Ti 1ho(h) ! i+:
h
!Ti 1v(h) !i (20)
From (20) we find two values for h1* , one for each direction. Assuming that
our sample is large enough to account for the entire spatial variation and
under the isotropic assumption, we expect these two values to be very close
(almost the same). This line of thought can be extended to any kind of
sampling scheme. The only tool we need is the first order difference
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operator in a chosen direction. We can build them easily borrowing algo-
rithms from graph theory as in Di Bella and Jona-Lasinio (1996), where
this same idea has been developed to compute local covariance matrices
(Banet and Lebart, 1984).
Then linking exploration of the MSRF and simulation we can outline
the following procedure for gridded data:
(1) We compute h*1j where j=ho, v, ... assumes as many values for as
many directions we choose to investigate.
(2) We compute |h*1, j&h*1, l | with j{l.
(3) We simulate from the null hypotheses, for instance using the
model proposed in Section 2. with C*(0) equal to the sample covariance
matrix of the real dataset and the sample scheme used to collect the data
(for instance a regular grid for gridded data, a transect for transect data).
(4) From the simulations we build the frequency distributions of our
statistics and use them to verify if the data are isotropic.
5. SIMULATIONS
Extensive simulation studies on transect data have been carried in
Capobianchi (1998) using the model proposed in Section 2, focusing on the
use of h1* and h2* to assess empirical evidence for the type of spatial varia-
tion present in the dataset and in more than 900 of the simulations the
right structure is found. In Capobianchi and Jona-Lasinio (1998) a brief
report of simulations (always on transect data) on intrinsic and second
order stationary MSRF is reported, showing how the use of h* allows us
to distinguish between the two types of SRF.
5.1. Testing for Anisotropy
In this section we focus our attention on lattice data and the use of h*1j
to detect anisotropy. Our simulations are all run under the null hypothesis
that the MSRF is isotropic.
In order to verify if the shape of the lattice influences the chosen statistic
h1*, several grid designs have been considered. In every simulation we
generate a MSRF with four components using the proposed model and
local covariance structure given by (10) and (11). The variogram structure
is the same for all components: a spherical variogram with sill 1 and
range 2, the Euclidean distance is used. Each simulated grid is a regular lat-
tice of unitary squares. In the simulations reported in Table I the local
variability is given by (10) and the following spatial structures have been
used: (a) 4_4 grid, (b) 6_4 grid, (c) 8_8 grid, (d) 8_12 grid. Then the
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TABLE I
Simulations of Isotropic Second Order Stationary MSRF’s ( 0) (500 Samples)
<1 <- 2 <1 <- 2 <1 <- 2 <1 <- 2
(a) (a) (b) (b) (c) (c) (d) (d)
First eigenvalue
|hho&hv | 49.8 98.2 92.2 96.0 94.6 94.6 55.4 86.6
|hd&hv | 62.8 99.6 91.2 98.4 92.4 97.4 89.4 91.2
|hd&hho | 64.4 99.4 39.8 82.8 91.0 96.6 87.2 96.4
2nd eigenvalue
|hho&hv | 46.60 94.60 25.60 99.60 60.80 94.00 56.60 90.80
|hd&hv | 52.20 99.20 90.00 92.00 87.80 97.80 92.80 94.60
|hd&hho | 47.40 98.60 50.60 65.00 83.80 96.60 84.80 96.00
matrix 1 is computed as in (19) considering three directions: horizontal,
vertical, and diagonal. The first eigenvalue is decomposed as in (20) and
the maximum contribution in each direction is determined (h*ho , hv*, hd*).
As we are simulating an isotropic MSRF, we expect these values to be very
similar. Being the maximum value of the Euclidean distance between two
adjacent locations equal to - 2 we accept as ‘‘equal’’ two values of hj*
( j=ho, v, d ) such that the absolute value of their difference is strictly less
than that amount.
From Table I we can see that what seems to be relevant is the number
of sites we use to compute 1j (h) in a given direction and not the overall
shape of the grid (compare the 6_4 grid with the 8_12 grid). The first
eigenvalue accounts (on the average) for the 400 of the total variation.
Furthermore comparing the lattice simulations with the transect ones in
Capobianchi (1998), we claim that the sample scheme does not affect the
accuracy of the method.
We applied the same procedure to the second eigenvalue (see Table I)
which accounts for an additional 280 of the total variation (on the
TABLE II
Simulations of Isotropic Second Order Stationary MSRF’s:
Highly Correlated Components ( 0) (500 Samples)
<1 <- 2 <1 <- 2 <1 <- 2 <1 <- 2
(a)0 (a)0 (b)0 (b)0 (c)0 (c)0 (d)0 (d)0
|hho&hv | 96.00 96.00 36.0 99.8 61.20 93.60 59.20 90.80
|hd&hv | 59.20 98.80 93.00 100.00 89.00 96.00 90.20 92.20
|hd&hho | 59.20 99.00 45.00 66.40 88.40 98.00 86.20 95.8
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average). In all the simulations we found the same pattern described by the
first eigenvalue. Only the horizontaldiagonal differences for the 6_4 grid
differ; in this case only 650 of the simulations seem to confirm the
isotropic assumption; however, 1000 of the absolute differences are strictly
less then 2 - 2. This may be due to the difference in the number of loca-
tions we used to compute 1ho(h) and 1d (h), with the overall sample size
being relatively small (compare to the 8_12 grid).
Clearly how representative the first principal component is of the whole
MSRF depends on how the components of the field we simulate are
correlated. We run a second set of simulations using a local covariance
structure given by (11) (Table II). This set of simulations differs from that
in Table I only for the type of dependence between the SRF components.
The first eigenvalue accounts for an average 600 of the total variation.
Again only the 6_4 grid shows a different behavior; however, in all the
FIG. 4. Non-parametric estimate of ’’s density, 1000 sample points.
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simulations the statistic |hj*&hl* | ( j{l ) is strictly less than 2 - 2, our
suggestion is then to use the threshold of 2 - 2 when the sample size is
small and the grid is not square.
Remark. We expect the range of the simulated MSRF to belong to the
interval [1.5, 3.5]. The computed h*1j ( j=ho, v, d ) assumes values in this
class from a minimum of 96.60 to a maximum of 1000 of the simulations
enforcing Capobianchi’s results.
Estimation of ’’s density. In order to have a better idea about the
density of the statistic (16), we estimated it non-parametrically for an 8_8
regular grid where we assume a second order stationary isotropic Gaussian
MSRF with four components has been observed. In Fig. 4 the kernel
estimation (Gaussian kernel with bandwith 0.5) of the density of the
statistics ’ is obtained from a sample of 1000 simulations.
Then we generated 1000 samples from our model applied on a 8_8
regular grid with local variability given by (11) and spherical variogram
(sill 1, range 2) for each component and computed ’ for each sample. We
obtain a coverage of 93.80 of the 950 interval and of 97.70 of the 990
one (two sided hypothesis).
6. AN APPLICATION TO MARINE DATA:
THE CALCOFI DATASET
As an example of the usefulness of our methodology in a practical setting
we apply the proposed technique and test for anisotropic behavior to a set
of multivariate data extracted from the CalCOFI dataset.
The CalCOFI monitoring program started in 1949; a brief history of the
program is given in Hewitt (1988). The present program consists of quar-
terly survey cruises which occupy a grid of 66 stations in the Southern
California region. Cruises are designated by the year and month; e.g., cruise
9501 sampled in January 1995. Station locations are designated by a line
and station number; e.g., 90.60 represents station 60 on CalCOFI line 90.
The core time series dataset now collected at each station on the
quarterly CalCOFI cruises includes a CTDRosette cast with sensors for
pressure, temperature, salinity, dissolved oxygen, PAR (photosynthetically
active radiation), fluorescence, and transmissivity. Water samples are
collected with 10-l sample bottles at 2024 depths in the upper 500 m for
determination of salinity, dissolved oxygen, nutrients (NO3 , NO2 , PO4 ,
SiO3), phytoplankton pigments (chlorophyll-a and phaeophytin), and
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primary production (14C uptake at one station per day). Oblique and
surface (neuston) net tows (0.505 mm mesh) are taken at each station.
Continuous near-surface measurements of temperature, salinity, and
chlorophyll fluorescence are made from water pumped through the ship,
and the data are logged at 1-min intervals. Doppler current profiler
(ADCP) data are also recorded continuously. The ADCP data provide a
measure of zooplankton biomass based upon acoustic backscatter as well
as a measure of upper ocean currents. The methods are described in more
detail in the CalCOFI cruise data reports (Scripps Institution of
Oceanography, 1995). CalCOFI hydrographic data and information about
recent activities can be accessed via the World Wide Web (http:www.
mlrg.ucsd.educalcofi.html).
In our example we consider six variables measured at a depth less then
3 m, temperature, salinity, oxigen, phosphate, silicate and NO2 . Here we
consider two cruises in February and August 1996. We analyze them
separately, as pure spatial processes and the geographical coordinates have
been transformed to Universal Transverse Mercator (UTM) coordinates in
order to allow the use of Euclidean distance.
Our main concern is to verify for possible anisotropic behavior and
characterize the different water mass present in the region. In order to
enforce second order stationarity assumptions and to obtain regular grids,
we analyzed the data according to a 6_5 grid composed of regular squares
with approximately 73-km sides. The grid includes stations from 77.60 to
FIG. 5. CalCOFI station map (picture from CalCOFI Web site).
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93.100. Others spatial arrangements of the observed locations have been
considered, all giving the same results. In order to remove scale differences
between the observed variables, we removed the sample mean and standard
deviation. The map of CalCOFI stations is drawn in Fig. 5. CalCOFI
stations map (picture from CalCOFI web site) As a first step in the study
of the spatial variation of this dataset we perform PCA using the matrix 1.
For the February cruise, the first principal component is characterized
by the opposition between temperature on one hand and all the other
variables on the other. The second component follows the variation of the
salinity, which was poorly represented on the first axes. For the month of
August the first axis is characterized by temperature and salinity, oxyigen
and phosphate have relatively high scores (in absolute value) too with
opposite sign. The second component is characterized by salinity, oxyigen,
and phosphate with high positive scores and temperature and silicate with
negative scores. For both cruises the first two principal components are
enough to account for 90.860 of the total variation in the February
dataset and 95.530 of the total variation of the August dataset.
FIG. 6. CalCOFI data cruise 9602. Stations plotted on the first principal components,
February 1996.
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FIG. 7. CalCOFI data cruise 9608. Stations plotted on the first principal components,
August 1996.
In Figs. 6 and 7 the stations included in the 6_5 sample are plotted on
the surface representation of the first principal component.
We compute h*ho, i , h*v, i , h*d, i (i=1, 2); results are collected in Table III.
In order to compare empirical values with simulated ones, we divide
|h*j, i&h*l, i | ( j{l=ho, v, d ) by 73 km to map our 6_5 grid into a regular
grid of unitary squares. To verify if the assumption of isotropic behavior is
TABLE III
CalCOFI Data, 6_5 grid, 1996
|hho&hv |73 |hd&hv |73 |hd&hho |73
Cruise
(first eigenvalue)
February 1 1.8 0.8
August 0.01 0.79 0.78
Cruise
(second eigenvalue)
February 0.01 1.6 1.61
August 1.03 0.87 0.16
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TABLE IV
Simulation under the Null Hypothesis
6_5 Grids (1000 Samples)
August February
<1 <- 2 <1 <- 2
|hho&hv | 47.0 93.6 46.8 92.9
|hd&hv | 70.9 97.4 71.6 96.9
|hd&hho | 67.8 98.8 60.7 97.3
acceptable for both cruises, we simulate a second order stationary isotropic
MSRF using the proposed model. To each component we assign a spherical
variogram with sill 4 and range 2, a choice made by analyzing the spatial
variability of the first and second principal components. The local variability
is given by the sample covariance matrix of each cruise. In Table IV the
results of such simulations are shown.
Comparing Table III with Table IV we can reject the isotropy assumption
for the February cruise due to the fact that |hd&hv |73 is greater than
- 2. In fact in Fig. 6. a different behavior of the MSRF along the diagonal
direction (south-west) is evident.
Indeed the region explored in the February 1996 cruise was charac-
terized by an atypical onshore jet flow located in the offshore part of the
survey between transects 87 and 90. This jet, when present, interrupts the
flow of the southerly moving California current and contributes to local
mixing of two dominant water masses. Anisotropy with respect to physical
and chemical water mass properties is expected under such conditions,
particularly along the southwest portion of the region where the dynamic
height anomolies suggest mixing is greatest. In contrast, the August cruise
deals with a relatively stable region. The flow pattern is largely charac-
terized by the southerly flowing California current offshore with a well-defined
eddy south of the Channel Islands. This single water mass has locally
homogeneous physical and chemical properties.
CONCLUDING REMARKS
The proposed exploratory technique allows us not only to reduce the
dimensionality of the problem keeping spatial information along the
analysis, but also to develop several new tools to assess information on the
dependence structure of the dataset. The statistic h* can be easily used to
define neighborhood relationships between sites; in other words, we can
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define an influence zone around each observed location as sketched in
Section 3. This influence zone can be seen as the neighborhood of a given
site. For instance, this idea has been applied to a dataset composed of 110
spatial units on which we observe 50 variables (from the 1991 Italian
census) and 11 variables related to the electoral competitions held in Rome
during the years from 1994 to 1996. The space component is an irregular
grid whose elements are the toponomastic units in which the town is divided.
Special attention is given to the increasing phenomenon of abstentions. The
aim of the study was to quantitatively confirm the characterization of
city neighborhoods hypothesized by sociological studies (Mancuso, 1998).
Results were highly consistent with the sociological analysis and with
previous studies using multiway techniques. Furthermore our method
proved to be computationally efficient. As this last example shows, the
application of the proposed technique is not confined to the study of
strictly quantitative phenomena. The election data application illustrated
how through data transformation and the choice of the appropriate type of
distance the proposed method can be easily (and successfully) applied to
frequency data.
The use of PCA as the main tool for dimensional reduction of the
problem is enforced by the fact that this ordination procedure is the one
that mostly preserves information based on second moments of the dataset.
The model developed in Section 2 gives us a very simple way to build
MSRF with a given spatial structure. But it is not just a tool for simula-
tions, it is a model, in the stream of linear geostatistical models, that allows
a clear interpretation of the model’s coefficients giving further insight in the
understanding of the variability structure of the MSRF.
Further developments are definitely possible, our main interest being the
extention of these tools to multivariate spatial-temporal dataset.
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