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Résumé :
Le raisonnement à partir de cas a pour objectif de
résoudre un problème par adaptation de la solution
d’un problème déjà résolu qui a été sélectionné dans
une base de cas. Cet article présente une approche
de l’adaptation appelée adaptation conservatrice et qui
consiste à garder le plus possible de la solution à adap-
ter, tout en assurant la consistance avec le contexte du
problème à résoudre et les connaissances du domaine.
Cette idée peut être liée à la théorie de la révision : la
révision d’une ancienne base par une nouvelle consiste
à effectuer un changement minimal sur la première tout
en étant cohérent avec la deuxième. Cela conduit à une
formalisation de l’adaptation conservatrice sur la base
d’un opérateur de révision en logique propositionnelle.
Puis, cette théorie de l’adaptation conservatrice est
confrontée à une application à l’aide à la décision à par-
tir de cas en cancérologie : un problème de cette appli-
cation est la description d’un patient atteint d’un cancer
du sein et une solution, une recommandation thérapeu-
tique. Des adaptations effectuées par des experts qui
peuvent être modélisées par des adaptations conser-
vatrices sont présentées. Ces exemples montrent par
exemple une façon d’adapter des traitements contre-
indiqués ou des traitements inapplicables.
Mots-clés : raisonnement à partir de cas, raisonnement
à partir de cas et de connaissances du domaine, adap-
tation, adaptation conservatrice, théorie de la révision,
représentation logique des cas, application en cancéro-
logie
Abstract:
Case-based reasoning aims at solving a problem by the
adaptation of the solution of an already solved pro-
blem that has been retrieved in a case base. This paper
defines an approach to adaptation called conservative
adaptation; it consists in keeping as much as possible
from the solution to be adapted, while being consistent
with the context of the problem to be solved and with
the domain knowledge. This idea can be related to the
theory of revision: the revision of an old knowledge
base by a new one consists in making a minimal change
on the former, while being consistent with the latter.
This leads to a formalization of conservative adapta-
tion based on a revision operator in propositional logic.
Then, this theory of conservative adaptation is confron-
ted to an application of case-based decision support to
oncology: a problem of this application is the descrip-
tion of a patient ill with breast cancer, and a solution, a
therapeutic recommendation. Examples of adaptations
that have actually been performed by experts and that
can be captured by conservative adaptation are presen-
ted. These examples show a way of adapting contrain-
dicated treatment recommendations and treatment re-
commendations that cannot be applied.
Keywords: case-based reasoning, knowledge-
intensive case-based reasoning, adaptation, conserva-
tive adaptation, theory of revision, logical representa-
tion of cases, application to oncology
1 Introduction
Le raisonnement à partir de cas (RÀPC [21])
a pour objectif de résoudre un problème à
l’aide d’un ensemble de problèmes déjà ré-
solus. Le problème à résoudre s’appelle pro-
blème cible, dénoté par cible dans cet ar-
ticle, et les problèmes déjà résolus sont les
problèmes sources, dénotés par srce. Un cas
est la représentation d’un épisode de réso-
lution de problème, c’est-à-dire qu’il repré-
sente au moins un problème pb et une so-
lution Sol(pb) de pb : un tel cas est dé-
noté par un couple (pb, Sol(pb)). Un pro-
blème source, srce, est un problème qui a
déjà été résolu en une solution Sol(srce). Le
couple (srce, Sol(srce)) est un cas source
et l’ensemble des cas sources est la base de
cas. On distingue classiquement trois étapes
du RÀPC : la remémoration, l’adaptation
et la mémorisation. La remémoration sé-
lectionne un cas source (srce, Sol(srce))
jugé similaire à cible, selon un certain cri-
tère de similarité. L’adaptation a pour ob-
jectif de résoudre cible en s’appuyant sur
le cas remémoré (srce, Sol(srce)). Ainsi,
une adaptation qui réussit donne une solution
Sol(cible) de cible, en général par mo-
dification de Sol(srce). Finalement, la mé-
morisation évalue l’utilité de stocker le nou-
veau cas (cible, Sol(cible)) dans la base
de cas et le stocke effectivement, si c’est utile.
Les approches knowledge intensive (à défaut
de trouver une traduction satisfaisante) du
RÀPC sont celles pour lesquelles les connais-
sances du domaine jouent un rôle fondamen-
tal (et pas uniquement la base de cas) [1].
C’est le cas pour l’adaptation conservatrice,
comme nous allons le voir ci-dessous.
Le RÀPC et l’adaptation. En général, on
considère que le RÀPC s’appuie sur le prin-
cipe suivant :
Des problèmes similaires ont des solutions
similaires. (principe du RÀPC)
Ce principe a été formalisé dans [9] par
T (Sol(srce), Sol(cible)) > S(srce, cible)
(traduit avec nos notations) où S et T
sont des mesures de similarité respectivement
entre problèmes et entre solutions. Il y a plu-
sieurs façons de spécifier l’étape d’adaptation
en accord avec le principe du RÀPC, à com-
mencer par l’adaptation nulle :
Sol(cible) := Sol(srce)
(adaptation nulle)
L’adaptation nulle est justifiée dans [21] par
la phrase « People often do very little adap-
tation. » Une limite de l’adaptation nulle
est le fait que l’affirmation « Sol(srce) ré-
sout cible » peut être contradictoire avec les
connaissances du domaine. Dans ce cas, une
stratégie pour l’adaptation est la suivante :
Sol(cible) est obtenue en gardant de
Sol(srce) le plus possible tout en
conservant la cohérence.
(adaptation conservatrice)
L’adaptation conservatrice tend à res-
pecter le principe du RÀPC au sens
où elle tend à rendre la similarité
T (Sol(srce), Sol(cible)) maximale.
Plan de l’article. La section 2 décrit le prin-
cipe de l’adaptation conservatrice plus en dé-
tail. Elle fait le lien entre cette approche de
l’adaptation et la théorie de la révision : les
deux s’appuient sur la notion de changement
minimal. La section 3 présente les principes
de base de la théorie de la révision. Cette
théorie consiste en un ensemble de postulats
qu’un opérateur de révision doit satisfaire. La
section 4 donne une formalisation de l’adap-
tation conservatrice fondée sur un opérateur
de révision donné. Ce travail est motivé d’un
point de vue pratique par une application en
cancérologie : le système KASIMIR, pour le-
quel un problème représente une classe de pa-
tients et une solution, une proposition de trai-
tement pour ces patients. La section 5 montre
comment certaines adaptations effectuées par
les experts dans ce cadre peuvent être modé-
lisées par l’adaptation conservatrice. La sec-
tion 6 discute ce travail et la section 7 présente
des conclusions et des perspectives.
2 Principe de l’adaptation conser-
vatrice
Considérons l’exemple suivant :
Example 1 Léon a invité Carole et veut lui
préparer un repas qui lui plaise. Son pro-
blème cible peut être défini par les carac-
téristiques alimentaires de Carole. Suppo-
sons que Carole soit végétarienne (dénoté
par la variable propositionnelle v) et qu’elle
a d’autres caractéristiques (dénotées col-
lectivement par a), non détaillées dans cet
exemple : cible = v ∧ a. De son expérience
en tant que hôte, Léon se rappelle avoir in-
vité Simone il y a quelques temps et il pense
que celle-ci ressemble beaucoup à Carole,
du point de vue de ses goûts alimentaires, à
l’exception du fait qu’elle n’est pas végéta-
rienne : srce = ¬v∧a. Il a proposé à Simone
un repas avec une salade (s), du bœuf (b) et
un dessert (d), et elle a apprécié les deux pre-
miers mais n’a pas mangé de dessert. Léon
a alors retenu le cas (srce, Sol(srce)) avec
Sol(srce) = s ∧ b ∧ ¬d. Par ailleurs, Léon
a certaines connaissances a propos de l’ali-
mentation : il sait que le bœuf est de la viande,
que la viande et le tofu sont des aliments
riches en protéines et que les végétariens ne
mangent pas de viande. Ses connaissances du
domaines sont donc modélisées par :
CDLéon = (b→ vi) ∧ (vi→ p) ∧ (t→ p) ∧ (v→¬vi)
où b, vi, t et p sont les variables propo-
sitionnelles pour « il existe du bœuf/de la
viande/du tofu/de la nourriture riche en pro-
téine qui est apprécié(e) par l’invitée ». Se-
lon l’adaptation conservatrice, quel repas de-
vrait être proposé à Carole ? Sol(srce) n’est
pas une solution satisfaisante pour cible :
Sol(srce)∧ cible ∧ CDLéon est insatisfiable.
Cependant, les informations s et ¬d peuvent
être gardées dans Sol(srce) afin de résoudre
cible. De plus, la contradiction porte sur le
fait que le bœuf proposé est de la viande, pas
sur le fait que c’est une nourriture riche en
protéine. Ainsi, une solution de cible sui-
vant le principe de l’adaptation conservatrice
pourrait être s ∧ p ∧ ¬d. Une autre pour-
rait être de remplacer le bœuf par du tofu :
s ∧ t ∧ ¬d.
Comme cet exemple l’illustre, le processus
d’adaptation consiste en un déplacement du
contexte source vers le contexte cible. Si ce
processus est conservateur, alors ce déplace-
ment doit se faire avec un changement mini-
mal et, en même temps, doit conduire à une
solution cohérente avec le contexte cible. Les
deux concepts sont interprétés dans le cadre
de connaissances « permanentes », i.e. indé-
pendantes d’un contexte particulier, à savoir
les connaissances du domaine. Ainsi, l’adap-
tation conservatrice s’appuie sur trois types
de connaissances :
(BC1) Les connaissances précédentes, qui
peuvent être modifiées (mais doivent l’être
de façon minimale) : ce sont les connais-
sances en lien avec le contexte du problème
source et de sa solution ;
(BC2) Les nouvelles connaissances, qui ne
peuvent pas être modifiées durant ce pro-
cessus : ce sont les connaissances liées au
contexte du problème cible ;
(CD) Les connaissances permanentes (vraies
dans tout contexte), i.e., les connaissances
du domaine du système de RÀPC consi-
déré, p. ex., l’ontologie contenant les
termes du vocabulaire avec lequel les cas
sont représentés.
La question qui se pose est « Quel change-
ment minimal doit être effectué sur la base
de connaissances BC1 pour être en cohérence
avec la base de connaissances BC2 ? » Quand
BC1 et BC2 ne sont pas contradictoires, il n’y
a pas de raison de changer BC1 et l’adaptation
conservatrice donnera un résultat impliquant
logiquement BC1, ce qui revient à une adapta-
tion nulle.
Ce principe du changement minimal de base
de connaissances se retrouve dans la théorie
de la révision : étant donné deux bases de
connaissances ψ et µ, la révision de ψ par µ
est une base de connaissances ψ ◦ µ qui en-
traîne µ et effectue un changement minimal
sur ψ pour être cohérent [3].
BC1 et BC2 doivent chacun être cohérent
avec les connaissances du domaine CD.
Ainsi, l’adaptation conservatrice consiste,
étant donné un opérateur de révision ◦, à cal-
culer (CD ∧ BC1) ◦ (CD ∧ BC2) et à inférer de
cette nouvelle base de connaissances les in-
formations qui sont relatives à Sol(cible).
Par conséquent, avant de formaliser l’adap-
tation conservatrice, il est nécessaire d’intro-
duire la notion d’opérateur de révision.
3 Révision d’une base de connais-
sances
La révision d’une base de connaissances a été
formalisée indépendamment d’une logique
particulière par la « théorie AGM de la révi-
sion [3] ». Les postulats AGM ont été adaptés
au cas propositionnel dans le cadre d’une ap-
proche sémantique de la révision par [15] et
c’est ce travail qui est présenté ici, puisque
notre papier se limite à ce formalisme.
Préliminaires. Les formules proposition-
nelles sont construites sur V , un ensemble
de variables propositionnelles, supposé fini
dans cet article. Une interprétation I est une
fonction de V dans la paire {vrai, faux}.
Si a ∈ V , I(a) est aussi dénoté par aI .
I est étendu à l’ensemble des formules de
la manière usuelle ((f ∧ g)I = vrai ssi
fI = vrai et gI = vrai, etc.). Un modèle
d’une formule f est une interprétation I telle
que fI = vrai. Mod(f) dénote l’ensemble
des modèles de f . f est satisfiable signifie
que Mod(f) 6= ∅. f entraîne g (resp., f est
équivalente à g) est dénoté par f  g (resp.,
f ≡ g) et signifie que Mod(f) ⊆ Mod(g)
(resp., que Mod(f) = Mod(g)), pour deux
formules f et g. Finalement, g f h (resp.,
g ≡f h) signifie que g entraîne h (resp., g est
équivalente à h) étant donné f : f ∧ g  h
(resp., f ∧ g ≡ f ∧ h).
Postulats de Katsuno et Mendelzon. Soit ◦ un
opérateur de révision. ψ ◦ µ est une for-
mule exprimant la révision de ψ par µ,
selon l’opérateur ◦ : ψ est l’« ancienne »
base de connaissances (qui doit être révi-
sée), µ est la nouvelle base de connaissances
(qui contient les connaissances révisant l’an-
cienne). Les postulats qu’un opérateur de ré-
vision en logique propositionnelle doivent sa-
tisfaire sont :
(R1) ψ ◦ µ  µ (l’opérateur de révision
doit retenir toutes les connaissances de
la base de connaissances µ) ;
(R2) Si ψ ∧ µ est satisfiable, alors ψ ◦
µ ≡ ψ ∧ µ (si la nouvelle base de
connaissances n’est pas en contradic-
tion avec l’ancienne, alors toutes les
connaissances des deux bases doivent
être gardées) ;
(R3) Si µ est satisfiable alors ψ ◦ µ est égale-
ment satisfiable (◦ ne conduit pas à une
base de connaissances insatisfiable, à
moins que la nouvelle base de connais-
sances soit elle-même insatisfiable) ;
(R4) Si ψ ≡ ψ′ et µ ≡ µ′ alors ψ ◦ µ ≡ ψ′ ◦
µ′ (l’opérateur de révision suit le prin-
cipe de non pertinence de la syntaxe) ;
(R5) (ψ ◦ µ) ∧ φ  ψ ◦ (µ ∧ φ) ;
(R6) Si (ψ ◦ µ) ∧ φ est satisfiable alors ψ ◦
(µ ∧ φ)  (ψ ◦ µ) ∧ φ.
pour ψ, ψ′, µ, µ′ et φ, cinq formules propo-
sitionnelles. (R5) et (R6) sont moins faciles à
comprendre que (R1) à (R4), mais sont expli-
quées dans [15]. Ces deux postulats sont liés
avec l’idée selon laquelle un opérateur de ré-
vision est censé effectuer un changement mi-
nimal : ψ ◦ µ garde « le plus possible » de ψ
tout en étant cohérent avec µ.
Les opérateurs de révision s’appuyant sur une dis-
tance et l’opérateur de Dalal. Dans [15], une
caractérisation et une étude bibliographique
des opérateurs de révision en logique propo-
sitionnelle est présentée. Ce papier met en
évidence une classe d’opérateurs de révision
fondé chacun sur une distance entre interpré-
tations. Soit dist une telle distance. Pour un
réel δ > 0, soit Gδ la fonction qui associe à
une formule propositionnelle ψ construite sur
un ensemble de variables V une autre formule








I : interprétation sur V
et dist(Mod(ψ), I) 6 δ
}
Gδ réalise une généralisation : ψ  Gδ(ψ)
pour toute formule ψ et tout réel δ > 0. De
plus, G0(ψ) ≡ ψ. Finalement, si 0 6 δ 6 ε,
alors Gδ(ψ)  Gε(ψ). Pour ψ et µ, deux for-
mules satisfiables sur V , soit ∆ la plus petite
valeur δ telle que Gδ(ψ) ∧ µ est satisfiable
(∆ = dist(Mod(ψ), Mod(µ)) réalise ceci :
G∆(ψ) ∧ µ est satisfiable et si δ < ∆ alors
Gδ(ψ) ∧ µ est insatisfiable). ψ ◦dist µ peut
être défini par : ψ ◦dist µ = G∆(ψ) ∧ µ. Si
l’un au moins de ψ et µ est insatisfiable, alors
ψ ◦dist µ ≡ µ. Alors ψ ◦dist µ peut être inter-
prété comme suit : elle est obtenue en généra-
lisant ψ de façon minimale (suivant l’échelle
({Gδ(ψ)}δ,)) afin d’être cohérente avec µ,
et ensuite, elle est spécialisée par conjonction
avec µ.
L’intuition du changement minimal de ψ à
ψ ◦dist µ est lié à la distance dist entre inter-
prétations : ψ ◦dist µ est la base de connais-
sances dont les interprétations sont les inter-
prétations de µ qui sont les plus proches de
celles de ψ, selon dist.
L’opérateur de révision de Dalal ◦D [5] est
un tel opérateur de révision. Il correspond à
la distance de Hamming entre interprétations
définie par : dist(I,J ) est le nombre de
variables propositionnelles a ∈ V telles que
aI 6= aJ . C’est cet opérateur qui a été choisi
dans les exemples de cet article.
4 Formalisation de l’adaptation
conservatrice
La ◦-adaptation conservatrice. On suppose que
les cas et connaissances du domaine du sys-
tème de RÀPC considéré sont représentés
en logique propositionnelle. Pour appliquer
le principe de l’adaptation conservatrice pré-
senté dans la section 2, on définit les bases de
connaissances suivantes :
BC1 = srce ∧ Sol(srce) BC2 = cible
Soit ◦ un opérateur de révision. La ◦-
adaptation conservatrice consiste d’abord à
calculer CCAC = (CD ∧ BC1) ◦ (CD ∧ BC2),
où CD dénote les connaissances du domaine,
puis à déduire de CCAC des connaissances per-
tinentes pour résoudre cible (CCAC repré-
sente les connaissances sur la cible inférée par
adaptation conservatrice).
Exemple. L’exemple 1 (section 2) peut être
traité comme suit :
CD = CDLéon
BC1 = ¬v ∧ a ∧ s ∧ b ∧ ¬d BC2 = v ∧ a
Avec ◦D, l’opérateur de révision de Dalal, on
peut montrer que
CCAC = (CD ∧ BC1) ◦D(CD ∧ BC2)
≡CDLéon v ∧ a︸ ︷︷ ︸
(a)
∧ s ∧ ¬b ∧ ¬vi ∧ p ∧ ¬d
︸ ︷︷ ︸
(b)
Le problème cible = v ∧ a = (a) est consé-
quence de CCAC : cela sera vrai quel que soit
l’opérateur de révision choisi, d’après le pos-
tulat (R1).
Dans l’exemple 1, deux solutions plausibles
étaient proposées : Sol1(cible) = s∧p∧¬d
et Sol2(cible) = s∧t∧¬d. La première peut
être déduite de CCAC : (b)  Sol1(cible).
Mais (b) indique plus précisément qu’un ali-
ment riche en protéine qui n’est pas de la
viande est (devrait être) apprécié par l’invi-
tée : ¬vi ∧ p. Cela n’entraîne pas qu’elle ap-
préciera le tofu. À présent, considérons CD′Léon
la connaissance de Léon avec la connaissance
additionnelle que le seul aliment riche en pro-
téine et disponible chez Léon en dehors de la
viande est le tofu : CD′Léon = CDLéon∧(p→ vi∨
t). En substituant CDLéon par CD′Léon il vient :
CCAC
′ = (CD′Léon ∧ BC1) ◦D(CD
′
Léon ∧ BC2)
≡CD′Léon v ∧ a︸ ︷︷ ︸
(a)
∧ s ∧ ¬b ∧ ¬vi ∧ t ∧ p ∧ ¬d
︸ ︷︷ ︸
(b′)
et (b′)  Sol2(cible).
Les postulats de la révision et l’adaptation conser-
vatrice. Nous pouvons reconsidérer à pré-
sent les postulats (R1) à (R6) dans le cadre
de l’adaptation conservatrice.
(R1) appliqué à l’adaptation conservatrice
donne CCAC  CD ∧ cible. Si cette asser-
tion était violée, cela signifierait qu’il existe
un modèle I de CCAC tel que I 6∈ Mod(CD ∧
cible) = Mod(CD) ∩ Mod(cible), ce qui en-
trerait en contradiction :
– Soit avec la définition du problème
cible (ce qui signifierait que l’adaptation
conservatrice résoudrait un autre problème
cible !) ;
– Soit les connaissances du domaine (qui
doivent être respectées par ce mode d’adap-
tation).
Ainsi, le postulat (R1) empêche ces deux
types de contradiction.
Supposons que CD∧BC1∧BC2 soit satisfiable :
autrement dit srce ∧ Sol(srce) ∧ cible est
consistant étant donné la base de connais-
sances CD. Alors, (R2) entraîne CCAC ≡ CD ∧
BC1∧BC2. Donc, CCAC  srce∧Sol(srce)∧
cible : si cible est consistant avec srce ∧
Sol(srce) dans CD, alors, on peut inférer de
l’adaptation conservatrice que Sol(srce) ré-
sout cible. Cela est cohérent avec le principe
de cette adaptation : Sol(cible) est obtenu
en gardant de Sol(srce) le plus possible, et
si l’affirmation « Sol(srce) résout cible »
n’est pas contradictoire avec CD, alors, l’adap-
tation conservatrice revient à une adaptation
nulle.
(R3) donne : si CD ∧ BC2 est satisfiable alors
CCAC est satisfiable. La satisfiabilité de CD ∧
BC2 = CD ∧ cible signifie que la spécifica-
tion du problème cible ne contredit pas les
connaissances du domaine. Ainsi, (R3) en-
traîne que dès que le problème cible est spéci-
fié de façon cohérente avec les connaissances
du domaine, l’adaptation conservatrice donne
un résultat satisfaisant.
(R4) signifie simplement que l’adaptation
conservatrice suit le principe de non perti-
nence de la syntaxe.
(R5) et (R6) traduisent, selon [15], l’idée de
changement minimal et, dans le contexte de
l’adaptation conservatrice, le fait que celle-ci
fait un changement minimum sur le contexte
source pour être en accord avec le contexte
cible.
5 Application : adaptation conser-
vatrice de traitements du cancer
du sein
La projet KASIMIR a pour objet la gestion de
référentiels en cancérologie (similaires à des
protocoles de décision). De tels référentiels
doivent être adaptés pour certains cas médi-
caux. Cette section montre deux exemples de
telles adaptations effectuées par des experts
cancérologues et comment ces exemples sont
modélisés par l’adaptation conservatrice.
Le projet KASIMIR. Un grand effort de re-
cherche a été mis sur la cancérologie durant
ces dernières décennies dans le monde. Par
voie de conséquence, la complexité de la prise
de décision a beaucoup augmenté dans ce do-
maine. Le projet KASIMIR a pour objet la ges-
tion des connaissances décisionnelles en can-
cérologie. Une grande partie de cette connais-
sance est constituée par des référentiels. Par
exemple, le référentiel du traitement du can-
cer du sein est un document indiquant com-
ment un patient atteint de cette maladie de-
vrait être traité. Ainsi, ce référentiel peut être
vu comme un ensemble de règles Pat −→
Ttt, où Pat dénote une classe de patients et
Ttt, un traitement pour les patients dans Pat.
Malheureusement, pour environ un tiers des
patients, ce référentiel ne peut être appliqué
(par exemple à cause de contre-indications).
En effet, il est impossible en pratique de lis-
ter toutes les situations spécifiques qui em-
pêchent l’application du référentiel : cela
constitue une instance du problème de la qua-
lification [19]. Il a été montré que, dans la
plupart de ces situations, les cancérologues
adaptent le référentiel pour trouver une re-
commandation de traitement (ce qui signi-
fie qu’ils réutilisent le référentiel mais ne se
contentent pas de l’appliquer littéralement).
Plus précisément, étant donné la description
d’un patient cible, cible, une règle Pat −→
Ttt telle que Pat est similaire à cible est
sélectionnée dans le référentiel, et Ttt est
adapté pour correspondre aux particularités
de cible. Si on assimile les règles Pat −→
Ttt à des cas sources (srce, Sol(srce)) —
srce = Pat et Sol(srce) = Ttt — alors
ce processus est un processus de RÀPC, avec
la particularité que les cas sources sont des
cas généraux (aussi appelés ossified cases
dans [21]).
Le système KASIMIR. Le système KASIMIR
a pour objectif d’assister les médecins dans
leurs prises de décision. La dernière version
de KASIMIR est implanté en un portail sé-
mantique (i.e., un portail du Web séman-
tique [10]), utilisant OWL DL comme forma-
lisme de représentation, qui est équivalent à la
logique de descriptions SHOIN (D) [22].
Ce système effectue des applications du ré-
férentiel : étant donné un référentiel écrit en
OWL DL et la description d’un patient, il
met en évidence les traitements que le réfé-
rentiel recommande. Il implante aussi un pro-
cessus d’adaptation fondé sur des connais-
sances d’adaptation [8]. Les études actuelles
visent à acquérir cette connaissance d’adap-
tation de la part des experts et de façon semi-
automatique [7; 6].
L’adaptation conservatrice apparaît comme
une direction prometteuse de recherche pour
KASIMIR, comme le montre la section sui-
vante.
Exemples. Deux exemples correspondant à
des situations réelles sont présentées ci-
dessous et modélisées par des adaptations
conservatrices. Le premier est l’adaptation
d’un traitement contre-indiqué. Le deuxième
est l’adaptation d’un traitement inapplicable.
D’autres exemples d’adaptation conservatrice
liés à KASIMIR sont présentés dans le rapport
de recherche [18]. Notons que ces exemples
ont été simplifiés et que les connaissances
présentées ne sauraient être utilisées comme
connaissances médicales.
Example 2 Certaines hormones du corps hu-
main facilitent la multiplication des cellules.
En particulier, les œstrogènes facilitent le
développement de certaines cellules cancé-
reuses, en particuliers, celles du sein. Une
hormonothérapie est un traitement long qui
vise à inhiber les effets des hormones afin
de réduire le risque d’avoir une nouvelle tu-
meur qui se développe après que les autres
types de traitement (chirurgie, chimiothéra-
pie et radiothérapie) aient été appliqués. Le
tamoxifène est une drogue d’hormonothéra-
pie qui inhibe l’action des œstrogènes sur
les cellules cancéreuses. Malheureusement, le
tamoxifène est contre-indiqué pour les per-
sonnes ayant une maladie du foie. Le réfé-
rentiel du traitement du cancer du sein ne
tient pas compte de cette contre-indication et
les médecins doivent substituer le tamoxifène
par un autre traitement ayant le même béné-
fice thérapeutique (ou un bénéfice thérapeu-
tique similaire). Par exemple, il peuvent utili-
ser des anti-aromatases (drogues non contre-
indiquées pour les personnes souffrant du
foie) à la place du tamoxifène, ou un traite-
ment consistant en l’ablation des ovaires (qui
sont des organes produisant des œstrogènes).
Cet exemple peut être formalisé comme suit.
Les règles du référentiel conduisant à recom-
mander le tamoxifène sont formalisées par
c1 → tam, c2 → tam, . . . cn → tam. Cela peut
s’exprimer par une seule règle c→ tam, où
c = c1∨c2∨. . .∨cn. Cette règle correspond au
cas source (srce, Sol(srce)) avec srce = c
et Sol(srce) = tam. Considérons à présent
une femme atteinte d’un cancer du sein telle
que (1) l’application du référentiel conduit à
recommander du tamoxifène et (2) qui souffre
d’une maladie du foie. Ce cas médical peut
être formalisé par cible = γ ∧ maladie-foie,
où γ est tel que γ CD c (voir ci-dessous). Les
connaissances du domaine sont :





contre-indication au tamoxifène pour
les personnes souffrant d’une mala-
die du foie. x→ anti-oestrogènes pour
x ∈ {tam, anti-aromatases, ovariectomie}
indique que si le traitement x est recom-
mandé alors un traitement anti-œstrogènes
est recommandé. L’ovariectomie consiste en
l’ablation des ovaires.
La ◦D-adaptation conservatrice donne :
CCAC = (CD ∧ c ∧ tam)
◦D(CD ∧ γ ∧ maladie-foie)
≡CD cible ∧ ¬tam ∧ anti-oestrogènes
Si les seuls traitements anti-œstrogènes
qu’on puisse effectuer dans l’unité de
soin en-dehors du tamoxifène sont les
anti-aromatases et l’ovariectomie, alors la
connaissance suivante peut être ajoutée à CD :
anti-oestrogènes→(tam ∨ anti-aromatases ∨
ovariectomie). Avec cette connaissance ad-
ditionnelle, anti-aromatases ∨ ovariectomie
est déduit de CCAC. On peut noter que cet
exemple est très similaire à l’exemple 1 : la
viande est, en un sens, contre-indiquée par les
végétariens.
Example 3 La grande majorité des per-
sonnes souffrant du cancer du sein sont des
femmes (environ 99%). Cela explique pour-
quoi le référentiel du traitement du cancer du
sein a été élaboré pour elles. Quand des mé-
decins sont confrontés au cas d’un homme
atteint de ce cancer, ils adaptent le réfé-
rentiel. Par exemple, considérons un homme
ayant les caractéristiques c, tel que, pour
une femme ayant les mêmes caractéristiques,
le référentiel recommande une mastectomie
totale (ablation du sein), une chimiothéra-
pie au FEC 100 (FEC est un ensemble de
drogues et 100 correspond à la dose) et une
ovariectomie. La chirurgie et la chimiothé-
rapie peuvent toutes deux être appliquées à
un homme, mais pas l’ovariectomie (pour des
raisons évidentes). L’adaptation consiste en
général à garder la chirurgie et la chimiothé-
rapie et à remplacer l’ovariectomie par un
traitement anti-œstrogènes, tel que le traite-
ment au tamoxifène ou aux anti-aromatases.
La règle du référentiel utilisé dans cet
exemple est le cas source (srce, Sol(srce))
avec srce = c ∧ femme et Sol(srce) =
mastectomie-totale ∧ FEC-100 ∧
ovariectomie : mastectomie-totale (resp.,
FEC-100, ovariectomie) dénote les per-
sonnes pour lesquelles une mastectomie
totale (resp., une chimiothérapie au FEC 100,
une ovariectomie) est recommandée. Le
problème cible est cible = c ∧ homme.
Les connaissances du domaine sont celles de
l’exemple 2 (dénotée ci-dessous par CDex. 2),
le fait que l’ovariectomie est impossible pour
un homme et le fait que les hommes ne sont
pas des femmes :
CD =CDex. 2 ∧ (homme→¬ovariectomie)
∧ (¬femme ∨ ¬homme)
L’adaptation conservatrice donne :
CCAC ≡CDcible ∧ mastectomie-totale
∧ FEC-100 ∧ ¬ovariectomie
∧ anti-oestrogènes
Si les seules thérapies anti-œstrogènes pos-
sibles dans l’unité de soin sont les trois men-
tionnées ici, CD peut être remplacé par :






Alors, la ◦D-adaptation conservatrice donne
CCAC′ tel que CCAC′ ≡ CCAC ∧ (tam ∨
anti-aromatases).
6 Discussion
Plusieurs propositions de taxonomies des ap-
proches de l’adaptation ont été proposées
dans la littérature du RÀPC. Dans [18],
l’adaptation conservatrice est située dans plu-
sieurs de ces taxonomies. Ci-dessous, la par-
tie principale de ce travail est présenté.
Adaptation conservatrice et adaptation par généra-
lisation et spécialisation. Dans [21] est intro-
duite l’approche par abstraction et respéciali-
sation de l’adaptation qui consiste en (1) abs-
traire la solution Sol(srce) de srce en une
solution Sol(A) d’un problème abstrait A et
(2) spécialisation de Sol(A) afin de résoudre
cible. Selon [4], cette adaptation devrait plu-
tôt être qualifiée d’approche par généralisa-
tion et spécialisation (versus une approche par
abstraction et raffinement), mais cette distinc-
tion n’est pas faite dans [21].
Chaque exemple d’adaptation conservatrice
présenté dans cet article peut être vu comme
application d’une adaptation par généralisa-
tion et spécialisation. En particulier, dans
l’exemple 3, Sol(srce) est généralisé en
remplaçant ovariectomie par anti-oestrogènes
puis spécialisé en tam ∨ anti-aromatases.
Cette propriété de la ◦D-adaptation conser-
vatrice peut être comprise grâce à la défini-
tion des opérateurs de révision ◦dist (cf. sec-
tion 3).
Adaptation conservatrice et décomposition de pro-
blème. Dans [13], l’adaptation est consi-
dérée selon trois taxonomies. Une d’entre
elles est celle des opérateurs d’adaptation.
Considérons les deux types opérateurs sui-
vants : (1) les opérateurs de décomposition
en sous-buts et (2) les opérateurs d’interac-
tion entre buts. (1) Un opérateur de décompo-
sition en sous-buts vise à décomposer la tâche
d’adaptation en sous-tâches. (2) Un opéra-
teur d’interaction entre buts gère les inter-
actions entre les parties de la solution : il
détecte et répare les mauvaises interactions.
On peut considérer que l’adaptation conser-
vatrice effectue une combinaison des opéra-
tions des types (1) et (2). La spécification du
problème cible — la formule cible — peut
être vue comme la spécification d’un but (le
but étant de trouver une solution consistante
avec cible). Si cible ≡ cible1 ∧ cible2
alors cible1 et cible2 sont deux sous-buts
du problème cible. L’adaptation conservatrice
donne une solution qui est consistante avec
ces sous-buts. Par conséquent, cette approche
de l’adaptation gère l’interaction entre sous-
buts de la même façon qu’une combinaison
d’opérateurs de types (1) et (2). Cependant, si
l’opérateur de révision est considéré comme
une boîte noire, alors la distinction entre (1)
et (2) n’est pas visible.
Adaptation conservatrice et approche par copie,
modification et test. Dans [11], un modèle gé-
néral de l’adaptation en RÀPC est présenté
dans un formalisme de tâches : en s’appuyant
sur l’analyse de plusieurs systèmes de RÀPC
implantant un processus d’adaptation, est
proposé une décomposition hiérarchique de
l’adaptation en tâches et sous-tâches. L’idée
est que, en général, les procédures d’adapta-
tions par transformation implantées dans les
systèmes de RÀPC peuvent être modélisées
suivant ce schéma, en considérant un sous-
ensemble de ces tâches. L’adaptation conser-
vatrice peut être vue comme une façon d’ins-
tancier le sous-ensemble de tâches suivant :
– Copie de la solution (similaire à une adap-
tation nulle) ;
– Sélection et modification des différences
(en enlevant, substituant et/ou ajoutant des
informations) ;
– Test de consistance.
En fait, pour l’adaptation conservatrice, c’est
l’opérateur de révision qui effectue ces
tâches : il effectue un changement minimal
qui peut être vu comme une séquence des
tâches de copie, modification et test. De plus,
elle utilise les connaissances du domaine afin
de sélectionner les caractéristiques à modifier
pour obtenir la consistance.
Par conséquent, l’adaptation conservatrice
peut également être vu comme une instancia-
tion des étapes réutiliser et réviser du cycle
de RÀPC de [2] : l’étape réutiliser est ef-
fectuée par une simple copie et l’étape révi-
ser par un opérateur de révision. On peut no-
ter que, à notre connaissance, l’étape réviser
de ce cycle n’a pas encore été liée à la théo-
rie AGM de la révision : nous n’avons trouvé
qu’un article sur une approche du RÀPC utili-
sant des techniques de révision [20], pas pour
le raisonnement en lui-même, mais pour la
maintenance de la base de cas et d’une base
de règles suite à des évolutions dans le temps
(selon [14], il s’agit plus d’une problématique
de mise à jour que de révision).
7 Conclusion et perspectives
L’adaptation est souvent considérée comme
une tâche difficile du raisonnement à partir
de cas, en comparaison avec la remémora-
tion qui est censée être plus simple à conce-
voir et à implanter. Cet article présente une
approche de l’adaptation qui s’appuie sur la
théorie de la révision : elle consiste à garder
le plus possible du cas source tout en étant co-
hérente avec le problème cible et les connais-
sances du domaine. L’adaptation conserva-
trice est définie et formalisée dans le cadre
de la logique propositionnelle. De plus, des
exemples montrent que l’adaptation conser-
vatrice modélise certaines adaptations effec-
tuées par les experts en cancérologie. Cette
approche de l’adaptation s’appuie fortement
sur les connaissances du domaine : une de ses
caractéristiques notables est que les connais-
sances d’adaptation sur lesquelles elle s’ap-
puie font partie des connaissances du do-
maine CD, par opposition, par exemple, aux
approches de l’adaptation qui s’appuient sur
un ensemble de règles d’adaptation.
La section 6 met en évidence les ressem-
blances entre l’adaptation conservatrice et
d’autres approches générales de l’adaptation
définie dans la littérature du RÀPC, en par-
ticulier, le maintien de la cohérence, l’exten-
sion de l’adaptation nulle et, au moins pour
les ◦dist-adaptations conservatrices, le fait
qu’elles soient des approches par généralisa-
tion et spécialisation.
Plusieurs aspects théoriques de l’adaptation
conservatrice ont été abordés dans [18] et
qui requièrent une étude plus approfondie.
Certains d’entre eux sont présentés ci-dessus.
L’un deux est la conception d’une remé-
moration appropriée à l’adaptation conserva-
trice. Une telle remémoration s’appuie sur
l’hypothèse selon laquelle le résultat d’une
adaptation conservatrice est meilleur que ce-
lui d’une autre adaptation conservatrice si
la première effectue moins de changement
que la deuxième. Cela conduit à préférer le
cas source (srce1, Sol(srce1)) au cas source
(srce2, Sol(srce2)) si ∆1 < ∆2, avec
∆i = dist(Mod(CD ∧ srcei ∧ Sol(srcei)),
Mod(CD ∧ cible)) (i ∈ {1, 2})
Les limites de ce critère de préférence sont
d’une part qu’il est insuffisant pour distinguer
deux cas sources ayant le même ∆i et d’autre
part que son implantation naïve est complexe.
La connaissance sur laquelle l’adaptation
conservatrice s’appuie est CD. Or, cette
connaissance est généralement incomplète
(cf. le problème de la qualification mentionné
à la section 5), ce qui fait qu’une solution in-
férée par cette adaptation peut être contradic-
toire avec les connaissances de l’expert (mais
pas avec CD). De l’analyse de cette contra-
diction, certaines connaissances du domaine
peuvent être acquises et ajoutées à CD : en
s’inspirant de [12], un système de RÀPC peut
apprendre de nouvelles connaissances à partir
de ses échecs. Un travail en cours étudie la
mise en place pratique de cette idée.
L’adaptation conservatrice ne modélise que
certaines adaptations effectuées par les ex-
perts. D’autres adaptations peuvent être mo-
délisées grâce à des extensions de cette ap-
proche de l’adaptation, comme cela est mon-
tré dans [18]. Par exemple, une approche de
l’adaptation consiste en (1) trouver une sub-
stitution σ telle que σ(srce) ≡CD cible,
(2) appliquer σ sur Sol(srce) pour obte-
nir une première solution Sol1(cible) de
cible, et (3) réparer Sol1(cible) afin de
la rendre cohérente avec les connaissances
du domaine. L’étape (3) peut être effectuée
par un opérateur de révision. En particulier,
dans [18], l’exemple bien connu de l’adapta-
tion de la recette du bœuf aux haricots verts en
une recette du bœuf aux brocolis effectuée par
le système CHEF [12] est redécrite en s’ap-
puyant sur l’opérateur de révision ◦D. Cela
montre aussi, plus généralement, que les opé-
rateurs de révisions peuvent être utilisés de
différentes manières comme des outils pour
concevoir des processus d’adaptation.
Une autre perspective est la combinaison de
plusieurs cas sources (srce1, Sol(srce1)), ...
(srcen, Sol(srcen)) pour résoudre un seul
problème cible cible. Il est envisagé d’étu-
dier cette question grâce à la notion de fu-
sion de bases de connaissances proposition-
nelles [16] : étant donné un multi-ensemble
{ψ1, . . . ψn} de bases de connaissances à fu-
sionner et une base de connaissances consis-
tante µ (représentant les contraintes d’inté-
grité), un opérateur de fusion construit une
base de connaissances △µ({ψ1, . . . ψn}) qui
est cohérente avec µ et garde « le plus d’in-
formations possible » des ψi. Cela étend la
notion de révision : ◦ défini par ψ ◦ µ =
△µ({ψ}) est un opérateur de révision. De
la même façon, une approche de combinai-
son des cas qui étend l’adaptation conser-
vatrice consiste à calculer △µ({ψ1, . . . ψn})
avec ψi = CD ∧ srcei ∧ Sol(srcei), pour
i ∈ {1, 2, . . . n} et µ = CD ∧ cible. La perti-
nence de cette approche pour des problèmes
pratiques de combinaison de cas en RÀPC
reste à étudier.
D’un point de vue pratique, le développement
et l’utilisation d’un outil d’adaptation conser-
vatrice à intégrer dans le système KASIMIR
sont des perspectives. Une première implan-
tation de ◦D a été effectuée mais pas optimi-
sée (à titre d’exemple, l’opération de révision
la plus complexe présentée dans [18] s’appuie
sur 16 variables propositionnelles et demande
environ 25 secondes sur un PC actuel).
Une autre perspective pratique est l’intégra-
tion de l’adaptation conservatrice dans le sys-
tème KASIMIR, ce qui soulève deux difficul-
tés. La première est que les cas et les connais-
sances du domaine de KASIMIR sont repré-
sentés en OWL DL, formalisme équivalent à
la logique de descriptions SHOIN (D). Par
conséquent, soit les problèmes d’adaptation
exprimés en OWL DL sont traduits en lo-
gique propositionnelle et résolus dans ce for-
malisme soit un opérateur de révision est im-
planté pour une logique de descriptions com-
patible avec KASIMIR (ce qui demanderait
une formalisation de l’adaptation conserva-
trice en logique de descriptions ; une première
proposition pour cela a été faite dans [18]).
Le deuxième problème d’intégration est lié
au module d’adaptation déjà existant dans
KASIMIR [8], qui s’appuie sur des règles
d’adaptation. Comment l’adaptation conser-
vatrice et cette approche par règles de l’adap-
tation peuvent être intégrées afin de donner
un unique module d’adaptation permettant
des processus d’adaptation complexes (cha-
cun d’eux étant composé d’une adaptation
conservatrice et d’adaptations par règles) ?
Cette question devrait être traitée grâce à des
travaux antérieurs sur la composition et la dé-
composition de l’adaptation [17].
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