Optimization of implicitly defined functions  by Galperin, E.A.
PERGAMON 
An lntemalional Journal 
computers & 
mathematics with appllcf4tlons 
Computers and Mathematics with Applications 44 (2002) 969-977 
www.elsevier.com/locate/camwa 
Optimization of 
Implicitly Defined Functions 
E. A. GALPERIN 
Departement de Mathematiques, Universite du Quebec a, Montreal 
C.P. 8888, Succ. Centre Ville 
Montreal, Quebec H3C 3P8, Canada 
galperin.efimQuqan.ca 
Abstract-Gradient methods for local optimization of implictly defined functions are presented. 
The methods are structurally unstable under data perturbations that create null-points of FV = g, 
where F(z, y) = 0 defines y(r). Then, a set filtration method for global optimization of implictly 
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1. INTRODUCTION 
In recent years, much interest has been aroused by problems involving implicitly defined functions. 
This led to the introduction of a special area on solution methods for such problems in the 
program of the 20th Anthony V. Fiacco Symposium on Mathematical Programming with Data 
Perturbations at the George Washington University, May 21-22, 1998, Washington, DC. This 
research is a response to that interest. 
First, the local optimization of smooth implicit functions y(z) defined by an equation F(z, y) 
= 0, x E Rn, y E R, without constraints, is considered. Cases F,(z, y) # 0 and Fg(z,y) = 0 are 
studied. Necessary stationarity conditions and higher-order sufficient conditions are presented 
that do not require the solution of the equation F(z, y) = 0 nor its numerical approximation by 
point propagation methods. The methods are based on consideration of finite sums of Taylor’s 
expansion for the function w = F(z, y). They are structurally unstable for data perturbations 
that create or approach null-points Far(z, y) = 0, or gv(z, y) = 0 where g(s, y) is a function that 
appears in cases Fg(x, y) 5 0. The phenomenon of possible undecidability of the existence or of 
the kind of an extremum in case Fv(x, y) E 0 is demonstrated. 
Then, a set filtration method is proposed for global optimization of implicit functions y(z) 
defined by an equation F(x, y) = 0, x E R”, y E R, with box constraints, where F : Rn+l + R 
is a Lipschitz continuous computable procedure, such that y(x) is single-valued. The method 
is structurally robust (stable) under data perturbations. Extensions are outlined for problems 
where F is a Holder function and/or constraints are given by Holder functions. 
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2. GRADIENT METHOD FOR DETERMINING IMPLICIT 
LOCAL EXTREMA 
Consider first a function of one variable implicitly defined by the equation 
F(x, Y) = 0, Fv=$#O. (2.1) 
Assuming the existence of all derivatives we may need and writing the total differential of (2.1), 
we get for the implicit function Y = f(z) defined by (2.1) 
4/ F, y’-&=-F,. 
Since at a point of local extremum the derivative y’ = 
stationary (critical) points is defined by the system 
(2.2) 
0 for a smooth function, the set of all 
F(x, Y) = 0, F&c, Y) = 0. (2.3) 
Taking successive derivatives of (2.2), after elementary calculations one can verify the following 
rule. Denote by F, the mth partial derivative with respect to x, that is z, and consider the 
ratios 
r&&Y) = g, Fm=g, (m =2,3,...), (2.4) 
Y 
at stationary points, i.e., on the solutions of (2.3). Note, that ri = 0 by (2.2),(2.3) at a stationary 
point. 
If the first index m for which r, # 0 is odd, then the point at which r, is calculated is not 
an extremum. Otherwise, the stationary point is a minimizer if 
rm -c 0, m even, (2.5) 
or a maximizer if 
rm > 0, m even. (2.6) 
Determining implicit local extrema does not require the solution of (2.1) which may be more 
complicated than system (2.3). 
EXAMPLE 2.1. Consider implicit functions (there are two) defined by the equation 
XY2 - xsy = 2. (2.7) 
System (2.3) has the form 
xy2 - x2y = 2, y2 - 2xy = 0, 
with the unique solution x = 1, y = 2 (note, that by (2.7) we have xy # 0), on which 
(2.3) 
F rq = II -2Y 
&I = 2xy - x2 
=-$.o, 
(192) (19 
thus the point (1,2) is the unique local minimizer of an implicit function defined by (2.7) and 
precisely of that one that passes through the point (1,2). There are no other points of local 
extremum on any of the curves defined by (2.7). The reader can check this by solving the quadratic 
equation (2.7) for y(x), and compare the amount of calculations to determine the extrema in this 
simple example when the solutions of the implicit equation are given by a formula. 
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Consider now a function of several variables implicitly defined by the equation 
F(Xl,. . . ,%Y) = 0, F, = g # 0. (2.9) 
Denote the row of variables in (2.9) by the vector z E R”+’ and consider the function 
w = F(z), F : Rn+' --+ R, (2.10) 
assuming the existence of all partial derivatives we may need. Given h = (hl, . . . , hn+l), consider 
the differential operator 
a 
hv=hlaz, 
+h$+ a 
az2 
... + h,+l- 
ak+l 7 
(2.11) 
with its powers (hV)m defined as powers of the sum in (2.11). The action of this operator is 
given by the formula 
(hV)F = hlg + h2g + s.. + h,+l$, 
n+l 
(2.12) 
and similarly for the powers (hV)“‘, m = 2,. . . . 
Using notations (2.11), (2.12), one can write Taylor’s expansion in a small neighborhood NJ(Q) 
of a point zc as follows 
Aw = F(e) - F(zo) = hVF(zo) + $(hV)2F(zc) + ... + --$(hV)‘Y+,) + ... , 
where h = AZ = z - ze. 
(2.13) 
On the manifold (2.9), we have F(z) = F(Q) = 0, thus Aw EE 0, Vz,Vzo. Using this, returning 
to notations z E Rn, y E R of (2.9) and separating the increment of y from increments in zi in 
the first-order term of (2.13), we get 
(y - yo)F, + V,F(xo, YO)(X - 20) + 2 -$W)mF(~o~ yo) = 0. 
m=2 
Since F, # 0, we have 
y - yo = -+‘&o,~o)(z - 50) - j- c 
II 
m;2 +-)W’T~o~ yo), 
where V,F is the partial gradient with respect to x only. 
From (2.15), (2.9), it follows that, in order that a point (se, ye) be a local extremum, it is 
necessary that the following equations be satisfied: 
VzF(xo, YO) = 0, 00, YO) = 0. (2.16) 
System (2.16) of n + 1 equations with n + 1 unknowns determines all stationary (critical) points 
that may present a local extremum. 
To find out what kind of extremum (min or max), if any, occurs at a point ze, vo, one has to 
consider higher-order terms in (2.15). Note that, due to (2.11), those terms are homogeneous 
forms in hi satisfying the condition 
Qn(Xh) = XmQm(h), &m(h) = (hVF(xo> YO). (2.17) 
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Writing (2.15) in notations (2.17) and using (2.16), we have in a neighborhood of a stationary 
point (~0~ y0) 
Y-YO=- 
O” 1 &m(h) c-- . 
WI=2 m! Fg (mm) 
From (2.18), the following rule is clear. If 
Qdh) <o 
F3/ ’ on the manifold F(z, y) = 0, 
(2.18) 
(2.19) 
then ~0 is a local minimizer and YO is the corresponding local minimum value of the implicit 
function y = f(z) defined by (2.9), in the sense that F(x, f(x)) s 0, Vx. In short, we shall say 
that (20, yo) is a local min-point. 
If the sign in (2.19) is reversed, then (~0, Yo) is a local max-point. 
If the form Qz(h) at (20, yo) is sign-alternate (i.e., depending on hi, or on direction of h), then 
(x0, Yo) is neither a min-point nor a max-point (it may present a saddle point or an inflection 
point). 
Cases of nonstrict inequality in (2.19) require consideration of higher order terms iri (2.18). 
Suppose, for example, that 
Qz(h) <o 
Fv - ’ 
on F(x, y) = 0. (2.20) 
Then, (x0, yo) is a min-point if 
Qdh) <o 
4 ’ 
(2.21) 
If there are points (5,~) where the sign in (2.21) is reversed, then (~0, yo) is neither a min-point 
nor a max-point. 
If the inequality in (2.21) is again nonstrict, one need to consider Q4(h) in (2.18), and so on. 
Note, that Fy(xo, yo) is calculated only once. 
EXAMPLE 2.2. To clarify things, consider again implicit functions defined by (2.7) and optimized 
by the general method. In our case 
F(x,y)=xy2-x’y-220, hl = x - x0 = dx, h2 = Y - YO = dy, (2.22) 
Aw = F(x,y) - F(xo,yo) = F,dx+ Fydy+; dx; +dyd 
2 
8Y > 
F(xo, YO) 
1 
+5 
dx$ +dyd 
> 
3 
aY 
F(xo> YO) 
= (y: - 2~0~0) dx + (2~0~0 - x;) dy 
-2~0 dx* + 2(2yo - 2x0) dx dy + 2x0 dy2] 
+ ; [-6dx2 dy + 6dx dy2] , (2.23) 
where derivatives are calculated at an arbitrary point (~0, ~0). 
In order that (x0, yo) be a stationary point, a candidate for an extremum, system (2.16) should 
be satisfied which in our csse is, of course, the same as (2.8) with the same solution 20 = 1, 
Yo = 2. Calculating F,(zo,y~) at this point, we get F,(1,2) = 3 # 0, in agreement with the 
assumption in (2.9). 
Now, we have to consider the form &2(h) in (2.19). Since F, = 3 > 0, we drop it from 
consideration of signs. From (2.23), we have at (zo,Yo) = (1,2) 
Qz(h) = -4dx2 + 4dxdy + 2dy”, (2.24) 
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which is sign-alternate quadratic form. However, due to F(x, y) = 0 in (2.19), the increments 
dx, dy in (2.24) are not independent. On the manifold F(x, y) = 0 in (2.22), we have 
dF = (y2 - 2s~) dx + (2s~ - x2) dy = 0, (2.25) 
whence 
dy = 2xy - y2 da: 
2xy -x2 
(2.26) 
Now, in (2.24) displacements dx, dy are issued from the point (xc, ys) = (1,2) along the manifold 
dF = 0 of (2.25) passing through that same point which means that partial derivatives in (2.25), 
(2.26) should be taken also at that point, yielding dy = 0 for x = 1, y = 2 in (2.26). Thus, on 
the manifold (2.22) the form Qs(h) is equal 
Q~(h)l~(s,~)=o = -4dx2 < 0, (2.27) 
so that (x0, yc) = (1,2) is the min-point. 
The case FY = 0 in (2.9) invalidates formula (2.15) but not (2.13) nor (2.14). The above general 
procedure may still deliver the points of extrema, not distinguishing between min or max. We 
illustrate it on the following example. 
EXAMPLE 2.3. Consider implicit functions defined by the equation 
sing(x, y) = 1, (x:,~) E R2, (2.28) 
where the function g(x, y) will be specified later. According to the general procedure, let 
F(x, y) = sing(x, y) - 1 = 0. (2.29) 
On the curve (2.29) we have, due to (2.28) 
Fz = sx cos g(x, Y) = 0, Fy = gr, cosg(x, y) = 0, (2.30) 
though implicit function y = f(x) defined by (2.28) may exist. Due to (2.30), linear terms in the 
Taylor series (2.14) are absent, so we have on the curve (2.29) 
AUJ = 2 $ (hTF(xo, YO) 
m=2 
= ; [F&E - ~0)~ + 2Fz,(x - xo)(y - YO) + MY - YO)~] + 2 $&m(h) = 0. 
(2.31) 
m=3 
Calculating second partial derivatives on the curve (2.29), we have 
F,, = - sing(x, y)d + cosg(x, yh = -& 
Fz, = -sxsy, 
Fvy = -9;. 
Substituting (2.32) into (2.31), we obtain 
[gz(x - 20) + sv(y - yo)12 = 2 2 $QmW 
m=3 
If gr,(xs, yo) # 0, then we have from (2.33) 
Y_Yo=-~(x-xo)$ 
I 
112 
. 
(2.32) 
(2.33) 
(2.34) 
974 E. A. GALPERIN 
It follows from (2.34) that the necessary condition for a local extremum at z,-, is 
S&o,Yo) = 0, (2.35) 
in which case (20, yo) may be a point of extremum. 
If gv = 0, then we have to derive an analogue of (2.34) by resolving (2.33) with respect to the 
first nonzero form Qm(h) ( i.e., of the lowest order) actually containing y - yo. Note, that the 
stationarity condition (2.35) remains (otherwise no local extrema) but the existence and the kind 
of extremum may be undecidable. 
To demonstrate the phenomenon, let us take 
d&Y) = ; (XY2 - X2Y) I (2.36) 
so that inverting (2.28) yields 
XY2 - x2y = 2 + 8k, k = 0, fl,. . . , (2.37) 
a countable family of functions which for k = 0 contains those considered in Examples 2.1 and 2.2. 
Solving 
gz = ; (y2 - 2xy) = 0, 
we get y = 2x since xy # 0 due to (2.36),(2.28). Substituting y = 2x into (2.37), we get 
x0 = (1 + 4k)“3, y. = 2(1 + 4k)“3, k = 0, fl, . . . . (2.38) 
At those points, we have 
gV(xo, yo) = ; (2z0yo - x;) = :x; = %(l + 4k)2’3 > 0. 
Relation (2.34) has the form 
Y-yo=f &(l f4qk)2/3 [2g3 $jQm,I 1’2 ’ 
so the existence and the kind of extremum are undecidable by this procedure. However, us- 
ing (2.5),(2.6) with respect to (2.36),(2.38), we have 
grx(xo,yo) = -;yo =--x(1 + 4k)1’3, k = 0, fl,. . . , 
since gl/ > 0, so the points xo = (1 + 4k) ‘I3 of (2.38) present local minima for k = 0, 1, . . . , and 
local maxima for k = -1, -2,. . . , on the curves of (2.28) with g(x, y) of (2.36) passing through 
corresponding points. 
We see that the stationary conditions and the existence of extrema are usually preserved in 
cases of vanishing first partial derivatives but the kind of an extremum may become undecidable 
without additional specific considerations, if any. For this reason, and to include nondifferentiable 
implicit functions, a nongradient method is presented to determine the entire set of all global 
minimizers of an implicitly defined function within a specified bounded region of R*. 
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DETERMINING IMPLICIT GLOBAL EXTREMA 
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Consider a function y = f(z), f : R” -+ R, defined over an axes oriented cube C c Rn with a 
peak at the origin by an equation 
F(Z,Y)=F(Z1,...,5n,Y)=O, XECC Rn, YE [u,b]. (3.1) 
For simplicity, assume that F is such that the function y = f(x) is single-valued and that b-a = c 
where c is the edge of the n-cube C c R”. Assume also that F is Lipschitz continuous, that is 
IF(x, Y) - F (x’, Y’)I I LF 11~ - ~‘11, 2 = (4 Y), z, z’ E c x [a, b]. (3.2) 
REMARK 3.1. Note, that under (3.1),(3.2) th e implicit function y(x) may be non-Lipschitzian, 
example 
F(G Y) = y2 - z, (2, Y) E 10, 11 x P, 11, LF=d%. (3.3) 
Here, F = 0 defines the non-Lipschitzian continuous function y = &, x E [0, I]. This function 
has the obvious minimum y = 0 for x = 0 at which point F, = -1 # 0 and F3/ = 2y = 0. 
The function f : Rn -+ R defined by (3.1) is, in general, unknown and not representable as a 
formula. So, without using the symbol f the global problem can be formulated as follows: 
max y or min y, 
subject to F(x, y) = 0, (Xl Y) E C x 1% bl, (3.4) 
where max, min are understood as global sup, inf. The surface F(x, y) = 0 can be represented 
as the solution of the following global minimization problem: 
min IF(G (x, Y) E c x [a, 4, (3.5) 
whose solution is given by the set 
{X, Y} = {ZC, y : min IF(x, y)I = 0) c C x [a, b]. (3.6) 
Thus, we have two global optimization problems, the first one is (3.5), and the second one is 
max y or min y, Y E y, (3.7) 
with the solution set X” 2 X such that F(X”, y”) = 0, y” E Y, y” = maxyEY y (or min,ey y), 
or in other notations, y” = max,ex y(x) (or minzEx y(x)). 
The Algorithm 
Take an integer N 2 2 and partition the (n $ 1)-cube X x [a, b] into Nn+’ closed subcubes Cj, 
i = 1,...,Jvn+i of the volume (c/N)“+’ each. For subsequent nested partitions apply the 
translated grid generator as follows: for the initial closed cube take an arbitrary representative 
point (x0, yc) E C x [a, b] which after the first partition into {Ci} will be included in one of C,’ (or 
more, if (xc, yc) happens to be on the border of C,‘; in this case, assign (xc,ys) to just one C,!). 
Denote the Ct that carries (x0, yc) by Ci. Move Ci to coincide, in turn, with ever,y Cj whereby 
(xc, yc) E Ci will define the representative (xi, yf ) E C,! for every C,‘. This procedure guaranties 
that subsequent (zy, yy) E CT, m = 1,2,. . . , will be consistent, i.e., after elimination of certain 
C%F, the remaining representative points (XT, yy) will stay in the process without further selection 
or computation. 
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Denote z = (3,~) as in (3.2). Within each C’i, the variation of IF(z)] is bounded 
(3.8) 
where Li 5 LF of (3.2) and may be substituted by this value common for all C,’ at the expense 
of a greater volume of computation. Note, that Lipschitz constants for F(z) and IF(z) 1 are equal, 
see [l, p. 196, Theorem 10.21. Estimates (3.8) depend on the choice of representatives .zi E C,!. 
If one makes further partitions and calculates Lr for each Cy, taking an odd partition integer 
N 2 3 and the first representative zc = (~0, ye) at the center of the initial cube, then with the 
application of the translated grid generator, all subsequent zy = (XT, yp) will be at the centers 
of Cy and conditions (3.2),(3.8) tis-a-vis those central points z’ = .zi = z,T can be specified as 
follows 
m = 1,2,. . . , N 1 3, odd. (3.9) 
We are looking for those points z for which F(Z) = 0. Putting this value into (3.9), we see that 
the surface F(z) = 0 passes only through those CzF for which their central points z,” satisfy the 
condition 
IF(.zz”)l 5 =Ly 2 SLF, N>3odd, m=1,2 ,.... (3.10) 
All other subcubes, notably those for which 
(3.11) 
should be discarded. 
Furthermore, since adjacent subcubes CT, CT may have in common only a piece of boundary, 
so if yJF > y? and C,? contains a point z E Czm, F(z) = 0, then Cjm can be discarded even 
if it remains after first deletion by (3.11). These observations lead to the procedure which is 
illustrated by the following example. 
EXAMPLE 3.1. Let F(z, y) = y2 - 2 = 0, (cc, y) E [0, l] x [O,l], thus, c = 1. Take N = 3 and 
(20, yc) = (l/2,1/2). The first partition yields nine subcubes Ct with the coordinates ,zi and 
function values F(zf), i = 1,. . . ,9, given in Table 1. 
Table 1. 
i= 1 2 3 4 5 6 7 8 9 
%j 11 -- 11 -- 51 11 11 51 15 15 55 -- -- -- __ __ 
ii’s 2’6 6’6 6’2 2’2 6’2 6’6 2’6 6’6 
IF( 0.139 0.472 0.806 0.083 0.250 0.583 0.528 0.194 0.139 
With LF = &, we have for m = 1 the value of the constant in (3.11) 
d=JZ&O527 
6 ” 
so the subcubes i = 3,6,7 are discarded by (3.11). For a smaller value of Lip constant that equals 
0.3724 for y = 213, we can also discard the subcube i = 2. Now, for i = 1 we have 
I( >I F ;,; = 0.139 < ia, = f = 0.166, 
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which means that there is 62, 16x] 5 (1/2)Az, such that 
F(;+dx,;) =o, 
so that the subcube i = 1 contains a null-point F(x,y) = 0, (5,~) E Ct. For this reason, the 
subcubes i = 4,5,8,9 are discarded because yi > yr = l/6 for i = 4,5,8,9. 
Thus, there remains only one subcube i = 1 for further investigation, and, repeating the 
procedure for this subcube, the min y(z) subject to F(z, y) = 0, 0 5 2, y 5 1, is found in the 
limit. Note, that to conclude about the existence of zero for the function F(si + 6x, yi), we do 
not have to solve the equation F(xi + 6x, yi) = 0 nor to check an infinite sequence of 6x. Since 
F(x, y) is continuous, a change of sign is the indicator of the existence of a null-point. 
REMARK 3.2. It is worth noting that the set filtration method of optimization of implicitly de- 
fined functions employs the operator F of defining equation F(x,y) = 0 and its domain only. 
This operator does not have to be smooth. Its Lipschitz constants over Cy can be estimated 
with a small random sample of points within Czm, see, e.g., [2,3]. Even if F is only Holder (not 
Lipschitzian), then a modified set filtration algorithm can be constructed by analogy with [l, 
pp. 63-741. If constraints of admissible (x, y)-region are not box constraints, then another modi- 
fication is required along the lines of [l, pp. 79-1051. A s concerns the implicit function y(x) itself, 
it is not used in the process of computations. 
4. ROBUSTNESS UNDER DATA PERTURBATIONS 
A thorough research in this area is beyond the scope of this paper. However, in relation to the 
methods presented in Sections 2 and 3, some general observations are in order. 
For gradient methods, if F, # 0 or FY = F, E 0 but gy # 0 (Example 2.3), small data 
perturbations do not invalidate the procedure if they do not create null-points Fv(x, y) = 0 or 
g&V Y) = 0. 
As concerns the set filtration method, the partial derivatives Fv or gy are not used and do not 
carry any specific importance in its procedure. Therefore, even if data perturbations do create 
null-points FY(x, y) = 0 or gV(x, Y) = 0, they do not invalidate the set filtration procedure. 
In this sense, the set filtration method is structurally robust (stable) under data perturbations. 
In contrast, gradient methods are not structurally robust under data perturbations unless those 
perturbations are such that the null-points of F, or gy are not created nor even approached. 
It may seem paradoxical in view that any problem solvable by gradient methods is also solvable 
by the set filtration method (but not vice versa). The paradox disappears if one notices that 
iterative gradient methods for implicit functions contain division by Fg or gy (unless it is somehow 
bypassed by some analytical considerations specifically suited to the problem). The routine of the 
set filtration method does not contain any divisions, just the function evaluations, comparisons 
and sorting, thus, no structural instability may occur under data perturbations. 
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