Regression problems provide some of the most challenging research opportunities in the area of machine learning, where the predictions of some target variables are critical to a specific application. Rainfall is a prime example, as it exhibits unique characteristics of high volatility and chaotic patterns that do not exist in other time series data. Moreover, rainfall is essential for applications that surround financial securities, such as rainfall derivatives. This paper extensively evaluates a novel algorithm called Decomposition Genetic Programming (DGP), which is an algorithm that decomposes the problem of rainfall into subproblems. Decomposition allows the GP to focus on each subproblem, before combining back into the full problem. The GP does this by having a separate regression equation for each subproblem, based on the level of rainfall. As we turn our attention to subproblems, this reduces the difficulty when dealing with data sets with high volatility and extreme rainfall values, since these values can be focused on independently. We extensively evaluate our algorithm on 42 cities from Europe and the USA, and compare its performance to the current state-of-the-art (Markov chain extended with rainfall prediction), and six other popular machine learning algorithms (Genetic Programming without decomposition, Support Vector Regression, Radial Basis Neural Networks, M5 Rules, M5 Model trees, and k-Nearest Neighbours). Results show that the DGP is able to consistently and significantly outperform all other algorithms. Lastly, another contribution of this work is to discuss the effect that DGP has had on the coverage of the rainfall predictions and whether it shows robust performance across different climates.
lems. The motivation for doing this was to allow the GP to focus on each subproblem, before combining back into the Our DGP consists of a number of individuals split into two separate populations, a GP part and a GA part. The
102
GP part consists of b expression trees, where nodes represent functions or terminals as usual in GP [27] . For our 103 implementation we define b to equal 3, such that we have 3 GP equations to predict low, medium and high rainfall 104 amounts. The GA part consists of a linear chromosome with a string of n rules, each with g genes. 
Decomposing Rainfall Amounts

106
In order to decompose rainfall, we partition the data into three different partitions (low, medium and high rainfall 107 amounts), thus simplifying the prediction process. Partitions are done for each data set separately, thus different data 108 sets may not have the same criterion used for splitting the data. More partitions could be considered, but we anticipate 109 that three partitions is sufficient by analysing previous experimentation, where the low and high levels of rainfall 110 received little coverage by a single regression equation. We discuss the process of splitting the data in Section 3.1.2.
111
Then, in Section 3.1.3, we will discuss how GP was adapted to create multiple regression equations, one for each 112 partition. 
Splitting the Data
114
As we are creating a separate equation for low, medium and high levels of rainfall, we require two constants to 115 split the data into three partitions. We refer to these two constants as a lower criterion LC and upper criterion UC, as
116
shown by Figure 1 . Thus, anything below LC is considered low rainfall, anything between LC and UC is considered 117 medium rainfall and above UC is considered high rainfall. We allow for each individual of DGP to have its own LC 118 and UC, instead of having two fixed constants applied to all individuals within the population. By assuming two fixed 119 constants, we would not be able to determine whether the values of LC and UC are optimal and would need a way of 120 estimating them prior to running our DGP. Therefore, we allow the LC and UC to evolve along with the GP and GA 
Genetic Programming Trees
125
Using the information from a given LC and UC the rainfall time series can be split into three partitions. As
126
shown by Figure 1 we require an equation to predict within the boundaries specified, thus we map each partition to a The general algorithm of DGP can be found in Algorithm 1. The inputs for the algorithm are the parameters 142 controlling the decomposition of the time series, also the rainfall data, and the final output is the rainfall predictions.
143
One variable that is unknown from Algorithm 1 and Equation 2 is r t , which is the actual level of rainfall. Within 144 our framework of DGP, this is the crucial variable to compare against LC and UC. To do so we use a classification 145 technique to determine the branch to evaluate, discussed in the next section. Set UC i 10: end for 11: for Generation g = 1, . . . , G do
12:
for Individual i = 1, . . . , P ∀ t do 
The GA Component of the DGP
147
In this section we outline the GA to classify each data point into the correct partition of rainfall amount. First, we 148 introduce the representation of our GA in Section 3.2.1. Then, we discuss the fitness criteria to be used in Section 149 3.2.2. Finally, the breeding of our GA is described in Section 3.2.3. 
Decomposing the Problem with the GA Component
151
Predicting levels of rainfall requires rebuilding the decomposition back into the original problem. Within our 152 framework, DGP needs to choose which branch to evaluate on a given day. In order to do so, we use a GA with a 153 linear representation, as part of a hybrid DGP individual, to classify. Figure 1 shows the importance of classifying 154 correctly, especially when considering the impact of misclassifying by more than one class. For example, if the actual 155 rainfall amount is within the high rainfall partition (amounts > 110mm) and a classifier predicts low rainfall, then 156 this will point to the wrong branch (tree) in the GP-part representation of the DGP individual, leading to an equation 157 predicting much lower rainfall amounts, possibly in the range of less than 50mm, thus causing an error of at least 158 50%.
159
The GA-part of the DGP individual representation consists of 5 genes; predictor, period, lower criterion, upper 160 criterion and order. Our GA linear representation is essentially a rule list for a given period of time within a year. Each 161 rule has the same number of outcomes as the number of specified partitions. Keeping the rules consistent will keep 162 the understanding of the rules very intuitive and comprehensive. The rules will consist of making decisions based on 163 the same attributes used within the GP's terminal set, presented in Section 3.3. The rules will be kept very simple and 164 will be based on a single attribute along with a > or < operator and a constant. For each period of time only one rule 165 will be present with three outcomes. We do not consider chaining rules involving logical operators such as AND, OR and NOT. Based on the outcome of the rule, the GA will decide the respective branch to evaluate. 
167
where each permutation corresponds to the following criteria:
For example order 3, whenever the predictor is less than predLC we classify medium rainfall (b 2 ). If greater than 176 predUC we classify high rainfall (b 3 ), otherwise low rainfall (b 1 ).
177
Due to rainfall features exhibiting very complex and chaotic processes, it is highly unlikely that a single predictor 178 can classify accurately. Such low probability in classification motivates us to allow a larger number of rules to be 179 created throughout the year, which is able to reduce complexity in rainfall prediction, hence the period criteria. with Figure 3 ) and the different criteria to split the predictor. The period refers to the number of days the rules cover and is expressed in each equation as the days covered during a year. Therefore, the rules shown below are the same for every day in the respective months. 
After the inclusion of our GA component into our DGP, we modify our general DGP algorithm as shown in
186
Algorithm 2. The inputs for the algorithm are the parameters controlling the decomposition of the time series and for 187 the GA, also the rainfall data. The output is the rainfall predictions after decomposing the rainfall time series.
Algorithm 2 Adding our decision criteria into DGP 
Fitness Criteria
189
Each individual of the hybrid DGP will have the output of its GP component (which is partly determined by the 190 values of the GA-component genes) evaluated using RMSE (Root Mean Square Error). However, we also need to 191 compute the fitness of the GA-part of an individual separately. To compute the GA-part's fitness we use Kendall's tau
192
(τ) correlation coefficient, which is used to measure the rank correlation between two variables taking into account the 193 natural ordering of our nominal classes (low, medium, high rainfall). This measure will help deter from misclassifying 194 by more than one class. Kendall's tau is given by:
, where
where n c = Number of concordant pairs, n d = Number of discordant pairs. individuals with a mix from two parents through random split points.
216
Multiple Rule Split. We use a crossover technique that swaps entire rules (without breaking a rule) among parents, i.e.
217
choosing a crossover point located at the boundary between two adjacent rules, rather than arbitrary split points (which 218 could be inside rules). One possible advantage is that we keep the rules intact and do not cause too much destruction
219
of each GA individual. Therefore, we consider crossover on our 12 rules. We choose which rules to crossover by 220 assigning a probability to the crossover process. The first step is to choose the number of rules s randomly in the range 221 [1, 11] to select from each parent and from that we assign the probability. For example, if s is 6, then the probability 222 is 50% of selecting a rule from either parent and if s is 3 then the probability is 25% of choosing a rule from the first 223 parent. We then sequentially move along each rule and sample a value from the uniform distsribution to decide which 224 parent to choose from, based on the probability identified. rainfall amount in the current sliding window y years ago.
240
The second element is an ephemeral random constant (ERC), which will pick a uniformly distributed random 241 number. The third element is a set of constants from -4 to 4, at 0.25 intervals, which will take a separate type from the 242 terminals already discussed. These are constants that are specific to the power function. Due to using STGP, we can 243 ensure that the second argument of the power function is always one of these constants and does not create an illegal 244 tree. for POW will be a constant in a specified range as mentioned in 3.3. 
Fitness Function
258
The fitness function used for evaluation will be the root mean squared error (RMSE), given by:
where N is the length of the training set, r t represents the predicted rainfall amount andr t represents the actual 
Integrating the GP and GA Components
262
In this section we outline three aspects of the integration of the GP-part and GA-part of the individual representa-263 tion of the hybrid DGP, namely: penalising the regression trees, elitism, and the evolution of the LC and UC criteria 264 to partition the data for classification. by Equations 8.
275
Actual class is low
Actual class is medium 
Actual class is high
p new = p old − m(UC − p old ) if c p = c a AND p old < UC 0 otherwise.
Elitism Merging Different Individuals
289
The use of elitism in our evolutionary process relies on exchanging information to create the best individual to put 290 into the next generation. Typically, elitism would take the best GP trees and GA genes separately and put them into 291 the next generation. However, due to the close integration between the GP and GA components of an individual, we 292 create our own elitism strategy.
293
The first consideration was mentioned in Section 3. the GA-based rule lists is responsible for the best overall individual using all 3 branches. Therefore, we evaluate in 303 turn each GA-based rule list (i.e., each GA individual) associated with the best branches merged together. We also 304 evaluate the best GA individual overall based on its Kendall's tau correlation rank, which may not be attached to any 305 branch. After re-evaluating the newly merged offspring, the partition rule list that was responsible for returning the 306 best fitness in terms of RMSE is moved into the next generation as part of the offspring.
307
This helps evolve the partition rules that can perform the best classification across the training period, helping the 308 GP to solve the regression problem. 
Evolution of LC and UC
310
The last aspect of the hybrid DGP is the process of evolving LC and UC (our decomposition approach). These 
314
The use of LC and UC is to split the initial data into the three partitions, such that GP creates an equation to 315 predict within each partition and the GA assists by selecting the corresponding branch to evaluate on each day. By 316 evolving the criteria that bind the two hybrid parts together, we hope to find an optimal point where both the GP and
317
GA part can minimise the RMSE on the whole problem. We do not directly influence the behaviour of the LC and
318
UC and leave it up to the GA through the evolutionary process to modify them as necessary. Figure 5 . Moreover, we do allow these points to be 322 mutable as well, but instead of mutating using a uniform selection of values, we opt for the number to be normally 323 distributed around the old value with a variance of 0.1. The motivation is that we want to modify the split point by a 324 small amount, otherwise mutation can be too disruptive by changing a LC value from, say, 0.02 to 0.53, which would 325 have a massive effect on our performance. Unlike the previous two aspects, this aspect is more subtle and directly 326 affects the performance of both GP and GA, and helps guide the evolutionary process of both in turn. 
Alternative Classification Techniques
328
An extension to test the effectiveness of the combination of GA and GP is to consider the use of other classification 329 techniques to act as the decision criteria. The GA part is modified to replace the rule list with a different classifica-330 tion method. Therefore, our GA is simplified by containing an LC and UC and a classification method to perform 331 the selection for which branch to evaluate for our DGP. We use the following classification techniques: Support 
334
We use SVR and RBF as two powerful blackbox techniques that are well regarded for complex applications. 
Algorithmic Complexity
339
The computational complexity of DGP on top of a GP is dependent on five main elements: the size of a GA
340
individual n, the length of the training data m, the population size p, the number of generations g and the elitism rate 341 e. As the length of the GA and the population is kept constant throughout the evolution, the best case is equal to the 342 worst case. The complexity can be broken down into the following parts:
Initialising the population for all decision criteria requires building GA individuals of size n. Thus, a single GA 345 individual has complexity of O(n). This process then needs to be repeated p times, which is the population size.
346
Therefore, the population initialisation complexity is O(np).
347
(ii) Fitness calculation Kendall'ms tau correlation has a complexity of O(m log m), and occurs for each individual in the population, i.e.
352
O(pm log m). Thus, the total complexity of calculating the fitness for the decision criteria is O(pm + pm log m). Additionally, the complexity remains the same for all variations specified in Section 3.2.3. Finally for elitism,
357
there is an initial sorting overhead of O(p log p) to select the best e individuals for elitism at each generation.
358
Furthermore, four evaluations of GP are required with the elitism strategy outlined in Section 3.4.2. 5 As the 359 regression error is calculated for each point in the training data, the complexity is O(4em). Hence, the overall 360 complexity for the operators is O(p + np + p log p + 4em).
361
5 As a reminder, the elitism strategy merges the best three branches, where each branch may have a different decision criterion. Therefore, there are three evaluations of each branch's decision criteria. Moreover, we try the best overall decision criteria, which may be different to the decision criteria corresponding to the best three branches.
The process for steps (ii) and (iii) occurs for a total number of generations g, as per Algorithm 2. As a result, the 362 overall complexity of the DGP algorithm is the combination of the previous three steps, i.e population initialisation, 363 fitness and operators. It is equal to: O(np + g(pm(1 + log m) + p + np + p log p + 4em)), which can be simplified to:
The main goal of our experimentation is to establish whether the use of DGP is better than using a standard GP 367 and other well known machine learning methods. As mentioned in the Introduction, producing more accurate rainfall 368 predictions should lead to more accurate pricing.
369
We have identified three key aspects to investigate for DGP. The first is the performance against the financial 
Parameter Tuning
388
The general procedure for GP and GA parameters is outlined as follows. Firstly, 10 cities that are not used to performed well by eliminating poorer configurations via the Friedman test of significance. We need to specify three 398 inputs for iRace, the data sets to calibrate on, the total running budget (number of program calls) and a parameter list.
399
When iRace finishes its execution, the output is the best possible parameter setups, based on all tuning data sets. The 400 optimal set of parameters along with the parameter list specified within iRace for DGP can be found in Table 4 .
401
As we have mentioned, we are also using different classification techniques to act as our decision criteria. We 402 use the same process as tuning DGP for all classification algorithms individually. The only difference is that the 403 classification accuracy is used to determine the best configuration, instead of the combined accuracy using DGP.
404 Table 5 shows the optimal configurations found by iRace for SVM, RBF and RIPPER. NB and DA are not included, performance from all methods. DGP will be trained on 10 years of data and be tested on one year of data based on the we will use the same set for all classification techniques. Our results will be based on randomly selecting 100 upper 416 and lower criteria to partition our data and we will report the average results. If the algorithm is non-deterministic
417
(which is the case for GA and RBF) then we will run the technique 50 times on the same split points. Following this 
Results
421
Within this section we outline the results for how DGP performs against the benchmarks highlighted earlier. 
Predictive accuracy of DGP
429
We present the findings for all algorithms in Tables 6 and 7 . Please note that the DGP algorithm displayed is the 430 method using a GA as the decision criteria.
431
From looking at Tables 6 and 7 predictive error was reduced by 22% when using DGP. We also note that DGP performs better than GP in 33 data sets.
435
Moreover, DGP was able to predict the best out of all 8 methods 16 times (4 times in Table 6 and 12 times in Table   436 7), which again shows the real performance gains that can be realised by breaking the process of rainfall down and 437 solving subproblems. By comparison, the second best algorithm regarding the number of victories overall was SVR,
438
which achieved the lowest RMSE in 11 cities.
439
In order to determine the effectiveness of DGP and to test whether the above results are statistically significant,
440
we compare the eight algorithms by using the Friedman test, which is a non-parametric test based on the mean rank 441 of all algorithms across all data sets (cities) [30] . Our null hypothesis is that all algorithms should perform similarly 442 across the testing set at the 95% confidence level. The results of the Friedman hypothesis test can be found in Table   443 8, where we also include the mean ranks based on the results from Tables 6 and 7 
Classification Accuracy of the GA
455
We will now investigate which classification accuracy provides the best predictive accuracy for the DGP algo-
456
rithm. In order to determine the GA's effectiveness we will compare it against other well-established techniques as a 457 benchmark. The results can be found in Tables 9 and 10 based on the same randomly chosen set of LC and UC. In Tables 9 and 10 we can observe that our GA performs well, just behind the best algorithms of RBF and SVM.
459
More precisely, the GA, RBF and SVM were the winners in 10, 11 and 11 cities, respectively. The experimental 460 setup of this was to test the robustness of each algorithm, which is why the average percentage of correctness for most 461 algorithms appears to be near 50% accuracy. The results here are not directly the same as they will be inside the DGP 462 algorithm, as the class boundaries specified by LC and UC are randomly selected and are not optimised. One issue 463 with choosing random LC and UC for decomposition is that the chance of it being optimal is slim and does impact 464 performance. Ideally, the algorithm should be able to perform well with a non optimal splitting of data. Considering 465 the range of all classification techniques, in most cases our GA was very competitive, which was a positive sign. The 466 random selection of the criteria was necessary to avoid bias and to allow for a fair comparison across all classification 467 techniques.
468
In order to determine whether there were any significant differences between classification techniques we perform 469 the Friedman test at the 95% confidence level and show the results in Table 11 . We observe a statistical difference, as can be seen by the Friedman test p-value of 1.7925x10 −10 , which is much less than the 5% significance level.
470
471
Therefore, one or more classification algorithms significantly outperformed at least one other algorithm.
472
From the perspective of our GA, we observe that it is not significantly outperformed by the best performing 473 classification algorithm of RBF. We believe that the better the classification accuracy the better the performance of 474 DGP, given by classifying more data points accurately. Therefore, based on the mean rank, we would expect under 475 this assumption RBF to perform the best when compared to our DGP with GA. However, a key difference is that the 476 GA rules evolve alongside the GP equations, whereas the other classification algorithms are fixed throughout the GP's 477 evolution. We may observe a substantial number of misclassifications throughout the evolutionary process, which 478 may hinder the generalising ability of DGP. 
DGP Performance Under Different Decision Criteria
480
We now examine the predictive performance of DGP when we use an alternative classification algorithm. We 481 hope to examine two aspects. Firstly, if using a technique that improves the classification accuracy has a greater effect 482 on lowering the RMSE of DGP. Secondly, whether in the final generation of DGP the decision criteria that maximised 483 the classification accuracy was used by the best performing individual (lowest RMSE) of DGP.
484 Tables 12 and 13 show the average RMSE of DGP averaged over the testing period using each classification 485 algorithm, along with the mean ranks located at the bottom of the tables. Similar to our previous experimentation, we 486 run DGP for 50 times and initialise 1000 randomly generated LC and UC combinations (population size) pairing them 487 to a DGP individual throughout evolution. We present the order of algorithms according to the classification accuracy 488 from Tables 9 and 10 , with RBF performing the best and DA performing the worst. Interestingly, the respective RMSE
489
of each algorithm is not too dissimilar between the first and last place and considering the mean ranks. One aspect 490 we notice is that there does appear to be a negative correlation across the table looking at the mean ranks, where the 491 higher the classification accuracy, the lower the RMSE error, which is exactly as we anticipated. Taking the combined 492 mean rank across both tables, we notice that RBF ranks first (3.23), GA ranks second (3.26), SVM ranks third (3.48)
493
and the remaining algorithms ranked in the same order as per the classification accuracy. GA was the only algorithm 494 to increase its rank on its predictive error relative to its rank on the classification accuracy (from third to second).
495
In order to determine whether this relationship does exist between the classification accuracy and the predictive er-496 ror, we calculate the Pearson product-moment linear correlation coefficient to measure the strength of the relationship.
497
We observe based on the results provided in Tables 12 and 13 , as well as Tables 9 and 10 , that we obtain a coefficient 498 value of -0.8924, indicating a strong negative linear relationship between classification accuracy and predictive error.
499
We obtain a p-value of 0.0167, which is less than the 5% significance level and can conclude that a relationship does 500 exist.
501
We do notice that the use of GA had an irregular effect on the RMSE and is the anomaly that does not fit the trend.
502
The GA's average predicted error was similar to the classification technique ranked first (RBF), despite classifying 503 third.
504
We perform the Friedman hypothesis test to determine whether there was a significant effect on the RMSE from 505 the use of different decision criteria. We discover the p-value is 0.6675, which is greater than the 5% significance 506 level and so we cannot reject the null hypothesis. Although we do observe a trend that is consistent with our previous 507 analysis of the classification accuracy, there is not enough evidence to suggest that one decision criteria leads to a 508 significant change in RMSE.
509
This shows promise for our algorithm of DGP, indicating that by having a more accurate classification technique 510 does lead to a reduction in RMSE. As further analysis we also consider what effect each classification technique had 511 on the standard deviation of our DGP predictions. We discover that the average standard deviation was 4.83%, 4.91%, 512 9.12%, 5.10%, 5.37% and 5.25% for RBF, SVM, GA, NB, RIPPER and DA respectively. From this we can identify 513 why the performance generally fitted the negative correlation between RMSE and the classification accuracy. Here
514
we witness that all classification techniques, except GA, tended to increase the robustness of GP, indicated by the 515 lower RMSE. However, we do see that the standard deviation does increase when using our GA respective to the other 516 algorithms. This is quite an interesting discovery for our DGP, where we observe that keeping consistent decision 517 criteria helps to improve the stability of our DGP's performance, since the same model is used for all algorithms 518 except for our GA.
519
In the special case of our GA, we can have many rules sets explaining the same LC and UC class threshold 520 combination, which adds more randomness into our model and hence reflects a larger spread of results. On the other 521 hand, under all other classification algorithms the outcome of using a certain LC and UC combination is fixed across 522 all DGP generations. We discovered that the best LC and UC combination is evolved much more efficiently with the 523 final generation of DGP having more similar LC and UC; whereas with the GA we observe a more mixed set of LC 524
and UC values. In both cases we did not count the effect from mutation in the previous generation.
525
To further aid the analysis, we also consider whether the LC and UC that returned the highest classification Tables 14 and 15 show in almost all cases DGP tended to choose the individual with the best classification accu-532 racy, except for our GA. This is interesting as it appears that one of the benefits is the relationship of our GA evolving 533 alongside that of GP. Meaning that there is the potential for the GP part to be overfitting on the incorrect predictions 
540
The results show that the GA was competitive with SVM and RBF (Table 11) , and we find that the GA was 541 computationally much more efficient than all classification algorithms. Therefore, we continue with this method as 542 our chosen methodology with any future reference to DGP, referring to using the GA as the underlying classification 543 method, to decide which categorical level of rainfall (low, medium, or high) should be predicted by a GP individual. without decomposition tended to produce equations with flat predictions and was unable to meet the oscillations of 556 the time series. To consider this we analyse the effect that DGP has had on the coverage of the predictions and whether
544
557
DGP is able to overcome any climatic issues. 
Effect on Increasing the Coverage of Predictions
559
One of the motivations of DGP was to improve the behaviour of GP by the use of decision criteria to choose an 560 equation that specialises in the wetter or drier periods.
561
We show in Figure 6 an example comparing the predictions of a DGP individual against the predictions of a GP 562 individual for three cities on the testing set. For each algorithm, we chose the individual that produced the lowest 563 RMSE error on training over all 50 runs. What we observe from this, is that DGP does appear to predict the highs and 564 lows more consistently. Moreover, the predictions are similar to the underlying data where we can observe the more 565 volatile periods. We do generally witness the problem with coverage, where visually it appears that DGP does cover 566 more points, and GP does tend to provide flatter predictions in some examples.
567
Coverage is formally defined as the percentage between the range of each algorithm's predictions and the range 568 of rainfall in the data set, given by:
where r represents the predicted rainfall amounts, andr represents the rainfall amounts observed in the dataset. If 570 r min <r min , then we set r min =r min . Similarly, if r max >r max , then we set r max =r max .
571
We provide the full coverage results in Table 17 to compare DGP and GP across all data sets over 50 runs. From 572 
Effect on Climate
Lastly, we discuss how the algorithm has performed considering the same climatic features outlined in [24] and 579 whether the use of decomposition has helped predict the underlying data of rainfall better. We consider the effect of 580 DGP using GA as our underlying classification method. The outlined research questions are as follows:
581
• Is the predictive error similar between Europe and the USA?
582
• Are drier or wetter climates associated with a lower predictive error?
583
• Are more volatile cities associated with higher predictive error?
584
• Are high rainfall intensities associated with higher predictive error?
585 By investigating the above research questions, we hope to understand the effect of these issues in the predictive 586 performance of DGP. The first research question is the effect across the two distinct geographic regions of Europe and the USA. We 588 apply the Mann-Whitney test to determine if the predictive error is consistent across both continents. For DGP we 589 obtain a p-value of 0.7721 which is greater than the 5% significance level, thus we can confidently say that the 590 predictive error is similar between Europe and the USA.
587
591
In order to investigate the next three research questions we consider the correlation between the descriptive sta-592 tistical points and the predictive error of our DGP. We present the findings in Table 18 , using the Pearson's product-593 moment linear correlation coefficient (r) to measure the strength of the relationship. Additionally, we include the 594 p-value computed by the Student's t distribution, in order to determine whether there is a statistically significant rela-595 tionship between the predictive error and the descriptive statistics. The null hypothesis for the test is that r = 0. We 596 only include our original GP as a comparison, because we are only considering whether DGP has lead to an improve-597 ment over that GP. The values highlighted in bold indicate a statistically significant relationship at the 5% significance 598 level.
599
Based on the information presented in Table 18 , considering the dryness and volatility of cities, these city prop-600 erties are not significantly correlated with DGP's and GP's predictive error, given the p-value is higher than our 601 significance level in both cases of Europe and the USA, for both algorithms. Finally, considering the high rainfall intensities, we observe that this factor was significantly correlated with the 603 GP's predictive error in the USA, with a p-value of 0.038, but not for Europe. DGP's predictive error shows no 604 significant correlation with rainfall intensity within the USA and Europe, in both cases with a p-value greater than 605 0.05.
602
606
To conclude the above analysis, the relationships provided for DGP have shown us that the DGP algorithm is more 607 robust than the GP algorithm against different climates, from across different geographical regions. 
Conclusion
609
Within this paper, we presented an extensive evaluation of the Decomposed Genetic Programming (DGP) algo-610 rithm for the problem of rainfall within weather derivatives. DGP was proposed as a way to overcome the potential 611 issues highlighted in previous work where we observed that GP was unable to consistently provide equations suitable 612 for the underlying problem of rainfall. Therefore, we aimed to address this issue by thoroughly examining DGP to 613 determine if the correct behaviour exists in our final equations.
614
DGP is a novel algorithm (recently published in [18] ) based on the use of decomposition on the problem of 615 rainfall. The idea revolves around breaking the problem of rainfall into subproblems for our GP to solve, and then 616 recombining the subproblems back into a solution for the original problem. A Genetic Algorithm (GA) was used as a 617 classification technique, because DGP needed to choose which regression equation was evaluated (rebuild back into 618 the whole problem). We additionally evaluated the use of other classification algorithms as the decision process to 619 substitute for the GA. In this work we have extended our previous work on DGP [18] in five different directions, as 620 discussed in the last but one paragraph of the Introduction.
621
From the results we discussed, we can draw the following conclusions: (i) DGP is an effective regression algorithm 622 for rainfall datasets, as its predictive error ranked the lowest, when compared to the state-of-the-art algorithm of MCRP 623 and other six machine learning algorithms, (ii) GA is an effective algorithm for handling the classification task of DGP,
624
as it demonstrated it is competitive to several other strong classification algorithms, (iii) DGP is able to predict rainfall 625 amounts similar to the amount in the underlying data, as it consistently produces equations that are able to reflect the 626 extreme oscillations that exist within the rainfall time series, and (iv) DGP is not very affected by climatic features, as 627 its predictive error was not significantly correlated with variations in most climatic aspects.
628
Future research should continue looking into the DGP algorithm by analysing it on other problem domains. Ad-629 ditionally, the GA can be extended further, as it shows great promise in solving the final problem. Extensions can 630 include the creation of multiple rules for dynamically changing time landscapes, in an attempt to improve the problems 631 caused by the irregularities of rainfall. Furthermore, considering change point models for the condition of switching 632 regression models may lead to a more dynamic representation of rainfall and account for sudden irregular patterns. 
