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Abstract
Every elliptic quartic 4 of PG(3, q)with nGF(q)-rational points provides a near-MDS codeC of
length n and dimension 4 such that the collineation group of 4 is isomorphic to the automorphism
group of C. In this paper we assume that GF(q) has characteristic p> 3. We classify the linear
collineation groups of PG(3, q) which can preserve an elliptic quartic of PG(3, q). Also, we prove
for q113 that if the j-invariant of 4 does not disappear, then C cannot be extended in a natural
way by adding a point of PG(3, q) to 4.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Near-MDS codes have been introduced by Dodunekov and Landjev in an attempt to
construct good linear codes, see [2]. In fact, near-MDS codes are linear codes whose pa-
rameters differ only slightly from those of the best linear codes which are the maximum
distance separable codes, brieﬂy MDS codes. More precisely, a linear [n, k]q code C is an
MDS code if d(C) = n − k + 1, i.e. it meets the Singleton bound while C is a near-MDS
code if
di(C)= n− k + i, for i = 2, . . . , k,
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but
d(C)= d1(C)= n− k,
where
dr(C)=min{|supp D| |D is [n, r]q subcode of C}, 1rk,
and supp D is the set of those coordinate positions where not all codewords of D are
zero. Equivalently, a linear [n, k]q -code is a near-MDS code if and only if d(C) = n − k
and d(C⊥) = k. Both MDS codes and near-MDS codes can be investigated within ﬁnite
projective geometry. This possibility depends on the fact that such linear codes have a good
geometric representation in a (k − 1)-dimensional projective space PG(k − 1, q) over the
ﬁnite ﬁeld GF(q) of order q. MDS codes and arcs of ﬁnite projective spaces are indeed
equivalent objects, while an [n, k]q near-MDS code can be viewed as a point-set C of size
n in PG(k − 1, q) satisfying the following conditions:
(I) every k − 1 points in C generate a hyperplane of PG(k − 1, q);
(II) there exist k points in C lying in a hyperplane of PG(k − 1, q); and
(III) every k + 1 points in C generate PG(k − 1, q).
An upper bound for the size of a near-MDS code was given in [2], see also [11], by proving
that n2q + k− 2 for every [n, k]q near-MDS code with q > 3. On the other hand, [n, k]q
near-MDS codes exist for every n and k = 2, 3, . . . , n− 2 with
n
{
q + [2√q] if p divides [2√q] and n3 is odd,
q + [2√q] + 1 otherwise, (1)
see [18]. The exact values of the maximum possible length of a near-MDS code for
q = 2, 3, 4, 5 were computed in [3]. In a series of papers [13–15], Marcugini, Milani and
Pambianco went on to investigate near-MDS codes for k = 3, 4 and obtained a complete
classiﬁcation of those of maximal length for every q11.
In this paper we deal with near-MDS codes of dimension 4. According to the above
geometric representation, an [n, 4]q near-MDS code is a point-set C of size n in PG(3, q)
such that
(I) C is a cap, i.e. no three points in C are collinear;
(II) C is not an arc, i.e. C contains four coplanar points; and
(III) no ﬁve points in C are coplanar.
An elliptic quartic 4 of PG(3, q) is a natural example of such a point-setCwith n equal to
the number of all GF(q)-rational points of 4. Since elliptic quartics of PG(3, q) and plane
elliptic (i.e. non-singular) cubics of PG(2, q) are GF(q)-isomorphic, an [n, 4]q near-MDS
code exists for n provided that there exists a non-singular cubic of PG(2, q) with exactly n
GF(q)-rational points. From previous results due to Waterhouse [20] and Voloch [19], this
is the case when (1) holds.
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The collineation group of PG(3, q) preserving 4 is isomorphic to the automorphism
group of the associated near-MDS code. In this context, the following classiﬁcation theorem
(which we prove in Section 2) seems to be of interest.
Theorem 1.1. Let q=ph withp> 3 prime.LetG be a linear collineation group ofPG(3, q)
preserving 4. Then G has an elementary abelian group N of order 8, and the factor group
G¯=G/N is isomorphic to a subgroup ofA4, or it is a cyclic group of order 4, or a dihedral
group of order 8.
Every group in Theorem 1.1 actually occurs as a linear collineation group preserving a
suitable elliptic quartic of PG(3, q). This will be shown in Section 2. Here we only mention
that G¯A4 if and only if 4 is an equianharmonic quartic of PG(3, q), i.e. the complete
intersection of the conesQ := X2+Y 2+Z2+T 2= 0 andQa,b := aX2+Y 2+ bZ2= 0
with (a2 − a + 1)b2 − (a2 + a)b + a2 = 0 where a, b, 1 − a, 1 − b, a − b are non-zero
square elements of GF(q) and q ≡ 1 (mod 4). In some cases, an equianharmonic quartic
has many GF(q)-rational points, and in this case the associated near-MDS code shows a
good performance.
A natural question arising in the present context is to decide whether C can be extended
by adding a point of PG(3, q) to 4 in such a way that the resulting point-set still satisﬁes
the above three conditions. The main result of the present paper is to prove that such points
do not exist for q113.
Several good textbooks on Coding Theory are available in the literature; see for instance
[7,6]. The deﬁnition of di(C) is due toWei; see [21]. Concerning projective geometry over
a ﬁnite ﬁeld and its link to Coding theory, our notation and terminology are standard, see
[9,8,10,11], with the only exception that q will denote a prime power ph with p> 3.
2. Elliptic quartic curves of PG(3, q) and their collineation groups
An absolutely irreducible algebraic curve 4 which is the complete intersection of two
non-singular quadrics of PG(3, q) is an algebraic curve of degree 4. Its genus is equal to
1, and for this reason it is usually called an elliptic quartic. The projective classiﬁcation of
elliptic quartics of PG(3, q) is rather involved because the underlying ﬁeld GF(q) is not an
algebraically closed ﬁeld. However, the classical result stating that every elliptic quartic is
birationally isomorphic to an elliptic cubic (and vice versa) holds true over any GF(q). For
more general results on elliptic quartics, see [4,1]. Here we only mention that an elliptic
quartic 4 is the base curve of a pencil of quadrics and that the number Nq of GF(q)-
rational points of 4 equals the number of GF(q)-rational cones plus twice the number of
GF(q)-rational hyperbolic quadrics in the pencil (see [1, Corollary p. 257]).
We point out that some special elliptic quartics with a high number of GF(q)-rational
points exist. With respect to a ﬁxed projective frame (x, y, z, t), let Q and Qa,b, with
a, b ∈ GF(q)∗, be the quadrics of PG(3, q) deﬁned by the equations:
• Q := X2 + Y 2 + Z2 + T 2 = 0;
• Qa,b := aX2 + Y 2 + bZ2 = 0.
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Let 4 be the absolutely irreducible quartic which is the complete intersection of Q and
Qa,b. A necessary and sufﬁcient condition for 4 to be an elliptic quartic is
a = 1, b = 1, a = b. (2)
It turns out that the pencil contains exactly four cones, namely
• K0 of equation ax2 + y2 + bz2 = 0 and vertex O;
• KX∞ of equation (1− a)y2 + (b − a)z2 − at2 = 0 and vertex X∞;
• KY∞ of equation (1− a)x2 + (1− b)z2 + t2 = 0 vertex Y∞; and
• KZ∞ of equation (b − a)x2 + (b − 1)y2 + bt2 = 0 and vertex Z∞.
Now we explicitly determine the linear collineation groupG of PG(3, q) that preserves 4.
Lemma 2.1. The group G preserves the fundamental tetrahedron.
Proof. The assertion depends on the fact that the vertices of the fundamental tetrahedron
coincide with those of the cones contained in the pencil.
According to Lemma 2.1,G induces a permutation group G¯ on the set {O,X∞, Y∞, Z∞}
where O := (0, 0, 0, 1), X∞ := (1, 0, 0, 0), Y∞ := (0, 1, 0, 0), and Z∞ := (0, 0, 1, 0).
LetK be the kernel of the corresponding permutation representation of G.
Lemma 2.2. The groupK is an elementary abelian group of order 8.
Proof. The matrix associated with an element k ∈K is diagonal and hence is of the type
K(1, 2, 3, 1)=


1 0 0 0
0 2 0 0
0 0 3 0
0 0 0 1

 .
Since k preserves each of the cones in the pencil, it turns out that 21=22=23=1.Vice versa,
if this happens then the collineation associated with the matrix K(1, 2, 3, 1) preserves
the cones of the pencil and hence the pencil itself. There are exactly eight matrices of this
type, and the corresponding collineations indeed form an elementary abelian group.
Wewill show thatG=K unless a and b satisfy some conditions. Let G¯ be the permutation
group induced by G on the vertices of the fundamental tetrahedron. Equivalently, set G¯ =
G/K. Of course, G¯ is isomorphic to a subgroup of S4. More precisely, if G¯ contains some
non-trivial elements, then one of the following cyclic subgroups H¯ occurs; see [12] or [17]
for the classiﬁcation of subgroups of S4.
(i) H¯ has order 2, and H¯= 〈(OX∞)(Y∞Z∞)〉;
(ii) H¯ has order 2, and H¯= 〈(OY∞)(X∞Z∞)〉;
(iii) H¯ has order 2, and H¯= 〈(OZ∞)(X∞Y∞)〉;
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(iv) H¯ has order 2, and H¯= 〈(X∞Z∞)〉;
(v) H¯ has order 2, and H¯= 〈(Y∞Z∞)〉;
(vi) H¯ has order 2, and H¯= 〈(X∞Y∞)〉;
(vii) H¯ has order 2, and H¯= 〈(OZ∞)〉;
(viii) H¯ has order 2, and H¯= 〈(OX∞)〉;
(ix) H¯ has order 2, and H¯= 〈(OY∞)〉;
(x) H¯ has order 3, and H¯= 〈(OX∞Z∞)〉;
(xi) H¯ has order 3, and H¯= 〈(OX∞Y∞)〉;
(xii) H¯ has order 3, and H¯= 〈(OY∞Z∞)〉;
(xiii) H¯ has order 3, and H¯= 〈(X∞Y∞Z∞)〉;
(xiv) H¯ has order 4, and H¯= 〈(OX∞Y∞Z∞)〉;
(xv) H¯ has order 4, and H¯= 〈(OZ∞X∞Y∞)〉;
(xvi) H¯ has order 4, and H¯= 〈(OX∞Z∞Y∞)〉.
Let  denote the set of all non-zero square elements in GF(q).
Lemma 2.3. The group G¯ has an involution g¯ acting on {O,X∞, Y∞, Z∞} as an even
permutation if and only if one of the following conditions holds:
(i) a − b ∈ , (a − 1)b ∈ , and g¯ = (OX∞)(Y∞Z∞);
(ii) (1− a)b ∈ , (1− b)a ∈ , and g¯ = (OY∞)(X∞Z∞);
(iii) b − a ∈ , (b − 1)a ∈ , and g¯ = (OZ∞)(X∞Y∞).
Proof. Let g be a linear collineation preserving {O,X∞, Y∞, Z∞} such that g induces an
involutory permutation g¯ on {O,X∞, Y∞, Z∞}. Assume that g¯ is an even permutation. At
ﬁrst, let g¯ = (OX∞)(Y∞Z∞). Then a matrix associated with g is of type
G(u, v,w, 1)=


0 0 0 1
0 0 w 0
0 v 0 0
u 0 0 0

 .
It is straightforward to verify that g permutes the cones K0 and KX∞ if and only if
v2=(a−1)/b,w2=a−b and u2=(a−1)(a−b)/b=v2w2. This leads to case (i).A similar
argument shows that the collineations acting as (OY∞)(X∞Z∞) and (OZ∞)(X∞Y∞) lead
to cases (ii) and (iii), respectively.
Lemma 2.4. The group G¯ contains an involution acting on {O,X∞, Y∞, Z∞} as an odd
permutation if and only if q ≡ 1 (mod 4) and one of the following conditions holds:
(i) 2ab = a + b, and 1− 2a ∈ , and g¯ = (X∞Z∞〉;
(ii) ab = 2b − a, and a(a − 2) ∈ , and g¯ = (Y∞Z∞〉;
(iii) 2ab = a + b, and a ∈ , and g¯ = (X∞Y∞〉;
(iv) ab = 2a − b, and 1− a2 ∈ , and g¯ = (OZ∞〉;
(v) ab = 2a − b, and a − 1 ∈ , and g¯ = (OX∞〉;
(vi) ab = 2b − a, and a(a − 1) ∈ , and g¯ = (OY∞〉.
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Proof. Weargue as in the preceding proof.Assume at ﬁrst g¯=(X∞Z∞); amatrix associated
with g is of type
G(u, v,w, 1)=


0 0 w 0
0 v 0 0
u 0 0 0
0 0 0 1

 .
It is straightforward to verify that g preserves both cones K0 and KY∞ if and only if
a+ b= 2ab, u2= 1− 2a, v2=−1 and w2= (1− 2a)−1. This leads to (i). The other cases
(ii). . . (vi) come from the remaining ﬁve odd involutions on {O,X∞, Y∞, Z∞}, namely
(Y∞Z∞), (X∞Y∞), (OZ∞), (OX∞), and (OY∞). This completes the proof.
Lemma 2.5. The group G¯ contains an element acting on {O,X∞, Y∞, Z∞} as a permu-
tation of order three if and only if (a2 − a + 1)b2 − (a2 + a)b + a2 = 0 and one of the
following conditions holds:
(i) a(b − a) ∈  , 1− b ∈ , −ab ∈ , and g¯ = (OX∞Z∞〉,
(ii) a − 1 ∈  , −a ∈ , b(b − 1) ∈ , and g¯ = (OX∞Y∞〉,
(iii) a(b − a) ∈ , b − 1 ∈ , −b ∈ , and g¯ = (OY∞Z∞〉,
(iv) b ∈  , a(1− b)(b − a) ∈ , a(a − 1)(b − a) ∈ , and g¯ = (X∞Y∞Z∞〉.
Proof. Again as in the previous proof, assume at ﬁrst g¯= (OX∞Z∞); a matrix associated
with g is of type
G(u, v,w, 1)=


0 0 0 1
0 v 0 0
u 0 0 0
0 0 w 0

 .
It is straightforward to verify that g preserves the coneKY∞ and permutes the conesK0,
KX∞ andKZ∞ if and only if (a2−a+1)b2−(a2+a)b+a2=0 and u2=a(b−a)b−2, v2=
a(b − 1)b−1, w2 = −(a − b)2a−1b−1. This leads to (i). The other cases come from the
remaining possibilities, namely (OX∞Y∞), (OY∞Z∞) and (X∞Y∞Z∞), respectively.
Lemma 2.6. The group G¯ contains an element acting on {O,X∞, Y∞, Z∞} as a permu-
tation of order four if and only if one of the following conditions holds:
(i) 2ab = a + b, and 2a(1 − a) ∈ , a(1 − a)(2a − 1) ∈ , −2(2a − 1) ∈ , and
g¯ = (OX∞Y∞Z∞〉;
(ii) ab= 2a− b, and 2(1− a2) ∈ ,−2a ∈ , a(1− a2) ∈ , and g¯= (OZ∞X∞Y∞〉;
(iii) ab = 2b − a, and a(1 − a)(2 − a) ∈ , −2a(2 − a) ∈ , 2(1 − a) ∈ , and
g¯ = (OX∞Z∞Y∞〉.
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Proof. This time g¯ = (OX∞Y∞Z∞), and the associated matrix is of type
G(u, v,w, 1)=


0 0 0 1
u 0 0 0
0 v 0 0
0 0 w 0

 .
It is straightforward to verify that g permutes the conesK0,KX∞ ,KY∞ andKZ∞ if and
only if 2ab=a+b and u2=a(b−a)b−1, v2=a(b−1)b−2, w2= (a−b)(b−1)b−1. This
leads to (i). The other cases come from the remaining possibilities, namely (OZ∞X∞Y∞)
and (OX∞Z∞Y∞), respectively.
Lemma 2.7. The group G¯ is an elementary abelian subgroup of order 4 if and only if
G¯A4 and q ≡ 1 (mod 4), (1− b)a ∈ , (1− a)b ∈ , a − b ∈ .
Proof. The symmetric group S4 has four elementary abelian subgroups of order 4, namely
〈(OX∞)(Y∞Z∞), (OY∞)(X∞Z∞)〉; 〈(OX∞), (Y∞Z∞)〉;
〈(OY∞), (X∞Z∞)〉; and 〈(OZ∞), (X∞Y∞)〉.
The assertion follows from Lemmas 2.3 and 2.4.
Lemma 2.8. The group G¯ contains no subgroup of order six.
Proof. The symmetric group S4 has four subgroups of order six, namely
〈(OX∞Z∞), (X∞Z∞)〉; 〈(OX∞Y∞), (X∞Y∞)〉;
〈(OY∞Z∞), (Y∞Z∞)〉; and 〈(X∞Y∞Z∞), (Y∞Z∞)〉.
Assume that the ﬁrst case occurs. By Lemmas 2.5 and 2.4, both
(a2 − a + 1)b2 − (a2 + a)b + a2 = 0 and 2ab = a + b
hold. Thus b = a(2a − 1)−1 whence 3a2(a − 1)2 = 0 follows. Since p = 3, this yields
either a = 0 or a = 1 contradicting (2). Each of the remaining three cases can be ruled out
in a similar way.
Lemma 2.9. The group G¯ is isomorphic to a subgroup of order 8 of S4 (i.e. to the dihedral
group of order 8) if and only if q ≡ 1 (mod 4) and one of the following conditions is
satisﬁed:
(i) 2ab = a + b, and 2a(1− a) ∈ , a(1− a)(2a − 1) ∈ , (2a − 1) ∈ , and
G¯= 〈(OX∞Y∞Z∞), (OX∞)(Y∞Z∞)〉;
(ii) ab = 2b − a, and a(1− a)(2− a) ∈ , −a(1+ a) ∈ , 2(1− a) ∈ , and
G¯= 〈(OY∞Z∞X∞), (OY∞)(X∞Z∞)〉;
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(iii) ab = 2a − b, and 2(1− a2) ∈ , −2a ∈ , a(1− a2) ∈ , and
G¯= 〈(OZ∞X∞Y∞), (OZ∞)(X∞Y∞)〉.
Proof. The 2-Sylow subgroups of S4 are the three dihedral groups of order 8 listed in the
present Lemma. Assume that the ﬁrst case occurs. By Lemmas 2.7 and 2.3, 2ab = a + b
holds and 2a(1− a), a(1− a)(2a− 1), 2a(a− 1)(2a− 1) are non-zero squares in GF(q).
This leads to case (i). The other cases come from the remaining possibilities.
Lemma 2.10. The group G¯ is isomorphic to A4 if and only if q ≡ 1 (mod 4) and the
following conditions are satisﬁed:
(a2 − a + 1)b2 − (a2 + a)b + a2 = 0; and a, b, 1− a, 1− b, a − b ∈ .
Proof. The group S4 has a unique subgroup isomorphic to A4, namely the subgroup gen-
erated by the permutations: (OX∞)(Y∞Z∞) and (OX∞Z∞). The assertion follows from
Lemmas 2.3 and 2.5.
Finally, a corollary of Lemma 2.8 is the following result.
Lemma 2.11. The group G¯ is not isomorphic to S4.
The proof of Theorem 1.1 follows from the above lemmas.
3. Near-MDS codes arising from elliptic quartic curves of PG(3, q)
We begin by proving a result concerning plane elliptic curves. Let E be a plane elliptic
curve over GF(q), i.e. a non-singular cubic of PG(2, q) with afﬁne equation F(X, Y )= 0
where F(X, Y ) is an absolutely irreducible polynomial of degree 3 with coefﬁcients in
GF(q). Let K denote the set of points of E whose coordinates are in GF(q). In other words,
K will denote the set of all GF(q)-rational points of E. We will also need the concept of
j (E)-invariant of E: for a point P ∈ E, let  denote the cross-ratio of the four tangents to
E through P taken in some order. Of course,  depends on the order, but
j (E)= 4(1− + 
2)3
(+ 1)2(2− 1)2(− 2)2
does not. Actually, j (E) remains unchanged when P ranges over E. For this reason j (E)
is called the j-invariant of E. Salmon’s theorem states that two elliptic plane cubics are
projectively equivalent if and only if they have the same j-invariant. To compute j (E) it
sufﬁces to transform E into its canonical form F(X, Y ) = Y 2 − X(X − 1)(X − ), by a
linear transformation. In fact,  is then the cross-ratio of the four tangents at the origin,
namely the lines of equation Y =±i√± 1X with i2 =−1.
Theorem 3.1. Let q113 and j (E) = 0. Then, through every point Q of PG(2, q) outside
K there are at least two lines meeting K in three pairwise distinct points.
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Proof. It is enough to show that there are at least eight lines of PG(2, q) through Q which
converge with E in at least two distinct points. In fact, there are at most six pairwise distinct
tangent lines to E through Q, and every other line of PG(2, q) through Q converge with E
in either 0, 1 or 3 GF(q)-rational points because E is deﬁned over GF(q). Without loss of
generality, we may assume that Q coincides with the inﬁnite point Y∞ of the Y-axis. Now,
consider the system of polynomial equations
(1) F(X, Y )= 0;
(2) G(X, Y,Z)= 0;
where G(X, Y,Z) := (F (X, Y + Z) − F(X, Y ))/Z. Every solution (x, y, z) with z = 0
of the above system gives rise to a vertical line converging with K in at least two distinct
points. Actually, this is the geometric meaning of the existence of a solution (x, y, z) with
z = 0 of the system. More precisely, both points P(x, y) and P ′(x, y+z) lie on the vertical
line of equation X = x, while the condition on P(x, y) to lie on K is F(x, y) = 0 and if
this happens then the condition on P ′(x, y+ z) to lie on K isG(x, y, z)= 0. However, two
(but not more) distinct solutions (x, y1, z1) and (x, y2, z2) can deﬁne the same tangent line
X= x to E, and this occurs if and only if both y1 = y2 + z2 and y2 = y1 + z1 hold. So, we
are going to prove that our system has at least ﬁfteen pairwise distinct solutions (x, y, z)
with z = 0 over GF(q). From a geometric point of view our aim is to prove for q113 that
the sextic 6 deﬁned to be the complete intersection of the cubic cone 3 of Eq. (1) and
the quadric 2 of Eq. (2) has at least twenty-seven GF(q)-rational points. In fact, 6 may
contain six GF(q)-rational points at inﬁnity and six GF(q)-rational points on the plane of
equation Z = 0, none of them yielding a desired line. The necessary information on 6 is
given in the following three lemmas.
Lemma 3.2. If j (E) = 0, then 6 is an absolutely irreducible curve.
Proof of the Lemma. If 6 has a proper component then it must have an absolutely irre-
ducible component  of degree at most three (which is either a line, or a conic, or a cubic
which can be either a twisted cubic or a plane cubic). Apart from the latter possibility, 
has genus 0. Furthermore, the projection of  is E because of the absolute irreducibility
of E. But this is impossible when  has genus 0 because E has genus 1. It remains to
be investigated whether the possibility that a non-singular plane cubic curve of genus 1 is
a component of 6. Of course, such a possibility can only occur when the quadric 2 is
reducible and splits into two (possibly coinciding) planes. We show that this only happens
when j (E)= 0. We begin by writing the equation of E in its canonical form over the alge-
braic closure of GF(q): X22X3 − X1(X1 − X3)(X1 − X3)= 0 with  = 0, 1. If Q is an
afﬁne point, sayQ(x, y, 1), the change of the projective frame
X1 =X′1 + xX′2, X2 = yX′2 +X′3, X3 =X′2
takes Q to Y∞ = (0, 1, 0). By this change, the equation of E in afﬁne coordinates becomes
F(X, Y )=X3 + a2X2Y + a3XY 2 + a4Y 3 − 2yY 2 − Y ,
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where
a2 = 3x − − 1, a3 = (2x − 1)(x − )+ x(x − 1), (3)
and a4 = x(x − 1)(x − )− y2. By direct calculation:
G(X, Y,Z)= a2X2 + 3a4Y 2 + a4Z2 + 2a3XY + a3XZ
+ 3a4YZ − 4yY − 2yZ − 1.
Note that a4 = 0, as Q is not supposed to be on E. The matrix associated with 2 is
M =


2a2 2a3 a3 0
2a3 6a4 3a4 −4y
a3 3a4 2a4 −2y
0 −4y −2y −2

 .
We assume that 2 splits into planes; then the rank r(M) is at most 2. If y were 0, then this
would force the matrix obtained from M by omitting the ﬁrst row and the ﬁrst column to
have 0 determinant. But this determinant cannot actually disappear being equal to −6a24 .
We may assume y = 0. Subtracting twice the third row from the second row, we obtain

2a2 2a3 a3 0
0 0 −a4 0
a3 3a4 a4 −2y
0 −4y −2y −2

 .
Since r(M)2, the determinant of the matrix consisting of the ﬁrst three rows and the last
three columns disappears, we obtain a3 = 0. Now, the matrix of the ﬁrst three rows and
columns has determinant equal to−6a2a24 . Hence r(M)2 also forces a2 to be zero. From
(3), 3x =  + 1, and 2 −  + 1 = 0; but then j (E) = 0 and this completes the proof of
the irreducibility of 6.
Next, we determine the possible values of the genus of 6.
Lemma 3.3. Let g denote the genus of 6. Then, g equals to either 2, or 3, or 4.
Proof. The curve E can be viewed as the projection  of 6 from the inﬁnite point of the
z-axis. Since the degree of6 is larger than the characteristic p of the coordinate ﬁeldGF(q),
the Hurwitz formula applies to  in the same manner as in the classical case. Therefore, E
is two-fold covered by 6, and 2g− 2= 2(2g′ − 2)+ k where g′ is the genus of E and k is
equal to the number of points in 6 in which  ramiﬁes.As g′ =1, this gives 2g−2=k. On
the other hand, if a point P = P(u, v,w) ∈ 6 is a ramiﬁcation point, then the quadratic
polynomial G(u, v, Z)= 0 in Z, namely
a4Z
2 + (a3u+ 3a4v − 2y)Z + a2u2 + 3a4v2 + 2a3uv − 4yv − 1= 0
has multiple roots atZ=w. Note thatG(u, v, Z) is a non-zero polynomial because6 does
not contain the vertical line X = u, Y = v, Z =w through P. Hence, the discriminant  of
the equation G(u, v, Z)= 0 disappears. Since  is a quadratic polynomial in u, v, it turns
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out that the projection P ′(u, v, 0) of P(u, v,w) is a common point of E and the quadratic
curve of equation  = 0. As E is non-singular, we have at least one and at most six such
common points. Therefore 1k6. Thus 12g − 26 whence 2g4 follows.
Lemma 3.4.
(I) If g = 4, then 6 is a canonical curve, and hence it is nonsingular.
(II) If g = 3, then 6 has at most one singular point which is a double point.
(III) If g = 2, then 6 has at most four singular points, each double.
Proof. The linear series L cut out on 6 by planes has dimension 3 and degree 6. If g = 4,
this yields that L is a canonical series, and hence 6 has no singular point; see [18, Chapter
2]. Let 2g3, and assume P to be a d-fold singular point of 6. To show that d3 does
not actually occur, project 6 from P on a plane disjoint from P. The resulting curve ′
has degree at most 3, and hence its genus is at most 1. Thus ′ and 6 are not birationally
isomorphic. On the other hand, no line through P can converge with 6 in more than 6− d
points distinct from P. Therefore, 3d4, and ′ is 2-fold covered by 6. Geometrically,
all but a ﬁnite number of lines through P converge at 6 in at least 3 points. Take one of
them, say ). Then all but a ﬁnite number of planes through ) converge at 6 in just one
point outside ). However, this can only happen when 6 is rational, a contradiction. Next,
consider the based point-free linear series L1 cut out on 6 by planes through P. Clearly,
L1 has dimension 2 and its degree is 4. Assume g = 3. Then L1 is the canonical series,
and hence 6 has no singular point different from P. For g = 2, we may assume that 6
has at least two singular points. Let P denote one of them. If ′ is birationally isomorphic
to 6,then ′ is a quartic plane curve of genus 2. Therefore, ′ has at most three singular
points, and hence 6 has at most four double points. Otherwise, ′ is a conic C, and 6
lies on the quadratic cone ′2 with vertex P and base curve C. It may be that K coincides
with 2. If this is the case, replace P by another double point of 6 and repeat the above
argument. So, we may assume that the cone ′2 is different from 2. Hence 6 is in the
intersection of two distinct quadrics, a contradiction, as 6 has degree larger than 4. This
completes the proof of Lemma 3.4.
The above three lemmas togetherwith the lower bound in theHasse–Weil theoremapplied
to 6 give the following result.
Lemma 3.5. Let Nq be the number of GF(q)-rational points of 6. Then
Nq
{
q + 1− 8√q f or g = 4,
q + 1− 6√q − 1 f or g = 3,
q + 1− 2√q − 4 f or g = 2.
(4)
To end the proof of Theorem 3.1, it sufﬁces to note that Nq is larger than 27 for q113.
Remark 3.6. Lemma 3.2 was originally proved by Giulietti [5]. Using more algebraic
geometry, he was also able to deal with the case j (E) = 0 stating a similar result under
some extra conditions. It should be noted, however, that Lemma 3.2 does not hold true for
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j (E)=0 as the following example shows. Let q ≡ 2 (mod 3). Then a primitive cubic root 
is in the quadratic extension of GF(q2) but not in GF(q). LetF(X, Y )=Y 2−X3−X2− 13X,
andQ= (1, 0, 0) the inﬁnite point of the X-axis. Every line ) throughQ has equation Y = c
and converges at the elliptic cubic E of equation F(X, Y )= 0 in the points P = (x, c) such
that x3 + x2 + 13x = c2. Now, assume that one of these common points, say P1(x, y), has
abscissa x in GF(q). Then none of the other two common points can have abscissa in GF(q),
as one of them is  x + 13 (− 1) and the other is 2 x + 13 (2 − 1).
Remark 3.7. There is a rich classical literature on sextics which are the complete inter-
section of a cubic surface and a quadric in the three-dimensional complex projective space;
see [4, Cap. V 47, vol. II]. Here we only mention that the idea of using the canonical linear
series in the proof of Lemma 3.4goes back to Nöther 1874; see [4, p. 528].
The non-extensibility result stated in the Introduction is a corollary to the following
theorem.
Theorem 3.8. Let 4 be an elliptic quartic of PG(3, q) with a non-vanishing j-invariant.
Let K be the k-cap consisting of all GF(q)-rational points of 4. If q113, then through
every point P ∈ PG(3, q) outside K there is a plane converging at K in four pairwise
distinct points.
Proof. Let P be any point of PG(3, q) not lying on K. We show at ﬁrst that there are at
most three points R ∈ K such that the line joining P and R is either a chord of K or the
tangent to K at R. Project 4 from P to a plane which does not contain P. The resulting
curve is a quartic C4 such that a point R ∈ K is projected to a singular point of C4 when
the above situation occurs, that is, the line PR is either a chord of K or the tangent to K at R.
Since C4 is an absolutely irreducible plane quartic, it has at most three singular points. This
proves the assertion. Now, as K has more than three points over GF(q) by the Hasse–Weil
theorem, some of the points on K, say A, are distinct from the above points R. Choose a
plane  that does not contain A, and project 4 from A on . Let E be the resulting elliptic
cubic of PG(2, q). Let A′ be the point of E corresponding to A by this projection, that is,
the common point of  with the tangent to K at A. The line r joining P and A converges at 
in a point P ′ which does not lie on E. This is ensured by our choice of A on K. By Theorem
3.1, in  there is a line ) through P ′ which converges at E in three pairwise distinct points,
say A′1, A′2 andA′3, each of them also distinct from A′. Since E is the projection of 4, the
plane  spanned by A together with the line ) contains three pairwise distinct points, say
A1, A2 andA3 onK\Awhose projections areA′1, A′2 andA′3, respectively. It turns out that
the plane  passes through P and converges at K at four pairwise distinct points, namely
A,A1, A2 and A3. This proves the theorem.
4. Equianharmonic quartics of PG(3, q)
As pointed out in the Introduction, the best elliptic quartics of PG(3, q) are equianhar-
monic as the linear collineation group G preserving a quartic 4 of PG(3, q) has order as
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Table 1
q (a, b) Nq Serre’s upper bound
13 (1, 9) 20 20
17 (1, 6) 24 26
19 (1, 11) 28 28
23 (1, 3) 32 32
29 (1, 24) 40 40
31 (1, 2) 40 42
37 (1, 5) 48 50
41 (1, 3) 52 54
43 (1, 10) 56 56
47 (1, 23) 60 60
53 (2, 40) 68 68
59 (1, 4) 72 74
61 (1, 7) 76 76
67 (2, 25) 84 84
71 (1, 5) 88 88
73 (1, 5) 88 90
79 (1, 6) 96 96
83 (1, 13) 100 102
89 (1, 13) 108 108
97 (1, 17) 116 116
101 (1, 14) 120 122
103 (1, 79) 124 124
107 (1, 15) 128 128
109 (1, 16) 128 130
113 (1, 2) 132 134
127 (1, 12) 148 150
131 (1, 20) 152 154
137 (1, 38) 160 160
139 (1, 4) 160 162
149 (1, 11) 162 174
151 (1, 48) 176 176
157 (1, 26) 180 182
163 (1, 17) 188 188
167 (1, 13) 192 192
173 (1, 146) 200 200
179 (1, 34) 204 206
181 (1, 48) 208 208
191 (1, 4) 216 218
193 (1, 65) 220 220
197 (1, 21) 224 226
199 (1, 171) 228 228
large as possible when4 is equianharmonic. From the coding theory point of view, another
important feature is the number of GF(q)-rational points of 4, i.e. points of PG(3, q) ly-
ing on 4. Therefore, one can seek for equianharmonic quartics with many GF(q)-rational
points. Such equianharmonic quartics indeed exist for small values of q, although we are
not able to prove it in general. For each q = p prime with q199, the Table 1 provides the
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Table 2
q (a, b) Nq Hasse–Weil upper bound
52 (1, 18) 36 36
72 (1, 45) 64 64
112 (1, 11) 144 144
132 (1, 4) 196 196
maximum number Nq of GF(q)-rational points of an equianharmonic quartic of PG(3, q)
together with the parameters (a, b) for which this occurs, as well as the comparison with
Serre’s upper bound q + [2√q] + 1 for the number of GF(q)-rational points of an elliptic
curve deﬁned over GF(q). Serre’s upper bound, see [16], is valid for every prime power
q, and it coincides with the Hasse–Weil upper bound for square q’s, whereas it is slightly
better for non-square q’s. On the other hand,Nqq+1−2√q by the Hasse–Weil theorem,
and this upper bound can only be attained for square prime powers. For each prime p13,
the Table 2 provides Nq with q = p2 showing that in some (but not all) cases an equian-
harmonic quartic is a GF(q)-maximal curve as the number of its GF(q)-rational points hits
the Hasse–Weil upper bound.
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