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1. Introduction
Let E be an ordered Banach space in which the partial ordering  is induced by a cone P ⊂ E . P is called normal if
there exists a constant N > 0 such that θ  x y implies ‖x‖  N‖y‖. P is called solid, if int P = ∅, i.e. P has nonempty
interior. P is called total if E = P − P . If P is solid, then P is total. For the concepts and the properties about the cones we
refer to [1–4].
We call E a lattice in the partial ordering , if for arbitrary x, y ∈ E , sup{x, y} and inf{x, y} exist. For x ∈ E , let
x+ = sup{x, θ}, x− = sup{−x, θ},
x+ and x− are called the positive part and the negative part of x respectively. Take |x| = x+ + x− , then |x| ∈ P , and |x| is
called the module of x. One can see [5] for the deﬁnition and the properties about the lattice.
For convenience, we use the following notations:
x+ = x+, x− = −x−, (1.1)
then
x+ ∈ P , x− ∈ (−P ), x = x+ + x−.
In an ordered Banach space, it has been studied extensively how to compute the ﬁxed point index about cone mappings
by means of the partial ordering relation. However, in an ordered Banach space with the lattice structure, it is a new
problem which is worth investigating how to compute the topological degree of this class of operators which are not cone
mappings. In the paper [8], we gave some methods of computation for topological degree about sublinear operators which
are not cone mappings using the lattice structure.
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which are not cone mappings using the partial ordering relation and the lattice structure and obtain the new results. As
applications, we investigate the existence of nontrivial solutions for the superlinear Sturm–Liouville problems. Moreover, we
discuss the singular superlinear problems as well.
2. Preliminaries
In this section, we shall give some preliminaries.
Suppose that E is a Banach space, W a retract of E and U a bounded open set of W . Let A : U → W be a completely
continuous operator which has no ﬁxed point on ∂U (the boundary of U with respect to W ). Then we can deﬁne the
ﬁxed point index i(A,U ,W ) of A over U with respect to W . One can refer to [1–4] for the deﬁnition and properties about
i(A,U ,W ).
Henceforth E will always be an ordered Banach space with a partial ordering  which is induced by a cone P in E .
Let B : E → E be a bounded linear operator. B is said to be positive if B(P ) ⊂ P . In this case, B is an increase operator,
namely for x, y ∈ E , x y implies Bx By. We have the following conclusion.
Lemma 2.1. Suppose that B : E → E is a positive bounded linear operator. If the spectral radius r(B) < 1, then (I − B)−1 exists and is
a positive bounded linear operator.
Let Pw = {x ∈ E | x w} for w ∈ E . It is easy to see that Pw is a convex closed set. We use the following lemmas.
Lemma 2.2. Let Ω ⊂ E be a bounded open set, and A : Ω ∩ Pw → Pw a completely continuous operator. If there exists u0 ∈ P \ {θ}
such that
u − Au = μu0, ∀u ∈ ∂Ω ∩ Pw , μ 0, (2.1)
then the ﬁxed point index i(A,Ω ∩ Pw , Pw) = 0.
Proof. If otherwise, then i(A,Ω ∩ Pw , Pw) = 0. Since Ω is bounded and A is completely continuous, we know that
A(Ω ∩ Pw) is bounded. Take
a = sup{‖x‖: x ∈ Ω ∩ Pw}, b = sup{‖x‖: x ∈ A(Ω ∩ Pw)}
and t0 > a+b‖u0‖ . Let H(t, x) = Ax + tt0u0. It is obvious that H : [0,1] × (Ω ∩ Pw) → Pw is completely continuous, and (2.2)
implies that the equation H(t, x) = x has no solution on [0,1] × (∂U ∩ Pw). It follows from the homotopy invariance of the
ﬁxed point index that
i(A + t0u0,Ω ∩ Pw , Pw) = i(A,Ω ∩ Pw , Pw) = 0.
This shows that there exists x0 ∈ Ω(Pw) such that x0 = Ax0 + t0u0, and therefore
t0 = ‖x0 − Ax0‖‖u0‖ 
a + b
‖u0‖ .
This contradicts t0 > a+b‖u0‖ . 
The following lemmas are well known (see [3]).
Lemma 2.3. Let Ω ⊂ E be a bounded open set which contains θ ∈ Ω , A : Ω → E a completely continuous operator with Aθ = θ .
Suppose that the Fréchet derivative A′θ of A at θ exists, and μ = 1 is not an eigenvalue of A′θ . Then there exists r0 > 0 such that for
0< r < r0 ,
deg(I − A, Tr, θ) = (−1)β ,
where β is the sum of the algebraic multiplicities for all eigenvalues of A′θ , lying in the interval (0,1), and Tr = {x ∈ E | ‖x‖ < r}.
Lemma 2.4. Let Ω ⊂ E be a bounded open set which contains θ , A : Ω → E a completely continuous operator. If
Au = μu, ∀u ∈ ∂Ω, μ 1,
then the topological degree deg(I − A,Ω, θ) = 1.
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In this section, we always assume that E is a Banach space, P is a total cone in E and the partial ordering  in E is
induced by P . We also suppose that E is a lattice in the partial ordering . We shall give a new method for computation
of the topological degree about nonlinear operators by using the lattice structure.
Let B : E → E be a positive completely continuous linear operator; r(B) a spectral radius of B; B∗ the conjugated operator
of B; P∗ the conjugated cone of P . Since P ⊂ E is a total cone, according to the famous Krein–Rutman theorem (see [6]),
we infer that if r(B) = 0, then there exist ϕ ∈ P \ {θ} and g∗ ∈ P∗ \ {θ} such that
Bϕ = r(B)ϕ, B∗g∗ = r(B)g∗. (3.1)
Fix ϕ ∈ P \ {θ}, g∗ ∈ P∗ \ {θ} such that (3.1) holds. For δ > 0, let
P (g∗, δ) = {x ∈ P , g∗(x) δ‖x‖}, (3.2)
then P (g∗, δ) is also a cone in E .
Deﬁnition 3.1. (See [7].) Let B be a positive linear operator. The operator B is said to satisfy H condition, if there exist
ϕ ∈ P \ {θ}, g∗ ∈ P∗ \ {θ} and δ > 0 such that (3.1) holds, and B maps P into P (g∗, δ).
Deﬁnition 3.2. (See [8].) Let D ⊂ E and F : D → E be a nonlinear operator. F is said to be quasi-additive on lattice, if there
exists y0 ∈ E such that
F x = F x+ + F x− + y0, ∀x ∈ D, (3.3)
where x+ and x− are deﬁned by (1.1).
Remark 3.1. We point out that the condition (3.3) appears naturally in the applications for nonlinear differential equations
and integral equations.
Let
E = C[a,b] = {x(t) ∣∣ x : [a,b] → R1 is continuous}
and f (t, x) : [a,b] × R1 → R1. Consider the Nemytskii operator
(F x)(t) = f (t, x(t)).
Set P = {x ∈ C[a,b] | x(t) 0}, then C[a,b] is a lattice in the partial ordering which is induced by P . For any x ∈ C[a,b], it
is evident that
x+(t) =max
{
x(t),0
}
, x−(t) =min
{
x(t), 0
}
,
and hence |x|(t) = |x(t)|. By Remark 3.1 in [8], we know that there exists z0 ∈ C[0,1] such that (3.3) is satisﬁed.
Now, we state our theorems.
Theorem 3.1. Let A : E → E be a completely continuous operator satisfying A = BF , where F is quasi-additive on lattice, B is a
positive bounded linear operator satisfying H condition. Suppose that
(i) there exist a1 > r−1(B) and y1 ∈ P such that
F x a1x− y1, ∀ x ∈ P ; (3.4)
(ii) there exist 0< a2 < r−1(B) and y2 ∈ P such that
F x a2x− y2, ∀ x ∈ (−P ). (3.5)
Then there exist w ∈ (−P ) and R0 > 0 such that A(Pw) ⊂ Pw , and for R > R0 , the ﬁxed point index
i(A, TR ∩ Pw , Pw) = 0, (3.6)
where Pw = {x ∈ E | x w} and TR = {x ∈ E | ‖x‖ < R}.
Proof. Since F is quasi-additive on lattice, there exists y0 ∈ E such that (3.3) holds. It follows from A = BF that
Ax = B(F x+ + F x− + y0) = Ax+ + Ax− + v0, (3.7)
where v0 = By0. In virtue of (3.4) and (3.5) we have
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Ax = BF x a2Bx− u2, ∀x ∈ (−P ), (3.9)
where u1 = By1 ∈ P and u2 = By2 ∈ P . Since 0 < a2 < r−1(B), Lemma 2.1 yields that (I − a2B)−1 is a positive linear
operator. Let v0 = By0, u0 = u1 + u2 − v0− and w = −2(I − a2B)−1u0, then w ∈ (−P ) and w − a2Bw = −2u0. This shows
a2Bw − u0 = w + u0  w. For x w , by w  θ we infer θ  x−  w . On account of (3.7)–(3.9), we arrive at
Ax = Ax+ + Ax− + v0  a1Bx+ − u1 + a2Bx− − u2 + v0  a1Bx+ + a2Bw − u0  a1Bx+ + w.
This implies
A(Pw) ⊂ Pw , Ax a1Bx+ w, ∀x w. (3.10)
Set v∗ = a2w − y1 − y2 + y0. Since x w implies x−  w , by (3.3)–(3.5) we have
F x a1x+ − y1 + a2x− − y2 + y0  a2w − y1 − y2 + y0 = v∗, ∀x w. (3.11)
Since B satisﬁes H condition, we know that there exist ϕ ∈ P \ {θ}, g∗ ∈ P∗ \ {θ} and δ > 0 such that (3.1) holds, and B
maps P into P (g∗, δ), where P (g∗, δ) is denoted by (3.2). a1 > r−1(B) gives ε0 = a1r(B) − 1 > 0. Choose R0 > 0 such that
R0 >
1
ε0δ
[
ε0δ‖Bv∗‖ − ε0g∗(Bv∗) − g∗(w)
]
. (3.12)
For R > R0, we prove
x− Ax = μϕ, ∀μ 0, x ∈ ∂TR ∩ Pw . (3.13)
If (3.13) is not true, then there exist μ0  0 and x0 ∈ ∂TR ∩ Pw such that
x0 − Ax0 = μ0ϕ. (3.14)
(3.11) shows F x0 − v∗ ∈ P . The fact that B maps P into P (g∗, δ) implies
B(F x0 − v∗) ∈ P (g∗, δ). (3.15)
(3.1) gives μ0ϕ = μ0r(B) Bϕ ∈ P (g∗, δ), this, together with (3.14) and (3.15), shows
x0 − Bv∗ = B(F x0 − v∗) + μ0ϕ ∈ P (g∗, δ).
Therefore,
g∗(x0 − Bv∗) δ‖x0 − Bv∗‖ δ‖x0‖ − δ‖Bv∗‖. (3.16)
It follows from (3.1) that
g∗(Bx0) = (B∗g∗)(x0) = r(B)g∗(x0),
combining with (3.10), we infer that
g∗(Ax0) a1g∗(Bx0) + g∗(w) = a1r(B)g∗(x0) + g∗(w) = g∗(x0) + ε0
[
g∗(x0 − Bv∗)
]+ ε0g∗(Bv∗) + g∗(w). (3.17)
By virtue of ‖x0‖ = R > R0, (3.17), (3.16) and (3.15) imply
g∗(Ax0) − g∗(x0) ε0
[
δ‖x0‖ − δ‖Bv∗‖
]+ ε0g∗(Bv∗) + g∗(w)
> ε0δR0 − ε0δ‖Bv∗‖ + ε0g∗(Bv∗) + g∗(w) > 0. (3.18)
On the other hand, (3.14) assures
g∗(x0) − g∗(Ax0) = μ0g∗(ϕ) 0,
this contradicts (3.18). And thus (3.13) is true. An application of Lemma 2.2 yields that (3.6) holds. 
Corollary 3.1. Let A : P → P be a completely continuous operator such that A = BF , where F (P ) ⊂ P and B : E → E is a positive
bounded linear operator satisfying H condition. If there exists a1 > r−1(B) and y1 ∈ P such that (3.4) holds, then there exists R0 > 0
such that for R > R0 , the ﬁxed point index
i(A, TR ∩ P , P ) = 0.
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Ax a1Bx− By1, F x θ, ∀x ∈ P .
Let ϕ , g∗ , δ and ε0 be as in Theorem 3.1. Choose R0 > g
∗(By1)
ε0δ
. By the same method as to prove (3.13), we can verify that
for R > R0,
x− Ax = μϕ, ∀μ 0, x ∈ ∂TR ∩ P .
Using Lemma 2.2, we ﬁnd that the conclusion holds. 
If P ⊂ E is strengthened to be a solid cone, then we have the more general result.
Theorem 3.2. Under the conditions in Theorem 3.1, suppose in addition that P is a solid cone in E, then there exists R0 > 0 such that
for R > R0 , the topological degree
deg(I − A, TR , θ) = 0. (3.19)
Proof. Let u∗ ∈ int P be ﬁxed, and set
w = −2(I − a2B)−1(u1 + u2 − v0− + u∗),
then w ∈ (−P ). Using the same method as in Theorem 3.1, we know that (3.7)–(3.9) are satisﬁed; A(Pw) ⊂ Pw ; and there
exists R0 > 0 such that (3.6) holds for R > R0.
Set U = int Pw ∩ TR . We prove that A has no ﬁxed point on (T R \U )∪ ∂ Pw . In fact, if there exists x0 such that Ax0 = x0,
then (3.7)–(3.9) give that
x0 = Ax0 = Ax0+ + Ax0− + v0
 a1Bx0+ − u1 + a2Bx0− − u2 + v0−
 a2Bx0− − u1 − u2 + v0−. (3.20)
Since a2Bx0− − u1 − u2 + v0−  θ, it follows from (3.20) that
x0−  a2Bx0− − u1 − u2 + v0−,
and thus
(I − a2B)x0− −u1 − u2 + v0− −u1 − u2 + v0− − u∗.
This implies
x0  x0−  (I − a2B)−1(−u1 − u2 + v0− − u∗) = 12w. (3.21)
By virtue of u∗ ∈ int P and u1 + u2 − v0− ∈ P , one can easy show that u1 + u2 − v0− + u∗ ∈ int P . Since I − a2B is homeo-
morphic, we know that
−1
2
w = (I − a2B)−1(u1 + u2 − v0− + u∗) ∈ int P ,
and hence
1
2
w = w − 1
2
w ∈ int Pw .
(3.21) gives x0 − 12w0  θ , and therefore x0 = x0 − 12w + 12w ∈ int Pw . This assures that x0 /∈ ∂ Pw . If x0 ∈ T R \ U , then
x0 ∈ ∂TR ∩ Pw and Ax0 = x0, this contradicts (3.13). Consequently, A has no ﬁxed point on (T R \ U )⋃ ∂ Pw . It follows from
the excision property of the topological degree that
deg(I − A, TR , θ) = deg(I − A,U , θ). (3.22)
By means of A(U ) ⊂ Pw , we infer by the permanence of the topological degree that
deg(I − A,U , θ) = i(A,U ∩ Pw , Pw) = i(A,U , Pw). (3.23)
By (TR ∩ Pw) \U ⊂ ∂ P (w0) we show that A has no ﬁxed point on (TR ∩ Pw) \U . The excision property of ﬁxed point index
implies that
i(A, TR ∩ Pw , Pw) = i(A,U , Pw),
this, together with (3.22), (3.23) and (3.6) imply that (3.19) is valid. 
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has no ﬁxed point on ∂Ω . If
(i) there exists a positive bounded linear operator B such that
|Ax| B|x|, ∀x ∈ ∂Ω;
(ii) r(B) 1, then
deg(I − A,Ω, θ) = 1. (3.24)
Proof. Assume that there exist x0 ∈ ∂Ω , μ0  1 such that Ax0 = μ0x0. Since A has no ﬁxed point on ∂Ω , we see μ0 > 1.
The condition (i) shows μ0|x0| B|x0|, and therefore
μn0|x0| Bn|x0|. (3.25)
Let D = {y | y  |x0|}. (3.25) yields {μ−n0 Bn|x0| | n = 1,2, . . .} ⊂ D. x0 ∈ ∂Ω and θ ∈ Ω imply d = d(θ, D) > 0. Consequently,
we get by (3.25)
∥∥Bn∥∥ 1‖x0‖
∥∥Bnx0∥∥ d‖x0‖μn0 (n = 1,2, . . .).
This shows
r(B) = lim
n→∞
(∥∥Bn∥∥)1/n  lim
n→∞
(
d
‖x0‖μ
n
0
)1/n
= μ0 > 1.
This contradicts the condition (ii). So we arrive at
Ax = μx, ∀x ∈ ∂Ω, μ 1.
Lemma 2.4 gives that (3.24) holds. 
Corollary 3.2. Let Ω be as in Theorem 3.3. Suppose that A : Ω ∩ P → P is a completely continuous operator which has no ﬁxed point
on ∂Ω ∩ P . If there exists a positive bounded linear operator B with r(B) 1, then i(A,Ω ∩ P , P ) = 1.
Remark 3.2. In Theorems 3.1–3.3, the operator A is not assumed to be a cone mapping. In the paper [9], we given a method
of computation for topological degree about a kind of operators which are not cone mappings. The results here are different
from that in [9]. Theorems 3.1 and 3.2 can be used to investigate the existence of nontrivial solutions for some superlinear
differential equations (see Section 4).
Using Theorems 3.2 and 3.3, we have
Theorem 3.4. Suppose that the conditions in Theorem 3.2 holds. If there exist a bounded open set Ω which contains θ , and a positive
bounded linear operator B0 with r(B0) 1 such that
|Ax| B0|x|, ∀x ∈ ∂Ω, (3.26)
then A has at least one nonzero ﬁxed point.
By Theorem 3.2 and Lemma 2.3 we obtain
Theorem 3.5. Let the conditions of Theorem 3.2 be satisﬁed. Suppose in addition that Aθ = θ ; the Fréchet derivative A′θ of A at θ
exists, and 1 is not the eigenvalue of A′θ . Then A has at least one nonzero ﬁxed point.
Proof. Using Theorem 3.2, we see that there exists R > 0 such that
deg(I − A, TR , θ) = 0. (3.27)
Lemma 2.3 gives that there exists 0 < r < R such that
deg(I − A, Tr, θ) = (−1)β = 0. (3.28)
(3.27) and (3.28) imply that the conclusion holds. 
Remark 3.3. Theorems 3.4 and 3.5 can be applied to investigate the existence of nontrivial solutions for singular superlinear
Sturm–Liouville problems (see Section 4).
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Consider the following Sturm–Liouville problems{−(Lx)(t) = f (t, x), 0 < t < 1,
α0u(0) + β0u′(0) = 0, α1u(1) + β1u′(1) = 0, (4.1)
where (Lx)(t) = (p(t)x′(t))′ + q(t)x(t). Through this section, we always suppose that:
p(t) ∈ C1[0,1], p(t) > 0, q(t) ∈ C[0,1], q(t) 0;
α0  0, β0  0, α1  0, β1  0, α20 + β20 = 0, α21 + β21 = 0;
and the homogeneous equation with respect to (4.1){−(Lx)(t) = 0, 0 < t < 1,
α0x(0) + β0x′(0) = 0, α1x(1) + β1x′(1) = 0 (4.2)
has only the trivial solution.
Let k(t, s) be the Green’s function with respect to (4.2). According to the ordinary of Sturm–Liouville theory of ordinary
differential equations (see [11]), we have
Lemma 4.1. The Green’s function k(t, s) possesses the following form:
k(t, s) =
{
1
c u0(t)v0(s), 0 t  s 1,
1
c u0(s)v0(t), 0 s t  1,
(4.3)
where c is a positive constant, u0, v0 ∈ C2[0,1] satisfy the following
(i) k(t, s) = k(s, t) 0 and k(t, s) k(s, s) for (t, s) ∈ [0,1];
(ii) u0 is increasing on [0,1] with u0(t) > 0 for t ∈ (0,1];
(iii) v0 is decreasing on [0,1] with v0(t) > 0 for t ∈ [0,1);
(iv) Lu0 ≡ 0, u0(0) = β0 , u′0(0) = −α0;
(v) Lv0 ≡ 0, v0(1) = β1 , v ′0(1) = −α1 .
It is well known, the Sturm–Liouville problems (4.1) can be converted into the equivalent Hammerstein nonlinear integral
equation
ϕ(t) =
1∫
0
k(t, s) f
(
s,ϕ(s)
)
ds, t ∈ [0,1].
Deﬁne the operators
(Aϕ)(t) =
1∫
0
k(t, s) f
(
s,ϕ(s)
)
ds, t ∈ [0,1], (4.4)
(Bϕ)(t) =
1∫
0
k(t, s)ϕ(s)ds, t ∈ [0,1]. (4.5)
As is well known, B has an unbounded sequence of eigenvalues:
0 < λ1 < λ2 < λ3 < · · · , λn → +∞,
the algebraic multiplicities of every eigenvalue are simple, and the spectral radius r(B) = λ−11 . Let e1 be the ﬁrst normalized
eigenfunction of B corresponding to its ﬁrst eigenvalue λ1, i.e.
e1(t) = λ1(Be1)(t) = λ1
1∫
0
k(t, s)e1(s)ds. (4.6)
Then e1(t) > 0 for t ∈ (0,1); e1(0) = 0 implies e′ (0) > 0; e1(1) = 0 implies e′ (1) < 0 and max0t1 |e1(t)| = 1.1 1
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Lemma 4.2. (See [10].) There exists δ > 0 such that
e1(t) δk(t, s), ∀t, s ∈ [0,1]. (4.7)
Proof. If u0(0) > 0, v0(1) > 0, by (4.3) and (4.6) we have that k(t, s) > 0 on [0,1], and e1(0) > 0, e1(1) > 0. So e1(t)k(t,s) > 0
on [0,1], and there exists δ > 0 such that (4.7) holds.
If u0(0) = 0, v0(1) = 0, it follows from Lemma 4.1 that β0 = β1 = 0 and α0,α1 > 0, which imply k(0, s) ≡ 0, k(1, s) ≡ 0
on [0,1]. By (4.6) we see e1(1) = e1(0) = 0, and therefore e′1(0) > 0, e′1(1) > 0. Notice that
lim
t→0+
e1(t)
u0(t)
= e
′
1(0)
u′0(0)
= e
′
1(0)
α0
> 0, lim
t→1−
e1(t)
v0(t)
= e
′
1(1)
v ′0(1)
= e
′
1(0)
−α1 > 0,
it follows from e1(t)k(t,s) > 0, t, s ∈ (0,1) that there exists δ > 0 such that (4.7) is satisﬁed. In the cases u0(0) = 0, v0(1) > 0 and
u0(0) > 0, v0(1) = 0, the proof is analogous. 
Let E = C[0,1]. Then E is an ordered Banach space with the sup norm ‖u‖ = sup0t1 |u(t)| and
P = {u ∈ C[0,1] ∣∣ u(t) 0, t ∈ [0,1]} (4.8)
is a cone of E . It is obvious that P is a normal solid cone, and E becomes a lattice under the natural ordering .
Theorem 4.1. Let f (t,u) : [0,1] × R1 → R1 be continuous. Suppose that there exists ε > 0 such that
limsup
u→−∞
f (t,u)
u
 λ1 − ε, uniformly on t ∈ [0,1]; (4.9)
lim inf
u→+∞
f (t,u)
u
 λ1 + ε, uniformly on t ∈ [0,1]; (4.10)
limsup
u→0
| f (t,u)
u
| λ1 − ε, uniformly on t ∈ [0,1]. (4.11)
Then the nonlinear Sturm–Liouville problem (4.1) has at least one nontrivial solution.
Proof. Clearly, A : E → E is completely continuous. By means of (4.10) and (4.9), we know that there exists R0 > 0 such
that
f (t,u)
(
λ1 + 1
2
ε
)
u, t ∈ [0,1], u  R0;
f (t,u)
(
λ1 − 1
2
ε
)
u, t ∈ [0,1], u −R0,
and therefore there exists a constant M > 0 such that
f (t,u)
(
λ1 + 1
2
ε
)
u − M, ∀t ∈ [0,1], u  0; (4.12)
f (t,u)
(
λ1 − 1
2
ε
)
u − M, ∀t ∈ [0,1], u  0. (4.13)
Let (Fϕ)(t) = f (t,ϕ(t)) for ϕ ∈ C[0,1]. On account of Remark 3.1, we see that F satisﬁes (3.3) and A = BF .
We show that B deﬁned by (4.5) satisﬁes H condition. Let
g∗(ϕ) =
1∫
0
e1(t)ϕ(t)dt, ∀ϕ ∈ C[0,1],
where e1 is the positive eigenfunction of B corresponding to its ﬁrst eigenvalue λ1. Then e1 ∈ P \ {θ} and g∗ ∈ P∗ \ {θ}.
For ϕ ∈ E , on account of k(t, s) = k(s, t) and (4.6), we obtain
g∗(Bϕ) =
1∫
e1(t)dt
1∫
k(t, s)ϕ(s)ds =
1∫
ϕ(s)ds
1∫
e1(t)k(s, t)dt = λ1−1
1∫
e1(s)ϕ(s)ds. (4.14)0 0 0 0 0
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that there exists δ > 0 such that (4.7) holds. For ϕ ∈ P , (4.14) and (4.7) imply
g∗(Bϕ) λ1−1δ
1∫
0
k(s, t)ϕ(s)ds = δλ1−1(Bϕ)(t), ∀t ∈ [0,1],
which yields g∗(Bϕ) δλ1−1‖Bϕ‖, and thus B(P ) ⊂ P (g∗, δλ1−1). This shows that B satisﬁes H condition.
In virtue of (4.12) and (4.13), we see that (3.4) and (3.5) hold, where a1 = λ1 + 12ε > λ1 = r−1(B) and a2 = λ1 − 12ε <
r−1(B). This shows that the conditions in Theorem 3.2 are satisﬁed. By (4.11) we infer that there exists r > 0 such that
∣∣ f (t,u)∣∣ (λ1 − 1
2
ε
)
|u|, ∀t ∈ [0,1], |u| r.
This implies that
|Aϕ| B0|ϕ|, ∀ϕ ∈ ∂Tr,
where B0 = (λ1 − 12ε)B , and r(B0) = (λ1 − 12ε)r(B) < 1. Therefore, (3.26) holds. An application of Theorem 3.4 shows
that (4.1) has at least one nontrivial solution. 
Theorem 4.2. Let f (t,u) : [0,1] × R1 → R1 be continuous, and (4.9) and (4.10) satisﬁed. Suppose in addition that
f (t,0) = 0, ∀t ∈ [0,1]; (4.15)
lim
u→0
f (t,u)
u
= λ, uniformly on t ∈ [0,1]. (4.16)
If λ /∈ {λ1, λ2, . . . , λn . . .}, then (4.1) has least one nontrivial solution.
Proof. By means of the proof in Theorem 4.1, it follows from (4.9) and (4.10) that the conditions of Theorem 3.2 hold. (4.15)
and (4.16) imply that Aθ = θ and A′θ = λB . Therefore, 1 is not the eigenvalue of A′θ . Using Theorem 3.5, we know that the
conclusion holds. 
Let us investigate the existence of nontrivial solutions for singular superlinear Sturm–Liouville problems (4.1). Assume
that f (t,u) = a(t)g(t,u), where a(t) is allowed to be singular at both t = 0 and t = 1.
Suppose that
(H1) a : (0,1) → [0,+∞) is continuous, a(t) ≡ 0 and
1∫
0
a(t)k(t, t)dt < +∞;
(H2) g(t,u) : [0,1] × R1 → R1 is continuous.
Deﬁne the operators
(Bϕ)(t) =
1∫
0
a(s)k(t, s)ϕ(s)ds, t ∈ [0,1]; (4.17)
(Fϕ)(t) = g(t,ϕ(t)). (4.18)
We have the following
Lemma 4.3. (See [12].) Suppose that (H1) and (H2) are satisﬁed. Then for the operator B deﬁned by (4.17),
(i) B : C[0,1] → C[0,1] is a completely continuous linear operator and B(P ) ⊂ P , where P is deﬁned by (4.8);
(ii) the spectral radius r(B) = 0 and B has positive eigenfunction ϕ corresponding to its ﬁrst eigenvalue μ1 = (r(B))−1;
(iii) ϕ(t) > 0 for t ∈ (0,1), and there exists δ0 > 0 such that
ϕ(s) δ0k(t, s), ∀t, s ∈ [0,1]. (4.19)
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Lemma 4.4. If F : E → E is continuous, and B : E → E is completely continuous, then BF : E → E is completely continuous.
Let us state our results.
Theorem 4.3. Suppose that (H1)–(H2) are satisﬁed. If there exists η > 0 such that
lim inf
u→+∞
g(t,u)
u
μ1 + η, uniformly on t ∈ [0,1]; (4.20)
limsup
u→−∞
g(t,u)
u
μ1 − η, uniformly on t ∈ [0,1]; (4.21)
limsup
u→0
∣∣∣∣ g(t,u)u
∣∣∣∣μ1 − η, uniformly on t ∈ [0,1], (4.22)
then the singular nonlinear Sturm–Liouville problem (4.1) has least one nontrivial solution.
Proof. Let E = C[0,1]; P , A, B and F be deﬁned by (4.8), (4.4), (4.17) and (4.18) respectively. Clearly, F : E → E is contin-
uous and quasi-additive on lattice, and A = BF . Since B : E → E is completely continuous (Lemma 4.3(i)), we know from
Lemma 4.4 that A : E → E is completely continuous.
We claim that B satisﬁes H condition. Let
g∗(ϕ) =
1∫
0
a(s)ϕ(s)ϕ(s)ds.
For ϕ ∈ E , by k(t, s) = k(s, t) and Lemma 4.3(ii) we get
g∗(Bϕ) =
1∫
0
a(t)ϕ(t)(Bϕ)(t)dt =
1∫
0
a(t)ϕ(t)dt
1∫
0
a(s)k(t, s)ϕ(s)ds =
1∫
0
a(s)ϕ(s)ds
1∫
0
a(t)k(s, t)ϕ(t)dt
=
1∫
0
a(s)ϕ(s)(Bϕ)(s)ds = r(B)
1∫
0
a(s)ϕ(s)ϕ(s)ds, (4.23)
and thus B∗g∗ = r(B)g∗ . Lemma 4.3 gives ϕ ∈ P \ {θ} and Bϕ = r(B)ϕ . Therefore, (3.1) holds. For ϕ ∈ P , Lemma 4.3 shows
Bϕ ∈ P . In addition, by virtue of (4.19) and (4.23), we have
g∗(Bϕ) δ0r(B)
1∫
0
a(s)ϕ(s)k(t, s)ds = δ0μ−11 (Bϕ)(t), t ∈ [0,1],
this means g∗(Bϕ) δ0μ−11 ‖Bϕ‖. So B(P ) ⊂ P (g∗, δ0μ1−1). This proves that B satisﬁes H condition.
In virtue of (4.20) and (4.21), one can verify that (3.4) and (3.5) are satisﬁed. By (4.22) we know that there exists
r > 0 such that (3.26) holds, where B0 = (μ1 − 12η)B,Ω = Tr . Consequently, all conditions in Theorem 3.4 are satisﬁed. So,
Theorem 3.4 guarantees that our conclusion holds. 
Theorem 4.4. Let (H1) and (H2) be satisﬁed. If (4.20) and (4.21) hold, and
g(t,0) = 0, ∀t ∈ [0,1]; (4.24)
lim
u→0
g(t,u)
u
= μ, uniformly on t ∈ [0,1], (4.25)
where μ = μn, {μ1,μ2, . . . ,μn . . .} is the eigenvalue set of B, then singular nonlinear Sturm–Liouville problem (4.1) has least one
nontrivial solution.
Proof. In virtue of the proof in Theorem 4.3, we infer from (H1), (H2), (4.20) and (4.21) that the conditions in Theorem 3.2
hold. By (4.24) and (4.25) we have Aθ = θ and A′θ = μB . Then 1 is not the eigenvalue of A′θ . Theorem 3.5 implies that the
conclusion holds. 
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