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INTRODUCTION 
Cardiovascular diseases (CVD) including 
myocardial infarction (MI) are the leading cause 
of death globally with substantial increases 
predicted by the World Health Organisation in 
the coming decades. Approximately 80% 
percent of deaths due to CVD occur in 
developing countries for which the risk of CVD 
increases with the improvement of socio-
economic conditions [1]. In 2005 8.1 million 
patients in America alone suffered a MI. Up to 
one third of these patients will develop heart 
failure, making MI the most common cause 
thereof. Considering that 30-40% of patients die 
from heart failure within one year of being 
diagnosed [2] and the annual mortality rate is 
around 10% even with optimal modern therapy 
[3], alternative therapies are urgently needed.  
 
There has been significant recent interest in 
biomaterial delivery as a therapeutic approach 
for myocardial infarction [4]. In such a complex 
environment as the infarcted heart, including the 
change of tissue stiffness and structure as the 
infarct heals, determining the impact of the 
delivered biomaterial would be extremely 
challenging through in vitro and in vivo 
experimentation alone. Numerical simulations 
have begun to be used in attempts to better 
understand the biomechanical interactions 
between biomaterial and infarct to advance 
therapeutic material injections [5-9]. 
 
The presented studies explored (1) the effect of 
volume of the delivered biomaterial on 
therapeutic benefits and (2) injectate-tissue 
mechanics at micro-structural level. 
 
METHODS 
Biventricular and left ventricular finite element 
(FE) models of a healthy rat heart were 
generated from magnetic resonance images 
[10]. To explore effects of biomaterial volume, a 
series of biventricular models were developed 
from the original geometry that represented 
ischemic antero-apical infarcts of three sizes 
(10%, 20% and 38% of the left ventricular wall 
volume) and intramyocardially polyethylene 
glycol (PEG) hydrogel injectates of three sizes 
(25%, 50% and 75% of the infarct wall volume). 
The biomaterial injectates in the infarcted 
myocardium were modelled using a 
homogenisation approach. Diastolic filling and 
systolic ejection were simulated and left 
ventricular function and infarct wall mechanics 
were recorded using the freely available code 
Continuity 6 (Cardiac Mechanics Research 
Group, University of California San Diego, La 
Jolla, CA, USA).  
 
To study the injectate micromechanics, the left 
ventricular model was employed to record the 
deformation of a small antero-apical midwall 
myocardial cube during diastolic filling (Abaqus 
6.12, Dassault Systèmes, Providence, RI, USA). 
The recorded deformation was applied as 
displacement boundary conditions in an FE cube 
model of PEG hydrogel injectate dispersed in 
infarcted myocardium, see Fig. 1. The infarct-gel 
microstructural details were obtained from 
reconstruction of histological micrographs [11]  
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RESULTS AND DISCUSSION 
For the non-treated 10%, 20% and 38% infarcts, 
the end-systolic maximum fibre stress was 53.4, 
90.6 and 101.5 kPa, respectively. In the treated 
10% infarct, the maximum fibre stress was 
reduced to nearly the stress magnitude of the 
healthy case (41.6 kPa) for all injectate volumes, 
i.e. 44.7, 44.0 and 45.3 kPa for 25%, 50% and 
75% injectate, respectively. Correlated with 
 
The reduction of end-systolic maximum fibre 
stress due to 50% biomaterial injectate was 
considerably smaller in the 10% infarct (17.6%) 
compared to the 20% infarct (40.3%) whereas 
the opposite was observed for maximum fibre 
strain (44.4% and 18.6% reduction in the 10% 
and 20% infarct, respectively). For the 10% and 
38% infarcts with 10% injectate, the decrease in 
end-systolic maximum fibre stress was 16.7% 
and 34.7%, respectively, whereas the maximum 
fibre strain was reduced more in the treated 10% 
infarct (30.2%) than in the 38% infarct (9.8%). 
 
The circumferential and longitudinal strains 
predicted by the cube model (-7.9 % and -4.4%) 
correlated with in vivo experimental strain data 
reported for a rat heart (-7±4% and -5±3 %) 
indicating that the micromechanical 
investigations were established using realistic 
loading conditions. The infarct fibre stress 
decreased from 35.7 kPa for untreated infarct to 
22.7 kPa for PEG gel-treated infarct despite the 
small difference in the fibre strain (0.9% and 
0.8%). Although stress reduction in infarct 
following gel injection has been reported [8,9], 
the current micromechanical model suggested 
an additional mechanism for such reduction, 
namely that the the gel attenuates the forces 
acting on the tissue by limiting the tissue 
deformation during the passive diastolic dilation 
of the left ventricle. 
 
CONCLUSIONS 
The largest reduction in infarct stress was 
observed for the intermediate volume of 
delivered biomaterial. Although differences were 
marginally, this may be an indication that an 
excessive volume of intramyocardial biomaterial 
injectates may adversely affect the therapeutic 
benefits for treatment of myocardial infarction. 
 
We demonstrated the feasibility of utilizing 
microstructural details of 3D gel dispersion in an 
infarcted myocardium to computationally study 
the underlying mechanics of this emerging 
therapy. We also showed that the 
micromechanics can provide important 
information and help understand the mutual 
mechanical effect between the infarct tissue and 
the injected material.  
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Fig 1: 3D geometry and FE mesh of PEG hydrogel 
(blue) dispersed in infarcted myocardium (red) in a 
rat heart.  
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INTRODUCTION 
Individuals with a transtibial amputation have an 
increased risk and fear of falling relative to non-
amputees [1]. Recently, whole-body angular 
momentum has been used to characterize 
dynamic balance on different walking surfaces 
and between amputees and non-amputees [2, 3].  
Amputees have shown a greater range of angular 
momentum during residual leg stance, which may 
help explain their greater risk of falling.  In 
addition, the lack of functional use of the ankle 
muscles are likely a contributing factor to a 
greater fall risk in amputees, as these muscles 
are major contributors to the regulation of whole-
body angular momentum throughout stance [4] 
and have been shown to be critical for 
maintaining balance and for trip recovery [5]. 
Muscles are the primary mechanism for 
controlling dynamic balance [4], but it is unclear 
how this control is affected by needed muscle 
compensations used by amputees. 
 
Thus, the purpose of this study was to use a 
musculoskeletal modeling and simulation 
framework to assess muscle and prosthetic 
contributions to the regulation of dynamic balance 
in amputees relative to non-amputees. 
 
METHODS 
A three-dimensional, bipedal musculoskeletal 
model was developed using SIMM/Dynamics 
Pipeline (Musculographics, Inc.) and has been 
previously described [6]. The dynamic equations 
of motion were generated using SD/FAST (PTC). 
The musculoskeletal model contained 14 rigid 
body segments and 23 degrees of freedom. Each 
leg was driven by 38 Hill-type musculotendon 
actuators governed by force-length-velocity 
properties. The excitation of each muscle was 
defined with a bimodal pattern and muscle 
activation/deactivation dynamics were modeled 
using a first-order differential equation. Foot-
ground contact was modeled using 31 
independent visco-elastic elements with coulomb 
friction on each foot and passive torques were 
applied at each joint to represent ligament and 
passive tissue forces. 
 
For the amputee model, the mass and the 
location of the center of mass of the affected leg 
were modified to represent a residual leg and 
prosthetic foot. The prosthesis was modeled 
using a second-order torsional spring with 
damping at the ankle. A simulated annealing 
optimization algorithm was used to solve the 
optimal tracking problem while minimizing muscle 
stress to generate forward dynamics simulations 
of amputee and non-amputee walking that 
represented the average walking pattern of each 
subject group.  
 
To provide the average walking patterns for the 
simulations, three-dimensional kinematic data 
were collected at 120 Hz from 14 amputees and 
10 non-amputees walking along a 10-m walkway 
at 1.2 ± 0.06 m/s. Ground reaction force (GRF) 
and surface electroymyographic (EMG) data were 
collected at 1200 Hz. EMG data were collected 
from eight intact leg muscles and five residual leg 
muscles. Each amputee subject used his or her 
own passive prosthesis. Kinematic and GRF data 
were low-pass filtered with a 4th-order Butterworth 
filter with a cutoff frequency of 6 Hz and 20 Hz, 
respectively. EMG data were demeaned, rectified, 
high-pass filtered with a cutoff frequency of 40 
Hz, and then low-pass filtered with a cutoff 
frequency of 4 Hz. These data were normalized to 
the gait cycle and averaged across subjects for 
both the amputee and non-amputee groups.  
 
Muscles and prosthetic foot contributions to 
controlling dynamic balance were quantified by 
their contributions to the time rate of change of 
whole-body angular momentum (Eq. 1) as:   
 
𝐻�⃗ ̇ =  𝑟 × ?⃗?𝐺𝐺𝐺     (1) 
 
where 𝐻�⃗ ̇  is the time rate of change of angular 
momentum, 𝑟 is the position vector from the 
model center-of-mass to the center-of-pressure, 
3
and ?⃗?𝐺𝐺𝐺 is an individual muscle or prosthetic 
contribution to the GRF vector found using a GRF 
decomposition [4].   
 
RESULTS AND DISCUSSION 
Differences in the control of dynamic balance 
between amputees and non-amputees were 
greatest in the sagittal and frontal planes during 
residual leg stance, with muscle contributions in 
the transverse plane being very small.  In the 
sagittal plane, a positive external moment 
indicated a counterclockwise moment about the 
COM (i.e., backward rotation) while in the 
frontal plane, a positive external moment 
indicated a moment that acted to rotate the 
trunk toward the right (intact) leg.   
 
In the sagittal plane, the amputees had a 
greater positive external moment in early 
stance relative to the non-amputees (Fig. 1a).  
This greater positive net moment was a result 
of reduced negative contributions from the vastii 
and rectus femoris in the residual leg.  These 
altered contributions resulted in a greater 
positive time rate of change of angular 
momentum (i.e., backward rotation) in early 
stance. This change in sagittal external moment 
was largely the result of the reduced braking 
(posteriorly-directed) GRF contributions from 
the vastii and rectus femoris.   
 
In the frontal plane, the net external moment 
was again more positive in the amputees 
relative to the non-amputees (Fig. 1b).  In both 
the amputee and non-amputee simulations, the 
gluteus medius generated a large negative 
external moment through its contribution to the 
medial GRF.  This contribution was slightly 
greater in the non-amputee simulation.  The 
vastii were also a major contributor to the 
frontal plane external moment through their 
contribution to the vertical GRF.  These altered 
contributions by the amputees resulted in a 
greater range of angular momentum in the 
frontal plane. 
 
The prosthesis contributed negatively to the 
sagittal external moment throughout the 
majority of stance. This result was in contrast to 
the ankle muscles in the non-amputee 
simulation, which contributed negatively in early 
stance and positively in late stance.  This result 
highlights how the prosthetic foot does not 
replace the function of the biarticular 
gastrocnemius [6], which has a positive 
contribution to the sagittal external moment in 
late stance [4].  In the frontal plane, both the 
prosthesis in the amputee simulation and the 
ankle muscles in the non-amputee simulation 
contributed positively to the external moment. 
CONCLUSIONS 
This study analyzed muscle and prosthetic 
contributions to the control of dynamic balance.  
Differences in the regulation of the dynamic 
balance were largely due to altered 
contributions from the residual leg vastii and 
rectus femoris to the GRFs. In addition, altered 
contributions from the prosthetic foot relative to 
the ankle muscles largely affected the net 
external moment in both the frontal and sagittal 
planes.  These differences in the net external 
moment result in a greater overall range of 
angular momentum for the amputees [2], which 
may help explain why amputees have a greater 
risk of falling relative to non-amputees.   
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Fig. 1: Net (a) sagittal and (b) frontal plane external 
moments and muscle/prosthesis contributions during stance.   
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INTRODUCTION 
For treatment of medial knee osteoarthritis (OA), 
the opening wedge high tibial osteotomy (HTO) 
became a standard surgical option that usually 
recommended for a young and active population. 
Main principle of such procedure is to shift the 
weight-bearing line from medial compartment to 
lateral compartment of the knee and decompress 
the degenerated cartilage [1]. For HTO, relatively 
good outcome have been reported in clinical 
short-term, mid-term, and long-term studies [2,3] 
 
During normal walking, the forces on human knee 
are dominant on medial compartment due to 
external knee adduction moment [1]. Therefore, 
the conventional gait analysis based three-
dimensional (3D) limb motion have been usually 
performed to evaluate surgical outcome of HTO. 
Previous studies demonstrate that the HTO 
successfully reduce the varus angle and the 
excessive knee adduction moment which 
characterizes osteoarthritic gait [3]. However, the 
reduction in contact force or pressure on the 
medial compartment and shift of those loading 
into lateral compartment of knee after medial 
opening-wedge HTO are also necessary to fully 
understand mechanism of HTO to the OA knee. 
 
In this study, the effect of medial opening wedge 
HTO on both medial and lateral compartment of  
tibiofemoral joint was quantatively evaluated 
during normal walking. Since the muscle force is 
determinant to calculation of contact force, we 
also tried to demonstrate difference between 
muscle forces in OA patient and subject with HTO 
surgery. the joint contact forces and muscle 
forces were obtained by two-step modeling 
technique [4] 
 
METHODS 
Five patients, who have moderate medial knee 
OA (Mean age: 57.6 years, weight: 67.4 kg, and 
height: 157.2 cm), participated in this study. 3D 
motion data of lower extremity was recorded by 
motion analysis system (Hawk® Digital Real Time 
System, Motion Analysis System, Santa Rosa, 
CA, USA) using ten cameras and reflective skin 
markers. The external ground reaction forces 
were measured by four force plates (MP4060, 
Bertec Corporation, Columbus, OH, USA) during 
walking. The participants performed 5 trials of 
motion with a self-selected walking speed along 
six meter walk-way. All procedure described 
above was repeated for each individuals 12 
month after the HTO surgery. The detailed 
information of experimental setup and marker set 
was reported in our previous study for OA [5]. 
 
At the first step, the muscle forces, joint forces 
and moments were calculated based on the 
recorded joint motion and ground reaction forces 
using an inverse dynamic lower extremity model 
with static optimization [5]. The lower extremity 
was modeled as a 6-segment, 18 degree of 
freedom (DOF) articulated linkages actuated by 
52 muscles. The output of inverse dynamic model 
such as predicted muscle forces, ankle joint 
forces and moments were used as the input to 
the multibody lower limb model with anatomical 
representation of the knee joint.  
  
At the second step, a multibody lower extremity 
model of each subjects before and after HTO 
were developed in a dynamic analysis software 
(RecurDyn ver.7, Function Bay Inc., Korea). The 
moments of inertia, locations of center of gravity 
and mass of each segment were similar to values 
that set in the inverse dynamic simulations. The 
previously developed and validated knee joint 
model [6] with bones (femur, tibia and patella), 
cartilage layers, non-linear ligaments, and 
deformable contact in both medial and lateral 
tibiofemoral compartment was placed in the 
syptomatic leg.  
 
For the contact force estimation, the quasi-static 
analysis was run at the time step of 0.05 second 
during the stance phase of gait. The muscle 
forces from inverse dynamic analysis were 
applied constantly via muscle force actuators and 
ankle joint forces/moments which calculated in 
inverse dynamic analysis were applied as 
5
external forces on the distal tibia. At each quasi-
static simulation, the pelvis and femur are initially 
fixed in its instantaneous positions at recorded 
kinematics while tibia is completely free except for 
the prescribed tibial flexion-extension and 
internal-external rotations. The compressive 
contact forces on the medial compartment, lateral 
compartment as well as the total tibiofemoral joint 
force were investigated. The contact force result 
of each subject was normalized to the body 
weight and the results for OA subjects were 
compared to those of post-HTO. The estimated 
quadriceps and hamstring muscle forces, and 
medial to lateral compartment load ratio were also 
analyzed.  
 
RESULTS AND DISCUSSION 
HTO dominantly decreased the compressive 
contact force on the medial compartment (Fig. 1). 
The reduction in the first and second peaks of 
contact curve were about 0.8 BW during normal 
walking. Postoperatively, the lateral compartment 
contact force increased but still being lower than 
medial contact force (Fig. 1). The total 
tibiofemoral compressive force decreased after 
HTO due to reduction of quadriceps muscle 
activation (Fig. 2). The medial to lateral load ratio 
showed that HTO significantly balanced the knee 
joint loading during walking. 
 
In coonclusion, the medial opening wedge HTO 
significantly decreased the joint contact loads in 
the medial compartment during stance phase of 
gait. HTO increased the compressive loads on 
the lateral compartment; however, the lateral 
compartment contact force was not higher than 
the medial compartment force. This study 
indicated that the HTO surgery could improve the 
tibiofemoral contact force balance. 
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Fig 1: Mean compressive contact forces on medial 
compartment, lateral compartment and total 
tibiofemoral joint as well as medial-to-lateral load 
ratio before and after HTO during normal gait. 
 
Fig 2: Mean quadriceps and hamstring forces 
before and after HTO during gait.  
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INTRODUCTION 
The simulation of trampolining movements 
requires an accurate representation of the 
interactions of the trampolinist and the 
trampoline. The trampoline comprises a nylon 
web, the bed, suspended in tension from a steel 
frame by 120 steel springs, together referred to 
as the suspension system. Previous studies 
have shown that the vertical force experienced 
by the system is related to the vertical 
displacement of the trampoline in a non-linear 
manner [1,2,3,4] and the horizontal force 
changes linearly with horizontal displacement 
[1,2]. The inertial characteristics of the 
trampoline should also be considered when 
modelling the impact between a trampolinist 
and the trampoline [2]. 
 
This study aims to develop a simulation model 
capable of representing the force interactions 
between a trampolinist and trampoline. 
 
METHODS 
A planar computer simulation model of a 
trampoline and trampolinist was developed. The 
trampoline was modelled as a two-dimensional, 
damped mass-spring system. The trampolinist 
was represented by a seven-segment planar 
model comprising head and trunk, upper arm, 
lower arm, thigh, shank, and two foot segments. 
Reaction forces from the trampoline acted at 
the heel, metatarsal-phalangeal (MTP) joint and 
toe. 
 
The horizontal and vertical reaction forces, R, 
acting on the foot comprised terms defining the 
total force acting on the trampoline system FTOT, 
the force required to accelerate the mass of the 
bed and springs of the trampoline, an impact 
force required to accelerate the mass centre of 
the bed and springs to match the velocity of the 
foot of the model FIMP, and a damping force FD. 
 R = FTOT + FIMP – mBaB – FD 
 
In the vertical direction, the total force acting on 
the trampoline system was represented by a 
non-linear force-displacement relationship. 
Horizontally, the total force was represented by 
a linear force-displacement relationship: 
 FZTOT = k1z2 + k2z FYTOT = k3y 
 
where k1, k2, and k3 are stiffness coefficients, 
and y and z are horizontal and vertical 
displacements of the foot respectively. The 
impact force FIMP spreads the impulse 
corresponding to an instantaneous impact J 
over a time period T. 
 J = 𝑚𝐵𝑚𝑇
𝑚𝐵+ 𝑚𝑇 𝑣𝑇 
 
𝐹𝐼𝐼𝐼 = 𝐽𝑇 � 1 − 𝑐𝑐𝑐 2𝜋𝜋𝑇 � 
 
where mB is the effective mass of the 
trampoline suspension system, mT the mass of 
the trampolinist, vT the mass centre velocity of 
the trampolinist, and t is the current time during 
the impact. The damping force FD was 
proportional to the square of the mass centre 
velocity of the depressed trampoline bed vB. 
 
𝐹𝐷 =  𝑐𝑣𝐵|𝑣𝐵| 
 
where cy,z are the horizontal and vertical 
damping coefficients. The reaction force R was 
distributed between heel, MTP joint and toe in 
such a way to approximate the movement of the 
centre of pressure (COP) along the length of 
the foot during the contact. If all three points 
were level the COP was placed at the midpoint 
between the heel and toe. If the points were at 
different heights the distribution of the reaction 
force was determined by the orientation of the 
two foot segments relative to the natural 
gradient of the trampoline bed for the given 
trampoline depression. The relationship 
between the natural gradient and amount of 
depression of the trampoline bed was 
determined from video data. 
 
Input to the model consisted of the position and 
velocity of the toe; trunk orientation angle and 
angular velocity; and joint angle time histories 
throughout the simulation. Output from the 
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model included the toe displacement, mass 
centre velocity, trunk orientation, and whole-
body angular momentum about the mass 
centre. 
 
The simulation model was customised to an 
elite trampolinist by determining subject-specific 
segmental inertia parameters [5] and was 
evaluated against seven recorded 
performances across a range of forward and 
backward rotating skills, as well as straight 
jumping. Simulated annealing was used to 
match the simulated performances to the 
recorded performances by minimising a cost 
function whilst varying 11 parameters. Eight 
parameters governing the reaction forces from 
the trampoline (k1, k2, k3, mB, T, cy, cz, and 
gradient coefficient ∇) were varied concurrently 
across the seven trials [6] and three parameters 
adjusting the initial mass centre velocity and 
trunk orientation were varied for each individual 
trial. 
 
The model was then evaluated by using the 
determined parameter values to simulate two 
different recorded performances; a 2¾ front 
somersault F and a double tucked back 
somersault B. 
 
RESULTS AND DISCUSSION 
Video observations demonstrated a linear 
relationship between the natural gradient of the 
trampoline bed and its depression (Fig. 1) (r2 = 
0.7641). 
 
 
 
The matching procedure was able to match the 
simulated performances to the recorded 
performances with a mean difference of 3.4 ± 
1.1%. The parameter values determined by the 
matching procedure are given in Table 1. 
 
Tab. 1: Parameter values determined by the 
matching procedure. 
Parameter  Value 
mB kg 8.975 
T s 0.1200 
k1 N.m-2 8899 
k2 N.m-1 73.42 
k3 N.m-1 202.8 
cy N.s.m-1 1.044 
cz N.s.m-1 6698 
∇  -1.119 
The evaluation of the model found the 
simulated trials to match the recorded 
performances with overall differences for F of 
3.8% (Fig. 2) and 2.8% for B. 
 
 
 
 
 
 
 
 
CONCLUSIONS 
A single set of visco-elastic parameters for a 
model of a trampoline was determined using 
kinematic data from seven trampolining 
performances. The mean difference between 
the simulated and recorded performances was 
less than 4%. When the model was evaluated 
using two independent trials the simulations 
achieved a comparable match. The parameter 
set was determined using a robust method [6] 
and the evaluation has shown that the 
parameter set can be used to simulate other 
performances. 
 
The model of the trampoline incorporated the 
inertia effects of the trampoline system and the 
effects of the impact between the trampolinist 
and the trampoline along with damping effects. 
The effective mass of the trampoline 
suspension system 8.975 kg was comparable to 
the mass suggested by previous studies [2]. 
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Fig. 1: Graph to show the relationship between 
trampoline bed depression and natural gradient. 
Fig. 2: Comparison of F trampoline contact phase 
between recorded performance (top) and simulated 
performance (bottom). 
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INTRODUCTION 
Musculoskeletal models have been applied within 
multiple scientific areas such as ergonomics, 
sports science and orthopedics. With an 
increased maturation of the simulation 
technology, its application within clinical decision 
making and design of clinical products are 
emerging. This transition calls for patient-specific 
models that have undergone thorough validation 
prior to their application to avoid potentially 
harmful decisions to be made or poorly 
performing products.  
 
The scope of this paper is to develop a new 
approach to model validation using 3D point 
clouds that are constructed as the reachable 
space for a given load case. 
 
METHODS 
One male subject (age: 24 years, mass: 76 kg, 
height: 1.75 m) participated in this study. 
 
3D coordinates of retro-reflective markers 
attached to the pelvis, trunk, shoulder and arm 
were measured at 100 Hz using an eight-camera 
Qualisys system with QTM v.2.9. software 
(Qualisys, Gothenburg, Sweden). Within a 
specific time period of 60 seconds, his reachable 
space was explored under five different 
conditions: with no load and while carrying a 
dumbbell of 0.5, 1.0, 1.5 and 2.0 in his hand. All 
cases were repeated twice, which produces a 
point cloud of 12,000 per trial/payload. Only 
points generated anteriorly of the frontal plane 
were included for further analysis. A reference 
trial with the subject standing in a neutral 
position was also recorded. 
 
An upper limb musculoskeletal model of the 
subject was built using the AnyBody Modeling 
System (AMS) v. 6.0.4. (AnyBody Technology 
A/S, Aalborg, Denmark). The model was based 
on the ‘Standing Model’ from the AnyBody 
Managed Model Repository (AMMR) v.1.6.3. The 
trunk and pelvis were modelled as one rigid 
segment and the pelvis segment was grounded. 
The shoulder was modelled with 10-degrees-of-
freedom (dof): sternoclavicular (3-dof); 
glenohumeral (3-dof); elbow (2-dof); and wrist (2-
dof) joints. Inverse dynamic analysis was 
performed to compute the muscle activations 
using a cubic muscle recruitment criterion (no 
upper limit was considered) [1]. 
 
The reachable space was defined within an 
anatomical pelvis reference frame based on four 
anatomical landmarks (left and right anterior and 
posterior superior iliac spine) following the ISB 
recommendations. 
 
To scale the segment lengths of the cadaver-
based model to the subject, the optimization-
based method of Andersen et al. [2] was applied 
together with a length-mass-fat scaling law to 
minimize the least-square difference between 
modelled and experimental marker trajectories 
during the reference trial. This scaling law takes 
as inputs the segment lengths, the subject’s mass 
and height, and estimates the corresponding 
muscle mass per segment from which the muscle 
strengths are estimated. 
 
To assess the reachable space of the model (Fig 
1), 10,000 samples were generated by sampling 
the joint space using the Latin Hypercube 
Sampling method. The joints space was 
explored from the anatomical joint ranges-of-
motion published by Chaffin [3]. For a given 
posture, i.e. a set of joint angles, an inverse 
dynamic analysis was executed and coordinates of 
 
Fig 1: (Left) The pre-processed blue reachable 
space (MMACT ≤ 1) and red (MMACT > 1) point 
clouds for the unloaded case (0 kg); (Right) the 
respective post-processed polyhedral shapes of S 
(blue) with the overlapping R (green) spaces. 
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Table 1. Overlaping measures between real (R) and simulated (S) reachable spaces. 
Space R S R∩S R S R∩S R S R∩S R S R∩S R S R∩S 
Weight (kg) 0.0 0.5 1.0 1.5 2.0 
Volume (m
3
) 0.388 0.421 0.305 0.332 0.417 0.270 0.369 0.425 0.292 0.329 0.414 0.286 0.264 0.411 0.218 
Overlap 
Coefficient 
0.786 0.725 - 0.815 0.649 - 0.791 0.688 - 0.816 0.648 - 0.824 0.529 - 
Dice Coefficient 0.754 0.722 0.736 0.722 0.644 
Hausdorff 
distance (m) 
0.202 0.229 0.182 0.202 0.208 
a point located at the palm of the hand of the 
model was saved for further analysis. A point in 
the Cartesian space was “reachable” if the 
maximum muscle activity (MMACT) [1] was less 
than one, i.e. that the required force of all 
muscles were lower than their strength. If 
MMACT was larger than one, the point was “not 
reachable” (designated as red points in the 
cloud in Fig 1). As the volume of interest is the 
one containing points anterior to the frontal 
plane, a post-processing MATLAB routine 
(MathWorks, Massachusets, USA) removed 
undesirable points from the blue point cloud 
(MMACT ≤ 1). 
 
Thus, all points posterior to a frontal plane, 
defined through the hip joint centers and right 
shoulder joint center, were removed. Sampling 
directly from the joint space can lead to 
postures, where the arm penetrates the skull or 
thorax, so these were also removed; points 
laying within the polyhedral shape (convex hull) 
defined by the trunk and skull of two cylinders 
centered at each half of the ribcage and an 
ellipsoid matching the skull, were removed 
using inpolyhedron in MATLAB (black region in 
Fig 1). Any posture where the arm and/or the 
forearm penetrate the trunk and skull convex 
hull shape was also not allowed and removed. 
 
The concept of α-shapes is often used in 
computational geometry to get the “concave” 
shape of a point cloud [4]. The α-complex 
derives from the tetrahedral tessellation of 
points (Delaunay triangulation) acted by a 
carving sphere of radius α. The α-shape is its 
resultant boundary shape. If α = ∞ the convex 
hull and if α = 0, it is the singular point cloud. 
An α = 0.2 m was chosen upon visual 
inspection using MATLAB alphaShape function. 
 
To compare the real, R, and simulated, S, 
reachable spaces, multiple metrics were 
employed. The selected measures, as 
described in [5], were implemented in MATLAB: 
volume V (volume function); overlap coefficient, 
V(R∩S)/V(R) and V(R∩S)/V(S); Dice similarity 
coefficient, V(R∩S)/(V(R)/2+V(S)/2); Hausdorff 
distance, which measures the maximum 
distance from any point in one cloud to the 
closest point in the other. 
RESULTS AND DISCUSSION 
The real (R) and simulated (S) reachable 
spaces are represented together in Fig 1 and 
the selected metrics presented in Table 1. 
These preliminary results suggest that the 
current musculoskeletal model is stronger than 
the subject. The evidence is the volume S, 
which remains almost constant as the payload 
increases while R clearly shrinks. Moreover, 
both overlap coefficient increase and Dice 
coefficient decrease support that R is 
converging to a subset of S, i.e. R ⊂ S. Finally, 
the Hausdorff distance is slightly high. This can 
be explained from a visible void in S on the left 
lateral side of the body, which is covered by R 
(Fig 1). It indicates that the literature values [3] 
for the ranges-of-motion may not fully represent 
the capabilities of the subject. A potential 
solution is to assess the subject’s passive 
range-of-motion and use this as input. 
 
The length-mass-fat scaling law seems not to 
fully capture the strength characteristic of the 
subject. This might be improved by performing 
isometric and isokinetic strength measurements 
of the subject to which the model can be 
calibrated. This is part of future work. 
 
CONCLUSIONS 
In this paper, we presented a general method 
for validation of the strength scaling of 
musculoskeletal models based on the so-called 
reachable space. It demonstrated the 
preliminary validation of the length-mass-fat 
scaling law to scale to a specific subject. The 
results showed that the model in general is 
stronger than the test subject and that more 
advanced scaling methods are likely required to 
more accurately represent the subject. 
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INTRODUCTION 
 
Computational synthesis of human 
movement is a compound task requiring 
accurate musculoskeletal modeling, complex 
dynamic simulation, and robust control system 
design. Moreover, this task can be better 
addressed by merging approaches from 
biomechanics and robotics. The neuro-
mechanics of human movement are generally 
simulated by feedforward control mechanisms 
in the literature, where the brain controls 
signals to excite muscle groups that actuate 
joints and produce movement. However, the 
physiological human neuromechanical system 
uses feedback so that subsequent motor 
commands are influenced by the movement 
itself. Simulations accounting for such feedback 
control provide a robust control design for 
investigating human movement. In this study, 
we combined musculoskeletal modeling and 
dynamic simulation with task-based control 
design to synthesize human balance control 
without tracking of individual experimental 
motion analysis data. This platform has great 
potential for simulations predicting outcomes of 
surgical treatments and rehabilitations. 
 
METHODS 
 
We combined musculoskeletal modeling, 
forward dynamic simulation, and control system 
design to predictively synthesize human 
movement. This combination involved 
interfacing OpenSim and MATLAB software 
through a Simulink system function to create an 
environment for feedback control of 
musculoskeletal simulations [1]. We used 
OpenSim’s gait model with 21 degrees-of-
freedom and 92 muscle-tendon actuators in our 
simulations that modeled foot-ground 
interactions with Hunt-Crossley contact forces. 
We used a task-based controller in operational 
space [2] (Fig. 1) to provide feedback during 
our dynamic simulations. A task-based 
controller is a model-based controller relating 
end-effector task forces )f(  to the multibody 
system’s generalized forces )(τ  through the 
system Jacobian )J( . We mapped the joint 
space equations of motion into operational 
space using the following transformation: 
pxf
TJgbqM ++= →=++ µΛτ   
where J  is the dynamically consistent 
generalized inverse of the system Jacobian [3], 
1T1 )JJM()q( −−=Λ  is the operational space 
mass matrix, and qJbJM)q,q( 1  ΛΛµ −= −  is the 
operational space centrifugal and Coriolis 
vector, and gJM)q(p 1−= Λ  is the operational 
space gravity vector. We used a support 
consistent dynamic formulation to maintain the 
foot-ground contact for the stance leg at all 
times. We defined multiple prioritized tasks to 
balance our musculoskeletal model on a single 
supporting limb in contact with the ground. The 
first priority task was defined as keeping the 
vertical projection of the whole-body center of 
mass (CoM) over the midpoint of the base of 
support (foot) using the following formulation: 
,Jm
m
1J
n
1i
)i(comi
total
com ∑
=
=  
where totalm , is the total musculoskeletal body 
mass, mi is the mass of the th  body, and )i(comJ
is the Jacobian of that body. The support 
consistent reduced Jacobian of CoM was defined 
as: scom
*
com SNJJ =  where, ]I0[S =  is the 
actuation matrix and sss JJIN −=  is the 
dynamically consistent null-space of the 
supporting contact [3]. The operational space 
control torque vector was then formed as: 
FJ*com=Γ  
The lower priority subtasks that we defined 
in this study were the swing leg control task and 
the upper-body (torso) orientation task. Based 
on potential specific applications, additional 
tasks may be defined. For controlling these 
subtasks simultaneously with the main task, we 
controlled the null space motion and used the 
following compound torque formulation for task 
prioritization as follows: 
...)),(N(N )3(task
T
)2(task)2(task
T
)1(task)1(task +++= ΓΓΓΓ  
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and  
∑
=
=
−=
1k
1i
)i(p|i)i(p|i)k(prev .JJIN  
The priority level of each task is based on 
where it is defined in the above equation. To 
solve for muscle forces, we used static 
optimization to minimize muscle activations 
squared, ∑ 2mamin , that satisfy the inequality 
condition of 1a0 m ≤≤ . 
To test the robustness of our controller, we 
introduced different movement tasks for the 
CoM to progress through 4 points in space 
while maintaining balance, not moving the 
swing foot, keeping the torso upright, and 
maintaining the foot-ground contact (Fig. 2a). 
 
RESULTS AND DISCUSSION 
 
Fig. 2b shows the stance leg joint (hip, 
knee, ankle, and subtalar) torques (N.m) during 
an 8-second simulation of the assigned CoM 
task (progressing from point 1 through 4). The 
torques were then used to calculate muscle 
forces required for the task. During quiet 
standing and before the CoM task position 
changed (0-0.5s in Fig. 2b) the controller kept 
the simulated CoM within 0.1mm position error 
in the x, y, and z directions. This error 
increased to 10mm while moving CoM through 
its task targets. 
We successfully combined a current 
robotics control methodology (prioritized task-
based control) with state-of-the-art 
musculoskeletal simulations. Furthermore, this 
work utilized forward dynamic simulations of 
movement with foot-ground contact modeling 
that maintained the supporting contact forces in 
the system Jacobian calculations. In addition, 
the OpenSim/MATLAB interface provided the 
ability of interacting with musculoskeletal 
models along with novel control systems via 
feedback algorithms that may otherwise not be 
available to biomechanists.  
Directions for future work include performing 
predictive simulation of human balance 
recovery and gait in healthy versus 
neurologically impaired subjects as well as 
validating the predictive simulation results with 
data collected from human subjects. 
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Fig 2: a) The defined task for the whole-body CoM 
to progress through 4 points in space while 
maintaining balance on one foot. b) Right leg 
(stance leg) joint torques required to perform the 
assigned task. 
 
 
Fig 1: Schematic of the task-based 
neuromuscular controller implemented through 
the OpenSim/MATLAB interface in the Simulink 
environment. The interface calls the OpenSim 
gait model, initial controls and initial states files 
and performs a forward dynamics simulation with 
a closed-loop task-based control in operational 
space using the defined task forces required for 
performing a sequence of prioritized tasks. The 
task force is used to calculate the actuation force 
(joint torques) through the multi-body system 
Jacobian transpose. Muscle excitations are then 
calculated using static optimization. 
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INTRODUCTION 
Musculoskeletal models and optimization 
methods are often combined to estimate joint 
contact and muscle forces during walking. 
However, important model parameter values 
that affect estimated joint contact and muscle 
forces cannot be measured in the clinic. Since 
internal body forces also cannot be measured 
clinically, the ability of existing neuromusculo-
skeletal modeling methods to predict joint 
contact and muscle forces accurately during 
walking remains unknown. 
 Recently, experimental movement and 
imaging data collected from subjects implanted 
with force-measuring knee replacements have 
been made publicly available [1]. Using these 
data sets, Knee Grand Challenge competitors 
have developed subject-specific neuromusculo-
skeletal models and tested their ability to 
predict knee contact forces accurately over two 
walking cycles. Even when knee contact force 
data were used for model calibration, parameter 
values that worked well for the first walking 
cycle did not work well for the second one [2]. 
This finding indicates inaccuracies in either 
model parameter values, model structure, or 
optimization formulation. 
 This study used an instrumented knee data 
set to evaluate whether a subject-specific 
neuromusculoskeletal model with a single set of 
parameter values can predict in vivo knee 
contact forces accurately (< 100 N RMS error) 
over multiple walking cycles.  The evaluation 
was performed using a novel two-level 
optimization approach that calibrated neuro-
musculoskletal model parameter values with 
(Approach A) and without (Approach B) use of 
in vivo knee contact force data. The results 
reveal whether an existing model structure is 
sufficient and whether proper model calibration 
is necessary for generating accurate knee 
contact force predictions. 
 
METHODS 
Experimental data from six overground walking 
trials were taken from the 4th Grand Challenge 
Competition to Predict In Vivo Knee Loads [1]. 
The subject possessed an instrumented tibial 
prosthesis in his right leg. A subject-specific 
pelvis-leg model was constructed in OpenSim 
[3] using bone models constructed from the 
subject’s CT scan data and implant component 
models taken from CAD data. The model 
possessed 24 DOFs and 44 muscles trans-
ferred from a scaled generic OpenSim model 
[4]. For all walking trials, knee kinematics (apart 
from flexion) were prescribed to match a single 
cycle of fluoroscopic data. For each walking 
trial, kinematics of the remaining DOFs were 
determined via an OpenSim inverse kinematic 
analysis, net joint moments via an OpenSim 
inverse dynamic anlysis, muscle moment arms, 
muscle-tendon lengths, and muscle-tendon 
velocities via an OpenSim muscle analysis, and 
leg muscle forces via a custom optimization 
developed in Matlab and that used a rigid-
tendon Hill-type muscle-tendon model with 
force-length-velocity properties.  
 Subject-specific neural control character-
istics were modeled using muscle synergy 
analysis concepts. For the 12 leg muscles with 
EMG data, activation shapes were determined 
by applying activation dynamics to the normal-
ized EMG signals. Muscle synergy analysis was 
performed on the resulting activations to 
calculate five synergies (> 95% VAF), each 
consisting of a single time-varing neural 
command (NC) and an associated synergy 
vector containing weights that defined how the 
NC contributed to each muscle activation. 
Unique synergies were calculated for each 
walking trial. The NCs were applied to all 
muscles, including those without EMG data [5]. 
Consequently, predicted neural control 
quantities were activation scale factors for 
muscles with EMG data and SV weights for 
muscles without EMG data. 
 A novel two-level optimization procedure 
was developed to calibrate neuromuscloskeletal 
model parameter values with (Approach A) and 
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wihtout (Approach B) use of the in vivo knee 
contact force data. Three walking trials were 
used for model calibration, and the remaining 
three trials were withheld for testing purposes.  
 The outer-level optimization used Matlab’s 
non-linear least squares algorithm to adjust 
model parameter values (optimal fiber lengths, 
tendon slack lengths, moment arm offsets, 
activation scale factors, and synergy vector 
weights). The cost function minimized the 
weighted sum of squares of normalized passive 
muscle forces, activation deviations away from 
a synergy-based solution, reserve activations, 
changes in musculoskeletal model parameter 
values, and (for Approach A) errors in medial 
and lateral knee contact forces calculated from 
a validated regression relationship [1]. 
 Using the current model parameter values 
guessed by the outer-level optimization, the 
inner-level optimization used Matlab’s quadratic 
programming algorithm to perform a static 
optimization that minimized the sum of squares 
of muscle and reserve activations. Constraints 
were 1) equality constraints that 8 inverse 
dynamic loads (3 hip, 1 knee, and 2 ankle) be 
matched, 2) inequality constraints that the 44 
muscle activations be close to the current 
synergy-based solution, and 3) bound 
constraints that all activations be between 0 
and 1. For both approaches, the inner-level 
optimization was identical and used no knee 
contact force data.  
 
RESULTS AND DISCUSSION 
Calculated knee contact forces were much 
more accurate for Approach A than for 
Approach B (Table 1, Fig. 1). For the three 
calibration trials, mean RMS errors for medial 
and lateral knee contact forces were below 65 
N for Approach A versus 285 N for Approach B. 
For the three test trials, mean RMS errors 
remained below 100 N for Approach A and 
below 290 N for Approach B. R2 values were 
always much higher for Approach A and in both 
approaches were always better for medial than 
for lateral contact force, consistent with 
historical model-based predictions [1]. 
 Differences in calculated knee contact 
forces between the two approaches were 
caused by differences in both musculoskeletal 
and neural control model parameter values. 
Differences in medial knee contact forces were 
caused primarily by differences in muscle 
optimal fiber length and tendon slack length 
values, while differences in lateral contact 
forces were caused primarily by differences in 
muscle moment arm offsets and activation 
scale factors. Mean RMS differences between 
the two approaches were 0.08 for muscle 
activations, 65.6 N for muscle forces, and 0.11 
for normalized muscle lengths. The net result 
was that Approach B generally had higher knee 
muscle forces than did Approach A, leading to 
higher peak knee contact forces. 
 
 Approach A Approach B 
Calibration 
0.97 (57.0) 
0.84 (64.2) 
0.95 (110.4) 
0.69 (194.6) 
-2.07 (284.3) 
0.44 (363.9) 
Prediction 
0.91 (96.4) 
0.76 (85.4) 
0.91 (145.1) 
0.68 (185.0) 
-1.75 (288.6) 
0.44 (353.0) 
Table 1. Mean R2 values (RMS errors) for medial, 
lateral, and total knee contact forces produced by the 
two model calibration methods. 
 
Fig 1. Knee contact forces from one calibration and 
one prediction trial for Approaches A and B. 
 
CONCLUSIONS 
With proper calibration, a traditional static 
optimization method modified to utilize subject-
specific synergy controls was able to predict 
knee contact forces accurately (< 100 N RMS 
error) over six walking cycles. When the same 
model was calibrated without using knee 
contact force data, predicted knee contact 
forces were approximately three times less 
accurate. These results demonstrate that an 
existing neuromusculoskeletal model structure 
is sufficient and proper model calibration is 
necessary for generating accurate knee contact 
force predictions for walking. Future work 
should explore the development of improved 
model calibration methods. 
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INTRODUCTION 
The sit-to-stand (STS) task involves rising 
unassisted from sitting on a chair to standing. 
As long as individuals are not limited by muscle 
weakness, they can perform the STS task in 
many different ways, yet they seem to do so in 
a more or less stereotyped way. This suggests 
that the task is optimized and raises the 
question what criterion humans are using. This 
question has first been addressed by Pandy et 
al. [3] using a muscle-actuated musculoskeletal 
model in combination with a traditional 
'shooting' optimization approach. One of the 
drawbacks of that approach is that it requires 
numerous hours of computation on a grid of 
multiple computers, which limits the possibility 
of studying, for example, to what extent control 
solutions depend on the parameters of the 
musculoskeletal system, or what the effects are 
of different weightings of combined criteria. 
Here we developed a muscle actuated optimal 
control model based on the computationally 
more efficient direct collocation method [1], and 
as a proof of concept we generated solutions 
for the STS task using different criteria. 
 
METHODS 
We used the planar musculoskeletal model 
described elsewhere [2], comprising four rigid 
segments actuated by nine muscle tendon 
complexes of the lower extremity (Fig. 1). Each 
complex was represented by a Hill-type model 
with full excitation and contraction dynamics. 
The only input of the model was stimulation 
STIM to each of the muscles as a function of 
time. Constraints were imposed such that the 
horizontal ground reaction force could not 
exceed the vertical force and the model could 
not pull upwards on the floor nor on the chair. 
Subsequently the optimal control problem for 
the STS task was transformed into a parameter 
optimization problem using direct collocation 
[1]. The states of the model as well as the 
STIM(t) input were discretized, and the SNOPT 
code for Matlab (Tomlab Optimization Inc., 
Pullman, WA) was used to solve the resulting 
nonlinear programming problem. We used a 
cost function J with the general form: 
1 2
0 1
2 2
1 1= =
= +∑ ∑∫ ∫( ) ( )
t tm m
i i
i it t
J v t dt v t dt  
where m is the number of muscle-tendon 
complexes, v could represent one of four 
variables (see below), t0 is the initial time, t1 is 
the time at which seat contact is lost, and t2 is 
the time at which the standing position is 
reached. We left t1 free to be optimized but 
required t2-t1 to be 0.8 s. For v we substituted 
either STIM, its time derivative STIMDOT, 
relative muscle force F, or its time derivative 
FDOT. For initial and final positions and 
evaluation of the optimal control solutions we 
used 200 Hz kinematic data (Vicon Motion 
Systems, Oxford, UK) and ground reaction 
force data (OR6-2000, AMTI Inc.) collected for 
eight subjects performing the STS task at their 
own comfortable speed.  
 
 
 
 
 
Figure 1. Model of the musculoskeletal system used. The only 
input was muscle stimulation as a function of time. 
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RESULTS AND DISCUSSION 
Fig. 2 shows stick diagrams of the average 
results observed in the subjects as well as the 
optimal solutions for the musculoskeletal model 
obtained with different criteria, which were 
readily obtained on a single PC. A first 
observation is that solutions obtained with 
different criteria were quite different, especially 
in the phase before seat-off. In the two 
lowermost diagrams, where a time derivative of 
variables was used (STIMDOT, FDOT), the 
solution used the time available before seat-off 
to make a large countermovement and slowly 
build up active state. This large 
countermovement was not observed in the 
subjects. A second observation was that the 
motions of the model after seat-off seemed less 
different from each other than from the motion 
of the subjects. All motions of the model 
seemed to be slower than the motion of the 
subjects. This may in principle be remedied by 
reducing t2-t1. However, one would expect the 
speed of the motion to be the outcome of the 
criterion used by the subjects; hence, the 
proper conclusion seems to be that neither of 
the criteria used here caused the model perform 
the task as quickly as the subjects. A final 
observation is that the STIMDOT criterion that 
was proposed for the phase after takeoff by 
Pandy et al. [3] did not produce a motion any 
more similar to the experimentally observed 
motion than the other criteria used. As a matter 
of fact, Pandy et al. [3] suggested that a 
different criterion should be used for the phase 
before seat-off than for the phase after seat-off, 
but this does not seem necessary, at least not 
for criteria STIM and F. 
  
CONCLUSIONS 
It will be obvious from Fig. 2 that it is still 
evasive which criterion subjects use to perform 
the STS-task; hence, further study is required. 
The good news is that the direct collocation 
approach seems very suitable for this further 
study, as it leads to an immense reduction of 
computational time and hence allows for ample 
exploration. 
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Figure 2. Stick figures of subjects and model at times indicated 
including vectors of ground reaction force, seat reaction force, 
and gravity. Seat-off is at t=0. Optimal control solutions were 
obtained using criteria (see text) shown in title of each diagram. 
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Fig 1: Schematic figures of the simulation model used in the present study. (a) Paddler, (b) paddle and (c) hull. 
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INTRODUCTION 
A kayak is a small boat which is manually 
propelled by means of a paddle. In the kayak, 
the paddler sits in the hull and uses a double-
bladed paddle. In the sprint event of the kayak, 
the paddler races on a straight and flat course 
in a separate lane. The hull used in the sprint 
has an extremely narrow shape and a rounded 
bottom for drag reduction. Therefore, the 
paddler must have an advanced technique in 
order to propel forward stabilizing the hull since 
the hull with the paddler itself is unstable in the 
roll direction. 
 
Although many biomechanical studies have 
been conducted for the kayak to date, most of 
the studies were confined to the analyses of an 
actual paddler’s motions and measurements of 
the forces acting on the paddle. Therefore, a 
comprehensive dynamic model of the paddler, 
paddle and hull for the simulation analysis of 
the paddling motion of a single kayak was 
developed by Nakashima et al. [1]. The 
simulation model constructed in the previous 
study, however, had several problems to use it 
for the examination of actual race events. 
Therefore, the improvements of the model to 
solve the problems were conducted in the 
present study,  
 
METHODS 
The schematic figures of the simulation model 
used in the present study are shown Fig. 1. 
Each of the paddler, paddle and hull is 
represented as one rigid body which consists of 
truncated elliptic cones, based on the modeling 
of the swimming human simulation model 
SWUM [2]. The human body consists of 21 
segments (truncated elliptic cones). The paddle 
consists of three segments (two blades and a 
shaft). The hull does not consist of truncated 
elliptic cones. The three-dimensional shape of 
the hull was measured in an experiment and 
represented in detail. The fluid force acting on 
the paddle and hull are calculated by means of 
the fluid force model similar to that in SWUM, 
without solving the flow field. 
 
The paddler, paddle and hull were connected 
by virtual spring and dampers. The schematic 
figures of the connection between the paddler, 
paddle and hull are shown in Fig. 2. For the 
connection between the paddler and paddle, 
two connection points of the virtual springs and 
dampers were introduced for the right hand. 
Although the corresponding connection points 
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Fig 3: Animation images of the paddling motion for the fourth cycle. The symbol t* is the non-dimensional time 
normalized by the paddling cycle.  
 
Fig 2: Schematic figures of the connection between the paddler, paddle and hull. (a) Paddler and paddle, (b) paddler 
and hull in the previous study and (c) paddler and hull in the present study. 
at the paddle (white circles in the figure) were 
not on the paddle shaft, these points were 
virtually fixed to the paddle. In order to allow the 
left hand to rotate, only one connection point 
was introduced for the left hand. For the 
connection between the paddler and hull in the 
previous study, four sets of virtual springs and 
dampers were introduced on the right and left 
sides of the hip and right and left ankles of the 
paddler, as well as the corresponding four 
points on the hull. However, the connection at 
the ankles prevented the paddler model from 
bending the knees, which are often seen in the 
fast paddling motion in an actual race. 
Therefore, in the present study, the four 
connection points for the virtual springs and 
dampers on the paddler were attached to the 
lower hip segment although the actual points 
were located outside of the paddler’s body.  
 
The paddling motion used in the previous study 
was measured in the experiment in which the 
flow velocity of the circulating tank was 3.8 m/s. 
This velocity was significantly slower than the 
velocity in actual races. Therefore the paddling 
motion for the flow velocity of 5.5 m/s was used 
in the present study. 
 
RESULTS AND DISCUSSION 
The simulation of four paddling cycles was 
carried out. The animation images of the 
paddling motion for the fourth cycle are shown 
in Fig. 3. It was confirmed that the paddler, 
paddle and hull were successfully connected 
during paddling, and that the hull propels 
without capsizing. The propulsive velocity was 
found to be 5.4 m/s, which is sufficiently close 
to 5.5 m/s in the experiment. 
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INTRODUCTION 
Musculoskeletal (MSK) models usually describe 
the muscle-tendon (MT-) dynamics using Hill-
type models. Such models rely on four MT- 
parameters: the maximal isometric muscle force 
𝐹𝑚
𝑚𝑎𝑥, the optimal fiber length 𝑙𝑚
𝑜𝑝𝑡, the tendon 
slack length 𝑙𝑡𝑠, and the optimal pennation angle 
𝛼𝑜𝑝𝑡. The MT-parameter values are hard to 
estimate in vivo and mainly result from cadaver 
studies. These values, however, vary widely 
across individuals. Van Campen et al. proposed 
a new method for estimating subject-specific 
MT-parameters based on the isometric angle-
torque relation and validated their method in 
simulation [1]. The main purpose of the present 
study is twofold. First, we present a numerically 
efficient extension of this method to estimate 
MT-parameters based on dynamic motions. 
Second, we validate the proposed approach. 
 
Joint torques can be estimated using 
electromyography- (EMG) driven MSK models. 
Such models rely on the MT-parameters to 
compute the muscle forces and the 
corresponding joint torques. By minimizing the 
difference between these EMG-based torques 
and the torques experimentally obtained from 
inverse dynamics (ID), the values of the MT-
parameters can be estimated [2]. Since muscle 
dynamics relate the EMG to the corresponding 
joint torques, parameter estimation requires the 
solution of a dynamic optimization problem.  
 
There are two main approaches to solve 
dynamic optimization problems. The first 
approach, direct shooting, performs forward 
integration of the dynamic equations to evaluate 
the cost function. The second, direct 
collocation, relies on a discretization of the 
dynamic equations. Direct collocation methods 
are often associated with a lower computational 
cost. We will therefore explore the use of this 
method to estimate MT-parameters. Lloyd and 
Besier previously used a non-linear least 
squares algorithm to calibrate their parameters 
[2]. 
 
In this study, the MT-parameters of the knee 
actuators are estimated based on experimental 
EMG during a set of dynamic motions. The 
estimated MT-parameters are validated by 
comparing EMG-based torques computed using 
generic and subject-specific parameters with ID 
torques for a motion that was not used for 
parameter estimation. 
 
METHODS 
Experimental data 
EMG, marker trajectories, and ground reaction 
forces were recorded during a range of dynamic 
trials including gait, squat, stair ascend and 
descend. EMG data were band-pass filtered 
(20-400 Hz), full wave rectified, and low-pass 
filtered (10 Hz). The filtered EMG data from 
each muscle were then divided by the maximal 
processed EMG amplitude of the muscle over 
the available trials. A scaled MSK model with 
23 degrees of freedom and 92 muscle-tendon 
actuators (Gait2392) was used for this study. 
Generic MT-parameters were extracted from 
this model. ID torques, muscle-tendon lengths 
and moment arms were calculated using 
OpenSim 3.2 [4]. 
 
Optimization problem 
Optimization variables 
Based on a sensitivity analysis, 𝑙𝑡𝑠 and 𝑙𝑚
𝑜𝑝𝑡  of 
the knee flexors (biceps femoris long head, 
gastrocnemius lateralis, gastrocnemius 
medialis, and semimembranosus) and the knee 
extensors (rectus femoris, vastus intermedius, 
vastus lateralis, and vastus medialis) were 
included in the optimization [3]. 
 
To provide a physiologically feasible set of 
parameters for the optimization, the approach 
suggested in [1] was followed. This consists in 
excluding, for each muscle, the combinations 
[𝑙𝑡𝑠,𝑙𝑚
𝑜𝑝𝑡] resulting in: i) normalized fiber lengths 
outside the operating range and ii) muscle fiber 
lengths outside an interval around reference 
fiber length values at rest. The parameter 
transformation introduced in [1] was used since 
it was demonstrated that this transformation 
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improved the identifiability. This transformation 
relies on a quasi-linear relationship between the 
feasible 1
𝑙𝑚
𝑜𝑝𝑡 and 
𝑙𝑡
𝑠
𝑙𝑚
𝑜𝑝𝑡. The deviation of the 
feasible combinations [ 1
𝑙𝑚
𝑜𝑝𝑡 ,
𝑙𝑡
𝑠
𝑙𝑚
𝑜𝑝𝑡] from the linear 
regression line was quantified by γ. 
 
Scaling factors (δ, φ, and ξ for respectively the 
muscle flexors, the rectus femoris and the vasti) 
were used to scale 𝐹𝑚𝑚𝑎𝑥 to account for the 
inter-subject difference in physiological cross 
section area (PCSA) [2]. 
 
To account for measurement errors, we allowed 
muscle excitations, 𝑒, to deviate slightly (1%) 
from muscle EMG. Hence, muscle excitations 
were optimization variables as well. 
 
Cost function  
The aim was to minimize the difference 
between ID torques 𝑇𝐼𝐷 and EMG-based 
torques 𝑇𝐸𝑀𝐺: 
 
min
𝒆,𝒑
∫(𝑇𝐼𝐷 − 𝑇𝐸𝑀𝐺(𝑒, 𝑝))
2 (1) 
where p = [δ, φ, ξ, γ, 𝑙𝑡
𝑠
𝑙𝑚
𝑜𝑝𝑡 ]. 
Constraints 
Muscle excitations are related to torques 
through muscle activation (2) and contraction 
dynamics (3).  
 𝑑𝑎
𝑑𝑡
= 𝑓𝑎𝑐𝑡(𝑒, 𝑎) (2) 
 𝑑𝑙𝑚
𝑑𝑡
= 𝑓𝑐𝑜𝑛𝑡(𝑎, 𝑙𝑚, 𝑝) (3) 
where 𝑎 is the muscle activation and 𝑙𝑚 the 
muscle fiber length. EMG-based torques are 
calculated as the sum of the individual muscle 
torques: 
 𝑇𝐸𝑀𝐺 =  ∑ 𝑑 𝐹𝑡(𝑙𝑚)
𝑚
 (4) 
where 𝑑 is the moment arm and 𝐹𝑡 the tendon 
force.  
 
Scaling factors δ, φ, and ξ were bounded 
between 0.5 and 3.5 whereas parameters 𝑙𝑡
𝑠
𝑙𝑚
𝑜𝑝𝑡 
and γ were imposed to lie within the feasible 
set. 
 
The problem was solved via direct collocation 
using GPOPS-II with 100 mesh intervals. The 
derivatives required by the nonlinear 
programming solver were generated using the 
automatic differentiation software ADiGator.  
 
Validation 
We used different selections of motions to 
estimate the subject-specific MT-parameters. 
The selection with the best predictive value for 
a motion not-included in the training set was 
retained. The predictive value was assessed by 
measuring the root mean square (RMS) errors 
between the ID and the EMG-based torques 
computed via forward integration using the 
estimated MT-parameters. 
 
RESULTS AND DISCUSSION 
 
Fig 1 Comparison between ID and EMG-based torques 
computed via forward integration using generic and 
estimated MT-parameters for stair descend. The selection of 
motions used for the MT-parameter estimation includes gait, 
squat, and stair ascend. 
MT-parameters with the highest predictive value 
result from gait, squat, and stair ascend. Using 
the estimated MT-parameters obtained from this 
selection of motions, a close match between ID 
and EMG-based torques computed via forward 
integration was obtained for stair descend (Fig 1). 
Overall, the estimated parameters reduced the 
RMS errors between ID and EMG-based torques 
although for squat the fit was slightly inferior when 
using the estimated parameters (Table 1). 
Table 1 RMS errors between ID and EMG-based torques 
computed using generic and estimated MT parameters. Gait, 
stair ascend, and squat were used for the parameter 
estimation whereas stair descend was used for validation. 
  Generic MT-  
parameters  [Nm] 
 Estimated MT- 
parameters [Nm] 
Gait 14.21 13.03 
Stair ascend 21.10 11.97 
Squat 11.77 12.40 
Stair descend 17.46 11.69 
In this study, we showed that dynamic motions 
can be used to calibrate the MT-parameters of a 
MSK model using direct collocation. Future 
research will focus on the identification of 
additional MSK parameters that need to be 
calibrated to accurately simulate motion and on 
the selection of the experimental inputs (motions) 
that contain the required information. 
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INTRODUCTION
It is hypothesized that a human operating during the
quiet standing task uses feedback to remain upright
in the face of perturbations. For various reasons, it
is desirable to obtain mathematical models that pre-
dict a human’s actuation patterns given measured es-
timates of the sensory information available to the
human. Reasonably good models of the human’s
open loop musculoskeletal system exist but models of
the human’s control system and the system process
noises are less than adequate. The control model
can possibly be derived from first principles, but high
level understanding of the human’s sensory neuro-
logical feedback patterns are difficult to derive from
the low level neurological first principles. These high
level control descriptions may be more easily arrived
at through optimal identification.
Here we present a numerical study demonstrating
the merits of using a direct collocation formulation to
identify the parameters of non-linear closed loop sys-
tem. Parameter identification via direct collocation is
exquisitely described in a paper by Betts and Huff-
man [1] but these methods have not, to the authors’
knowledge, been used for control parameter identi-
fication in biological systems. We aim to show that
direct collocation is better suited to control parame-
ter identification because computation times are ex-
tremely lower than competing optimization methods
and it is much less sensitive to initial guesses than
shooting.
METHODS
We make use of a common model of closed loop quiet
standing taken from [2]. The plant is a two dimen-
sional two body joint torque driven inverted pendu-
lum with inertial characteristics of a human, Fig. 1.
The human’s foot is attached rigidly to a moving base
which can be accelerated, thus the ankle joint has a
prescribed lateral motion. The open loop equations of
motion of the system take this form
0 =M(x, t)x˙− F(x,u, a,p, t) (1)
where M is the mass matrix, x is the state, F is the
forcing vector, u are the joint torques, a is the plat-
Figure 1: Free body diagram of plant model used in
this study.
form acceleration, p are the constant body segment
parameters, and t is time.
We then assume a controller that implements full
state feedback based on a reference of zero, i.e. up-
right standing. We model the human’s inability to
perfectly sense this error by injecting Gaussian noise
onto error. The controller takes the form
u = K(xn − x) (2)
where K is the time invariant gain matrix and xn is the
reference noise.
We simulate the closed loop model with optimal
gains take from [2] to generate measurement data.
The simulation requires the exogenous input, a, to
be specified for the time duration. We specify a to
be a sum of sines to perturb the system. The mea-
sured data of interest includes the system state and
the platform acceleration, all of which have measure-
ment noise v applied before identification.
xm = [θ, ω]
T + [vθ,vω]
T (3)
am = a+ va (4)
We then construct an identical model, except with-
out the process noise, for parameter identification pur-
poses. We formulate the optimal control problem by
direct collocation to minimize this model’s trajectory
with respect to the “measured” data from above. The
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cost function is simply
J(x,K) =
∫ tf
t0
[xm(t)− x(t)]2dt (5)
and subject to the constraints
c(x,K) =Mx˙− F˜(x, am,p,K, t) (6)
where F˜ is the closed loop forcing vector.
We make use of first order midpoint integration
to discretize the system at N nodes from t0 to tf .
This constrained optimization problem has 4N +8 un-
knowns and is subject to 4(N − 1) constraint equa-
tions. Our initial guess for the state trajectories and
the controller gains is zero and we use a large scale
interior point optimization routine to minimize the cost
function.
All of the above is implemented with several open
source software packages tied together with the
Python programming language. The equations of mo-
tion are derived with SymPy and the model is sim-
ulated at 10x real time speeds with PyDy to gener-
ate the measurement data. The constraint equations
and their sparse Jacobians are formulated symboli-
cally with opty and efficient wrapped C code is gener-
ated to evaluate them numerically. Finally, IPOPT is
used to solve the optimization problem.
RESULTS
For an example result we simulate the closed loop
model for a duration of 20 seconds under the influ-
ence of a platform acceleration with a standard de-
viation of 3.6 m s−2 and assume that the reference
noise, xn is zero. Gaussian measurement noise is
then added to the state trajectories (σθ = 0.005 rad
and σω = 0.07 rad s−1) and acceleration σa = 0.4
m s−2 to produce the simulated measurements used
for identification. We then set up a direct collocation
problem discretized with N = 6001 nodes, creating
a problem with 24012 free variables. Given an ini-
tial guess of all zeros for the states and the unknown
parameters, the solution is found after 27 iterations
which only takes approximately seven seconds on a
four core Intel Core i5 processor.
Figure 2 shows a comparison of the measured state
trajectories and the optimal trajectories and Table 1
provides the percent relative error in the identified
gains with respect to the known gains.
DISCUSSION
The indirect control parameter identification via direct
collocation has several advantages to more common
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Figure 2: A comparison of the measured states, black
dots, and the identified states, solid lines.
Table 1: The percent relative error of the identified
gains with respect to the known gains.
θa θh ωa ωh
Ta 1.822 -3.412 -1.097 -0.887
Th 6.346 -0.617 -0.251 0.346
nonlinear parameter identification methods. Firstly,
it handles unstable systems with ease whereas sin-
gle and multiple shooting often fail miserably with an
unstable simulation. This makes the algorithm much
less sensitive to poor initial guesses. Some evolu-
tionary algorithms are able to home in on the optimal
solution from a random initial guess but take many it-
erations and hours of parallel computation time. And
lastly, computation speeds are a tiny fraction of var-
ious shooting algorithms. This method does not re-
quire the equations of motion to be in explicit first or-
der form which saves computation time. Our formu-
lation correctly identifies the parameters in approxi-
mately the time a single shooting iteration may take.
The main limitations here are the requirement that the
constraints are continuously differentiable and there
could be memory issues if the number of nodes is ex-
tremely high, i.e. a long measurement duration.
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INTRODUCTION 
Elastic contact models that compute the loads 
arising at the interface of two touching surfaces 
allow researchers to create realistic mechanical 
representations of human joints. Joint contact 
models are embedded into multi-body dynamic 
simulations when the complexity of pin joints, 
spherical joints, parallel mechanisms, and other 
simplified joints is insufficient to capture 
variables of interest such as contact and 
ligament forces. A limitation of elastic contact 
models is that they tend to be computationally 
expensive and hence impractical for use within 
iterative frameworks. This limitation has been 
addressed recently by surrogate modeling 
approaches that fit or interpolate previously 
gathered input-output data, similar to look-up 
tables [1]–[3]. However, generating, testing, and 
deploying surrogate contact models remain 
challenging and time consuming tasks. 
 
We have developed a freely available open-
source program called Surrogate Contact 
Modeling Toolbox (SCMT) to streamline the 
entire surrogate contact modeling process and 
are making it available to the biomechanics 
research community at large. 
 
SCMT consists of an application programming 
interface (API) and a graphical user interface 
(GUI) containing tools to design, generate, and 
test surrogate contact models. The GUI allows 
users to follow the surrogate modeling process 
without having to write any code. SCMT 
interacts with the finite element software FEBio 
[4] and with Matlab which respectively perform 
contact simulations and train neural networks. 
SCMT also includes a plugin for the 
musculoskeletal simulation software OpenSim 
[5] that allows users to embed surrogate 
contact models generated with SCMT into 
OpenSim models. 
 
 
METHODS 
SCMT is an application that builds artificial 
neural network-based surrogate contact models 
from finite element simulations. SCMT is written 
in C++ and the GUI was designed with Qt. 
SCMT requires Windows as the operating 
system and makes extensive use of third party 
tools and libraries such as Boost serialization 
libraries [6], Hammersley sequence libraries [7], 
and the OpenMP API [8] for multithreading. 
Moreover, SCMT interfaces with FEBio and 
Matlab’s neural network and code generation 
toolboxes. 
 
SCMT is composed of the following tools (Fig. 
1): 
1) Sample Point Generator: Creates sequences 
of sample points populated with inputs. The 
sample point generator allows the user to 
define six-dimensional domains to be sampled. 
Large sparse domains may be defined using a 
bounding box option while small dense domains 
may be defined by clustering the sample points 
around user-defined trajectories. 
2) Model Sampler: Executes FEBio static 
analyses in a multithreaded manner.  
3) Filter: Removes sample points exceeding 
user-defined thresholds from sets of collected 
sample points. 
4) Out-of-Contact Sampler: Generates sample 
points corresponding to out-of-contact 
configurations. The sample points generated 
can be either fully out-of-contact where there 
are no contact patches and all contact loads are 
zero, or partly out-of-contact where one region 
is in contact and another other is not.  
5) Surrogate Model Designer: Lets the user 
define the structure of the surrogate model. The 
structure includes the inputs and outputs to the 
surrogate model and to each of its stages. This 
tool also lets the user define the artificial neural 
network architectures and stopping criteria. The 
Surrogate Designer also interfaces with Matlab 
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Fig 1: Overview of the main tools that comprise 
SCMT and where they interact with Matlab and 
FEBio. 
and initiates the neural network training 
process. 
6) Surrogate Model Tester: Evaluates the root-
mean-square and maximum absolute errors 
between the surrogate model and test datasets. 
This evaluation can be performed on a per-
domain basis or for all domains together. 
7) Utilities: Allows users to change the sample 
point data format. It can convert binary to XML 
and vice-versa. It can also transform sample 
points into comma separated values (CSV files) 
so that they may be explored as a spreadsheet. 
In addition to the GUI, we developed a plugin 
for OpenSim that allows surrogate contact 
models created with SCMT to be loaded as 
“Force” model components similar to springs or 
bushings. When the OpenSim model is loaded, 
the plugin dynamically loads the artificial neural 
networks, and when forces are computed it 
applies the net contact loads to the user-
specified pair of rigid bodies. 
 
RESULTS AND DISCUSSION 
Our software framework simplifies the process 
of creating, testing, and implementing surrogate 
models of joint contact. Together with the 
plugin, SCMT bridges the gap between contact 
analysis in FEBio and musculoskeletal 
simulation in OpenSim while at the same time 
radically increasing the computational speed of 
the contact evaluations. Contact models 
generated with SCMT could be used to 
calculate muscle and contact forces 
simultaneously or to calibrate ligament 
parameters within an optimization. 
 
Apart from the seamless integration between 
FEBio, Matlab, and OpenSim, the methods 
employed by the toolbox have several benefits. 
One benefit is that out-of-contact configurations 
can be sampled and fit to allow the prediction of 
liftoff during simulations. Another benefit is that 
different domains of input space can be 
approximated with varying degrees of accuracy 
by adjusting the number of sample points and 
the domain sizes. Moreover, the feed-forward 
neural networks in the surrogate models can be 
trained with tens of thousands of sample points 
without reaching the computer’s memory limit. 
 
SCMT has several limitations. First, the neural 
network-based surrogate contact models do not 
provide error estimates. Second, gathering the 
required input-output data from FE simulations 
and training the surrogate contact models can 
take a considerable amount of computation 
time. However, both the sampling time and 
training time can be reduced considerably by 
taking advantage of the provided parallelization 
options. Third, friction cannot be modeled with 
this approach because contact loads are 
assumed to be a function of pose only. 
Surrogate models of quantities such as contact 
area, center of pressure, or maximum pressure 
are not implemented but could be added in the 
future. If these measures were added, both 
friction and wear could potentially be 
incorporated, assuming that wear does not 
significantly affect the contact geometry. 
 
CONCLUSIONS 
We are releasing SCMT to the public domain 
with a journal publication via simtk.org so that 
researchers across the biomechanics 
community can create and use custom 
surrogate contact models in their own work. We 
hope that this tool will lead to the widespread 
use of surrogate contact models and ultimately 
to the advancement of the field of 
musculoskeletal simulation. 
 
REFERENCES 
1] Y.-C. Lin et al., Med. Eng. Phys, 32:584–94, 
2010. 
[2] J. P. Halloran et al., J. Biomech. Eng., 
131:011014, 2009. 
[3] M. Mishra et al., Biomed. Signal Process. 
Control, 6:164–174, 2011. 
[4] S.A. Maas et al., J. Biomech. Eng., 
134:011005, 2012. 
[5] S. L. Delp et al., IEEE Trans. Biomed. Eng., 
54:1940–50, 2007.  
[6] http://www.boost.org/ 
[7] http://people.sc.fsu.edu/~jburkardt/m_src/ 
hammersley/hammersley.html 
[8] http://openmp.org  
 
ACKNOWLEDGEMENTS 
Funding for this study was provided by NIH 
grant R01EB009351 and by the University of 
Florida. 
24
XV International Symposium on Computer Simulation in Biomechanics  
July 9th – 11th 2015, Edinburgh, UK 
 
 
Prediction of musculoskeletal muscle-tendon parameters based on isokinetic measurements 
 
Frederik Heinen1,2, Søren N. Sørensen2, Mark King3, Martin Lewis4, Mark de Zee1 & John Rasmussen2 
 
1 Department of Health Science and Technology, Aalborg University, Denmark 
2 Department of Mechanical and Manufacturing Engineering, Aalborg University, Denmark 
3 School of Sport, Exercise and Health Sciences, Loughborough University, United Kingdom 
4 School of Science & Technology, Nottingham Trent University, United Kingdom  
Email: fh@hst.aau.dk, Web: http://personprofil.aau.dk/118519 
 
INTRODUCTION 
Several different applications of musculoskeletal 
models have been presented throughout the liter-
ature [1]. One of these application fields is sports 
biomechanics where models are used to opti-
mize, characterize or analyze athletic move-
ment/performance and the related internal forces 
[2]. Internal forces can be very difficult or impos-
sible to measure in-vivo, and measurement may 
require ethically questionable techniques. Muscu-
loskeletal models offer an alternative approach to 
estimate internal forces.  Musculoskeletal models 
are often based on scalable generic models that 
implement phenomenological Hill-type muscle 
models [3]. The force-producing capability of the 
Hill model is very sensitive to the parameters [4], 
which do not scale linearly with external body di-
mensions. Several adjustment methods have 
been proposed [5-7] for Hill model parameters, 
but this has only addressed the force-length rela-
tion while neglecting the velocity dependency. 
This aspect is particularly critical when dealing 
with maximal, high-velocity sports performances. 
The aim of this study was to determine and ana-
lyze the muscle-tendon parameters based on ex-
perimentally obtained isokinetic measurements.   
 
METHODS 
One male sprinter (height 1.85 m and mass 66.5 
kg) was included in this study, which was carried 
out in accordance with the Loughborough Univer-
sity Ethical Advisory Committee guidelines. A se-
ries of isometric and isokinetic measurements 
were performed on the dominant leg for the ankle, 
knee and hip flexors/extensors using a Contrex 
multi-joint isovelocity dynamometer (CMV AG, 
Switzerland). Seven evenly spaced isometric 
measurements were performed for each joint mo-
tion throughout the subject’s joint range-of-motion 
(ROM). Six (ankle and hip) and eight (knee) 
isovelocity measurements from 50°/s and increas-
ing in increments of 50°/s were performed in both 
concentric and eccentric contraction. The meas-
urements were corrected for gravity and passive 
torques components throughout the ROM using 
built-in software. During the isometric measure-
ments, the joint angle was measured using an 
electrical goniometer (Biometrics Ltd, United 
Kingdom), which was used to correct the joint an-
gle from any misalignment caused by soft tissue 
deformation with the angle reported by the dyna-
mometer. The measured joint strength for each 
joint angle/velocity was input to the optimization. 
A lower extremity model was adopted based upon 
the TLEMsafe 2.0 model [8] using the commer-
cially available software, AnyBody Modeling Sys-
tem (AnyBody Technology A/S, Denmark). The 
model was scaled based on anthropometric 
measurements. A series of models were created 
mimicking the experimental conditions to evaluate 
the net joint strength at the different angles and 
velocities. The muscle recruitment was based on 
the min-max criterion to ensure extraction of max-
imum strength from the model. 
Two optimization procedures were adopted in Py-
thon using SNOPT optimizer with standard set-
tings in the open-source software PyOpt [9]. The 
first procedure was based on the method pre-
sented by Garner and Pandy (2003) and mini-
mized the difference between the experimental 
and simulated isometric joint strengths: 
 
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 �𝐽�𝐿�𝑚𝑚𝑚𝑚  ,𝐿�𝑚𝑚𝑚𝑚  ,𝐹𝑙𝑙𝑙𝑚𝑙� = ��(𝑇�𝑚𝑒𝑚𝑒 − 𝑇�𝑚𝑚𝑙𝑚)2𝑚
𝑚=1
+ 𝑃� 
 
The second procedure minimized the difference 
between the experimental and simulated isokinet-
ic joint strengths based on the results from the 
first optimization. 
 
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 �𝐽� 𝐹𝐹𝑓𝑚𝑓𝑓  ,𝑘1 , 𝑘2� = ��(𝑇�𝑚𝑒𝑚𝑒 − 𝑇�𝑚𝑚𝑙𝑚)2𝑚
𝑚=1
+ 𝑃� 
 
Where 𝑚 was the number of considered muscles 
(flexors/extensors), 𝑇�𝑚
𝑒𝑚𝑒 and 𝑇�𝑚𝑚𝑙𝑚 are, respec-
tively, the experimental and model-predicted net 
joint strengths for the i’th joint position/velocity 
normalized to the maximal experimental joint 
torque. Two design variables were used for each 
muscle: two normalized fiber lengths, one shorter 
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(𝐿�𝑚𝑚𝑚𝑚 ) and one longer than (𝐿�𝑚𝑚𝑚𝑚 ) optimal fiber 
length. The investigated ROM was used to set the 
joint positions corresponding to the two design 
variables. Four design variables for each muscle 
group were used as well: a local strength factor 
(𝐹𝑙𝑙𝑙𝑚𝑙), the ratio of fast twitch fibers (𝐹𝐹𝑓𝑚𝑓𝑓) and 
two force-velocity shape parameters (𝑘1 and 𝑘2). 
The four latter design variables were assigned to 
a specific muscle group so the strength interplay 
between the muscles was maintained. Bi-articular 
muscles were assigned with the average of the 
four design variables. The objective function was 
augmented by a penalty function (𝑃) that adds a 
large, positive value in case the optimizer tries to 
assign a muscle with a non-physiologic short ten-
don length (𝐿𝑓 >0.0005 m).  
 
Table 1: Design variables, their lower and upper 
bounds (LB & UB respectively) and initial guess (IG). 
 LB UB IG 
𝐿�𝑚𝑚𝑚
𝑚  0.1 0.8 0.5 
𝐿�𝑚𝑚𝑚
𝑚  0.7 1.6 1.2 
𝐹𝑙𝑙𝑙𝑚𝑙  0.1 2.0 1.0 
𝑘1 -20 20 2 
𝑘2 -20 20 8 
𝐹𝐹𝑓𝑚𝑓𝑓 0 1 0.5 
 
RESULTS AND DISCUSSION 
The isometric optimization resulted in a relative-
ly good fit between the experimental and mod-
eled joint strengths for the ankle dorsi flexors 
(Fig 1).  
 
 
Fig 1: Experimental (Exp.) and optimized (Opt.) isome-
tric ankle dorsi flexion torque. 
The isokinetic optimization resulted in relatively 
good agreements for the concentric and eccen-
tric phases (Figs 2 and 3). However, the con-
centric and eccentric phases did not agree with 
the isometric based optimization. This was not 
surprising since no parameters influencing the 
force-velocity relation were included. The isoki-
netic measurements are subject to more noise 
than isometric measurements due to the nature of 
the experiment and it can be difficult to obtain 
good experimental torques that follows the force-
length-velocity theory. This should be accounted 
for in the evaluation of the experimental results 
before proceeding to data processing. 
     
 
Fig 2: Experimental (Exp.) and optimized (Opt.) con-
centric ankle dorsi flexion torque. 
 
Fig 3: Experimental (Exp.) and optimized (Opt.) eccen-
tric ankle dorsi flexion torque. 
CONCLUSIONS 
Relatively good agreements were observed be-
tween the experimental torques and optimized 
modeled torques. This study also indicates that 
only using isometric measurements of a subject 
was not enough for getting valid person specific 
force-velocity relations.  
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INTRODUCTION 
In trampolining a competiton routine comprises 
10 sequential multiple somersaults with multiple 
twists. The staple movement used in 
competitive routines is the double somersault 
with twist. Twist may be initiated prior to takeoff 
or may be produced during the aerial phase 
using asymmetrical movements of the arms and 
hips [1]. In this study the twisting limits of 
double somersaults with twist in the second 
somersault were investigated.  
 
METHODS 
A computer simulation model of aerial 
movement [2] was used to determine the limits 
of asymmetrical arm and hip techniques for 
producing aerial twist in the second somersault 
of a double somersault. The model comprised 
11 segments and required the initial angular 
momentum and body orientation as input 
together with the time histories of the joint 
angles. Side flexion was shared between the hips 
and the spine as was hyperextension whereas 
forward flexion occurred solely at the hip joints 
[3]. In addition the two legs moved together so 
that the six degrees of freedom at the hip joints 
and spine became effectively two independent 
degrees of freedom. Constant angular 
momentum during flight was assumed and the 
equation of motion was solved numerically for 
whole body angular velocity from which 
somersault, tilt and twist angles were obtained 
by numerical integration. Somersault gave the 
whole body rotation about the (horizontal) angular 
momentum vector, tilt gave the angle between the 
longitudinal axis and the vertical plane 
perpendicular to the angular momentum vector, 
and twist gave the rotation about the longitudinal 
axis. The model was evaluated by comparing 
the twist angles from simulation with five 
performances of single and double somersaults 
with twist performed by a world trampoline 
champion: differences were less than 0.12 
revolutions of twist [2].   
 
Various sequences of asymmetrical arm and 
hip movements were used to produce tilt away 
from the vertical somersault plane using the 
simulation model. Each change in joint angle 
was specified by the start and end angle values 
and the start and end times and was effected 
using a quintic function with zero velocity and 
acceleration at the endpoints. For an arm 
movement through 180o a minimum duration of 
0.30 s was imposed. A minimum duration of 
0.20 s was also imposed on extension and 
flexion movements of the hips.   
 
In order to maximise the amount of twist 
produced by each technique, the timing of the 
arm and hip movements were adjusted to 
maximise the amount of tilt achieved in the 
second somersault. After an initial side arch 
and adduction of one arm, the tilt was allowed 
to increase due to the rigid body nutation effect 
as the quarter twist position was reached [4] 
and then the body was straightened and the 
other arm adducted. Finally asymmetrical arm 
and hip movements were used to reduce the tilt 
and stop the twist prior to landing.   
 
The following constraints were followed when 
producing a simulation: (a) at the 1.0 
somersault position the twist was not more than 
0.25 revolutions, (b) the final twist was an odd 
number of half twists for forwards rotating 
takeoffs and was an even number of half twists 
when the initial direction of somersault was 
backwards, (c) the time of flight was 2.0 s.  In 
order to maximise the twist and to comply with 
these constraints, a thorough manual search 
was conducted using timing steps of 0.01s 
when generating a limiting simulation.   
 
Two cases were considered.  In the first case 
arm abduction was restricted to be less than 
60o during the initiation of twist from a piked 
position in a forwards rotating double 
somersault.  In the second case arm abduction 
was restricted to be less than 90o during the 
initiation of twist from a straight position in a 
forwards rotating double somersault. Each 
optimisation of a simulated technique took 
several hours to complete.   
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Fig 1: Asymmetrical hip and arm movements used to 
produce tilt from a pike at the start of the second 
somersault (front view).   
 
 
Fig 2: 3½ twists in the second somersault of a 
piked double forward somersault (side view).   
 
 
 
 
Fig 3: Asymmetrical hip and arm movements used to 
produce tilt at the start of the second somersault (front 
view).   
 
 
 
Fig 4: Three twists in the second somersault of a 
straight double backward somersault (side 
view).   
 
 
 
RESULTS AND DISCUSSION 
The first movement which used asymmetrical 
hip movement with wide arms that were 
adducted sequentially (Fig. 1) was able to 
produce 3½ twists in the second somersault of 
a piked double forward somersault (Fig. 2).  
This trampoline movement is known as an 
Adolf-out fliffus and although it has been 
performed (even in a routine) the appreciable 
twist typically occurs in the first somersault.  
 
The second movement which also used 
asymmetrical hip movement with wide arms that 
were adducted sequentially (Fig. 3) was able to 
produce 3 twists in the second somersault of a 
straight double backward somersault (Fig. 4). 
While two twists have been produced in the 
second somersault of a double backward 
straight somersault, three twists have yet to be 
achieved.   
 
CONCLUSIONS 
In forward double somersaults with twist in the 
second somersault the twisting limit is 3½ 
twists. In backward double somersaults with 
twist in the second somersault the twisting limit 
is 3 twists.    
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Fig 1: The hand model at the equilibrium state in 
the “rest” (left) and “fist” (right) postures.  
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INTRODUCTION 
People who have lost a hand through amputa-
tion often make use of a myoelectric prosthesis 
to restore lost function. Advances in myoelectric 
prostheses in recent years have led to the 
availability of complex artificial hands with mul-
tiple degrees of freedom. Control of such hands 
has been a limiting factor to more natural use of 
the devices and therefore more widespread 
use. Current control paradigms rely on simulta-
neous control of only one or two degrees of 
freedom, and make use of sequential control for 
more complex tasks. 
 
In the case of distal amputation, much of the 
musculature of the forearm remains intact and 
could provide useful commands for myoelectric 
control of a prosthetic hand. The function of the 
intact hand, however, relies on far more than 
just extrinsic muscles located in the forearm, as 
the intrinsic muscles play an important role in 
normal function of the hand and dexterous ma-
nipulation. It remains to be seen what level of 
control can be achieved without these. 
 
The long-term goal of this project is therefore to 
develop a controller that predicts the motions of 
the intact wrist and hand based on EMG signals 
recorded from the residual (extrinsic) muscles 
of the forearm following hand amputation. This 
could be used to control a prosthetic hand using 
natural physiological signals from the user. 
 
In this paper we describe a musculoskeletal 
model of the hand using only extrinsic muscles 
to determine to what extent desired hand pos-
tures can be achieved without intrinsic muscles. 
The results of this analysis will inform additions 
to the prosthesis mechanism and control algo-
rithm that are needed to achieve functional con-
trol. Controllability of the hand model is as-
sessed by determining system stability using 
the eigenvalue analysis described by [1]. 
 
METHODS 
The musculoskeletal model of the hand is 
based on the model described in [2]. It com-
prises 24 degrees of freedom at the elbow, 
wrist and fingers, and 26 muscles. Each muscle 
was modeled with activation dynamics and a 3-
element Hill model described in [3]. The slack 
length of the parallel elastic element was tuned 
in some of the muscles to allow the model to 
hang in a natural posture. The moment arms 
and lines of actions of the muscles were ap-
proximated using polynomials [3].  
 
Passive joint torques were modeled as a sum of 
stiffness and damping terms, including a high 
quadratic stiffness term (set at 500Nm.rad-2) 
preventing the joints from going outside their 
range of motion, and a small linear stiffness 
term within the joint limits [3]. The linear stiff-
ness was initially set to zero.  
 
Equations of motion for the model were derived 
using Autolev (Online Dynamics Inc.). The 
muscle dynamics and equations of motion were 
combined into a set of implicit first order differ-
ential equations that describe the model:  
𝐟(𝐱, ?̇?,𝐮) = 0    
where x is a vector with 100 state variables (24 
angles, 24 angular velocities, 26 muscle con-
tractile element lengths, and 26 muscle active 
states). The vector u contains 26 control inputs, 
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Table 1: The maximum real part of the eigenvalues 
of the system matrix A (MRE_A), and the mean 
muscle activations (mean_act) in the equilibrium 
state for six cases: the “rest”  and “fist” postures 
with min effort, max effort, and min effort with linear 
joint stiffness (+JS). 
 
 MRE_A (s-1) mean_act 
“rest” min effort +0.59 0.001 
“rest” max effort +0.14 0.021 
“rest” min + JS -0.33 0.139 
“ fist” min effort +0.12 0.009 
“fist” max effort +0.11 0.022 
“ fist” max + JS -0.57 0.535 
 
the neural excitation to the muscles. The Jaco-
bians 𝜕𝐟/𝜕𝐱, 𝜕𝐟/𝜕?̇?, and 𝜕𝐟/𝜕𝐮 were implement-
ed using symbolic differentiation in Autolev and 
hand-coded for muscle dynamics. 
 
To investigate the stability of the model in func-
tional postures, such as those used in the 
American Sign Language, the humerus was set 
at 45o of elevation, and the elbow at 130o of 
flexion, so that the forearm pointed upwards. 
We looked at system stability in two postures: 
“rest”, with the wrist in neutral and fingers 
loosely extended, and “fist” with the fingers 
loosely flexed (figure 1).  
 
Finding the equilibrium state at each posture 
was formulated as an optimization problem. We 
search for the system state x and controls u 
such that the sum of squared muscle excita-
tions is minimized (min effort) or maximized 
(max effort), the joint angles match the required 
posture, and the system is at equilibrium, i.e. ẋ 
= 0: 
𝐟(𝐱,𝟎,𝐮) = 0    
The max effort condition was included because 
it results in muscle co-contraction that could in-
crease stability. This constrained optimization 
problem was solved with IPOPT. At equilibrium, 
we can linearize the system to obtain the dy-
namics for small perturbations y: 
0=
∂
∂
+
∂
∂ y
x
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x
f 

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If the real parts of all eigenvalues of A are ne-
gative, the linear system is stable and thus the 
nonlinear system is locally stable. 
 
RESULTS AND DISCUSSION 
Equilibrium states were found for the “rest” and 
“fist” postures, with min and max effort. Inspec-
tion of the eigenvalues shows that the model is 
not stable, even with co-contraction (Table 1). 
To achieve stability, we increased the linear 
joint stiffness to 0.4Nm.rad-1 but this came at 
the cost of increased muscle forces necessary 
to achieve the postures. 
 
Instability of a hand model featuring only extrin-
sic muscles is not surprising based on the fin-
ger anatomy and the locations of muscle inser-
tions. The deep flexors and the extensors insert 
on the distal phalanx, and the superficial flexors 
insert on the middle phalanx. There is no inser-
tion of extrinsic muscles on the proximal phal-
anx, leaving the metacarpophalangeal joint un-
controlled in the model; the proximal interpha-
langeal joint is also under-controlled as it can-
not be extended independently. This leaves the 
proximal phalanx susceptible to buckling. 
 
Addition of a simple linear stiffness about the 
joints can be used to increase stability, but this 
does not give full control of all degrees of free-
dom, and comes at the cost of increased power 
necessary to flex the fingers. 
 
CONCLUSIONS 
Biomechanical analysis of the finger mecha-
nism indicates that a model using only extrinsic 
muscles will not be stable in all postures, and 
our analysis of stability confirms this. The addi-
tion of structures such as intrinsic muscles will 
be necessary to achieve a stable model that 
can assume the range of postures necessary 
for prosthesis control. 
 
Structures representing the complex extensor 
apparatus [4] and other ligaments in the hand 
that facilitate dextrous control by coupling inter-
phalangeal joint movement will be added in fu-
ture work. Neural activations of intrinsic mus-
cles could be predicted based on measured ac-
tivations of extrinsic muscles and these could 
be used in the control algorithm. 
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INTRODUCTION 
This study presents a method for calibrating a 
scaled generic neuromusculoskeletal model to 
match a specific subject. Muscle moment arm, 
muscle-tendon (MT) length, and MT velocity, as 
well as other muscle parameters, were adjusted 
within a scaled generic OpenSim [1] model [2] 
such that net joint moments from muscles 
during an EMG-driven simulation closely 
matched those from inverse dynamics.  
 
METHODS 
Motion capture, ground reaction, and 
electromyography (EMG) data were collected 
from a high functioning hemiparetic male 
subject. Institutional review board approval and 
subject informed consent were obtained. The 
subject walked for several minutes on an 
instrumented treadmill at four speeds: 0.3, 0.4, 
0.5, 0.6, and 0.8 m/s. Ten gait cycles at each 
speed were selected for use in this study. A 
modified Cleveland clinic marker set was used 
with additional markers added to the foot. EMG 
data were collected from 16 muscles on each 
leg using a combination of surface and fine-wire 
electrodes. EMG signals were high-pass filtered 
at 30 Hz using a 4th order Butterworth filter, 
demeaned, rectified, and low pass filtered at 
7/T Hz, where T is the period of the gait cycle 
being analyzed [1]. EMG signals were scaled by 
their maximum values over all trials. 
 
A generic OpenSim model [2] was calibrated to 
match static and kinematic data using a custom 
scaling technique [3]. Using the calibrated 
model, we performed inverse kinematic and 
dynamic analyses for each gait trial. In addition, 
muscle moment arms, MT lengths, and MT 
velocities were calculated for 35 muscles in the 
leg using OpenSim’s muscle analysis tool. 
 
A polynomial response surface models of the 
moment arms and MT lengths and velocities as 
a function of joint angles and velocities were 
created for use in later optimizations [4]. For 
each muscle actuating a single degree of 
freedom (DOF), the MT length was fit using: 
       2 30 1 2 3mtl b b b b    (1) 
where mtl is the MT length,  is the joint angle, 
and 0b  to 3b  are coefficients fitted using least 
squares regression. Moment arms were 
represented by taking the derivative of equation 
(1) with respect to  : 
      21 2 32 3mar b b b     (2) 
where mar  is the muscle moment arm. Similarly, 
the MT velocity was represented as time 
derivative of equation (1). For muscles that 
actuate multiple DOFs, more complex fits were 
performed using angles from other DOFs. mtl , 
mtv , and mar  were fit simultaneously for each 
muscle. These models were created for 35 
muscles in each leg.  
 
The muscle geometric surrogate models were 
used in combination with Hill-type muscle 
models to calculate the moment produced by 
each muscle using the following relationship: 
     max ( ( ) ( ) ( ) ( ))cosma scale m m p mM r F d a t f l f v f l  (3) 
where M  is a muscle’s contribution to a joint 
moment, maxF  is its maximum isometric force, a  is 
the muscle’s activation, scaled  is an activation 
scale factor included because of uncertainty in 
EMG scaling, t  is time,   is an optimized time 
delay, ml  is the normalized muscle-fiber length, 
mv  is the normalized fiber velocity, and   is the 
muscle pennation angle. ( )mf l , ( )mf v , and ( )p mf l  
are the normalized force-length, force-velocity, 
and passive force components of the Hill-type 
muscle model. ml  and mv  are calculated from 
MT length using the equations: 


 

,
cos 5
mt ts m
m mo o
m m
l l v
l v
l l
   (4) 
where oml  is the optimal fiber length and  tsl is the 
tendon slack length. Muscle excitation was 
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calculated from EMG data using a first order 
differential equation [5] with time constants deact  
and act  where  4deact act . The excitation to 
activation dynamics were modeled using 
nonlinear function that uses a single 
nonlinearity parameter nonlind  [6]. Initial values for 
o
ml , tsl , and   were taken from the literature [2]. 
maxF  values were twice those taken from 
literature. Initial estimates for scaled , nonlind , and   
were set to 1, 0, and 0 respectively. For 
muscles without EMG data, related muscle 
signals were used to represent their activity [7]. 
To maintain model symmetry, all muscle 
parameters values were kept constant between 
legs except for the activation scale factors. 
 
Two EMG-driven models were calibrated using 
different approaches: the first adjusted only Hill-
type model parameters (model 1), while the 
second also adjusted MT length, velocity, and 
moment arm values (model 2). The models 
were calibrated so that the net moments 
generated by muscles would closely match 
inverse dynamics loads. For calibration of the 
first model, oml , tsl , actd , nonlind ,act  and   were 
adjusted, while calibration of the second model 
also varied surrogate coefficients 0b  to nb  for 
each muscle. Model parameter values were 
penalized for producing non-physiological 
model results, for instance muscles sharing a 
tendon were penalized for having different 
moment arms. Each model was calibrated to 
data from 40 trials at the four slower walking 
speeds and used to predict joint moments for 
10 trials at 0.8 m/s. 
 
RESULTS AND DISCUSSION 
Model 2, with geometric adjustments, had much 
lower errors than the model 1, especially for 
prediction errors at 0.8 m/s (Table 1). For these 
predictions, the hip moment errors improved by 
as much as 7 N-m with geometric adjustments. 
The worst calibration error for model 1 was 
11.96 N-m for the left hip abduction-adduction 
moment, while the worst calibration error for 
model 2 was 5.41 N-m for the left ankle plantar-
dorsi moment. After geometric adjustments, all 
calibration and prediction errors improved. 
  
This study demonstrates that even small 
changes in musculoskeletal geometry can have 
a significant influence on EMG-driven moment 
calculations, especially at the hip. This finding 
was more pronounced when performing model 
predictions when extrapolating to faster speeds 
not used for calibration. Therefore, muscle force 
optimizations or simulations that attempt to 
predict novel gait motions may have larger 
errors than previously thought. Additionally, 
these EMG-driven simulations compare 
favorably with previous studies using EMG-
driven model which reported moment errors 
ranging from 5 to 28 N-m [7], [8] for various 
joints and activities. These findings suggest that 
it is necessary to calibrate muscle geometry 
beyond standard scaling techniques when 
performing gait simulations.  
 
TABLE 1: Overall mean absolute errors in moment 
predictions at 0.8 m/s for each gait speed from the 
model without (model 1) and with (model 2) implicit 
geometry adjustments. 
Side Left Right 
Model Type 1 2 1 2 
Hip FE (N-m) 16.04 9.28 11.33 7.50 
Hip AA (N-m) 14.82 8.76 7.92 5.30 
Knee FE (N-m) 6.71 4.94 7.23 5.17 
Ankle PD (N-m) 5.67 5.18 7.62 6.58 
Ankle IE (N-m) 6.18 4.01 4.40 2.23 
 
Our proposed calibration approach involves a 
number of limitations. Studies that lack EMG 
data would be unable to perform implicit 
geometric adjustments. Even labs that normally 
work with EMG data may not have access to 
fine-wire electrodes and therefore would lack 
critical muscles such as the iliopsoas. Also, 
without validation using MR data, there is no 
guarantee that the geometric changes made to 
the model accurately represent the individual. 
 
CONCLUSIONS 
In conclusion, this study presented an improved 
method for calibrating musculoskeletal models 
to individual subjects while maintaining 
physiological relationships between moment 
arms and MT lengths. Altering muscle 
geometries resulted in improved calibration 
errors and prediction errors, including 
extrapolations to faster gait speeds. Therefore, 
this geometric muscle calibration may be 
essential for creating accurate physiological 
model from generic scaled models. 
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INTRODUCTION 
 
Vehicle underbelly blast caused by antivehicular 
landmines or improvised explosive devices (IED) 
[1] is a common source of lower limb injuries for 
vehicle occupants. Lower limb surrogates such 
as the MiL-Lx or the Hybrid III are currently used 
to assess injuries caused by underbelly blast by 
giving an output of the load transferred during 
the blast [2]. However, they cannot provide 
information on fracture patterns and 
mechanisms, due to their rigidity.  
The aim of this project is to develop a low cost, 
frangible, biofidelic lower limb surrogate based 
on the structural bone FE model developed in the 
research group [3]. This will provide additional 
information to that given by the current 
anthropometric testing devices, enabling the 
investigation of fracture patterns and 
mechanisms associated with underbelly blast, 
leading to physiological testing of mitigation 
measures.  
 
METHODS 
 
Overview: Biofidelic predictive structural 
mesoscale finite element models (FE) of long 
bones in the lower limb were implemented 
following the methodology presented in [3]. 
Physical equivalents were then produced using 
additive manufacturing including joint features. A 
bulk material was designed to represent soft 
tissue. Mechanical tests will be conducted at 
several stages of the manufacture process, at 
material level, on individual bones, and on the full 
leg surrogate. A ‘characteristic relationship’ is to be 
derived to relate the mechanical behaviour of the 
nylon surrogates to bone. 
 
Computational models: Distinct generic models of 
a femur, a tibia, and a fibula were built using shell 
and truss elements to model cortical and 
trabecular bone respectively, based on surface 
geometry information extracted from clinical CTs. 
The initial cross-section of the structural elements 
was then iteratively adapted under loading 
conditions corresponding to walking, sit-to-
stand/stand-to-sit, and stair ascent/descent based 
on a bone remodelling algorithm inspired by 
Frost’s Mechanostat [4]. A damage elasticity 
failure algorithm was also implemented. A 
preliminary slice of the proximal femur from the 
adapted model is displayed in Figure 1. 
 
 
Figure 1: Longitudinal slice of a preliminary proximal femur 
FE model, with cortical and trabecular bone displayed in 
white and red respectively. 
 
Physical surrogates: The structural models were 
manufactured in nylon using a selective laser 
sintering (SLS) machine. Because of print size 
constraints, each bone was printed in parts, then 
assembled using screw-thread mechanisms. The 
knee (distal femur + patella + ligaments + proximal 
tibia) was printed as one part to ensure good 
ligament fixations to the bone. Agar-Agar moulded 
into a manufactured lattice provided a bulk material 
to represent the soft tissue around the bones. A 
preliminary print of a proximal femur is shown in 
Figure 2. 
 
Mechanical tests: Tensile material tests were 
conducted on nylon samples with varying cross-
sections and directions of print with displacement 
rates varying from quasi-static to 5000 mm/s. Four-
point bending tests will be conducted on thick 
hollow cylinders to investigate the influence of the 
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screw-thread assembly. Axial and bending failure 
tests will be conducted on individual bones, and 
compared to the results of corresponding failure 
simulations. Finally, the full leg surrogate will be 
tested using a validated antivehicle, underbelly, 
blast-injury simulator, AnUBIS [5]. Results at all 
testing stages will be compared to bone behaviour 
to isolate the characteristic relationship required 
for interpretation of future tests performed on the 
surrogates.  
 
 
Figure 2: Picture of a preliminary proximal model print 
 
RESULTS AND DISCUSSION 
 
Initial findings: To date tensile material tests have 
been conducted for displacement rates of up to 5 
mm/s. The stress vs strain curves obtained for a 
circular cross section sample of 1 mm diameter are 
shown in Figure 3, indicating that the material 
becomes more brittle with an increased strain rate. 
 
 
Figure 3: Stress vs strain curves for tensile tests conducted 
on cylindrical nylon samples with a diameter of 1mm for 
strain rates of: 0.017 s-1, 0.5 s-1 and 5 s-1 
 
This finding indicates that the strain dependent 
behaviour of nylon could be similar to that of bone, 
in particular at higher strain rates [6]. 
 
The lower limb surrogate response to simulated 
underbelly blast will be compared with data from 
cadaveric experiments available in literature, 
which has been used to validate the MiL-Lx and 
Hybrid III [7]. Furthermore, the damage suffered by 
the surrogates will be assessed and compared 
with bone fracture patterns and soft tissue injury 
mechanisms reported in literature. 
 
A valid lower limb surrogate with the 
characteristics mentioned above would prove very 
beneficial as it will lead to a reduction in the use of 
cadaveric material and increase the repeatability 
and reproducibility of experiments for a reasonable 
cost. The main applications for this model are 
balistic, blast and impact studies, but it could also 
be used in civilian vehicular safety testing, as well 
as various other biomechanical testing scenarios 
and surgical training. 
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INTRODUCTION 
In cricket, fast bowlers utilise the speed at 
which they are able to deliver the ball in order 
to be successful. While previous experimental 
research is suitable to understand the 
differences between bowlers [1,2], it is not 
suitable to determine the technique changes 
required by an individual to optimise 
performance. The aim of this study was to 
investigate how to optimise performance during 
the front foot contact phase of fast bowling 
using a computer simulation model. 
 
METHODS 
A planar computer simulation model of the front 
foot contact phase of fast bowling was 
developed using AUTOLEVTM (Fig. 1). The 
model consisted of 16 rigid segments with 
wobbling masses incorporated within the shank, 
thigh and torso representations. 
 
 
Fig. 1: Computer simulation model of the front foot 
contact phase of fast bowling. 
Nine torque generators were included at the 
MTP, ankle and knee joints on the front leg, 
both hip and shoulder joints, and the elbow and 
wrist joints on the bowling arm. The remaining 
joints were angle-driven. 
 
Non-planar rotations of the pelvis and shoulders 
were integrated using two massless segments, 
which connected their respective joint centres, 
whose orientation and length were driven as a 
function of trunk angle derived from the 
performance data. The non-planar side flexion 
of the trunk was represented by driving the 
length of the trunk as a function of trunk angle 
also derived from the performance data. 
 
The computer simulation model was customised 
to a single male fast bowler (age: 18 years, 
mass 85.0 kg, height: 1.935 m) who was a 
member of the England U19 cricket team and 
identified as having the potential to play for 
England within the next five years. 
 
Performance data were collected of the fast 
bowling action at the National Cricket 
Performance Centre, Loughborough University, 
using an 18 camera Vicon motion analysis 
system and a Kistler force plate (Fig 2). 
 
 
Fig. 2: Performance data collection environment 
Strength characteristics were measured via an 
isovelocity dynamometer from which torque-
angle, torque-angular velocity, and differential 
activation-angular velocity relationships were 
calculated using a nine parameter function [3]. 
 
The segmental inertia parameters were 
calculated from anthropometric measurements 
of the bowler using Yeadon’s inertia model [4]. 
 
To determine a common set of viscoelastic 
parameters an angle driven model was used to 
match three fast bowling performances 
concurrently.  
 
To evaluate the torque-driven computer 
simulation model the activation timings of the 
torque generators were varied using a genetic 
algorithm in order to minimise a six component 
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root mean square (RMS) difference between 
simulation and performance. 
 
The simulation was initially optimised for ball 
release speed by varying the activation timings 
for the torque generators whilst maintaining the 
initial conditions from the matched simulation. 
 
To investigate the optimal technique for the fast 
bowler used within this study the simulation 
model was optimised by allowing the initial body 
configuration parameters to vary as well as the 
torque generator activation timings.  
 
Finally, to investigate the effect of strength on 
performance the maximum isometric torques of 
the ankle, knee, hip and front shoulder were 
increased by 5% and the simulation model was 
optimised by varying the torque generator 
activation timings with the optimal initial body 
configuration found in the previous optimisation. 
 
RESULTS AND DISCUSSION 
The evaluation produced a good match 
between the simulation and performance with a 
difference of 4% (Fig. 3). 
 
 
Fig. 3: Comparison between performance (top) and 
simulation (lower) of the front foot contact phase. 
The initial optimsation of the simulation model 
with the initial conditions from the matched 
simulation produced an increase in 
performance of 10%. This was achieved by 
maintaining a straighter front leg and increasing 
the amount of trunk flexion. 
 
The optimal technique produced an increase in 
performance of 22%. The most marked 
difference was at the shoulders where the 
extension was delayed for both the bowling and 
non-bowling arms (Fig. 4). Adopting this initial 
body configuration allowed the front leg to stay 
straighter and more trunk flexion to occur during 
the front foot contact phase of fast bowling.  
 
 
 
 
 
 
 
 
 
Fig. 4: Comparison between matched simulation (top) 
and the optimised initial body configuration simulation 
(lower). 
Increasing strength by 5% produced an 
increase in performance of 1% compared to the 
optimal technique optimisation. The increase 
occurred due to a straighter front leg, delayed 
trunk flexion and more extension of the front 
arm.  
 
In all three optimisations the optimal technique 
remained the same: the front leg was kept 
straighter, the bowling arm was delayed and 
trunk flexion was increased during the front foot 
contact phase. While the optimal body 
configuration indicated that extension of the 
front arm should also be delayed, most likely to 
aid in the delay of the bowling arm. These 
results are in agreement with characteristics 
demonstrated by current elite fast bowlers and 
previous experimental research [2]. 
 
CONCLUSIONS 
The aim of this research was to investigate the 
optimal technique of fast bowling using a 
computer simulation model. Evaluation of the 
model showed good agreement indicating that 
the model was capable of reproducing realistic 
kinematics of the fast bowling action. 
Optimisations yielded large performance 
increases but were consistent on the technique 
adopted. In the future the simulation model will 
be used to investigate the effect of individual 
parameters on fast bowling performance whilst 
also being used to directly support the coaching 
of elite fast bowling.  
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INTRODUCTION 
EMG-driven neuromusculoskeletal (NMS) 
modeling exploits EMG signals from an 
individual to assess how muscles activate in 
response to the neural drive. However, the 
acquisition and processing of EMG signals is 
recognized to be one of the major sources of 
error within EMG-driven NMS models. 
Particularly, normalization of EMG amplitudes 
has been identified as a critical step, due to 
difficulties in obtaining true maximum EMG 
values [1]. Maximal voluntary contraction (MVC) 
is the most common normalization method used 
for various purposes. In the field of EMG-driven 
NMS modeling, this approach has been 
adopted by most authors when recurring to 
single-DOF NMS models for muscle force 
estimation. Regarding applications about 
multiple DOF, there are two examples in the 
literature [2,3]. The first [2] exploits several 
motor tasks such as running, crossover, and 
sidestepping both to calibrate the model and to 
compute the maximum EMG values. The 
problem with this solution is that it cannot be 
performed by aged or impaired people, and thus it 
is not replicable in the clinical practice. In [3], 
instead, EMG data were normalized to the 
maximum values obtained during the gait cycle. 
Feasibility of such approach would be interesting 
in a clinical context, where patients may be not 
able to perform MVC or may suffer fatigue due to 
the longer acquisition protocol. However, it needs 
to be further investigated. Few sensitivity 
analyses can be found in the literature for single-
DOF models [4-6], while there are no equivalent 
studies for multi-DOF models. With the more 
general intent of introducing EMG-driven NMS 
models to clinical practice, we evaluate the 
impact of using different approaches to EMG 
normalization on model results. In this context, 
the calibration dataset was restricted to walking 
trials, while two methodologies for EMG 
normalization based on the maximum EMG value 
were compared: the WTN normalization (Walking 
Trials Normalization), in which the peak EMG 
value for each muscle is obtained from the 
collected walking trials, and the MVCTN 
normalization (MVC Trials Normalization), where 
the maximum EMG value is extracted from MVC. 
This study aims at determining the applicability 
and reliability of the WTN method as a method for 
normalizing gait EMGs, by evaluating its impact 
on the calibration and open-loop predictions of a 
multi-DOF EMG-driven NMS model [2,7]. 
 
METHODS 
Experimental data were collected and processed 
to enable the EMG-driven model calibration and 
execution. The workflow included four steps.  
1. Collecting human movement data using motion 
capture technology. One healthy male subject 
(age:60, height:182cm, mass:92Kg) was enrolled 
for this investigation, after gaving his informed 
consent. Three-dimensional  markers trajectories 
were measured at 60 Hz using a BTS 6-camera 
motion capture system. Ground reaction forces 
and EMG signals were simultaneously recorded 
at 1020 Hz from a force plate (Bertec 
Corporation, Columbus, OH) and 16-channel 
EMG system (Pocket EMG, BTS Spa).  Surface 
EMG electrodes were placed on 15 left-side 
muscles: gluteus maximus and medius, tensor 
fasciae latae, adductor longus, sartorius, medial 
and lateral hamstrings, rectus femoris, vastus 
medialis and lateralis, peroneus longus, 
gastrocnemius medialis and lateralis, soleus and 
tibialis anterior. Motion data collected from the 
subject included a static pose, 10 walking trials 
and MVCs.  
2. Processing experimental data for their use in 
musculoskeletal software. Motion data were 
processed using MOtoNMS1. Raw EMG data 
were processed according to [7] and normalized 
applying the WTN and MVCTN strategies. 
3. Musculoskeletal simulation of the recorded 
human movement. The freely available 
musculoskeletal modeling software OpenSim [8] 
was used to scale a generic musculoskeletal 
model to match the subject anthropometry. The 
OpenSim IK, ID and MA  tools were run  to 
1 https://simtk.org/home/motonms/ 
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Fig 1:  Example of comparison of mean muscle 
force estimated for the rectus femoris muscle with 
CEINMS, using MVC (blue) and walking (red) trials 
for normalization of input EMG signals. 
 
 
 
Fig 2:  Mean muscle contributions of knee 
extensors to the net KneeFE moment. 
obtain, respectively, joint angles, joint moments, 
musculotendon lengths and moment arms2. 
4. Calibrating and executing the EMG-driven 
multi-DOF NMS model. The CEINMS software3 
was used to implement the EMG-driven NMS 
model [7,2]. Acquired data were grouped in two 
distinct datasets: one for the calibration of the 
NMS model, and one for its execution. The 
calibration dataset included 5 walking trials 
randomly chosen.  Calibrated parameters 
included: the recursive filter coefficients (C1 and 
C2) and the shape factor A, describing the 
activation dynamics [7], optimal fiber length and 
tendon slack length for each muscle, and strength 
coefficients [2]. Three degrees of freedom were 
considered: the flexion-extension (FE) of the hip 
(HipFE), knee (KneeFE) and ankle (AnkleFE) 
joints. After calibration, the multi-DOF EMG-
driven NMS model was executed on the 5 walking 
trials not included in the calibration dataset. 
Results of the NMS model were averaged on the 
5 repetitions. The whole procedure was executed 
twice: one using as input the EMG linear 
envelope normalized with WTN method, and one 
inputting EMG envelopes obtained with MVCTN 
method. 
The analysis included comparison of the following 
quantities from the WTN and MVCTN cases: (i) 
peak EMG value and mean normalized envelope 
for each collected EMG signal; (ii) joint moments 
about HipFE, KneeFE and AnkleFE as predicted 
with the NMS model versus inverse dynamics 
(ID); (iii) calibrated muscle-tendon parameters; 
(iv) mean muscle forces; (v) single muscle 
contribution and flexors/extensors contributions to 
the 3 FE joint moments. Similarity between joint 
moments predicted with the NMS model and 
obtained from ID was evaluated for both model 
executions computing the squared Pearson 
product moment correlation (R2) and the 
percentage mean absolute error (%MAE).  
 
RESULTS AND DISCUSSION 
This work shows how different EMG 
normalization techniques can lead to different 
results for a multi-DOF EMG-driven NMS model. 
We hypothesized that the overall higher muscle 
activation level resulting from the WTN 
normalization with respect to the MVCTN 
method, would lead to differences in muscle 
forces estimation, despite agreement in the 
predictions of joint moments. Our results 
confirm this hypothesis, suggesting that the 
WTN method can lead to unreliable results. 
Significant differences in muscle forces and 
muscle contributions to the net joint moments 
were indeed obtained for muscles with different 
2 https://github.com/RehabEngGroup/OpenSimProcessingScripts 
3 https://simtk.org/home/ceinms 
activation levels in the two cases (Fig. 1-2). The 
discrepancy in the assessment of muscle forces 
between the two methods  occurred despite 
comparable results being obtained in joint 
moments estimation (hip: R2=0.84, %MAE=9.39 
(MVCTN) R2=0.83, %MAE=9.54 (WTN); knee 
R2=0.91, %MAE=7.81 (MVCTN) R2=0.87, 
%MAE=8.18 (WTN); ankle R2=0.95, 
%MAE=6.09 (MVCTN) R2=0.94, %MAE=6.24 
(WTN). Results showed that EMG normalization 
is critical for the accuracy of EMG-driven NMS 
model predictions [4,6], and that validation 
based only on joint moments can lead to a 
misleading assessment of muscle forces. 
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INTRODUCTION 
The development of an assistive device[1] for the 
upper limb requires to solve many design 
problems, some of which are related to the 
coupling of a robotic device to the human arm 
and to the non-isotropic behavior of the whole 
system. One of the working modes of the new 
active or passive assistive devices may require to 
reduce, or totally remove, the effects of the 
gravitational forces in order to restore the ability 
of a very weak arm to perform rather natural 
movements. This is the task of some assistive 
home devices, including the one developed by 
the authors, which can be mounted on 
wheelchairs. In order to keep the apparatus easily 
adjustable and with acceptable sizes, electric 
motors and springs are often used to produce the 
counterbalancing torques at the joints of the 
devices. One of the most challenging questions to 
be solved is related to the very nonlinear 
mechanical efficiency of the apparatus. The 
efficiency is affected by static, kinematic, and 
dynamic parameters of the biomechanical 
system. The approach to the solution of the rather 
general problem above mentioned has been 
developed and experimentally tested on a new 
assistive robotic device(Fig.1) consisting of an 
end-effector type structure connected to the 
human arm. 
 
METHODS 
Below we refer to the practical application of 
supporting the upper limb in motion, counter-
balancing its own weight.  
To set up the software required to control the 
actuators while they are working to balance the 
gravity and the dissipative actions, both the 
human and the robotic arm must be 
mathematically modelled, including the major 
causes of resistance to motion. 
In order to obtain programs easily manageable by 
the small microprocessors usually equipped by 
the home assistive devices, some simplifications 
are required. In the implemented control for the 
application described, the arm is modelled as a 
chain of rigid bodies, has 3d.o.f. at the shoulder 
and one at the elbow -shoulder displacement has 
been neglected because weak  patients generally 
can't overcome the 90° arm abduction -. The wrist 
joint is not modelled as the arm is supported 
along the forearm. The stiffness of the patient 
natural joints have not been taken into account 
because only dissipative and gravity actions must 
be removed with the "non-gravity" working mode. 
With the rigid bodies model, knowing the system 
position - given by the motors angles- is easy to 
compute the theoretical torques required at the 
active joints to balance the system weight. 
Because of the presence of not actuated d.o.f. of 
the limb, its position has been evaluated simply 
by a kinetostatic equilibrium, being the inertial 
terms negligible in this low speed application. 
The dissipative actions in the robotic arm are, on 
the contrary, too complex to be modelled 
precisely and calculated on-line in real time, thus 
they have been evaluated and measured off-line, 
experimentally, in order to build look-up tables 
that are directly used by the motor control 
software. They have been evaluated for each joint 
in its full working space, for a range of permitted 
angular velocities and for some weights of the 
human arm. The look up tables (e.g. 
Fig.2)contain the values of the extra Current 
Intensity - corresponding to the extra torque - 
needed by the electric actuator to balance the 
dissipative actions in both directions. 
While most working modes of this kind of 
rehabilitative equipment can be driven in closed 
loop because they usually help the patient to 
follow a given task, for the non-gravity mode the 
hand target position, velocity, acceleration and 
corresponding trajectories are not given to nor 
imposed by the controller, therefore the system 
can only be driven in open loop. 
 
 
 
 
Fig1; End-effector assistive device for the 
upper limb to be mounted on wheelchairs 
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The control must precisely balance gravity, spring 
forces and all the dissipative actions, therefore 
any minimal force exerted by the subject will 
perturb the equilibrium, producing movements 
that must not be counteracted by the control 
system. 
If the described method can be used during the 
motion in any direction, it must be enhanced to be 
able to help the patient also at motion start. In this 
condition, as the will of the patient is 
unpredictable to the controller, the direction of the 
extra torque needed to completely balance the 
static friction is unknown. 
 
 
 
The problem has been solved by adding to the 
motor control a cosinusoidal current, originating 
an harmonic torque varying between the two limit 
values of the static equilibrium in the two opposite 
directions for every given position. Thus, a 
minimum force added by the patient in any 
direction will result in arm motion. As soon as the 
movement is detected the harmonic torque is 
replaced by the values extracted from the look-up 
tables.  
 
RESULTS AND DISCUSSION 
For the implemented non-gravity command 
strategy, the following figure (Fig.3a) shows the 
current path measured on an active joint(3) 
board, knowing the springs’ preload and the 
limb’s weight. The figure also includes (fig.3b,c) 
the resulting angular velocity and position of the 
joint(3). 
To better understand the system behavior we 
focus on a single joint.  
We may notice that in all the zones with null 
velocity a cosinusoidal current is applied, it has 
a constant imposed frequency of 3Hz, but 
different amplitudes as the resistance before 
motion, gravity terms and spring forces are 
functions of the joint position. Applying a very 
light external force (t=14s) the joint starts 
moving in the corresponding direction. The 
same thing happens when an opposite light 
action is applied (t=20s) producing the opposite 
movement. 
It is interesting to see how the system behaves 
when the external action’s direction suddenly 
changes(t=35s): in order to correctly 
counterbalance the dissipative terms, the driver 
changes rather instantaneously the sign and 
value of current, and consequently the direction 
of the applied torque.  
 
 
CONCLUSIONS 
This work only concerns one of the working 
modes that can be implemented in an assistive/ 
rehabilitative home device for upper limb 
disabilities, which is an end-effector system 
because of its lighter and simpler architecture 
compared to exoskeleton type machines [2].  
The results of the implementation of the non-
gravity mode show that, by means of look up 
tables built off-line, used by other models 
running on-line, it is possible to counterbalance 
in real time all the actions that prevent the 
motion of a very weak the arm. 
The problem related to the friction 
counterbalancing for unpredictable incipient 
movements can be effectively solved sensor-
less by imposing fluctuant torques. 
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Fig 3: a)Tracking of the current generated 
by the control strategy on a joint(3); b)joint 
angular velocity;  c)angular acceleration 
 
 
Fig 2: Plot, from a look-up table, of the 
torque (current) counterbalancing energy 
dissipation, at a joint(2), for some velocities 
ranging from 4 to 32deg/s in both 
directions. The vertical lines at the right 
and left ends are due to two extra columns 
with opposite high currents used to stop 
the motion when it is going out of range. 
40
XV International Symposium on Computer Simulation in Biomechanics  
July 9th – 11th 2015, Edinburgh, UK 
 
 
EVALUATION OF AN INDUSTRIAL ROBOT AS A LEG PRESS TRAINING DEVICE 
Melanie Kolditz1, Kirsten Albracht2, Alessandro Fasse2, Thivaharan Albin1, Gert-Peter Brüggemann2 
and Dirk Abel1 
 
1 Institute of Automatic Control, RWTH Aachen University, Germany 
2 Institute of Biomechanics and Orthopaedics, German Sports University Cologne, Germany 
Email: M.Kolditz@irt.rwth-aachen.de, Albracht@dshs-koeln.de 
 
INTRODUCTION 
Musculoskeletal disorders (MSD) are one of the 
most common causes of severe long-term pain 
and physical disability in elderly people [1]. 
Maintaining muscle mass and strength by 
resistance training of the leg extensor muscles 
can be an integral part to slow down the 
physiological deconditioning associated with 
aging, and prevent or decelerate the 
development and progression of chronic 
disease. It is however well known that effective 
resistance training requires high muscle forces, 
which implies also high loads on other 
structures of the musculoskeletal system (e.g. 
cartilage, bone, tendons). In order to avoid un-
physiological loading and training induced 
damage, it is necessary to control these high 
loads. Exercise equipment consists in the 
possibility of controlling the movement 
execution. However, most of the current 
devices, e.g. a leg press, use horizontal forces 
and movement velocities as the only indicators 
for loading and training stimulus. As the leg 
extension is a multi-articular movement allowing 
flexibility of muscular activation and control, a 
similar horizontal force can be generated by 
different muscles as shown in Fig. 1 [2]. 
 
 
Fig 1: Leg extension is a multi-articular movement 
allowing flexibility of muscular activation and control. 
 
It is supposed that effectiveness and safety of 
leg extension training especially for the aging 
population or people with MSD can be improved 
significantly, if mechanical models of the 
musculoskeletal system are used to estimate 
loading of the target tissues, e.g. muscle force 
and joint reaction forces. The training device 
should be able to control the resistive force, 
movement velocity and range of motion. 
The aim of this paper is to evaluate the use of 
an industrial robot with six degrees of freedom 
as a novel leg press training device. Together 
with a force plate mounted at the end effector 
and a motion capturing system, arbitrary patient 
individual motion trajectories can be realized. 
Assuming a well-trained sportsman to be able 
to push a weight of up to 300 kg with one leg, 
the robot regarded in this paper is a KUKA KR 
300 R2500 ultra with a payload of 300 kg [3]. A 
dynamic model of the robot as well as ten 
measurements of the leg press trajectory is 
used for calculating the inverse dynamics for 
the robot, such that the torques and velocities in 
each axis of the robot are determined. 
  
METHODS 
The KR 300 has six rotational axes, 
represented by the generalized coordinate 
vector q shown in Fig. 2 (right). In OpenSim [4] 
it is modeled with six rigid bodies connected by 
joints with a rotational degree of freedom for 
each coordinate. Mass and inertia properties of 
the single bodies are not known, only the whole 
robot mass of 1120 kg. With the CAD data 
visualized in OpenSim, a cylinder shaped body 
was approximated for each rigid body depicted 
in Fig. 2 (left). The mass was distributed 
according to the cylinder volumes of the bodies. 
 
 
Fig 2: Cylinder shaped rigid bodies and mass centers 
of the robot (left) and rotation axes of the generalized 
coordinates q=(q1,q2,q3,q4,q5,q6)T. 
 
The maximum allowed velocity vlim for each axis 
is given in the specification of the robot, but the 
allowed torque is unknown and was 
approximated using dynamic simulations. 
According to the given maximum payload and 
its position relative to the robot flange, a point 
shaped tool with a mass of 300 kg and inertia of 
120 kgm² was modeled in a diagonal distance 
of 27 cm and an offset of 24 cm of the robot 
flange. A movement for inverse dynamic 
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calculation was defined, starting from a closed 
position to an outstretched position with 
maximum velocities for each axis. The gravity 
vector was furthermore varied in x-, y- and z-
direction to get a conservative approximation of 
the joint loads. The maximum torques that 
occurred during these motions was set as 
maximum allowed torques. 
Experimental data were acquired while a 
subject was pushing a weight of about 100 kg in 
a diagonal (45°) leg press along the inclined 
track ten times (Fig. 3). External forces were 
measured with a force plate (Kistler, Winterthur, 
Switzerland) mounted at the foot plate. A 
Motion capture system (Vicon, Oxford, UK) was 
used to record the 3D coordinates of the 
markers placed on the leg and the force plate.  
 
 
Fig 3: Diagonal leg press with a force plate at the foot 
plate and markers for motion tracking. 
 
An OpenSim* model of the lower extremity was 
adapted to the robot model. Furthermore, a 
force plate was added to the model and the 
kinematic chain was closed with a constraint 
between the calcaneus body of the leg and the 
force plate at the robot tool.  
The loads on the robot axes were evaluated 
using the inverse kinematics and inverse 
dynamics tools in OpenSim, starting from a 
predefined position. The overall joint torques 
consist of torques to move the robot’s weight 
and torques from external loads, e.g. the weight 
of the tool or the force exerted by the subject. 
Modeling uncertainties in the masses can be 
neglected, if only external loads are compared.  
 
RESULTS AND DISCUSSION  
The maximum velocities vmax and the speed 
limits vlim per axis are given in Tab. 1. The 
safety factor in the last row shows, that the 
motion speed is very low compared to the 
limits. 
 
Tab 1: Maximum axis velocities vmax out of the ten 
movement cycles and the resulting safety factor for 
each axis. 
Axis 1 2 3 4 5 6 
vlim (°/s) 105 101 107 122 113 175 
vmax (°/s) 4.68 3.57 4.28 3.18 6.31 5.81 
Safety fac.    22 28 25 38 18 30 
 
The results for the relative joint torques due to 
external loads, i.e. the loads normalized to the 
* http://simtk-confluence.stanford.edu:8080/display/ 
OpenSim/Gait+2392+and+2354+Models 
maximum allowed external torque are shown in 
Fig. 4. Both the relative torque from the external 
force and the additional load from the weight of 
the plate of 30 kg are together less than 10% of 
the maximum allowed torque in each axis. 
 
 
Fig 4: Relative joint torques in each robot axis due to 
an external force and the weight of the force plate 
normalized with the maximum allowed external torque. 
 
CONCLUSIONS 
The results show, that a KUKA KR 300 
industrial robot is able to compensate the loads 
during leg press training. With a weight of 100 
kg, there is a safety factor of 18 and joint 
torques are beneath 10% of the maximum. The 
vision of the whole system, modeled in 
OpenSim is shown in Fig. 5. A novel robotic 
device is able to overcome the described issues 
of current training devices. 
 
Fig 5: Vision of a robotic leg press training device. 
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INTRODUCTION 
Transtibial amputation results in the functional 
loss of muscles crossing the ankle joint.  As a 
result, walking after a transtibial amputation is 
characterized by altered biomechanics and 
muscle coordination patterns, which have the 
potential to largely affect mobility and quality of 
life. For example, amputees have a greater 
metabolic cost of walking relative to non-
amputees [1,2]. However, the metabolic cost that 
is normally attributed to the ankle muscles is 
greatly reduced or eliminated in the residual leg 
as the passive prosthetic foot does not have an 
associated metabolic cost.  Thus, it may be 
possible for an amputee to walk with a reduced 
metabolic cost compared to a non-amputee.  
 
The objective of this study was to develop three-
dimensional muscle-actuated forward dynamics 
simulations of amputee and non-amputee walking 
to deternine if it is theoretically possible for a 
transtibial amputee to walk with a lower metabolic 
cost than a non-amputee. A metabolic cost model 
was used to estimate the cost of walking and 
identify the individual muscles that are the 
primary contributors to the cost over the gait cycle 
[3,4]. 
 
METHODS 
A three-dimensional, bipedal musculoskeletal 
model was developed using SIMM/Dynamics 
Pipeline (Musculographics, Inc.) and has been 
previously described [5]. The dynamic equations 
of motion were generated using SD/FAST (PTC). 
The musculoskeletal model contained 14 rigid 
body segments and 23 degrees of freedom. Each 
leg was driven by 38 Hill-type musculotendon 
actuators governed by force-length-velocity 
properties. The excitation of each muscle was 
defined with a bimodal pattern and muscle 
activation/deactivation dynamics were modeled 
using a first-order differential equation. Foot-
ground contact was modeled using 31 
independent visco-elastic elements with coulomb 
friction on each foot and passive torques were 
applied at each joint to represent ligament and 
passive tissue forces.  
 
For the amputee model, the mass and the 
location of the center of mass of the residual leg 
was modified to represent an amputee and 
muscles crossing the ankle joint were removed.  
The prosthesis was modeled using a second-
order torsional spring with damping at the ankle. 
A simulated annealing optimization algorithm was 
used to solve the optimal tracking problem while 
minimizing muscle stress to generate forward 
dynamics simulations of amputee and non-
amputee walking that represented the average 
walking pattern of each subject group.  
 
To provide the average walking patterns for the 
simulations, three-dimensional kinematic data 
were collected at 120 Hz from 14 amputees and 
10 non-amputees walking along a 10-m walkway 
at 1.2 ± 0.06 m/s. Ground reaction force (GRF) 
and surface electroymyographic (EMG) data were 
collected at 1200 Hz. EMG data were collected 
from eight intact leg muscles and five residual leg 
muscles. Each amputee subject used his or her 
own passive prosthesis. Kinematic and GRF data 
were low-pass filtered with a 4th-order Butterworth 
filter with a cutoff frequency of 6 Hz and 20 Hz, 
respectively. EMG data were demeaned, rectified, 
high-pass filtered with a cutoff frequency of 40 
Hz, and then low-pass filtered with a cutoff 
frequency of 4 Hz. These data were normalized to 
the gait cycle and averaged across subjects for 
both the amputee and non-amputee groups.  
 
From the simulations, a metabolic model [3] was 
used to estimate muscle metabolic cost. The 
model was modified to account for differences in 
the percentage of slow-twitch and fast-twitch 
fibers [6] that are recruited at varying activation 
levels. Metabolic cost was computed by assuming 
that all slow-twitch fibers were recruited before 
the fast-twitch fibers. The total metabolic power 
was determined for each muscle at each point in 
time, and then summed across muscles to obtain 
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the total metabolic power due to muscles at each 
point in the gait cycle. The total metabolic energy 
cost over the gait cycle was then determined by 
integrating the metabolic power with respect to 
time.  
 
RESULTS AND DISCUSSION 
The simulations reproduced the experimental 
walking patterns within two standard deviations 
of the mean. The average metabolic power was 
4.24 W/kg for the non-amputee simulation and 
3.83 W/kg for the amputee simulation (Fig. 1). 
Total energy cost from both legs over the gait 
cycle was 354 J for the non-amputee simulation 
and 309 J for the amputee simulation. Thus, the 
simulation results suggest that it is theoretically 
possible for an amputee to walk with a reduced 
metabolic cost compared to a non-amputee. 
 
The difference in metabolic cost between 
simulations was largely attributed to the ankle 
muscles in the non-amputee simulation, which 
are major power producing muscles that 
provide important biomechanical functions such 
as body support, forward propulsion and 
dynamic balance control [7,8]. In contrast, the 
function of these muscles is replaced in the 
residual leg by a passive elastic energy storage 
and return prosthesis that does not exact a 
metabolic cost. Other differences in the 
metabolic cost from muscles included cost 
reductions in the amputee simulation from the 
bilateral biarticular hamstring muscles and 
gluteus medius.  In the amputee simulation, 
peak hamstrings cost in early stance exceeded 
that of the non-amputee simulation. However, 
the duration of hamstrings activity was greater 
in the non-amputee simulation, resulting in a 
greater overall cost.  Similar prolonged activity 
was observed for the gluteus medius in the non-
amputee simulation. 
There are a number of reasons that may 
explain why experimental studies have found 
that amputees walk with a higher metabolic cost 
relative to non-amputees, even though the 
results of the present study suggest that it is 
theoretically possible for amputees to walk with 
a reduced cost. Recently, muscle 
electromyographic measurements of remaining 
residual leg ankle muscles have shown the 
residual leg muscles are partially active during 
the gait cycle [9].  Thus, while these muscles 
are atrophied and likely not incurring the large 
cost associated with actuating the ankle joint, 
their cost may not be zero.  In addition, 
previous work has identified muscle 
compensatory strategies during amputee 
walking that were not evident in our simulations, 
such as prolonged residual leg hamstring 
activity relative to non-amputees [10]. While the 
optimization was able to find a walking pattern 
with reduced cost relative to the non-amputee 
simulation, there may be other competing 
reasons why amputees select a walking 
strategy that incurs a greater metabolic cost.  
For example, strategies that include increased 
muscle co-contraction may provide needed 
stability and alternate muscle coordination 
patterns may reduce joint loading and/or pain.    
 
CONCLUSIONS 
These results suggest that is theoretically 
possible for a unilateral transtibial amputee to 
walk with a reduced metabolic cost relative to a 
non-amputee. Improvements in prosthetic 
technology that minimize muscle compensations 
may be able to further reduce metabolic cost for 
amputees.    
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Fig. 1: Metabolic power from all muscles normalized 
by model mass for the amputee and non-amputee 
simulations.   
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INTRODUCTION 
Since there are many more muscles than degrees 
of freedom in the human skeleton, muscle forces 
producing a given motion cannot be uniquely 
calculated using rigid body dynamics. 
Optimization methods resolve this redundancy by 
assuming that human movement is produced by 
optimizing a performance criterion. Two main 
approaches are used to solve the resulting 
optimization problem. The first approach, “static 
optimization”, neglects muscle-tendon dynamics, 
whereas the second approach, “dynamic 
optimization”, takes muscle-tendon dynamics into 
account. Though dynamic optimization 
approaches are more consistent with muscle 
physiology than static optimization approaches, 
solving the resulting non-convex dynamic 
optimization problem is challenging. 
 
Two main approaches have been proposed for 
solving the dynamic optimization problem. The 
most commonly used approach is direct shooting, 
which performs forward integration of the dynamic 
equations to evaluate the cost function. A 
disadvantage of this approach is the high 
computational cost of repeated forward 
integrations, while an advantage is the ability to 
solve ‘difficult’ systems. Given the discontinuities 
in many muscle-tendon model descriptions, it is 
therefore not surprising that shooting methods 
make up the majority of the proposed methods. 
 
More recently, direct collocation has been 
proposed as an alternate solution approach [1-
3]. Direct collocation is based on a 
discretization of the dynamic equations. The 
discretized state equations then act as 
constraints when optimizing the performance 
criterion while the discretized states are 
optimization variables. Collocation methods are 
often computationally more efficient than are 
shooting methods. However, solving the 
underlying non-linear problem using gradient-
based optimization methods requires at least 
first order continuity of the dynamic equations. 
Therefore, De Groote et al. presented a 
sequential approach that approximates the 
discontinuous non-linear dynamic equations by 
a linear discretization that is updated in every 
iteration. They applied this approach to 
calculate muscle excitations that could 
reproduce inverse dynamic joint torques from 
gait [3]. Ackerman et al. used direct collocation 
to solve a trajectory tracking problem during 
gait for a simple planar musculoskeletal model 
with continuous dynamics [1]. 
 
This study evaluates several possible optimal 
control problem formulations for solving the 
muscle redundancy problem with the goal of 
identifying the most efficient and robust 
formulation. One novel formulation involves the 
introduction of additional controls that equal the 
time derivative of the states, resulting in very 
simple dynamic equations. The nonlinear 
equations describing muscle dynamics are then 
imposed as algebraic constraints in their implicit 
form, simplifying their evaluation. By comparing 
different problem formulations for computing 
muscle controls that can reproduce inverse 
dynamic joint torques during gait, we demonstrate 
the efficiency and robustness of the proposed 
novel formulation. 
 
METHODS 
Musculoskeletal model 
A simple musculoskeletal model with three 
degrees of freedom and nine muscles per leg 
was used in this study (gait10dof18musc) [4]. 
 
Activation dynamics was modelled based on [5] 
using a tanh function to smoothly transition 
between activation and deactivation: 
𝑓 = 0.5 tanh (𝑏(𝑒 − 𝑎)) 
𝑑𝑎
𝑑𝑑
= � 1
𝜏𝑎(0.5 + 1.5𝑎) (𝑓 + 0.5)+ 0.5 + 1.5𝑎
𝜏𝑑
(−𝑓 + 0.5)� (𝑒 − 𝑎) 
where e is excitation, a is activation, 𝜏𝑎 =0.01𝑠  is activation time constant  , 𝜏𝑑 = 0.04𝑠 is 
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deactivation time constant, and 𝑏 = 0.1  is a 
parameter determining transition smoothness. 
 
Contraction dynamics was described using the 
model of Hill [6].  
𝑙𝑀𝑀 = 𝑙𝑀 + 𝑙𝑀 cos𝛼 
𝑙𝑀sin𝛼 = 𝑙𝑀0 sin𝛼0 
𝐹𝑀 = 𝐹𝑀0𝑓𝑡(𝑙𝑀) 
𝐹𝑀 =  𝐹𝑀0 �𝑎𝑓𝑎𝑎𝑡(𝑙𝑀)𝑓𝑣(𝑣𝑀) +  𝑓𝑝𝑎𝑝(𝑙𝑀)� 
𝐹𝑀 = 𝐹𝑀cos 𝛼 
where 𝑙𝑀𝑀 is muscle-tendon length, 𝑙𝑀 is tendon 
length, 𝑙𝑀 is muscle fiber length,  𝑣𝑀 is muscle 
fiber velocity, 𝑙𝑀0  is optimal fiber length, 𝛼 is 
pennation angle, 𝛼0 is optimal pennation angle,   𝐹𝑀  is tendon force, 𝐹𝑀 is muscle force, 𝐹𝑀0  is 
peak isometric muscle force, and 𝑎 is activation. 
𝑓𝑡, 𝑓𝑎𝑎𝑡,  𝑓𝑝𝑎𝑝, and  𝑓𝑣 are the tendon force-
length, active muscle force-length, passive 
muscle force-length, and muscle force-velocity 
characteristics, respectively. All characteristics 
are second order continuous. 
 
Experimental data 
Experimental data for a gait movement were 
taken from the example files Gait10dof18musc 
installed with OpenSim 3.2 [4]. Inverse dynamic 
joint torques, muscle-tendon lengths, and 
muscle moment arms were calculated using 
OpenSim 3.2. 
 
Problem formulations and solution method 
The optimization problem was to minimize the 
integral of the sum of excitations squared over 
all muscles subject to activation and contraction 
dynamics and the additional path constraint that 
the muscle forces should produce the inverse 
dynamic joint torques. Controls 𝑒 were bound 
between 0 and 1. States 𝑎 were bound between 
0.01 and 1. Contraction dynamics was imposed 
using four different formulations. 
1. Using 𝑙𝑀 as a state:  
𝑑𝑑𝑀
𝑑𝑡
= 𝑓1(𝑎, 𝑙𝑀). 
2. Using 𝐹𝑀 as a state: 
𝑑𝑑𝑇
𝑑𝑡
= 𝑓2(𝑎,𝐹𝑀). 
3. Using 𝑙𝑀 as a state and introducing 𝑢𝑣 as a 
new control simplifying the dynamic equations: 
𝑑𝑑𝑀
𝑑𝑡
= 𝑢𝑣. 
The Hill model was then imposed as a path 
constraint: 
𝑓3(𝑎, 𝑙𝑀 ,𝑢𝑣) = 0. 
4. Using 𝐹𝑀 as a state and introducing 𝑢𝑑 as a 
new control: 
𝑑𝑑𝑇
𝑑𝑡
= 𝑢𝑑. 
The Hill model was then imposed as a path 
constraint: 
𝑓4(𝑎,𝐹𝑀 ,𝑢𝑑) = 0. 
All functions 𝑓𝑖 were derived from the Hill model 
stated above. All formulations were 
mathematically equivalent and thus have the 
same globally optimal muscle excitations. 
 
The dynamic optimization problems were 
solved via direct collocation using GPOPS-II 
with 200 mesh elements. We compared 
convergence, optimal cost function values, 
mesh accuracy, CPU times, and robustness 
against the initial guess (IG). Mesh accuracy 
was defined as the root mean square (RMS) 
difference between the excitations calculated 
using 200 and 400 mesh elements respectively. 
Robustness against the IG was defined as the 
RMS difference between excitations calculated 
using two different IG.  
 
RESULTS AND DISCUSSION 
Table 1 Comparison of different problem formulations 
Formulation 1 2 3 4 
Convergence NO YES YES YES 
Optimal value - 0.2990 0.2623 0.2624 
Accuracy  - 2.6e-3 2.3e-3 3.6e-3 
CPU time [s] - 63 84 76 
Robustness IG - 2.0e-5 3.2e-8 2.5e-4 
 
Problem formulation influenced convergence, 
optimal value, accuracy, and CPU time (Table 
1). Using fiber length as a state and introducing 
extra controls (Formulation 3) resulted in the 
lowest cost function value, the highest mesh 
accuracy, and the highest robustness against 
the initial guess. This formulation, in contrast to 
the others, did not require inversion of the 
force-velocity or tendon force-length curves or 
division by 𝑎 permitting a lower bound of 0 on 
activations. In addition, normalized fiber velocity 
was easy to bound between -1 and 1. Our next 
step is to investigate this novel approach further 
in a complex musculoskeletal model.  
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INTRODUCTION 
In previous research [1, 2] we have provided 
evidence that for arm movements the brain 
does not minimize costs relating to muscle 
inputs or outputs (e.g. control effort, muscle 
force or mechanical energy) to plan movement 
kinematics, but only minimizes costs relating to 
the kinematics itself (e.g. jerk). If this is indeed 
true, this means that, due to mechanical 
redundancy, muscle activation patterns need to 
be generated in a separate step, leading to 
logical question: on the basis of what does the 
brain generate muscle activation patterns?  
 
To answer this question, we had participants 
perform arm movements to a target against 
constant external forces. The directions of 
these forces were specifically chosen such to 
not create (FF1) or to create (FF2) a “conflict” 
between the required joint rotation and torque 
direction: FF1 requires elbow extension 
movement and torque and FF2 requires elbow 
extension yet a flexion torque (Fig.1). It can be 
theorized, that in such a “conflict” situation, 
minimization of energy is accomplished by 
minimizing eccentrically contracting muscles 
through activation of bi-articular muscles [3]. 
However, minimizing muscle activation or 
muscle force would distribute activation of 
muscles and does not penalize energetically 
inefficient eccentric contractions, would result in 
eccentrically contracting mono-articular elbow 
muscles. 
 
METHODS 
Target and initial joint positions were chosen 
such that the elbow joint and shoulder joint 
excursion was both 35 degrees with a hand 
movement distance of 20 cm, under an angle of 
about 120 degrees (see Fig.1). A robotic 
manipulandum applied a constant force of 15 N 
under an angle of -15° (FF1) or 15° (FF2) with 
respect to the forearm. EMG was recorded of 6 
major mono- and bi-articular arm muscles. In all 
conditions, participants (n=11, all right-handed 
males) had to move to the target in 400ms 
(±100ms). Visual feedback was provided 
indicating whether they reached the target 
(circle with 2 cm diameter) within the 200ms 
window, were too slow or too fast. 
 
A model of the human upper and forearm 
actuated by 6 Hill-type muscle models was 
used to predict optimal muscle activation 
patterns for several cost functions (control 
effort, muscle force and positive mechanical 
energy). The optimal control problem was 
transformed to a nonlinear programming 
problem using direct collocation and was solved 
using a Sparse Nonlinear Optimizer (SNOPT) 
[see also 4]. 
 
 
Fig 1: Schematic overview of the experimetal task. 
See text. 
RESULTS AND DISCUSSION 
The experimental results show that the 
kinematics were not affected by FF1 or FF2, 
and were identical to those observed in the 
absence of forces (Null; Fig 2A). Figure 2B and 
Table 1 shows the (changes in) average 
srEMG’s over the first 100ms of the movement. 
These data indicate that in the FF2 conflict 
situation, mono-articular biceps activity is 
greatly reduced and that the bi-articular biceps 
activity is increased.  
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Fig 2: A) Average hand trajectory of last 10 succesfull 
trials of all subjects in the Null (baseline 
measurement), FF1 and FF2 condition. B) Average 
srEMG over first 100ms of last 10 succesful trials of all 
participants. 
muscle delto pecto brach tri_m bic_b tri_b 
∆srEMG -.2 4.0 17.8 -30.6 11.0 -4.3 
Table 1: Change in average srEMG in FF1 and FF2 
condition of deltoids (delto), pectoralis major (pecto), 
brachialis (brach) and triceps (tri_m), and bi-articular 
head of biceps (bic_b) and triceps (tri_b) in the first 
100ms of the movement. 
 
All predicted movement paths for the tested 
cost functions did depend on the forces applied 
by the robot. This is in contrast with the 
experimental data, but in agreement with our 
previous studies showing that costs relating to 
muscle input and outputs do not influence the 
kinematic paths selected by the CNS [1, 2].  
 
In line with our goal, we therefore performed 
additional optimizations in order to find the 
optimal muscle activation patterns for the 
different costs while constraining the kinematics 
to those obtained for the condition in which no 
forces were applied. Preliminary data shows 
that mechanical energy adequately predicted 
the changes in muscle activity observed 
experimentally. However, none of the cost 
functions investigated adequately predicted the 
co-contraction of the mono-articular bi- and 
triceps observed experimentally. This co-
contraction may be due to stability demands 
prior to the movement (forces were ramped in 2 
seconds to the target value) and/or that 
subjects were still learning to reduce co-
contraction in the new mechanical environment 
created by the robotic manipulandum. 
 
 
 
 
 
 
 
 
 
 
 
CONCLUSIONS 
This research provided further evidence that 
costs related to muscle input and mechanical 
output do not influence the kinematic paths 
selected by the CNS. It was found that the 
participants selected muscle activation patterns 
in order to minimize eccentric contractions, 
which is in line with minimizing mechanical 
energy, but not with minimizing control effort or 
muscle force. However, the experimental data 
on EMG revealed substantial co-contraction 
which is not in agreement with any of the 
investigated cost function, and remains an 
issue for further research. 
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INTRODUCTION 
The human musculoskeletal system is 
incredibly complex, with dozens of joints and 
multiple muscles that can actuate each degree 
of freedom. Understanding how we control this 
complex system remains an open question, but 
has the potential to improve our ability to model, 
enhance, and restore human movement. There 
are numerous theories for how we coordinate 
muscle activity. Traditionally in musculoskeletal 
simulation, optimizations have been used to 
estimate muscle activity by minimizing total 
muscle force, muscle activations, energy costs, 
or other criteria during a task. These ‘optimal 
control’ algorithms assume that there are 
underlying criterion that guide how and why we 
activate individual muscles. These algorithms 
have been shown to adequately recreate 
experimental measured muscle activity from 
electromyography (EMG) for unimpaired 
individuals [1]. 
 
Another theory for how humans control 
movement is that muscles are activated in 
weighted groups commonly referred to as 
muscle modes or synergies. During tasks such 
as walking or reaching, only a small set of 
synergies (e.g., 4-6) are required to describe 
muscle activity [2]. Synergies are theorized to 
provide a simplified control strategy compared 
to activating each muscle individually. However, 
the low-dimensional space described by 
synergies could reflect a variety of factors. 
During an activity such as walking, an 
individual’s movement pattern and 
biomechanical constraints reduce the feasible 
set of muscle activations, and synergies may 
reflect this lower-dimensional space [3]. 
Further, recent research has suggested that 
synergies calculated from experimental EMG or 
from muscle activations estimated with 
musculoskeletal simulations and ‘optimal 
control’ are similar during both upper-extremity 
tasks [4] and walking [5]. These results suggest 
that in unimpaired individuals, synergies may 
simply reflect the reduced space of feasible 
muscle activations given a specific movement 
and an ‘optimal control’ strategy. 
 
This prior research provides a framework for 
quantifying neuromuscular control in unimpaired 
individuals. However, if a similar relationship 
between synergies calculated from optimal 
control and EMG holds for individuals with 
neurologic disorders remains unclear. Fewer 
synergies (e.g., 2-3) have been shown to 
describe muscle activity among individuals with 
stroke or cerebral palsy (CP), and this reduction 
has been theorized to reflect impaired 
neuromuscular control and contribute to 
impaired movement [6, 7]. Altered synergies in 
stroke and CP may be due to underlying 
changes in neuromuscular control or reflect 
altered muscle activations during impaired 
movement. The goal of this study was to 
evaluate the similarity of synergies calculated 
from EMG and musculoskeletal simulations for 
individuals with CP. This evaluation can help 
clarify the functional impact of altered synergies 
and inform strategies for modeling control in CP 
and other neurologic disorders.  
 
METHODS 
We calculated synergies from musculoskeletal 
simulations and experimental EMG for three 
typically-developing children (age: 10.3±3.4 yr, 
height: 1.4±0.2 m, mass 36±9 kg) and six 
children with CP (age: 11±3 yr, height: 1.4±0.2 
m, mass 31±11 kg). Subject-specific 
musculoskeletal simulations for these 
individuals had been created in the open-source 
platform, OpenSim, for a prior study that 
analyzed muscle contributions to mass center 
accelerations during pathologic gait in CP [8]. 
These simulations are freely available on-line 
(https://simtk.org/home/crouchgait). Muscle 
activations for one gait cycle were estimated 
using the Computed Muscle Control algorithm 
[9], which minimizes the sum of squared muscle 
activations required to recreate each subject’s 
kinematics and kinetics. 
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Muscle synergies were calculated for each 
subject from the simulated muscle activations 
and experimental EMG using nonnegative 
matrix factorization (NNMF) in Matlab. Only 6 
out of the 9 subjects with CP from the original 
study had EMG data available and were 
included in this study. EMG was collected 
bilaterally from m = five muscles: rectus 
femoris, medial hamstrings, biceps femoris long 
head, gastrocnemius, and anterior tibialis. 
Since synergies are dependent on the number 
of muscles included in the analysis, the 
activations of the same muscles in the model 
were used for estimating synergies from the 
musculoskeletal simulation. For a specified 
number of synergies (n), NNMF estimates the 
synergies (Wmxn) and synergy activations (Cnxt) 
that minimize the error between the measured 
and reconstructed (W*C) muscle activity.  
 
We evaluated the similarity of the synergy 
complexity and structure between EMG and 
simulated activations. Synergy complexity was 
evaluated as the total variance accounted for by 
one synergy (tVAF1). A greater tVAF1 indicates 
a more simplified control strategy in which one 
synergy can describe greater variance in 
muscle activity. Synergy structure was 
evaluated by comparing the average correlation 
coefficient of W calculated from EMG and 
simulated activations. Student’s t-tests were 
used to evaluate differences in tVAF1 for 
synergies calculated from EMG and activations 
and correlation coefficients comparing synergy 
structure between the unimpaired individuals 
and individuals with CP.  
 
RESULTS AND DISCUSSION 
For unimpaired individuals, synergy complexity 
and structure were similar between synergies 
calculated from EMG and simulated activations 
(Fig. 1), similar to prior results [5]. The average 
tVAF1 was 0.71±0.06 and 0.68±0.01 for 
synergies calculated from EMG and simulated 
activations, respectively. The average similarity 
of W for three synergies for the unimpaired 
individuals was 0.80±0.11.  
 
In CP, although synergy complexity calculated 
from simulated activations was similar to 
unimpaired individuals (tVAF1 = 0.72±0.05), 
with EMG one synergy described greater 
variance (tVAF1 = 0.80±0.03). Thus, EMG 
showed a simplified control strategy that was 
not reflected in muscle activations from 
simulations in CP. The similarity of synergies 
calculated from EMG and simulated activations 
was also reduced in CP (0.68±0.07 for three 
synergies). 
 
Figure 1. (Top) Total variance accounted for (tVAF) 
by one synergy for synergies calculated from EMG 
and simulation activations (ACT) for typically-
developing (TD) children and children with CP. 
(Bottom) Average correlation coefficient comparing 
W calculated from EMG and activations for 3 and 4 
synergies.  *Significant difference, p < 0.05. 
 
CONCLUSIONS 
For individuals with CP, synergies calculated 
from EMG and musculoskeletal simulations 
were not similar. These results suggest that 
individuals with CP do not use an ‘optimal 
control’ strategy similar to unimpaired 
individuals during walking. The synergies from 
simulated activations were more similar to 
unimpaired individuals, suggesting that 
simulations that use traditional optimization 
methods are approximating muscle activity for 
unimpaired individuals mimicking pathologic 
gait patterns, rather than accurately estimating 
muscle activity of individuals with CP. 
Constraining muscle activations to synergies 
calculated from EMG may provide an improved 
method for estimating muscle activity for 
individuals with CP and other neurologic 
disorders. Energy costs of walking in CP are 
significantly greater than unimpaired individuals 
and these results further demonstrate that 
neuromuscular control in CP is non-optimal and 
likely contributes to inefficient movement. 
 
REFERENCES 
1. Anderson FC & Pandy MG, J Biomech 34: 153-
61, 2001. 
2. Ting LH & Macherson JM, J Neurophys 93: 609-
13, 2005. 
3. Kutch JJ & Valero-Cuevas FJ, PLoS Comp Bio 
8:e1002434. 
4. Steele KM, et al. Front Comp Neuro 7, 2013. 
5. De Groote F, et al. Front Comp Neuro 8, 2014. 
6. Clark DJ, et al. J Neurophys 103: 844-57, 2010. 
7. Steele KM, et al. BMES, Seattle, USA, 2013. 
8. Steele KM, et al. Gait Posture 38:86-91, 2013. 
9. Thelen DG, et al. J Biomech 36:321-8, 2003. 
0.0
0.2
0.4
0.6
0.8
1.0
3 Synergies 4 synergies
TD CP TD CP
Sy
ne
rg
y S
tr
uc
tu
re
(C
or
re
la
tio
n 
Co
ef
fic
ie
nt
)
1
0.0
0.2
0.4
0.6
0.8
.0
Sy
ne
rg
y C
om
pl
ex
ity
(tV
AF
1)
Typically-Developing Cerebral Palsy
EMG ACT EMG ACT
*
*
**
50
XV International Symposium on Computer Simulation in Biomechanics  
July 9th – 11th 2015, Edinburgh, UK 
 
A Variable Cartilage Property Formulation of the Elastic Foundation Model to Predict Contact 
Pressures during Walking  
 
Colin Smith1, Rachel Lenhart2, and Darryl Thelen1,2,3 
 
1 Department of Mechanical Engineering, 2 Department of Biomedical Engineering, 3 Department of 
Orthopedics and Rehabilitation, University of Wisconsin-Madison, United States of America 
Email: dgthelen@wisc.edu, Web: http://uwnmbl.engr.wisc.edu/ 
 
INTRODUCTION 
Cartilage loading patterns are an important 
aspect to understand the pathogenesis of knee 
osteoarthritis (OA). Since there is no viable 
method to measure joint loads in vivo, contact 
patterns must be estimated from computational 
models. Knee models often use an elastic 
foundation representation to estimate contact 
pressure [1,2,3]. However, the common 
formulation of the elastic foundation model for 
cartilage [3] assumes the two articulating 
cartilage surfaces have the same elasticity and 
thickness. This assumption does not account 
for spatially varying changes in cartilage 
thickness or elasticity between surfaces. In this 
study, we present an improved formulation of 
the elastic foundation model which allows for 
spatially varying thickness and material 
properties of the contacting surfaces. We 
demonstrate the importance of this improved 
formulation by simulating gait with variable 
cartilage thickness maps measured from 
magnetic resonance (MR) images. 
 
METHODS 
 
Fig 1: Multibody knee model and thickness map of 
tibial cartilage. The maximum thickness on the medial 
and lateral surfaces are 2.4 and 4.0 mm, respectively  
We developed a multi-body knee model that 
included six DOF representations of the 
tibiofemoral and patellofemoral joints. Bone 
segments, cartilage surfaces and ligament 
attachments points were segmented from static 
MR images of a healthy young female (age=23) 
knee. The knee model was incorporated into a 
generic multibody musculoskeletal model [4] 
that included 44 muscle-tendon units acting 
about the hip, knee and ankle. We validated the 
knee model by comparing simulated knee 
kinematics with direct in vivo measures 
obtained using dynamic MRI [5].  
 
Whole body kinematics and ground reactions 
were recorded while the subject walked 
overground in a motion analysis laboratory. At 
each frame of a gait cycle, we then used an 
enhanced static optimization (ESO) routine [6] 
to calculate muscle forces, patellofemoral 
kinematics and secondary tibiofemoral 
kinematics that minimized a weighted sum of 
muscle activations squared while satisfying 
overall dynamic constraints. The constraints 
required that the patellofemoral kinematics and 
secondary tibiofemoral kinematics produce 
ligament loads and cartilage contact pressures 
that, together with the muscle forces, generate 
the measured hip, knee and ankle 
accelerations. 
 
Tibiofemoral and patellofemoral cartilage 
contact pressures were computed from the 
knee kinematics based on the depth of rigid 
body penetration of the contacting cartilage 
meshes. Depth of penetration for each triangle 
in a mesh was computed using a ray casting 
technique [3]. Contact pressure was then 
derived according to plane-strain elasticity 
theory, which assumes each cartilage surface 
represents an elastic layer of finite thickness 
bonded to a rigid subsurface. Previous 
applications computed contact pressure, 𝑝, via 
[3]: 
 
𝑝 = − (1− 𝑣)𝐸(1 + 𝑣)(1− 2𝑣) ln �1− 𝑑ℎ� (Eq. 1) 
 
where 𝐸 is elastic modulus, 𝑣 is poissons ratio, 
𝑑 is the penetration depth and ℎ is the 
combined thickness of the two cartilage 
surfaces. To allow each cartilage surface to 
have unique definitions of 𝐸, 𝑣 and ℎ, we 
defined separate elastic foundation models for 
each surface: 
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𝑝1 = − (1 − 𝑣1)𝐸1(1 + 𝑣1)(1− 2𝑣1) ln �1− 𝑑1ℎ1� (Eq. 2) 
𝑝2 = − (1− 𝑣2)𝐸2(1 + 𝑣2)(1− 2𝑣2) ln �1− 𝑑2ℎ2� (Eq. 3) 
 
We introduced two additional equations 
resulting from the equilibrium of pressures in 
pairs of contacting triangles, and the 
equivalence of the sum of the individual surface 
penetration depths to the total penetration 
depth. 
𝑝1 = 𝑝2 (Eq. 4) 
𝑑1 + 𝑑2 = 𝑑 (Eq. 5) 
 
Simultaneous solution of Eq. (2-5) results in the 
pressure and unique deformation for every 
triangle on each of the cartilage surfaces. 
 
We simulated gait with both elastic foundation 
formulations (Eq. 1, and Eq. 2-5). Cartilage 
pressures computed using constant cartilage 
thicknesses of 2, 4, 6 and 8 mm and the lumped 
parameter model were compared against the 
improved formulation using variable cartilage 
thickness measured directly from the MRI 
images. 
 
RESULTS AND DISCUSSION 
 
Fig 2: Contact metrics of the medial tibial plateau 
The gait simulations indicate that the previous 
formulation of the elastic foundation model 
using constant thicknesses of 2, 4, 6, and 8 mm 
result in 23.4, -4.3, -16.7, -22.9% differences in 
the mean medial tibial contact pressures 
respectively at the second peak of tibiofemoral 
contact force during stance (Fig. 2). 
 
The spatial distribution of cartilage pressure 
showed substantial change as well, 
demonstrated by the cartilage pressure maps 
shown in Fig. 3. 
 
Fig 3: Tibial cartilage pressure at second peak of TF 
force for constant and variable cartilage thickness 
CONCLUSIONS 
We introduced an improved formulation of the 
elastic foundation model for use in gait 
simulations which allows for cartilage thickness 
and elastic properties to vary between 
contacting surfaces. The inclusion of variable 
cartilage thickness in gait simulations resulted 
in substantial differences in contact pressures 
compared to simulations using constant 
cartilage thickness. Additionally, the improved 
contact model formulation allows for future 
research on cartilage defects and disease 
progression where altered cartilage thickness 
and elastic properties are present. 
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INTRODUCTION 
Ski jumping can be subdivided into four 
interrelated phases: inrun, take-off, flight, and 
landing.  At a given ski jumping hill, the jump 
length depends on the inrun velocity parallel to 
the ramp (), the take-off velocity perpendicular 
to the ramp (), and the forces that act during 
the flight on the athlete and his equipment, i.e. 
the gravitational force (), and the aerodynamic 
forces drag () and lift (). The aerodynamic 
forces as well as the pitching moment are 
functions of the flight position characterised by 
the angle of attack of the skis α relative to the air 
stream vector , the body-to-ski angle 	, the hip 
angle 
, and the -angle of the skis to each other 
(Fig. 1a). In order to maximise the jump length, 
the athlete has to control his flight position 
throughout the entire flight with respect to 
optimal aerodynamic forces. This optimisation 
problem is constrained by individual features and 
abilities and the need to control the pitching 
moment guaranteeing a stable flight. 
Straumann was the first to publish the equations 
of motion of the flight phase [1]. These equations 
and measured time functions of the drag and lift 
areas resulting from the athlete's body and ski 
configuration throughout the flight provide the 
basis for accurate computer simulations [2,3]. 
Application of Pontryagin´s minimum principle in 
combination with a penalty function makes it also 
possible to solve the constrained optimisation 
problem in order to get the optimal time course 
of the flight position (flight style) [4].  
By varying the constraints it has been recently 
shown that various time courses of α and β result 
in comparable jump lengths so that individual 
athletes can develop their individual optimum 
within a certain range [4]. This corresponds to a 
field study during the 2002 Winter Olympic 
Games which illustrated that the medalists used 
distinctively different flight styles [5]. 
International competitions are held on three 
types of hills differing in their hill size (HS), 
defined as the length between the edge of the 
take-off ramp and the end of the landing area: 
normal hill (85 - 109 m), large hill (≥ 110 m), and 
ski flying hill (≥ 185 m). The impact of 
aerodynamic forces on jump length and thus the 
need of flight style optimisation increases with 
hill size [3,4]. Furthermore, the athletes have to 
adjust their flight style in competitions on the ski 
flying hill [4].  
Wind changes the air stream vector  being the 
sum of the wind velocity  and the velocity of 
the athlete . The large impact of wind on the 
jump length is well known [3,6]. Wind blowing up 
the jumping hill increases the jump length 
whereas wind blowing down the jumping hill 
results in a reduced jump length. However, two 
important effects of the wind have not been 
considered thoroughly yet: Any wind direction 
which is not parallel to the flight velocity vector 
changes the direction of the air stream vector 
and thus α as well as the direction of the acting 
aerodynamic forces. In this study these effects 
have been considered with the aim to examine 
and discuss how the athlete should adjust his 
flight style in prevailing wind conditions. 
 
METHODS 
The angle of attack of the skis α and the body-
to-ski angle 	 were used as controls. On the 
basis of flight styles currently used by elite 
athletes, both controls were constrained to 
 = 40° and 	 = 	 −	5°, 
respectively. In order to avoid unrealistic angle 
changes of 	, the range of admissible 	 was 
chosen with respect to a reference jump based 
on field studies [6]. Drag and the lift areas as 
functions of the flight position are needed as 
inputs for the optimisation algorithm. They were 
fitted on the basis of a comprehensive set of 
accurate wind tunnel data [6,7]. The range of 
measurement was 20 - 45° for α and 0 - 20° for 
	, whereas the hip angle 
 and the -angle were 
held constant at the aerodynamically 
advantageous angles 160° and 35°, respectively 
[6,7]. Due to missing detailed wind tunnel data 
for the initial flight phase the optimisation starts 
at t = 0.7 s. Up to that time point, drag and lift 
areas of the reference jump were used.  
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In order to cover all types of jumping hills hosting 
international events, optimisations were done on 
the profiles of the Olympic normal and large hill 
in Esto-Sadok, Russia (K = 95 m / HS = 106 m,   
K = 125 m / HS = 140 m), and the ski flying hill 
in Bad Mitterndorf, Austria (K = 200 m /                 
HS = 225 m), venue of the Ski flying World 
Championships in 2016. At each jumping hill, the 
inrun velocity was chosen with respect to a jump 
to the K-point in calm wind condition: 24.78 ms−1, 
26.35 ms−1, and 29.87 ms−1, respectively. 
For the optimisation studies, wind velocities of   
 	= || = 3 ms−1 in both directions and 
tangential to the jumping hill profile were used.        
 
RESULTS AND DISCUSSION 
In the first step, the impact of wind on the jump 
length was examined by means of a flight style 
optimised in calm wind conditions. Changes of 
the angle of attack of the skis  due to wind was 
taken into account until  was reached. Wind 
blowing with 3 ms−1 up the jumping hill increased 
the jump by 10.9 m on the HS 106 m normal hill, 
by 15.4 m on the HS 140 m large hill, and by   
26.6 m on the HS 225 m ski flying hill. Wind 
blowing down the jumping hill decreased the 
jump length by 13.5 m, 20.2 m, and 55.0 m, 
respectively. The nonlinear impact of the wind on 
the jump length can be explained by the curved 
landing area.  
In the second step, the flight style was optimised 
with respect to the prevailing wind conditions and 
compared to the flight style optimised in calm 
wind conditions (Fig. 1b). In the case of wind 
blowing up the hill, the optimised angles of attack 
of the skis ∗ are smaller in the first part of the 
flight and therefore 	is reached later. In the 
case of wind blowing down the hill, ∗ are larger 
and hence 	is reached earlier. These effects 
increase with hill size. The optimised body-to-ski 
angles 	∗ are equal to the constraint 		up 
to the time point when 	∗ increases again. This 
implies that the athlete should decrease his 
body-to-ski angle as fast as possible in all wind 
conditions. Wind blowing up the hill eases this 
optimisation task due to the increased 
aerodynamic pitching moment which allows the 
athlete to lean forward more. 
In a third step, the jump lengths of the flight style 
optimised in calm wind conditions at wind 
blowing up and down the jumping hill (down in 
brackets) were compared to the jump lengths of 
the flight styles optimised with respect to these 
wind conditions. The differences were 0.8 m    
(0.6 m) at the HS 106 m normal hill, 1.9 m        
(1.8 m) at the HS 140 m large hill, and 6.9 m 
(14.4 m) at the HS 225 m ski flying hill. The 
International Ski Federation does not start a 
competition when wind is blowing with more than 
3.5 - 4.0 ms−1. Wind changes dynamically by 
nature, therefore it is unlikely that these 
maximum values are present constantly 
throughout the entire flight, as was assumed in 
this study. Therefore, the adjustment of the flight 
style with respect to wind is only profitable on the 
ski flying hill. For this type of jumping hill further 
research is necessary in order to analyse the 
effect of wind on individual flight style 
optimisation more in detail.   
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Fig 1: (a) Flight position of a ski jumper and (b) 
optimised time courses ∗ and 	∗ for three 
different types of jumping hills with respect to wind 
blowing tangential to the jumping hill profile.  
The mass of the athlete and his equipment and the 
take-off velocity perpendicular to the hill were set to           
 	 = 69 kg, and ! = "" = 2.7 ms−1, 
respectively. According to the ICAO norm-
atmosphere the air densities were 1.15 kgm−3 for 
Esto-Sadok (HS 106 m, HS 140 m) and               
1.13 kgm−3 for Bad Mitterndorf (HS 225 m).  
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