Abstract: Indoor air may be polluted by various types of pollutants which may come from cleaning products, construction activities, perfumes, cigarette smoke, water-damaged building materials and outdoor pollutants. Although these gases are usually safe for humans, they could be hazardous if their amount exceeded certain limits of exposure for human health. A sophisticated indoor air quality (IAQ) monitoring system which could classify the specific type of pollutants is very helpful. This study proposes an enhanced indoor air quality monitoring system (IAQMS) which could recognize the pollutants by utilizing supervised machine learning algorithms: multilayer perceptron (MLP), K-nearest neighbour (KNN) and linear discrimination analysis (LDA). Five sources of indoor air pollutants have been tested: ambient air, combustion activity, presence of chemicals, presence of fragrances and presence of food and beverages. The results showed that the three algorithms successfully classify the five sources of indoor air pollution (IAP) with a classification rate of up to 100 percent. An MLP classifier with a model structure of 9-3-5 has been chosen to be embedded into the IAQMS. The system has also been tested with all sources of IAP presented together. The result shows that the system is able to classify when single and two mixed sources are presented together. However, when more than two sources of IAP are presented at the same period, the system will classify the sources as 'unknown', because the system cannot recognize the input of the new pattern.
Introduction
The issue of outdoor air pollution (OAP), such as haze, is well known to the public due to the attention given to it by the media. In contrast, the issue of indoor air pollution (IAP) is less known to the public, although IAP poses similar threats towards human health. In fact, more attention should be given to the issue of IAP, because people normally spend 90% of their time in indoor environments [1] . IAP, which undermines indoor air quality (IAQ), is found to contain indoor air pollutants such as harmful gases and contaminants at a concentration level up to five times higher than the concentration of these pollutants in normal air. In severe cases, the concentration level of the pollutants could rise up to 100 times more than a normal concentration level, which is hazardous for human health [1] .
IAP can be defined as the disturbance of any gases, materials or human activities on the state of ambient air in indoor environment [2] . In other words, IAP does not need the presence of disease or infirmity. As long as the concentration in the normal ambient air is disturbed either by gases, other materials or combustion activity, it is already considered as pollution. The most common sources
Overview of Developed IAQMS System
Basically, the developed system consists of the sensor module cloud (SMC), base station and service-oriented client, as shown in Figure 1 . The sensor module cloud (SMC) contains collections of sensor modules that measure the air quality data and transmit the captured data to the base station through a wireless network. Each sensor module includes an integrated sensor array that can measure IAQ parameters. There are various IAQ parameters involved in measuring the IAQ level. These parameters are divided into four categories: physical condition, chemical contaminants, biological contaminants, and other common IAQ parameters. However, for the purpose of this project, only nine parameters have been chosen, which are nitrogen dioxide (NO2), carbon dioxide (CO2), ozone (O3), carbon monoxide (CO), oxygen (O2), VOCs and particulate matter (PM10) along with temperature and humidity. This study chooses the parameters for its IAQMS based on the indoor air parameters highlighted by the Occupational Safety and Health Administration (OSHA), the American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE), the United States Environmental Protection Agency (US EPA) and Malaysian regulations on indoor air as stipulated by Department of Occupational Safety and Health (DOSH) [12, 17, 31, 32] . The sensor can be divided into three types of sensor: gas sensor, particle sensor and thermal sensor. Lists of sensors used in the proposed system along with their operational range are presented in Table 1 below. The sensors are chosen based on their detection rate, which comply with the range required by IAQ [10, 12] . Each sensor generates a voltage signal based on the current environment. These sampling voltage levels are read by the microcontroller periodically. Selecting a proper gas sensor is The sensor can be divided into three types of sensor: gas sensor, particle sensor and thermal sensor. Lists of sensors used in the proposed system along with their operational range are presented in Table 1 below. The sensors are chosen based on their detection rate, which comply with the range required by IAQ [10, 12] . Each sensor generates a voltage signal based on the current environment. These sampling voltage levels are read by the microcontroller periodically. Selecting a proper gas sensor is a relatively Appl. Sci. 2017, 7, 823 4 of 21 complicated issue, as many factors need to be taken into consideration. For this study, most of the gas sensors are metal oxide (MOX)-based, while the rest are electrochemical-based. The MOX gas sensor is composed of a sensor cap, sensing element and sensor base. Basically, the gas sensing element is coated with a metal oxide-tin dioxide (SnO 2 )-material that responds to the gas molecules, which are typically volatile compounds [33] . It consists of two major parts; namely, the heater and sensor substrate. The substrate has two terminals, and its resistance is measured as a representation of the amount of gas concentration in the environment, while the heater provides the stabilized temperature needed for the measurement [34] . Due to its long lifetime, high sensitivity response and low cost, this type of sensor is commonly used in many indoor applications such as homes, offices and factories appliances. The second type of gas sensor used in this study is the electrochemical-based sensor. This type of sensor has high sensitivity to environmental change and it does not need power to operate. The typical electrochemical sensors consist of chemical reactants (electrolytes or gels) and two terminals-an anode and a cathode. The anode is responsible for an oxidization process and the cathode is responsible for a reduction process. As a result, current is created by way of positive ions flowing to the cathode and the negative ions flowing to the anode. The output is directly proportional to the concentration of the sample gases.
The calibration of each gas sensor has been carried out in our previous manuscript [35] . For validation, self-developed sensor nodes were validating with the commercial device. The validation procedure had been carried out to make sure that the data collected by the sensor was similar to the data collected by a commercial sensor. The discussion of this procedure was limited only to the NO 2 , temperature and RH sensors. High NO 2 levels in the outdoor environment, originating from local traffic or other combustion sources, influences the NO 2 level in the indoor environment. Exposure to an excessive level of NO 2 could be fatal [4] . The sensor validation was carried out with an Aeroqual Ltd. (Auckland, New Zealand) Series 500 portable indoor monitor device (a professional grade air quality measurement system) which had been pre-calibrated [36] . Three sensor nodes and the Aeroqual device were placed in a clear, sealed glass container of 100 cm × 40 cm × 30 cm which was completely sealed. Then, the gas concentration inside the sealed container was varied by injecting the particular gas of interest. The outputs of the sensors were recorded continuously for 1 h and plotted (Figure 2) . Appl. Sci. 2017, 7, 823 4 of 21 a relatively complicated issue, as many factors need to be taken into consideration. For this study, most of the gas sensors are metal oxide (MOX)-based, while the rest are electrochemical-based. The MOX gas sensor is composed of a sensor cap, sensing element and sensor base. Basically, the gas sensing element is coated with a metal oxide-tin dioxide (SnO2)-material that responds to the gas molecules, which are typically volatile compounds [33] . It consists of two major parts; namely, the heater and sensor substrate. The substrate has two terminals, and its resistance is measured as a representation of the amount of gas concentration in the environment, while the heater provides the stabilized temperature needed for the measurement [34] . Due to its long lifetime, high sensitivity response and low cost, this type of sensor is commonly used in many indoor applications such as homes, offices and factories appliances. The second type of gas sensor used in this study is the electrochemical-based sensor. This type of sensor has high sensitivity to environmental change and it does not need power to operate. The typical electrochemical sensors consist of chemical reactants (electrolytes or gels) and two terminals-an anode and a cathode. The anode is responsible for an oxidization process and the cathode is responsible for a reduction process. As a result, current is created by way of positive ions flowing to the cathode and the negative ions flowing to the anode. The output is directly proportional to the concentration of the sample gases. The calibration of each gas sensor has been carried out in our previous manuscript [35] . For validation, self-developed sensor nodes were validating with the commercial device. The validation procedure had been carried out to make sure that the data collected by the sensor was similar to the data collected by a commercial sensor. The discussion of this procedure was limited only to the NO2, temperature and RH sensors. High NO2 levels in the outdoor environment, originating from local traffic or other combustion sources, influences the NO2 level in the indoor environment. Exposure to an excessive level of NO2 could be fatal [4] . The sensor validation was carried out with an Aeroqual Ltd.(Auckland, New Zealand) Series 500 portable indoor monitor device (a professional grade air quality measurement system) which had been pre-calibrated [36] . Three sensor nodes and the Aeroqual device were placed in a clear, sealed glass container of 100 cm × 40 cm × 30 cm which was completely sealed. Then, the gas concentration inside the sealed container was varied by injecting the particular gas of interest. The outputs of the sensors were recorded continuously for 1 h and plotted ( Figure 2 ). Figure 2a shows the result of the NO2 sensor when 35 ppb of NO2 gas concentration was injected to the sealed container. It can be observed that the value for all sensor nodes, including the Aeroqual device, gave relatively similar readings for a one hour period. During the experiment, the same room temperature setting 25 °C was applied as shown in Figure 2b , while Figure 2c shows the readings for RH. For validation purposes, means and standard deviations for all three parameters were calculated as shown in Table 2 below. Also shown in Table 2 , the mean value for NO2, Temp and RH of three nodes (Node 1, Node 2 and Node 3) did not differ substantially from that of Aeroqual (a precalibrated device). This shows that the data measured for each developed sensor modules provide a similar response with the pre-calibrated device. On the other hand, the mean value for those three parameters is within an acceptable range or exposure limit as suggested by IAQ authorities such as [10] . The standard deviation (SD) from Table 2 shows how the data differed from the mean value for each node. Overall, it shows that the developed system provides reliable data. 
Methodology

Sources of Indoor Air Pollution
Higher IAP levels could lead to certain health effects, while extremely high IAP levels could be fatal. Different IAP parameters may come from different sources and impose different health effects towards humans, as shown in Table 3 . Table 3 shows that there are certainly a lot of activities and conditions which could trigger IAP, such as air fresheners, combustion appliances, water damage, cigarettes, fire and combustion equipment [10, 12, 13] . However, for the purpose of this study, the sources of IAP are limited to five conditions only, because they are commonly present in the indoor environment: ambient air, combustion activity, the presence of chemical products, the presence of food and beverages, and the presence of fragrances [17, [37] [38] [39] . The first condition of sources of indoor air pollution is the ambient air. Ambient air refers to the air that normally exists in the indoor environment without the presence of other sources of indoor air pollution. Ambient air could pollute the indoor air if it carries excessive dust from carpets and furniture or if it carries too much ozone from office machines [17] . The second condition of sources of IAP is combustion activity. Combustion activities such as smoking cigarettes and burning fire-wood release poisonous gases such as CO and CO2, and PM at a higher concentration than ambient air does, which could harm human's health [37, 39] . For the purpose of this study, cigarette smoking has been chosen as the proxy for combustion Figure 2a shows the result of the NO 2 sensor when 35 ppb of NO 2 gas concentration was injected to the sealed container. It can be observed that the value for all sensor nodes, including the Aeroqual device, gave relatively similar readings for a one hour period. During the experiment, the same room temperature setting 25 • C was applied as shown in Figure 2b , while Figure 2c shows the readings for RH. For validation purposes, means and standard deviations for all three parameters were calculated as shown in Table 2 below. Also shown in Table 2 , the mean value for NO 2 , Temp and RH of three nodes (Node 1, Node 2 and Node 3) did not differ substantially from that of Aeroqual (a pre-calibrated device). This shows that the data measured for each developed sensor modules provide a similar response with the pre-calibrated device. On the other hand, the mean value for those three parameters is within an acceptable range or exposure limit as suggested by IAQ authorities such as [10] . The standard deviation (SD) from Table 2 shows how the data differed from the mean value for each node. Overall, it shows that the developed system provides reliable data. 
Methodology
Sources of Indoor Air Pollution
Higher IAP levels could lead to certain health effects, while extremely high IAP levels could be fatal. Different IAP parameters may come from different sources and impose different health effects towards humans, as shown in Table 3 . Table 3 shows that there are certainly a lot of activities and conditions which could trigger IAP, such as air fresheners, combustion appliances, water damage, cigarettes, fire and combustion equipment [10, 12, 13] . However, for the purpose of this study, the sources of IAP are limited to five conditions only, because they are commonly present in the indoor environment: ambient air, combustion activity, the presence of chemical products, the presence of food and beverages, and the presence of fragrances [17, [37] [38] [39] . The first condition of sources of indoor air pollution is the ambient air. Ambient air refers to the air that normally exists in the indoor environment without the presence of other sources of indoor air pollution. Ambient air could pollute the indoor air if it carries excessive dust from carpets and furniture or if it carries too much ozone from office machines [17] . The second condition of sources of IAP is combustion activity. Combustion activities such as smoking cigarettes and burning fire-wood release poisonous gases such as CO and CO 2, and PM at a higher concentration than ambient air does, which could harm human's health [37, 39] .
For the purpose of this study, cigarette smoking has been chosen as the proxy for combustion activities. The third condition of sources of indoor air pollution is the presence of chemical products or substances. Chemical products such as chemical cleaning agents which are usually used in homes and offices may release VOCs at a poisonous level. Excessive level of VOCs may lead to respiratory-related diseases, such as lung cancer [17] . Thus, for the purpose of this study, chemical cleaning products will be used as the proxy for the presence of chemicals. The fourth condition for sources of indoor air pollution is the presence of food and beverages. Cooking activity or certain food and beverages emit VOCs which could lead to an uncomfortable smell inside a building [38] . VOCs are known to have led to eye irritation, headache and nausea in certain people. Therefore, rotten cooked fish, which has a strong smell and a high level of VOCs, is chosen as the proxy to food and beverages. Finally, the presence of fragrances is the fifth condition for the sources of indoor air pollution. Fragrances such as air fresheners and perfumes usually deliver a pleasant smell. However, excessive use of perfumes may cause annoyance and headaches to certain people. In addition, air fresheners usually emit a high amount of VOCs, which may cause irritation and discomfort to certain people [17] . For this project, air freshener is used to substitute for the presence of fragrances. Table 4 summarizes the five conditions for the sources of indoor air pollution and their proxies which have been used in this study. 
Experimental Setup and Data Collection
Once all the five conditions of sources of indoor air pollution were identified, an experiment simulating the five conditions was set up for data collection purposes. The experiment was conducted in medium-size room of 4.5 m × 2.4 m × 2.6 m located in a concrete building which is equipped with an air-conditioner at a height of 2.2 m from the floor, as shown in Figure 3 . The building is located 100 m away from the main road, which is relatively far from traffic-related outdoor air pollution. In addition, the location of the building is basically in a rural area, which eliminated the influence of urban air pollution on the ambient air. Thus, the ambient air measured during the experiment is not highly influenced by the outside air itself. The room was a closed environment and sealed by using rubber-seal windows. The sensor module, which is used to collect the data on the indoor air, was installed hanging up to the right of the wall of the room with a 1.1 m height above the ground; a position considered as the breathing zone for the occupants [10] . The sensor module was powered using a 7.5 V adaptor and was programmed to send the data to the base station every one minute. The data collection was conducted over 16 days between 9:00 a.m. and 5:00 p.m. with the room temperature set at 22 • C. After each experiment, the window was opened to purge the indoor air as well as to allow outside air to enter the room. Since the ambient air essentially served as a baseline for the experiment, the pollutants of interest would vary each day based on the outside ambient air concentrations that day. Since the ambient air essentially served as a baseline for the experiment, the pollutants of interest would vary each day based on the outside ambient air concentrations that day. This variation can be accounted for by using data pre-processing techniques such as baseline manipulation. Baseline manipulation is the solution to the problem and the correct way of representing the signal when the analysis deals with sensor values from different conversion units. Baseline manipulation helps to pre-process the sensor output to free itself from the drift effect, the intensity dependence and, possibly, from non-linearity [40, 41] . The details about other type of data pre-processing techniques will be described in the next section.
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Once all the five conditions of sources of indoor air pollution were identified, an experiment simulating the five conditions was set up for data collection purposes. The experiment was conducted in medium-size room of 4.5 m × 2.4 m × 2.6 m located in a concrete building which is equipped with an air-conditioner at a height of 2.2 m from the floor, as shown in Figure 3 . The building is located 100 m away from the main road, which is relatively far from traffic-related outdoor air pollution. In addition, the location of the building is basically in a rural area, which eliminated the influence of urban air pollution on the ambient air. Thus, the ambient air measured during the experiment is not highly influenced by the outside air itself. The room was a closed environment and sealed by using rubber-seal windows. The sensor module, which is used to collect the data on the indoor air, was installed hanging up to the right of the wall of the room with a 1.1 m height above the ground; a position considered as the breathing zone for the occupants [10] . The sensor module was powered using a 7.5 V adaptor and was programmed to send the data to the base station every one minute. The data collection was conducted over 16 days between 9:00 a.m. and 5:00 p.m. with the room temperature set at 22 °C. After each experiment, the window was opened to purge the indoor air as well as to allow outside air to enter the room. Since the ambient air essentially served as a baseline for the experiment, the pollutants of interest would vary each day based on the outside ambient air concentrations that day. Since the ambient air essentially served as a baseline for the experiment, the pollutants of interest would vary each day based on the outside ambient air concentrations that day. This variation can be accounted for by using data pre-processing techniques such as baseline manipulation. Baseline manipulation is the solution to the problem and the correct way of representing the signal when the analysis deals with sensor values from different conversion units. Baseline manipulation helps to pre-process the sensor output to free itself from the drift effect, the intensity dependence and, possibly, from non-linearity [40, 41] . The details about other type of data pre-processing techniques will be described in the next section. The process of data collection began with the first condition, which was the ambient air environment. The purpose of this experiment was to collect the data of clean air for the room with the assumption that the ambient air was not contaminated. For the first environment, the data collection process took about two days. Thus, at the end of day 2, there were 960 samples collected for ambient air. The second environment was the environment with the presence of chemical substance. In this experiment, a cleaning agent was used as a proxy of the chemical substance. About The process of data collection began with the first condition, which was the ambient air environment. The purpose of this experiment was to collect the data of clean air for the room with the assumption that the ambient air was not contaminated. For the first environment, the data collection process took about two days. Thus, at the end of day 2, there were 960 samples collected for ambient air. The second environment was the environment with the presence of chemical substance. In this experiment, a cleaning agent was used as a proxy of the chemical substance. About 100 mL of chemical was put in a beaker and placed inside the room-at the centre of the room. The experiment was repeated for two days and 960 samples were collected during that period. For the third environment, an air freshener was used as a proxy for the fragrance. An automatic air freshener which released fragrance every 15 min was placed inside the room. It was hung on the wall adjacent to the wall where the sensing node was placed, about 2 m from the floor and about 2 m from the sensing node. The air flow from the air conditioner would accumulate the fragrance in the room. The data was collected for two days with 960 samples. For the fourth condition of the room environment with combustion activity, a person smoking a cigarette was chosen as the proxy. A person was asked to smoke in the room so that the real data of a person smoking a cigarette in a room was collected. That person smoked one cigarette at the centre of the room. Every cigarette produced data for approximately 30 min. The experiment was repeated four times a day for eight days. The amount of data collected for the environment with combustion activity was 960 samples. Lastly, for the room environment with the presence of food and beverages, rotten cooked fish had been selected to represent this category. A bowl of rotten cooked fish was placed in the middle of the room. The experiment was repeated for two days and 960 samples were collected during that period.
Sensor Response
In this section, the sensors' response towards the five different conditions of sources of indoor air pollution-ambient air, combustion activity, chemical presence, fragrance product (air freshener) and foods and beverages (rotten cooked fish)-is discussed. Figure 4a shows that the sensors gave a relatively steady reading throughout the time. The sensors' response was as expected as there was no substance which could interrupt the ambient air concentration. On the other hand, in Figure 4b , with the presence of a chemical substance, which is represented by chemical cleaning product, it can be observed that certain gas sensors, such as VOCs, NO 2 and O 3 , reacted differently compared to ambient environment. The reading of the VOCs gas sensor, particularly, raised sharply when the chemical was present in the room. A similar situation could be observed with the presence of food and beverages, which was represented by rotten cooked fish as shown in Figure 4c . The graph for VOCs increased dramatically when the smell was first introduced and then remained at the peak. The graph for other gases did not change much. Notably, in all graphs, a different set of gas sensors reacted differently towards different conditions. In the following sections, the raw data collected went through pattern recognition procedures. Figure 4d represents the response of the sensors when the automatic air freshener released fragrance into the room every 15 min. The fragrance of the air freshener however, vaporized quickly into the air after it was released. Thus, these changes of high and low concentration of fragrance in the air could be observed from the disturbed graph.
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In this section, the sensors' response towards the five different conditions of sources of indoor air pollution-ambient air, combustion activity, chemical presence, fragrance product (air freshener) and foods and beverages (rotten cooked fish)-is discussed. Figure 4a shows that the sensors gave a relatively steady reading throughout the time. The sensors' response was as expected as there was no substance which could interrupt the ambient air concentration. On the other hand, in Figure 4b , with the presence of a chemical substance, which is represented by chemical cleaning product, it can be observed that certain gas sensors, such as VOCs, NO2 and O3, reacted differently compared to ambient environment. The reading of the VOCs gas sensor, particularly, raised sharply when the chemical was present in the room. A similar situation could be observed with the presence of food and beverages, which was represented by rotten cooked fish as shown in Figure 4c . The graph for VOCs increased dramatically when the smell was first introduced and then remained at the peak. The graph for other gases did not change much. Notably, in all graphs, a different set of gas sensors reacted differently towards different conditions. In the following sections, the raw data collected went through pattern recognition procedures. Figure 4d represents the response of the sensors when the automatic air freshener released fragrance into the room every 15 min. The fragrance of the air freshener however, vaporized quickly into the air after it was released. Thus, these changes of high and low concentration of fragrance in the air could be observed from the disturbed graph. Meanwhile, for the last condition, 30 min of data were recorded instead of 8 h because the effects of cigarette smoke only last for 30 min. Figure 4e illustrates the effect of the cigarette smoking activity on the sensor in the room. Notably, in all graphs, a different set of gas sensors reacted differently towards different conditions.
Steps in Pattern Recognition
The multivariate response of an array of chemical gases with broad and partially overlapping selectivity created "electronic fingerprints" for a wide range of odour which can be characterized using pattern-recognition. The process of pattern recognition may be split into four sequential stages: data pre-processing, dimensionality reduction, classification and decision making. Figure 5 illustrates the pattern recognition process. Each stage is described in detail in the following sections. Meanwhile, for the last condition, 30 min of data were recorded instead of 8 h because the effects of cigarette smoke only last for 30 min. Figure 4e illustrates the effect of the cigarette smoking activity on the sensor in the room. Notably, in all graphs, a different set of gas sensors reacted differently towards different conditions.
The multivariate response of an array of chemical gases with broad and partially overlapping selectivity created "electronic fingerprints" for a wide range of odour which can be characterized using pattern-recognition. The process of pattern recognition may be split into four sequential stages: data pre-processing, dimensionality reduction, classification and decision making. Figure 5 illustrates the pattern recognition process. Each stage is described in detail in the following sections. The first stage of the pattern recognition process, after collecting raw data, is data pre-processing. Data pre-processing is a procedure that involves extracting certain significant characteristics from the sensor response curves or transient response in order to produce a set of numerical data or feature for further processing [42] . Choosing the correct pre-processing technique is important because it may aid in the success of subsequent analysis and affect the performance of pattern recognition [43] . Most data pre-processing techniques are basically derived from a typical sensor response as shown in Figure 6 . Vo is a measured value in clean ambient air or an initial value called the baseline, while Vs is the response value to odour or smell.
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The first stage of the pattern recognition process, after collecting raw data, is data pre-processing. Data pre-processing is a procedure that involves extracting certain significant characteristics from the sensor response curves or transient response in order to produce a set of numerical data or feature for further processing [42] . Choosing the correct pre-processing technique is important because it may aid in the success of subsequent analysis and affect the performance of pattern recognition [43] . Most data pre-processing techniques are basically derived from a typical sensor response as shown in Figure 6 . Vo is a measured value in clean ambient air or an initial value called the baseline, while Vs is the response value to odour or smell. Basically, data pre-processing techniques can be divided into three major categories: baseline manipulation, normalization and compression. Every category has their own formula which was transformed from the sensor response. In this study, only five data pre-processing techniques have been selected which are frequently used in odour pattern recognition as summarized in Table 5 . These five techniques, called features of pattern recognition and raw data, are also chosen as one of the features. The feature output from the pre-processing stage are often not suitable to be processed by the classifier due to data redundancy and high-dimensionality that can cause the problem of dimensionality [44] . On the other hand, if too many features are used for the classification, there is a risk that the model becomes too complex and the capability of the model to classify can be very poor. For this reason, a dimensionality reduction stage is required to eliminate the curse of dimensionality in classification and improve the accuracy or performance of classification [45] . Basically, data pre-processing techniques can be divided into three major categories: baseline manipulation, normalization and compression. Every category has their own formula which was transformed from the sensor response. In this study, only five data pre-processing techniques have been selected which are frequently used in odour pattern recognition as summarized in Table 5 . These five techniques, called features of pattern recognition and raw data, are also chosen as one of the features. The feature output from the pre-processing stage are often not suitable to be processed by the classifier due to data redundancy and high-dimensionality that can cause the problem of dimensionality [44] . On the other hand, if too many features are used for the classification, there is a risk that the model becomes too complex and the capability of the model to classify can be very poor. For this reason, a dimensionality reduction stage is required to eliminate the curse of dimensionality in classification and improve the accuracy or performance of classification [45] . 
Where, X ij represents feature matrix for the ith sample of jth sensor, V ij represents sensor's response value, and V bj represents baseline value of V ij .
A feature extraction technique based on principal component analysis (PCA), which is widely used in in machine learning for dimensionality reduction, is chosen for this study [22, 48, 49] . PCA is defined by a matrix having as rows the eigenvectors of the feature space covariance matrix. The PCA removes any redundancy between the components of the projected vectors, since the covariance matrix in the transformed space becomes diagonal as shown in Equation (1):
where, {λ i } i=1...n represent for the eigenvalues of the covariance matrix.
The PCA performs the vector projection without any knowledge of their labels. This transformation is defined in such a way that the first principal component has as high a variance as possible and each succeeding component in turn has the highest variance possible under the constraint that it be orthogonal to the preceding components. It is therefore known as an unsupervised data analysis method or algorithm since it "ignores" class labels [50] [51] [52] . In this research, PCA was used to remove any redundancy between the components of the projected vectors and reduce the dimension of the original dataset. The result is explained in term of the "total variance explained" table. The table shows the number of the principal component (PC) that has been extracted with eigenvalue and how much information (variance) can be attributed to each component. Only a few components will be selected based on "eigenvalue-one criterion". In PCA, one of the most commonly-used criteria for solving the number of components problem is the eigenvalue-one criterion, also known as the Kaiser criterion [53] . With this approach, any component with an eigenvalue greater than 1.00 will be selected, and thus it will reduce the dimension of original datasets which have nine dimensions. Table 6 shows the total variance explained for the raw (RW) feature after being analyzed via PCA. The table clearly shows that most of the variance (31.77%) can be explained by the first principal component (PC1) alone. The second principal component (PC2) still bears some information (23.42%) while the third (PC3) and fourth principal components (PC4) bear least information with variance of 14.59% and 11.16%. respectively. Based on "eigenvalue-one criterion", four components (PC1, PC2, PC3 and PC4) have been selected because they display an eigenvalue greater than 1.00 and hold the greater amount of variance. Together, the selected components explain 80.88% of the information. The dimensionality reduction based on PCA has also been performed to other features. Table 7 illustrates the overall results for all features. According to Table 7 , it is clear that most features can be explained based on four dimensions, except for vector array normalization (VAN), which can be explained by two dimensions only. VAN also gave the highest total variance explained at 93.70%. All other features are being dimensionally reduced from nine dimensions to four dimensions, with differential (DIFF) being the second-highest total variance explained at 84.48%, while SN was the lowest total variance explained at 73.99% only. Other features gave a similar result to raw (RW) at 80.88%, and relative (REL) and fractional (FRACT) shared the same percentage at 80.85%. 
Results and Discussion
Supervised Machine Learning Analysis for Pattern Recognition
There are various supervised machine learning used in classification techniques, which can be sorted into a few categories: logic-based, perceptron-based, instance-based, statistical learning-based and vector-based [54] . The classifiers for each category are shown in Table 8 . For this study, three algorithms which have been used in many applications, especially involving odour or smell classification, have been chosen: MLP (perceptron-based), KNN (instance-based), and LDA (statistical learning-based) [55] [56] [57] . All of these classifiers have been run using MATLAB's 2015 functions library that supports supervised machine learning. At the end of the program, the MATLAB R2015b (version 8.6, The MathWorks Company, Natick, MA, USA, 2015) produced an output file which then embedded to the system. The example of one of the algorithms, such as the MLP model, along with its classification performance of six features is discussed in this section. For each of the features, a separate MLP model was formulated. Separate models need to be formulated as the aim of the research is to find the optimal classification accuracy for each feature. In order to identify the source affecting the IAQ, this study used the MLP, which consists of three layers: the input layer, hidden layer and output layer. As network architecture, a 3-layer perceptron model as shown in Figure 7 was used. The first input layer contains the input variables for the network, which is the data after the pre-processing technique. For the data set before PCA, the input layer contains nine neurons of IAQ parameters, which are CO 2 , CO, O 3 , NO 2 , O 2 , VOC, PM 10 , temperature and humidity, while, for the data set after PCA, the input layer contains the dimensions for each feature after reduction. There is one hidden layer used and the numbers of hidden neurons were not fixed and were adjusted until the desired performance was achieved. The last layer of the model is the output layer, which consists of five target outputs that represent five types of sources of indoor air pollution, such as combustion activity, the presence of fragrances and so on. Sixty percent of all data is selected randomly to become the training set. A goal is set (in this case, a mean square error (MSE) of 0.0001 has been chosen as the goal) and the training dataset is trained until the desired MSE is obtained. MSE was used as the stopping criterion. Training was conducted until the MSE fell below 0.0001 or a maximum epoch limit of 1000 is reached. This is to ensure that the model is trained with minimum error iteration and not over-trained. The learning rate and momentum factor were chosen based on experimental analysis. The number of hidden neurons was adjusted by the network to achieve this goal. The testing tolerance of the neural network model was chosen as 0.1. This value is the maximum allowable tolerance level for the testing.
Appl. Sci. 2017, 7, 823 13 of 21 goal) and the training dataset is trained until the desired MSE is obtained. MSE was used as the stopping criterion. Training was conducted until the MSE fell below 0.0001 or a maximum epoch limit of 1000 is reached. This is to ensure that the model is trained with minimum error iteration and not over-trained. The learning rate and momentum factor were chosen based on experimental analysis. The number of hidden neurons was adjusted by the network to achieve this goal. The testing tolerance of the neural network model was chosen as 0.1. This value is the maximum allowable tolerance level for the testing. The detailed parameter for MLP training is given in Table 9 . For example, to train the dataset (before PCA) for the condition of ambient air, the data from all 9 IAQ parameters become the neurons for the input layer. Randomly, 60% of each IAQ parameter was selected to be the training set (60% out of 960 data for ambient air). The training was conducted until the targeted MSE was reached or until a maximum epoch limit of 1000 was reached. This process was repeated with the other four conditions. In the end, the network would produce a model which was then tested against the 40% of the remaining data for all conditions (the testing set) in order to find the classification accuracy. The whole process was repeated again for different features. The model of the feature that gave the highest classification accuracy may be chosen to be embedded into the system after being compared to the model of other type of classifiers, such as KNN or LDA. The detailed parameter for MLP training is given in Table 9 . For example, to train the dataset (before PCA) for the condition of ambient air, the data from all 9 IAQ parameters become the neurons for the input layer. Randomly, 60% of each IAQ parameter was selected to be the training set (60% out of 960 data for ambient air). The training was conducted until the targeted MSE was reached or until a maximum epoch limit of 1000 was reached. This process was repeated with the other four conditions. In the end, the network would produce a model which was then tested against the 40% of the remaining data for all conditions (the testing set) in order to find the classification accuracy. The whole process was repeated again for different features. The model of the feature that gave the highest classification accuracy may be chosen to be embedded into the system after being compared to the model of other type of classifiers, such as KNN or LDA. The classification performance of the MLP, KNN and LDA using the six features for the dataset before-PCA and after-PCA are shown in Figure 8 . The PCA was performed because PCA is known to be able to increase the classification accuracy of certain datasets by reducing the number of variables, losing only a minimum of variability [46] . However, as shown in Figure 8 , the classification rate for dataset after PCA is less than the classification rate before PCA for all features. This result is due to the information loss during PCA. According to [58] , for datasets with very low complexity (few PCs), the relevant information has been excluded during the process of PCA, which resulted in a lower classification accuracy for datasets after PCA. The PCA could give a higher classification accuracy to datasets with very high complexity (many PCs), where the dataset before PCA does not only have relevant information, but also contains noise [59] . With the presence of noise, the classifier over-fits the training data and thus does not generalize well. Based on the explanation by [58] , it can be seen that this study has a dataset with a very low complexity (only 9 PCs). Thus, the PCA process has excluded relevant information that could contribute to the high classification accuracy, which explains the lower classification accuracy for the dataset after PCA. Nevertheless, although the dataset after PCA (VAN feature) could not give 100% classification accuracy, it could classify 99.58% of the dataset using only two variables instead of nine variables needed for the dataset before PCA.
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The classification performance of the MLP, KNN and LDA using the six features for the dataset before-PCA and after-PCA are shown in Figure 8 . The PCA was performed because PCA is known to be able to increase the classification accuracy of certain datasets by reducing the number of variables, losing only a minimum of variability [46] . However, as shown in Figure 8 , the classification rate for dataset after PCA is less than the classification rate before PCA for all features. This result is due to the information loss during PCA. According to [58] , for datasets with very low complexity (few PCs), the relevant information has been excluded during the process of PCA, which resulted in a lower classification accuracy for datasets after PCA. The PCA could give a higher classification accuracy to datasets with very high complexity (many PCs), where the dataset before PCA does not only have relevant information, but also contains noise [59] . With the presence of noise, the classifier over-fits the training data and thus does not generalize well. Based on the explanation by [58] , it can be seen that this study has a dataset with a very low complexity (only 9 PCs). Thus, the PCA process has excluded relevant information that could contribute to the high classification accuracy, which explains the lower classification accuracy for the dataset after PCA. Nevertheless, although the dataset after PCA (VAN feature) could not give 100% classification accuracy, it could classify 99.58% of the dataset using only two variables instead of nine variables needed for the dataset before PCA. The validation in identifying pollutants by the proposed machine learning algorithm can be obtained by looking at the confusion matrix. A confusion matrix is a table that is often used to describe the performance of a classification model (or "classifier") on a set of test data for which the true values are known. For example, in the case of the MLP classifier, the confusion matrix for the features giving the lowest and the highest classification accuracy are shown in Tables 10 and 11 . Rows and columns represent actual and predicted values, respectively. Table 10 shows the confusion matrix for feature SN (after PCA) as it gave the lowest confusion matrix. Based on the table, it can be observed that every condition contributes to the confusion level, with human activity having the highest confusion level at 50%. This means that MLP can classify only 50% of combustion activity correctly and it cannot classify the other 50% correctly as combustion activity. Table 11 presents the confusion matrix for VAN (before PCA) which has the highest classification accuracy. Compared to the confusion matrix of SN in Table 10 , MLP does not have any confusion in classifying all the five conditions. It means that it can classify all of the five conditions correctly. This confusion matrix validates the classification rate for VAN (before PCA), which is 100%. The validation in identifying pollutants by the proposed machine learning algorithm can be obtained by looking at the confusion matrix. A confusion matrix is a table that is often used to describe the performance of a classification model (or "classifier") on a set of test data for which the true values are known. For example, in the case of the MLP classifier, the confusion matrix for the features giving the lowest and the highest classification accuracy are shown in Tables 10 and 11 . Rows and columns represent actual and predicted values, respectively. Table 10 shows the confusion matrix for feature SN (after PCA) as it gave the lowest confusion matrix. Based on the table, it can be observed that every condition contributes to the confusion level, with human activity having the highest confusion level at 50%. This means that MLP can classify only 50% of combustion activity correctly and it cannot classify the other 50% correctly as combustion activity. Table 11 presents the confusion matrix for VAN (before PCA) which has the highest classification accuracy. Compared to the confusion matrix of SN in Table 10 , MLP does not have any confusion in classifying all the five conditions. It means that it can classify all of the five conditions correctly. This confusion matrix validates the classification rate for VAN (before PCA), which is 100%. The classification accuracy that has been achieved by this study is quite similar to the classification result achieved by a previous researcher [46] . They have developed a laboratory-made malodour sensing system, used to identify five typical sources of olfactive annoyance: printing houses, a paint shop in a coach building, wastewater treatment plant, urban waste composting facilities and a rendering plant. The researcher adopted various data pre-processing techniques, such as the VAN feature, which was also used in this study. Their results also show that the best classification results are obtained using a VAN feature with 100% classification accuracy. The objective of testing these three classifiers is to see which classifier gives the highest classification accuracy. Based on the results of the classifiers discussed before, there are four sets of classifiers with one feature (VAN before PCA) which gave 100% classification accuracy:
(1). MLP-VAN feature before PCA (model 9-3-5), (2) . MLP-VAN feature before PCA (model 9-9-5), (3) . MLP-VAN feature before PCA (model 9-12-5), and (4). KNN-VAN feature before PCA (K factor is 2).
To prove that the VAN feature before PCA really gave 100% classification accuracy, another analysis has been done. The PCA visualization for the VAN feature before any dimensionality reduction is constructed in s 3D plot as shown in Figure 9 . From Figure 9 , it can be seen that none of the five conditions coincide with each other, and therefore they are mutually exclusive. After the feature has been identified, it is now time to choose between the two classifiers: MLP or KNN. This study chooses MLP with a model structure of 9-3-5 because it is easier to be embedded in the system. Model 9-3-5 only has three hidden variables, while the other two model structures have nine and 12 hidden variables. A model structure with fewer hidden variables has a less complicated formula and is therefore easy to be embedded. As far as KNN is concerned, KNN requires a large storage space in the system because it saves every data that it receives. MLP, on the other hand, does not require a large storage system. Due to these reasons, an MLP classifier is chosen for this study. 
Classification of Multiple Sources of IAP
This section shows results for the classification of sources of IAP when multiple sources are present at the same time. Based on the previous result, the MLP classifier with a model structure of 9-3-5 was chosen for this analysis. To collect the related data for this analysis, an experiment that simulates the presence of multiple sources of IAP was conducted. A similar environment to the previous experiment of collecting a single source of IAP was maintained, where the sensor module was installed hanging up to the right of the wall with 1.1 m of height above the ground, and the temperature of the room was set to 22 °C. The data was collected for one day: between 9:00 a.m. and 11:30 a.m. Figure 10 shows the process of data collection for testing the system when all sources present in a room.
The experiment began with the first condition present, which was the ambient air. There were 45 samples collected for ambient air over 45 min duration. This environment was tagged as "single source". Then, an automatic air freshener which released fragrance every 15 min was placed inside the room. This environment was conducted to simulate the presence of two sources: ambient air and fragrance. The air freshener was hung up on the wall with a height of 2 m from the floor and about 2 m from the sensing node. Total data collected for the air freshener was over 75 min. This environment is tagged as "mixed sources A". After that, a person was asked to smoke in the room. This environment was conducted to simulate the presence of three sources of IAP: ambient air, fragrance and single cigarette smoke. That person smoked one cigarette at the centre of the room. One cigarette took 10 min, which contribute to a 10 min data sample. This environment was tagged as "mixed sources B". Lastly, the other two sources of IAQ, which are food and beverages and chemical cleaning product, were added into the environment. These two sources of IAP were placed in the middle of the room for 20 min, which gave 20 samples. This environment was conducted to simulate the presence of all five sources of IAP. Although there was no person smoking in the room at this time, the presence of smoking can still be traced. The presence of smoking can be traced up to 30 min, as shown in Figure 10 . This environment was tagged as "mixed sources C". 
This section shows results for the classification of sources of IAP when multiple sources are present at the same time. Based on the previous result, the MLP classifier with a model structure of 9-3-5 was chosen for this analysis. To collect the related data for this analysis, an experiment that simulates the presence of multiple sources of IAP was conducted. A similar environment to the previous experiment of collecting a single source of IAP was maintained, where the sensor module was installed hanging up to the right of the wall with 1.1 m of height above the ground, and the temperature of the room was set to 22 • C. The data was collected for one day: between 9:00 a.m. and 11:30 a.m. Figure 10 shows the process of data collection for testing the system when all sources present in a room.
The experiment began with the first condition present, which was the ambient air. There were 45 samples collected for ambient air over 45 min duration. This environment was tagged as "single source". Then, an automatic air freshener which released fragrance every 15 min was placed inside the room. This environment was conducted to simulate the presence of two sources: ambient air and fragrance. The air freshener was hung up on the wall with a height of 2 m from the floor and about 2 m from the sensing node. Total data collected for the air freshener was over 75 min. This environment is tagged as "mixed sources A". After that, a person was asked to smoke in the room. This environment was conducted to simulate the presence of three sources of IAP: ambient air, fragrance and single cigarette smoke. That person smoked one cigarette at the centre of the room. One cigarette took 10 min, which contribute to a 10 min data sample. This environment was tagged as "mixed sources B". Lastly, the other two sources of IAQ, which are food and beverages and chemical cleaning product, were added into the environment. These two sources of IAP were placed in the middle of the room for 20 min, which gave 20 samples. This environment was conducted to simulate the presence of all five sources of IAP. Although there was no person smoking in the room at this time, the presence of smoking can still be traced. The presence of smoking can be traced up to 30 min, as shown in Figure 10 . This environment was tagged as "mixed sources C". Figure 11 shows the result of the sensor's response for all situations as described above, from a single source up to five sources of IAP. It can be observed that the sensors react differently when additional sources of IAP are added into the room. The result of the classifier based on all environments is shows in Table 12 . Based on the table, it can be observed that the system can precisely detect a single source (ambient) with 45 correct classifications out of 45 data samples. This means that the MLP classifier can classify an ambient environment at 100% classification rate. Similarly, when the fragrance is present in the condition of "mixed sources A", the system correctly classifies the two mixed sources of IAQ. The system did not misclassify the sources as unknown sources. This result is as expected because the environment of fragrance mixed with the ambient air is similar to the presence of fragrance alone, and the system has already been trained with such an environment. On the other hand, the system could not classify two samples out of 10 samples as the available sources (ambient air, presence of fragrance and presence cigarette smoke) in the condition of "mixed sources B". Nonetheless, the MLP classifier correctly classified the other eight samples as fragrance (one) and cigarette smoke (seven). The result is also as expected, because the presence of smoking was overpowering the presence of fragrance due to the high amount of gases produced during smoking Figure 11 shows the result of the sensor's response for all situations as described above, from a single source up to five sources of IAP. It can be observed that the sensors react differently when additional sources of IAP are added into the room. The result of the classifier based on all environments is shows in Table 12 . Based on the table, it can be observed that the system can precisely detect a single source (ambient) with 45 correct classifications out of 45 data samples. This means that the MLP classifier can classify an ambient environment at 100% classification rate. Similarly, when the fragrance is present in the condition of "mixed sources A", the system correctly classifies the two mixed sources of IAQ. The system did not misclassify the sources as unknown sources. This result is as expected because the environment of fragrance mixed with the ambient air is similar to the presence of fragrance alone, and the system has already been trained with such an environment. On the other hand, the system could not classify two samples out of 10 samples as the available sources (ambient air, presence of fragrance and presence cigarette smoke) in the condition of "mixed sources B". Nonetheless, the MLP classifier correctly classified the other eight samples as fragrance (one) and cigarette smoke (seven). The result is also as expected, because the presence of smoking was overpowering the presence of fragrance due to the high amount of gases produced during smoking as compared to the amount of gases produced by air freshener. Likewise, in the condition of "mixed sources C", when all of the sources of IAP were mixed together in the room, the MLP classifier could correctly classify 50% of the samples as combustion activity (one), food and beverages (two) and presence of chemical (seven). The other 10 samples have been classified as unknown sources. Appl. Sci. 2017, 7, 823 18 of 21 as compared to the amount of gases produced by air freshener. Likewise, in the condition of "mixed sources C", when all of the sources of IAP were mixed together in the room, the MLP classifier could correctly classify 50% of the samples as combustion activity (one), food and beverages (two) and presence of chemical (seven). The other 10 samples have been classified as unknown sources. 
Conclusions
This study proposed an enhanced IAQMS which could recognize the pollutants by the utilized supervised machine learning algorithm that is widely used in data mining. With regards to pollutant recognition, it can be concluded that this IAQMS has successfully recognized five sources of indoor air pollution with a classification rate of 100 percent. These five sources of indoor air pollutionambient air, combustion activity, presence of chemicals, presence of fragrances and presence of food and beverages-are successfully classified by MLP and KNN using the VAN before PCA feature. To prove that all the five sources of indoor air pollution are mutually exclusive, a 3-D graph has been attached, as shown in Section 4. Three classifiers have been tested to choose for the best classifier: MLP, KNN and LDA. In the end, the MLP classifier with a model structure of 9-3-5 has been chosen to be embedded into the IAQMS because it is more suitable to be embedded in the system. A model structure with fewer hidden variables has a less complicated formula and is therefore easy to embed. KNN requires a large storage space in the system because it saves every data that it receives. MLP, on the other hand, does not require a large storage system. Due to these reasons, the MLP classifier is chosen for this project. The system has also been tested with multiple sources of IAP presented together. The result shows that the system is able to classify when single and two mixed sources are presented together; however, when more than two sources of IAP are presented at the same period, the system will classify the sources as 'unknown' because the system cannot recognize the input of the new pattern. Hence, the classification accuracy falls dramatically. Future research should consider expanding the sources of indoor air pollution to include more sources of indoor air pollution. In 
This study proposed an enhanced IAQMS which could recognize the pollutants by the utilized supervised machine learning algorithm that is widely used in data mining. With regards to pollutant recognition, it can be concluded that this IAQMS has successfully recognized five sources of indoor air pollution with a classification rate of 100 percent. These five sources of indoor air pollution-ambient air, combustion activity, presence of chemicals, presence of fragrances and presence of food and beverages-are successfully classified by MLP and KNN using the VAN before PCA feature. To prove that all the five sources of indoor air pollution are mutually exclusive, a 3-D graph has been attached, as shown in Section 4. Three classifiers have been tested to choose for the best classifier: MLP, KNN and LDA. In the end, the MLP classifier with a model structure of 9-3-5 has been chosen to be embedded into the IAQMS because it is more suitable to be embedded in the system. A model structure with fewer hidden variables has a less complicated formula and is therefore easy to embed. KNN requires a large storage space in the system because it saves every data that it receives. MLP, on the other hand, does not require a large storage system. Due to these reasons, the MLP classifier is chosen for this project. The system has also been tested with multiple sources of IAP presented together. The result shows that the system is able to classify when single and two mixed sources are presented together; however, when more than two sources of IAP are presented at the same period, the system will classify the sources as 'unknown' because the system cannot recognize the input of the new pattern. Hence, the classification accuracy falls dramatically. Future research should consider expanding the sources of indoor air pollution to include more sources of indoor air pollution. In addition, the proxy for each condition could also be added to include more activity and to test the efficiency of IAQ that can detect more sources of IAP such as furniture (wood, plastic), building materials (plaster, insulation), and coatings (carpeting, painting). In order to sense mixed sources, more sensitive sensors might provide more insight; more sensitive sensors with the ability to distinguish the different sources need to used. Furthermore, the system can also be trained with two or more mixed sources, for example, mixing between air freshener with smoking activity and the presence of food and beverages. For this study, a neural network (NN) used to classify the sources of indoor air pollution is embedded into the IAQMS only. Therefore, this study would like to suggest that the NN should be embedded onto the microcontroller for future research. If the classifier is embedded onto the microcontroller, the IAQMS could operate as a stand-alone device, which would enable the IAQMS to send an alert to users (via short massage system (SMS)) if the air quality level in the observed room changed to a "bad" or "hazardous" level.
