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I. Introduction 
Human action recognition has been one of the important research areas of both computer vision 
and machine learning for more than ten years. Because it has a lot of potential applications such as 
surveillance systems, human-computer interaction and sports video annotation [1-5]. Initially, 
human action recognition approaches take a number of frames from videos in order to extract a set 
of features such as 3D-SIFT [6], extended SURF [7] and HOG3D [8], Space Time Interest Points 
(STIPs) [9], and optical dense trajectories [10]. Recently, deep learning architectures are used in 
order to replace the feature engineering step with an automated process. In this paper, we use 3D 
Convolutional Neural Networks (CNNs) as a feature extractor method based on spatial and temporal 
dimensions. Extracted features were classified by support vector machines algorithm. Our proposed 
system is trained and evaluated on KTH dataset (Fig. 1) which consist of 6 action classes (boxing, 
hand-waving, handclapping, jogging, running and walking) performed by 25 actors and includes a 
total of 599 videos [11,12]. 
 
Fig. 1. An overview of KTH action recognition dataset [13]. 
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Recently, deep learning approach has been used widely in order to 
enhance the recognition accuracy with different application areas. In 
this paper, both of deep convolutional neural networks (CNN) and 
support vector machines approach were employed in human action 
recognition task. Firstly, 3D CNN approach was used to extract 
spatial and temporal features from adjacent video frames. Then, 
support vector machines approach was used in order to classify each 
instance based on previously extracted features. Both of the number 
of CNN layers and the resolution of the input frames were reduced to 
meet the limited memory constraints. The proposed architecture was 
trained and evaluated on KTH action recognition dataset and 
achieved a good performance. 
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II. Related Works 
A. Single layered action recognition 
Authors in [14] have combined both motion history image (MHI) and appearance information for 
human actions recognition task. The first feature is the foreground image, obtained by background 
subtraction. The second is the histogram of oriented gradients feature (HOG), which characterizes 
the directions and magnitudes of edges and corners. SMILE-SVM (simulated annealing multiple 
instance learning support vector machines) has been used as a classifier. In [15] global features and 
local features collected to classify and recognize human activities. The global feature was based on 
binary motion energy image (MEI), and its contour coding of the motion energy image was used. 
Whereas for local features, an object's bounding box was used. The feature points were classified 
using multi-class SVM. In [16] Trajectory-based approached has been used by tracking of joint 
positions on human body to recognize actions. Wang et al. [17] used dense optical flow trajectories. 
HOG, HOF and MBH (motion boundary histogram) around the interest points were computed. Both 
of Harris3D detector [18] and the Dollar detector [19] are also examples of the optical flow-based 
approaches. In [20], space-time interest points are detected using the Harris3D detector, and 
assigned labels of a related class by Bayesian classifier. The collected features and labels are used by 
PCA-SVM classifier in order to recognize the action class. Authors in [21] employed optical flow 
and foreground flow to extract shape-based motion features for persons, objects and scenes. These 
feature channels were inputs to a multiple instance learning (MIL) framework in order to find the 
location of interest in a video. In [22] 3D optical flow from eight weighted 2D flow fields has been 
constructed to implement a view-independent action recognition. 3D Motion Context (3D-MC) and 
Harmonic Motion Context (HMC) were used to represent the 3D optical flow fields. By taking into 
account the different speed of each actor the (3D-MC) and (HMC) descriptors were classified into a 
set of human actions using normalized correlation. Authors in [23] represented the actions by a 
sequence of prototypes. The prototype is based on a shape-motion feature. K-means used in order to 
build a hierarchical tree of prototypes which is used in the generation of a sequence. The prototype 
is matched efficiently with the tree by using FastDTW algorithm. Standard hidden Markov models 
are also widely used for state model-based approaches in [24-26]. In [27], a n HMM is used to 
recognize human actions. In [28], a discriminative semi-Markov model approach is utilized with a 
Viterbi-like dynamic programming algorithm in order to solve the inference problem. 
B. Hierarchical action recognition 
In [29] a propagation network (P-net) based hierarchical approach has been used for concurrent 
and sequential sub-activities. In [30] a four-layered hierarchical probabilistic latent model is 
proposed. The spatial-temporal features are extracted and clustered using hierarchical Bayesian 
model to form basic actions. Then, LDA based hierarchical probabilistic latent model with local 
features is used to recognition the action. In [31] a four-level hierarchy is proposed where the actions 
are represented by a set of grammar rules of spatial and temporal information. 
III. Convolutional Neural Networks 
CNN has a wide application area which includes robotics, computer vision and video 
surveillance. By using CNN approach, feature extraction can be done automatically with more 
accurate results compared with the traditional approaches. Another important advantage of CNNs is 
reducing the connections and parameters used in the artificial neural model which makes them easier 
to train [32]. A typical CNN is composed of multiple convolutional layers and optional pooling 
layers [33]. 
A. Convolutional layer 
Convolutional layers are used as a feature extractor which receives N feature maps as input. Each 
feature map will be convolved using a shifting window with a K x K kernel in order to produce the 
one pixel in one output feature map [33]. 3D convolutional layers can be used in order to capture the 
motion information from multiple stacked frames [34]. The value of the kth 3D feature map for the 
fırst convolutional layer can be given by (1) and (2). 
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where 1W is the filter weights, x is the input frame, 1b is the bais, * is the 3D convolution operation 
and σ is the activation function used at current convolutional layer. 
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where j
W
is the filter weights, j
b
is the bais, and σ is the activation function used at current 
convolutional layer. The model is trained using a proper algorithm in order to learn its parameters. 
Both of 2D and 3D convolution operations are shown below in Fig. 2 and Fig. 3 respectively.  
  
Fig. 2. Example of a 2D convolution [34]. 
   
Fig. 3. Example of a 3D convolution [34]. 
Due to the local-connectivity and shared-filter architecture provided through the convolutional 
layers, CNNs have fewer connections and parameters compared with traditional feed-forward neural 
models [32]. 
B. Pooling layer 
The goal of the pooling layer is to reduce the spatial size of the representation which is more 
robust to small variations in the location of features in the previous layer [35].  
IV. Support Vector Machines 
Support vector machine (SVM) is a statistical machine learning algorithm which is selected in this 
study because it can perform well even if the training data is small or has a high dimensional space 
[36-38]. The main idea behind SVM is finding the optimal hyperplane separation of the dataset. For 
a given dataset A {( 11
y,x
),( 22
y,x
),...( nn
y,x
)} where 
ix  
nR  ; iy 1 where i represents a label 
associated with each action in our dataset. We can write the set of all hyperplanes as (3) and (4). 
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11  ii y;bxw   
maximizing the distance between the hyperplanes requires minimizing
w
. Therefore, this is an 
optimization problem and can be written as (5). 
1)(:  bxwytosubjectwMinimize i   
V. Proposed System 
In this study, we use 3D CNNs in order to extract features from stacked video frames. First one 
uses stacked frames as input whereas the second one uses the dense optical flow component (Table 
1) between two consecutive frames using Farneback algorithm [44].  
Table 1.  Different actions with each correspondence dense optical flow 
Action class Example Frame Dense Optical Flow 
Hand-clapping 
  
Hand-waving 
  
Walking 
  
Jogging 
  
Running 
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Action class Example Frame Dense Optical Flow 
Boxing 
  
 
We use the SVM approach in order to classify actions from the extracted features. The 
architecture of our network is summarized in Fig. 4. In order to reduce the overfitting problem, our 
architecture makes use of a dropout technique where the output of each hidden neuron will be set to 
zero with probability 0.5. That is, “dropped out” neurons will not contribute in forward phase or the 
back propagation.  
 
 
 
Fig. 4. Proposed (CNN) architecture for human action recognition 
 
Our SVM classifier uses RBF-kernel which is given by (6). 
0,)(exp),(
2
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Kernel functions are used in order to map the dataset to a higher-dimensional space and giving a 
better performance of our SVM classifier. 
VI. Experimental Results 
The experiment was conducted in a virtual environment (Ubuntu OS) on Intel i5 machine with 
12 GB of RAM. We use a virtual environment because most of the used libraries were prepared for 
Linux platform. We test our method on KTH dataset: 70% used for training and 30% used for 
testing. Firstly, each frame is re-sized to 80x60 resolution. We use Open CV library in python to 
extract dense optical flow by using Farneback algorithm. We extract a total of 15 frames for each 
instance. We use keras library in python to implement the deep learning part. We applied L2 
normalization after the feature extraction by CNN. As shown in Table 2, we use the confusion 
matrix of the system in order to evaluate the recognition performance for each action in KTH 
dataset. A confusion matrix consists of four categories: True positives (TP) refer to instances 
correctly classified as positives. False positives (FP) represent the negative instances incorrectly 
classified as positive. True negatives (TN) refer to negative instances correctly classified as 
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negative. Finally, false negatives (FN) represent the positive examples incorrectly classified as 
negative. 
Table 2.  Confusion matrix 
 Predicted Class 
Positive Negative 
A
ct
u
a
l 
C
la
ss
 
Positive TP FP 
Negative FN TN 
 
We also calculate, precision, recall and f-measure values for each action class (Table 3) by (7), (8), 
and (9). 
FPTP
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
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Table 3.  Precision, recall and f-measure results for different actions 
Action class Precision (%) Recall F-measure 
Hand-clapping 0.88 0.93 0.90 
Hand-waving 0.95 0.92 0.94 
Walking 0.92 0.97 0.94 
Jogging 0.83 0.80 0.82 
Running 0.92 0.88 0.90 
Boxing 0.96 0.92 0.94 
 
Fig. 5 notice that the most confusion is between jogging and running. Whereas the best results 
achieved with walking class. 
 
 
Fig. 5. Confusion matrix for the KTH dataset using our approach 
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In order to compare our approach with the other previously proposed approaches, we calculate the 
overall accuracy of our proposed system by (10). 
)( FPFNTNTP
TNTP
Accuracy



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where TN, TP, FP and FN represents the number of true negatives, the number of true positives, the 
number of false positives and the number of false negatives, respectively.  
From Table 4. we notice that our approach has achieved a good performance compared with [11] 
[13][19][42][43]. Other approaches [39][40][41], however, have achieved a better performance. 
Table 4.  Comparison different 3D CNN-based approaches 
Method Accuracy (%) 
Set up method used 
for the training set 
Liu & Shah [39] 94.16 Leave-one-out 
Schindler & Van Gool [40] 92.70 Leave-one-out 
Jhuang et al. [41] 91.70 Split 
Our approach 90.34 Split 
Nowozin et al. [13] 87.04 Split 
Neibles et al. [42] 81.50 Leave-one-out 
Dollar et al. [19] 81.17 Leave-one-out 
Schuldt et al. [11] 71.72 Split 
Ke et al. [43] 62.96 Split 
 
VII. Conclusion 
In this study we used support vector machines approach for human action recognition task. We 
propose to use a 3D CNN approach in order to extract spatial and temporal features from adjacent 
video frames with 80x60 resolution. The proposed architecture is trained and evaluated on KTH 
action recognition dataset and achieved a good performance. As a future work, we are planning to 
use a weighted ensemble learning approach which integrates both of support vector machines and 
logistic regression in order to classify human actions from 3D CNN based extracted features. 
Moreover, a genetic algorithm based approach will be used to optimize the weights of the ensemble 
learner. 
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