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In this dinner speech I will first give you a touch of history. Then follow 
some personal experiences. My mathematical dish consists of a small piece of 
recent coding theory. I conclude with a few thoughts about he linear algebra 
of the past 25 years. 
I follow Walter Ledermann in his 1986 London Mathematical Society 
Popular Lecture, on videotape, entitled: "The Rise and Fall of Matrix 
Algebra." Ledermann gives an excellent description of these events; however, 
as you will see, I am a bit more optimistic than his title suggests. For linear 
algebra Ledermann distinguishes three periods of domination: the first period 
(1693-1930) is dominated by determinants, the second (1930-1950) by 
matrices, and the third (1950-now) by vector spaces. Why 16939 Because 
then the first determinant-type expressions were introduced, by the famous 
mathematician Leibniz (who 10 years earlier had been at the basis of 
differential and integral calculus as well). Among the founders of matrices, 
around 1850, were Cayley and Sylvester. The term matrix comes from 
Sylvester, who gave the meaning of this Latin word (the mother-animal 
intended for breeding) the following remarkable interpretation: "A matrix is a 
rectangular array of terms, out of which different systems of determinants 
may be engendered, asfrom the womb of a common parent." It is important 
to notice that matrices are then mathematical objects in their own right, and 
no longer derived notions such as linear substitutions (el. Frobenius and 
Jordan). A[}er the year 1900 matrix calculus developed, and in 1930 it was 
exposed by Schreier and Sperner in an excellent textbook, translated in the 
Chelsea edition as Introduction to Modern Algebra and Matrix Theory. 
In the same year also the famous two-volume book by van der Waerden 
appeared, about (abstract modern) algebra, based on lectures by Artin and by 
Noether. In the title of Chapter 15 in Volume 2 I saw the term linear algebra 
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for the first time, presented here as part of an immense building of algebra. 
The two volumes have been very influential for the scientific progress in 
algebra. But for linear algebra  certain tension between matrix calculus and 
the more abstract theory of vector spaces developed. 
Let me illustrate this by the problems which arose in teaching. School 
mathematics began to suffer under false preachers who claimed that "'we can 
forget about solid geometry, now that we have linear algebra.'" This of course 
was a misunderstanding, to put it mildly. But fortunately there were correc- 
tors such as Kaplansky, whose Linear Algebra and Geometry (Chelsea, 1970) 
helped to dissolve the tension, to restore solid geometry, and to give linear 
algebra its proper place. I shall come back to this point later and indicate how 
a positive development replaced the tension by a harmonious equilibrium and 
collaboration between matrix calculus and abstract theory. 
But let me first mention some personal experiences. I never learned 
linear algebra in a regular university course. It was too early; life was still 
determinantal. 1 will tell you how I first heard about linear algebra (as a 
student), how I first used it (in my thesis), and how I finally learned it (by 
teaching). 
In 1937 1 entered the University of Leiden as a freshman in mathematics. 
My good old friend N. G. de Brnijn drew my attention to an extra course for 
all years, for all levels, given by the brilliant young lecturer Kloosterman, 
under the title: "Linear Operators in Hilbert Space." Thus, here was yon 
Neumann algebra, way before ordinary matrix calculus! It may have been an 
unusual detour, and I did not gain much solid knowledge, but the course 
certainly gave me a good taste for mathematics; I am still grateful for that. At 
this conference I learned that I share this experience with others. So perhaps 
this is the right way to introduce our subject? 
Ten years later (there was only a war in between!) I was preparing my 
thesis: a huge combinatorial problem in geometry, with many cases, subcases, 
and subsubcases. Scared to forget subcases, I found a grip in matrix calculus. 
It is interesting to observe that this old geometer felt more at ease with 
matrix calculus than with the so-called geometric reasoning. Later the sym- 
metric matrices with entries +1 and -1 which 1 used turned out to be 
important as the + adjacency matrices of graphs. But in the fifties, graph 
theory hardly used any linear algebra. So I studied statistics, with more 
sophisticated methods, and through the work of R. C. Bose and Alan 
Hoffman I found my way. Later I noticed that much more linear algebra was 
involved in combinatorics, uch as root systems in configurations and finite 
groups and linear algebra over finite fields in coding theory. And still, 
whenever I encounter a symmetric matrix over the reals, I interpret it as the 
Gram matrix of a set of vectors in a space with an inner product of the 
appropriate signature. 
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In 1950 I got a job as an instructor at the Technical University of Delft. It 
was there that I finally learned linear algebra, in the best way possible: by 
teaching. The young professor N. G. de Bruijn initiated the replacement of 
old-fashioned analytic geometry by linear algebra, to the benefit of engineer- 
ing mathematics. For advice on his plans he turned to H. Hopf at ETH 
Ziirieh. He was supported in his revolutionary ideas by certain (but not all) 
engineering departments. It was in this stimulating environment that, finally ~, 
I learned the subject. 
In every address to a mathematical udience there should be a little 
mathematics. Thus, I will indicate to you something about a hot item in the 
coding theory. The scene is linear algebra over a finite field or over a finite 
ring, say modulo 2 (over the binary field 7/, 2) or modulo 4 (over the 
quaternary ring 7/4), respectively,. In such a linear algebra a code simply is a 
subset of vectors, and the code can be linear or nonlinear. Codes are used for 
the correction of errors in communication. 1 quote: 
Error-correcting code technology is nowadays as common as 
compact discs; it's what allows your favorite Mozart or Madonna 
CD to play perfectly even though your cat's been clawing the disk. 
Coding theorists have known for decades that nonlinear codes 
of a given length can have more code words than their linear 
counterparts. 
I will now demonstrate by use of my bare hands (by lack of blackboard and 
overhead) the connection between a bina U square with Hamming distance 
and a quaternary square with Lee distance: 
Think of the plane; Hamming 0(u, v) Think of unit circle in C; Lee 0(u, v) 
= number places with different coordinates. = 1 tbr neighbors, 2 for opposites. 
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"Squaring the circle" is performed by an easy map, called the Gray map, 
from 7/4 with Lee 3 onto 2rgz with Hamming 3, which is isometric. This also 
induces an isometry between 
(7/22=; Hamming) Gray (7/~; Lee), 
involving the Galois field GF(22") and the Galois ring GR(4n). What is the 
use of this? Let me give some examples. For length 16 and minimum 
distance 6, linear binary codes have at most 128 code words. But the 
nonlinear binary Nordstrom-Robinson code with these parameters has 256 
code words. This NR code provides better possibilities to carry information, 
but it is more difficult to handle as a binary code. However, the NR code is 
linear in disguise since by the Gray map it corresponds i ometrically with a 
linear code over 7/4 (known as the octacode). Similarly, there exist nonlinear 
binary Kerdock codes and Preparata codes which are linear in disguise (when 
viewed as codes over 7/4). It turns out that there exist pairs of linear codes 
over 7/4 which are perpendicular, hence easy to handle, whereas their binary 
counterparts had puzzled coding theorists for a long time. 
The present discovery of "straightening out nonlinear codes" is due to R. 
Hammons, V. Kumar, R. Calderbank, N. Sloane, and P. Sol~ (mostly mathe- 
maticians from industrial laboratories). Their work will appear in the IEEE 
Transactions in Information Theory. I took the present indications and 
quotations from an article with the above title which appeared in the AMS 
publication What's Happening in the Mathematical Sciences, Volume 2, 
(1994, pp. 37-40). 
Let us draw some conclusions about he linear algebra of the last 25 years. 
I claim that a harmonious equilibrium in linear algebra has been established. 
After the dominance by determinants, by matrices, and by vector spaces, now 
a sound equilibrium and collaboration between the abstract and concrete, 
between the pure and the applied came about. The stage was set by people 
such as N. G. de Bruijn, j. Egervary, j. s. Frame, A. j. Hoffman, and 
G. Polya, all pure mathematicians with a feeling for the use of abstract 
mathematics in concrete situations. The prototype for the mathematical 
engineer was Simon Stevin from Brugge, who in the year 1600 founded an 
engineering school at Leiden University. It was the Dutch Prince Maurits 
who initiated this, since he needed engineers for military and commercial 
reasons. By the way, this also explains the existence of special Dutch names 
for certain mathematical notions, such as wiskunde and meetkunde. 
The development of the present sound equilibrium for linear algebra was 
guided by mathematical journals, in particular by Linear Algebra and Its 
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Applications, founded in 1968 by A. J. Hoffman, A. S. Householder, A. M. 
Ostrowski, and O. Taussky Todd, under Editors-in-Chief Alan Hoffman, 
Hans Schneider, and Richard Brualdi. These Editors were dedicated to a 
fundamental influence of pure mathematics and at the same time to the 
concrete working-out of practical problems. They follow and stimulate the 
scientific developments of our subject. A good example is Linear Algebra and 
Its Applications, Volume 192 (1993), a special volume about computational 
linear algebra. 
Our present host, ILAS, is the institution which is dedicated to these 
evaluations. This is a good occasion to thank both the Journal and the Socie~, 
for their efforts on behalf of our common subject: linear algebra. 
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