In this paper, stability conditions for distributed control problems are derived under general integral quadratic constraints to achieve quadratic performance. These results take the form of coupled LMIs, and the multipliers are specified by the underlying integral quadratic constraints to model interconnections between the subsystems. It is further shown that these stability results can be exploited for distributed controller synthesis in a similar way to the gain-scheduling controller design in the LPV systems. The main contribution of this paper is to unify previous stability results in one general framework of Integral Quadratic Constraints (IQC) analysis and provide lower dimension controller synthesis conditions.
system theory. These results were further extended in [1] , [5] , [14] to distributed systems over an arbitrary graph under various communication conditions. Specifically, the results take the form of a set of coupled linear matrix inequalities, where the particular design variables for the LMIs are shaped by the interconnections. It should be pointed out that these stability results can be explained in the general framework of dissipativity theory [15] , and are related to the integral quadratic constraints (IQC) [16] analysis methods, since the interconnections are generally modeled as IQCs. This distributed control theory has recently been applied to the control of large-scale irrigation networks in Australia [17] and the performance is compared to standard centralized and decentralized control techniques. It was shown that distributed controllers achieved similar performance to centralized controllers and significantly better error propagation performance than simple decentralized feedback controllers. Since the computational cost and the infrastructure cost for decentralized control does not scale well with the number of subsystems, the distributed control appears to achieve an acceptable trade-off between performance and complexity.
The objective of this paper is first to characterize the stability conditions for distributed systems with IQC constraints, and then to introduce a distributed controller design method using topological structures and the property of the interconnections. The main contribution of our approach is to unify the stability results that first appeared in [1] in one general framework of IQC analysis. This analysis is similar to what was proposed in [18] , [19] . However, here there is much more emphasis on the communication constraints between subsystems and the decoupled stability conditions. Although stability conditions are available for the global system when it is seen as a single system, these results are not directly applicable to distributed control design. In this paper, we show that distributed stability conditions exist for some IQCs that can be modeled by a set of multipliers. These distributed stability conditions can be later utilized for distributed controller synthesis. Another important contribution of the present paper is to relate distributed control under communication constraints to the well-developed results in the literature of gain-scheduling techniques for linear parameter varying (LPV) systems [19] , [18] . Establishing and explaining the relations between distributed control and LPV is important as it opens the way for using in distributed control problems the results from the well-established field of LPV. Geometrically, the stability results can be interpreted from a graph separation point view ( [20] , [21] [22] ) following a similar proof as in [19] . As for synthesis, based on a recently extended elimination lemma in [23] , the synthesis inequalities turn out to be convex in all variables, including the scalings [24] . It is also worth mentioning that in [1] the dimension of the controller n K ij = 3n ij for the synthesis condition, while here we show that if the dimension of the distributed controller is greater than or equal to the associated interconnected signals for the plants, i.e, n K ij ≥ n ij , there exist distributed controllers to guarantee the global control performance.
The paper is organized as follows: We begin with some mathematical preliminaries and in section II, the distributed system models are introduced. Section III is devoted to analysis of stability and performance of the distributed systems under various interconnections. In Section IV, we derive distributed controller synthesis results and some concluding remarks are made in Section V.
Notation. The set of real number is denoted by R, the nonnegative reals by R + . R n×m is the set of n×m matrices.
The transpose(complex conjugate transpose) of matrix M is denoted by M T (M * ). We use R n S to denote n × n real symmetric matrices. If M ∈ R n S , then M > 0(M ≥ 0) indicate M is positive definite (positive semidefinite) matrix, and M < 0(M ≤) denotes negative (negative semidefinite) matrix. For any matrix P , ker(P ) stands for the null space of the linear operator associated with P . The inertia of a symmetric matrix A is the ordered triple in(A) =
is the number of positive, negative and zero eigenvalues of A, all counting multiplicity. A block diagonal matrix with X k , . . . , X l is denoted diag k≤i≤l X i = diag {X k , . . . , X l }; if e 1 , . . . , e L are elements of sets E 1 , . . . , E L , cat k≤i≤l e i will designate the elements (e k , . . . , e l ) ∈ E k × . . . E l when 1 ≤ k ≤ l ≤ L. We will sometimes write diag i and cat i instead of diag 1≤i≤L and cat 1≤i≤L .
The Euclidean norm of a vector x ∈ R n is denoted by x = (x T x) 1/2 . The space of square integrable n-
this is abbreviated as L 2 when n is clear from context or not relevant. The Fourier transform of a L 2 function f is denoted asf (jω). The norm of an L 2 signal and the induced norm of an operator on L 2 is denoted by · , so for an operator F :
Note that all real-valued static LTV operators are self-adjoint.
II. PROBLEM FORMULATION

A. Problem Formulation
In this paper, we will concern ourselves with systems formulated as follows. The global system consists of an assembly of L subsystem G i , i = 1, . . . , L connected arbitrarily. Each subsystems G i is captured by the following state-space equations:
where
is the performance associated with G i , while v i and w i are the overall interconnection signals used by G i . For each given i, v i , w i is further partitioned into v ij , w ij respectively. v ij , w ij are n ij -dimension interconnection signals for subsystems G i , G j . We use an operator ∆ ij to model the input-output relationship for the interconnection between subsystem G i and G j , such that,
In this model, w ji is the input signal and v ij is the output signal for the communication channel from G j to G i ;
on the other hand, w ji is an output signal for subsystem G j , transmitted from subsystem G j to subsystem G i and and can be regarded as an input signal v ij for subsystem G i . For example, the simplest case could be, w ji = v ij which is called perfect interconnection since the input signal w ji transmitted from G j to G i is perfectly recovered. 4 The signals considered in this paper are square integrable, i.e, L 2 . Let ∆ ij : L 2 → L 2 be an operator to model the interconnection between subsystem i and j. The signal subspace defined by ∆ ij is W(∆ ij ),
If we denote v = cat i v i , where each v i can be further partitioned as v i = cat j v ij . For the global system,
Note that the dimension of v ij , v i and v are n ij , n i and N where
Based on the state space representations of G i , the state space representation of the global system can be described as follows:
and the permutation matrix are chosen such that
T T , all other matrices in (5) are diagonal matrices. Note that, although the system matrices and the operator ∆ for the global system have a diagonal structure, the subsystems are coupled by the permutation matrix P in (6) for interconnection signals v and w. The signal space for for v, w can be described as
For the state-space representation of the global system (5), we represent its transfer function as follows:
which has been partitioned to conform with the vector (v, d).
In this paper, if the system (5) is internally stable independently of the uncertainty of the interconnections ∆ ij (9) , it is defined as well-posed and stable.
Definition 2.1: The interconnected system consisting of subsystems (5) and the interconnection constraints (9) is said to be well-posed and stable if the map (I − ∆P G 11 ) has a bounded inverse on L 2 , for any choice of ∆ specified.
Finally, we will say that the global system G is contractive if it is stable and z < d for all d ∈ L 2 and all interconnection ∆ ij .
III. STABILITY ANALYSIS FOR DISTRIBUTED SYSTEMS
The main idea here is to first use Integral Quadratic Constraints (IQC) to model the interconnection operator ∆ ij . The performance under the integral quadratic constraints for the internal signal v, w can then be casted as an unconstrained quadratic optimization problem. For the LTI system, the stability results admit a LMI formulation.
Generally speaking, the stability results for the global system can not be used directly for distributed controller design. Based on these results, we shall utilize the structure information dictated by the permutation matrix P for distributed controller synthesis. By restricting our analysis to a particular set of multipliers for the IQCs, we can derive distributed stability conditions for each of the subsystems to guarantee global performance.
We will need the following definition of Integral Quadratic Constraints.
A. Stability Analysis for the Global System
Integral Quadratic Constraints (IQC) give useful characterizations of the structure of given operators. The IQCs are defined in term of quadratic forms which are defined in terms of self-adjoint operators. We will be particularly interested in the case when the operators are defined on the extended spaces
It is important to notice that IQC is defined on the Hilbert space H. 
We often call Π the multiplier that defines IQC. We will sometimes use the shorthand notation ∆ ∈ IQC(Π) to mean that ∆ satisfies the IQC defined by Π.
Depending on the particular application, both the frequency-domain and time-domain versions of IQCs are available.
, then Π can be taken as a transfer function satisfying Π(jω) = Π(jω) * . The condition in (11) reduces to
Definition 3.2: Let X, Y and Z be constant real matrices and let the full rank matrix
Note that, condition (13) can be represented as a frequency-domain IQC (12) when H is stable. For a stable operator H, we can recover a special kind of time-domain IQC.Precisely, the condition
is equivalently to condition (13) .
Many important properties of basic system interconnections used in stability analysis can be characterized by IQC's with proper multiplier Π. A simple example of multiplier is
where Π 1 defines a valid IQC for operators that have gain less than one. A collection of common used IQC's has been summarized in [16] .
Based on results on (D, G)-scaling [25] , the following linear time varying operators of fixed block and scalar operators can be equivalently represented by IQCs with proper constant multiplier Π's.
n , if the LTV operator δ is self-adjoint and contractive, then for any
• There is a contractive LTV operator,
A system is said to satisfy σ p -performance criterion over a set of disturbances if the system is well-posed, internally stable and its performance measurement z satisfies σ p (z, d) < 0.
The following theorem gives a sufficient condition for the system that satisfies the performance criterion σ p < 0 over a class of signals W which can be characterized by IQCs. Based on this theorem, the main stability result of this paper is derived.
Theorem 1: Suppose the operator ∆P in (6) is {X, Y, Z}-dissipative, then the interconnected systems (5), (6) satisfies σ p (z, d) performance (14) , if there exists symmetric matrix X T ∈ R m×m S , X T > 0, such that the following LMI holds true.
Proof 1: The proof can be found in [19] .
Remark 1: The operator ∆P used to model the interconnection v = ∆P w is characterized by several IQCs, σ w1 , σ w2 , . . . , σ wn . In this case the performance can be formulated as a convex feasibility problem over the set of IQCs via the lossless S-procedures, are both necessary and sufficient for proper multipliers to model those LTV contractive operators [25] . Geometrically, this sufficient part of proposition 1 can be proved via an separation of graph argument, and the inner matrix in (15) can be interpreted as a hyperplane to separate the graph of the linear time invariant system G and the graph of the time-varying interconnections operators ∆ [20] . The proof of the necessity part follows from the idea proposed in [26] to construct a causal destabilizing operator when strict separation of the two graph is violated. The scalar case δ, δ has been proved in [27] , [25] respectively. For the contractive operators listed in lemma 1, the above proposition is a LMI reformulation of the necessary and sufficient condition presented in [25] via an application of the KYP lemma to the LTI system (5).
B. Distributed Stability Conditions
In this section, we use IQCs to model the interconnection between subsystems. For each of the subsystems
The scaling matrix X ij is further partitioned into four n ij by n ij blocks as
The multipliers are chosen to model a set of interconnection operators such that the stability condition for the global system can be equivalently represented as a set of 'decoupled' stability conditions. In this way, it is possible to design distributed controllers for the global system to guarantee global performance.
We are now in a position to state our first analysis conditions regarding the distributed system with interconnections modeled by the a special set of IQCs.
Theorem 2:
The interconnected system is well-posed, stable and contractive if there exist symmetric matrices,
for all i = 1, . . . , L. where
Proof 2: The above theorem is a reformulation of the global performance condition from theorem 1 by utilizing the structural information of the IQCs and diagonal structure of the global system.
We now consider different IQCs that can be modeled by σ(P X ) in Theorem 2 by choosing different scaling matrices X ij to model the interconnection operator ∆ ij .
1) Perfect Interconnections:
Here we assume that ∆ i,j = I nij , ∀i, j, that is, at any instance t
In this case,
Suppose we choose for all
With the above parameterization, σ(P X ideal ) = 0 and the family of multipliers X ideal can be characterized by the following two sets
Proposition 1: The interconnected system (5), (6) is well-posed, stable and contractive for all ∆ ij = I nij if there exist symmetric matrices, 
In [1] , the signal space considered for the perfect interconnection case is the vector space R N instead of L N 2 . Note that when viewing the v ij (t) = w ji (t) as algebraic constraints in the vector space R N , the well-posedness of the above proposition need to be reevaluated (in R N ). Based on the matrix form S-procedure developed in [24] , [22] , the well-posedness condition in R N is also guaranteed by (30).
2) Directed Interconnection with ∆ ij = δ ij I nij : Let us now consider a new class of interconnected systems with ∆ ij = δ ij I nij and δ ij ≤ 1.
We are seeking a new IQC to model such interconnections. Suppose we parameterize the multipliers X ij by the following sets of matrices
In this case, it is straightforward to verify
Following similar arguments, we have the following propositions(2, 4). The sufficient part can be similarly proved as in Proposition 1, and the necessity part follows from the lossless-(D, G)-scaling theorem for LTV uncertainties.
The details of the proof are omitted because of space considerations, they can be viewed as reformulations of the (D, G)-scaling theorem for the distributed systems. This theorem renders the performance specification based on the interconnected uncertain systems to an explicit expression through the S-procedure, where the multipliers X ij are shaped by the structure and properties of the interconnection operator ∆ ij . Theorem 2 reflects the simple idea of topological separation of the graph generated via the LTI plant and the LTV uncertainty.
IV. DISTRIBUTED CONTROLLER SYNTHESIS CONDITIONS
The synthesis part of this paper follows the same lines of derivation presented in [1] , which are based on the extended elimination lemma. We want to point out that for the synthesis condition corresponding to Theorem 2 in [1] , n K ij = n ij is enough since the inertia constraints for the closed-loop system are satisfied if the conditions in (49), (50) are feasible and the multipliers are nonsingular. Now let us consider each of subsystems G i with control input u i and a measured output y i , in addition to the signals given in (1), such that
for all t ≥ 0 and i = 1, . . . , L. ∆ ji is an operator used here to specify the interconnection. In the rest of this paper, without loss of generality, we assume that D i yu = 0, ∀i. Similarly to the controller considered in the LPV literature, we are seeking controllers with 'similar' structure as the plant: another interconnected system K with subsystems
such that the closed loop system is well-posed, stable and contractive. In addition, we require n K ij = 0 whenever n ij = 0, which means that if there is no communication between G i and G j , there is no communication between controllers K i and K j , either.
The state vector for the subsystem x i c has size
Besides, since the controller K and the plant G share the same communication channel between each subsystem, we further require
.
Proposition 5:
There exist distributed controllers with state representation (36) with n K ij = n ij and interconnection ∆ ij = I such that the closed-loop system is well-posed, stable and contractive if and only if for all 
and
Proof 3: Notice that, the closed loop system for the individual subsystem with the controller described by (36) is linear in the controller's parameter Θ i with
If the elimination lemma from [23] (see appendix) is applied to each individual stability condition derived in Proposition 1 (30) for the closed-loop system , the necessity part follows instantly. The sufficient part follows using similar techniques to construct the extended multiplier for the overall interconnection w 13 and
Suppose P i C is nonsingular. Applying the elimination lemma 2 to the stability condition (30) of the closed-loop system, we have
Due to the zero block of Φ e , it is clear that this is the same as
The four zero block rows in the outer factors allow us to simplify this inequality to obtain (49). Inequality (50)
can be derived via similar argument with respect to P (30) is satisfied. For this, it is enough to show that
This result can be proved via lemma 3.
for all i ≥ j. Notice that for i = j, (X ij ) C ∈ κ 
, and 
VI. APPENDIX
The following result is basically an extension of the well-known elimination lemma to a quadratic matrix inequality. It is convenient for elimination of controller parameters from the synthesis conditions.
Lemma 2: Elimination Lemma [23] . Let P be a symmetric matrix with inertia in(P ) = (m, 0, n) and C ∈ R n×m .
The quadratic matrix inequality, 
choose S 3 = T , then (4) are satisfied with S 3 , S 2 specified above and R 2 , R 3 can be easily determined. 
and R 2 , R 3 can be easily determined.
