We illustrate the paradigm that various random objects defined in terms of random processes can be generated quite efficiently without actually 'running" or 'simulating" the defining random process. Examples include the generation of sums of independent random variables, of random trees, of random convex hulls, and of absorption times in finite Markov chains. A simple method with one design parameter is presented.
INTRODUCTION
Generating random variables is like creating chaos from nothing. It is the world in reverse: we are used to looking at data, creating models, estimating parameters, and molding data in terms of well-defined functions.
In all these endeavors, some degree of determinism is squee~ed out of random data, often at tremendous computational costs. The inverse process should thus be simpler as we create disorder, increase the temperature and descend into the hell of random objects. Computationally, it should thus be easier to create such random objects than to derive distributional and other information from existing random objects.
A random object (such as a random variable, a random vector, a random process, a random raph, a random set, and so forth) can be described in a myriad of ways. Consider for example a random variable X with a mixture density i=l where the pi's form a probability y vector, and the fi's are known densities. X can be generated as XN, where N is a random integer with P{N = i} = pi, and XN has density fN. The random integer N can be generated in time O(1) if we allow preprocessing, using either Walker's method (Walker, 1974 (Walker, , 1977 Kronmal and Peterson, 1979; Peterson and Kronmal, 1983) or the guide table method (Chen and Asau, 1974; Fiahman and Moore, 1984) . If, e.g., the ft's are normal densities with different means and variances, XN can thus be generated in constant time. Take now the reverse viewpoint:
given x, how fast can we compute~(z) (exactly, of course)? It seems that we cannot avoid a time complexity that grows at least linearly with n. Thus, deterministic information is dramatically more expensive than random variate generation for this distribution.
We did not have to work hard on the finite mixture example. Let us briefly exhibit an example in which random variate generation seems to be challenging even though the description of the distribution is simple. Consider a random variable X with a symmetric stable distribution of parameter a G (O, 2]: it is uniquely determined by its characteristic function p(t) = exp(-Itla). The computation of p(t) is trivial;
it seems difficult to beat. It was not until 1976 that we were even presented with an exact generator (see Chambers, Mallows and Stuck, 1976) . Later (see for example, Devroye, 1982 Devroye, , 1986 Fox (1990 Fox ( , 1991 or Fishman and Yarberry (1990) 
Collecting bounds, we note that the overall expected time is not greater than a constant times ( ) 1 + o(1) + e-c(log n)3i2 1 + 2ne-p(n-1) .
It suffices thus to establish that p~O and that e-~= 0(1).
But fn(z) = n2-" 
