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Resumen: La obesidad y el sobrepeso son unas patología que ha estado aumentando a un 
ritmo acelerado en las últimas décadas y ahora ha alcanzado proporciones epidémicas. 
Datos recientes sugieren que el 65% de los adultos tienen sobrepeso (índice de masa 
corporal > 25 kg m -2 ) y el 30% son obesos (índice de masa corporal > 30 kg m -2 ). 
Estas patologías se asocia con numerosas complicaciones metabólicas como Diabetes tipo 
2, Dislipidemia, Hipertensión, enfermedades cardiovasculares y varias formas de cáncer. 
Se postula actualmente que no todos los individuos que muestran fenotipos metabólicos 
de obesos y con sobrepeso tienen que considerarse como individuos patológicos. Un alto 
porcentaje  de los individuos estudiados que presentan estos fenotipos no muestran las 
complicaciones  metabólicas habituales. El objetivo general de esta investigación es 
desarrollar una metodología para la implementación de un operador inteligente en tarjeta 
de desarrollo que permita hacer una clasificación de individuos sanos y enfermos 
considerando los fenotipos metabólicos sobrepeso y obesos. El resultado de esta 
investigación es un protocolo de desarrollo de una aplicación que permita diagnosticar 
con un porcentaje aceptable de error los individuos  sanos y enfermos en los  fenotipos 
mencionados y además sirva como apoyo a los especialistas de la salud en el diagnóstico 
de este tipo de patologías.   
 
Palabras clave: Hipertensión, Operadores Inteligentes , Fenotipos Metabólicos.. 
 
 
Abstract: Obesity and overweight are a pathology that has improved and accelerated in 
the latest trends and has now reached epidemic proportions. The body mass index (body 
mass index> 25 kg m -2) and 30% are obese (body mass index> 30 kg m -2). These 
pathologies are associated with numerous metabolic complications such as type 2 
diabetes, dyslipidemia, hypertension, cardiovascular diseases and various forms of cancer. 
It is currently published that not all individuals who show metabolic phenotypes of obese 
and overweight are considered as pathological individuals. A high percentage of the 
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individuals studied who present these phenotypes do not show the usual metabolic 
complications. The general objective of this research is to develop a methodology to 
develop an intelligent communication. The result of this research is a protocol for the 
development of an application that can be diagnosed with an acceptable percentage of 
error by healthy and sick individuals in the phenotypes in which they are used and in 
which health specialists can be helped. the diagnosis of this type of pathologies. 
 




Las Redes Neuronales Artificiales, NNET 
(Artificial Neural Networks) están inspiradas en las 
redes neuronales biológicas del cerebro humano. 
Están constituidas por elementos que se comportan 
de forma similar a la neurona biológica en sus 
funciones más comunes. Estos elementos están 
organizados de una forma parecida a la que 
presenta el cerebro humano. (Olabe,  1998). Las 
ANN al margen de "parecerse" al cerebro 
presentan una serie de características propias del 
cerebro. Por ejemplo, las NNET aprenden de la 
experiencia, generalizan de ejemplos previos a 
ejemplos nuevos y abstraen las características 
principales de una serie de datos. Aprender: 
adquirir el conocimiento de una cosa por medio del 
estudio, ejercicio o experiencia. Las NNET pueden 
cambiar su comportamiento en función del entorno. 
Se les muestra un conjunto de entradas y ellas 
mismas se ajustan para producir unas salidas 
consistentes. Figura 1 NNET 
 
               
 
Figura 1Modelo NNET 
Fuente Caicedo y López 2009 
 
Las NNET son redes interconectadas masivamente 
en paralelo de elementos simples (usualmente 
adaptativos) y con organización jerárquica, las 
cuales intentan interactuar con los objetos del 
mundo real del mismo modo que lo hace el sistema 
nervioso biológico, (Olabe,  1998). Debido a su 
fundamentación biológica, las redes neuronales 
artificiales presentan un gran número de 
características semejantes a las del cerebro, por 
ejemplo, son capaces de aprender de la experiencia, 
de generalizar de casos anteriores a nuevos casos, 
de abstraer características esenciales a partir de 
entradas que representan información irrelevante, 
entre otros ejemplos. Debido a esto, las redes 
neuronales artificiales ofrecen numerosas ventajas 
y son aplicadas en múltiples áreas.  Dentro de las 
ventajas que las redes neuronales pueden ofrecer 
están: Aprendizaje Adaptativo. Capacidad de 
aprender a realizar tareas basadas en un entrena-
miento o en una experiencia inicial. Auto-
organización. Una red neuronal puede crear su 
propia organización o representación de la 
información que recibe mediante una etapa de 
aprendizaje. Tolerancia a fallos. La destrucción 
parcial de una red conduce a una degradación de su 
estructura; sin embargo, algunas capacidades de la 
red se pueden retener, incluso sufriendo un gran 
daño.  Operación en tiempo real. Los cómputos 
neuronales pueden ser realizados en paralelo; para 
esto se diseñan y fabrican máquinas con hardware 
especial para obtener esta capacidad.  Fácil 
inserción dentro de la tecnología existente. Se 
pueden obtener chips especializados para redes 
neuronales que mejoran su capacidad en ciertas 
tareas. Ello facilitará la integración modular en los 
sistemas existentes. La distribución de neuronas 
dentro de la red se realiza formando niveles o 
capas, con un número determinado de dichas 
neuronas en cada una de ellas. A partir de su 
situación dentro de la red, se pueden distinguir tres 
tipos de capas: 
  
En 1986, Rumelhart, Hinton y Williams, 
formalizaron un método para que una red neuronal 
aprendiera la asociación que existe entre los 
patrones de entrada y las clases correspondientes, 
utilizando varios niveles de neuronas (Hilera J, 
2000). 
 
Support Vector Machines o Máquinas de Soporte 
Vectorial (SVM) es una poderosa metodología para 
resolver problemas de clasificación no lineales, 
estimación de funciones y estimación de 
densidades que también ha llevado a muchos otros 
desarrollos recientes en los métodos de aprendizaje 
basados en kernel en general. A diferencia de las 
Redes Neuronales Artificiales, que utilizan el 
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principio de Minimización del Riesgo Empírico 
(ERM) durante la fase de entrenamiento, las SVMs 
se basan en el principio de Minimización del 
Riesgo Estructural (SRM), la cual ha mostrado un 
mejor desempeño que el ERM, puesto que 
minimizan un límite superior al riesgo esperado a 
diferencia del ERM que minimiza el error sobre los 
datos de entrenamiento. (Colmenares, 2009). 
Figura 2 modelo SVM 
 
                  
 
Figura 2 Modelo SVM 
Fuente Colmenares 2009 
 
 De acuerdo con la OMS (Organización Mundial 
de la Salud), la obesidad es una enfermedad 
crónica caracterizada por el aumento de la grasa 
corporal, que se asocia a un mayor riesgo para la 
salud. (Moreno,  2012). 
 
La clasificación actual de la obesidad propuesta por 
la OMS, (Moreno, 2012). está basada en el Índice 
de Masa Corporal (IMC), que corresponde a la 
relación entre el peso expresado en kilos y el 
cuadrado de la altura, expresada en metros 
(kg/m2). El efecto de la obesidad sobre la 
enfermedad coronaria depende en cierto modo de 
otras complicaciones que derivan de la obesidad, 
como resistencia a la insulina, la diabetes, la 
dislipidemia o la hipertensión arterial. Sin 
embargo, la obesidad ejerce un efecto en la 
mortalidad por cardiopatía isquémica incluso tras 
el ajuste por otros factores de riesgo 
cardiovascular. En un meta análisis de 57 estudios 
prospectivos sobre la influencia del IMC en la 
mortalidad, se objetivó que por cada incremento de 
5 kg/m2 del IMC por encima de 25 kg/m2 el riesgo 
de muerte por enfermedad aumentaba un 40%. 
Otra de las consecuencias de la obesidad es la 
insuficiencia cardiaca. El análisis de 5.881 sujetos 
del Framingham Heart Study demostró que el 
riesgo de insuficiencia cardiaca aumenta un 5% en 
los varones y un 7% en las mujeres por cada 
incremento de 1 kg/m2 del IMC, tras el ajuste por 
otros factores de riesgo. El objetivo general de esta 
investigación es desarrollar una metodología para 
la implementación de un operador inteligente (OI) 
en tarjeta de desarrollo (TD) que permita hacer una 
clasificación de individuos sanos y enfermos 
considerando los fenotipos metabólicos sobrepeso 
y obesos  El desarrollo está conformado en tres 
fases . En la primera se realiza la normalización de 
la base de datos y selección del OI inteligente y la 
TD utilizando el lenguaje Python. La segunda fase 
se desarrolla el OI, se prueba y valida en aplicación 
de escritorio. Finalmente se implementa el OI en 
tarjeta de desarrollo caso práctico: Clasificación de 
individuos sanos y enfermos con fenotipos 








Figura 3 Metodología de desarrollo   
Fuente los autores 
 
El Modulo 1 está formado por 3 etapas: La primera 
es la entrada de los datos que servirán en la 
investigación y se utilizaran en el desarrollo de la 
aplicación de escritorio para entrenar y validar. La 
segunda etapa es el preprocesamiento de la data 
donde se seleccionan variables a utilizar, se 
normaliza, se hace el escalamiento entre los valores 
de 0 y 1 y se seleccionan aleatoriamente los datos 
de entrenamiento y validación. La etapa 3 se 
selecciona el OI y la TD donde se implementara la 
aplicación. El modulo 2 consta igualmente de 3 
etapas: La primera asigna parámetros al OI, se crea 
el modelo y se procede a realizar el entrenamiento 
con el 30 % de la data. En la segunda etapa se 
simula el modelo de IO con el 70 % de la data y en 
la etapa 3 se calculan errores en el entrenamiento 
finalmente, el modulo tres valida los resultados del 
OI a través de las métricas estadísticas, grafica 
resultados de las mismas y finalmente se 
implementa el OI en la tarjeta de desarrollo.  
 
Para la implementación de esta metodología en esta 
investigación se utiliza la base de datos  del estudio 
de prevalencia del síndrome metabólico de la 
ciudad de Maracaibo denominada PSMEM, esta es 
única en cuanto a que combina entrevistas y 
exámenes físicos y constituye un importante 
estudio del Centro De investigación de la 
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Universidad del Zulia (LUZ) y tiene la 
responsabilidad de producir estadísticas vitales y 
de salud en el estado Zulia. Algunas de  las 
enfermedades, condiciones médicas e indicadores 
de salud que se encuentran en PSMEM son 
Anemia, Enfermedades cardiovasculares, Diabetes 
y enfermedades de las extremidades inferiores, 
Exposiciones Ambientales, Nutrición y Obesidad. 
Se  proponen dos modelos de OI: El primero una 
ANN con FFBP , la cual está formada por: una 
capa de entrada constituida por 53 neuronas, una 
por cada variable de entrada tomada de PSMEM. 
Una capa intermedia conformada por 8 neuronas 
asignadas a priori, (Ramírez C. 1997) ,  (Haykin S 
1999), (Cybenko G. 1989), activadas mediante 
funciones radiales φ(.), de carácter no lineal con 
sus centros gravitacionales propios y finalmente 
una capa de salida con dos neurona   cuyas  función 
de activación son de límite duro simétrico   φ(.) 
con respuesta 1 para obesos sanos y -1 para obesos 
enfermos . El algoritmo de entrenamiento utilizado 
es por lotes donde actualiza sólo los pesos y el 
umbral de la red después que el grupo de 
entrenamiento completo se ha aplicado a la red. Se 
suman los gradientes calculados en cada ejemplo 
de entrenamiento para determinar el cambio en los 
pesos y el umbral. El segundo Modelo es una SVM  
y para construirlo necesitamos dos parámetros 
adicionales: Gamma que es el parámetro de 
regularización, que determina el compromiso entre 
el ajuste del error de minimización y la suavidad, 
este se asigna como 10, y el sigma cuadrado que es 
el ancho de banda de la función gaussiana utilizada 
como kernel, este se asigna 0,2. 
  
Para la selección de de la tarjeta de desarrollo se 
realizo una tabla comparativa entre las diferentes 
características de las tarjetas de desarrollo en el 
mercado, esta se muestra en la tabla 1. 
 
Arduino es mejor para: proyectos de propósito 
simple. Por ejemplo, un sistema en el que el seca-
dor de ropas envía un mensaje de texto cuando 
estas están listas, o un sistema de video. Su uso es 
más práctico y mejor aprovechado para interactuar 
con objetos en el mundo real. Si la aplicación 
requiere conexión a Internet, tener un display 
multi-touch y completa automatización, el Arduino 
probablemente (Aranda F. 2011).  
 
Raspberry Pi es mejor para: proyectos que 
requieren interfaz gráfica o internet. Ya que sus 
orí-genes son educativos, es también mejor 
aprovechado para principiantes que buscan un 
proyecto de computación educativo de bajo costo. 
Debido a sus varias entradas y salidas, también 
tiende a ser una plataforma preferida para 
proyectos multimedia como el XBMC Media 
Center o un cen-tro de juego.  (Riaño, A 2014).  
 
Beaglebone es mejor para: proyectos que puedan 
necesitar más procesamiento y rapidez y para los 
cuales la plataforma Arduino puede ser limitada, 
pero también que  no exijan el procesamiento 
grafico  que solo la plataforma Raspberry pi puede 
ofrecer. Esta plataforma tiene puerto para conectar 
una amplia gama de sensores, es perfecto para 
proyectos avanzados con interfaz al mundo real. 
También para proyectos que se quieran 
comercializar, ya que el Raspberry pi tiende más 
hacia un ecosistema closed-source, es imposible 
hacer propias versiones del mismo, mientras que en 
esta plataforma se puede tomar las características 
más importantes y usarlas en un diseño propio. 
 
Se tomo la Raspberry Pi ya que la revisión 
documental de la literatura especializada reporta 
que el uso de esta  para proyectos que requieren 
interfaz gráfica o internet ya que sus orígenes son 
educativos, tiene ventajas en cuanto a sus varias 
entradas y salidas, también tiende a ser una 
plataforma preferida para proyectos multimedia 
como el XBMC Media Center o un centro de juego 








Procesador Atmega2560 ARM11 ARMv7 
ARM Cortex-A7 4 
núcleos   
ARM  
cortex –A8 
Reloj 16 Mhz 900 MHz 1Ghz 
RAM 8KB 1 GB LDDR2 




DDR3L @  800MHZ 
EEPROM 4KB  32KB 
Flash 256KB 2G SD memoria interna  
de 2GB eMMC 
 y ampliable  
por tarjeta  
micro SD 
Procesador Grafico 0 Video Core IV 
250 MHz 
SGX530 aceleradora 3D 
Voltaje de entrada 7-12V 5v 5v 









Ethernet 0  10/100 Mbps 1, 10/100 Mbps 
Salida Video 0 HMDI Micro HMDI 
Salida Audio 0 Stereo jack 3,5 
mm (análogo), vía 
HMDI 
Stereo vía hmdi 






Tipo client port 
Conector/camara 0 1 0 
 
Tabla 1 Comparación de características de tarjetas 




Los resultados posibles  se expresan en los 
términos representados en la tabla 2. Y los valores 
de los mismos en la tabla 3. Esto es: Primer caso, 
verdaderos positivos (VP), estos se consideran dos 
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casos, los clasificados como sanos y en realidad 
están sanos (SS) y los clasificados como enfermos 
cuando en realidad están enfermos (EE). Segundo 
caso  Falsos positivos representan los clasificados 
como enfermos cuando en realidad están sanos 
(ES) y sanos cuando en realidad están enfermos 
(SE). (Mandal 2015) 
 
            
VP  Verdaderos positivos
FP Falsos positivos
SS Clasificados como sanos y en realidad estan sanos 
EE Clasificados como enfermos y en realidad estan enfermos
ES Clasificados como enfermos y en realidad estan sanos
SE Clasificados como sanos y en realidad estan enfermos  
 
Tabla 2 posibles casos de clasificación. Fuente los 
autores. 
 
SS EE SS EE
88,70% 87% 91,20% 90,10%
ES SE ES SE




Clasificacion de los dos modelos 
VP
NNET






Tabla 3 Resultados de la clasificación por los dos 
OI. Fuente los autores. 
 
Se observa que los mejores resultados se obtienen 
con el OI  SVM ya que los VP representan el 
91,20%  (sensibilidad)  para los SS y 90,10% ( 
especificidad)  para los EE  comparándolos con los 
respectivos FP son menores que para el caso del OI 
NNET. 
 
Para la implementación de escritorio para ambos 
modelos se utiliza el software Matlab15, 
(Mathworks, 2015) específicamente para en el caso 
SVM se utilizar el Toolbox LS-SVM el cual es 




Fig 4. Secuencia de funciones del toolbox LS-
SVM. (Mathworks,2008) 
 
El primer paso es escoger el tipo de interface para 
la comunicación con las rutinas entre: funcional u 
orientada a objetos. El segundo paso es seleccionar 
los parámetros de ajuste adecuados (tunelssvm). El 
tercer paso es entrenar el modelo de LS-SVM 
empleando los parámetros anteriormente escogidos 
(trainlssvm).  (Flores . 2002). El cuarto paso es 
Simular el modelo con la data de validación y 
visualizar mediante un gráfico los resultados, 
cuando sea posible (plotlssvm). El toolbox de LS-
SVM está destinado principalmente al uso con el 
paquete comercial Matlab. La caja de herramientas 
Matlab se compila y se prueba para diferentes 
arquitecturas de ordenadores incluyendo Linux y 
Windows. La mayoría de las funciones pueden 
manejar conjuntos de datos de hasta 20.000 puntos 
de datos o más.  
  
A continuación se muestra del código fuente de la 
aplicación del clasificador en MatLab: La primera 
parte de la secuencia en MatLab corresponde a la 
carga de datos a partir de un archivo .txt contentivo 
de los datos de entrenamiento y los datos de 
prueba. 
 
>> % cargar dataset... 
>> datos = load('Datos PSMEM .txt'); 
>> X = datos (1:30,2:6) 
>> Y = datos(1:30, 1) 
 
A continuación, la aplicación debe establecer los 
valores de los parámetros gamma, sigma2 y el tipo 
de tarea (clasificador/estimación de funciones) a 
ejecutar. 
 
>> gam = 10; 
>> sig2 = 0.2; 
>> type = 'classification'; 
>> [alpha,b] = 
trainlssvm({X,Y,type,gam,sig2,'RBF_kernel'}) 
 
Luego de entrenar la SVM, se procede a su 
simulación para confrontar primero los datos de 
entrenamiento y luego los datos de prueba: 
 
>> Xt = datos (31:68,2:6); 




En la Figura 5, se muestran los resultados de 
clasificar los  patrones de entrenamiento, y se 
demuestra que los primeros casos fueron 
correctamente clasificados como enfermos (1) y los 
últimos  casos como sano (-1). 
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Fig. 5.  Clasificación de la data de entrenamiento. 
Fuente los autores  
 
Antecedentes de algoritmos en aplicaciones 
biomédicas. 
  
Algunos investigadores se han dedicado al estudio 
de los algoritmos de inteligencia artificial tanto en 
el estudio biomédico como en la implementación 
de minicomputadores (Chang, & Lin,  2011) 
Presentan el diseño y la implementación de una 
máquina de vector de soporte (SVM) sobre un 
dispositivo lógico programable (PLD).  La 
maquina es utilizada para solucionar el problema 
de la XOR la cual la implementaron sobre la tarjeta  
FPGA (ALTERA® FLEX10K) (Chongo 2016)  
[16]. Más adelante (Raponi, Bonnin (2011), 
plantearon la realización de un dispositivo de 
rehabilitación visual basado en sistemas embebidos 
del tipo ARM. Este proyecto lo realizaron 
utilizando la mini computadora Beaglebone Black ,  
para  adquirir  y  procesar  en  tiempo  real señales  
de  video  provenientes  de  una  mini-cámara  
portátil,  y generar  un  patrón  de  estimulación  
visual  que  brinde  un  cierto grado  de  
rehabilitación  a  personas  con  baja  visión 
Carignano F 2011, e-Health Sensor Platform: 
Diseño e implementación de una plataforma 
sensorial biométrica para diagnóstico de pacientes 
en tiempo real y otras aplica-ciones médicas. 
(Martin, 2014) [13]. , cuyo proyecto tuvo un gran 
avance en la biomedicina, quienes realizaron un 
dispositivo de apoyo en el diagnostico medico el 
permite a los usuarios realizar un monitoreo del 
cuerpo utilizando las tarjetas Arduino y 
Beaglebone black y 9 sensores. La diferente 
información obtenida por estos sensores se pueden 
utilizar para controlar en tiempo real el estado de 
un paciente o de obtener datos confidenciales con 
el fin de poste-riormente analizada para el 
diagnóstico médico  (McCarthy,  1956)  plantearon 
realizar el Aprendizaje progresivo basado en 
proyectos en el ámbito de la Ingeniería Biomédica: 
diseño, construcción y programa-ción de un ECG 
basado en un microcontrolador de (González M. 
2005).   
   
CONCLUSIONES. 
 
Se presenta el análisis de los resultados obtenidos, 
de la clasificacion arrojados por la NNET  y la 
SVM contrastados con los los valores  reales 
tomados de la base de datos PSMEM  . También se 
analiza la pertinencia e idoneidad del método 
empleado y hasta qué punto aporta unos resultados 
válidos y generalizables para el fin que se pretende.  
No existe un modelo clasificador mejor que otro de 
manera general. Así, para cada problema nuevo es 
necesario determinar con cuál clasificador se 
pueden obtener mejores resultados, y es por esto 
que han surgido varias medidas para evaluar la 
clasificación y comparar los modelos empleados 
para un problema determinado. Las medidas más 
conocidas para evaluar la clasificación están 
basadas en la matriz de confusión representadas 
por VP y FP, que se obtiene cuando se prueba el 
clasificador en un conjunto de datos que no 
intervienen en el entrenamiento. 
 
El desarrollo de herramientas informáticas para el 
soporte de las decisiones clínicas tiene especial 
relevancia en los sistemas de salud del mundo que 
enfrentan retos de atención a sus poblaciones, en 
especial en el ejercicio clínico individual del día a 
día, donde los médicos enfrentan barreras de 
tiempo, conocimiento y costos, por esta razón el 
desarrollo de aplicaciones que disminuyan costos a 
los sistemas de salud tiene especial importancia en 
cualquier país del mundo. Este trabajo es una 
apuesta interesante por desarrollar una 
aproximación paraclínica al diagnóstico de la de 
individuos sanos y enfermos con sobrepeso u 
obesidad, que hoy por hoy sigue siendo un reto 
clínico. La predicción en medicina es un deseo 
generalizado de los médicos clínicos y afinar las 
herramientas que ayudan al diagnóstico mediante 
métodos estadísticos tiene un valor que trasciende a 
la seguridad de los pacientes, y por este solo hecho 
todos los estudios y proyectos que se desarrollen 
deben direccionarse a  esta loable labor. 
 
Este trabajo representa en Colombia un interesante 
inicio de la aproximación paraclínica a través de 
las tecnologías que sin duda a medida que se vaya 
refinando en datos estadísticos y eventual 
reducción en el número de variables, pueda tanto 
ayudar a mejorar la certeza diagnostica en función 
de la sensibilidad y  como a aliviar los costos de 
exámenes innecesarios al sistema de salud. La 
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