The amount of information available on the Internet is currently growing at an incredible rate. However, the lack of eficient indexing is still a major barrier to effective information retrieval on the web. This paper presents the design of an intelligent agent for content-based indexing and retrieval of relevant documents from a large collection such as the Internet. The agent aims at improving the quality of retrieval by capturing the semantics of the documents. It performs the conventional keyword based indexing and introduces a thematic relationship between parts of text using Natural Language Understanding and a linguistics theory called Rhetorical Structure Theory. The agent described in this paper will be implemented and compared against several indexing systems. It is expected to produce a satisfactory improvement over existing techniques.
Introduction and Previous Work
Day by day, the Internet is becoming more accessible, computers are becoming faster, and memory is becoming cheaper. As a consequence, even more documents are placed on the web. The Internet is currently growing at 300% per annum and if it maintains its high development speed then retrieval of relevant information will become more of a crucial issue than what it is ioda, A lot of research has gone into developing retrieval systems on the web [ll, [21, [31. Despite all that, using current indexing techniques, it has been reliably estimated that on average only 30% of the returned items are relevant to the user's need, and that 70% of all relevant items in the collection are never returned [4] . These results are far from ideal considering the user is still presented with thousands of documents pertaining to a keyword query in milliseconds. Existing indexing techniques, mainly used by search engines, are keyword based. In other words, each document is representeld by a set of meaningful terms (also called1 descriptors or keywords) that are believed to express its content. These keywords are assigned some weights depending on factors such as their frequency of occurrence (i.e. using Boolean vector based, or probabilistic methods; see [5] , [6] , [7] ). The major drawback to keyword based methods is that they only use a small amount of the information associated with a document as the basis for relevance decisions. As a consequence, irrelevant information that uses a certain word in a different context might be retrieved or information where different words about the desired content are used might be missed. To achieve better performance, more semantic information about the documents needs to be captured. Some attempts at improving the traditional techniques using Natural Language Processing [SI, logic [9] and document clustering [lo] have offered some improvements.
The aim of the work presented in this paper is to design an intelligent agent for content based indexing which will enhance conventional keyword based techniques with computational and linguistic characteristics found in Rhetorical Structure Theory (RST) [ 111 and Natural Language Understanding (NLU). The agent will focus on capturing the content of the documents for accurate indexing and retrieval resulting in an enhanced recall. The agent is introduced in the next section followed by the conclusion and future work.
Description of the Agent
As previously pointed out, conventional indexing techniques suffer from the lack of keyword semantics. We propose to use those conventional techniques and introduce the notion of capturing the relationships between units of texts where keywords occur using RST. RST has previously been used for text generation [12], we will use it for text indexing. It represents a refinement to our indexing process because it determines the importance of a term occurrence and therefore excludes irrelevant keywords. After this initial 0-7803-6400-7/00/$10.00 02000 IEEE NLU to establish the role of the selected terms in a sentence.
With the growing number of the documents available to users and the advance in Internet technology, more robust and reliable document retrieval systems are necessary. There is a need to understand the content of a document, compare it with the meaning of the query and select it only if it is relevant. The intelligent agent presented here is concerned about the semantics, context and the structure of the documents in opposition to single term indexing. It indexes the content of the document through its three phases described below: keyword extraction, capturing the document linguistic structure and capturing the role of the selected keyword in the sentence where it occurs. For a better understanding of the agent's functionality, an article from The Scientific American will be used throughout the explanation of the different phases of the model.
Title: "Lactose and Lactase". Abstract: " Lactose is milk sugar, the enzyme Lactase breaks it down. For want of Lactase, most adults cannot digest milk In populations that drink milk, the adults have more Lactase, perhaps through natural selection".
1-Keyword Extraction
This technique is a basic keyword extraction technique, based on the term's frequency of occurrence. It operates as follows:
-Eliminate common function words form the document texts by consulting a special dictionary, or stop list, containing a list of high-frequency function words such as "and", "or", "but" etc.
-Compute the term frequency (tf) for all the remaining terms T in each document D, specifying the number of Occurrences of T in D. -Choose a threshold frequency Th, and assign to each document D all terms T for which tf > Th [2] . Let's take the above example consisting of the text entitled "Lactose and Lactase". After performing the initial keyword extraction and the appropriate weight calculations, a table resembling the one in figure 1 would result. According to the table, the document entitled "Lactose and Lactase" will be retrieved as an answer to a query about "milk" because the word "milk" appears as one of its most frequent keywords. This is not the case, the document does not discuss the subject of milk, it discusses topics that are related to milk. RST is a descriptive theory of a major aspect of organisation of natural text. It is a linguistically useful method for describing texts and characterising their structure. RST explains a range of possibilities of structure through comparing various sorts of "building blocks" which can be observed to occur in documents.
Using RST, two spans of text (virtually always adjacent, but exceptions can be found) are related such that one of them has a specific relation relative to the other. Some RST relations are presented in figure 2 . A paradigm case is a claim followed by an evidence for the claim. This essentiality is represented by calling the claim span a nucleus and the evidence span a satellite. The order of spans is not constrained, but there are more likely and less likely orders for all of the relations. Using the relations in figure 2 , the RST analysis of a text can be illustrated. The abstract has been broken into numbered units for analysis [ 
141.
The analysis process, presented in figure 3 , is intended to give a structured, definite way to state what some of the text content is. The analyst (generally called the observer in RST papers) is saying that the two units that explain the terms lactose and lactase ("Lactose is milk sugar" and "the enzyme Lactase breaks it down") are intended to facilitate the understanding of the rest of the text. 
Relation Name

RST in document indexing
Using conventional indexing techniques, documents are represented using keywords. Queries are also represented using keywords. For retrieval, a similarity computation is performed between the two sets of keywords and if they are sufficiently similar then the document is retrieved. These methods are term based, so documents that are not relevant but use a certain term are often retrieved. This is partly due to the lack of semantic relationships between different parts of texts.
Because RST provides an analysis for any coherent carefully written text, and because such an analysis provides a motivated account of why each element of the text has been included by the author. RST gives an account of textual coherence that is independent of the lexical and grammatical forms of the text. Therefore, it could be used for identifying relationships between the different units where certain keywords appear, stressing the importance of some and disregarding some. This could mean a major refinement to the number of documents retrieved resulting in an enhanced retrieval mecision.
"adult" for the reason that a contrast (and only a contrast) occurs between the sentences where the word appears (units 4 and 5) . A preliminary refinement is produced eliminating one keyword'. (See figure 4 for details) . However, The word "milk" is istill identified as a key term because of it:; frequency of occurrence. The RST analysis reports two relationships between the different occurrences of the word "milk", elaboration and background (see figure 3) . Also, "Lactase" is still not identified as a major part of the text's topic, it has a relatively low wleight so we need to process further. Using RS'T on its own is indeed an improvement but it is not sufficient to prove the document is not about milk. NLU is needed to clarify the rode of terms in sentences. These techniques aim at resolving ambiguity and determining the theme of the text through exploring the roles of certain terms in a text. By applying them to selected pieces of text in opposition to the whole document, considerable processing time is gained. In our example, NLU could be used for the first sentence ("Lactose is milk sugar") to confirm that the subject is indeed Lactase and not milk. Hence, the weight given to the word "milk" is decreased. Furthermore, NLU techniques are performed on the title identifying the term "lactase" as a subject term and its weight is increased. The final table would resemble the one below. The table truly represents the content of the text and is indeed a considerable refinement.
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Conclusion and Future work
In this paper, we have presented an intelligent agent for content-based indexing of documents in a large collection. It introduces an indexing method which is a combination of traditional keyword based techniques, a text description theory called Rhetorical Structure Theory and Natural Language Understanding. RST was created in the late eighties for text generation primarily, we propose to employ it for text indexing. Using RST, keywords and the weights assigned to them could be refined to produce better retrieval precision. Once RST is applied, NLU techniques are used on selected pieces of text (rather than the whole document) for additional refinement. This could involve some pre-processing time during indexing. This time might be saved during retrieval.
At the moment, the project is still at its conceptual level. Future work includes the development of some experiments based on different document topics and sizes. A comparative study on bigger collections will follow. The study will compare the results of the agent to other retrieval systems including the ones used by search engines. As the
