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THE TORSION IN SYMMETRIC POWERS ON CONGRUENCE
SUBGROUPS OF BIANCHI GROUPS
JONATHAN PFAFF AND JEAN RAIMBAULT
Abstract. In this paper we prove that for a fixed neat principal congruence subgroup
of a Bianchi group the order of the torsion part of its second cohomology group with
coefficients in an integral lattice associated to the m-th symmetric power of the standard
representation of SL2(C) grows exponentially in m
2. We give upper and lower bounds for
the growth rate. Our result extends a a result of W. Mu¨ller and S. Marshall, who proved
the corresponding statement for closed arithmetic 3-manifolds, to the finite-volume case.
We also prove a limit multiplicity formula for twisted combinatorial Reidemeister torsion
on higher dimensional hyperbolic manifolds.
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1. Introduction
The torsion in the cohomology of arithmetic groups has recently attracted new interest
from number theorists. Without aiming at completeness, we refer for example to [BV13],
[CV12], [Eme14] and [Sch13]. In this paper, we study the twisted cohomological torsion
quantitatively for a fixed principal congruence subgroup of a Bianchi group under a vari-
ation of the local system. Bianchi groups represent all classes of non-uniform lattices in
SL2(C) ; thus our result complements the study of this question for arithmetic lattices in
SL2(C) defined over imaginary quadratic fields done by Simon Marshall and Werner Mu¨ller
in [MM13] (where the authors give an equality for the asymptotic torsion size, while we
only get upper and lower bounds for the growth rate).
To state our main result more precisely, we need to introduce some notation. Let D ∈ N
be square-free and let F = Q(
√−D) be the associated imaginary quadratic number field
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with ring of integers OD. Let ΓD := SL2(OD). Then ΓD is an arithmetic subgroup
of SL2(C) which acts on SL2(C)/ SU(2) ∼= H3 and the quotient ΓD\H3 is a hyperbolic
orbifold of finite volume. If a is a non-zero ideal of OD, we let Γ(a) denote the principal
congruence subgroup of level a. This is a finite-index subroup of ΓD which is neat (i.e.
none of its non-unipotent elements have a root of unity as an eigenvalue, in particular it
is torsion-free) as soon as the norm N(a) is sufficiently large (N(a) ≥ 9 suffices). We shall
assume this from now on. Thus, Xa := Γ(a)\H3 is an arithmetic hyperbolic manifold of
finite volume. It is never compact and has finitely many cusps, whose number we shall
denote by κ(Γ(a)). For m ∈ N let ρm be the natural representation of SL2(C) on the
mth symmetric power V (m) := SymmmC2 of it’s standard representation on C2. Then
there exists a Z-lattice Λ(m) in V (m) which is preserved by ρm(ΓD) (one can simply take
Λ(m) = SymmmO2D).
Now one can form the integral cohomology groups H∗(Γ(a); Λ(m)) of the Γ(a)-modules
Λ(m). These are finitely generated abelian groups and thus they split as
H∗(Γ(a); Λ(m)) = H∗(Γ(a); Λ(m))free ⊕H∗(Γ(a); Λ(m))tors,
where the first group in this decomposition is a free finite-rank Z-module and the second
group is a finite abelian group. Moreover, H∗(Γ(a); Λ(m))free is a lattice in the real coho-
mology H1(Γ(a), V (m)). In this paper we are interested in the behaviour of the size of the
cohomology group H∗(Γ(a); Λ(m))) as m goes to infinity. First we note that
(1.1) dimH1(Γ(a), V (m)) = dimH2(Γ(a), V (m)) = κ(Γ(a)
for each m ∈ N. This is easy to verify, see for example section 4. On the other hand, we
will show that in degree 2 the size of the torsion part grows exponentially in m2 as m→∞
and we will specify the growth rate. More precisely, the main result of this paper is the
following theorem (we stated it for the lattices Λ(m) but we prove that the growth rates
are the same for any sequence of Γ(a)-invariant lattices in V (m)—see Proposition 7.3).
Theorem A. There exist constants C1(ΓD) > 0, C2(ΓD) > 0, which depend only on ΓD
such that for each non-zero ideal a of OD with N(a) > C1(ΓD) one has
lim inf
m→∞
log |H2(Γ(a); Λ(m))tors|
m2
≥ 1
2
· vol(Xa)
π
(
1− C1(ΓD)
N(a)
)
> 0(1.2)
and
lim sup
m→∞
log |H2(Γ(a); Λ(m))tors|
m2
≤ vol(Xa)
π
(
1 +
C2(ΓD)
N(a)
)
.(1.3)
Finally, we also have
|H1(Γ(a); Λ(m))tors| = O(m logm),(1.4)
as m→∞.
If the class number of F is one and O∗D = {±1}, we can take C1(ΓD) = 4 (this is
valid only for D = −7,−11,−19,−43,−67 and −163 by the Stark–Heegner Theorem).
We shall now briefly sketch our method to prove our main result. The main point in
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our case is to establish the lower bound on the torsion given in (1.2), i.e. to establish
its exponential growth in m2. Let us point out that there are two severe difficulties in
the present non-compact case which are not present in the case of compact arithmetic
3-manifolds mentioned above. Firstly, the use of analytic torsion as a main tool is more
complicated. Secondly, the real cohomology H∗(Γ, V (m)) does not vanish in our situation.
We shall now describe these issues in more detail.
As already observed by Nicolas Bergeron and Akshay Venkatesh in [BV13], the size
of cohomological torsion is closely related to the Reidemeister torsion of the underlying
manifold with coefficients in the underlying local system. In the present finite volume case,
one has to work with the twisted Reidemeister torsion of the Borel–Serre compactification
X of X . For technical reasons, in most of the paper we also symmetrize the lattice Λ(m)
to a lattice Λ¯(m) in V¯ (m) := V (m)⊕ V (m)∗ which it self-dual over Z (it is then not hard
to deduce the estimates in Theorem A from their analogues for Λ¯(m)-coefficients). The
Reidemeister torsion is then defined with respect to a canonical basis in the cohomology
H∗(X ; V¯ (m)) using Eisenstein cohomology classes following Gu¨nter Harder [Har75]. By
a gluing formula for the Reidemeister torsion, which was obtained by the first author
in [Pfa13] building on work of Matthias Lesch [Les13], the Reidemeister torsion can be
compared to the regularized analytic torsion of the manifold X . The asymptotic behaviour
of the regularized analytic torsion in the finite volume case for a variation of the local system
has already been studied by Mu¨ller and the first author in [MP12] using the Selberg trace
formula. Thus we have to study the error term which occured in [Pfa13] in the comparison
formula between analytic and Reidemeister torsion. It turns out that our study of the
error term can be performed without any changes also in the higher dimensional situations.
While we do not compute the error term explicitly, we bring it in a form which is sufficient
for the application to cohomological torsion.The main point is that the error term depends
only on the geometry of the cusps which is very restricted on such manifolds. Also, along
the line we can establish limit multiplicity formulae for twisted Reidemeister torsion in the
spirit of [BV13] on arithmetic hyperbolic manifolds of finite volume of arbitrary dimension,
see Corollary 2.4.
Now we turn to the second aforementioned difficulty. Since the real cohomology of Γ(a)
with coefficients in V¯ (m) does not vanish in the finite-volume case, we also have to study
certain volume factors occuring in the comparison formula between Reidemeister torsion
and the size of cohomological torsion. Since our basis in the real cohomology is given
by Eisenstein series, this leads to the question about the integrality of certain quotients
of L-functions evaluated at positive integers. In the 3-dimensional case, these are Hecke
L-functions and we can use the work of R. Damerell [Dam70],[Dam71] to control these
quotients. At the moment, we do not know how to do this in higher dimensions.
Concerning the other statements of our main theorem, at least with a worse constant,
the upper bound (1.3) can be established in an elementary and completely combinatorial
way, without referring to analytic or Reidemeister torsion, see Proposition 8.3. In fact, our
approach for the upper bound on the combinatorial torsion generalizes easily to arbitrary
dimensions and to arbitrary rays in the weight lattice; it is similar to that used by V.
Emery [Eme14] or R. Sauer [Sau14]. We note that if we were able to obtain a proper limit
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for the Redemeister torsion instead of the quotient of two such, we would obtain an optimal
upper bound for the exponential growth rate of the torsion in the second cohomology, by
an argument similar to that used in the proof of the easy part of [Rai13, Lemma 6.14]. The
last estimate (1.4) in our theorem is the easiest one to prove, and does not require analytic
torsion or any sophisticated tool. Since we work with a Q-split group the representations
are easier to analyze that in the nonsplit case which was dealt with in [MM13, section
4]—we can work globally from the beginning.
We finally remark that Theorem A also holds with the same proof for slightly more
general rays of local systems. Namely, the finite dimensional irreducible representations
of SL2(C) are parametrized as Symm
n1 ⊗Symmn2 , where n1, n2 ∈ N and where Symmn2
is the complex conjugate of Symmn2. Each such representation space carries a canonical
Z-lattice preserved by the action of ΓD. If we fix n1 and n2 with n1 6= n2 and let ρm(n1, n2)
be the representation Symmmn1 ⊗Symmmn2 , then the analog of Theorem A holds if we
replace the factor m2 by m dim ρm(n1, n2) which grows as m
3 if both n1 and n2 are not
zero. However, we can by no means remove the assumption n1 6= n2. In other words, the
ray ρm(1, 1) = Symm
m⊗Symmm, which is the ray carrying cuspidal cohomology, cannot be
studied by our methods. For a fixed Γ(a), we can only show that the size of cohomological
torsion with coefficients in the canonical lattice associated to ρm(1, 1, ) grows at most as
m rk ρm(1, 1) = O(m
3), but we can say nothing about the existence of torsion along this
ray, i.e. we cannot establish any bound from below. The reason is that here 0 belongs
to the essential spectrum of the twisted Laplacian in the middle dimension. Therefore,
essentially none of the results on analytic torsion we use in our proof is currently available
for ρm(1, 1) and also the regulator would be more complicated. We remark that, as far as
we know, even in the compact case no result for the growth of torsion along this particular
ray has been obtained. For an investigation of the dimension of the (cuspidal) cohomology
along this ray, we refer to [FGT10].
This paper is organized as follows : in section 2 we introduce the analytic torsion for
cusped manifolds, then in section 3 we study it further for congruence subgroups of Bianchi
groups. We introduce the combinatorial (Reidemeister) torsion in section 4 and recall the
Cheeger–Mu¨ller equality proven in [Pfa13] there. Then we study the intertwining operators
in section 5 and 6, first computing them using adeles and then bounding their denominators.
The last sections contain the proof of the main theorem: in section 7 we combine the results
of the previous sections to prove (1.2), and we prove (1.3) in section 8.
Acknowledgement. The first author was financially supported by the DFG-grant PF
826/1-1. He gratefully acknowledges the hospitality of Stanford University in 2014 and
2015.
2. The regularized analytic torsion for coverings
In this section we shall review the definition of regularized traces and the regularized
analytic torsion of hyperbolic manifolds X of finite volume. These objects are defined in
terms of a fixed choice of truncation parameters on X and there are two different ways to
perform such a trunctation which are relevant in the present paper. Firstly, one can define
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a truncation of X via a fixed choice of Γ-cuspidal parabolic subgroups of G. Secondly, if X
is a finite covering of a hyperbolic orbifold X0, then a choice of truncation parameters on
X0 gives a truncation on X in terms of which one can define another regularized analytic
torsion. We shall compute the difference between the associate regularized analytic torsions
explicitly. For more details we refer to [MP12], [MP14a].
We denote by SO0(d, 1) the identity-component of the isometry group of the standard
quadratic form of signature (d, 1) on Rd+1. Let Spin(d, 1) denote the universal covering of
SO0(d, 1). We let either G := SO0(d, 1) or G := Spin(d, 1). We assume that d is odd and
write d = 2n + 1. Let K := SO(d), if G = SO0(d, 1) or K := Spin(d), if G = Spin(d, 1).
We let g be the Lie algebra of G. Let θ denote the standard Cartan involution of g and
let g = k ⊕ p denote the associated Cartan decomposition of g, where k is the Lie algebra
of K. Let B be the Killing form. Then
〈X, Y 〉 := − 1
2(d− 1)B(X, θY )(2.1)
is an inner product on g. Moreover, the globally symmetric space G/K, equipped with the
G-invariant metric induced by the restriction of (2.1) to p is isometric to the d-dimensional
real hyperbolic space Hd. Let Γ ⊂ G be a discrete, torsion-free subgroup. ThenX := Γ\Hd,
equipped with the push-down of the metric on Hd, is a d-dimensional hyperbolic manifold.
We let P be a fixed parabolic subgroup of G with Langlands decomposition P =MPAPNP
as in [MP12]. Let a denote the Lie algebra of AP and exp : a→ AP the exponential map.
Then we fix a restricted root e1 of a in g, let H1 ∈ a be such that e1(H1) = 1 and define
ιP : (0,∞) → AP by ιP (t) := exp(log tH1). If P1 is another parabolic subgroup of G,
we fix kP ∈ K with P1 = kP1Pk−1P1 and define AP1 := kP1APk−1P1 , MP1 := kP1MP1k−1P1
NP := kP1NP1k
−1
P1
. Moreover, for t ∈ (0,∞) we define ιP1(t) := kP1ιP (t)k−1P1 ∈ AP1 . For
Y > 0 we let AP1 [Y ] := ιP1([Y,∞)).
A parabolic subgroup P1 of G is called Γ-cuspidal if Γ ∩ NP1 is a lattice in NP1. From
now on, we assume that vol(X) is finite and that Γ is neat in the sense of Borel, i.e. that
Γ ∩ P1 = Γ ∩NP1 for each Γ-cuspdail P1. If P1 is Γ-cuspidal, then for Y > 0 we put
FP1;Γ(Y ) := (Γ ∩NP1)\NP1 ×AP1 [Y ] ∼= (Γ ∩NP1)\NP1 × [Y,∞).
We equip FP1;Γ(Y ) with the metric y
−2gNP1 + y
−2dy2 where gNP1 is the push-down of the
invariant metric on NP1 induced by the innerer product (2.1) restricted to nP1 .
Let Rep(G) denote the set of finite-dimensional irreducible representations of G. For
ρ ∈ Rep(G) the associated vector space Vρ posesses a distinugished inner product 〈·, ·, 〉ρ
which is called admissible and which is unique up to scaling. We shall fix an admissible
inner product on each Vρ. If ρ ∈ Rep(G), then the restriction of ρ to Γ induces a flat vector
bundle Eρ := X˜×ρ|Γ Vρ. This bundle is canonically isomorphic to the locally homogeneous
bundle E ′ρ := Γ\G ×ρ|K Vρ induced by the restriction of ρ to K. In particular, since ρ|K
is a unitary representation on (Vρ, 〈·, 〉ρ), the inner product 〈·, 〉ρ induces a smooth bundle
metric on E ′ρ and therefore on Eρ. For p = 0, . . . , d let ∆p(ρ) denote the flat Hodge
Laplacian acting on the smooth Eρ-valued p-forms of X . Since X is complete, ∆p(ρ) with
domain the smooth, compactly supported Eρ-valued p-forms is essentially selfadjoint and
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its L2-closure shall be denoted by the same symbol. Let e−t∆p(ρ) denote the heat semigroup
of ∆p(ρ) and let
Kρ,pX (t, x, y) ∈ C∞(X ×X ;Eρ ⊠E∗ρ)
be the integral kernel of e−t∆p(ρ).
We let PΓ be a fixed set of Γ-cuspidal parabolic subgroups of G. Then PΓ is non-empty
if and only if X is non-compact. Moreover, κ(Γ) := #PΓ equals the number of cusps of X
which from now on we assume to be nonzero. The choice of PΓ and of a fixed base-point
in X˜ determine an exhaustion of X by smooth compact manifolds XPΓ(Y ) with boundary,
Y >> 0. This exhaustion depends on the choice of PΓ. Then one can show that the
integral of Kρ,pX (t, x, x) over XPΓ(Y ) has an asymptotic expansion∫
XPΓ (Y )
TrKρ,pX (t, x, x)dx = α−1(t) log Y + α0(t) + o(1),(2.2)
as Y →∞, [MP12][section 5]. Now one can define the regularized trace Trreg;X;PΓ e−t∆p(ρ)
of e−t∆p(ρ) with respect to the choice of PΓ by Trreg;X;PΓ e
−t∆p(ρ) := α0(t), where α0(t) is
the constant term in the asymptotic expansion in (2.2).
From now on, we also assume that there is a hyperbolic orbifold X0 := Γ0\Hd such that
X is a finite covering of X0. Let π : X → X0 denote the covering map. Then if a set of
truncation parameters on X0, or in other words a set PΓ0 of representatives of Γ0-cuspidal
parabolic subgroups are fixed, one obtains truncation parameters on X by pulling back
the truncation on X0 via π. One can again show that there is an asymptotic expansion∫
pi−1XPΓ0
(Y )
TrKρ,pX (t, x, x)dx = α˜−1(t) log Y + α˜0(t) + o(1),(2.3)
as Y →∞ and one can define the regulraized trace with respect to the truncation param-
eters on X0 as Trreg;X;X0 e
−t∆p(ρ) := α˜0(t). This regulararized trace depends only on the
choice of a set PΓ0 of representatives of Γ0-cuspidal parabolic subgroups of G. Put
KX;PΓ(t, ρ) :=
∑
p
(−1)ppTrreg;PΓ e−t∆p(ρ); KX;X0(t, ρ) :=
∑
p
(−1)ppTrreg;X;X0 e−t∆p(ρ).
(2.4)
Now assume that ρ satisfies ρ 6= ρθ. Then one defines the analytic torsion with respect to
the two truncations of X by
log TX;PΓ(ρ) :=
1
2
d
ds
∣∣∣∣
s=0
(
1
Γ(s)
∫ ∞
0
ts−1KX;PΓ(t, ρ)dt
)
;(2.5)
log TX;X0(ρ) :=
1
2
d
ds
∣∣∣∣
s=0
(
1
Γ(s)
∫ ∞
0
ts−1KX;X0(t, ρ)
)
.(2.6)
Here the integrals converge absolutely and locally uniformly for ℜ(s) > d/2 and are defined
near s = 0 by analytic continuation, [MP12, section 7], [MP14a, section 9].
To compare the two analytic torsions in (2.5) and (2.6), we need to introduce some more
notation. We fix PΓ0 = {P0,1, . . . , P0,κ(Γ0)} and PΓ = {P1, . . . , Pκ(Γ)}. Then for each Pj ∈
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PΓ there exists a unique l(j) ∈ {1, . . . , κ(Γ0)} and a γj ∈ Γ0 such that γjPjγ−1j = P0,l(j).
Write
γj = n0,l(j)ιP0,l(j)(tPj )k0,l(j),(2.7)
n0,l(j) ∈ NP0,l(j) , tPj ∈ (0,∞), ιP0,l(j)(tPj) ∈ AP0,l(j) as above, and k0,l(j) ∈ K. Since P0,l(j)
equals its normalizer, the projection of γj to
(
Γ0 ∩ P0,l(j)
)\Γ0 is unique. Moreover, since
P0,l(j) is Γ0-cuspidal, one has Γ0 ∩ P0,l(j) = Γ0 ∩ NP0,l(j)MP0,l(j) . Thus tPj depends only on
PΓ0 and Pj .
Now the analytic torsions log TPΓ(X1;Eρ) and log TX0(X ;Eρ) are compared in the fol-
lowing proposition.
Proposition 2.1. One has
log TPΓ(X ;Eρ) = log TX0(X ;Eρ) +
∑
Pj∈PΓ
log(tPj )
(
n∑
k=0
(−1)k dim(σρ,k)λρ,k
2
)
.
Proof. This follows by an application of a theorem of Kostant [Kos61] on nilpotent Lie
algebra cohomology. For p ∈ {0, . . . , d} define a representation of K on Λpp∗ ⊗ V (ρ) by
νp(ρ) := Λ
pAd∗⊗ρ. Let E˜νp(ρ) := G ×νp(ρ) K, which is a homogeneous vector bundle
over Hd = G/K. Let Ω be the Casimir element of g. Then −Ω + ρ(Ω) induces canon-
ically a Laplace-type operator ∆˜p(ρ) which acts on the smooth sections of E˜νp(ρ). The
heat semigroup of e−t∆˜p(ρ) is canonically represented by a smooth function Hp,ρt : G →
End(Λpp∗ ⊗ Vρ), [MP12, section 4, section 7]. Let hp,ρt := TrHp,ρt and put
kp,ρt :=
∑
p
(−1)pphp,ρt .
Then by the definition of the regularized traces, one has∫
XPΓ(Y )
(∑
γ∈Γ
kp,ρt (x
−1γx)
)
dx = α−1(t; ρ) log Y +KX;PΓ(t, ρ) + o(1),(2.8)
as Y →∞, resp.∫
pi−1(XPΓ0(Y )
)
(∑
γ∈Γ
kp,ρt (x
−1γx)
)
dx = α˜−1(t; ρ) log Y +KX;X0(t, ρ) + o(1),(2.9)
as Y → ∞, where we use the notation (2.4). On the other hand, for k = 0, . . . , n let
h
σρ,k
t ∈ C∞(G) be defined as in [MP12, (8.7)]. If we apply the same considerations as in
[MP14a, section 6] to the functions h
σρ,k
t , then combining [MP12, Proposition 8.2], (2.8)
and (2.9) we obtain
KX;X0(t, ρ) = KX;PΓ(t, ρ)−
∑
Pj∈PΓ
log tPj
(
n∑
k=0
(−1)k dim(σρ,k)e−tλ2ρ,k√
4πt
)
.
Taking the Mellin transform, the Proposition follows. 
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Next, as in [Pfa13], for each Pj ∈ PΓ and for Y > 0 one can define the regularized
analytic torsion T (FPj ;Γ(Y ), ∂FPj ;Γ(Y );Eρ) of FPj ;Γ(Y ) and the bundle Eρ|FPj ;Γ(Y ), where
one takes relative boundary conditions. For different Y , these torsions are compared by
the following gluing formula.
Lemma 2.2. Let c(n) ∈ R be as in [Pfa13, equation 15.10]. Then for Y1 > 0 and Y2 > 0
one has
log T (FPj ;Γ(Y1), ∂FPj ;Γ(Y1);Eρ)− c(n) vol(∂FPj ;Γ(Y1)) rk(Eρ)
= log T (FPj ;Γ(Y2), ∂FPj ;Γ(Y2);Eρ)− c(n) vol(∂FPj ;Γ(Y2)) rk(Eρ)
+
n∑
k=0
(−1)k+1λρ,k dim(σρ,k)(log(Y2)− log(Y1)).
Proof. This follows immediately from [Pfa13, Corollary 15.4, equation (15.11) and Corol-
lary 16.2]. 
We let X denote the Borel-Serre compactification of X and we let τEis(X ;Eρ) be the
Reidemeister torsion of X with coefficients in Eρ, defined as in [Pfa13, section 9]. For
simplicity, we assume that Γ is normal in Γ0. Then for the torsion TX0(X ;Eρ), the main
result of [Pfa13] can be restated as follows.
Proposition 2.3. For the analytic torsion TX0(X ;Eρ) one has
log τEis(X ;Eρ) = log TX0(X ;Eρ)−
1
4
d−1∑
k=0
(−1)k log |λρ,k| dimHk(∂X ;Eρ)
−
κ(Γ0)∑
l=1
#{Pj ∈ PΓ : γjPjγ−1j = P0,l}
(
log T
(
FP0,l;Γ(1), ∂FP0,l;Γ(1);Eρ
)
− c(n) vol(∂FP0,l;Γ(1)) rk(Eρ)
)
.
Proof. By [Pfa13, Theorem 1.1] and by Proposition 2.1 we have
log τEis(X ;Eρ) = log TX0(X ;Eρ) +
∑
Pj∈PΓ
log(tPj)
(
n∑
k=0
(−1)k dim(σρ,k)λρ,k
2
)
−
∑
Pj∈PΓ
(
log T
(
FPj ;Γ(1), ∂FPj ;Γ(1);Eρ
)− c(n) vol(∂FPj ;Γ(1)) rk(Eρ))
− 1
4
d−1∑
k=0
(−1)k log |λρ,k| dimHk(∂X ;Eρ)
where we recall that the regularized analytic torsion used in [Pfa13, Theorem 1.1] is the
torsion denoted TPΓ(X ;Eρ) here. Using that Γ is normal in Γ0, it easily follows from the
definition of tPj that for each Pj ∈ PΓ one has a canonical isometry ιPj ;P0,l(j) : FPj ;Γ(1) ∼=
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FP0,l(j);Γ(tPj). It is easy to see that also ι
∗
Pj ;P0,l(j)
(
Eρ|FP0,l(j);Γ(tPj )
)
is isometric to Eρ|FPj ;Γ(1).
Thus we have
log T (FPj ;Γ(1), ∂FPj ;Γ(1);Eρ)− c(n) vol(∂FPj ;Γ(1)) rk(Eρ)
= log T (FP0,l(j);Γ(tPj ), ∂FP0,l(j);Γ(tPj );Eρ)− c(n) vol(∂FP0,l(j);Γ(tPj )) rk(Eρ).
Applying Lemma 2.2, the Proposition follows.

Although the main topic of this paper is the behaviour of cohomological torsion of con-
gruence subgroups of Bianchi groups under a variation of the local system, we now state
the following limit multiplicity formula for twisted Reidemeister torsion in arithmetic hy-
perbolic congruence towers of arbitrary odd dimension, since the latter is an easy corollary.
Corollary 2.4. Let G := SO0(d, 1), d odd, and for q ∈ N let Γ(q) := ker(G(Z)→ G(Z/qZ)
denote the principal congruence subgroup of level q. Let Xq := Γ(q)\Hd. Then for any
ρ ∈ Rep(G) with ρ 6= ρθ one has
lim
q→∞
log τEis(Xq;Eρ)
vol(Xq)
= t
(2)
Hd
(ρ),
where t
(2)
H (ρ) is the L
2-invariant associated to ρ and Hd which is defined as in [BV13],
[MP14a] and which is never zero. The same holds for ever sequence Xa of arithmetic
hyperbolic 3-manifolds associated to princiapl congruence subgroups Γ(a) of Bianchi groups
if N(a)→∞.
Proof. First we assue that G = SO0(d, 1). Let Γ0 := G(Z) and X0 := Γ0\Hd. By [MP14a,
Corollary 1.3], for the analytic torsion TX0(Xq;Eρ) one has
lim
q→∞
log TX0(Xq;Eρ)
vol(Xq)
= t
(2)
Hd
(ρ),(2.10)
as q →∞. Next it is well-known that for the number κ(Γ(q)) of cusps of Γ(q) one has
lim
q→∞
κ(Γ(q))
vol(Xq)
= 0,(2.11)
see for example [MP14a, Proposition 8.6]. For P0,l ∈ PΓ0 we let ΛΓ(q)(P0,l) := log((Γ(q) ∩
NP0,l), which is a lattice in nP0,l . By a result of Deitmar and Hoffmann [DH99, Lemma 4], for
each P0,l ∈ PΓ0 , there exists a finite set of lattices LP0,l = {Λ1(P0,l), . . . ,Λm(P0,l)} in nP0,l
such that for each q ∈ N the lattice ΛΓ(q)(P0,l) arises by scaling one of the lattices Λj(P0,l),
j = 1, . . . , m, see [MP14a, Lemma 10.1]. For Λj(P0,l) ∈ LP0,l we let TΛj(P0,l := Λj(P0,l)\nP0,l ,
equipped with the flat metric (2.1) restricted to nP0,l which we shall denote by gΛj(P0,l).
Then we let FΛj(P0,l)(1) := [1,∞)× Λj(P0,l), equipped with the metric y−2(dy2 + gΛj(P0,l)),
y ∈ [1,∞). If ΛΓ(q)(P0,l) = µq;P0,lΛj(P0,l) with Λj(P0,l) ∈ LP0,l and µq;P0,l ∈ (0,∞), then by
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Lemma 2.2 one has
log T
(
FP0,l;Γ(q)(1), ∂FP0,l;Γ(q)(1);Eρ
)
− c(n) vol(∂FP0,l;Γ(q)(1)) rk(Eρ)
= log T
(
FΛj(P0,l)(1), ∂FΛj(P0,l)(1);Eρ
)− c(n) vol(Λj(P0,l)) rk(Eρ)
+ log µq;P0,l
n∑
k=0
(−1)kλρ,k dim(σρ,k).
We can obviously estimate µq;P0,l ≤ C1[Γ0 ∩ NP0,l : Γ(q) ∩ NP0,l ], where C1 is a constant
which is independent of q. Thus there exists a constant C2 such that for all q one can
estimate ∣∣∣log T (FP0,l;Γ(q)(1), ∂FP0,l;Γ(q)(1);Eρ)− c(n) vol(∂FP0,l;Γ(q)(1)) rk(Eρ)∣∣∣
≤ C2 log[Γ0 ∩NP0,l : Γ(q) ∩NP0,l].
For each l ∈ {1, . . . , κ(Γ0)} one has
#{Pj ∈ PΓ(q) : γjPjγ−1j = P0,l}
[Γ0 : Γ(q)]
=
#(Γ(q)\Γ0/(Γ0 ∩ P0,l))
[Γ0 : Γ(q)]
≤ 1
[Γ0 ∩NP0,l : Γ(q) ∩NP0,l ]
.
Thus for all q one can estimate
κ(Γ0)∑
l=1
#{Pj ∈ PΓ(q) : γjPjγ−1j = P0,l}
[Γ0 : Γ(q)]
× | log T
(
FP0,l;Γ(q)(1), ∂FP0,l;Γ(1);Eρ
)
− c(n) vol(∂FP0,l;Γ(q)(1)) rk(Eρ)|
≤ C2
κ(Γ0)∑
l=1
log[Γ0 ∩NP0,l : Γ(q) ∩NP0,l ]
[Γ0 ∩NP0,l : Γ(q) ∩NP0,l ]
.(2.12)
Since ∩qΓ(q) = {1}, [Γ0 ∩ NP0,l : Γ(q) ∩ NP0,l ] as q → ∞ and thus the last term in
(2.12) goes to zero as q tends to infinity. Since dimHk(∂Xq) = O(κ(Γq)), the corollary
follows by applying Proposition 2.3, equation (2.10) and equation (2.11). For a sequence
Xa associated to principal congruence subgroups of Bianchi groups, one argues in the same
way. 
3. Analytic and combinatorial torsion for congruence subgroups of
Bianchi groups
From now on, we let G = Spin(3, 1) = SL2(C), K = Spin(3) = SU(2). We take P to be
the standard parabolic subgroup of G consiting of all upper triangular matrices in G. Then
the unipotent radical NP of P is given by all upper triangular matrices whose diagonal
entries are one. Moreover, we let MP and AP denote the subgroups of SL2(C) defined by
MP :=
{(
eiθ 0
0 e−iθ
)
: θ ∈ [0, 2π]
}
; AP :=
{(
t 0
0 t−1
)
: t ∈ (0,∞)
}
.(3.1)
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Then P = MPAPNP . Let nP denote the Lie algebra of NP and let aP denote the Lie
algebra of AP . For k ∈ Z, λ ∈ C we let σk : MP → C, ξλ : AP → C be defined by
σk
((
eiθ 0
0 e−iθ
))
:= eikθ; ξλ
((
t 0
0 t−1
))
:= t2λ.
Then the assignment λ → ξλ is consistent wit our earlier identification C ∼= (a∗P )C. The
group K∞ acts on g/k by Ad and we let K∞ act on aP ⊕ nP by using the canonical identi-
fication g/k ∼= aP ⊕ nP .
Let F := Q(
√−D) be an imaginary quadratic number field and let dF be its class
number. Let OD denote the ring of integers of F . Let O∗D be the group of units of OD, i.e.
O∗D = {±1} for D 6= 1, 3, O∗D = {±1,±
√−1} for D = 1, O∗D = {±1,±1±
√−3
2
} for D = 3.
Let ΓD := SL2(OD). The quotient X0 := ΓD\H3 is a hyperbolic orbifold of finite volume,
see for example [EGM98]. We have
ΓD ∩NP =
{(
1 b
0 1
)
: b ∈ OD
}
(3.2)
We fix a set PΓD = {P0,1, . . . , P0,κ(ΓD)} of representatives of ΓD-cuspidal parabolic sub-
groups of G, where we require each parabolic to be F -rational and where we assume that
P0,1 = P . Let P
1(F ) be the one-dimensional projective space of F . As usual, we write
∞ for the element [1, 0] ∈ P1(F ). Then SL2(F ) acts transitively on P1(F ) and P is the
stabilizer of ∞. In particular for each subgroup Γ of ΓD one has κ(Γ) = # (Γ\G/P ) =
# (Γ\P1(F )). Moreover, by [EGM98, Chapter 7.2, Theorem 2.4], one has κ(ΓD) = dF . Let
{ηl : l = 1, . . . , ηdF } denote fixed representatives of ΓD\P1(F ) such that P0,l ∈ PΓ0 is the
stabilizer of ηl in SL2(C) for each l.
For a a non-zero ideal of OD we let Γ(a) denote the principal congruence subroup of ΓD of
level a. This group is normal in ΓD; moreover, for N(a) sufficiently large (N(a) ≥ 3 in the
case O∗D = ±1), the group Γ(a) is neat. We shall assume from now on that this is the case.
Then Xa := Γ(a)\H3 is a hyperbolic 3-manifold of finite volume. According to the previous
section, for ρ ∈ Rep(G) with ρ 6= ρθ, we can define the analytic torsion log TX0(Xa;Eρ) of
Xa with coefficients in Eρ with respect to the choice of truncation parameters coming from
the covering π : Xa → X0 and the choice of PΓD .
We shall now simplify the formula in (2.3) a bit further for the specific manifolds Xa. Let
b be a non-zero ideal of OD. Taking the identification (3.2), we shall regard b as a lattice
in nP . We denote this latttice by ΛP (b) and we let TΛP (b) := exp(ΛP (b))\NP denote the
corresponding torus. As above, for r > 0 we let FΛP (b)(r) := [r,∞) × TΛP (b) denote the
corresponding cusp. We fix ideals sl, l = 1, . . . , dF in OD which represent the class group
of F . Then we have:
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Proposition 3.1. There exist n1,Γ(a), . . . , ndF ,Γ(a) ∈ N∪{0}, with n1,Γ(a)+· · ·+ndF ,Γ(a) = dF ,
and there exist µ1,Γ(a), . . . , µdF ,Γ(a) ∈ (0,∞) such that
log τEis(Xa;Eρ) = log TX0(Xa;Eρ)−
dF∑
l=1
[ΓD : Γ(a)]
#(O∗D)N(a)
(
nl,Γ(a) log T
(
FΛP (sl)(1), ∂FΛP (sl)(1);Eρ
)
− nl,Γ(a)c(1) vol (ΛP (sl)) rk(Eρ) + (λρ,1 − λρ,0)µl,Γ(a) log µl,Γ(a)
)
− κ(Γ(a))
2
(λρ,0 − λρ,1).
Here the n1,Γ(a), . . . , ndF ,Γ(a) ∈ N∪{0} and the µ1,Γ(a), . . . , µdF ,Γ(a) ∈ (0,∞) depend on Γ(a),
but not on the representation ρ.
Proof. Let {ηl : l = 1, . . . , ηdF } denote fixed representatives of ΓD\P1(F ) such that P0,l ∈
PΓ0 is the stabilizer of ηl in SL2(C) for each l. For each l = 1, . . . , dF we fix Bηl ∈ SL2(F )
with Bηlηl = ∞. Then P0,l =: Pηl = B−1ηl PBηl . Let (ΓD)ηl = ΓD ∩ Pηl resp. Γ(a)ηl =
Γ(a) ∩ Pηl be the stabilizers of ηl in ΓD resp. Γ(a). One has
Bηl(ΓD)ηlB
−1
ηl
=
{
J(Bηl(ΓD)ηB
−1
ηl
∩N) : J ∈
{(
α 0
0 α−1
)
, α ∈ O∗D
}}
.(3.3)
In particular, one has BηlΓ(a)ηB
−1
ηl
∩ P = BηlΓ(a)ηB−1ηl ∩ N for N(a) sufficiently large.
Write Bηl =
(
αl βl
γl δl
)
∈ SL2(F ) and let ul be the OD-module generated by γl and δl.
Then one has
Bηl(ΓD)ηlB
−1
ηl
∩N =
{(
1 ω
0 1
)
; ω ∈ u−2l
}
; BηlΓ(a)ηB
−1
ηl
∩N =
{(
1 ω′
0 1
)
; ω′ ∈ au−2l
}
,
where the first equality is proved in [EGM98, Chapter 8.2, Lemma 2.2] and where the
second equality can be proved using the same arguments. Thus one has
[Bηl(ΓD)ηlB
−1
ηl
∩N : BηlΓ(a)ηlB−1ηl ∩N ] = N(a).
Thus by (3.3), for each l = 1, . . . , dF and N(a) suffciently large one has [(ΓD)ηl : Γ(a)ηl] =
#(O∗D)N(a) and so one has
#{Pj ∈ PΓ(a) : γjPjγ−1j = P0,l} =
[ΓD : Γ(a)]
#(O∗D)N(a)
For each l there is a constant κl > 0 which depends only on Bηl such that one has a canon-
ical isometry ι : FP0,l;Γ(a)(1)
∼= FΛP (κlau−2l )(1) which induces an isomtery ι
∗Eρ|F
ΛP (κlau
−2
l
)
(1)
∼=
Eρ|FP0,l;Γ(a)(1). Next, there exists a unique map σ from {1, . . . , dF} into itself such that
for each l = 1, . . . , dF there exists a µ˜l,Γ(a) ∈ F ∗ with au−2l = µ˜l,Γ(a)sσ(l). We let µl,Γ(a) :=
κl|µ˜l,Γ(a)|. Then it follows that there is a canonical isometry ι : FP0,l;Γ(a)(1) ∼= FΛP (sσ(l))(µ−1l,Γ(a))
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which extends to an isometry ι∗Eρ|FΛP (sσ(l))(µ−1l,Γ(a))
∼= Eρ|FP0,l;Γ(a)(1). Thus it follows from
Lemma 2.2 that
log T (FP0,l;Γ(a)(1), ∂FP0,l;Γ(a)(1);Eρ)− c(1) vol(∂FP0,l;Γ(a)(1)) rk(Eρ)
= log T
(
FΛP (sσ(l))(1), ∂FΛP (sσ(l))(1);Eρ
)
− c(1) vol
(
∂FΛP (sσ(l))(1)
)
+ logµl,Γ(a)(λρ,1 − λρ,0).
For each l = 1, . . . , dF we let nl,Γ(a) := #{σ−1(l)}. Then, since dim(σρ,k) = 1 in the case of
G = SL2(C), the Proposition follows from Proposition 2.3. 
We let ρ1 denote the standard representation of SL2(C) on C
2 and for m ∈ N we consider
the representation ρm := Symm
m ρ1 on V (m) := Symm
m C2. We can now deduce the
following result on the growth of the torsion τEis(Xa;E(ρm)) if m→∞. .
Proposition 3.2. Let a and a0 be two ideals in OD such that Γ(a) and Γ(a0) are neat
and such that, in the notation of the previous proposition, one has nl,Γ(a) = nl,Γ(a0) for each
l = 1, . . . , dF . Then one has
[ΓD : Γ(a0)]
#(O∗D)N(a0)
log τEis(Xa;E(ρm))− [ΓD : Γ(a)]
#(O∗D)N(a)
log τEis(Xa0 ;E(ρm))
=− [ΓD : Γ(a0)][ΓD : Γ(a)]
#O∗Dπ
(
1
N(a0)
− 1
N(a)
)
vol(ΓD\H3)m2 +O(m logm),
as m→∞.
Proof. In the notation of [MP12], the representation ρm is the representation of highest
weight (m/2, m/2). If Γ is a neat finite index subgroup of ΓD and if we let X := Γ\H3,
then specializing [MP12, Theorem 1.1] to the present situation, we obtain
lim
m→∞
log TX0(X ;Eρm) = −
1
π
vol(X)m2 +O(m logm),
as m→∞. Moreover, one has λρm,0 = (m+ 1)/2 and λρm,1 = m/2. Thus the proposition
follows from the previous Proposition 3.1. 
There is a constant C ′1(Γ) such that Γ(a) is neat for all ideals a of OD with N(a) ≥ C ′1(Γ).
If O∗D = {±1}, one has C ′1(Γ) = 3. Next we remark that by the requirement n1,Γ(a) + · · ·+
ndF (a) = dF there is a finite set A of ideals of OD such that N(a0) ≥ C ′1(Γ) for each a0 ∈ A
and such that for each non-zero ideal a of OD with N(a) ≥ C ′1(Γ) there is an a0 ∈ A such
that nl,Γ(a) = nl,Γ(a0) for each l = 1, . . . , dF . We let C˜1(Γ) := max{N(a0) : a0 ∈ A} and we
let C1(Γ) := max{C˜1(Γ), C ′1(Γ)}.
4. Torsion in cohomology and Reidemeister torsion
We keep the notation of the preceding section. Let Λ(m) := SymmmOD. Then Λ(m)
is a lattice in V (m) which is preserved by Γ(D); we denote the representation of Γ(D) on
AutZ(Λ(m)) by ρm;Z. Let Λˇ(m) := HomZ(Λ(m),Z) denote the dual lattice of Λ(m) and let
ρˇm;Z denote the contragredient representations of Γ(D) on Λˇm. We let ρ¯Z;m := ρZ;m⊕ ρˇZ;m
denote the corresponding integral representation of Γ(D) on Λ¯(m) := Λ(m)⊕Λˇ(m). We let
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ρ¯m denote the corresponding real representation of Γ on V¯ (m) := V (m)⊕V (m)∗. Over R,
the representation ρm is self-dual, i.e. one has ρ¯m ∼= ρm⊕ ρm. In particular, no irreducible
summand of ρ¯m is invariant under the Cartan involution θ. Let Γ be any neat, finite index
subgroup of Γ(D). Then we regard each Λ¯(m) as a Γ-module. Let H∗(Γ, Λ¯(m)) be the
cohomology groups of Γ with coefficients in Λ¯(m). These groups are finitely generated
abelian groups and thus they admit a decomposition
H∗(Γ, Λ¯(m)) = H∗(Γ, Λ¯(m))free ⊕H∗(Γ, Λ¯(m))tors,
where H∗(Γ, Λ¯(m))free are free, finite-rank Z-modules and where H∗(Γ, Λ¯(m))tors are finite
abelian groups. Let X := Γ\H3 and let X denote the Borel-Serre compactification of X .
The latter is homotopy equivalent to X . In particular, ρ¯Z,m defines an integral local system
L(m) over X . Since the universal covering ofX resp. X is contractible, one has a canonical
isomorphism H∗(Γ, Λ¯(m)) ∼= H∗(X,L(m)). Let Eρ¯m denote the flat vector bundle over X
resp. X corresponding to ρ¯m and let H
∗(X ;Eρ¯m) denote the singular cohomology groups
of X with coefficients in Eρ¯m . Then H
∗(Γ, Λ¯(m))free is a lattice in H∗(X ;Eρ¯m).
We now recall the description of the canonical bases in the cohomology H∗(X ;Eρ¯m)
which are used to define the Reidemeister torsion τEis(X ;Eρ¯m). For more details, we refer
to [Pfa13]. We shall use the notation of [Pfa13, section 8]. Let ∂X denote the boundary of
X . If ι : ∂X → X denotes the inclusion map, the corresponding maps ι∗k : Hk(X ;Eρ¯m)→
Hk(∂X ;ρ¯m ) in cohomology are injective for k ∈ {1, 2}, see [Pfa13, Lemma 8.3]. Thus the
cohomology H∗(X ;Eρ¯m) is completely described in terms of Eisenstein cohomolgy due to
Harder [Har75] . For each Pj ∈ PΓ let Hk(nPj ; V¯ (m)) denote the harmonic forms of degree
k in the Lie algebra cohomology complex of nPj with coefficients in V¯ (m). We equip this
space with the inner product induced by the restriction of the inner product (2.1) on g to
nPj and the admissible inner product on V¯ (m). Let σ
−
ρ¯m,1 ∈ MˆP and λ−ρ¯m,1 ∈ (−∞, 0) resp.
σρ¯m,2 ∈ MˆP and λρ¯m,2 ∈ (−∞, 0) be defined as in [Pfa13, section 6]. In the present situation,
we have σ−ρ¯m,1 = σ−m−2 and λ
−
ρ¯m,1 = −m/2 resp. σρ¯m,2 = σ−m and λρ¯m,2 = −(m + 1)/2.
By the finite-dimensional Hodge thereom and a theorem of van Est one has a canonical
isomorphism
Hk(∂X ;Eρ¯m)
∼=
⊕
Pj∈PΓ
Hk(nPj , V¯ (m)).(4.1)
In degree 1, Kostant’s theorem gives a splitting H1(nPj , V¯ (m)) = H1(nPj , V¯ (m))− ⊕
H1(nPj , V¯ (m))+. We let
H1(∂X ;Eρ¯m)± :=
κ(Γ)⊕
j=1
H1(nPj , V¯ (m))±.
Then out of the constant term matrix of the Eisenstein series one obtains a map
C(σ−m−2, m/2) : H1(∂X ;Eρ¯m)− → H1(∂X ;Eρ¯m)+.
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We have dimH2(nPj ; V¯ (m)) = 2 dimH2(nPj ;V (m)) = 2 as well as dimH1(nPj ; V¯ (m))± =
2dimH1(nPj ;V (m))± = 2. For each Pj ∈ PΓ let let Φ1i,j be an orthonormal basis of
H1(nPj ; V¯ (m))− and let Φ2i,j be an orthonormal basis of H2(nPj ; V¯ (m)). Then the set
B1(Γ; ρ¯m) := {E(Φ1i,j , m/2) : j = 1, . . . , κ(Γ) : i = 1, . . . , dimHn(nPj ; V¯ (m))−}
forms a basis of H1(X;Eρ¯m), where E(Φ
n
i,j , m/2) denotes again the Eisenstein series eval-
uated at m/2 as in [Pfa13, (7.3)] which is regular at this point by [Pfa13, Proposition 8.4].
Moreover, in degree 2 the set
B2(Γ; ρ¯m) := {E(Φ2i,j , (m+ 1)/2) : j = 1, . . . , κ(Γ) : i = 1, . . . , dimH2(nPj ; V¯ (m))}
forms a basis of H2(X ;Eρ¯m). Here E(Φ
2
i,j , (m + 1)/2) denotes the Eisenstein series as-
sociated to Φ2i,j evaluated at (m + 1)/2 which is again regular at this point. For Φ
1
i,j ∈
H1(nPj ; V¯ (m))− one has
ι∗1E(Φ
1
i,j , m/2) = Φ
1
i,j +C(σ−m−2, m/2)Φ
1
i,j(4.2)
and for Φ2i,j ∈ H2(nPj ; V¯ (m)) one has
ι∗2E(Φ
2
i,j , (m+ 1)/2) = Φ
2
i,j .(4.3)
By the definition of [Pfa13, section 9], the Reidemeister torsion τEis(X ;Eρ¯m) is taken us-
ing the above bases in the cohomology. In particular, following Bergeron and Venkatesh
[BV13], the size of the groups H∗(Γ, Λ¯(m))tors is related to the combinatorial torsion
τEis(X ;Eρ¯m) in the following way. For k ∈ {1, 2} we let volBk(Γ;ρ¯m)(Hk(Γ; Λ¯(m))free) de-
note the covolume of the lattice Hk(Γ; Λ¯(m))free in H
k(X;E(ρ¯m)) with respect to the
inner product which arises by taking the basis Bk(Γ; ρ¯m) as an orthonormal basis. Then
by [BV13, section 2.2] one has
log τEis(X ;Eρ¯m) = log |H1(Γ; Λ¯(m))tors| − log |H2(Γ; Λ¯(m))tors|
− log volB1(Γ;ρ¯m)(H1(X, Λ¯(m))free) + log volB2(Γ;ρ¯m)(H2(X, Λ¯(m))free)(4.4)
In the notation of [BV13], the term in the second line of (4.4) is called the regulator. We
need to study the regulator further. We denote by H∗(∂X ; Λ¯(m) resp. H∗(∂X ;E(ρ¯m))
the cohomology of ∂X with coefficients in L(m) resp. E(ρ¯m) restricted to ∂X . Again
there is a decomposition H∗(∂X ; Λ¯(m)) = H∗(∂X ; Λ¯(m))free ⊕ H∗(∂X ; Λ¯(m))tors and
H∗(∂X ; Λ¯(m))free is a lattice in H∗(∂X ;Eρ¯m). It is easy to see that H
1(∂X ; Λ¯(m))± :=
H1(∂X ; Λ¯(m))free∩H1(∂X ;Eρ¯m)± are Z-lattices inH1(∂X ;Eρ¯m)±. ThusH1(∂X ; Λ¯(m))−⊕
H1(∂X ; Λ¯(m))+ is a Z-sublattice of finite index in H
1(∂X ; Λ¯(m))free. Moreover, with re-
spect to the lattices H1(∂X ; Λ¯(m))±, the matrix C(σ−m−2, m/2) is Q-rational. In the
present case where there is no interior cohomology, this just follows from (4.2) and the
fact that the map ι∗1 is defined over Q. In other words, there exists N ∈ N such that
N ·C(σ−m−2, m/2) defines a map
N ·C(σ−m−2, m/2) : H1(∂X ; Λ¯(m))− → H1(∂X ; Λ¯(m))+.(4.5)
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We let dEis,C(Γ, ρ¯m) denote the smallest N ∈ N such that (4.5) holds. We point out
that we do not treat the denominator of an Eisenstein cohomology class but only the
denominator of the constant term matrix. However, this is sufficient for our purposes due
to the following Lemma.
Lemma 4.1. One can estimate
log volB1(Γ;ρ¯m)(H
1(X, Λ¯(m)))free ≤ log |H2(X, Λ¯(m)|tors + κ(Γ) log (dEis,C(Γ, ρ¯m))
+κ(Γ) log
(
[H1(∂X ; Λ¯(m))free : H
1(∂X ; Λ¯(m))− ⊕H1(∂X ; Λ¯(m))+]
)
.
Proof. Let k := [H1(∂X ; Λ¯(m))free : H
1(∂X ; Λ¯(m))− ⊕H1(∂X ; Λ¯(m))+]. We define a free
Z-submodule A(ρ¯m) of H
1(∂X ; Λ¯(m))− ⊕H1(∂X ; Λ¯(m))+ by
A(ρ¯m)
:={ηi +C(σ−m−2, m/2)ηi : ηi ∈ H1(∂X ; Λ¯(m))− : C(σ−m−2, m/2)ηi ∈ H1(∂X ; Λ¯(m))+}.
Let prfree : H
1(∂X ; Λ¯(m)) → H1(∂X ; Λ¯(m))free be the projection. Then by (4.2) the
lattice k · prfree i∗1H1(X; Λ¯(m))free is a Z- sublattice of A(ρ¯m) whose Z-rank is equal
to that of A(ρ¯m). Thus the quotient A(ρ¯m)/
(
k · prfree i∗1H1(X ; Λ¯(m))free
)
embeds into
H2(X, ∂X ; Λ¯(m))tors by the long exact cohomology sequence. By Poincare´ duality, [Wal66,
page 223-224] and the universal coefficient theorem one has
H2(X, ∂X ; Λ¯(m))tors ∼= H1(X ; Λ¯(m))tors ∼= H2(X ; Λ¯(m))tors,
where in the last isomorphism we used that Λ¯(m) was self-dual over Z. On the other
hand, if π− : A(ρ¯m) → H1(∂X ; Λ¯(m))− is the projection, then by the definition of
dEis,C(Γ, ρ¯m) and the fact that rkZH
1(∂X ; Λ¯(m))− = κ(Γ), the order of the quotient
H1(∂X ; Λ¯(m))−/π−A(ρ¯m) can be estimated as
|H1(∂X ; Λ¯(m))−/π−A(ρ¯m)| ≤ dEis,C(Γ, ρ¯m)κ(Γ).
Thus the first estimate follows easily from the definition of volB1(Γ;ρ¯m)(H
1(X, Λ¯(m)))free.

Lemma 4.2. We have :
log volB2(Γ;ρ¯m)(H
2(X, Λ¯(m))free ≤ log |H1(X, Λ¯(m)|tors.
Proof. Similar to that of the previous lemma. 
5. The adelic intertwining operators
In this section and the next one, we want to establish an estimate of dEis,C(Γ, ρ¯m) by
working adelically. We let G := SL2 regarded as an algebraic group over F . Also, for
notational convenience we shall write K∞ := SU(2). Let A denote the adele ring of F and
let Af be the finite adeles. For a linear algebraic group H defined over F let H(A) denote
its adelic points. For v a finite place we let Fv denote the completion of F at v, we let Ov
denote the integers in Fv and we let πv ∈ Ov
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neat congruence subgroup of SL2(OD) of level a =
∏
v finite p
nv
v , where pv is the prime ideal
corresponding to v.
Let P be the parabolic subgroup of G consisting of upper triangular matrices and let T
denote the set of diagonal matrices of determinant one. Let NP denote the upper triangular
matrices with 1 as diagonal entries. We regard both P and NP as algebraic groups over
F . Then P = TNP . Let
Kmax := K∞ ×
∏
v finite
SL2(Ov).
Then one has G(A) = P (A)Kmax. Let K(Γ)f ⊆ Kmax be the compact subgroup of G(Af)
corresponding to Γ, i.e. Γ = G(F ) ∩K(Γ)f , where Γ and G(F ) are embedded diagonally
into G(Af ). Let gP1, . . . , gPh ∈ G(F ) denote fixed representatives of P (F )\G(F )/Γ. We
assume gP1 = 1. Let Pi := g
−1
Pi
PgPi denote the corresponding parabolic subgroups of G
defined over F . In this section and the next one, we let NPi denote the unipotent radical of
Pi regarded as an algebraic group over F and we shall denote by NPi,∞ the corresponding
real subgroup of SL2(C). We embed G(F ), P (F ) as well as the elements gP1 , . . . , gPh
diagonally into G(A). Then we have a canonical isomorphism
IA : P (F )\G(A)/K(Γ)f ∼=
h⊔
i=1
(Γ ∩NPi,∞)\ SL2(C)(5.1)
which is defined as follows. By the strong approximation theorem one has G(A) =
G(F ) SL2(C)K(Γ)f . This implies that each g ∈ G(A) can be written as
g = bgPig∞kf ,(5.2)
where b ∈ P (F ), gPi ∈ {gP1, . . . , gPh} is uniquely determined and g∞ is unique up to
Γ ∩ Pi(F ) = Γ ∩ NPi,∞. Let π : G(A) → P (F )\G(A)/K(Γ)f denote the projection.
Then according to (5.2), for g ∈ G(A) we set IA(π(g)) := (Γ ∩ NPi,∞)g∞, where (Γ ∩
NPi,∞)g∞ denotes the equivalence class of g∞ in (Γ ∩ NPi,∞)\ SL2(C). We let IA,Pi :
P (F )\G(A)/K(Γ)f → (Γ ∩ NPi,∞)\ SL2(C) be the maps induced by IA. The map IA
induces an isomorphism
(5.3) (IA)∗ :
κ(Γ)⊕
i=1
(
C∞(NPi,∞\ SL2(C))⊗ (nP ⊕ aP )∗ ⊗ V¯ (m)
)K∞
∼−→ (C∞(P (F )N(A)\G(A)/K(Γ)f)⊗ (nP ⊕ aP )∗ ⊗ V¯ (m))K∞ =:W.
Here K∞ acts on the C∞-spaces by right translation and on (aP ⊕ nP )∗ ⊗ V¯ (m) by
Ad∗⊗ρ(m). We shall denote this representation also by ν1(ρ(m)). We regard the real
subgroups MP and AP of SL2(C) from (3.1) or more generally the real subgroups MPi
and APi for a parabolic Pi introduced above as subgroups of G(A). For σ ∈ MˆP with
[ν1(ρ(m)) : σ] 6= 0 and λ ∈ C we let Wρ¯m(σ, λ) be defined by:
(5.4)
Wρ¯m(σ, λ) =
{
f ∈ W : ∀g ∈ G(A), a ∈ AP , m ∈MP , f(amg) = ξλ+1(a)σ−1(m)f(g)
}
.
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LetKPi,∞ := g
−1
Pi
K∞gPi. ThenKPi,∞ acts on (nP⊕aP )∗⊗V¯ (m) by conjugating with gPi. We
let EPi(σ, λ, ν1(ρm)) be the space of all f ∈ (C∞(NPi,∞\ SL2(C))⊗ (nP ⊕aP )∗⊗ V¯ (m))KPi,∞
which additionally satisfy
f(aPimPig) = ξPi,λ+1(aPi)σPi(m
−1
Pi
)f(g) ∀g ∈ SL2(C), ∀aPi ∈ APi , ∀mPi ∈ MPi.
Here ξPi,λ+2 and σPi are the characters which arise from ξλ and σ by conjugating with gPi.
If ν is a finite-dimensional representation of K on a complex vector space V , we let V σPi
denote the σPi-isotypical component of for the restriction of the representation ν to MPi .
Then we have the following Lemma.
Lemma 5.1. For f ∈ Wρ¯m(σ, λ) define µσ,λ(f) ∈
⊕κ(Γ)
i=1
(
(aP ⊕ nP )∗ ⊗ V¯ (m)
)σPi by
µσ,λ(f) :=
κ(Γ)∑
i=1
(I−1A,Pi)∗ f(1) =
κ(Γ)∑
i=1
f(gPi)
Then µσ,λ defines an isomorphism
µσ,λ : Wρ¯m(σ, λ)
∼=
κ(Γ)⊕
i=1
(
(aP ⊕ nP )∗ ⊗ V¯ (m)
)σPi
Proof. It is easy to see that each function
(I−1A,Pi)∗ f belongs to EPi(σ, λ, ν1(ρm)) and is
therefore determined by its value at 1, which moreover belongs to
(
(aP ⊕ nP )∗ ⊗ V¯ (m)
)σPi .
On the other hand, for ΦPi ∈
(
(aP ⊕ nP )∗ ⊗ V¯ (m)
)σPi we define ΦPi;λ ∈ EPi(σ, λ, ν1(ρm))
by
ΦPi;λ(nPiaPik) := ξPi;λ+1(aPi)ν1(ρm)(k
−1)ΦPi .(5.5)
Let µ(σ, λ)−1(ΦPi) := I∗A(ΦPi,λ). Then it immediately follows from the definitions that
µ(σ, λ) and µ(σ, λ)−1 are inverse to each other. 
We shall from now on identify T (A) with the ring of ideles A∗ by sending x ∈ A∗ to the
diagonal matrix diag(x, x−1). Let U(Γ)f := T (A) ∩ K(Γ)f . Let σ = σk, k ∈ Z and let
λ ∈ C. Then we combine σ−1 and λ to a character χ∞,σ,λ of MA = T∞ ∼= C∗ by putting
(5.6) χ∞,σ,λ(z) := |z|2(λ+1)
(
z¯
|z|
)k
.
We let H(σ, λ,K(Γ)f) denote the set of all Hecke characters χ : F ∗\A∗ → C which are
trivial on U(Γ)f and which satisfy χ∞ = χ∞,σ,λ. If |·|A denotes the norm on the adeles,
then each χ ∈ H(σ, λ,K(Γ)f) can be uniquely written as
χ = |·|2(λ+1)A χ1,(5.7)
where χ1 is unitary. For χ ∈ H(σ, λ,K(Γ)f) with χ as in (5.7) we define
w0χ = χ
−1 = |·|2(−λ+1)A χ¯1 ∈ H(w0σ,−λ,K(Γ)f).
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Since T (A) normalizes N(A) the group T (A) acts on Wρ¯m(σ, λ) by left translations and
thus we obtain a decomposition of Wρ¯m(σ, λ) into χ-isotypical subspaces:
Wρ¯m(σ, λ) =
⊕
χ∈H(σ,λ,K(Γ)f )
Wρ¯m(σ, λ)χ.(5.8)
Let tP1, . . . , tPh ∈ T (Af) denote fixed representatives of T (F )\T (Af)/U(Γ)f . Then for
f ∈ Wρ¯m(σ, λ), its projection fχ onto Wρ¯m(σ, λ)χ is given by
fχ(g) =
1
κ(Γ)
κ(Γ)∑
i=1
χ¯(tPj )f(tPjg).(5.9)
Now we use the the notations of the previous sections for the various cohomology groups.
We can canonically identify the Lie algebra nPi of NPi,∞ with nP . Then we have canonical
embeddings
κ(Γ)⊕
i=1
H1(nP ; V¯ (m))+ →֒
κ(Γ)⊕
i=1
(aP⊕nP )∗⊗V¯ (m);
κ(Γ)⊕
i=1
H1(nP ; V¯ (m))− →֒
κ(Γ)⊕
i=1
(aP⊕nP )∗⊗V¯ (m).
Moreover, an easy computation shows that in the present case these embeddings in fact
give isomorphisms
κ(Γ)⊕
i=1
H1(nP ; V¯ (m))+ ∼=
κ(Γ)⊕
i=1
(
(aP ⊕ nP )∗ ⊗ V¯ (m)
)σm+2 ;
κ(Γ)⊕
i=1
H1(nP ; V¯ (m))− ∼=
κ(Γ)⊕
i=1
(
(aP ⊕ nP )∗ ⊗ V¯ (m)
)σ−m−2
.
Thus together with Lemma 5.1, we obtain isomorphisms
µ+(m) : Wρ¯m(σm+2,−m/2) ∼=
κ(Γ)⊕
i=1
H1(nP ; V¯ (m))+ ∼= H1(∂X ; V¯ (m))+(5.10)
and
µ−(m) : Wρ¯m(σ−m−2, m/2) ∼=
κ(Γ)⊕
i=1
H1(nP ; V¯ (m))− ∼= H1(∂X ; V¯ (m))−.(5.11)
We shall denote the operator from Wρ¯m(σ−m−2, m/2) to Wρ¯m(σm+2,−m/2) induced by
C(σ−m−2, m/2) and the isomorphisms µ±(m) by C(σ−m−2, m/2) too. Then it is well-known
that for f ∈ Wρ¯m(σ−m−2, m/2) and g ∈ G(A) one has
C(σ−m−2, m/2)f(g) =
∫
N(A)
f(w0ng)dn, w0 =
(
0 −1
1 0
)
.
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With respect to the decompositions of Wρ¯m(σ−m−2, m/2) resp. Wρ¯m(σm+2,−m/2) into
Hecke-isotypical subspaces given in (5.8), the operator C(σ−m−2,m/2) splits as
C(σ−m−2, m/2) =
⊕
χ∈H(σ−m−2,m/2,K(Γ)f )
C(χ),
where C(χ) : Wρ¯m(σ−m−2, m/2)χ → Wρ¯m(σm+2,−m/2)w0χ. Let f ∈ W (σ−m−2, m/2)χ. For
our later purposes we can assume that f = f∞ ⊗
⊗
v finite fv. Then one has
C(χ)f = J∞(σ−m−2, m/2)f∞ ⊗
⊗
v finite
Cv(χv)fv.
where the operators Cv(χv) are defined by
(5.12) Cv(χv)fv =
∫
Fv
fv
(
w0
(
1 x
0 1
))
dx
The integral above can be computed explicitly, resulting in the next lemma. Let us set
notation for it. Let χ1 be as in (5.7). For v a finite place of F we let χ1,v be the local
component of χ1 at v. Then we say that χ1 is unramified at v if ker(χ1,v) ⊇ 1 + Ov.
Otherwise we say that χ1 is ramified at v. If χ1 is unramified at v, then χ1,v(πv) does not
depend on the choice of πv (this happens in particular if nv = 0). For v a finite place, χ1
unramified at v and s ∈ C the local L-factor Lv(χ1,v, s) is defined by
(5.13) Lv(χ1,v, s) :=
1
1− χ1,v(πv)|πv|−s .
Then the following Lemma holds.
Lemma 5.2. Let f ∈ Wρ¯m(σ−m−2, m/2) and v be a finite place of F . Then:
(i) If nv = 0, one has
Cv(χv)fv(1v) =
Lv(χ1,v, m)
Lv(χ1,v, m− 1)fv(Id).
(ii) If nv > 0 and χ is ramified at v, then for kv ∈ Kmax,v one has
Cv(χv)fv(kv) = Iv(kv)fv(kv),
where Iv(kv) ∈ |πv|−2nvmZ.
(iii) If nv > 0 and χ is unramified at v, then for kv ∈ Kmax,v one has
Cv(χv)fv(kv) =
Lv(χ1,v, m)
Lv(χ1,v, m− 1)Iv(kv)fv(kv),
where Iv(kv) ∈ |πv|−2nvmZ.
Proof. We prove (i) first. For x ∈ Fv, |x|v > 1 we have the Iwasawa decomposition
w0
(
1 x
0 1
)
=
(
x−1 −1
0 x
)(
1 0
x−1 1
)
.
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On the other hand for g = nak we have fv(g) = α(a)
sχ1,v(a)f(Id). Hence we get
Iv =
∫
|x|v>1
|x|−2sv χ1,v(x)−1fv
(
1 0
x−1 1
)
dx+
∫
Ov
fv
(
0 −1
1 x
)
dx
=
(∫
|x|v>1
|x|−2sv χ1,v(x)−1dx+
∫
Ov
1dx
)
fv(Id)
=
(∑
k≥1
(1− q−1)qk · χ1,v(πv)kq−2sk + 1
)
fv(Id)
=
(
1 +
(χ1,v(πv)q
2s−1)−1(1− q−1)
1− χ1,v(πv)q−2s+1
)
fv(Id) =
1− χ1,v(πv)q−2s
1− χ1,v(πv)q−2s+1 · fv(Id).
Now let us prove (ii). It obviously suffices to deal with kv = Id. Recall from the preceding
proof that :
(5.14) Iv =
∫
|x|v>1
|x|−2sχ1,v(x)fv
(
1 0
x−1 1
)
dx+
∫
Ov
fv
(
0 −1
1 x
)
dx.
The second term is a linear combination of integers (values of fv) with coefficients in Z[q
−n]
(the measure of a coset on which fv is constant is equal to q
−n) and hence lies in q−n Z. It
remains to deal with the second term. Since χ1 is ramified at v we have for any k ∈ Z the
equality ∫
|x|v=qk
χ1,v(x)dx = 0.
It follows that :∫
|x|v>1
|x|−2sχ1,v(x)fv
(
1 0
x−1 1
)
dx =
∫
1<|x|v≤qn
|x|−2sχ1,v(x)fv
(
1 0
x−1 1
)
dx
=
∑
a∈vOF /vn
|a|2s−2v χ1,v(a)fv
(
1 0
a 1
)
|a|−1
∫
1+a−1vnOv
χ1,v(x)dx.
Now there are two possibilities for the integral on the second line: either χ1,v is trivial on
1 + a−1vn, in which case the integral equals q−n|a|−1, or the integral vanishes. In either
case it lies in q−nZ, hence the sum lies in q−(2s−1)nZ.
The proof of (iii) is just a combination of those of (i) and (ii). The decomposition (5.14)
is still valid, and the estimate for the denominator of the first factor done there is still
valid. For the first one we have :∫
|x|v<1
|x|2−2sv χ1,v(x)f
(
1 0
x 1
)
dx =
∑
a∈OF /vn
fv
(
1 0
a 1
)∫
a+vnOv
|x|2−2sv χ1,v(x)dx
= q−n
∑
a6=0
(
1 0
a 1
)
χ1,v(a)|a|2s−2v + fv(Id)
∫
|x|v≤q−n
|x|vχ1,v(x)dx
22 JONATHAN PFAFF AND JEAN RAIMBAULT
(since χ1 is not ramified at v it is constant on every coset a+v
nOv). The terms with a 6= 0
belong to q
−(2s−1)n
v Z, and the same computation as in the proof of (i) yields that the last
term lies in q−2sn Lv(χ1,2s)
Lv(χ1,2s−1)Z. 
Finally, the term J∞(σ−m−2, m/2)(f∞), which is always a ratio of Γ-functions, can be
described explicitly in the present case. There is Φ ∈ ((nP ⊕ aP )∗ ⊗ V (ρ(m)))σ such that
f∞ = Φm/2. Moreover, there is an M∞-equivariant isomorphism
ν1(ρm)(w0) : ((nP ⊕ aP )∗ ⊗ V (ρ(m)))σ ∼= ((nP ⊕ aP )∗ ⊗ V (ρ(m)))w0σ .
The representation ν1(ρm) of K is not irreducible. However, if νm+2 denotes the represen-
tation of K of highest weight m + 2 in the canonical parametrization, then νm+2 occurs
with multiplicity one in ν1(ρm) and belong to the νm+2-isotypical subspace. Thus we have
J∞(σ−m−2, m/2)(Φm/2) = cνm+2(σ−m−2 : m/2) · (ν1(ρm)(w0)Φ)−m/2 ,(5.15)
where cνm+2(σ−m−2 : m/2) ∈ C is the value of generalized Harish-Chandra c-function. In
the present case, the latter is known explitly. Namely, by [Coh74, Appendix 2], taking the
different parametrizations into account, one has
cνm+2(σ−m−2 : m/2) =
1
π
1
im+m+ 2
.(5.16)
6. Estimation of the denominator of the C-matrix
We keep the notation of the preceding section. Our goal here is to prove the following
estimate for the denominator of the intertwining matrices.
Proposition 6.1. Let Γ be a (principal) congruence subgroup of ΓD. Then there exists a
constant C0(Γ) such that one can estimate
log |dEis,C(Γ, ρ¯m)| ≤ C0(Γ)m log(m)
for all m ∈ N.
Using the maps µ±(m) from (5.10) and (5.11) we obtain distinguished integral lattices
µ−1+ (m)(H
1(∂X ; Λ¯(m))+) in the space Wρ¯m(σm+2,−m/2) and µ−1− (m)(H1(∂X ; Λ¯(m))−) in
Wρ¯m(σ−m−2, m/2). More generally, if R ⊂ C is a ring with Z ⊂ R we will say that f ∈
Wρ¯m(σm+2,−m/2) is defined over R if it is in the image of µ−1+ (m)(H1(∂X ; Λ¯(m))+ ⊗Z R)
and we make the corresponding definition for Wρ¯m(σ−m−2, m/2). The decomposition of
Wρ¯m(σ−m−2, m/2) with respect to Hecke characters given in (5.8) does not respect the Z-
structure on this space just introduced. In other words, if f ∈ Wρ¯m(σ−m−2, m/2) is defined
over Z and if we decompose
f =
∑
χ∈H(σ−m−2,m/2,K(Γ)f )
fχ,(6.1)
then we cannot expect the fχ to be defined over Z. However, we have the following
Proposition which controls this defect.
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Proposition 6.2. There exists an algebraic integer α ∈ Z which depends on the group Γ
but not on the representation ρ(m) such that if f ∈ Wρ¯m(σ−m−2, m/2) is defined over Z
then αmfχ is defined over Z for each fχ in the decomposition (6.1).
Proof. The character χ∞,σ−m−2,m/2 is the character
χ∞,m+2 : T (C)→ C, χ∞,m+2
((
z 0
0 z−1
))
:= zm+2(6.2)
on T (C). LetH1(nP ; Λ¯(m))− denote the integral lattice in corresponding toH1(∂X ; Λ¯(m))−.
Without loss of generality, we may assume that f = µ−1− (Φ), where Φ ∈ H1(nP ; Λ¯(m))−.
We fix χ ∈ H(σ−m−2, m/2, K(Γ)f). We have
µ−
(
(µ−1− (Φ))χ
)
=
κ(Γ)∑
i=1
(µ−1− (Φ))χ(gPi).
On the other hand, by (5.9), for each i we have
(µ−1− (Φ))χ(gPi) =
1
κ(Γ)
κ(Γ)∑
j=1
χ(tPj)(µ
−1
− (Φ))(t
−1
Pj
gPi)(6.3)
For each i, j there exists a unique l = l(i, j) ∈ {1, . . . , h} and a g∞(i, j) ∈ SL2(C) such that
t−1Pj gPi = bgPlg∞(i, j)k,(6.4)
where b ∈ P (F ), k ∈ Kf(Γ). We fix g∞(i, j) satisfying (6.4). If gPl 6= gP1 = 1, then, by
definition one has (µ−1− (Φ))(t
−1
Pj
gPi) = 0. One the other hand, if gPl = 1, then by definition
one has
(µ−1− (Φ))(t
−1
Pj
gPi) = Φm/2(g∞(i, j)),(6.5)
where Φm/2 = ΦP,m/2 ∈ EP (σ−m−2, m/2, ν1(ρm)) is as in (5.5). Let g∞(i, j) = p∞(i, j)k∞(i, j),
where p∞(i, j) ∈ P∞, k∞(i, j) ∈ K∞. Then:
Φm/2(g∞(i, j)) = ν1(ρm)(k∞(i, j))
−1)Φm/2(p∞(i, j)).
One has Φm/2(p∞(i, j)) ∈ (aP ⊕ nP )∗ ⊗ V¯ (m))σ−m−2 and ν1(ρm)(k∞(i, j))−1Φm(p∞(i, j)) ∈
(aP ⊕ nP )∗ ⊗ V¯ (m))σ−m−2 . It is easy to see that this implies k∞(i, j) ∈M∞, i.e. g∞ ∈ P∞.
Moreover, together with (6.4) it follow that g∞ ∈ P (F ). Thus one can write
g∞(i, j) = t(g∞(i, j))n(g∞(i, j)),
t(g∞(i, j)) ∈ T (F ), n(g∞(i, k)) ∈ N(F ). We write t(g∞(i, j)) = diag(ti,j, t−1i,j ) with ti,j ∈
F ∗. Then by (6.2) and by the definition of Φm/2 we have Φm/2(g∞(i, j)) = t
m+2
i,j Φ. Thus if
αi,j ∈ O∗F is the denominator of ti,j, i.e. αi,jti,j ∈ O∗F , it follows that
αm+2i,j Φm/2(g∞(i, j)) ∈ H1(nP , Λ¯(m))− ⊗Z OF .(6.6)
Next, each Hecke character χ : F ∗\A∗ → C which is trivial on U(Γ) and which satisfies
χ∞ = χm+2,∞ is of the form χ˜m+2, where χ˜ : F ∗\A∗ → C is a character which is trivial on
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U(Γ) and satisfies χ˜∞(diag(z, z−1)) = z for z ∈ C∗. The set of such characters χ˜ is finite.
Thus it follow that there exists a β ∈ Z such that:
βm+2χ(tPj ) ∈ Z(6.7)
for all j = 1, . . . , κ(Γ) and all χ ∈ H(σ−m−2, m/2, K(Γ)f). Combining (6.3), (6.5), (6.6)
and (6.7) we get the statement in the proposition. 
For a unitary Hecke character χ1 we consider the Hecke L-function
L(χ1, s) =
∏
v
Lv(χ1, v, s)
Recall the for a place v where χ does not ramify we defined the local factor Lv in (5.13); we
take the convention that Lv(χ1, s) := 1 if χ1 is ramified at v. The infinite product converges
absolutely for Re(s) > 1 and admits a meromophic continuation to C. For a ∈ Q we shall
denote by |a|Q/Q or simply |a| its absolute norm given by
|a|Q/Q := |B| , B =
∏
b∈Gal(Q/Q)·a
b ∈ Q,
where Gal(Q/Q) is the absolute Galois group of Q. The following proposition evalu-
ates the denominator of the quotient of L-values appearing in the computation of the
intertwining operators in Lemma 5.2. It is essentially contained in the work of Damerell
[Dam70],[Dam71]: our argument consist in keeping track of norm estimates along the steps
in the proof of the main theorem of [Dam70].
Proposition 6.3. Let I be an ideal in OD. There is A ∈ Z>0 such that for all unitary Hecke
characters χ whose conductor divides I and whose infinite part χ∞(z) = (z/|z|)n = (z/z)n/2
for an even integer n, and for any integer s ∈ {0, . . . , n/2} there is an integer a′ ∈ Z such
that |a′| ≤ (n!)A and we have :
(6.8) 2n−2s+1a′
L(χ, s)
L(χ, s− 1) ∈ πZ.
Proof. We first indicate how the arguments used in [Dam70] yield the following result,
which is a more precise version of Theorem 1 in loc. cit.
Lemma 6.4. There is an Ω ∈ C× (depending only on the field F ) such that the following
holds. Let n be an even integer, χ a unitary Hecke character of F with infinite part
χ∞(z) = (z/z)n/2 and s an integer in the range {0, . . . , n/2}. Then
(6.9) πn/2−sL(χ, s)/Ωn
is an algebraic number, whose degree over Q is bounded by a constant depending only on
F and the conductor f of χ and whose absolute norm is bounded by C(n!)A for positive
integers C,A depending only on F .
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Proof. In the proof of this lemma all our numbered references are to Damerell’s paper
[Dam70]. Damerell’s statement includes only the algebraicity, but his arguments give the
full statement above as we shall now explain. Formula (6.2) yields the following expression
for the normalized L-value occuring above :
(†) πn/2−sL(χ, s)/Ωn = M ·
h∑
i=1
Aˆiχf(Aˆi)
−1 ∑
β∈Ai/Bi
χf(β)ψ
pFn(βΩ, s,ΩBi)
where:
• M is an algebraic number depending on f and F ;
• A1, . . . ,Ah are integral ideals representing the elements in the class-group of F ;
• Bi = fAi ;
• ψ is a number depending on F and p = n/2− s;
• Fn is a particular function which we will analyze below;
• Ω ∈ C× is a particular number depending only on F .
The next step is Lemma 5.2, which yields an expression of Fn(·, ·,Λ) in terms of arithmetic
invariants of the elliptic curve C/Λ. More precisely, let ℘ be the Weierstrass function
associated to this elliptic curve, and let s > 1. Then we have :
(∗) ψpFn(z, s,Λ) =
∑
t+u+v=p
p!
t!u!v!
h(z)t(−ϕ)u(−1)vKvq−u(z).
where :
• h(z) is a rational fraction (with coefficients in Q) in ℘(kz), ℘′(kz), ℘′′(kz) where
k = 1, . . . , ℓ− 2, with ℓ the exponent of the finite abelian group Ai/Bi (see Lemma
4.3) ;
• Kij is a polynomial (with coefficients in Q) in h, ℘(z), ℘′(z), g2(Λ) and g3(Λ) and ϕ
(Corollary 4.1) ;
• ϕ is a constant depending on the curve C/Λ.
The key fact is then that all points at which the various ℘ occuring in (†) are estimated
are of bounded finite order on the elliptic curves: this yields algebraic equations for the
relevant values of ℘ and its derivative whose degree is bounded (depending on F and f).
The values of g2 and g3 are algebraic of degree depending on the elliptic curve (this is where
the choice of x enters, see the remark after Lemma 2.1). It then follows that the values of
℘′′ are algebraic of bounded degree, as we can see by differentiating in z the equation
(d℘/dz)2 = 4℘3 − g2℘− g3
satisfied by ℘, which yields
(♭) d2℘/dz2 = 6℘2 − g2/2
(cf. (3.10),(3.11)). All of this proves that the factors h(z) and Kvq−u in (∗) are algebraic
of bounded (depending on F, f) degree. It remains to deal with ϕ. Choosing a τ ∈ OF ,
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equation (6.1) yields the expression
ϕ = (ττ − τ 2)−1
∑
ρ∈τbBi/xBi
ρ6=0
℘(ρ/τ)
which is algebraic of bounded degree. This finishes the proof that all factors of the sum-
mands in (∗) are algebraic of bounded degree. To finish the proof that the normalized
L-value itself is so we need only note that since the character χf is of bounded finite order
(depending on f), its values in (†) are roots of unity of bounded degree. Thus all terms in
(†) are algebraic integers of bounded degree.
Now we must bound the absolute norm of the right-hand side in (†). It is obvious from
(†),(∗) and the proof that the degree is bounded that it suffices to prove that the valuation
of Kji , for 2 ≤ i + 2 ≤ j ≤ n is bounded by C(n!)A for some constant C. To do this we
must return to the arguments of Damerell; in the proof of Lemma 3.3 he shows that for
j ≥ 2 one has
K0j (z) = (−1)j
dj−2℘(z)
dzj−2
.
From this an easy recursive argument using the identity (♭) allows to prove that for j ≥ 2
K0j (z) is a polynomial in ℘(z), ℘
′(z)/2 and g2/12 of degree less than 2j in each variable,
with coefficients in Z that are ≪ (2j)! ·N j for some integer N ∈ Z>0 ; we will denote this
polynomial by P 0j ∈ Z[X1, . . . , X4] (the last variable represents g3/4).
Damerell proves that for 0 ≤ i < j there is a polynomial P ij ∈ Z[X1, . . . , X4] such that
Kij(z) = P
i
j (℘(z), ℘
′(z)/2, g2/12, g3/4). For this he uses the recurrence relation (3.12),
which is :
(♯) Ki+1j+1(z) = i
℘′(z)
2
· 1
j
Ki−1j (z)− i
g2
12
· 1
j
Ki−1j−1(z)−
1
j
DKji (z)
where D is a differential operator (in both second variables of ℘). It is given explicitely for
℘, ℘′, g2 and g3 in the equalities (3.7), which we rewrite here :
Dg2 = −6g3, Dg3 = −1
3
g22,
D℘ = −2℘2 − g2
3
, D℘′ = −3℘ · ℘′.
Together with (♯) these finally yield that the degree of P ij in each variable is less than
2(i+ j) and the coefficients are majorized by 2(i+ j)!N (i+j) for some N ∈ Z>0. It follows
that for the values of z occuring in (†) we have |Kvq−u(z)| ≪ n!Nn at each place, hence the
absolute norm is bounded by (n!Nn)[E:Q]. This finishes the proof of our statement. 
Bounds for the denominators of special values of L-functions are also given by the work
of Damerell. We will use the following statement to evaluate denominators of the L-part
of the intertwining integrals: let n be an even integer, χ be a unitary Hecke character of
F , with infinite part
χ∞(z) = (a/a)n/2
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and finite part χf of conductor I. Then [Dam71, Theorem 2] states that for the complex
number Ω ∈ C× appearing in Lemma 6.4 there is an algebraic integer a ∈ Z, whose
absolute norm |a| = |a|Q/Q is bounded independently of s, χ∞, such that for all integers
s ∈ {0, . . . , n/2} we have
(6.10) 2n/2−sa · L(χ, s) ∈ Ωn/πn/2−s Z.
The proposition follows from this and the bound for the abolute norm of normalized L-
values given in Lemma 6.4 (the transcendental factors cancel between the numerator and
denominator). 
We can finally put everything together to estimate the denominators of the C-matrix.
Proof of Proposition 6.1. Let X± be the integral vectors in nP of weight ±2 for su2 and v±
the vectors of weight ±m for su2 in V¯ (m). Then a cohomology class ω± in H1(nP ; V¯ (m))±
is integral if and only if
∫
c±
ω ∈ Z where c± is the 1-cycle on ΓP∞\H3 with coefficients in
V¯ (m) associated to X± and v±. Moreover we have∫
c±
ω± = µ±(m)−1(ω)(Id),
∫
c±
C(ω±) = C
(
µ∓(m)−1(ω)
)
(Id).
Likewise a cohomology class ω± ∈ H1(nPi ; V¯ (m))± with coefficients in V¯ (m) is integral
if and only if the value of a function f = µ−1± (ω±) at gPi is integral (up to an at most
exponential factor in m coming from the non-integrality of the cycle associated to ad(gPi) ·
X± and ρ¯m(gPi) · v±), and we have the same equivariance property viz. the operators C
and C.
The functions µ±(m)−1(ω)(gpi) on G(A) are K
′
f -invariant where K
′
f is the compact-open
subgroup
⋂h
i=1 gPiKf (Γ)g
−1
Pi
of G(A). So the statement in the proposition reduces to the
following claim: let K ′f be a compact-open subgroup in G(Af) and f ∈ Wρ¯m(σm+2,−m/2)
corresponding to a rational integral cohomology class (the latter being defined as above,
with Kf(Γ) replaced by K
′
f). Then we claim that there are N,C,A ∈ Z>0 depending only
on K ′f such that we have
C(s(m))f(Id) ∈ C−1N−m(m!)AZf(Id).
To prove we note that it suffices to prove a similar result over Z, namely that for all f as
above corresponding to a cohomology class with coefficients in Λ¯(m)⊗ Z we have
(6.11) C(s(m))f(Id) ∈ a−1Zf(Id)
for an algebraic integer a with |a|Q/Q ≤ C(m!)A (indeed, since we know a priori that if the
right-hand side is defined over Q the proposition follows by thaking the product of Galois
conjugates of each side).
Let us prove (6.11). First, it follows from Proposition 6.2 that it suffices to prove it for
f ∈ Wχ. By Lemma 5.2 and (5.15), (5.16) we get that it suffices to prove that
1
π
· L(χ,m)
L(χ,m− 1) ∈ b
−1Z
28 JONATHAN PFAFF AND JEAN RAIMBAULT
for an a ∈ Z with absolute norm |b| ≤ (m!)A. This last statement follows from Proposition
6.3. 
7. Bounding the torsion from below
In this section we prove the estimate (1.2) (and also (1.4), which we actually need to
prove the former) from our main Theorem A.
7.1. Torsion in H∗(Γ, Λ¯(m)). We first show directly that the order of the groupH1(Γ; Λ¯(m))tors
grows slower in m than our leading term. Since we work with a split algebraic group the
proof of this is simpler than that of the corresponding statement in [MM13].
Lemma 7.1. Let Γ be a congruence subgroup of ΓD. Then
log |H1(Γ; Λ¯(m))tors| = O(m logm),
as m→∞.
Proof. One hasH1(Γ; Λ¯(m))tors ∼= H0(Γ; Λ¯(m))tors by the universal coefficient theorem. Let
Λ0(m) denote the submodule of Λ(m) generated by all (ρm(γ)− Id)v, where v ∈ Λ(m) and
γ ∈ Γ. Then H0(Λ(m)) = Λ(m)/Λ0(m). There exists an a ∈ N such that for na :=
(
1 a
0 1
)
and n¯a :=
(
1 0
a 1
)
one has na, n¯a ∈ Γ. If we let X , Y denote the standard basis of C2, then
Xm, Xm−1Y, . . . , Y m is a basis of Λ(m) and in this basis, ρm(na)− Id is represented by an
upper triangular nilpotent matrix. For j > i, the entry in the i-th row, j-th column of this
matrix is given by aj−i
(
j − 1
j − i
)
. Thus it follows inductively that (l+1)aXm−lY l ∈ Λ0(m)
for 0 ≤ l < m. On the other hand, one has (ρm(n¯a) − Id)XY m−1 = aY m. Thus one has
|H0(Λ(m))| ≤ am+1m!. i.e. log |H0(Λ(m))| = O(m logm) as m → ∞. For Λˇ(m) one can
argue similarly. 
The main result we prove here is the exponential growth of the torsion subgroup of
H2(Γ, Λ¯(m)); in the remainder of this subsection we will show how all the work done in
sections 4–6 implies the following result.
Proposition 7.2. We have
(7.1) lim inf
m→+∞
log |H2(Γ(a), Λ¯(m))tors|
m2
≥ vol(Xa)
π
(
1− N(a0)
N(a)
)
Proof. We first remark that it follows easily from the interpretation of H1(∂X ; Λ¯(m))± in
terms of closed Eρ¯m-valued holomorphic respectively antiholomorphic forms on the bound-
ary ∂X that
[H1(∂X ; Λ¯(m))free : H
1(∂X ; Λ¯(m))− ⊕H1(∂X ; Λ¯(m))+] = O(m logm),(7.2)
as m→∞.
TORSION IN SYMMETRIC POWERS 29
Let A and C1(Γ) be as in the end of section 3. Let a be a non-zero ideal of OD with
N(a) > C1(Γ) and let a0 ∈ A such that nl,Γ(a) = nl,Γ(a0) for each l = 1, . . . , dF . For brevity
we shall use the following notation in the remaining computations:
Ri(X, L¯(m)) = volBi(Γ,ρ¯m)
(
H i(Γ, Λ¯(m))
)
.
With this notation (4.4) becomes
log τEis(X ;Eρ¯m) = logR
2(Xa, L¯(m)) + log |H1(Γ(a), Λ¯(m))tors|
− logR1(Xa, L¯(m))− log |H2(Γ(a), Λ¯(m))tors|.
(7.3)
By Lemmas 4.2 and 7.1 we have that
(7.4)
∣∣log (|H1(Γ(a), Λ¯(m))tors|)∣∣ , | logR2(Xa, L¯(m))| ≪ m log(m).
On the other hand, by Lemma 4.1 together with Proposition 6.1 and (7.2) we have that
lim inf
m→+∞
logR1(Xa, L¯(m))
m2
≤ lim inf
m→+∞
log |H2(Γ(a),Λ(m))tors|
m2
From (7.4) we get that in the expression (7.3) for the Reidemeister torsion τEis(Xa;Eρ¯m)
all terms but for log |H2| and logR1 are O(m log(m)) and using the preceding inequality
we get that
(7.5) lim inf
m→+∞
(
2
log |H2(Γ(a),Λ(m))tors|
m2
)
≥ lim inf
m→+∞
(
− log τEis(Xa;Eρ¯m)
m2
)
.
On the other hand, we also get from (7.2) and Lemma 4.1 that
lim inf
m→+∞
(− logR1(Xa0 , L¯(m))
m2
)
≤ 0
from which and (7.4) (used for a0 instead of a) it follows that
(7.6) lim inf
m→+∞
(
log τEis(Xa0;Eρ¯m)
m2
)
≤ 0.
Putting together (7.5) and (7.6) we get that
lim inf
m→+∞
(
2
[ΓD : Γ(a0)]
|O∗D| ·N(a0)
· log |H
2(Γ(a),Λ(m))tors|
m2
)
≥
lim inf
m→+∞
(−[ΓD : Γ(a0)]
|O∗D| ·N(a0)
· log τEis(Xa;Eρ¯m)
m2
+
[ΓD : Γ(a)]
|O∗D| ·N(a)
· log τEis(Xa0 ;Eρ¯m)
m2
)
.
Finally, the right-hand side above converges to
2 · [ΓD : Γ(a0)] · [ΓD : Γ(a)]|O∗D|π
(
1
N(a0)
− 1
N(a)
)
vol(ΓD\H3)
= 2
[ΓD : Γ(a0)]
|O∗D|N(a0)
· vol(Xa)
π
·
(
1− N(a0)
N(a)
)
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by Proposition 3.2 (which we are allowed to use for the representation ρm ⊕ ρm instead
of ρm since the analytic or Reidemeister torsion of the former is the square of that of the
latter). This finishes the proof of Proposition 7.2. 
7.2. Independance from the lattice. Here we prove that log |H2(Γ,Λm)tors| does not
depend on the choice of lattices Λm ⊂ V (m) up to an error term of size m log(m).
Proposition 7.3. Let Γ be a finite-index subgroup of the Bianchi group ΓD. There is a
constant C depending only on Γ such that for any m ≥ 1 and any two Γ-invariant lattices
Λ1,Λ2 in V (m) we have ∣∣∣∣log
( |H2(Γ,Λ1)tors|
|H2(Γ,Λ2)tors|
)∣∣∣∣ ≤ Cm log(m).
We will deduce the proposition from the two next lemmas.
Lemma 7.4. Let Γ be a subgroup of a Bianchi group, ρ be a representation of SL2(C) on
a vector space V and Λ,Λ′ two ρ(Γ)-invariant lattices in V such that M · Λ ⊂ Λ′ ⊂ Λ for
some integer M ∈ Z>0. Let L,L′ be the local systems on X = Γ\H3 induced by Λ,Λ′ and
Eρ the Euclidean bundle on X induced by ρ. Then we have
1 ≤ R
1(X,L′)
R1(X,L) ≤M
dimH1(X,Eρ).
Proof. Let h = dimH1(X,Eρ) and let c1, . . . , ch ∈ Z1(X,L) such that the cohomology
classes [c1], . . . , [ch] generate the free part of H
1(X,L). Then each M · ci belongs to
Z1(X,L′) and together the M · [ci] generate a finite-index subgroup of H1(X,L′). Thus
we get
M ·H1(X,L) ⊂ H1(X,L′)
and the inequality
R1(X,L′) ≤ [H1(X,L) : M ·H1(X,L)]R1(X,L) = MhR1(X,L)
follows immediately. 
Lemma 7.5. There is a constant c ∈ Z>0 depending on Γ such that if Λ1,Λ2 are two
Γ-invariant lattices in V (m) then there exists a ∈ Q such that
aΛ1 ⊂ Λ2 ⊂ a(m!)−cΛ1.
Proof. Let 〈·, ·〉 be the pairing on V (m) = SymmmC2 induced by the determinant on
C2×C2 (which is hence nondegenerate and Γ-invariant) and let Λ′1 be the 〈·, ·〉-dual lattice
of Λ1 in V (m), that is
Λ′1 = {v ∈ V (m) : ∀u ∈ Λ1, 〈u, v〉 ∈ Z}.
Then
(7.7) m!Λ′1 ⊂ Λ1 ⊂ (m!)−1Λ′1
as follows from the expression of 〈, 〉 in coordinates (see for example [Ber08, 2.4]). Now
let u be a primitive vector in Λ2 which is a vector of maximal weight for the standard
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parabolic subgroup of SL2(C) in V (m) (i.e. a rational multiple of X
m); there exists an
a ∈ Q such that au is a primitive vector in Λ′1. Then Λ3 := 〈Γ · au〉 ⊂ Λ′1: indeed, for any
v ∈ Λ1 and γ ∈ Γ we have
〈v, γ · au〉 = 〈γ−1 · v, au〉 ∈ Z.
From this and (7.7) we get that Λ3 ⊂ (m!)−1Λ1. By arguments similar to those used in
the proof of Lemma 7.1 (which we will detail after we explain how to conclude the proof
from there) , we also have that
(7.8) aΛ2 ⊂ N−m(m!)−2Λ3
for some N ∈ Z>0 depending on Γ. It finally follows that
aΛ2 ⊂ N−m(m!)−3Λ1
which proves half the lemma ; the second half also follows by a completely symmetric
argument.
Let us explain how (7.8) is proved. For ease of notation we will suppose that au = Xm.
We put Λ0 = Λ(m) = ODXm ⊕ ODXm−1Y ⊕ . . . ⊕ ODY m. Let z ∈ Z such that nz ∈ Γ
and k ∈ {1, . . . , m} ; suppose that bXm−kY k ∈ Λ2 for some b ∈ F . Then we get that
Λ2 ∋ nkz · bXm−kY k = bk!zkXm
so that bk!zm ∈ OD. Thus we get that Λ2 ⊂ (zmm!)−1Λ0. On the other hand the proof of
Lemma 7.1 yields that [Λ0 : Λ3] ≤ zmm!, hence Λ2 ⊂ (zmm!)−2Λ3. 
Proof of Proposition 7.3. Let Li be the local system on X induced by the lattice Λi. We
have by (7.3) that
R2(X,L1) · |H1(Γ,Λ1)tors|
R1(X,L1) · |H2(Γ,Λ1)tors| = τEis(X, ρm) =
R2(X,L2) · |H1(Γ,Λ2)tors|
R1(X,L2) · |H2(Γ,Λ2)tors| .
By Lemmas 4.2 and 7.1 we have that H1, R2 are≪ m log(m) for whichever lattice, and by
Lemmas 7.4 and 7.5 we get that∣∣∣∣log
(
R1(X,L1)
R1(X,L2)
)∣∣∣∣≪ m log(m)
and we can thus conclude that the remaining terms log(H2(Γ,Λi)) in the Reidemeister
torsion differ by at most Cm log(m) for some C > 0 depending on Γ. 
7.3. Conclusion. Let Λ¯′(m) be the lattice Λ(m)⊕Λ(m) in V (m)⊕V (m). By Propositions
7.3 and 7.2 we get that
lim inf
log |H2(Γ(a), Λ¯′(m))tors|
m2
≥ vol(Xa)
π
(
1− N(a0)
N(a)
)
.
Since H2(Γ(a), Λ¯′(m)) ∼= H2(Γ(a),Λ(m))2 we get (1.2). The estimate (1.4) is proven
exactly as in Lemma 7.1.
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8. Bounding the torsion from above
In this section we proof equation (1.3) from Theorem A : we give the proof for Λ¯(m)-
coefficients, the case of Λ(m) follows immediately by Proposition 7.3. The main ingredient
is the following lemma, usually attributed to O. Gabber and C. Soule´ (we note that it is
also an important tool in V. Emery’s a priori bound for the torsion in the homology of
certain arithmetic lattices, see [Eme14]). We refer the reader to [Sau14, Lemma 3.2] for a
proof.
Lemma 8.1. Let A := Za with standard basis (ei)i=1,...,a and let B := Z
b. Equip B ⊗Z R
with the Euclidan norm ‖·‖. Let φ : A→ B be Z-linear and assume that there exists α ∈ R
such that ‖φ(ei)‖ ≤ α for each i = 1, . . . , a. Then one has
|coker(φ)tors| ≤ αmin(a,b)
Next, we have the following elementary Lemma.
Lemma 8.2. Let {vj := em−i1 ej2 : i = 0, . . . , m}, denote the standard integral basis of
the lattice Λm ⊂ V (m). Equip V (m) with the inner product such that the vi form an
orthonormal basis and let ‖·‖End(Vm) denote the corresponding norm on End(Vm). Then for
each γ ∈ ΓD one has
‖ρm(γ)‖End(Vm) ≤ ‖ρ1(γ)‖
m
End(V1)
Proof. This follows immediately from the definitions. 
Now we can estimate the torsion from above as follows.
Proposition 8.3. Let Γ be a finite index, torsion-free subgroup of ΓD. Then there exists
a consant cΓ such that one can estimate
log |H2(Γ, Λ¯(m))tors| ≤ cΓm2
for each m ∈ N.
Proof. Let X := Γ\H3. Let K be a smooth triangulation of X and let K˜ denote its lift
to a smooth triangulation of H3. For each q let Cq(K) := {σ1,q, . . . , σN(Γ,q),q} denote the
simplicial q-chains of K, where N(Γ, q) ∈ N depends on K. Let Cq(K˜) denote the simplicial
q-chains of K˜ and let ∂˜q : Cq(K˜)→ Cq−1(K˜) be the corresponding boundary operator. For
each σi,q we fix a σ˜i,q ∈ K˜ such that π∗(σ˜i,q) = σi,q, where π : X˜ → X is the covering map.
The group Γ acts on Cq(K) and we denote the corresponding action simply by ·. For each
σi,q there exist elements γk,q−1 ∈ Γ, k = 1, . . . N(q − 1,Γ), such that
∂˜q(σ˜i,q) =
N(q−1,Γ)∑
k=1
γk,q−1 · σ˜k,q−1.
Let Cq(K; Λm) := Cq(K)⊗Z[Γ] Λm. Then the homology groups H∗(Γ; Λm) are isomorphic
to the homology groups H∗(C∗(K; Λm)) of the complex
(C∗(K; Λm), ∂∗;ρm) := (C∗(K)⊗Z[Γ] Λm, ∂˜∗ ⊗ Id).
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Let {v0, . . . , vm} denote the standard integral basis of Λm as in Lemma 8.2. Then an
integral basis of Cq(K; Λm) is given by
Bq(K; Λm) := {σ˜i,q ⊗ vj : i = 1, . . . , N(Γ, q) : j = 0, . . . , m}.
We equip Cq(K; Λm)⊗Z R with the inner product for which Bq(K; Λm) is an orthonormal
basis and denote the corresponding norm by ‖·‖Cq(K;V (m)). Then we have
∂q;ρm(σ˜i,q ⊗ vj) =
N(q−1,Γ)∑
k=1
σ˜k,q−1 ⊗ (ρm(γ−1k,q−1)vj)
and thus by the definition of the norms we have
‖∂q;ρm(σ˜i,q ⊗ vj)‖Cq−1(K;V (m)) ≤ N(q − 1,Γ) maxk=1,...,N(q−1,Γ)
∥∥ρm(γ−1k,q−1)∥∥End(Vm)
=N(q − 1,Γ)
(
max
k=1,...,N(q−1,Γ)
∥∥ρ1(γ−1k,q−1)∥∥End(V1)
)m
,(8.1)
where the last step follows from Lemma 8.2. We put
c0(Γ) := max
q
max
k=1,...,N(q−1,Γ)
∥∥ρ1(γ−1k,q−1)∥∥End(V1) .
Then c0(Γ) depends on Γ and the triangulation K, but not on the local system Λm. If
we apply Lemma 8.1 with A := Cq(K; Λm), B := Cq−1(K; Λm), φ := ∂q;ρm and α :=
N(Γ, q − 1)c0(Γ)m, then, using that rkZA = (m + 1)N(q,Γ), rkz B = (m + 1)N(q − 1,Γ)
we obtain from (8.1) that
∣∣(coker(∂q;ρm))tors∣∣ ≤ (N(Γ, q − 1)c0(Γ)m)(m+1)min{N(q,Γ),N(q−1,Γ)}
For Λˇm one argues in the same way. Thus the proposition follows by applying the universal
coefficient theorem. 
Remark 1. Using the KAK-decomposition, it should be possible to generalize Lemma 8.2
and thus the proof of Proposition 8.3 to arithmetic subgroups Γ of arbitrary connected
semisimple Liegroups G defined over Q which satisfy δ(G) = 1. For suitable rays ρλ(m)
of Q-rational representations of G of highest weight mλ with Γ-invariant integral lattices
Λ(ρλ(m)), this should give an upper bound of the corresponding sizes of all twisted coho-
mological torsion subgroups H∗tors(Γ,Λ(ρλ(m))) by C(Γ)m dim ρλ(m). Such a bound can be
regarded as complementary to the lower bound obtained in the compact case in [MP14b].
Let a0 ∈ A be as in the previous section. If we apply Proposition 8.3 for the group Γ(a0)
instead of the group Γ(a) and also use Proposition 3.2, we can improve the constant in
the upper bound of the size of m−2 log |H2(Γ(a), Λ¯(m))tors| and thus prove (1.3). Namely,
34 JONATHAN PFAFF AND JEAN RAIMBAULT
arguing similar as in the proof of (1.2) given in the previous section, we obtain
lim sup
m→∞
m−2
[ΓD : Γ(a0)]
#(O∗D)N(a0)
log |H2tors(Γ(a), Λ¯(m))| −
[ΓD : Γ(a)]
#(O∗D)N(a)
c(Γ0)
≤ lim sup
m→∞
m−2
(
− [ΓD : Γ(a0)]
#(O∗D)N(a0)
log τEis(Xa;Eρ¯(m)) +
[ΓD : Γ(a)]
#(O∗D)N(a)
log τEis(Xa0;Eρ¯(m))
)
+
[ΓD : Γ(a0)]
#(O∗D)N(a)
c(Γ(a0)).
Invoking Proposition 3.2, equation (1.3) follows.
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