In this paper, we review the recent publication by Stilman and Kuffner titled "Navigation Among Movable Obstacles: Realtime Reasoning in Complex Environments". They propose a solution to the problem of navigation in cluttered environments where the robot has the ability to move obstacles to clear previously blocked paths. This problem is particularly challenging because the planner must include both manipulation and navigation constraints in the same framework, which causes the problem to rapidly become intractable. They present a resolution-complete planner that takes advantage of the navigational structure of the problem to reduce the solution space dimensions to a manageable size. They also present real-time simulation results on problems of varying size and complexity. In addition to reviewing the paper, we also explore some issues left unanswered that might be the subject of interesting future work.
I. INTRODUCTION
Picture a human planning to move through a cluttered space, say a room with furniture. Typically, the person will not only move to avoid obstacles, but will often reposition some of them in order to free previously blocked paths. This behavior seems natural for humans, but results in a very complex manipulation and planning problem for robots. Whereas a significant body of work that aims to build robots that conform to the environment already exists, very few have endeavored to solve the opposite problem: how to program a robot that conforms the environment to its goals. One crucial aspect of this problem is that the robot must include both manipulation and navigation aspects in the same planning framework, which result in a prohibitively large solution space. This is the challenge that Stilman & Kuffner propose to address in their recent paper titled "Navigation among movable obstacles: real-time reasoning in complex environments" [1] . Their main contribution is a way to reduce an intractable search space to manageable dimensions by taking advantage of the navigational structure through state-space decomposition and heuristic search. In addition, they also present an implementation of a real-time planner that efficiently searches over this simpler search space. Finally, they demonstrate their algorithm in challenging situations, where previous approaches have failed.
Throughout their paper, the authors make the assumption that the world is two-dimensional: the robot and the obstacles are projected on the ground plane and represented by polygons. Only 2-D planar motion is considered. Also, the robot has perfect knowledge of the world, to avoid dealing with uncertainty issues and focusing solely on the Navigation Among Movable Obstacles (NAMO) problem. An example of such problem is shown in Figure 1 .
The remainder of the current paper is divided as follows. First, Section II presents previous work, and Section III details the proposed approach. Next, some of their results obtained in simulation are shown in Section IV. Finally, in Section V we discuss potential extensions that may be explored in future work. Since this paper is intended to be a review, the curious reader is referred to [1] for more details.
II. RELATED WORK
This section relates paper by Stilman & Kuffner to previously published work. This paper finds inspiration mostly from the motion and assembly planning domains.
Because of the complexity of the problem, it cannot be solved by directly applying traditional motion planning techniques. In fact, recent work [2] has demonstrated NP-completeness results in very simple problems where obstacles can be pushed on a planar grid.
Researchers have previously explored robot interactions with a single object. For example, Okada et al. [3] consider a similar problem where the robot is able to pick up and carry one object at a time to free paths. Stilman & Kuffner's work differs in the sense that the robot is only allowed to push and pull objects, which involves reasoning about multiple objects simultaneously.
There is also a body of work related to robot interactions with multiple objects, mostly in the assembly planning domain. However, the primary focus, separating a collection of parts, typically ignores the robot/manipulator and thus diverges from the characteristics of NAMO. A highly relevant extension of this work is the rearrangement problem [4] , which deals with a curse of dimensionality similar to the NAMO problem.
Finally, to the author's knowledge, the most relevant work is done by Chen & Hwang [5] , which also presents a planner that deals with movable obstacles. Their solution consists of a navigation trajectory which minimizes the associated cost of moving obstacles away from the robot. However, since all objects are greedily pushed away from the robot to allow it to move forward, many situations remain unsolvable. In Section IV, we show that the backtracking capabilities of the planner proposed by Stilman & Kuffner is able to overcome many of these problems.
III. APPROACH
As mentioned earlier, the main contribution of Stilman & Kuffner is to provide an efficient way of reducing the complexity of the NAMO planning problem. This is done in three main steps, which will be reviewed in this section. First, the inherent manipulation aspect are explained, then we present an optimal planner with respect to some well-defined metrics. Finally, we show how additional complexity reduction allow the implementation of a real-time planner.
A. Manipulation aspects
In the NAMO domain, manipulation is closely tied to the planning problem. Indeed, the robot must manipulate objects in order to free paths which will lead to the goal. We now take a look at some important considerations related to the manipulation problem. To do so, we first introduce important definitions, then detail the first step in search space reduction necessary for tractable implementation.
1) Definitions: The paper adopts a rather simple formulation that is inspired from human behavior. Intuitively, a human would displace an object by grasping it at a convenient location, and by pushing or pulling it in the desired direction. An example of such situation is illustrated in Figure 2 and highlights the two manipulation aspects that must be addressed: how to select contact point p and force F to move the object in the desired position? a) Contact points p: Under the assumption that the manipulator configuration space is largely constrained by the freespace of the robot base, they define CP (O) the set of all points on the object O that can potentially be grasped by the robot. These contact points are object-dependent, and must be computed prior to the planning phase. Because each object is modeled as a 2-D polygon, typical contact point choices are edges, or other line segments that can be identified for a more involved obstacle definition. Since the focus of the paper is planning, it is further assumed that a methodology exists to implement a desired grasp at a particular point on an object [6] .
b) Possible forces F : Furthermore, the authors define by F (p) the possible forces that can be exerted on point p without directional slip or loss of contact between the end-effector and the obstacle. In short, it determines if the object can be pushed and pulled at point p in a given direction to achieve the desired displacement. 
2) Search space reduction:
To search the space of all possible interactions of the robot with the object, we would need to consider all potential wrenches on the obstacle's center of mass, and then find corresponding robot actions that would make them feasible. However, for a high-DOF robot such as a humanoid, the complete set of actions is exceedingly large. Thus a search over that space is prohibitive and therefore not suitable for real-time implementation.
To reduce the search space dimensionality, the authors first make the observation that significant displacements of large objects will require the robot to move its base throughout the manipulation [1] . Therefore, to simplify the problem, we can model the robot by two simple components: its mobile base (represented by R COM ) that can only translate in the plane; and its manipulator arm that acts as a non-linear spring/damper distance constraint between the robot base and the point of contact p, represented by the gains k p and k v . This model is expressed by Equation 1 and illustrated in Figure 3 . The translational forces F x and F y are modeled by:
where
is the normalization operator and D is the desired distance. The resulting action space is therefore reduced to the translational motions of R COM in a discrete number of directions. The resulting obstacle motions can be obtained by numerically integrating Equation 1 using fixed time steps and accelerations. To summarize, we were able to reduce the search space from a potentially very high-dimensional space to a simple 2-D space by a parameterization of the problem in terms of the displacement of the robot mobile base. Next, we will derive a resolution-complete and metric optimal planner to solve the NAMO problem.
B. Resolution-complete and metric optimal planner
We first describe the problem representation, followed by the introduction of the keyhole concept, crucial for understanding the decomposition of a large problem in many smaller ones. Finally, we present the planner itself and its implications. 
1) Problem representation:
The robot is represented as a polygonal discretization of the circle on the 2-D plane. By projecting an instance of NAMO into the planar configuration space of navigation and using the standard convolution of the robot and its obstacles [7] , the two-dimensional free C-space C f ree can be obtained. Figure 4 shows an example of NAMO.
In a typical NAMO problem, the free space is divided into different disjoint components. Initially, the robot is placed in a component that does not contain the goal location. Define Acc(R COM ) the subspace C f ree that can be reached solely by navigation from the current robot base configuration. The task of the robot is then to manipulate objects such that the goal configuration is added to Acc(R COM ). In the example shown in Figure 4 , successively moving the center table and the couch would add C 2 and C 4 to Acc(R COM ), thus solving the NAMO problem.
2) Keyhole: Before describing the planner itself, we first show how to decompose the general NAMO problem into a sequence of subproblems called keyholes. A keyhole is simply the subproblem of moving one or more objects to connect two components of C f ree . Given this definition, Section III-B.3 will propose a planner that is suitable for a specific kind of NAMO problems defined the following way:
• The problem must be decomposable into a sequence of independent keyholes. This defines the LP problem class, by analogy to rearrangement planning [4] .
• Each keyhole can be solved by moving a single obstacle only. This will be referred to as a LP 1 problem 1 .
Algorithm 1 introduces a subroutine, MANIP-SEARCH, that solves a single LP 1 keyhole problem. This will be used in the planner presented in Section III-B.3. MotionPlan ← Breadth-first search of the robot action space after grasping O at p
Algorithm 1 MANIP-SEARCH(C
1 , C 2 , O) algorithm from [1] Require: (C 1 , C 2 ),
4:
if MotionPlan connects C 1 and C 2 then 5:
return MotionPlan 6:
return NIL {No plan was found.} 8: end if 9: end for 10: return NIL {No plan was found.}
3) Planner:
Using the concepts presented, we can now define a planner that searches for the optimal path to the goal using solutions to the corresponding keyhole problems along the way.
The planner is used in conjunction with a procedure named GRAPHCONNECT, which constructs a plan for LP 1 problems by performing the following operations: 1) Construct a graph DF G where each vertex is one of the disjoint free space components of the NAMO problem. Each edge connecting C i and C j of DF G is associated with a list of obstacles that face both C i and C j . See the right part of Figure 4 for the DF G graph corresponding to the example on the left. If there are no obstacle between C i and C j , no edge is inserted. 2) Initialize another graph SF G that contains only the node S (starting location). Grow SF G the following way: a) Select a vertex C 1 in SF G, and an edge e in DF G between vertices C 1 and C 2 , where C 2 / ∈ SF G. b) Assume the robot is in C 1 , and trying to reach C 2 . We need to consider each object O lying between C 1 and C 2 , and calling the sub-procedure MANIP-SEARCH(C 1 , C 2 , O) presented in Algorithm 1 to retrieve the plan MotionPlan. c) If MotionPlan = NIL, the two components of the free-space can be connected and the edge and the vertex C 2 are added to SF G. Otherwise, MotionPlan = NIL and the edge is removed from DF G. In the event that two objects can be moved to free the same path, the object requiring the least Work (according to a pre-defined criterion) is chosen. d) This process is repeated until the vertex G (goal position) is successfully added to SF G, or until all connected nodes of DF G have been added to SF G, in which case a failure is reported. The authors prove (see [1] for proof) that a simple breadth-first search on SF G will result in a resolution-complete and optimal planner with respect to two optimality criterions. First, it will find a plan with the least number of edges (by property of BFS). Finally, supposing the search is extended until all edges of solution depth are added, the solution found will also require the least Work, i.e. it will select objects that are easier to move.
C. Reducing complexity for real-time planning
Although the planner introduced in Section III-B.3 is resolution-complete and metric optimal, it seems unreasonably expensive to be used in real-time. First, the graph construction requires an algorithm that would determine which objects connect which components of free-space. Since NAMO problems can potentially have a very large number of objects and disjoint free-space components, this operation is very expensive. In addition, the need to call MANIP-SEARCH to verify every potential connection adds to the computation time. The main problem is that a lot of objects that the robot may not even need to consider in order to reach the goal are still explored. For example, out of N objects present in the environment, the robot may only have to move one or two to reach the goal. Therefore, we now present a heuristic that will reduce the search space even more, followed by a simple planner implementation that allows real-time implementation.
1) Heuristic: The proposed heuristic P is a simple planner used to select obstacles that are considered for motion, instead of considering N of them. In fact, P is simply an A* planner on a dense regular grid that obeys the following three simple rules:
1) the robot cannot transition from a movable obstacle to another movable obstacle; 2) the robot cannot go through cells occupied by fixed C-space obstacles; 3) each cell c in the map is weighted by the following heuristic cost:
with W a positive scalar value proportional to an estimate of the total work required to move an object that spans the cell c. The authors set W = 0 when the cell is empty, otherwise W is set proportional to the object's mass. α is simply a weight that determines the relative importance of moving objects. Simply put, lighter objects are easier to move. Note that the resulting plan can cross movable obstacles as needed to reach the goal, as long as rules 1-3 are observed. Therefore, P returns a list of obstacles that need to be displaced in order to reach the goal, and can be used to solve the NAMO problem efficiently.
2) Implementation of proposed planner: The authors propose a simple implementation of a planner that takes advantage of the heuristic P presented in the previous section. The recursive implementation is presented in Algorithm 2.
To summarize, we presented in this section the basics for solving the NAMO problem in a tractable fashion. In the next section, we look at results obtained by implementing the proposed planner on problems of various sizes and complexity.
IV. RESULTS
Stilman & Kuffner's paper presents only three main simulation results, which are repeated here. They show that the implementation of their approach described in Section III yields computation time that would be suitable for implementation on-board a real robot. The results are summarized in Table I and illustrated in Figures 5, 6 and 7 .
As the authors mention, Table I highlights that the planning time depends primarily on the number of manipulation plans that need to be generated for a solution [1] . We observe that there is no substantial increase in computation time as we move from 20 to 90 obstacles, for example. Algorithm 2 HEURISTIC-PLAN algorithm taken from [1] 1: AvoidList ← ∅ 2: P artialP lan ← ∅ 3: while (O 1 , C 1 ) ← P(R COM , S W , AvoidList) = NIL do 4: if C 1 = GOAL then 5: return (PartialPlan append GOAL) 6: end if 7: (CP, P ath, R COM , S W ) ← MANIP-SEARCH(Acc(R COM ), C 1 , O 1 ) {see Algorithm 1} 8: if P ath = NIL then 9: PartialPlan append (CP, P ath) 5 . Example of a generated plan. First, the initial problem is shown, followed by the result of a the heuristic planner P. Then, the keyhole solution is presented and the final plan in displayed last. See Table I for comparative timing results.
V. EXTENSIONS
The paper by Stilman & Kuffner opens the way to exciting research in a variety of related domains. We now discuss future work that follows from some concepts introduced by this paper. a) Beyond LP 1 problems: In Section III-B.2, we introduced the LP 1 problem subclass, which was defined as a series of independent keyhole subproblems that each require the displacement of exactly one obstacle. A better navigation planner should be able to deal with keyholes that require the displacement of 2 or more obstacles in order to connect free subspaces. It is guessed that future work in that direction is likely to benefit from rearrangement planning techniques [4] .
b) Planning for 3-D manipulation: Section III-A.2 presented a way of simplifying the manipulation planning phase to the robot's base displacement in the 2-D plane, with the manipulator arm acting as a spring/damper. This allowed a significant search-space dimensionality reduction. However, the problem of selecting a globally optimal set of actions that span the original manipulation space without redundancy is still an open research topic, and would represent an important extension to this work. c) Partial observability: In this paper, the authors assumed that the robot has complete knowledge about the world. In a real setting, however, this is rarely the case. Dealing with partial observability and uncertainty has been and remains a major challenge in robotics [8] . Ways of incorporating uncertainty in the proposed planner remains a challenging and open research question. Fig. 6 . Example of generated plan. In the bottom row, the indicated table's initial position has been modified. The planner P still plans through the couch, but backtracks to move the table when MANIP-SEARCH finds that the couch cannot be displaced. See Table I for comparative timing results.
d) Grasp selection:
In the same vein, a robot might encounter a new kind of object that it never saw before, thus resulting in the need to automatically choose grasp points. Although existing work recently began to explore this problem [9] , the extension of such techniques to more complex objects remains a challenge yet unsolved, since it also involves advanced perception techniques to model the object in order to determine optimal grasp placements.
VI. CONCLUSION
In this review, we summarized the paper recently published by Stilman & Kuffner titled "Navigation among movable obstacles: real-time reasoning in complex environments". We highlighted three major contributions. First, they showed how to reduce an initially huge search space to manageable dimensions by taking advantage of the navigational structure with a simple parameterization of the robot. We then presented the implementation of a real-time planner that searches over this reduced space. This planner takes into account both manipulation (by the use of the MANIP-SEARCH subroutine) and navigation constraints (with the GRAPHCONNECT algorithm). Next, we introduced the heuristic P to make the planner less sensitive to the total number of objects in the scene, thus rendering it suitable for real-time implementation. Finally, we demonstrated simulation results of their algorithm in challenging NAMO situations, where previous approaches failed. This paper opens the way to very exciting future work in a large variety of domains, such as 3-D manipulation planning and automatic grasp placement for example.
