We give a new, definitive answer to the basic question "how can cochain data determine rational homotopy groups?" Moreover, we give a method for determining when two maps from S n to X are homotopic after allowing for multiplication by some integer. For example, while it is well known that the rational homotopy groups of a wedge of spheres is a free graded Lie algebra, we give a geometric recipe to determine which element of that algebra a given map would correspond to. Just as cohomology and homology are best developed in parallel, we expect that our approach to homotopy functionals should complement any study of homotopy groups modulo torsion.
Hopf invariants from the bar complex.
In these first sections when dealing exclusively with the bar complex, we only need associative cochains and so work integrally. Later when dealing with the Lie coalgebra model of a space, we switch to exclusive use of commutative cochains and work over the rationals. For consistency with historical practice we use C * (X) to denote the standard cochains with the cup product on a simplicial set X, or equivalently any subalgebra whose inclusion induces an isomorphism on cohomology. Similarly, we let A * (X) denote the P L forms on X or equivalently a subalgebra model. It is an unfortunate accident of history that A * is commutative while C * is associative but not commutative (except in an E ∞ sense).
Examples.
Example 1.5. A cocycle of weight one in B(X) is just a closed cochain on X, which may be pulled back and immediately evaluated. Decomposable elements of weight one in B(X) are null-homologous, consistent with the fact that products evaluate trivially on the Hurewicz homomorphism.
Example 1.6. Let ω be a generating 2-cocycle on S 2 and f : S 3 → S 2 . Then γ = −ω|ω is a cocycle in B(S 2 ) which f pulls back to −f * ω|f * ω, a weight two cocycle of total degree two on S 3 . Because f * ω is closed and of degree two on S 3 , it is exact. Let d −1 f * ω be a choice of a cobounding cochain. Then
Thus f * γ is homologous to d −1 f * ω f * ω , and the corresponding Hopf invariant is S 3 d −1 f * ω f * ω, which is the classical formula for Hopf invariant given by Whitehead [22] . It is remarkable that understanding this formula from the point of view of the bar construction has, to our knowledge, only come over fifty years since their introduction.
Note that expressions involving choices of d −1 for some cochains will be a feature of all of our formulae. As Sullivan points out when defining similar formulae in Section 11 of [21] , on the sphere one can make this explicit, as in the proof of the Poincaré Lemma.
Example 1.7. When X = S n ∨ S m we consider x a representative generator of H n (S n ) and similarly y on S m . Then γ = x|y is a cocycle in B(X). Let f : S n+m−1 → S n ∨ S m be the universal Whitehead product. More explicitly, let p 1 : D n × D m → S m be projection onto D m followed by the canonical quotient map and let p 2 : D n × D m → S n be defined similiarly. Decompose S n+m−1 as
Then f | S n−1 ×D m = p 1 | S n−1 ×D m and f | D n ×S m−1 = p 2 | D n ×S m−1 . Proceeding as in the previous example, γ, f η = (−1) |x|+1 S n+m−1 d −1 f * x f * y. But note that these cochains extend to D n × D m . Namely, d −1 p * 1 x on D n × D m restricts to d −1 f * x, and similarly f * y is the restriction of p * 2 y. Now we evaluate as follows.
(−1) |x|+1
The change in sign in the first equality above is due to the change in orientation on the fundamental class induced by the isomorphism S n+m−1 ∼ = ∂(D n × D m ). We conclude that the Hopf invariant of γ detects the Whitehead product, which recovers a theorem from the third page of [10] . This first case of evaluation of a Hopf invariant on a Whitehead product will be generalized below.
Example 1.8. Let X be a manifold with a collection {W i } k i=1 of proper oriented submanifolds of codimension two or greater, disjoint from each other and the basepoint. Denote the associated Thom classes by ω i . Because the W i are disjoint, γ = ω 1 | · · · |ω k is a cocycle in B(X). If f : S d → X where d is the total degree of γ (namely the sum of the codimensions of the W i minus k) then the associated Hopf form is
Because f is based we can choose a diffeomorphism of S d with basepoint removed with R d , and consider the submanifolds f −1 W i ⊂ R d . We can make d -1 f * ω k by taking the Thom class of the manifold given by extending f -1 W k upwards in R d (say, in the first coordinate) a fixed large distance, "capping it off" once we have moved outside of a fixed neighborhood of the f -1 W i 's. Then f * ω k−1 d −1 f * ω k will be the Thom class of the submanifold of f −1 W k−1 of points which lie above (in R d ) some point of f −1 W k . Proceeding in similar fashion, the Hopf invariant of f will be the generic count of collections of a point in f −1 W 1 ⊂ R d which lies above a point in f −1 W 2 which in turn lies above a point in f −1 W 3 , etc. This count is a generalized linking number, equal to the degree of the Gauss map from k f −1 W i to k−1 S d−1 sending (x 1 , . . . , x k ) to (· · · , xi−xi−1 ||xi−xi−1|| , · · · ). For those familiar with the cohomology of ordered configuration spaces (see [18] ), these values are encoding the image in homology of the fundamental class of f −1 (W i ) included in Conf k (R d ).
We pause to note that all of the formulae we give in these examples may be interpreted in the language of intersection theory and linking behavior of submanifolds, which in some cases have boundary. Indeed, generalizing the definition of Hopf invariants through linking numbers was the starting point for our project. It was only in capturing this geometry that we were led to the formalism of Lie coalgebras. Example 1.9. For an arbitrary X and cochains x i , y i and θ on X with dx i = dy i = 0 and dθ = (−1) |xi| x i y i , the cochain γ = x i |y i + θ ∈ B(X) is closed. The possible formulae for the Hopf invariant are all of the form
for some real number t. This generalizes a formula given in the Computations section of [9] and is also present in [10] . By choosing t = 1 2 we see that reversing the order to consider y i |x i will yield the same Hopf invariant, up to sign. Thus
x i |y i ∓ y i |x i yields a zero Hopf invariant. Indeed, there are many Hopf invariants which are zero, a defect which will be remedied by using the Lie coalgebra cobar construction. Example 1.10. In applications, Hopf forms are easily computed using a weight reduction technique introduced in the proof of Lemma 1.3. The bigrading of B(X) is used to great visual effect as follows.
Suppose X is such that there is a weight three cocycle in B(X) of the form
where dx i = 0, dx 12 = x 1 x 2 , dx 123 = x 12 x 3 and x 2 x 3 = 0, x 1 has odd degree and x 2 has even degree. Consider the element
Here we observe that (d −1 f * x 1 f * x 2 − f * x 12 ) is closed and thus exact in order to know that we may find a d −1 for it in C * (S n ). We write down d(α) = (d C * X + d µ )(α) in B(S n ), which is naturally a second-quadrant bicomplex, as follows.
Observe that
The right-hand side is a weight one cocycle in B(S n ), meaning that it gives a Hopf cochain of γ pulled back by f .
1.2.
Evaluation on Whitehead products. Some properties of Hopf invariants, such as naturality, are immediate. A deeper result allows us to use the standard coproduct of B(X) to compute the value of our generalized Hopf invariants on Whitehead products. Let f : S n → X and g : S m → X, and recall the definition of the Whitehead product:
We have (f ∨ g) * = f * + g * on C * (X), so on B(X) the map (f ∨ g) * acts by (f * + g * ) on each component of a bar expression. For example,
Below we will generally mean for f * and g * to be considered as maps B(X) → B(S n ∨ S m ) as in this example, omitting the inclusions of and projections onto wedge factors.
where ∆γ ≃ j α j ⊗ β j , with all α j and β j closed, and ∓ is minus the Koszul sign induced by moving s -1 α j past s -1 β j .
Our convention is for γ, f η = 0 if f : S n → X and |γ| = n − 1. The relation ∆γ ≃ j α j ⊗ β j with α i and β i closed follows from noting that ∆γ is closed in B(X) ⊗ B(X) and applying the Künneth isomorphism.
Proof. Note that γ, [f, g] η = (f ∨ g) * γ, W η . So we may compute the Hopf invariant in S n+m−1 by doing intermediate work in S n ∨S m . RecallC * (S n ∨S m ) ∼ =C * (S n )⊕C * (S m ), which induces a componentbigrading on B(S n ∨ S m ) as follows. If µ is a monomial in B(S n ∨ S m ), we say that w ∈ B(S n ) is an S n component of µ if it is a maximal length subword with support only in S n ; we define S m componenets of ω similarly. Bigrade B(S n ∨ S m ) by the number of S n components and the number of S m components. Note that if a, b ∈ C * (S n ∨ S m ) have disjoint supports then a b = 0. Thus the differential of B(S n ∨ S m ) preserves component-bigrading.
For example, let a i , b i ∈ C * (S n ∨ S m ) where the a i have support in S n and the b i in S m . Then µ = b 1 |a 2 |a 3 |b 2 |b 3 |b 4 has S n component a 2 |a 3 and S m components b 1 and b 2 |b 3 |b 4 . Thus µ has component bigrading (1, 2) .
Given a cocycle γ ∈ B n+m−2 (X), the pullback (f ∨ g) * γ ∈ B(S n ∨ S m ) splits as a sum of cocyles in each component-bigrading. By the Künneth theorem, B(S n ∨ S m ) has no homology in degree n + m − 2 away from bigrading (1, 1) and possibly (1, 0) and (0, 1). So all terms of (f ∨ g) * γ not in these bigradings are exact. The terms in bigrading (1, 0) and (0, 1) are f * γ and g * γ which are exact after being pulled back the rest of the way to S n+m−1 by W . Thus it is enough to focus on just the terms of (f ∨ g) * γ in bigrading (1, 1) .
Bigrading (1, 1) itself splits as the sum of two subcomplexes -one where the S n component comes first, and the other where the S m componenent comes first. The subcomplex of bigrading (1, 1) with the S n component first is isomorphic to B(S n ) ⊗ B(S m ). The terms of (f ∨ g) * γ in this subcomplex are
If i a i ⊗ b i ≃ j α j ⊗ β j then the cobounding expression in B(X) ⊗ B(X) will determine a homotopy between the above terms and j f * (α j )|g * (β j ). By the Künneth theorem this is cohomologous to j τ (f * α j )|τ (g * β j ). But by our work in example 1.7 the Hopf pairing of this is j α j , f η · β j , g η as desired.
The terms of (f ∨ g) * γ in bigrading (1, 1) with the S m component first are similar, but with a shift of sign at the final step due to the change in orientation induced by the isomorphism D n × D m ∼ = D m × D n .
In the next section, we will see that Hopf invariants completely determine the homotopy Lie algebra of X rationally. Through this theorem we can recover some of the integral information as well.
This theorem implies for example that the Hopf invariant of a cocycle of the form α|β ∓ β|α evaluates trivially on all Whitehead products. Indeed, we saw in Equation 1.9 that this Hopf invariant is zero. There are many further classes of Hopf invariants which vanish, though proving this through direct methods quickly becomes difficult. However Theorem 1.11 suggests a key for identifying bar expressions with vanishing Hopf invariants. If we define in the obvious way an "anti-commutative coproduct" on the bar construction, the submodule where this coproduct vanishes will by Theorem 1.11 have Hopf invariants which evaluate trivially on Whitehead products. Quotienting by this submodule yields the Lie coalgebraic cobar construction, as discussed in Section 3 of [20] . This is our focus for the rest of the paper.
Hopf invariants from the Lie coalgebra model of a space, and their completeness
We now switch to the rational, commutative setting and we replace the bar construction B with our Lie coalgebraic bar construction E from [20].
Lie coalgebra bar construction.
Definition 2.1. Let V be a vector space. Define E(V ) to be the quotient of Graph(V) by Arn(V ), where Graph(V) is the span of the set of oriented acyclic graphs with vertices labeled by elements of V modulo multilinearity in the vertices, and where Arn(V ) is the subspace generated by arrow-reversing and Arnold identities:
Here a, b, and c are elements of V labeling vertices of a graph which could possibly have edges connectioning to other parts of the graph (indicated by the ends of edges abutting a, b, and c), which are not modified in these operations.
A Lie cobracket is defined as
where e ranges over the edges of G, and Gê 1 and Gê 2 are the connected components of the graph obtained by removing e, which points to Gê 2 . For example,
We require a graded version of E(V ), using the cooperad Eil , which we define in Section 3.1 of [20] . Our graph-theoretic representation is an explicit model for Lie coalgebras, as first studied in [14] .
Indeed, if V and W are linearly dual, then the configuration pairing of [19, 20] can be used to define a perfect pairing between E(V ) and the free Lie algebra on W . Definition 2.3. Let A be a one-connected commutative differential graded algebra with differential d A and multiplication µ A . Define E(A) to be the total complex of the bicomplex E(s -1Ā ), d A , d µ . Here s -1Ā is the desuspension of the ideal of positive-degree elements of A, the "internal" differential d A is given by cofreely extending that of A by the Leibniz rule, and the "external" differential d µ (g) = e µ e (g) where up to sign µ e (g) contracts the edge e in g, multiplying the elements of A labeling its endpoints to obtain the new label. (For the sign convention see Definition 4.5 of [20] .)
We define internal degree and weight of monomials in E(A) as the sum of the degrees of component elements and the number of vertices in the graph monomial. As before, total degree is internal degree minus the weight.
Define E(X) to be E(A * (X)) where A * (X) is, as in the introduction, a model for commutative cochains on X, and let H * E (X) denote H * (E(X)). The bicomplex E(A) gives a new presentation of Harrison homology [12, 2] , which is a special case of André-Quillen homology [1, 17] for one-connected commutative differential graded algebras. Let B H (A) denote the Harrison chains on A when A is commutative, a quotient of B(A). Recall that Harrison homology is constructed dual to Quillen's functor L -the bar construction of a commutative algebra is a Hopf algebra under the shuffle product and the splitting coproduct; the Harrison complex is given by quotienting out by all shuffle products. By a celebrated theorem of Barr [2] , the quotient map p : BA → B H A has a splitting e when working over a field of characteristic 0. Duality suggests that B H (A), equipped with the anti-cocommutative coproduct, should have the structure of a Lie coalgebra. In our previous work [20] , we give an explicit proof of this via graphs and our functor E. Proposition 2.4. There is a short-exact sequence of bicomplexes, giving an isomorphism of final terms
where φ sends the bar expression a 1 |a 2 | · · · |a n to the graph a1 a2 · · · an .
Our presentation of Harrison homology with graphs is the "operadic" presentation, using an explicit model Eil of the Lie cooperad. While the set of generators is larger than that of the bar complex, the set of relations is simpler to write down and is defined locally, unlike the shuffle relations. By abuse we will sometimes use bar notation to refer to elements of E(A), suppressing φ.
The significance of Harrison homology in this setting is that it bridges the worlds of cohomology and homotopy. One of the main thrusts of this paper is to give a new geometric understanding of this bridge through Hopf invariants. For convenience, we use Barr's splitting and our development of Hopf invariants for the bar complex to quickly establish the basic properties. Deeper properties will require the Lie coalgebraic formulation.
2.2. Hopf invariants. As we did for the bar complex, we start with the fact that H n−1 E (S n ) is rank one, generated by an element of weight one. Definition 2.5. Given a cocycle γ ∈ E n−1 S n we let τ (γ) ≃ γ be any cohomologous cocyle of weight one.
Write E(S n ) for the map from cocycles in E n−1 (S n ) to Q given by E(S n ) γ = S n τ (γ).
Lemma 2.6. The map E(S n ) is well defined and induces the isomorphism
Proof. We observe that E(S n ) = B(S n ) •e, since Barr's splitting e is an isomorphism which is an "identity" on the weight one parts of these complexes. Thus this lemma follows from Lemma 1.3.
We can now take our Definition 1.4 of Hopf invariants and replace the bar complex everywhere by E (and the integers by the rational numbers). When necessary, we distinguish the Hopf pairings and Hopf invariants by decorations such as , E η vs. , B η , or η E vs. η B , etc. Theorem 2.7. Hopf invariants are compatible with the quotient map p and Barr's splitting e between B(X) and E(X). That is,
Proof. We consider the adjoint maps and fix an f ∈ π n (X). The images of (η B ) † (f ) and (η E ) † (f ) are then given by the composites going from left to right in the following diagram.
The result follows immediately from commutativity of the two squares (one involving p and one involving e) and two triangles in the above diagram. The squares commute due to naturality of the quotient map and Barr's splitting, and the triangles commute by our comment in the proof of Lemma 2.6.
We now see that all of the "shuffles" in the kernel of the quotient map p : B(X) → E(X) give rise to the zero homotopy functional, constituting a large kernel.
We can now translate some theorems from the bar setting, such as the following which is immediate from Theorem 1.11.
By recasting our Hopf invariants in terms of Lie coalgebras, we get some immediate applications.
Example 2.9. Consider a wedge of spheres X = i S di . Let ω i represent a generator of H di (S di ) and W be the differential graded vector space spanned by the ω i with trivial products and differential. Then W is a model for cochains on X and E(W ) = E(W ) is just the cofree Lie coalgbra on W . Theorem 1.11 along with Proposition 3.6 of [20] imply that the value of some Hopf invariant η γ on an iterated Whitehead product P of the basic inclusions ι i = [S di ֒→ X] ∈ π di (X) is given by the configuration pairing (defined in Corollary 3.5 of [20] ) of γ and P . This immediately implies that the ι i generate a copy of a free Lie algebra in the rational homotopy groups of X.
Because this example is universal, a corollary to Theorem 1.11 is that in general the value of a Hopf invariant on an iterated Whitehead product can be calculated through a configuration pairing.
2.3.
Completeness. Once we focus on E(X), the resuling Hopf invariants give a complete and sharp picture of rational homotopy groups.
Theorem 2.10. η E : H * E (X) → Hom(π * (X), Q) is an isomorphism. There are two possible lines of proof. Using Theorem 1.11 and Example 2.9 we could show that η agrees with the isomorphism given by the Quillen equivalences established in [20] . Instead we shall prove more directly that η is an isomorphism by developing a long exact sequence of a fibration for E. This approach yields an independent proof using Hopf invariants, which thus gives a more direct geometric understanding of the isomorphism in Theorem 2.10.
Definition 2.11. Let E(E, F ) be the kernel of the map from E(E) to E(F ) induced by inclusion. Define relative Hopf invariants for π n (E, F ), by pulling back a cycle in E(E, F ) to E(D n , S n−1 ) and then reducing to weight one and evaluating.
That H n E (D n , S n−1 ) is rank one generated by a cycle of weight one follows from a direct calculation. To see that relative Hopf invariants are well defined we may use the same weight-reduction argument.
By construction, there is a long exact sequence for H * E (F ), H * E (E) and H * E (E, F ). Hopf invariants give a pairing between between this long exact sequence and the long exact sequence for relative homotopy groups. For clarity, we will drop the identifier η from our Hopf pairings below and instead subscript them by their ambient space.
Proposition 2.12. The following long exact sequences pair compatibly
That is, for f ∈ π n (F ) and γ ∈ H n E (E), i * γ, f F = γ, i * f E , and similarly elsewhere. Proof. For i * and i * this is immediate from naturality, as both i * γ, f F and γ, i * f E are equal to S n τ ((f • i) * γ). The argument for j * γ, f E and γ, j * f (E,F ) is the same once one substitutes π n (E, pt.) for π n (E) and H n E (E, pt.) for H n E (E). In this case one now sees both pairings as given by D n τ ((f • j) * γ). Finally we consider the connecting homomorphisms. By the proof of the Snake Lemma δ : H n−1 E (F ) → H n E (E, F ) proceeds by taking a cocycle γ, lifting it at the cochain level to E n−1 (E) and then taking its coboundary. So we see that δ(γ), f (E,F ) = D n τ (f * d Eγ ), whereγ is an extension of γ to all of E. We have that γ, ∂f F = ∂D n τ (f * (γ)). Restricted to ∂D n , τ (f * d Eγ ) can be chosen to be dτ (f * (γ)), so Stokes's theorem yields the result.
We now connect with the exact sequences of a fibration. Let p : E → B be a fibration and write λ : π n (B) → π n (E, F ) for the standard map defined by lifting. Proof of Proposition 2.13. We use the maps induced by the Sullivan model for the fiber inclusion map i, as given in [8] §15(a):
Here (ΛV F ,d) is the Sullivan model for A P L F , ι is the map induced by the inclusion of the unit Q → ΛV F , and ε is the map induced by the augmentation A P L B → Q.
WriteÊ(E, F ) for the kernel of the map ε :
Our work is completed in the lemmas which follow by establishing that the inclusion maps i 1 and i 2 in the diagram below are both quasi-isomorphisms, and therefore so is the induced map on kernels EA P L B →Ê(E, F ).
where the differentials on V F and ΛV F are the standard restrictions of that on A P L B ⊗ ΛV F .
An alert reader would note that while we have generally steered clear of the traditional approach to rational homotopy through minimal models, we do use the Sullivan model for a fibration here. However, we really only needed that the cochains of a total space of a fibration is a twisted tensor product of those on the fiber and base, and we considered Sullivan model theory the most convenient and well-known place to reference this fact. We could just as well have used earlier work of Brown [5] giving this result for simplicial cochains of fibrations, along with the fact that we can make free models (we never needed minimality). Thus, our work is still independent from the theory of minimal models.
Proof. We proceed in a similar manner as Theorem 19.1 of [8] . The homogeneous elements of EΛV F are graphs whose vertices are decorated by nonempty words in V F , the sum of whose lengths we call the total word length. We define a map of complexes h : EΛV F → EΛV F which, away from the image of V F gives a chain homotopy between the identity map and a map which increases the weight of a graph while keeping its total word length fixed if possible, or which is zero if that is not possible. Since weight is bounded by total word length, iterated applications of this will eventually produce a null-homology of any cycle not in V F .
Write a generic long graph γ ∈ E m+1 ΛV of total word length n as
Define h(γ) to be zero if the total word length of γ is equal to m + 1 (in which case γ = v 1 | · · · |v m ). For γ with at least one word of length two decorating some vertex, the expression h(γ) is a sum over the letters in such words of new graphs obtained by removing each letter in turn and using it to decorate a new vertex attached to the vertex containing the previous word while fixing the rest of the graph. Explicitly,
where the (−1) κ(p) is the Koszul sign coming from moving a degree one operator to v p 's vertex and moving v p to the front of its word and across an s -1 .
More generally if γ is any decorated graph, we define h as a sum over the letters in the words of length at least two decorating the vertices of γ, removing each letter in turn and using it to decorate a new vertex as above. The internal ordering of the vertices in the resultant graph is the same as for γ with the split off vertex occuring immediately before the vertex it was taken from.
That h is well defined follows easily from the local nature of the anti-symmetry and Arnold relations in the definition of E.
Away from V F , h decreases degree by one (due to the unwritten s -1 in front of v p ) and increases graph length by one. It is straightforward to check that d E h + hd E = id + (graphs of greater length) outside of V F . Note that the Arnold and arrow reversing relations are required in order to get this equality for graphs with internal vertices decorated by singleton words. In particular on the basic case of graphs whose total word length is m + 1, h is a chain homotopy between the identity map and the projection onto V F .
The proof that h is well defined would be significantly more difficult using the bar complex presentation of the Harrison complex, since the relations there are not locally defined. Also, using the graph complex allows us to give a much more clean and straightforward presentation of the proof of this fact than the standard proof of the dual result in Proposition 22.8 of [8] , which requires going through the universal enveloping algebra.
Sketch of proof. The proof is similar to the previous lemma. Homogeneous elements of E(A P L B ⊗ ΛV F ) are graphs whose vertices are decorated by an element of A P L B and a word in V F . On any vertex, the decorating element from A P L B may be trivial, or the V F word may be empty but not both at once.
As in the proof of Lemma 2.15, we use a chain homotopy h which evaluates on a graph as a sum over replacements of each vertex "pulling out" V F letters in turn and connecting them back to the vertex by a new edge. As before it is simple to check that d E h + hd E = id + (graphs of greater length) outside of EA P L B ⊕ V F Proposition 2.17. Evaluation of Hopf invariants is compatible with the isomorphisms π n (E, F ) ∼ = π n (B) and H n E (E, F ) ∼ = H n E (B). That is, p * γ, f (E,F ) = γ, p * f B and γ, λf (E,F ) = γ, f B . Proof. The first equality is immediate since both p * γ, f (E,F ) and γ, p * f B are equal to D n τ ((p • f ) * γ).
For the second equality, we have
We can now quickly prove Theorem 2.10.
Proof of Theorem 2.10. Applying the perfect pairing between the E and homotopy long exact sequences of a fibration to the Postnikov tower of a space, it is enough to know that η E gives an ismorphism on Eilenberg-MacLane spaces.
Recall that A P L K(Q m , n) is quasi-isomorphic to a free graded algebra with m generators in degree n. Lemma 2.15 gives a null homotopy of all elements of E(Λs n Q m ) except for these generators. The Hopf invariants associated to these generators, given by simply pulling back cohomology and evaluating, are linearly dual to π n (K(Q m , n)) by the Hurewicz theorem.
Note that we need the existence but not the uniqueness of the Postnikov tower. On the whole, the only theorems from topology which we use to define our functionals and prove they are complete are this existence and the fact that a fibration can be modeled by a twisted tensor product of cochain models. The rest of the basic input has been algebraic, namely our development of the Lie cooperadic bar construction.
Applications and open questions
3.1. Wedges of spheres. Revisiting Example 2.9, recall that a model for cochains on a wedge of spheres X is just the graded vector space W with one generator w i in the appropriate dimension for each sphere, with trivial products and differential. Theorem 2.10 now implies that the linear dual of π * (X) is just the cofree Lie coalgebra on W . We take full advantage of Corollary 2.8 and the perfect pairing between free Lie algebras and cofree Lie coalgebras to deduce that the homotopy groups of X are just the free Lie algebra on W .
Thus while Theorem 2.10 addresses general spaces, it offers a short and conceptually simple route to the rational Hilton-Milnor Theorem. One should compare this to both the original proof and the proof through minimal models. Once the algebraic framework of the Lie cooperad and its associated bar construction is settled, establishing Theorem 2.10 and thus this classical calculation is a short matter.
Moreover, we not only know what the homotopy Lie algebra is but we see explicitly how to determine whether two maps into wedges of spheres are homotopic. The vector space E(W ) is spanned by cocycles of the form γ σ = w σ(1) w σ (2) · · · w σ(k) as σ varies over the symmetric group. Following Example 1.8 represent w i by the "Thom class" associated to a point p i (away from the basepoint) of each wedge factor S di . Given some map f :
The argument in Example 1.8 applies, and we interpret the Hopf invariant of γ σ as a linking number of the W i , counting the number of times (with signs) that a point in W σ(1) lies "directly above" one in W σ(2) which in turn lies above one in W σ(3) , etc. Thus the rational homotopy class of f is determined by such counts.
Homogeneous spaces.
If G is a Lie group, then rationally it is a generalized Eilenberg-MacLane space. It is formal, and its rational cohomology algebra is graded free on odd-dimensional generators. By Lemma 2.15, E(G) ≃ V , where V is the vector space of generators of the cohomology ring included as weight one cocycles. The associated Hopf invariants are simply evaluation of these cohomology classes, reflecting the standard fact that the homotopy groups of an Eilenberg-MacLane space map isomorphically to their Hurewicz image. Now consider the homogeneous space G/H and the standard Puppe sequence H
→ BG, which gives rise to an exact sequence when applying H * E . We apply Lemma 2.15 for H, G, BH and BG to see that H * E of each of these is a vector space (which we denote V BH ∼ = sV H , V BG ∼ = sV G ) of generators of their cohomology rings, or more precisely of indecomposibles. Thus, H * E (G/H) is isomorphic to the direct sum of the kernel and suspended cokernel of i * : V G → V H . Hopf invariants associated to the cokernel of i * are simple to interpret. A cohomology class in V BH can be pulled back to G/H and evaluated on homotopy, and it will be trivial if were in turn pulled back from BG. On the other hand, if x ∈ V G and i * (x) = 0 then i * (sx) = 0 in V BH . By definition this means that Bi * (x) is decomposible and thus equal to a i b i for some collection of a i , b i ∈ H * (BH). Then f * (a i )|f * (b i ) will be a cocyle in E(G/H), whose Hopf invariant we associate to x.
Thus, the Hopf invariants for G/H are given by either evaluation of cohomology pulled back from BH or by linking invariants associated to cocycles of BH whose products are trivial when pulled back to G/H. Observe that while weight one cocycles account for the Hopf invariants of a generalized Eilenberg-MacLane space, weight two cocycles were required for the fiber of two such. In general the highest weight which appears in H * E (X) should reflect the number of stages the smallest tower atop which X sits whose fibers are generalized Eilenberg-MacLane spaces.
Configuration spaces.
Next consider the ordered configuration space Conf n (R d ), with n = 3. Its cohomology algebra is generated by classes a 12 , a 13 and a 23 where for example a 12 is pulled back from the map which sends (x 1 , x 2 , x 3 ) to x2−x1 ||x2−x1|| ∈ S d−1 . These cohomology classes satisfy the Arnold identity a 12 a 23 + a 23 a 31 + a 31 a 12 = 0 (the same identity at the heart of our approach to Lie coalgebras, an overlap which we explain below). Its homotopy Lie algebra is generated by classes whose images in homology are dual, which we denote b ij , for which "x i and x j orbit each other." Their Lie brackets satisfy the identity
The best way to construct Hopf invariants is not with the standard a ij classes since their products are non-trivial. The simplest cocycle in in E(Conf 3 (R d )) using these classes would be a12
where θ is a cochain cobounding the Arnold identity. Consider instead the submanifold of points (x 1 , x 2 , x 3 ) which are collinear. This submanifold has three components, which we label by which x i is "in the middle." These are proper submanifolds, so we consider their Thom classes, which we denote Co i . By intersecting these with the cycles representing the homology generators b ij we see that for example Co 1 is cohomologous to a 31 + a 12 . Because they are disjoint, we have that any graph 
Thus, to understand an element f of π 2d−3 (Conf 3 (R d )) it suffices to understand the linking behavior of f −1 (Co i ). This calculation is reflected in the results of [6] , which in the language of this paper used relative Hopf invariants of a "Gauss map" for knots to give a new interpretation of the simplest finite-type knot invariant. Understanding the framework of how such homotopy invariants work for more complicated brackets was a central motivation for our development of Hopf invariants.
3.4. The general Hopf invariant one question. We propose a natural sequel to one of the most famous questions in the history of topology. Recall that we defined our Hopf invariants over the integers using the the bar construction. The maps
, are surjective. Thus, by Theorem 2.10, the map η : H * B (X) → Hom(π * (X), Z) is of full rank. The generalized Hopf invariant one problem is to determine for a given X the cokernel of this map. The cokernel is trivial immediately for X an odd sphere and is Z/2 for X an even sphere other than S 2 , S 4 and S 8 by Adams' celebrated result.
3.5. The graph complex. Though it played only an incidental role in our current development, all of our work in the bar complex and some of our work in the Lie coalgebra complex can be shifted onto the graph complex. In fact, from the point of view of E(X), the graph complex is a much more natural home for the development of Hopf invariants than the bar complex.
Constructions and proofs proceed in the same manner as those for the bar complex. Arguments establishing the definition and basic properties from the bar complex may be applied verbatim to the graph complex. Equipping the graph complex with the anti-cocommutative graph-cutting cobracket, the proof of Theorem 1.11 applies to give compatibility with Whitehead products. Note that Theorem 1.11 requires only a component bigrading and internal differential argument. In the graph complex, components are given by maximal size subgraphs.
Furthermore, since the quotient map Graph(S n ) → E(S n ) is the identity on weight one, the proof of Theorem 2.7 applies to show that η Graph = η E • p. However, if we wished to use η Graph to show that η E is well defined we would either need an alternate, direct, proof that Hopf invariants vanish on arrow reversing and Arnold expressions, or else we would need a splitting of the quotient map Graph(A) → E(A). While it is not clear how to construct such a map, the presence of so much other structure lends plausibility to its existence. Note that in modern terminology, the splitting of the quotient B(A) → E(A) is given by the first Eulerian idempotent e (1) * ([13] §4.5). Together with the other Eulerian idempotents, this splits the bar complex into the λ-decomposition. It is tempting to seek a similar decomposition of the graph complex. Such a decomposition might give an alternate way of understanding the Eulerian idempotents.
3.6. Further generalizations and applications. In future work we plan to extend these results beyond the simply connected case. One main reason we consider only simply connected spaces here is that Lie coalgebras are not well-understood outside of the (simply) connected setting, even when there is some nilpotence condition in effect. In [23] , the first author is putting coalgebras on sounder footing. We expect results even beyond the nilpotent setting, as we have seen in preliminary calculations that Hopf invariants, while more delicate to define, do distinguish the rational homotopy groups of S 1 ∨ S 2 .
It would be interesting to compare our Hopf invariants with homotopy invariants coming from H 0 of the generalized Eilenberg-Moore spectral sequence for Map(X, Y ). Such a comparison might be useful in extending our techniques to give invariants of homotopy classes of maps from X to Y more generally.
Finally, we expect that the algebraic functor E coupled with the geometry of Hopf invariants might have applications in some of the central questions in rational homotopy theory such as understanding the rational dichotomy, Lusternik-Sherelman category, and obstructions to geometric structures.
Comparison with other approaches
Our theorems give a resolution of the "homotopy period" problem, of explicitly representing homotopy functionals. Though constructing a perfect set of functionals and understanding coproduct structure is best done with our Lie coalgebraic bar construction, the basic definition follows from a simple observation about the classical bar construction, now over fifty years old. The present approach was probably missed because there were a number of alternate approaches developed instead.
A formula for homotopy periods using the same ingredients, namely pulling back forms to the sphere, taking d −1 and wedge products, and then integrating, was featured on the first page and then in Section 11 of Sullivan's seminal paper [21] . We have not been able to compare our formula with Sullivan's, since that formula comes from a minimal model for path spaces which uses a chain homotopy between an isomorphism and the zero map which is also a derivation. In some examples, we cannot find such a chain homotopy, and if one relaxes the condition of being a derivation then the inductive formula is not clear.
In the same vein, some of the lower weight cases of our constructions were treated in work of Haefliger [10] and Novikov [16] . Haefliger in particular gave formulae for Hopf forms which are special cases of Examples 1.9 and 1.10. He also gives formulae for evaluating these forms on Whitehead products, which of course follow from our Theorem 1.11. Haefliger's comment was that "It is clear that one could continue this way for higher Whitehead products, if one is not afraid of complicated formulas." The bracketcobracket formalism and the configuration pairing make these formulae simple, at least conceptually. Finally, Haefliger uses Hopf invariants associated to cocycles in E(X) of the form ω 1 | · · · |ω n where ω i ω i−1 = 0 to show that such X have summands of the corresponding free Lie algebra in their homotopy groups, which is also immediate from our approach.
In Hain's thesis [11] the homotopy period problem was solved using Chen integrals. Here one appeals to the Milnor-Moore theorem that identifies rational homotopy within loopspace homology [15] , so that dually loopspace cohomology must give all homotopy functionals. The main work is to find an irredundant set of functionals. The geometric heart of Chen integrals are the evaluation maps ∆ n × ΩX → X n which evaluates a loop at n points. Thus when writing down these functionals explicitly, the integrals are over S n × ∆ k not S n itself. Our approach is thus distinct and more intrinsic. Indeed, understanding homotopy through loopspace homology is understanding a Lie algebra through its universal enveloping algebra, which is effective but not always efficient.
As mentioned in our Example 1.8, our Hopf invariants also connect with those of Boardman and Steer [3, 4] . Their Hopf invariants are maps λ n : [ΣY, ΣX] → [Σ n Y, ΣX ∧n ]. In some cases, the latter group can be computed, yielding homotopy functionals. A key intermediate they take is defining a map µ n :
Comparing the proof of Theorem 6.8 of [4] with our Example 1.8 we see that their functionals agree with ours in this setting. While their technique is more general in the direction analyzing maps out of any suspension as opposed to only spheres, our approach allows analysis of homotopy groups of spaces which are not suspensions. Indeed, the behaviour E(ΣX) is fairly trivial, since finite sets of cochains may be assumed to have disjoint support, so the bar complex collapses.
Finally, we follow up on Example 2.9 where we showed that the value of one of our Hopf invariants on a Whitehead product is given by the configuration pairing between free Lie algebras and coalgebras. This pairing appears in the homology and cohomology of ordered configuration spaces. Moreover, recall from Example 1.8 that if {W i } is a disjoint collection of proper submanifolds of X and f is a map S d → X, then our Hopf invariants are encoding the map on homology induced by inclusion of f −1 (W i ) in Conf k (R d ). As Fred Cohen often says, "this cannot be a coincidence." In this case the connection is readily explained through Cohen's work on the homology of iterated loopspaces.
Consider Y = k i=1 S di+2 and let n = d 1 +· · ·+d k +k−1, the dimension in which one can see a Whitehead product P of the inclusion maps ι i with each map appearing once. Then π n (Y ) ∼ = π n−2 (Ω 2 Σ 2 ( S di )) which maps to H n−2 (Ω 2 Σ 2 ( S di )) under the Hurewicz homomorphism. Loopspace theory identifies this homology with that of m Conf m (R 2 ) ∧ Σm (S d1 ∨ · · · ∨ S d k ) ∧m . This homology in turn has a summand coming from the homology of Conf k (R 2 ) × Σ k σ∈Σ k S d σ(1) ∧ · · · ∧ S d σ(k) . But since the Σ k action is free on the union of products of spheres, we get that this is simply
(See [18] for an expository treatment of this last isomorphism.) In Remark 1.2 of [7] , established at the end of Section 13, Cohen gives a diagram establishing the compatibility of Whitehead products and Browder brackets, through the Hurewicz homomorphism. This result implies that a Whitehead product P maps to this Lie(k) summand in the canonical way, going to the homology class with the same name (up to sign).
In Example 2.9, we showed that the Hopf invariant η γ evaluated on P according to the configuration pairing between free Lie algebras and coalgebras, modeled in the operad/cooperad pair Lie and Eil. Thus a cohomology class g ∈ Eil (k) ∼ = H k−1 (Conf k (R 2 )) represented by a graph (see [18] ) gets mapped under the linear dual of the Hurewicz homomorphism to essentially the same graph (with each vertex label replaced by a volume form on the corresponding sphere) in E(Y ).
In summary, for wedges of spheres (and other double-suspensions) our Hopf invariants coincide with applying the Hurewicz homomorphism and then evaluating on the cohomology of configuration spaces, which explains the combinatorial similarity between our Hopf invariants and that cohomology. At one point we outlined a proof of Corollary 2.8 using this kind of loopspace machinery, but we later found the more elementary approach given here.
