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PERIODIC DIRAC OPERATOR ON THE HALF-LINE
EVGENY KOROTYAEV AND DMITRII MOKEEV
Abstract. We consider the Dirac operator with a periodic potential on the half-line with
the Dirichlet boundary condition at zero. Its spectrum consists of an absolutely continuous
part plus at most one eigenvalue in each open gap. The Dirac resolvent admits a meromorphic
continuation onto a two-sheeted Riemann surface with a unique simple pole on each open gap:
on the first sheet (an eigenvalue) or on the second sheet (a resonance). These poles are called
states and there are no other poles. If the potential is shifted by real parameter t, then the
continuous spectrum does not change but the states can change theirs positions. We prove
that each state is smooth and in general, non-monotonic function of t. We prove that a state
is a strictly monotone function of t for a specific potential. Using these results we obtain
formulas to recover potentials of special forms.
Dedicated to the memory of Boris Dubrovin (1950-2019)
1. Introduction
We consider the Dirac operator H±t , t ∈ R, acting on L2(R±,C2) and given by
H±t f = Jf
′ + Vtf, f(x) =
(
f1(x)
f2(x)
)
, x ∈ R±, J =
(
0 1
−1 0
)
,
under the Dirichlet boundary condition f1(0) = 0, where t ∈ R is a shift. Here the 2 × 2
matrice Vt(x) = V (x+ t) is 1-periodic and belongs to the Hilbert space P defined by
P =
{
V =
(
q1 q2
q2 −q1
) ∣∣∣∣ q1, q2 ∈ L2real(T)}, T = R/Z,
equipped with the norm ‖V ‖2P = 12
∫
T
Tr V 2(x)dx. The operator H±t is self-adjoint, its spec-
trum consists of an absolutely continuous part σac(H
±
t ) = σac(H
±
0 ) = ∪n∈Zσn plus at most
one eigenvalue in each non-empty gap γn, where the bands σn and gaps γn are given by
σn = [α
+
n−1, α
−
n ], γn = (α
−
n , α
+
n ), satisfying α
+
n−1 < α
−
n 6 α
+
n ∀n ∈ Z.
The sequence α±n , n ∈ Z, is the spectrum of the equation Jy′ + V y = λy with the condition
of 2-periodicity, y(x + 2) = y(x) (x ∈ R). If some gap degenerates, γn = ∅, then the
corresponding bands σn and σn+1 touch. This happens when α
−
n = α
+
n ; this number is then a
double eigenvalue of the 2-periodic problem. Generally, the eigenfunctions corresponding to
eigenvalues α±2n are 1-periodic, those for α
±
2n+1 are 1-anti-periodic in the sense that y(x+1) =
−y(x) (x ∈ R).
For the Dirac operator we introduce the two-sheeted Riemann surface Λ obtained by joining
the upper and lower rims of two copies of the cut plane C \ σac(H+0 ) in the usual (crosswise)
way (see Fig. 1 below). We denote the n-th gap on the first, physical, sheet Λ1 by γ
(1)
n and its
counterpart on the second, nonphysical, sheet Λ2 by γ
(2)
n , and set a circle gap γcn = γ
(1)
n ∪ γ(2)n .
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Let f±(λ, t) = ((H
±
t − λ)−1η, η), (λ, t) ∈ Λ1 × R, for some η ∈ C∞o (R±), η 6= 0. For each
t ∈ R the function f±(·, t) admits a meromorphic continuation from Λ1 onto the Riemann
surface Λ with at most one simple pole on each circle gap γcn, its position depends on t and
there are no other poles. A pole on the first sheet is an eigenvalue of H±t . A pole on the second
sheet is called a resonance. A point λo = α
±
n , n ∈ Z, is called a virtual state if the function
z 7→ f(λo + z2) has a pole at 0. A point λo ∈ Λ is called a state if it is either an eigenvalue or
a resonance or a virtual state. It is important that the projection of the pole on the complex
plane coincides with the Dirichlet eigenvalue µn(t) of the equation Jy
′+ Vty = λy on the unit
interval with the boundary conditions y1(0) = y1(1) = 0, where y =
(
y1 y2
)⊤
.
We consider the corresponding problem for a Schro¨dinger operator on L2(R±) given by
h±t y = −y′′ + q(·+ t)y, y(0) = 0, q ∈ L2(T).
The operator h±t is self-adjoint, its spectrum consists of an absolutely continuous part σac(h
±
t ) =
σac(h
+
0 ) = ∪n>1sn plus at most one eigenvalue in each non-empty gap gn, where the bands sn
and gaps gn are defined by
sn = [a
+
n−1, a
−
n ], gn = (a
−
n , a
+
n ), satisfying a
+
n−1 < a
−
n 6 a
+
n ∀n > 1.
The sequence a+0 , a
±
n , n > 1, is the spectrum of the equation −y′′ + qy = λy with the
condition of 2-periodicity, y(x+2) = y(x) (x ∈ R). If some gap degenerates, gn = ∅, then the
corresponding bands sn and sn+1 touch. This happens when a
−
n = a
+
n ; this number is then a
double eigenvalue of the 2-periodic problem. Generally, the eigenfunctions corresponding to
eigenvalues a±2n are 1-periodic, those for a
±
2n+1 are 1-anti-periodic in the sense that y(x+ 1) =
−y(x) (x ∈ R).
For the operator h±t we introduce the two-sheeted Riemann surface L obtained by joining
the upper and lower rims of two copies of the cut plane C \ σac(h+0 ) in the usual (crosswise)
way. We denote the n-th gap on the first, physical, sheet L1 by g(1)n and its counterpart on
the second, nonphysical, sheet L2 by g(2)n , and set a circle gap gcn = g(1)n ∪ g(2)n .
For the Schro¨dinger operator one can define states (eigenvalues, resonances and virtual
states) as we have defined them above for the Dirac operator. Thus in each open gap gcn there
exists a unique state ̺n(t) of h
+
t and its projections on the complex plane coincide with the
Dirichlet eigenvalues on the unit interval, i.e. −y′′ + q(x+ t)y = ̺n(t)y, y(0) = y(1) = 0 (see
[KS12, Z69]). We introduce the Sobolev spaces Hα(T), α > 0, of all functions f, f (α) ∈ L2(T).
The states ̺n(t) satisfy:
• ̺n(t) is an eigenvalue of h±t iff ̺n(t)∗ is a resonance of h∓t , where ̺n(t)∗ ∈ L is projection
of ̺n(t) to the other sheet.
• ̺n(·) ∈ H2(T) and ̺n(t) runs strictly monotonically around gcn, i.e. it moves in one direction
along g
(1)
n and in the opposite direction along g
(2)
n , changing sheets when it hits a+n or a
−
n and
making n complete revolutions around gcn when t runs through [0, 1).
• ̺n(t) is a solution of the Dubrovin equation
̺′n(t) =
n2π2
√
D2(̺n(t))− 1∏
j 6=n
(
̺j(t)−̺n(t)
j2π2
) , n = 1, 2, 3, . . . ,
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where (−1)j√D2(λ)− 1 < 0 for λ ∈ g(j)n , j = 1, 2, and the following factorization holds true:
D2(λ)− 1 = (a0 − λ)
∏
j>1
(a−j − λ)(a+j − λ)
j4π4
.
In order to study the KdV equation on the circle Dubrovin [D75] considered the dynamics
of ̺n(t) for finite band potentials. This problem in connection with the inverse problem for
the periodic Schro¨dinger operator was considered by Trubowitz [Tr77] in the case of smooth
potential (see also [L87]) and by Korotyaev [K99] in the case of potential from L2(T) (see also
[KS12, Z69]). These results are used to construct the gap-length mapping for inverse problem
for the operator h+0 in [K99].
Such operators are used to study defects in a crystal. For example, in [K00] this operator was
used to investigate a one-dimensional Schro¨dinger operator with a dislocation in periodic media
(see also [DPR09, D19, DFW18, HK11b, HK11a, HKSV15]). Using Schro¨dinger operator on
the half-line, Korotyaev [K05b] studied junction of two one-dimesional periodic potentials for
Schro¨dinger operator, and in particular junction of crystal and vacuum.
Our main goal is to obtain similar results for the Dirac operator H+t . We will show that
in each circle open gap there exists a unique state of H+t . Each state is a function from
H1(T), and its projection on the plane coincides with the Dirichlet eigenvalues on the unit
interval. We show that the states can be non-monotonic or monotonic functions of t under
some restrictions on potentials. Moreover, we will obtain local asymptotic of states and will
get some results about inverse problem using this asymptotic.
The periodic Dirac operator on the half-line has been studied in many papers (see literature
in [BES13]). The Dirichlet eigenvalues for the Dirac operator was considered as function
of the shift parameter in connection with the nonlinear Schro¨dinger equation. In the finite
band case, the motion of the Dirichlet eigenvalues was considered in [IK76, KI14, P85]. The
Dubrovin equation with a smooth potential was studied in [GG93], [BGGK93]. It was shown
that the image of each Dirichlet eigenvalue µn(t) covers the gap γn when t runs through [0, 1]
[BGGK93]. The inverse problem for the periodic Dirac operator in terms of gaps lengths was
solved in the paper [K05a]. This inverse problem in terms of the Marchenko-Ostrovki mapping
was solved in the papers [K01, M78].
To describe the states ̺n(t) of the Schro¨dinger operator as functions of the shift in the
paper [K99] the implicit function theorem is used. We cannot use this version of the implicit
function theorem since solutions of the Dirac equation are less smooth than solutions of the
Schro¨dinger equation. Thus, we use a specific version of the implicit function theorem.
This paper is organized as follows:
In Section 2 we formulate our main results.
In Section 3 we consider the periodic Dirac operator on the half-line.
In Section 4 we prove the main theorems.
In Section 5 (Appendix) we prove some technical lemmas, and the specific version of the
implicit function theorem.
2. Main results
2.1. Definitions. In order to formulate our main results, we shortly describe properties of
the Dirac operator on the half-line. We introduce the fundamental vector-valued solutions
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ϑ(x, λ, t) =
(
ϑ1
ϑ2
)
(x, λ, t), ϕ(x, λ, t) =
(
ϕ1
ϕ2
)
(x, λ, t) of the shifted Dirac equation
Jy′(x) + V (x+ t)y(x) = λy(x), (x, λ, t) ∈ R× C× R, (2.1)
satisfying the conditions ϑ(0, λ, t) =
(
1
0
)
, ϕ(0, λ, t) =
(
0
1
)
, where V ∈ P.
In Lemma 3.5 we show the standard fact that the resonances of H+t are the eigenvalues of
H−t . We also prove that each state of H
+
t on Λ is over the Dirichlet eigenvalue µn(t) of the
corresponding Dirichlet problem on the unit interval. Therefore, following [Tr77], we denote
a state of H+t on Λ by µn(t) as well as the Dirichlet eigenvalue. It is also follows that each
state of H±t belongs to γ
c
n. We show that if γ
c
n is empty for some n ∈ Z, then µn(t) = α±n is
not a state of H±t for each t ∈ T. Moreover, we will show that for γcn 6= ∅
1) if |ϕ2(1, µn(t), t)| < 1, then µn(t) ∈ γ(1)n , i.e. µn(t) is an eigenvalue of H+t ;
2) if |ϕ2(1, µn(t), t)| > 1, then µn(t) ∈ γ(2)n , i.e. µn(t) is a resonance of H+t ;
3) if |ϕ2(1, µn(t), t)| = 1, then µn(t) = α+n or µn(t) = α−n , i.e. µn(t) is a virtual state of H+t .
Remark. These quantities are used to construct the gap length mapping in [K05a].
γ
(2)
n−1 γ
(2)
n
µn(t)
γ
(2)
n+1
Λ2
σn σn+1
γ
(1)
n−1
µn−1(t)
γ
(1)
n γ
(1)
n+1
µn+1(t)
Λ1
σn+1σn
Figure 1. Structure of the Riemann surface Λ. Crosses and triangles show
how rims on Λ1 and Λ2 are joined together. The dots denote positions of µn(t).
We also introduce the following functions
Ω(λ, t) =
1− ϕ2(1, λ, t)2
‖ϕ(·, λ, t)‖2 , Ω
±
n (t) =
2M±n
‖ϕ(·, α±n , t)‖4
, ω±n (t) =
−2M±n
‖ϕ(·, α±n , t)‖2
,
Qn(t) =
∫ t
0
∣∣q1(τ) + µ0n∣∣ dτ, Un(t) = |t|+ |t|1/2 ∣∣∣∣∫ t
0
∣∣V (τ) + µ0nI2∣∣2 dτ ∣∣∣∣1/2 ,
(2.2)
where (λ, t, n) ∈ C × R × Z, µ0n = µn(0), I2 is the identity matrix 2 × 2, matrix norm
|·| is defined by |A|2 = TrA∗A, norm of any vector-valued function is defined by ‖ϕ‖2 =∫ 1
0
(|ϕ1(x)|2+ |ϕ2(x)|2)dx, effective masses ±M±n > 0 are defined in Section 3. Here and below
the dot denotes the derivative with respect to t, i.e. u˙ = du/dt.
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2.2. Main theorems.
Theorem 2.1. Let (t, V ) ∈ R×P and let a gap γn be open for some n ∈ Z. Then there exists
a unique state µn(t) of the operator H
+
t in γ
c
n and the following statements hold true:
i) µn(·) ∈ H1(T) and for almost all t ∈ T it satisfies the Dubrovin equation
µ˙n(t) = (q1(t) + µn(t)) Ω(µn(t), t). (2.3)
ii) If µ0n 6= α±n , then the following asymptotic holds as t→ 0:
µn(t) = µ
0
n + Ω(µ
0
n, 0)
∫ t
0
(q1(τ) + µ
0
n)dτ +O (Qn(t)Un(t)) . (2.4)
iii) If µ0n = α
±
n , then the following asymptotics hold as t→ 0:
µn(t) = µ
0
n + Ω
±
n (0)
(∫ t
0
(q1(τ) + µ
0
n)dτ
)2
+O
(
Qn(t)
2Un(t)
)
, (2.5)
(−1)nϕ2(1, µn(t), t) = 1 + ω±n (0)
∫ t
0
(q1(τ) + µ
0
n)dτ +O (Qn(t)Un(t)) . (2.6)
iv) Let Y (·, α±n , 0) be 2-periodic solution of equation (2.1) for λ = α±n and t = 0. Then
Y1(t0, α
±
n , 0) = 0 for some t0 ∈ [0, 1) if and only if µn(t0) = α±n .
Remark. 1) Recall that if γcn = ∅ for some n ∈ Z, then µn(t) = α±n is not a state of H+t
for each t ∈ T. We formulate asymptotics (2.4–6) as t → 0. Shifting V by any t0 ∈ R, we
determine similar asymptotics as t→ t0 (see (4.22–24)).
2) In the proof of Theorem 2.1 we used arguments from the papers [K99, Tr77] and the
specific implicit function theorem. In the case of the Dirac operator µn(·) ∈ H1(T), i.e. the
smoothness is less than in the case of the Schro¨dinger operator, where ̺n(·) ∈ H2(T). So we
need a specific version of the implicit function theorem (Theorem 5.5).
3) In the case of the Schro¨dinger operator, each state runs strictly monotonically around
the gap γcn, changing sheets when it hits the gaps boundary. In general, the states of the
Dirac operator on the half-line run non-monotonically and the direction of their motion along
γcn depends on the sign of q1(t) + µn(t), which is seen from (2.3) (see examples of monotone
and non-monotone motion on Fig. 2). Moreover, we show in Theorem 2.5 that there exists a
potential such that a state runs non-monotonically in each open gap.
4) Theorem 2.1, iv) gives that the number of the points t0 ∈ [0, 1) such that µn(t0) = α±n
equals the number of zeros of the first component of 2-periodic eigenfunction on the interval
[0, 1). This statement also holds in the case of the Schro¨dinger operator. Moreover, states
of the Schro¨dinger operator run strictly monotonically around the gaps. Then the number of
their revolutions equals the number of points t0 ∈ [0, 1) such that ̺n(t0) = a±n . Since states
of the Dirac operator do not run strictly monotonically around the gaps, we cannot associate
the number of revolutions with the number of points t0 ∈ [0, 1) such that µn(t0) = α±n . In
addition, it follows from the oscillation theory for Schro¨dinger operator that n-th 2-periodic
eigenfunction has exactly n simple zeros in [0, 1) (see e.g. [LS88]). But in general, this does
not hold in the case of the Dirac operator (see e.g. [T98]).
In order to illustrate asymptotics (2.4–6), we consider the case of continuous potential q1.
The following corollary show that µn(·) moves locally as a state of the Schro¨dinger operator,
when q1 is continuous.
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t
µn(t)
0 1/2 1
α−
n
α+
n
µn(0)
Monotone motion
t
µn(t)
0 1/2 1
α−
n
α+
n
µn(0)
Non-monotone motion
Figure 2. Examples of monotone and non-monotone motion of µn(t) in some
open gap γn. The dots denote points where µn(t) is not monotone.
Corollary 2.2. Let V ∈ P, q1 ∈ C(−ε, ε) for some ε > 0, and let a gap γn be open for some
n ∈ Z and Cn = q1(0) + µ0n 6= 0. Then µn ∈ C1(−ε, ε) and
i) If µ0n 6= α±n , then µn is strictly monotone on (−ε˜, ε˜) for some ε˜ > 0 and satisfies as t→ 0:
µn(t) = µ
0
n + Ω(µ
0
n, 0)Cnt (1 + o(1)) . (2.7)
ii) If µ0n = α
±
n , then µn changes sheets at t = 0 and satisfies as t→ 0:
µn(t) = µ
0
n + Ω
±
n (0)(Cnt)
2 (1 + o(1)) , (2.8)
(−1)nϕ2(1, µn(t), t) = 1 + ω±n (0)Cnt (1 + o(1)) . (2.9)
Remarks after Theorem 2.1 show significant differences in behavior of the states in the cases
of the Dirac operator and of the Schro¨dinger operator. However, in Corollary 2.2 we show
that µn(t) locally behaves as a state of the Schro¨dinger operator if q1 is continuous. Now we
prove that µn(t) globally moves as a state of the Schro¨dinger operator under some restriction
on the potential q1.
Theorem 2.3. Let V ∈ P and let a gap γn be open for some n ∈ Z. Suppose that
sign(q1(t) + α
−
n ) = sign(q1(t) + α
+
n ) = const 6= 0 for almost all t ∈ [0, 1). (2.10)
Then the state µn(·) runs strictly monotonically around the gap γcn, changing sheets when it
hits α+n or α
−
n and making |n| complete revolutions when t runs through [0, 1].
Theorem 2.3 shows that under restrictions (2.10) on the potential q1 the state µn(t) moves
as in the case of the Schro¨dinger operator.
Corollary 2.4. Let V ∈ P and let a gap γn be open for some n ∈ Z. Let one of the following
conditions hold true:
i) q1 = 0;
ii) q1 ∈ L∞(T), ‖q1‖∞ < min(|α−n | , |α+n |), and 0 /∈ γn;
iii) q1(t) > −α−n for almost all t ∈ [0, 1);
iv) q1(t) < −α+n for almost all t ∈ [0, 1);
Then the state µn(·) runs strictly monotonically around the gap γcn, changing sheets when it
hits α+n or α
−
n and making |n| complete revolutions when t runs through [0, 1].
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Remark. In the proof we check that condition (2.10) holds true. If V = q2J2, then the Dirac
operator is a supersymmetric charge (see [Th13]). In case ii), it is possible to show that the
behavior of the states of the Dirac operator does not differ from the behavior of the states of
the Schro¨dinger operator at high energies.
Above we show, that µn runs strictly monotone locally or globally under some restriction
on the potential. But in general the motion is not monotone.
Theorem 2.5. i) There exists a potential V ∈ P such that µn(t) is not monotone on T in
each open gap γcn, n ∈ Z.
ii) There exists a potential V ∈ P such that µn(t) is not monotone on T in any finite number
of open gaps γcn and it is monotone in infinite number of other open gaps.
Remark. In the proof of this theorem we construct the needed potentials.
2.3. Tauberian theorem. Now we show how one can use these results to construct a po-
tential from an asymptotic of µn(t). In order to formulate these results, we introduce a slowly
varying function.
Definition. We say that ζ is slowly varying, if ζ is a positive measurable function defined on
some neighbourhood (0, ε), ε > 0, and satisfying ζ(λx)/ζ(x)→ 1 as x ↓ 0, for each λ > 0.
Remark. Usually the slowly varying functions are considered in a neighborhood of infinity.
In order to define such functions one need replace x by 1/x in the definition.
Definition. We say that ξ(x) = x̺ζ(x) defined on (0, ε), ε > 0, is a regularly varying function
if ζ is slowly varying function on (0, ε) and ̺ ∈ R.
Remark. 1) In the definition x̺ is positive for any x ∈ (0, ε). It is easy to see that ξ is
regularly varying if and only if ξ(λx)/ξ(x)→ λ̺ as x ↓ 0, for each λ > 0.
2) In order to give a slight idea of the slowly and regularly varying functions, we remark
that const > 0, (ln(1/x))n, n ∈ R, ln ln(1/x), and similar are slowly varying but xn is not
slowly varying for each n ∈ R, n 6= 0. Thus, the slowly varying functions decrease or increase
at origin slowly than xn for any n ∈ R, n 6= 0. Remark that regularly varying functions form
an accurate asymptotic scale. These functions also have many remarkable properties and they
are widely used in the formulation of Tauberian theorems (see e.g [BGT89, Ko13, S06]).
Theorem 2.6. Let V ∈ P and let q1 be a monotone function on neighborhood U+ = (0, ε)
(or U− = (−ε, 0)) for some ε > 0. Let gap γn be open for some n ∈ Z. Then the following
asymptotic holds true for some constants C± ∈ R, ̺± > 0, and a slowly varying function ζ±:
µn(±t)− µ0n = C±t̺±ζ±(t)(1 + o(1)) as t ↓ 0 (2.11)
if and only if the following asymptotics hold true for the same constants C±, ̺±, and slowly
varying function ζ±:
i) If µ0n 6= α+n , µ0n 6= α−n , then we have
q1(±t) + µ0n = ±
C±̺±
Ω(µ0n, 0)
t̺±−1ζ±(t)(1 + o(1)) as t ↓ 0. (2.12)
ii) If µ0n = α
κ
n for some κ = ± associated with the gap boundary, then we have
q1(±t) + µ0n = ∓κSn(±t)
|C±|1/2 |̺±|
2 |Ωκn(0)|1/2
t̺±/2−1ζ±(t)
1/2(1 + o(1)) as t ↓ 0, (2.13)
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where Sn(t) = sign((−1)nϕ2(1, µn(t), t)− 1) and ζ±(t)1/2 > 0 for t ∈ (0, ε).
Remark. 1) In the theorem any real power of τ ∈ (0, ε) supposed to be positive. We formulate
the theorem in neighborhoods of 0. Shifting V by any t0 ∈ R, one can obtain Theorem 2.6 in
a neighborhoods of t0.
2) Identities (2.12–13) can be interpreted as derivatives of asymptotic identities (2.4–5),
where µn(t) − µ0n is determined from (2.11). From this point of view, one can differentiate
these identities because the conditions of theorem are satisfied. See discussion and results
about the problem of differentiating an asymptotic expansion in [G10]. In order to prove the
theorem, we use the Monotone Density Theorem (see Theorem 1.7.2b in [BGT89]).
3) As we noted above, it follows from Lemma 3.5 that the position of µn(±t) on the Riemann
surface is related to the value of Sn(±t). Thus, we can determine sign of q1(±t)+µ0n in (2.13)
by the position of µn(±t) on the Riemann surface.
Using this theorem, one can construct asymptotic of q1 from asymptotic of µn. Remark that
asymptotics of q1 contains Ω(µ
0
n, 0) and |Ω±n (0)|, so we can determine asymptotics accurate to
a constant factor. If we want to construct a potential in each point we need to verify conditions
of Theorem 2.6. So we need to check that q1 is monotone and there exist asymptotic (2.11)
in neighborhood of each point. We discuss this points in the following remark.
Remark. 1) Using the definition of a compact set, it is easy to see that q1 is monotone in
some left and right neighborhood of each point if and only if it is piecewise monotone on the
finite partition, i.e. it has the form
q1(x) =
N∑
i=1
q1i(x)χ(xi−1,xi)(x), x ∈ [0, 1] \ {xi}Ni=1,
where χ(a,b)(x) is a characteristic function of the interval (a, b), N > 0, q1i is a monotone
function for each 1 6 i 6 N , and 0 = x0 < x1 < . . . < xN−1 < xN = 1.
2) If q1 has this form, then for each t0 ∈ [0, 1] there exists limt↓0 q1(t0 ± t), which may be
infinite. Using this fact, it is easy to see that if Cq1(t0 ± t) is a regularly varying function
of t for some constant C 6= 0 and limt↓0 q1(t0 ± t) 6= −µn(t0), then asymptotics (2.12–13)
hold true for some C±, ̺±, and ζ±, which yields (2.11). In order to show that the condition
limt↓0 q1(t0± t) 6= −µn(t0) is crucial we consider the following simple example. Let q1 ∈ L2(T)
have the asymptotic expansion q1(t0 + t) = C + e
−1/t as t ↓ 0, where t0 ∈ R, C ∈ R, C 6= 0,
and µn(t0) = −C. Thus, q1(t0 + ·) is slowly varying but q1(t0 + ·) + µn(t0) is not regularly
varying.
2.4. Inverse problem. As the application of Theorem 2.6, we consider the inverse problem
for the potential q1 ∈ L2(T) defined by
q1(t) =
M∑
i=1
Ci
|t− ti|̺i +
M+N∑
i=M+1
Ci sign(t− ti)
|t− ti|̺i +
M+N+K∑
i=M+N+1
Ci(sign(t− ti)+Di), t ∈ [0, 1), (2.14)
where M,N,K > 0, ti ∈ [0, 1) are distinct points for 1 6 i 6 N +M +K, and
Ci ∈ R \ {0}, ̺i ∈ (0, 1/2), for 1 6 i 6 N +M ;
Ci ∈ R \ {0}, Di ∈ R, for N +M + 1 6 i 6 N +M +K.
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Theorem 2.7. Let V ∈ P and let q1 have form (2.14). Let a gap γn be open for some n ∈ Z.
Then for each t0 ∈ [0, 1] the following asymptotic holds true:
µn(t0 ± t)− µn(t0) = C±t̺±(1 + o(1)) as t→ 0, (2.15)
for some C± ∈ R, and ̺± > 1/2. Moreover, if for each t0 ∈ [0, 1] asymptotic (2.15) and
position of µn(t0 ± t) on the Riemann surface are given, then we can recover all points ti and
degrees ̺i. Furthermore, if we know all constants Ci, Di, then we can recover q1.
Remark. 1) In the proof of Theorem 2.7 we show how to recover ti, and explicitly express ̺i
through ̺±.
2) We consider a simple example to show how one can recover q1 using Theorem 2.7. Let
V ∈ P and let q1 have form (2.14). Let gap γn be open and the following asymptotic hold:
µn(t0 ± τ)− µn(t0) = C0τ 1−̺0(1 + o(1)) as τ ↓ 0, (2.16)
for some t0 ∈ [0, 1), µn(t0) 6= α±n , and C0 ∈ R \ {0}, ̺0 ∈ (0, 1/2). Moreover, let for any
t ∈ [0, 1) \ {t0} the following asymptotic hold:
µn(t± τ)− µn(t) = Ct(±τ)̺t(1 + o(1)) as τ ↓ 0,
for some Ct ∈ R \ {0}, and ̺t ∈ N. Then the application of Theorem 2.7 yields
q1(t) =
C0(1− ̺0)
Ω(µn(t0), t0)
sign(t− t0)
|t− t0|̺0 , t ∈ [0, 1). (2.17)
We used formula (2.12) to recover the potential. A more detailed description is given in the
proof of Theorem 2.7.
3) Remark that we can use the asymptotic of µn(t) in any open gap to recover the poten-
tial. Moreover, if q1 has form (2.17), then in each open gap µn(t) has asymptotic (2.16) in
neighborhood of t0, so that µn(t) is a non-monotone function in each open gap.
3. Periodic Dirac operator
3.1. Dirac equation. We introduce the matrix-valued fundamental solution ψ(x, λ) of the
Dirac equation
Jy′(x) + V (x)y(x) = λy(x), (x, λ) ∈ R× C. (3.1)
satisfying the initial condition ψ(0, λ) = I2, where I2 is the identity matrix 2 × 2. Any
matrix solution of some initial value problem for equation (3.1) is expressed in terms of ψ
by multiplying on the right by the initial data. ψ(1, λ) is called the monodromy matrix and
satisfied
ψ(1 + x, λ) = ψ(x, λ)ψ(1, λ), (x, λ) ∈ R× C. (3.2)
We introduce the vector-valued fundamental solutions ϑ(x, λ) and ϕ(x, λ) of equation (3.1)
satisfying the initial conditions
ϑ(0, λ) =
(
1
0
)
, ϕ(0, λ) =
(
0
1
)
. (3.3)
Moreover, ψ is expressed in terms of ϕ and ϑ as follows ψ = (ϑ, ϕ). We define the Wronskian
of two vector-valued functions f and g by
W (f, g) = f1g2 − f2g1.
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It is known (see e.g. [LS88]) that Wronskian of ϑ and ϕ does not depend at x and satisfies
W (ϑ, ϕ) = detψ = ϑ1ϕ2 − ϕ1ϑ2 = 1. (3.4)
We recall the known results about about ψ in the following theorem (see e.g. [K01]).
Theorem 3.1. Let V ∈ P. Then for each λ ∈ C there exists a unique solution ψ of equa-
tion (3.1). For each x ∈ [0, 1] the function ψ(x, ·) is entire. For each λ ∈ C the function
ψ(·, λ), ψ′(·, λ) ∈ L2(T) and it satisfies
|ψ(x, λ)| 6 e‖V ‖P+|Imλ|x, (x, λ) ∈ [0, 1]× C. (3.5)
We introduce the Dirichlet eigenvalues µn, n ∈ Z, as eigenvalues of the Dirac equation (2.1)
with boundary conditions y1(0) = y1(1) = 0 and the Neumann eigenvalues νn, n ∈ Z, as
eigenvalues of the Dirac equation (2.1) with boundary conditions y2(0) = y2(1) = 0, where
y =
(
y1 y2
)⊤
. It is well known (see e.g. [LS88]) that µn, νn ∈ [α−n , α+n ], n ∈ Z. If the gap γn
degenerates, then we have µn = νn. It follows from (3.3) that eigenvalues µn are zeros of an
entire function ϕ1(1, ·), i.e. ϕ1(1, µn) = 0, n ∈ Z. Thus, ϕ(x, µn) is the eigenfunction for the
eigenvalue µn for each n ∈ Z. Below we need the following identity (see e.g. [K01])
‖ϕ(·, µn)‖2 = −ϕ2(1, µn) ∂λϕ1(1, λ)|λ=µn , (3.6)
where ∂λu = u
′
λ =
∂u
∂λ
, and ‖·‖ was defined above. The identity (3.6) implies that ∂λϕ1(1, µn) 6=
0 and each Dirichlet eigenvalue is simple.
3.2. Periodic Dirac operator. For the Dirac equation we introduce the Lyapunov function
∆(λ) =
1
2
Trψ(1, λ) =
1
2
(ϕ2(1, λ) + ϑ1(1, λ)), λ ∈ C. (3.7)
Due to Theorem 3.1 the function ∆ is entire and describes a periodic spectrum by:
∆(α±n ) = (−1)n; |∆(λ)| 6 1, λ ∈ σn; |∆(λ)| > 1, λ ∈ γn, n ∈ Z.
For the periodic Dirac operator we define the Weyl-Titchmarsh function
m±(λ) =
a(λ)∓ b(λ)
ϕ1(1, λ)
, λ ∈ C+, (3.8)
where the functions a(λ) and b(λ) are defined by
a(λ) =
ϕ2(1, λ)− ϑ1(1, λ)
2
, b(λ) =
√
∆(λ)2 − 1, λ ∈ C+, (3.9)
where i
√
∆(λ + i0)2 − 1 < 0 for λ ∈ σ0. The function a(λ) is entire and b(λ) admits an
analytic continuation from C+ onto the Riemann surface Λ. Recall that Λ consist of two
sheets Λ1 = Λ2 = C \ σ(H+0 ) glued together crosswise along the bands. In a neighborhood
of the points α±n we use the map λ = α
±
n ∓ z2, where z is the local variable on the Riemann
surface Λ and λ ∈ Λ1 if z > 0; λ ∈ Λ2 if z < 0. In addition, the following identity holds in
each open circle gap γcn = γ
(1)
n ∪ γ(2)n ⊂ Λ:
b(λ) = (−1)n+j+1 ∣∣∆2(λ)− 1∣∣1/2 , λ ∈ γ(j)n , j = 1, 2. (3.10)
Due to (3.8), m±(λ) has a meromorphic continuation from C+ onto the Riemann surface Λ.
We introduce the Bloch solutions ψ± of equation (3.1) given by
ψ±(x, λ) = ϑ(x, λ) +m±(λ)ϕ(x, λ), (x, λ) ∈ R× C+. (3.11)
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It follows from analytic properties of m± that these solutions admit a meromorphic continua-
tion from C+ onto the Riemann surface Λ. If λ ∈ Λ is not a pole of m±, then these solutions
are quasiperiodic, i.e.
ψ±(x+ 1, λ) = e±ik(λ)ψ±(x, λ), x ∈ R, (3.12)
where k(λ) is quasimomentum defined by ∆(λ) = cos k(λ). One can introduce quasimomen-
tum as conformal mapping (see [M78, KK95]). We introduce the effective masses M±n =
1/λ′′(α±n ), where λ(k) is the inverse function for k(λ). In [KK95] it was shown that M
±
n =
−∆(α±n )∆′(α±n ) and ±M±n > 0. Remark that quasimomentum is real-valued on the spectral
bands and k(α±n ) = πn, n ∈ Z. This implies that if λ = α+n or α−n and if λ is not a pole of m±,
then ψ+(·, λ) = ψ−(·, λ) is periodic or antiperiodic solutions of the Dirac equation. For any
λ ∈ (α+n , α−n+1), n ∈ Z, the solutions ψ±(·, λ) are linearly independent, uniformly bounded on
the line, and do not decrease at infinity. On the other hand, if λ ∈ γ(1)n is not a pole of m±,
then ψ±(x, λ) decreases exponentially as x → ±∞ and increase exponentially as x → ∓∞.
Hence they are the Weyl solutions for equation (3.1) and ψ±(x, λ) ∈ L2(R±). If λ = µn, then
ϕ(x, λ) and ϑ(x, λ) are the Weyl solutions and there are identities similar to (3.12) for ϕ and
ϑ (see Lemma 3.5).
Lemma 3.2. i) In any open gap γcn, n ∈ Z, the following asymptotic holds true:
b(α±n ∓ z2) = (−1)nz
√
2 |M±n |+O(z3) as z → 0. (3.13)
Moreover, if µn = α
±
n , then we get
2(−1)nM±n = −ϑ2(1, α±n )
∥∥ϕ(·, α±n )∥∥2 . (3.14)
ii) For any λ ∈ Λ the following identities hold true:
a2(λ)− b2(λ) = −ϕ1(1, λ)ϑ2(1, λ),
m+(λ)m−(λ) = −ϑ2(1, λ)
ϕ1(1, λ)
.
(3.15)
Proof. Let λ = α±n ∓ z2 and z → 0. Then we have for z → 0
∆(α±n ∓ z2) = ∆(α±n )∓∆′(α±n )z2 +O(z4). (3.16)
From the definition of ∆(·) it follows that ∆(α±n ) = (−1)n and −(−1)n∆′(α±n ) > 0. Using
these facts and substituting asymptotic (3.16) in (3.10), we get for z → 0
b(α±n ∓ z2) = (−1)n sign z
√
∓2∆(α±n )∆′(α±n )z2 +O(z4) = (−1)nz
√
2 |M±n |+O(z3).
Let µn = α
±
n . Differentiating (3.1) by λ, it is easy to see that ψλ(·, λ) is a solution of the
Dirac equation with the same potential and with inhomogeneous term ψ(x, λ). The solution
of such equation can be represented as follows (see proof of (3.17) in Lemma 5.6)
ψλ(1, λ) = ψ(1, λ)
∫ 1
0
ψ−1(t, λ)Jψ(t, λ)dt. (3.17)
Using the definition of ∆(λ) and identity (3.17), we get
∆′(α±n ) =
1
2
Trψλ(1, α
±
n ) =
1
2
ϑ2(1, α
±
n )
∥∥ϕ(·, α±n )∥∥2 .
Finally, it follows M±n = −∆(α±n )∆′(α±n ) and ∆(α±n ) = (−1)n that
ϑ2(1, α
±
n )
∥∥ϕ(·, α±n )∥∥2 = −2(−1)nM±n .
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In order to prove identities (3.15), we use the definitions of a, b, and ∆. Then we get
a2 − b2 = (ϕ2(1, ·)− ϑ1(1, ·))
2
4
− (ϕ2(1, ·) + ϑ1(1, ·))
2
4
+ 1
= 1− ϕ2(1, ·)ϑ1(1, ·) = −ϕ1(1, ·)ϑ2(1, ·),
where (3.4) have been used. The last identity and (3.8) yield
m+m− =
a− b
ϕ1(1, ·)
a + b
ϕ1(1, ·) =
a2 − b2
ϕ21(1, ·)
= −ϕ1(1, ·)ϑ2(1, ·)
ϕ21(1, ·)
= −ϑ2(1, ·)
ϕ1(1, ·) .

Note that (3.15) implies that the Dirichlet or Neumann eigenvalue λ0 = α
±
n for some n ∈ Z
if and only if a(λ0) = 0. The second identity in (3.15) allows us to compare the analytical
properties of m+ and m− on the Riemann surface, because the right-hand side of this identity
is a meromorphic function on C.
3.3. Shifted Dirac equation. Recall that in (2.1) we have introduced the shifted Dirac
equation
Jy′(x) + V (x+ t)y(x) = λy(x), (x, λ) ∈ R× C, (3.18)
where t ∈ R is the shift parameter. If V ∈ P, then for each t ∈ R we get equation (3.1) with
the potential V (·+ t) ∈ P. Hence for this equation there are all objects introduced for (3.1).
We add the dependence on t to these objects if they are not constant functions of t.
Note that if y(x, λ) is a solution of equation (3.1), then y˜(x, λ, t) = y(x+ t, λ) is a solution
of equation (3.18). Thus the fundamental matrix-valued solution of equation (3.18) is simply
expressed in terms of the solution of equation (3.1)
ψ(x, λ, t) = ψ(x+ t, λ)ψ−1(t, λ),
ψ(1, λ, t) = ψ(t, λ)ψ(1, λ)ψ−1(t, λ).
(3.19)
Using (3.7), (3.19), and the fact that the traces of similar matrices are equal, we get
∆(λ, t) =
1
2
Tr
(
ψ(t, λ)ψ(1, λ)ψ−1(t, λ)
)
=
1
2
Trψ(1, λ) = ∆(λ, 0).
It gives that b(λ), k(λ), M±n also does not depend on t. So we do not write the argument t of
these functions.
3.4. Dirac operator on the half-line. In Section 2 we introduced the Dirac operators
H±t = J
d
dx
+ Vt acting on L
2(R±,C
2) with the Dirichlet boundary condition f1(0) = 0,
f =
(
f1 f2
)⊤
, where (t, V ) ∈ R× P. It follows from Weyl-Titchmarsh theory for the Dirac
operator that H±t are self-adjoint (see e.g. [W87]). For each λ ∈ C+ the resolvent
(
H±t − λ
)−1
is an integral operator acting on L2(R±,C
2) with kernel
R±(x, y, λ, t) =
{
ψ±(x, λ, t)⊗ ϕ(y, λ, t), |x| > |y| ,
ϕ(x, λ, t)⊗ ψ±(y, λ, t), |x| < |y| , (3.20)
where x, y ∈ R±, and (λ, t) ∈ C+×R. In this formula ⊗ means the tensor product of vectors.
In particular in the case |x| > |y|, we have
R±(x, y, λ, t) =
(
ψ±1 (x, λ, t)ϕ1(y, λ, t) ψ
±
1 (x, λ, t)ϕ2(y, λ, t)
ψ±2 (x, λ, t)ϕ1(y, λ, t) ψ
±
2 (x, λ, t)ϕ2(y, λ, t)
)
.
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Lemma 3.3. Let η ∈ C∞o (R±), η 6= 0, and let t ∈ R. Then f±(λ, t) =
((
H±t − λ
)−1
η, η
)
admits a meromorphic continuation from C+ ⊂ Λ1 onto the Riemann surface Λ as function
of λ and its poles coincide with the poles of m±(·, t), moreover, their multiplicities coincide.
Proof. It is easy to see that f±(λ, t) is an analytic function of λ for any (λ, t) ∈ C+ × R. It
follows from (3.20) that
f±(λ, t) =
∫
R±
∫
R±
η(x)R±(x, y, λ, t)η(y)dxdy =
∫
R±
∫
R±
R±η (x, y, λ, t)dxdy,
where we introduce R±η (x, y, λ, t) = η(x)R
±(x, y, λ, t)η(y). The solution ϕ(x, ·, t) is entire and
the solution ψ±(x, ·, t) = ϑ(x, ·, t) +m±(·, t)ϕ(x, ·, t) is analytic on Λ for any x, t ∈ R. Thus
R±η (x, y, ·, t) admits a meromorphic continuation from C+ onto the Riemann surface Λ and
its poles coincide with the poles of m±(·, t) for any x, y, t ∈ R, and η ∈ C∞o (R±). For any
(λ, t) ∈ Λ× R such that λ is not a pole of m±(·, t), the function R±η (x, y, λ, t) is a continuous
function of x, y with compact support. Thus f±(λ, t) is correctly defined for such (λ, t), which
yields that f±(λ, t) admits a meromorphic continuation from C+ onto Λ and its poles coincide
with the poles of m±(·, t), moreover, their multiplicities coincide. 
We describe the spectrum of the operator on the half-line. These results is well known.
Theorem 3.4. Let V ∈ P and let t ∈ R. Then the following statements hold true:
i) σ(H±t ) = σac(H
±
t ) ∪ σd(H±t ), σac(H±t ) ∩ σd(H±t ) = ∅,
ii) σac(H
±
t ) = σac(H
+
0 ) =
⋃
n∈Z σn,
iii) σd(H
±
t ) ⊂ {µn(t)}n∈Z.
Proof. By Lemma 3.3, for each η ∈ C∞o (R), η 6= 0 and t ∈ R the function f±(·, t) is meromor-
phic on Λ and it has only isolated poles over {µn(t)}n∈Z which yields iii). Using (3.9), we get
Im f±(λ, t) 6= 0, λ ∈ R if and only if |∆(λ)| > 1. Thus, Theorem XIII.20 from [RS78] yields
that singular continuous spectrum of H±t is absent and σac(H
±
t ) = ∪n∈Zσn. Since any solution
of the Dirac equation does not belong to L2(R±,C
2) if |∆(λ)| > 1, it follows that there are no
eigenvalues embedded into the absolutely continuous spectrum which yields i), and ii). 
The following lemma provides a relation between resonances and eigenvalues of H+t and H
−
t .
In addition, we show that a Dirichlet eigenvalue in each open gap is a state of the operators
H±t , and their positions on the Riemann surface Λ are determined by the value of ϕ2(1, λ, t).
Let λ∗ ∈ Λ be the projection of λ ∈ Λ on the other sheet of Λ.
Lemma 3.5. Let V ∈ P and let t ∈ R. Then the following statements hold true:
i) If λ ∈ Λ is a state of H±t , then λ∗ is a state of H∓t .
ii) If λ ∈ Λ is a state of H±t , then ϕ1(1, λ, t) = 0 and λ ∈ γcn 6= ∅ for some n ∈ Z.
iii) If λ ∈ γcn 6= ∅ for some n ∈ Z and ϕ1(1, λ, t) = 0, then λ is a state of H+t and
• if |ϕ2(1, λ, t)| < 1, then λ ∈ γ(1)n is an eigenvalue of H+t ;
• if |ϕ2(1, λ, t)| > 1, then λ ∈ γ(2)n is a resonance of H+t ;
• if |ϕ2(1, λ, t)| = 1, then λ = α+n or λ = α−n is a virtual state of H+t .
Proof. i) From Lemma 3.3, it follows that the poles of the resolvent coincide with the poles
of the Weyl-Titchmarsh function. Thus, in order to prove i) it is sufficient to show that λ is
a pole of m±(·, t) if and only if λ∗ is a pole of m∓(·, t). Since ϕ1(1, ·, t), and a(·, t) are entire
functions, it follows that ϕ1(1, λ∗, t) = ϕ1(1, λ, t), and a(λ∗, t) = a(λ, t). It follows from the
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definition of b that b(λ∗) = −b(λ). Therefore, we have m±(λ∗, t) = m∓(λ, t), which proves the
statement.
ii) It follows from Lemma 3.3 that if λ is a state of H±t , then it is a pole of m±(·, t) which
yields ϕ1(1, λ, t) = 0 and the projection of λ on C coincides with µn(t) ∈ γn for some n ∈ Z.
It gives λ ∈ γcn for some n ∈ Z. If γcn is close, then m±(·, t) has no pole at λ = α+n = α−n since
b(·) is an analytic function of z2 in a neighborhood of λ. Thus we get γcn 6= ∅.
iii) Let ϕ1(1, λ, t) = 0. Then ϕ2(1, λ, t) is an eigenvalue of the monodromy matrix ψ(1, λ, t)
corresponds to the eigenvector c =
(
0 1
)t
and ψ(x, λ, t)c = ϕ(x, λ, t). Using formula (3.2),
we have for any m ∈ Z
ϕ(x+m, λ, t) = ψ(x, λ, t)ψ(1, λ, t)mc = ϕ2(1, λ, t)
mϕ(x, λ, t). (3.21)
Let |ϕ2(1, λ, t)| < 1. Then it follows from (3.21) that ϕ(x+n, λ, t) is exponentially decreasing
function of n > 0, and hence ϕ(·, λ, t) ∈ L2(R+,C2) is an eigenfunction of H+t corresponding
to the eigenvalue λ ∈ γ(1)n . Similarly, if |ϕ2(1, λ, t)| > 1, then ϕ(·, λ, t) ∈ L2(R−,C2) is an
eigenfunction of H−t corresponding to the eigenvalue λ∗ ∈ γ(1)n . Then it follows from i) that
λ ∈ γ(1)n is a resonance of H+t .
Let |ϕ2(1, λ, t)| = 1. Then ϑ1(1, λ, t) = ϕ2(1, λ, t) = ±1 which yields ∆(λ) = ±1 and
λ = ακn, where κ = + or −. Let us show that λ is a pole of m±(·, t) on the Λ, i.e. there is a
nonzero term with negative degree in the Laurent series by local variable in a neighborhood
of λ. Since γcn is open, then λ is a branch point for m±(·, t). Using (3.13) and the fact that
a(·, t) and ϕ1(1, ·, t) are entire functions, we get m±(λ+z2, t) = ∓C/z+O(1) as z → 0, where
C = (−1)n√2 |Mκn |/∂λϕ1(1, λ, t) 6= 0. Therefore m±(·, t) has a pole at λ and λ is a virtual
state of H±t . 
4. Proof of the main theorems
Proof of Theorem 2.1. From Lemma 3.5, it follows that for any t ∈ R in each open gap
γcn, n ∈ Z, there exists a unique state µn(t) of the operator H±t and ϕ1(1, µn(t), t) = 0.
i) Let t0 ∈ [0, 1) and let the gap γcn be open for some n ∈ Z. The state µn(t) is a solution of
the equation ϕ1(1, µn(t), t) = 0 for t in some neighborhood of t0. In proof we use the implicit
function theorem 5.5. From (3.6) it follows that ϕ1λ(1, µn(t), t) 6= 0. By Lemma 5.6, the
conditions of Theorem 5.5 hold true for ϕ1(1, λ, t) in some neighborhood of (t0, µn(t0)) and
Theorem 5.5 yields that µn(·) ∈ H1(t0 − ε, t0 + ε) for some ε > 0. Using Lemma 5.4 and the
fact V is an 1-periodic function, we get µn(·) ∈ H1(T).
Differentiating the identity ϕ1(1, µn(t), t) = 0 by t and using (5.9), we get
µ˙n(t) = − ϕ˙1(1, λ, t)
∂λϕ1(1, λ, t)
∣∣∣∣
λ=µn(t)
=
(q1(t) + µn(t))(ϕ2(1, µn(t), t)− ϑ1(1, µn(t), t))
∂λϕ1(1, µn(t), t)
for almost all t ∈ T. Since ϕ1(1, µn(t), t) = 0, it follows from (3.4) that ϑ1(1, µn(t), t) =
1/ϕ2(1, µn(t), t). Using this formula and identity (3.6), we get the Dubrovin equation
µ˙n(t) =
(q1(t) + µn(t))(1− ϕ2(1, µn(t), t)2)
‖ϕ(·, µn(t), t)‖2
= (q1(t) + µn(t))Ω(µn(t), t). (4.1)
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ii) Recall that µ0n = µn(0). We introduce the following notation f(τ) = q1(τ) + µ
0
n. Inte-
grating (4.1), we get
µn(t)− µ0n = Ω(µ0n, 0)
∫ t
0
f(τ)dτ + η1(t), (4.2)
where
η1(t) =
∫ t
0
f(τ)(Ω(µn(τ), τ)− Ω(µ0n, 0))dτ +
∫ t
0
(µn(τ)− µ0n)Ω(µn(τ), τ)dτ.
Let us estimate η1(t) as t → 0. In the proof we consider all asymptotics when t → 0.
Recall that we define Qn(t), and Un(t) in (2.2). It is easy to see that Qn(t) 6 Un(t) for any
(t, n) ∈ R× Z. We also introduce the following function
Mn(t) = max
τ∈[0,t]
∣∣µn(τ)− µ0n∣∣ , (t, n) ∈ T× Z.
We consider the case of t > 0, the proof for t < 0 is similar. We introduce Ωo(λ, t) =
2a(λ, t)/∂λϕ1(1, λ, t). It follows from point i) of this theorem that Ωo(µn(t), t) = Ω(µn(t), t)
for any (n, t) ∈ Z × R. Using Lemma 5.6, we get that there exist h ∈ L2(T) such that
|∂t∂λΩo(λ, t)| 6 h(t) for any (λ, t) ∈ γcn×T. Integrating this estimate, we get that there exist
C > 0 such that |∂λΩo(λ, t)| 6 C for any (λ, t) ∈ γcn × T. Since µn(t) ∈ γcn for any t ∈ T, the
application of the mean value theorem yields
max
τ∈[0,t]
∣∣Ωo(µn(τ), τ)− Ωo(µ0n, τ)∣∣ = O(Mn(t)). (4.3)
Differentiating Ωo(µ
0
n, t) by t and using Lemma 5.6, it is easy to see that
∂tΩo(µ
0
n, t) = F1(t)f(t) + F2(t)(q1(t)− µ0n) + F3(t)q2(t) + F4(t), (4.4)
where we introduce
F1(t) =
2ϑ2∂λϕ1 + 4a∂λa
(∂λϕ1)2
, F2(t) = − 2ϕ1
∂λϕ1
, F3(t) = − 4a
∂λϕ1
, F4(t) =
4a2
(∂λϕ1)2
,
and ϕ1 = ϕ1(1, µ
0
n, t), ϑ2 = ϑ2(1, µ
0
n, t), a = a(µ
0
n, t). Thus Fi(µ
0
n, t), i = 1, 2, 3, 4, are
absolutely continuous functions of t. Differentiating them by t and using Lemma 5.6, we get
∂tFi(t) = O
(|f(t)|+ ∣∣q1(t)− µ0n∣∣+ |q2(t)|+ 1) , i = 1, 2, 3, 4. (4.5)
Integrating (4.5) and using the Ho¨lder inequality, we obtain
Fi(t)− Fi(0) =
∫ t
0
∂τFi(τ)dτ = O (Un(t)) . (4.6)
Substituting (4.6) in (4.4) and using the Ho¨lder inequality, we have
max
τ∈[0,t]
∣∣Ωo(µ0n, τ)− Ωo(µ0n, 0)∣∣ = ∣∣∣∣∫ t
0
∣∣∂τΩ(µ0n, τ)∣∣ dτ ∣∣∣∣ = O (Un(t) + Un(t)2) = O (Un(t)) .
(4.7)
Thus, it follows from (4.3), (4.7), and Ω(µn(τ), τ) = Ωo(µn(τ), τ) that
max
τ∈[0,t]
∣∣Ω(µn(τ), τ)− Ω(µ0n, 0)∣∣ = O (Mn(t) + Un(t)) . (4.8)
Now estimating the maximum of (4.2), we get
Mn(t) = O ((Qn(t) + |t|Mn(t)) (1 +Mn(t) + Un(t))) ,
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which yields
Mn(t) = O (Qn(t)) . (4.9)
Recall that Qn(t) 6 Un(t). Using this inequality and substituting (4.8), and (4.9) in the
definition of η1(t), we have η1(t) = O (Qn(t)Un(t)).
iii) Let µ0n = α
±
n . Then we have ϕ2(1, µ
0
n, 0) = (−1)n, a(µ0n, 0) = 0 and it follows that
Ω(µ0n, 0) = F2(0) = F3(0) = F4(0) = 0, F1(0) = 2Ω
±
n (0). (4.10)
Substituting (4.10), and (4.6) in (4.4), we get
max
τ∈[0,t]
∣∣∣∣Ωo(µ0n, τ)− 2Ω±n (0) ∫ τ
0
f(s)ds
∣∣∣∣ = O (Un(t)2) . (4.11)
Now using (4.3) and (4.11) as well as for (4.8), we get
max
τ∈[0,t]
∣∣∣∣Ω(µn(τ), τ)− 2Ω±n (0) ∫ τ
0
f(s)ds
∣∣∣∣ = O(Un(t)2 +Mn(t)),
max
τ∈[0,t]
|Ω(µn(τ), τ)| = O(Qn(t) + Un(t)2 +Mn(t)).
(4.12)
Integrating equation (4.1), we get
µn(t)− µ0n = 2Ω±n (0)
∫ t
0
f(τ)
∫ τ
0
f(s)dsdτ + η2(t) = Ω
±
n (0)
(∫ t
0
f(τ)dτ
)2
+ η2(t), (4.13)
where
η2(t) =
∫ t
0
f(τ)
(
Ω(µn(τ), τ)− 2Ω±n (0)
∫ τ
0
f(s)ds
)
dτ +
∫ t
0
(µn(τ)− µ0n)Ω(µn(τ), τ)dτ.
Using (4.12), we estimate the maximum of (4.13). So we get
Mn(t) = O
(
Qn(t)
2
)
+O
(
Qn(t)(Un(t)
2 +Mn(t))
)
+O
(|t|Mn(t)(Qn(t) + Un(t)2 +Mn(t))) .
Since Qn(t) 6 Un(t), we see that
Mn(t) = O (Qn(t)Un(t)) . (4.14)
We determine asymptotic of ϕ2(1, µn(t), t) as t→ 0. By Lemma 5.6, ϕ2(1, µn(t), t) satisfies
the conditions of Lemma 5.3, so that it is an absolutely continuous function of t. Thus, we
have
ϕ2(1, µn(t), t) = (−1)n +
∫ t
0
∂τ (ϕ2(1, µn(τ), τ))dτ, (4.15)
where ϕ2(1, µ
0
n, 0) = (−1)n since µ0n = α±n . Using (5.9), we get
∂t(ϕ2(1, µn(t), t)) = (q1(t) + µn(t))Ω1(µn(t), t), (4.16)
where
Ω1(µn(t), t) = ϑ2(1, µn(t), t) + Ω(µn(t), t)∂λϕ2(1, µn(t), t).
Combining (4.15), and (4.16), we obtain
ϕ2(1, µn(t), t)− (−1)n = ϑ2(1, µ0n, 0)
∫ t
0
f(τ)dτ + η3(t),
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where
η3(t) =
∫ t
0
f(τ)(ϑ2(1, µn(τ), τ)− ϑ2(1, µ0n, 0))dτ
+
∫ t
0
f(τ)Ω(µn(τ), τ)∂λϕ2(1, µn(τ), τ)dτ +
∫ t
0
(µn(τ)− µ0n)Ω1(µn(τ), τ)dτ.
Using Lemma 5.6 as well as for (4.8), we get
max
τ∈[0,t]
∣∣ϑ2(1, µn(τ), τ)− ϑ2(1, µ0n, 0)∣∣ = O (Mn(t) + Un(t)) . (4.17)
Now using (4.12), (4.14), (4.17) and estimating continuous functions of τ : Ω1(µn(τ), τ),
∂λϕ2(1, µn(τ), τ) by some constant, we get
η3(t) = O
(
Qn(t)(Mn(t) + Un(t) +Qn(t)
2 + Un(t)
2) + |t|Mn(t)
)
= O (Qn(t)Un(t)) .
By (3.14), we get ϑ2(1, µ
0
n, 0) = (−1)nω±n (0) if µ0n = α±n . Thus, we have proved (2.6). Now
using this formula, we obtain
1− ϕ2(1, µn(t), t)2 = −2(−1)nω±n (0)
∫ t
0
(q1(τ) + µ
0
n)dτ +O(Qn(t)Un(t)). (4.18)
Using (3.6) it is easy to see that ‖ϕ(·, µn(t), t)‖2 is an absolutely continuous function of t.
Then using (3.6), and Lemma 5.6, we have
‖ϕ(·, µn(t), t)‖2 =
∥∥ϕ(·, µ0n, 0)∥∥2 +O(Un(t)). (4.19)
Combining (4.18), and (4.19) and using Ω(µn(t), t) = Ωo(µn(t), t), we get
Ω(µn(t), t) = 2Ω
±
n (0)
∫ t
0
(q1(τ) + µn(τ))dτ +O(Qn(t)Un(t)). (4.20)
Substituting (4.14), and (4.20) in the definition of η2(t), we get η2(t) = O (Qn(t)
2Un(t)).
iv) Let the gap γn be open for some n ∈ Z. Let λ0 = α±n for any choice of the sign. And let
Y1(t0, λ0, 0) = 0 for some t0 ∈ [0, 1), where Y (·, λ0, 0) is a 2-periodic eigenfunction of equation
(3.18) for λ = λ0, and t = 0. Consider the function y(x) = Y (x + t0, λ0, 0). It is obvious
that y1(0) = Y1(t0, λ0, 0) = 0. Since Y (·, λ0, 0) is periodic or anti-periodic, it follows that
y1(1) = Y1(1 + t0, λ0, 0) = ±Y1(t0, λ, 0) = 0. In addition, y is a solution of the Dirac equation
Jy′(x) + V (x+ t0)y(x) = λ0y(x).
From this it follows that µn(t0) = λ0. Conversely, let µn(t0) = λ0 for some t0 ∈ [0, 1).
Consider the function y(x) = ϕ(x − t0, λ0, t0). Then y1(t0) = 0 and y(x) is a 2-periodic
solution of the equation Jy′(x)+V (x)y(x) = λ0y(x). So it follows that Y (x, λ0, 0) = y(x) and
Y1(t0, λ0, 0) = 0. 
Proof of Corollary 2.2. Since q1 ∈ C(−ε, ε) for some ε > 0, it follows from (2.3) that
µ˙n ∈ C(−ε, ε), which yields µn ∈ C1(−ε, ε). It is easy to see that q1(τ) + µ0n = Cn + o(1) as
τ → 0, where Cn = q1(0) + µ0n. Using this asymptotic, we get for t→ 0∫ t
0
(q1(τ) + µ
0
n)dτ = Cnt + o(t), Qn(t) = O(t), Un(t) = o
(
|t|1/2
)
.
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Substituting this asymptotic in (2.4–6) we obtain (2.7–9). It follows from (2.7) that µn is
strictly monotone function in some neighborhood of 0. By (2.9), ϕ2(1, µn(t), t) is strictly
monotone function of t, so that µn(t) changes sheets at t = 0 if µn(0) = α
±
n . 
Proof of Theorem 2.3. Let the gap γcn be open for some n ∈ Z and suppose that
sign(q1(t) + α
−
n ) = sign(q1(t) + α
+
n ) = C 6= 0 for almost all t ∈ T,
where C = ±1. We introduce the following notation µ0n = µn(t0), and f(t) = q1(t) + µn(t0).
Since µ0n ∈ γcn for any t0 ∈ T, we get sign f(t) = C 6= 0 for almost all t ∈ T. It now follows
that
∫ t
t0
f(τ)dτ is a strictly monotone function of t and for each t, t0 ∈ T we have∣∣∣∣∫ t
t0
f(τ)dτ
∣∣∣∣ = ∣∣∣∣∫ t
t0
|f(τ)| dτ
∣∣∣∣ . (4.21)
We denote the right-hand side of (4.21) by Qn(t0, t). Shifting V by some t0 ∈ T, it is easy to
see that asymptotics (2.4–6) have the following form.
(1) If µ0n 6= α±n for some t0 ∈ T, then for t→ t0 the following asymptotic holds:
µn(t) = µ
0
n + Ω(µ
0
n, t0)
∫ t
t0
f(τ)dτ +O (Qn(t0, t)Un(t0, t)) . (4.22)
(2) If µ0n = α
±
n for some t0 ∈ T, then for t→ t0 the following asymptotics hold:
µn(t) = µ
0
n + Ω
±
n (t0)
(∫ t
t0
f(τ)dτ
)2
+O
(
Qn(t0, t)
2Un(t0, t)
)
, (4.23)
(−1)nϕ2(1, µn(t), t) = 1 + ω±n (t0)
∫ t
t0
f(τ)dτ +O (Qn(t0, t)Un(t0, t)) , (4.24)
where for each (n, t0, t) ∈ Z× R× R we introduce
Un(t, t0) = |t− t0|+ |t− t0|1/2
∣∣∣∣∫ t
t0
∣∣V (τ) + µ0nI2∣∣2 dτ ∣∣∣∣1/2 .
Substituting (4.21) in asymptotics (4.22), (4.23) and using the fact that
∫ t
t0
f(τ)dτ is a strictly
monotone function of t, we get that µn(t) − µ0n is a strictly monotone function of t in some
neighborhood of each t0, where µ
0
n 6= α±n . Substituting (4.21) in asymptotics (4.24), we get
that ϕ2(1, µn(t), t)− (−1)n is a strictly monotone function of t in some neighborhood of each
t0, where µ
0
n = α
±
n . It now follows that µn(t) moves monotonically around the gap γ
c
n and
changes a sheet at the boundary of the gap.
From Theorem 2.1, iv) and monotonicity of the motion of µn(t), it follows that the num-
ber of revolutions of µn(t) when t runs through [0, 1) coincides with the number of zeros of
Y1(·, α±n , 0) on the interval [0, 1). By Lemma 5.8, if µn(0) = α±n , then ϕ(·, µn(0), 0) is a 2-
periodic eigenfunction and its first component has |n| zeros on the interval [0, 1). By Lemma
5.9, if µn(0) 6= α±n , then the first component of the 2-periodic solution ψ±(·, α±n , 0) has |n|
zeros on the interval [0, 1). 
Proof of Corollary 2.4. Let the gap γcn be open for some n ∈ Z. In order to prove the
theorem we check the assumptions of Theorem 2.3.
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If q1 = 0, then we have µ0 = α
−
0 = α
+
0 = 0. Since γ
c
n is open, it follows that n 6= 0 and for
all t ∈ T we get
sign(q1(t) + α
−
n ) = signα
−
n = signn = signα
+
n = sign(q1(t) + α
+
n ).
Thus, the assumptions of Theorem 2.3 are satisfied.
Let q1 ∈ L∞(T), min(|α−n | , |α+n |) > ‖q1‖∞, and 0 /∈ γcn, which yields signα−n = signα+n . If
signα−n = 1, then we have
q1(t) + α
±
n > min(
∣∣α−n ∣∣ , ∣∣α+n ∣∣)− ‖q1‖∞ > 0
for almost all t ∈ T. If signα−n = −1, then we have
q1(t) + α
±
n < ‖q1‖∞ −min(
∣∣α−n ∣∣ , ∣∣α+n ∣∣) < 0
for almost all t ∈ T. Thus, in both cases the assumptions of Theorem 2.3 are satisfied.
Let q1(t) > −α−n for almost all t ∈ T. It follows from the inequality α−n 6 α+n , that
q1(t) + α
±
n > 0 for almost all t ∈ T. Thus, the assumptions of Theorem 2.3 are satisfied. The
proof for q1(t) < −α+n is similar. 
Proof of Theorem 2.5. i) We consider V = q1J1 ∈ P, where q1(x) = sign(x−to)
|x−to|
1
4
, x ∈
[0, 1), to =
1
2
. It is easy to see that for t→ to∫ t
to
(q1(τ) + µn(to))dτ =
4
3
|t− to|3/4 (1 + o(1)),
Qn(to, t) =
∫ t
to
|q1(τ) + µn(to)| dτ = 4
3
|t− to|3/4 (1 + o(1)),
(4.25)
where Qn have been introduced in the proof of Theorem 2.3. Let γ
c
n be open for some n ∈ Z.
If µn(to) 6= α±n , then substituting (4.25) in (4.22), we get for t→ to
µn(t)− µn(to) = 4
3
Ω(µn(to), to) |t− to|3/4 (1 + o(1)),
which yields that µn(t) is not monotone in some neighborhood of to. If µn(to) = α
±
n , then
substituting (4.25) in (4.24), we get for t→ to
(−1)nϕ2(1, µn(t), t)− 1 = 4
3
ω±n (to) |t− to|3/4 (1 + o(1)),
which yields that µn(t) does not change sheets at t = to and thus µn(t) runs non-monotone at
γcn for t in some neighborhood of to.
ii) Let N > 0, and let V = q1J1 ∈ P, where q1(x) = pχ(to−δ,to)(x) − pχ(to,to+δ)(x) for some
p, δ > 0. We show that each gap in the spectrum of the Dirac operator with such potential V
is open instead of the gap (0, 0). We introduce ψc(x, λ), (x, λ) ∈ R× C, as a solution of the
Dirac equation Jψc(x, λ)+cJ1ψc(x, λ) = λψc(x, λ) satisfying the initial condition ψc(0, λ) = I2.
Solving this equation, we obtain
ψc(x, λ) =
 cosωx −√λ−cλ+c sinωx√
λ+c
λ−c
sinωx cosωx
 , (x, λ) ∈ R× C, (4.26)
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where ω =
√
λ2 − c2. It is easy to see that the monodromy matrix for the Dirac operator with
the potential V has the following form
ψ(1, λ) = ψ0(1/2− δ, λ)ψ−p(δ, λ)ψp(δ, λ)ψ0(1/2− δ, λ). (4.27)
Using (4.26), we obtain
ψ0(1/2− δ, λ) =
(
c0 −s0
s0 c0
)
, ψ−p(δ, λ) =
(
c − s
m
ms c
)
, ψp(δ, λ) =
(
c −ms
s
x
c
)
, (4.28)
where we introduce c0 = cosλ(1/2 − δ), s0 = sinλ(1/2 − δ), c = cos√λ2 − p2δ, s =
sin
√
λ2 − p2δ, m =
√
λ+p
λ−p
. Some gap (λ, λ) is close if and only if ψ(1, λ) = ±I2. Substi-
tuting (4.28) in (4.27), we can rewrite equality ϑ1(1, λ) = ϕ2(1, λ) as λ − p = ±(λ + p).
Therefore if p 6= 0 then only the gap (0, 0) is close.
As in previous point of the theorem, using asymptotics (4.22–24), one can prove that µn(t)
is not monotone at t = 1/2 if max{|α+n | , |α−n |} < |p|. Since V ∈ L∞(T), there exist a finite
number of such gaps. Moreover, by Corollary 2.4, µn(t) is not monotone only in a finite
number of gaps. Let us show that there exist at least N gaps (α−i , α
+
i ) ⊂ (−p, p). Using
Theorem 1.1 from [K05a] and the definition of q1, we get for any i0 ∈ Z
i0+N∑
i=i0
|γi| 6
√
N
(
i0+N∑
i=i0
|γi|2
)1/2
6
√
N
(∑
i∈Z
|γi|2
)1/2
6 2
√
2N ‖q1‖ 6 4p
√
Nδ, (4.29)
where |γn| is length of the gap. It follows from Theorem 3.2 [KK95] that |σn| 6 π for any n ∈ Z.
Using this estimate, (4.29), and setting p, and δ such that 4
√
Nδ < 1, and p > 4p
√
Nδ+ πN ,
we get for any i0 ∈ Z
i0+N∑
i=i0
(|γi|+ |σi|) 6 A < p, A = 4p
√
Nδ + πN
which yields that there exist at least 2N open gaps at the interval (−A,A) ⊂ (−p, p). 
Proof of Theorem 2.6. Let q1 be a monotone function on U
+ = (0, ε) for some ε > 0. In
the case when q1 is a monotone function on U
− = (−ε, 0), the proof is similar. Recall that
µ0n = µn(0). We introduce the following notation f(t) = q1(t) + µ
0
n. Since q1 is monotone on
U+, we get f(t) is also a monotone function on U+. It now follows that there exist ε˜ such
that 0 < ε˜ 6 ε and sign f(t) = const for almost all t ∈ (0, ε˜). Using this fact, we get for each
t ∈ (0, ε˜) ∣∣∣∣∫ t
0
f(τ)dτ
∣∣∣∣ = ∣∣∣∣∫ t
0
|f(τ)| dτ
∣∣∣∣ = |Qn(t)| . (4.30)
In the proof we consider all asymptotics when t ↓ 0. Using (4.30), we can rewrite asymptotic
(2.4) for µ0n 6= α±n as follows
µn(t)− µ0n = Ω(µ0n, 0)
∫ t
0
f(τ)dτ (1 + o(1)) . (4.31)
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If µ0n = α
+
n or µ
0
n = α
−
n , then using asymptotics (2.5), (2.6), we have
µn(t)− µ0n = Ω±n (0)
(∫ t
0
f(τ)dτ
)2
(1 + o(1)) , (4.32)
(−1)nϕ2(1, µn(t), t)− 1 = ω±n (0)
∫ t
0
f(τ)dτ (1 + o(1)) . (4.33)
Let asymptotics (2.12), (2.13) hold true for some C+ ∈ R, ̺+ > 0, and slowly varying function
ζ+. Then integrating (2.12), (2.13) and using Proposition 1.5.8 from [BGT89], we get∫ t
0
f(τ)dτ =
C+
Ω(µ0n, 0)
t̺+ζ+(t)(1 + o(1)),∫ t
0
f(τ)dτ = −Sn(t) |C+|
1/2
|Ωκn(0)|1/2
t̺+/2ζ+(t)
1/2(1 + o(1)),
where µ0n = α
κ
n in the second formula and κ = ± associated with the gap boundary. Remark
that in the second case we get signC+ = −κ since α−n 6 µn(t) 6 α+n for any (t, n) ∈ R × Z.
Substituting this result in (4.31), (4.32), we obtain (2.11).
Let now asymptotic (2.11) holds true for some C+ ∈ R, ̺+ > 0, and slowly varying function
ζ+. If µ
0
n 6= α±n , then using (4.31), we have∫ t
0
f(τ)dτ =
µn(t)− µ0n
Ω(µ0n, 0)
(1 + o(1)) . (4.34)
Substituting (2.11) in (4.34), and using Theorem 1.7.2b from [BGT89], we get (2.12).
If µ0n = α
κ
n for some κ = ±, then using (4.32), we have∫ t
0
|f(τ)| dτ = |µn(t)− µ
0
n|1/2
|Ωκn(0)|1/2
(1 + o(1)) . (4.35)
Substituting (2.11) in (4.35), and using Theorem 1.7.2b from [BGT89], we get
|f(t)| = |C+|
1/2 |̺+|
2 |Ωκn(0)|1/2
t̺+/2−1ζ+(t)
1/2(1 + o(1)). (4.36)
We find sign f(t) from (4.33). Thus, we have for sufficiently small t > 0
sign f(t) = Sn(t) signω
κ
n(0), (4.37)
where Sn(t) = sign((−1)nϕ2(1, µn(t), t) − 1), and signωκn(0) = − signMκn = −κ. Combining
(4.36), and (4.37), we obtain (2.13). 
Proof of Theorem 2.7. Since q1 has the form (2.14), it follows that q1 is a piecewise rational
function on some finite partition. The derivative of rational function is a rational function
and has a finite number of zeros. It follows that there exist a finite number of point where q1
change the monotonicity, which yields that q1 is a monotone function on U
+ = (t0, t0+ ε) and
U− = (t0 − ε, t0) for some ε > 0 and for each t0 ∈ [0, 1].
Using (2.14), we can distinguish four different types of the asymptotic behavior of q1(t0 ±
τ) + µn(t0) for t0 ∈ [0, 1], τ ↓ 0. Then the application of Theorem 2.6 yields that there exist
four different types of the asymptotic behavior of µn(t0 ± τ)− µn(t0) and for each t0 ∈ [0, 1]
µn(t0 ± τ)− µn(t0) = C±τ̺±(1 + o(1)) as τ ↓ 0.
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Describing these types, we show how to recover ti and ̺i. Let µn(t0) 6= α±n for some t0 ∈ [0, 1].
Then we have the following types:
(1) If ̺± < 1, and signC− 6= signC+, then we get t0 = ti for some 1 6 i 6M .
(2) If ̺± < 1, and signC− = signC+, then we get t0 = ti for some M + 1 6 i 6M +N .
(3) If ̺± ∈ N, and ̺+ 6= ̺− or C+ 6= (−1)̺±C−, then we get t0 = ti for some
M +N + 1 6 i 6M +N +K.
(4) If ̺± ∈ N, ̺+ = ̺−, and C+ = (−1)̺±C−, then we get t0 6= ti for each
1 6 i 6M +N +K.
Here N is the set of positive integer numbers. Moreover, we can recover ̺i by the formula
̺i = 1− ̺±. Let µn(t0) = α+n or µn(t0) = α−n for some t0 ∈ [0, 1]. Then we have the following
types:
(1) If ̺± < 2, and Sn(t0 + ε) 6= Sn(t0 − ε) for all sufficiently small ε > 0, then we get
t0 = ti for some 1 6 i 6M .
(2) If ̺± < 2, and Sn(t0 + ε) = Sn(t0 − ε) for all sufficiently small ε > 0, then we get
t0 = ti for some M + 1 6 i 6M +N .
(3) If ̺± ∈ 2N, and ̺+ 6= ̺− or Sn(t0 + ε) 6= (−1)̺±/2Sn(t0 − ε) for all sufficiently small
ε > 0, then we get t0 = ti for some M +N + 1 6 i 6M +N +K.
(4) If ̺± ∈ 2N, ̺+ = ̺−, and Sn(t0 + ε) = (−1)̺±/2Sn(t0 − ε) for all sufficiently small
ε > 0, then we get t0 6= ti for each 1 6 i 6M +N +K.
Remark that Sn(t0+ ε) 6= Sn(t0− ε) for all sufficiently small ε > 0 if and only if µn(t) changes
the sheet of the Riemann surface when t runs through (t0−ε, t0+ε). Moreover, we can recover
̺i by the formula ̺i = 1−̺±/2. If we also know constants Ci, Di, we can recover the potential
using (2.14). 
5. Appendix
5.1. Implicit function theorem. In order to prove the main theorems we need a specific
version of the implicit function theorem. Recall that we have denoted the Sobolev spaces on
T by Hi(T), i > 0. We also denote the Sobolev spaces on I ⊂ R by Hi(I), i > 0. We recall
the standard form of the implicit function theorem (see [J78], [Ku80]).
Theorem 5.1 (Standard IFT). Let F ∈ C(I × I), where I = [−1, 1], and let
i) F (0, 0) = 0,
ii) F (x, ·) be strictly monotone on I for each fixed x ∈ I.
Then there exist an open neighborhood U1×U2 ⊂ I × I of (0, 0) and a unique f ∈ C(U1) such
that f(U1) ⊂ U2 and for any point (x, y) ∈ U1 × U2
F (x, y) = 0 if and only if y = f(x).
Remark. If F ∈ C1(I × I), then the condition of strict monotonicity can be replaced by the
condition Fy(0, 0) 6= 0. Moreover, then we get f ∈ C1(U1).
We need the implicit function theorem with weaker conditions.
Definition. Let I1, I2 ⊂ R be open bounded intervals. We denote by H (I1, I2) the set of all
functions F : I1 × I2 → R satisfying the following conditions
i) F (x, ·) ∈ C1(I2) for each fixed x ∈ I1,
ii) F (·, y) ∈ H1(I1) for each fixed y ∈ I2,
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iii) |F ′x(x, y)| 6 g(x) for each (x, y) ∈ I1 × I2, for some g ∈ L2(I1).
We give the following simple lemmas without proofs.
Lemma 5.2. We have H (I, I) ⊂ C(I × I), where I = [−1, 1].
Lemma 5.3. Let F, F ′y ∈ H (I, I), where I = [−1, 1], and let f ∈ H1(I) such that f(I) ⊂ I.
Then F (·, f(·)) ∈ H1(I).
Lemma 5.4. Let f : I → R be measurable, where I = [−1, 1]. Let for each x ∈ I there exists
an open interval Ix ⊂ I (in the subspace topology on I) such that x ∈ Ix, and f |Ix ∈ H1(Ix).
Then we have f ∈ H1(I).
Let us prove now the specific form of the implicit function theorem.
Theorem 5.5 (Specific IFT). Let F, F ′y ∈ H (I, I), where I = [−1, 1], and let
i) F (0, 0) = 0,
ii) F ′y(0, 0) 6= 0.
Then there exist an open neighborhood U1 × U2 ⊂ I × I of (0, 0) and a unique f ∈ H1(U1)
such that f(U1) ⊂ U2 and for any point (x, y) ∈ U1 × U2
F (x, y) = 0 if and only if y = f(x).
Proof. First we prove the existence of a continuous function f and then we prove that it
is absolutely continuous. The application of Lemma 5.2 yields F, F ′y ∈ C(I × I). Since
Fy(0, 0) 6= 0 and F ′y ∈ C(I×I), it follows that there exists some neighborhood Y1×Y2 ⊂ I×I
of (0, 0), where F ′y does not change sign and is separated from zero. So that F (x, ·) is strictly
monotone on Y2 for each fixed x ∈ Y1. Thus the conditions of Theorem 5.1 are satisfied and
hence there exists an open neighborhood U1 × U2 of (0, 0) and a unique f ∈ C(U1) such that
f(U1) ⊂ U2 and for any (x, y) ∈ U1 × U2
F (x, y) = 0 if and only if y = f(x). (5.1)
Let x1, x2 ∈ U1. Then using F ∈ H (I, I), and (5.1), we get∫ x2
x1
F ′x(x, f(x2))dx = −
∫ f(x2)
f(x1)
F ′y(x1, y)dy. (5.2)
Above we show that F ′y is separated from zero on U1 × U2 ⊂ Y1 × Y2. Thus, there exists a
constant C > 0 such that
∣∣F ′y(x, y)∣∣ > C for any (x, y) ∈ U1 × U2. Using this inequality,
we can evaluate the absolute value of the integral in the right-hand side of (5.2) from below.
Thus, we have ∫ x2
x1
|F ′x(x, f(x2))| dx > C |f(x2)− f(x1)| . (5.3)
Since F ∈ H (I, I), we can estimate F ′x in (5.3). Thus, we get for any x1, x2 ∈ U1 ⊂ I
|f(x2)− f(x1)| 6 1
C
∫ x2
x1
g(x)dx,
where g ∈ L2(U1) ⊂ L1(U1), which yields that f is absolutely continuous on U1. It remains
to show that f ′ ∈ L2(U1). Differentiating the identity F (x, f(x)) = 0 by x, we get
f ′(x) = − F
′
x(x, y)
F ′y(x, y)
∣∣∣∣
y=f(x)
, x ∈ U1.
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Since
∣∣F ′y(x, y)∣∣ > C > 0 and |F ′x(x, y)| 6 g(x) for any (x, y) ∈ U1 × U2, it follows that
|f ′(x)| 6 g(x)/C, x ∈ U1, which yields f ′ ∈ L2(U1) since g ∈ L2(U1). 
Remark. Each implicit function theorem corresponds to an existence (and uniqueness) the-
orem for differential equations (see e.g. [KP02]). Theorem 5.5 in some sense associated with
the Carathe´odory existence theorem (see e.g. Theorem 5.1 in [H80]), which says that there
exists an absolutely continuous solution of the equation f˙(t) = G(t, f(t)) through (0, 0) if
G(t, y) satisfies the Carathe´odory conditions in D ∋ (0, 0), i.e. G is measurable in t for each
fixed y, continuous in y for each fixed t and there is an integrable function m(t) such that
|G(t, y)| 6 m(t) for any (t, y) ∈ D.
It is easy to see that if the condition of Theorem 5.5 holds, then G(x, y) = −F ′x(x, y)/F ′y(x, y)
satisfies the Carathe´odory conditions in some neighborhood of (0, 0). We cannot use the
Carathe´odory theorem to provide a simple and direct proof of Theorem 5.5.
5.2. Smoothness of solutions. To apply the implicit function theorem, it is necessary to
obtain some properties of solutions of the Dirac equation. Recall that ψ(x, λ, t) is the funda-
mental solution of the shifted Dirac equation (3.18) and ψ(x, λ) = ψ(x, λ, 0) is the fundamental
solution of the Dirac equation (3.1).
We say that a matrix-valued function is from H1(I) or H (I1, I2) if each of its components
is from H1(I) or H (I1, I2). Recall that the dot denotes the derivative with respect to t, i.e.
u˙ = du/dt. Let [A,B] = AB −BA be the commutator of two matrices.
Lemma 5.6. Let I1, I2 ⊂ R be open bounded intervals and let F : I1 × I2 → R be defined by
F (t, λ) = ψ(1, λ, t), (t, λ) ∈ I1 × I2. Then we have F, F ′λ ∈ H (I1, I2). Moreover, for almost
all t ∈ R and for each λ ∈ C we get
ψ˙(1, λ, t) = [J(V (t)− λ), ψ(1, λ, t)] , (5.4)
∂tψ
′
λ(1, λ, t) = [J(V (t)− λ), ψ′λ(1, λ, t)]− [J, ψ(1, λ, t)] . (5.5)
Proof. We show that F ∈ H (I1, I2). By Theorem 3.1, each element of ψ(1, ·, t), t ∈ [0, 1], is
an entire function. Since ψ(1, ·, t) = ψ(1, ·, t+ 1), it follows that this statement holds true for
any fixed t ∈ R. Thus, F, F ′λ are continuously differentiable function of λ for any fixed t.
Using (3.4) and the representation of the inverse matrix a−1 = adj a/ det a, we can rewrite
(3.19) as follows ψ(1, λ, t) = ψ(1 + t, λ) adjψ(t, λ). Thus, by Theorem 3.1, each element of
ψ(1, λ, ·) is a linear combination of functions from H1(T). It follows that ψ(1, λ, ·) ∈ H1(I1)
for any fixed λ ∈ I2. Differentiating (3.19) by t and using (3.1), V (t+1) = V (t), we get (5.4).
Using estimate (3.5) and boundedness of I2, we get for any (t, λ) ∈ I1 × I2
|ψ˙(1, λ, t)| = |[J(V (t)− λ), ψ(1, λ, t)]| 6 C1 (|q1(t)|+ |q2(t)|) + C2 = g(t),
for some C1, C2 > 0. Since q1, q2 ∈ L2(T) and I1 is bounded, it follows that g ∈ L2(I1).
Now we prove that F ′λ ∈ H (I1, I2). As in the previous case, it is easy to see that ∂λψ(1, ·, t)
is entire function for each t ∈ I1. Differentiating (3.19) by λ, we get
∂λψ(1, λ, t) = ψ(1 + t, λ)
(−ψ−1(t, λ) (∂λψ(t, λ))ψ−1(t, λ))
+ (∂λψ(1 + t, λ))ψ
−1(t, λ).
(5.6)
Let us prove that ∂λψ(·, λ) ∈ H1(I1). The function ψ(x, λ) is a solution of the equation
Jψ′(x, λ) + V (x)ψ(x, λ) = λψ(x, λ).
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Differentiating this equation by λ and changing the order of differentiation, we get
J (∂λψ(x, λ))
′ + V (x)∂λψ(x, λ) = λ∂λψ(x, λ) + ψ(x, λ). (5.7)
It is easy to see that we can change the order of differentiation for smooth potentials. This is
possible for potentials from P, since the left-hand side and the right-hand side of the equation
are continuous functions of V and the set of smooth potentials is dense in P. One can prove
that ψ, and ∂λψ are continuous functions at V as in [PT87] for the Schro¨dinger operator. The
solution of (5.7) has the form
∂λψ(x, λ) =
∫ x
0
ψ(x− τ, λ, τ)Jψ(τ, λ)dτ = ψ(x, λ)
∫ x
0
ψ−1(τ, λ)Jψ(τ, λ)dτ. (5.8)
It is easy to see that the Lebesgue integral of function from H1(I1) is also function fromH1(I1)
if I is bounded interval. It follows that ∂λψ(·, λ) ∈ H1(I1) for any fixed λ. Using (5.6), we get
that ∂λψ(1, λ, ·) ∈ H1(I1) for any fixed λ.
Let us show boundedness of the derivative. Differentiating (5.6) by t, we get (5.5). As in
the previous case, it is easy to see that there exists g ∈ L2(I1) such that |∂tψ′λ(1, λ, t)| 6 g(t)
for any (t, λ) ∈ I1 × I2. 
Substituting the potential V = q1J1+ q2J2 in (5.4), we obtain the following explicit formula
for the derivative
ψ˙(1, λ, t) =
(
ϑ˙1 ϕ˙1
ϑ˙2 ϕ˙2
)
=
(
ϕ1(q1 − λ)− ϑ2(q1 + λ) 2ϕ1q2 − 2a (q1 + λ)
−2ϑ2q2 + 2a (q1 − λ) −ϕ1(q1 − λ) + ϑ2(q1 + λ)
)
, (5.9)
where a = a(λ, t), qi = qi(t), ϑi = ϑi(1, λ, t), and ϕi = ϕi(1, λ, t), i = 1, 2.
5.3. Zeros of solutions. To analyse zeros of solutions of the Dirac equation (3.1) it is conve-
nient to introduce the Pru¨fer transformation (see e.g. [W87]). Let y(x, λ) be a vector-valued
solution of equation (3.1), then we define ρ(x, λ) and β(x, λ) by
y(x, λ) = ρ(x, λ)
(
sin β(x, λ)
cos β(x, λ)
)
, (x, λ) ∈ R× C, (5.10)
where ρ(x, λ) > 0, β(0, λ) ∈ [0, π), and β(·, λ) is a continuous function. From (5.10), it follows
that y1(x0, λ) = 0 if and only if β(x0, λ) = πk, where k ∈ Z. Substituting (5.10) in equation
(3.1) and combining the equations, we obtain the following equation for β(x, λ)
β ′(x, λ) = q2(x) sin(2β(x, λ))− q1(x) cos(2β(x, λ))− λ. (5.11)
The following lemma describes the behavior of the Pru¨fer angle β(x, λ) in a neighborhood of
the point x0 ∈ [0, 1) such that y(x0, λ) = 0. We introduce the following function
S(x0, x) = |x− x0|1/2
∣∣∣∣∫ x
x0
|V (t)|2 dt
∣∣∣∣1/2 , x0, x ∈ [0, 1).
Using the Ho¨lder inequality, we get
∣∣∣∫ xx0 |qi(t)| dt∣∣∣ 6 S(x0, x) for any x0, x ∈ [0, 1) and i = 1, 2.
We also introduce the following notation f(t) = q1(t) + λ;
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Lemma 5.7. Let y be a solution of equation (3.1) for some λ 6= 0 and let y1(x0, λ) = 0 for
some x0 ∈ [0, 1). Then β(·, λ) is an absolutely continuous function in some neighborhood of
x0 and the following asymptotic holds:
β(x, λ) = β(x0, λ)−
∫ x
x0
f(t)dt+O
(
S(x0, x)
∫ x
x0
|f(t)| dt
)
as x→ x0.
Moreover, if sign f(x) = const 6= 0 for almost all x in some neighborhood of x0, then the
following asymptotic holds:
β(x, λ) = β(x0, λ)−
∫ x
x0
f(t)dt (1 +O (S(x0, x))) as x→ x0. (5.12)
Proof. If y(x0, λ) = 0, then we have β(x0, λ) = πk for some k ∈ Z. Using (5.10), we get the
following formula:
β(x, λ) = arcsin
y1(x, λ)
y1(x, λ)2 + y2(x, λ)2
.
The functions y1(x, λ) and y2(x, λ) are absolutely continuous and y1(x, λ)
2 + y2(x, λ)
2 6= 0
for all x ∈ [0, 1]. Moreover, y1(x0, λ) = 0 and arcsin x is a Lipschitz continuous function
in a neighborhood of the point x = 0. Since the composition of an absolutely continuous
function and a Lipschitz continuous function is absolutely continuous, it follows that β(·, λ)
is absolutely continuous in some neighborhood of x0. Integrating (5.11), we get
β(x, λ)− β(x0, λ) = −
∫ x
x0
f(t)dt+ η(x0, x), (5.13)
where
η(x0, x) =
∫ x
x0
q2(t) sin(2β(t, λ))dt+
∫ x
x0
q1(t)(1− cos(2β(t, λ)))dt.
Let us estimate η(x, x0). We introduce the following function
M(x0, x) = max
t∈[x0,x]
|β(t, λ)− β(x0, λ)| , x0, x ∈ [0, 1).
Let us estimate the maximum of the left-hand side of (5.13). In the proof we consider all
asymptotics when t→ t0. Then using the Ho¨lder inequality and the Taylor expansion of sin x
and cosx at zero, we have
M(x0, x) = O
(∣∣∣∣∫ x
x0
|f(t)| dt
∣∣∣∣+ S(x0, x)M(x0, x) (1 +M(x0, x))) ,
which yields
M(x0, x) = O
(∫ x
x0
|f(t)| dt
)
. (5.14)
Estimating η(x0, x) as above and using (5.14), we get
η(x0, x) = O
(
S(x0, x)
∫ x
x0
|f(t)| dt
)
.
If sign f(x) = const 6= 0 for almost all x in some neighborhood of x0, then for such x we have∣∣∣∫ xx0 |f(t)| dt∣∣∣ = ∣∣∣∫ xx0 f(t)dt∣∣∣, which yields (5.12). 
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We introduce the following function. Let y(x, λ) be solution of (3.1) for some λ ∈ C. Then
Ny(λ) denote the number of zeros of the function y1(·, λ) on the interval [0, 1). Let also ρy
and βy denote the Pru¨fer transformation of y.
Lemma 5.8. If for some n ∈ Z and for almost all t ∈ T
sign(q1(t) + α
−
n ) = sign(q1(t) + α
+
n ) = const 6= 0, (5.15)
then we have
Nϕ(λ) =
{
|n| if λ ∈ [α−n , µn], n > 0 or λ ∈ [µn, α+n ], n < 0,
|n|+ 1 if λ ∈ (µn, α+n ], n > 0 or λ ∈ [α−n , µn), n < 0.
Proof. Let ϕ1(x0, λ) = 0 for some x0 ∈ [0, 1). From Lemma 5.7 and condition (5.15), it follows
that βϕ(·, λ) is a strictly monotone function in a neighbourhood of x0, for each λ ∈ [α−n , α+n ].
And it is either strictly increasing or strictly decreasing in a neighborhood of each zero. Then
using the strict monotonicity in a neighborhood of each zero and continuity of βϕ(·, λ), we
obtain the following formula:
Nϕ(λ) =
∣∣∣∣⌊βϕ(1, λ)π
⌋∣∣∣∣ ,
where ⌊x⌋ = max{i ∈ Z | i 6 x}. Using the formula (3.7) from [T98], we get
∂λβϕ(1, λ) = −
∫ 1
0
ϕ(τ, λ)2dτ
ρϕ(1, λ)2
< 0.
From this it follows that Nϕ(λ) is a constant function on the intervals [α
−
n , µn), and (µn, α
+
n ]
and it increases by one when λ runs through µn in the direction where |λ| increased.
Let us show that ϕ1(·, µn) has exactly |n| zeros on the interval [0, 1) if the conditions of
the theorem hold true. Consider ϕ(·, µn) as a curve in R2 \ {(0, 0)}. Using proposition 7.3
from [GKP09], and Lemma 5.2, Lemma 5.6, one can show that this curve and the map x 7→(− sin πnx
cosπnx
)
are homotopic. From this it follows that βϕ(1, µn) = πn and Nϕ(µn) = |n|. 
Lemma 5.9. If µn 6= α±n for some n ∈ Z and for almost all t ∈ [0, 1)
sign(q1(t) + α
−
n ) = sign(q1(t) + α
+
n ) = const 6= 0,
then we have Nψ±(α
±
n ) = |n| for any choice of sign ±.
Proof. If µn 6= α±n , then we get W (ψ±(x, α±n ), ϕ(x, α±n )) = 1. Using the Pru¨fer transformation
(5.10) for ψ± and ϕ, we rewrite the Wronskian of these solutions as follows
W (ψ±(x, α±n ), ϕ(x, α
±
n )) = ρψ±(x, α
±
n )ρϕ(x, α
±
n ) sin(βψ±(x, α
±
n )− βϕ(x, α±n )).
Since Wronskian is constant and does not equal zero, and βψ±(·, α±n ), βϕ(·, α±n ) ∈ C[0, 1], we
get
βψ±(x, α
±
n )− βϕ(x, α±n ) ∈ (0, π), x ∈ [0, 1]. (5.16)
As in Lemma 5.8, we can get the following formula:
Nψ±(α
±
n ) =
∣∣∣∣⌊βψ±(1, α±n )π
⌋
−
⌊
βψ±(0, α
±
n )
π
⌋∣∣∣∣ ,
where ⌊x⌋ = max{i ∈ Z|i 6 x}. Using Lemma 5.8 and identity (5.16), we get
Nψ±(α
−
n ) ∈ {|n| − 1, |n|}, Nψ±(α+n ) ∈ {|n| , |n|+ 1}. (5.17)
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In Theorem 2.3, it is shown that if the conditions of the theorem are satisfied, then µn(t)
runs monotonically around the gap γcn, changing sheets when it hits α
±
n , and µn(0) = µn(1).
It now follows that the number of points such that µn(·) equals α−n equals the number of
points such that µn(·) equals α+n . From iv), Theorem 2.1, it follows that the number of zeros
of ψ±1 (·, α±n ) coincides with the number of points t0 ∈ [0, 1), where µn(t0) = α±n . Using (5.17),
we get Nψ±(α
±
n ) = |n|. 
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