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МЕТРИКИ ДЛЯ ДИНАМИЧЕСКОГО МАСШТАБИРОВАНИЯ 
БАЗ ДАННЫХ В ОБЛАЧНЫХ СРЕДАХ*
1. Введение
В условиях постоянно изменяющейся нагрузки, характер-
ной, в частности для решений SaaS и DBaaS, способность 
сервиса к быстрому масштабированию в облачной инфраструк-
туре является главным преимуществом перед классическим 
подходом доставки сервисов. Эта способность позволяет 
повысить отказоустойчивость, уровень доступности и произво-
дительность сервиса путем перехода от статического выделения 
ресурсов сервису к динамическому выделению по требованию 
в соответствии с текущей нагрузкой. [1] Рост интереса к гори-
зонтальному масштабированию баз данных привел к появле-
нию нового течения в хранении и обработке данных – NoSQL 
решениям, большинство из которых изначально проектирова-
лись с поддержкой устойчивости к разделению данных по сети. 
Классические реляционные СУБД: Oracle, MySQL, MS SQL 
Server также стремятся к поддержке устойчивости к разделению 
по сети в специальных «кластерных» версиях своих продуктов, 
жертвуя полноценными ACID транзакциями в пользу eventual 
consistency – «согласованность в конечном итоге» [4]. 
В условиях предоставления инфраструктуры для програм-
мных сред по требованию, актуальными стали вопросы возмож-
ности динамического масштабирования баз данных. Под дина-
мическим масштабированием подразумевается свойство систе-
мы программно регулировать ресурсы, не требуя оперативного 
вмешательства пользователя. Динамическое масштабирование 
позволяет снизить время реакции на инциденты, увеличить 
уровень доступности сервиса и, тем самым, повысить качество 
предоставляемых сервисов. Возможности динамического мас-
штабирования серверов на основе набора триггеров и метрик 
предоставляют своим клиентам такие компании, как Amazon 
(на основе решений CloudWatch и ElasticCloud), Rackspace (на 
основе решений Rackspace Cloud Monitoring и Otter). Созда-
ваемая система TIRAMOLA [10] – совместный труд греческих 
университетов National Technical University of Athens и Ionian 
University – позволяет динамически масштабировать некоторые 
NoSQL СУБД с поколоночной моделью данных. Однако, общие 
методики динамического масштабирования БД с различными 
моделями данных, основанные на комплексном анализе метрик 
функционирования БД, в настоящий момент проработаны не-
достаточно. В настоящее время для масштабирования обычно 
используются метрики, основанные только на показателях 
функционирования технических устройств. Таким образом, 
разработка интегральных метрик, одновременно учитываю-
щих параметры функционирования БД и технических средств, 
для возможности динамически выполнять масштабирование 
СУБД в облачной инфраструктуре является актуальной темой 
исследований.
2. Анализ методов масштабирования БД
Долгое время вертикальное масштабирование было основ-
ным методом повышения производительности баз данных. Но, 
зачастую, вертикальное масштабирование не решает возникших 
в БД проблем и становится неоптимальным методом, поэтому 
сегодня для повышения производительности баз данных все 
чаще используют горизонтальное масштабирование. В на-
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Таблица 1. 
Реализации репликации и шардинга в современных СУБД.
База данных Режимы репликация Механизм шардинга
Документо-ориентированные
MongoDB Мастер-подчиненный
Auto-sharding
(на основе “осколков” (Shards) и 
“кусков” (Chunks)) [12]
CouchDB Мульти-мастер
Встроенной поддержки нет. 
Осуществляется сторонними 
решениями [11]: CouchDb-Lounge, 
BigCouch, Gizzard
Ключ-значение
Riak Мульти-мастер Auto-sharding
 (на основе Ring Partitions)
Redis Мастер-подчиненный
Встроенной поддержки нет. 
Осуществляется сторонними 
решениями [15]: Redis Cluster, 
Twemproxy, Predis
Поколоночные (Столбцовые)
HBase Мастер-подчиненный Auto-sharding
(на основе Регионов (Regions))
Cassandra Мульти-мастер Auto-sharding
 (на основе Ring Partitions) [8]
Графовые
Neo4j Мастер-подчиненный
Полноценной поддержки нет. 
Частично реализован в технологии 
Cache Sharding [18]
OrientDB Мульти-мастер Нет
Реляционные
Oracle Database Мульти-мастер, 
Мастер-подчиненный
Только для
Oracle Real Application Clusters [16]
MySQL 
Мульти-мастер,
Мастер-подчиненный,
«Круговая» репликация
Auto-Sharding
(только в версии MySQL Cluster) [19]
MS SQL Server Мастер-подчиненный, Multi-source
Data-Dependent Routing 
(для MS SQL Server),
Federation 
(для SQL Azure) [13]
PostgreSQL
Мульти-мастер,
Мастер-подчиненный
Встроенной поддержки нет. 
Осуществляется сторонними 
решениями [14]: PL/Proxy, HadoopDB, 
PgBouncer.
стоящее время среди существующих 
методов горизонтального масштабиро-
вания, имеющих поддержку в реляци-
онных БД и NoSQL решениях, принято 
выделять репликацию, секционирова-
ние (партицирование) и шардинг. [2, 3] 
Репликация – это процесс, под кото-
рым понимается копирование данных 
из одного источника на множество 
других и наоборот. Существует около 
10 видов репликации серверов баз 
данных: мульти-мастер (multi-master, 
master-master), мастер-подчинённый 
(master-slave), мульти-источник (multy-
source), мастер-подчинённый-мастер 
(master-slave-master), мульти-сервер 
(multi-server parallel query execution), 
сектор-подчинённый (mirror data 
partitioning) и др. [5] Несмотря на то, 
что репликация теоретически является 
бесконечно наращиваемым решением, 
она способна решить только проблемы 
чтения данных из БД. Увеличение 
числа серверов становится нецелесо-
образным, когда появляются проблемы 
с записью данных в БД. [3]
Секционирование (партициро-
вание) – средство масштабирования 
многих современных реляционных баз 
данных, которое позволяет разбивать 
таблицы, индексы и индекс-таблицы 
на части, таким образом, обеспечивая 
контроль и доступ к данным объектам 
базы данных на более низком уровне. 
Каждая из этих частей объекта базы 
данных называется секцией (или 
подсекцией для составных секциони-
рованных объектов. Таблицы секци-
онируются с использованием «ключа 
секционирования», набора столбцов, 
определяющих, в какой секции будет 
располагаться заданная запись. Более 
подробно механизмы реализации 
секционирования описаны в [6, 7]. 
Существенным минусом механизма 
секционирования применительно к 
горизонтальному масштабированию 
уровня БД является то, что секциони-
рование не выходит за рамки одного 
сервера. То есть, полученные в ре-
зультате секции объектов физически 
располагаются на том же сервере. 
Шардинг – разделение данных 
на уровне ресурсов – процесс, по 
смыслу схожий с секционированием, 
однако полученные в результате раз-
деления объекты разносятся по раз-
ным серверам БД. Принято выделять 
вертикальный шардинг, при котором 
таблица(коллекция) выносится на 
другой сервер целиком, и горизон-
тальный шардинг, при котором на 
разные сервера выносятся части одной 
таблицы (коллекции). Подобно про-
цессу секционирования, при шардинге 
выбирается «ключ шардирования», 
определяющий, на каком сервере 
будут располагаться части данных. 
Логика поиска сервера, на котором 
располагаются необходимые данные, 
заимствована из алгоритма разбие-
ния пространства ключей DHT (англ. 
Distributed Hash Table – «распределён-
ная хеш-таблица»). [8] В основе этого 
способа разбиения лежит функция 
δ(k1, k2), определяющая абстрактное 
понятие расстояния между ключами k1 
и k2. Каждому узлу присваивается еди-
ничный ключ, называемый его иден-
тификатором (ID). Узел с ID in владеет 
всеми ключами km, для которых in – 
самый ближайший ID, вычисленный с 
помощью δ(km, in). [9] Наиболее удоб-
ным является механизм так называемо-
го авто-шардинга (auto-sharding), при 
котором реализация логики процесса 
шардинга осуществляется средствами 
самой СУБД. В таком случае нет необ-
ходимости реализовывать ее самосто-
ятельно в рамках программного кода 
приложения или применять сторонние 
решения в качестве дополнительного 
промежуточного слоя. Помимо опти-
мизации операций чтения – читаются 
данные из более узкого набора, а не 
из всей таблицы (коллекции) цели-
ком, шардинг решает также проблемы 
записи в БД.
Выбор того или иного средства 
для обеспечения масштабирования 
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уровня БД зависит в первую очередь 
от комплексного анализа состояния 
БД и технических средств и выявления 
возможной точки отказа. Зачастую, при 
очень высокой нагрузке, необходимо 
применить вышеописанные методы 
масштабирования в комплексе. Выбор 
какого-то конкретного метода зависит 
не только от поставленной задачи, 
но и от поддержки метода на уровне 
самой СУБД. В таблице 1 приведены 
сведения о поддержке и реализации 
репликации и шардинга в современ-
ных СУБД с различными моделями 
данных: документо-ориентирован-
ной, ключ-значение, поколоночной, 
графовой и реляционной. Поскольку 
механизмы секционирования не име-
ют прямого отношения к организации 
масштабируемого кластера в облачной 
инфраструктуре, в данной таблице и 
далее они не рассматриваются.
Как видно из таблицы, большинс-
тво NoSQL решений (кроме графовых 
БД) обладают встроенными меха-
низмами автоматического шардинга 
в базовой поставке, в отличие от 
реляционных БД, где шардинг досту-
пен только в специальных версиях. 
Такое ограничение в реляционных БД 
волне логично – проектировщику БД 
предоставляется выбор: что важнее – 
полноценная поддержка транзакций 
в нераспределенной среде или подде-
ржка устойчивости к разделению по 
сети с согласованностью в конечном 
итоге (ограничения теоремы CAP [17]). 
Для графовых БД отсутствие шардинга 
объясняется теми же ограничениями, 
поскольку большинство СУБД, осно-
ванных на графовых моделях, имеют 
полноценную поддержку ACID тран-
закций подобно традиционным реля-
ционным базам данных. [18] В свою 
очередь, реляционные СУБД имеют 
более широкий диапазон выбора ме-
тодов репликации, апробированных в 
процессе многолетнего использования 
реляционных БД.
3. Масштабирование в облачной 
инфраструктуре
Динамическое масштабирование в 
облачной инфраструктуре возможно 
благодаря использованию технологии 
виртуализации и предоставляемому 
облачной платформой открытому 
API. Виртуализация позволяет вы-
делять ресурсы сервису по требова-
нию в виде порций – виртуальных 
машин, а открытое API позволяет это 
делать программными средствами. 
Большое распространение получила 
библиотека euca2ools [20], совмес-
тимая с публичным облаком Amazon 
AWS и приватными облаками на базе 
Eucalyptus и OpenStack. Используя 
API облачной платформы напрямую 
или через euca2ools, клиенты мо-
гут производить запуск и остановку 
виртуальных машин в облаке, осно-
вываясь на собственных алгоритмах 
выделения ресурсов по требованию. 
Для реализации этих возможностей 
проектируемая система динамического 
масштабирования должна содержать 
как минимум систему мониторинга 
и систему управления масштабиро-
ванием, содержащую подсистемы 
управления виртуальными машинами 
и кластером СУБД (рисунок 1).
Большинство реализованных сис-
тем динамического масштабирования 
используют для организации процесса 
масштабирования метрики, основан-
ные на базовых показателях жизнеде-
ятельности сервера, на котором распо-
лагается база данных: информацию о 
процессоре, оперативной памяти, жес-
тком диске и сети. В частности, систе-
ма динамического масштабирования 
кластера поколоночных (столбцовых) 
СУБД TIRAMOLA [10] – совместная 
разработка греческих университетов 
National Technical University of Athens 
и Ionian University – использует в 
качестве основной метрики текущую 
загрузку процессора (CPU Usage). 
Подсистема динамического масшта-
бирования системы TIRAMOLA реа-
лизует следующий алгоритм. В случае, 
когда хотя бы для одного из серверов 
в кластере верно условие CPU Usage 
> 40%, срабатывает триггер добавле-
ния виртуальных машин в кластер. 
В случае, когда для всех серверов 
кластера справедливо условие CPU 
Usage < 15%, срабатывает триггер 
высвобождения виртуальных машин 
из кластера. В [10] приводятся поло-
жительные результаты работы такого 
алгоритма для СУБД HBase, Cassandra 
и Riak, имеющих схожую реализацию 
механизмов авто-шардинга на основе 
Ring Partitions. Однако, на наш взгляд, 
базовых метрик жизнедеятельности 
серверов недостаточно для комплекс-
ного подхода к масштабированию БД 
с различными моделями данных. В 
частности, имея в распоряжении эти 
только эти метрики, невозможно точно 
выяснить, какой из методов масштаби-
рования – репликацию или шардинг 
– необходимо выбрать для увеличе-
ния производительности кластера 
СУБД. Невозможно также определить 
«кандидата на шардинг» – таблицу 
или коллекцию данных, требующую 
разделения по сети, и ключ шардинга. 
Для адаптивных алгоритмов динами-
ческого масштабирования требуются 
более жесткие требования к системе 
мониторинга, соответственно, более 
широкий набор метрик функциониро-
вания серверов СУБД.
4. Метрики, используемые  
для масштабирования
Современные системы мониторин-
га обладают широкими возможностя-
ми для наблюдения за показателями 
СУБД. Многие из них предоставляют 
модули для мониторинга популярных 
БД в базовой комплектации или, в 
противном случае, расширение функ-
ционала через сторонние плагины. В 
частности, плагин mikoomi [22] для по-
пулярной системы мониторинга Zabbix 
поддерживает около 80 метрик для 
документо-ориентированной СУБД 
MongoDB. Такое большое количество 
показателей связано, в первую очередь, 
со сложной архитектурой любой из 
современных СУБД. Примерно такое Рис. 1. Модель архитектуры системы динамического масштабирования
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же число метрик приведено в [21] для 
нескольких популярных реляционных 
СУБД.
В контексте статьи метрики, 
значения которых предоставляются 
непосредственно системой мони-
торинга, будем называть базовыми. 
Поскольку кластер БД, как объект 
мониторинга, является комплексным, 
получаемые метрики целесообразно 
разделить на логические группы. 
Основываясь на архитектуре работы 
кластера СУБД и взаимодействии с 
ним пользователей, можно выделить 
следующие группы базовых метрик, 
имеющие отношение к соответствую-
щим уровням архитектуры (рисунок 
2). В зависимости от используемой в 
БД модели данных термины исследу-
емых объектов несколько отличается 
друг от друга, поэтому в качестве 
обобщения далее в статье будут ис-
пользованы термины реляционной 
модели данных. 
1. Метрики кластера (Cluster 
Metrics). К метрикам кластера пред-
лагается относить показатели, ха-
рактеризующие ресурсы кластера и 
логических групп внутри кластера, в 
том числе:
− Общие метрики кластера: коли-
чество виртуальных машин в кластере 
и объем выделенных кластеру в насто-
ящий момент ресурсов (количество 
виртуальных процессоров, объем опе-
ративной памяти, количество и объем 
дисковых разделов);
− Метрики групп репликации: 
количество групп репликации, ко-
личество серверов в каждой группе 
репликации, потребляемый группой 
репликации объем ресурсов (количес-
тво виртуальных процессоров, объем 
оперативной памяти, количество и 
объем дисковых разделов);
− Метрики групп шардинга: ко-
личество групп шардинга, количество 
серверов в каждой группе шардинга, 
потребляемый группой шардинга 
объем ресурсов (количество виртуаль-
ных процессоров, объем оперативной 
памяти, количество и объем дисковых 
разделов).
2. Базовые показатели жизнеде-
ятельности виртуальных машин 
(Health Metrics). Под базовыми пока-
зателями жизнедеятельности вирту-
альных машин предлагается понимать 
моментальные абсолютные и относи-
тельные метрики ресурсов конкретной 
виртуальной машины кластера, в том 
числе:
− Общие метрики виртуальной 
машины: доменное имя, количество 
выделенных виртуальных процессо-
ров, объем выделенной оперативной 
памяти, количество и объем разделов 
жестких дисков;
− Метрики утилизации (Usage) 
виртуальных процессоров, опера-
тивной памяти, виртуальной памяти 
(swap), сетевого траффика, системы 
ввода-вывода и пространства жестких 
дисков;
− Метрика статуса процесса 
СУБД, характеризующая состояние 
выполнения процесса: «запущен» или 
«остановлен».
3. Показатели функционирова-
ния СУБД (Database Server Metrics). 
К этим показателям предлагается 
относить метрики, характеризующие 
состояние системы управления базами 
данных, в том числе:
− Общие метрики СУБД: тип 
СУБД (реляционная, документная, 
поколоночная, ключ-значение или 
графовая), название и версия СУБД, 
пути к каталогам с данными и логам, 
флаг «только для чтения»;
− Метрики обслуживаемых баз 
данных: список баз данных, физи-
ческий размер всех баз данных, общее 
количество объектов во всех базах 
данных, общее количество таблиц во 
всех базах данных;
− Метрики репликации: флаг 
принадлежности сервера СУБД к 
группе репликации, Идентификатор 
группы репликации, список имен всех 
серверов данной группы репликации, 
количество серверов данной группы 
репликации;
− Метрики шардинга: флаг при-
надлежности сервера СУБД к группе 
шардинга, идентификатор группы 
репликации, список шардов в группе 
шардинга, общее число шардов в груп-
пе шардинга, список шардированных 
таблиц во всем кластере СУБД, общее 
число шардированных таблиц в клас-
тере СУБД.
4. Показатели базы данных 
(Database Metric). К этим показате-
лям предлагается относить метрики, 
характеризующие состояние конкрет-
ной базы данных и её объектов: таблиц, 
индексов и др., в том числе:
− Общие метрики БД: количество 
таблиц, список таблиц, количество 
индексов, список индексов, количество 
экстентов, количество объектов, сред-
ний размер объекта, объем данных в 
базе, объем данных на диске;
− Метрики таблиц и индексов: 
количество записей в таблице, объем 
записей в таблице, список полей табли-
цы, первичный ключ, список внешних 
ключей, количество внешних ключей, 
объем и тип индекса.
5. Метрики запросов (Query 
Metrics). Современные СУБД предо-
ставляют средства профилирования и 
логирования запросов к базе данных. 
На основе этой информации для каж-
дого выполняемого запроса можно 
определить:
− Общие метрики запросов: об-
щее число запросов за период времени, 
количество операций выборки, встав-
Рис. 2. Группы базовых метрик в разрезе масштабируемого кластера СУБД
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ки, изменения и удаления за период 
времени; 
− Метрики запроса: тип запроса 
(select, insert, update, delete, изменение 
схемы), список затрагиваемых таблиц, 
количество измененных строк, флаг 
«медленный запрос», используемый 
индекс. 
6. Метрики производительности 
(Performance Metrics). Метрики про-
изводительности являются наиболее 
важными при оценке качества работы 
кластера БД. К ним можно отнести:
− Метрики подключений: коли-
чество доступных подключений, коли-
чество активных в настоящий момент 
подключений, количество операций 
login/logout в единицы времени;
− Метрики пропускной способ-
ности (Throughput): объем входящего/
исходящего траффика СУБД за период 
времени;
− Метрики журналирования: 
количество и объем операций журна-
лирования за единицу времени;
− Метрики эффективности ин-
дексов: общее число обращений к 
индексам за единицу времени, число 
промахов (Miss) при попытке исполь-
зовать индекс за единицу времени, 
общее число сбросов индексов;
− Метрики отклика (Response): 
время выполнения операций каждого 
типа (select, insert, update, delete, из-
менение схемы), время выполнения 
каждого из запросов в отдельности.
5. События, учитываемые  
при масштабировании
Помимо базовых метрик, система 
мониторинга должна фиксировать 
происходящие в кластере события, 
связанные с изменением состояния 
кластера СУБД:
− События кластера: создана вир-
туальная машина, удалена виртуальная 
машина, создана группа шардинга, 
удалена группа шардинга, создана 
группа репликации, удалена группа 
репликации;
− События виртуальных машин: 
виртуальная машина не отвечает; 
− События СУБД: добавлен новый 
узел группы репликации, удален узел 
группы репликации, добавлен новый 
узел группы шардинга, удален узел 
группы шардинга, создана база дан-
ных, удалена база данных;
− События БД: создана табли-
ца, удалена таблица, создан индекс, 
удален индекс, изменена структура 
таблицы. 
6. Назначение интегральных 
метрик
В контексте статьи под интеграль-
ными метриками понимаются мет-
рики, значение которых вычисляется 
на основе полученных с помощью 
системы мониторинга базовых метрик 
всех описанных выше групп. Целями 
интегральных метрик являются:
− Отслеживание полного отказа 
серверов;
− Оценка увеличения или сниже-
ния нагрузки на кластер БД и/или его 
участки - группы репликации и группы 
шардинга;
− Оценка снижения производитель-
ности кластера БД и/или его участков 
– групп репликации и групп шардинга;
− Определение узких мест класте-
ра, повлиявших на снижение произво-
дительности;
− Определение целесообразности 
применения одного из методов масш-
табирования:
o Определение участка, нужда-
ющегося в вертикальном масшта-
бировании;
o Определение участка, нужда-
ющегося дополнительной реплике 
или уменьшении числа существу-
ющих реплик;
o Определение участка, нужда-
ющегося в дополнительном шарде 
или уменьшении числа существу-
ющих шардов;
o Определение оптимального 
ключа шардинга в случае необхо-
димости шардинга;
− Оценка повышения производи-
тельности кластера за счет управляю-
щего воздействия системы динамичес-
кого масштабирования;
− Прогнозирование изменений в 
работе кластера исходя из полученных 
ранее данных.
Таким образом, интегральные 
метрики должны наиболее полно 
отражать состояние кластера БД и 
происходящие в нем процессы, в том 
числе, в динамике. Для достижения 
этих целей в настоящий момент пред-
лагается выделение интегральных 
метрик, отражающих:
− Средние значения базовых пока-
зателей жизнедеятельности кластера 
БД и входящих в его состав групп 
шардинга и репликации;
− Динамику изменения средних 
значений базовых показателей жизне-
деятельности кластера БД и входящих 
в его состав групп шардинга и репли-
кации за период времени;
− Динамику изменения производи-
тельности каждой конкретной вирту-
альной машины кластера БД;
− Динамику абсолютного и отно-
сительного приращения объемов базы 
данных;
− Динамику вертикального и го-
ризонтального, абсолютного и от-
носительного приращения объемов 
объектов базы данных;
− Динамику интенсивности обра-
щений к базе данных;
− Динамику интенсивности конк-
ретных запросов к базе данных;
− Динамику показателей произво-
дительности кластера СУБД.
7. Направления для продолжения 
исследований
В настоящей статье были проана-
лизированы основные методы масшта-
бирования баз данных и их поддержка 
на уровне популярных реляционных 
СУБД и NoSQL решений с различ-
ными моделями данных: документо-
ориентированной, ключ-значение, 
поколоночной, графовой. Оценены 
возможности современных облачных 
решений и приведена модель организа-
ции динамического масштабирования. 
Выделены группы базовых метрик, 
характеризующих параметры функци-
онирования БД и технических средств, 
а также определены цели и группы 
интегральных метрик, необходимых 
для реализации адаптивных алгорит-
мов динамического масштабирования 
баз данных. 
Для продолжения исследований 
алгоритмов динамического разделения 
данных на уровне ресурсов (шардинга) 
и репликации для организации автома-
тического масштабирования мультите-
нантной базы данных в облачной инф-
раструктуре предполагается выделить 
следующие направления:
− Детализация и формализация ин-
тегральных метрик функционирования 
кластера мультитенантных баз данных 
в облачной инфраструктуре;
− Оценка возможности использова-
ния указанных показателей в алгорит-
мах для организации динамического 
масштабирования мультитенантных 
баз данных в облачной инфраструк-
туре.
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