I. INTRODUCTION
The development of an effective mathematical model making it possible to correctly represent the dynamics of a real process proves very difficult. During recent decades and with the evolution of technology in various disciplines of research including automatic. Fuzzy logic and more particularly the TS fuzzy model constitute one of the best techniques for identifying such type of process. Indeed, the Takagi-Sugeno fuzzy model can approximate the nonlinear system into different linear subsystems [13] .Several approaches have been proposed in the literature allowing the identification of the parameters intervening in the TS fuzzy model knowing the neuro-fuzzy technique [10] and the clustering technique [2] , [3] , [5] , [7] , [8] , [14] , [15] . Several clustering algorithms have been proposed to estimate the premise parameters involved in the TS fuzzy model among which we quote, the Fuzzy CMeans algorithm (FCM) [4] , the Gustafson Kessel algorithm (GK) [1] and the Possibility C-Means algorithm (PCM) [12] and EPCM algorithm(constitutes an extension of the PCM algorithm proposed by Krishnaparm and Keller proposed in 1996 by introducing a non-Euclidean distance).However, these algorithms have several disadvantages, such as convergence to local optima, sensitivity with respect to the noises and the aberrant point, as well as the difficulty of detecting classes of complex shape. Indeed these algorithms make it possible to detect only hyper-spherical classes or of hyper-elliptic classes having the same form of orientation. In this paper, a combination of the EPCM algorithm and the PSO (particle swarm optimization) algorithm noted EPCM-PSO is used. The simulation results illustrate the effectiveness of this algorithm. This paper is organized as follows: Next section gives a brief overview of fuzzy modeling and identification. The EPCM algorithm is presented in section 3. The PSO and EPCM-PSO algorithms are introduced in section 4.The consequent parameter identification using a RWLS algorithm is introduced in section 5. The Simulations results are presented in section 6. And finally, sections 7 conclude the paper.
II. TAKAGI-SUGENO FUZZY MODEL
The Takagi-Sugeno fuzzy model is an appropriate model for approximating nonlinear systems [13] . It is constructed of a rule-based of the type If ... Then ... in which the consequent uses numerical variables rather than linguistic variables (Mamdani). The result can be expressed as a constant, a polynomial or a differential equation depending on the antecedent variables. A rule of fuzzy Takagi-Sugeno type is given as follows: The result can be expressed as a constant, a polynomial or a differential equation dependent variable input [3] . In general a Takagi-Sugeno fuzzy model is based on rules of the form:
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This type of model is called homogeneous model of TakagiSugeno [9] . It has a capacity of approximation more limited than the general model of equation (1) . Its advantage is that it facilitates the synthesis of law control [6] . The output of the general nonlinear system is calculated as the average of output corresponding to the rules multiplied by the degree of fulfillment of the antecedent i β [13] of the form:
With:
Either i λ : the degree of achievement standard described by the following expression:
In this case, the estimated output of the Takagi-Sugeno fuzzy model can be expressed by:
III. PREMISE PARAMETER IDENTIFICATION 1) EPCM clustering algorithm
That is to say the regression matrix X formed by N 
, denoted a fuzzy partition matrix of X .
The PCM algorithm is developed to solve the minimization of the following criterion:
Where N represents the number of observations available for the identification (with N n >> ). In the following, we present the steps of the EPCM algorithm to determine the centers of clusters V and the fuzzy partition matrixU .
EPCM Algorithm
Given a set of observations
, EPCM algorithm is described by the following steps:
Step 1 
Step 3: l=l+1 Compute the cluster centersv i :
Step 4: compute distances ik D for each cluster:
Step5: Update the fuzzy partition matrix U 2 ,
Step 6: if ( ) ( 1)
> , return to step 2, if not stop. (13) The EPCM algorithm gives satisfactory results, however, the computation time is very slow even their performance depends heavily on initial conditions of the matrix cluster V. to address this problem, a stochastic optimization method as the method of optimization of particle swarm is used. In the remainder of this work, we will develop this method.
2) PSO and EPCM-PSO clustering algorithm a) PSO algorithm
The optimization by particle swarm (particle swarm optimization, PSO) [Kennedy, 95] is a stochastic optimization technique. The latter uses a population of solution candidates to develop an optimal solution of the problem. The origin of this algorithm comes from observations made during simulated flight of a group of birds [7] . These simulations have highlighted the ability of individuals (particles) of a group moving to keep a distance between them and follow a global movement by providing the local movements of these neighbors. Initially the algorithm, each particle is placed randomly in the search space. Note that each particle has a memory for monitoring its best solution seen until the current moment, and the ability to communicate with other particles which are towers. From this information, the particle will then follow a provision that allows adequate return to the optimal solution noted pbest . Then, is from the local optimum, all particles will normally converge to the global solution of the problem noted gbest . The search procedure of the algorithm optimization particle swarm PSO, every moment is time to change the speed of each particle (acceleration) in the search space to converge to its best pbest and gbest solutions. Acceleration is weighted by random terms with random values generated are distinct to accelerate the convergence pbest and gbest respectively [7] , [8] . The procedure of implementation of the optimization by particle swarm algorithm is summarized by the following steps [9] .
Step 1: Initialize randomly using a uniform probability distribution of particle the positions and the velocities
Step 2: Calculate the fitness function for each particle.
Step 3: Compare the fitness of every particle with pbest if the value is better than pbest, then set the pbest value.
Step 4:Compare the fitness value of gbest with: if the value is better than gbest, gbest then set equal to this value.
Step 5: Update position and velocity of each particle following these equations:
Where k represents the number of current iteration (current) [ ] [ ]
, ,...,
: represents the best position reached (ie the position of which can give the best fitness). g: is the index of best particle in the population who can provide the best solution to the problem. have a better convergence of the problem. The chosen this factor also depends on type of application intended and desired performance [10] .
Step 6: until reaching the stopping criterion of the problem It should be noted that the convergence of the algorithm towards the global optimal solution is not always guaranteed. For this reason it is necessary to define a stopping criterion for the algorithm.
Note: The position of particle, and its initial velocity must be chosen randomly following a uniform law, but to avoid the rapid movement of particles from one region to another in the search space, we fix a maximum speed max v and we assumes that the velocity of particle d p at time k is equal ( ) d v k , so that these two velocities satisfying the following conditions: 
b) EPCM-PSO algorithm
The EPCM is a local optimization algorithm; their disadvantage is that it is very sensitive to initialization, and towards noise. On the other hand, the optimization algorithm with particle swarm is a global. Thus incorporating local search capabilities of the EPCM algorithm and the overall capacity optimization algorithm by particle swarm PSO, we can obtain another algorithm that meets the desired performance indices. The algorithm is obtained as a constant objective function multiplied by the inverse of the objective function of the clustering algorithm EPCM as follows: [ ] It is based on the optimization condition (8), (11), (12), (13), (14), (15) Step 3: Update the cluster centers by equation (10).
Step 4: calculate the distance D ik by equation (11) Step 5: Update the fuzzy coefficients ik μ by equation (12) .
Step 6: Calculate the new value of fitness for each particle using equation (17).
Step 7: Update position and velocity of each particle by the equations (14) and (15) . Get the stability of the fuzzy partition, that is to 
IV. CONSEQUENT PARAMETERS IDENTIFICATION BY RWLS METHOD
The identification of consequent
conducted by the RWLS algorithm using the following recursive procedure
Step 1: initialization of the algorithm
Where P : is the gain matrix value
Step 2: Compute ( ) G k at each simple time
is the observation matrix, and
< is a forgetting factor
Step 3: Update the gain matrix
Step 4: Update the consequent parameter 
V. SIMULATION RESULTS

AND VALIDATION MODEL
1) Simulation Results
In literature, there are several types of nonlinear systems described by different equations. In our memory, we will study a nonlinear system described by the following equation:
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Where y(k), u(k) are the output and the input of the system respectively. e(k) is a noise. In this section, we present the simulation results concerning the identification of all the algorithms The shape of the excitation signal used for identification purposes is illustrated in Figure 1 . 
If VAF is equal to 100%, we can say that the model represents the system well, that is to say, the actual output and estimated output are combined. 
VI. CONCLUSION
In this paper, the problem of EPCM algorithm (sensitivity to initialization, convergence to local optima with a slow speed) is solved. This resolution based on the particle swarm optimization approach (PSO). In this context a new clustering algorithm is proposed, note EPCM-PSO. The effectiveness of these two algorithms is tested on a nonlinear system described by a recurrent equation and an electro-hydraulic system. The simulation results, model validation (RMSE, VAF) and the convergence time show the best performance of the EPCM-PSO algorithm
