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Abstract. We analyze seismicity rate immediately before and after 82 mainshocks with the 
magnitudes ranging from 3 to 5 using waveforms recorded by the Hi-net borehole array in 
Japan. By scrutinizing high-frequency signals, we detect ~5 times as many aftershocks in the 
first 200 s as in the Japan Meteorological Agency catalogue. After correcting for the changing 
completeness level immediately after the mainshock, the aftershock rate shows a crossover 
from a slower decay with an Omori’s law exponent p = 0.58±0.08 between 20 and 900 s after 
the mainshock, to a faster decay with p = 0.92±0.04 after 900 s. The foreshock seismicity rate 
follows an inverse Omori's law with p = 0.73±0.07 from several tens of days up to several 
hundred seconds before the mainshock. The seismicity rate in the 200 s immediately before 
the mainshock appears steady with p = 0.36±0.45. These observations can be explained by the 
epidemic-type aftershock sequence (ETAS) model, and the rate-and-state model for a 
heterogeneous stress field on the mainshock rupture plane. Alternatively, non-seismic stress 
changes near the source region, such as episodic aseismic slip, or pore fluid pressure 
fluctuations, may be invoked to explain the observation of small p values immediately before 
and after the mainshock. 
 




Large shallow earthquakes are typically followed by increased seismic activity, known as 
“aftershocks”, that diminish in rate approximately as the inverse of the elapsed time since the 
mainshock [Omori, 1894]. The aftershock decay rate R(t) is well described by the modified 
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where t is the time elapsed since the mainshock, and K, p, c are empirical parameters. In 
addition, earthquakes are sometimes preceded by statistically accelerating seismic activity, 
known as “foreshocks” [Jones and Molnar, 1979; Abercrombie and Mori, 1996]. Recent 
studies have shown that the increased rate of foreshocks can be described by an inverse power 
law with the same functional form as the modified Omori's law for aftershocks, but the values 
of the parameters are different [Jones and Molnar, 1979; Maeda, 1999; Helmstetter and 
Sornette, 2003]. 
Among the three parameters in the modified Omori's law, the K value describes aftershock 
productivity, which scales with mainshock magnitude m [Felzer et al., 2004; Helmstetter et 
al., 2005], and depends on the cutoff magnitude of the events considered as aftershocks. 
Observed value for the exponent p is, in general, around 1.0 [e.g., Reasenberg and Jones, 
1989, 1994; Utsu et al., 1995], although it varies for different aftershock sequences [Wiemer 
and Katsumata, 1999]. The variation in the p value has been related to crustal temperature 
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[Mogi, 1962], heat flow [Kisslinger and Jones, 1991], degree of heterogeneity in the fault 
zone [Mikumo and Miyatake, 1979], and fractal dimension of the pre-existing fault system 
[Nanjo et al., 1998]. However, it is still not clear which factors play the major roles in 
controlling the p value. The parameter c is an apparent time offset, commonly a fraction of an 
hour or a day. It eliminates the singularity in the aftershock rate at zero time.  
 The c value is a controversial quantity [e.g., Utsu et al., 1995; Kisslinger, 1996]. Although 
it is claimed to scale with the mainshock magnitude and the lower magnitude cutoff for 
different aftershock sequences [Shcherbakov et al., 2004], and the recurrence time of the 
mainshock [Narteau et al., 2002], the commonly accepted view is that the c value is an 
artifact due to incompleteness of early aftershocks in a catalogue [Kagan, 2004; Kagan and 
Houston, 2005; Lolli and Gasperini, 2006]. Immediately after a large earthquake, many 
aftershocks are missing in the catalogue due to coda from the mainshock, and overload of 
processing facilities [Kagan, 2004]. Thus, the characteristics of the aftershock decay rate 
immediately after a mainshock have remained uncertain. Yet this period holds valuable 
information on the transition from mainshock to aftershocks, and the underlying earthquake 
physics that control the time-dependent behavior of aftershocks. The short-term property of 
aftershock decay rate is also very important for evaluating and forecasting short-term 
earthquake probability [Kagan, 2004; Gerstenberger et al., 2005; Helmstetter et al., 2006].  
In comparison, foreshocks are less affected by catalogue incompleteness. However, only a 
few studies have focused on the foreshock behavior on the time scale of seconds to minutes 
before the mainshock [e.g., Maeda, 1999; McGuire, 2003; McGuire et al., 2005]. This is 
because the total number of foreshocks observed is smaller than the number of aftershocks. 
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Often, no foreshock is observed before a mainshock. Thus, it is difficult to examine the 
behavior of foreshock activity based on just a few earthquake sequences. To overcome such 
difficulty, a stacking method is generally applied to obtain a statistical space-time distribution 
of foreshocks, with the assumption that every mainshock has a similar behavior of foreshock 
activity [Jones and Molnar, 1979; Maeda, 1999; Reasenberg, 1999; Helmstetter and Sornette, 
2003]. A clearer understanding of the foreshock behavior would provide keys to a better 
understanding of the physical mechanism of foreshock occurrence, and may also allow us to 
distinguish foreshock activity from fluctuations of background seismicity, which may be 
useful in predicting large earthquakes [Geller et al., 1997; Chen et al., 1999]. 
More complete catalogues are needed for a better constraint on the seismicity rate 
immediately before and after mainshocks. An effective approach is to go beyond conventional 
catalogues and analyze continuous waveforms recorded by high-quality seismic stations close 
to the mainshock [Vidale et al., 2003; Enescu et al., 2006; Peng et al., 2006]. For example, 
Vidale et al. [2003] have found several times more aftershocks in the first few minutes than 
are reported in existing catalogues from high-pass filtered seismograms for several moderate 
to large mainshocks in California and Japan. Unfortunately, unclipped broadband recordings 
from stations close to large earthquakes (e.g., m ≥ 6) are rare. The seismicity rate immediately 
after a large earthquake is likely to be very high, which may cause overlapping phase arrivals, 
making identification of individual aftershocks difficult. Furthermore, the analysis is 
complicated by a relatively long mainshock rupture, and a broad spatial distribution of 
aftershocks. Therefore, it is difficult to assign magnitudes to aftershocks identified by a single 
or a few nearby stations, and assess the completeness of the catalogue in terms of event time 
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and minimum magnitude. On the other hand, small earthquakes (e.g., m ≤ 3) typically have 
small number of aftershocks. This implies that a large number of mainshocks are required to 
accumulate enough aftershocks for statistically significant conclusions. Avoiding these two 
cases, we use waveforms from many moderate-size earthquakes (e.g., 3 ≤ m ≤ 5) recorded 
continuously by high-quality seismometers to investigate seismic activities immediately 
before and after mainshocks. 
In this study, we analyze waveforms of 82 earthquakes with 3 ≤ m ≤ 5 that are recorded by 
the High Sensitivity Seismograph Network (Hi-net) in Japan [Okada et al., 2004]. The Hi-net 
array consists of ~700 stations (Figure 1). Most of them are installed in boreholes at a depth 
of 100 to 300 m. Each station consists of a three-component velocity seismometer with a 
natural frequency of 1 Hz and a sampling rate of 100/s. In the following Sections 2 and 3, we 
first describe the data set and the analysis procedure. We summarize the results in Section 4. 
The interpretation is given in Section 5.  
 
2. Data 
We systematically searched the Japan Meteorological Agency (JMA) catalogue during an 
18-month period (2003/12/01–2005/06/20), for shallow earthquakes in the magnitude range 3 
≤ m ≤ 5, and within the rectangular area with longitude between 129oE and 146oE, and 
latitude between 30oN and 46oN. We then examined the waveform data that are recorded by 
the closest 10 stations in the Hi-net array starting ~200 s before until ~900 s after each 
mainshock. 
To control the data quality, the following criteria are applied to select a subset of 
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earthquake sequences for analysis. First, we require that the best recording station in the Hi-
net array be within 30 km of the mainshock epicenter. The best station, which is typically the 
nearest station, is defined as the one with the combination of a low pre-event noise level, a 
high signal-to-noise ratio, and a fast decaying mainshock coda. The distance criterion is 
applied to minimize the duration of the mainshock coda, which falls off with time more 
rapidly at closer distance. Only crustal events with hypocentral depths less than 30 km are 
analyzed in this study, because they are closer to the nearest station and tend to have more 
aftershocks than deeper events [Kagan, 1991; Mori and Abercrombie, 1997]. On the other 
hand, events with hypocentral depth less than 2 km are mostly associated with volcanic 
activities, and their behavior has been asserted to differ from that of tectonic earthquakes. So 
only events with their hypocentral depths within 2-30 km are included in the analysis. We 
also require that at least one event with m ≤ 1.5 be present in the JMA catalogue within the 
time period of the retrieved waveform for magnitude calibration. The detailed calibration 
procedure is given in Section 3. 
Finally, we select as mainshocks those earthquakes that were not preceded by large events 
with m ≥ 3 by at least R km and 100 days. The purpose of this selection criterion is to ensure 
that our mainshocks are not influenced by, or a direct consequence of, previous large events. 
The spatial influence length R is defined as 2 times the rupture length L(m) = 0.01 x 100.5m 
(km) [Working Group on California Earthquake Probabilities, 2003] of an earthquake with 
magnitude m. The minimum value of R is set to be 3 km. In addition, we eliminated one 
sequence that showed strong swarm-like behavior [Vidale and Shearer, 2006]. 
We then select all events within 100 days of a mainshock as aftershock sequences (Figure 
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2). The 100-day time window represents a compromise between a need for a sufficiently long 
window to accurately estimate the long-term aftershock rate, and a need to minimize the 
contamination from background seismicity. The spatial window for aftershocks is defined as a 
circle around the mainshock epicenter, with the radius equal to one-rupture length L(m) + 1 
km horizontal location error. We also require the depth of aftershocks to be within one-
rupture length L(m) + 2 km vertical location error (Figure 2).Foreshocks are defined as all 
events within 545 days (as limited by the availability of the JMA catalogue) before the 
mainshock within the same area. 
As described before, we only require that a mainshock not be preceded by another event 
that is potentially a mainshock itself. We do not require that aftershocks be smaller than the 
mainshock. We believe that our selection process does not impose a priori assumption on the 
temporal variation of seismicity rate around a mainshock, but help to identify those sequences 
with high data quality. After the selection process, we obtain 82 events. Their hypocentral 
locations are widely distributed across the Japanese Islands (Figure 1). 
 
3. Analysis Procedure 
The three-component seismograms recorded by the best station are high-pass filtered using 
a two-pass Butterworth filter with a corner frequency of 30 Hz. Next, we compute the 
envelopes of the high-pass-filtered seismograms, stack the three-component envelopes, take 
the logarithm, and smooth the resulting envelope by a median operator with a half-width of 
0.1 s. All procedures are done using subroutines in the Seismic Analysis Code [Goldstein et 
al., 2003]. The results are similar for 10 to 30 Hz high-pass filters, but the data filtered with 
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higher frequency have sharper onsets and coda that decay more rapidly. P-wave arrivals are 
clearer on the vertical component, but we include the two horizontal components to produce a 
flat background noise level, and also to minimize disturbances that sometimes appear only on 
one channel. 
We identify an event by searching for clear double peaks in the envelope that correspond to 
the P and S arrivals. The arrival time of the larger of the two peaks is used as a proxy for the 
origin time of the corresponding event, and the peak amplitude is used to estimate the event 
magnitude. An example is shown in Figure 3 for an m = 4.1 event. The event location is 
shown in Figure 2. We note that delays of a few seconds exist between the high-frequency 
peaks (red circles) in the envelope and the actual origin time of an event given in the JMA 
catalogue (green stars). However, such delays are not relevant in this study when the timing of 
the events are measured with respect to the high-frequency peak of the mainshock. During the 
identification process, we check that the S−P time of each handpicked event is close to that of 
the mainshock. This ensures that the events are located near the mainshock. We also examine 
the high-pass-filtered envelopes of the nearby stations to confirm that large events are 
recorded by other stations besides the best one. Finally, the amplitude immediately before 
each event is used as a measure for the pre-event noise level. Only events with peak amplitude 
at least 0.3 (in logarithmic scale) larger than the noise level (i.e., a signal-to-noise ratio of ~2) 
are retained for further analysis. 
Assuming that a 10-fold increase in amplitude corresponds to an increase in one-unit of 
magnitude, we estimate the magnitude of each handpicked event using its peak amplitude. 
First, we use events that are both identified by our procedure and are listed in the JMA 
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catalogue to calibrate an amplitude-magnitude relation. This is done by shifting the envelope 
function so that the logarithmic amplitudes match the magnitudes of small events listed in the 
JMA catalogue. Only events small enough with their corner frequencies above 30 Hz are used 
for such calibration. If we assume a circular crack model [Eshelby, 1957] and a stress drop of 
3 MPa, the corner frequency of an event with m = 1.5 is about 30 Hz. So we use m < 1.5 to 
calibrate the amplitude-magnitude relation in this study. As shown in Figure 4, the 
magnitudes estimated from the envelope amplitudes match well with the JMA magnitudes for 
small events. We underestimate magnitudes of events larger than 1.5, because 30 Hz is above 
their corner frequencies. We derive an empirical relation of mJMA = (mAMP – 1.5) x 1.6 + 1.5 
(mAMP ≥ 1.5), and mJMA = mAMP x 1.0 (mAMP < 1.5) from a least-squares fitting (Figure 4), and 
apply it for magnitude correction, where mJMA denotes the JMA magnitude, and mAMP is the 
magnitude from the envelope amplitude. 
We then combine the handpicked events (e.g., Figure 3) with those listed in the JMA 
catalogue into one catalogue for each sequence (e.g., Figure 5). For consistency, we use the 
origin times and magnitudes determined from the envelopes for events in the time range of [–
200, 900] s relative to the mainshock origin time. For those events that are outside this time 
window, we use the origin times and magnitudes listed in the JMA catalogue. Finally, we 
examine all 82 sequences together for both foreshocks and aftershocks. 
 
4. Results  
4.1 General features 
The stacked aftershock sequences (Figure 6a) show several interesting features. First, we 
 11
have detected 5 times as many aftershocks in the first 200 s with m ≥ 0 as are listed in the 
JMA catalogue. This indicates that our procedure is more effective in identifying early 
aftershocks than the conventional methods employed by the JMA. Figure 7 shows the fraction 
of events listed in the JMA catalogue and identified by our handpicking procedure in each 
logarithmic time bins. As expected, the fraction of detected events in the conventional 
catalogue increases with an increase in cutoff magnitude and time elapsed since the 
mainshock [Kagan, 2004; Helmstetter et al., 2006]. We note that some small events are still 
missing in the JMA catalogue at 900 s after the mainshock.  
The change in detection threshold with time and magnitude is also evident for our 
handpicked events. This indicates that our handpicked catalogue is probably incomplete at 
early times, just like the JMA catalogue. That is, small events escape detection if their 
amplitudes are below these of the codas of the mainshock or large aftershocks [Kagan, 2004; 
Kilb et al., 2004]. The completeness of our handpicked catalogue within the first 900 s is 
quantified in the next section. We return to examining the seismicity rate around the 
mainshocks in Section 4.3.  
Figure 6a show that the density (number of events per unit log time) of events becomes 
greater at all magnitude levels as time passes. Because the horizontal axis is in logarithm of 
time, a constant density of events indicates that the seismicity rate decays with 1/t, which 
means p = 1. Thus, an increase in density at all magnitude levels suggests that the p value is 
less than 1, especially at times immediately after the mainshock. 
The stacked foreshock sequences shown in Figure 6b are more scattered than the 
aftershock sequences. The log-scale densities for both foreshocks and aftershocks are 
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comparable at several tens of days away from the mainshock occurrence time. Since 
foreshocks occur before the mainshocks, they are relatively free of the incompleteness caused 
by the mainshock coda. Indeed, we observe two immediate foreshocks within 10 s before the 
mainshock. However, there is a clear lack of small foreshocks in the last 20 s before the 
mainshock.  
 
4.2 Catalogue completeness 
The catalogue completeness is often discussed in terms of magnitude threshold (or cutoff) 
mc, the magnitude above which all events are identified in the catalogue. A standard way of 
estimating mc is to find the minimum magnitude that fits the Gutenberg and Richter [1944] 
(G-R) frequency-magnitude relation. Based on the assumption of self-similarity, Wiemer and 
Wyss [2000] proposed to estimate mc using the point of the maximum curvature (MAXC) for 
the non-cumulative frequency-magnitude distribution. Since aftershocks listed in the JMA 
catalogue are not complete in the first few hundred seconds (Figure 7), we use aftershocks 
between 2000 s and 100 days to compute a non-cumulative frequency-magnitude distribution. 
The number of aftershocks is peaked at m = 0.7 (Figure 8a). Woessner and Wiemer [2005] 
have found that mc values obtained from the MAXC method is typically 0.1-0.2 smaller than 
those from other methods. However, as will be shown in Figure 10, our results do not vary 
significantly with the mc value. . So we obtain mc = 0.7 and a b value of 0.81 using the 
discrete Gutenberg-Richter model of Utsu [1966], with magnitude bins of width dm = 0.1 for 
the JMA catalogue. 
Since the maximum curvature for the non-cumulative frequency-magnitude distribution of 
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the handpicked events is not well defined, it is difficult to estimate their mc and the b values 
even at several hundred seconds after the mainshock (Figure 8b). In addition, we only have 
~300 aftershocks in the first 100 s after the mainshock when the mc is changing dramatically 
with time (Figure 8c). Since the maximum curvature method typically requires several 
hundred events in each space-time window for statistically significant result, this method 
cannot provide an accurate estimation of mc in the first 100 s [Kagan, 2004]. Recently, 
Helmstetter et al. (2006) have proposed an empirical relation for mc as a function of the 
mainshock magnitude and the elapsed time. However, that relationship is based on several 
large (m ≥ 6) aftershock sequences in southern California. Thus, the applicability of this 
relationship to the 82 sequences in Japan with smaller mainshock magnitude is not clear. 
Incomplete detection of small aftershocks is inevitable due to coda of the mainshock and 
large aftershocks immediately after the mainshock [Kagan, 2004]. The amplitudes and 
durations of coda waves depend not only on the mainshock magnitude, but also on the 
hypocentral distance, the heterogeneity of the crust, and near-station structures [e.g., Aki, 
1969; Sato and Fehler, 1998]. Thus, different aftershock sequences are expected to have 
different coda durations, and hence different magnitude detection thresholds.  
To treat each sequence separately, we use the envelope amplitude right before each event 
(the noise level discussed in Section 2) + 0.3 as a measure of the local mc at the time of that 
event. In addition, we compute mc95(t), the magnitude below which 95% of the mc values exist 
as a function of time, and use it as a measure of the completeness for the stacked aftershock 
sequences. The mc95(t) of 100 consecutive events contained in a sliding window that is moved 
by one event each time are estimated. As shown in Figure 8c, the mc95(t) values quickly drop 
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from ~1.5 in the first 50 s, to around 0.2 after 200 s. 
Next, we correct for the changing mc values and hence incompleteness in the catalogue at 
early times after the mainshock. We weight each aftershock based on the local mc using a 
weighting function w(i) = 10^[(mc(i) - mc0) x b], where mc(i) is the mc value for each event i, b 
is exponent for the G-R relationship, mc0 is the minimum mc value used in the analysis, equal 
to the long-times value of mc. We use b = 0.81 and mc0 = 0.2 from the results shown in Figure 
8. That is, w(i) = 1 if mc(i) = 0.2, but w(i) > 1 if mc(i) > 0.2. Events with magnitude mc<mc(i) 
are not used in the analysis. By doing so, we assume that the aftershock size distribution 
follows the G-R relation immediately after the mainshock and does not change over time 
[Kagan, 2004]. Since foreshocks occur before the mainshock and are relatively free from the 
coda masking of previous events, we did not apply this correction for the foreshock seismicity 
rate. 
 
4.3 Seismicity rate before and after the mainshock 
Finally, we compute the seismicity rate for the 82 sequences after correcting for the 
changing mc value. Previous studies often use a fixed time window to compute seismicity rate 
based on the aftershock occurrence time [e.g., Kagan, 2004]. If the data is non-uniform, 
especially at times immediately before and after the mainshock, this may result in a time 
window with no data points, causing a gap in the obtained seismicity rate. So we use a 
moving data window [e.g., Ziv et al., 2003; Felzer and Brodsky, 2006], instead of a moving 
time window to avoid this problem. Each data point corresponds to the time for an event 
relative to the mainshock. We use a fixed window of 5 data points, and the window slides by 
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one data point each time. Using different window sizes produces similar results. Seismicity 
rate computed from larger-size window is smoother, but the rate is less ‘instantaneous’ as 
compared with that from smaller-size window. 
 The results for both foreshocks and aftershocks are shown in Figure 9. To measure the 
change in seismicity rate, we fit the early and later aftershock rates separately using the 
Omoris law (r(t) ~ 1/tp). The p values obtained by a least-squares fitting are 0.58±0.08 
between 20 and 900 s for the handpicked aftershocks, and 0.92±0.04 between 900 s and 3 
days for aftershocks listed in the catalogue. The error is the 95% confidence interval based on 
1000 bootstraps of the aftershock time.  
In comparison, the seismicity rate for the foreshock sequences follows an inverse Omori’s 
law with a p value of 0.73±0.07 from several tens of days up to several hundreds of seconds 
before the mainshock. The seismicity rates for both foreshocks and aftershocks appear to 
merge with the background rates around several hundred days. However, they differ by 1 to 2 
orders of magnitude around the mainshock occurrence time. This implies that the increase in 
foreshocks is lower than the decrease in aftershocks. Finally, the foreshock rate at 6-200 s 
before the mainshock is scattered due to the small amount of data, but the obtained p value of 
0.36±0.45 is lower than the foreshock increase rate at larger times. We did not include 
foreshocks that are within 6 s of the mainshock occurrence time (the peak amplitude for the 
mainshock in this study) to avoid masking by the P-wave arrival of the mainshock.  
 
4.4 Statistical significance of a low early aftershock rate 
The deficiency in seismicity immediately after the mainshock is statistically significant. 
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Assuming that an aftershock sequence is a Poisson process that follows the Omori's law, we 
can directly compare the number of aftershocks observed at early times with the expected 
number of events using the Omori's law with the p value from later times. The maximum 
magnitude of completeness at short times (20 ≤ t ≤ 100 s) is 1.5. Extrapolating the long-term 
Omori’s law ± uncertainties to this time range for events with m ≥ 1.5, we expect to have [32 
− 45] events. The observed number in this time and magnitude interval is 16. The probability 
of having no more than 16 events for a Poisson distribution with an expected number of [32 
− 45] is [5x10-7 − 0.001]. Thus, the aftershock rate at short times 20 ≤ t ≤ 100 s is significantly 
less than expected from the long-term aftershock rate at the 99.9% confidence level.  
 
4.5 Dependence of the p values on different parameters 
The result shown in Figure 9 is based on mc0 = 0.2 for immediate foreshocks and early 
aftershocks, and mc0 = 0.7 for long-term foreshocks and aftershocks. We also use the pre-
event noise level + 0.3 magnitude shift as a measure of mc for each handpicked event. We 
systematically vary the choosing parameters to test their influences on the p values. As shown 
in Figure 10, the p values do not depend strongly on mc0 ranging from −1 to 2. But there is 
slight increase of p values for early aftershocks if we increase the magnitude shift from 0 to 1. 
At a magnitude shift of 1, there is no significant difference in the p value for short and large 
times. However, a value of 1 means that we can only detect an event if its amplitude is about 
10 times the pre-event noise level, which is well above the ability we can detect an event. 
Based on the hand-picked experience, a value of 0.3 (close to a signal-to-noise ratio of 2) is 
close to the true identification ability (i.e., magnitude of completeness) at the time of each 
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handpicked event.  
The weighting procedure as described in Section 4.2 is employed to correct the changing 
completeness levels during the coda of the mainshock and large aftershocks. However, it does 
not consider the fact that many aftershocks may occur close in time. When the seismicity rate 
is high immediately after the mainshock, this will result in mixed phase arrivals that are 
difficult to be associated with individual event. Thus some events may not be clearly 
identified, causing a lower p value in the early aftershock period than those at larger times. In 
addition, misidentification of events, especially for the smaller events, may cause the 
proportion of small/large aftershocks (i.e., the b value of the magnitude distribution) to be 
smaller at early times compared to that at later times. Alternatively, the change in p and b 
values may be a real effect. For example, Ziv et al. [2003] have shown from relocated 
catalogue of microearthquakes in northern California that the b value within 104 s of a 
previous earthquake is significantly lower than that of the long-term value. Shcherbakov et al. 
[2006] found that the b value increased from 0.60±0.01 after 0.1 day to 0.89±0.01 after 365 
days in the aftershock zone of the 2004 Parkfield earthquake. However, these studies use 
aftershocks listed in the catalogue. So the effect of catalogue incompleteness on the p and b 
values cannot be ruled out. 
To check if mixing of phase arrivals cause a significant number of missing aftershocks in 
our study, we evaluate the dependence of p value on the aftershock productivity. If mixing of 
phase arrivals is mainly responsible for the lower p value at early times, we should have 
higher p values for the less productive sequences. So we order the 82 sequences according to 
the number of aftershocks with m ≥ 0 observed in 100 days, and divide them into two groups 
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such that each group has roughly the same number of aftershocks. The first group has 12 
sequences, and is considered as the productive group, as compared with the second group, 
which has 70 sequences. Figure 11 shows that early aftershock decay rates are similar for both 
groups, despite a factor of 5-6 differences in aftershock productivity. This indicates that we do 
not miss a significant fraction of aftershocks due to mixed phase arrivals. We also check the 
dependence of p values with the mainshock magnitude by separating the 82 sequences into 
four magnitude groups with 0.5 unit interval based on the mainshock magnitude (Figure 11b, 
c). We did not find a strong dependence of p values for sequences with the mainshock 
magnitude 3 ≤ m ≤ 5. 
We note that it is possible that for aftershock sequences with larger mainshock magnitude 
(e.g., m ≥ 6), a significant fraction of small events is missing due to mixed phase arrivals, and 
mainshock coda masking. For example, Kagan [2004] have shown that the number of small 
(m ≤ 3) aftershocks that were missing in the time interval of 0-128 days exceeds those that 
were listed in the catalogue for the 1992 Landers earthquake. Peng et al. [2006] found that a 
significant fraction of events were missing in the Northern California Seismic Network 
catalogue in the first hour after the 2004 M6 Parkfield earthquake. However, we are confident 
from the above analysis that to the first order, mixed phase arrivals does not cause a 
significant change in the number of the aftershocks determined in this study.  
 
4.6 Direct estimation of the level of aftershock activity 
 Results shown in previous sections are based on events listed in the JMA catalogue and 
identified by our handpicking procedure. If we assume that energy radiated at 30 Hz is 
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indicative of the level of seismic activity, the seismicity rate immediately before and after the 
mainshock can be directly obtained from the envelope functions without picking individual 
event. The envelope stack is obtained by summing the square of the envelope function for all 
82 sequences, and taking the square root and logarithm (based 10). Since each individual 
envelope has different noise level before the mainshock, directly stacking the envelope 
functions would bias the result toward those that have higher background noise levels. Thus, 
we shift each envelope using the average values from 180 to 150 s before the mainshock 
(when the foreshock activity is relatively low) to achieve a similar noise level (near zero). The 
choice of offset is somewhat arbitrary, but helps to separate features that are near the noise 
level (near zero) and those well above the noise level. 
 The resulting stacked envelope is shown in Figure 12a in linear time scale. The coda from 
the mainshocks disappears into the signal from the aftershocks at ~30 s, and the rest of the 
curve represents the level of the aftershock activity. Figure 12b shows the stacked envelope 
functions in logarithmic time scale. We smooth the envelope by convolving the log time with 
a Gaussian kernel of width 0.08 [Helmstetter and Shaw, 2006]. The best-fitting p value for 
envelopes between 30 and 900 s after the mainshock is 0.69, close to that estimated from the 
handpicked catalogue. Measuring uncertainty on the obtained p value is difficult, because it 
depends on how the curve is been smoothed. 
 Figure 12b also shows that a burst with the largest foreshocks is visible between 150-120 s 
before the mainshock. This is consistent with a cluster of handpicked events shown in Figure 
7b. It is clear that the foreshock activity does not fit the inverse Omori's law in the last 200 s 
before the mainshock. Also there is a relative quiescence in the last few tens of seconds, 
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which is evident in the lack of handpicked events in that time period (Figure 6b). 
 
5. Interpretation 
Figure 13 compare the p values obtained in this study as a function of time before and after 
the mainshock. The early aftershock decay rate is smaller than the late aftershock decay rate. 
The foreshock increase rate is smaller than the aftershock decay rate, and the immediate 
foreshock rate is smaller than the long-term foreshock rate. Below we will discuss possible 
interpretations that can explain observations for aftershocks and foreshocks separately. 
 
5.1 Possible interpretations for aftershock decay rate  
The decay of the number of aftershocks with time has been observed for more than a 
century. However, the underlying physics for such time-dependent phenomena remains 
unclear. Aftershock triggering is more commonly explained by the static stress change 
induced by the mainshock [e.g., Stein, 1999], but dynamic stress changes associated by the 
mainshock have also been invoked [Gomberg et al., 1997; Brodsky et al., 2003; Parsons, 
2005]. The decay of the number of aftershocks with time can also be explained by postseismic 
stress relaxation following the mainshock, which can result from fluid flow [Nur and Booker, 
1972], viscous relaxation [Mikumo and Miyatake, 1979] or aseismic slip [Benioff, 1951; 
Schaff et al., 1998; Peng et al., 2005; Zoller et al., 2005]. Many mechanisms have been 
proposed to explain earthquake triggering by stress changes, such as stress corrosion [Das and 
Scholz, 1981; Yamashita and Knopoff, 1987; Gomberg, 2001], rate-and-state friction 
[Dieterich, 1994], and damage rheology [Ben-Zion and Lyakhovsky, 2006]. 
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Among them, we focus on the rate-and-state (RS) model [Dieterich, 1994] that has been 
widely applied to explain the time-dependence of aftershock activity. This model assumes that 
populations of faults around the mainshock rupture obey the laboratory-derived RS friction 
law [Dieterich, 1979]. If the loading rate is increased uniformly due to a mainshock, the 
change in seismicity can be approximated by the Omori's law with p = 1 for intermediate 
times after the mainshock. At very short times, i.e., times less than a characteristic time 
στ A
aetc
/−=  (where ta is aftershock duration, A is a parameter of the rate-and-state friction 
law, τ is the coseismic stress change, and σ is the normal stress), the seismicity rate is 
constant. The seismicity rate returns to the background seismicity rate at very long times.  
Our observation of a small p value immediately after the mainshock is consistent with the 
RS model. However, we did not find a clear gap of activity (or flatting of seismicity rate) 
since 10 s after the mainshock. This indicates that the c value, if exists, is likely to be very 
small (< 10 s) in our data. Recent studies have shown the existence of small, but non-zero c 
values (on the order of a few minutes) in the early aftershock decay rate for several large 
earthquakes in Japan and California [Vidale et al., 2003; Enescu et al., 2006; Peng et al., 
2006]. The difference might be due to the mainshock magnitude, employed techniques, or 
systematic bias by missing early aftershocks. 
The epidemic-type aftershock sequence (ETAS) model [Kagan and Knopoff, 1981; Ogata, 
1988; Helmstetter and Sornette, 2002] can also explain our observed foreshock and aftershock 
rates. This model assumes that each earthquake can trigger other earthquakes according to the 
modified Omori law with an exponent p larger than 1. However, because of cascades of 
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earthquake triggering, the observed Omori exponent in this model is smaller than 1 at short 
times, and increases slowly with time [Helmstetter and Sornette, 2002; Helmstetter et al., 
2003], as observed in our data. 
 
5.2 Mapping aftershock rate into spatial stress distribution 
Since the coseismic stress change τ is likely to be different at each aftershock nucleation 
point, this will result in different characteristic time c overlapping with each other. Thus, the 
observed aftershock rate is a superposition of those from different stress values, and the 
observed rate may be used to infer stress distribution after the mainshock.  
There are two possible ways to map temporal changes of aftershock rate into spatial stress 
distribution. Dieterich [1994] showed that, if the mainshock is modeled as a dislocation, 
aftershock rate within a finite time interval and region decays with the p value of ~0.8, due to 
a non-uniform stress change around the mainshock. Because the stress change decreases with 
the distance r from the crack tip, this model also gives an apparent Omori exponent that 
decreases with r [Dieterich, 1994]. 
In this study, we compute seismicity rate using all events within one-rupture length of the 
mainshock. The observed p value for long-term aftershocks is 0.92±0.04. This value is close 
to the aftershock decay rate of p ~ 0.8 predicted by the RS model for a finite region 
surrounding a shear crack [Dieterich, 1994]. However, this model does not explain our 
observation of a smaller p value at short times than that for larger times. At very short times in 
the RS model, the large stress drop resulting from a singularity at the crack tip control the 
seismicity. This gives a p value that increases progressively toward p = 1 as times decreases 
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to the mainshock occurrence. In contrast, we find p value of ~0.6 immediately after the 
mainshock.  
Dieterich [1994] assumed that stress drop is uniform across the mainshock rupture area. 
This model would predict no aftershocks on or very close to the rupture surface. Some studies 
have shown an anti-correlation between the mainshock slip area and the aftershock 
distribution [e.g., Mendoza and Hartzell, 1998; Schaff et al., 2002]. However, aftershocks do 
occur very close to the rupture surface of the mainshock, although the fraction of events 
occurring on and off the mainshock slip plane remains unclear [Liu et al., 2003]. This 
observation suggests that the coseismic stress change on the mainshock fault plane is 
heterogeneous. The heterogeneity may be caused by slip fluctuations [Herrero and Bernard, 
1994], or to the rugosity of the fault [Dieterich, 2005]. Additional evidences for a 
heterogeneous stress field come from both mainshock slip inversion [e.g., Wald and Heaton, 
1994] and a high diversity of aftershock focal mechanisms [e.g., Michael et al., 1990; 
Hardebeck et al., 1998]. 
Helmstetter and Shaw [2006] and Marsan [2006] proposed a method to estimate 
distributions of stress heterogeneity from the aftershock rate based on the RS model 
[Dieterich, 1994]. Instead of mapping changes in seismicity onto time-dependent stress 
changes [Dieterich et al., 2000], they mapped subtle but significant deviations from the pure 
Omori's law onto measures of stress heterogeneity on the mainshock rupture area. Helmstetter 
and Shaw [2006] showed that the p value increases toward 1 with increasing stress 
heterogeneity. Furthermore, using the scale invariant “k2” slip model [Herrero and Bernard, 
1994], they produced an aftershock rate that is close to the Omori’s law with p ≤ 1. In this 
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stress heterogeneity model, the p value increases slowly with time, which is consistent with 
our observation.  
We have applied this technique to our catalogue. We fit the aftershock rate by the RS 
model, assuming that the Coulomb stress change, in the region where we select aftershocks, 
has spatial fluctuations that can be modeled by a Gaussian distribution. This stress distribution 
can be obtained, for instance, by the kinematic “k2” slip model [Herrero and Bernard, 1994]. 
We fit the aftershock rate R(t) in the time range 10 s – 100 days by the function [Dieterich, 






















)( ,     (2) 
where Rr is the reference seismicity rate, τ0 is the average stress change, and τ* is the standard 
deviation of the stress change. There are 3 unknown parameters in this function, the 
normalized average stress change στ A/0 , the standard deviation στ A/* , and the aftershock 
duration ta. The reference rate Rr = 2x10-7 events/s with m ≥ 1 was estimated from the average 
seismicity rate at large times before the mainshock (i.e., ≥ 107 s). We use a least-squares 
minimization to invert for στ A/0 , στ A/* , and ta from the observed aftershock rate. The 
problem is poorly constrained for 3-parameter inversion, thus we assume that the average 
stress change is 0. This is justified because we select aftershocks over an area larger than the 
mainshock rupture length. The large stress increase around the rupture area roughly 
compensates for the average stress decrease on the rupture area. The stress change averaged 
over an infinite area is equal to zero, while its absolute value is equal to the stress drop if we 
average over the rupture area. The inversion gives στ A/* = 10.6 and ta = 0.88 yr (Figure 14). 
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If the average stress change is –1.5, we obtain στ A/* = 11.2 and ta = 1.01 yr. 
There is a large uncertainty on the value of Aσ in the crust. Assuming A = 0.01, as measured 
in laboratory friction experiments [Dieterich, 1994], and σ = 100 MPa (corresponding to the 
lithostatic pressure at a depth of about 5 km), this gives Aσ = 1 MPa. Using a typical stress 
drop of 3 MPa, Dieterich [1994] found Aσ = 0.15 MPa, from the relation between aftershock 
duration and mainshock recurrence time. Cochran et al. [2004] used the RS model to explain 
tidal triggering of earthquakes, and obtained a preferred value of Aσ = 0.064 MPa, and an 
acceptable range 0.048< Aσ < 0.11 MPa. Moreover, there are probably large spatial 
fluctuations of Aσ in the crust. Heterogeneity of Aσ also modifies the time decay of 
aftershocks [Helmstetter and Shaw, 2006], and can bias the value of τ* obtained by assuming 
that Aσ is constant in space and time. We can thus conclude that the RS model, with stress 
heterogeneity, can explain our observations (Omori exponent smaller than 1, and increasing 
slowly with time). However, it is difficult, from the observed seismicity rate R(t) alone, to 
characterize the stress heterogeneity, and to distinguish different sources of heterogeneity 
(Coulomb coseismic stress change τ, parameter A of the friction law, and normal stress σ). 
 
5.3 Possible interpretations for foreshock increase rate 
Our results indicate that the foreshocks follow the inverse Omori’s law, but the foreshock 
increase rate is smaller than the aftershock decay rate, and there appears to be a peak of 
foreshock activity ~100 s before the mainshock. There are two possible models to explain the 
relationship between the foreshocks and mainshocks. The first is that foreshocks change the 
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stress distribution and the mainshock. The second is that foreshocks are caused by a change of 
stress field related to a mainshock. 
The first model is compatible with the ETAS model, and models of earthquake triggering 
such as the RS model [Dieterich, 1995; Ziv, 2003], in which cascade of events trigger future 
events with the same physical mechanism [Jones et al., 1995; Kilb and Gomberg, 1999; 
Felzer et al., 2004]. Using this model, the rate of foreshocks is predicted to increase following 
the inverse Omori's law [Helmstetter et al., 2003; Helmstetter and Sornette, 2003]. This is 
consistent with our observation of a power law increase of foreshock occurrences. 
The fact that Omori exponent p is smaller for foreshocks than for aftershocks is also in 
agreement with the predictions of the ETAS model [Helmstetter et al., 2003].  Ziv [2003] used 
numerical simulations of the RS model, and found that the Omori exponent p is slightly 
smaller for foreshocks than for aftershocks. In his model, exponents for both fore- and 
aftershocks are smaller or equal to 1, and decrease as the distance from the mainshock 
decreases. An observation that is consistent with this prediction was made from time 
distribution of foreshocks of several hundred mainshocks with m ≥ 5.0 listed in the JMA 
catalogue from 1977 to 1997 [Maeda, 1999]. 
The foreshock increase rate in our data may also be influenced by our selection rule for the 
mainshock. We did not include an earthquake that was preceded by a larger event as a 
potential mainshock. In comparison, an earthquake that was followed by a larger event is 
considered as a potential mainshock. Such rule may lower the average acceleration of the 
seismicity before the mainshock, and hence lower the Omori exponent for foreshocks. 
We also observed that there is a slight dependence of foreshock rate with the mc value: the 
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rate of larger events is higher than that of smaller events (Figure 10). In addition, there is a 
lack of small events in the last 20 s before the mainshock. These results are expected by the 
triggering model such as ETAS: because a large foreshock is more likely to trigger the 
mainshock than a smaller one, the magnitude distribution deviates from the average 
distribution [Michael and Jones, 1998; Helmstetter et al., 2003; Helmstetter and Sornette, 
2003]. If the long-term magnitude distribution obeys the G-R law P(m)~10-bm, where P(m) is 
the number of events with magnitude ≥ m, and aftershock productivity scales as 10am with the 
mainshock magnitude m, the magnitude distribution of foreshocks at short times before the 
mainshock is ~10-(b-a)m. This results in a small apparent b value. 
The peak of foreshock activity at ~100 s before the mainshock may be due to statistical 
fluctuations. The Omori’s law decay is generally observed for each individual aftershock 
sequence, while the inverse Omori’s law is observed only on stacked foreshock sequences, 
due to larger fluctuations in the foreshock rate than in the aftershock rate. In addition, 
foreshocks usually occur in clusters, which may explain the peak observed in the data. We 
have generated synthetic ETAS catalogues, which reproduce qualitatively our results: increase 
of p value with time for foreshocks and aftershocks, lower p value for foreshocks than for 
aftershocks, and large fluctuations of the foreshock rate. 
In the second model, foreshocks and mainshock nucleation are considered as a 
consequence of non-seismic stress change associated with the mainshock [e.g., Dodge and 
Beroza, 1996; Olson and Allen, 2005]. Possible candidates for the non-seismic stress changes 
are episodic aseismic slip [Linde et al., 1996; Nadeau and McEvilly, 2004; McGuire, 2003; 
McGuire et al., 2005], pore fluid pressure fluctuations [e.g., Ake et al., 2005], dike injection 
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[e.g, Smith et al., 2004], and sometimes a combination of these candidates [Hainzl and Ogata, 
2005].  
Vidale and Shearer [2006] systematically investigated 71 earthquake bursts in southern 
California, and found evidence many bursts of activities are driven by underlying geophysical 
disturbance such as episodic aseismic slip, or pore fluid pressure fluctuations, rather than 
simple elastic stress triggering. Based on stacked global earthquake sequences, Jones and 
Molnar [1979] found that foreshock activity rises a few days before the mainshock and peaks 
1-2 hours before the mainshock. Chen et al. [1999] showed that foreshocks are separated by a 
few hours of quiescence from several major earthquakes in China. Zanzerkia et al. [2003] 
identified two clusters of foreshock sequences, one between 20 to 13 hours and the other 
starting 8 hours before the 1999 Hector Mine earthquake. McGuire et al. [2005] found higher 
rates of foreshocks and lower rates of aftershocks on the oceanic East Pacific Rise transform 
faults. They inferred that slow slip events, which accommodate most of the aseismic plate 
motion on those faults, trigger the earthquake sequences. A concentration of foreshock 
activity in the last 100-1000 s before the mainshock observed on these oceanic transform 
faults [McGuire, 2003] is similar to our observation of a peak in foreshock activity at ~100 s 
before the mainshock. It is possible that concentration of foreshock activity may differ for 
individual sequence, or is related to the mainshock magnitude. Our study involves waveform 
recording of the last 200 s before the mainshock, so the possibility of intense foreshock 




We have analyzed foreshock and aftershock rates of 82 shallow earthquake sequences 
(depth ≤ 30 km) with mainshock magnitude 3 ≤ m ≤ 5 in Japan using waveforms recorded by 
the Hi-net borehole array. By scrutinizing high-frequency signals, we have detected 5 times as 
many aftershocks in the first 200 s as listed in the JMA catalogue. The difference between the 
aftershocks listed in the JMA catalogue and the additional events identified by our procedure 
indicates that seismic activity immediately before and after the mainshock can be obtained 
from high-quality continuous waveform data. 
After correcting for the changing completeness level immediately after the mainshock, we 
find that early aftershocks decay slower than the late aftershocks. Similarly, the seismicity 
rate for the foreshock sequences follows an inverse Omori's law with a p value of ~.7 from 
several hundred days up to near the mainshock occurrence time. The seismicity rate in the last 
200 s before the mainshock appears steady instead of increasing with time.  
These observations can be explained by the ETAS model, and the rate-and-state model 
[Dieterich, 1994] for a heterogeneous stress change along the fault plane [Dieterich, 2005; 
Marsan, 2006; Helmstetter and Shaw, 2006]. Alternatively, seismicity around the mainshock 
may be caused by non-seismic stress changes around the source region, due, for example, to 
episodic aseismic slip or pore fluid pressure fluctuations.  
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Figure 1. Hypocentral locations of 82 earthquakes (circles) with 3 ≤ m ≤ 5 used in this study. 
The size of each circle scales with the magnitude listed in the JMA catalogue, and the 
color corresponds to its hypocentral depth. The 692 Hi-net array stations are plotted as 
gray triangles. The waveforms recorded by station KNHH (red star) generated from an 
m = 4.1 event 05051315 (pointed by an arrow) are shown in Figure 3. 
 
Figure 2. (a) Map view of the seismicity (circle) from the JMA catalogue around the m = 4.1 
event 05051315. Earthquakes occurred before the mainshock are shown by open 
circles, and those after the mainshock are shown with color denoting the time since the 
mainshock. The size of each circle scales with the magnitude listed in the JMA 
catalogue. The large dashed red circle marks radius that are used to select foreshocks 
and aftershocks. (b) Cross-sectional view of the seismicity. The dashed red line marks 
the spatial window used in this study. 
 
Figure 3. (a) High-pass-filtered vertical-component seismogram recorded by station KNHH 
for event 05021315 with m = 4.1. The trace is manually clipped, with the peak 
amplitude of the mainshock off-scale to illustrate small aftershocks. (b) Logarithm of 
the envelope function obtained by stacking the envelopes of the high-pass-filtered 
three-component seismograms. Each red circle marks a seismic phase arrival (i.e., 
either P- or S- wave of an event). A total of 33 events are identified by the 
 42
handpicking procedure. The blue triangle marks the amplitude level right before each 
event. The two green stars denote the times of event identification in the JMA 
catalogue. The magnitude for this sequence can be estimated using an empirical 
relationship m = log10(amplitude) – 1.88. 
 
Figure 4. A comparison of magnitudes listed in the JMA catalogue and derived from the 
envelope amplitudes for events identified in the 82 sequences. The diagonal line 
denotes perfect correlation. The dashed line is the best-fitting regression line for 
magnitudes larger than 1.5. 
 
Figure 5. Event magnitudes versus logarithmic times after (a) and before (b) the m = 4.1 
mainshock shown in Figures 1 and 3. Each red circle marks an event picked by hand. 
The green star denotes an event listed in the JMA catalogue. The black curve is the 
high-pass-filtered envelope function for station KNHH. The blue triangle marks the 
amplitude level before each event. The horizontal dashed line marked the amplitude 
level before the mainshock. The vertical line denotes the end time of the waveform 
data we have available. The increase in amplitude at t ≈ 4 s before the mainshock is 
due to the mainshock first arrival. 
 
Figure 6. Event magnitude versus logarithm of times after (a) and before (b) the 82 
mainshocks. The red circles mark events picked by hand only, and the blue circles 
mark those picked by hands and listed in the JMA catalog. The green stars denote 
 43
events listed in the JMA catalogue. Events in the JMA catalogue with no magnitude 
(open stars) are assigned m = −2.0. A random number between −0.05 and 0.05 is 
added to the magnitudes for plotting purposes. The two arrows mark the time of 900 s 
(a) and −200 s (b) from the mainshock occurrence time when we have waveform 
recordings for all 82 sequences. 
 
Figure 7. The ratio between events listed in the JMA catalogue and identified by the 
handpicking procedure with four different magnitude thresholds in bins of equal width 
in the logarithm of time. The vertical dashed line marks the time of 200 s after the 
mainshock. 
 
Figure 8. (a) Cumulative (square) and non-cumulative (triangle) number of aftershocks versus 
magnitude for events listed in the JMA catalogue starting 2000 s after the mainshock. 
The solid line marks the maximum-likelihood fit for the frequency-magnitude 
relationship. The inverted black triangle marks the maximum curvature of the non-
cumulative distribution. The dark diamond denotes the magnitude of completeness mc. 
(b) Same as in (a) except for the handpicked events starting 200 s after the mainshock. 
(c) The mc value (gray dot) obtained from the pre-event noise level of each handpicked 
aftershock versus logarithmic time after the mainshock for all 82 sequences. The open 
circle denotes the magnitude below which 95% of the mc values (gray dots), or mc95(t), 
as a function of time for every 100 points. The average and standard deviation in 
magnitude for mc95(t) after 200 s, 0.21±0.18, are marked by the solid and dashed lines. 
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Figure 9. Seismicity rate for the 82 sequences as a function of time relative to the mainshock. 
The blue circle denotes the rate measured from the aftershocks in the JMA catalogue. 
The red plus marks the rate measured from the handpicked events after correcting for 
the mc. The green cross and red triangle denote the foreshock seismicity rate from 
JMA catalogue and handpicked events, respectively. All curves have been shifted so 
that their mc0 = 1.0. The solid lines mark the least- square fitting for different 
seismicity rate. The corresponding slopes (p values) and the 95% confidence levels are 
marked, where pHP, pJMA, p*HP, and p*JMA stands for the p value for the handpicked 
aftershocks, aftershocks in the JMA catalogue, handpicked foreshocks, and foreshocks 
in the JMA catalogue, respectively. The dash line denotes a reference line with p = 1. 
The background seismicity rate, defined as the logarithmic average of the foreshock 
rate 107 s before the mainshock, is marked by the horizontal line. 
 
Figure 10. (a) The measured p value and the 95% confident level as a function of magnitude 
of completeness mc0 for early aftershocks by handpicking (gray solid line), late 
aftershocks listed in the JMA catalogue (black solid line), immediate foreshocks by 
handpicking (gray dashed line), and foreshocks listed in the JMA catalogue (black 
dashed line). (b) The measured p value and the 95% confident level as a function of 
magnitude shift for different categories. 
 
Figure 11. (a) Aftershock rates as a function of the time since the mainshock for two groups 
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of sequences according their aftershock productivity (see text for description). To 
produce smoother curve for comparison, we use a window size of 21 points to 
compute the seismicity rate. The solid, dashed and dotted lines show the reference rate 
with p = 1, 0.8, and 0.5, respectively, for comparison of slope. (b) Aftershock rates as 
a function of the time since the mainshock for four magnitude ranges with a 0.5 unit 
intervals based on the mainshock magnitude. (c) Measured p values corresponding to 
different groups as shown in (a) and (b) for the early aftershocks by handpicking (gray 
circles) and late aftershocks listed in the JMA catalogue (dark triangles). The vertical 
bars denote 95% confidence level of the fit. 
 
Figure 12. (a) Stacked envelope function for the 82 sequences immediately before and after 
the mainshocks. (b) Smoothed amplitude for foreshocks (solid gray curve) and 
aftershocks (solid black curve). The dashed black line denotes a least-squares fit to the 
data between 30 and 900 s, with a p value of 0.69. The dotted gray line is generated 
with p = 0.92 (corresponding to the aftershock decay rate at later time, as shown in 
Figure 9) for comparison. The origin time is chosen as the mainshock peak amplitude. 
An increase in amplitude at t ≈ 6 s before the mainshock is due to the mainshock first 
arrival.  
 
Figure 13. Comparison of the observed foreshock (square) and aftershock (circle) decay rates 
in this study. The horizontal bars mark the time range in which the least-squares fitting 
with 1/tp is made. The vertical bars denote 95% confidence level of the fit. 
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Figure 14. Seismicity rate (black line) observed in this study, and a fit (red line) by the rate-
and-state model assuming a Gaussian stress distribution. 
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