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Povzetek
Naslov: Resˇevanje problemov na grafih z izlocˇevalnimi algoritmi
Avtor: Gregor Azˇbe
Diplomska naloga obravnava resˇevanje problemov na grafih s pomocˇjo izlocˇevalnih
algoritmov. Vsebuje teoreticˇno izhodiˇscˇe in eksperimentalno delo. V njem
primerjamo resˇevanje izbranih problemov s pozˇresˇnimi in izlocˇevalnimi al-
goritmi. Ti dve vrsti algoritmov smo preizkusili na problemih dominantne
mnozˇice, barvanja grafov in vozliˇscˇnega pokritja. V nalogi predstavimo pro-
bleme, implementirane algoritme in rezultate primerjav med njimi.
Kljucˇne besede: pozˇresˇni algoritem, izlocˇevalni algoritem, graf.

Abstract
Title: Solving problems in graphs using elimination algorithms
Author: Gregor Azˇbe
This diploma thesis deals with solving problems in graphs using elimination
algorithms. It contains theoretical basis and experimental work. We compare
solving of selected problems using greedy and elimination algorithms. They
were tested on dominating set, graph coloring and vertex cover problems. In
this thesis we present the problems, the implementations and the results of
the comparison between them.
Keywords: greedy algorithm, elimination algorithm, graph.

Poglavje 1
Uvod
Cˇe velja da P 6= NP , potem pri NP -tezˇkih problemih optimalne resˇitve ne
moremo najti v polinomskem cˇasu. Take probleme zato pogosto resˇujemo
s priblizˇnimi algoritmi. Eden od nacˇinov priblizˇnega resˇevanja je uporaba
pozˇresˇnih algoritmov. Njihova prednost je v tem, da hitro pridejo do dopu-
stne resˇitve. S pomocˇjo nasˇe diplomske naloge zˇelimo pozˇresˇne algoritme iz-
boljˇsati. Nasˇ namen je bil z izboljˇsavo dosecˇi boljˇse rezultate, kot s klasicˇnimi
pozˇresˇnimi algoritmi. To smo zˇeleli dosecˇi tako, da smo problem resˇevali v
obratnem vrstnem redu.
Pri pozˇresˇnem algoritmu resˇevanje problema zacˇnemo s prazno mnozˇico
resˇitev. Nato vsakem koraku izberemo trenutno najboljˇso mozˇnost in jo do-
damo v mnozˇico resˇitev. V tej diplomski nalogi pa se ukvarjamo s tako ime-
novanim izlocˇevalnim pristopom, kjer je glavna ideja, da v zacˇetku mnozˇica
resˇitev vsebuje vse elemente, iz katere nato odstranjujemo najslabsˇe ele-
mente. Odstranimo jih lahko le, cˇe je po odstranitvi resˇitev sˇe pravilna.
V tej diplomski nalogi smo preucˇili pozˇresˇne in izlocˇevalne algoritme. Nato
smo jih preizkusili na razlicˇnih problemih na grafih.
Na zacˇetku izdelave diplomske naloge smo izbrali nekaj problemov. Iz-
brali smo probleme dominantne mnozˇice, barvanja grafov in vozliˇscˇnega po-
kritja. Vsi problemi so NP -tezˇki. Nato smo za njih implementirali pozˇresˇni
in izlocˇevalni algoritem ter primerjali rezultate.
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V nadaljevanju si bomo natancˇneje ogledali oba algoritma, ki ju bomo
primerjali. Opisali bomo njune lastnosti in kako v splosˇnem delujeta.
1.1 Pozˇresˇni algoritmi
Pozˇresˇni algoritmi so algoritmi, pri katerih pri vsakem koraku s pomocˇjo he-
vristike izberemo lokalno najboljˇso mozˇnost. Pri tem upamo, da bo najboljˇsa
lokalna mozˇnost vodila v globalni optimum. Na ta nacˇin v vsakem koraku
izlocˇimo velik del mozˇnih resˇitev, ki jih ne obravnavamo.
Za dolocˇene probleme pozˇresˇni algoritem vedno vrne najboljˇso mozˇno
resˇitev. To je v primeru, cˇe za dolocˇen problem izbira lokalnih maksimumov
v zaporedju odlocˇitev, vodi v globalni maksimum. Cˇe lahko dokazˇemo, da to
velja, lahko trdimo, da je za ta problem pozˇresˇni algoritem natancˇen (npr.
Kruskalov algoritem za problem najmanjˇsega vpetega drevesa [5]).
Za vecˇino problemov pa ni nujno, da z uporabo pozˇresˇnega algoritma pri-
demo do optimalnega rezultata. Kljub temu pa se pozˇresˇni algoritmi upora-
bljajo tudi za nekatere take probleme, saj vrnejo dovolj dober rezultat. Ker v
zaporedju odlocˇitev vedno izberejo najboljˇso lokalno mozˇnost in se nanjo vecˇ
ne vracˇajo, so preprosti in ucˇinkoviti. Algoritem pa lahko izboljˇsamo z upo-
rabo razlicˇnih dodatnih hevristik, ki vodijo do uspesˇnejˇsega rezultata. Ena
od njegovih dobrih lastnosti je tudi to, da ga lahko uporabimo za resˇevanje
veliko razlicˇnih problemov.
V splosˇnem algoritem poteka v naslednjih korakih. Najprej inicializiramo
podatkovne strukture, ki jih potrebujemo pri algoritmu. Nato izberemo naj-
boljˇso lokalno mozˇnost. Preverimo, cˇe bo v primeru odlocˇitve za to mozˇnost
resˇitev sˇe pravilna. Cˇe je resˇitev sˇe pravilna, mozˇnost dodamo v resˇitev.
Nato ta postopek ponavljamo, dokler nismo zadovoljni z resˇitvijo.
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Algoritem 1: Pozˇresˇni algoritem
Vhod: I
Izhod: S
inicializacija()
while nismo zadovoljni z resˇitvijo do
x← NajboljsaLokalnaMoznost(I)
if JeV eljavno(S, x) then
S ← S ∪ x
1.2 Izlocˇevalni algoritmi
V tej tocˇki bomo predstavili izlocˇevalne algoritme. Njihov namen je izboljˇsati
resˇevanje problemov, ki jih resˇujemo s pozˇresˇnimi algoritmi.
Pri izlocˇevalnih algoritmih resˇevanje problema zacˇnemo z mnozˇico vseh
mozˇnosti. Nato v vsakem koraku izlocˇimo trenutno najslabsˇo mozˇnost. Mozˇnost
lahko izlocˇimo le, cˇe je po izlocˇitvi resˇitev sˇe veljavna. Cˇe resˇitev v primeru
izlocˇanja ni pravilna, mozˇnost dodamo v mnozˇico resˇitev.
Algoritem 2: Izlocˇevalni algoritem
Vhod: input data I
Izhod: solution S
init()
S ← I
while notSatisfied(S) do
x← WorstLocalOption(I)
if canEliminate(I, x) then
I ← I − x
else
S ← S ∪ x
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1.3 Osnovni pojmi
Graf G(V,E) je podatkovna struktura, ki je definirana z mnozˇico vozliˇscˇ V
in povezav E ⊆ V × V .
Sosesˇcˇina N (v) vozliˇscˇa v ∈ V v grafu G(V, E) je mnozˇica, ki vsebuje
vsa sosednja vozliˇscˇa vozliˇscˇa v.
Definicija 1.3.1 Sosesˇcˇina vozliˇscˇa
Naj bo G(V,E) neusmerjen graf. Sosesˇcˇina N (v) = {u ∈ V | (u, v) ∈ E}
predstavlja mnozˇico vseh sosednjih vozliˇscˇ vozliˇscˇa v.
Stopnja vozliˇscˇa deg(v) je sˇtevilo vozliˇscˇ, ki so sosednja vozliˇscˇu v.
Definicija 1.3.2 Stopnja vozliˇscˇa
Stopnja deg(v) vozliˇscˇa v je mocˇ sosesˇcˇine N (v) vozliˇscˇa v, t.j. deg(v) =
|N (v)|.
Najvecˇja stopnja grafa je enaka stopnji vozliˇscˇa z najvecˇjo stopnjo.
Definicija 1.3.3 Najvecˇja stopnja grafa
Najvecˇja stopnja ∆(G) grafa G(V,E) je enaka max(deg(v) : v ∈ V ).
1.4 Pregled vsebine
V nadaljevanju bomo opisali izbrane probleme in implementirane algoritme
za te probleme.
Najprej si bomo ogledali problem dominantne mnozˇice. Opisali bomo,
kako delujeta pozˇresˇni in izlocˇevalni algoritem za ta problem. Primerjali
bomo rezultate merjenja uspesˇnosti in ucˇinkovitosti.
Nato si bomo ogledali problem barvanja grafov. Problem bomo opisali in
si ogledali pozˇresˇni ter izlocˇevalni algoritem. Pri izlocˇevalnem algoritmu si
bomo ogledali sˇe podatkovno strukturo disjunktnih mnozˇic, ki smo jo upo-
rabili za izboljˇsanje ucˇinkovitosti. Nato bomo sˇe primerjali uspesˇnost in
ucˇinkovitost obeh algoritmov.
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Kot zadnji problem si bomo ogledali sˇe problem vozliˇscˇnega pokritja. Pri
tem problemu bomo prav tako pogledali, kako delujeta pozˇresˇni in izlocˇevalni
algoritem. Nato si bomo na primeru ogledali, zakaj z izlocˇevalnim algoritmom
pricˇakujemo boljˇse rezultate. Na koncu si bomo ogledali sˇe primerjavo obeh
algoritmov.
Na koncu diplomske naloge bomo v zakljucˇku povzeli opravljeno delo in
rezultate opravljenih meritev. Nato bomo predstavili sˇe mozˇnosti nadaljeva-
nja raziskovalnega dela na tem podrocˇju.
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Poglavje 2
Najmanjˇsa dominantna
mnozˇica
V tem poglavju predstavimo problem najmanjˇse dominantne mnozˇice.
Problem najmanjˇse dominantne mnozˇice je optimizacijski problem. Pri
tem problemu moramo za podani graf najti najmanjˇso dominantno mnozˇico.
Vozliˇscˇe v dominantni mnozˇici pokrije samo sebe in svoja sosednja vozliˇscˇa.
Tako morajo vozliˇscˇa, ki so v tej mnozˇici, pokriti vsa vozliˇscˇa v grafu.
Problem najmanjˇse dominantne mnozˇice ima veliko uporabnih aplikacij.
Ena od aplikacij tega problema je uporabna pri analizi socialnih omrezˇij.
Cˇe zˇelimo ljudi hitro obvestiti o kaksˇnem dogodku, npr. o naravni nesrecˇi,
lahko to storimo hitreje, cˇe poznamo dominantno mnozˇico grafa socialnega
omrezˇja za obvesˇcˇanje. V tem grafu vsako vozliˇscˇe predstavlja eno osebo,
povezava med dvema vozliˇscˇema pa pomeni, da lahko komunicirata direktno.
Novico tako lahko sporocˇimo le osebam v dominantni mnozˇici, te pa sporocˇilo
posredujejo vsem, s katerimi lahko komunicirajo direktno. Na tak nacˇin
novica dosezˇe vse ljudi v omrezˇju [2].
Dominantno sˇtevilo grafa γ(G) je velikost najmanjˇse dominantne mnozˇice
za graf G.
Problem dominantne mnozˇice je NP -tezˇek. Ker ne vemo, ali velja P =
NP , zanj sˇe ne poznamo algoritma, ki bi ga resˇil v polinomskem cˇasu. V
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nadaljevanju bomo obravnavali dva priblizˇna algoritma, ki resˇujeta dani pro-
blem.
2.1 Definicija problema
Dominantna mnozˇica je taka podmnozˇica vozliˇscˇ, da ima vsako vozliˇscˇe v
grafu vsaj eno sosednje vozliˇscˇe, ki pripada tej mnozˇici, ali pa je vozliˇscˇe
samo del te mnozˇice [10].
Definicija 2.1.1 Dominantna mnozˇica
Naj bo G(V,E) graf. Mnozˇica D ⊆ V (G) je dominantna mnozˇica, cˇe za
vsako vozliˇscˇe v ∈ V (G)−D velja ∃u ∈ N (v) : u ∈ D.
Dominantnih mnozˇic je v poljubnem grafu lahko veliko. Na spodnji
sliki 2.1 je primer grafa, pri katerem je priblizˇno 60 razlicˇnih dominantnih
mnozˇic. Ena od dominantnih mnozˇic je npr. {1, 2, 3, 7} ali pa {2, 4, 6,
7}. Mnozˇica z vsemi vozliˇscˇi v grafu je vedno dominantna mnozˇica. Tudi
najmanjˇsih dominantnih mnozˇic je lahko vecˇ. V grafu na sliki 2.1 jih je 12.
Dve od teh sta mnozˇici {2, 3, 6} in {1,4,7}.
Slika 2.1: Dominantna mnozˇica
2.2 Pozˇresˇni algoritem
Pozˇresˇni algoritem obdeluje vozliˇscˇa od vozliˇscˇa z najvecˇjim sˇtevilom sosedov
do tistega z najmanjˇsim. V vsakem koraku se trenutno vozliˇscˇe doda v
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dominantno mnozˇico. Nato se izbriˇse iz grafa in poleg tega sˇe vsi njegovi
sosedi. Ta vozlicˇa izbriˇsemo zato, ker so pokrita in jih v nadaljevanju ni
potrebno vecˇ obravnavati.
Vozliˇscˇa obdelujemo po stopnji nenarasˇcˇajocˇe, ker tako pokrijemo najvecˇ
vozliˇscˇ v trenutnem koraku algoritma. S tovrstno hevristiko dosezˇemo, da je
potrebno cˇim manj vozliˇscˇ za to, da pokrijemo celoten graf.
Algoritem 3: Pozˇresˇni algoritem iskanja dominantne mnozˇice
Vhod: G(V,E)
Izhod: D
D ← ∅
while V 6= ∅ do
v ← vozliˇscˇe z najvecˇjim sˇtevilom sosedov
D ← D ∪ {v}
Izbriˇsi v in N (v) iz G
Glavna zanka naredi O(n) korakov, brisanje vozliˇscˇ v vsakem koraku
glavne zanke pa prav tako O(n). Torej je cˇasovna zahtevnost algoritma
O(n2).
2.3 Izlocˇevalni algoritem
Izlocˇevalni algoritem za dominantno mnozˇico je opisan v [7, 8]. V tem podpo-
glavju bomo preucˇili ta algoritem in ga nato primerjali s klasicˇnim pozˇresˇnim
algoritmom.
Izlocˇevalni algoritem za problem dominantne mnozˇice uporablja dve pomozˇni
podatkovni strukturi. Prva je polje covCnt, druga pa polje score.
V polju covCnt imamo zapisano, koliko vozliˇscˇ trenutno pokriva posame-
zno vozliˇscˇe. V zacˇetku za vsako vozliˇscˇe v polje covCnt zapiˇsemo sˇtevilo
sosednjih vozliˇscˇ. Temu sˇtevilu priˇstejemo ena, saj vsako vozliˇscˇe pokriva
tudi samo sebe.
V polju score pa imamo zapisano oceno posameznega vozliˇscˇa. Z njo
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algoritem izbire najbolj primerno vozliˇscˇe za procesiranje. Na zacˇetku je to
polje enako covCnt.
Algoritem se ponovi n-krat, cˇe je n sˇtevilo vseh vozliˇscˇ v grafu. V vsakem
koraku algoritem izbere vozliˇscˇe v z najmanjˇso oceno v polju score. Nato
preveri, cˇe ima katero od sosednjih vozliˇscˇ v polju covCnt vrednost 1. Cˇe
tako vozliˇscˇe obstaja, pomeni, da je vozliˇscˇe v edino, ki sˇe lahko pokrije
tako vozliˇscˇe. Torej se mora trenutno vozliˇscˇe dodati v dominantno mnozˇico.
Nato se covCnt za vsa sosednja vozliˇscˇa nastavi na 0. S tem oznacˇimo, da je
vozliˇscˇe zˇe pokrito.
Cˇe tako vozliˇscˇe ne obstaja, vozliˇscˇa v ne potrebujemo v dominantni
mnozˇici. Ker je zaradi vrstnega reda procesiranja vozliˇscˇe v najmanj pri-
merno za resˇitev, ga iz resˇitve odstranimo. To storimo tako, da za trenutno
in vsa sosednja vozliˇscˇa vrednost v polju covCnt zmanjˇsamo za 1. Tako
dosezˇemo, da vozliˇscˇe v ne pokriva vecˇ sebe in sosednjih vozliˇscˇ.
Ocena vozliˇscˇa v in njegovih sosednjih vozliˇscˇ pa se poviˇsa za ena in tako
se ta vozliˇscˇa pomaknejo proti koncu vrste za procesiranje.
Na koncu glavne zanke oceno vozliˇscˇa v nastavimo na neskoncˇno in tako
dosezˇemo, da se ta vozliˇscˇa ne procesirajo vecˇ.
Osnovna zanka ima cˇasovno zahtevnost O(n), ker se sprehodi cˇez vsa
vozliˇscˇa v grafu. Pri iskanju vozliˇscˇa z najnizˇjo vrednostjo Score moramo
preveriti vsa vozliˇscˇa v grafu. Za popravljanje polj Score in CovCnt v vsakem
koraku pa O(d), cˇe je d sˇtevilo sosednjih vozliˇscˇ. Ker vedno velja da d < n, je
cˇasovna zahtevnost znotraj osnovne zanke O(n). Torej je cˇasovna zahtevnost
tega algoritma O(n2).
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Algoritem 4: Izlocˇevalni algoritem iskanja dominantne mnozˇice
Vhod: G(V,E)
Izhod: D
for v ∈ V (G) do
CovCnt[v]← deg(v) + 1
Score← CovCnt
D ← ∅
repeat V (G) times
v ← vozliˇscˇe z najnizˇjo vrednostjo v polju Score
if ∃u ∈ N (v) : CovCnt[u] = 1 then
D ← u
for u ∈ N(u) do
CovCnt[u]← 0
else
for u ∈ N(v) do
if CovCnt[v] > 0 then
CovCnt[u]−−
Score[u] + +
Score[v]←∞
2.4 Izvajanje meritev
V tem poglavju bomo opisali, kako smo izvajali primerjave algoritmov. Opi-
sali bomo testno okolje, ki smo ga pri tem uporabljali in kaksˇne testne primere
smo uporabili.
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2.4.1 Testno okolje
Vse algoritme smo implementirali v programskem jeziku Java. Testirali smo
na osebnem racˇunalniku HP ProBook 470 z operacijskim sistemom Windows
10. Procesor tega racˇunalnika je Intel R© CoreTM i5-4210U CPU s frekvenco
1,70 - 2,40 GHz. Velikost delovnega pomnilnika pa je 8 GB. Velikost pred-
pomnilnika L2 je 265 kB, L3 pa 3 MB.
2.4.2 Generiranje vhodnih podatkov
Za namene primerjanja algoritmov smo potrebovali testne grafe. Naredili
smo generator nakljucˇnih grafov. Generator sprejme sˇtevilo vozliˇscˇ n in po-
vezav m. Nato generator zgenerira n vozliˇscˇ in m povezav med nakljucˇno iz-
branimi vozliˇscˇi. Povezave nakljucˇno razporedi tako, da izbere dve nakljucˇni
med seboj razlicˇni vozliˇscˇi u in v. Nato preveri, cˇe povezava med tema vo-
zliˇscˇema sˇe ne obstaja, in jo v tem primeru doda. Ta postopek ponavlja,
dokler ne vstavi m povezav.
Pri vsakem problemu je generator zgeneriral vecˇ razlicˇnih grafov. Nato
smo za vsak graf G pognali pozˇresˇni in izlocˇevalni algoritem za izbrani pro-
blem. Pri tem smo graf G uporabili kot vhod algoritma. Pri problemu
dominantne mnozˇice je zgeneriral grafe s 1000 vozliˇscˇi. Nato je pri vsakem
naslednjem poskusu generiral graf s 1000 vecˇ vozliˇscˇi, dokler ni priˇsel do
10.000 vozliˇscˇ. Vsi grafi so gostote 0,05. To pomeni, da je v grafu 5% od
vseh mozˇnih povezav v grafu.
Pri tem je pri vsakem poizkusu grafa generator zgeneriral 10 razlicˇnih gra-
fov s tako velikostjo. Na vsakem smo preizkusili oba algoritma. V graficˇnem
prikazu v eksperimentalni primerjavi algoritmov vsaka pika predstavlja me-
ritev enega od teh grafov.
Pri primerjavi uspesˇnosti na graficˇnem prikazu s cˇrto prikazujemo pov-
precˇje meritev. Pri primerjavi ucˇinkovitosti pa smo naleteli na tezˇavo pri
meritvah. Zaradi sprosˇcˇanja pomnilnika (angl. garbage collection) je kaksˇna
izmerjena vrednost precej odstopala [4]. Ta problem smo omilili tako, da smo
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namesto povprecˇja izracˇunali mediano meritev. Tako smo s tem zmanjˇsali
vpliv prevelikih vrednosti. Tako cˇrta na graficˇnem prikazu primerjave ucˇinkovitosti
algoritmov predstavlja mediano meritev.
2.5 Eksperimentalna primerjava algoritmov
Naredili smo primerjavo obeh algoritmov. Ugotovili smo, da je izlocˇevalni
algoritem vedno vrnil boljˇsi rezultat od pozˇresˇnega algoritma. To lahko vi-
dimo na graficˇni predstavitvi rezultatov na sliki 2.2. Vecˇji kot je graf, vecˇja
je razlika v njuni uspesˇnosti. Torej lahko iz rezultatov merjenja sklepamo,
da je izlocˇevalni algoritem uspesˇnejˇsi od pozˇresˇnega.
Slika 2.2: Primerjava uspesˇnosti algoritmov
Iz slike 2.3 je razvidno, da v vecˇini primerov izlocˇevalni algoritem potre-
buje vecˇ cˇasa za izvajanje. Torej je po ucˇinkovitosti pozˇresˇni algoritem boljˇsi
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od izlocˇevalnega.
Slika 2.3: Primerjava ucˇinkovitosti algoritmov
To pomeni, da lahko z uporabo izlocˇevalnih algoritmov pridemo do boljˇsega
rezultata pri iskanju dominantne mnozˇice. To lahko dosezˇemo le za ceno
ucˇinkovitosti. Torej, cˇe nam je uspesˇnost bolj pomembna od ucˇinkovitosti,
je izbira izlocˇevalnega algoritma primernejˇsa od pozˇresˇnega.
Poglavje 3
Barvanje grafov
Naslednji problem, s pomocˇjo katerega smo primerjali pozˇresˇni in izlocˇevalni
algoritem, je problem barvanja grafov. Barvanje grafov je oznacˇevalni pro-
blem na grafu. Nasˇ namen je oznacˇiti vsa vozliˇscˇa v grafu. Pri tem moramo
uposˇtevati, da nobeno vozliˇscˇe ne sme imeti sosednjega vozliˇscˇa, ki bi bilo
oznacˇeno z enako oznako, kot je oznacˇeno samo. Graf moramo torej oznacˇiti
tako, da nobeni dve sosednji vozliˇscˇi nimata enake oznake. Tem oznakam
recˇemo barve, zato se problem imenuje barvanje grafov.
Kromaticˇno sˇtevilo χ(G) je najmanjˇse sˇtevilo barv, s katerimi lahko po-
barvamo graf G. Namen nasˇega algoritma je, da z njegovo pomocˇjo minimi-
ziramo sˇtevilo barv in se tako cˇimbolj priblizˇamo kromaticˇnemu sˇtevilu.
Za implementacijo grafa v obeh algoritmih smo uporabili seznam sosedno-
sti. Razlog za to je bil v tem, da algoritma pogosto dostopata do sosednjih
vozliˇscˇ. Tako je bilo potrebno za boljˇso ucˇinkovitost izboljˇsati cˇasovno zah-
tevnost te operacije.
Cˇe je graf G(V,E)) predstavljen z matriko sosednosti, je pridobivanje
sosednjih vozliˇscˇ manj ucˇinkovito. Cˇe zˇelimo dobiti sosednja vozliˇscˇa vozliˇscˇa
v ∈ V , moramo za vsako vozliˇscˇe v grafu preveriti, cˇe je sosednje vozliˇscˇu v.
Cˇasovna zahtevnost pridobitve seznama sosednjih vozliˇscˇ je tako O(n), cˇe je n
sˇtevilo vozliˇscˇ v grafu G. Cˇe pa je G predstavljen z seznamom sosednosti, pa
imamo za vsako vozliˇscˇe seznam vseh sosedov in lahko do seznama direktno
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dostopamo. Tako lahko do seznama sosednjih vozliˇscˇ dostopamo v cˇasu O(1).
3.1 Definicija problema
Pri barvanju grafov moramo vsa vozliˇscˇa v grafu pobarvati z razlicˇnimi bar-
vami. Pri tem moramo uposˇtevati, da noben par sosednjih vozliˇscˇ ne sme
biti enake barve.
Definicija 3.1.1 Barvanje grafov
Naj bo G(V,E) graf. Pravilno barvanje grafa je oznacˇevanje vozliˇscˇ grafa
z barvami tako, da noben par sosednjih vozliˇscˇ ni enake barve.
Pri problemu barvanja grafov moramo graf pobarvati tako, da pri tem
uporabimo cˇim manj barv [9].
Definicija 3.1.2 Problem barvanje grafov
Naj bo G(V,E) graf. Problem barvanja grafov je optimizacijski problem,
pri katerem zˇelimo graf pravilno pobarvati tako, da pri tem uporabimo cˇimmanj
barv.
3.2 Pozˇresˇni algoritem
Pozˇresˇni algoritem za barvanje grafov je zelo preprost. Za vsako vozliˇscˇe v ∈
V poiˇscˇe nekonfliktno barvo in vozliˇscˇe v pobarva s to barvo. Nekonfliktna
barva za vozliˇscˇe v je tista, s katero ni pobarvano nobeno sosednje vozliˇscˇe
vozliˇscˇa v [3].
V nasˇi implementaciji pozˇresˇnega algoritma so barve predstavljene s sˇtevilom.
Vsako sˇtevilo predstavlja svojo barvo.
V vsakem koraku se vozliˇscˇe oznacˇi z najmanjˇso sˇtevilko, s katero ni
oznacˇeno nobeno sosednje vozliˇscˇe.
Za izboljˇsanje ucˇinkovitosti smo algoritmu dodali hevristiko na podlagi
urejanja vozliˇscˇ. Pozˇresˇni algoritem vracˇa boljˇse rezultate, cˇe vozliˇscˇa ure-
Diplomska naloga 17
dimo nepadajocˇe ali nenarasˇcˇajocˇe. V nasˇi implementaciji se algoritem spre-
hodi cˇez vsa vozliˇscˇa v grafu po stopnji nepadajocˇe. To pomeni, da vozliˇscˇa
obdeluje od vozliˇscˇa z najmanjˇsim sˇtevilom sosedov do vozliˇscˇa z najvecˇjim
sˇtevilom sosedov.
Algoritem 5: Pozˇresˇni algoritem barvanja grafov
Vhod: G(V,E)
Izhod: colors
for v ∈ G po stopnji nepadajocˇe do
color ← 1
while ∃u ∈ N (v) : colors[u] = color do
color++;
color[v]← color
Glavna zanka se izvede n-krat, ker se algoritem sprehodi cˇez vsa vozliˇscˇa.
V najslabsˇem primeru mora algoritem za iskanje proste barve iti cˇez vse
razlicˇne barve, s katerimi so pobarvana sosednja vozliˇscˇa. Tako mora za vsako
od teh barv preveriti, cˇe je katero sosednje vozliˇscˇe pobarvano s to barvo.
Sˇtevilo razlicˇnih barv, s katerimi so pobarvana sosednja vozliˇscˇa, je vedno
manjˇse od sˇtevila vseh sosednjih vozliˇscˇ. Torej lahko trdimo, da je cˇasovna
zahtevnost operacije iskanja proste barve O(d2), cˇe je d stopnja vozliˇscˇa.
Torej je cˇasovna zahtevnost tega algoritma O(nd2), cˇe je d najvecˇja stopnja
grafa. Ker je najmanjˇsa stopnja grafa vedno manjˇsa od sˇtevila vozliˇscˇ, velja
d < n. Torej lahko trdimo, da je cˇasovna zahtevnost tega algoritma O(n3)
3.3 Izlocˇevalni algoritem
Izlocˇevalni algoritem na zacˇetku vsako vozliˇscˇe v grafu G pobarva z drugo
barvo. Mnozˇica C vsebuje vse barve, s katerimi so pobarvana vozliˇscˇa v grafu
G.
Nato se algoritem sprehodi cˇez vse barve c1 ∈ C in preverja, cˇe jih lahko
odstrani. Cˇe katero barvo lahko odstrani, jo zdruzˇi z drugo ne konfliktno
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barvo c2. Barvi zdruzˇi tako, da barvo c1 izbriˇse. Nato pa vozliˇscˇa, ki so bila
pobarvana z barvo c1, pobarva z barvo c2.
Barvo c1 lahko odstrani, cˇe obstaja kaksˇna taka barva c2, da sta barvi
c1 in c2 nekonfliktni. Barvi c1 in c2 sta konfliktni, cˇe po zdruzˇevanju barv
barvanje ne bi bilo vecˇ pravilno. To bi se zgodilo v primeru, cˇe bi po zdruzˇitvi
teh dveh barv obstajali sosednji vozliˇscˇi pobarvani z isto barvo. Torej mora
algoritem preveriti, cˇe je katero od vozliˇscˇ, pobarvano z barvo c1, sosednje
vozliˇscˇu, pobarvanemu z barvo c2
Torej se za preverjanje konfliktnosti barv c1 in c2, algoritem sprehodi cˇez
vsa sosednja vozliˇscˇa vozliˇscˇ, ki so pobarvana z barvo c1. Za vsako tako
vozliˇscˇe se preveri, cˇe je pobarvano z barvo c2. Cˇe ne obstaja nobeno tako
vozliˇscˇe, vozliˇscˇi c1 in c2 nista konfliktni in se lahko zdruzˇita.
Za izboljˇsanje uspesˇnosti algoritma smo dodali hevristiko pri vrstnem
redu procesiranja barv. Tako algoritem pri procesiranju po vrsti hevristicˇno
izbira vozliˇscˇa. Prioritetno izbira barve, za katere je najmanj verjetnosti, da
so zdruzˇljive z kaksˇno drugo barvo. Intuitivno smo dolocˇili, da cˇe je vsota
stopenj vozliˇscˇ barve c1 viˇsja od vsote stopenj vozliˇscˇ barve c2, je za barvo
c1 manj verjetno, da bo zdruzˇljiva s katerokoli drugo barvo.
Tudi pri preverjanju konfliktnosti barv smo uporabili enako hevristiko.
Pri tem algoritem ne preverja barv, za katera je zˇe preveril zdruzˇljivost z
vsemi ostalimi barvami.
Z vrstnim redom procesiranja smo dosegli, da algoritem najprej poizkusˇa
zdruzˇiti barve, za katere je najmanj mozˇnosti, da se bodo lahko zdruzˇile.
Za boljˇso ucˇinkovitost smo za implementacijo algoritma uporabili po-
datkovno strukturo disjunktnih mnozˇic. Le-te omogocˇajo hitro zdruzˇevanje
mnozˇic in preverjanje, cˇe vozliˇscˇi pripadata isti mnozˇici.
Pri pozˇresˇnem algoritmu smo za predstavitev barv uporabili polje s sˇtevili.
Vsaka sˇtevilka predstavlja barvo, s katero je pobarvano vozliˇscˇe. Pri izlocˇevalnem
algoritmu pa smo za predstavitev barv uporabili mnozˇico disjunktnih mnozˇic.
Vsaka mnozˇica predstavlja svojo barvo in vsebuje vozliˇscˇa, ki so pobarvana s
to barvo. Tako je racˇunanje vsot stopenj vozliˇscˇ, ki pripadajo dolocˇeni barvi
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bolj ucˇinkovito.
Algoritem 6: Izlocˇevalni algoritem barvanja grafov
Vhod: G(V,E)
Izhod: C
C ← ∅
for v ∈ V do
C[v]← {v}
C1 ← C
while C1 6= ∅ do
c1 ← barva z najvecˇjo vsoto stopenj vozliˇscˇ iz C1
C1 ← C1 − c1
C2 ← C1
while C2 6= ∅ do
c2 ← barva z najvecˇjo vsoto stopenj vozliˇscˇ iz C2
C2 ← C2 − c2
if ∀v1 ∈ c1,∀v2 ∈ c2 : v1 /∈ N (v2) then
c2 ← c2 ∪ c1
C ← C − c1
break
Algoritem se sprehodi cˇez vse pare barv v grafu. Zato se preverjanje in
pogojno zdruzˇevanje barv izvedeta O(n2)-krat. Za iskanje barve z najmanjˇso
vsoto stopenj vozliˇscˇ, ki so pobarvana z njo, uporabljamo prioritetno vrsto.
Torej ima pridobivanje te barve cˇasovno zahtevnost O(1).
Pri preverjanju, cˇe lahko zdruzˇimo dve barvi, se moramo sprehoditi skozi
vsa sosednja vozlicˇa vozliˇscˇ pobarvanih z dolocˇeno barvo. Pri tem moramo
vsako vozliˇscˇe primerjati z vsemi vozliˇscˇi druge barve. Tako je cˇasovna zah-
tevnost te operacije O(n2). Pri tem smo si pomagali s podatkovno strukturo
disjunktnih mnozˇic. Z njeno pomocˇjo lahko za dve vozliˇscˇi bolj ucˇinkovito
preverimo, cˇe se nahajata v isti mnozˇici. Amortizirana cˇasovna zahtevnost
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te operacije je O(α(n)), cˇe je α inverzna Ackermannova funkcija [1]. Tako
ni potrebno vozliˇscˇ, ki so sosednja vozliˇscˇem, pobarvanim z dolocˇeno barvo,
primerjati z vsemi vozliˇscˇi druge barve. Vozliˇscˇa, ki so sosednja vozliˇscˇem,
pobarvanim z dolocˇeno barvo lahko primerjamo le z enim vozliˇscˇem druge
barve in preverimo, cˇe se nahajajo v isti mnozˇici. Tako je cˇasovna zahtev-
nost preverjanja mozˇnosti zdruzˇevanja barvO(nα(n)). Amortizirana cˇasovna
zahtevnost zdruzˇevanja disjunktnih mnozˇic je O(α(n)).
Torej je cˇasovna zahtevnost nasˇega izlocˇevalnega algoritma za barvanje
grafov O(n3α(n)).
Disjunktne mnozˇice Pri izlocˇevalnem algoritmu smo uporabili podat-
kovno strukturo disjunktnih mnozˇic.
Mnozˇici sta disjunktni, kadar nimata skupnih elementov. Torej je njun
presek prazna mnozˇica.
Definicija 3.3.1 Mnozˇici M in N sta disjunktni, kadar velja M ∩N = ∅.
Podatkovno strukturo disjunktne mnozˇice predstavlja mnozˇica mnozˇic,
ki so med seboj paroma disjunktne. Podpira operacije ustvarjanja mnozˇic,
unije in iskanja v skoraj konstantnem cˇasu.
Definicija 3.3.2 Podatkovna struktura disjunktne mnozˇice je mnozˇica takih
mnozˇic M, da velja ∀Mi ∈M,∀Mj ∈M,Mi 6= Mj, @x : x ∈Mi ∧ x ∈Mj.
Podatkovno strukturo disjunktnih mnozˇic smo uporabili pri algoritmu
barvanja grafov, da smo z njo preverili, cˇe sta dve vozliˇscˇi iste barve.
3.4 Eksperimentalna primerjava algoritmov
Naredili smo eksperimentalno primerjavo obeh algoritmov.
Pri problemu barvanja grafov smo uporabili enako testno okolje, kot pri
problemu dominantne mnozˇice.
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Za vhodne podatke pa smo uporabili grafe s 2000 vozliˇscˇi in 100.000
povezavami. Pri vsakem naslednjem poskusu smo uporabili graf s 100.000
dodatnimi povezavami. To smo ponavljali do grafa s 1.000.000 povezavami.
Torej smo generirali grafe z gostotami 0.025, 0.05, 0.075, ..., 0.25. Testiranje
pa je potekalo na enak nacˇin kot pri problemu dominantne mnozˇice.
Ugotovili smo, da je uspesˇnost pri obeh algoritmih zelo podobna. To
lahko vidimo na sliki 3.1.
Slika 3.1: Primerjava uspesˇnosti algoritmov
Pozˇresˇni algoritem vrne priblizˇno enako dober rezultat kot izlocˇevalni
algoritem, a je v primerjavi z njim ucˇinkovitejˇsi.
Iz tega lahko sklepamo, da je pri primeru barvanja grafov, bolje uporabiti
klasicˇni pozˇresˇni algoritem.
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Slika 3.2: Primerjava ucˇinkovitosti algoritmov
Poglavje 4
Najmanjˇse vozliˇscˇno pokritje
Problem vozliˇscˇnega pokritja je problem pokrivanja na grafu. Pri tem pro-
blemu moramo poiskati tako podmnozˇico vozliˇscˇ v grafu, da z njo pokrijemo
vse povezave v grafu. Optimizacijski problem, ki izhaja iz problema vo-
zliˇscˇnega pokritja, je problem najmanjˇsega vozliˇscˇnega pokritja. Pri tem
problemu zˇelimo minimizirati mocˇ mnozˇice vozliˇscˇnega pokritja.
Problem najmanjˇsega vozliˇscˇnega pokritja je minimizacijski problem. Ma-
ksimizacija tega problema pa ne bi bila smiselna, saj je najvecˇje vozliˇscˇno
pokritje v grafu enako mnozˇici vseh vozliˇscˇ v grafu.
4.1 Definicija problema
Pri problemu vozliˇscˇnega pokritja moramo najti taka vozliˇscˇa, da pokrijemo
vse povezave v grafu. Z vozliˇscˇem v lahko pokrijemo njene sosednje povezave.
Sosednje povezave grafa so tiste, ki vozliˇscˇe v povezujejo z sosednjimi vozliˇscˇi.
Definicija 4.1.1 Naj bo G(V,E) neusmerjen graf. Vozliˇscˇno pokritje S ⊆ V
grafa G(V,E) je taka mnozˇica vozliˇscˇ, da za vse povezave (u, v) ∈ E velja
u ∈ S ∨ v ∈ S.
Pri problemu najmanjˇsega vozliˇscˇnega pokritja iˇscˇemo najmanjˇse vozliˇscˇno
pokritje v grafu.
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Na enem grafu imamo lahko vecˇ vozliˇscˇnih pokritij. Prav tako imamo
lahko tudi vecˇ najmanjˇsih vozliˇscˇnih pokritij. Na sliki 4.1 vidimo graf, na
katerem je z zeleno barvo oznacˇeno vozliˇscˇno pokritje. To je eno od mozˇnih
vozliˇscˇnih pokritij, ki je hkrati tudi najmanjˇse. Na tem grafu imamo tudi
vozliˇscˇno pokritje {1, 2, 4}, ki je tudi najmanjˇse. Prav tako je vozliˇscˇno
pokritje tega grafa tudi {1, 2, 3, 4}. V tem primeru pa to ni najmanjˇse
vozliˇscˇno pokritje.
Slika 4.1: Primer vozliˇscˇnega pokritja
4.2 Pozˇresˇni algoritem
Pozˇresˇni algoritem obdeluje vozliˇscˇa od vozliˇscˇa z najvecˇjim sˇtevilom sosedov
do tistega z najmanjˇsim. V vsakem koraku se za vozliˇscˇe v preveri, cˇe ima
kaksˇno sosednje vozliˇscˇe in cˇe ga ima, se vozliˇscˇe v doda v resˇitev. Nato
vozliˇscˇe v izbriˇse iz grafa.
Vozliˇscˇa obdelujemo po stopnji nenarasˇcˇajocˇe, ker lahko tako v vsakem
koraku algoritma pokrijemo najvecˇ povezav. S to hevristiko zˇelimo dosecˇi,
da s cˇim manj vozliˇscˇi pokrijemo celoten graf.
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Algoritem 7: Pozˇresˇni algoritem iskanja najmanjˇsega vozliˇscˇnega
pokritja
Vhod: G(V,E)
Izhod: C
C ← ∅
while V 6= ∅ do
v ← vozliˇscˇe z najvecˇjim sˇtevilom sosedov
if deg(v) 6= 0 then
C ← C ∪ {v}
G = G− v
Osnovna zanka se izvede v n korakih. Za iskanje vozliˇscˇa z najvecˇjim
sˇtevilom sosedov, bi morali iti cˇez vsa vozliˇscˇa v grafu. Cˇasovna zahtevnost
te operacije je O(n). Zato smo izboljˇsali ucˇinkovitost tako, da na zacˇetku
vozliˇscˇa uredimo. Cˇasovna zahtevnost urejanja je O(n log n) [6]. Torej je
cˇasovna zahtevnost pozˇresˇnega algoritma za problem vozliˇscˇnega pokritja
O(n log n).
4.3 Izlocˇevalni algoritem
Sedaj si bomo ogledali izlocˇevalni algoritem za problem najmanjˇsega vo-
zliˇscˇnega pokritja. Algoritem najprej zacˇne z vozliˇscˇem z najmanjˇso stopnjo
in ga izlocˇi iz resˇitve. Nato pa vsa njegova sosednja vozliˇscˇa doda v resˇitev,
saj so edina, ki lahko sˇe pokrijejo njegove sosednje povezave.
Na sliki 4.2 vidimo primer vozliˇscˇnega pokritja v primeru uporabe pozˇresˇnega
in izlocˇevalnega algoritma. Na izbranem grafu se dobro vidi prednost izlocˇevalnega
algoritma.
Pozˇresˇni algoritem najprej obdela vozliˇscˇa 1, 2, 3 in 4 ter vsa doda v
resˇitev. Ostalih vozliˇscˇ pa ne doda, ker imajo vse povezave zˇe pokrite.
Izlocˇevalni algoritem pa najprej obdela vozliˇscˇa 5, 6, in 7, ker imajo naj-
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manjˇso stopnjo. Njihova sosednja vozliˇscˇa 2, 3 in 4 doda v resˇitev. Vozliˇscˇa
2, 3 in 4 tako sama pokrivajo svoje sosednje povezave. Na koncu ostane sˇe
vozliˇscˇe 1, ki pa ima zˇe vse sosednje povezave pokrite.
Slika 4.2: Prikaz boljˇsega rezultata izlocˇevalnega algoritma
Izlocˇevalni algoritem obdeluje vozliˇscˇa nepadajocˇe. To pomeni, da najprej
zacˇne z vozliˇscˇi, ki pokrivajo najmanj vozliˇscˇ. Tako vozliˇscˇa po vrstnem redu
odstranjuje iz resˇitve. Ob vsaki odstranitvi vozliˇscˇa v pa mora nato v resˇitev
dodati vsa njegova sosednja vozliˇscˇa. Razlog za to je v tem, da so to edina
vozliˇscˇa, ki lahko poleg vozliˇscˇa v pokrijejo sosednje povezave vozliˇscˇa v.
Algoritem 8: Izlocˇavalni algoritem iskanja dominantne mnozˇice
Vhod: G(V,E)
Izhod: C
C ← ∅
for v ∈ V po stopnji nepadajocˇe do
if v /∈ C then
C ← C ∪N (v)
Cˇasovna zahtevnost tega algoritma je prav tako O(n), saj se algoritem
samo enkrat sprehodi cˇez vsa vozliˇscˇa.
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4.4 Eksperimentalna primerjava algoritmov
Za testiranje in meritve smo uporabili isto testno okolje kot pri ostalih pro-
blemih.
Vhodne podatke smo generirali na enak nacˇin kot pri problemu dominan-
tne mnozˇice. Prav tako je merjenje uspesˇnosti in ucˇinkovitosti potekalo na
enak nacˇin kot pri ostalih problemih. Za primerjavo uspesˇnosti smo uporabili
manjˇse grafe kot pri ostalih problemih. Uporabili smo grafe s 100 do 1000
vozliˇscˇi, ker je v tem primeru na graficˇnem prikazu razlika bolje vidna.
Pri primerjavi obeh algoritmov smo ugotovili, da izlocˇevalni algoritem
vrne boljˇso resˇitev. To lahko vidimo na sliki 4.3.
Slika 4.3: Primerjava uspesˇnosti algoritmov
Na sliki 4.4 pa lahko vidimo, da je izlocˇevalni algoritem bolj ucˇinkovit.
Tako smo ugotovili, da je za vozliˇscˇno pokritje izlocˇevalni algoritem boljˇsi
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Slika 4.4: Primerjava ucˇinkovitosti algoritmov
od pozˇresˇnega.
Poglavje 5
Zakljucˇek
V diplomski nalogi smo predstavili pozˇresˇne algoritme in idejo o mozˇnostih
izboljˇsave le-teh. Izboljˇsavo smo zˇeleli dosecˇi s tem, da bi za resˇevanje pro-
blema uporabili algoritme, ki v vsakem koraku izlocˇijo najslabsˇe mozˇnosti.
Tovrstne algoritme smo poimenovali izlocˇevalni algoritmi. Nato smo oba al-
goritma, pozˇresˇnega in izlocˇevalnega, implementirali na izbranih NP -tezˇkih
problemih na grafu. Na koncu pa smo ju med seboj primerjali po njuni
uspesˇnosti in ucˇinkovitosti. Izbrali smo probleme najmanjˇse dominantne
mnozˇice, barvanja grafov in najmanjˇsega vozliˇscˇnega pokritja.
Za vse probleme smo naredili primerjavo obeh algoritmov. Izkazalo se
je, da je pri vseh problemih izlocˇevalni algoritem dal boljˇse ali enako dobre
rezultate kot pozˇresˇni algoritem. Po ucˇinkovitosti pa je bil boljˇsi pozˇresˇni
algoritem, razen pri vozliˇscˇnem pokritju.
Izkazalo se je, da lahko z izlocˇevalnim algoritmom pri problemu najmanjˇse
dominantne mnozˇice dosezˇemo boljˇse rezultate. To pa lahko dosezˇemo le za
ceno ucˇinkovitosti.
Izlocˇevalni algoritem je bil v primeru dominantne mnozˇice in vozliˇscˇnega
pokritja uspesˇnejˇsi. Vracˇal je ocˇitno boljˇse rezultate. Iz tega lahko vidimo,
da se izlocˇevalni algoritem ocˇitno dobro obnese pri problemih pokrivanja na
grafu, ki smo jih implementirali v tej nalogi. Raziskavo bi bilo smiselno
nadaljevati na takih problemih. Pri problemu barvanja grafov pa sta oba
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algoritma dala priblizˇno enake rezultate. Ker je bila ucˇinkovitost v tem
primeru slabsˇa pri izlocˇevalnem algoritmu, se nam uporaba le-tega ne zdi
smiselna.
Na podlagi rezultatov sklepamo, da je pri problemu vozliˇscˇnega pokri-
tja uporaba izlocˇevalnega algoritma boljˇsa. Prav tako je uporaba smiselna
pri problemu dominantne mnozˇice, a v ta namen zmanjˇsamo ucˇinkovitost
resˇevanja problema. Uporaba pri problemu barvanja grafov pa ni smiselna,
saj z njim niti ne izboljˇsamo rezultata niti ne pospesˇimo resˇevanja problema.
Obstaja sˇe veliko mozˇnosti za raziskovanje na tem podrocˇju. Raziskavo
bi lahko razsˇirili sˇe z drugimi problemi na grafih, npr. kliko ali neodvisno
mnozˇico. Izlocˇevalne algoritme bi lahko mogocˇe uporabili tudi na drugih
optimizacijskih problemih, ki niso na grafih. Ena izmed mozˇnosti nadalje-
vanja bi bila sˇe izboljˇsava napisanih algoritmov, ki so nastali pri izdelavi te
diplomske naloge. Lahko bi na primer izboljˇsali ucˇinkovitost algoritmov s
podatkovno strukturo, ki omogocˇa hitrejˇse operacije.
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