Symbolic regression is the act of determining the ideal equation to fit a given dataset. Symbolic regression problems are typically solved using genetic algorithms. Being a metaheuristic approach to global optimization, genetic algorithms were previously conceived as a panacea solution to most computational problems. The paper presents a methodology to compare symbolic regression algorithms. The combinatorics of the problem space is explored and a novel method is described that allows users to count the number of possible equations in a defined problem space. The generation of full binary trees is discussed using a little known but remarkably simple dense enumeration which maps integers to unique binary trees. Though the set of all possible equations is infinite, the total number of equations is finite and specified once we limit our search to N binary trees, n functions, and m terminals. We provide a methodology to do uniform random sampling from this large but finite set of equations. We examine whether a simple evolutionary algorithm outperforms random search using thousands of randomly generated experiments and leverage arguments from elementary statistics. The methodology is generalizable and can be applied to compare symbolic regression algorithms.
1.

Introduction
In most scientific endeavors, numerical data is accumulated that describes a natural phenomenon. It falls to the researcher to determine the form of the equation that is most appropriate in describing the dataset. Symbolic regression is the process of determining the ideal equation to represent a given dataset. We searched Web of Science and Google Scholar for the term, and it seems to have been coined in the seminal paper introducing genetic programming by Koza (1994) , which partly explains why evolutionary computing is the du jour methodology used in solving symbolic regression problems. Evolutionary algorithms have been extensively studied and adapted to numerous problems of varying complexity. Evolutionary computing has made great strides in its ability to compete with humans in particular problem spaces (Koza 2010) . Few researchers have explored whether there are problems for which evolutionary computing performs worse than does random search; interestingly, an evolutionary approach was used to identify problems in which a random search was more efficacious than evolutionary methods (Oltean 2004) . I was so fortunate as to stumble upon the work of García-Martínez, Rodriguez, and Lozano (2012) who argue for the use of an Arbitrary Function Optimization Framework (AFOF). The AFOF essentially states that algorithms' head to head performance be assessed on a shared large set of problems that are uniformly randomly sampled from the set of all possible problems. They give additional insights, cautiously saying that repeating the solution of a problem using different initial conditions may not be necessary when random number generators are working correctly. I also had the good fortune of finding an obscure blog post which described a novel method of uniquely enumerating binary trees, and I was able to use this method to quickly enumerate the search space of a basic symbolic regression problem. The synthesis of these two findings leads to the present work. The present paper will (1) review the combinatorial nature of the function space through which evolutionary algorithms traverse, (2) present an elegant and computationally efficient method of enumerating the set of possible equations, (3) leverage the machinery of this enumeration technique to perform uniform random sampling from this set of possible equations, and (4) perform a statistical performance comparison between a simple evolutionary algorithm and random search. Throughout, implementation details in the python programming environment are described. To our knowledge, such a simple methodology for the assessment of symbolic regression algorithms has never been presented. Its use is very generalizable, and can be applied to any symbolic regression routine, not only those driven by evolutionary computing. Its basis is in elementary statistics, and should be accessible by novices and technical experts alike.
2.
Methods
The data structure typically used to represent mathematical equations is a binary tree. Each leaf of the tree corresponds to what Koza (1994) labelled a terminal , either a variable or a fitting constant. The other nodes correspond to functions like addition, subtraction, multiplication, division, and power. These functions have an arity , which refers to the number of inputs the function takes. The addition function would have an arity of two, whereas trigonometric functions have an arity of 1. For the sake of keeping the subsequent analysis simple, functions of arity besides two are excluded, but the analysis may be extended to account for such a scenario with some inelegant work. Full binary trees are used to represent the form of equations.
To define an equation, the arrangement of the functions and terminals must be specified. Then, which functions and which terminals to use must be specified. For each binary tree, there are a number of options for the functions being deployed and for each of these options there is then another set of options for the possible terminals to use. It is clear that the number of possible equations grows exponentially, and in this work calculations are shown for this growth.
A. Enumerating binary trees
The following is the methodology of Tychonievich (2013) in mapping integers to unique trees. It is humbly presented in a blog post but deserves preservation in scientific literature. The way to convert the non-negative integer i to a unique binary tree is as follows.
1. If i is zero then return a single terminal , else continue 2. If i is one then return a non-terminal with two terminals as children, else continue 3. Convert i-1 to binary and call this binary number a 4. De-interleave a to its odd and even bits. 5. Convert the binary de-interleaved values to decimal. Refer to the odd bits value, now in decimal, as b , and refer to the even bits value, now in decimal, as c . 6. Return a binary tree for its left child the tree corresponding to i = b and for its right child the tree corresponding to i = c
This recursive relationship is valuable in minimizing the computational work associated with generating complex trees. Notice that b and c are much smaller than i . The shape of a tree is determined by the shape of its children, who are much simpler. It is possible to save to permanent memory the shape of previously mapped values of i , so if the cases of i=b and i=c have already calculated, then the present computation is a mere matter of compiling the two saved results.
B. Enumerating the problem space
Each binary tree i has k_i nodes in which to place functions . There are n functions from which to choose. The number of possible arrangements of functions in the i^th tree is A_i.
Similarly, each binary tree has j_i leaves in which to place terminals . There are m terminals from which to choose. The number of possible arrangements of terminals , in the i^th tree is B_i.
To calculate the number of possible equations for the first N binary trees, take the product of these two expressions and take their sum as i iterates from zero through to N -1 .
The number of possible equations for different use cases can be readily computed once a method is presented which solves for k_i and j_i . Of course, you could evaluate the shape of the i^th tree and simply count the k_i and j_i , but that would entail some computational overhead and is completely lacking in style. Reminding ourselves that k_i is the number of functions in the i^th tree, the value of k_i for i in the domain [0, 99] was computed and searched for in the Online Encyclopedia of Integer Sequences, arriving at sequence A072644. There was not found any explicit equation mapping i to k_i , but leveraging the same recursive relationship found in the work of Tychonievich (2013) , it is possible to calculate k_i and j_i Return to the method of Tychonievich (2013) and examine how k_i changes with i , while tracking b and c . The following is noted: the number of functions in a tree is equal to the sum of the functions in the root's children plus one, except for the case of i equals 0, which is just a single terminal . It is possible to solve for j_i similarly. The number of terminals in a tree is equal to the sum of the number of terminals in the root's children, except for the case of i equals 0. Now, we have a method to solve for j_i and k_i .
C. An example Consider the scenario where there are 3 variables in the dataset: {T, P, }. Suppose the ρ maximum number of fitting parameters is 3: {p1, p2, p2}. In this case, the number of possible terminals, m , is 3 variables + 3 fitting parameters, so m = 6. Suppose it is desired that the model is composed of the following functions {add, subtract, divide, multiply, and power}, then n would be 5. If the search space is limited to the first 1000 tree structures, then N would be 1000. Now, all the independent parameters defining the search space are specified and it is possible to compute for the number of possible equations in the search space. The resulting computation has some error due to the size of the numbers and floating point representation. A random equation will be fully specified when the tree is defined, the specific arrangement of the functions is defined, and the specific arrangement of the terminals is defined. As in the earlier discussion, the tree is defined by the whole number, i , the number of possible arrangements of functions is given by A_i and the number of possible arrangements of the terminals is given by B_i (see equations 1 and 2). If a value for i is specified, a value within [1, A_i ] called r is specified, and a value within [1, B_i ] called s is specified, then it is possible to generate the i^th tree, arrange the functions in the r^th configuration, and arrange the terminals in the s^th configuration, which uniquely specifies the equation. There are some technical challenges associated with finding the r^th configuration of the function arrangements and the s^th configuration of the terminal arrangements. In the Python programming language, the implementation of the itertools.product function returns a generator that allows you to iterate through all the possible arrangements, but if the number of arrangements is very large, then you would want to jump to the r^th configuration, without iterating through all [0, 1, … r ] configurations. This is coded into the approach so as to minimize iterating. A sample random equation is shown as a tree in Figure 1 .
In AFOF, a key point is that the problems should be sampled using a uniform random sampling, so each possible equation has the same probability of being sampled. To specify an equation, there are N possible tree structures, there are A_i possible arrangements of the functions , and B_i arrangements of the terminals. The probability of selecting an equation is (1/N) * (1/ A_i ) * (1/ B_i ). In order to ensure that our sampling is uniform, the random selection of i is adjusted using probability weights, w , where w_i = A_i * B_i : only then are r^i and s^i selected using a random integer generator.
E. Generating experiments
Now that the methodology to randomly create equations is known, it is possible to randomly sample the set of possible equations. For our comparison between random search and evolutionary algorithms, the variable of interest is the proportion of experiments in which the evolutionary algorithm performs better than does random search. For this analysis, a 99% confidence interval is desired with a 1% margin of error. A quick calculation for the sample size in a dichotomous measured variable demonstrates that a sample size of 16589 is needed. The subsequent analysis has 21861 experiments. Each of the experiments has an unstructured dataset with a count of data points between [100, 1000], with each variable randomly sampled from a domain bounded by [-1000, 1000] . For the sake of simplicity, analysis of models with fitting parameters is deferred and all terminals are variables. Our experiments are bound by m is 6 {x0, x1, x2, x3, x4, x5}, n is 5 {add, subtract, multiply, divide, power}, and N = 1000. As shown previously, the problem space includes 14 sextillion equations. The evolutionary algorithm to which comparison is made is the eaSimple algorithm from the popular DEAP package (Fortin et al. 2012) . The probability of crossover is 0.5, and the probability of mutation is 0.1. A population of 300 individuals is evolved for 20 generations. We force the evolutionary algorithm to abide by the search space of the random search. If the evolutionary algorithm evolves an individual whose tree is not within the list of trees generated by the random search, that individual is destroyed and replaced with a valid individual, created using the built-in individual initialization method used by the eaSimple to initialize its population. Depending on the evolution, a variable number of function evaluations are performed for a given run. To keep the algorithms on similar footing, first the evolutionary algorithm is run, and the number of function evaluations is recorded, then the random search is run for the number of function evaluations that the evolutionary algorithm performed. Alternatively, it is reasonable to give both algorithms the same amount of time to run and compare their result, but such an approach would appraise the implementation of each algorithm more than the intrinsic ability of the evolutionary algorithm to gain insights using its evolutionary machinery relative to random search. For each experiment, the best result from both methods is compared. If the evolutionary algorithm result has a lower mean squared error, then the evolutionary algorithm is deemed to outperform the random search in the experiment.
Results and Discussion
The calculation of the number of possible equations is found in Table 1 for the case of N =1000. Similar calculations are performed holding n constant at 5 while iterating through different values of N and the results are found in Table 2 . The number of functions has a greater effect than does the number of terminals on the total number of possible equations, but only slightly. The evolutionary algorithm outperformed random search on 2.2 % of the experiments. In 16.6%
of the experiments, random search outperformed the evolutionary algorithm. In the remaining 80.6%, the scores were tied. The frequencies and relative frequencies of success are listed in Table 3 . The reason for the high rate of ties stems from how we handle equations that evaluate to invalid values like divide by zero. If the evaluation of the true equation led to NaNs, our error handling converts these to very large numbers. When calculating the mean squared error, proposed models would be subtracted from these very large values, and a rounding error would lead to error values that were exactly the original experimental data. If we remove the cases where the models were tied, the evolutionary algorithm outperformed random search in 10.4% (99% CI, 9.9%, 11.0%) of experiments. The null hypothesis, which is that the evolutionary algorithm has equivalent performance to random search within this search space, is rejected. Random search is significantly better than the proposed evolutionary algorithm in this domain of problems.
Conclusions
Future symbolic regression research can use this methodology to evaluate algorithms in a fair manner. Given that we demonstrate how to perform uniformly sampled random search for symbolic regression, practical readers may wish to solve symbolic regression problems using the random search algorithm described herein. To our knowledge, this work is the first systematic enumeration of the symbolic regression search space. In summary, a little known methodology to enumerate binary trees was discussed, a method for computing the number of possible equations within a search space was detailed, a methodology to create uniformly sampled random equations from a large but finite set of possible equations was presented, a general methodology to assess symbolic regression routines was presented, and a large scale experiment was performed comparing simple evolutionary algorithm with random search. It was found that the evolutionary algorithm performed worse than random search. Figure 1: an example equation, generated using the values at the top left of the figure. Figure 2 : the success frequency of the symbolic regression algorithms, ties are mostly due to randomly generated experiments which result in invalid numbers such as division by zero
