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UNIFORM SUBSEQUENTIAL ESTIMATES ON WEAKLY NULL SEQUENCES
M. BRIXEY, R.M. CAUSEY, AND P. FRANKART
Abstract. We provide a generalization of two results of Knaust and Odell from [9] and [10]. We
prove that if X is a Banach space and (gn)
∞
n=1
is a right dominant Schauder basis such that every
normalized, weakly null sequence inX admits a subsequence dominated by a subsequence of (gn)
∞
n=1
,
then there exists a constant C such that every normalized, weakly null sequence in X admits a
subsequence C-dominated by a subsequence of (gn)
∞
n=1
. We also prove that if every spreading
model generated by a normalized, weakly null sequence in X is dominated by some spreading model
generated by a subsequence of (gn)
∞
n=1
, then there exists C such that every spreading model generated
by a normalized, weakly null sequence in X is C-dominated by every spreading model generated
by a subsequence of (gn)
∞
n=1
. We also prove a single, ordinal-quantified result which unifies and
interpolates between these two results.
1. Introduction
The Principle of Uniform Boundedness is one of the cornerstone theorems of Banach space the-
ory. When they are available, uniform estimates are highly desirable. In certain situations, the
prototypical example of which is the Principle of Uniform Boundedness, a certain, non-uniform
bound automatically implies a uniform one. Several instances of such a phenomenon have appeared
([9, 10, 7]), in which the estimates take the form of domination of subsequences of normalized,
weakly null sequences by a fixed basis Let us recall that for sequences (en)
∞
n=1, (fn)
∞
n=1 in possibly
different Banach spaces, we say that (fn)
∞
n=1 C-dominates (en)
∞
n=1 if for any finitely supported scalar
sequence (an)
∞
n=1,
‖
∞∑
n=1
anen‖ 6 C‖
∞∑
n=1
anfn‖.
We say that (fn)
∞
n=1 dominates (en)
∞
n=1 if (fn)
∞
n=1 C-dominates (en)
∞
n=1 for some C.
The following result was shown for c0 in [9] and for ℓp, 1 < p <∞, in [10].
Theorem 1.1. Fix 1 < p < ∞. If X is a Banach space in which every normalized, weakly null
sequence admits a subsequence dominated by the ℓp basis, then there exists a constant C such that
every normalized, weakly null sequence in X has a subsequence C-dominated by the ℓp basis. The
analogous result holds if ℓp is replaced by c0.
Freeman gave the following generalization.
Theorem 1.2. If (vn)
∞
n=1 is any seminormalized Schauder basis and X is some Banach space such
that every normalized, weakly null sequence in X admits a subsequence dominated by (vn)
∞
n=1, then
there exists a constant C such that every normalized, weakly null sequence in X admits a subsequence
C-dominated by (vn)
∞
n=1.
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We recall that a Schauder basis (gn)
∞
n=1 is right dominant if for any two sequences m1 < m2 < . . .,
l1 < l2 < . . . of positive integers such that mn 6 ln for all n ∈ N, (gmn)
∞
n=1 is dominated by (gln)
∞
n=1.
For 1 6 r < ∞, we say (gn)
∞
n=1 is r-right dominant if for any two sequences m1 < m2 < . . .,
l1 < l2 < . . . of positive integers such that mn 6 ln for all n ∈ N, (gmn)
∞
n=1 is r-dominated
by (gln)
∞
n=1. A standard gliding hump argument implies that a right dominant basis is r-right
dominant for some 1 6 r <∞.
For a fixed seminormalized Schauder basis (vn)
∞
n=1, and C > 0, we say a Banach space X has
property U(vn)∞n=1 (resp. C-U(vn)∞n=1) if every weakly null sequence in BX has a subsequence domi-
nated (resp. C-dominated) by (vn)
∞
n=1. Then Freeman’s theorem can be summarized as saying that
a Banach space has U(vn)∞n=1 if and only if it has C-U(vn)∞n=1 for some C > 0. We wish to consider the
following property, which for a fixed basis is weaker than that studied by Freeman. Given a fixed
seminormalized, right dominant Schauder basis (gn)
∞
n=1, a Banach space X , and C > 0, we say X
has S(gn)∞n=1 (resp. C-S(gn)∞n=1) if every weakly null sequence in BX admits a subsequence dominated
(resp. C-dominated) by a subsequence of (gn)
∞
n=1. It is easy to see that C-U(gn)∞n=1 ⇒ C-S(gn)∞n=1
and U(gn)∞n=1 ⇒ S(gn)∞n=1 . The first part of this paper is devoted to proving an analogue of Freeman’s
theorem regarding the properties S(gn)∞n=1 and C-S(gn)∞n=1 in place of U(gn)∞n=1 and C-U(gn)∞n=1 , and an
ordinal generalization thereof. We devote the final section of this paper to examples which show
that the reverse implications do not hold. That is, S(gn)∞n=1 6⇒ U(gn)∞n=1 . More generally, we give
examples of 1-right dominant bases (gn)
∞
n=1 and Banach spaces X such that X has S(gn)∞n=1 , but if
X has U(vn)∞n=1 , then (vn)
∞
n=1 must be equivalent to the ℓ1 basis.
We will find it convenient to work in more generality than with normalized, weakly null sequences.
Throughout, given a Banach space X , we will deal with a (not necessarily closed) subspace R of
ℓ∞(X) such that c00(X) ⊂ R and R is endowed with some norm ‖ · ‖R such that, with BR denoting
the unit ball of R with respect to the norm ‖ · ‖R,
(i) (R, ‖ · ‖R) is a Banach space,
(ii) any subsequence of a member of BR is a member of BR,
(iii) BR ⊂ Bℓ∞(X).
We will call such a space (R, ‖ · ‖R) a subsequential space on X .
Our main result is the following.
Theorem 1.3. Let (gn)
∞
n=1 be a seminormalized, right dominant Schauder basis. Let X be a Banach
space and let (R, ‖ · ‖R) be a subsequential space on X. If every member of R admits a subsequence
dominated by a subsequence of (gn)
∞
n=1, then there exists C > 0 such that every member of BR
admits a subsequence C-dominated by a subsequence of (gn)
∞
n=1.
If we let R = cw0 (X), the space of weakly null sequences in X , and ‖ · ‖R = ‖ · ‖ℓ∞(X), then by
homogeneity, Theorem 1.3 implies the following.
Corollary 1.4. Let (gn)
∞
n=1 be a seminormalized, right dominant Schauder basis. If every nor-
malized, weakly null sequence in X has a subsequence dominated by a subsequence of (gn)
∞
n=1, then
there exists C > 0 such that every normalized, weakly null sequence in X admits a subsequence
C-dominated by a subsequence of (gn)
∞
n=1.
Knaust and Odell also gave a proof of the following theorem in [10].
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Theorem 1.5. Let X be a Banach space in which every spreading model generated by a normalized,
weakly null sequence in X is dominated by the canonical ℓp basis. Then there exists C such that
every spreading model generated by a normalized, weakly null sequence in X is C-dominated by the
ℓp basis.
We provide the following generalization.
Theorem 1.6. Let (gn)
∞
n=1 be a seminormalized, right dominant basis. Let X be a Banach space
and let (R, ‖ · ‖R) be a subsequential space on X. If every spreading model generated by a member
of R is dominated by a spreading model generated by a subsequence of (gn)
∞
n=1, then there exists a
constant C such that every spreading model generated by a member of BR is C-dominated by every
spreading model generated by a subsequence of (gn)
∞
n=1.
Resembling one of the proofs of the Principle of Uniform Boundedness, the proofs of Theo-
rem 1.1 by Knaust and Odell and Theorem 1.2 of Freeman, are obtained by assuming the se-
quence/subseqeuence hypothesis holds, but not uniformly. Then one obtains an array (xkn)
∞
n,k=1
such that for each k, (xkn)
∞
n=1 is a normalized, weakly null sequence which is Ck-dominated by
(vn)
∞
n=1 (where (vn)
∞
n=1 is the canonical basis of ℓp or c0 in [10], and is an arbitrary seminormalized
Schauder basis in [7]), but such that row k is not dominated by (vn)
∞
n=1 with any constant better
than Dk. Then one combines the sequences with absolutely converging weights wk. One has to know
that the combined sequence does not admit any subsequence dominated by (vn)
∞
n=1. Of course, this
is done by showing that since for an arbitrary k, (xkn)
∞
n=1 is not Dk-dominated by (vn)
∞
n=1, then a
careful choice of Dk, Ck, and wk, the combined sequence is not f(Dk)-dominated by (vn)
∞
n=1, where
f is some function such that limx→∞ f(x) =∞. The difficulty is knowing the badness of (x
k
n)
∞
n=1 is
not canceled out by (xln)
∞
n=1 for l 6= k in the process of combining the rows of this array.
In the proof of Theorem 1.5 in [10], there exist integers k1 < k2 < . . . such that the badness of row
n is witnessed by a linear combination of kn vectors. Then one can use the triangle inequality to
uniformly control all linear combinations of at most kn vectors on each row. Our proof of Theorem
1.3 and 1.6 will follow from a single result (Theorem 3.1) which interpolates therebetween, and
is a transfinite version of the proof of Theorem 1.5. This yields a unified approach to the two
distinct Theorems 1.1, 1.5 by quantifying using possibly infinite ordinals the complexity of linear
combinations required to witness the non-uniformity of domination of subsequenes of members of
BR by subsequences of (gn)
∞
n=1. Theorem 1.3 is the ξ = ω1 case and Theorem 1.6 is the ξ = ω case
of Theorem 3.1. In Section 4, we discuss the distinction between the two extreme cases and the
intermediate values of ξ.
Theorem 1.1 and Theorem 1.2 were shown by first proving the result for C(K) spaces where
K is a countable, compact, Hausdorff space, and then proving the result in the general case by
transporting the problem from a general X into such a C(K) space. Our approach avoids some
of the technical difficulties incurred by transporting to an appropriate C(K) space, and provides
further, quantitative information not contained in those proofs. More precisely, if the conclusion of
Theorem 1.3 does not hold, one can produce a quantified measure of how the upper estimates tend
to infinity on sets of prescribed complexity.
We note that neither of Theorems 1.2 and 1.3 implies the other. Our method of proof, however,
can be adapted to provide an alternative proof of Theorem 1.2. The final section of the paper
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compares Theorem 1.3 to Theorem 1.2, exhibiting many triples X , R, (gn)
∞
n=1 which satisfy the
hypotheses of Theorem 1.3, but such that if X , R, (vn)
∞
n=1 satisfy the hypotheses of Freeman’s
theorem, then (vn)
∞
n=1 is equivalent to the canonical ℓ1 basis. Thus we show that our Theorem 1.3
is genuinely distinct from Freeman’s theorem.
2. Preliminaries
Throughout, let R be as described in the introduction. That is, c00(X) ⊂ R ⊂ ℓ∞(X), (R, ‖ · ‖R)
is a Banach space, BR ⊂ Bℓ∞(X), and any subsequence of a member of BR is also a member of BR.
Let us point out that for Theorems 1.3 and 1.6, and for the later Theorem 3.1, it is sufficient to
prove the theorem for a basis equivalent to (gn)
∞
n=1. Therefore we can and do assume that (gn)
∞
n=1
is normalized and bimonotone. Also, since right dominance implies r-right dominance for some
1 6 r <∞, we will fix 1 6 r <∞ and assume throughout that (gn)
∞
n=1 is normalized, bimonotone,
and r-right dominant.
In this work, we identify subsets of N with strictly increasing sequences in the usual way. We
let [N]<ω (resp. [N]) denote the finite (resp. infinite) subsets of N. For M ∈ [N], we let [M ]<ω
(resp. [M ]) denote the set of finite (resp. infinite) subsets of M . Given E ⊂ N and n ∈ N, we write
n 6 E (resp. n < E) to mean that n 6 minE (resp. n < minE). We agree to the convention that
min∅ =∞, so n 6 ∅ holds for any n ∈ N.
Given M ∈ [N], we let M(n) denote the nth smallest member of M . If F ∈ [N]<ω, then for
n 6 |F |, we let F (n) denote the nth smallest member of F , so F = (F (n))
|F |
n=1. Given M ∈ [N] and
F ⊂ N, we let M(F ) = (M(n) : n ∈ F ). Given a collection F of subsets of N and a subset M of N,
we let F ↾M denote the subset of F consisting of those members of F which are subsets of M .
Given a set Λ, we let Λ<ω denote the set of finite sequences of members of Λ. We say T ⊂ Λ<ω
is a tree provided that if t ∈ T and s is an initial segment of t, then s ∈ T . In particular, any
non-empty tree includes the empty sequence, ∅. Given a tree T , we let MAX(T ) denote the set of
maximal members of T with respect to initial segment ordering. We then define the derived tree
T ′ of T by T ′ = T \MAX(T ), and note that T ′ is also a tree. We define by transfinite induction
the derived trees
T 0 = T,
T ξ+1 = (T ξ)′,
and if ξ is a limit ordinal,
T ξ =
⋂
ζ<ξ
T ζ .
If there exists an ordinal ξ such that T ξ = ∅, then we say T is well-founded and define rank(T )
to be the minimum ordinal ξ such that T ξ = ∅. If for all ξ, T ξ 6= ∅, then we say T is ill-founded.
We have the following standard result regarding trees on countable sets Λ. The statement and its
proof are well-known, so we omit them.
Theorem 2.1. If Λ is a countable set and T ⊂ Λ<ω is a tree, then either T is ill-founded or rank(T )
is countable. Furthermore, T is ill-founded if and only if there exists a sequence (λn)
∞
n=1 ⊂ Λ such
that (λn)
t
n=1 ∈ T for all t ∈ N.
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Given (mn)
t
n=1, (ln)
t
n=1 ∈ [N]
<ω, we say (ln)
t
n=1 is a spread of (mn)
t
n=1 if mn 6 ln for all 1 6 n 6 t.
We say a subset F of [N]<ω is spreading if it contains all spreads of its members. We say a subset F
of [N]<ω is hereditary if it contains all subsets of its members. We collect the following standard facts
about the Schreier and fine Schreier families, which can be found, for example, in [3, Propositions
3.1, 3.2]. We note that our identification of subsets of N with increasing sequences, we may view a
hereditary set F ⊂ [N]<ω as a tree on N and consider its rank.
We will need the following dichotomy, shown in [8].
Theorem 2.2. If F ,G ⊂ [N]<ω are hereditary, then for any L ∈ [N], there exists M ∈ [L] such that
either F ↾M ⊂ G or G ↾ M ⊂ F .
We recall the fine Schreier families (Fξ)ξ<ω1. We let
F0 = {∅},
Fξ+1 = {∅} ∪ {(n) a F : n < F ∈ Fξ},
and if ξ < ω1 is a limit ordinal, we fix ξn ↑ ξ and define
Fξ = {F : ∃n 6 F ∈ Fξn}.
We also recall the Schreier families (Sξ)ξ<ω1. We let
S0 = F1,
Sξ+1 =
{ t⋃
n=1
Fn : t 6 F1 < . . . < Ft,∅ 6= Fn ∈ Sξ
}
,
and if ξ is a limit ordinal, we fix ξn ↑ ξ and let
Sξ = {F : ∃n 6 F ∈ Sξn}.
Proposition 2.3. (i) For every ξ < ω1, rank(Fξ) = ξ + 1 and rank(Sξ) = ω
ξ + 1.
(ii) Fξ and Sξ are hereditary and spreading.
(iii) The families Fξ, ξ < ω1, have the almost monotone property. That is, for each ζ < ξ 6 ω1,
there exists l ∈ N such that l < F ∈ Fζ implies F ∈ Fξ.
For convenience, we let Fω1 = [N]
<ω. Of course, Fω1 is hereditary, spreading and contains each
Fξ, ξ < ω1.
3. Proof of Main Theorem
Throughout this section, 1 6 r < ∞ is fixed and (gn)
∞
n=1 is a fixed, normalized, bimonotone, r-
right dominant Schauder basis. The Banach space X is fixed and (R, ‖ · ‖R) is a fixed subsequential
space on X . We recall the definition of subsequential space:
(i) c00(X) ⊂ R ⊂ ℓ∞(X),
(ii) (R, ‖ · ‖R) is a Banach space,
(iii) any subsequence of a member of BR is a member of BR,
(iv) BR ⊂ Bℓ∞(X).
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For t ∈ N ∪ {∞} and sequences (xn)
t
n=1, (yn)
t
n=1 in (possibly different) Banach spaces, we write
(xn)
t
n=1 6C (yn)
t
n=1 if
‖
t∑
n=1
anxn‖ 6 C‖
t∑
n=1
anyn‖
for all finitely supported scalar sequences (an)
t
n=1. Of course, if (xn)
t
n=1 6C1 (yn)
t
n=1 6C2 (zn)
t
n=1,
then (xn)
t
n=1 6C1C2 (zn)
t
n=1.
Given a sequence ̺ = (xn)
∞
n=1 ∈ R and 0 < C <∞, let
T (̺, C) = {∅}∪{(mn, ln)
t
n=1 ∈ (N×N)
<ω : (xmn)
t
n=1 6C (gln)
t
n=1, m1 < . . . < mt, and l1 < . . . < lt}.
For ̺ ∈ R and an ordinal ξ 6 ω1, we let Γ(ξ, ̺) denote the infimum of C > 0 such that there
exist M,L ∈ [N] such that
{(M(F ), L(F )) : F ∈ Fξ} ⊂ T (̺, C)
if such a C exists, and Γ(ξ, ̺) =∞ if no such C exists. We define
Γ(ξ) = sup
̺∈BR
Γ(ξ, ̺).
We observe that for the ξ = ω1 case, since Fω1 = [N]
<ω, Γ(ω1, ̺) is simply the infimum of C > 0
such that ̺ admits a subsequence C-dominated by a subsequence of (gn)
∞
n=1 if such a C exists,
and Γ(ω1, ̺) = ∞ otherwise. Similarly, Γ(ω1) is the infimum of constants C, if any such a C
exist, such that every member of BR has a subsequence C-dominated by a subsequence of (gn)
∞
n=1.
Therefore one can restate Theorem 1.3 in the equivalent way: If Γ(ω1, ̺) <∞ for every ̺ ∈ R, then
Γ(ω1) <∞.
We now state our interpolation between Theorems 1.3 and 4.3, from which we will deduce both
theorems as natural consequences. The statement of the theorem invites direct comparison with
the Principle of Uniform Boundedness.
Theorem 3.1. Fix ζ 6 ω1. If Γ(ζ, ̺) <∞ for each ̺ ∈ R, then Γ(ζ) <∞.
Remark 3.2. Note that if Γ(ξ) < C, then for any K ∈ [N] and ̺ ∈ BR, there exist M ∈ [K] and
L ∈ [N] such that
{(M(F ), L(F )) : F ∈ Fξ} ⊂ T (̺, C).
That is, the definition of Γ(ξ) yields that there exists such a set M which is a subset of N, but our
hypotheses yield that, once K ∈ [N] is fixed, M can be taken to be a subset of K. To see this, note
that if ̺ = (xn)
∞
n=1, then the subsequence ς = (yn)
∞
n=1 = (xK(n))
∞
n=1 ∈ BR by the properties of R.
From this and the definition of Γ(ξ), it follows that there exist N,L ∈ [N] such that
{(N(F ), L(F )) : F ∈ Fξ} ⊂ T (ς, C).
Now if M(n) = K(N(n)) for all n ∈ N, then M ∈ [K] and for each F ∈ Fξ,
(xM(n))n∈F = (xK(N(n)))n∈F = (yN(n))n∈F 6C (gL(n))n∈F ,
since (N(F ), L(F )) ∈ T (ς, C). Therefore
{(M(F ), L(F )) : F ∈ Fξ} ⊂ T (̺, C).
Lemma 3.3. (i) For any ̺ ∈ R and ζ 6 ξ 6 ω1, Γ(ζ, ̺) 6 Γ(ξ, ̺). Consequently, Γ(ζ) 6 Γ(ξ).
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(ii) For any limit ordinal ξ 6 ω1, Γ(ξ) 6 r supζ<ξ Γ(ζ).
(iii) Γ(0) = 0.
(iv) For any ζ, ξ < ω1, Γ(ζ + ξ) 6 r(Γ(ζ) + Γ(ξ)).
Proof. We will show several inequalities in the proof. If the majorizing quantity is infinite in any of
these inequalities, the inequality holds trivially. Therefore we omit this trivial case in each inequality
in the proof.
(i) We first show that for a fixed ̺ ∈ R, ξ 7→ Γ(ξ, ̺) is non-decreasing. Fix ζ 6 ξ 6 ω1. Suppose
that Γ(ξ, ̺) < C <∞. Fix M1, L1 ∈ [N] such that
{(M1(F ), L1(F )) : F ∈ Fξ} ⊂ T (̺, C).
By the almost monotone property of the fine Schreier families (or from the fact that Fζ ⊂ Fω1 if
ξ = ω1), there exists l ∈ N such that if l < F ∈ Fζ, then F ∈ Fξ. Let M(n) = M1(n + l) and
L(n) = L1(n+ l) for all n ∈ N. Now fix F ∈ Fζ and let G = (n+ l : n ∈ F ). Since G is a spread of
F , G ∈ Fζ. Since l < G, G ∈ Fξ. Then
(xM(n))n∈F = (xM1(n+l))n∈F = (xM1(n))n∈G 6C (gL1(n))n∈G = (gL1(n+l))n∈F = (gL(n))n∈F .
Thus
{(M(F ), L(F )) : F ∈ Fζ} ⊂ T (̺, C),
and Γ(ζ, ̺) 6 C. Since C > Γ(ξ, ̺) was arbitrary, Γ(ζ, ̺) 6 Γ(ξ, ̺). For the second statement of
(i), we note that
Γ(ζ) = sup
̺∈BR
Γ(ζ, ̺) 6 sup
̺∈BR
Γ(ξ, ̺) = Γ(ξ).
(ii) We next show that for each limit ordinal ξ 6 ω1, Γ(ξ) 6 r supζ<ξ Γ(ζ). Assume that ξ 6 ω1
is a limit ordinal and supζ<ξ Γ(ζ) < C <∞. We consider the cases ξ < ω1 and ξ = ω1.
First suppose that ξ < ω1. Let ξk ↑ ξ be such that
Fξ = {F : ∃k 6 F ∈ Fξk}.
Fix ̺ ∈ BR. As noted in Remark 3.2, we may select M1 ⊃ M2 ⊃ . . . and L1, L2, . . . such that for
all k ∈ N,
{(Mk(F ), Lk(F )) : F ∈ Fξk} ⊂ T (̺, C).
That is, the content of Remark 3.2 explains how we know that Mn+1 may be chosen as a subset of
Mn. For each n ∈ N, we note that Mn(n) ∈ ∩
n
k=1Mk. Therefore we can choose integers s
n
1 , . . . , s
n
n
such that Mn(n) = Mk(s
n
k) for each 1 6 k 6 n. For 1 6 k 6 n ∈ N, since the n
th smallest member
of Mn cannot occur before the n
th position in Mk, s
n
k > n for each 1 6 k 6 n. For each n ∈ N, let
L(n) = max{L1(s
n
1 ), L2(s
n
2 ), . . . , Ln(s
n
n)} and let M(n) = Mn(n). We claim that
{(M(F ), L(F )) : F ∈ Fξ} ⊂ T (̺, rC).
To see this, fix F ∈ Fξ and fix k ∈ N such that k 6 F ∈ Fξk . Since s
n
k is defined for each k 6 n ∈ N
and since k 6 F , snk is defined for each n ∈ F . Since Fξk is spreading and since s
n
k > n for each
k 6 n ∈ N, G := (snk : n ∈ F ) is a spread of F , and therefore also a member of Fξk . Then by r-right
dominance and the properties of Mk, Lk, and since Lk(s
n
k) 6 L(n) for each n ∈ F ,
(xM(n))n∈F = (xMn(n))n∈F = (xMk(snk ))n∈F = (xMk(n))n∈G 6C (gLk(n))n∈G = (gLk(snk ))n∈F 6r (gL(n))n∈F .
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This gives the desired inclusion and completes the ξ < ω1 case.
Now suppose that ξ = ω1. Fix ̺ ∈ BR. For any ζ < ω1, there exist Mζ , Lζ ∈ [N] such that
{(Mζ(F ), Lζ(F )) : F ∈ Fζ} ⊂ T (̺, C).
The map Fζ ∋ F 7→ (Mζ(F ), Lζ(F )) ∈ T (̺, C) defines a tree embedding of Fζ into T (̺, C).
From this it follows that rank(T (̺, C)) > rank(Fζ) = ζ + 1. Since this is true for any ζ < ω1,
T (̺, C) is ill-founded by Theorem 2.1. From this it follows that there exist M,L ∈ [N] such that
(M(n), L(n))tn=1 ∈ T (̺, C) for all t ∈ N. Therefore (xM(n))
∞
n=1 6C (gL(n))
∞
n=1, and
{(M(F ), N(F )) : F ∈ Fω1} ⊂ T (̺, C).
Thus Γ(ω1) 6 C 6 rC, and this completes the ξ = ω1 case.
(iii) Since
{∅} = {(F, F ) : F ∈ F0} ⊂ T (̺, C)
for any C > 0, Γ(0) = 0.
(iv) Fix ζ, ξ < ω1. Fix C1 > Γ(ζ) and C2 > Γ(ξ). Fix ̺ ∈ BR and note that there exist
M1, L1 ∈ [N] such that
{(M1(F ), L1(F )) : F ∈ Fζ} ⊂ T (̺, C1).
As noted in Remark 3.2, we can find M2 ∈ [M1] and L2 such that
{(M2(F ), L2(F )) : F ∈ Fξ} ⊂ T (̺, C2).
For each n ∈ N, we can choose sn ∈ N such that M2(n) = M1(sn). It follows that s1 < s2 < . . . and
for each n ∈ N, n 6 sn. For each n ∈ N, define
L3(n) = max{L2(n), L1(sn)}.
Note that for any F ∈ Fζ and G ∈ Fξ, with F2 = (sn : n ∈ F ) ∈ Fζ,
(xM2(n))n∈F = (xM1(sn))n∈F = (xM1(n))n∈F2 6C1 (gL1(n))n∈F2 = (gL1(sn))n∈F 6r (gL3(n))n∈F
and
(xM2(n))n∈G 6C2 (gL2(n))n∈G 6r (gL3(n))n∈G.
Let
F = {G ∪ F : G ∈ Fξ, F ∈ Fζ , G < F}.
As shown in [3, Proposition 3.1], F is regular with
rank(F) = ζ + ξ + 1 = rank(Fζ+ξ),
which implies the existence of some P ∈ [N] such that
{P (F ) : F ∈ Fζ+ξ} ⊂ F .
For each n ∈ N, defineM(n) = M2(P (n)) and L(n) = L3(P (n)). Fix H ∈ Fζ+ξ and scalars (an)n∈H .
It follows from our choice of P that P (H) ∈ F , so that P (H) = G ∪ F for some G < F such that
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G ∈ Fξ and F ∈ Fζ. Define (bn)n∈P (H) = (bP (n))n∈H by letting bP (n) = an. Then by the preceding
paragraph and the bimonotonicity of (gn)
∞
n=1,
‖
∑
n∈H
anxM(n)‖ = ‖
∑
n∈P (H)
bnxM2(n)‖ 6 ‖
∑
n∈G
bnxM2(n)‖+ ‖
∑
n∈F
bnxM2(n)‖
6 rC2‖
∑
n∈G
bngL3(n)‖+ rC1‖
∑
n∈F
bngL3(n)‖
6 r(C1 + C2)‖
∑
n∈P (H)
bngL3(n)‖ = r(C1 + C2)‖
∑
n∈H
angL(n)‖.
This shows that
{(M(F ), L(F )) : F ∈ Fζ+ξ} ⊂ T (̺, r(C1 + C2)).
Since C1 > Γ(ζ) and C2 > Γ(ξ) were arbitrary, we are done.

Corollary 3.4. Either {ξ 6 ω1 : Γ(ξ) = ∞} is empty or there exists 0 < γ < ω1 such that
min{ξ 6 ω1 : Γ(ξ) = ∞} = ω
γ. Moreover, in the case that {ξ 6 ω1 : Γ(ξ) = ∞} 6= ∅ and
ωγ = min{ξ 6 ω1 : Γ(ξ) =∞}, sup{Γ(ξ) : ξ < ω
γ} =∞.
Proof. Assume ∅ 6= {ξ 6 ω1 : Γ(ξ) = ∞}. Let µ = min{ξ 6 ω1 : Γ(ξ) = ∞}. Note that by
Lemma 3.3(i), {ξ 6 ω1 : Γ(ξ) = ∞} = [µ, ω1]. Since Γ(0) = 0, µ > 0. If ζ, ξ < µ, then by Lemma
3.3(iv), Γ(ζ + ξ) 6 r(Γ(ζ) + Γ(ξ)) < ∞, and ζ + ξ < µ. From this and standard properties of
ordinals, there exists γ such that µ = ωγ. To complete the first statement, it remains to show that
0 < γ < ω1. Since F1 consists of sets of cardinality at most 1, Γ(1) 6 1, from which it follows that
Γ(1) = Γ(ω0) <∞, and γ > 0. If supξ<ω1 Γ(ξ) <∞, then by Lemma 3.3(i) and (ii),
∞ = Γ(µ) 6 Γ(ω1) = Γ(ω1) 6 r sup
ξ<ω1
Γ(ξ) <∞,
a contradiction. Therefore supξ<ω1 Γ(ξ) = ∞. From this it follows that for each n ∈ N, {ξ < ω1 :
Γ(ξ) > n} is non-empty, and
ν := sup
n
min{ξ < ω1 : Γ(ξ) > n} < ω1.
Again by Lemma 3.3(i), Γ(ν) =∞, so ωγ = µ 6 ν < ω1. From this it follows that γ < ω1.
From Lemma 3.3(ii),
∞ =
1
r
∞ =
1
r
Γ(ωγ) 6 sup
ξ<ωγ
Γ(ξ).

The next corollary is what we will use to choose the rows of our array which we combine to
produce a contradiction in our proof of Theorem 3.1. We note that the hypotheses (a)-(c) of the
following corollary are the contradiction hypotheses for our eventual proof of Theorem 3.1, and, as
we shall see, it is not possible for these three hypotheses to simultaneously hold.
Corollary 3.5. Suppose that for 0 < µ < ω1,
(a) Γ(ξ) <∞ for all ξ < µ,
(b) Γ(µ) =∞,
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(c) for each ̺ ∈ R, Γ(µ, ̺) <∞.
Then for any D > 0 and any finite subset S of [0, µ), there exist ξ < µ, ̺ = (xn)
∞
n=1 ∈ BR, N ∈ [N],
and C <∞ such that
(i) for any F ∈ Fµ and scalars (an)n∈F , ‖
∑
n∈F anxn‖ 6 C‖
∑
n∈F angN(n)‖,
(ii) for any ζ ∈ S, F ∈ Fζ , and scalars (an)n∈F , ‖
∑
n∈F anxn‖ 6 (rΓ(ζ) +
1
r
)‖
∑
n∈F angN(n)‖,
(iii) for any M,L ∈ [N], there exist F ∈ Fξ ∩Fµ and scalars (an)n∈F such that ‖
∑
n∈F anxM(n)‖ >
D‖
∑
n∈F xngL(n)‖.
Proof. By Lemma 3.3(ii), condition (b) yields that there exists ξ < µ such that Γ(ξ) > D. By the
definition of Γ(ξ), there exists ς = (yn)
∞
n=1 ∈ BR such that for any P,Q ∈ [N],
{(P (F ), Q(F )) : F ∈ Fξ} 6⊂ T (ς, D).
Condition (c) yields the existence of some M0, L0 ∈ [N] and C <∞ such that
{(M0(F ), L0(F )) : F ∈ Fµ} ⊂ T (ς, C/r).
If S = ∅, let K = M0 and N = L0. Otherwise we enumerate S = {ξ1, . . . , ξt} and recursively select
M0 ⊃ M1 ⊃ . . . ⊃ Mt ∈ [N] and L1, . . . , Lt such that for each 1 6 i 6 t,
{(Mi(F ), Li(F )) : F ∈ Fξi} ⊂ T (ς,Γ(ξi) + 1/r
2).
We recall that we are able to choose Mn+1 ∈ [Mn], as noted in Remark 3.2. For each 0 6 i 6 t
and n ∈ N, choose sni ∈ N such that Mt(n) = Mi(s
n
i ) and note that s
n
i > n. For each n ∈ N, let
K(n) =Mt(n) and
N(n) = max{L0(s
n
0 ), L1(s
n
1 ), . . . , Lt(s
n
t )}.
Let ̺ = (xn)
∞
n=1 = (yK(n))
∞
n=1 ∈ BR. We now verify that (i), (ii), and (iii) are satisfied with this ̺,
ξ, N , C. For F ∈ Fµ, G := (s
n
0 )n∈F ∈ Fµ. Note that K(F ) = M0(G), and since (M0(G), L0(G)) ∈
T (ς, C/r) and N(n) > L0(s
n
0 ) for all n ∈ N, condition (i) is satisfied. Indeed, fix scalars (an)n∈F ,
let bsn0 = an for n ∈ F , and observe that
‖
∑
n∈F
anxn‖ = ‖
∑
n∈F
anyK(n)‖ = ‖
∑
n∈G
bnyM0(n)‖ 6
C
r
‖
∑
n∈G
bngL0(n)‖ =
C
r
‖
∑
n∈F
angL0(sn0 )‖
6 C‖
∑
n∈F
angN(n)‖.
If S = ∅, (ii) is vacuous. If S 6= ∅, fix 1 6 i 6 t, F ∈ Fξi, and let G = (s
n
i )n∈F ∈ Fξi. Since
K(F ) = Mi(G), and since (Mi(G), Li(G)) ∈ T (ς,Γ(ξi) + 1/r
2) and N(n) > Li(s
n
i ) for all n ∈ N,
condition (ii) is satisfied, analogously to the last part of the previous paragraph.
We now prove (iii). Now fix M,L ∈ [N]. By the almost monotone property of the fine Schreier
families, there exists l ∈ N such that l < F ∈ Fξ implies F ∈ Fµ. For each n ∈ N, let P1(n) =
M(n + l), P (n) = K(P1(n)), and Q(n) = L(n + l). By our choice of ς,
{(P (F ), Q(F )) : F ∈ Fξ} 6⊂ T (ς, D).
UNIFORM SUBSEQUENTIAL ESTIMATES 11
From this it follows that there exist G ∈ Fξ and scalars (bn)n∈G such that ‖
∑
n∈G bnyP (n)‖ >
D‖
∑
n∈G bngQ(n)‖. Let F = (n + l : n ∈ G) ∈ Fξ ∩ Fµ. Define an+l = bn for each n ∈ G. Then
‖
∑
n∈F
anxM(n)‖ = ‖
∑
n∈G
an+lxM(n+l)‖ = ‖
∑
n∈G
bnyK(P1(n))‖ = ‖
∑
n∈G
bnyP (n)‖
> D‖
∑
n∈G
bngQ(n)‖ = D‖
∑
n∈G
an+lgL(n+l)‖ = D‖
∑
n∈F
angL(n)‖.

Proof of Theorem 3.1. Seeking a contradiction, assume ζ 6 ω1 is such that for every ̺ ∈ R,
Γ(ζ, ̺) < ∞, but Γ(ζ) = ∞. Let µ = min{ξ 6 ω1 : Γ(ξ) = ∞} 6 ζ . By Lemma 3.3(i),
Γ(µ, ̺) < ∞ for each ̺ ∈ R. Moreover, by Lemma 3.3, items (a), (b), and (c) of Corollary 3.5 are
satisfied.
Fix D1 > 4
1 and apply Corollary 3.5 with D = D1 and S = ∅ to find ̺1 ∈ BR, ξ1 < µ, N1 ∈ [N],
and C1 <∞ satisfying (i)-(iii) of Corollary 3.5.
Assume constants D1, . . . , Dk−1, C1, . . . , Ck−1, sequences ̺1, . . . , ̺k−1 ∈ BR, sets N1, . . . , Nk−1 ∈
[N], and ordinals ξ1, . . . , ξk−1 < µ have been chosen. Fix Dk > 4
k such that
(1)
k−1∑
l=1
l + rCl < D
1/2
k /3
and
(2) max
16l<l
r2Γ(ξl) + l
D
1/2
k D
1/2
l
<
1
3 · 2k
.
Now apply Corollary 3.5 with D = Dk and S = {ξ1, . . . , ξk−1} to obtain a sequence ̺k ∈ BR, a
constant Ck, an ordinal ξk < µ, and a set Nk ∈ [N] satisfying the conclusion of Corollary 3.5. This
completes the recursive construction.
For each l ∈ N, let ̺l = (x
l
n)
∞
n=1. Let
̺ =
∞∑
l=1
1
D
1/2
l
̺l ∈ BR
and for each n ∈ N,
xn =
∞∑
l=1
1
D
1/2
l
xln.
Note that ̺ = (xn)
∞
n=1. Here we are using that (R, ‖ · ‖R) is a Banach space and
∞∑
l=1
1
D
1/2
l
6
∞∑
l=1
1
2l
= 1.
By our hypotheses, Γ(µ, ̺) <∞. This means there exist 0 < C <∞ and M,L0 ∈ [N] such that
for any F ∈ Fµ and scalars (an)n∈F , ‖
∑
n∈F anxM(n)‖ 6 (C/r)‖
∑
n∈F angL0(n)‖. For each n ∈ N,
let
L(n) = max{L0(n), N1(M(n)), . . . , Nn(M(n))}
and note that for any F ∈ Fµ and scalars (an)n∈F , ‖
∑
n∈F anxM(n)‖ 6 C‖
∑
n∈F angL(n)‖. Now fix
k ∈ N so large that D
1/2
k /3 > C. By our recursive choices, namely the fact that our choices satisfy
12 M. BRIXEY, R.M. CAUSEY, AND P. FRANKART
Corollary 3.5(iii), there exist F ∈ Fξk ∩Fµ and scalars (an)n∈F such that ‖
∑
n∈F angL(n)‖ = 1 and
‖
∑
n∈F anx
k
M(n)‖ > Dk.
For l ∈ N, if |F | < l, let El = F and Fl = ∅. Otherwise let El denote the set consisting of
the l − 1 smallest members of F and let Fl = F \ El. It follows from this definition that for each
l ∈ N, l 6 Fl. Note that maxn∈F |an| 6 1 and ‖
∑
n∈Fl
angL(n)‖ 6 1 since (gn)
∞
n=1 is normalized and
bimonotone. For any l ∈ N, since ̺l ∈ BR and maxn∈F |an| 6 1,
‖
∑
n∈El
anx
l
M(n)‖ 6 |El|max
n∈El
|an| 6 l − 1.
Fix l < k. Note that Fl ∈ Fµ, from which it follows that M(Fl) ∈ Fµ. Furthermore, for any
n ∈ Fl, since l 6 n,
L(n) = max{L0(n), N1(M(n)), . . . , Nn(M(n))} > Nl(M(n)).
Then by the properties of ̺l,
(xlM(n))n∈Fl = (x
l
n)n∈M(Fl) 6Cl (gNl(n))n∈M(Fl) = (gNl(M(n)))n∈Fl 6r (gL(n))n∈Fl.
Therefore
‖
∑
n∈F
anx
l
M(n)‖ 6 l − 1 + ‖
∑
n∈Fl
anx
l
M(n)‖ 6 l + rCl‖
∑
n∈Fl
angL(n)‖ 6 l + rCl.
Now fix l > k. Note that Fl ∈ Fξk , from which it follows that M(Fl) ∈ Fξk . Furthermore, for
any n ∈ Fl, since l 6 n,
L(n) = max{L0(n), N1(M(n)), . . . , Nn(M(n))} > Nl(M(n)).
Then by the properties of ̺l,
(xlM(n))n∈Fl = (x
l
n)n∈M(Fl) 6rΓ(ξk)+1/r (gNl(n))n∈M(Fl) = (gNl(M(n)))n∈Fl 6r (gL(n))n∈Fl.
Therefore using (2),
‖
∑
n∈F
anx
l
M(n)‖ 6 l − 1 + ‖
∑
n∈Fl
aNx
l
M(n)‖ 6 l − 1 + r(rΓ(ξk) + 1/r)‖
∑
n∈Fl
angL(n)‖ 6 r
2Γ(ξk) + l.
Then, using (1) and (2),
C = C‖
∑
n∈F
angL(n)‖ > ‖
∑
n∈F
anxM(n)‖
>
1
D
1/2
k
‖
∑
n∈F
anx
k
M(n)‖ −
k−1∑
l=1
1
D
1/2
l
‖
∑
n∈F
anx
l
M(n)‖ −
∞∑
l=k+1
1
D
1/2
l
‖
∑
n∈F
anx
l
M(n)‖
> D
1/2
k −
k−1∑
l=1
l + rCl −
∞∑
l=k+1
r2Γ(ξk) + l
D
1/2
l
> D
1/2
k −
k−1∑
l=1
l + rCl −
∞∑
l=k+1
D
1/2
k
3 · 2l
> D
1/2
k −D
1/2
k /3−D
1/2
k /3 = D
1/2
k /3 > C.
This contradiction finishes the proof.
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
Proof of Theorem 1.3. Since Fω1 = [N]
<ω, the hypothesis that every member of R admits a subse-
quence dominated by a subsequence of (gn)
∞
n=1 is equivalent to the hypothesis that Γ(ω1, ̺) < ∞
for all ̺ ∈ R. By Theorem 3.1, Γ(ω1) <∞. This yields that for any Γ(ω1) < C, any member of BR
admits a subsequence C-dominated by a subsequence of (gn)
∞
n=1.

4. Spreading models
Let (en)
∞
n=1 be a sequence in some seminormed vector space. Let us say that that the sequence
(xn)
∞
n=1 in some Banach space X generates the ∗-spreading model (en)
∞
n=1 provided that for any
m ∈ N and scalars (an)
m
n=1,
lim
l1→∞
. . . lim
lm→∞
‖
m∑
n=1
anxln‖ = ‖
m∑
n=1
anen‖.
We say a ∗-spreading model is a spreading model if the sequence (en)
∞
n=1 is normalized, basic, and
contained in a normed, rather than just semi-normed, space.
Standard results from Ramsey theory yield that any (xn)
∞
n=1 ∈ ℓ∞(X) has a subsequence which
generates some ∗-spreading model. Moreover, any normalized, bimonotone basic sequence has a
subsequence which generates a spreading model, which is also evidently a normalized, bimonotone
basic sequence. It is also well-known that if (en)
∞
n=1 is a ∗-spreading model generated by a weakly
null sequence (xn)
∞
n=1, and if limn ‖xn‖ = 1, then (en)
∞
n=1 is a spreading model.
Remark 4.1. In all of our examples, the space R will be a subspace of cw0 (X), the space of
weakly null sequences in X , endowed with the norm ‖ · ‖R = ‖ · ‖ℓ∞(X). In this case, we define
R0 = {(xn)
∞
n=1 ∈ BR : (∀n ∈ N)(‖xn‖ = 1)} and note that any ∗-spreading model generated by a
member of R0 is a spreading model.
In the trivial case in which R0 = ∅, it must be the case that R ⊂ c0(X). In this case, every
∗-spreading model (en)
∞
n=1 generated by a member of R satisfies ‖
∑m
n=1 anen‖ = 0 for all m ∈ N
and scalars (an)
m
n=1. Also, Γ(ξ, ̺) = 0 for any ξ 6 ω1 and ̺ ∈ R. Thus all of the conditions in
Theorem 4.3 are trivially satisfied in this case.
In the case R0 6= ∅, by homogeneity and standard perturbation arguments, the conditions that
Γ(ω, ̺) 6 C for every ̺ ∈ BR and Γ(ω, ̺) 6 C for every ̺ ∈ R0 are equivalent. Similarly, for a
fixed C > 0, the hypothesis that for every ε > 0, every ∗-spreading model generated by a member
of BR is C+ ε-dominated by a spreading model generated by a subsequence of (gn)
∞
n=1 is equivalent
to the hypothesis that for every ε > 0, every spreading model generated by a member of R0 is
C + ε-dominated by a spreading model generated by a subsequence of (gn)
∞
n=1. Therefore in all
examples of interest, our hypotheses stated in terms of BR and ∗-spreading models are equivalent
to hypothesis on members (xn)
∞
n=1 of BR with ‖xn‖ = 1 for all n ∈ N and spreading models.
If (gn)
∞
n=1 is a normalized, bimonotone, r-right dominant basis, then all spreading models gen-
erated by (gn)
∞
n=1 are uniformly equivalent. Indeed, if (en)
∞
n=1 and (fn)
∞
n=1 are spreading models
generated by (gln)
∞
n=1 and (gkn)
∞
n=1, respectively, we can fix scalars (an)
m
n=1 and p0 < . . . < pm and
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q1 < . . . < qm such that lpn−1 < kqn < lpn for each 1 6 n 6 m, and such that
‖
m∑
n=1
anglpn−1‖, ‖
m∑
n=1
anglpn‖ ≈ ‖
m∑
n=1
anen‖
and
‖
m∑
n=1
angkqn‖ ≈ ‖
n∑
m=1
anfn‖.
Then
1
r
‖
m∑
n=1
anglpn−1‖ 6 ‖
m∑
n=1
angkqn‖ 6 r‖
m∑
n=1
anglpn‖.
From this it is easy to see that (en)
∞
n=1 and (fn)
∞
n=1 are r
2-equivalent.
In [10], the following theorem was shown.
Theorem 4.2. If every spreading model generated by a normalized, weakly null sequence in X is
dominated by the canonical ℓp basis, then there exists a constant C such that every spreading model
generated by a normalized, weakly null sequence in X is C-dominated by the canonical ℓp basis. The
same holds if we replace ℓp by c0.
This theorem neither implies nor is implied by Theorem 1.1. A proof of Theorem 4.2 was given
in [10] to prepare the reader for the more technical proof of Theorem 1.1. We note that our proof
of Theorem 1.3 is essentially a transfinite version of the proof of Theorem 4.2, and therefore offers
a unified approach to Theorems 1.1 and 4.2. We make precise the connection between our proof of
Theorem 1.3 and our generalization of Theorem 4.2. In what follows, Γ is still defined as in Section
3.
Theorem 4.3. Let X, R be as in the introduction. Let (gn)
∞
n=1 be a normalized, bimonotone, right
dominant basic sequence and let (en)
∞
n=1 be a spreading model generated by a subsequence of (gn)
∞
n=1.
The following are equivalent.
(i) Every ∗-spreading model generated by a member of R is dominated by (en)
∞
n=1.
(ii) There exists a constant C such that every ∗-spreading model generated by a member of BR is
C-dominated by (en)
∞
n=1.
(iii) Γ(ω) <∞.
We now give the proof of Theorem 4.3.
Proof. We will show that (ii)⇒ (i)⇒ (iii)⇒ (ii)
(ii)⇒ (i) This is clear.
(i)⇒ (iii) Assume every spreading model generated by a member of R is dominated by (en)
∞
n=1.
Recall that for some qn ↑ ω,
Fω = {F : ∃n 6 F ∈ Fqn}.
Since Fqn consists of sets with cardinality not more than qn, it follows that
Fω = {∅} ∪ {F : ∅ 6= F, |F | 6 qminF}.
In order to show Γ(ω) <∞, by Theorem 3.1, it suffices to show that for each ̺ ∈ R, Γ(ω, ̺) <∞.
To that end, fix ̺ = (xn)
∞
n=1 ∈ R ⊂ ℓ∞(X). As noted above, a standard application of the finite
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Ramsey Theorem yields the existence of some M ∈ [N] such that for each m ∈ N and each scalar
sequence (an)
m
n=1, the iterated limit
lim
l1→∞
. . . lim
lm→∞
‖
m∑
n=1
anxM(ln)‖
exists. We define a seminorm on c00, whose natural basis we denote by (fn)
∞
n=1, by
‖
m∑
n=1
anfn‖ = lim
l1→∞
. . . lim
lm→∞
‖
m∑
n=1
anxM(ln)‖.
Therefore (xM(n))
∞
n=1 generates the ∗-spreading model (fn)
∞
n=1 with this seminorm. By replacing
M with a subset thereof and using a finite net argument and a diagonalization argument, we may
assume that for each m ∈ N, each m 6 l1 < . . . < lqm, and each scalar sequence (an)
qm
n=1 ∈ Bℓqm∞ ,
∣∣∣‖
qm∑
n=1
anfn‖ − ‖
qm∑
n=1
anxM(ln)‖
∣∣∣ < 1.
Similarly, since (en)
∞
n=1 is generated by some subsequence of (gn)
∞
n=1, we may choose positive
numbers (εn)
∞
n=1 and L ∈ [N] such that for each m ∈ [N], each m 6 l1 < . . . < lqm, and each
(an)
qm
n=1 ∈ Bℓqm∞ , ∣∣∣‖
qm∑
n=1
anen‖ − ‖
qm∑
n=1
angL(ln)‖
∣∣∣ < εm.
Since the sequences (en)
∞
n=1 and (gn)
∞
n=1 are normalized and bimonotone, it follows that if εm was
chosen small enough, then for each m ∈ N, m 6 l1 < . . . < lqm , and each scalar sequence (an)
qm
n=1,
‖
qm∑
n=1
anen‖ 6 2‖
qm∑
n=1
angL(ln)‖.
Since (i) is assumed to hold, there exists C such that (fn)
∞
n=1 6C (en)
∞
n=1. We claim that
{(M(F ), L(F )) : F ∈ Fω} ⊂ T (̺, 1 + 2C),
which will show that Γ(ω, ̺) <∞ and finish (i) ⇒ (iii). To that end, fix ∅ 6= F ∈ Fω and scalars
(an)n∈F . By extending F to F ∪G for some F < G and letting an = 0 for all n ∈ G and relabeling
if necessary, we can assume that minF = m and |F | = qm. Write F = (l1, . . . , lqm) and let bn = aln
for each 1 6 n 6 qm. The case an = 0 for all n ∈ F is trivial, so assume maxn∈F |an| > 0. By
scaling and using homogeneity, we can assume maxn∈F |an| = 1. Since (gn)
∞
n=1 is normalized and
bimonotone,
1 6 ‖
∑
n∈F
angL(n)‖.
Moreover, by the preceding paragraph,
‖
∑
n∈F
anxM(n)‖ 6 1+‖
qm∑
n=1
bnfn‖ 6 1+C‖
qm∑
n=1
bnen‖ 6 1+2C‖
∑
n∈F
angL(n)‖ 6 (1+2C)‖
∑
n∈F
angL(n)‖.
This gives the inclusion
{(M(F ), L(F )) : F ∈ Fω} ⊂ T (̺, 1 + 2C)
and finishes the proof.
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(iii) ⇒ (ii) Assume Γ(ω) < ∞ and fix Γ(ω) < C < ∞. Recall that Fω is defined by first fixing
some qn ↑ ω and then letting
Fω = {F : ∃n 6 F ∈ Fqn}.
This is equivalent to saying that a non-empty set F lies in Fω if and only if |F | 6 qminF . Now
assume that ̺ = (xn)
∞
n=1 ∈ BR generates the ∗-spreading model (fn)
∞
n=1. Fix K,N ∈ [N] such that
{(K(F ), N(F )) : F ∈ Fω} ⊂ T (̺, C).
We may fix s1 < s2 < . . . such that (gN(sn))
∞
n=1 generates some spreading model, (e
′
n)
∞
n=1. Let
M(n) = K(sn) and L(n) = N(sn). For any F ∈ Fω, G := (sn : n ∈ F ) is a spread of F , and
therefore also a member of Fω. From this it follows that (M(F ), L(F )) = (K(G), N(G)) ∈ T (̺, C).
Fix scalars (an)
m
n=1. Note that for any m 6 l1 < . . . < lm, (l1, . . . , lm) ∈ Fω, since
|(l1, . . . , lm)| = m 6 qm 6 ql1 .
Note that (xM(n))
∞
n=1 also generates the ∗-spreading model (fn)
∞
n=1. Therefore
‖
m∑
n=1
anfn‖ = lim
l1→∞
. . . lim
lm→∞
‖
m∑
n=1
anxM(ln)‖
6 C lim
l1→∞
. . . lim
lm→∞
‖
m∑
n=1
angK(ln)‖ = C‖
m∑
n=1
ane
′
n‖.
Since (en)
∞
n=1 and (e
′
n)
∞
n=1 are r-equivalent, (fn)
∞
n=1 6rC (en)
∞
n=1.

Given X , R, and (gn)
∞
n=1 satisfying our usual conditions, Theorem 1.3 is equivalent to the state-
ment that if for each ̺ ∈ R, Γ(ω1, ̺) < ω1, Γ(ω1) < ∞. Theorem 1.6 deals with the condition
Γ(ω) <∞. Combined, these two theorems give four conditions:
(1) For every ̺ ∈ R, Γ(ω, ̺) <∞.
(2) For every ̺ ∈ R, Γ(ω1, ̺) <∞.
(3) Γ(ω) <∞.
(4) Γ(ω1) <∞.
It is the content of Theorems 1.3 and 1.6 that (1) ⇔ (3) and (2) ⇔ (4). As noted in [10], neither
of Theorems 1.1, 4.2 implies the other. These do not imply each other, because one can choose
(gn)
∞
n=1 in such a way that Γ(ω) <∞ and Γ(ω1) =∞.
It follows from Corollary 3.4 that if ωγ 6 ξ < ωγ+1, Γ(ωγ) < ∞ if and only if Γ(ξ) < ∞, so
that Γ(ωγ) < ∞ and Γ(ξ) < ∞ are equivalent properties. The previous paragraph states that
the property Γ(ω1) < ∞ is strictly weaker than the property Γ(ωω1) < ∞. We may ask about
intermediate values. For example, are the properties Γ(ω1) < ∞ and Γ(ω2) < ∞ equivalent? We
know that the second implies the first by Lemma 3.3(i). The next result shows that the answer to
this question is no. That is, for each 1 6 γ1, γ2 6 ω1 with γ1 6= γ2, the fact that
Γ(ωγ1 , ̺) <∞ for all ̺ ∈ R⇔ Γ(ωγ1) <∞
neither implies nor is implied by
Γ(ωγ2, ̺) <∞ for all ̺ ∈ R⇔ Γ(ωγ2) <∞.
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Proposition 4.4. For any 1 6 γ < ω1, there exist X, R, and (gn)
∞
n=1 such that
ωγ = min{ξ : Γ(ξ) =∞}.
Proof. Fix 0 6 ν < ω1. Let X = ℓ2, R = c
w
0 (ℓ2), and let (gn)
∞
n=1 denote the canonical basis of the
2-convexification X
(2)
ν of the Schreier space Xν . We recall that
‖
∞∑
n=1
angn‖Xν = sup
F∈Sν
∑
n∈F
|an|
and
‖
∞∑
n=1
angn‖X(2)ν = supF∈Sν
(∑
n∈F
|an|
2
)1/2
.
We note that since rank(Fων) = ω
ν + 1 = rank(Sν), [3, Proposition 3.1] yields the existence of
some P ∈ [N] such that for any F ∈ Fων , P (F ) ∈ Sν . From this it follows that for any F ∈ Fων ,
‖
∑
n∈F
angP (n)‖X(2)ν =
(∑
n∈F
|an|
2
)1/2
.
For any normalized, weakly null sequence (xn)
∞
n=1 in ℓ2 and ε > 0, there exists M ∈ [N] such that
(xM(n))
∞
n=1 is (1 + ε)-equivalent to the canonical ℓ2 basis. From this it follows that for any F ∈ Fων
and scalars (an)n∈F ,
‖
∑
n∈F
anxM(n)‖ℓ2 6 (1 + ε)
(∑
n∈F
|an|
2
)1/2
= (1 + ε)‖
∑
n∈F
angP (n)‖X(2)ν .
Therefore Γ(ων) 6 1.
However, it is known ([1]) that the basis (gn)
∞
n=1 is ν + 1-weakly null as a basis for Xν . This
means that for any Q ∈ [N],
inf
{
‖
∑
n∈F
angQ(n)‖Xν : F ∈ Sν+1,
∑
n∈F
|an| = 1
}
= 0.
From this it follows Γ(ων+1) = ∞. Indeed, let ̺ = (xn)
∞
n=1 denote the canonical ℓ2 basis and,
again using [3, Proposition 3.1], choose P ∈ [N] such that {P (F ) : F ∈ Sν+1} ⊂ Fων+1 . Fix
M,L ∈ [N] and let Q(n) = L(P (n)) for each n ∈ N. Note that there cannot exist C such that
{(M(F ), L(F )) : F ∈ Fων+1} ⊂ T (̺, C), since then
1
C
6 inf
{
‖
∑
n∈F
angL(n)‖X(2)ν : F ∈ Fω
ν+1, ‖
∑
n∈F
anxM(n)‖ = 1
}
6 inf
{
‖
∑
n∈P (F )
angL(n)‖X(2)ν : F ∈ Sν+1,
∑
n∈F
|an|
2 = 1
}
= inf
{
‖
∑
n∈F
angQ(n)‖X(2)ν : F ∈ Sν+1,
∑
n∈F
|an|
2 = 1
}
= inf
{
‖
∑
n∈F
angQ(n)‖
1/2
Xν
: F ∈ Sν+1,
∑
n∈F
|an| = 1
}
= 0.
This yields that Γ(ων+1) =∞. This gives the proposition in the case that γ is a successor ordinal.
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Now fix 1 = ϑ1 > ϑ2 > . . ., limn ϑn = 0, a limit ordinal γ < ω1, and νn ↑ γ. Let (gn)
∞
n=1 be the
basis for the completion G of c00 with respect to the norm
‖
∞∑
n=1
angn‖G = sup
k
ϑk sup
F∈Sνk
∑
n∈F
|an|.
Let G(2) denote the 2-convexification of G, the norm of which is given by
‖
∞∑
n=1
angn‖G(2) = sup
k
ϑ
1/2
k sup
F∈Sνk
(∑
n∈F
|an|
2
)1/2
.
For ν < γ, if ν < νn, again by [3, Proposition 3.1], there exists P ∈ [N] such that for any F ∈ Fων ,
P (F ) ∈ Sνn . As in the preceding case, we deduce that Γ(ω
ν) 6 1/θ
1/2
n . It is known (see [5]) that
the basis (gn)
∞
n=1 is γ-weakly null, and we deduce that Γ(ω
γ) =∞ as in the successor case.

5. Freeman’s theorem
Most of our examples of Theorem 1.3 will be in the case that R = cw0 (X), the space of weakly
null sequences in X , with ‖ · ‖R = ‖ · ‖ℓ∞(X). By homogeneity, the hypothesis that every member of
BR has a subsequence dominated by a subsequence of (gn)
∞
n=1 is equivalent to the hypothesis that
every normalized, weakly null sequence in X has a subsequence dominated by a subsequence of
(gn)
∞
n=1. For the moment, we consider this particular choice R = c
w
0 (X). We note that Theorem 1.3
neither implies nor is implied by Theorem 1.2. However, since the bases of ℓp and c0 are equivalent
to all their subsequences, Theorem 1.2 and Theorem 1.3 are both generalizations of Theorem 1.1.
In order to motivate Theorem 1.3, we provide several examples of spaces X and non-trivial bases
(gn)
∞
n=1 satisfying Theorem 1.3, but not satisfying Theorem 1.2 for any choice of (vn)
∞
n=1 except for
the trivial case that (vn)
∞
n=1 is equivalent to the canonical ℓ1 basis.
We recall that for 1 6 ξ < ω1, a sequence (xn)
∞
n=1 in some Banach spaceX is called an ℓ
ξ
1-spreading
model if (xn)
∞
n=1 is bounded and
0 < inf
{
‖x‖ : F ∈ Sξ, x =
∑
n∈F
anxn,
∑
n∈F
|an| = 1
}
.
Given a Banach space X and a natural number l, let
wl(X) = sup
(xn)∞n=1∈Bcw0 (X)
inf
{
‖
∑
n∈A
anxn‖ : A ⊂ N, |A| = l,
∑
n∈A
|an| = 1
}
.
Of course, wl(X) 6 1. By a standard James-type blocking argument, for all l, m ∈ N, wlm(X) 6
wl(X)wm(X). From this and further standard arguments, it follows that either wl(X) = 1 for all
l ∈ N or for some 0 < δ, wl(X) = O(l
−δ). Furthermore, any Banach space X which admits a weakly
null ℓ11-spreading model satisfies wl(X) = 1 for all l ∈ N. However, the converse is not true. For
example, the space XOS of Odell and Schlumprecht [12] which admits no ℓ
1
1 spreading model is the
completion of c00 with respect to the implicitly defined norm
‖x‖OS = max
{
‖x‖c0,
( ∞∑
i=1
‖x‖2ni
)1/2}
,
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where
‖x‖ni = sup
{ 1
log2(ni + 1)
ni∑
j=1
‖Ijx‖OS : I1 < . . . < Ini
}
and (ni)
∞
i=1 is a specifically chosen, very fast growing sequence of natural numbers. Here Ix is the
projection of x onto span{ei : i ∈ I}. This space XOS is reflexive and has no ℓ1 spreading model.
However, it follows from the definition of the norm that for any k ∈ N and any normalized block
sequence (xi)
nk
i=1 in XOS, and any scalars (ai)
nk
i=1,
‖
nk∑
i=1
aixi‖OS >
∑nk
i=1 |ai|
log2(nk + 1)
.
Therefore wni(XOS) >
1
log2(ni+1)
for all i ∈ N. From this it follows that there cannot exist 0 < δ
such that wl(XOS) = O(l
−δ), and wl(XOS) = 1 for all l ∈ N.
We now summarize the preceding discussion for later reference, which will be our tool for verifying
that the spaces in our later examples only satisfy the hypothesis of Theorem 1.2 in the trivial case
in which (vn)
∞
n=1 is equivalent to the canonical ℓ1 basis.
Remark 5.1. Let (vn)
∞
n=1 be a seminormalized Schauder basis. If X is a Banach space in which
wl(X) = 1 for all l ∈ N and every normalized, weakly null sequence in X has a subsequence
dominated by (vn)
∞
n=1, then (vn)
∞
n=1 is equivalent to the canonical ℓ1 basis. Indeed, by Theorem 1.2,
there exists a constant C such that any (xn)
∞
n=1 ∈ Bcw0 (X) has a subsequence which is C-dominated
by (vn)
∞
n=1. But we can find for each l ∈ N a sequence (xn)
∞
n=1 ∈ Bcw0 (X) such that for any A with
|A| = l and scalars (an)n∈A with
∑
n∈A |an| = 1, ‖
∑
n∈A anxn‖ > 1/2. Then for some subsequence
(yn)
∞
n=1 of (xn)
∞
n=1 which is C-dominated by (vn)
∞
n=1 and any scalars (an)
l
n=1 with
∑l
n=1 |an| = 1,
1
2C
6
1
C
‖
l∑
n=1
anyn‖ 6 ‖
l∑
n=1
anvn‖.
Since this holds for any l ∈ N, and since (vn)
∞
n=1 is bounded, (vn)
∞
n=1 is equivalent to the canonical
ℓ1 basis.
Example 5.1. For any regular family F containing all singletons, we define the space XF to be
the completion of c00 with respect to the norm
‖x‖XF = sup
F∈F
∑
n∈F
|x(n)| = sup
F∈F
‖Fx‖ℓ1 .
The canonical c00 basis is a normalized, 1-unconditional, and 1-right dominant basis for XF . The
1-right dominance is a consequence of the spreading property of F . We also note that the canonical
basis is weakly null, which can be seen by isomorphically embedding XF into C(F) as fx(E) =∑
n∈E an, where x =
∑∞
n=1 anen. Then x 7→ fx is an isomorphic embedding of XF into C(F)
which sends the canonical XF basis to a bounded, pointwise null sequence in C(F). Therefore the
canonical XF basis is weakly null. If rank(F) > ω, then some subsequence of the basis of XF is
an ℓ11-spreading model. Indeed, if rank(F) > ω, then for any l ∈ N, F must contain some F with
|F | > l. But then by the spreading and hereditary properties of F , F must contain every l-element
set whose minimum is at least maxF , since any such set is a subset of a spread of F . Therefore
there exist n1 < n2 < . . . such that if nl 6 F and |F | 6 l, then F ∈ F . From this it follows
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that (enl)
∞
l=1 is an isometric ℓ
1
1-spreading model. As noted in Remark 5.1, XF cannot satisfy any
non-trivial version of Theorem 1.2.
However, if (xn)
∞
n=1 is any normalized block sequence in XF , then
(xn)
∞
n=1 61 (emax supp(xn))
∞
n=1.
Indeed, fix scalars (an)
∞
n=1 ∈ c00 and F ∈ F such that
‖
∞∑
n=1
anxn‖XF = ‖F
∞∑
n=1
anxn‖ℓ1.
Now if A = {n : Fxn 6= 0} and for each n ∈ A, we fix pn ∈ F ∩ supp(xn), then G :=
(max supp(xn))n∈A is a spread of (pn)n∈A ⊂ F . Furthermore,
‖F
∞∑
n=1
anxn‖ℓ1 6
∑
n∈F
|an| = ‖G
∞∑
n=1
anemax supp(xn)‖ℓ1 6 ‖
∞∑
n=1
anemax supp(xn)‖XF .
From this and a standard perturbation argument, for any ε > 0 and any normalized, weakly
null sequence (xn)
∞
n=1 in XF , there exists a subsequence of (xn)
∞
n=1 which is 1 + ε-dominated by a
subsequence of the canonical basis of XF .
Example 5.2. Let F , G be regular families containing all singletons and let ξ, ζ < ω1 be such that
rank(F) = ξ + 1 and rank(G) = ζ + 1. Assume also that ω 6 ξ < ζω. From this it follows that
there exists n ∈ N such that ξ 6 ζn. Let
H = {∅} ∪
{ t⋃
i=1
Fi : F1 < . . . < Ft,∅ 6= Fi ∈ G, t 6 n
}
.
Then rank(H) = ζn+1 > rank(F). Now by [3, Proposition 3.1], there exists M ∈ [N] such that for
any E ∈ F ,M(E) ∈ H. Therefore the basis (ei)
∞
i=1 of XF is 1-dominated by (eM(i))
∞
i=1 ⊂ XH, which
is n-dominated by (eM(i))
∞
i=1 ⊂ XG . Combining this with the previous example, any normalized,
weakly null sequence in XF has a subsequence which is n + ε-dominated by a subsequence of the
XG basis.
Taking G = Sξ for some 1 6 ξ < ω1 and F = H as defined in the preceding paragraph, and
using known facts concerning the repeated averages hierarchy, the constant of n as the infimum of
C such that every normalized, weakly null sequence in XF is C-dominated by a subsequence of the
XG basis is sharp.
We recall that for ξ < ω1, Xξ := XSξ was already introduced in the proof of Proposition 4.4. The
spaces Xξ, ξ < ω1, are the Schreier spaces.
Example 5.3. For 0 6 ξ < ω1 and 1 < p <∞, the Baernstein space Xξ,p is the completion of c00
with respect to the norm
‖x‖ξ,p = sup
{( ∞∑
n=1
‖Fnx‖
p
ℓ1
)1/p
: F1 < F2 < . . . , Fn ∈ Sξ
}
.
The spreading property of Sξ and subsymmetry of ℓp yield that the canonical basis of Xξ,p is 1-right
dominant. For 0 < ξ, the basis of Xξ,p is a weakly null ℓ
1
1-spreading model, and so Xξ,p cannot
satisfy the hypotheses of Theorem 1.2 except in the trivial case in which (vn)
∞
n=1 is equivalent to
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the canonical ℓ1 basis. It was shown in [2] that for any normalized block sequence (xn)
∞
n=1 in
Xξ,p, (xn)
∞
n=1 64 (gmax supp(xn))
∞
n=1. Therefore any normalized, weakly null sequence in Xξ,p has a
subsequence 4 + ε-dominated by a subsequence of the Xξ,p basis.
Definition 5.2. Let us say a normalized basis (en)
∞
n=1 for a Banach space T is block stable if
for any integers 0 = m0 < m1 < . . . and any normalized block sequence (xn)
∞
n=1 in T such that
supp(xn) ⊂ (mn−1, mn], then (xn)
∞
n=1 is equivalent to (emn)
∞
n=1. A standard gliding hump argument
shows that if (en)
∞
n=1 is a block stable basis for T , then there exists a constant B such that for
any integers 0 = m0 < m1 < . . . and any normalized block sequence (xn)
∞
n=1 in T such that
supp(xn) ⊂ (mn−1, mn], (xn)
∞
n=1 is B-equivalent to (emn)
∞
n=1. Clearly any normalized, weakly null
sequence in T has a subsequence B + ε-dominated by a subsequence of the basis (en)
∞
n=1.
Formally speaking, block stability is a property of a given basis of the space T , and not of the
space T itself. However, if T has a canonical basis, then we shall say T is block stable if its canonical
basis is.
Remark 5.3. None of our preceding examples has been block stable. This is because when
rank(F) > ω, XF admits a copy of c0, but the basis admits no subsequence equivalent to the
canonical c0 basis. Similarly, for 0 < ξ < ω1, Xξ,p admits a copy of ℓp, but the basis admits no
subsequence equivalent to the canonical ℓp basis. Therefore when rank(F) > ω and 0 < ξ < ω1,
every normalized block sequence in either XF or Xξ,p admits a further block sequence which is
dominated by some, but not equivalent to any, subsequence of the basis.
Example 5.4. For 1 6 ξ < ω1 and 0 < ϑ < 1, the Tsirelson space Tξ,ϑ is the completion of c00
with respect to the implicitly defined norm
‖x‖ = max
{
‖x‖c0, ϑ sup
{ t∑
n=1
‖Inx‖ : I1 < . . . < It, (min In)
t
n=1 ∈ Sξ
}}
.
The spreading property of Sξ yields that the basis of Tξ,ϑ is 1-right dominant. Furthermore, it was
shown in [6] that T1, 1
2
is block stable, and in [11] it was shown that Tξ,ϑ for any 1 6 ξ < ω1 and
0 < ϑ < 1. An easy duality argument yields that T ∗ξ,ϑ is also block stable. It is easy to see that
every normalized block sequence in Tξ,ϑ is an ℓ
1
1-spreading model. Indeed, if (xn)
∞
n=1 is a normalized
block sequence in Tξ,ϑ and I1 < I2 < . . . are intervals such that supp(xn) ⊂ In, and if F ∈ S1 ⊂ Sξ,
then for any scalars (an)n∈F ,
‖
∑
n∈F
anxn‖ > ϑ
∑
i∈F
‖Ii
∑
n∈F
an‖ > ϑ
∑
n∈F
‖anxn‖ = ϑ
∑
n∈F
|an|.
Now block stability implies that every normalized block sequence in Tξ,ϑ is dominated by (and
actually equivalent to) a subsequence of the basis. Thus the space X = Tξ,ϑ for 0 < ξ < ω1 and
0 < ϑ < 1 with the basis (gn)
∞
n=1 = (en)
∞
n=1 satisfy Theorem 1.3 but do not satisfy Theorem 1.2 for
any non-trivial (vn)
∞
n=1.
We also note that for any 1 < p < ∞, the canonical basis of the p-convexification T
(p)
ξ,ϑ has the
properties of 1-right dominance and block stability, from which it follows that any normalized block
sequence in T
(p)
ξ,ϑ is dominated by a subsequence of (en)
∞
n=1. In this case, every normalized block
sequence in T
(p)
ξ,ϑ is dominated by the ℓp basis with constant 1. However, since every subsequence
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of the T
(p)
ξ,ϑ basis is 1-dominated by and not equivalent to the ℓp basis, the property that every
normalized, weakly null sequence in T
(p)
ξ,ϑ has a subsequence dominated by some subsequence of
the basis of T
(p)
ξ,ϑ is a strictly stronger property than the property that every normalized, weakly
null sequence in T
(p)
ξ,ϑ has a subsequence dominated by the canonical ℓp basis. One can see with this
example that, if (vn)
∞
n=1 is any seminormalized basis such that any normalized, weakly null sequence
in T
(p)
ξ,ϑ has a subsequence dominated by (vn)
∞
n=1 (that is, if T
(p)
ξ,ϑ and (vn)
∞
n=1 satisfy the hypotheses
of Freeman’s theorem), then there exists C such that ‖
∑∞
n=1 anvn‖ >
(∑∞
n=1 |an|
p
)1/p
/C for all
(an)
∞
n=1 ∈ c00.
We note that every normalized block sequence in T ∗ξ,ϑ is also dominated by a subsequence of the
basis of T ∗ξ,ϑ. Since the basis of T
∗
ξ,ϑ is 1-left dominant, any sequence dominated by a subsequence of
the T ∗ξ,ϑ basis is also dominated by the T
∗
ξ,ϑ basis. The spaces T
∗
ξ,ϑ were among the examples given
by Freeman to show that Theorem 1.2 is a genuine extension of Theorem 1.1.
Example 5.5. It was shown in [5] that if X is a separable Banach space, then the Szlenk index of
X fails to exceed ωξ if and only if there exists a Banach space G having Szlenk index not exceeding
ωξ and having a normalized, 1-unconditional, 1-right dominant basis (gn)
∞
n=1, a constant C, a
Markushevich basis (xn)
∞
n=1 for X , and integers 0 = k0 < k1 < . . . such that, with En = span{xi :
kn−1 < i 6 kn} such that, for any 0 = r0 < r1 < . . . and (un)
∞
n=1 ∈ B
N
X ∩
∏∞
n=1 span{Fi : rn−1 < i 6
rn}, (un)
∞
n=1 6C (grn)
∞
n=1. From this it follows that if X is a separable Banach space X with Szlenk
index ωξ, then with G as above, every normalized, weakly null sequence in X has a subsequence
dominated by a subsequence of (gn)
∞
n=1. If ξ = 1, then X , being separable with Szlenk index ω,
must be p-asymptotically uniformly smoothable for some 1 < p <∞, and every normalized, weakly
null sequence in X has a subsequence dominated by the ℓp basis. This yields that in the ξ = 1 case,
such a space X must satisfy the hypothesis of Theorem 1.2, and in fact Theorem 1.1, for the basis of
some ℓp space with 1 < p <∞. However, for 1 < ξ < ω1, and ξ /∈ {ω
η : η is a limit ordinal}, there
is a Banach space X with Szlenk index ωξ admitting a weakly null ℓ11-spreaidng model. Therefore
for some normalized, bimonotone, 1-right dominant basis (gn)
∞
n=1 for a space G having Szlenk ω
ξ,
R = cw0 (X) and (gn)
∞
n=1 satisfy the hypotheses of Theorem 1.3, but X cannot satisfy the hypotheses
of Theorem 1.3 for any non-trivial basis (vn)
∞
n=1.
Definition 5.4. Given a Banach space X , an ordinal 0 < ξ < ω1, and a weakly null sequence
(xn)
∞
n=1 in X , we say (xn)
∞
n=1 is ξ-weakly null if it does not have a subsequence which is an ℓ
ξ
1-
spreading model. Given a sequence (xn)
∞
n=1 and ε > 0, we let
Fε((xn)
∞
n=1) =
{
F ∈ [N]<ω : (∃x∗ ∈ BX∗)(∀n ∈ F )(|x
∗(xn)| > ε)
}
.
We note that, as was shown in [5], a given weakly null sequence (xn)
∞
n=1 is ξ-weakly null if and
only if for any M ∈ [N] and ε > 0, there exists N ∈ [M ] such that the Cantor-Bendixson index of
Fε((xn)
∞
n=1) ↾ N is less than ω
ξ.
Proposition 5.5. For 1 6 ξ < ω1 and ξ-weakly null sequence (xn)
∞
n=1 ⊂ BX in the Banach space
X, for any ε > 0, (xn)
∞
n=1 admits a subsequence which is 1 + ε-dominated by a subsequence of the
canonical basis (gn)
∞
n=1 of the Schreier space Xξ.
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Proof. Fix ε > 0 and 0 < φ < 1 such that (1 − φ)2(1 + ε) > 1. Using the note at the end of the
definition of ξ-weakly null, we may apply Theorem 2.2 to recursively select M1 ⊃ M2 ⊃ . . . such
that for each k ∈ N, either Sξ ↾ Mk ⊂ Fφk((xn)
∞
n=1) or Fφk((xn)
∞
n=1) ↾ Mk ⊂ Sξ. Note that the
Cantor-Bendixson index of Sξ ↾ N is ω
ξ + 1 for all N ∈ [N], from which it follows that for each
k ∈ N, Fφk((xn)
∞
n=1) ↾ Mk ⊂ Sξ. Otherwise for every N ∈ [Mk], the Cantor-Bendixson index of
Fφk((xn)
∞
n=1) ↾ N would exceed ω
ξ, contradicting ξ-weak nullity of (xn)
∞
n=1.
Fix M(1) < M(2) < . . . with M(k) ∈Mk. For any (an)
∞
n=1 ∈ c00, we can fix x
∗ ∈ BX∗ such that
‖
∞∑
n=1
anxM(n)‖ = Re x
∗
( ∞∑
n=1
anxM(n)
)
.
For each k ∈ N, let
Ak = {k < n : |x
∗(xM(n))| ∈ (φ
k, φk−1]}
and
Bk = {k > n : |x
∗(xM(n))| ∈ (φ
k, φk−1]}.
By our choices above, (M(n))n∈Bk ∈ Sξ. Using the fact that the basis of Xξ is normalized and
1-unconditional,
‖
∞∑
n=1
anxM(n)‖ = Re x
∗
( ∞∑
n=1
anxM(n)
)
6
∞∑
k=1
φk−1
∑
n∈Ak∪Bk
|an|
6
∞∑
k=1
φk−1
(
|Ak|+ ‖
∑
n∈Bk
angM(n)‖Xξ
)
6
∞∑
k=1
‖
∞∑
n=1
angM(n)‖Xξkφ
k−1 =
1
(1− φ)2
‖
∞∑
n=1
angM(n)‖Xξ
6 (1 + ε)‖
∞∑
n=1
angM(n)‖Xξ .

Example 5.6. For 1 6 ξ < ω1, any Banach space X which admits no weakly null ℓ
ξ
1-spreading
model (that is, any Banach space with the ξ-weak Banach-Saks property), has the property that
every normalized, weakly null sequence in X has a subsequence 1 + ε-dominated by the basis of
Xξ. This is an immediate consequence of the preceding proposition, once we note that in any such
space, any normalized, weakly null sequence is ξ-weakly null. The Odell-Schlumprecht space XOS
is 1-weak Banach-Saks, yielding an example of a space having the property that every normalized,
weakly null sequence in XOS has a subsequence 1 + ε-dominated by a subsequence of the X1 basis,
but to which Theorem 1.2 does not apply for any non-trivial (vn)
∞
n=1.
Now for a Banach space X and 0 < ξ < ω1, we let c
ξ
0(X) denote the space of ξ-weakly null
sequences in X . Endowed with the ℓ∞(X) norm, c
ξ
0(X) is a closed subspace of c
w
0 (X), and is
therefore a closed subspace of ℓ∞(X). To see that c
ξ
0(X) is closed, we simply observe that its
complement in cw0 (X) is open. To see this, note that if (xn)
∞
n=1 ∈ c
w
0 (X) \ c
ξ
0(X), there exist ε > 0
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and M ∈ [N] such that
2ε 6 inf
{
‖
∑
n∈F
anxM(n)‖ : F ∈ Sξ,
∑
n∈F
|an| = 1
}
.
By the triangle inequality, if (yn)
∞
n=1 ∈ c
w
0 (X) is such that ‖(yn)
∞
n=1 − (xn)
∞
n=1‖ℓ∞(X) < ε, then
ε 6 inf
{
‖
∑
n∈F
anyM(n)‖ : F ∈ Sξ,
∑
n∈F
|an| = 1
}
,
and (yn)
∞
n=1 ∈ c
w
0 (X) \ c
ξ
0(X).
It follows immediately from Definition 5.4 that if R = cξ0(X) and ‖ · ‖R = ‖ · ‖ℓ∞(X), then R
satisfies all of the requirements stated in the introduction required for Theorem 1.3 to apply.
Example 5.7. The details of this example can be found in [4], wherein a detailed study of weak
nullity of sequences in Xξ was undertaken. Fix 0 < ξ < ω1 and let ξ = ω
ε0 + ωε1 + . . . + ωεl−1,
where l ∈ N and ε0 > . . . > εl−1. Note that if l = 1, ξ = ω
ε0. It is known, by utilizing the Cantor
normal form of ξ, that ξ admits such a representation. Furthermore, this representation is unique.
For 0 6 i 6 l, let
λi = ω
ε0 + . . .+ ωεi−1
and
ρi = ω
εi + . . .+ ωεl−1,
where λ0 = ρl = 0 by convention. Note that for each 0 6 i 6 l, λi + ρi = ξ. In particular,
λl = ρ0 = ξ.
It was shown in [4] that if (xn)
∞
n=1 is any seminormalized, weakly null sequence in Xξ, then there
exists a unique 0 6 i 6 l such that (xn)
∞
n=1 is ρi+1-weakly null and admits a subsequence equivalent
to some subsequence of the canonical basis of Xρi . Since the basis of Xρi , and all of its subseqences,
are ℓρi1 spreading models, the latter condition means that the sequence (xn)
∞
n=1 is not ρi-weakly null.
This yields that for any seminormalized, weakly null sequence (xn)
∞
n=1 in Xξ, there exists a unique
0 6 i 6 l such that (xn)
∞
n=1 is ρi + 1-weakly null and not ρi-weakly null. Furthermore, for each
0 6 i 6 l, there exists a normalized, weakly null sequence (xn)
∞
n=1 in Xξ equivalent to a subsequence
of the Xρi basis. From this it follows that the hierarchy of weakly null sequences in Xξ is completely
given in the list
c0(Xξ) ( c
1
0(X) = c
ρl+1
0 (Xξ) = c
ρl−1
0 (Xξ) ( c
ρl−1+1
0 (Xξ) = c
ρl−2
0 (Xξ) ( . . .
( cρ1+10 (Xξ) = c
ξ
0(Xξ) ( c
ρ0+1
0 (Xξ) = c
ξ+1
0 (Xξ) = c
w
0 (Xξ).
For 0 6 i 6 l, let (gin)
∞
n=1 denote the canonical basis of Xρi. Then (g
i
n)
∞
n=1 is normalized,
1-unconditional, and 1-right dominant. Furthermore, with R = cρi+10 (Xξ), every member of R
admits a subsequence dominated by a subsequence of (gin)
∞
n=1. Therefore there exists a constant
C such that any member of B
c
ρi+1
0 (Xξ)
(Xξ) has a subsequence C-dominated by a subsequence of
(gin)
∞
n=1. Furthermore, any member (xn)
∞
n=1 of c
ρi+1
0 (Xξ) \ c
ρi
0 (Xξ) has a subsequence equivalent to
the canonical Xρi basis. If i < l, (xn)
∞
n=1 has a subsequence which is an ℓ
1
1-spreading model, and
therefore cannot satisfy the hypotheses of Theorem 1.2 except in the trivial case in which (vn)
∞
n=1
is equivalent to the canonical ℓ1 basis. Still under the condition i < l, (xn)
∞
n=1 ∈ c
ρi+1
0 (Xξ) \ c
ρi
0 (Xξ)
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has a subsequence equivalent to a subsequence of (gin)
∞
n=1, and this subsequence does not admit any
further subsequence dominated by a subsequence of (gjn)
∞
n=1 for any i < j 6 l.
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