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ABSTRACT
In this paper, the constrained generalized least squares
estimation of the parameters in a multivariate polychoric
correlation model, based on data from multidimensional
contingency table, is investigated. Based on the previous works
on the unconstrained generalized least squares estimation of
multivariate polychoric correlations and constrained generalized
least squares estimation in covariance structure models, the
theories are developed. It is shown that the constrained
estimators are weakly consistent, asymptotically multivariate
normally distributed, and asymptotically equivalent to
constrained maximum likelihood estimators. Several asymptotic
chi-square tests are developed to examine the adequacy of
models, validity of constraints and compare different models.
These test statistics are useful tools for the analysis of
pattern correlation matrices. For examples, block diagonal,
tridiagonal, Toeplitz, intraclass and circular correlation
matrices are always encountered in psychological and social
researches. The constrained two-step generalized least squares
estimation is also discussed. The two-step estimator is weakly
consistent and its asymptotic distribution is again multivariate
normal with appropriate covariance matrix. In contrast to the
full approach, the two-step estimator of correlation and the
corresponding Lagrange multiplier are not asymptotically
independent. An minimization procedure that based on the
multiplier method and the Gauss-Newton algorithm is
implemented to produce the estimates and their standard arror
estimates. Minimum chi-square estimators are also discussed. It
is shown that the constrained generalized least squares, maximum
likelihood and minimum chi-square estimators are asymptotically
equivalent to each other. The theories are demonstrated with
two sets of simulated data.
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In the literature, there are several methods used to
estimate the true correlation (matrix) given only dichotomous or
polytomous data sampling from an underlying continuous random
variable. A common approach is to assign integer values to each
category and proceed in analysis as if the data have been
measured on an interval scale with the desired distributions.
Although many statistical methods seem to be fairly robust
against this kind of deviation from distributional assumptions-
at least in not-so-extreme cases- there are instances when this
approach may lead to erroneous results, Olsson[1979a]. For
example, Olsson[1979b] showed that the estimates obtained from
this approach is biased. Moreover, they may lead to incorrect
conclusions regarding the number of factor and to biased
estimates of the factor loadings while applying factor analysis
to the observed data.
Assuming the underlying distribution be normal,
Pearson[1901] introduced the tetrachoric correlation coefficient
to estimate the true correlation from a 2 X 2 contingency table.
Lancaster and Hamdan[1964] extended it to the polychoric case.
The obtained estimate is called the polychoric correlation.
Martinson and Hamdan[1971] developed a two-step maximum
likelihood (m.l.) method to estimate correlation given the
thresholds in a polychoric table.
2The common nonideal characteristic of the above three
methods is that the estimated thresholds are regarded as fixed
and used to replace the true values in the estimation of
correlations and their standard errors. Tallis[1962] tried to
estimate the correlations and thresholds simultaneously by m.l.
method for 2 X 2 and 3 X 3 tables. In the next decade,
Olsson[1979a] successfully obtained the m.l. estimates of the
thresholds and correlations based on data from a r x s
contingency table. He also compared the full m.l. approach and
the two-step one. For the latter approach, the thresholds are
estimated by the cumulative marginal proportions of the table in
the first step. In contrast to the method of Martinson and
Hamdan[1971], the formulae of the asymptotic error take into
account that the thresholds are estimated from the data. Later,
the m.l. estimation was extended to the multivariate case.
Lee and Poon[1986] developed the generalized least squares
(g.l.s.) estimation. They showed that the g.l.s. estimators are
asymptotically equivalent to the m.l. estimators. Later, Lee and
Poon[1987a] investigated the two-step estimation. In addition to
the discussion of the statistical properties of two-step g.l.s.
estimator, they studied its relation with the two-step m.l.
estimator.
In these developments, the interesting parameters are
considered to be free from prior constraint. In constrained
estimation, simple linear equality constraints among parameters
can be implemented by the reparameterization approach. If the
3parameters are related by general functional constraints, it may
not work. In this article, we will provide a model to perform
constrained g.l.s. estimation of multivariate polychoric
correlation. The main idea is adapted from Lee and
Bentler[1980]. We will not go into details about the constrained
m.l. estimation. Aitchison and Silvey[1958] have provided the
statistical basis for it. Moreover, its properties and procedure
are very similar to those of constrained g.l.s. estimation.
Nevertheless, we will show the constrained g.l.s. estimators are
asymptotically equivalent to constrained m.l. estimators. Apart
from discussing the asymptotic statistical properties of the
constrained estimators, several asymptotic chi-square tests are
developed to check the adequacy of models and validity of
constraints. These test statistics are useful tools for the
analysis of patterned correlation matrices. For examples, block
diagonal, tridiagonal, Toeplitz, intraclass and circular
correlation matrices are always encountered in psychological
researches. Press[1982, Section 2.2] has given a number of
examples of patterned matrix. Besides, the constrained two-step
g.l.s. estimation will also be discussed.
The above estimates are obtained via the multiplier method
proposed by Lee[19811. In each minimization, the Gauss-Newton
algorithm is used to search for the minimum of the augmented
Lagrange function. The standard error estimates are also
obtained. Minimum chi-square estimators are also discussed. Two
sets of simulated data are analyzed and used to demonstrate the
theories.
4Chapter 2 Asymptotically Statistical Properties of the
Constrained GLS Estimator
Let Y=(Y1, Yn)' be an n by 1 random vector distributed
according to N(O,R), where R is the n by n correlation matrix of
Y, n>2. Let Z=(Z1, Zn)' be an n by 1 polytomous random
vector defined by
for k(i)=1, ,m(i) and i=1, n, where i,k(i) are the
thresholds with 1,1=- i m(i)+1 = for all i. Suppose
that the values of Y. are unobserved and we just have only a
random sample of Z with size N. This random sample gives the
frequencies (or proportions) of an n-way contingency table, with
the observed proportion of the k=(k(1) k(n))th cell equal
to pk. Let
be the probability that an observation falls into the kth cell,
where is the q by 1 parameter vector. In this section, we
estimate the thresholds and correlations simultaneously so
where
and
the off-diagonal elements of R. Hence,
Clearly,
and
5Let t=,T m(i) be the total number of cell and p=(p1, pt-1)'
be the vector that consists the independent proportions.
Similarly, let =( 1, , t-1)' be the vector of cell
probabilities. From Bishop, Fienberg and Holland[1975], the
asymptotic distribution of p is the multivariate normal with
mean vector o= ( o) and covariance matrix
(1)
where o is the true parameter values of , D is a diagonal
matrix with diagonal elements i, and J is a t-1 by t-1
matrix with all its elements equal to 1. The ordinary g.l.s.
function is defined as
where V is a positive definite weight matrix which converges to
-1 in probability. For example, if no empty cell is observed,
V may be taken as
(2)
where PD is defined similarly and
Now, Let each k( o) be differentiable real-valued
function of o Consider a closed and bounded parameter set
with element . Suppose w is a subset of 11 whose elements
satisfy the functional relationship h( )=0,. where
is an r by 1 real vector-valued
differentiable function of . We consider the situation where o
is an interior point of . We will regard as mathematical
vector variable and = ( ) as a vector-valued function of
We define the constrained g.l.s. estimator of o as vector
6which satisfies h( )=0 and minimizes Q( ). It follows from the
first order necessary condition that there exists a
vector =( 1, ,r)' of Lagrange multipliers such that
(3)
and (4)
is the q by 1 gradient vector of Q( ), and
is a q by r matrix of partial derivatives,
The asymptotic properties of the constrained g.l.s.
estimation will be established under the following regularity
conditions. These conditions are satisfied for almost every
real-life application.
(c1) All elememts of the q by t-1 matrix are
continuous on an open neighbourhood W of o in
(c2) o is identified in . In other words,
(c3) Ro=R ( o) is positive definite and
(c4) All elements in the matrix L are continuous on W.
(c5) Lo=L( o) is of full column rank r.
(c6) 9 0 is a regular point of the matrix-valued function of 9
that is B( ) has the same column rank for all W, where
Here, we let =( , ) so condition c1 is always satisfied.





7with g(i)=O if k(i)=j(i) g(i)=1 if k(i)=j(i)+1, and f i
where (.) is the univariate standard normal density function,
h(i)=k(i)+g(i),
is the distribution function of a m-dimensional
standardized normal distribution with correlation C,




where is the standardized bivariate normal density
function with correlation
Rik is the partial correlation matrix with the ith and
kth variables partialled off.
The formula (5) and (6) and their derivations can be obtained
from Lee and Poon[1986] and Johnson and Kotz[1972].
Obviously, if is a real vector-valued differentiable
function of and , condition c1 is also satisified. On the
other hand, condition c5 is imposed so as to avoid dependence
8between the constraints. If the constraints are not
independent, we can reconstruct a new set of constraints by
elimination or replacing dependent constraints by the equivalent
independent ones.
Two asymptotic properties of the constrained g.l.s.
estimator will be obtained in the following propositions. The
main idea is adapted from Lee and Bentler[1980]. In the next
proposition, the consistency of will be shown. The term
weakly consistent means that 8 converges in probability to
as defined in Serfling[1980], section 1.15.
Proposition 1
The constrained g.l.s. estimator 9 is weakly consistent.
Proof:
By implicit function theorem and conditions c4 and c5,
there exists a q-r subvector 0 of 9 such that all elements of 0
are continuous function of 9 on a neighbourhood of 90. Since
the composite of continuous function is continuous, is a
continuous function of 9* on the neighbourhood of 90. The
results now follow from Lee and Poon[1986a]. 11
Lemma 1
B(9o) is of full column rank q.
Proof:




where 0 in W and 9* lies between 9 and 9
0
Hence, we have
It follows from condition c2 that B*(0- 90)= 0 only if 9= 90.
Thus, B must be of full column rank. From condition c6, B 0 must




where Ir is the identity matrix of order r. Then




From condition c5 and. lemma 2 L M -1L is nonsingular. By




The asymptotic distribution of are
jointly normal with mean vector 0 and covariance matrix
Proof:
Since'' converges in probability to 9o and 9o is an
interior point of W, the probability that A satisfies (3) and
(4) tends to 1 as N tends to infinity. From (3), we have
(9)
By Taylor's theorem,
where lies between 8 and 9 and in W.
Hence, from (9),
(lo)
Similarly, by Taylor's theorem,
where From we have
(11)
Combining (10) and (11),
(12)
also convergesAs 6 converges in probability to
by given condition cl and similarly L andin probability to
L_,, converges to L_ by condition c4. On the other hand, V
It follows thatconverges to
11
By lemma 3,
Since the asymptotic distribution of is normal with
mean vector 0 and covariance matrix it follows that
and are jointly asymptotically normally
distributed with mean vector 0 and covariance matrix
(13)
hence the proposition is proved.
It follows from proposition 2 that and are
asymptotically independent. Moreover, the standard errors of
can be obtained from the square root of where
P0(i,i) is the i th diagonal element of Po.
Before proving the asymptotic equivalence of and the
we first discuss the theoryconstrained m.l. estimator,
of constrained m.l. estimation briefly. The constrained m.l.
12
estimator 0 of 0 is defined as the vector which satisfies h(0)=0
and minimizes the function
Similarly, from the first order necessary condition, there




where is the gradient vector of F(0), and
Using the fact that 0, we have
(16)
The above derivation has been done by Lee and Poon[1987b]. From
Aitchison and Silvey[1958], we know that A is weakly consistent
and the asymptotic joint distribution of N2/1(0-00) and N2/1 are
the same as that of N2/1 (0-0) and N 2/1. Before we prove the
asymptotic equivalence of them, we compare the m.l. estimation
and the g.l.s. estimation heuristically. Assume all the observed
proportions are nonzero, we expand F(0) in a Taylor's series in
i about pi. We find
13
On the other hand,
So,
As, for each i, p, i converges to i (9 o) in mean square, we expect
that minimizing F(9) is approximately equivalent to minimizing
Q(9) when the sample size is large. So, the following
result is reasonable.
Proposition 3
is asymptotically equivalent to
Proof:
Following the similar argument in the proof of proposition
2, we have
As A converges in probability to 0o, we have
(17)






converges to zero in probability and
converges to distribution, the right-hand side of (19)
converges to zero in probability. Hence, is asymptotically
equivalent to
15
Chapter 3 Some Asymptotic Chi-square Tests
After estimation, we should ask the following question:
does the model fit the data? In this chapter, several asymptotic
chi-square tests are developed and they serve as criteria to
accept or reject a model and measure the discrepancies between
different models (with different constraints). The main idea is
adapted from Lee and Bentler[1980] and Lee[1985] Proposition 4
gives a test to check the adequacy of the constrained model.
If the test statistic gives a significantly low p-value, the
parameter estimates should be abandoned. Model inadequacy may
be due to nonnormality of the underlying standardized random
variables, heterogeneous correlation, dependent observations or
nonvalid constraints. On the other hand, three tests are
proposed to test the validity of the constraints. The asymptotic
distributions of their test statistics are given in the
propositions 5, 6 and 8. The test statistic in the proposition 6
requires less computational effort than the others. Evaluation
of appropriate model comparisons can be performed by using these
tests. Proposition 9 provides a test to find out whether the
estimates equal to some specified values. It is useful in the
confirmation of some correlation matrix pattern.
Lemma 4
P 0 is of rank q-r.
Proof:
As P L= 0 and L is of full column rank r, the rank of P
0 0 0 0
16
is less than or equal to q-r. On the other hand, from (13), we
have




against H1: no restriction on other than the assumptions
stated in the beginning of chapter 2, the test statistic in the
following proposition is used.
Proposition 4
The asymptotic distribution of T1=2NQ(0) is chi-square with
degrees of freedom (t-1)-(q-r).
Proof:
where lies between 0 and






We can easily prove that GO O is idempotent. Then, by the
well known theory, the asymptotic distribution of T1 is
17
chi-square with degrees of freedom rank(Go).
By lemma 4, rank(Go)= t-1-(q-r).
Suppose h( )=(h*( ),h**( )), where h*( )=(h1( ) hj( ))
h** ( )= (hj+1( ), ,hr( )), and 1jr. We assume that o
remains identified when the last (r-j) h i ( ) are discarded. Let
be the g.l.s. estimator that is subject to h*( )=0, and Q( *)
be its final function value. If both 2NQ( ) and 2NQ( *) are not
significant, we can test the validity of constraints h**( o)=0
by the result of proposition 5.
Proposition 5
The asymptotic distribution of
chi-square with degrees of freedom r-j.
Proof:





As PoLo*= 0 and Go* o is idempotent, we can easily show that
is idempotent with rank r-j,
The main drawback of this test is that it requires the




heavy. Besides, in access different sets of constraints, we have
to compute a number of 14 and check whether the corresponding
models fit the data. It is very computationally burdersome.
Similar to the proposition 5, we can easily show that the
asymptotic distribution of T3=2N(Q( )-Q( )) is chi-square with
degrees of freedom r, where is the unconstrained g.l.s.
estimator of o, assuming that o is identified in
and
exists.
Basically, the following proposition is adapted from
Lee[1985]. It provides an alternative of testing the validity of
constraints. It has the advantage over T2 and T3 of
significantly low computational cost since the test statistic
depends only on the unconstrained estimates. We also assume that
9 is identified in and Mo exists. If the value of
T4=2NQ( ) is not significant, in other words, the unconstrained
model is not inadequate, we can use this test to access
different sets of constraints. Comparing to the statistic T2 and
T3, it is very convenient and simple. It is very useful in
exploration of polychoric correlation matrix pattern.
Proposition 6
Under Ho: h(o)=O, the asymptotic distribution of
is chi-square'with degrees of
freedom r, where
Proof:
From Lee and Poon[1986a], By the





(23)Under the null hypothesis h(9 0)=O
As 9 converges in probability to
The proposition follows.
M is always a by-product in the unconstrained g.l.s.
estimation of polychoric correlation since it equals the final
value of the inverse matrix of second partial derivatives of
Q(A) approximately and also is the estimate of NVar(A).
Therefore, it requires little computational effort to obtain T5s
for different sets of constraints. The power of this test at
2 (r, j2 (A^)).
A=8 can be obtained via X,
In the following proposition, we will show that T5- T3
converges to zero in probability. This result and its proof are
similar to those in the theorem 1 of Lee[1985].
Proposition 7
Under the null hypothesis (23), T5- T3 converges to zero
in probability.
Proof:




where lies between 8 and 9.
0
Hence,
converges in probability to M
0
have
On the other hand, similar to (21) and (22), it can be shown
that
(25)
From (21), (24) and (25), the result follows.
One must be reminded that T2 is the test statistic to test
the null hypothesis (23) against the altenative H1: h(9 0)=O)
h (90)0. It serves as a measure of discrepancy between two
unconstrained models, one is nested in the another. On the
contrary, T5 can only be used to test the validity of
cen.straints provided that the unconstrained model is adequate.
We cannot draw statistical conclusion on any comparsion among
constrained models by using it. It only tells us that certain
21
constrained models may or may not fit the data and one model may
be more or less adequate than another.
Another asymptotic test statistic for the null hypothesis
(20) against the specific altenative H1 = ( o), is
given by the next proposition.
Proposition 8
The asymptotic distribution of T6=-N under Ho is
chi-square with degrees of freedom equal to the rank of S, where
S is a generalized inverse of S (defined as any r x r
matrix which satisfies the following requirement
Proof:
since So So is idempotent. As S converges in probability to So
and rank(So So)=rank(So), the proposition follows. II
The analogous result on has been reported by
Silvey[1959]. Specifically, if Mo is nonsingular, then
rank(So)=r since So =-(Lo'Mo-1Lo) Computationally, if the
computed matrix -S is positive definite, the degrees of freedom
of T6 may be regarded as equalling r. Then, S can be easily
obtained from S-1 because -S is a by-product from all reasonably
good computer programs in the constrained g.l.s. estimation of
polychoric correlation. Similar to T2 and T3, this test
statistic involves much computational labour than T5. For each
set of constraints, we have to obtain the corresponding via
22
computer. Therefore, it is not a convenient approach to explore
the underlying correlation matrix pattern.
In conclusion, T5 is a better test statistic, according to
the computational effort, than others. It may serve for a tool
in preliminary analysis to find out sets of constraints which
probably fit the data. Though, it may lead to misleading
conclusion if 2NQ( ) gives significant value. In this case, we
can try other distrbutions to carry out estimation. Although the
statistical properties of 9 and test statistics proposed in
chapter 2 and 3 do not depend on the normality assumption of Y,
the form of relationship between and 9 does depend on it.
Therefore, different distributions assume different true
parameter values and different forms of the function ( ), in
turn different values of 2NQ( ). Now, we continue to talk about
the constrained g.l.s. estimation. After the selection of sets
of constraints, constrained g.l.s. estimation is performed for
each set, so the constrained estimates and their asymptotic
standard errors are obtained. Test statistics T1, T2, T6 are
used as criteria to select the 'best' model. Ideality, the best
model possess the following properties: giving low value of
2NQ( ), the pattern of correlation matrix being statistically
meaningful or explicable and involving few independent
parameters.
If the constrained models fits the data, we may ask whether
o equals to some specific values. The following proposition
gives a test and we can try to answer the above question by it.
23
Proposition 9
the asymptotic distribution ofUnder Ho
is chi-square with degrees of freedom q-r, where
generalized inverse of
Proof:




Chapter 4 Constrained Two-step Generalized Least Squares
Estimation
In this chapter, the constrained two-step g.l.s. estimation
will be discussed. Comparing to the full g.l.s. approach, it has
the advantage of less computational effort to obtain the
constrained estimate of polychoric correlation. On the other
hand, we cannot impose constraints on the thresholds and the
correlation estimates are subject to larger variability.
However, we are always interested in the estimation of
correlation. Therefore, it is a good alternative to explore the
underlying correlation matrix pattern, especially when the
sample size is large enough.
Now, we consider the fit function
(26)
where
is a consistent estimator for, For example
may be the cumulative marginal proportions,
is the inverse function ofwhere
Let s be the dimension of p, in other words, it equals
n(n-1)/2. Then, the dimension of of equals q-s. Of course, the
constraints being considered do not involve functional
relationship between thresholds and thresholds, and thresholds
and correlations so we denote the constraint as h(e)=O. We
25
define the constrained two-step g.l.s. estimator of o as
vector which satisfies h()=O and minimizes Q2 (). It follows
from the first order necessary condition that there exists a
vector =( 1, ,r)' of Lagrange multipliers such that
(27)
and (28)
is the s by 1 gradient vector of Q2()
is a s by r matrix of partial derivatives,
We also denote
respectively.
Similar to the full g.l.s. estimation, we impose the
following regularity conditions in order to establish the two-
step estimation and investigate the statistical properties of
its estimators. These conditions are also satisfied for almost
every real-life application.
(c7) All elements in the matrix L2 are continuous on W.
(c8) L2o= L2(o) is of full column rank r.
(c9) has the same column rank
for all
(c10) is of full row rank in W.
Apart from these 4 conditions, the conditions (c1), (c2) and
(c3) are also required.
Proposition 10
The two-step g.l.s. estimator is weakly consistent.
Proof:
Similar to the proof of proposition 1, by implicit function
26
theorem, conditions c7 and c8, the results follow from Lee and
Poon[1986b]. II
is a t-1 column vector such that
Clearly, the elements of i.h equal 1 or 0. Let D be a q-s by




The asymptotic distribution is multivariate
normal with mean vector 0 and covariance matrix where
and A9 is the diagonal matrix with elements
Proof:
has at less one nonzero elements for eachAssume
i. If the asymptotic covariance matrix of Not exists and is
thendenoted by
by the theorem A of section 3.3 in Serfling[1980]. We can easily
is a diagonal matrix with elementsshown that




is of full column rank s.
Proof:




where in W and lies between and o. So,
and
It follows from condition c2 that B2(*)(-o)=0 only if = o.
lemma 6
Thus, B2() must be of full column rank. From condition c9,
B2(o) must also be of full column rank s. 11
is nonsingular, where







From condition c8 and lemma 6 is nonsingular.
By Pringle and Rayner[1971], theorem 3.5, the lemma follows
immediately.
Proposition 12
The asymptotic distribution of are jointly
normal with mean vector 0 and covariance matrix
where
Proof:












Substitute (33), (34) into (32), we have
(35)
Similarly, by Taylor's theorem and (28), we have
(36)
where
Combining (35) and (36),
As and converge in probability to and ,respectively,
and also converge in probability to and
converges in probability to by condition cl. Similarly




from Pierce[1982], p-o and are asymptotically independent,
it follows that and are jointly asymptotically
30
normally distributed with mean vector 0 and covariance matrix
Since
and
hence the proposition is proved.
It follows from proposition 12 that are
not asymptotically independent, in contrast to
We expect that the correlation estimates obtained from the two-
step approach is less efficient than from the full approach. On
the other hand, we also expect that and the constrained
two-step m.l. estimators are asymptotically equivalent.
The asymptotic distributions of test statistics that are
similar to T5, T6 and that given in proposition 9 can be
obtained. On the other hand, up to now no test of model adequacy
is found in the constrained or unconstrained estimation. We
cannot make sure that the models are adequate and the estimates
are reliable after the two-step estimations. So, these three
tests become little practical. Nevertheless, two-step
estimations are alternatives to obtain the polychoric
correlation. If we want to test model adequacy and constraint




Chapter 5 Minimization Procedure
To obtain the constrained estimates, we apply the
multiplier method to minimize the function Q( ) subject to
h( )=0. This method is developed by Bertsekas[1976] and used by
Lee[1981] in covariance structure analysis. It consists of
sequential minimization of the augmented Lagrange function,
(37)
where is an increasing sequence of positive scalars,
is a sequence of r by 1 vectors, and
is a positive differentiable function such that
=0 if and only if x=0, for example, The main step
of the method are as follows:
Step 1 Given ak, k and starting value of , search for a
minimum point k of Qk( ).
Step 2 Update each element of , k,t' by the following
formula
(38)
denotes the derivative of . Hencewhere
Step 3 Update k to k+1, increase ak to ak+l and return to step
1 using k as the starting value.
The procedure is terminated at (k+1)th minimization if
is a pre-assigned small positive value. Under mildwhere
assumptions, it has been shown that [Bertsekas, 1976] for
32
sufficiently large a1,, the sequence
and converge
respectively to the g.l.s. solution and the Lagrange multiplier
of the constrained problem.
Since Q() is very complicated, it is impossible to obtain
a closed form for k. Thus, some iterative procedures have to be
used to find it. Gauss-Newton algorithm is used here. Its basic
step is defined by
(39)
where
is the gradient vector of the augmented Lagrange
function in the ith iteration of the kth minimization,
and are the values of and in the ith iteration,
is the tth column vector of L in the ith iteration,
is an approximation of the Hessian matrix of
is a q by q matrix which is equal to the second
partial derivative of ht() in the ith iteration,
is the second derivative of
is a step-halving parameter which takes the first value
in the sequence 1 that reduces The advantages
of this algorithm are that it just requires the first derivative
and is very efficient. Of course, the algorithm will be more
efficient if Gk() is replaced by the Hessian matrix of Qk().
However, the second derivatives of with respect to 9's are so
complicated that it is almost impossible to derive. Therefore,
the above modification is impractical. The convergence criterion
33
of each unconstrained minimization used here is that the root
mean squares of Qk is less than a small positive value E.
2
The multiplier method can also be used to obtain the
constrained two-step estimates and the constrained m.l.
estimate. For the constrained two-step g.l.s. estimation, the
minimization procedure is defined similarly. On the other hand,
a little modification is needed to compute the m.l. estimates.
The corresponding augmented Lagrange function is defined
similarly to that of g.l.s. approach only replacing Q(9) by
F(9). The basic step in the Gauss-Newton algorithm is similar
too, except that V is replaced by Y(9iIn this case, we use
the expectation of the Hessian matrix to approximate the Hessian
matrix of F(9).
Frequently, we encounter the empty cells in the sample. In
this case, V cannot be taken as (pD-1+J/pt). Other choices will
be considered. On the other hand, one method has been suggested
(Lee and Poon[19861) that we delete the corresponding elements
in Q(A) and appropriate rows and columns in V in the computer
programs. So, let u be the number of empty cell, then, the
dimension of p and T will be (t-1-u) and V will be a (t-1-u) by
(t-1-u) matrix. The estimation procedure is the same as above
but the degrees of freedom of T1 is now equal to
(t-1-u)-(q-r). Similar adjustment is needed to be done in the
two-step estimation.
Iterative weighted least squares (i.w.l.s.) approach
applied in m.l. estimation has already proved useful in solving
34
many important practical problems as in a general exponential
family (Jennrich Moore[1979]), in general linear models
(Nelder Wedderburn[1972]), and in structural equation models
(Lee Jennrich[1979] and Lee[1979]). Green[1984] also gave a
very good review on this topic. In the unconstrained estimation
of polychoric correlations, Lee and Poon[1986] reported that the
solutions obtained from the i.w.l.s. programs are exactly equal
to the m.l. solutions reported in Tallis[1962] and
Olsson[1979a]. In this approach, the following g.l.s. type
function is considered:
where the weighted matrix VI is a matrix of the similar
form as with elements iteratively set equal to
the update estimates and The above minimization procedure
can be applied similarly in the i.w.l.s. approach.
We define
(40)
If we minimize Q'(0) instead of Q(0), the minimum chi-square
(m.c.s.) estimates will be obtained. In fact, Q'() is the
Pearson's chi-square statistic. Moreover, it can be proved that
it is algebraically equal to the following function
(41)
Since the polytomous random vector Z has a multinomial
distribution which belongs to the Koopman's family (see Kendall
and Stuart[1979], section 17.36 and 17.39) and
of course, is a vector of sufficient statistics, from
Ferguson[1958], we know that the unconstrained m.c.s. estimator,
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9M, is best asymptotically normal. It follows that it is weakly
consistent and
Since the expectation of the Hessian matrix is M
the asymptotic variances of the unconstrained g.l.s., m.c.s. and
m.l. estimates are the same. The statistical properties of the
constrained m.c.s. estimator and the test statistics stated in
chapter 3 can be obtained. Details of the proof is given in the
Appendix.
In the next chapter, M.C.S. estimates will also be
presented-. The above minimization procedure is also used except




is the gradient vector of the augmented
Lagrange function in the ith iteration of the kth minimization,
In the next chapter, g.l.s., i.w.l.s., m.c.s. and m.l.
estimates are presented and compared. In most cases, the basic
step in the searching of 9k is acceptable, in other words,
Qk(9i+1) is always less than Qk(9i Though, it may not be true
even if a number of step-halving is done. Under these
circumstances, we may accept a step even the new fit function
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value is slightly greater than the old one. Continue to search
the minimum until the root mean square of the gradient vector is
less than £2.
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Chapter 6 Some Numerical Results
Computer programs using FORTRAN IV lauguage with double
precision has been implemented to obtain the g.l.s., i.w.l.s.,
m.c.s., m.l. estimates and their two-step estimates. The inputs
of the program mainly involve frequencies from a contingency
table. The weight matrix used in the g.l.s. program was chosen
to be( pD-1+ J/ P t). In two-step programs, of was taken to be
the cumulative marginal proportions defined in chapter 4.
Although the programs are quite robust to starting values,
experience indicates that good starting value reduce the time
for convergence. The starting value for Qij may simply be the
sample correlation of Z. i. and Z J., and that for the threshold may
be obtained from the cumulative marginal proportion. The
subroutine developed by Schervish[1984] was used for computing
the distribution function of the multivariate normal
distributions. The outputs of the programs provides the
estimates of the thresholds and the correlations, the estimates
of their standard errors and some test statistic values.
To demonstrate the theory discussed in the previous
chapters, two sets of simulated data are analyzed. Simulated
data A are obtained from a 4-dimensional multivariate normal
distribution with mean vector 0 and covariance matrix
1.0 0.3 0.4 0.5
0.3 1.0 0.1 0.2
0.4 0.1 1.0 -0.1
0.5 0.2 -0.1 1.0
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with sample size 500. Data B are obtained from a 4-dimensional
multivariate normal distribution with mean vector( 0.2, 0.5,
0.1, 0.2) and covariance matrix
1.0 -0.1 0.3 0.2
-0.1 1.0 0.1 0.2
0.3 0.1 1.0 0.4
0.2 0.2 0.4 1.0
with sample size 400. Both data were transformed to polytomous





The data are printed in table I. In the table, we observe that
there are 9 and 5 empty cells in data A and B, respectively. The
unconstrained estimates are computed and reported in table II
and III. Their standard error estimates are also given in the
brackets below the estimate values. Numbers of iteration needed
to be convergent, final fit function values, test statistics of
model adequacy and both the corresponding degrees of freedom and
p-values are also printed in the tables. The iterative process
will be stopped in these programs if the root mean squares of
the gradient vectors are less than 0.0005. Even if the (i+1) th
fit function value is greater than the ith one 0.0001, we accept
the (i+1) th step and use the estimates in the (i+l)th step to
compute new gradients and second derivative approximates. From
the test statistic values, the null hypothesis (20) does not
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rejected in each set of data. In other words, we accept the
unconstrained model according to the high p-value in each case.
On the other hand, we observe that the i.w.l.s. and m.l.
estimates are very close. The observed maximum absolute
difference between them is less than 0.001 in both sets of data.
The same phenomenon is observed in the two-step cases.
For each set of data, two sets of constraints are imposed
on the correlation parameters. The following constraints are
considered in data A:
conl
con2
Apart from con1, we also estimate the underlying true parameter
values subject to con3 in data B.
We choose and the increasing
sequences The starting value
was taken to be a zero vector. If -S (or its equivalence in
m.c.s. and m.l.) is positive definite, the degrees of freedom of
T6 and T12 were taken to be r, the number of constraints.
Parameter estimates, their standard error estimates, the final
vector values numbers of minimization and final
fit function values are reported in tables IV to VII. The
computed test statistic values of model adequacy and constraint
validity are provided in table VIII. The corresponding degrees
of freedom and the p-values are also given in the table.
Let us focus on the results from data A. In table IV and
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V. we observed that the two-step estimates are pretty close to
the full estimates except some threshold estimates in g.l.s..
This phenomenon is also observed in the unconstrained
estimation. In table V, the reported m.c.s. estimate of t32 that
equals -0.001 instead of -0.000 is only due to rounding the
computed estimate. In table VIII, both the obtained T1 and T7
values give insignificant values in the two constrained models
so both models are not rejected. The T6 and T12 also give very
low values. It indicates that the two sets of constraint are
valid. The difference between the two T1 values is 0.6898,
whereas that between the two T7 values is 0.7077. Both values
indicate the validity of the constraint e21= e42 and
insignificant difference between the two constrained model in
explaining the data. On the other hand, the difference between
T1 and T4 is 2.7659 which indicates that the validity of
constraint con2 does not rejected at 5% level. The difference
between T7 and T10 is 2.7260 which also gives p-value greater
than 5%. T5 and T11 are also computed for the constraint con2
and the values are 3.03568 and 2.71948, respectively. The
difference between T1 and T4 is close to T5, on the other hand,
the difference between T7 and T12 is also close to T11. It is
expected because of proposition 7 and the equivalence in m.c.s..
The numerical results about data B is also presented in
table VI, VII and VIII. T5 and T11 are computed for constraint
con3 and the values are 0.24001 and 1.15563, respectively.
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Chapter 7 Summary and Discussion
In this paper, the constrained g.l.s. estimation of the
polychoric correlation is developed. We have proved that the
estimator is weakly consistent and its asymptotic distribution
is also obtained. Several asymptotic chi-square tests are
provided to check the adequacy of models and validity of
constraints. These test statistics are useful tools for the
analysis of pattern correlation matrices. The two-step estimator
is also discussed. It is also weakly consistent. From its
asymptotic distribution, we can estimate its standard errors
when the sample size is large and compare them with the standard
error estimates of the full approach. We also observed that, in
contrast to the full approach, the estimator
are not asymptotically independent. Other estimation methods
such as m.l. and m.c.s..are also discussed briefly and compared
with each other. We have shown that the three constrained
estimators are asymptotically equivalent. The asymptotic
statistical properties of the constrained m.c.s. estimator are
proved. Several asymptotic chi-square tests that are similar to
those in the g.l.s. are also provided.
No test of model adequacy is developed in the constrained
or unconstrained two-step g.l.s. estimation. If some statistics
are found, the two-step estimation will be more attractive.
In implementing the minimization algorithm, distribution
functions of some standardized multivariate normal distributions
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are involved. If the dimension of the underlying random variable
Y is large, it takes long computer time to get the solution.
Since the computational cost of the program depends heavily on
the computational time of the high dimensional normal integrals,
it may be much diminished if efficient methods of approximating
the integrals are developed and proved to be acceptably
accurate.
In Lee, Poon and Bentler[1987], the partition approach is
applied in covariance structure analysis. The asymptotic
statistical properties of the estimators are developed. This
approach is also applied in the g.l.s. estimation of the
polychoric correlation in Lee and Poon[1986]. So, it is possible
to test the validity of constraints by using the partition
g.l.s. 'estimates and theories developed in Lee[1985] if the
asymptotic properties of the partition g.l.s. estimators are
developed.
The results of this paper are developed based on the
normality assumption. Based on other distribution assumptions,
we may try to derive the partial derivative matrix of -f with
respect to 9. Although different distribution assumptions give
different estimates, the statistical theories related to the
estimators are the same as those developed in this paper.
Apart from these, the theories developed in this paper can
be extended to the estimation of the multivariate polyserial
correlation (Poon and Lee[1987]). Instead of considering the
equality constraints only, we can impose some inequality
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constraints on the correlations and perform various kinds of
estimation. To our opinion, these remain interesting research
topics in the future.
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Table I. The Two Set of Simulated Polytomous Data
DATA A(500) DATA A and B(400) DATA B
CELL (1,1,1,1)= 28 CELL (3,1,1,1)= 0 CELL (2,1,1,1)= 23
CELL (1,1,1,2)= 8 CELL (3,1,1,2)= 0 CELL (2,1,1,2)= 2
CELL (1,1,1,3)= 9 CELL (3,1,1,3)= 1 CELL (2,1,1,3)= 3
CELL (1,1,2,1)= 38 CELL (3,1,2,1)= 3 CELL (2,1,2,1)= 20
CELL (1,1,2,2)= 7 CELL (3,1,2,2)= 2 CELL (2,1,2,2)= 4
CELL (1,1,2,3)= 10 CELL (3,1,2,3)= 10 CELL (2,1,2,3)= 10
CELL (1,1,3,1)= 19 CELL (3,1,3,1)= 4 CELL (2,1,3,1)= 10
CELL (1,1,3,2)= 2 CELL (3,1,3,2)= 5 CELL (2,1,3,2)= 6
CELL (1,1,3,3)= 3 CELL (3,1,3,3)= 14 CELL (2,1,3,3)= 14
CELL (1,2,1,1)= 10 CELL (3,2,1,1)= 0 CELL (2,2,1,1)= 12
CELL (1,2,1,2)= 4 CELL (3,2,1,2)= 2 CELL (2,2,1,2)= 5
CELL (1,2,1,3)= 5 CELL (3,2,1,3)= 8 CELL (2,2,1,3)= 4
CELL (1,2,2,1)= 10 CELL (3,2,2,1)= 3 CELL (2,2,2,1)= 9
CELL (1,2,2,2)= 4 CELL (3,2,2,2)= 2 CELL (2,2,2,2)= 2
CELL (1,2,2,3)= 3 CELL (3,2,2,3)= 12 CELL (2,2,2,3)= 11
CELL (1,2,3,1)= 7 CELL (3,2,3,1)= 5 CELL (2,2,3,1)= 6
CELL (1,2,3,2)= 1 CELL (3,2,3,2)= 5 CELL (2,2,3,2)= 3
CELL (1,2,3,3)= 0 CELL (3,2,3,3)= 9 CELL (2,2,3,3)= 10
CELL (1,3,1,1)= 9 CELL (3,3,1,1)= 0 CELL (2,3,1,1)= 3
CELL (1,3,1,2)= 2 CELL (3,3,1,2)= 0 CELL (2,3,1,2)= 1
CELL (1,3,1,3)= 2 CELL (3,3,1,3)= 5 CELL (2,3,1,3)= 1
CELL (1,3,2,1)= 7 CELL (3,3,2,1)= 0 CELL (2,3,2,1)= 1
CELL (1,3,2,2)= 0 CELL (3,3,2,2)= 1 CELL (2,3,2,2)= 1
CELL (1,3,2,3)= 2 CELL (3,3,2,3)= 6 CELL (2,3,2,3)= 4
CELL (1,3,3,1)= 2 CELL (3,3,3,1)= 2 CELL (2,3,3,1)= 1
CELL (1,3,3,2)= 1 CELL (3,3,3,2)= 1 CELL (2,3,3,2)= 2
CELL (1,3,3,3)= 0 CELL (3,3,3,3)= 3 CELL (2,3,3,3)= 5
CELL (2,1,1,1)= 8 CELL (3,1,1,1)= 7
CELL (2,1,1,2)= 8 CELL (1,1,1,1)= 22 CELL (3,1,1,2)= 1
CELL (2,1,1,3)= 11 CELL (1,1,1,2)= 4 CELL (3,1,1,3)= 1
CELL (1,1,1,3)= 4CELL (2,1,2,1)= 19 CELL (3,1,2,1)= 11
CELL (1,1,2,1)= 16CELL (2,1,2,2)= 7 CELL (3,1,2,2)= 4
CELL (1,1,2,2)= 2CELL (2,1,2,3)= 12 CELL (3,1,2,3)= 6
CELL (1,1,2,3)= 10CELL (2,1,3,1)= 24 CELL (3,1,3,1)= 3
CELL (1,1,3,1)= 6CELL (2,1,3,2)= 5 CELL (3,1,3,2)= 4
CELL (2,1,3,3)= 8 CELL (1,1,3,2)= 5 CELL (3,1,3,3)= 14
CELL (3,2,1,1)= 2CELL (1,1,3,3)= 7CELL (2,2,1,1)= 7
CELL (1,2,1,1)= 11CELL (2,2,1,2)= 2 CELL (3,2,1,2)= 3
CELL (1,2,1,2)= 5 CELL (3,2,1,3)= 1CELL (2,2,1,3)= 15
CELL (1,2,1,3)= 1 CELL (3,2,2,1)= 0CELL (2,2,2,1)= 8
CELL (3,2,2,2)= 2CELL (1,2,2,1)= 5CELL (2,2,2,2)= 7
CELL (3,2,2,3)= 1CELL (1,2,2,2)= 1CELL (2,2,2,3)= 14
CELL (3,2,3,1)= 2CELL (1,2,2,3)= 11CELL (2,2,3,1)= 14
CELL (3,2,3,2)= 3CELL (1,2,3,1)= 4CELL (2,2,3,2)= 7
CELL (3,2,3,3)= 6CELL (1,2,3,2)= 3CELL (2,2,3,3)= 5
CELL (3,3,1,1)= 1CELL (1,2,3,3)= 3CELL (2,3,1,1)= 2
CELL (3,3,1,2)= 0CELL (1,3,1,1)= 6CELL (2,3,1,2)= 1
CELL (3,3,1,3)= 0CELL (1,3,1,2)= 2CELL (2,3,1,3)= 5
CELL (3,3,2,1)= 0CELL (1,3,1,3)= 2CELL (2,3,2,1)= 1
CELL (3,3,2,2)= 1CELL (1,3,2,1)= 4CELL (2,3,2,2)= 3
CELL (3,3,2,3)= 1CELL (1,3,2,2)= 5CELL (2,3,2,3)= 2
CELL (3,3,3,1)= 0CELL (1,3,2,3)= 5CELL (2,3,3,1)= 5
CELL (3,3,3,2)= 1CELL (1,3,3,1)= 1CELL (2,3,3,2)= 2
CELL (3,3,3,3)= 1CELL (1,3,3,2)= 1CELL (2,3,3,3)= 2
CELL (1,3,3,3)= 5
Table II. Various Unconstrained Estimates of Multivariate
Polychoric Correlations and Thresholds (Data A).
PAR GLS 2SGLS IWLS 2SIWLS MCS 2SMCS ML 2SML
0.287 0.251 0.214 0.214 0.188 0.181 0.214 0.214P21
(.062) (.061) (.055) (.055) (.055) (.056) (.055) (.055)
0.339 0.346 0.314 0.315 0.289 0.287 0.314 0.315P31
(.050) (.050) (.051) (.051) (.052) (.052) (.051) (.051)
-0.090 -0.123 -0.068 -0.069 -0.062 -0.061 -0.068 -0.069
P32
(.057) (.053) (.051) (.051) (.052) (.052) (.051) (.051)
0.500 0.519 0.511 0.512 0.492 0.493 0.511 0.512
P41
(.046) (.045) (.043) (.043) (.044) (.044) (.043) (.043)
0.261 0.247 0.178 0.178 0.154 0.151 0.178 0.178
P42
(.059) (.056) (.058) (.058) (.058) (.058) (.058) (.058)
-0.147 -0.165 -0.120 -0.120 -0.104 -0.105 -0.120 -0.120
P43 (.051) (.049) (.055) (.055) (.056) (.056) (.055) (.055)
-0.277 -0.290 -0.292 -0.290 -0.296 -0.290 -0.292 -0.290X1,2
(.055) (.057) (.057) (.057) (.057) (.057) (.057) (.057-)
0.876 0.820 0.822 0.820 0.806 0.820 0.822 0.820
X1,3 (.063) (.063) (.063) (.063) (.063) (.063) (.063) (.063)
0.154 0.075 0.079 0.075 0.053 0.075 0.079 0.075X2,2
(.054) (.056) (.056) (.056) (.056) (.056) (.056) (.056)
1.345 1.117 1.117 1.117 1.072 1.117 1.117 1.117X2,3
(.081) (.071) (.071) (.071) (.069) (.071) (.071) (.071)
-0.540 -0.513 -0.516 -0.513 -0.504 -0.513 -0.516 -0.513
X3,2
(.057) (.059) (.059) (.059) (.059) (.059) (.059) (.059)
0.501 0.496 0.496 0.496 0.506 0.496 0.496 0.496X3,3
(.057) (.059) (.059) (.059) (.059) (.059) (.059) (.059)
-0.060 -0.075 -0.078 -0.075 -0.086 -0.075 -0.078 -0.075
X4,2 (.054) (.056) (.056) (.056) (.056) (.056) (.056) (.056)
0.384 0.380 0.378 0.380 0.381 0.380 0.378 0.380
X4,3
(.056) (.058) (.057) (.058) (.057) (.058) (.057) (.058)
6 5 9 10 6 7 9 10ITER NO




Table III. Various Unconstrained Estimates of Multivariate
Polychoric Correlations and Thresholds (Data B).
PAR GLS 2SGLS IWLS 2SIWLS MCS 2SMCS ML 2SML
-0.266 -0.305 -0.171 -0.173 -0.149 -0.146 -0.171 -0.17221
(.048) (.043) (.057) (.057) (.058) (.059) (.058) (.057)
0.211 0.224 0.215 0.216 0.200 0.197 0.215 0.21631
(.058) (.056) (.060) (.060) (.060) (.061) (.060) (.060)
-0.026 -0.048 -0.003 -0.004 -0.008 -0.008 -0.003 -0.004
32
(.064) (.063) (.065) (.065) (.064) (.065) (.065) (.065)
0.177 0.180 0.115 0.115 0.094 0.093 0.115 0.11541
(.063) (.059) (.064) (.064) (.064) (.064) (.064) (.064)
0.190 0.170 0.197 0.197 0.192 0.196 0.197 0.197
42
(.066) (.064) (.065) (.065) (.065) (.065) (.065) (.065)
0.496 0.482 0.434 0.436 0.407 0.411 0.434 0.436
43
(.049) (.049) (.050) (.050) (.052) (.052) (.050) (.050)
-0.337 -0.312 -0.314 -0.312 -0.310 -0.312 -0.314 -0.312
1,2
(.060) (.064) (.064) (.064) (.064) (.064) (.064) (.064)
0.978 0.878 0.879 0.878 0.842 0.878 0.879 0.878
1,3
(.070) (.072) (.072) (.072) (.071) (.072) (.072) (.072)
0.242 0.119 0.118 0.119 0.075 0.119 0.118 0.119
2,2 (.060) (.063) (.063) (.063) (.063) (.063) (.063) (.063)
1.141 1.092 1.093 1.092 1.075 1.092 1.093 1.092
2,3 (.078) (.078) (.078) (.078) (.078) (.078) (.078) (.078)
-0.445 -0.475 -0.475 -0.475 -0.483 -0.475 -0.475 -0.475
3,2 (.061) (.065) (.065) (.065) (.065) (.065) (.065) (.065)
0.482 0.482 0.485 0.482 0.502 0.482 0.485 0.482
3,3 (.063) (.065) (.065) (.065) (.066) (.065) (.065) (.065)
0.022 -0.088 -0.084 -0.088 -0.116 -0.088 -0.084 -0.088
4,2 (.059) (.063) (.063) (.063) (.063) (.063) (.063) (.063)
0.398 0.379 0.385 0.379 0.393 0.379 0.385 0.379
4,3 (.062) (.064) (.064) (.064) (.064) (.064) (.064) (.064)
ITER NO 5 4 5 6 3 2 3 4




Table IV. Various Constrained Estimates, of Multivariate
Polychoric Correlations and Thresholds (Data A).
l =.001 2=.005, CONSTRAINT IS conl
PAR GLS 2SGLS IWLS 2SIWLS MCS 2SMCS ML 2SML
0.300 0.274 0.230 0.230 0.201 0.193 0.230 0.23021
(.061) (.059) (.051) (.051) (.052) (.053) (.051) (.051)
0.359 0.378 0.324 0.325 0.297 0.293 0.324 0.325
31
(.048) (.046) (.050) (.050) (.051) (.051) (.050) (.050)
-0.000 -0.000 0.000 -0.000 -0.000 -0.000 0.000 -0.000
32
(.000) (.000) (.000) (.000) (.000) (.000) (.000) (.000)
0.493 0.516 0.512 0.512 0.496 0.497 0.512 0.512
41
(.046) (.045) (.044) (.044) (.044) (.044) (.044) (.044)
0.248 0.238 0.174 0.173 0.150 0.146 0.173 0.173
42
(.060) (.056) (.057) (.057) (.058) (.058) (.057) (.057)
-0.144 -0.161 -0.110 -0.110 -0.094 -0.095 -0.110 -0.110
43 (.051) (.048) (.055) (.055) (.056) (.056) (.055) (.055)
-0.274 -0.290 -0.291 -0.290 -0.296 -0.290 -0.291 -0.290
1,2
(.055) (.057) (.057) (.057) (.057) (.057) (.057) (.057)
0.894 0.820 0.819 0.820 0.801 0.820 0.819 0.820
1,3 (.063) (.063) (.063) (.063) (.063) (.063) (.063) (.063)
0.158 0.075 0.079 0.075 0.053 0.075 0.079 0.075
2,2 (.054) (.056) (.056) (.056) (.056) (.056) (.056) (.056)
1.364 1.117 1.117 1.117 1.067 1.117 1.117 1.117
2,3 (.083) (.071) (.071) (.071) (.069) (.071) (.071) (.071)
-0.554 -0.513 -0.516 -0.513 -0.501 -0.513 -0.516 -0.513
3,2 (.057) (.059) (.059) (.059) (.059) (.059) (.059) (.059)
0.485 0.496 0.495 0.496 0.506 0.496 0.495 0.496
3,3 (.057) (.059) (.059) (.059) (.059) (.059) (.059) (.059)
-0.048 -0.075 -0.078 -0.075 -0.087 -0.075 -0.078 -0.075
4,2 (.054) (.056) (.056) (.056) (.056) (.056) (.056) (.056)
0.407 0.380 0.378 0.380 0.377 0.380 0.378 0.380
4,3 (.056) (.058) (.057) (.058) (.057) (.058) (.057) (.058)
-0.025 -0.077 -0.059 -0.041 -0.040 -0.053 -0.041 -0.032or
(.452) (.158) (.452) (.319) (.319) (.158) (.319) (.319)
MINI NO 9. 6 9 8 8 6 8 8
FCT VAL .062784 .075395 .052997 .052945 .051199 .052039 3.986661 3.986662
Table V. Various Constrained Estimates of Multivariate
Polychoric Correlations and Thresholds (Data A).
1=.001, 2=.005, CONSTRAINT IS con2
PAR GLS 2SGLS IWLS 2SIWLS MCS 2SMCS ML 2SML
0.269 0.251 0.205 0.205 0.179 0.172 0.205 0.20521
(.050) (.047) (.047) (.047) (.047) (.047) (.047) (.047)
0.363 0.383 0.326 0.326 0.299 0.293 0.326 0.32731
(.048) (.046) (.050) (.050) (.051) (.051) (.050) (.050)
0.000 0.000 0.000 0.000 -0.001 -0.000 0.000 0.00032
(.000) (.000) (.000) (.000) (.000) (.000) (.000) (.000)
0.493 0.515 0.512 0.512 0.498 0.495 0.512 0.51341
(.046) (.045) (.043) (.043) (.043) (.044) (.043) (.043)
0.269 0.251 0.205 0.205 0.178 0.172 0.205 0.20542
(.050) (.047) (.047) (.047) (.047) (.047) (.047) (.047)
-0.138 -0.153 -0.107 -0.107 -0.094 -0.094 -0.107 -0.108
43
(.051) (.048) (.055) (.055) (.056) (.056) (.055) (.055)
-0.273 -0.290 -0.291 -0.290 -0.293 -0.290 -0.291 -0.290
1,2
(.055) (.057) (.057) (.057) (.057) (.057) (.057) (.057)
1,3
0.904 0.820 0.819 0.820 0.800 0.820 0.819 0.820
(.063) (.063) (.063) (.063) (.063) (.063) (.063) (.063)
0.159 0.075 0.079 0.075 0.053 0.075 0.079 0.075
2,2
(.054) (.056) (.056) (.056) (.056) (.056) (.056) (.056)
1.362 1.117 1.117 1.117 1.070 1.117 1.117 1.117
2,3
(.083) (.071) (.071) (.071) (.069) (.071) (.071) (.071)
-0.554 -0.513 -0.516 -0.513 -0.501 -0.513 -0.516 -0.513
3,2 (.057) (.059) (.059) (.059) (.059) (.059) (.059) (.059)
0.487 0.496 0.495 0.496 0.505 0.496 0.495 0.496
3,3
(.057) (.059) (.059) (.059) (.059) (.059) (.059) (.059)
-0.045 -0.075 -0.078 -0.075 -0.087 -0.075 -0.078 -0.075
4,2 (.054) (.056) (.056) (.056) (.056) (.056) (.056) (.056)
0.413 0.380 0.377 0.380 0.374 0.380 0.377 0.380
4,3 (.056) (.058) (.057) (.058) (.057) (.058) (.057) (.058)
-0.050 -0.084 -0.050 -0.050 -0.051 -0.057 -0.050 -0.046
(.319) (.158) (.452) (.452) (.112) (.159) (.452) (.320)
0.036 0.024 0.030 0.030 0.029 0.029 0.030 0.027
(.318) (.157) (.452) (.452) (.110) (.158) (.452) (.319)
6 9 9 5 6 9 8MINI NO 8
FCT VAL .063474 .076180 .053974 .053903 .051907 .052878 3.987499 3.987507
or
Table VI. Various Constrained Estimates of Multivariate
Polychoric Correlations and Thresholds (Data B).
1=.001, 2=.005, CONSTRAINT IS conl
PAR GLS 2SGLS IWLS 2SIWLS MCS 2SMCS ML 2SML
-0.263 -0.299 -0.172 -0.172 -0.148 -0.145 -0.172 -0.172
21
(.048) (.043) (.057) (.057) (.058) (.058) (.057) (.057)
0.211 0.224 0.215 0.215 0.199 0.196 0.215 0.21531
(.058) (.056) (.060) (.060) (.060) (.060) (.060) (.060)
0.000 -0.000 -0.000 -0.000 0.000 0.000 -0.000 -0.000
32
(.000) (.000) (.000) (.000) (.000) (.000) (.000) (.000)
0.176 0.178 0.115 0.115 0.095 0.094 0.115 0.11541
(.063) (.059) (.064) (.064) (.064) (.064) (.064) (.064)
0.201 0.191 0.198 0.198 0.194 0.198 0.198 0.19842
(.060) (.059) (.061) (.061) (.061) (.062) (.061) (.061)
0.496 0.483 0.435 0.437 0.409 0.413 0.435 0.43743
(.048) (.048) (.049) (.049) (.051) (.051) (.049) (.049)
-0.336 -0.312 -0.314 -0.312 -0.310 -0.312 -0.314 -0.312
1,2
(.060) (.064) (.064) (.064) (.064) (.064) (.064) (.064)
0.982 0.878 0.879 0.878 0.842 0.878 0.879 0.878
1,3
(.070) (.072) (.072) (.072) (.071) (.072) (.072) (.072)
0.242 0.119 0.118 0.119 0.075 0.119 0.118 0.119
2,2
(.060) (.063) (.063) (.063) (.063) (.063) (.063) (.063)
1.141 1.092 1.093 1.092 1.076 1.092 1.093 1.092
2,3 (.078) (.078) (.078) (.078) (.078) (.078) (.078) (.078)
-0.448 -0.475 -0.475 -0.475 -0.483 -0.475 -0.475 -0.475
3,2 (.061) (.065) (.065) (.065) (.065) (.065) (.065) (.065)
0.480 0.482 0.485 0.482 0.502 0.482 0.485 0.482
3,3 (.063) (.065) (.065) (.065) (.066) (.065) (.065) (.065)
0.022 -0.088 -0.084 -0.088 -0.116 -0.088 -0.084 -0.088
4,2 (.059) (.063) (.063) (.063) (.063) (.063) (.063) (.063)
0.397 0.379 0.385 0.379 0.392 0.379 0.385 0.379
4,3 (.061) (.064) (.064) (.064) (.064) (.064) (.064) (.064)
or -0.031 -0.030 -0.002 0.005 -0.022 -0.016 -0.002 0.005
(1.431) (.356) (.356) (.715) (2.024) (.356) (.356) (.715)
MINI NO 12 8 8 10 13 8 8 10
FCT VAL .083910 .100896 .066145 .066293 .063778 .066341 4.036188 4.036189
Table VII. Various Constrained Estimates of Multivariate
Polychoric Correlations and Thresholds (Data B).
2=.0051=.001 CONSTRAINT IS con3
PAR GLS
2SGLS IWLS 2SIWLS MCS 2SMCS ML 2SML
-0.261 -0.298 -0.170 -0.170 -0.147 -0.145 -0.170 -0.17021
(.048) (.042) (.056) (.056) (.057) (.058) (.056) (.056)
0.216 0.226 0.225 0.225 0.206 0.205 0.225 0.22531
(.055) (.053) (.058) (.058) (.058) (.059) (.058) (.058)
-0.000 -0.000 -0.000 0.000 0.000 0.000 -0.000 0.00032
(.000) (.000) (.000) (.000) (.000) (.000) (.000) (.000)
0.189 0.185 0.157 0.157 0.144 0.145 0.157 0.15741
(.042) (.040) (.041) (.041) (.042) (.042) (.041) (.041)
0.189 0.185 0.157 0.157 0.144 0.145 0.157 0.157
42
(.042) (.040) (.041) (.041) (.042) (.042) (.041) (.041)
0.498 0.483 .0.443 0.443 0.416 0.422 0.443 0.44343
(.048) (.048) (.048) (.048) (.050) (.050) (.048) (.048)
-0.337 -0.312 -0.313 -0.312 -0.308 -0.312 -0.313 -0.312
1,2
(.060) (.064) (.064) (.064) (.064) (.064) (.064) (.064)
1,3
0.980 0.878 0.877 0.878 0.843 0.878 0.877 0.878
(.070) (.072) (.072) (.072) (.071) (.072) (.072) (.072)
0.242 0.119 0.118 0.119 0.074 0.119 0.118 0.119
2,2
(.060) (.063) (.063) (.063) (.063) (.063) (.063) (.063)
1.146 1.092 1.096 1.092 1.079 1.092 1.096 1.092
2,3
(.078) (.078) (.078) (.078) (.078) (.078) (.078) (.078)
-0.448 -0.475 -0.474 -0.475 -0.482 -0.475 -0.474 -0.475
3,2 (.061) (.065) (.065) (.065) (.065) (.065) (.065) (.065)
0.476 0.482 0.484 0.482 0.507 0.482 0.484 0.482
3,3 (.062) (.065) (.065) (.065) (.066) (.065) (.065) (.065)
0.022 -0.088 -0.084 -0.088 -0.116 -0.088 -0.084 -0.088
4,2 (.059) (.063) (.063) (.063) (.063) (.063) (.063) (.063)
0.397 0.379 0.384 0.379 0.393 0.379 0.384 0.379
4,3 (.061) (.064) (.064) (.064) (.064) (.064) (.064) (.064)
-0.018 -0.032 -.0.010 -0.010 -0.012 -0.020 -0.003 -0.011or
(.251) (.357) (.251) (.123) (.176) (.251) (.251) (.176)
-0.007 -0.005 -0.023 -0.024 -0.031 -0.038 -0.017 -0.024
(.250) (.355) (.249) (.119) (.174) (.249) (.249) (.174)
8 7 5 6 7 7 6MINI NO 7
FCT VAL .084103 .100967 .067713 .067919 .065293 .068033 4.037222 4.037242
Table VIII. Various Test Statistic Values in Constrained
Estimation of Multivariate Polychoric Correlations
and Thresholds.
DATA CONSTRAINT METHOD STATISTIC VALUE D.F. P-VALUE
A conl GLS T1 62.7838 58 .3106
T6 0.0032 1
.9551
MCS T7 51.1990 67
.9238
T12 0.0159 1 .8997
con2 GLS T1 63.4737 59 .3217
T6 0.0372 2
.9816




B conl GLS T1 67.1278 62 .3058
T6 0.0005 1 .9827
MCS T7 51.0221 67 .9264
T12 0.0001 1 .9913
con3 GLS T1 67.2822 63 .3328
T6 0.0061 2 .9970
MCS T7 52.2345 68 .9214
T12 0.0371 2 .9816
Appendix
The Pearson's chi-square function is defined as
(Al)
We define the constrained m.c.s. estimator 9M of 90 as vector
which satisfies h( )=0 and minimizes Q'( ). It follows from the
first order necessary condition that there exists a vector
of Lagrange multipliers such that
(A2)
and (A3)
where is the q by 1 gradient vector of
Under the regularity conditions (c1) to (c6), we have the
following propositions.
Proposition A1
The constrained m.c.s. estimator is weakly consistent.
Proof:
Similar to that of proposition 1 in chapter 2.
Proposition A2
The asymptotic distribution of
and
jointly normal with mean vector 0 and covariance matrix
Proof:
Since converges in probability to o and o is an
are
and
interior point of W. the probability that VM satisfies (A2) and





where lies between 9M and 0 and in W.
Hence, from (A4).
(A6)
Similarly, by Taylor's theorem,
where Lam=L(AS). From (A3), we have
(A7)
Combining (A6) and (A7).
(A8)
As AM converges in probability to also converges
in probability to' by given condition cl and similarly, L and
L. converges to L', by condition c4. On the other hand, all
elements of pare continuous on W so converge in
probability to respectively. Apart from
these, pD also converges in probability to It follows
that A converges in probability to and so
(A9)
Similar to the proof of proposition 2, this proposition follows.
Proposition A3
is asymptotically equivalent to
Proof:
Similar to that of proposition 3 given in chapter 2.
Corollary
The m.c.s. estimator is asymptotically equivalent to the
g.l.s. estimator.
Proposition A4
The asymptotic distribution of is
chi-square with degrees of freedom (t-1)-(q-r).
Proof:
From (A5) and (A9), we have
By following the procedure of proving the proposition 4, the
proposition follows.
Similar to the proof of the equivalent propositions given
in chapter 3, the following propositions can be proved easily.
Proposition A5
The asymptotic distribution of is
chi-square with degrees of freedom r-j, where'rM is the m.c.s.
estimator that subject to h-(A)=0.
Proposition A6
The asymptotic distribution of is
chi-square with degrees of freedom r.
Proposition A7
Under Ho: h(A0)=0, the asymptotic distribution of
is chi-square with
degrees of freedom r, where
Proposition A8
Under the null hypothesis (23), T11- T9 converges to zero
in probability.
Proposition A9
The asymptotic distribution of T12=-N%!S under Ho is chi-
square with degrees of freedom equal to the rank of S., where
Proposition A10
Under Ho: 9 0=9*, the asymptotic distribution of
is chi-square with degrees of freedom q-r, where P is the
generalized inverse of
Lastly, we defined T10a2NQ'(9H). The asymptotically
statistical properties of the two-step m.c.s. estimator can be
derived similarly.


