This paper focuses on dualizing tail-biting trellises, particularly KV trellises. These trellises are based on characteristic generators, as introduced by Koetter-Vardy (2003), and may be regarded as a natural generalization of minimal conventional trellises, even though they are not necessarily minimal. Two dualization techniques will be investigated: the local dualization, introduced by Forney (2001) for general normal graphs, and a linear-algebra-based dualization tailored to the specific class of tail-biting Bahl-Cocke-Jelinek-Raviv (BCJR) trellises, introduced by Nori-Shankar (2006). It turns out that, in general, the BCJR dual is a subtrellis of the local dual, while for KV trellises these two coincide. Furthermore, making use of both the BCJR construction and the local dualization, it will be shown that for each complete set of characteristic generators of a code there exists a complete set of characteristic generators of the dual code such that their resulting KV trellises are dual to each other if paired suitably. This proves a stronger version of a conjecture formulated by Koetter-Vardy.
I. INTRODUCTION
I T is well known that for a given linear block code, a tailbiting trellis may be smaller than the minimal conventional trellis with respect to any of the various notions of complexity of a trellis; see the discussion in [11, Sec . III]. Since iterative decoding on tail-biting trellises is well understood (as opposed to decoding on more general graphs with cycles), this has led to an increased interest in the construction of minimal tail-biting trellises; see also [11] , [13] , and [16] - [19] . A major breakthrough has been obtained by Koetter and Vardy [11] . They showed that for each -dimensional linear block code of length with full support there exists a list of characteristic generators, each endowed with a span interval, such that every minimal linear tail-biting trellis of the code is structurally isomorphic to a product of the elementary trellises of linearly independent characteristic generators (where structurally isomorphic means trellis isomorphic, but disregarding the edge labels); see [11, Th. 5.5] and the adjustments in [9, Prop. III.14, Th. III.15] . Here minimality refers to any of the standard complexity notions for linear tail-biting trellises discussed in [11] . Moreover, the same results show that for each minimal linear trellis there is a suitable choice of linearly independent characteristic generators such that the given trellis is isomorphic to the resulting product trellis. This shows a major difference from conventional trellises: while the minimal linear conventional trellis of a block code is unique up to trellis isomorphism, this is not the case in the tail-biting situation-again, this refers to any minimality notion. Not only may there exist minimal linear trellises with incomparable state or edge complexity profiles, but even if both these profiles coincide for two minimal trellises, the trellises may not be isomorphic (but they are structurally isomorphic due to [9, Prop. III.14] ).
We will use the term KV trellises for product trellises based on linearly independent characteristic generators as described above. From the construction performed in [11] , it follows that characteristic generators may be regarded as a generalization of minimum-span generator matrices (MSGMs) in the realm of conventional trellises [15, Def. 6.2] , also called trellis-oriented generator matrices [12, Sec. IV] or shortest bases in the sense of [5] . As a consequence, KV trellises, though not minimal in general, form a natural generalization of minimal conventional trellises, and indeed, they have much nicer properties than more general tail-biting trellises.
In [9] , two trellis constructions based on generators with span intervals have been investigated: the product construction and the Bahl-Cocke-Jelinek-Raviv (BCJR) construction, introduced by Nori and Shankar [16] . It has been shown that, in general, a BCJR trellis is smaller than the corresponding product trellis. For KV trellises, however, these two constructions are isomorphic [9, Th. IV.11] , and KV trellises are nonmergeable. Another demonstration of the distinctiveness of KV trellises will be given in this paper. It will be shown that KV trellises behave significantly more nicely under dualization than more general trellises.
We will investigate two dualization techniques for tail-biting trellises. Both lead to trellises representing the dual code. The first construction is a specialization of the local dualization introduced by Forney [4] for general normal graphs, resulting in the normal graph duality theorem. It amounts to dualizing the transition spaces along with a sign inverter. Different proofs of the same result have recently been presented in [1] , [6] , [7] , and [14] . Even though the local dualization is a very elegant and convenient construction, for tail-biting trellises it may lead to dual trellises with some undesirable properties; see Example III.2. The second construction is a simple-linear-algebra-based dualization for BCJR trellises as introduced by Nori and Shankar [16] . In Section III, we will see that the BCJR-dual is a subtrellis of the local dual and that for KV trellises these duals coincide. Furthermore, as we will show in Section IV, the dual of a KV trellis is a KV trellis again and thus shares all their nice properties.
More specifically, in Section IV, we will prove that for each set of characteristic generators of a given code , there exists a set of characteristic generators of the dual code such that the dual of each KV trellis of based on the chosen generators is a KV trellis of based on the dual generators. We will construct the list of dual generators explicitly and also show the direct link between the linearly independent characteristic generators for and the dual characteristic generators that give rise to the dual KV trellis. In fact, this link is easily described because Koetter and Vardy have shown [11, Th. 5.12] that the characteristic span list of is simply obtained by reversing the characteristic spans of . The construction of the list of dual generators is quite technical. Its proofs are relegated to the Appendix.
Let us close this section by introducing the basic notions needed for this paper. Throughout, a tail-biting trellis of depth over the finite field is a directed edge-labeled graph with the property that the vertex set partitions into disjoint sets such that every edge in that starts in ends in and is labeled with a field element. The edges will be represented as triples and thus the edge set decomposes into where . Notice that we compute modulo on the time axis . Referring to the familiar dynamical interpretation, we call the state space of the trellis at time , and its elements are the states at that time. The edges reflect the present-state to next-state transitions, and therefore the sets will be called transition spaces. These spaces have also been called trellis sections [3] , [8] or local constraints [4] .
A cycle in is a closed path of length . We always assume that the cycles start and end (at the same state) in . If , the trellis is conventional. We call the trellis reduced if every state and every edge appear in at least one cycle. The trellis is called biproper if any two edges starting at the same vertex or ending at the same vertex are labeled distinctly. The trellis is called one to one if distinct cycles in have distinct edge-label sequences.
We will consider only linear codes and linear trellises. A trellis is called linear if each state space is a vector space over and each transition space is a subspace of . The full behavior , where and , is then a linear subspace of . We say that represents the code such that , which is evidently a subspace of . The state complexity profile (SCP) and edge complexity profile (ECP) of are defined as SCP and ECP , where and . Throughout this paper, the notion of minimality for tail-biting trellises refers to any of the orderings discussed by Koetter and Vardy in [11, Sec. III] . While for conventional trellises all these minimality notions coincide, this is not the case for tail-biting trellises. In [11, Th. 5.5, Th. 5.6] and [9, Th. III.15] , it has been shown that a minimal trellis (with respect to any of those orderings) is a KV trellis in the sense of our Definition II.4. In this paper, we will be concerned with KV trellises, and a specific notion of minimality will not be needed.
As usual, linear trellises and are called isomorphic if there exists a bijection such that is an isomorphism and for all . Obviously, isomorphic trellises represent the same code.
Finally, we fix the following notation pertaining to the code under consideration. Throughout, let be a -dimensional code with support (I.1)
where the latter means that for each there exists a codeword such that . Here, and denote the row space and left kernel of the matrix , respectively. We assume , hence , and will explicitly state when and thus is a full row rank encoder matrix. Throughout, is a full row rank parity check matrix. Furthermore, let . . .
(I.2)
Hence, and are the columns of and , respectively. Finally, we will also assume that has support (this will guarantee that both and have full sets of characteristic generators). For any matrix , we will use the notation for the th column of and we will employ the (Maple) notation for the th row of .
II. KV TRELLISES AND THE BCJR CONSTRUCTION
After briefly recalling the main results about product trellises we will turn to KV trellises; these are product trellises based on characteristic generators of the code as introduced by Koetter and Vardy [11] . Finally, we will discuss the BCJR construction of trellises and present some results pertaining to BCJR trellises based on characteristic generators.
Due to the cyclic structure of the time axis , we adopt the usual circular interpretation of intervals and in ; see, for instance, [9, p. 740] or [11, p. 2083 ]. In particular, we call the intervals and conventional if and circular otherwise. For a vector , we call any half-open interval a span of if and if the closed interval contains the support of . This crucial notion has been introduced in [11, p. 2089] . Even though excluding the starting point from the span does not seem to be intuitive, it will be very convenient for our purposes. 1 It is well known that a nonzero vector along with a span naturally gives rise to a tail-biting trellis , 1 It would be more accurate to distinguish between a time axis for the symbols and a time axis for the states; see [5] . Then the span of a vector is its active state interval (that is, it is the interval of nonzero states of its corresponding cycle in the elementary trellis), while its active symbol interval is given by . This becomes also apparent in the product trellis in Definition II.1, where the state sequence of the cycle corresponding to has support .
called an elementary trellis. The precise definition can be found in [9, Def. III.2], but can also be deduced from the next definition for the special case . The general case is a special instance of the product construction of trellises.
Definition II.1: Let
, where has no zero rows. Denote the rows of by and let be a span list for , that is, is a span for the row . The product trellis is defined as the trellis . In other words, the state and transition spaces of are given by and , where, as before, denotes the th column of and
The following properties of product trellises will be crucial later on. Proof: Linearity, reducedness as well as the formulas for the SCP and ECP follow easily from the properties of elementary trellises as well as those of trellis products; see also [9, Prop. III.4] . For the biproperness the implication " " follows from the proof of [11, Corollary 4.5] , whereas the converse has been shown in [9, Th. III.6].
Remark II.3: Let us briefly comment on the subtle differences in the nomenclature for trellises in the literature. First, in our definition of product trellises we only consider spans such that the vector is nonzero at the endpoints of that span (as opposed to general intervals containing the support of the vector). This way, we immediately exclude certain (but not all) mergeable trellises; see also [11, Lemma 4.3] . This makes our definition of product trellises more restrictive than the one in [11] . Second, in [16] , product trellises of the type above (and where has full row rank) are called KV trellises, and the matrix , along with its span list, is called a KV-product matrix. In our paper, we will reserve the name KV trellises for a particular class of product trellises, which will be introduced next.
A main result of Koetter-Vardy [11] -and a major breakthrough in the study of minimal tail-biting trellises-is the construction of a list of characteristic generators, collected in a characteristic matrix, from which all minimal trellises can be derived. We will follow the presentation in [9, Sec. III].
Definition II.4: Let be as in (I.1). A characteristic pair of is defined to be a pair , consisting of a characteristic matrix , whose rows generate , and a characteristic span list such that is a span of the th row of and where: i) are distinct and are distinct; ii) for all there exist exactly row indices, , such that for . The rows of are called characteristic generators of . A product trellis is called a trellis of if consists of distinct linearly independent rows of and consists of the corresponding spans in . A trellis is called a KV trellis of if it is a trellis for some characteristic pair of .
A KV trellis is thus simply a product trellis generated by characteristic generators of the code. The main result of Koetter and Vardy [11] states that the class of KV trellises contains all minimal trellises. Recall that has support .
Theorem II.5 [11, Sec. V] , [9, Th. III.15] : The code has a characteristic pair, and the characteristic span list is, up to ordering, uniquely determined by . For every minimal trellis of , there exists a characteristic pair such that is a trellis.
It is not surprising that characteristic spans can be regarded as "shortest spans" in the sense of the following lemma. This property not only makes it algorithmically easy to find characteristic generators for a given code (see Remark II.7), but will also be crucial later on in order to derive strong properties for KV trellises.
Lemma II.6: Let be a nonzero codeword with (conventional or circular) span . Then, , where is the unique characteristic span starting at . Proof: Notice that by Definition II.4(i) there does indeed exist a characteristic span starting at . First, let . By ii) of the same definition there exist exactly characteristic spans not containing , thus conventional spans. One of these spans is . The generators with these spans form an MSGM of in the sense of [15, Def. 6.2, Th. 6.11], which thus has minimal span length. This implies that , for otherwise we could replace the generator with span by and obtain a generator matrix with shorter span length.
If , we may use the cyclic left shift by units in . Definition II.4 shows that if are the characteristic spans of , then are the characteristic spans of the code ; see also Remark II.11. Since has span , we may now make use of the first case. This leads to the desired result.
Remark II.7: The above result allows us to set up a greedy algorithm for finding the characteristic spans of a given code. Namely, for , let be such that is the shortest span among all possible spans starting at time of the (nonzero) codewords in . Then, the resulting list is the characteristic span list of . The same can be done by scanning the spans by their ending points. Of course, the greedy algorithm will also produce, at the same time, a list of characteristic generators, that is, a characteristic matrix. This shows that the "shortest basis approach" as described by Forney [5] for very general (conventional) realizations also applies to the tail-biting case.
Let us now turn to a different construction of tail-biting trellises. It has been introduced by Nori and Shankar [16, Sec. III] and studied in detail in [9, Sec. IV]. In this paper, it will be important to be slightly more general and also allow generator matrices that do not have full rank. Since this construction is central for the rest of the paper, we prefer to repeat the definition. We will phrase the definition in linear algebra language and discuss its dynamical interpretation afterwards. Recall that denotes the th row of the matrix . . Then, . We define to be the trellis with state spaces and transition spaces . It is easy to see that is a linear, reduced, and biproper trellis representing the code . We call the displacement matrix for the trellis . b) Let be a span list of . Then, the trellis is defined as , where is such that
The trellis is called a (tail-biting) BCJR trellis of .
The trellises defined in a) and b) may be regarded as observer realizations: each generator (the rows of ) starts at an arbitrarily defined initial state (the rows of ), and the states at the other times are the partial cumulation of the initial state and the inner products of and . Since this shows immediately that . Consequently, the th rows of the matrices form the sequence of states through which the cycle induced by the th generator passes. Instead of referring to trajectories (cycles) and their states we prefer to use the linear algebra terminology as this will be beneficial later on. In BCJR trellises as in b), the initial state of a generator with circular span is defined as the check sum along the span from its start to time zero, while the initial state of each generator with conventional span is simply zero. If (hence all spans are conventional), the trellis is conventional. If in addition, , then is, in fact, the classical conventional BCJR trellis of , hence minimal; see [15, Sec . IV] and [2] . One should bear in mind that BCJR trellises are not always one to one, even if the generators are linearly independent.
Example II.9: This example has already appeared in [9, Example IV.12]. Consider the code , where Then, is a span list for . Making use of the greedy algorithm in Remark II.7 and checking all eight codewords, it is easy to see that and are characteristic spans of , whereas is not. The BCJR trellis has state and transition spaces given by and , where (II.2)
Here we stagger with the columns of in order to easily read off the transition spaces . The trellis is shown in Fig. 1 (here and in all other trellises we will denote edges with label one as solid lines and those with zero label as dashed lines). It is straightforward to see that the corresponding product trellis has the same SCP and therefore is isomorphic to according to Theorem II.10. As a consequence, is one to one, which we can see also directly from the trellis. Notice that by the above, is not a KV trellis.
The following results have been proven in [9] for the case where has full row rank. One can easily verify that the same proofs apply to the general case. For the notion of mergeability, we refer to [11, Sec. II.B] or [9, Sec. II].
Theorem II.10 [9, Corollary IV.7, Th. IV.11, Remark IV.13]:
The BCJR trellis is nonmergeable. If and have the same SCP, then they are isomorphic.
The product construction as well as the BCJR construction are compatible with the cyclic shift. This is described in the following remark, of which we will make frequent use.
Remark II.11: Consider as in Definition II.1. Let denote the cyclic left shift on and let be the matrix consisting of the shifted rows . Then, forms a span list for and the product trellis representing has state and transition spaces and . The analogous statement applies to the shifted BCJR trellis . Finally, if is a characteristic pair for , then a characteristic pair of is given by the similarly shifted pair .
We close this section with the following two results pertaining to BCJR trellises based on characteristic generators. They will be crucial later in Section IV. We will comment on these results at the end of this section. . As a consequence, the full row rank of implies , and we arrived at , as desired.
As the last two proofs show, property 1) and " " of 3) of Theorem II.12 are true for all BCJR trellises. Part 2) also holds for more general BCJR trellises because it is actually equivalent to the BCJR trellis being isomorphic to the product trellis . For instance, the trellis in Example II.9 satisfies 2), but is not a KV trellis. The implication " " of 3) and Theorem II.13 are the most subtle properties. They are also satisfied by certain, but not all, non-KV trellises: for instance, in Example III.6, we present a non-KV trellis satisfying all the properties of Theorem II.12 and Theorem II.13. On the other hand, the trellis in Example II.9 does not satisfy " " of 3), and neither does it satisfy Theorem II. 13 . At the end of Section III we will present a link between Theorem II.13 and the dual trellis.
III. DUALIZING TRELLISES
In this section, we will investigate two methods of dualizing a given trellis in order to obtain a trellis representing the dual code. One method is what we call local dualization because it amounts to taking duals of the transition spaces along with a sign inverter. This very elegant and profound method has been introduced by Forney [4] and applies to all linear (even group) realizations. Theorem III.1 is simply a special case of it. The second method comes naturally with the BCJR construction and has been introduced by Nori and Shankar [16] . We will show that, in general, the BCJR dual is a proper subtrellis of the local dual and that for KV trellises the two coincide. There is yet another notion of trellis duality, introduced by Koetter and Vardy [11, Ch. VII] , based on what they call the intersection product. As it turns out via straightforward computation, this notion is identical to the local dual.
We begin with the local dualization. The following theorem is a special case of the normal (factor) graph duality theorem derived in [4, Sec. VII]. During the last decade this duality has been reinterpreted in various settings and by many authors. We refer to [1] , [4] , [6] , [7] , and [14] for elegant proofs as well as normal graph illustrations. The main feature of this procedure is the dualization of the local constraint codes based on the character-theoretic dual and Fourier transforms, followed by a sign inverter. Our definition of the dual transition space below captures both these ingredients. For our purposes it will be beneficial to phrase the dualization in linear algebra terminology. It is obvious that the isomorphism class of does not depend on the choice of the spaces and the nondegenerate bilinear forms. Of course, may simply be regarded as the linear algebra dual of . Later on we will make specific choices for and the bilinear form, which justifies our setting in Theorem III.1.
The following two examples illustrate that in specific cases local dualization may lead to undesirable trellises. While in the first example this is not surprising because the primal trellis is not even biproper, the second example is more unexpected. It shows a BCJR trellis that is isomorphic to the corresponding product trellis and thus reduced, nonmergeable (hence biproper) and one to one, and yet the local dual is not reduced. In Theorem III.5, we will see that this does not happen for KV trellises, and in Section IV, we will show that the dual of a KV trellis is even a KV trellis of the dual code.
Example III.2:
1) Consider the 2-D code and choose the span list . Then, the corresponding product trellis has SCP and ECP and is shown in Fig. 2 . Notice that is a conventional trellis, but not biproper (and thus not minimal). The transition spaces of can be read off from the matrix see Definition II.1 for the state space matrices of product trellises. According to Theorem III.1, the local dual has SCP and ECP . In order to compute , we observe that the standard bilinear form on induces a nondegenerate form on each , and thus may be used for the computation of the dual spaces . In particular, we will use for the dual state spaces as well. Then, we compute This leads to the trellis shown in Fig. 2 . Obviously, not every vertex appears in a cycle and thus the trellis is not reduced. As a consequence, is not a product trellis in the sense of Definition II.1. This phenomenon can easily be explained. Indeed, it is straightforward to show that is biproper if and only if is state trim (that is, each state lies on an edge in both the forward and backward direction).
2) The BCJR trellis given in Example II.9 has state and transition spaces and , with all matrices displayed in (II.2). For the local dual , we may again use and the standard bilinear form on . Then This leads to the first trellis in Fig. 3 . The trellis is not reduced. Indeed, the four diagonal edges in , the last section of the trellis, are not part of any cycle in . If we remove these four edges, then we obtain an isomorphic copy of the trellis on the right-hand side, which is reduced and still represents . In the next result, we will discuss the dualization leading to . Isomorphic versions of the trellises and have already appeared in [9, Example IV.12, Remark V.4].
We now continue with a very simple and natural way of dualizing the trellises defined in Definition II.8(a). This has been introduced by Nori and Shankar [16] .
Proposition III.3 [16, Def. 11] : Let be as in Definition II.8(a) and suppose represents the code . Then, the trellis represents the dual code . We call the BCJR dual of the trellis , denoted by .
One should bear in mind that even if the trellis is a BCJR trellis in the sense of Definition II.8(b), that is, its displacement matrix is based on a span list, then is not necessarily a BCJR trellis in that sense. This can be seen from Example III.2 (2) . The trellis given therein is a BCJR trellis, and one can easily check that the right-hand side trellis displayed in Fig. 3 is indeed its BCJR dual. Obviously the trellis is mergeable (merging the states and in does not create any new cycles), and thus is not a BCJR trellis due to Theorem II.10. We now have two ways of dualizing trellises of the form , both of which result in trellises representing the dual code. By construction, the dual trellises and have the same SCP. In general, however, these trellises are not isomorphic, as we have seen already in Example III.2(2). Next we will show that, just like in the above example, is a subtrellis of .
Proposition III.4: Let be as in Definition II.8(a) and and be the transition spaces of and , respectively. Then, , up to trellis isomorphism.
In the proof we will construct the local dual based on a suitable choice of dual state spaces, which will then make a true subtrellis of and not just an isomorphic copy. Proof: Let the notation be as in Definition II. 8 Let us briefly recap this section. The main result tells us that for KV trellises the local dual and the BCJR dual coincide. But we have also seen that the same may be true for certain, but not all non-KV trellises: the trellises in Examples III.2 (2) and III.6 are both nonmergeable product trellises (thus also reduced and one to one), but for the first example the BCJR dual is a proper subtrellis of the local dual, while in the second case the two duals coincide. It can be shown that this behavior of the duals is directly linked to the trivial intersection property of Theorem II.13 and to basic properties of the local dual. Indeed, a one-to-one BCJR trellis satisfies the equivalences reduced nonmergeable connected (III.4) Furthermore, if these conditions are not satisfied and the same nontrivial state appears in all state spaces of , then it can be connected to a cycle representing the zero word, and one obtains a non-one-to-one supertrellis of representing the same code. Done suitably (and taking the linear hull) this supertrellis is . Thus, we obtain that is connected if and only if is one to one. This can be interpreted as the classical duality that a system (trellis) is controllable if and only if its dual is observable. All this will be elaborated on in a forthcoming paper.
In the rest of this paper, we will focus on KV trellises. One should bear in mind that at this point it is not clear whether for a KV trellis the local dual, hence the BCJR-dual, is a KV trellis. This is indeed the case as we will see in Section IV.
IV. A DUALITY FOR CHARACTERISTIC MATRICES
In this section, we will restrict ourselves to KV trellises. Recall from Theorem III.5 that for these trellises the local dual and the BCJR dual coincide, and hence we may use these dualizations interchangeably. In [11, p. 2097 ], Koetter and Vardy formulated the conjecture that if and are characteristic pairs of and , respectively, then for every a trellis there is a trellis with the same state complexity profile. They actually restricted the characteristic matrices to a specific choice, the lexicographically first ones, and also made the correspondence more precise. In [9, Ex. III.13, Ex. V.2], however, it has been shown that the conjecture is not true in this generality, and in particular not for the lexicographically first characteristic matrices of and . In this section, we will prove the following reformulated, but much stronger, version of the Koetter-Vardy conjecture: for each characteristic pair of there exists a characteristic pair of such that the dual of a trellis is a trellis. Since, due to Theorem III.1, the local dual and the primal trellis have the same SCP, this result covers indeed Koetter-Vardy's original conjecture. We will also explicitly construct the dual characteristic matrix . Our result also extends a theorem in [9, Th. V.3] pertaining to minimal KV trellises.
A first step toward formulating the duality conjecture has been done in [11] . Recall the general assumption that both codes and have support .
Theorem IV.1 [11, Th. 5.12] : If the characteristic span list of is , then the characteristic span list of is given by .
As a consequence, Proposition II.2 and Definition II.4(ii) show that if one selects linearly independent characteristic generators of with spans, say, , and characteristic generators of that do not have spans , then the resulting product trellises have the same SCP; this has been proven in [11, Prop. 5.13] . However, it is not guaranteed that those dual characteristic generators are linearly independent and thus generate . Indeed, this is not the case in general; see [9, Ex. III.13, Ex. V.2]. Furthermore, even if those dual generators are linearly independent, they may not give rise to a KV trellis dual to the KV trellis of ; see Example IV.9. Despite these obstacles, the result in [11, Prop. 5.13] indicates how the dual should look: if the dual of a KV trellis of is a KV trellis of , then its span list has to be given by the reversed complementary spans in the above sense. This is indeed the only option for the dual characteristic span list because in [9, Prop. III.14] it has been shown that different selections of characteristic spans lead to nonisomorphic trellises. All of this leads to the following useful notation.
Definition IV.2: Let
and be characteristic pairs of and , respectively. A matrix pair is called a dual selection of if and are submatrices of and , respectively, and their span lists and satisfy (that is, consists of the spans in whose reverse is not in ).
In this section, we will prove the following result establishing a duality between entire lists of characteristic generators.
Theorem IV.3: Let be a characteristic pair of , and let be the characteristic span list of . Then, there exists a characteristic matrix of such that each dual selection of satisfies the following properties. 1)
.
2) Let
and let and be the characteristic span lists of and , respectively. Then, the KV trellises and are dual to each other. Notice that in 2) the trellises and represent and , respectively. We will prove Theorem IV.3 by explicitly constructing the dual matrix . Here is an outline of the quite technical procedure. Fix a characteristic matrix of and consider the BCJR trellis based on the entire matrix . For each consider the subtrellis of generated by all characteristic generators except the th one. Let the omitted generator have span . Then, one can find a cycle in the local dual with span , and hence the associated edge-label sequence is a characteristic generator of . This is carried out in Proposition IV.5. Collecting all of these dual characteristic generators results in a characteristic matrix for . This is the matrix that will satisfy Theorem IV.3. Unfortunately, it is not a priori clear whether the pair satisfies the dual rank condition in part 1) of Theorem IV.3. Its somewhat technical proof is given in Proposition IV.8. For this step, the BCJR representation of the trellises turns out to be crucial as it provides us with a close link between states and dual codewords. Once the dual rank condition is established, Theorem IV.3(2) is essentially a consequence of the construction. Indeed, pick a subset such that , and let consist of the characteristic generators in with span list . Then, the KV trellis is a subtrellis of for each , and therefore each characteristic generator in with span in appears in the local dual of . As a consequence, Theorem IV.3(1) tells us that if , then these generators give rise to the entire local dual of . The only detail that needs attention is the choice of the dual state spaces and the bilinear form. But this comes naturally with the construction of and will be dealt with in Proposition IV.11.
Throughout this section, we will use the following notation.
Notation IV.4: Let
be a -dimensional code as in (I.1) and (I.2). Recall that we assume that both and have support . Furthermore, let be a fixed characteristic pair of , and write , where the rows of are sorted such that . Hence, we index the characteristic generators by . Since has support , no characteristic span is empty and therefore for all . Let be the columns of (we will always denote the th column of a matrix by ). Let be the associated BCJR trellis. The state space matrices of will be denoted by . Recall that the BCJR construction is completely generator-wise, that is, the th rows of the matrices solely depend on the generator with span . In the following, we will consider various submatrices of and . In all of these instances, we will index the rows of the submatrices by the ending point of the span they correspond to. In this situation, Theorem II.12 reads as follows:
1) for all such that ; 2) the set such that is linearly independent for all .
The following proposition results in the desired dual characteristic matrix. The very technical proof of this and the other results in this section are relegated to the appendix. is a characteristic pair of .
It is worth noting that and the trellis does indeed represent . This is easy to see for the case where : due to Definition II.4(ii), there exist conventional characteristic spans (spans not containing ). Since , this implies that contains all characteristic generators with conventional spans. In other words, contains an MSGM of and . The general case can be dealt with by Remark II.11.
One should observe that the identities in Proposition IV.5(d) indicate that the dual codeword and the states , give rise to a cycle in the local dual of . We will make this precise later on after specifying the dual state spaces.
Example IV.6: Consider the self-dual code in ,
where . A characteristic pair is given by
This can easily be seen by applying Remark II.7 to the three nonzero codewords in . The BCJR trellis is given by the data 2 Omitting the th row from , where , we see that
Hence, , and . Recalling that by self-duality, we compute , and . Thus, the resulting characteristic pair for is given by 2 Notice that we can easily read off the state space matrices and transition spaces for all trellises by simply taking the submatrix of consisting of any two rows for which the corresponding two rows in are linearly independent. This results in five pairwise nonisomorphic trellises.
One should notice that even though the code is self-dual, the matrix is not identical to the characteristic matrix with which we started the procedure.
Example IV.7: It is easy to see that a cyclic code has a unique characteristic matrix (up to scalar factors). It is given by the cyclic shifts of the generator polynomial; see also [10, Lemma 2] . As a consequence, Proposition IV.5 produces the unique characteristic matrix of the dual code, up to a scalar factor. In [10, Th. 6] it has been shown that this pair of characteristic matrices satisfies the dual rank condition of Theorem IV.3. We will establish this result for arbitrary codes in the next step.
Let us return to the general situation. Our goal is to establish that the pair resulting from Proposition IV.5 satisfies Theorem IV.3. The proof is quite technical, and we will spell out the two parts of that theorem explicitly. Part 1) reads as follows. It is worth pointing out that for the proof of this result the BCJR description of the trellises involved is crucial. It directly links the "dual states" to the associated dual codewords , making the second equivalence in (IV.2) obvious.
Proposition IV.8: Let
and be as in Proposition IV.5, and let be a partition such that . Let be a dual selection of based on this index partition, that is, consists of the generators in with indices in and consists of the dual generators in with indices in . Then, satisfies is linearly independent (IV.2) This establishes the dual rank property in Theorem IV.3 (1) . Unfortunately, this does not guarantee part 2) of that theorem. This is due to the fact that KV trellises based on the same span selection but different generators need not be isomorphic. Indeed, we have the following example.
Example IV.9: Let be the code generated by
One easily verifies that is a characteristic matrix with characteristic span list , . The dual code has characteristic span list and the matrices are both characteristic matrices of . It is easy to see that both pairs , satisfy the dual rank condition 1) of Theorem IV.3 for all dual selections. However, a tedious, but straightforward computations shows that only satisfies part 2) of Theorem IV.3 for all full rank dual selections. For instance, the two KV trellises resulting from the first two rows of and are not isomorphic, 3 and only the trellis resulting from is the dual of the KV trellis of corresponding to the last two rows of . As expected, applying Proposition IV.5 to the characteristic matrix produces the matrix .
Example IV.10: From Example IV.6, one can see that for a given characteristic matrix of a self-dual code the pair does not necessarily satisfy the dual rank condition of Theorem IV.3 (1) . In the proof of [10, Th. 1], it was stated that for any self-dual code, the pair , where is the lexicographically first characteristic matrix, satisfies the dual rank condition (the lexicographically first characteristic matrix is obtained by choosing for each span the lexicographically first codeword having that span, and where the lexicographic ordering starts at the starting point of that span). While this is indeed the case for the particular code in Example IV.6 (where the given is not the lexicographically first characteristic matrix), this is, unfortunately, not true in general. Consider the extended -Hamming code generated by
Then, is in MSGM with conventional spans . The lexicographically first characteristic matrix is given by where and has spans . It is easy to see that the pair does not satisfy the dual rank condition in Theorem IV.3(1): the rows with spans are linearly independent, whereas this is not the case for the rows with spans , . All this shows once more that for self-dual codes the dual characteristic matrix constructed in Proposition IV.5 is in general different from the primal matrix.
Let us now turn to establishing 2) of Theorem IV. All this shows that we have finally proved the following.
Theorem IV.12: Let be as in Notation IV.4 and as in Proposition IV.5. Then, the pair satisfies Theorem IV.3.
The duality of the KV trellises resulting from the pair may also be expressed in terms of BCJR representations. Indeed, let be a dual selection of with associated characteristic span lists and , and let , thus . Then, and are parity check matrices of and , respectively, and may be used for the BCJR representations of the codes. This results in the KV trellises of and of . A tedious, but straightforward matrix computation shows that .
V. CONCLUSION
The local dualization introduced by Forney [4] applies to general normal graphs. We have shown that using this dualization for tail-biting trellises leads to some unexpected results. While the dual of a KV trellis is a KV trellis again and therefore shares all the nice properties of this class of trellises, the dual of a more general trellis may lack some basic properties. This has been illustrated in Example III.2. Specifically, the comparison of Examples III.2(2) and III.6 shows that it is not obvious how to distinguish reduced, one-to-one, and nonmergeable trellises with a reduced dual from those where the dual is not reduced. In the last paragraph of Section III, we have briefly elaborated on this and presented the equivalence equation (III.4) addressing this question. The details will be worked out in a forthcoming paper. However, the only characterization in (III.4) in terms of the primal trellis (the very leftmost one) depends on the BCJR representation of the given trellis, and thus is coordinate dependent. Therefore, (III.4) does not reveal which trellis properties are responsible for a well-behaved dual. Finding such intrinsic characterizations for the quality of the dual trellis is the subject of ongoing research.
" " Let for some . Using we obtain . Hence, (A.2) implies for all . By assumption the matrix is nonsingular, and therefore . As a consequence, for all . But then Notation IV.4(2) tells us that for each such that (we index the vector by in consistence with the rows of ). Since no span is empty, this results in . This shows . " " Assume . Then, , and the matrices are the state space matrices of the BCJR trellis , where . Let for some . We first show that for all and . To this end notice that by Notation IV.4(1), (2) along with Definition II.4(ii) we have if and if . If , then Proposition IV.5(c) yields in . Thus, in all cases. Now we have . By Notation IV.4(1) and (2) again, the latter space turns out to be , and since was arbitrary, this proves . Using that is a KV trellis, we may apply Theorem II.13 and conclude that . As a consequence, is linearly independent, and this concludes the proof.
Proof of Proposition IV.11: 1) Recall that by property ii) of Definition II.4 every index is contained in exactly characteristic spans. Thus, with the aid of Notation IV.4(1) and (2), and we compute . But the last quantity equals due to Proposition IV.8. This establishes . The nondegeneracy of the bilinear form follows once we have shown that and . The second identity follows from the first one along with . For the first identity, let for some . Then, for all such that . Along with Proposition IV.5(c) this leads to for all . But due to Proposition IV.8 the matrix is nonsingular and thus we conclude . 2) We first show . We have to prove , where are the transition spaces of . The rows of are given by for , where is as in Proposition IV.5(d). Using that is a submatrix of for all , that proposition shows that . For the converse we will prove that the two spaces have the same dimension. Let and . . It remains to show that is isomorphic to the trellis . For this remember that the latter has state spaces and transition spaces , where is as in Definition II.1 based on the span list . As a consequence, the rows of with index such that are linearly independent, and all other rows are zero. Comparing this with (IV.3), we see that induces a well-defined isomorphism between and . Now the very definitions of the transition spaces of and show that this gives rise to a trellis isomorphism. This concludes the proof.
