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Résumé
Les mécanismes de réputation sont des outils très utiles pour inciter des utilisateurs ne se
connaissant pas à se faire conance, en récompensant les bons comportements et, inversement,
en pénalisant les mauvais. Cependant, pour que la réputation des fournisseurs de service soit
précise et robuste aux attaques, les mécanismes de réputation existants requièrent de nom-
breuses informations qui menacent la vie privée des utilisateurs ; par exemple, il est parfois
possible de traquer les interactions eectuées par les clients. Des mécanismes de réputation
préservant aussi bien la vie privée des clients que celle des fournisseurs sont donc apparus pour
empêcher de telles attaques. Néanmoins, pour garantir des propriétés fortes de vie privée, ces
mécanismes ont dû proposer des scores de réputation imprécis, notamment en ne permettant
pas aux clients de témoigner de leurs interactions négatives.
Dans cette thèse, nous proposons un nouveau mécanisme de réputation distribué préser-
vant la vie privée, tout en permettant aux clients d’émettre des témoignages négatifs. Une telle
construction est possible grâce à des outils issus des systèmes distribués – des tierces parties
distribuées qui permettent de distribuer la conance et de tolérer des comportements mal-
veillants – et de la cryptographie – par exemple des preuves de connaissance à divulgation
nulle de connaissance ou des signatures proxy anonymes. Nous prouvons de plus que ce mé-
canisme garantit les propriétés de vie privée et de sécurité nécessaires, et montrons par des
analyses théoriques et pratiques que ce mécanisme est utilisable.
iii

Abstract
Reputation mechanisms are very powerful mechanisms to foster trust between unknown
users, by rewarding good behaviors and punishing bad ones. Reputation mechanisms must
guarantee that the computed reputation scores are precise and robust against attacks; to guar-
antee such properties, existing mechanisms require information that jeopardize users’ privacy:
for instance, clients’ interactions might be tracked. Privacy-preserving reputation mechanisms
have thus been proposed, protecting both clients’ privacy and the providers’ one. However, to
guarantee strong privacy properties, these mechanisms provide imprecise reputation scores,
particularly by preventing clients to testify about their negative interactions.
In this thesis, we propose a new distributed privacy-preserving reputation mechanism al-
lowing clients to issue positive as well as negative feedback. Such a construction is made
possible thanks to tools from the distributed systems community – distributed third parties
that allow for a distribution of trust and that tolerate malicious behaviors – as well as from the
cryptographic one – for instance zero-knowledge proofs of knowledge or anonymous proxy
signatures. Furthermore, we prove that our mechanism guarantees the required privacy and
security properties, and we show with theoretical and practical analysis that this mechanism
is usable.
v
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Introduction
Les communautés qui se sont développées sur Internet permettent à leurs membres d’inter-
agir en s’échangeant des services, en se conseillant ou, dans le cas du commerce électronique,
en se vendant des biens. Cependant, de telles communautés sont vastes, et un utilisateur ne
connaît qu’une fraction négligeable des membres de ses communautés. Un problème se pose
lorsqu’un client désire interagir avec un fournisseur de service qu’il ne connaît pas : tous deux
s’investissent dans l’interaction, mais aucun des deux ne sait si son partenaire se comportera
correctement, ce qui n’est pas le cas dans le monde physique : un magasin ayant pignon sur
rue inspire a priori plus conance qu’un inconnu sur Internet. Un risque non-négligeable est
donc attaché à chaque interaction. Les mécanismes de réputation sont apparus comme des ou-
tils ecaces pour estimer ce risque [Res+00] : en eet, ils permettent aux clients de témoigner
en notant leurs fournisseurs et d’utiliser ces témoignages pour calculer des scores de répu-
tation, qui représentent les comportements passés des fournisseurs. Ainsi, un fournisseur se
comportant incorrectement recevra des mauvaises notes, ce qui réduira sa réputation et donc
son attractivité. Les mécanismes de réputation incitent donc les fournisseurs de service à se
comporter correctement.
Certains mécanismes de réputation reposent sur une architecture centralisée pour collecter
les notes et calculer les scores de réputation des utilisateurs [And+08 ; Ker09 ; SPT11]. En plus
de rendre un passage à l’échelle problématique, une telle conception induit un point unique
de défaillance : souvent, toute la sécurité du mécanisme de réputation repose sur l’autorité
centrale. Les mécanismes distribués, bien que généralement plus complexes, permettent de
tolérer des comportements byzantins [BSS10 ; Has10].
La collecte des témoignages et le calcul des scores de réputation doivent être robustes face
aux tentatives de manipulation pour garantir que les scores de réputation représentent précisé-
ment le comportement des fournisseurs. À cet eet, certains mécanismes requièrent des infor-
mations sur les utilisateurs qui peuvent être considérées comme personnelles [Liu+11 ; WJI04].
Les témoignages peuvent de plus être considérés comme des données personnelles [Byg02]
et doivent donc être protégés pour respecter la législation en vigueur [Eur95]. C’est pour-
quoi il est primordial de s’intéresser aux problèmes de vie privée dans les mécanismes de
réputation. De nombreux mécanismes intègrent la protection de la vie privée de leurs utili-
sateurs au cœur de leur conception. Les premiers mécanismes proposés assurent le secret des
témoignages [Has10 ; Ker09 ; PRT04] ; ils révèlent néanmoins l’identité des participants, ce qui
est problématique. D’autres mécanismes, plus évolués, garantissent des propriétés plus fortes
comme le k-anonymat des utilisateurs [CSK13] ou l’indistinguabilité des utilisateurs et l’inas-
sociabilité de leurs interactions [And+08 ; BSS10].
Malheureusement, l’intégration de propriétés de vie privée fortes dans les mécanismes de
réputation a conduit à une dégradation de l’utilité des scores de réputation : les mécanismes
préservant correctement la vie privée ne permettent pas aux clients de laisser une trace de
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leurs expériences négatives ; ces expériences sont pourtant indispensables pour nous faire une
idée précise du comportement d’un fournisseur [Bau+01]. De plus, l’architecture même de ces
mécanismes permet aux fournisseurs de n’utiliser qu’un sous-ensemble des témoignages reçus
pour le calcul de leur score de réputation ; y ajouter des témoignages négatifs n’est donc pas
trivial. Jusqu’à présent, la conception d’un mécanisme de réputation permettant aux clients de
témoigner de leurs expériences négatives tout en préservant leur vie privée restait un problème
ouvert. Comme indiqué par Bethencourt et coll., cette tâche n’est pas aisée :
Most importantly, how can we support non-monotonic reputation systems, which
can express and enforce bad reputation as well as good? Answering this question
will require innovative denitions as well as cryptographic constructions. (Be-
thencourt et coll. [BSS10])
L’objectif de cette thèse est de concevoir un tel mécanisme.
Contributions
Cette thèse apporte plusieurs contributions aux mécanismes de réputation préservant la vie
privée
Propriétés formelles de vie privée et de sécurité Avant de comparer des mécanismes de
réputation préservant la vie privée, il est nécessaire de dénir les propriétés à partir
desquelles eectuer la comparaison. Nous proposons un ensemble de propriétés de vie
privée et de sécurité utilisées pour comparer les mécanismes de l’état de l’art. Ces pro-
priétés eectuent un compromis entre vie privée et sécurité, en garantissant un respect
susamment fort de la vie privée des utilisateurs et en fournissant les informations né-
cessaires à un calcul précis des scores de réputation.
Mécanisme préservant la vie privée des clients Le premier mécanisme proposé s’intéresse
à la vie privée des clients, sans considérer celle des fournisseurs. Il propose à cet eet une
gestion distribuée des témoignages et des scores de réputation des fournisseurs pour ga-
rantir leur intégrité, et permet aux clients d’utiliser des pseudonymes pour interagir ;
deux pseudonymes diérents ne sont pas associables, ce qui garantit qu’un adversaire
ne peut pas traquer les interactions d’un client. Ce mécanisme décrit également une
nouvelle fonction de calcul de score de réputation qui ne nécessite pas d’informations
personnelles ; des analyses évaluent la précision de cette fonction en présence d’utilisa-
teurs malveillants.
Nouveaux outils cryptographiques et distribués La conception d’un mécanisme de répu-
tation préservant la vie privée des clients et des fournisseurs nécessite des nouveaux
outils. Nous présentons de nouveaux outils cryptographiques, dont l’invariant, ainsi que
de nouvelles architectures distribuées pour la gestion des scores de réputations et des
témoignages.
Mécanisme préservant la vie privée des utilisateurs À l’aide des outils introduits précé-
demment, nous présentons un mécanisme de réputation préservant la vie privée des
utilisateurs, c’est-à-dire des clients et des fournisseurs de service. Nous en proposons
également une variante, qui allège le coût imposé aux tierces parties distribuées. Nous
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prouvons formellement que ce mécanisme garantit les propriétés de vie privée et de sé-
curité proposées.
Analyse des performances Finalement, nous analysons les performances du mécanisme de
réputation préservant la vie privée des utilisateurs sur deux aspects : la taille des mes-
sages échangés par les participants d’une interaction, ainsi que leurs temps de calcul.
Nous commençons par une analyse théorique, puis présentons les performances d’une
implémentation en Python de ce mécanisme ; dans les deux cas, notre mécanisme est
bien plus ecace que les mécanismes précédents.
Plan du manuscrit
Ce manuscrit est organisé en sept parties. Dans le chapitre 1, nous présentons le contexte
général considéré. C’est-à-dire que nous précisons le vocabulaire utilisé pour parler des mé-
canismes de réputation, nous décrivons le modèle du système et de l’adversaire. Finalement,
nous justions et détaillons les propriétés de vie privée et de sécurité que nous utilisons. Avant
de décrire l’état de l’art, le chapitre 2 présente quelques outils cryptographiques existants, ac-
compagnés d’une introduction à l’algèbre et aux hypothèses cryptographiques classiques ; ce
chapitre précise les dénitions de sécurité utilisées par chacun des outils présentés. Ce cha-
pitre nous permet d’arriver à l’état de l’art (chapitre 3), où nous présentons dans un premier
temps les liens entre réputation et conance et les propriétés nécessaires à la réputation ; nous
décrivons ensuite les principales fonctions de calcul de réputation, les attaques sur les méca-
nismes de réputation et l’utilité de la vie privée pour la réputation. Nous nissons ce chapitre
en exposant les principaux mécanismes de réputation préservant la vie privée et leurs limi-
tations. Le chapitre 4 propose un premier mécanisme de réputation préservant la vie privée
des clients, ainsi qu’une nouvelle fonction de calcul de score, qui y est évaluée. Le chapitre 5
redénit ce mécanisme plus formellement, puis introduit les outils nécessaires à un mécanisme
de réputation préservant la vie privée des utilisateurs ; il détaille ensuite deux variantes d’un
tel mécanisme. Le chapitre 6 prouve que ce mécanisme respecte les propriétés de vie privée
et de sécurité présentées au chapitre 1. Finalement, le chapitre 7 valide notre mécanisme en
montrant qu’il est ecace, aussi bien en théorie qu’en pratique.
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1 Contexte général
Dans ce chapitre, nous commençons par présenter le contexte général de cette thèse. Dans
un premier temps, nous dénissons plus précisément les termes utilisés pour décrire les mé-
canismes de réputation. Une fois que cette terminologie est dénie, nous précisons le modèle
du système, ainsi que le modèle de l’adversaire. Finalement, nous sommes capable de présen-
ter les propriétés de vie privée et de sécurité devant être garanties pour qu’un mécanisme de
réputation soit considéré robuste et préservant la vie privée.
1.1 Mécanismes de réputation
Un mécanisme de réputation fait interagir au moins deux types d’utilisateurs : les clients et les
fournisseurs de service. Les fournisseurs proposent des services que les clients désirent obtenir.
Par exemple, ils vendent des biens sur une plateforme de commerce électronique, ils proposent
des chiers en téléchargement ou ils relisent des articles scientiques ; nous ne spécions pas
la nature des échanges, qui peut être quelconque. Un même utilisateur peut être à la fois client
et fournisseur dans diérentes interactions.
Dénition 1 (Client)
Un client est un utilisateur désirant obtenir un service proposé par un fournisseur.
Dénition 2 (Fournisseur de service)
Un fournisseur est un utilisateur proposant un ou plusieurs services, de nature quelconque.
Une fois l’échange entre un client et un fournisseur terminé, le client a la possibilité de
témoigner du comportement du fournisseur en déposant une note ; si le client est satisfait, la
note est dite positive, et négative sinon.
Dénition 3 (Note)
Une note représente l’opinion d’un client sur un fournisseur. Lorsque le client est satisfait, la note
est dite positive. Sinon, la note est dite négative.
Tous les mécanismes de réputation ne permettent pas aux clients d’émettre des notes néga-
tives [And+08 ; BSS10]. Nous expliquons en section 3.1 pourquoi celles-ci sont nécessaires. Un
client peut décider de ne pas laisser de note ; c’est en général le cas des clients satisfaits. Ainsi,
la majorité des mauvais comportements des fournisseurs sont pris en compte, mais seulement
une fraction de leurs bons comportements le sont. An de répondre à cette asymétrie, nous
proposons aux fournisseurs de service d’obtenir des preuves de transaction qui témoignent des
transactions, et permettent de distinguer deux fournisseurs ayant reçu les mêmes notes : le
fournisseur ayant obtenu le plus de preuves de transaction est probablement le plus able.
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Dénition 4 (Preuve de transaction)
Une preuve de transaction atteste qu’un fournisseur de service a participé à une transaction, même
lorsque le client n’a pas témoigné.
La preuve de transaction, accompagnée ou non de la note, dresse le bilan de la transaction : le
témoignage. Certains mécanismes de réputation incorporent en plus d’autres données dans le
témoignage, comme la date de la transaction ou sa valeur [JI02].
Dénition 5 (Témoignage)
Un témoignage est le compte-rendu d’une transaction, qui contient la preuve de transaction, et
éventuellement la note du client et d’autres données.
Finalement, les témoignages des clients passés d’un fournisseur – ses témoins – sont combi-
nés pour obtenir son score de réputation, qui résume son comportement passé.
Dénition 6 (Témoin)
Les témoins d’un fournisseur de service sont ses clients passés.
Dénition 7 (Score de réputation)
Le score de réputation d’un fournisseur de service est un résumé de son comportement passé.
Le score de réputation – ou, plus simplement, la réputation – d’un fournisseur croît lorsqu’il
reçoit de nouveaux témoignages positifs, et décroît lorsque ceux-ci sont négatifs. Le format des
témoignages et des scores de réputation, ainsi que la manière de les calculer sont décrits par le
moteur de réputation.
Dénition 8 (Moteur de réputation)
Le moteur de réputation spécie le format des témoignages et des scores de réputation, ainsi que
la manière de combiner les témoignages pour obtenir un score de réputation.
Nous en donnons plusieurs exemples en section 3.2.
Tout au long de cette thèse, nous diérencions les transactions des interactions. Une transac-
tion représente un échange de service entre un fournisseur et un client, tandis qu’une interac-
tion correspond à l’exécution du protocole suivi par le client et le fournisseur, permettant au
client de vérier la réputation du fournisseur, d’obtenir le service, et nalement d’émettre un
témoignage comprenant sa note.
Dénition 9 (Transaction)
Une transaction correspond à l’échange d’un service entre un client et un fournisseur.
Dénition 10 (Interaction)
Une interaction comprend l’ensemble des communications permettant à un client et un fournisseur
de service d’eectuer une transaction, de la vérication de la réputation du fournisseur à l’émission
du témoignage. Plus précisément, une interaction se déroule en quatre étapes :
1. la vérication de la réputation du fournisseur ;
2. la préparation à la transaction, qui est optionnelle ;
6
1.2 Modèle du système
3. la transaction ;
4. l’émission du témoignage, qui permet au client de choisir une note.
Les utilisateurs peuvent décider de se comporter conformément au protocole déni par le
mécanisme de réputation ; par exemple, les clients sont supposés noter les fournisseurs à la n
de leurs interactions, tandis que les fournisseurs sont sensés les y aider. Nous disons qu’un tel
utilisateur est honnête, tandis qu’un utilisateur dont le comportement dévie du protocole est
malveillant. Notons qu’un utilisateur honnête peut être curieux, c’est-à-dire qu’il peut chercher
à apprendre les informations secrètes des autres utilisateurs, tout en suivant le protocole.
Dénition 11 (Honnêteté)
Un utilisateur est dit honnête s’il se conforme au protocole décrit par le mécanisme de réputation.
Autrement, il est dit malveillant.
Dénition 12 (Curiosité)
Un utilisateur curieux est un utilisateur honnête qui cherche à apprendre les informations secrètes
des autres utilisateurs à partir des interactions légitimes entre utilisateurs honnêtes.
Similairement, nous disons qu’un témoignage ou un score de réputation est valide s’il est ac-
cepté par un utilisateur honnête, et invalide dans le cas contraire. La dénition exacte de validité
d’un témoignage dépend du mécanisme de réputation, mais est essentielle pour garantir l’in-
forgeabilité des témoignages et des preuves de réputation (voir leur dénition en section 1.4).
Cette dénition, bien que manquant de précision, permet d’être compatible avec tout méca-
nisme de réputation, sans perte de généralité.
Dénition 13 (Validité d’un témoignage ou d’une réputation)
Un témoignage ou un score de réputation est valide si et seulement si il est accepté par un utilisateur
honnête. Sinon, il est invalide.
Nous dénissons plus formellement la validité d’un témoignage ou d’un score de réputation
dans le contexte du mécanisme de réputation proposé lors des preuves des propriétés de sécu-
rité (voir sections 6.1.4 et 6.1.5).
1.2 Modèle du système
Nous considérons un système ouvert, permettant à n’importe quel utilisateur de le rejoindre
ou de le quitter. Ainsi, le système est potentiellement à large échelle, c’est pourquoi les al-
gorithmes utilisés doivent être ecaces. Avant qu’un utilisateur n’entre dans le système, cer-
tains mécanismes de réputation imposent qu’il s’enregistre auprès d’une autorité centrale, par
exemple pour obtenir des identiants ou des clés cryptographiques [And+08 ; BSS10 ; Has10 ;
Ker09]. Cet enregistrement peut requérir un coût, monétaire ou calculatoire, pour éviter qu’un
seul utilisateur ne se crée trop de comptes et ne lance une attaque Sybil [Bor06 ; Dou02] ; nous
donnons plus d’informations sur de telles attaques en section 3.3. Une fois enregistré, un utilisa-
teur peut agir à la fois en tant que client et en tant que fournisseur de service. Finalement, nous
supposons que les utilisateurs communiquent à travers un réseau de communication anonyme
pour empêcher la surveillance de leurs adresses IP ; à cet eet, ils peuvent utiliser un réseau de
routage en oignon [SGR97] comme Tor [DMS04].
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Hypothèse 1 (Communications anonymes)
Les utilisateurs communiquent à travers un réseau de communication anonyme.
1.3 Modèle de l’adversaire
Les mécanismes de réputation considèrent généralement un – ou plusieurs – modèles d’ad-
versaire parmi les trois suivants :
Adversaire curieux Un utilisateur curieux suit le protocole spécié par le mécanisme, mais
essaye d’apprendre les secrets des autres utilisateurs grâce aux messages reçus et aux
calculs eectués.
Adversaire malveillant non-disruptif À l’instar des utilisateurs curieux, un utilisateur mal-
veillant non-disruptif a pour objectif d’apprendre les secrets des autres utilisateurs. An
d’atteindre cet objectif, un tel utilisateur peut adopter n’importe quel comportement ; il
peut par exemple refuser de participer à une interaction, émettre des notes aléatoires, ou
empêcher le routage correct des messages. Un adversaire non-disruptif se comporte de
manière malveillante uniquement pour atteindre son objectif.
Adversaire malveillant disruptif En plus de vouloir apprendre les secrets des autres utilisa-
teurs, un utilisateur malveillant disruptif – ou byzantin – peut également vouloir empê-
cher les utilisateurs honnêtes de participer au protocole ; à cet eet, il peut se comporter
de manière arbitraire.
Un utilisateur curieux est moins puissant qu’un utilisateur malveillant non-disruptif, qui est
lui-même moins puissant qu’un utilisateur malveillant disruptif. Dans la suite, nous considé-
rons que tout utilisateur, client ou fournisseur de service, peut être malveillant disruptif.
Hypothèse 2 (Comportement des utilisateurs)
Tout utilisateur peut être malveillant disruptif.
L’adversaire peut être adaptatif ou non-adaptatif. Dans le premier cas, l’adversaire peut cor-
rompre des utilisateurs au fur et à mesure du déroulement du protocole, tandis que dans le
second, les utilisateurs malveillants sont xés au début du protocole. Nous détaillons les hypo-
thèses sur le modèle de l’adversaire lors de la présentation des mécanismes de réputation.
Finalement, nous supposons que l’adversaire a une puissance de calcul limitée. Plus précisé-
ment, nous le modélisons par une machine de Turing probabiliste en temps polynomial (ppt).
C’est-à-dire que l’adversaire peut exécuter des algorithmes probabilistes dont le temps d’exé-
cution est polynomial en la longueur des entrées. Notamment, l’adversaire ne peut pas tester
toutes les combinaisons d’un mot de passe pour le deviner : il y a c` mots de passe possibles de
longueur ` sur un alphabet de c caractères, ce qui est exponentiel et non polynomial en `. Cette
modélisation est courante en cryptographie ; Katz et Lindell introduisent cette approche [KL07,
§ 3.1].
Hypothèse 3 (Puissance de calcul de l’adversaire)
L’adversaire est une machine de Turing ppt.
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1.4 Propriétés de vie privée et de sécurité
Dans cette section, nous formulons et motivons les propriétés de vie privée et de sécurité
qu’un mécanisme de réputation doit garantir an d’être sécurisé et de préserver la vie privée
de ses utilisateurs. Notons que nous ne présentons ici que des vues intuitives de ces propriétés ;
leur énoncé formel est présenté en même temps que leurs preuves, au Chapitre 6.
1.4.1 Propriétés de vie privée
Nous expliquons en section 3.4 pourquoi les mécanismes de réputation doivent préserver
la vie privée de leurs utilisateurs. Les mécanismes utilisés couramment – par exemple le site
d’enchères électroniques eBay 1 – permettent à leurs utilisateurs de choisir un pseudonyme.
Cependant, ce pseudonyme est un identiant unique auquel toutes les interactions et témoi-
gnages de cet utilisateur sont rattachés, ce qui permet d’obtenir des informations. Préserver la
vie privée des utilisateurs n’est donc pas chose aisée, et les termes de cette préservation doivent
être dénis avec précaution. Dans le contexte des mécanismes de réputation, nous considérons
les propriétés de vie privée suivantes :
Propriété 1 (Vie privée du fournisseur de service). Au moment où un client note un four-
nisseur de service honnête, ce fournisseur est anonyme parmi tous les fournisseurs de service hon-
nêtes ayant la même réputation.
Propriété 2 (Vie privée du client). Au moment où un fournisseur de service procède à la tran-
saction avec un client honnête, ce client est indistinguable de tout autre client honnête. De plus, les
interactions des clients honnêtes avec diérents fournisseurs de service ne sont pas associables.
Préserver la vie privée des fournisseurs vise à empêcher les clients de choisir un fournisseur
sur d’autres critères que le service fourni ou sa réputation ; ainsi, les clients ne peuvent sélec-
tionner un fournisseur particulier pour diminuer sa réputation. De plus, les client ne doivent
choisir leur note qu’en fonction du comportement du fournisseur pendant la transaction. Il faut
donc que les fournisseurs de service soient anonymes au moment où les clients choisissent
leur note ; c’est-à-dire, suivant la dénition de Ptzmann et Hansen [PH10], que les clients ne
doivent pas être capables de distinguer un fournisseur parmi les fournisseurs ayant une même
réputation. Ainsi, l’identité du fournisseur de service ne peut pas avoir d’inuence sur la note
choisie par le client.
Remarque
Notons que le client peut distinguer un fournisseur de haute réputation d’un fournisseur de
basse réputation : le but des mécanismes de réputation est de permettre cette distinction. De
plus, cette propriété ne mentionne pas le moteur de réputation employé, c’est-à-dire la ma-
nière dont sont calculés les scores de réputation. Notamment, un mécanisme de réputation as-
signant une réputation unique à chaque fournisseur de service peut masquer leurs identiants ;
néanmoins, le client connaît la réputation du fournisseur, et peut donc traquer son comporte-
ment. Concevoir un mécanisme de réputation préservant la vie privée requiert donc de choisir
1. https://www.ebay.com
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un moteur de réputation adapté, qui garantit que l’ensemble d’anonymat des fournisseurs est
susamment grand pour préserver la vie privée des fournisseurs ; le mécanisme proposé par
Clauß et coll. [CSK13] garantit qu’au moins k fournisseurs possèdent la même réputation.
L’objet de cette thèse n’est pas de concevoir un moteur de réputation préservant la vie privée,
mais de fournir tous les éléments nécessaires au calcul robuste des scores de réputation, c’est-à-
dire de garantir les propriétés de sécurité décrites ci-dessous. La plupart des moteurs existants
– présentés au chapitre 3 – peuvent être adaptés pour garantir que les ensembles d’anonymat
des fournisseurs sont susamment grands. Dans la suite, nous supposons que le moteur de
réputation utilisé est adapté. 
Préserver la vie privée des clients empêche un fournisseur de traquer un client donné, et par
exemple de le discriminer en lui orant systématiquement un service de moindre qualité. Ainsi,
il faut éviter qu’un fournisseur ne sache avec quel client il interagit lorsque la transaction se dé-
roule. De plus, si plusieurs fournisseurs combinent les informations à propos de leurs témoins,
ils peuvent potentiellement reconstruire le prol de leurs clients en eectuant des attaques par
inférence [BDK07 ; NS08] ; ces deux articles parviennent à désanonymiser des utilisateurs à
partir de bribes d’information. Il faut donc veiller à minimiser la quantité d’information divul-
guée. C’est pour cela qu’il faut empêcher d’associer les clients de diérents fournisseurs.
1.4.2 Propriétés de sécurité
Les propriétés de sécurité peuvent se séparer en plusieurs catégories. Tout d’abord, il faut
garantir que ni le client ni le fournisseur ne peuvent empêcher l’émission du témoignage.
Propriété 3 (Indéniabilité des notes). À la n d’une transaction entre un client honnête et un
fournisseur, le fournisseur ne peut pas empêcher un client de le noter et de construire un témoignage
valide, qui sera pris en compte dans le score de réputation du fournisseur.
Propriété 4 (Indéniabilité des preuves de transaction). À la n d’une transaction entre un
client et un fournisseur honnête, le client ne peut pas empêcher le fournisseur d’obtenir un témoi-
gnage valide, comprenant la preuve de transaction.
Si ces propriétés ne sont pas garanties, un fournisseur peut mal se comporter et empêcher le
client de le noter, garantissant de cette façon que son score de réputation ne peut diminuer. Les
notes négatives ne sont utiles que si l’indéniabilité des notes est garantie ; dans le cas contraire,
un fournisseur peut empêcher les clients d’émettre des notes négatives tout en continuant à
recevoir des notes positives. De la même façon, le client pourrait empêcher un fournisseur de
recevoir une preuve de transaction.
Ensuite, il faut garantir qu’un utilisateur malveillant ne peut pas forger un témoignage ou
un score de réputation.
Remarque
Deux utilisateurs malveillants peuvent créer un témoignage sans qu’une transaction n’ait eu
lieu ; la forge d’un témoignage n’est donc valide que si elle concerne un utilisateur honnête. 
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Propriété 5 (Inforgeabilité des témoignages). Si un témoignage concernant un client et un
fournisseur de service est valide, et que le client ou le fournisseur est honnête, alors ce témoignage
a été émis à l’issue d’une transaction entre ces deux utilisateurs.
Propriété 6 (Inforgeabilité des scores de réputation). Un fournisseur de service ne peut pas
forger un score de réputation valide diérent de celui calculé à partir de ses témoignages.
Sans ces propriétés, un utilisateur malveillant serait capable soit d’augmenter sa réputation
à volonté, soit de diminuer celle d’un concurrent.
La dernière propriété nécessaire concerne l’associabilité des témoignages.
Propriété 7 (Associabilité des témoignages). Deux témoignages valides émis par le même
client sur le même fournisseur sont publiquement associables.
Cette propriété permet d’empêcher les bourrages d’urne [Del00], que nous détaillons en sec-
tion 3.3.3. Le principe de cette attaque est le suivant : dans un mécanisme de réputation, un
fournisseur de service peut interagir avec lui-même, et se donner des bonnes notes pour aug-
menter sa réputation. Si le mécanisme de réputation préserve la vie privée des clients, il est
impossible de distinguer un tel témoignage du témoignage d’un client quelconque. Pire encore,
le fournisseur peut procéder ainsi de nombreuses fois an d’obtenir une réputation massive-
ment positive. Pour empêcher de telles attaques, nous proposons d’associer les témoignages à
propos d’un même fournisseur de service, c’est-à-dire d’être capable de dire si le même client
a émis plusieurs témoignages sur un même fournisseur de service. Notons que cette propriété
n’est pas incompatible avec la vie privée des clients (Propriété 2), qui s’intéresse à l’associabi-
lité entre diérents fournisseurs de service et non pas à l’associabilité des clients d’un même
fournisseur.
1.5 Résumé
Dans ce chapitre, nous avons commencé par préciser les termes employés pour décrire à la
fois un mécanisme de réputation et le comportement des utilisateurs. Nous avons également
détaillé le modèle du système et trois modèles réalistes de l’adversaire. Finalement, nous avons
présenté et justié les sept propriétés qu’un mécanisme de réputation doit garantir pour être
sécurisé et préserver la vie privée de ses utilisateurs. Il est intéressant de noter qu’aucune des
propriétés dénies ne requiert un moteur de réputation spécique.
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2 Outils cryptographiques existants
L’objectif de ce chapitre est de présenter les outils cryptographiques existants avec lesquels
nous construisons un mécanisme de réputation préservant la vie privée de ses utilisateurs tout
en permettant aux clients d’émettre des témoignages positifs et négatifs. Avant de présenter ces
outils, nous rappelons des notions d’algèbre des groupes et des groupes bilinéaires (section 2.1),
ainsi que des bases de cryptographie (section 2.2).
Lors de la description d’un outil, nous commençons par décrire les propriétés de sécurité
garanties par cet outil, puis nous détaillons son instanciation.
Nous présentons quatre outils cryptographiques : deux schémas de partage de secret (voir
section 2.3) [PRT04 ; Sha79] ; un schéma d’engagement sxdh proposé par Groth et Sahai [GS08]
(voir section 2.4) ; le système de preuve construit à partir de ces engagements [GS08] (voir sec-
tion 2.5) ; trois schémas de signature : un schéma de signature classique [KW03], un schéma dit
automorphe [Abe+10], qui permet d’instancier un schéma de signature proxy anonyme [FP08].
2.1 Rappels d’algèbre
Nous commençons par rappeler la notion de groupe, et introduisons les notations que nous
utiliserons dans ce document. Nous expliquons ensuite ce que sont les couplages ainsi que les
groupes bilinéaires, qui nous serviront à présenter la construction d’outils cryptographiques.
Pour plus de détails, Shoup présente une introduction détaillée à la théorie des nombres et à
l’algèbre à destination des informaticiens [Sho08].
2.1.1 Groupes
La notion de groupe est fondamentale en algèbre et en cryptographie moderne. Un groupe
est déni comme suit :
Dénition 14 (Groupe)
Soient G un ensemble et ◦ une opération binaire sur G, c’est-à-dire une fonction prenant deux
éléments de G en entrée. L’ensemble G muni de l’opération ◦ est un groupe si et seulement si les
conditions suivantes sont vériées :
clôture Pour tous G,H ∈ G, G ◦ H ∈ G.
existence d’un neutre Il existe un élément E ∈ G tel que pour toutG ∈ G,E ◦G = G ◦ E = G ;
cet élément est appelé le neutre de G.
existence des inverses Pour chaque élémentG ∈ G, il existeH ∈ G tel queG ◦H = H ◦G = E ;
H est appelé l’inverse de G et est noté G−1.
associativité Pour tous G1,G2,G3 ∈ G, (G1 ◦G2) ◦G3 = G1 ◦ (G2 ◦G3).
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Remarques
Soit (G,◦) un groupe de neutre E.
— Quand un groupeG possède un nombre ni d’éléments, ce groupe est ditni, et le nombre
d’éléments de ce groupe, noté |G|, est appelé l’ordre du groupe.
— Si l’opération ◦ est commutative, c’est-à-dire que pour tous G,H ∈ G, G ◦ H = H ◦ G,
alors le groupe est dit abélien.
— Soit G ∈ G. On dit que G est un générateur de G et que G est engendré par G si tous les
éléments de G peuvent être atteints en combinant G et son inverse avec l’opération ◦ ;
c’est-à-dire que G = {. . . ,G−1,E,G ◦G, . . .}. 
Exemples
— L’ensembleZ des entiers, muni de l’addition, est un groupe ; son neutre est 0, et l’inverse
d’un nombre n est −n.
— L’ensemble Zp = {0, . . . ,p − 1} muni de l’addition modulo p est un groupe ; son neutre
est 0, et l’inverse de n est (−n mod p).
— L’ensemble Z∗p = {n ∈ Zp | pgcd(n,p) = 1} muni de la multiplication modulo p est
également un groupe dont le neutre est 1 ; l’inverse d’un nombre peut être déterminé
en utilisant l’algorithme d’Euclide étendu [Sho08, § 4.2]. En particulier, si p est premier,
Z∗p = Zp\{0}.
— Les courbes elliptiques sur des corps nis ont également une structure de groupe ; Sil-
verman détaille leur arithmétique [Sil09] et Hankerson et coll. présentent leur utilité en
cryptographie [HMV04]. 
Dans la suite, nous utilisons les notations suivantes :
— les groupes sont notés multiplicativement : l’opération est notée · et nous écrivonsGm =
G · · · · ·G︸     ︷︷     ︸
m fois
, oùm est un scalaire, c’est-à-dire un élément de Zp ;
— les éléments de groupe sont désignés par des lettres capitales : G,H ∈ G ;
— les scalaires sont notés par des lettres minuscules : r ,s ∈ Zp ;
— les fonctions sont notées en caractères romans : Sign, Enc ;
— les variables désignant un élément de groupe ou un scalaire sont notées en police de
caractères sans empattement : cert, nym ;
— si G est un multiplet, alors G1 désigne le premier élément de ce multiplet et, plus gé-
néralement, Gk en désigne le k-ième élément : l’indice désignant l’élément du multiplet
considéré est en gras ;
— le signe «← » désigne le résultat d’une fonction probabiliste : crs← Crs(κ) ;
— le signe « = » désigne le résultat d’une fonction déterministe : Y = Gx ;
— le signe « R← » désigne le choix uniformément aléatoire d’un élément dans un ensemble :
x R←Zp désigne un scalaire choisi aléatoirement.
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2.1.2 Groupes bilinéaires et couplages
Dénition 15 (Couplage)
Soient (G1, ·), (G2, ·) et (GT , ·) trois groupes d’ordre p premier. Soient G1 et G2 des générateurs
respectifs de G1 et G2. Soit e une application :
e : G1 × G2 −→ GT
A,B 7→ e (A,B)
L’application e est un couplage si elle respecte les conditions suivantes :
bilinéaire pour tousA1,A2 ∈ G1 et B1,B2 ∈ G2, e (A1 ·A2,B1) = e (A1,B1) ·e (A2,B1) et e (A1,B1 ·
B2) = e (A1,B1) · e (A1,B2) ;
non dégénérée e (G1,G2) , 1T , où 1T est le neutre de GT ;
facilement calculable un algorithme permet d’évaluer e ecacement.
Les couplages sont très intéressants en cryptographie car ils permettent de construire des
schémas de signature courte [BB08 ; BBS04], d’eectuer des échanges de clés tripartites en un
seul tour [Jou00], de construire des schémas de chirement fondés sur l’identité [BF01] ou des
systèmes de preuves de connaissance à divulgation nulle de connaissance ecaces [GS08]. Les
couplages sont dénis dans le cadre de groupes bilinéaires :
Dénition 16 (Groupe bilinéaire)
Un groupe bilinéaire Λ = (p,G1,G2,GT ,e,G1,G2) est composé de
— trois groupes G1,G2,GT d’ordre p premier ;
— un couplage e : G1 × G2 → GT ;
— G1 un générateur de G1 et G2 un générateur de G2.
En pratique, Galbraith et coll. classient les groupes bilinéaires suivant trois types [GPS06] :
Type 1 Dans le premier type de groupe bilinéaire, G1 = G2 dans la dénition du groupe bili-
néaire.
Type 2 Dans le deuxième type de groupe bilinéaire, G1 , G2, mais il existe un homomor-
phisme ϕ : G2 → G1 calculable ecacement ; cet homomorphisme n’est pas un isomor-
phisme, c’est-à-dire qu’il n’est pas inversible : il est facile de passer de G2 à G1, mais
l’inverse n’est pas vrai.
Type 3 Dans le dernier type de groupe bilinéaire, il n’existe pas d’homomorphisme calculable
ecacement entre G1 et G2, dans un sens ou dans l’autre.
Plusieurs travaux introduisent la cryptographie utilisant les couplages [GPS08 ; Men09].
2.2 Hypothèses cryptographiques
Les schémas cryptographiques modernes reposent presque toujours sur l’hypothèse qu’un
problème est dicile à résoudre. Par exemple, le schéma de chirement RSA [RSA78] repose
sur l’hypothèse qu’il est dicile de factoriser un nombre. En pratique, dicile signie qu’il
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n’existe pas d’algorithme polynomial résolvant le problème. Par exemple, l’algorithme vériant
de manière exhaustive si p = 2, . . . ,
√
n divise n prend un temps O (√n · (logn)c ) pour une
constante c ; la longueur de n est logn, cet algorithme est donc exponentiel en la longueur de
n et n’est ainsi pas ecace.
Les hypothèses sont présentées sous la forme d’expériences – ou jeux – cryptographiques,
impliquant un adversaire A. Comme expliqué en section 1.3, cet adversaire est généralement
modélisé par une machine de Turing ppt. Une des hypothèses couramment eectuée en cryp-
tographie est celle du logarithme discret, qui est dénie pour un algorithme de génération de
groupe G, un adversaire A et un paramètre de sécurité κ – ce paramètre représente le niveau
de sécurité désiré, par exemple 80 bit, 128 bit ou plus – par l’expérience suivante : 1
Logarithme discret DLogA,G (κ)
1 : (G,p,G ) ← G (κ), où G est un groupe d’ordre p, un nombre de κ bit, engendré par G
2 : H R←G
3 : x ∈ Zp ← A (G,p,G,H ), c’est-à-dire que A obtient G, p, G, H , et renvoie x ∈ Zp
4 : L’expérience renvoie 1 si Gx = H , et 0 sinon.
La probabilité que ce jeu renvoie 1, prise sur tous les choix aléatoires deA et de G, est appelée
l’avantage de l’adversaire, qui est noté AvDLogA,G (κ). Un problème est dit dicile si l’avantage
de l’adversaire pour le résoudre est « très faible », c’est-à-dire négligeable.
Dénition 17
Soit f une fonction de N à valeurs réelles. f est négligeable si, pour tout polynôme p,
∃n0 t.q. ∀n > n0, f (n) < 1
p (n)
.
Dénition 18
Le problème du logarithme discret est dicile pour G si, pour tout adversaire pptA, il existe une
fonction négligeable neg telle que
AvDLogA,G (κ) 6 neg(κ).
L’hypothèse du logarithme discret est l’hypothèse qu’il existe un algorithme de génération
de groupe G qui renvoie des groupes dans lesquels le problème du logarithme discret est dif-
cile. Attention, ce problème n’est pas dicile dans tous les groupes ; par exemple, il existe
un algorithme ecace permettant de le résoudre dans (Zp ,+) : l’algorithme d’Euclide étendu
permet de l’obtenir avec une complexité polynomiale de O
(
(logp)2
)
.
D’autres problèmes reposant sur celui du logarithme discret ont également été proposés,
comme les problèmes de la famille Die Hellman. Le premier de ces problèmes est le Die
Hellman calculatoire (cdh). Informellement, ce problème est déni de la manière suivante. Soit
G un groupe engendré par G. Pour deux éléments H1, H2 de G, DHG (H1,H2) est déni comme
DHG (H1,H2) = G logG H1 ·logG H2 = H1logG H2 = H2logG H1 .
1. Les dénitions présentées dans cette section sont celles proposées par Katz et Lindell [KL07, § 7.3].
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Le problème cdh consiste à calculer DHG (H1,H2) en connaissant uniquement G, G, H1 et H2.
Notons que s’il est facile de résoudre le logarithme discret dans un groupe, alors il est également
facile de résoudre le cdh en calculant logG H1 ou logG H2.
Le problème du Die Hellman décisionnel (ddh) est, informellement, de distinguer un triplet
(Gx ,Gy ,Gxy ) d’un triplet (Gx ,Gy ,Gz ) oùx ,y et z sont choisis aléatoirement. Plus formellement,
pour un algorithme de génération de groupe G, ce problème est déni par :
Dénition 19
Le problème ddh est dicile pour un algorithme de génération de groupeG si, pour tout adversaire
ppt A, il existe une fonction négligeable neg telle que
Avddh (κ) = P [A (G,p,G,Gx ,Gy ,Gz ) = 1] − P [A (G,p,G,Gx ,Gy ,Gxy ) = 1]  6 neg(κ)
Notons que si le problème cdh est facile à résoudre, alors il est également facile de résoudre le
problème ddh en calculantGxy à partir deG,Gx etGy . Notons également que dans un groupe
bilinéaire de type 1 (dénition 16), il est facile de résoudre le problème ddh dans le groupeG1 =
G2 : en eet, il est possible de calculer e (Gx ,Gy ) et e (G,Gz ). Grâce à la bilinéarité du couplage,
ces deux valeurs sont égales si et seulement si z = xy. Dans un groupe bilinéaire de type 2, il est
possible de résoudre ce problème dans le groupe G2 : en eet, e (ϕ (G2x ),G2y ) = e (ϕ (G2),G2z )
si et seulement si z = xy.
Dans le cadre des groupes bilinéaires, nous nous intéressons plus particulièrement à l’hypo-
thèse Die Hellman symétrique externe (sxdh) [Bal+05]. Cette hypothèse est valide dans un
groupe bilinéaire Λ si le problème ddh est dicile dans les groupes G1 et G2 de Λ. Notons que
cette hypothèse n’est valide que dans des groupes bilinéaire de type 3.
2.3 Partage de secret
Le partage de secret [Sha79] est un schéma cryptographique à seuil, permettant de générer n
parts à partir d’un secret. Le secret peut ensuite être reconstruit à partir d’un nombre prédéni
t de parts (avec t 6 n), sans donner aucune information sur le secret à quiconque possède
strictement moins de t parts. Il existe plusieurs manières de partager un secret. Nous présentons
ici deux méthodes ; la première, utilisée par exemple par Pavlov et coll. [PRT04], permet de
partager un nombre avec un seuil t = n, tandis que la seconde est plus générale et permet de
partager un élément de groupe avec un seuil quelconque [Sha79].
2.3.1 Partage d’un nombre
Le partage de secret utilisé par Pavlov et coll. [PRT04] ainsi que par Hasan [Has10] – deux
mécanismes de réputation que nous détaillons en section 3.5.1 – permet de partager un nombre
en n parts, et de le reconstruire en possédant les n parts.
Notons secret le nombre à partager. Pour partager le secret en n parts, il faut choisir aléa-
toirement n − 1 nombres s1, . . . ,sn−1 R←R. La dernière part est sn = secret −∑n−1i=1 si . Ces parts
sont toutes aléatoires, et ne donnent aucune information sur le secret à quiconque en possède
strictement moins de n. Pour reconstruire le secret, il sut de calculer ∑ni=1 si = secret.
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Notons que ce partage de secret est homomorphe : en eet, si s1, . . . ,sn sont les parts is-
sues d’un secret secret1 et r1, . . . ,rn les parts issues d’un secret secret2, alors les parts (s1 +
r1), . . . , (sn + rn ) sont issues du secret (secret1 + secret2).
2.3.2 Partage d’un élément de groupe
Shamir propose un schéma de partage de secret avec un seuil quelconque t en utilisant des
polynômes [Sha79]. Le principe de ce schéma est le suivant : un polynôme de degré t − 1
est complètement déterminé par t de ses points. Ainsi, si le secret est un point particulier de
ce polynôme – par exemple la valeur du polynôme en 0 – il est possible de le retrouver en
connaissant t points. Cependant, connaître strictement moins de t points ne donne aucune
information sur les autres valeurs du polynôme, et donc sur le secret.
Plus formellement, considérons un groupe G d’ordre p engendré par G, et un secret S ∈ G.
Alors, les parts sont générées de la manière suivante. Tout d’abord, les coecients du polynôme
sont choisis aléatoirement : A1, . . . ,At−1 R←G. Le polynôme utilisé est alors :
Q : Zp → G
z 7→ S ·∏t−1j=1 Aj (z j ) .
Cette fonction est bien un polynôme : en notant les logarithmes discrets de tous les éléments
dans une base donnée en minuscules, le logarithme discret de ce polynôme est :
q : Zp → Zp
z 7→ s +∑t−1j=1 aj · z j ,
qui est eectivement un polynôme de degré t − 1, déterminé par la donnée de t de ses points.
Les parts sont donc les points du polynômes, c’est-à-dire les
(i,Si ) =
(
i,Q (i )
)
, 1 6 i 6 n.
Il est ensuite possible de reconstruire le secret, c’est-à-dire Q (0), en utilisant l’interpolation
de Lagrange sur t points distincts
{
(i1,Si1 ), . . . , (it ,Sit )
}
, c’est-à-dire tels que ik , i` pour k , ` :
S = Q (0) = Interp
({(i j ,Si j )}16j6t )
=
t∏
k=1
Sik
(∏
16`6t
`,k
i`/(i`−ik )
)
.
Notons que, à l’instar du partage de secret précédent, ce schéma est homomorphe. De plus il
est possible de partager un n-uplet G = (G1, . . . ,Gn) de Gn en partageant chacun des Gk, pour
1 6 k 6 n ; il y a alors n polynômes, tous choisis aléatoirement.
Il peut être intéressant pour le prouveur – l’utilisateur qui eectue le partage du secret –
de garantir que le secret est bien partagé, c’est-à-dire que le vérieur – celui qui eectue sa
reconstruction – reconstruira le secret attendu. Un schéma de partage de secret ayant cette
propriété est dit vériable [Fel87]. Nous en présentons une instanciation en section 5.1.2 en
utilisant le système de preuves de Groth et Sahai [GS08], détaillé en section 2.5.1.
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2.4 Schéma d’engagement
2.4.1 Définitions de sécurité
Un schéma d’engagement – parfois appelé mise en gage – est un protocole cryptographique
en deux phases qui implique un prouveur P et un vérieur V : dans un premier temps, P
s’engage sur un élément en envoyant un engagement àV ; P révèle ensuite l’élément engagé
àV et le convainc que cet élément était masqué dans l’engagement. Le schéma d’engagement
considéré nous permet d’utiliser le système de preuves de Groth et Sahai présenté en section 2.5.
Plus précisément, la préparation ComSetup renvoie les paramètres publics params qui per-
mettent aux utilisateurs de s’engager et de vérier un engagement. Un schéma d’engagement
comporte deux autres algorithmes : Com pour s’engager, et ComCheck pour vérier un engage-
ment. Pour s’engager sur une valeur secrète s , P calcule un engagementCs ← Com(params,s ),
qu’il envoie au vérieur. Dans un second temps,P révèle s àV , et le convainc que s est la valeur
engagée dans Cs , c’est-à-dire que ComCheck(params,Cs ,s ) = True. Un schéma d’engagement
doit garantir deux propriétés ; il doit être masquant – connaissant un engagement, il est dicile
de retrouver la valeur engagée – et liant – une fois engagé, P ne peut pas changer la valeur s .
Ces deux propriétés sont dénies à partir des expériences suivantes, oùA est une machine de
Turing ppt :
Schéma d’engagement masquant
params← ComSetup(κ)
m0,m1 ← A (params)
b R←{0; 1}
Cmb ← Com(params,mb )
b ′ ← A (Cmb )
Renvoyer 1 si b ′ = b, et 0 sinon.
Schéma d’engagement liant
params← ComSetup(κ)
m0,m1,Cm ← A (params)
Renvoyer 1 si :
— ComCheck(params,Cm ,m0) = ComCheck(params,Cm ,m1) = True,
— m0 ,m1,
et 0 sinon.
Dans ces deux cas, l’avantage de A est noté Avmasquant (κ) et Avliant (κ) ; Avmasquant (κ) vaut
|P[b = b ′] − 1/2| dans le premier jeu, tandis que Avliant (κ) correspond à la probabilité que le
second jeu renvoie 1. Un schéma d’engagement est (a) parfaitement (respectivement calcula-
toirement) masquant si son avantage associé est nul (resp. négligeable), et (b) parfaitement
(resp. calculatoirement) liant si son avantage associé est nul (resp. négligeable).
Dans la suite, nous utilisons implicitement les paramètres publics, et écrivons simplement
Com(s ) et ComCheck(Cs ,s ).
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2.4.2 Engagements sxdh
Nous nous intéressons plus particulièrement aux engagements sxdh proposés par Groth
et Sahai [GS08], dont la sécurité repose sur l’hypothèse sxdh. Ce schéma est déni par les
algorithmes suivants dans un groupe bilinéaire Λ = (p,G1,G2,GT ,e,G1,G2) :
ComSetup1 (κ) = (Y1 = G1s ,Y2 = G1t ,Y3 = G1st ), où s,t R←Zp ,
Com1
(
X , (r ,r ′)
)
= (G1
r · Y2r ′, X · Y1r · Y3r ′ ),
ComCheck1
(
CX ,X , (r ,r
′)
)
=
(
CX
?
= Com1 (X , (r ,r ′))
)
dans G1, et similairement dans G2 avec G2, Z1, Z2 et Z3 à la place de G1, Y1, Y2 et Y3. Il est
également possible de s’engager sur un scalaire x ∈ Zp en calculant :
ComZp,1 (x ,r ) = Com1
(
G1
x , (r ,x )
)
ou ComZp,2 (x ,r ) = Com2
(
G2
x , (r ,x )
)
.
En connaissant le paramètre s , il est également possible d’« ouvrir » un engagement pour
en extraire soit, dans le cas d’un engagement sur un élément de groupe X , la valeur engagée
elle-même, soit, dans le cas d’un engagement sur un scalaire x , l’élément qui était réellement
engagé, c’est-à-dire G1x ou G2x :
X = Open(CX ,s ) = CX2 ·CX1−s .
Dans les deux cas, la valeur extraite détermine uniquement l’élément engagé. Dans la suite,
nous appelons s la clé de trappe du schéma de l’engagement, et la notons tk.
Ce schéma d’engagement est homomorphe ; en eet, il est possible d’eectuer des opé-
rations sur les engagements. Soient X1 et X2 dans G1, λ, r , r ′, s , s ′ des scalaires, et CX1 =
Com1
(
X1, (r ,r
′)
)
, CX2 = Com1
(
X2, (s,s
′)
)
. Alors, en considérant la multiplication et l’expo-
nentiation composante par composante, on a :
CX1 ·CX2λ = (G1r · Y2r
′
,X1 · Y1r · Y3r ′ ) · (G1s · Y2s ′,X2 · Y1s · Y3s ′ )λ
= (G1
r+λ ·s · Y2r ′+λ ·s ′,X1 · X2 · Y1r+λ ·s + ·Y3r ′+λ ·s ′ )
= Com1
(
X1 · X λ2 , (r + λ · s,r ′ + λ · s ′)
)
.
Ce schéma est parfaitement liant et calculatoirement masquant sous l’hypothèse sxdh. En
utilisant une autre préparation, il est possible d’obtenir un schéma d’engagement parfaitement
masquant et calculatoirement liant ; cette préparation est :
ComSetup1 (κ) = (Y1 = G1s ,Y2 = G1t ,Y3 = G1u ), où s,t ,u R←Zp ,
et similairement dans G2 ; la seule diérence est Y3, où G1st est remplacé par G1u . Dans ce
cas, en connaissant en connaissant les paramètres r ,s,u ainsi que la valeur engagée et les aléas
utilisés, il est possible de révéler des valeurs diérentes de la valeur réellement engagée ; dans
ce cas, la clé de trappe devient tk = (r ,s,u).
Les préparations parfaitement liantes et parfaitement masquantes sont de plus indistin-
guables sous l’hypothèse ddh. En pratique, nous utilisons la préparation parfaitement liante,
mais la préparation parfaitement masquante est utile pour les preuves.
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Pour simplier les notations, nous écrivons Com
(
X , (r ,r ′)
)
pour désigner un engagement
dansG1,G2 ouZp en omettant les indices quand le contexte sut à les déduire. De plus, quand
les aléas utilisés dans un engagement ne sont pas nécessaires pour la compréhension, nous les
omettons en écrivant Com(X ,_). De manière générale, nous notonsCX un engagement sur X .
2.5 Preuves de connaissance à divulgation nulle de connaissance
2.5.1 Définitions de sécurité
Les systèmes de preuves de connaissance à divulgation nulle de connaissance permettent
à un prouveur P de convaincre un vérieur V qu’il possède des valeurs – secrètes – qui sa-
tisfont des relations données, sans révéler ces valeurs. Dans notre cas, un tel système permet
de préserver la vie privée des utilisateurs en masquant les informations identiantes, tout en
garantissant que les calculs sont eectués conformément. Plus précisément, un tel système
comporte trois algorithmes [Har11] :
— Crs(κ), un algorithme probabiliste générant une chaîne de référence commune 2 crs,
c’est-à-dire les paramètres publics utilisés, qui sont générés par une tierce partie ;
— Prove(crs,Ej ,xi ), un algorithme probabiliste construisant des engagements Cxi sur les
secrets xi ainsi qu’une preuve pi que les xi vérient les équations Ej ;
— Verif (crs,Ej ,pi ,Cxi ), un algorithme qui vérie que la preuve pi est valide pour les enga-
gements Cxi et les équations Ej , renvoie True si elle l’est, et False sinon.
Un système de preuves de connaissance à divulgation nulle de connaissance doit garantir
trois propriétés : il doit être conforme – une preuve légitime est valide –, sûr – un adversaire
ne peut pas construire une preuve illégitime valide –, et à divulgation nulle de connaissance –
V n’apprend rien de la preuve, sinon sa validité. Les deux premières sont dénies à partir des
expériences suivantes, où A est une machine de Turing ppt :
Conformité d’un système de preuves
crs← Crs(κ)
(Ej ,xi ) ← A (crs)
pi ,Cxi ← Prove(crs,Ej ,xi )
Renvoyer 1 si :
— les xi vérient les équations Ej ,
— Verif (crs,Ej ,pi ,Cxi ) = False,
et 0 sinon.
2. Common reference string
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Sûreté d’un système de preuves
crs← Crs(κ)
(Ej ,pi ,Cxi ) ← A (crs)
Renvoyer 1 si :
— Verif (crs,Ej ,pi ) = True,
— les xi ne vérient pas les Ej , où xi = Open(Cxi ),
et 0 sinon.
La conformité et la sûreté d’un système de preuves sont garanties si la probabilité que ces
expériences renvoient 1 est négligeable en fonction du paramètre de sécurité κ. Nous notons
Avnizk,conformité (κ) et Avnizk,sûreté (κ) les avantages associées. La notion de divulgation nulle de
connaissance est plus complexe [Gro06]. Brièvement, cette notion implique que si quelqu’un
était capable de créer des preuves illégitimes valides, sans connaître la solution des équations,
alors un adversaire serait incapable de distinguer une preuve légitime d’une illégitime. Il faut
introduire deux nouveaux algorithmes pour dénir formellement cette propriété :
— (crs, tk) ← SimCrs(κ), qui génère une crs simulée et une clé de trappe tk ;
— pi ← Sim(crs,Ej ,Cxi , tk) qui génère une preuve simulée sur les équations Ej , valide pour
les engagements Cxi ; grâce à la clé de trappe tk, cette preuve peut être construite sans
nécessairement en connaître de solution.
Un système de preuves est à divulgation nulle de connaissance si une crs simulée est indistin-
guable d’une crs classique, et si une preuve simulée est indistinguable d’une preuve légitime ;
c’est-à-dire, en considérant un adversaireA, si la probabilité que les deux expériences suivantes
renvoient 1 est négligeable en fonction de κ :
Indistinguabilité des crs
b R←{0; 1}
Si b = 0, crs← Crs(κ)
Sinon, (crs, tk) ← SimCrs(κ)
b ′ ← A (crs)
Renvoyer 1 si b = b ′, et 0 sinon.
Indistinguabilité des preuves
(crs, tk) ← SimCrs(κ)
(xi ,Ej ) ← A (crs)
pi0,Cxi ← Prove(crs,Ej ,xi )
pi1 ← Sim(crs,Ej ,Cxi , tk)
b R←{0,1}
b ′ ← A (pib ,Cxi , tk)
Renvoyer 1 si :
— les xi vérient les équations Ej ,
— b = b ′,
et 0 sinon.
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Nous notons Avcrs (κ) et Avnizk,indist. les avantages associés. D’autres notions moins fortes
que la divulgation nulle de connaissance existent, comme l’indistinguabilité des témoins, qui
garantit que si les équations Ej admettent plusieurs solutions xi etyi – des témoins –, un adver-
saire est incapable de savoir laquelle a permis de générer la preuve. Cette propriété ne garantit
cependant pas que le vérieur n’obtient aucune information sur la solution ; par exemple, quand
cette solution est unique, l’adversaire pourrait apprendre sa valeur.
2.5.2 Système de preuves de Groth et Sahai
Nous présentons maintenant le système de preuves à divulgation nulle de connaissance pro-
posé par Groth et Sahai [GS08], qui permet de prouver des équations dans les groupes bili-
néaires – c’est-à-dire des équations relativement générales, qui peuvent s’appliquer à plusieurs
cryptosystèmes –, tout en étant ecacement implémentable. Dans cette section, nous ne consi-
dérons que l’instanciation reposant sur le problème sxdh ; il existe d’autres instanciations re-
posant par exemple sur le problème linéaire décisionnel [BBS04].
Description générale
Le système de preuve de Groth et Sahai [GS08] est un exemple de ces systèmes de preuves,
qui permet de calculer des preuves de connaissance non-interactives à divulgation nulle de
connaissance (nizk) dans un groupe bilinéaire Λ = (p,G1,G2,GT ,e,G1,G2) sur quatre types de
relations : des équations de produit de couplage (2.1), des équations de multiplications multi-
scalaires dans G1 (2.2) ou dans G2 (2.3) et des équations de multiplications scalaires (2.4), c’est-
à-dire : ( n∏
i=1
e (Ai ,Vi )
)
·
( m∏
j=1
e (Uj ,Bj )
)
·
( n∏
i=1
m∏
j=1
e (Uj ,Vi )
γji
)
= e (R1,R2), (2.1)( n∏
i=1
Ai
vi
)
·
( m∏
j=1
Uj
bj
)
·
( n∏
i=1
m∏
j=1
Uj
γji vi
)
= R1, (2.2)( n∏
i=1
Vi
ai
)
·
( m∏
j=1
Bj
uj
)
·
( n∏
i=1
m∏
j=1
Vi
γji uj
)
= R2, (2.3)( n∑
i=1
ai vi
)
+
( m∑
j=1
bj uj
)
+
( n∑
i=1
m∑
j=1
γji uj vi
)
= r . (2.4)
Dans ces équations, R1, R2, r , ainsi que les Ai , ai , Bj , bj et γji sont publics tandis que lesUj , uj ,
Vi , vi sont secrets.
Pour une équation donnée, la preuve nizk associée repose sur des engagements sxdh sur les
valeurs secrètes de cette équation. Comme ce schéma d’engagement est homomorphe, les en-
gagements eux-mêmes vérient des relations qui dépendent de l’équation initiale. Un prouveur
peut alors calculer des éléments de groupe à partir de l’équation et des aléas utilisés dans les
engagements. À partir de ces éléments et des valeurs publiques de l’équation, un vérieur peut
vérier l’équation sans avoir accès aux secrets. Ainsi, la crs du système de preuves correspond
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aux paramètres des schéma d’engagement dans les groupesG1 etG2. Lorsque le schéma d’enga-
gement sxdh est parfaitement liant, un engagement correspond à une unique valeur, qui peut
être obtenue avec la clé de trappe. Ainsi, les relations vériées par les engagements sont égale-
ment vériées par les valeurs correspondantes ; une preuve est donc valide si et seulement si les
valeurs engagées vérient les équations. D’un autre côté, lorsque le schéma d’engagement sxdh
est parfaitement masquant, la clé de trappe permet de faire correspondre n’importe quelle va-
leur à un engagement. En connaissant cette clé de trappe, il est donc possible de construire des
preuves que des secrets vérient une équation sans que ces secrets la vérient eectivement.
En pratique, comme pour les engagements sxdh, nous utilisons la préparation parfaitement
liante.
Le schéma proposé par Groth et Sahai est non-interactif puisque le prouveur (et respective-
ment le vérieur) calculent la preuve (respectivement la vérient) sans interagir. Il est de plus
possible de combiner plusieurs relations pour prouver qu’un secret vérie plusieurs équations,
en réutilisant l’engagement sur ce secret. Dans la suite, nous notons les preuves de connais-
sance en utilisant la notation introduite par Camenisch et Stadler [CS97] ; c’est-à-dire qu’une
preuve que les secrets (u1, . . . ,uk ) vérient les équations (E1, . . . ,E` ) est notée
nizk{u1, . . . ,uk : E1 ∧ · · · ∧ E`}.
Présentation détaillée
Nous présentons maintenant la construction d’une preuve nizk sur une équation de produits
de couplage ; les preuves sur les autres types d’équation sont similaires. La préparation de
ce schéma consiste à mettre en place le schéma d’engagement sxdh dans G1 ainsi que dans
G2 ; ainsi, la chaîne de référence commune crs est le groupe bilinéaire Λ, Y1,Y2,Y3 ∈ G1 et
Z1,Z2,Z3 ∈ G2.
Nous considérons le cas où un prouveur P connaît U1, . . . ,Um ∈ G1 et V1, . . . ,Vn ∈ G2 tels
que :
( n∏
i=1
e (Ai ,Vi )
)
·
( m∏
j=1
e (Uj ,Bj )
)
·
( n∏
i=1
m∏
j=1
e (Uj ,Vi )
γji
)
= e (R1,R2), (2.5)
où lesAi sont des éléments deG1, lesBj des éléments deG2, lesγji sont des scalaires et (R1,R2) ∈
G1 × G2. Pour prouver qu’il connaît les Uj et les Vi satisfaisant l’équation (2.5), P calcule des
engagements sxdh (voir section 2.4.2) sur les Uj et les Vi . Soient r j1, r j2, si1, si2 les aléas de Zp
utilisés dans ces engagements :
(Uj1,Uj2) = Com
(
Uj , (r j1,r j2)
)
(Vi1,Vi2) = Com
(
Vi , (si1,si2)
)
.
Le prouveur choisit ensuite quatre aléas t11, t12, t21, t22 dans Zp , et calcule les engagements
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suivants : 3
(pi11,pi12) = Com
(∏
j
(
Bj ·∏i Viγji )r j1 , (~r1Γ~s1ᵀ − t11, ~r1Γ~s2ᵀ − t21))
(pi21,pi22) = Com
(∏
j
(
Bj ·∏i Viγji )r j2 , (~r2Γ~s1ᵀ − t12, ~r2Γ~s2ᵀ − t22))
(θ11,θ12) = Com
(∏
i
(
Ai ·∏j Ujγji )si1 , (t11,t12))
(θ21,θ22) = Com
(∏
i
(
Ai ·∏j Ujγji )si2 , (t21,t22))
où
— ~rk = (r1k , . . . ,rmk ) pour k ∈ {1; 2},
— Γ est la matricem × n composée des γji ,
— et ~s` = (s1` , . . . ,sn` ) pour ` ∈ {1; 2},
c’est-à-dire, en notant ᵀ la transposée d’une matrice, ~rkΓ~s`
ᵀ
=
∑
i
∑
j r jkγjisi` .
Les Ujk et Vi` sont les engagements sur les secrets, et les pik` et θk` constituent la preuve
que les valeurs masquées dans ces engagements satisfont l’équation (2.5). Pour vérier cette
preuve,V vérie que les quatre équations suivantes sont valides :
e (G1,pi11) e (Y2,pi21) e (θ11,G2) e (θ21,Z2) =
(∏
i
e
(∏
j
Uγjij1 ,Vi1
))
(2.6)
e (G1,pi12) e (Y2,pi22) e (θ11,Z1) e (θ21,Z3) =
(∏
j
e
(
Uj1,Bj ·
∏
i
Vγjii2
))
(2.7)
e (Y1,pi11) e (Y3,pi21) e (θ12,G2) e (θ22,Z2) =
(∏
i
e
(
Ai ·
∏
j
Uγjij2 ,Vi1
))
(2.8)
e (R1,R2) e (Y1,pi12) e (Y3,pi22) e (θ12,Z1) e (θ22,Z3) =
(∏
i
e
(
Ai ·
∏
j
Uγjij2 ,Vi1
))
(2.9)
·
(∏
j
e
(
Uj2,Bj
))
où Y1, Y2, Y3 correspondent à la préparation du schéma d’engagement dans G1, et Z1, Z2, Z3 à
sa préparation dans G2 (voir section 2.4.2).
Si ces équations sont eectivement valides, alors V est convaincu que P connaît les Uj et
les Vi satisfaisant l’équation (2.5). Groth et Sahai prouvent que ce schéma est un système de
preuves à divulgation nulle de connaissance [GS08].
3. Pour simplier les notations, les produits et sommes se font pour 1 6 j 6 m et 1 6 i 6 n.
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Optimisation de la vérification
Le calcul des couplages dans un groupe bilinéaire est très coûteux : par exemple, dans le
groupe bilinéaire proposé par Aranha et coll. [Ara+11], le calcul d’un couplage est six fois plus
coûteux qu’une exponentiation dans G1, et deux fois plus coûteux qu’une exponentiation dans
G2. Comme la vérication d’une preuve nizk nécessite de calculer de nombreux couplages –
3n+2m+17 pour la vérication présentée précédemment –, une telle vérication est également
très coûteuse. Blazy et coll. [Bla+10] proposent une méthode pour grouper les vérications des
preuves et réduire le nombre de couplages nécessaires à 2n +m + 9 en exploitant la bilinéarité
du couplage.
Leur idée est de mettre les parties gauches et droites des équations (2.6) à (2.9) à une puissance
ri
R←Zp , et de vérier que l’équation (2.6)r1 · (2.7)r2 · (2.8)r3 · (2.9)r4 est toujours valide. Il est
alors possible d’exploiter la bilinéarité du couplage pour déplacer les produits à l’intérieur des
couplages, ce qui transforme les produits de couplage en produits dans les groupes G1 ou G2.
Le côté gauche de cette équation est :
e (R1
r4 ,R2)
· e (G1r1 · Y1r3 ,pi11) · e (Y2r1 · Y3r3 ,pi21) · e (θ11r1 · θ12r3 ,G2) · e (θ21r1 · θ22r3 ,Z2)
· e (G1r2 · Y1r4 ,pi12) · e (Y2r2 · Y3r4 ,pi22) · e (θ11r2 · θ12r4 ,Z1) · e (θ21r2 · θ22r4 ,Z3),
(2.10)
tandis que le côté droit est :
n∏
i=1
e
((∏m
j=1Uj1γji
)r1 · (Ai ·∏mj=1Uj2γji )r3 ,Vi1)
·
n∏
i=1
e
((∏m
j=1Uj1γji
)r2 · (Ai ·∏mj=1Uj2γji )r4 ,Vi2)
·
m∏
j=1
e
(
Uj1r1 · Uj2r2 ,Bj
)
.
(2.11)
Une preuve nizk est alors valide si et seulement si (2.10) = (2.11).
Si plusieurs preuves nizk impliquent les mêmes secrets, il est possible de les vérier simul-
tanément en exploitant la même technique pour réduire encore plus le nombre de couplages
nécessaires.
2.6 Schémas de signature
Un schéma de signature permet à un utilisateur de prouver qu’il est à l’origine d’un message.
Dans cette section, nous présentons trois schémas de signature diérents. Nous commençons
par un schéma de signature classique [KW03], qui est ecace et possède une réduction de
sécurité ne au problème cdh. Le second est un schéma de signature automorphe [Abe+10] ;
un tel schéma utilise uniquement les opérations arithmétiques d’un groupe bilinéaire, et est
donc complètement compatible avec le système de preuves de Groth et Sahai présenté pré-
cédemment. Nous combinons ces deux outils pour construire un schéma de signature proxy
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anonyme [FP08], qui permet aux signataires de déléguer la capacité de signer des messages
en leur nom à d’autres utilisateurs – appelés mandataires – sans qu’un mandataire signant un
message ne révèle son identité ; un mandataire peut déléguer cette capacité à d’autres utilisa-
teurs et créer un nombre arbitraire de niveaux de délégation. Les signatures proxy anonymes
sont une combinaison des signatures de groupe [CH91] et des signatures proxy [MUO96] ; les
premières permettent aux membres d’un groupe de signer en son nom sans révéler leur iden-
tité – sans permettre de délégation à plusieurs niveaux –, tandis que les secondes permettent
aux utilisateurs de déléguer la capacité de signer, sans préserver la vie privée des mandataires.
Nous utilisons ce schéma au chapitre 5 pour permettre aux clients de générer des pseudonymes
qui signeront en leur nom, tout en garantissant l’inassociabilité de ces pseudonymes et en mas-
quant leur identité.
Dans cette section, nous commençons par présenter la spécication et les propriétés de sé-
curité des signatures classiques, puis détaillons le schéma de signature automorphe proposé
par Abe et coll. [Abe+10], avant de présenter les propriétés de sécurité des signatures proxy
anonymes dénies par Fuchsbauer et Pointcheval [FP08], ainsi que leur instanciation proposée
par Abe et coll. [Abe+10].
2.6.1 Schéma de signature classique
Un schéma de signature classique comporte trois algorithmes :
— Gen(κ), qui génère aléatoirement une paire de clés de signature (sk,vk) en fonction du
paramètre de sécurité : une clé de signature, privée, ainsi qu’une clé de vérication, pu-
blique.
— Sign(sk,M ), qui construit une signature σ portant sur le message M à partir de la clé
privée sk ; cet algorithme peut être randomisé.
— Verif (σ ,M ,vk), qui vérie si une signature σ sur un message M est valide pour la clé de
vérication vk ; dans ce cas, cet algorithme renvoie True, et False dans le cas contraire.
Une propriété de sécurité classique des schémas de signature est l’inforgeabilité existentielle
face à des attaques adaptatives par messages choisis (eu-cma). Pour dénir cette propriété, l’ad-
versaire a accès à un oracle de signature, que nous notons Osk (·). L’adversaire peut faire appel
à cet oracle sur n’importe quel message pour obtenir une signature valide pour la paire de clé
considérée. Tous les messages pour lesquelsA a demandé une signature sont enregistrés dans
l’ensemble Q. La propriété eu-cma est formellement dénie à partir de l’expérience suivante,
où A est une machine de Turing ppt :
Schéma de signature eu-cma
(vk,sk) ← Gen(κ)
(M ,σ ) ← AOsk ( ·) (vk)
Renvoyer 1 si Verif (σ ,M ,vk) et si M < Q
L’avantage deA, noté Aveu-cma (κ), correspond à la probabilité que cette expérience renvoie 1.
Un schéma de signature est dit eu-cma si cet avantage est négligeable.
Il existe de nombreux schéma de signature, comme par exemple DSA et sa variante sur
courbes elliptiques ECDSA [Nat13] ou le schéma de signature de Schnorr [Sch89 ; Sch91]. Dans
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la suite, nous considérons le schéma de signature proposé par Katz et Wang [KW03], qui repose
sur l’hypothèse cdh, c’est-à-dire une hypothèse similaire à celle du schéma d’engagement sxdh
et du système de preuves de Groth et Sahai [GS08] présentés précédemment ; de plus, la réduc-
tion de sécurité de ce schéma est ne, c’est-à-dire que forger une signature avec ce schéma
est au moins aussi dicile que de résoudre le problème cdh. Finalement, ce schéma est ef-
cace puisque la construction d’une signature requiert deux exponentiations dans le groupe
considéré, qui peuvent être précalculées, tandis que la vérication d’une signature en requiert
quatre.
Schéma de signature de Katz-Wang
Le schéma de signature de Katz et Wang [KW03] repose sur un groupe G d’ordre p premier.
Pour générer une paire de clés, un utilisateur choisit deux générateurs G1 et G2 de ce groupe,
ainsi qu’un nombre aléatoire x R←Zp , qui donne la clé secrète ; la clé publique est le quadruplet
(G1,G2,Y1 = G1
x ,Y2 = G2
x ).
Ce schéma permet de signer des messages de taille quelconque grâce à une fonction de ha-
chage H : {0,1}∗ → Zp . Pour signer un message M , le signataire choisit r R←Zp et calcule
A = G1
r , B = G2r , c = H (vk,A,B,M ) et s = c · sk + r . La signature nale est
Sign(sk,M ,r ) = (c,s ) =
(
H (vk,G1r ,G2r ,M ), H (vk,G1r ,G2r ,M ) · sk + r
)
.
Pour vérier la validité d’une signature σ = (s,c ) pour un message M et une clé de véri-
cation vk = (G1,G2,Y1,Y2), il sut de calculer A′ = G1s · Y1−c et B′ = G2s · Y2−c , et de vérier
que
c = H (vk,A′,B′,M ).
2.6.2 Signatures automorphes
Les schémas de signature classiques reposent généralement sur le paradigme hash-and-sign :
pour être signés, les messages sont préalablement hachés, ce qui permet de signer des mes-
sages de taille quelconque. Cependant, comme présenté précédemment, le système de preuves
de Groth et Sahai ne permet de prouver que des équations dans un groupe bilinéaire, c’est-
à-dire que ce système n’est pas compatible avec les fonctions de hachage. Il n’est donc pas
possible de combiner signatures classiques et preuves de Groth-Sahai. Pour cette raison, Abe
et coll. [Abe+10] proposent un schéma de signature où les clés de signature, les messages et les
signatures sont des éléments de groupe bilinéaire, et où la vérication d’une signature consiste
en des équations de produits de couplage (voir équation 2.1) ; un tel schéma de signature est
dit automorphe 4.
Pour distinguer les schémas de signature automorphes des schémas de signature classiques,
nous notons SPSign et SPVerif ses opérations de signature et de vérication ; pour le schéma
de signature classiques, elles sont notées Sign et Verif .
Le schéma de signature automorphe proposé par Abe et coll. repose sur un groupe bilinéaire
Λ = (p,G1,G2,GT ,e,G1,G2). Ce schéma requiert également trois éléments de groupe choisis
aléatoirement : F ,K ,T R←G1.
4. ou parfois Structure-Preserving.
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La paire de clés d’un utilisateurU comporte une clé de signature skU = u ∈ Zp et une clé
de vérication vkU = (G1skU ,G2skU ). Pour signer un message M ∈ G1, U choisit deux aléas
ρ,γ R←Zp et calcule :
SPSign
(
skU ,M , (ρ,γ )
)
= (AM ,CM ,DM ,RM ,SM ),
où
AM = (K ·T ρ ·M )
1
u+γ
CM = F
γ DM = G2
γ
RM = G1
ρ SM = G2
ρ .
Notons que AM est le seul élément de la signature dépendant de la clé de signature ou du
message ;CM , DM , RM et SM dépendent uniquement des paramètres ainsi que des aléas choisis.
Une signature σ = (AM ,CM ,DM ,RM ,SM ) est valide pour un message M et une clé de véri-
cation vkU = (VU ,WU ) si et seulement si les équations suivantes sont vériées :
e (AM ,WU · DM ) = e (K ·M ,G2) e (T ,SM ) (2.12)
e (CM ,G2) = e (F ,DM ) (2.13)
e (RM ,G2) = e (G1,SM ); (2.14)
nous écrivons SPVerif (σ ,M ,vkU ) = True si tel est est le cas.
Il est également possible de signer un scalaire m ∈ Zp au lieu de M ∈ G1 en signant G1m
à la place de M . Cependant, pour signer un élément M2 ∈ G2, il est nécessaire de connaître
M1 ∈ G1 tel que M1 = G1logG2 M2 ; il faut ensuite signer M1 et montrer que M1 et M2 ont le
même logarithme discret, c’est-à-dire que e (M1,G2) = e (G1,M2).
Comme les clés de vérications sont des messages acceptables, il est possible de signer une
clé de vérication pour créer un certicat. Soit C l’autorité de certication ayant la paire de
clé (skC ,vkC ), où vkC = (VC ,WC ). Pour certier une clé de vérication vkU = (VU ,WU ),
l’autorité signe VU :
certU = Cert
(
vkU ,skC , (r ,s )
)
= SPSign
(
skC ,VU , (r ,s )
)
= (AU ,CU ,DU ,RU ,SU )
Un tel certicat est valide si et seulement si les équations suivantes sont vériées :
e (AU ,WC · DU ) = e (K ·VU ,G2) e (T ,SU ) (2.15)
e (CU ,G2) = e (F ,DU ) (2.16)
e (RU ,G2) = e (G1,SU ) (2.17)
e (VU ,G2) = e (G1,WU ). (2.18)
Notons que les équations (2.15) à (2.17) sont identiques aux équations (2.12) à (2.14) en rempla-
çantWC parWU . L’équation (2.18) vérie que la clé vkU est valide.
Les auteurs montrent également comment signer un vecteur de messages à partir de ce
schéma de signature. Plus précisément, une signature automorphe sur deux messages consiste
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en trois signatures automorphes, tandis qu’une une signature sur n messages, n > 3, consiste
en 3 · n signatures. Nous renvoyons à l’article de Abe et coll. pour plus de détails sur de telles
signatures [Abe+10]. Une signature sur un vecteur de message M1, . . . , Mn est notée :
SPSign
(
sk,〈M1, . . . ,Mn〉
)
.
Les auteurs montrent que ce schéma est fortement inforgeable face à des attaques à mes-
sages choisis – c’est-à-dire que, même en ayant à sa disposition un oracle lui permettant de
générer des signatures sur des messages quelconques, un adversaire ne peut forger une signa-
ture sur un nouveau message – en se reposant sur deux hypothèses, dont une est dérivée du
ddh. Dans la suite, nous notons AvSP,eu-cma (κ, `) l’avantage de l’adversaire pour forger une
signature automorphe sur un message de longueur `.
2.6.3 Signatures proxy anonymes
Spécification et propriétés de sécurité
Un schéma de signature proxy anonyme est un schéma de signature qui permet à un uti-
lisateur de déléguer sa signature à un autre utilisateur en lui conférant un mandat, tout en
préservant la vie privée des mandataires. Fuchsbaueur et Pointcheval [FP08] dénissent un tel
schéma à partir de cinq algorithmes :
— Setup(κ), qui génère les paramètres publics, la clé de l’émetteur ik ainsi que la clé de
certicat de l’autorité d’ouverture ock – cette clé permet d’utiliser Open pour apprendre
le signataire d’une signature ; pour s’enregistrer, un utilisateur génère une paire de clés
(vku ,sku ) et reçoit un certicat cert sur vku de l’émetteur.
— Delegate, qui prend skx , vky et éventuellement un mandat conféré à x en argument ; cet
algorithme génère un mandat de x sur y, permettant à y de signer des messages pour x ,
et éventuellement pour l’utilisateur ayant conféré un mandat à x .
— PSig, qui prend sky , un message M ainsi qu’un mandat conféré à y provenant de x –
ce mandat peut être délégué par de multiples utilisateurs entre x et y –, et renvoie une
signature σ .
— PVerif , qui prend vkx , un message M et une signature σ en argument, et renvoie True ou
False.
— Open, qui prend la clé d’ouverture okx associée àx – générée à partir de la clé de l’autorité
d’ouverture ock –, une signature σ et un message M , et renvoie le signataire nal ainsi
que la chaîne d’utilisateurs lui ayant délégué le mandat.
Les auteurs dénissent également les quatre propriétés de sécurité qu’un schéma de signa-
ture proxy anonyme doit garantir ; informellement, ces propriétés sont les suivantes :
Conformité Un signataire honnête ayant reçu une délégation légitime est capable d’émettre
des signatures valides.
Anonymat Étant donnés un message, un utilisateur x ayant mandaté deux utilisateurs hon-
nêtes y0 et y1, les signatures de y0 et de y1 au nom de x sont indistinguables.
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Traçabilité Tout signature valide peut être ouverte par l’autorité d’ouverture.
Fausses accusations Un utilisateur honnête ne peut être faussement accusé d’avoir délégué
un mandat ou d’avoir signé un message sous le mandat d’un utilisateur pour lequel il n’a
pas reçu de mandat.
Notons qu’en empêchant les fausses accusations, un schéma de signature proxy anonyme
garantit également l’inforgeabilité des signatures.
Instanciation
Le schéma de signature proxy anonyme instancié par Abe et coll. [Abe+10] repose sur les
signatures automorphes ainsi que sur le système de preuve de Groth et Sahai [GS08] (voir
section 2.5.2). Sa préparation repose donc sur celle du système de preuve et celle des signatures
automorphes. Dans la suite, nous considérons un groupe bilinéaireΛ = (p,G1,G2,GT ,e,G1,G2),
les éléments permettant de s’engager dans G1 – Y1, Y2 et Y3 – et dans G2 – Z1, Z2 et Z3 –, ainsi
que ceux nécessaires aux signatures automorphes – F , K et T .
Pour s’enregistrer un utilisateurU génère une paire de clés de signature automorphes
(
skU ,
vkU = (VU ,WU )
)
et reçoit un mandat de l’émetteur C, c’est-à-dire un certicat certU :
certU = Cert(vkU ,skC ,_) = (AU ,CU ,DU ,RU ,SU )
L’utilisateurU est alors capable de signer des messages au nom de C sans révéler ni son cer-
ticat, ni sa clé de vérication. Pour signer un message M ,U calcule les éléments suivants :
— une signature automorphe sur M : σ = SPSign(skU ,M ,_) = (AM ,CM ,DM ,RM ,SM ) ;
— un engagement sur sa clé de vérication : CvkU = Com(vkU ,_) = (CVU ,CWU ) ;
— un engagement sur son certicat :CcertU = Com(certU ,_) = (CAU ,CCU ,CDU ,CRU ,CSU ) ;
— un engagement sur le seul élément de la signature dépendant de sa clé de signature,AM :
CAM = Com(AM ,_) ; 5
— une preuve que le certicat engagé dansCcertU est valide pour la clé engagée dansCvkU :
picertU = nizk
{
certU ,vkU :
SPVerif (certU ,vkU ,vkC )
∧ e (VU ,G2) = e (G1,WU )
}
;
— une preuve que la signature partiellement engagée dansCAM est valide pour la clé enga-
gée dans vkU et le message M :
piσ = nizk
{
AM ,WU : e (AM ,WU · DM ) = e (K ·M ,G2) · e (T ,SM )
}
.
5. Le schéma de signature automorphe ne garantit pas l’indistinguabilité des clés, c’est-à-dire qu’il est peut-être
possible de savoir si deux signatures ont été émises par le même signataire ; il faut donc masquer l’élément qui
dépend de la clé de signature.
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Finalement, une signature proxy anonyme de l’utilisateurU sur le message M est le multiplet
(CvkU ,CcertU ,CAM ,CM ,DM ,RM ,SM ,picertU ,piσ ).
Une telle signature est valide si :
— picertU est valide pour les engagements CcertU et CvkU , et pour les éléments publics vkC ,
G1, G2, F , K , T , M ;
— piσ est valide pour les engagementsCAM etCWU , et pour les éléments publics DM , SM , K ,
T , M , G2 ;
— les équations (2.13) et (2.14) sont valides pour CM , DM , RM , SM , F , G1 et G2.
Un utilisateur peut construire plusieurs signatures proxy anonymes avec les mêmes enga-
gements sur sa clé de vérication et sur son certicat, ce qui permet d’associer ces signatures.
Dans ce cas, il sut de vérier la preuve picertU pour la première signature, et de vérier unique-
ment les piσ des signatures ultérieures. Dans la suite, nous notons APSign(skU ,M ) la signature
et la preuve piσ , c’est-à-dire :
ς = APSign(skU ,M ) = (CAM ,CM ,DM ,RM ,SM ,piσ ),
et nous noterons APVerif (ς ,M ,CvkU ) = True si les éléments contenus dans la signature ς sont
compatibles avec l’engagement CvkU et le message M .
Il est possible de construire une signature proxy anonyme à plusieurs niveaux de délégations
en construisant une chaîne de certicats, et de construire des preuves nizk prouvant qu’une
telle chaîne est valide sans la révéler.
Comme ce schéma repose sur le schéma de signature automorphe de Abe et coll. [Abe+10]
et sur le système de preuves de Groth et Sahai [GS08], il est également inforgeable face à des
attaques par messages choisis, avec un avantage AvAP,eu-cma (κ, `) négligeable, et à divulgation
nulle de connaissance avec un avantage AvAP,indist. (κ) qui est nul ou négligeable suivant la crs
employée. 6
2.6.4 Signatures automorphes et proxy anonymes
Le schéma de signature proxy anonyme permet de masquer l’utilisateur ayant eectivement
construit une signature, pour ne révéler que le délégataire. Cependant, le système de preuves de
Groth et Sahai permet également de masquer tout ou partie des messages signés, ainsi que les
signatures elles-mêmes. Dans la suite, nous parlerons de signatures proxy anonymes unique-
ment dans le premier cas, c’est-à-dire quand les signatures et messages ne sont pas masqués.
Dans les autres cas, nous parlerons de signatures automorphes ainsi que de preuves nizk.
Pour diérencier les signatures classiques et automorphes des signatures proxy anonymes,
nous utilisons deux graphies distinctes de la lettre grecque sigma : les première sont notées avec
la graphie classique, σ , tandis que les signatures proxy anonymes sont notées avec la graphie
nale, ς .
6. Dans ces avantages, « AP » signie Anonymous Proxy.
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2.7 Résumé des outils cryptographiques
Dans ce chapitre, nous avons présenté divers outils cryptographiques existants. Nous avons
commencé par rappeler des notions aussi bien d’algèbre que de cryptographie permettant de
comprendre le fonctionnement de ces outils. Pour chaque schéma cryptographique présenté,
nous avons décrit les propriétés de sécurité garanties ainsi que les hypothèses sur lesquelles ce
schéma s’appuie.
Le premier schéma décrit est le partage de secret. Ce schéma permet de partager une valeur
parmi un ensemble d’utilisateurs, de manière à ce qu’une collusion de petite taille ne puisse
rien savoir du secret, tout en garantissant que le secret pourra être reconstruit si nécessaire.
Nous avons ensuite présenté un schéma d’engagement, permettant de masquer des valeurs
et de les révéler ensuite. Le schéma présenté est notamment utilisé pour calculer des preuves
nizk [GS08], qui permettent de prouver des équations dans les groupes bilinéaires sans révéler
certaines valeurs secrètes.
Finalement, nous avons décrit trois schémas de signature : un premier, classique et ecace,
qui n’est cependant pas compatible avec le système de preuves de Groth et Sahai ; un schéma
automorphe, que l’on peut combiner avec ces preuves pour construire des signatures proxy
anonymes, qui permettent de déléguer la capacité de signer des messages en révélant unique-
ment le premier utilisateur de la chaîne de délégation.
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Nous présentons dans ce chapitre l’état de l’art des mécanismes de réputation préservant la
vie privée, en utilisant la terminologie présentée au chapitre 1. Nous commençons par expli-
quer pourquoi les mécanismes de réputation permettent d’instaurer de la conance entre des
utilisateurs inconnus et comment ces mécanismes sont utiles lors d’interactions en ligne. Nous
présentons également les caractéristiques qu’ils doivent présenter pour être utiles.
Nous nous intéressons ensuite aux moteurs de réputation, c’est-à-dire aux diérentes ma-
nières existantes de calculer les scores de réputation. Nous extrayons de cette présentation les
qualités nécessaires aux moteurs de réputation – dans la suite, nous supposons que le moteur
de réputation utilisé possède ces qualités.
Nous abordons par la suite les attaques existantes sur les mécanismes de réputation, ainsi
que les contre-mesures ecaces. Nous expliquons en outre que garantir les propriétés de vie
privée et de sécurité dénies en section 1.4 protègent un mécanisme de réputation de la plupart
de ces attaques. Parmi les contre-mesures à ces attaques, préserver la vie privée des fournis-
seurs de service et des clients permet d’empêcher aussi bien les médisances des clients que
les discriminations des fournisseurs. Il est également nécessaire de préserver la vie privée des
utilisateurs pour se conformer au cadre légal. Nous expliquons les conséquences qu’implique
la directive européenne à propos de la protection des données [Eur95] sur les mécanismes de
réputation, et détaillons les propriétés de vie privée que les mécanismes de réputation doivent
garantir à leurs utilisateurs.
Nous sommes alors capables de présenter les mécanismes de réputation préservant la vie
privée existants. Les premiers mécanismes se contentent de préserver le secret des notes. En-
suite, d’autres mécanismes intègrent le respect de la vie privée des utilisateurs au cœur de leur
conception. Nous analysons tous ces mécanismes sous l’angle des propriétés de sécurité et de
vie privée dénies en section 1.4.
Finalement, nous dressons le bilan de cet état de l’art, et expliquons que la conception d’un
mécanisme de réputation utile et préservant la vie privée de ses utilisateurs requiert de pré-
server l’anonymat des fournisseurs tout en permettant aux clients d’émettre des témoignages
positifs et négatifs de manière indéniable. Jusqu’à présent, aucun mécanisme ne parvient à
combiner ces deux propriétés ; notre proposition est la seule à le faire.
3.1 Réputation et confiance
Depuis quelques années, les mécanismes de réputation ont permis à des plateformes telles
que Airbnb 1, BlaBlaCar 2 ou Stack Overow 3 de prendre leur essor. Ces plateformes permettent
1. https://www.airbnb.com
2. https://www.blablacar.com
3. https://www.stackoverflow.com
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respectivement de louer des appartements, de proposer des covoiturages ou de répondre à des
questions techniques. Leur point commun est l’intégration d’un mécanisme de réputation. Ces
mécanismes de réputation permettent à un client potentiel de se construire une opinion sur
les fournisseurs, jusqu’alors inconnus, et de choisir s’il est raisonnable de leur faire conance.
Ainsi, les mécanismes de réputation sont des outils dont l’objectif principal est de créer de la
conance entre des utilisateurs ne se connaissant pas. Dans cette section, nous dénissons la
conance et étudions les qualités nécessaires aux mécanismes de réputation pour inciter des
utilisateurs ne se connaissant pas à se faire conance.
An de déterminer les qualités essentielles au bon fonctionnement d’un mécanisme de ré-
putation, il faut dans un premier temps s’intéresser aux caractéristiques de la conance. De
manière générale, Gambetta propose de dénir la conance comme suit :
Trust (or, symmetrically, distrust) is a particular level of the subjective probability
with which an agent assesses that another agent or group of agents will perform a
particular action, both before he can monitor such action (or independently of his
capacity ever to be able to monitor it) and in a context in which it aects his own
action. (Diego Gambetta [Gam90])
Cette dénition possède quatre points remarquables :
1. Tout d’abord, la conance est une probabilité, c’est-à-dire qu’un client ne peut jamais être
certain du comportement d’un fournisseur.
2. Ensuite, cette probabilité est subjective : deux clients ne placent pas nécessairement la
même conance en un fournisseur.
3. La conance est également contextuelle, et s’applique à une action particulière attendue
du fournisseur.
4. Finalement, la conance dépend des attentes du client : quelles sont les conséquences
dans le cas où le fournisseur se comporte mal ? S’il est crucial que le fournisseur se com-
porte correctement, alors il sera plus dicile pour le client de lui faire conance.
Resnick et Zeckhauser expliquent qu’il est facile d’avoir conance dans un magasin ayant
pignon sur rue grâce aux nombreux indices à disposition [RZ02] : (a) il est possible d’inspecter
les biens vendus dans une enseigne pour vérier leur qualité ; (b) les interactions avec la bou-
langerie du quartier sont fréquentes, et il est donc facile de connaître la qualité de leur pain ;
(c) les amis, voisins et collègues nous recommandent les magasins qu’ils ont appréciés ou, au
contraire, nous déconseillent ceux qui les ont déçus ; (d) les vendeurs peuvent être rencontrés
lors d’activités sociales : à l’école, dans une salle de sport, . . . ; (e) le nom d’une chaîne de ma-
gasins donne une première information sur la qualité des produits vendus ; (f) l’emplacement
d’un magasin peut également en dire beaucoup : un magasin sur les Champs-Élysées indique
des revenus susants, et donc une clientèle fournie. Cependant, aucun de ces signes indica-
teurs n’est présent lors d’un achat en ligne, créant ainsi une asymétrie d’information entre le
fournisseur de service, connaissant la valeur des biens vendus, et le client, ignorant.
Dans The Market for “Lemons”, Akerlof montre les eets d’une telle asymétrie d’information
à travers le marché des voitures d’occasion [Ake70]. Deux types de voiture sont vendues :
des bonnes occasions, correctement entretenues, ainsi que des occasions en mauvais état –
« lemon » est un terme d’argot désignant une guimbarde. Les vendeurs de bonnes occasions
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espèrent tirer un bon prix de leur voiture, ainsi leur prix est supérieur à celui des guimbardes.
Au moment où un acheteur s’intéresse à une voiture, il ne sait pas dans laquelle des deux
catégories elle se place. Comme un acheteur risque de tomber sur une voiture en mauvais état, il
n’a pas envie de payer cher et d’obtenir une guimbarde. Finalement, seules les voitures vendues
à bas prix trouvent acquéreur, c’est-à-dire les mauvaises occasions : les propriétaires de bonnes
occasions ne désirent pas vendre leur voiture en dessous d’un certain prix, trop élevé pour un
acheteur qui craint de récupérer une guimbarde. Ce phénomène devrait également s’appliquer
aux plateformes en ligne : les clients ne connaissent pas les fournisseurs, et n’ont aucun moyen
de s’assurer de la qualité des services fournis.
C’est pour réduire cette asymétrie d’information que les plateformes en ligne intègrent des
mécanismes de réputation. La réputation est dénie par le Littré comme « l’opinion que le pu-
blic a d’une personne » [Lit74]. Les mécanismes de réputation utilisent ainsi les opinions des
témoins d’un fournisseur, c’est-à-dire leurs témoignages, pour calculer le score de réputation
de ce fournisseur. Resnick et Zeckhauser s’intéressent plus particulièrement à la plateforme
d’enchères électroniques eBay 4. Dans cette plateforme, un fournisseur propose un objet à la
vente en en fournissant une description. Les clients potentiels enchérissent an de rempor-
ter l’objet. Une fois que l’enchère est nie et la transaction eectuée, le client et le fournisseur
peuvent chacun noter l’autre an de reéter le comportement de leur partenaire. Une note peut
être soit négative (−1), soit neutre (0), soit positive (+1). Ces notes sont nalement agrégées
pour obtenir les scores de réputation des utilisateurs : la réputation d’un fournisseur de service
est la somme des notes qu’il a reçues. Resnick et Zeckhauser étudient ce mécanisme de réputa-
tion [RZ02], et s’intéressent plus précisément au taux de notes positives, en faisant l’hypothèse
que plus ce taux est élevé, plus les utilisateurs sont satisfaits par la plateforme. En analysant les
transactions eectuées entre février et juin 1999, ils trouvent que plus de 99% des notes émises
sont positives ! Ainsi, une écrasante majorité des clients et des fournisseurs sont satisfaits par
leurs transactions. Resnick et Zeckhauser expliquent l’ecacité des mécanismes de réputation
de la manière suivante : les fournisseurs pensent qu’en se comportant mal, ils vont recevoir des
témoignages négatifs ; les clients fondent leurs opinions sur la réputation des fournisseurs ;
ainsi, les fournisseurs ont intérêt à bien se comporter pour obtenir une excellente réputation,
et donc attirer de nouveaux clients. Les mécanismes de réputation sont également intéressant
pour les fournisseurs ; en eet, en étudiant quatorze travaux empiriques et expérimentaux sur
les mécanismes de réputation, Dellarocas montre qu’un fournisseur ayant une réputation éle-
vée peut vendre un service plus cher qu’un fournisseur de moindre réputation [Del06]. Ainsi,
avoir une bonne réputation est un avantage économique pour les fournisseurs de service, qui
compense les eorts eectués an de fournir un service correct. Dans le premier chapitre de
sa thèse, Ravoaja [Rav08] se penche sur les liens entre réputation, conance et coopération, en
particulier pour les systèmes pair à pair ; il explique plus précisément pourquoi la réputation
incite à faire conance, et crée ainsi des coopérations.
Finalement, Resnick et coll. [Res+00] présentent les trois propriétés nécessaires pour qu’un
mécanisme de réputation puisse fonctionner :
1. les fournisseurs de service doivent vivre à long terme, et espérer continuer à interagir
dans le futur ;
4. https://www.ebay.com
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2. les témoignages doivent reéter les interactions courantes, et être visibles dans le futur ;
3. les témoignages doivent guider la conance des clients.
Un mécanisme de réputation garantissant ces trois propriétés permet d’instaurer de la conance
entre des utilisateurs ne se connaissant pas : puisque les fournisseurs de service espèrent conti-
nuer à vendre leurs services, ils doivent se comporter convenablement an d’obtenir des témoi-
gnages positifs, et attirer ainsi de nouveaux clients.
En plus de ces trois critères, Baumeister et coll. [Bau+01] expliquent que « Bad feedback has
stronger eects than good feedback », c’est-à-dire que les interactions qui se déroulent mal ont
plus d’inuence sur nos opinions que les interactions se déroulant sans accrocs :
When people rst learn about one another, bad information has a signicantly
stronger impact on the total impression than any comparable good information.
Les mécanismes de réputation, visant à imiter les opinions que nous formons dans le monde
réel, doivent donc prendre les mauvais témoignages en compte. En eet, un fournisseur de ser-
vice s’étant comporté cent fois correctement et une seule fois incorrectement peut être consi-
déré de conance, tandis qu’un fournisseur de service s’étant comporté cent fois correctement
et mille fois incorrectement ne l’est clairement pas. Cependant, sans témoignages négatifs, ces
deux fournisseurs sont indistinguables. Nous précisons donc le deuxième critère en ajoutant
que les témoignages doivent pouvoir reéter les interactions qui se sont correctement dérou-
lées, ainsi que celles qui se sont incorrectement déroulées. Comme nous le verrons au cours
des chapitres 4 et 5, nos mécanismes de réputation garantissent ces propriétés.
3.2 Moteurs de confiance et de réputation
Maintenant que nous avons vu quels sont les prérequis des mécanismes de réputation, nous
nous intéressons à la manière dont les mécanismes existants calculent les scores de réputation,
c’est-à-dire que nous nous intéressons à leurs moteurs de réputation.
3.2.1 Moteurs de réputation discrets
Abdul-Rahman et Hailes proposent un moteur de conance discret [AH00]. À l’issue d’une
transaction, le client peut considérer quatre valeurs pour le comportement du fournisseur : très
bon, bon, mauvais, très mauvais. Le client peut ensuite combiner ses propres témoignages pour
obtenir une conance, qui est alors dite directe, et peut elle aussi prendre quatre valeurs : le four-
nisseur est très digne de conance, digne de conance, peu digne de conance ou absolument
pas digne de conance. La conance directe qu’un client place en un fournisseur est dénie de
la manière suivante. Soient ntb, nb, nm, ntm le nombre d’observations directes du comportement
de ce fournisseur. Si (ntb,nb,nm,ntm) admet un unique maximum, alors la conance correspond
à ce maximum – par exemple, si le maximum est nb, alors le client juge le fournisseur digne de
conance. En plus de cette conance directe, les auteurs proposent une méthode permettant
d’agréger les témoignages émis par d’autres clients du fournisseur, en prenant également en
compte la conance dans ces clients.
Cependant, Jøsang et coll. [JIB07] notent que l’emploi de mesures discrètes impliquent des
heuristiques de calcul peu ables. Par exemple, considérons un client ayant observé (ntb =
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10,nb = 0,nm = 9,ntm = 9) à propos d’un fournisseur donné ; d’après les heuristiques d’Abdul-
Rahman et de Hailes, ce client juge ce fournisseur très digne de conance alors que ce fournis-
seur a déçu ses clients passés dix-huit fois sur vingt-huit interactions.
3.2.2 Systèmes bayésiens
Jøsang et Ismail proposent de modéliser le comportement d’un fournisseur par un système
bayésien, en utilisant une loi de probabilité bêta [JI02]. Une telle loi est paramétrée par deux
paramètres de forme, a et b, que les clients cherchent à estimer pour obtenir le score de ré-
putation d’un fournisseur. L’intuition derrière cette idée est simple : un fournisseur de service
réputé est un fournisseur se comportant correctement dans la majorité des cas, mais à qui il
peut ponctuellement arriver des mésaventures. An de représenter simplement les scores de
réputation, les auteurs proposent de s’intéresser plus particulièrement à l’espérance de cette
loi bêta. Ainsi, un fournisseur de service ayant reçu r notes positives et s notes négatives a la
réputation suivante :
rep = E
(
beta(p |a = r + 1,b = s + 1)
)
=
r + 1
r + s + 2 ∈ [0,1].
De cette façon, pour un fournisseur ayant reçu 8 notes positives et 2 notes négatives, on obtient
rep = 0,75.
Les auteurs proposent également de diminuer l’importance des témoignages en fonction du
temps écoulé depuis leur émission ; en eet, un témoignage émis trois mois plus tôt n’est plus
nécessairement pertinent. À cet eet, ils introduisent un facteur de vieillissement λ ∈ [0,1].
Si
(
(r1,s1), . . . , (rn ,sn )
)
est une séquence de notes données sur un fournisseur, respectivement
émises aux temps t1, . . . ,tn , alors les combinaisons de ces notes sont :
r (t ) =
n∑
i=1
ri · λt−ti et s (t ) =
n∑
i=1
si · λt−ti .
Pour λ = 1, tous les témoignages ont la même importance, tandis que pour λ = 0, seuls les
témoignages émis à l’instant t sont pris en compte.
Les auteurs expliquent que la valeur des transactions est importante ; en eet, le comporte-
ment d’un fournisseur lors d’une transaction d’une valeur de 100 € est plus signicatif que lors
d’une transaction d’une valeur de 10 €. Ainsi, un témoignage sur une transaction d’une valeur
de 100 € est plus important qu’un autre témoignage sur une transaction d’une valeur de 10 €.
Finalement, en notant (r1,s1), . . . , (rn ,sn ) les témoignages reçus par un fournisseur donné
aux temps t1, . . . ,tn , et v1, . . . ,vn la valeur des transactions associées, la réputation de ce four-
nisseur au temps t pour un facteur de vieillissement λ est dénie par :
repλ (t ) =
1 +∑ni=1 ri · vi · λt−ti
2 +∑ni=1 (ri + si ) · vi · λt−ti .
Cette méthode peut être simpliée en normalisant les ri et si de manière à ce que r ′i +s ′i = 1. De
cette manière, un témoin ne peut pas amplier l’importance de son témoignage en choisissant
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par exemple ri = 0 et si = 10 ; le poids d’un témoignage est uniquement lié à son importance
et à son âge. Alors, la réputation devient :
repλ (t ) =
1 +∑ni=1 r ′i · vi · λt−ti
2 +∑ni=1vi · λt−ti .
L’avantage de cette méthode est que le score de réputation nal d’un fournisseur de service
est une valeur comprise entre 0 et 1 : plus la réputation est proche de 1, plus le fournisseur est
digne de conance ; il est donc facile de comprendre une telle réputation et de comparer deux
fournisseurs : le choix des clients est facilité.
3.2.3 Théorie de Dempster-Shafer
Jøsang et Ismail [JI02] proposent également une méthode ayant deux avantages principaux :
les témoins peuvent faire part de leur incertitude, et les utilisateurs peuvent utiliser la conance
qu’ils placent en un témoin pour pondérer ses témoignages. À cet eet, ils utilisent la méthode
de Jøsang [Jøs99] qui repose sur la théorie de Dempster-Shafer [Sha76] ; cette méthode repré-
sente la note d’un client par un quadruplet (b,d,u,a) où b +d +u = 1 et b,d ,u ∈ [0,1] ; b reète
la conviction (belief ), d la méance (disbelief ),u l’incertitude (uncertainty) et a l’atomicité rela-
tive, déterminant à quel degré l’incertitude participe au score de réputation. Ce moteur dénit
la réputation comme
rep = b + a · u .
Par exemple, une note de (1; 0; 0; ∗) indique que le client est convaincu que le fournisseur s’est
correctement comporté et donne rep = 1, tandis qu’une note de (0,4; 0,1; 0,5; 0,5) indique que le
client pense que le fournisseur s’est bien comporté sans en être convaincu, et donne rep = 0,65.
Jøsang propose également de combiner les témoignages de deux manières. La première, ap-
pelée recommandation, permet la transitivité de la conance : si X fait conance à Y et si Y
fait conance à Z , alorsX pourra également faire conance à Z . La deuxième manière, appelée
consensus, permet de combiner deux opinions ; par exemple, si X fait conance à Y1 et à Y2, et
que ces deux utilisateurs font conance à Z , le consensus permet de calculer la conance que
X porte en Z à travers les deux chemins XY1Z et XY2Z . Ainsi, ces deux opérations permettent
de construire un graphe orienté à partir de la conance, où les nœuds sont les utilisateurs et
les arêtes les relations de conance.
Plus formellement, Jøsang et Ismail dénissent ces opérations à partir des opérations clas-
siques de la théorie de Dempster-Shafer [Sha76]. Considérons trois agents X , Y et Z . Si (bX→Y ,
dX→Y , uX→Y , aX→Y ) représente la conance de X dans les recommandations de Y et (bY→Z ,
dY→Z , uY→Z , aY→Z ) la conance de Y en Z , alors la conance de X en Z à travers la recom-
mandation de Y est donnée par :

b
X
Y→Z = bX→Y · bY→Z
d
X
Y→Z = bX→Y · dY→Z
u
X
Y→Z = dX→Y + uX→Y + bX→Y · uY→Z
a
X
Y→Z = aY→Z .
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L’opération de consensus entre deux opinions X → Z et Y → Z donne l’opinion (X ,Y ) → Z
dénie par :

bX ,Y→Z = (bX→Z · uY→Z + bY→Z · uX→Z )/κ
dX ,Y→Z = (dX→Z · uY→Z + dY→Z · uX→Z )/κ
uX ,Y→Z = (uX→Z · uY→Z )/κ
aX ,Y→Z =
aY→Z · uX→Z + aX→Z · uY→Z − (aX→Z + aY→Z ) · uX→Z · uY→Z
uX→Z + uY→Z − 2 · uX→Z · uY→Z ,
où κ = uX→Z + uY→Z − uX→Z · uY→Z pour (uX→Z ,uY→Z ) < {(0,0), (1,1)}. Cependant, Jøsang
explique qu’un consensus ne peut être eectué que si les témoignages combinés sont indépen-
dants, c’est-à-dire que le témoignage d’un utilisateur doit être pris en compte une seule fois.
Pour comprendre ce problème, considérons les graphes de conance présentés en gure 3.1, où
les lettresA, B,C , D, E et F représentent les utilisateurs, et les èches représentent les relations
de conance ; par exemple, A→ B signie que A fait conance à B.
A B
C
D
E F
(a) Graphe de conance calculable
A B
C
D
E F
(b) Graphe de conance incalculable
Figure 3.1 – Combinaisons de recommandation et de consensus [Jøs99]
Dans le cas du premier graphe, il y a deux chemins possibles allant de A à F : ABCEF et
ABDEF , qui peuvent être transformés en un seul cheminAB (C,D)EF ; à ce moment là, les seuls
témoignages combinés sont BCE et BDE, qui sont bien indépendants. Cependant, dans le cas
du deuxième graphe, le chemin de C à D pose problème. En eet, il faut maintenant faire un
consensus de trois chemins – BCE, BDE et BCDE –, qui ne sont pas indépendants : l’arête BC est
commune à BCE et à BCDE, tandis que l’arête DE est commune à BDE et à BCDE. Ainsi, il faut
faire un choix pour calculer la réputation : ignorer BDE ou BCDE et combiner les témoignages
restants – ce qui n’utilise pas tous les témoignages disponibles –, ou combiner les témoignages
en dépit de leur dépendance. Dans les deux cas, le calcul de la réputation est incorrect.
Yu et Singh [YS02] proposent une approche similaire, reposant également sur la théorie de
Dempster-Shafer. Dans leur cas, les témoignages sont automatiquement collectés grâce à une
architecture distribuée : chaque utilisateur maintient des liens avec ses voisins dans le système.
Lorsqu’un client cherche à estimer la conance qu’il peut avoir en un fournisseur, il y a deux
cas : (a) soit le client a déjà interagi avec ce fournisseur, et le connaît donc assez bien ; (b) soit
le client n’a pas assez interagi avec ce fournisseur. Dans le premier cas, le client utilise unique-
ment les témoignages qu’il a émis sur le fournisseur pour estimer sa conance. Dans le second
cas, le client fait appel à ses voisins pour obtenir plus d’informations sur le fournisseur. Ses
voisins lui font alors part de leurs témoignages. Le client est nalement capable d’estimer sa
conance à partir de tous les témoignages reçus.
Pour résumer, la méthode de Dempster-Shafer permet une prise en compte ne des témoi-
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gnages en fonction de la conance dans les témoins, tout en permettant aux témoins de faire
part de leur incertitude. Cependant, les méthodes de calcul sont complexes et, dans certains
cas, ne permettent pas de calculer correctement le score de réputation des fournisseurs dans
tous les cas.
3.2.4 Moteurs reposants sur des architectures pair à pair
Kamvar et coll. proposent Eigentrust [KSG03], un mécanisme de réputation reposant sur une
architecture distribuée an de prendre cinq considérations en compte :
1. L’autogestion du système : une autorité centrale ne doit pas être nécessaire pour faire
respecter les règles du système.
2. L’anonymat des fournisseurs : ils ne doivent pas être connus par un identiant les re-
présentant, comme leur adresse ip, mais par un identiant opaque, par exemple une sé-
quence aléatoire de caractères. Notons que cette notion d’anonymat n’a rien à voir avec
notre dénition de vie privée des fournisseurs (propriété 1) : l’identiant des fournis-
seurs, même opaque, reste unique et permet de tracer leurs transactions.
3. Les nouveaux arrivants ne doivent pas être favorisés, sous peine de voir les fournisseurs
ayant une mauvaise réputation se réinscrire pour repartir de zéro.
4. Pas de surcouts : ce mécanisme ne doit pas nécessiter une puissance calculatoire ou une
capacité de stockage particulière.
5. Le mécanisme doit résister aux attaques collectives des utilisateurs.
Comme ce mécanisme ne peut pas se reposer sur une autorité centrale, la question du sto-
ckage des témoignages et des scores de réputation se pose. Les auteurs expliquent qu’un four-
nisseur ne doit pas stocker ses propres témoignages ; en eet, il pourrait alors facilement les
manipuler. C’est pourquoi Kamvar et coll. proposent d’assigner un nombre prédéni de ges-
tionnaires de score à chaque fournisseur, choisis aléatoirement. Au moment où un client veut
connaître la réputation d’un fournisseur, il peut interroger les gestionnaires de score pour l’ob-
tenir. Comme un nombre susamment grand de gestionnaires de score est assigné à chaque
fournisseur, la probabilité qu’une majorité d’entre eux soit malveillante et parvienne à modier
les témoignages est relativement faible.
Les auteurs proposent d’utiliser une table de hachage distribuée (dht) pour gérer les té-
moignages, comme can [Rat+01] ou Chord [Sto+03]. Le principe de cet outil est de placer les
utilisateurs aléatoirement sur un espace – un espace bidimensionnel dans le cas de can et un
anneau pour Chord – en utilisant une fonction de hachage sur un identiant, par exemple
l’adresse ip et le port tcp utilisés. Chaque utilisateur est ensuite chargé de maintenir un espace
particulier. Ainsi, dans le cas de Chord, les n utilisateurs les plus proches d’un fournisseur sur
l’anneau sont ses gestionnaires de score.
Similairement aux moteurs de réputation utilisant la théorie de Dempster-Shafer, EigenTrust
permet de prendre en compte la réputation des témoins pour calculer la réputation d’un four-
nisseur. Chaque témoin i du fournisseur j a une valeur de conance locale si j , construite à
partir des transactions passées. Ces valeurs sont normalisées pour faire en sorte que la somme
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des valeurs de conance d’un utilisateur donne 1, an que chaque témoin contribue autant au
calcul du score de réputation :
ci j =
max(si j ,0)∑
j max(si j ,0)
.
Considérons maintenant un client i , un fournisseur de service k , et les n témoins de k . Si la
valeur de conance normalisée de i en le témoin j est ci j , les valeurs de conance locales des
témoins sont agrégées par :
tik =
∑
j
ci j · c jk ,
où tik représente la conance que i porte en k à travers ses connaissances. Cette équation peut
également se mettre sous forme matricielle. Elle donne alors ~ti = Cᵀ~ci , c’est-à-dire :
*..,
ti1
...
tin
+//- =
*..,
c11 · · · cn1
...
...
c1n · · · cnn
+//-
*..,
ci1
...
cin
+//- .
Notons que de cette manière, seuls les chemins de longueur 1 sont pris en compte : il y a à
chaque fois un seul intermédiaire entre i et j. An d’augmenter la longueur de ces chemins, il
sut de continuer à multiplier par Cᵀ à gauche. Ainsi, ~ti = (Cᵀ )n~ci prend en compte tous les
chemins de longueur inférieure ou égale à n. En allant plus loin, les auteurs prouvent que cette
conance converge et que, quel que soit le client i cherchant à la connaître, il obtient la même
valeur, qui se trouve être le vecteur propre principal de la matriceC – d’où le nom EigenTrust.
Kamvar et coll. proposent également une méthode permettant de calculer cette conance de
manière distribuée tout en évitant qu’une collusion d’utilisateurs ne perturbe le résultat.
Anceaume et Ravoaja proposent également un moteur de réputation pour une architecture
distribuée [AR06]. Similairement au mécanisme précédent, les auteurs proposent de collec-
ter les témoignages en créant des chaînes de recommandation. Cependant, ils n’utilisent pas
la réputation des utilisateurs pour pondérer leurs témoignages ; à la place, chaque utilisateur
maintient une crédibilité pour chaque témoin lui ayant fourni une recommandation. Lorsqu’une
recommandation est pertinente, la crédibilité d’un témoin est améliorée, et elle est réciproque-
ment diminuée lorsque le comportement du fournisseur dière de la recommandation. Plus
précisément, notons p le client désirant connaître la réputation du fournisseur de service s .
Dans un premier temps, p demande à chaque témoin de l’ensemble Psp (t ) des témoins du
fournisseur s de lui envoyer ses témoignages issus de transactions récentes. Il obtient alors{(
obssk (t0),t0
)
, . . . ,
(
obssk (t` ),t`
)}
pour chaque témoin k . Le client calcule ensuite le nombre
minimum de témoignages envoyés par un témoin, qu’il note f . Pour chaque témoin, p ne
conserve que les f derniers témoignages ; l’ensemble de ces f témoignages est noté F sk (t ). De
cette manière, chaque témoin apporte exactement f témoignages. Finalement, la réputation du
fournisseur s est calculée de la manière suivante :
repsp (t ) =
1∑
k ∈Psp (t )
csp,k (t )
·
∑
k ∈Psp (t )
csp,k (t )ρk (t ),
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où csp,k (t ) représente la crédibilité de k pour témoigner sur s à l’instant t vue par p, et ρ
s
k (t ) est
déni par :
ρsk (t ) =
1
f
·
∑
(obssk (t ′),t ′)∈F sk (t )
obssk (t
′).
La crédibilité de k vue par p est initialement dénie par une valeur par défaut c0. Ensuite, lors
de chaque recommandation de k sur le fournisseur s pour p, cette crédibilité devient :
1 − |ρsk (t ) − ρsp (t ) |α ,
où α > 0 est un paramètre dénissant la précision nécessaire aux recommandations.
Ravoaja et Anceaume proposent en outre une architecture décentralisée permettant le sto-
ckage des témoignages [RA07]. À l’instar d’EigenTrust, cette architecture repose sur une dht,
à savoir Chord [Sto+03]. Plus concrètement, les fournisseurs de service sont organisés sur une
première dht. Pour chaque fournisseur, une deuxième dht permet d’organiser les témoins. Les
témoins eux-mêmes s’insèrent dans celle-ci, et donnent leurs témoignages aux clients poten-
tiels. Ainsi, n’importe qui peut recommander un fournisseur ; cependant, la crédibilité écarte
rapidement les témoins mentant à propos du comportement du fournisseur.
Marti et Garcia-Molina proposent une taxonomie des mécanismes de réputation fonction-
nant à partir d’un réseau pair à pair [MG06], et classent les mécanismes existants en fonction
par exemple de la manière dont les témoignages sont obtenus et agrégés, de la sélection des
témoins, ou du format des témoignages. De manière générale, de tels mécanismes de réputation
proposent des algorithmes de calcul de réputation passant à l’échelle.
3.2.5 Modèle de Markov caché
Elsalamouny et Sassone [ES13] expliquent que la plupart des moteurs de réputation utilisent
la bêta réputation de Jøsang et Ismail [JI02]. Cependant, et malgré le principe de vieillissement
des témoignages utilisé, de tels moteurs de réputation ne permettent pas de modéliser les com-
portements dynamiques. Considérons un fournisseur qui se comporte bien pendant une longue
période de temps, puis se comporte mal pendant une courte période de temps avant de recom-
mencer à bien se comporter. Sa réputation ne sera pas précise pendant le court moment où il
se comporte mal, ce qui est problématique.
Pour surmonter ces dicultés, Elsalamouny et Sassone proposent de modéliser le compor-
tement des fournisseurs de service par un modèle de Markov caché (hmm) [ES13]. Un hmm est
un quintuplet, qui comporte les éléments suivants :
— S = {s1, . . . ,sn}, un ensemble d’états, cachés.4
— V = {v1, . . . ,vk}, un ensemble d’observables.4
— pi , une distribution sur S , représentant les états initiaux ;
— A = (ai j )16i,j6n , la matrice de transition d’états, telle que ∀i,∑j ai,j = 1 ; ai j représente
la probabilité de transition de l’état si à l’état sj .
4. Les ensembles S et V peuvent être innis, et même indénombrables ; cependant, les considérer nis permet
de simplier la compréhension des hmm.
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— B = (bi j )16i6n
16j6k
, la matrice d’émission, telle que ∀i,∑j bi j = 1 ; bi j représente la probabilité
que l’état si donne l’observable vj .
L’ensemble S représente les diérentes tendances que le comportement du fournisseur de
service peut suivre. Par exemple, si le fournisseur suit deux tendances, S = {s1,s2}. L’ensemble
V représente les comportements du fournisseur. Si l’on considère que le fournisseur peut bien
ou mal se comporter, alors V = {v1 = bon, v2 = mauvais} ; l’ensemble V peut également
être continu (V = [0,1]). pi est la distribution des états initiaux ; si les deux états initiaux sont
équiprobables, alors pi (s1) = pi (s2) = 0,5. La matriceA représente les transitions possibles entre
les états. L’exemple où le fournisseur se comporte bien sur de longues périodes et mal sur de
courtes périodes pourrait donner
A =
[
0,9 0,1
0,4 0,6
]
,
ce qui signie que lorsque le fournisseur est dans l’état s1, la probabilité qu’il reste dans s1 est
de 0,9, tandis que la probabilité qu’il aille dans s2 est de 0,1. Finalement, la matrice B représente
le comportement du fournisseur en fonction de son état actuel. Par exemple,
B =
[
0,95 0,05
0,1 0,9
]
signie que que lorsque le fournisseur est dans l’état s1, la probabilité qu’il se comporte bien
est de 0,95. En revanche, s’il est dans l’état s2, la probabilité qu’il se comporte mal est de 0,9.
Notons que la bêta réputation est un hmm pour n = 1, c’est-à-dire pour un seul état.
Elsalamouny et Sassone proposent d’estimer le hmm d’un fournisseur de service en utili-
sant l’algorithme de Baum-Welch [Bau+70]. Cet algorithme permet d’estimer pi , A et B à partir
d’une séquence de résultats, en ayant xé préalablement le nombre d’états et de comporte-
ments observés. Ils proposent en outre d’utiliser les témoins pour améliorer cette estimation,
tout en prenant leur réputation en compte. Finalement, Elsalamouny et Sassone montrent ex-
périmentalement que, dans le cas d’un fournisseur exhibant un comportement dynamique, leur
méthode est plus précise que la bêta réputation avec vieillissement des témoignages.
Cette méthode de calcul des scores de réputation est donc très précise, et permet de modéliser
des comportements de fournisseur évolués. Cependant, le score de réputation d’un fournisseur
de service est un hmm, c’est-à-dire un quintuplet (S ,V ,pi ,A,B) ; il est plus dicile de comparer
deux hmm pour savoir quel fournisseur présente moins de risques. Au contraire, la bêta répu-
tation, bien que moins ranée, permet de résumer très succinctement le comportement d’un
fournisseur de service.
3.2.6 Bilan
Nous avons vu cinq principaux types de moteurs de réputation. Les premiers, reposant sur
une discrétisation des scores de réputation, sont très faciles à utiliser et à comprendre pour les
utilisateurs. Cependant, les heuristiques de calcul sont fallacieuses et peuvent donner des scores
de réputation incohérents. La bêta réputation utilise des systèmes bayésiens pour donner une
estimation du comportement des fournisseurs résumée par un simple nombre, tout en prenant
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en compte l’âge des témoignages ou l’importance des transactions ; cependant, cette méthode
peut être limitée dans certains cas, notamment lorsque le comportement des fournisseurs est
dynamique. Nous avons ensuite présenté les méthodes utilisant la théorie de Dempster-Shafer,
permettant de prendre aussi bien l’incertitude que la conance dans les témoins en compte.
Cette méthode de calcul est saine mais les scores de réputation ne sont pas toujours calcu-
lables, ce qui est problématique ; de plus, cette méthode demande de reconstruire le graphe de
conance, ce qui pose des problèmes de vie privée. Nous avons également décrit des méthodes
reposant sur des architectures pair à pair, qui passent à l’échelle tout en prenant en compte
la conance dans les témoins, mais peuvent demander de connaître le graphe de conance.
Finalement, nous avons vu une méthode utilisant des hmm ; cette méthode est la seule à trai-
ter correctement les comportements dynamiques des fournisseurs, mais est très complexe et
la réputation d’un fournisseur ne peut être simplement résumée. La table 3.1 récapitule les
avantages et inconvénients de chacun de ces moteurs.
Moteur Avantages Inconvénients
Discret interprétation facile heuristiques peu ables
Bayésien interprétation facile comportements dynamiquesâges et valeurs
Dempster-Shafer interprétation facile graphe de conanceconance dans les témoins parfois incalculable
P2P
passage à l’échelle
graphe de conanceinterprétation facile
conance dans les témoins
hmm
comportements dynamiques
interprétation complexeâges et valeurs
conance dans les témoins
Table 3.1 – Avantages et inconvénients des moteurs de réputation
Jøsang et coll. [JIB07] proposent une vue d’ensemble des mécanismes de réputation existants,
et concluent qu’un moteur de réputation doit garantir quatre propriétés :
1. Les scores de réputation doivent, à long terme, représenter correctement le comporte-
ment des fournisseurs de service ;
2. Les témoignages récents sur le comportement d’un fournisseur doivent avoir plus de
poids que les anciens ;
3. Les moteurs de réputation doivent être robuste aux attaques ;
4. Un unique témoignage doit avoir peu d’inuence sur le score de réputation d’un four-
nisseur.
À ces quatre propriétés, Carrara et Hogben rajoutent le fait qu’un moteur de réputation ne doit
pas être trop complexe, pour permettre à ses utilisateurs de bien comprendre la signication
des scores de réputation, et ainsi prendre des décisions éclairées [CH07].
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Finalement, Jøsang et Ismail expliquent qu’au delà de proposer de nouveaux moteurs de
réputation, il est nécessaire de développer des mécanismes de propagation des scores de répu-
tation robustes :
Up to now, most of the researches have concentrated on developing of reputation
engine [...] However, we would like to point out that development of robust and
secure mechanisms for reputation propagation is a topic that deserves much more
study. (Jøsang et Ismail [JI02])
Dans le cadre de cette thèse, nous ne nous intéressons pas directement aux moteurs de ré-
putation. Nous proposons un mécanisme de réputation qui s’articule autour d’un moteur de
réputation pris en paramètre et lui permet de disposer des informations nécessaires au calcul
robuste de scores de réputation. An de déterminer quelles sont ces informations, il faut étudier
quelles attaques peuvent toucher les mécanismes de réputation, et quelles solutions permettent
de les éviter. Par exemple, il faut s’assurer que les témoignages transmis au moteur de répu-
tation soient légitimes, c’est-à-dire qu’ils sont issus d’une transaction ; sinon, n’importe quel
client peut se faire passer pour un témoin et modier – en augmentant ou en diminuant – la
réputation d’un fournisseur donné.
3.3 Aaques sur les mécanismes de réputation
De nombreux travaux se sont intéressés aux attaques possibles sur les mécanismes de réputa-
tion. En eet, nous avons expliqué précédemment qu’une bonne réputation donne un avantage
économique (voir section 3.1) ; attaquer un mécanisme de réputation peut ainsi permettre d’ob-
tenir un avantage économique tout en fournissant un service déplorable. Nous présentons ici
ces attaques, en décrivant les méthodes permettant de les limiter, ou même de les empêcher.
3.3.1 Blanchiment de réputation
La première attaque mise en avant est l’attaque par blanchiment [CH07 ; Del06 ; HZN09 ;
JIB07]. Cette attaque se produit lorsqu’un fournisseur de mauvaise réputation se crée un nou-
veau compte pour repartir de zéro. Ainsi, la réputation du fournisseur devient la réputation
initiale. Si celle-ci est trop élevée, le fournisseur est capable de tromper ses nouveaux clients.
Pour empêcher cette attaque, il est recommandé d’assigner une réputation initiale faible aux
nouveaux arrivants. Cependant, si cette réputation initiale est trop faible, les nouveaux arri-
vants ne pourront jamais attirer de clients et ne vont donc pas s’intégrer au système. Il faut
donc trouver un compromis entre la résistance au blanchiment et l’intégration des nouveaux
arrivants. Une autre solution consiste à demander un coût lors de chaque inscription, qu’il soit
monétaire ou calculatoire [Bor06] ; la capacité de blanchiment d’un fournisseur de service est
alors limitée par sa capacité monétaire ou calculatoire.
3.3.2 Discrimination
Une deuxième attaque possible concerne les témoignages « injustes » et, plus généralement,
les discriminations [CH07 ; Del00 ; HZN09 ; JIB07 ; Liu+11 ; WJI04]. En eet, même si Resnick
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et Zeckhauser montrent que les mécanismes de réputation fonctionnent bien et que les clients
sont majoritairement satisfaits [RZ02], rien n’empêche un client d’assigner systématiquement
une mauvaise note à une certaine catégorie de fournisseurs, même lorsqu’ils se comportent
bien – ou inversement. En fait, il y a six principales discriminations possibles, qui peuvent être
regroupées en trois types :
1. un client notant tous les fournisseurs normalement, sauf un qu’il note positivement – du
point de vue d’un observateur, ce cas est équivalent à un fournisseur qui se comporte
correctement avec un seul client ;
2. un client notant tous les fournisseurs normalement, sauf un qu’il note négativement – du
point de vue d’un observateur, ce cas est équivalent à un fournisseur qui se comporte
incorrectement avec un seul client ;
3. un client notant tout fournisseur qu’il connaît positivement, ce qui est équivalent à un
client notant négativement tout fournisseur qu’il ne connaît pas, et à un fournisseur se
comportant correctement avec les clients qu’il connaît – ou incorrectement avec ceux
qu’il ne connaît pas.
Notons que le cas où un fournisseur de service se comporte incorrectement avec des clients
qu’il ne connaît pas n’est pas considéré ; dans ce cas, la réputation du fournisseur montrera
qu’il n’est pas correct.
Une première solution consiste à garantir l’anonymat des utilisateurs : si un client ne peut
pas distinguer deux fournisseurs, il est incapable d’en discriminer un par rapport à l’autre.
Ainsi, cette solution résout les deux possibilités du deuxième cas, puisqu’un client ne peut pas
cibler un fournisseur, et réciproquement. Cependant, cette solution n’empêche pas les deux
autres types de discriminations : un client interagissant avec un fournisseur qu’il connaît peut
se signaler an que le fournisseur se comporte correctement, et réciproquement.
Pour empêcher ces attaques, il est possible de ltrer les témoignages jugés « injustes » [Liu+11 ;
WJI04]. Deux approches diérentes sont utilisées pour juger si un témoignage est « injuste ». La
première, proposée par Whitby et coll. [WJI04], s’applique lorsque la réputation est modélisée
par un système bayésien, c’est-à-dire par une loi de probabilité bêta (voir section 3.2.2). Cette
méthode exploite les propriétés statistiques de la loi bêta, et plus précisément ses quantiles. Un
quantile d’une distribution est une valeur en dessous de laquelle se trouve une fraction donnée
de la distribution ; par exemple, le quantile de 5 % est la valeur q5 telle que P (X 6 q5) = 5 %.
L’idée derrière le ltrage de Whitby et coll. est la suivante : si les quantiles de la loi bêta en-
gendrée par les témoignages d’un client particulier sont trop éloignés de la réputation calculée
à partir de tous les témoignages – représentés par l’ensemble TFS –, alors ce client est ltré.
Ce ltrage est réitéré jusqu’à ce que l’ensemble des témoignages ltrés obtenu FFS soit stable.
L’algorithme 3.1 détaille cette procédure. Liu et coll. [Liu+11] proposent d’utiliser l’algorithme
de partitionnement de données dbscan [Est+96] pour regrouper les témoins en grappes en
fonction de leurs témoignages. Tous les témoins déviant de la plus grosse grappe sont jugés
« injustes », et sont donc écartés. Ainsi, les cas 1 et 3 sont détectés : si un client note systé-
matiquement positivement un fournisseur particulier alors qu’il se comporte incorrectement
avec la plupart de ses clients, les témoignage positifs seront jugés injustes. Similairement, les
témoignages injustement négatifs sont détectés.
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FFS ← TFS
repeat
repFS ← réputation calculée à partir de FFS
for all Client Cl de FFS do
repCl ← loi bêta calculée à partir des témoignages de Cl
q5 ← quantile de 5 % de repCl
q95 ← quantile 95 % de repCl
if q5 > repFS ou q95 < repFS then
FFS ← FFS \ {Cl}
until FFS est stable
Listing 3.1 – Filtrage des témoignages injustes [WJI04]
Aucune de ces deux approches n’est idéale : l’anonymat des utilisateurs empêche uniquement
le deuxième type de discriminations, tandis que le ltrage des témoignages jugés « injustes »
permet de détecter les autres. Ces deux approches ont donc des fonctionnalités complémen-
taires. Est-il possible de les combiner pour empêcher toute discrimination ? Au premier abord,
l’anonymat paraît incompatible avec les méthodes de ltrage, qu’elles soient statistiques ou par
partitionnement. Dans les deux cas, ces méthodes nécessitent de regrouper les témoignages par
client pour le ltrage. Bethencourt et coll. [BSS10] proposent une méthode garantissant l’ano-
nymat des utilisateurs (propriétés 1 et 2), tout en permettant d’associer les témoignages sur un
fournisseur (propriété 7). Cette méthode peut être utilisée pour combiner anonymat et ltrage
des témoignages injustes.
3.3.3 Bourrage d’urne
Dellarocas présente les attaques dites par « bourrage d’urne » [Del00]. Pour mener une
telle attaque, un client interagit de nombreuses fois avec un fournisseur ; à l’issue de chaque
interaction, le client dépose un témoignage positif sur le fournisseur. Ainsi, si un client dépose
une écrasante majorité de témoignages positifs, la réputation du fournisseur sera bonne quel
que soit son comportement avec d’autres clients. Si les témoignages et les clients les ayant émis
sont publics, il est facile d’empêcher de telles attaques [CH07 ; HZN09 ; JIB07] ; il est possible
d’utiliser les techniques de ltrage décrites précédemment [Liu+11 ; WJI04], ou par exemple en
ne prenant en compte qu’un seul témoignage en compte par client. Cependant, l’anonymat des
utilisateurs exacerbe cette attaque. Heureusement, Bethencourt et coll. [BSS10] proposent une
technique associant les témoignages sur un même fournisseur, ce qui permet d’en prendre un
seul en compte par client, tout en préservant la vie privée des clients ; la section 3.5.2 présente
ce mécanisme.
3.3.4 Aaque Sybil et collusions
L’attaque Sybil, décrite par Douceur [Dou02], est présente dans tous les systèmes ouverts.
Cette attaque apparaît lorsqu’un utilisateur se crée de multiples comptes an d’augmenter son
inuence dans un système. Dans le cas des mécanismes de réputation, cela permet d’amplier
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les eets des autres attaques [CH07 ; HZN09], par exemple des témoignages injustes ou des
attaques par bourrage d’urne présentées précédemment. En eet, lors d’un bourrage d’urne
classique, un seul client dépose des témoignages négatifs sur un fournisseur ; en combinaison
avec une attaque Sybil, malgré les protections présentées précédemment, n témoignages sont
pris en compte, oùn est le nombre d’identités Sybil. Pour limiter cette attaque, les solutions sont
similaires à celles visant à empêcher le blanchiment de réputation : exiger un coût, monétaire
ou calculatoire [Bor06], lors de l’inscription d’un utilisateur empêche un utilisateur unique de
se créer trop de comptes.
Homan et coll. insistent également sur le danger des collusions dans les systèmes distri-
bués [HZN09]. Prenons le cas de EigenTrust [KSG03] ou du mécanisme proposé par Ravoaja
et Anceaume [RA07] (voir section 3.2.4). Dans ces deux cas, la réputation d’un fournisseur
de service est maintenue par un ensemble d’utilisateurs du système, appelés gestionnaires de
score dans le cas de EigenTrust. Si une collusion est capable de contrôler une majorité des
gestionnaires de score d’un fournisseur, alors elle contrôle la réputation de ce fournisseur, et
est capable de la modier arbitrairement. Pour empêcher une telle attaque, Homan et coll.
recommandent de choisir les gestionnaires de score aléatoirement et en nombre susant ; de
cette manière, la probabilité qu’une collusion contrôle susamment de gestionnaires de score
pour modier la réputation d’un fournisseur est faible. Notons que dans ces deux mécanismes,
les gestionnaires sont choisis aléatoirement et déterminés par une dht, ce qui rend ardu les
collusions ; nous présentons en section 4.2 une analyse du nombre de gestionnaires nécessaire
en fonction des paramètres du système et de la sécurité désirée.
3.3.5 Autres types d’aaques
Finalement, Carrara et Hogben présentent d’autres attaques pouvant toucher les mécanismes
de réputation [CH07]. La première concerne les extorsions. Sur eBay, le client et le fournisseur
se notent mutuellement ; le client peut donc menacer le fournisseur d’un témoignage négatif
si le fournisseur ne dépose pas un témoignage positif. Pour empêcher de telles représailles,
les auteurs recommandent de préserver la vie privée des utilisateurs, ou d’utiliser une mise en
séquestre temporaire : si le client n’apprend la note du fournisseur qu’après avoir déposé la
sienne, l’attaque est impossible.
La deuxième attaque concerne le vol de réputation et le déni de transaction. En eet, les
mécanismes de réputation doivent garantir qu’un fournisseur de service ne peut voler la répu-
tation d’un autre fournisseur – ce qui correspond à la propriété d’inforgeabilité des scores de
réputation (propriété 6) –, et qu’un fournisseur ne peut empêcher un client de témoigner – ce
qui correspond aux propriétés d’indéniabilité (propriétés 3 et 4).
Finalement, les auteurs rappellent les menaces relatives au réseau sous-jacent, et ne sont pas
spéciques aux mécanismes de réputation. Par exemple, le service peut être interrompu par
une attaque de déni de service, empêchant un client de vérier la réputation d’un fournisseur.
Les informations relatives à la réputation des fournisseurs doivent également être sécurisés,
pour empêcher qu’un adversaire ne les modie.
50
3.4 Réputation et vie privée
3.3.6 Bilan
Comme nous avons pu le voir, de nombreuses attaques visent les mécanismes de réputa-
tion [CH07 ; Del00 ; HZN09 ; JIB07]. Tout d’abord, les fournisseurs peuvent blanchir leur répu-
tation, pour revenir à une réputation initiale après avoir en avoir obtenu une mauvaise. Les
clients et fournisseurs peuvent également se discriminer, en fournissant des services de mau-
vaise de qualité ou en émettant des témoignages injustes. Les utilisateurs peuvent aussi essayer
de bourrer les urnes pour modier les réputations, et mettre en œuvre des attaques Sybil pour
amplier les eets des attaques. De ces attaques, Jøsang et coll. jugent que les plus graves
concernent le bourrage d’urne et les témoignages injustes :
The problems of unfair ratings and ballot stung are probably the hardest to
solve in any reputation system that is based on subjective ratings [...] (Jøsang
et coll. [JIB07])
Cependant, des solutions existent pour éviter ces attaques, par exemple en imposant un coût à
l’entrée du réseau [Bor06] ou en ltrant les témoignages jugés injustes [Liu+11 ; WJI04]. Il est
intéressant de noter que préserver la vie privée des utilisateurs empêche plusieurs types d’at-
taques, comme les discriminations ou les extorsions. Et, bien que préserver la vie privée des
utilisateurs gêne le ltrage des témoignages, des mécanismes innovants permettent de combi-
ner ces deux solutions [BSS10].
Un mécanisme de réputation garantissant les propriétés de sécurité (propriétés 3 à 7) pré-
sentées au chapitre 1 est protégé des bourrages d’urnes, des vols de réputation et des dénis
de réputation. De plus, les propriétés de vie privée (propriétés 1 et 2) empêchent un des types
de discriminations. La protection contre les blanchiments et contre les attaques Sybil dépend
de l’enregistrement des utilisateurs, tandis que la protection contre les autres types de dis-
crimination dépend directement du moteur de réputation, et requiert la faculté d’associer les
témoignages émis sur un même fournisseur, ce qui correspond à la propriété 7.
3.4 Réputation et vie privée
Pour accomplir leur objectif, les mécanismes de réputation requièrent des données pouvant
donner des informations sur leurs utilisateurs, qu’ils soient clients ou fournisseurs. Mahler et
Olsen expliquent que cette collecte d’informations peut inquiéter les utilisateurs :
Introducing a reputation system requires a rather extensive collection, evaluation
and disclosure of data. When deciding whether or not to participate in a reputation
system, a potential user’s concern may be whether the system will meet reasonable
expectations with respect to privacy. Users may fear that too much information
about them is collected and disseminated. (Mahler et Olsen [MO04])
À cet eet, Mahler et Olsen s’intéressent au cadre légal de la protection de la vie privée dans
les mécanismes de réputation. Dans l’Union Européenne, ce cadre est régi par la directive sur
la protection des données [Eur95]. Mahler et Olsen s’intéressent aux conséquences de cette
directive sur la conception des mécanismes de réputation. Cette directive dénit entre autres
trois notions :
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Donnée personnelle La directive dénit une donnée personnelle comme « toute information
liée à une personne naturelle identiée ou identiable », c’est-à-dire tout ce qui peut être
perçu, senti ou enregistré à propos d’une personne naturelle – cela ne concerne donc pas
les personnes morales.
Sujet de la donnée Le sujet de la donnée est la « personne naturelle » concernée par la donnée
personnelle.
Contrôleur de la donnée Le contrôleur de la donnée est celui qui détermine les objectifs et
moyens du traitement des données personnelles.
Bygrave explique que les opinions, même fausses, rentrent dans le cadre des données per-
sonnelles [Byg02, page 46]. Dans un mécanisme de réputation, les données personnelles sont
donc les opinions des utilisateurs, c’est-à-dire les témoignages. Les sujets des données sont
donc les témoins ayant émis les témoignages. Dans un mécanisme centralisé, le contrôleur des
données est l’autorité centrale, tandis qu’il peut être constitué de plusieurs utilisateurs dans
un mécanisme distribué. En plus de ces trois notions, Mahler et Olsen introduisent le sujet
de la réputation pour désigner les fournisseurs de service ciblés par les témoignages [MO04].
Finalement, Mahler et Olsen décrivent neufs principes que doivent suivre les mécanismes de
réputation an de respecter la directive sur la protection des données. De ces neuf principes,
les cinq principaux sont les suivant :
1. Les utilisateurs doivent donner leur consentement éclairé avant de témoigner ;
2. Le but des mécanismes de réputation doit être clairement déni ;
3. La collecte, le stockage et la dissémination des données doivent être limités aux éléments
indispensables ;
4. La collecte des données et l’évaluation des scores de réputation doivent être transparentes
et clairement expliquées aux utilisateurs ;
5. Les données personnelles doivent être sécurisées.
En respectant ces principes, Mahler et Olsen expliquent qu’un mécanisme de réputation amé-
liore son utilité, et facilite son acceptation par les utilisateurs. Le troisième point est notamment
intéressant, car il explique que les informations non nécessaires ne doivent pas être collectées ;
c’est le cas de l’identiant des clients.
Steinbrecher s’appuie sur cette analyse pour étudier plus en détails les propriétés de vie pri-
vée que les mécanismes de réputation doivent garantir à leurs utilisateurs [Ste08]. Steinbrecher
rappelle néanmoins que les mécanismes de réputation ne doivent pas compromettre leur utilité
an de préserver la vie privée de leurs utilisateurs : un mécanisme de réputation préservant la
vie privée ne sera pas utilisé s’il ne permet pas de calculer des scores de réputation résumant
précisément les comportements des fournisseurs de service.
Selon Steinbrecher, les mécanismes de réputation doivent remplir plusieurs critères en terme
de sécurité [Ste08] ; notamment, les témoignages doivent être inforgeables et les scores de ré-
putation doivent être disponibles. Au niveau des propriétés de vie privée, Steinbrecher explique
que les mécanismes de réputation doivent garantir deux propriétés principales, tirées des tra-
vaux de Ptzmann et Hansen [PH10]. La première correspond à l’anonymat des utilisateurs,
qui est déni par Ptzmann et Hansen comme « [...] the state of being not identiable within a
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set of subjects, the anonymity set. » La seconde est l’inassociabilité des actions d’un utilisateur,
dénie par Ptzmann et Hansen comme suit :
Unlinkability of two or more items of interests [...] means that within the sys-
tem [...], from the attacker’s perspective, these items of interest are no more and
no less related after his observation than they are related concerning his a-priori
knowledge. (Ptzmann et Hansen [PH10])
Par exemple, les fournisseurs de service doivent être anonymes dans l’ensemble des fournis-
seurs de même réputation ; le but des mécanismes de réputation est de distinguer les fournis-
seurs de service se comportant correctement de ceux qui se comportement incorrectement,
l’ensemble d’anonymat des fournisseurs ne peut donc comprendre tous les fournisseurs. Il faut
cependant faire attention à ce que les ensembles d’anonymats des fournisseurs soient susam-
ment larges, par exemple en discrétisant les scores de réputation possibles des fournisseurs. Le
moteur de réputation utilisé doit donc être adapté, et calculer les scores de réputation de ma-
nière à ce que l’ensemble d’anonymat des fournisseurs soit susamment large. D’un autre côté,
les clients doivent être anonymes parmi tous les clients.
Dans un mécanisme de réputation, les objets d’intérêts sont les transactions et les témoi-
gnages des clients. La propriété d’inassociabilité signie donc qu’un adversaire ne peut pas
savoir si le même client participe aux mêmes transactions, ou a émis les mêmes témoignages.
Nous avons expliqué précédemment (voir section 3.3.3) que, an de se prémunir des bourrages
d’urne, il est nécessaire de restreindre la propriété d’inassociabilité et d’être capable d’associer
les témoignages ciblant un même fournisseur, à la manière du mécanisme de Bethencourt et
coll. [BSS10].
Les propriétés de vie privée des fournisseurs et des clients (propriétés 1 et 2) que nous avons
dénies au chapitre 1 expriment ces deux critères, tandis que la propriété d’associabilité des té-
moignages (propriété 7) garantit que les bourrages d’urne peuvent être détectés, sans toutefois
rentrer en conit avec la vie privée des clients.
3.5 Mécanismes de réputation préservant la vie privée
Maintenant que nous avons expliqué pourquoi et de quelle manière les mécanismes de ré-
putation doivent respecter la vie privée de leurs utilisateurs, nous nous intéressons aux méca-
nismes préservant la vie privée existants. Nous étudions ces mécanismes sous la lumière des
propriétés de vie privée et de sécurité dénies précédemment (voir section 1.4). Nous com-
mençons par présenter les mécanismes de réputation préservant le secret des témoignages,
qui furent les premiers à apparaître. Nous nous intéressons ensuite aux mécanismes orant
des garanties de vie privée plus évoluées. La table 3.2 présente les propriétés garanties par ces
mécanismes.
3.5.1 Mécanismes de réputation préservant le secret des témoignages
Pavlov et coll. [PRT04], « Supporting Privacy in Decentralized Additive Reputation
Systems » Les auteurs de cet article proposent un mécanisme de réputation distribué permet-
tant aux clients d’émettre des témoignages positifs ou négatifs, tout en garantissant le secret des
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notes. Les auteurs proposent d’utiliser la bêta réputation comme moteur de réputation [JI02]
(voir section 3.2.2).
Ce mécanisme suppose qu’un client demandant la réputation d’un fournisseur peut être cu-
rieux, mais pas malveillant (voir section 1.3) ; ce mécanisme tolère les malveillances des autres
utilisateurs.
Cet article s’intéresse à deux problèmes. Tout d’abord, comment choisir les témoins à partir
desquels construire le score de réputation d’un fournisseur ? Et, une fois ces témoins choisis,
comment calculer la réputation du fournisseur sans divulguer les notes des témoins ? Dans la
suite, nous utilisons les notations suivantes :
— N > 1 représente le nombre de témoins possibles
— 0 < n < N désigne le nombre de témoins choisis pour calculer la réputation du fournis-
seur
— b < N représente le nombre de témoins malveillants
Avant de détailler les schémas de sélection de témoins, les auteurs montrent que si un seul
témoin est honnête, alors connaître le score de réputation du fournisseur de service et les notes
des autres témoins permet d’inférer la note du témoin honnête. Ainsi, il faut garantir qu’au
moins deux témoins honnêtes sont choisis. Le premier schéma de sélection de témoin proposé,
reposant sur une marche aléatoire, ore cette garantie avec probabilité (1 − 1n ) · N−b−1N−1 . Cette
garantie n’est toutefois pas très forte, et permet d’avoir une indication sur les témoignages des
deux clients honnêtes. C’est pourquoi les auteurs proposent un second schéma de sélection
de témoins, reposant également sur une marche aléatoire, garantissant avec forte probabilité,
qu’au moins n · N−b−nN témoins honnêtes sont choisis.
Une fois que les témoins sont choisis, il est possible d’utiliser leurs témoignages pour calcu-
ler le score de réputation du fournisseur de service. Pavlov et coll. proposent à cet eet trois
algorithmes. Dans la suite, nous notons T1, . . . ,Tn les témoins choisis, dont les notes sont les
r1, . . . ,rn .
Le premier algorithme proposé est celui de la somme sécurisée, également proposé par Clif-
ton et coll. [Cli+02], dont le principe est le suivant. Le client choisit un grand nombre aléatoire
r0, qu’il envoie au premier témoin. Lorsque le témoin Ti reçoit la somme si−1, il ajoute son té-
moignage pour obtenir si = si−1 + ri . Le dernier témoin envoie la somme nale sn au client,
qui vaut donc sn = r0 +
∑
i ri . Le client, ayant choisi r0, est capable d’obtenir la réputation du
fournisseur, c’est-à-dire la somme ∑i ri . Comme le nombre r0 est grand par rapport aux notes
ri des témoins, celles-ci sont « noyées » et les sommes de témoignages ne donnent aucune in-
formation sur les témoignages. Cependant, cet algorithme a deux limitations. La première est
qu’il ne tolère que les comportements curieux ; en eet, un adversaire malveillant peut ajouter
– ou soustraire – n’importe quelle note pour améliorer ou diminuer la réputation du fournis-
seur. De plus, si deux témoins Ti et Ti+2 partagent leurs informations, ils peuvent obtenir la
note du témoin Ti+1 : si+1 − si = ri+1.
Le deuxième algorithme proposé s’appuie sur le partage de secret présenté en section 2.3.1.
Le secret du témoin Ti est ri , et les parts sont ti,1, . . . ,ti,n telles que
∑
j ti,j = ri . Le témoin
Ti envoie ensuite ti,j au témoin Tj , pour tout j. Chaque témoin somme les notes reçues et
envoie la somme au client ; le témoin Ti calcule si =
∑
j tj,i . Le client peut ensuite obtenir la
réputation du fournisseur en calculant ∑i si . Dans cet algorithme, le partage de secret garantit
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qu’aucun témoin ne connaît la note d’un autre témoin, sous la condition qu’il y a au moins deux
témoins honnêtes. Cependant, un témoin malveillant est capable d’augmenter ou de diminuer
arbitrairement le score de réputation du fournisseur en choisissant les ti,j , et de modier les
témoignages des autres témoins en modiant si .
Le dernier algorithme proposé par Pavlov et coll. permet de calculer la réputation du four-
nisseur en détectant les tentatives de manipulation des témoins malveillants. Cet algorithme
utilise du partage de secret vériable ainsi que des preuves de connaissance à divulgation nulle
de connaissance (voir sections 2.3 et 2.5). Une fois les témoins choisis, chacun d’entre eux gé-
nère des parts de sa note à partir du polynôme
pi : x 7→ ri +
n∑
j=1
pi,jx
j ,
où les pi,j sont choisis aléatoirement. Le témoinTi envoie la part pi (j ) àTj , ainsi qu’une preuve
de la validité de cette part ; cette preuve garantit que la note du témoin appartient à l’ensemble
des notes possibles, par exemple l’ensemble {0; 0,1; . . . ; 1}. Si une part est invalide, le témoin
envoie la part et la preuve incriminées au client. Chaque témoin somme les parts valides reçues.
En notant q = ∑i pi le polynôme somme des polynômes pi , cette somme est q(i ) = ∑nj=1 pj (i ).
Les témoins envoient nalement ces sommes au client. Le client a donc obtenu les parts du
polynôme q. En eectuant une interpolation de Lagrange des sommes reçues, le client peut
obtenir q(0) = ∑i pi (0) = ri , c’est-à-dire la réputation du fournisseur. Grâce aux preuves de
connaissance à divulgation nulle de connaissance, cet algorithme tolère les utilisateurs mal-
veillants ; cependant, le traitement des parts invalides n’est pas clair, et l’algorithme ne spécie
pas ce qu’il se passe lorsqu’un témoin malveillant envoie une part valide à un témoin et une
autre invalide à un autre témoin.
De manière générale, ces algorithmes ont plusieurs problèmes. Tout d’abord, au niveau de la
sélection des témoins : un utilisateur n’ayant jamais interagi avec le fournisseur peut se faire
passer pour un témoin, et être choisi en tant que tel. Ainsi, l’inforgeabilité des témoignages
(propriété 5), telle que nous la dénissons, n’est pas garantie. Cela implique que l’inforgeabilité
des scores de réputation (propriété 6) n’est pas garantie non plus ; en eet, un faux témoin
rajoute un faux témoignage, ce qui modie le score de réputation du fournisseur. Ensuite, un
fournisseur ne peut obtenir de preuve de transaction ; si un client ne désire pas témoigner,
la transaction en question ne laisse aucune trace sur le score de réputation du fournisseur.
Ainsi, la propriété d’indéniabilité des preuves de transaction n’est pas garantie (propriété 4).
Finalement, ces algorithmes ne préservent que le secret des notes, et non pas la vie privée des
clients et des fournisseurs (propriétés 1 et 2).
Hasan [Has10], « Privacy Preserving Reputation Systems for Decentralized Environ-
ments » Hasan propose quatre mécanismes de réputation distribués, orant des garanties
de vie privée et tolérant des comportements malveillants de plus en plus évolués. Les trois
premiers mécanismes supposent que les fournisseurs de service maintiennent eux-mêmes leur
liste de témoins sans l’altérer, tandis que le dernier s’aranchit de cette hypothèse. Nous utili-
sons les mêmes notations que précédemment : les témoins sont les Ti ,1 6 i 6 n, et leurs notes
sont les ri .
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Le premier mécanisme proposé correspond à la somme sécurisée, également proposée par
Pavlov et coll. [PRT04] et par Clifton et coll. [Cli+02].
Le principe du second mécanisme, appelé « aller-retour », est le suivant. Le client commence
par demander la liste des témoins au fournisseur. Le client initie le chemin aller en choisissant
un nombre aléatoire r0. Il choisit ensuite un témoin aléatoire, à qui il envoie la somme initiale
s0 = r0 ainsi que la liste des témoins restants. Quand le témoin Ti reçoit la somme si−1 et la
liste des témoins restants, il ajoute sa note ainsi qu’un nombre aléatoire ti : si = si−1 + ri + ti . Il
choisit ensuite comme témoin suivant le témoin en qui il a le plus conance parmi les témoins
restants. Une fois le chemin aller ni la somme obtenue est sn = r0 +
∑
i ri +
∑
i ti , et le retour
commence à partir du dernier témoin. Chaque témoin calcule successivement sn+i = sn+i−1−ti .
Quand la somme revient au client, il lui sut d’ôter r0 pour obtenir
∑
i ri , c’est-à-dire le score
de réputation du fournisseur. Pour obtenir la note d’un témoin cible, il faut donc contrôler
quatre témoins : les deux témoins entourant la cible lors du chemin aller, ainsi que les deux
l’entourant lors du retour. Lors de l’aller et du retour, un témoin choisit ses successeurs ; en
utilisant la conance qu’a un témoin en ses prédécesseurs et successeurs, il est donc possible
de quantier la probabilité d’une brèche de vie privée. Cependant, cet algorithme suppose que
les témoins ne sont pas malveillants.
À l’instar du deuxième mécanisme de Pavlov et coll. [PRT04], le troisième mécanisme pro-
posé par Hasan et coll. [HBB12] repose sur du partage de secret. Ce mécanisme, appelé k-parts,
dépend d’un paramètre k , nombre entier. Comme dans les deux mécanismes précédents, le
client commence par obtenir la liste des témoins auprès du fournisseur de service. Le témoin
Ti choisit ensuite jusqu’à k témoins en qui il a conance ; ki est le nombre de témoins choisis
par Ti . Ti partage son secret, c’est-à-dire sa note ri , en ki parts ; comme dans le mécanisme de
Pavlov, la somme des parts d’un témoin donne sa note. Une fois les parts générées, Ti les en-
voie aux témoins qu’il a choisi. Chaque témoin somme ensuite les parts reçues, et envoie cette
somme au client. En additionnant les sommes, le client obtient la réputation du fournisseur.
Grâce au partage de secret, la note du témoin Ti ne peut être récupérée que si les ki témoins
choisis par Ti sont en collusion. L’avantage de cette approche par rapport au deuxième mé-
canisme de Pavlov et coll. [PRT04] est qu’elle permet aux témoins de quantier la probabilité
d’une brèche de vie privée en fonction de la conance qu’ils ont en leurs pairs.
Contrairement aux mécanismes précédents, le dernier mécanisme proposé par Hasan et
coll. [Has+13] tolère les utilisateurs malveillants disruptifs. Pour arriver à ses ns, ce méca-
nisme utilise du partage de secret vériable, du chirement asymétrique homomorphe rando-
misé, ainsi que des preuves de connaissance à divulgation nulle de connaissance. Ainsi, chirer
un message requiert un aléa, et le chirement est homomorphe, c’est-à-dire qu’il possède la
propriété suivante :
∀k ,x ,y, Enck (x ,_) + Enck (y,_) = Enck (x + y,_)
Les auteurs proposent d’utiliser le cryptosystème de Paillier [Pai99], qui répond à ces exigences.
Ce mécanisme requiert deux types de preuves de connaissance : le premier type permettant
de prouver que le texte clair caché par un chiré appartient à un ensemble, et le deuxième
permettant de montrer que deux chirés sont issus du même texte clair. C’est-à-dire qu’en
prenant X et Y des utilisateurs, un ensemble public E, un message m ∈ E, des aléas r1,r2 R←Zp ,
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et deux chirés c1 = EncX (m,r1) et c2 = EncY (m,r2) dem, ces preuves s’écrivent sous la forme
suivante :
nizk
{
m : DecX (c1) =m ∈ E
}
,
nizk
{
m,r1,r2 :
c1 = EncX (m,r1)
c2 = EncY (m,r2)
}
.
An d’éviter qu’un fournisseur n’ajoute ou n’enlève un témoin, ce mécanisme assigne un
ensemble de gestionnaires de score à chaque fournisseur de service, dont l’objectif est de main-
tenir l’ensemble des témoins ; cette approche est inspirée des mécanismes de réputation repo-
sant sur une architecture pair à pair [KSG03 ; RA07] (voir section 3.2.4). Cette méthode garantit
que, tant que la proportion de gestionnaires de score malveillants est faible, un adversaire ne
peut pas modier la liste des témoins, que ce soit en en ajoutant ou en en enlevant un.
Lorsqu’un client désire calculer la réputation d’un fournisseur, il commence par récupérer
la liste des témoins des gestionnaires de score. Similairement au mécanisme précédent, chaque
témoin choisit ensuite ki 6 k témoins de conance parmi cette liste, notés Ti,1, . . . ,Ti,ki . Le
témoin Ti génère ensuite ki parts pi,1, . . . ,pi,ki comme précédemment, qu’il chire de deux
manière : avec sa propre clé publique, et avec la clé publique du témoin à qui il envoie la part :
c∗i,j = EncTi (pi,j ,_),
ci,j = EncTi,j (pi,j ,_),
pour 1 6 j 6 ki . Il calcule également la somme des parts chirées avec sa clé publique, c’est-à-
dire βi =
∑
j c
∗
i,j . De par la propriété homomorphe du chirement, cette somme est également
βi = EncTi (
∑
j pi,j ,_), c’est-à-dire la note de Ti . Chaque témoin génère ensuite deux types de
preuves : (a) une preuve que le texte clair caché par βi , c’est-à-dire ri , appartient à l’ensemble
des notes possibles, et (b) ki preuves que les chirés c∗i,j et ci,j sont issus du même texte clair.
Ces preuves sont les suivantes :
piβi = nizk
{
ri : DecTi (βi ) = ri ∈ E
}
,
pici,j = nizk
{
ri :
c∗i,j = EncTi (ri ,_)
ci,j = EncTj (ri ,_)
}
,
pour 1 6 j 6 ki . Le témoin envoie les parts chirées ainsi que les ki + 1 preuves au client. Le
client peut ainsi vérier la validité des parts et du témoignage, sans avoir plus d’information.
Une fois les preuves vériées, le client envoie les parts chirées aux témoins correspondants.
Le témoinTi reçoit donc les {ci,j}j . Une fois ces chirés reçus,Ti calculeγi = ∑j c ji , c’est-à-dire
la somme des parts, chirée pour Ti . Ti déchire cette somme, et la rechire pour le client :
γ ∗i = EncCl
(
DecTi (γi ) =
∑
j pj,i ,_
)
.
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Finalement, Ti calcule une preuve que γ ∗i et γi sont issus du même texte clair :
piγi = nizk
{∑
j pj,i :
γ ∗i = EncCl (
∑
j pj,i ,_)
γi = EncTi (
∑
j pj,i ,_)
}
,
et envoie γ ∗i et piγi au client. Avec cette preuve, le client s’assure que γ ∗i est bien issu de la
somme des parts envoyées au témoin. Le client est nalement capable de déchirer chacune
des sommes de parts, et d’obtenir la réputation du fournisseur.
Lors du déroulement de cet algorithme, les preuves de connaissance empêchent un témoin
malveillant d’émettre un témoignage en dehors de l’intervalle prédéni, ou de modier les parts
– et donc les témoignages – des autres témoins. Ainsi, ce mécanisme garantit l’inforgeabilité
des témoignages et des scores de réputation (propriétés 5 et 6). De plus, les gestionnaires de
score empêchent qu’un adversaire ne réduise un témoin au silence ; l’indéniabilité des notes
est également garantie (propriété 3). Cependant, les fournisseurs ne peuvent obtenir de preuve
de transaction de la part des témoins ne désirant pas témoigner.
Kerschbaum [Ker09], « A Verifiable, Centralized, Coercion-Free Reputation System »
Kerschbaum propose un mécanisme de réputation bicéphale, permettant aux clients d’émettre
des témoignages positifs et négatifs sans que personne ne connaisse les notes émises. Le but de
ce mécanisme est d’empêcher les médisances, c’est-à-dire le deuxième type de discriminations
présenté précédemment (voir section 3.3.2). Ce mécanisme utilise du chirement asymétrique
homomorphe ainsi que des couplages pour atteindre cet objectif. La gure 3.2 décrit le fonc-
tionnement de ce mécanisme ; dans cette gure, SP1 et SP2 sont les deux autorités centrales,
Alice est le fournisseur de service et Bob est le client. Le fonctionnement est le suivant :
SP1 SP2
Alice Bob
〈A,∗,z〉 〈∗,B,∗〉
〈A,B,∗〉 〈A,B,z〉
1.
2.
3.
5. 4a.4b.6.
Figure 3.2 – Architecture du mécanisme de réputation [Ker09] 5
5. Cette gure corrige une erreur de la gure présentée dans l’article : le 〈A,∗,z〉 de SP1 remplace le 〈A,B,∗〉
puisque SP1 connaît la note mais pas le client.
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1. Alice donne un jeton à Bob avant d’eectuer la transaction ; ce jeton permettra à Bob
d’émettre un témoignage. Le jeton permet à SP1 d’identier Alice, mais pas à SP2. Une
fois que Bob a reçu le jeton, Alice et Bob peuvent eectuer la transaction.
2. Bob émet son témoignage auprès de SP2 ; ce témoignage comporte la note, qui est chirée
de manière homomorphe pour SP1, ainsi que le jeton.
3. SP2 attend d’avoir reçu susamment de témoignages avant de les publier ; pour chaque
témoignage, il publie le jeton ainsi que le chiré de la note. Les éléments publiés per-
mettent uniquement d’identier Bob.
4. Le jeton permet à Bob de vérier que son témoignage est publié, et à Alice de vérier
qu’aucun témoignage illégitime n’a été ajouté.
5. Pour chaque fournisseur de service, SP1 rassemble les témoignages, déchire les notes
et les utilise pour calculer le score de réputation. SP1 calcule également une preuve de
connaissance à divulgation nulle de connaissance du calcul des scores de réputation grâce
aux propriétés homomorphes du schéma de chirement utilisé.
6. Finalement, Alice vérie que SP1 a bien calculé son score de réputation comme stipulé
grâce à la preuve de connaissance.
Comme le montre la gure 3.2, Bob est le seul à connaître tous les éléments : Alice, Bob, ainsi
que la note émise. De son côté, Alice ne connaît pas la note. SP2 ne connaît que Bob, tandis que
SP1 ne connaît que Alice et la note. Ainsi, si SP1 est en collusion avec Alice ou avec SP2, ils sont
capables de connaître Bob et la note émise.
Ce mécanisme, centralisé, permet aux clients d’émettre des témoignages positifs et négatifs.
Il garantit que les témoignages émis sont légitimes, et que les scores de réputation sont correcte-
ment calculés. Cependant, il ne permet pas aux fournisseurs d’obtenir de preuve de transaction,
et ne préserve la vie privée ni des clients, ni des fournisseurs. De plus, l’autorité calculant les
réputations, SP1, ne sait pas quels clients émettent les témoignages ; cette autorité ne peut donc
pas associer les témoignages pour empêcher les bourrages d’urne. Un autre problème se pose
pour les fournisseurs de service eectuant peu d’interactions. En eet, il est crucial que SP2
publie plusieurs témoignages simultanément pour garantir le secret de la note, sans quoi les
fournisseurs peuvent inférer la valeur des témoignages reçus à partir des variations du score
de réputation : si la réputation a diminué après une mise à jour de quelques témoignages, le
fournisseur peut en déduire que les clients ont émis des notes plutôt négatives. Ainsi, il faut
beaucoup de temps pour mettre à jour les scores de réputation de ces fournisseurs.
Goodrich et Kerschbaum [GK11], « Privacy-Enhanced Reputation-Feedback Methods
to Reduce Feedback Extortion in Online Auctions » Goodrich et Kerschbaum proposent
d’enrichir le mécanisme proposé par Kerschbaum [Ker09] an qu’il résiste aux extorsions (voir
section 3.3.5). Tout d’abord, ils proposent d’étendre ce mécanisme pour le rendre symétrique :
le client note le fournisseur, et le fournisseur note également le client. Comme expliqué pré-
cédemment, Goodrich et Kerschbaum arguent qu’utiliser tous les témoignages disponibles sur
un fournisseur permet d’avoir une information sur ces témoignages. C’est pourquoi ils pro-
posent d’échantillonner les témoignages sur un fournisseur pour calculer son score de répu-
tation. C’est-à-dire que le score de réputation d’un fournisseur est calculé à partir de r < n
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témoignages, où n est le nombre de témoignages sur ce fournisseur. Les r témoignages sont
choisis via un tirage avec remplacement. Les auteurs montrent que r = n/2 sut à avoir une
estimation précise du score de réputation des fournisseurs, tout en limitant le risque de brèche
de vie privée.
3.5.2 Mécanismes préservant la vie privée de leurs utilisateurs
Schiner et coll. [SPT11], « On the Limits of Privacy in Reputation Mechanisms »
Schiner et coll. proposent une formalisation des mécanismes de réputation et des propriétés
de vie privée. Ils modélisent les mécanismes de réputation de la manière suivante :
— un ensemble d’utilisateurs, U ;
— un ensemble de pseudonymes possibles, P ;
— un ensemble de notes, M ;
— un ensemble de réputations, V .
Un témoignage est donc un élément deU ×U ×M représentant le client, le fournisseur, et la note
du client. L’historique des transactions est représenté par une séquence de témoignages H =(
(u1,u
′
1,m1), . . . , (un ,u ′n ,mn )
)
. Un mécanisme de réputation propose les quatre algorithmes
suivants :
— Init, qui initialise les outils cryptographiques ainsi que l’historiqueH ;
— Rate : U ×U ×M → ∅, qui ajoute un témoignage àH ;
— NewPseudo : U → P , qui assigne un pseudonyme à un utilisateur ;
— GetRep : U → P × V qui assigne un pseudonyme et une valeur de réputation à un
utilisateur, en fonction de l’historique.
Schiner et coll. proposent l’expérience suivante pour modéliser les propriétés de vie privée.
L’adversaire choisit deux séquences de transactions ; une de ces séquences, choisie aléatoire-
ment, est jouée. La propriété de vie privée est garantie si et seulement si l’adversaire est in-
capable de déterminer, avec une probabilité non négligeable, laquelle de ces deux séquences a
été jouée en connaissant uniquement les pseudonymes et leur réputation une fois la séquence
jouée. Les propriétés des deux séquences déterminent la propriété exacte de vie privée qui est
garantie ; si ces deux séquences sont quelconques, alors la propriété de vie privée la plus forte
est garantie – Schiner et coll. parlent de « Strong Anonymity ». Les auteurs dénissent un
treillis de propriétés de vie privée suivant les similarités entre les deux séquences : font-elles
la même longueur ? Impliquent-elles les mêmes clients ou fournisseurs ?
Ils donnent également cinq exemples de mécanismes de réputation utilisant leur modéli-
sation. De ces cinq exemples, un seul respecte la « Strong Anonymity ». Dans cet exemple,
les notes sont uniquement positives (M = {m}), et les utilisateurs sont ordonnées par ordre
décroissant de témoignages : l’utilisateur ayant reçu le plus de témoignages obtient le pseudo-
nyme « 1 », et ainsi de suite – les ex æquo sont aléatoirement départagés.
Cette modélisation n’est cependant pas parfaite. Tout d’abord, cette modélisation considère
qu’une interaction – de son début jusqu’à l’émission du témoignage – est atomique. En pra-
tique, une interaction peut prendre quelques jours – c’est le cas lorsque la transaction consiste
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en l’envoi d’un objet par la poste –, et un client peut mettre quelques jours pour témoigner. En
outre, cette modélisation ne tient pas compte de la concurrence des interactions : à un instant
donné, GetRep renvoie un seul pseudonyme par fournisseur. Ainsi, si un fournisseur propose
deux services simultanément, les clients savent que les services sont proposés par le même
fournisseur. Au contraire de la propriété de vie privée des fournisseurs (propriété 1), cette pro-
priété ne garantit pas qu’un client n’a aucune information sur un fournisseur de service au
moment où il émet son témoignage. De plus, la propriété de « Strong Anonymity » pour les
clients empêche d’associer les témoignages (propriété 7) pour prendre en compte les bourrages
d’urne, et permet donc à un fournisseur d’augmenter arbitrairement sa réputation. Ainsi, cette
propriété est trop forte, et réduit l’utilité des mécanismes de réputation. Clauß et coll. [CSK13]
soulèvent un autre problème : dans un mécanisme garantissant la « Strong Anonymity », si
un utilisateur désire ne pas changer de pseudonyme, alors la « Strong Anonymity » n’est plus
garantie. Notons en outre que le seul mécanisme proposé respectant la « Strong Anonymity »
ne permet pas aux clients d’émettre des témoignages négatifs.
En plus de ces problèmes, cette modélisation des mécanismes de réputation ne précise pas le
déroulement du calcul des scores de réputation, de la preuve de réputation ou de l’émission des
témoignages. Comment un fournisseur convainc-il un client de sa réputation ? Comment les
clients assignent-ils les témoignages aux fournisseurs appropriés ? Les auteurs ne précisent pas
si ce mécanisme nécessite une autorité centrale, connaissant les liens entre les fournisseurs et
les pseudonymes, dont le but est d’émettre les témoignages et de calculer les scores de réputa-
tion. Il est donc impossible d’analyser ce mécanisme en terme d’indéniabilité des témoignages,
ou d’inforgeabilité des témoignages ou des scores de réputation (voir propriétés 3 à 6).
Clauß et coll. [CSK13], « k-Anonymous Reputation » Comme expliqué précédemment,
Clauß et coll. montrent que la propriété de « Strong Anonymity » dénie par Schiner et
coll. [SPT11] est faillible. Ils proposent donc de la remplacer par le k-anonymat des fournisseurs
de service et le secret des notes. De manière informelle, le k-anonymat garantit que l’ensemble
d’anonymat de tout fournisseur est au moins de taille k . Les auteurs se reposent sur le modèle
des mécanismes de réputation proposé par Schiner et coll. [SPT11] pour dénir cette propriété
et proposer un mécanisme de réputation la garantissant. Le k-anonymat est plus précisément
déni par l’expérience suivante :
1. L’adversaire eectue une séquence de Rate 6
2. L’adversaire eectue un GetRep6, ce qui donne un ensemble de couples (V ,P ) de valeurs
de réputations et de pseudonymes ;
3. L’adversaire eectue un Rate6 ;
4. L’adversaire eectue un GetRep6, ce qui donne un ensemble de couples (V ′,P ′) de valeurs
de réputations et de pseudonymes ;
Le k-anonymat des fournisseurs est garanti si, pour deux couples (v,p) et (v ′,p ′) renvoyés par
les deux GetRep, l’adversaire est incapable de savoir sip etp ′ appartiennent au même utilisateur
avec une probabilité supérieure à 1/k .
6. Voir le modèle proposé par Schiner et coll. [SPT11] pour la dénition de ces algorithmes, présenté p. 60.
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Les auteurs proposent ensuite un mécanisme de réputation respectant cette propriété. Les
paramètres de ce mécanisme sont le nombre d’utilisateurs n, le seuil d’anonymat k 6 n, le
nombre de niveaux de réputation `  n, et un paramètre de sécurité pour le secret des notes
0 < o < 1 – plus o est proche de 0, plus le secret des notes est préservé, mais moins les scores
de réputation sont précis. Les fournisseurs sont divisés en trois catégories : ceux qui veulent
être anonymes, dans l’ensemble Uanon, ceux qui veulent être identiables, dans l’ensemble Uid,
et ceux qui n’ont pas de préférence, dans l’ensemble Udc. En plus des algorithmes dénis par
Schiner et coll. [SPT11], les auteurs rajoutent un algorithme SetPseudonymPolicy, dénissant
les ensembles Uanon, Uid et Udc. Dans ce mécanisme, l’algorithme NewPseudo, c’est-à-dire la
génération des pseudonymes, commence par trier les utilisateurs par niveau de réputation, en
créant trois ensembles pour chaque niveau de réputation i :Uanon,i ,Uid,i etUdc,i . Ensuite, pour
chaque niveau de réputation i , les étapes suivantes sont exécutées :
1. Si Uanon,i est vide, alors aucun des utilisateurs de ce niveau n’aura de pseudonyme.
2. Si |Uanon,i ∪Udc,i | 6 k , alors NewPseudo renvoie ⊥.
3. Sinon, l’algorithme choisit aléatoirement k − |Uanon,i | utilisateurs de Udc,i , et génère des
pseudonymes aléatoirement pour ces utilisateurs ainsi que pour les utilisateurs deUanon,i .
Ainsi, NewPseudo a soit choisi aléatoirement des pseudonymes pour au moins k utilisateurs
de chaque niveau de réputation, soit renvoyé ⊥ pour signier son échec. Cet algorithme est
ensuite utilisé pour calculer les scores de réputation des fournisseurs via l’algorithme GetRep :
1. Si aucun nouveau témoignage n’a été émis depuis le dernier GetRep, cet algorithme ren-
voie les mêmes valeurs que lors du dernier appel.
2. Sinon, pour chaque utilisateur u :
a) l’algorithme construit l’ensemble Mu des témoignages émis sur u ;
b) Mu,o est construit en tirant o · |Mu | témoignages aléatoirement avec remplacement
de Mu – c’est-à-dire en utilisant la méthode de Goodrich et Kerschbaum [GK11]
(voir page 60), permettant de préserver le secret des témoignages ;
c) la réputation de l’utilisateur u est repu = d` · o ·
∑
m∈Mu,o me.
3. L’algorithme utilise ensuite NewPseudo pour générer les pseudonymes ; si NewPseudo
renvoie ⊥, alors GetRep renvoie également ⊥.
4. Sinon, GetRep renvoie les liens pseudonyme–réputation pour les utilisateurs anonymes,
et utilisateur–réputation pour ceux qui ne le sont pas.
Cet algorithme renvoie les réputations des fournisseurs si et seulement si ceux qui désirent
rester k-anonymes le peuvent.
Ce mécanisme de réputation préserve donc la vie privée des fournisseurs le désirant. De
plus, les clients peuvent émettre des témoignages positifs ou négatifs et, comme ils ne sont pas
anonymes, leurs témoignages peuvent facilement être associés (propriété 7) pour empêcher les
bourrages d’urne. Cependant, ce mécanisme ne précise pas l’émission des témoignages : com-
ment un client fait-il pour que son témoignage soit pris en compte, alors qu’il ne connaît le
fournisseur que par un pseudonyme temporaire ? Ainsi, l’indéniabilité des témoignages (pro-
priétés 3 et 4) ne peut pas être analysée. Le mécanisme ne précise pas non plus ce qu’est un
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témoignage valide. Sans cette information, il est dicile de savoir si l’adversaire est capable de
forger un témoignage (propriété 5) et, similairement, si un fournisseur malveillant est capable
de forger un score de réputation (propriété 6). L’implémentation la plus simple d’un tel méca-
nisme reposerait sur une autorité centrale, calculant les scores de réputation des fournisseurs,
générant leurs pseudonymes et récoltant les témoignages, ce qui entraîne un point unique de
conance et de défaillance. De plus, comme ce mécanisme repose sur le modèle de Schiner et
coll. [SPT11], il soure des mêmes limitations : les interactions sont considérées atomiques, et
les fournisseurs de service changent de pseudonymes uniquement lorsque l’algorithme GetRep
est exécuté ; les interactions d’un fournisseur entre deux appels successifs de GetRep sont donc
associables, ce qui limite leur vie privée : la propriété de vie privée des fournisseurs (propriété 1)
que nous proposons exige qu’un client n’ait aucune information sur le fournisseur au moment
où le client émet son témoignage, ce qui n’est pas le cas dans ce mécanisme.
Androulaki et coll. [And+08], « Reputation Systems for Anonymous Networks » An-
droulaki et coll. proposent le premier mécanisme de réputation préservant la vie privée des
clients ainsi que des fournisseurs de service, suivant nos dénitions. Ce mécanisme utilise plu-
sieurs outils cryptographiques pour atteindre cet objectif : de l’argent électronique [CHL05],
des accréditations anonymes [CL01], ainsi que des signatures aveugles [Oka92]. Pour arriver
à ses ns le mécanisme de réputation proposé repose sur une banque centrale qui, même mal-
veillante, est incapable de désanonymiser les utilisateurs.
Les auteurs considèrent tout d’abord que les communications entre les utilisateurs sont ano-
nymes, ce qui peut par exemple être atteint en utilisant Tor [DMS04]. Ils supposent également
que le nombre de témoignages qu’un utilisateur peut émettre est limité. Ainsi, chaque utilisa-
teur reçoit à intervalles de temps réguliers un nombre de points à distribuer, que les auteurs
appellent repcoins. Finalement, les auteurs supposent que n’importe quels utilisateurs peuvent
être malveillants, et qu’ils peuvent même mettre en place des collusions, c’est-à-dire collaborer
an d’essayer de compromettre le mécanisme. La banque elle-même ne peut compromettre la
vie privée des utilisateurs ; elle peut cependant empêcher le fonctionnement correct du méca-
nisme.
Brièvement, ce mécanisme fonctionne de la manière suivante. Les fournisseurs de réputation
sont organisés dans des groupes de réputation. Par exemple, le groupeGi contient les fournis-
seurs ayant reçu plus de 2i repcoins – un fournisseur peut donc appartenir à plusieurs groupes
de réputation. La banque maintient les scores de réputation des fournisseurs de service. Les
fournisseurs utilisent des accréditations anonymes pour prouver leur réputation sans révéler
leur identiant. Pour pouvoir noter les fournisseurs de service, un client commence par retirer
un portefeuille de repcoin auprès de la banque. Pour témoigner, un client donne une repcoin
au fournisseur, connu uniquement sous un pseudonyme. Le fournisseur est ensuite capable
d’ajouter cette repcoin à sa réputation de manière anonyme.
Les garanties de ce mécanisme sont multiples. Tout d’abord, si la banque est honnête, la
conformité est garantie ; un utilisateur honnête est capable à la fois de retirer des pièces à
hauteur de son compte, et de prouver sa réputation. Ensuite, ce mécanisme préserve la vie
privée des clients et des fournisseurs, même si la banque est malveillante : un adversaire ne
peut ni associer un pseudonyme à un utilisateur, ni savoir si deux pseudonymes sont issus
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du même utilisateur. Le mécanisme garantit également qu’un ensemble d’utilisateurs ne peut
pas dépenser plus de repcoins qu’il ne peut en retirer et que si une repcoin est dépensée deux
fois, alors le coupable peut être retrouvé. Une collusion ne peut cependant pas faire accuser un
utilisateur honnête de double dépense. Finalement, une collusion d’utilisateurs ne permet pas
de montrer une réputation supérieure au maximum des réputation d’un des utilisateurs de la
collusion.
Les accréditations anonymes permettent aux utilisateurs de recevoir des pseudonymes d’or-
ganisations, qui sont vériables publiquement. Un schéma d’argent électronique permet à des
utilisateurs de retirer de l’argent d’une banque, et de payer d’autres utilisateurs ; un tel schéma
permet de détecter les doubles dépenses. Notons que la banque ne peut rien apprendre sur les
dépenses d’un utilisateur. Finalement, les signatures aveugles permettent à un signataire de
signer un message sans connaître ni le message signé, ni la signature résultante.
La gure 3.3 présente le déroulement d’un témoignage ainsi que d’une preuve de réputation.
Dans cette gure, M est un fournisseur de service dont le pseudonyme est PM et U est un
Figure 3.3 – Témoignage et preuve de réputation [And+08]
client, dont le pseudonyme est PU . Avant queU ne puisse témoigner sur M , il faut queU retire
un portefeuille W de la banque en utilisant le schéma d’argent électronique. U est ensuite
capable de témoigner sur PM en lui donnant une repcoin (S ,pi ) ; S est le numéro de la repcoin,
tandis que pi en est une preuve de validité. Une fois que PM a reçu la repcoin, PM obtient une
signature aveugle σ de la banque sur un message aléatoire, choisi parM , en déposant la repcoin.
Finalement, M augmente sa réputation en déposant σ à la banque.
Une preuve de réputation se déroule en trois étapes. Tout d’abord,M s’enregistre auprès de la
banque dans le groupe de réputationGi . La banque vérie queM a eectivement le droit d’inté-
grer le groupeGi , et lui envoie une accréditation. Finalement, PM prouve à PU qu’il appartient
au groupe Gi à l’aide d’une preuve de connaissance à divulgation nulle de connaissance.
Ce mécanisme préserve correctement la vie privée à la fois des clients et des fournisseurs
de service : les clients apprennent uniquement la réputation des fournisseurs, tandis que les
fournisseurs n’apprennent rien des clients. La banque elle-même est incapable d’associer un
pseudonyme à une identité, ou deux pseudonymes. Ainsi, les propriétés de vie privée (pro-
priétés 1 et 2) sont garanties. Cependant, la propriété de vie privée du client est trop forte ; en
eet, la banque est incapable de savoir qu’un même client a émis deux repcoins, ce qui rend
possible les bourrages d’urnes : l’associabilité des témoignages (propriété 7) sur un fournisseur
n’est pas garantie. De plus, les clients ne sont pas capables d’émettre des témoignages néga-
tifs. Finalement, le moteur de réputation utilisé n’est pas robuste : en eet, un fournisseur peut
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transmettre sa réputation à un autre fournisseur en lui donnant les repcoins précédemment
reçus. Ainsi, la réputation maximale d’une collusion de fournisseurs est la somme des réputa-
tions des fournisseurs et non pas la réputation du meilleur fournisseur de la coalition, ce qui
est problématique.
Bethencourt et coll. [BSS10], « Signatures of Reputation » Bethencourt et coll. pro-
posent un mécanisme de réputation distribué, où tous les utilisateurs sont anonymes. Ce mé-
canisme requiert une autorité centrale pour l’enregistrement des utilisateurs ; une fois les uti-
lisateurs enregistrés, cette autorité n’est plus nécessaire. Comme le montre la gure 3.4a, les
fournisseurs de service génèrent eux-même leurs pseudonymes. Après une interaction avec un
fournisseur, les clients peuvent témoigner que le fournisseur s’est bien comporté, en émettant
ce que les auteurs appellent un vote. Les fournisseurs peuvent ensuite agréger ces votes pour
signer des messages avec leur réputation, que les clients peuvent vérier avant d’interagir ; la
gure 3.4b montre une telle preuve de réputation. Ce mécanisme permet également d’associer
les témoignages sur un même fournisseur ; pour eectuer cette association, chaque témoignage
comprend une valeur, l’invariant 7, dépendant uniquement de l’identité du fournisseur et de
celle du client.
(a) Déroulement d’une interaction (b) Preuve de réputation
Figure 3.4 – Signatures de réputation [BSS10]
Plus précisément, les propriétés garanties par ce mécanisme sont les suivantes. Tout d’abord,
un client est incapable de savoir quel fournisseur émet une signature de réputation. Similaire-
ment, un client est incapable de savoir quel fournisseur reçoit son vote. Ensuite, si un client
témoigne une seule fois sur le fournisseur, le fournisseur ne sait pas quel est ce client – si un
client témoigne deux fois, alors le fournisseur est capable d’associer les deux témoignages, mais
pas de savoir qui est ce client ou s’il a interagi avec un autre fournisseur. C’est-à-dire que ce
mécanisme préserve les propriétés de vie privée dénies au chapitre 1 (propriétés 1 et 2). Ce
mécanisme est également conforme et sûr : un client honnête peut témoigner et un fournis-
seur honnête peut prouver sa réputation, tandis que les votes et signatures de réputation sont
inforgeables (propriétés 5 et 6).
Pour atteindre ces objectifs, ce mécanisme emploie trois outils principaux : un système de
preuves de connaissance non-interactives à divulgation nulle de connaissance [GS08] (voir
section 2.5.2), un schéma de signatures courtes [BB08], ainsi que du chirement asymétrique
homomorphe randomisé, dérivé du chirement linéaire proposé par Boneh et coll. [BBS04].
7. Bethencourt et coll. ne nomment pas cette valeur dans leur article, cependant elle est équivalente à l’invariant
que nous introduisons dans le chapitre 5.
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Un premier algorithme, Setup, génère les paramètres des outils cryptographiques utilisés.
Le second, GenCred, permet à un utilisateur de générer ses clés et de s’enregistrer auprès de
l’autorité centrale C pour recevoir un certicat. Chaque utilisateur possède quatre paires de
clés : une clé de receveur rcvkey, servant à recevoir des votes, une paire de clés de votant
(votpk,votsk), permettant de voter, une paire de clés de signature (vk,sk) et une paire de clés
de chirement (ek,dk).
Les deux algorithmes suivants permettent de générer et de vérier un pseudonyme. GenNym
chire la clé de receveur avec la clé de chirement pour obtenir le pseudonyme nym, et construit
une preuve de validité du pseudonyme en prouvant que l’utilisateur possède un certicat sur
le texte clair du chiré, ce qui se note : 8
nizk
{
cert, rcvkey,ek,r :
nym = Encek (rcvkey,r )
∧Verif (cert, rcvkey,vkC )
}
.
VerifNym vérie la preuve pour s’assurer de la validité d’un pseudonyme.
Les algorithmes suivants permettent d’émettre et de vérier un vote. Vote calcule l’inva-
riant grâce au pseudonyme, et génère une preuve que l’invariant est bien calculé à partir du
pseudonyme et de la clé de votant du client, c’est-à-dire :
nizk
{
votesk,votepk,cert :
inv = nymvotesk
∧ votesk est la clé secrète associée à votepk
∧Verif (cert,votepk,vkC )
}
.
VerifVote vérie cette preuve pour garantir que le vote est émis par un client légitime.
Finalement, SignRep permet à un fournisseur de signer un message avec sa réputation. No-
tons (invi ,pii ,nymi ,pinymi ) le i-ième vote, sa preuve, le pseudonyme l’ayant reçu et la preuve
de validité de ce pseudonyme. L’algorithme commence par ltrer les votes pour n’en conserver
qu’un par invariant diérent, c’est-à-dire par client diérent. Les invariants sont ensuite ran-
domisés ; tous les invariants sont randomisés de la même manière pour conserver la propriété
d’associabilité des votes : inv′i = invi r , où r est choisi aléatoirement. Le fournisseur génère éga-
lement une paire de clés de signature, qu’il signe avec sa clé de signature : σots = Sign(sk,vkots).
Le fournisseur construit ensuite une preuve garantissant que les votes sont valides, que les in-
variants sont correctement randomisés, que les pseudonymes sont valides, que tous les pseu-
donymes appartiennent au même fournisseur, et que la clé de signature est choisie par ce four-
8. Ceci est une version simpliée des algorithmes de Bethencourt et coll. [BSS10], donnant l’intuition du fonc-
tionnant de ce schéma.
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nisseur :
nizk
{
invi ,pii ,nymi ,pi
′
i ,ek, rcvkey,ri ,cert,r ,vk,σots :
∀i, Verif (pii , invi )
∧∀i, Verif (pi ′i ,nymi )
∧∀i,nymi = Encek (rcvkey,ri )
∧∀i, inv′i = invi r
∧ Verif (σots,vkots,vk)
∧ Verif (cert, rcvkey,vkC )
}
.
Notons que les pseudonymes et votes, bien que ne révélant pas l’identité du fournisseur, doivent
être masqués : en eet, deux fournisseurs ayant eu les mêmes pseudonymes dans le passé sont
en réalité le même fournisseur, ce qui impliquerait une brèche de vie privée. Finalement, le four-
nisseur signe le message du client ainsi que la preuve avec la clé de signature skots fraîchement
générée. Une telle signature de réputation peut être vériée avec l’algorithme VerifRep.
Bethencourt présente également une analyse de la taille des diérents éléments de ce mé-
canisme [Bet11]. Un pseudonyme fait environ 25 Kio, un vote 50 o, tandis qu’une signature de
réputation sur n votes nécessite n · 500 Kio. Il est possible de réduire la taille d’une signature de
réputation en relâchant la propriété de sûreté. Les auteurs parlent alors de ε-sûreté, 0 6 ε < 1,
qui garantit que si un fournisseur montre une signature de réputation sur n votes, alors le four-
nisseur a reçu au moins (1 − ε ) · n votes. Les auteurs proposent une variante de signatures
de réputation garantissant la ε-sûreté, en utilisant des arbres de hachages de Merkle [Mer89].
Dans ce cas, comme le montre la gure 3.5, la taille des signatures de réputation est réduite :
pour ε = 1/5, la taille d’une signature converge vers 100 Mio.
Figure 3.5 – Taille des signatures de réputation en fonction de ε [Bet11]
Nous avons expliqué que, grâce aux preuves de connaissances à divulgation nulle de connais-
sance, ce mécanisme de réputation préserve la vie privée des fournisseurs et des clients au sens
des propriétés dénies au chapitre 1 (propriétés 1 et 2). Ce système de preuve permet aussi de
garantir l’inforgeabilité des témoignages et des scores de réputation (propriétés 5 et 6). Finale-
ment, le calcul de l’invariant permet de garantir l’associabilité des témoignages (propriété 7).
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Ce mécanisme a deux inconvénient principaux. Le premier est d’ordre pratique : les signa-
tures de réputation requièrent un espace de stockage considérable. Même en considérant la
ε-sûreté pour ε = 1/5, une signature de réputation nécessite 100 Mio ! Construire ou vérier
une telle signature demandera donc des puissances de calcul et de stockage importantes aussi
bien aux clients qu’au fournisseur, ce qui n’est pas réaliste. Le deuxième inconvénient est plus
problématique. En eet, les clients ne peuvent émettre que des témoignages positifs, ainsi la
réputation des fournisseurs de service ne peut diminuer. Comme expliqué en section 3.1, un
mécanisme de réputation doit permettre aux clients d’émettre des témoignages positifs et né-
gatifs pour être utile.
3.5.3 Bilan
Dans cette section, nous avons commencé par présenter des mécanismes de réputation repo-
sant uniquement sur des algorithmes distribués [Cli+02 ; Has10 ; PRT04]. Cependant, ces méca-
nismes ne garantissent que le secret des notes, supposent qu’aucun utilisateur n’est malveillant
et ne tolèrent que des collusions de faible taille. Ces mécanismes ont alors intégré des outils
cryptographiques, comme du chirement homomorphe ou du partage de secret, an d’amé-
liorer les garanties et tolérer les comportements malveillants [Has+13]. D’autres mécanismes,
centralisés, garantissent également le secret des témoignages en dépit des comportements mal-
veillants grâce à des outils cryptographiques [GK11 ; Ker09]. Des approches ont alors proposé
une modélisation des mécanismes de réputation, et une dénition formelle des propriétés de
vie privée attendues [SPT11]. Ces propriétés sont toutefois imparfaites, et ne garantissent pas
l’anonymat total des utilisateurs [CSK13], tandis qu’elles contredisent l’associabilité des témoi-
gnages et ne permettent pas d’empêcher les bourrages d’urne. Nous avons nalement décrit
deux mécanismes préservant la vie privée de leurs utilisateurs. Le premier repose sur une auto-
rité centrale, incapable de désanonymiser les utilisateurs [And+08] ; ce mécanisme ne permet
toutefois pas d’associer les témoignages, et autorise les fournisseurs à transférer leur réputation
à un autre utilisateur. Finalement, les signatures de réputation préservent la vie privée de leurs
utilisateurs tout en associant les témoignages [BSS10]. Cependant, la collecte des témoignages
utilisée par ces deux mécanismes ne garantit pas l’indéniabilité des témoignages, et ne permet
donc pas aux clients d’émettre des témoignages négatifs. La table 3.2 décrit les caractéristiques
de chacun de ces mécanismes de réputation.
3.6 Combiner réputation et respect de la vie privée
Dans ce chapitre, nous avons expliqué que les mécanismes de réputation ne préservant pas
la vie privée des fournisseurs de service peuvent facilement stocker les témoignages et calcu-
ler leurs scores de réputation, par exemple en associant des gestionnaires de score à chaque
fournisseur [Has+13 ; KSG03 ; RA07]. Les mécanismes préservant la vie privée des fournis-
seurs procèdent de deux manières : soit les fournisseurs transmettent les témoignages reçus
à une autorité centrale, qui atteste ensuite de leur réputation [And+08], soit ils calculent eux-
mêmes leur score de réputation et prouvent que le calcul est eectué à partir de témoignages
valides [BSS10]. Dans les deux cas, l’indéniabilité des témoignages n’est pas garantie, ce qui
explique que ces mécanismes ne tolèrent que des témoignages positifs. Il faut donc trouver un
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Mécanisme Distribué Tém. +/- Vie Privée Indéniabilité Inforgeabilité Ass. tém
FS Client notes preuves tém. rép.
Somme sécurisée [PRT04] 4 4 7 7 7 7 7 7 4
Séparation du secret [PRT04] 4 4 7 7 7 7 7 7 4
Partage de secret [PRT04] 4 4 7 7 7 7 7 7 4
Aller-retour [Has10] 4 4 7 7 7 7 7 7 4
k-parts [HBB12] 4 4 7 7 7 7 7 7 4
k-parts malveillant [Has+13] 4 4 7 7 4 7 4 4 4
Mécanisme bicéphale [Ker09] 7 4 7 7 4 7 4 4 7
Réduction des extorsions [GK11] 7 4 7 7 4 7 4 4 7
Exemple 5 [SPT11] N.C. 7 7 N.C. N.C. N.C. N.C. N.C. 7
k-anonymat [CSK13] N.C. 4 7 7 N.C. N.C. N.C. N.C. 4
Repcoin [And+08] 7 7 4 4 7 7 4 4 7
Signatures de réputation [BSS10] 4 7 4 4 7 7 4 4 4
Table 3.2 – Mécanismes de réputation préservant la vie privée 9
moyen de combiner vie privée des fournisseurs et indéniabilité des témoignages (propriétés 1
et 3). Jusqu’à présent ce problème restait ouvert, comme le signalent Bethencourt et coll. :
Most importantly, how can we support non-monotonic reputation systems, which
can express and enforce bad reputations as well as good? Answering this question
will require innovative denitions as well as cryptographic constructions. (Be-
thencourt et coll. [BSS10])
Nous avons également expliqué que la vie privée des clients doit être restreinte ; en eet, leur
anonymat total permet d’eectuer des attaques par bourrage d’urne, comme dans le mécanisme
proposé par Androulaki et coll. [And+08] ; à cet eet, il est possible d’utiliser la technique
proposée par Bethencourt et coll. [BSS10], permettant d’associer les témoignages émis par un
client sur un fournisseur donné.
Finalement, nous avons vu que certains mécanismes de réputation sont trop complexes pour
permettre une mise en œuvre pratique, comme les signatures de réputation proposées par Be-
thencourt et coll. [BSS10]. Il faut donc veiller aux performances des mécanismes proposés.
Dans la suite, nous présentons comment construire un mécanisme de réputation distribué
qui garantisse ces propriétés, tout en donnant la possibilité aux clients d’émettre des notes
positives et négatives, et en permettant une implémentation ecace.
9. N.C. : non communiqué, la spécication du mécanisme de réputation ne précise pas ces aspects.
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Nous commençons par étudier uniquement la vie privée des clients (propriété 2), et propo-
sons dans ce chapitre un mécanisme de réputation la garantissant. La description de ce méca-
nisme a été publiée à APVP 2012 ainsi qu’à ICC 2013 [Anc+13a ; Laj12].
Dans un premier temps, nous présentons une architecture de gestion des scores de réputa-
tion inspirée des architectures pair à pair existantes (voir section 3.2.4) qui permet de garantir
l’intégrité des témoignages (propriétés 3, 4 et 5) – et donc des scores de réputation (propriété 6).
Nous détaillons ensuite le protocole d’interaction suivi par les clients et les fournisseurs de
service, qui garantit l’indéniabilité des témoignages et des preuves de transaction (propriétés 3
et 4) tout en préservant la vie privée des clients.
Nous proposons également un moteur de réputation reposant sur la bêta réputation de Jø-
sang et Ismail [JI02], et adaptant le ltrage des témoignages de Whitby et coll. [WJI04] pour le
rendre compatible avec l’anonymat des clients.
Finalement, nous discutons l’ecacité du moteur de réputation de deux manières : sur la
précision théorique du score de réputation, et sur l’ecacité de l’adaptation de l’algorithme
de ltrage à travers des simulations. Nous discutons également de la méthode utilisée pour
préserver la vie privée des clients et proposons des pistes d’amélioration.
4.1 Objectifs
Dans ce premier mécanisme de réputation, nous nous xons deux objectifs principaux. Tout
d’abord, nous désirons préserver l’indistinguabilité entre les pseudonymes de deux clients. De
plus, les témoins peuvent mentir sur le comportement réel des fournisseurs de service, ce qui
n’est pas un comportement malveillant au sens de la dénition 11. Nous nous intéressons donc
à la précision du calcul des scores de réputation, malgré ces témoins menteurs.
À cet eet, nous considérons un système ouvert constitué de trois types d’utilisateurs : des
clients, des fournisseurs et des gestionnaires de score qui, à l’instar de ceux utilisés par Eigen-
Trust [KSG03] ou Ravoaja et Anceaume [RA07], maintiennent les réputations des fournisseurs
(voir section 3.2.4). Un même utilisateur peut simultanément jouer les trois rôles, c’est-à-dire
client, fournisseur et gestionnaire de score. Nous considérons également une autorité centrale
C qui contrôle uniquement l’enregistrement des utilisateurs ; elle n’est plus nécessaire ensuite.
Nous avons expliqué précédemment que la réputation est contextuelle (voir section 3.1),
c’est-à-dire qu’un fournisseur de service peut être très réputé dans un contexte particulier et
beaucoup moins dans un autre. C’est pourquoi nous considérons deux types de réputation dans
ce mécanisme, répondant aux questions suivantes :
— le fournisseur a-t-il fourni le service attendu par le client ?
— le fournisseur s’est-il comporté conformément au protocole d’interaction ?
71
4 Préserver la vie privée des clients
Le second cas correspond à la notion d’honnêteté dénie précédemment, tandis que le premier
dépend intrinsèquement de la nature des services, et peut être plus subjectif.
4.2 Gestion des scores de réputation
La gestion des scores de réputation est un composant essentiel des mécanismes de réputation,
qui garantit l’intégrité des témoignages. Nous présentons dans cette section une méthode de
gestion des scores de réputation reposant sur une dht, à l’instar de EigenTrust [KSG03] (voir
section 3.2.4).
En général, les dht assignent les identiants des utilisateurs grâce à une fonction aléatoire
à sens unique, qui renvoie une chaîne dem bits, par exemple à partir de l’adresse ip et du port
utilisés par un utilisateur. En pratique, des fonctions de hachage cryptographiques sont utilisées
pour garantir à la fois qu’un adversaire ne peut choisir son identiant et que les collisions
sont peu probables. Par exemple, pour la fonction sha-256 [Nat12], l’identiant est une chaîne
de 256 bits, ce qui donne 2256 identiants possibles. Une dht dénit une distance à partir des
identiants des utilisateurs ; par exemple, deux nœuds sont voisins si la longueur de leur préxe
commun est supérieure à un seuil donné. La gure 4.1 présente un exemple de dht en anneau
où m = 4, et où les voisins d’un nœud sont les trois nœuds le précédant sur l’anneau : les
voisins du nœud 1 sont les nœuds 10, 12 et 15.
1
3
6
810
12
15FS1, FS3, FS6
FS1, FS3, FS6
FS12, FS1, FS3
Légende :
1 FS
3 GS
Figure 4.1 – Gestion des scores de réputation à travers une dht
Dans notre mécanisme de réputation, les fournisseurs de service sont organisés dans une
telle dht. De cette façon, les gestionnaires de score d’un fournisseur donné sont ses voisins sur
la dht – d’autres fournisseurs ; cela permet de les retrouver simplement an d’obtenir la répu-
tation d’un fournisseur de service. En reprenant la gure 4.1, la réputation du fournisseur FS1
est gérée par GS10, GS12 et GS15. Plus précisément, les gestionnaires de score d’un fournisseur
donné stockent les témoignages émis sur ce fournisseur. Les clients potentiels d’un fournisseur
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peuvent ainsi obtenir les témoignages émis sur un fournisseur aisément et, à partir de ces té-
moignages, calculer la réputation du fournisseur. La dht gère également les arrivées et départs
de nœuds. Lorsqu’un nœud intègre le système, il est assigné en tant que gestionnaire de score
de plusieurs fournisseurs ; il se synchronise avec les autres gestionnaires de score de chacun de
ces fournisseurs et commence à stocker les témoignages sur ces fournisseurs. Le départ d’un
gestionnaire de score déclenche également une telle synchronisation. An d’éviter les attaques
par bourrage d’urne, les gestionnaires de score ne conservent que les derniers témoignages
émis par chaque pseudonyme.
Utiliser plusieurs gestionnaires de score pour un même fournisseur permet en outre de tolé-
rer les comportements malveillants. En eet, nous montrons en section 4.3 que l’intégrité des
témoignages est garantie tant que deux tiers des gestionnaires se comportent honnêtement.
Le choix des gestionnaires de score doit donc garantir que la probabilité qu’il existe une col-
lusion supérieure à un tiers soit faible. Cette probabilité dépend de plusieurs paramètres : N ,
le nombre de gestionnaires de score potentiels parmi lesquels ils sont choisis ;m, le nombre de
malveillants parmi ces N utilisateurs ; n, le nombre de gestionnaires de score associés à chaque
fournisseur ; et f (n), la taille maximale d’une collusion parmi les gestionnaires de score choisis,
qui dépend de leur nombre. Dans ce chapitre, f (n) vaut dn/3e −1, mais nous utiliserons le même
raisonnement ultérieurement pour f (n) = dn/2e − 1. 1 En supposant que le choix des gestion-
naires de score est aléatoire – ce qui est garanti par la dht –, la probabilité d’obtention d’une
collusion réussie est modélisée par la distribution hypergéométrique de paramètresN ,m etn : il
s’agit d’un choix sans remplacement de n éléments parmi N , dontm nous intéressent. Plus pré-
cisément, en notant cdfN ,m,n la fonction de répartition 2 de la distribution hypergéométrique
de paramètres N ,m et n, la probabilité de réussite d’une collusion est p = 1 − cdfN ,m,n
(
f (n)
)
.
Ainsi, si la probabilité maximale de réussite d’une collusion souhaitée est notée pmax, le nombre
de gestionnaires de score nécessaire nGS est
nGS = min
{
n ∈ N | 1 − cdfN ,m,n
(
f (n)
)
< pmax
}
.
La gure 4.2 étudie nGS pour f : n 7→ dn/3e − 1.
La gure 4.2a présente nGS pour N compris entre 100 et 108, pour des proportions d’utili-
sateurs malveillants m/N xées et pour pmax = 2−64, c’est-à-dire une probabilité extrêmement
faible, qui va de pair avec la sécurité des outils cryptographiques utilisés. Cette gure montre
que le nombre de gestionnaires de score nécessaire passe parfaitement à l’échelle : quelle que
soit la proportion d’utilisateurs malveillants, le nombre de gestionnaires de score ne croît plus
au delà de N = 106.
La gure 4.2b présente nGS pour N = 108, pour pmax compris entre 2−10 et 2−70 et pour des
proportionsm/N xées. Cette gure montre que le nombre de gestionnaires de score nécessaires
est logarithmique en la probabilité de collusion désirée. Par exemple, nGS = 100 permet d’em-
pêcher les collusions soit pour m/N = 15 % avec une probabilité pmax = 2−20, pour m/N = 10 %
avec une probabilité pmax = 2−35, ou pour m/N = 5 % avec une probabilité pmax = 2−20.
Finalement, la gure 4.2c présente nGS en fonction de m/N , pour N = 108 et pmax = 2−64.
Cette gure montre que, pour conserver un nombre de gestionnaires de score raisonnable,
1. La section 4.3.3 explique que la synchronisation des gestionnaires de score pour l’acceptation d’un témoi-
gnage fonctionne seulement si le nombre de gestionnaires malveillants est inférieur à dn/3e − 1.
2. cumulative distribution function
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Figure 4.2 – Nombre de gestionnaires de score nécessaires pour rendre les collusions supé-
rieurs à un tiers improbables
notre mécanisme peut utiliser 103 gestionnaires de score pour empêcher les collusions pour
m/N = 5 % avec une probabilité pmax = 2−64, ce qui rend extrêmement faible la probabilité que
les gestionnaires de score d’un fournisseur du système soient en collusion.
Remarque
Deux fournisseurs de service proches sur la dht peuvent se mettre en collusion pour essayer
d’attaquer le mécanisme. Par exemple, reprenons l’exemple de la gure 4.1 et supposons que
les fournisseurs FS1 et FS8 soient en collusion. FS8 peut faire pression sur FS10 pour que ce
dernier améliore la réputation de FS1. Cependant, pour que la menace de FS8 soit crédible, il
faut que celui-ci contrôle susamment de gestionnaires de score de FS10 ; la probabilité d’un
tel phénomène étant très faible, de telles attaques sont peu probables. 
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Dans la suite, nous supposons que moins d’un tiers des gestionnaires de score du fournisseur
considéré sont malveillants.
4.3 Protocole d’interaction
Nous présentons maintenant les sous-protocoles du mécanisme d’interaction. Avant que les
interactions puissent avoir lieu, il faut que le mécanisme ait été préparé, c’est-à-dire que les
utilisateurs se soient enregistrés auprès de l’autorité centrale C pour obtenir leurs certicats
et pseudonymes. Une interaction se divise ensuite en deux étapes : un client commence par
obtenir la réputation du fournisseur qui l’intéresse. Une fois qu’il a trouvé un fournisseur lui
convenant, il peut lancer l’interaction qui lui permet d’obtenir le service désiré et de témoigner.
4.3.1 Mise en place du protocole
Pendant une interaction, les utilisateurs requièrent des identiants ainsi que des clés crypto-
graphiques. Dans ce chapitre, nous utilisons le schéma de signature classique présenté en sec-
tion 2.6.1. Tout d’abord, l’autorité centrale C possède une paire de clés de signature (vkC ,skC ),
qui est utilisée pour émettre des certicats sur les utilisateurs.
Les fournisseurs génèrent également une paire de clés de signature : le fournisseur FS génère
la paire (vkFS,skFS), qu’il enregistre auprès de C pour obtenir un certicat certFS sur vkFS.
An de préserver leur vie privée, les clients fonctionnent diéremment. Un client génère
lui-même ses pseudonymes aléatoirement, ainsi qu’une paire de clés de signature associée à
chaque pseudonyme. Pour le pseudonyme nym, le client génère la paire (vknym,sknym). Chaque
pseudonyme est certié par C, qui génère un certicat certnym sur nym et vknym. Le nombre de
pseudonymes de chaque client doit être limité pour éviter les attaques Sybil (voir section 3.3.4),
qui amplieraient sinon les bourrages d’urne possibles (voir section 3.3.3). Ainsi, C demande
aux clients de payer un coût prédéni lors de la certication d’un pseudonyme, que ce coût soit
monétaire ou calculatoire [Bor06].
Dans la suite, nous notons nym le pseudonyme utilisé par le client, FS le fournisseur et GSi
ses gestionnaires de score, pour 1 6 i 6 n.
4.3.2 Obtention de la réputation d’un fournisseur
Quand un client est intéressé par le service proposé par un fournisseur, il contacte les ges-
tionnaires de score de ce fournisseur à travers la dht pour obtenir les témoignages émis sur
ce fournisseur. Dès que le client a reçu les réponses de plus de deux tiers des gestionnaires,
il eectue un quorum ; ceci empêche une collusion d’un tiers de gestionnaires malveillants
de modier les témoignages, et garantit donc leur inforgeabilité ainsi que celle des scores de
réputation (propriétés 5 et 6). Le client est nalement capable de calculer la réputation du four-
nisseur comme spécié par la section 4.4. La gure 4.3 décrit ce protocole.
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Client Gestionnaire i
Témoignages sur FS ?
{témoignages sur FS}
Calcul de la réputation de FS
Figure 4.3 – Obtention des témoignages et calcul de la réputation du fournisseur
4.3.3 Interaction entre un client et un fournisseur
Une fois que le client a calculé la réputation du fournisseur, il choisit d’interagir avec le four-
nisseur s’il juge cette réputation susamment élevée. Cette interaction se déroule en quatre
étapes : tout d’abord, le client et le fournisseur choisissent un identiant de transaction. Ils
signent cet identiant et le transmettent, accompagné de la signature, aux gestionnaires de
score du fournisseur. Une fois que les gestionnaires de score en ont conrmé la réception, la
transaction peut avoir lieu. Finalement, le client et le fournisseur envoient leur note, qui per-
mettent de constituer un témoignage rendant compte de la transaction. La gure 4.4 présente
une telle interaction.
Le client commence par calculer l’identiant de transaction idtrans déni par
idtrans = H (nym,FS, timestamp),
où H est une fonction de hachage classique comme sha-256 [Nat12]. Cet identiant permet de
ne prendre en compte qu’un seul témoignage par transaction. Le client et le fournisseur signent
cet identiant en calculant
σnym = Sign(sknym, idtrans)
σFS = Sign(skFS, idtrans),
qu’ils transmettent ensuite aux gestionnaires de score du fournisseur. De cette façon, les ges-
tionnaires de score ont la preuve que le client et le fournisseur désirent eectuer la transaction.
Une fois qu’un gestionnaire a reçu les deux signatures, il conrme leur réception au client et
au fournisseur.
Après réception de plus de (2n)/3 conrmations des gestionnaires, le client et le fournisseur
eectuent la transaction.
Une fois la transaction complétée, le client et le fournisseur émettent leurs notes ρnym et ρFS
auprès des gestionnaires de score : les deux notes représentent l’opinion de leur émetteur sur le
fournisseur. Comme la réputation s’intéresse aussi bien au service fourni qu’au comportement
du fournisseur, les notes ont deux dimensions : la qualité du service fourni, ainsi que la confor-
mité du comportement du fournisseur. Si, après un temps prédéni, le client ou le fournisseur
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Client Gestionnaire i Fournisseur
Calcul de idtrans
idtrans
idtrans, σnym idtrans, σFS
Signatures reçues Signatures reçues
Transaction
ρnym ρFS
Notes reçues Notes reçues
Figure 4.4 – Interaction entre un client et un fournisseur
n’ont pas émis de note, les gestionnaires assignent une note par défaut en considérant que les
deux utilisateurs sont satisfaits : par défaut, leur note est 1.
Après réception – ou assignation par défaut – des deux notes, chaque gestionnaire de score
utilise ces notes, le pseudonyme du client, ainsi que la date approximative pour créer un té-
moignage local. À partir de là, les gestionnaires utilisent un algorithme du consensus pour dé-
cider du témoignage conservé [LSP82], ce qui garantit que la synchronisation fonctionne tant
que moins d’un tiers des gestionnaires sont malveillants ; ainsi, l’indéniabilité des témoignages
(propriétés 3 et 4) est garantie. Plus précisément, Raynal [Ray02] explique qu’une solution au
problème du consensus garantit trois propriétés :
Terminaison chaque gestionnaire de score honnête choisit une valeur ;
Validité faible Si tous les gestionnaires honnêtes proposent le même témoignage, alors chaque
gestionnaire honnête choisit ce témoignage ;
Accord Les gestionnaires honnêtes choisissent tous un même témoignage.
Ainsi, si le client et le fournisseur envoient les mêmes notes à chaque gestionnaire de score, le
témoignage accepté par les gestionnaires honnêtes est bien le témoignage émis par les utilisa-
teurs. Cependant, si le client ou le fournisseur est malveillant et envoie des notes diérentes
aux gestionnaires de score, alors le témoignage résultant est indéterminé.
77
4 Préserver la vie privée des clients
4.4 Moteur de réputation
Nous nous intéressons maintenant au moteur de réputation. La méthode proposée repose
sur la bêta réputation de Jøsang et Ismail [JI02]. En plus de la valorisation et du vieillissement
des témoignages, nous introduisons une étape de modulation, et nous adaptons la méthode de
ltrage proposée par Whitby et coll. [WJI04] pour permettre de ltrer les témoignages émis
de manière anonyme. Un témoignage est constitué de quatre informations : les notes du client
et du fournisseur, ρnym et ρFS – des valeurs comprises dans l’intervalle [0; 1] –, la valeur de la
transaction associée, vρ , ainsi que le moment auquel il a été émis, tρ . La gure 4.5 présente les
quatre étapes du calcul du score de réputation.
TFS Filtrage FFS
VieillissementValorisationModulation
· · ·
ρ˜ ρˆ
ρ¯
ρ¯
ρnym
ρFS
fcorr vρ λ, tρ
fF
Figure 4.5 – Étapes du calcul des scores de réputation
Tout d’abord, les notes du client et du fournisseur sont modulées pour obtenir une seule
valeur. L’idée derrière la modulation est la suivante : si les deux notes sont proches, alors le
client et le fournisseur ont le même ressenti de la transaction ; ces notes reètent vraisembla-
blement le comportement du fournisseur. Dans ce cas, la modulation récompense le fournisseur
en augmentant légèrement la note résultante. Cependant, si les deux notes sont diérentes, il
y a deux possibilités : soit le fournisseur prétend qu’il s’est bien comporté alors que le client
dit le contraire, soit le client médit sur le fournisseur, ce qui correspond au deuxième type de
discriminations présenté en section 3.3.2. Ces deux possibilités étant indistinguables, nous di-
minuons la valeur de la note ; ainsi, si la note du client est bonne tandis que celle du fournisseur
est élevée, la note résultante sera faible.
La modulation a donc trois paramètres : le seuil ` à partir duquel la note modulée est aug-
mentée, la valeurm+ de laquelle elle est augmentée lorsque les notes du client et du fournisseur
sont égales, ainsi que la valeurm− de laquelle elle est diminuée lorsque la diérence est maxi-
male. En notant ρ˜ la note modulée, on a ρ˜ = fcorr (ρnym,ρFS) où fcorr est la fonction dénie
par :
fcorr :
[0; 1] × [0; 1] → [0; 1]
ρnym,ρFS 7→ ρnym+ρFS2 +

m+
` · (` − |ρnym − ρFS |) si |ρnym − ρFS | 6 `,
m−
1−` · ( |ρnym − ρFS | − `) si |ρnym − ρFS | > `.
La gure 4.6 compare les résultats de cette fonction à la note du client pour ` = 0,1,m+ = 0,05,
m− = −1 et quatre valeurs de ρnym ; les traits ns représentent la note du client, tandis que les
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traits épais représentent la note modulée. Par exemple, considérons que ρnym = 0,33, ce qui cor-
respond aux courbes vertes de cette gure. La note modulée est supérieure à la note du client
pour ρFS ∈ [0,23; 0,51] ; celle-ci vaut au maximum ρnym +m+, c’est-à-dire 0,38. Cependant, si la
note du fournisseur est trop élevée – ou trop faible –, alors la note résultante devient relative-
ment faible, et atteint même ρ˜ = 0,03 quand ρFS = 1. Cette gure montre que le fournisseur n’a
pas intérêt à donner une bonne note lorsqu’il sait que le client lui donne une mauvaise note. De
plus, les légers biais que les clients peuvent exhiber sont adoucis : tant que les notes du client
et du fournisseur sont proches, la note modulée est légèrement meilleure que la note du client,
tandis qu’elle est moins bonne si le fournisseur ment sur son comportement.
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Figure 4.6 – Modulation des notes pour ` = 0,1,m+ = 0,05, etm− = −1
Une fois qu’un témoignage a été modulé, il est valorisé à partir de la valeur vρ de la transac-
tion associée, ce qui donne
ρˆ = vρ · ρ˜ .
Cela permet de donner plus d’importance aux transactions de haute valeur. Par exemple, dans
un système de commerce électronique, la valeur d’une transaction peut correspondre au prix
payé par le client.
Finalement, un témoignage est vieilli. Jøsang et Ismail [JI02] proposent d’utiliser la fonction
t 7→ λt à cet eet, où λ est un paramètre situé dans l’intervalle [0; 1] et t est le temps écoulé
depuis l’émission du témoignage. Par exemple, si le témoignage a été émis au temps tρ , sa valeur
vieillie au temps t est ρ¯ = ρˆ · λt−tρ . Plus le paramètre λ est proche de 0, plus les témoignages
récents sont importants.
Ainsi, pour un historique de témoignages TFS =
{
(ρnym,ρFS,vρ ,tρ )
}
, la réputation obtenue
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en utilisant la bêta réputation (voir section 3.2.2) est
repTFS (t ) =
1 +∑TFS fcorr (ρnym,ρFS) · vρ · λt−tρ
2 +∑TFS vρ · λt−tρ .
Dans la suite, nous considérons que vρ = 1 – c’est à dire que toutes les transactions ont la
même importance – par souci de simplication.
Comme expliqué précédemment (voir section 3.3.2), l’algorithme de ltrage proposé par
Whitby et coll. [WJI04] compare les réputation locales – c’est-à-dire calculées à partir des té-
moignages émis par un unique client – à la réputation globale. Si, pour un client, les réputations
locales et globales sont signicativement diérentes, alors ce client est considéré injuste et l-
tré. Dans notre cas, les clients sont anonymes et leurs pseudonymes ne sont pas associables. Les
réputations locales ne peuvent donc regrouper les témoignages d’un seul pseudonyme ; dans
le cas d’un anonymat idéal, un pseudonyme émet un unique témoignage. La gure 4.7a montre
la loi bêta pour un unique témoignage négatif de 0,1 ; dans ce cas, on a q5 = 0,04 et q95 = 0,81.
Pour ltrer un témoignage, il faut que repFS < q5 ou que repFS > q95 ; un tel témoignage ne sera
ltré que si la réputation du fournisseur est très bonne, ou exécrable (voir algorithme 3.1). Pour
contourner ce problème, nous accentuons chaque témoignage d’un facteur fF , c’est-à-dire que
nous considérons que chaque pseudonyme a émis ses témoignages fF fois. L’augmentation de
ce facteur réduit les faux négatifs – c’est-à-dire les témoignages discriminatoires non ltrés –
tout en augmentant les faux positifs – les témoignages légitimes ltrés. Ainsi, l’algorithme 3.1
est remplacé par l’algorithme 4.1. La gure 4.7b montre la loi bêta pour un même témoignage,
mais accentué d’un facteur fF = 5 ; dans ce cas, les quantiles sont q5 = 0,02 et q95 = 0,49 ; ainsi,
il est beaucoup plus probable qu’un tel témoignage soit ltré si le fournisseur a une bonne
réputation.
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Figure 4.7 – Loi bêta engendrée par un seul témoignage ρ¯ = 0,1
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FFS ← TFS
repeat
repFS ← réputation calculée à partir de FFS
for all témoignage ρ¯ de FFS do
betaρ¯ ← beta
(
p |1 + fF · ρ¯,1 + fF · (1 − ρ¯)
)
q5 ← quantile de 5 % de betaρ¯
q95 ← quantile de 95 % de betaρ¯
if q5 > repFS ou q95 < repFS then
FFS ← FFS \ {ρ¯}
until FFS est stable
Listing 4.1 – Filtrage des témoignages injustes, adapté du ltrage de Whitby et coll. [WJI04]
4.5 Discussion
4.5.1 Précision théorique du score de réputation
Pour étudier la précision des scores de réputation, nous nous intéressons à la diérence entre
le score tel que calculé par un client, en présence de témoins médisants, et entre le compor-
tement réel du fournisseur. Dans cette section, nous nous intéressons à la réputation calculée
avant le ltrage, c’est-à-dire avec les témoignages TFS (voir gure 4.5). Cette diérence est
maximale lorsque le comportement du fournisseur est extrême – par exemple très positif – et
que les clients médisants émettent des notes à l’extrême opposé – dans le même exemple, des
notes très négatives. Dans la suite, nous supposons que le fournisseur fournit un service cor-
rect, valant une note ρ¯ = 1, et que les notes des clients médisants sont ρ¯ = 0. Supposons que le
fournisseur reçoive une note par intervalle de temps : la i-ième note est émise à t = i . Comme
les notes sont vieillies, les notes reçues aux premiers rounds inuent moins sur le score nal
que les dernières ; le pire cas se présente donc lorsque les témoignages médisants sont les der-
niers reçus. Ainsi, en notant n le nombre de témoignages reçus etm le nombre de témoignages
médisants, le fournisseur a reçu (n −m) témoignages tels que ρ¯ = 1, puis m témoignages tels
que ρ¯ = 0. En considérant que chaque transaction a une valeur de 1 et que la réputation est
calculée à t = n + 1, le comportement et la réputation sont donc dénis par :
compFS =
1 +∑ni=1 λ(n+1)−i
2 +∑ni=1 λ(n+1)−i et repFS = 1 +
∑n−m
i=1 λ
(n+1)−i
2 +∑ni=1 λ(n+1)−i
La diérence relative entre les deux est donc
δrep =
compFS − repFScompFS
 (4.1)
=
∑m
i=1 λ
i
1 +∑ni=1 λi (4.2)
=
λ − λm+1
1 − λn+1 . (4.3)
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L’équation (4.2) montre que δrep→λ→1 mn+1 . En eet, quand λ = 1, les témoignages ne sont pas
vieillis ; la diérence entre le comportement du fournisseur et sa réputation est donc égale à
la proportion de clients médisants. L’équation (4.3) montre de plus que δrep→λ→00. À ce moment,
le poids des anciens témoignages est nul, et le comportement et la réputation valent tous les
deux 0,5. Cette équation montre également que, lorsque n et m deviennent très grand, la dif-
férence relative tend vers le facteur de vieillissement. Ces observations montrent que le choix
du paramètre de vieillissement est crucial : s’il est trop proche de 0, la réputation de tous les
fournisseurs sera proche de 0,5. Par contre, s’il est trop élevé, tous les témoignages auront la
même importance, même les témoignages anciens. Dans la suite, nous utilisons λ = 0,9, ce qui
est un compromis acceptable : les témoignages relativement récents sont encore importants,
mais les âgés sont diminués ; par exemple, comme 0,910 = 0,34, un témoignage émis dix unités
de temps plus tôt verra son importance diminuée de deux tiers.
4.5.2 Influence du filtrage sur la précision des scores de réputation
Tel que présenté, le ltrage des témoignages injustes dépend du facteur de ltrage fF choisi.
Nous nous intéressons donc à l’inuence de ce paramètre sur le ltrage des témoignages. À
cet eet, nous étudions la diérence relative entre le score de réputation calculé par le client,
repFS, et le comportement du fournisseur, compFS ; la diérence relative δrep est dénie par
l’équation (4.1). Pour étudier cette diérence, nous simulons des interactions entre un fournis-
seur de service et plusieurs clients.
Dans cette simulation, nous considérons un fournisseur de service qui est globalement hon-
nête, mais qui échoue parfois à fournir un service correct. Ce fournisseur interagit avec des
clients qui peuvent être honnêtes, ou malhonnêtes. Les clients honnêtes ajoutent un léger biais
à leurs notes, qui exprime la subjectivité de leurs opinions ; ce biais est modélisé par une loi
normale de moyenne nulle, quel que soit le comportement du fournisseur. De leur côté, les
clients malhonnêtes émettent des notes qui sont tout le temps mauvaises, indépendamment du
comportement du fournisseur. Symétriquement, nous aurions pu considérer un fournisseur se
comportement globalement malhonnêtement, sauf avec un sous-ensemble favorisé de clients.
Plus précisément, le fournisseur se comporte honnêtement dans 95 % de ses transactions, et
son comportement vaut alors une note distribuée uniformément dans l’intervalle [0,8; 1]. Le
biais des clients honnêtes est modélisé par une distribution normale de moyenne 0 et d’écart-
type 0,03, tandis que les notes des clients malhonnêtes – entre 15 % et 30 % des clients – sont
distribuées uniformément dans l’intervalle [0; 0,1].
Pour le calcul des scores de réputation, nous considérons les paramètres suivants :
m+ = 0,05,
m− = −1,
` = 0,1,
λ = 0,9.
La simulation est divisée en 50 rounds. À chaque round, 10 clients sont aléatoirement choisis
et interagissent avec le fournisseur. À la n de la simulation, la diérence relative δrep est calcu-
lée, pour diérents paramètres de ltrage. La gure 4.8a présente la moyenne et l’écart-type de
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δrep, en pourcentage, sur 100 simulations, pour plusieurs valeurs du facteur de ltrage – fF = 0
revient à ne pas ltrer les témoignages, et sert donc de cas de base.
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Figure 4.8 – Moyenne et écart-type de δrep sur 100 simulations
Comme nous pouvons le constater, sans ltrage, il y a une diérence de 16,2 % entre la répu-
tation calculée et le comportement réel du fournisseur, ce qui correspond aux 15 % de clients
malhonnêtes. Cependant, dès que les témoignages sont ltrés – même avec un facteur de l-
trage faible –, la diérence est largement réduite : δrep = 4,5 % pour fF = 2, et même δrep = 0,5 %
pour fF = 10. Cependant, si le facteur de ltrage est trop élevé, la précision du score de répu-
tation diminue. Ce paramètre doit donc être choisi avec précaution. Notons que, tant que les
clients médisants sont minoritaires, le ltrage des témoignages permet d’améliorer la précision
du score de réputation. Par exemple, pour 30 % de clients malhonnêtes, la gure 4.8b montre
que le ltrage des témoignages avec fF = 5 permet de passer de δrep = 42,3 % à δrep = 3,7 %.
La gure 4.9a présente l’évolution du comportement d’un fournisseur de service et de sa
réputation pendant les 50 rounds de la simulation, avec et sans ltrage des témoignages. Cette
gure montre deux choses : (a) le ltrage fonctionne dès les premiers rounds, c’est-à-dire même
lorsque peu de témoignages sont disponibles, et (b) même sans être capable d’associer les té-
moignages des clients (propriété 7), le ltrage fonctionne.
Cependant, des clients malhonnêtes intelligents peuvent essayer de passer outre le ltrage
des témoignages en augmentant leurs notes. La gure 4.9b présente l’évolution du comporte-
ment d’un fournisseur en présence de tels clients ; ces clients ne donnent plus une note uni-
formément distribuée dans l’intervalle [0; 0,1] mais dans l’intervalle [0,5; 0,6]. Dans ce cas, dès
qu’il y a susamment de témoignages médisants – après le vingtième round –, le score de ré-
putation du fournisseur après ltrage est égal au score de réputation du fournisseur non ltré.
Un autre problème se pose pour les fournisseurs discriminant une partie de leurs clients.
En eet, un fournisseur se comportant généralement correctement, mais se comportant mal
avec 10 % de ses clients est indistinguable d’un fournisseur se comportant correctement, mais
discriminé par 10 % de ses clients. Dans les deux cas, les témoignages négatifs sont ltrés ;
ainsi, la réputation du fournisseur est bien meilleure que le comportement du fournisseur dans
le premier cas.
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Figure 4.9 – Évolution de la réputation d’un fournisseur pour 30 % de clients malhonnêtes
Une solution à ce problème est d’utiliser l’algorithme proposé par Whitby et coll. [WJI04],
sans le facteur de ltrage. Dans ce cas, un client émettant plusieurs témoignages négatifs sera
ltré, tandis qu’un client émettant un unique témoignage négatif ne le sera pas. Pour pouvoir
utiliser cet algorithme, il est cependant nécessaire de garantir l’associabilité des témoignages
pour savoir si le même client a émis deux témoignages (propriété 7).
4.5.3 Anonymat
Dans ce mécanisme de réputation, les clients génèrent eux-mêmes leurs pseudonymes de
manière aléatoire et les enregistrent ensuite auprès de l’autorité centrale C. Comme un ré-
seau de communication anonyme est utilisé, même l’autorité centrale est incapable d’associer
les pseudonymes. Cependant, comme les fournisseurs ne sont pas anonymes, cette génération
de pseudonymes permet à un utilisateur malveillant d’eectuer des attaques Sybil (voir sec-
tion 3.3.4) ainsi que du bourrage d’urne (voir section 3.3.3).
Pour éviter ce problème, nous avons expliqué que l’autorité centrale demande aux utilisa-
teurs de s’acquitter d’un coût monétaire ou calculatoire avant d’enregistrer un pseudonyme
(voir section 4.3.1). Cependant, ce coût défavorise les petits clients qui ne peuvent eectuer
trop de transactions sous peine d’être identiables, tandis qu’il favorise les utilisateurs puis-
sants qui peuvent mener facilement des attaques par bourrage d’urne sur leurs concurrents.
Une solution idéale à ce problème est de garantir l’associabilité des témoignages (propriété 7).
Dans ce cas là, il est possible de repérer un utilisateur eectuant du bourrage d’urne sur un
fournisseur ciblé, et de ne prendre en compte qu’un nombre limité de ces témoignages pour
limiter l’attaque. Quand cette propriété est garantie, il n’est donc plus nécessaire de demander
aux utilisateurs de s’acquitter d’un coût pour enregistrer un pseudonyme.
L’inconvénient majeur de ce mécanisme est qu’il ne préserve pas la vie privée des fournis-
seurs de service. De plus, les gestionnaires de score ne peuvent être mis en place que parce que
les fournisseurs de service sont identiés : un fournisseur est déni par les gestionnaires de
score qui maintiennent ses témoignages. C’est-à-dire que la sécurité de ce mécanisme – aussi
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bien en terme d’indéniabilité que d’inforgeabilité (propriétés 3 à 6) – repose sur l’identication
des fournisseurs.
4.5.4 Bilan
Dans ce chapitre, nous avons présenté un mécanisme de réputation ainsi qu’un moteur de
réputation. Nous avons montré que ce moteur de réputation est précis, et permet de ltrer les
témoignages injustes. Nous avons malgré tout expliqué que la non-garantie de l’associabilité
des témoignages limite l’utilité du ltrage dans certains cas.
Le mécanisme de réputation préserve la vie privée des clients en leur permettant de géné-
rer leurs propres pseudonymes. Cependant, an d’éviter les attaques Sybil et les bourrages
d’urne, la génération d’un pseudonyme doit coûter du temps ou de l’argent, ce qui favorise les
utilisateurs puissants aux dépens des petits. L’associabilité des témoignages permet déjà d’em-
pêcher les bourrages d’urne ; un mécanisme garantissant cette propriété n’a donc pas besoin
de demander aux utilisateurs de payer un coût lorsqu’ils enregistrent leurs pseudonymes, ce
qui rétablit l’équilibre entre les petits utilisateurs et les puissants. Nous proposons au chapitre
suivant de nouveaux mécanismes de réputation, garantissant l’associabilité des témoignages
et permettant aux clients de générer eux-mêmes leurs pseudonymes, sans qu’ils ne doivent
s’acquitter d’un coût.
Outre ce déséquilibre, l’inconvénient majeur de ce mécanisme de réputation concerne l’iden-
tication des fournisseurs de service. De plus, c’est cette identication qui permet au méca-
nisme de garantir les propriétés de sécurité. Il paraît donc dicile de modier légèrement ce
mécanisme pour garantir à la fois l’anonymat des clients et celui des fournisseurs de service.
Dans le chapitre suivant, nous présentons les modications permettant de garantir simultané-
ment l’anonymat des clients et des fournisseurs.
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eicaces et préservant la vie privée
Ce chapitre présente la contribution principale de cette thèse : la construction d’un méca-
nisme de réputation préservant la vie privée des clients et des fournisseurs, et permettant aux
clients d’émettre des témoignages positifs et négatifs, c’est-à-dire un mécanisme garantissant
toutes les propriétés énoncées au chapitre 1 ; nous montrons de plus au chapitre 7 que cette
construction est ecace.
Dans ce chapitre, nous construisons graduellement un tel mécanisme an de montrer la
réexion qui a débouché sur ce mécanisme. Bien que cette approche en dilue les diérentes
avancées, nous pensons qu’elle permet de mieux l’appréhender, notamment en montrant les
restrictions imposées par l’ajout progressif des propriétés de sécurité et de vie privée.
Dans un premier temps, nous présentons trois nouveaux outils cryptographiques : le calcul
d’un invariant, qui concilie associabilité des témoignages (propriété 7) et respect de la vie privée
des clients et des fournisseurs (propriétés 1 et 2) ; une instanciation d’un schéma de partage
de secret vériable [Fel87], qui permet de prouver que le secret a été partagé correctement ;
une variante optimiste de ce schéma, qui fait appel aux porteurs de part uniquement pour la
reconstruction du secret, et non pas pour son partage.
À l’aide de ces nouveaux outils, nous modions le mécanisme de réputation présenté au cha-
pitre précédent pour garantir l’associabilité des témoignages et permettre aux clients de générer
eux-mêmes leurs pseudonymes, sans faire appel à une autorité centrale. Nous présentons deux
versions de ce mécanisme : la première utilise du partage de secret vériable classique, et la
seconde sa variante optimiste.
Améliorer les deux variantes pour y intégrer le respect de la vie privée des fournisseurs n’est
pas évident. Nous expliquons que pour y parvenir, nous devons utiliser des tierces parties, aussi
bien pour la gestion des scores de réputation que pour la garantie de l’indéniabilité des témoi-
gnages. Nous motivons ces tierces parties et présentons leurs caractéristiques, puis expliquons
comment les instancier et les choisir.
Finalement, armés de ces tierces parties, nous construisons le mécanisme de réputation re-
cherché. Là encore, nous en présentons deux variantes : une reposant sur du partage de secret
vériable classique, et une optimiste.
Les principes des quatre mécanismes proposés sont similaires ; une interaction se déroule en
quatre étapes :
1. le client vérie la réputation du fournisseur ;
2. le client et le fournisseur s’authentient mutuellement ;
3. le client et le fournisseur se garantissent mutuellement l’indéniabilité des témoignages
(les propriétés 3 et 4) ;
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4. après la transaction, les deux partenaires peuvent émettre un témoignage.
Les deux premières étapes ont généralement lieu en même temps.
Plus précisément, les fournisseurs déposent leurs annonces de service sur un panneau d’a-
chage public ; ces annonces sont liées à leur identiant ou, lorsque leur vie privée est préservée,
à un de leurs pseudonymes. Un client intéressé par une annonce particulière peut vérier la
réputation du fournisseur lié ; cette vérication se fait soit auprès des gestionnaires de score du
fournisseur, soit auprès du fournisseur lui-même, qui a préalablement reçu des signatures at-
testant sa réputation. Pour préserver sa vie privée, le client interagit sous un pseudonyme qu’il
a généré lui-même et qui est utilisé uniquement pour cette interaction ; il prouve la validité de
ce pseudonyme grâce à une preuve nizk.
Une fois que le client a vérié la réputation du fournisseur de service, et s’il est toujours in-
téressé, le client et le fournisseur se garantissent mutuellement l’indéniabilité des témoignages.
Lorsque le fournisseur n’est pas anonyme, sa garantie est une simple signature ; les autres ga-
ranties reposent sur un des schémas de partage de secret vériable présentés en sections 5.1.2
et 5.1.3.
Le client et le fournisseur peuvent alors eectuer la transaction, quelle que soit sa nature.
Ils peuvent ensuite émettre le témoignage de plusieurs manières diérentes : lorsque le four-
nisseur n’est pas anonyme, le client est capable de l’émettre seul ; si le client refuse de le faire,
le fournisseur peut demander l’assistance de ses gestionnaires de score. Lorsque le fournis-
seur est anonyme, le client et le fournisseur doivent collaborer pour en émettre un ; si l’un des
deux refuse de participer, son partenaire peut malgré tout en émettre un grâce à la tierce partie
introduite en section 5.3.2.
Finalement, les scores de réputation des fournisseurs de service sont mis à jour après une
phase de synchronisation ; cette étape est diérente lorsque la vie privée des fournisseurs est
préservée.
5.1 Nouveaux outils cryptographiques
Avant de décrire les mécanismes de réputation préservant la vie privée des clients et des
fournisseurs de service, nous devons enrichir la bibliothèque d’outils cryptographiques débu-
tée au chapitre 2 de deux nouvelles constructions : l’invariant, qui permet de combiner asso-
ciabilité et vie privée (propriétés 1, 2 et 7), ainsi qu’une instanciation d’un schéma de partage
de secret vériable grâce au système de preuves de Groth et Sahai [GS08] ; nous en présentons
également une version dite optimiste, qui ne requiert de tierce partie que lorsque la recons-
truction du secret est nécessaire. Dans cette section, nous réutilisons les notations présentées
au chapitre 2, et plus particulièrement en section 2.1.1 : nous considérons un groupe bilinéaire
Λ = (p,G1,G2,GT ,e,G1,G2), ainsi qu’un élément de groupe Y1 ∈ G1, paramètre public.
5.1.1 Calcul de l’invariant
Le but de l’invariant est de détecter les témoignages multiples d’un même client sur un même
fournisseur de service pour empêcher les attaques par bourrage d’urne ; sans révéler l’identité
des clients ; c’est-à-dire, de garantir à la fois l’associabilité des témoignages (propriété 7) et la
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vie privée des clients (propriété 2). Cette approche est également proposée par Bethencourt et
coll. [BSS10] ; néanmoins, le calcul que nous proposons ici est simplié.
L’invariant est construit à partir des identiants du client, idCl ∈ Zp , et du fournisseur,
IdFS ∈ G1 ; l’invariant est déni comme
Inv(IdFS, idCl) = (IdFS)idCl .
Considérons un fournisseur FS et deux clients Cl1 et Cl2 ; les invariants associés sont égaux si
et seulement si les clients sont également identiques, c’est-à-dire que
Inv(IdFS, idCl1 ) = Inv(IdFS, idCl2 ) ⇔ Cl1 = Cl2.
Ainsi, lors du calcul du score de réputation d’un fournisseur, les témoignages issus d’un bour-
rage d’urne comportent tous le même invariant ; pour empêcher une telle attaque, il est par
exemple possible de ne prendre en compte que le dernier témoignage de chaque invariant.
De plus, en considérant deux fournisseurs distincts FS1 et FS2 ainsi que deux clients Cl1 et
Cl2, la connaissance de Inv(IdFS1 , idCl1 ) et Inv(IdFS2 , idCl2 ) ne permet pas de savoir si Cl1 = Cl2.
Ce résultat, prouvé en section 6.1.2, découle de l’hypothèse ddh.
L’invariant est un élément essentiel des témoignages ; aussi bien les clients que les fournis-
seurs doivent être capables de le construire (propriétés 3 et 4). De plus, lorsque la vie privée
du fournisseur est préservée, le client ne doit pas découvrir IdFS avant d’avoir choisi sa note
(propriété 1), et le fournisseur ne doit ni apprendre idCl, ni découvrir l’invariant avant la tran-
saction (propriété 2). Pour garantir ces quatre propriétés, nous proposons de calculer l’invariant
en trois étapes :
1. le fournisseur masque son identiant en calculant un pré-invariant pre_inv, qu’il trans-
met au client ;
2. le client injecte son identiant dans pre_inv et calcule un invariant masqué masked_inv ;
3. le client transmet masked_inv au fournisseur ; celui-ci « ouvre » masked_inv et obtient
l’invariant inv.
Les deux premières étapes ne compromettent ni la vie privée du fournisseur, ni celle du client ;
elles peuvent donc avoir lieu avant la transaction. La troisième n’a lieu qu’après le choix de sa
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note par le client. Ces trois éléments sont dénis par 1
pre_inv = Pre_inv(IdFS,r )
= (G1
r , IdFS · Y1r ) ,
masked_inv = Mask(pre_inv, idCl,s )
=
(
G1
s · Y1idCl ,pre_inv1s · pre_inv2idCl
)
=
(
G1
s · Y1idCl , IdFSidCl · (G1s · Y1idCl )r
)
,
inv = Unmask(masked_inv,r )
= masked_inv2 ·masked_inv1−r
= (IdFS)idCl = Inv(IdFS, idCl),
où r et s sont des éléments choisis aléatoirement dans Zp , respectivement par le fournisseur et
par le client, et où G1 et Y1 sont des éléments de G1 qui sont des paramètres publics.
Notons bien que le pré-invariant ne permet pas au client de déduire IdFS, ce qui préserve la
vie privée du fournisseur.
5.1.2 Partage de secret vérifiable
Nous avons présenté en section 2.3.2 un schéma de partage de secret permettant de par-
tager des éléments de groupe. À partir de ce schéma et d’un système de preuves nizk (voir
section 2.5) compatible avec les équations de groupe, nous construisons un schéma de partage
de secret vériable. En pratique, nous instancions un tel schéma avec le système de preuves de
connaissance de Groth et Sahai [GS08].
Dans cette section, nous supposons que chaque porteur de part possède une paire de clés
de chirement asymétrique (ekPPi ,dkPPi ) ; ils utilisent par exemple un schéma de chirement
Elgamal [Elg85].
Rappelons que ce schéma de partage de secret (t ,n) permet à un prouveur P de partager
un secret S ∈ G1 en n parts (i,Si )16i6n en choisissant aléatoirement un polynôme Q : z 7→
S ·∏t−1j=1 Aj (z j ) ; les parts sont les Si = Q (i ) pour 1 6 i 6 n.
Dans le cas du partage de secret vériable, le prouveur veut en plus convaincre un vérieur
V qu’un secret a eectivement été partagé, et pourra être reconstruit. Prouver que le partage
est correct revient à prouver que :
— le secret est bien le secret attendu ;
— les parts sont générées à partir du même polynôme, qui vaut bien le secret en 0 ; c’est-à-
dire que la reconstruction du secret à partir de t parts distinctes donnera le secret, pour
tout ensemble de t parts distinctes.
1. Nous avons expliqué en section 2.1.1 que nous notons Xk le k-ième élément du multiplet X .
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La première preuve, que nous notons piS , dépend du secret partagé. Par exemple, si P possède
un certicat certS de C sur S , cette preuve peut être
piS = nizk
{
S ,certS : Verif (certS ,S ,vkC )
}
,
pour ne révéler ni le secret, ni son certicat. La deuxième preuve peut se décomposer en n
preuves – une par part –, dénies par
piSi = nizk
{
S ,A1, . . . ,At−1 : Si = S ·
t−1∏
j=1
Aj
(i j )
}
,
pour 1 6 i 6 n. Une telle preuve garantit que la part Si est calculée à partir du polynôme dont
les coecients sont engagés dans CS , CA1 , . . . , CAj . Chacune des preuves doit être construite
avec les mêmes engagements sur les coecients du polynôme Q , sans quoi P peut générer
chaque part avec un polynôme diérent, ce qui empêche de reconstruire le secret attendu.
Pour prouver le partage àV , le prouveur lui envoie les engagementsCS ,CA1 , . . . ,CAt−1 ainsi
que la preuve piS et les éléments permettant de la vérier, ce qui garantit que le secret partagé
est le secret attendu et annonce le polynôme utilisé pour générer les parts, sans les révéler. À
chaque récipiendaire des parts – que nous appelons porteurs de part dans la suite –, P envoie
la part, chirée, ainsi que la preuve piSi et les éléments permettant de la vérier. Le chirement
de la part empêche un adversaire interceptant les communications d’apprendre les parts, et
donc le secret. Si la preuve reçue est valide pour la part et les engagements reçus, le porteur
de part envoie une conrmation à V ; cette conrmation est une signature classique σPPi sur
H (i,CS ,CA1 , . . . ,CAt−1 ). Le vérieur accepte la conrmation si la signature est valide pour les
engagements précédemment reçus de P, ce qui garantit que les parts sont bien issues du même
polynôme. La gure 5.1 présente ces échanges.
Prouveur P Porteur i VérieurV
i,EncekPPi (Si ),CS ,
(CAj )16j<t ,piSi
σPPi
CS , (CAj )j ,CcertS ,piS
Figure 5.1 – Partage d’un secret
Si le vérieur attend d’avoir reçu toutes les conrmations pour considérer le partage correct,
un seul porteur de part malveillant peut bloquer la poursuite de l’interaction en n’envoyant
pas sa conrmation. Mais si le seuil du partage est trop faible, une collusion de petite taille
peut apprendre le secret. Pour déterminer le nombre de conrmations et le seuil du partage
optimaux, notons ` le nombre de conrmations attendues parV et b le nombre de porteurs de
part malveillants. Il faut alors que :
— le vérieur puisse recevoir susamment de conrmations valides, c’est-à-dire ` 6 n−b :
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— les porteurs de part malveillants ne puissent pas reconstruire le secret, c’est-à-dire b < t ;
— les porteurs de part honnêtes parmi ceux ayant conrmé leur part puissent reconstruire
le secret, c’est-à-dire t 6 ` − b.
En combinant ces équations, le choix optimal obtenu est
t = dn/3e et ` = 2t − 1,
ce qui tolère jusqu’à b = dn/3e − 1 porteurs de part malveillants ; une collusion de cette taille ne
peut ni bloquer l’interaction, ni reconstruire le secret.
Lorsque le vérieur souhaite reconstruire le secret, les porteurs de part lui envoient la part
Si ainsi que la preuve piSi correspondante. Le vérieur peut alors utiliser t parts valides pour
reconstruire le secret attendu, et prouver la reconstruction avec les preuves piSi et piS .
5.1.3 Partage de secret vérifiable optimiste
Nous expliquons en section 5.2.3 que le partage de secret vériable est utilisé pour recons-
truire le secret uniquement dans le cas où le client est malveillant : si celui-ci est honnête, les
parts ne sont pas utilisées. Cependant, même dans ce cas, les porteurs de part doivent participer
au partage de secret vériable au début de l’interaction, au cas où l’un des deux utilisateurs se
révèle être malveillant par la suite. Certains protocoles, dits optimistes, nécessitent une tierce
partie uniquement lorsqu’un – ou plusieurs – des utilisateurs impliqués dans le protocole est
malveillant [ASW97]. Dans cette section, nous présentons un partage de secret vériable opti-
miste, c’est-à-dire qui implique les porteurs de part uniquement lorsque le prouveur se révèle
malveillant par la suite.
Similairement à la section précédente, nous considérons un secret S ∈ G1 sur lequel le prou-
veur possède un certicat certS émis par C. Les n parts sont les (i,Si ) générées à partir du
polynôme Q : z 7→ S ·∏t−1j=1 Aj (z j ) .
Si le prouveur envoie directement les parts au vérieur, celui-ci peut immédiatement recons-
truire le secret. Pour éviter cela, P chire les parts pour les porteurs de part en calculant
ESi = EncekPPi (Si ),
pour 1 6 i 6 n, et envoie les parts chirées au vérieur. Le prouver doit alors garantir à V
que :
— le secret est bien le secret attendu ;
— les parts sont générées à partir du même polynôme, qui vaut le secret en 0 ;
— les parts sont chirées avec les clés des porteurs de part correspondants ;
— les parts sont émises par le prouver.
Cette dernière garantie indique aux porteurs de part que les parts sont légitimes, et qu’ils
peuvent donc les déchirer ; elle empêche le vérieur de demander le déchirement d’une part
arbitraire. Pour donner cette garantie, le prouveur signe chaque part :
σi = SPSign(skP ,Si ),
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pour 1 6 i 6 n. Cependant, le prouver ne doit révéler ni la part, ni sa clé de signature, ni la
signature elle-même. C’est pourquoi, comme expliqué en section 2.6.4, il utilise des preuves
nizk pour masquer ces éléments dans les équation de vérication du schéma de signature au-
tomorphe. Les preuves nales sont les
piESi = nizk
{
vkP ,Si ,σi ,S ,A1, . . . ,At−1 :
ESi = EncekPPi (Si )
∧ Si = S ·
t−1∏
j=1
Aj
(i j ) (5.1)
∧ SPVerif (σi ,Si ,vkP )
}
,
pour 1 6 i 6 n. Dans cette preuve, la première équation garantit le chirement de la part, la
seconde garantit que toutes les parts sont issues du même polynôme, et la troisième authentie
la part.
Pour partager le secret, P envoie les parts chirées, les preuves ainsi que les engagements
nécessaires à leur vérication à V , c’est-à-dire ESi , piESi , CSi et Cσi pour 1 6 i 6 n, ainsi que
CS , CA1 , . . . , CAt−1 . Le vérieur accepte le partage de secret si et seulement si les n preuves
sont valides. À la diérence du schéma de partage de secret non-optimiste, le vérieur est alors
convaincu que le prouveur a eectivement envoyé toutes les parts. Le nombre maximum de
porteurs de part malveillants b ne dépend donc plus que de deux conditions : il faut que
— les porteurs de part malveillants ne puissent pas reconstruire le secret, c’est-à-dire b < t ;
— les porteurs de part honnêtes puissent reconstruire le secret, c’est-à-dire t 6 n − b.
Le choix optimal obtenu est donc t = dn/2e, ce qui tolère jusqu’à b = dn/2e − 1 porteurs de part
malveillants.
Pour reconstruire le secret, le vérieur contacte les porteurs de part en leur envoyant la
part chirée et la preuve associée, ainsi que tous les éléments permettant de la vérier. Si cette
preuve est valide, le porteur de part déchire la part et prouve ce déchirement avec une preuve
nizk piSi dénie par
piSi = nizk
{
dkPPi :
Si = DecdkPPi (ESi )
∧ dkPPi est la clé de déchirement associée à ekPPi
}
,
et un engagement CdkPPi sur dkPPi . Le vérieur pourra ensuite prouver la reconstruction du
secret grâce aux preuves piS , piESi et piSi .
5.2 Retour sur le mécanisme préservant la vie privée des clients
Nous présentons dans cette section deux mécanismes de réputation dont les garanties sont
similaires au mécanisme présenté lors du chapitre 4. Plus précisément, ces mécanismes pré-
servent la vie privée des clients sans se préoccuper de celle des fournisseurs. Cependant, contrai-
rement au mécanisme présenté au chapitre 4, ceux-ci permettent aux clients de générer autant
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de pseudonymes que nécessaire sans communiquer avec l’autorité centrale et garantissent
l’associabilité des témoignages, ce qui permet de mieux résister aux bourrages d’urne (pro-
priété 7). Le premier de ces deux mécanismes utilise du partage de secret vériable classique,
tandis que le second utilise du partage de secret vériable optimiste. Avant de détailler ces
deux mécanismes, nous présentons la mise en place des utilisateurs, c’est-à-dire les éléments
cryptographiques qu’ils utilisent.
5.2.1 Mise en place des utilisateurs
Nous considérons une autorité centrale C qui gère l’enregistrement des utilisateurs ; elle
possède une paire de clés de signature automorphe (skC ,vkC ).
Similairement au mécanisme présenté en section 4.3, nous considérons trois types d’utilisa-
teurs : des fournisseurs de service, des clients, ainsi que des gestionnaires de score. Les four-
nisseurs de service sont organisés sur une dht, ce qui permet de déterminer aisément leurs
gestionnaires de score. Nous considérons plus particulièrement un fournisseur de service FS,
ses gestionnaires de score (GSi )16i6nGS et un client Cl.
Le fournisseur possède une paire de clés de signature classique (voir section 2.6.1) notée
(skFS,vkFS), un identiant unique IdFS qui sert au calcul de l’invariant, ainsi qu’un certicat
certFS reçu de C portant sur 〈vkFS, IdFS〉.
Chaque gestionnaire de score possède deux paires de clés : une paire de clés de signature clas-
sique (skGSi ,vkGSi ) et une paire de clés de chirement classique (dkGSi ,ekGSi ) – par exemple
pour du chirement Elgamal [Elg85]. Les gestionnaires de score reçoivent également un certi-
cat certGSi de C sur leurs clés publiques, ce qui leur permet de s’authentier.
Finalement, le client possède une paire de clés de signature automorphe (skCl,vkCl), un iden-
tiant unique et secret idCl qui sert au calcul de l’invariant, ainsi qu’un certicat certCl reçu de
l’autorité d’enregistrement, c’est-à-dire une signature automorphe sur 〈vkCl, idCl〉. La propriété
automorphe de cette signature est essentielle, puisqu’elle permet de prouver que le client est
valide – c’est-à-dire qu’il possède une telle signature – sans révéler ni son identiant, ni la
signature elle-même (voir section 2.6.4). Le client génère lui-même ses pseudonymes. Pour se
faire, il s’engage sur sa clé de vérication en calculant 2
nymCl = Com(vkCl,_).
Pour s’authentier, le client s’engage également sur son identiant et sur son certicat :
CidCl = Com(idCl,_)
CcertCl = Com(certCl,_).
À partir de ces engagements, le client calcule une preuve de validité de son certicat, c’est-à-
2. La notation « _ » signie que l’aléa utilisé pour l’engagement n’est pas nécessaire à la compréhension du
mécanisme (voir section 2.4.2).
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dire une preuve nizk picertCl dénie par :
picertCl = nizk
{
certCl,vkCl, idCl :
SPVerif (certCl,〈vkCl, idCl〉,vkC )
∧ e (VCl,G2) = e (G1,WCl)
}
.
Comme expliqué en section 2.6.3, cette preuve permet au client de construire des signatures
proxy anonymes. Ces engagements et cette preuve sont utilisés pour une interaction unique ;
une fois celle-ci terminée, ils ne sont plus réutilisés.
5.2.2 Mécanisme préservant la vie privée des clients
L’interaction entre le client et le fournisseur suit le plan énoncé au début de ce chapitre : dans
un premier temps, le client obtient la réputation du fournisseur auprès de ses gestionnaires
de score. Ensuite, le client et le fournisseur s’authentient mutuellement, et se garantissent
l’indéniabilité de la note et de la preuve de transaction. Après ces étapes, la transaction entre
le client et le fournisseur peut avoir lieu. Finalement, le client et le fournisseur émettent un
témoignage ; cette dernière étape peut se dérouler diéremment suivant le comportement du
client.
Obtention de la réputation du fournisseur
Lorsque le client est intéressé par les services oerts par un fournisseur donné, il contacte ses
gestionnaires de score au travers de la dht. Les gestionnaires de score lui répondent avec les
témoignages émis sur le fournisseur, qu’ils signent. Cette étape n’est pas modiée par rapport
au mécanisme précédent ; la section 4.3.2 la décrit.
Authentification mutuelle
Pour s’authentier auprès du fournisseur, le client lui envoie nymCl, CidCl , CcertCl ainsi que
picertCl . De son côté, le fournisseur signe nymCl en calculant
σnym = Sign(skFS,nymCl),
et envoie la signature accompagnée de vkFS, IdFS et certFS au client. Cette signature garantit
qu’un client ne peut témoigner que sur les fournisseurs avec qui il va interagir, et permet au
client d’émettre un témoignage après la transaction. La gure 5.2 décrit cet échange.
Partage de l’invariant
Une fois que les deux partenaires se sont authentiés, le client calcule l’invariant et prouve
son calcul en masquant l’invariant et son identiant :
inv = Inv(IdFS, idCl)
piCinv = nizk
{
inv, idCl : inv = Inv(IdFS, idCl)
}
.
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Client Fournisseur
nymCl,CidCl ,CcertCl ,picertCl
vkFS, IdFS,certFS,σnym
Figure 5.2 – Authentication mutuelle du client et du fournisseur
En eet, le fournisseur n’est pas anonyme ; le client a donc accès à IdFS. Le client réutilise l’en-
gagement CidCl sur idCl, qui a déjà été utilisé pour la preuve picertCl , et calcule un engagement
Cinv sur inv. Le client partage ensuite l’invariant en utilisant les gestionnaires de score comme
porteurs de part (voir section 5.1.2) : le secret est inv, sa preuve piCinv , les coecients du poly-
nôme sont notés A1, . . . , AtGS−1, et leurs engagements CA1 , . . . , CAtGS−1 ; les parts sont notées
Si et leurs preuves piSi , pour 1 6 i 6 nGS. Une fois ces éléments calculés, le client envoie les
engagements et la preuve piCinv au fournisseur, et les engagements, EncekGSi (Si ) et piSi au i-ième
gestionnaire de score. Si la part reçue par un gestionnaire de score est valide, celui-ci envoie
une signature σGSi au fournisseur dénie par
σGSi = Sign
(
skGSi ,H (i,Cinv,CA1 , . . . ,CAtGS−1 )
)
.
La réception d’une signature valide par le fournisseur signie que le gestionnaire de score a reçu
une part valide pour les engagements reçus par le fournisseur. Si le fournisseur reçoit 2dnGS/3e−1
parts valides, alors 2dnGS/3e −1 gestionnaires de score ont reçus des parts qui ont été générées à
partir du secret attendu et d’un même polynôme ; nous avons expliqué en section 5.1.2 pourquoi
le fournisseur attend ce nombre de parts. Dans ce cas, le fournisseur accepte le partage de secret.
La gure 5.3 présente cette étape.
Client Gestionnaire i Fournisseur
σGSi
Cinv, (CAj )16j<tGS ,piCinv
Cinv, (CAj )16j<tGS ,
EncekGSi (Si ),piSi
Figure 5.3 – Partage de l’invariant
Une fois le partage de l’invariant terminé, le client et le fournisseur peuvent eectuer la
transaction.
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Remarque (Émission des témoignages)
Les gestionnaires de score n’ont aucun moyen de vérier que la transaction a eectivement eu
lieu. Ainsi, ils acceptent un témoignage tant que celui-ci comprend la signature du fournisseur
– qui signie son accord – et l’invariant – qui donne l’accord du client. 
Construction du témoignage
L’émission du témoignage peut se dérouler de deux manières : si le client veut noter le four-
nisseur, il est capable de construire le témoignage seul. Cependant, s’il ne le désire pas, alors le
fournisseur peut utiliser les parts de ses gestionnaires de score pour obtenir un témoignage.
Scénario A – client honnête Si le client désire émettre un témoignage, il construit une
preuve du calcul de l’invariant piinv ; à la diérence de piCinv , cette preuve ne masque pas l’inva-
riant :
piinv = nizk
{
idCl : inv = Inv(IdFS, idCl)
}
.
Cette preuve garantit que l’invariant donné par le client est calculé correctement. Le client
choisit ensuite une note ρ sur laquelle il calcule une signature proxy anonyme ςρ :
ςρ = APSign
(
skCl,H (σnym, inv,ρ)
)
,
qui garantit que c’est bien le client qui choisit sa note. Cette signature est proxy anonyme pour
éviter de révéler la clé de vérication du client, qui le désanonymiserait. Finalement, le client
envoie les éléments suivants aux gestionnaires de score du fournisseur : nymCl, CidCl , CcertCl ,
picertCl , IdFS, σnym, inv, piinv, ρ, ςρ . Un gestionnaire de score accepte un tel témoignage si les deux
preuves et les deux signatures incluses sont valides.
Le moteur de réputation présenté au chapitre 4 permet au fournisseur d’émettre une note
qui sera ensuite modulée avec celle du client ; pour ajouter cette fonctionnalité au protocole,
il sut que le fournisseur envoie cette note ainsi que nymCl aux gestionnaires de score. La
première colonne de la table 5.1 résume les éléments composant le témoignage.
Scénario A Scénario B
Fournisseur vkFS, IdFS vkFS, IdFS
Client nymCl,CidCl ,CcertCl ,picertCl nymCl,CidCl ,CcertCl ,picertCl
Inforgeabilité σnym σnym
Invariant inv,piinv inv,Cinv, (CAj )16j<tGS ,piCinv , (Si j ,piSij )16j6tGS
Note ρ,ςρ N.A.
Table 5.1 – Éléments composant le témoignage
Scénario B – client malveillant Si au bout d’un certain temps le client n’a toujours pas
émis de note, le fournisseur peut demander les parts conservées par ses gestionnaires de score.
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Après un temps d’attente permettant potentiellement au client de témoigner, les gestionnaires
de score renvoient Si ainsi que piSi au fournisseur. Une fois que le fournisseur a reçu tGS parts
valides, il peut utiliser l’interpolation de Lagrange pour obtenir le secret, c’est-à-dire l’invariant
(voir section 2.3.2). Le fournisseur peut alors obtenir un témoignage en envoyant les éléments
suivants à ses gestionnaires de score : IdFS, inv, nymCl, CidCl , CcertCl , Cinv, (CAj )16j<tGS σnym,
picertCl , piCinv , (Si j ,piSij )16j6tGS . Un gestionnaire de score accepte un tel témoignage si les tGS + 2
preuves et la signature sont valides. La gure 5.4 décrit cet échange.
Client Gestionnaire i Fournisseur
Part associée à Cinv ?
Cinv
Si ,piSi
IdFS, inv,nymCl,CidCl ,CcertCl ,
Cinv, (CAj )16j<tGS ,σnym,
picertCl ,piCinv , (Si j ,piSij )16j6tGS
timeout
Figure 5.4 – Construction du témoignage lorsque le client est malveillant
Similairement au mécanisme précédent, les gestionnaires de score se synchronisent une fois
que le témoignage résultant de la transaction a été émis (voir section 4.3.3) ; chacun propose
une valeur, le témoignage, et ils utilisent un algorithme du consensus pour décider de la valeur
à accepter. Les témoignages comportent toutes les informations prouvant leur émission, c’est-
à-dire les éléments de la table 5.1. Les gestionnaires de score peuvent donc proposer soit un
témoignage valide, proposé par le client, soit un témoignage invalide, détecté comme tel – ce qui
revient à ne rien proposer ; l’algorithme du consensus utilisé ne doit donc pas nécessairement
tolérer les comportements byzantins. Le protocole décrit par Raynal résolvant le problème du
consensus uniforme pour des fautes par omission peut donc être utilisé [Ray02] ; ce protocole
tolère jusqu’à dnGS/2e − 1 utilisateurs fautifs. Néanmoins, le partage de secret vériable utilisé
ne tolère que jusqu’à dnGS/3e−1 gestionnaires de score malveillants (voir section 5.1.2). Ainsi, ce
mécanisme tolère jusqu’à dnGS/3e−1 gestionnaires malveillants, et il faut autant de gestionnaires
de score par fournisseur que pour le mécanisme précédent, c’est-à-dire 103 (voir section 4.2).
Remarquons de plus que le fournisseur n’a rien à faire une fois qu’il a rendu son service ;
il lui sut de vérier que le client a émis son témoignage et, si nécessaire, de faire appel aux
gestionnaires de score pour obtenir une preuve de transaction.
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5.2.3 Mécanisme optimiste préservant la vie privée des clients
Le mécanisme précédent préserve la vie privée des clients tout en garantissant l’indéniabilité
et l’inforgeabilité des témoignages (voir section 5.2.2). Cependant, le partage de secret utilisé
par ce mécanisme fait appel aux gestionnaires de score même dans le scénario A, c’est-à-dire
lorsqu’ils ne sont pas nécessaires pour la construction du témoignage. Nous avons présenté
en section 5.1.3 un schéma de partage de secret, dit optimiste, qui résout ce problème. Nous
décrivons une variante du mécanisme de réputation utilisant ce schéma de partage optimiste,
c’est-à-dire que cette variante ne fait appel aux gestionnaires de score que pour la construction
du témoignage dans le scénario B, et pour son émission.
L’authentication mutuelle entre le client et le fournisseur, et la construction du témoignage
dans le scénario A ne font pas appel aux gestionnaires de score ; ces deux étapes sont donc
inchangées.
Dans ce mécanisme optimiste, la synchronisation des gestionnaires de score et le partage
de secret vériable optimiste tolèrent jusqu’à dnGS/2e − 1 gestionnaires de score malveillants.
La démarche suivie en section 4.2 peut être appliquée en remplaçant f : n 7→ dn/3e − 1 par
f : n 7→ dn/2e − 1 ; avec les mêmes paramètres que précédemment, il faut dorénavant choisir
nGS = 51 gestionnaires de score.
Obtention de la réputation du fournisseur
Dans le mécanisme classique précédent (voir section 5.2.2), le client obtient les témoignages
émis sur le fournisseur auprès des gestionnaires de score, ce qui lui permet de calculer la ré-
putation du fournisseur. Dans le mécanisme optimiste, nous supposons qu’ils ne sont pas né-
cessairement en ligne ; l’obtention de la réputation du fournisseur de cette manière n’est donc
plus possible. À la place, les gestionnaires de score calculent eux-mêmes la réputation du four-
nisseur, repFS et signent la réputation, l’identiant du fournisseur et une estampille timestamp
pour empêcher le fournisseur d’utiliser une ancienne réputation :
σrep,GSi = Sign
(
skGSi ,H (IdFS, timestamp, repFS)
)
.
Ils envoient ensuite la réputation et la signature au fournisseur. Ainsi, un client demande direc-
tement sa réputation au fournisseur, qui la lui transmet accompagnée des signatures. Le client
accepte la réputation si au moins une majorité tGS = dnGS/2e des signatures sont valides, et sont
bien émises par les gestionnaires de score du fournisseur. La gure 5.5 décrit cet échange.
Client Fournisseur
« réputation ? »
IdFS, timestamp, repFS, (i j ,σrepFS,GSij
)16j6tGS
Figure 5.5 – Obtention de la réputation du fournisseur, pour la variante optimiste
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Une fois que le client a vérié la réputation du fournisseur, ils s’authentient mutuellement,
comme dans le mécanisme précédent.
Partage optimiste de l’invariant
Pour partager l’invariant, le client commence par le calculer et prouver ce calcul, comme
précédemment :
inv = Inv(IdFS, idCl)
piCinv = nizk
{
inv, idCl : inv = Inv(IdFS, idCl)
}
.
Il chire ensuite les parts pour les gestionnaires de score :
ESi = EncekGSi (Si ),
pour 1 6 i 6 nGS, pour lesquelles il construit des signatures σi et des preuves piESi (voir
section 5.1.3). Le client envoie les parts chirées, les preuves ainsi que les engagements au
fournisseur, qui accepte le partage si toutes les signatures et preuves sont valides. La gure 5.6
décrit cet envoi.
Client Fournisseur
Cinv,piCinv , (CAj )16j<tGS , (ESi ,Cσi ,piESi )16i6nGS
Figure 5.6 – Partage optimiste de l’invariant
Remarque
La preuve de réputation, l’authentication mutuelle du client et du fournisseur, ainsi que le
partage de l’invariant peuvent être fusionnés pour réduire le nombre de messages échangés
entre le client et le fournisseur. Nous n’avons pas présenté cette fusion pour séparer les objectifs
de chaque étape. 
Construction du témoignage lorsque le client est malveillant
Si au bout d’un certain temps le client n’a pas émis de témoignage, le fournisseur réclame les
parts des gestionnaires de score. Pour ce faire, il envoie ESi , nymCl, Cσi , Cinv, (CAj )j et piESi à
son i-ième gestionnaire de score. Le gestionnaire de score vérie la preuve et, si elle est valide,
déchire la part :
Si = DecdkGSi (ESi ).
Il construit également la preuve piSi décrite en section 5.1.3, grâce à un engagement CdkGSi
sur sa clé de déchirement. Le gestionnaire de score renvoie nalement Si , CdkGSi et piSi au
fournisseur. Celui-ci peut alors reconstruire l’invariant, qui sert de preuve de transaction, et
émettre un témoignage en envoyant les éléments présentés à la deuxième colonne de la table 5.2
aux gestionnaires de score ; ce témoignage ne comporte pas de note du client.
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Scénario A Scénario B
Fournisseur IdFS,vkFS IdFS,vkFS
Client nymCl,CidCl ,CcertCl ,picertCl nymCl,CidCl ,CcertCl ,picertCl
Inforgeabilité σnym σnym
Invariant inv,piinv
inv,Cinv, (CAj )16j<tGS ,piCinv ,
(ESij ,Si j ,Cσij ,CdkGSij
,piESij
,piSij )16j6tGS
Note ρ,ςρ N.A.
Table 5.2 – Éléments composant le témoignage pour la variante optimiste
5.3 Tierces parties distribuées et vie privée des fournisseurs
Les mécanismes de réputation doivent garantir que l’émission des témoignages – positifs et
négatifs – ainsi que leur agrégation – en vue du calcul des scores de réputation – se déroulent
correctement. Coner ces deux opérations aux fournisseurs eux-mêmes paraît complexe et
coûteux : il faudrait alors garantir que les scores de réputation ne sont pas modiés et qu’aucun
témoignage, même négatif, ne soit « accidentellement » oubliés.
Nous avons montré aussi bien au chapitre 4 qu’en section 5.2 qu’une tierce partie distribuée,
les gestionnaires de score, est capable de garantir le bon déroulement de ces deux opérations
– c’est-à-dire, garantir les propriétés de sécurité présentées en section 1.4. Cette tierce partie
garantit à la fois l’intégrité des témoignages et des scores de réputation, ainsi que l’indéniabilité
des témoignages : elle stocke les témoignages sur un fournisseur particulier, et permet à la
fois aux clients et aux fournisseurs de témoigner lorsqu’ils sont en mesure de prouver leur
participation à une transaction.
Cependant, plusieurs problèmes se posent lorsque la vie privée des fournisseurs doit être
préservée et qu’ils utilisent des pseudonymes, et non plus leur identiant unique, pour interagir.
Tout d’abord, les clients ne doivent plus avoir accès aux témoignages : les témoignages, même
lorsqu’ils concernent un pseudonyme, donnent aux clients plus d’informations que la seule
réputation, ce qui réduit l’ensemble d’anonymat des fournisseurs. Ensuite, il n’est plus possible
d’avoir un ensemble de gestionnaires de score par fournisseur : deux pseudonymes présentant
les mêmes gestionnaires de score sont probablement issus du même fournisseur.
Dans cette section, nous séparons les deux rôles précédemment remplis par les gestionnaires
de score et listons les fonctionnalités requises par ces deux rôles. Nous motivons ensuite l’uti-
lisation de deux types de tierces parties diérentes pour remplir ces deux rôles, et expliquons
comment les choisir.
5.3.1 Gestion des scores de réputation
Certains mécanismes de réputation assignent une tierce partie à la gestion des scores d’un
fournisseur donné [Anc+13a ; Has10 ; KSG03], ce qui permet d’avoir un mécanisme de répu-
tation passant à l’échelle : lorsque la taille du système augmente, le nombre de tierces parties
augmente également, mais pas le nombre d’utilisateurs les constituant ou leur charge de tra-
vail. Cependant, pour un mécanisme préservant la vie privée des fournisseurs (propriété 1), il
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est impossible d’assigner une tierce partie diérente à chaque fournisseur : connaître la tierce
partie revient alors à connaître le fournisseur, ce qui permet de les distinguer. Il faut donc une
unique tierce partie s’occupant de la gestion de tous les scores de réputation pour garantir
l’indistinguabilité des fournisseurs de service.
Cependant, un seule entité mettant à jour les scores de réputation des fournisseurs de service
est un point unique de défaillance : dès que cette entité est compromise ou ne peut s’occuper des
mises à jour, les clients ne peuvent plus être tenus au courant de l’évolution des réputations des
fournisseurs ; un adversaire pourrait donc attaquer cette entité – empêchant de cette manière
les mises à jour des réputations – pour permettre à un fournisseur de bonne réputation de mal se
comporter sans voir sa réputation diminuer. Pour empêcher une telle attaque, nous proposons
de distribuer cette autorité sur plusieurs utilisateurs du système.
Cette tierce partie n’a pas besoin d’intervenir pendant une interaction. Il est susant que la
mise à jour des réputations ait lieu à intervalles réguliers et non pas en temps réel. Il est cepen-
dant nécessaire que l’intervalle de mise à jour ne soit pas trop long, sans quoi un fournisseur
peut mal se comporter sans conséquences sur sa réputation pendant longtemps.
Nous appelons signataires accrédités les membres de cette tierce partie : ils sont accrédités
pour calculer et signer les réputations des fournisseurs de service.
5.3.2 Indéniabilité des témoignages
Garantir l’indéniabilité des témoignages demande de résoudre une contradiction : les clients
ne doivent pas savoir qui sont les fournisseurs avec lesquels ils interagissent, mais ils doivent
pouvoir témoigner sur le bon fournisseur, même quand celui-ci refuse de donner les informa-
tions nécessaires. 3
Nous proposons une tierce partie dont le rôle est d’assister la construction des témoignages
quand le client ou le fournisseur impliqué dans une transaction refuse de collaborer. Similaire-
ment à la première tierce partie, nous distribuons celle-ci. De plus, pour garantir que le client
ou le fournisseur ne peut obtenir d’informations secrètes en corrompant un seul membre de
cette tierce partie, nous utilisons du partage de secret (voir section 2.3) : un seul membre de
la tierce partie ne sait rien des informations secrètes, mais un nombre susant de ces tierces
parties est capable de les reconstruire. Nous appelons donc porteurs de part ses membres.
Contrairement à la première tierce partie, celle-ci doit assister le client ou le fournisseur
pendant les interactions : elle doit donc être en ligne. Cependant, il est possible d’utiliser une
tierce partie diérente pour chaque interaction.
5.3.3 Instanciation des tierces parties
Nous avons motivé l’utilisation de deux tierces parties distribuées aux rôles distincts. Est-il
possible d’utiliser une seule tierce partie distribuée remplissant ces deux rôles ? La tierce partie
gérant les scores de réputation doit s’occuper de tous les fournisseurs de service, tandis que
celle garantissant l’indéniabilité des témoignages doit être présente lors des interactions. Dans
3. La réciproque est également vraie : les fournisseurs ne doivent pas savoir qui sont leurs clients, mais doivent
être capables d’obtenir une preuve de transaction, qui comprend l’invariant, même lorsque le client ne souhaite pas
témoigner.
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le cas d’un système large-échelle, ces deux fonctionnalités induiraient une charge excessive
sur chaque membre de la tierce partie. C’est pourquoi nous utilisons deux tierces parties dif-
férentes pour ces deux rôles. La première est unique, et comprend susamment d’utilisateurs
de conance pour garantir le calcul de tous les scores de réputation. La deuxième tierce partie
s’occupe d’une seule interaction, et permet donc l’émission d’un unique témoignage. Sa sûreté
est importante, mais moins cruciale que celle des signataires accrédités : garantir que peu de
témoignages peuvent être forgés ou déniés sut pour obtenir des scores de réputation précis.
Aucun critère particulier ne guide le choix des signataires accrédités. Ils peuvent par exemple
être choisis par l’autorité centrale qui contrôle l’enregistrement des utilisateurs. Les fournis-
seurs les plus actifs du système sont un choix naturel pour être signataires accrédités : ils ont
intérêt à ce que le système perdure an de continuer à eectuer des transactions. Nous notons
nSA le nombre de signataires accrédités.
Les signataires accrédités doivent être disponibles à intervalles réguliers pour mettre à jour
les scores de réputation ; dans la suite, nous appelons round ces intervalles. Lorsqu’un nouveau
round commence, chaque signataire accrédité agrège les témoignages émis au round précé-
dent, calcule les nouveaux scores de réputation des fournisseurs de service et les signe. 4 Un
compromis raisonnable est de signer les réputations tous les jours : les signataires accrédités
ne sont pas démesurément sollicités, et les mises à jour des réputations sont susamment ré-
actives. Un fournisseur utilise les signatures émises par les signataires accrédités pour prouver
son score de réputation ; une majorité de signatures tSA = dnSA/2e sut, ce qui empêche toute
collusion minoritaire de forger des scores de réputation. Dans la suite, nous supposons qu’une
majorité de signataires accrédités sont honnêtes.
Comme expliqué précédemment, les porteurs de part sont choisis pour une interaction spé-
cique. Nous proposons de les choisir parmi tous les fournisseurs de service du système – pas
nécessairement parmi les plus actifs. Le client et le fournisseur d’une interaction choisissent
conjointement une graine, qui sert ensuite à choisir les porteurs de part de manière pseudo-
aléatoire. Plus précisément, notons N le nombre total de fournisseurs de service, parmi les-
quels sont choisis les porteurs de part, et nPP le nombre de porteurs de part désirés. La fonction
ChooseSC renvoie un ensemble de nPP porteurs de part choisis pseudo-aléatoirement ; cette
fonction est dénie par
ChooseSC(seed,N ,nPP) =
{⌊
H (seed‖i ) × N
2h
⌋
,i ∈ {0, . . . ,n′ − 1}} ,
où H est une fonction de hachage, par exemple sha-256 [Nat12], dont la sortie est une chaîne
de h bits, et n′ est choisi de manière à ce que l’ensemble résultant contienne exactement nPP
porteurs de part diérents. Cette fonction divise l’ensemble {0,1, . . . ,2h − 1} en N intervalles
de tailles équivalentes, et choisit une séquence pseudo-aléatoire d’éléments de {0,1, . . . ,2h−1}
à partir de la graine ; chaque élément de cette séquence renvoie vers un intervalle. Les nPP pre-
miers diérents intervalles sont choisis, ce qui détermine les porteurs de part utilisés. An que
ceux-ci ne soient déterminés ni par le client, ni par le fournisseur, il est nécessaire que la graine
4. Dans ce chapitre, nous ne faisons aucune hypothèse sur le moteur de réputation employé. Par exemple, le
moteur proposé au chapitre précédent peut être utilisé.
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seed soit générée à partir de nonces choisis indépendamment par le client et le fournisseur.
Nous précisons la génération de la graine lors de la description du protocole d’interaction, en
section 5.4.1.
Comme les porteurs de part sont moins critiques que les signataires accrédités et que les
gestionnaires de score des mécanismes précédents, il n’est pas nécessaire d’avoir une proba-
bilité de collusion aussi faible que celle utilisée pour le choix des gestionnaires de score (voir
section 4.2). Nous considérons que pmax = 2−20 sut : cela correspond à une interaction sur un
million où un témoignage peut soit être émis avant la transaction, soit être dénié ; les scores
de réputation des fournisseurs seront toujours proches de leur comportement. Avec ce para-
mètre, il faut choisir nPP = 28 porteurs de part quand f : n 7→ dn/3e − 1, et nPP = 15 quand
f : n 7→ dn/2e − 1.
5.4 Mécanismes de réputation préservant la vie privée des clients et
des fournisseurs de service
Nous présentons maintenant deux mécanismes de réputation garantissant toutes les proprié-
tés de vie privée et de sécurité énoncées au chapitre 1. Dans un premier temps, nous décrivons
la mise en place des utilisateurs, qui dière légèrement de celle des deux mécanismes précé-
dents. Nous présentons ensuite les deux mécanismes, classique et optimiste, qui préservent
également la vie privée du fournisseur ; ces deux mécanismes ne dièrent que par le schéma de
partage de secret – classique ou optimiste – employé. La diérence entre ces deux mécanismes
et les deux mécanismes ne préservant pas la vie privée des fournisseurs de service concerne
tous les éléments envoyés par le fournisseur ; comme celui-ci ne doit pas être identiable par le
client avant la transaction, tous les éléments l’identiant doivent être masqués par des preuves
nizk. Par exemple, l’invariant ne peut pas être calculé tel quel par le client, c’est pourquoi nous
utilisons le pré-invariant et l’invariant masqué introduits en section 5.1.1.
Ces deux mécanismes et leurs versions préliminaires ont donné lieu à plusieurs publica-
tions [Anc+13b ; Anc+14 ; Laj+15a ; Laj+15b].
5.4.1 Mise en place des utilisateurs
Tout comme précédemment, nous considérons une autorité centrale C possédant une paire
de clés de signature automorphe (skC ,vkC ). En plus de cette autorité, nous considérons quatre
types d’utilisateurs : des fournisseurs de service, des clients, des signataires accrédités ainsi que
des porteurs de part. La table 5.3 présente les éléments possédés par chaque utilisateur.
Un fournisseur possède une paire de clés de signature automorphe (skFS,vkFS), un identiant
IdFS ∈ G1 qui lui est attribué par C, ainsi qu’un certicat certFS émis par C portant sur vkFS et
IdFS.
La mise en place des clients est inchangée : ils possèdent une paire de clés de signature au-
tomorphe (skCl,vkCl), un identiant idCl ∈ Zp qui leur est attribué par C, ainsi qu’un certicat
certCl émis par C portant sur vkCl et idCl.
Les signataires accrédités sont au nombre de nSA, et chacun possède une paire de clés de
signature automorphe (skSAi ,vkSAi ) ainsi qu’un certicat portant sur vkSAi . Ils utilisent cette
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C SA PP Client Fournisseur
Élément Engagement Élément Engagement
Clé de sig. skC skSA skPP skCl skFS
Clé de vérif. vkC vkSA vkPP vkCl nymCl vkFS nymFS
Clé de chi. ekPP
Clé de déchi. dkPP
Identiant idCl CidCl IdFS CIdFS
Certicat certSA certPP certCl CcertCl certFS CcertFS
(vérié avec) (vkSA) (vkPP,ekPP) (vkCl, idCl) (picertCl ,nymCl,CidCl ) (vkFS, IdFS) (picertFS ,nymFS,CIdFS )
Réputation repFS
Signature (σrep,i )i (Cσrep,i )i
(vériées avec) (vkFS, repFS) (nymFS, repFS,pirepFS )
Table 5.3 – Éléments des utilisateurs – les éléments en gras sont secrets
paire de clés pour signer les réputations des fournisseurs. Par exemple, si repFS est la réputation
d’un fournisseur, la signature du i-ième signataire accrédité au round rnd est dénie par
σrep,i = SPSign
(
skSAi ,〈repFS, IdFS, rnd〉
)
.
Les fournisseurs utilisent une majorité tSA = dnSA/2e de ces signatures pour construire leurs
preuves de réputation pirepFS .
Les porteurs de part sont similaires aux gestionnaires de score des précédents mécanismes :
ils possèdent une paire de clés de signature classique (skPPi ,vkPPi ) et une paire de clés de chif-
frement classique (dkPPi ,ekPPi ). L’autorité centrale leur fournit également un certicat certPPi
portant sur vkPPi et ekPPi . Lors d’une interaction, le client et le fournisseur choisiront nPP por-
teurs de part : pour le schéma de partage classique, il faut nPP = 28, tandis que nPP = 15 sut
au cas optimiste (voir section 5.3.3).
Pour générer leurs pseudonymes, les clients et les fournisseurs procèdent comme les clients
des deux précédents mécanismes, c’est-à-dire en s’engageant sur leurs identiants :
nymCl = Com(vkCl,_)
nymFS = Com
(
vkFS, (rFS,r ′FS)
)
CidCl = Com(idCl,_)
CIdFS = Com
(
IdFS, (rIdFS ,r
′
IdFS )
)
CcertCl = Com(certCl,_)
CcertFS = Com(certFS,_),
où rFS,r ′FS,rIdFS ,r
′
IdFS
R←Zp , et construisent des preuves picertCl et picertFS de validité de leur certi-
cat, comme décrit en section 5.2.1. Comme précédemment, ces engagements et preuves sont
utilisés pour une seule interaction.
Finalement, les fournisseurs calculent un pré-invariant en choisissant un aléa rpre_inv R←Zp ,
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et construisent une preuve pipre_inv de son calcul :
pre_inv = Pre_inv(IdFS,rpre_inv)
pipre_inv = nizk
{
IdFS,rpre_inv : pre_inv = Pre_inv(IdFS,rpre_inv)
}
.
Ils calculent également des engagements sur les signatures reçues des signataires accrédités,
et une preuve de réputation pirepFS qui garantit la validité de tSA signatures, sans révéler ni les
signatures, ni l’identiant du fournisseur :
∀1 6 i 6 nSA, Cσrep,i = Com(σrep,i ,_)
pirepFS = nizk
{
IdFS,{σrep,i j }16j6tSA :
∧16j6tSA SPVerif (σrep,i j ,〈IdFS, repFS, rnd〉,vkSAij )
}
.
Ces éléments permettent aux fournisseurs de prouver leur réputation tout en préservant leur
vie privée.
5.4.2 Mécanisme préservant la vie privée des utilisateurs
Comme nous l’avons brièvement évoqué au début de cette section, une interaction entre un
client et un fournisseur se déroule en quatre étapes : dans un premier temps, le fournisseur
prouve sa réputation au client, et le client s’authentie auprès du fournisseur ; les porteurs
de part sont également choisis pendant cette étape. Une fois les porteurs de part choisis, le
client et le fournisseur partagent leurs secrets, ce qui garantit les propriétés d’indéniabilité. La
transaction peut alors se dérouler. Après cela, le client et le fournisseur peuvent construire le
témoignage ; cette étape peut se dérouler de trois manières diérentes suivant les comporte-
ments du fournisseur et du client. Finalement, et de manière désynchronisée des interactions,
les signataires accrédités mettent les scores de réputation des fournisseurs à jour et signent
leurs réputations.
Dans cette section, nous utilisons le partage de secret vériable classique, c’est-à-dire que
nous n’essayons pas de construire un mécanisme optimiste. Nous verrons ensuite comment
adapter ce mécanisme pour en obtenir un optimiste.
Preuve de réputation
Lorsqu’un client est intéressé par le service proposé par un fournisseur, il commence par
s’authentier en lui envoyant nymCl, CidCl , CcertCl et picertCl . Si la preuve est valide, le fournis-
seur choisit un nonce sPP R←Zp sur lequel il s’engage en calculant CPP = H (00‖sPP), et répond
avec nymFS,CIdFS ,CcertFS , picertFS , repFS, (Cσrep,ij )16j<tSA , pirep, pre_inv, pipre_inv etCPP. Le client vé-
rie les trois preuves et retient CPP. Il choisit également un nonce rPP R←Zp , calcule l’invariant
masqué à l’aide d’un aléa rmasked_inv R←Zp , et prouve ce calcul en masquant à la fois l’invariant
masqué et l’aléa utilisé, pour lesquels il s’engage :
masked_inv = Mask(pre_inv, idCl,rmasked_inv)
piCmasked_inv = nizk
{
idCl,masked_inv,rmasked_inv :
masked_inv = Mask(pre_inv, idCl,rmasked_inv)
}
.
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Finalement, il construit une signature proxy anonyme ςCl dénie par
ςCl = APSign
(
skCl,H (CPP,rPP,nymFS,pre_inv,Cmasked_inv)
)
,
et envoie le nonce, les engagements sur l’invariant masqué et son aléa, la preuve de ce calcul,
ainsi que la signature au fournisseur. Celui-ci vérie la preuve et la signature, et construit ςFS
dénie par
ςFS = APSign
(
skFS,H (sPP,rPP,nymCl,pre_inv,Cmasked_inv)
)
.
Il révèle sPP au client, et lui envoie également ςFS. Le client vérie que CPP = H (00‖sPP). L’en-
gagement du fournisseur sur sPP garantit que le fournisseur et le client ont choisi leurs nonces
indépendamment : le client a choisi rPP sans connaître sPP, et réciproquement. Les deux si-
gnatures portent sur des éléments « frais », c’est-à-dire qu’il n’est pas possible de rejouer une
ancienne signature ; ces deux signatures garantissent donc que le client désire interagir avec le
fournisseur, et vice-versa. La gure 5.7 décrit cet échange.
Client Fournisseur
nymCl,CidCl ,CcertCl ,picertCl
nymFS,CIdFS ,CcertFS ,picertFS , repFS, (Cσrep,ij )16j<tSA ,pirep,
pre_inv,pipre_inv,CPP
Cmasked_inv,Crmasked_inv ,piCmasked_inv ,rPP,ςCl
sPP,ςFS
Figure 5.7 – Preuve de réputation
Une fois que les nonces ont été échangés, les porteurs de part peuvent être choisis en utilisant
la fonction ChooseSC dénie en section 5.3.3. Cette fonction est appliquée à la graine
H (01‖sPP‖rPP‖nymCl‖nymFS),
ce qui détermine les nPP porteurs de part. Cette graine sert également d’identiant de transac-
tion ; à cet eet, nous la notons idtrans.
Remarque (Attaques par extension de longueur)
Le 00 et le 01 de CPP et idtrans empêchent les attaques par extension de longueur [DR09], qui
permettraient sinon au client de choisir rPP de sorte que les (H (sPP‖rPP‖nymCl‖nymFS‖i ))i ∈N
donnent un ensemble de porteurs de part lui convenant. 
Partage des secrets
Le partage des secrets se décompose en deux sous-protocoles exécutés simultanément : le
fournisseur partage son secret, – son identiant – pendant que le client partage le sien – l’in-
variant masqué. Une fois les deux partages vériés, la transaction peut avoir lieu.
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Partage de l’identifiant du fournisseur Pour partager son identiant, le fournisseur choi-
sit un polynôme aléatoirement et construit des preuves comme décrit en section 5.1.2 ; le po-
lynôme est Q : z 7→ IdFS ·∏tPP−1j=1 A(z j )j , où les Aj sont choisis aléatoirement, et les parts sont
les Si = Q (i ) pour 1 6 i 6 nPP. Les preuves sont les piSi , et les engagements sur les Aj sont les
CAj ; l’engagement sur le secret estCIdFS , et a été calculé précédemment. Le fournisseur chire
les parts pour les porteurs de part :
ESi = EncekPPi (Si ).
Finalement, le fournisseur envoie idtrans, i , ESi , CIdFS , (CAj )j et piSi à chaque porteur de part.
Quand un porteur de part reçoit une part valide, il envoie une conrmation idtrans, σPPi ,Cl au
client, où la signature est dénie par
σPPi ,Cl = Sign
(
skPPi ,H
(
i,CIdFS , (CAj )j
))
.
Le fournisseur a déjà prouvé la validité du secret au client grâce à la preuve picertFS ; il sut
donc qu’il lui envoie les (CAj )j . Finalement, le client accepte le partage dès qu’il a reçu 2dnPP/3e−
1 conrmations valides. La gure 5.8 décrit le partage du fournisseur.
Fournisseur Porteur i Client
idtrans,i,ESi ,CIdFS ,
(CAj )16j<tPP ,piSi
idtrans,σPPi ,Cl
(CAj )16j<tPP
Figure 5.8 – Partage de l’identiant du fournisseur
Partage de l’invariant masqué Le partage de l’invariant masqué est légèrement diérent.
En eet, celui-ci est un élément de G1 × G1 ; pour le partager, il faut donc partager ses deux
composants, masked_inv1 et masked_inv2. Le client choisit à cet eet deux polynômes, R1 :
z 7→ masked_inv1 ·∏tPP−1j=1 Bj1 (i j ) et R2 : z 7→ masked_inv2 ·∏tPP−1j=1 Bj2 (i j ) . Les parts sont les
Ti =
(
R1 (i ),R2 (i )
)
pour 1 6 i 6 nPP, et leurs preuves sont également doublées :
piTi = nizk
{
masked_inv, (B1k , . . . ,B (tPP−1)k )k∈{1,2} :
Ti 1 = masked_inv1 ·
t−1∏
j=1
Bj1
(i j )
∧Ti 2 = masked_inv2 ·
t−1∏
j=1
Bj2
(i j )
}
.
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Finalement, le client chire les parts pour les porteurs de part : ETi = EncekPPi (Ti ),1 6 i 6 nPP.
Le client envoie donc idtrans, i , ETi ,Cmasked_inv, (CBj )16j<tPP et piTi à chaque porteur de part. 5 Si
la preuve reçue par un porteur de part est valide, il répond en signant H (i,Cmasked_inv, (CBj )j ) :
σPPi ,FS = Sign
(
skPPi ,H (i,Cmasked_inv, (CBj )16j<tPP )
)
.
En parallèle, le client envoie (CBj )j au fournisseur. Celui-ci accepte le partage si la preuve est
valide et une fois qu’il a reçu 2dnPP/3e −1 conrmations valides. La gure 5.9 décrit cet échange.
FournisseurPorteur iClient
idtrans,i,ETi ,Cmasked_inv,
(CBj )16j<tPP ,piTi
idtrans,σPPi ,FS
(CBj )16j<tPP
Figure 5.9 – Partage de l’invariant masqué
Une fois que les deux partages ont été acceptés, la transaction peut avoir lieu.
Construction du témoignage
Après la transaction, le client a l’occasion de témoigner. S’il le désire, il procède comme décrit
au scénario A ; sinon, le fournisseur peut obtenir la preuve de transaction en lançant le scénario
B. Finalement, si le fournisseur n’aide pas le client à émettre son témoignage, le scénario C est
déclenché.
Scénario A – cas nominal Pour émettre un témoignage, le client commence par choisir une
note ρ et la signer avec une signature proxy anonyme ςρ :
ςρ = APSign
(
skCl,H (idtrans,ρ,masked_inv)
)
.
Le client prouve également le calcul de masked_inv, sans le masquer :
pimasked_inv = nizk
{
idCl,rmasked_inv :
masked_inv = Mask(pre_inv, idCl,rmasked_inv)
}
.
5. Rappelons que CBj = (CBj1 ,CBj2 ) (voir la description des notations en section 2.1.1).
109
5 Mécanismes de réputation distribués, ecaces et préservant la vie privée
Remarque
L’aléa rmasked_inv reste masqué. En eet, s’il est révélé, le fournisseur peut calculer
masked_inv1 ·G1−rmasked_inv = Y1idCl .
Deux fournisseurs diérents pourraient alors comparer leurs clients, ce qui va contre le respect
de leur vie privée (propriété 2). 
Le client envoie alors au fournisseur un message m1 contenant tous les éléments nécessaires
au calcul de l’invariant, c’est-à-direm1 = (idtrans,ρ,masked_inv,ςρ ,pimasked_inv). Si la signature
et la preuve sont valides, le fournisseur calcule l’invariant :
inv = Unmask(masked_inv,rpre_inv).
Le fournisseur répond au client un messagem2 dans lequel il s’identie, et dans lequel il signe
la note du client :m2 = (IdFS,vkFS,certFS, inv,σρ,FS,piFS), où la signature est dénie par
σρ,FS = SPSign
(
skFS,H (idtrans,ςρ , inv)
)
,
et la preuve piFS contient les aléas utilisés par le fournisseur pour s’engager sur ses identiants
et sur le pré-invariant, c’est-à-dire piFS = (rFS,r ′FS,rIdFS ,r
′
IdFS
,rpre_inv). Puisque le fournisseur n’est
plus anonyme, sa signature est automorphe et non proxy anonyme.
À partir de tous ces éléments, aussi bien le client que le fournisseur peuvent émettre le
témoignage. Les éléments composant le témoignage sont présentés en première colonne de la
table 5.4. La gure 5.10 présente l’échange entre le client et le fournisseur.
Client Fournisseur
m1 = (idtrans,ρ,masked_inv,ςρ ,pimasked_inv)
m2 = (IdFS,vkFS,certFS, inv,σρ,FS,piFS)
Émission du témoignage
Figure 5.10 – Construction et émission du témoignage dans le scénario A
Si jamais le fournisseur ne reçoit pas le messagem1 et désire obtenir une preuve de transac-
tion, il contacte les porteurs de part et déclenche le scénario B. Si le client a envoyé le message
m1 mais ne reçoit pas le message m2, il lance le scénario C pour être capable d’émettre un
témoignage.
Scénario B – client malveillant Le fournisseur demande les parts des porteurs de part.
Ceux-ci laissent d’abord le temps au client d’envoyer le message m1 pour qu’il puisse noter le
fournisseur. Si le client ne répond toujours pas, les porteurs de part envoient leur part ainsi que
sa preuve de validité au fournisseur. Comme nous supposons qu’au plus dnPP/3e − 1 porteurs
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Scénario A Scénario B Scénario C
FS IdFS, vkFS, nymFS,
CIdFS , certFS, piFS
IdFS, vkFS, nymFS, CIdFS ,
certFS, piFS
IdFS,
{
(i j , Si j , piSij ),
1 6 j 6 tPP
}
, CIdFS , nymFS,
(CAj )16j<tPP , CcertFS , picertFS
Client nymCl, CidCl , CcertCl ,
picertCl
nymCl, CidCl , CcertCl , picertCl nymCl, CidCl , CcertCl , picertCl
Id. trans. idtrans,ςFS,ςCl idtrans,ςFS,ςCl idtrans,ςFS,ςCl
Invariant pre_inv, masked_inv,
inv, Crmasked_inv ,
pimasked_inv
pre_inv, masked_inv, inv,{
(i j , Ti j , piTij ), 1 6 j 6 tPP
}
,
Cmasked_inv, (CBj )16j<tPP ,
piCmasked_inv
inv, Πinv
Note ρ, ςρ , σρ,FS N.A. ρ, ςρ , (σρ,PPij )16j6tPP
Table 5.4 – Éléments composant le témoignage
de part sont malveillants, au moins tPP = dnPP/3e d’entre eux répondront avec une part valide
parmi les 2dnPP/3e − 1 ayant conrmé le partage. À partir des parts, le fournisseur reconstruit
l’invariant masqué en interpolant les parts (voir section 2.3.2) :
masked_inv = Interp
({
(i j ,Ti j ), 1 6 j 6 tPP
})
.
Le fournisseur peut alors calculer
inv = Unmask(masked_inv,rpre_inv)
et émettre le témoignage, qui ne contient pas de note du client. La gure 5.11 décrit cette inter-
action, et les composants du témoignage sont décrits dans la deuxième colonne de la table 5.4.
Scénario C – fournisseur malveillant Si le client ne reçoit pas le message m2 du fournis-
seur, il demande les parts des porteurs de part. Cependant, le client doit prouver qu’il a bien
envoyé un messagem1 valide au fournisseur. Le client envoie donc idtrans, ρ, ςρ . Si la signature
est valide, les porteurs de part renvoient leur part au client, c’est-à-dire i , Si et piSi , ainsi qu’une
signature σρ,PPi sur la note du client :
σρ,PPi = Sign
(
skPPi ,H (idtrans,ςρ ,ρ)
)
.
Le client peut alors reconstruire l’identiant du fournisseur, calculer
inv = Inv(IdFS, idCl),
ainsi qu’une preuve piinv de son calcul :
piinv = nizk
{
idCl : inv = Inv(IdFS, idCl)
}
.
Finalement, le client émet le témoignage, qui comporte les éléments de la troisième colonne de
la table 5.4. La gure 5.12 décrit ce scénario.
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Client PPi FS
idtrans
idtrans
i,Ti ,piTi
Émission du témoignage
timeout
Figure 5.11 – Construction et émission du témoignage dans le scénario B
Client SCi SP
m1
idtrans,ρ,ςρ
i,Si ,piSi ,σρ,PPi
Émission du témoignage
Figure 5.12 – Construction et émission du témoignage dans le scénario C
Mise à jour des scores de réputation
À la n du round rnd, chaque porteur de part agrège les témoignages issus des transactions
auxquelles il a participé depuis la n du round (rnd−1) et les transmet aux signataires accrédi-
tés. Une fois qu’un signataire accrédité a vérié un témoignage, il conserve uniquement l’identi-
ant de transaction, l’invariant ainsi que la note du client, c’est-à-dire le triplet (idtrans, inv,ρ).
À partir de ces témoignages, les signataires accrédités mettent les scores de réputation des
fournisseurs de service à jour. Rappelons que ce mécanisme de réputation est indépendant du
moteur de réputation ; il est par exemple possible de prendre en compte uniquement les der-
niers témoignages de chaque client pour limiter les bourrages d’urne, et d’utiliser le moteur de
réputation présenté en section 4.4 et de ltrer les témoignages avec la méthode proposée par
Whitby et coll. [WJI04].
Une fois que les réputations de tous les fournisseurs ont été mises à jour, les signataires
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accrédités les signent :
σrep,i = SPSign
(
skSAi ,〈IdFS, repFS, rnd〉
)
,
et transmettent ces signatures aux fournisseurs. Ceux-ci peuvent ensuite utiliser ces signatures
pour prouver leurs réputation pendant le round (rnd + 1).
5.4.3 Mécanisme optimiste préservant la vie privée des utilisateurs
Le mécanisme précédent nécessite que les porteurs de part soient en ligne lors du partage de
secret. Nous en présentons maintenant une variante, remplaçant le partage de secret vériable
(section 5.1.2) par du partage de secret vériable optimiste (section 5.1.3). Les seules étapes
modiées sont le partage des secrets ainsi que l’émission du témoignage dans les scénarios B
et C.
Partage des secrets
Partage de l’identifiant du fournisseur Similairement au mécanisme précédent, le four-
nisseur choisit un polynôme Q : z 7→ IdFS · ∏tPP−1j=1 Aj (z j ) aléatoirement. Les parts sont les
Si = Q (i ) pour 1 6 i 6 nPP. Le fournisseur s’engage sur les parts, les chire et les signe pour
les porteurs de part :
CSi = Com(Si ,_)
ESi = Enceki (Si )
σSi = SPSign(skFS,Si )
CσSi = Com(σSi ,_),
pour 1 6 i 6 nPP. Finalement, le fournisseur prouve le partage en calculant
piESi = nizk
{
Si ,σSi , IdFS,A1, . . . ,AtPP−1 :
ESi = Enceki (Si )
∧ Si = IdFS ·
tPP−1∏
j=1
Aj
(i j )
∧ SPVerif (σSi ,Si ,vkFS)
}
,
pour 1 6 i 6 nPP. Le fournisseur envoie nalement CA1 , . . . , CAtPP−1 , (ESi , CSi , CσSi , piESi )i au
client. Le client ayant déjà vérié la validité deCIdFS en même temps que la preuve de réputation
du fournisseur, il accepte le partage si les nPP preuves sont valides.
Partage de l’invariant masqué Comme précédemment, le client choisit deux polynômes
R1 : z 7→ masked_inv1 ·∏tPP−1j=1 Bj1 (z j ) et R2 : z 7→ masked_inv2 ·∏tPP−1j=1 Bj2 (z j ) aux coecients
aléatoires. Les parts sont les Ti =
(
R1 (i ),R2 (i )
)
pour 1 6 i 6 nPP. Le client s’engage sur les
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parts, les chire, les signe et prouve leur validité pour les porteurs de part :
CTi = Com(Ti ,_)
ETi = Enceki (Ti )
σTi = SPSign(skCl,Ti )
CσTi = Com(σTi ,_)
piETi = nizk
{
Ti ,σTi ,masked_inv,B1, . . . ,BtPP−1 :
ETi = Enceki (Ti )
∧Ti = masked_inv ·
tPP−1∏
j=1
Bj
(i j )
∧ SPVerif (σTi ,Ti ,vkFS)
}
,
pour 1 6 i 6 nPP. Le client envoie nalement (CBj )j et (ETi , CTi , CσTi , piETi )i au fournisseur,
qui accepte le partage si et seulement si les preuves sont valides.
La gure 5.13 décrit les deux partages.
Client Fournisseur
(CAj )16j<tPP ,
{
(i,ESi ,CSi ,CσSi ,piESi ),1 6 i 6 nPP
}
(CBj )16j<tPP ,
{
(i,ETi ,CTi ,CσTi ,piETi ),1 6 i 6 nPP
}
Figure 5.13 – Partage optimiste des secrets
Émission du témoignage
Scénario B – client malveillant Si le fournisseur ne reçoit pas le message m1 du client, il
demande aux porteurs de part de déchirer leur part en leur envoyant idtrans, ETi ,Cmasked_inv,
CTi ,CσTi , piETi et (Bj )16j<tPP . Après avoir laissé le temps au client d’envoyer le messagem1 pour
noter le fournisseur, chacun déchire sa part et prouve le déchirement :
Ti = DecdkPPi (ETi )
piTi = nizk{dkPPi :
Ti = DecdkPPi (ETi )
∧ dkPPi est la clé de déchirement associée à ekPPi }.
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Les porteurs de part envoient ensuiteTi ,CdkPPi et piTi au fournisseur, qui peut alors reconstruire
l’invariant masqué à partir de tPP = dnPP/2e parts, et calculer l’invariant :
masked_inv = Interp
({
(i j ,Ti j ), 1 6 j 6 tPP
})
inv = Unmask(masked_inv,rpre_inv).
Finalement, le fournisseur peut émettre le témoignage à partir des éléments de la deuxième
colonne de la table 5.5. La gure 5.14 présente cette interaction.
Client PPi FS
idtrans,ETi ,Cmasked_inv,CTi ,
CσTi ,piETi , (Bj )16j<tPP
idtrans
i,Ti ,CdkPPi ,piTi
Émission du témoignage
timeout
Figure 5.14 – Construction et émission du témoignage dans le scénario B, pour la variante
optimiste
Scénario C – fournisseur malveillant Lorsque le fournisseur n’envoie pas le message m2
au client, celui-ci demande les parts aux porteurs de part en leur envoyant idtrans, ESi , CIdFS ,
CSi ,Cσi , piESi , (Aj )16j<tPP . Après avoir vérié la preuve, les porteurs de part signent la note du
client, déchirent leur part et prouvent ces déchirements :
σρ,PPi = Sign
(
skPPi ,H (idtrans,ρ)
)
Si = DecdkPPi (ESi )
piSi = nizk
{
dkPPi :
Si = DecdkPPi (ESi )
∧ dkPPi est la clé de déchirement associée à ekPPi
}
.
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Scénario A Scénario B Scénario C
FS IdFS, vkFS, nymFS,
CIdFS , certFS, piFS
IdFS, vkFS, nymFS, CIdFS ,
certFS, piFS
IdFS, nymFS, CIdFS , CcertFS ,
picertFS ,
{
(i , Si j , ESij , CSij ,
CdkPPij
,CσFS,ij , piESij , piSij ),
1 6 j 6 tPP
}
, (CAj )16j<tPP
Client nymCl, CidCl , CcertCl ,
picertCl
nymCl, CidCl , CcertCl , picertCl nymCl, CidCl , CcertCl , picertCl
Id. trans. idtrans,ςFS,ςCl idtrans,ςFS,ςCl idtrans,ςFS,ςCl
Invariant pre_inv, masked_inv,
inv, Crmasked_inv ,
pimasked_inv
pre_inv, masked_inv, inv,
Cmasked_inv, Crmasked_inv ,
piCmasked_inv ,
{
(i j , Ti j , ETij ,
CTij , CσTij , CdkPPij , piETij ,
piTij ), 1 6 j 6 tPP
}
,
(CBj )16j<tPP
inv, Πinv
Note ρ, ςρ , σρ,FS N.A. ρ, (σρ,PPij )j
Table 5.5 – Éléments composant le témoignage pour la variante optimiste
Chaque porteur de part envoie ensuite Si , CdkPPi , σρ,PPi et piSi au client. Celui-ci peut alors
reconstruire l’identiant du fournisseur, puis calculer l’invariant et prouver son calcul :
IdFS = Interp
({
(i j ,Si j ), 1 6 j 6 tPP
})
inv = Inv(IdFS, idCl)
piinv = nizk
{
idCl : inv = Inv(IdFS, idCl)
}
.
Finalement, le client peut émettre le témoignage, qui comporte les éléments de la troisième
colonne de la table 5.5. La gure 5.15 présente cette étape.
5.5 Bilan
Dans ce chapitre, nous avons présenté quatre mécanismes de réputation construits sur le
même modèle et qui, comme nous le montrons au chapitre suivant, garantissent les propriétés
de sécurité dénies au chapitre 1 : l’indéniabilité des notes et des preuves de transaction, l’in-
forgeabilité des témoignages et des scores de réputation, et l’associabilité des témoignages. De
plus, les clients peuvent émettre des notes positives ou négatives ; ces mécanismes permettent
donc d’utiliser le moteur de réputation décrit en section 4.4 ainsi que la méthode de ltrage des
témoignages injustes proposée par Whitby et coll. [WJI04], ce qui permet de se reposer sur un
moteur de réputation précis et robuste aux attaques.
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Client SCi SP
m1
idtrans,ESi ,CIdFS ,CSi ,Cσi
piESi , (Aj )16j<tPP ,ρ,ςρ
idtrans
i,Si ,CdkPPi ,piSi ,σρ,PPi
Émission du témoignage
timeout
Figure 5.15 – Construction et émission du témoignage dans le scénario C, pour la variante
optimiste
Les deux premiers mécanismes ne préservent pas la vie privée des fournisseurs ; ils amé-
liorent néanmoins le mécanisme du chapitre 4 en associant les témoignages émis sur un même
fournisseur (propriété 7) et en permettant aux clients de générer un nombre arbitraire de pseu-
donymes sans passer par une autorité centrale. Les deux derniers mécanismes préservent éga-
lement la vie privée des fournisseurs, empêchant toute discrimination de la part des clients.
Dans les chapitres suivants, nous étudions plus précisément le mécanisme classique préser-
vant la vie privée des clients et des fournisseurs : nous prouvons formellement qu’il respecte
les propriétés de vie privée et de sécurité, et détaillons ses performances théoriques et expéri-
mentales.
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6 Preuves de vie privée et de sécurité
Nous montrons maintenant que le mécanisme classique préservant la vie privée des utilisa-
teurs (voir section 5.4.2) répond à nos attentes, c’est-à-dire qu’il respecte toutes les propriétés
énoncées au chapitre 1. Ces preuves reposent sur la sécurité des outils présentés au chapitre 2
ainsi que sur l’hypothèse sxdh.
Notre approche est la même qu’au chapitre 2 : pour prouver une propriété de sécurité, nous
commençons par la formaliser à travers une expérience impliquant un adversaireA. Pour simu-
ler les capacités de cet adversaire, A a accès à des oracles ; plus précisément, nous souhaitons
que l’adversaire puisse
1. faire interagir deux utilisateurs quelconques, à l’aide de l’oracle Ointer ;
2. corrompre un utilisateur, à l’aide de l’oracle Ocorr ;
3. obtenir l’identiant du client masqué dans l’invariant, à l’aide de l’oracle Oinv.
L’utilisation des oracles par l’adversaire est limitée suivant les propriétés prouvées ; par exemple,
si l’objectif de A est de désanonymiser un utilisateur, il ne doit pas le corrompre.
An d’éviter de quelconques interférences entre les diérents outils cryptographiques, leurs
préparations doivent être indépendantes. Par exemple, nous avons utilisé un mêmeG1 pour les
engagements sxdh, pour les signatures automorphes et pour l’invariant an de simplier les
notations. En pratique, chacun de ces outils doit utiliser des éléments choisis indépendamment.
Dans ce chapitre, nous supposons que les tierces parties utilisées sont honnêtes, c’est-à-dire
qu’au moins deux tiers des porteurs de part sont honnêtes, ainsi qu’une majorité des signataires
accrédités. Nous avons expliqué en section 5.3.3 que le nombre de porteurs de part choisis
pour une interaction peut être adapté pour rendre la probabilité d’une coalition négligeable ;
dans la suite, nous notons AvPP (κ) l’avantage de l’adversaire pour contrôler susamment de
porteurs de part, qui est un avantage négligeable. Nous discutons des propriétés lorsque les
tierces parties sont corrompues en section 6.2. De plus, nous supposons que l’adversaire ne
contrôle pas complètement le réseau : en eet, dans ce cas il peut facilement empêcher un
client d’émettre une note en coupant ses connexions après une transaction. L’adversaire peut
néanmoins écouter tous les messages échangés.
6.1 Preuve du mécanisme de réputation classique préservant la vie
privée des clients et des fournisseurs
Nous prouvons maintenant que le mécanisme de réputation présenté en section 5.4.2 garantit
les propriétés de vie privée et de sécurité dénies au chapitre 1.
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6.1.1 Vie privée des fournisseurs de service
La vie privée des fournisseurs de service (propriété 1) est préservée si l’expérience suivante
renvoie 1 avec probabilité 1/2 + neg(κ) :
Vie privée des fournisseurs
1 : Setup(1κ )
2 : (FS0,FS1) ← AOcorr ( ·),Ointer ( ·, ·),Oinv ( ·) ()
3 : b R←{0,1}
4 : b ′ ← AOcorr ( ·),Ointer ( ·, ·),Oinv ( ·) (FSb ,FSb¯ )
5 : L’expérience renvoie 1 si b ′ = b, et 0 sinon
Dans la deuxième étape de cette expérience, A peut faire interagir n’importe quels utilisa-
teurs. A peut également corrompre n’importe quels utilisateurs. Les fournisseurs FS0 et FS1
qu’il choisit doivent avoir une réputation équivalente, et ne pas avoir été corrompus. Dans la
quatrième étape, A ne peut pas corrompre FS0, FS1, FSb ou FSb¯ . Finalement, A peut faire in-
teragir les fournisseurs FSb et FSb¯ uniquement jusqu’à l’envoi du messagem1 par le client (voir
section 5.4.2, page 109) – après cette étape, le fournisseur révèle son identité.
Démonstration. Pour chaque interaction où A fait interagir FSb ou FSb¯ , il voit les éléments
suivants :
nymFS,CIdFS ,CcertFS ,picertFS ,
repFS, (Cσij ,rep)16j6tSA ,pirep,
pre_inv,pipre_inv,Crpre_inv ,
CPP,sPP,ςFS,
(CAj )16j6tPP ,
{
ESi ,piSi
}
16i6nPP .
Nous considérons n telles interactions, que nous modions graduellement pour remplacer les
éléments liés à FSb par ceux de FSb¯ , et réciproquement. Nous montrons nalement que l’avan-
tage de A pour se rendre compte d’une telle modication est négligeable.
Jeu 0 Le premier jeu considéré est celui où les interactions sont inchangées.
Jeu 1 Nous commençons par remplacer la crs du système de preuves nizk par une crs simulée
(voir section 2.5), ce qui permet de construire des preuves arbitraires avec la clé de trappe tk.
Pour l’instant, les preuves concernent toujours des équations valides, et sont donc inchangées.
L’avantage de l’adversaire pour distinguer ce jeu du jeu 0 est donc son avantage pour distinguer
les crs, c’est-à-dire
Av1/0 (κ) = Avcrs (κ).
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Jeu 2 Cette étape vise à modier les identiants masqués dans les pré-invariants. Nous consi-
dérons pour cela la séquence hybride suivante, dans laquelle nous transformons progressive-
ment les pré-invariants calculés à partir de IdFSb en pré-invariants liés à IdFSb¯ ; le jeu Jeu2,k
modie le pré-invariant de la k-ième interaction, et conserve la validité des preuves grâce à la
clé de trappe :
Jeu2,1
pour 1 6 i 6 n,
pré-invariants avec (FSb ,FSb¯ )
Jeu2,k
pour 1 6 i < k ,
pré-invariants avec (FSb¯ ,FSb )
pour k 6 i 6 n,
pré-invariants avec (FSb ,FSb¯ )
Jeu2,n
pour 1 6 i 6 n,
pré-invariants avec (FSb¯ ,FSb )
La seule diérence entre deux jeux successifs est le pré-invariant d’une interaction, c’est-à-dire
un chiré Elgamal de l’identiant du fournisseur. Comme l’algorithme de chirement Elgamal
est sémantiquement sûr [GM84], l’avantage AvElgamal (κ) pour qu’un adversaire distingue deux
messages en connaissant uniquement leurs chirés est négligeable. C’est pourquoi l’avantage
de A pour distinguer deux jeux successifs est AvElgamal (κ). L’avantage total pour que A dis-
tingue les jeux 1 et 2 est donc
Av2/1 (κ) = (n − 1) · AvElgamal (κ).
Jeu 3 Ce jeu vise à modier les parts du partage de secret – les ESi – de sorte que le secret
reconstruit, c’est-à-dire l’identiant du fournisseur, soit permuté : IdFS doit être transformé en
IdFSb¯ et réciproquement. Considérons une interaction avec FSb où les parts déchirées sont les
Si = P (i ) pour 1 6 i 6 n, où P est le polynôme dont les coecients sont engagés dansCIdFSb et
les CAj . Soit P ′ un polynôme de même degré que P , c’est-à-dire (tPP − 1), tel queP
′(0) = IdFSb¯
P ′(i ) = P (i ) pour tout porteur de part PPi corrompu par A.
Tant que l’adversaire a corrompu (tPP − 1) ou moins porteurs de part – ce qui, comme expliqué
en section 4.2, arrive avec une probabilité (1 − AvPP (κ)) pour chaque interaction –, au plus
tPP points de ce polynôme sont xés. Comme un polynôme de degré (tPP − 1) est xé par tPP
points, un polynôme P ′ existe avec une probabilité (1 − AvPP (κ)). Nous notons (A′j )16j<tPP ses
coecients.
Dans ce jeu, nous remplaçons les parts Si par les S ′i = P ′(i ) ; elles sont ensuite chirées pour
obtenir les E ′Si . De plus, en reprenant la sécurité sémantique de l’algorithme de chirement
Elgamal, l’avantage deA pour se rendre compte de la modication d’une part est AvElgamal (κ).
Comme il y a au plus nPP parts modiées pour n interactions, l’avantage deA pour distinguer
ce jeu du deuxième est
Av3/2 (κ) 6 n · nPP · AvElgamal (κ) + n · AvPP (κ).
Rappelons que nPP dépend de la sécurité désirée, et donc de κ (voir section 4.2) ; cependant, la
gure 4.2b montre que nPP est linéaire en κ.
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Jeu 4 Nous modions maintenant les engagements en remplaçant les éléments liés à FSb pour
les remplacer par ceux de FSb¯ , et inversement : nous remplaçons nymFSb par nymFSb¯ ,CIdFSb par
CIdFSb¯
,CcertFSb parCcertFSb¯ ,Cσij ,repb parCσij ,repb¯ , les engagements contenus dans ςFSb par des ςFSb¯ ,
et les (CAj )j par les (CA′j ). Nous ajustons également les preuves an qu’elles continuent à être
valides. Comme, avec la crs simulée, le schéma d’engagement sxdh est parfaitement masquant,
Av4/3 (κ) = 0.
Jeu 5 Maintenant que les engagements ont été modiés, toutes les références à FSb ont été
remplacées par des références à FSb¯ , et réciproquement. De plus, les preuves portent à nouveau
sur des équations valides ; la crs simulée et la clé de trappe ne sont donc plus nécessaires pour
les construire. Nous pouvons alors repasser à une crs classique. L’avantage de l’adversaire est
alors
Av5/4 (κ) = Avcrs (κ).
Finalement, l’avantage de l’adversaire pour distinguer les interactions avec (FSb ,FSb¯ ) de
celles impliquant (FSb¯ ,FSb ) est
AvVP FS (κ,n) = Av1/0 (κ) + Av2/1 (κ) + Av3/2 (κ) + Av4/3 (κ) + Av5/4 (κ)
6 2 · Avcrs (κ) + (n · nPP + n + 1) · AvElgamal (κ) + n · AvPP (−κ),
où n est le nombre d’interactions observées par l’adversaire ; cet avantage est eectivement
négligeable 
6.1.2 Vie privée des clients
La vie privée des clients (propriété 2) peut être divisée en deux parties. Tout d’abord, pendant
une transaction, le fournisseur ne sait pas avec quel client il interagit – cette notion est proche
de la propriété de vie privée des fournisseurs. De plus, les transactions d’un client avec dié-
rents fournisseurs ne sont pas associables. L’expérience suivante capture la première notion.
Cette propriété est garantie si l’expérience renvoie 1 avec probabilité 1/2 + neg(κ) :
Vie privée des clients – indistinguabilité pré-transaction
1 : Setup(1κ )
2 : (Cl0,Cl1) ← AOcorr ( ·),Ointer ( ·, ·),Oinv ( ·) ()
3 : b R←{0,1}
4 : b ′ ← AOcorr ( ·),Ointer ( ·, ·),Oinv ( ·) (Clb ,Clb¯ )
5 : L’expérience renvoie 1 si b ′ = b, et 0 sinon
Là encore, A peut corrompre et faire interagir n’importe quels utilisateurs. Les clients choisis
Cl0 et Cl1 ne doivent pas avoir été corrompus, et ne peuvent pas être corrompus à la quatrième
étape. Finalement, les clients Clb et Clb¯ ne doivent pas être corrompus, et peuvent interagir
uniquement jusqu’à l’envoi du messagem1 – strictement avant ce message.
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L’avantage de l’adversaire pour cette expérience peut être obtenu de la même manière que
AvVP FS (κ,n) ; en eet, les éléments envoyés par le client sont similaires à ceux qui étaient
envoyés par le fournisseur :
nymCl,CidCl ,CcertCl ,picertCl ,
Cmasked_inv,piCmasked_inv ,Crmasked_inv ,
rPP,ςCl,
(CBj )16j6tPP ,
{
ETi ,piTi
}
16i6nPP .
La seule diérence est que le fournisseur envoie directement pre_inv, tandis que le client en-
voie un engagement sur masked_inv, qui est parfaitement masquant avec la crs simulée. C’est
pourquoi l’avantage de l’adversaire pour cette expérience est
AvVP Cl,1 (κ,n) 6 2 · Avcrs (κ) + n · nPP · AvElgamal (κ) + n · AvPP (κ),
où n est le nombre d’interactions observées par A.
Vie privée des clients – indistinguabilité à long terme
1 : Setup(1κ )
2 :
(
n,Cl0,Cl1, (FSi )16i6n
)
← AOcorr ( ·),Ointer ( ·, ·),Oinv ( ·) ()
3 : b R←{0,1}
4 : b ′ ← AOcorr ( ·),Ointer ( ·, ·),Oinv ( ·)
(
Clb ,Clb¯ , (FSi )16i6n
)
5 : L’expérience renvoie 1 si b ′ = b, et 0 sinon
Dans la deuxième étape de cette expérience, Cl0 et Cl1 sont deux clients n’ayant pas été cor-
rompus par A. Dans la quatrième étape, A ne peut pas corrompre Cl0, Cl1, Clb ou Clb¯ . De
plus, lorsque nous nous intéressons à l’associabilité des transactions d’un client avec diérents
fournisseurs, A ne peut pas faire interagir n’importe quels clients avec n’importe quels four-
nisseurs : il faut que{
FS | Ointer (FS,Cl0) ou Ointer (FS,Cl1)
}
∩
{
FS | Ointer (FS,Clb ) ou Ointer (FS,Clb¯ )
}
= ∅,
c’est-à-dire qu’un fournisseur ayant interagi avec Cl0 ou Cl1 ne doit pas avoir également inter-
agi avec Clb ou Clb¯ , sans quoi l’adversaire peut utiliser l’invariant comme distingueur.
Démonstration. Dans cette preuve, nous considérons que lesn interactions se déroulent suivant
le scénario A, c’est-à-dire que nous considérons que les clients et fournisseurs sont honnêtes ;
nous justions ensuite que les scénarios B et C sont similaires. Dans ces interactions, les clients
sont Clb ou Clb¯ . Nous modions graduellement ces interactions pour transformer les Clb en
Clb¯ , et réciproquement. Les éléments dépendant du client sont les suivants :
nymCl,CidCl ,CcertCl ,picertCl ,
Cmasked_inv,piCmasked_inv ,Crmasked_inv ,
rPP,ςCl,
(CBj )16j6tPP ,
{
ETi ,piTi
}
16i6nPP .
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Jeu 0 Le premier jeu considéré correspond aux interactions, inchangées.
Jeu 1 Nous commençons par remplacer la crs par une crs simulée, ce qui nous donne une
clé de trappe tk grâce à laquelle nous pouvons construire des preuves nizk sur des équations
arbitraires. L’avantage de l’adversaire pour distinguer les jeux 0 et 1 est
Av1/0 (κ) = Avcrs (κ).
Jeu 2 Ce jeu vise à modier les invariants masqués et les invariants. Grâce à la clé de trappe,
nous pouvons toujours construire des preuves valides.
Remarque
Les invariants masqués et les invariants sont reliés par un aléa choisi par le fournisseur, qui est
divulgué dans piFS :
inv = Unmask(masked_inv,rpre_inv).
Ainsi, il faut modier les deux simultanément. En outre, l’invariant masqué ne donne aucune
information supplémentaire par rapport à l’invariant ; en eet,
masked_inv =
(
G1
rmasked_inv · Y1idCl , inv ·G1rpre_invrmasked_inv · Y1rpre_invidCl
)
;
masked_inv1 suit la distribution de G1rmasked_inv ; comme G1 est un générateur de G1 et que
rmasked_inv est choisi aléatoirement de manière uniforme, masked_inv1 paraît aléatoire. De plus,
masked_inv2 = inv · masked_inv1rpre_inv ; sa distribution suit donc celle de masked_inv1rpre_inv ,
qui est également uniformément aléatoire. 
L’avantage de l’adversaire pour distinguer les jeux 1 et 2 est donc son avantage pour dis-
tinguer Inv(IdFSi , idClb ) de Inv(IdFSi , idClb¯ ) pour tout i , c’est-à-dire pour distinguer les deux
jeux suivants – les invariants masqués et les preuves sont modiés en même temps que les
invariants. 1
Jeu2,0
Inv(FS1,Clb ), Inv(FS1,Clb¯ )
...
Inv(FSn,Clb ), Inv(FSn,Clb¯ )
Jeu2,1
Inv(FS1,Clb¯ ), Inv(FS1,Clb )
...
Inv(FSn,Clb¯ ), Inv(FSn,Clb )
À cet eet, nous considérons la séquence hybride suivante, pour 1 6 k 6 n, où les diérences
entre jeux successifs sont surlignées en gris :
1. Par souci de simplication, nous utilisons FSi au lieu de IdFSi dans la suite, et de même pour les identiants
des clients.
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J˜eu
k
2,1
Inv(FS1,Clb¯ ), Inv(FS1,Clb )
...
Inv(FSk−1,Clb¯ ), Inv(FSk−1,Clb )
Inv(FSk ,Clb ), Inv(FSk ,Clb¯ )
Inv(FSk+1,Clb ), Inv(FSk+1,Clb¯ )
...
Inv(FSn,Clb ), Inv(FSn,Clb¯ )
J˜eu
k
2,2
Inv(FS1,Clb¯ ), Inv(FS1,Clb )
...
Inv(FS1,Clb¯ ), Inv(FS1,Clb )
R R←G1, Inv(FS1,Clb¯ )
Inv(FS1,Clb ), Inv(FS1,Clb¯ )
...
Inv(FS1,Clb ), Inv(FS1,Clb¯ )
J˜eu
k
2,3
Inv(FS1,Clb¯ ), Inv(FS1,Clb )
...
Inv(FS1,Clb¯ ), Inv(FS1,Clb )
R R←G1, R′ R←G1
Inv(FS1,Clb ), Inv(FS1,Clb¯ )
...
Inv(FS1,Clb ), Inv(FS1,Clb¯ )
J˜eu
k
2,4
Inv(FS1,Clb¯ ), Inv(FS1,Clb )
...
Inv(FS1,Clb¯ ), Inv(FS1,Clb )
Inv(FS1,Clb¯ ), R′
R←G1
Inv(FS1,Clb ), Inv(FS1,Clb¯ )
...
Inv(FS1,Clb ), Inv(FS1,Clb¯ )
Tout d’abord, notons que Jeu2,0 = J˜eu
1
2,1 et que Jeu2,1 = J˜eu
n+1
2,1 . Nous allons montrer que,
pour tout k , l’avantage de l’adversaire pour distinguer deux jeux successifs est négligeable.
L’avantage de l’adversaire pour distinguer Jeu2,0 et Jeu2,1 sera alors lui aussi négligeable.
La seule diérence entre les jeux J˜euk2,1 et J˜eu
k
2,2 est que Inv(FSk ,Clb ) est remplacé par un
aléa R R←G1. Soit (G1,G1a ,G1b ) un triplet ddh. Alors, en notant a = idClb et b = logG1 (IdFSk ),
l’hypothèse ddh énonce que G1ab = IdFSk
idClb est indistinguable d’un aléa, c’est-à-dire que
Inv(FSk ,Clb ) est indistinguable deR. C’est-à-dire que l’avantage de l’adversaire pour distinguer
ces deux jeux est Avddh (κ), qui est négligeable.
Un raisonnement similaire permet de montrer que les jeux sont successivement indistin-
guables pour l’adversaire. Ainsi, au bout de 4 · (n − 1) transitions, l’avantage de l’adversaire
pour distinguer Jeu2,0 de Jeu2,1 est au plus 4 · (n − 1) fois son avantage ddh. C’est pourquoi
l’avantage de l’adversaire pour distinguer ces deux jeux – et donc les jeux 1 et 2 – est
Av2/1 (κ) = 4 · (n − 1) · Avddh (κ).
Jeu 3 Lors de ce jeu, nous modions tous les engagements et preuves associées pour passer
deClb àClb¯ , similairement au jeu 4 de la vie privée des fournisseurs (voir section 6.1.1). Comme
précédemment, l’avantage de l’adversaire pour distinguer les jeux 2 et 3 est nul :
Av3/2 (κ) = 0.
Jeu 4 Toutes les références à Clb ont été remplacées par des références à Clb¯ , et réciproque-
ment. Les preuves portent également toutes sur des équations valides, c’est-à-dire que la crs
simulée n’est plus nécessaire. Nous repassons donc à une crs classique. L’avantage de l’adver-
saire est alors
Av4/3 (κ) = Avcrs (κ).
Finalement, l’avantage de l’adversaire pour distinguer les interactions avec (Clb ,Clb¯ ) de
celles impliquant (Clb¯ ,Clb ) dans le scénario A est
AvVP Cl,2,A (κ,n) = Av1/0 (κ) + Av2/1 (κ) + Av3/2 (κ) + Av4/3 (κ)
= 2 · Avcrs (κ) + 4 · (n − 1) · Avddh (κ).
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Dans le scénario B, c’est-à-dire lorsque le fournisseur est malveillant, il n’y a aucun élément
supplémentaire dépendant du client ; l’avantage de l’adversaire est donc le même. Cependant,
dans le scénario C, les parts sont issues de l’invariant masqué. Nous avons néanmoins expliqué
que l’avantage de l’adversaire pour distinguer deux invariants masqués est nul ; l’avantage de
l’adversaire est donc le même, c’est-à-dire
AvVP Cl,2 (κ,n) = 2 · Avcrs (κ) + 4 · (n − 1) · Avddh (κ),
qui est négligeable. 
6.1.3 Indéniabilité des témoignages
L’indéniabilité des notes (propriété 3) capture la notion qu’une fois qu’une transaction a
eu lieu, le fournisseur de service ne peut pas empêcher le client de le noter – et c’est bien ce
fournisseur qui reçoit le témoignage. Cette propriété est garantie si le jeu suivant renvoie 1
avec probabilité neg(κ) :
Indéniabilité des notes
1 : Setup(1κ )
2 : (Cl0,FS0) ← AOcorr ( ·),Ointer ( ·, ·),Oinv ()
3 : A fait interagir Cl0 avec FS0
4 : Cl0 émet un témoignage tem0
5 : L’expérience renvoie 1 si Cl0 n’a pas été corrompu,et si tem0 est invalide ou n’a pas été émis sur FS0
Démonstration. Nous prouvons cette propriété en deux étapes : tout d’abord, nous montrons
que le témoignage émis par le client est valide. Nous expliquons ensuite pourquoi c’est bien
FS0 qui reçoit ce témoignage.
Rappelons d’abord que, pour une crs classique, le système de preuves de Groth et Sahai est
parfaitement sûr (voir section 2.5.1), c’est-à-dire que l’avantage de l’adversaire pour construire
une preuve sur des équations invalides est nul.A ne peut donc pas tricher avant la transaction,
et celle-ci se déroule seulement si le client a reçu les conrmations d’au moins 2 · dnPP/3e −
1 porteurs de part. A peut mentir uniquement sur le message m2 ; le client peut cependant
détecter que la signature σρ,FS0 , le certicat certFS0 ou les aléas de piFS0 sont invalides. Comme
le schéma d’engagement sxdh est parfaitement liant, l’avantage de l’adversaire pour forger
un tel message est AvSP,eu-cma (κ,1) + AvSP,eu-cma (κ,2), qui est négligeable. Que A envoie un
messagem2 invalide ou n’en envoie pas, le résultat est le même : le client fait appel aux porteurs
de part. De plus, le client a vérié que 2 · dnPP/3e −1 porteurs de part ont conrmé avoir reçu une
part telle que Si = Q (i ), où Q est un polynôme tel queQ (0) = IdFS0 . Pour empêcher le client de
reconstruire IdFS et de pouvoir émettre sa note,A doit donc contrôler au moins dnPP/3e porteurs
de part ; nous avons précédemment expliqué que son avantage pour y parvenir est AvPP (κ), qui
est négligeable.
Ainsi, dans tous les cas, le client émet un témoignage valide. Montrons maintenant que ce
témoignage est destiné à FS0. Dans le scénario A, le fournisseur révèle IdFS0 et piFS permet de vé-
rier l’engagement CIdFS0 ; comme le schéma utilisé est parfaitement liant, A ne peut modier
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IdFS0 . Dans le scénario C, le partage de secret vériable prouve également que le secret recons-
truit correspond à l’engagement CIdFS0 . Comme le système de preuves est parfaitement sûr et
que le schéma d’engagement est parfaitement liant, l’avantage de l’adversaire pour modier le
fournisseur est nul.
Finalement, l’avantage de l’adversaire pour réussir ce jeu est
Avindéniab. notes = AvSP,eu-cma (κ,1) + AvSP,eu-cma (κ,2) + AvPP (κ),
qui est négligeable. 
L’indéniabilité des preuves de transactions (propriété 4) capture une notion similaire : les
clients ne peuvent empêcher les fournisseurs d’obtenir une preuve de transaction, et celle-ci
est bien associée au client. Cette propriété est garantie si l’expérience suivante renvoie 1 avec
probabilité neg(κ) :
Indéniabilité des preuves de transaction
1 : Setup(1κ )
2 : (Cl0,FS0) ← AOcorr ( ·),Ointer ( ·, ·),Oinv ()
3 : A fait interagir Cl0 avec FS0
4 : FS0 émet un témoignage tem0
5 : L’expérience renvoie 1 si FS0 n’a pas été corrompu, et si tem0 est invalideou que sa preuve de transaction n’est pas associée à Cl0.
Un raisonnement similaire, reposant sur les engagements, les signatures, les preuves nizk
et la conformité du partage de secret, permet de prouver que l’avantage de l’adversaire pour
l’indéniabilité des preuves de transactions est le même que pour l’indéniabilité des notes.
6.1.4 Inforgeabilité des témoignages
Un adversaire a deux options pour obtenir un témoignage illégitime : soit en corrompant suf-
samment de signataires accrédités pour qu’ils acceptent ce témoignage comme valide, soit en
forgeant un témoignage valide. Cependant, par hypothèse, le nombre de signataires accrédités
corrompus est limité ; la première option est donc impossible.
Remarque
Un client et un fournisseur en collusion peuvent créer un témoignage sans eectuer de tran-
saction ; il leur sut de choisir les porteurs de part, de faire le partage des secrets et de leur
transmettre le témoignage. Le jeu lié à cette propriété ne considère pas un tel témoignage
comme une forge. De toute manière, si le client et le fournisseur émettent plusieurs témoi-
gnages de cette manière, le moteur de réputation peut exploiter l’associabilité des témoignages
pour éviter les bourrages d’urne. 
Le jeu suivant capture la notion d’inforgeabilité des témoignages (voir propriété 5). Cette
propriété est garantie si ce jeu renvoie 1 avec probabilité neg(κ).
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Inforgeabilité des témoignages
1 : Setup(1κ )
2 : tem0 ← AOcorr ( ·),Ointer ( ·, ·),Oinv ( ·) ()
3 :
Renvoyer 1 si :
— tem0, émis par nymCl0 pour FS0, est valide ;
— vkCl0 = Open(nymCl0 ) ;
3
— Cl0 ou FS0 n’a pas été corrompu par A ;
— tem0 est diérent de tout autre témoignage émis par Cl0 sur FS0.
Lorsque nous disons que « tem0 est diérent de tout autre témoignage émis parCl0 sur FS0 »,
nous signions que le témoignage tem0 dière de tout autre témoignage par au moins un des
trois éléments naux : l’identiant de transaction idtrans0, la note ρ0 ou l’invariant inv0.
Démonstration. Tout d’abord, il y a six possibilités quant à la forge : les trois scénarios possibles
d’émission d’un témoignage, et suivant si l’utilisateur non corrompu est le client ou le four-
nisseur. Nous montrons que l’avantage de l’adversaire pour forger un témoignage venant d’un
client non corrompu dans le scénario A est négligeable, puis expliquons brièvement comment
transposer ce raisonnement aux autres cas.
Pour montrer que l’adversaire ne peut modier ni l’identiant de transaction, ni l’invariant,
ni la note du client, nous montrons dans un premier temps qu’il ne peut modier ni l’identiant
de transaction ni la note du client en eectuant une réduction vers une forge de signature
automorphe. Nous montrons ensuite que l’identiant de transaction et l’invariant sont liés, et
que l’adversaire ne peut donc modier l’un sans l’autre.
Considérons un jeu eu-cma pour le schéma de signature proxy anonyme (voir section 2.6.3).
Nous obtenons une clé publique vk0 et un oracle OSign qui permet de signer des messages
avec la clé privée associée à vk0 ; nous utilisons cette clé et l’oracle pour un client Cl0. Nous
montrons que si l’adversaire peut forger un nouveau témoignage, alors nous pouvons forger
une signature sur un nouveau message, c’est-à-dire un message pour lequel nous n’avons pas
demandé de signature via OSign. Comme le schéma de signature proxy anonyme est eu-cma,
cela signie que les témoignages sont également inforgeables.
En plus de Cl0, nous générons tous les autres utilisateurs du système, c’est-à-dire leurs clés,
et les transmettons à l’adversaire. En supposant qu’il y ait nCl clients et que l’adversaire en
corrompe ncorr, la probabilité pour qu’il ne corrompe pas Cl0 et qu’il le choisisse est
PCl0 =
(
nCl − 1
nCl
· · · · · nCl − ncorr
nCl − ncorr + 1
)
︸                                  ︷︷                                  ︸
Cl0 n’est pas corrompu
·
(
1
nCl − ncorr
)
︸          ︷︷          ︸
Cl0 est choisi
=
1
nCl
.
Comme, à part pour Cl0, nous connaissons les clés de tous les utilisateurs du système, nous
pouvons simuler toutes les interactions n’impliquant pas Cl0 ; l’oracle OSign nous permet de
plus de simuler les interactions avec Cl0. Les clients peuvent signer deux types de messages :
pendant l’authentication mutuelle, les clients calculent ςCl0 , c’est-à-dire une signature sur
H (CPP,rPP,nymFS,pre_inv,Cmasked_inv) ; pendant l’émission du témoignage, ςρ0 , c’est-à-dire une
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signature sur H (idtrans,masked_inv,ρ). Le premier type de signature est sur des messages qui
sont le résultat d’une fonction de hachage de neuf éléments deG1, deux deG2 et un deZp , tandis
que le second type porte sur un message résultat d’une fonction de hachage de trois éléments
de G1 et un de Zp ; comme les messages sont structurellement diérents et que la fonction
de hachage utilisée est supposée résistante aux collisions, une signature du premier type ne
peut être réutilisée pour le deuxième type. De plus, les deux types de messages comprennent
des aléas choisis par le client et par le fournisseur, que nous supposons frais ; les attaques par
rejeu [Syv94] sont donc impossibles.
Soit tem0 le témoignage donné par l’adversaire à l’issue du jeu d’inforgeabilité, impliquant
Cl0 avec une probabilité 1/nCl et qui est diérent de tout autre témoignage émis par Cl0 sur FS0.
Ce témoignage contient notamment ςρ0 , c’est-à-dire une signature proxy anonyme de Cl0 sur
H (idtrans0,masked_inv0,ρ0). Comme ce témoignage est diérent de tout autre témoignage émis
par Cl0 sur FS0 si l’identiant de transaction ou la note est diérente, cette signature n’a pas
été précédemment demandée à l’oracle. Dans ce cas, elle nous permet de forger une signature
proxy anonyme.
Supposons maintenant que l’invariant est diérent. Notons tout d’abord que si l’adversaire
modie le pré-invariant, nous pouvons encore forger une signature proxy anonyme : dans ςCl,
le client signe en particulier le pré-invariant. De plus, la signature ςρ0 porte notamment sur
idtrans0, qui dépend lui-même de nymFS0 . De plus, piFS0 comprend les aléas utilisés pour calculer
nymFS0 , qui le lient parfaitement à vkFS0 ; vkFS0 est de plus relié à IdFS0 par le certicat certFS0 ,
émis par l’autorité centrale. Finalement, pre_inv0 – qui, comme expliqué précédemment, est
signé par le client – et IdFS0 permettent de vérier rpre_inv0 en vériant que
pre_inv0 = Pre_inv(IdFS0 ,rpre_inv0 ).
Finalement, rpre_inv0 fait directement le lien entre masked_inv0 et inv0 ; or, masked_inv0 fait
partie du message signé par le client dans ςρ0 . Ainsi, si l’adversaire a modié l’invariant, il a
également modié l’invariant masqué ou l’aléa utilisé pour le pré-invariant, et a donc forgé ςCl0
ou ςρ0 . La gure 6.1 résume ces liens.
ςCl pre_inv
ςρ
idtrans nymFS vkFS IdFS rpre_inv
masked_inv inv
sig. sur
sig
. su
r
sig. sur
contient rFS, r
′
FS certFS pre_inv
rpre_inv
Figure 6.1 – Inforgeabilité d’un témoignage dans le scénario A, quand le client est honnête
L’avantage nal de l’adversaire pour ce jeu, dans le scénario A et lorsque le client n’est pas
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corrompu, est
Avinforg. tém.,scén. A,Cl (κ) = 3 · nCl · AvAP,eu-cma (κ,1),
qui est négligeable. La gure 6.2 donne une idée de cette réduction.
Générations des utilisateurs
Cl0 correspondant à vk0
Adversaire
util.
Cl, tem0
m
Dès que A
demande une
signature
pour Cl0,
faire appel
à l’oracle
σm
Si Cl ne correspond pas à Cl0, abandonner
Signatures PA, eu-cma
vk0
ςρ ou ςCl0
OSign
m
σm
Figure 6.2 – Idée de la réduction pour l’inforgeabilité des témoignages
Les cinq autres cas sont traités similairement, et sont même parfois plus simples ; par exemple,
la signature σρ,FS sut à garantir l’inforgeabilité des témoignages dans le scénario A lorsque
le fournisseur est honnête puisqu’elle porte sur H (idtrans,σρ , inv). La gure 6.1 est également
applicable à ces cas : les signatures du client doivent être remplacées par celles du fournisseur
lorsque celui-ci est honnête, et les liens entre éléments sont modiés lorsque les scénarios B
et C sont considérés ; par exemple, dans le scénario C, le lien entre nymFS et IdFS passe par la
preuve de certicat picertFS et par la reconstruction du secret grâce aux parts. 
6.1.5 Inforgeabilité des scores de réputation
L’inforgeabilité des scores de réputation (propriété 6) signie qu’un fournisseur de service
ne peut pas prouver un score de réputation autre que le sien. Cette propriété est garantie si le
jeu suivant renvoie 1 avec probabilité neg(κ) :
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Inforgeabilité des scores de réputation
1 : Setup(1κ )
2 :
(
CIdFS0 , rep
′
FS0
, (Cσrep,ij )16j6tSA ,pirep0
)
← AOcorr ( ·),Ointer ( ·, ·),Oinv ( ·) ()
3 :
Renvoyer 1 si :
— pirep0 est valide pour CIdFS0 , rep
′
FS0
et (Cσrep,ij )16j6tSA ;
— repFS0 , rep
′
FS0
.
Démonstration. Comme pour l’inforgeabilité des témoignages, nous considérons une réduction
vers une forgeabilité face à des attaques par messages choisis pour le schéma de signature
automorphe pour montrer que les scores de réputation sont également inforgeables.
À cet eet, nous obtenons une clé publique vk0 et un oracle de signature OSign pour cette clé.
Nous associons cette clé à un signataire accrédité SA0, et générons les clés des autres utilisa-
teurs du système. Nous pouvons donc simuler toutes les interactions, parfois en faisant appel
à l’oracle pour SA0.
Rappelons que l’adversaire contrôle au plus tSA − 1 signataires accrédités sur les tSA né-
cessaires à la preuve de réputation d’un fournisseur. La probabilité pour que SA0 ne soit pas
corrompu par l’adversaire et soit utilisé dans la preuve de réputation est
PSA0 =
(
nSA − tSA + 1
nSA
)
·
(
tSA
nSA
)
=
tSA · (nSA − tSA + 1)
nSA2
.
Soient FS0 le fournisseur choisi par l’adversaire et
(
CIdFS0 , rep
′
FS0
, (Cσrep,ij )16j6tSA ,pirep0
)
les
éléments renvoyés par l’adversaire à l’issue du jeu d’inforgeabilité des scores de réputation.
Supposons que ces éléments sont valides et que rep′FS0 est diérente de la réputation de FS0.
Les seules signatures de SA0 sont des signatures de réputation ; l’adversaire n’a pas pu utiliser
de signature concernant un autre fournisseur puisque celles-ci portent notamment sur l’identi-
ant du fournisseur considéré ; de plus, l’adversaire n’a pas pu utiliser une signature antérieure
du même fournisseur, puisque le round fait également partie du message signé. C’est pourquoi,
si l’adversaire réussit ce jeu, nous n’avons pas fait appel à l’oracle OSign pour obtenir une si-
gnature de SA0 ; comme de plus le schéma d’engagement est parfaitement liant, la signature
engagée dans Cσrep,0 est une signature valide pour le jeu de forgeabilité du schéma de signa-
ture automorphe. Si l’adversaire réussit le jeu de forgeabilité des scores de réputation, nous
pouvons donc réussir le jeu de forgeabilité du schéma de signature automorphe face à des at-
taques à messages choisis avec une probabilité PSA0 . L’avantage de l’adversaire pour forger des
signatures de réputation est donc
Avforg. rép. =
nSA
2
tSA · (nSA − tSA + 1) · AvSP,eu-cma,
qui est eectivement négligeable. La gure 6.2 donne une idée de cette réduction. 
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Figure 6.3 – Idée de la réduction pour l’inforgeabilité des scores de réputation
6.1.6 Associabilité des témoignages
L’associabilité des témoignages (propriété 7) assure que les témoignages d’un même client
sur un même fournisseur sont associables. Cette propriété est garantie si le jeu suivant renvoie
1 avec probabilité neg(κ) :
Associabilité des témoignages
1 : Setup(1κ )
2 : (tem0, tem1) ← AOcorr ( ·),Ointer ( ·, ·),Oinv ( ·)
3 :
Renvoyer 1 si :
— tem0 et tem1 sont valides ;
— tem0 et tem1 concernent tous deux FS ;
— En notant nymCl0 , nymCl1 les pseudonymes des clients
et inv0, inv1 les invariants associés à tem0 et tem1 :
— Open(nymCl0 ) = Open(nymCl1 ) et inv0 , inv1, ou
— Open(nymCl0 ) , Open(nymCl1 ) et inv0 = inv1.
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Démonstration. Nous avons précédemment prouvé l’inforgeabilité des témoignages (voir sec-
tion 6.1.4). Ainsi, si tem0 (resp. tem1) est valide, il contient inv0 = IdFSidCl0 (resp. inv1 = IdFSidCl1 ),
où vkCl0 = Open(nymCl0 ) (resp. vkCl1 = Open(nymCl1 )). C’est pourquoi inv0 = inv1 si et seule-
ment si vkCl0 = vkCl1 . Finalement, l’avantage de l’adversaire pour ce jeu est
Avassociabilité (κ) = 2 · Avinforg. tém. (κ),
qui est négligeable. 
6.2 Lorsque les tierces parties sont corrompues
Lorsque susamment de porteurs de part sont corrompus, le déroulement des interactions
est compromis. Tout d’abord, si un client collabore avec eux, il peut apprendre l’identité des
fournisseurs avec lesquels il interagit avant les transactions, grâce aux parts. Inversement, un
fournisseur peut savoir s’il a déjà interagi avec ses clients avant la transaction. Cependant, deux
fournisseurs ne peuvent toujours pas comparer leurs clients. Les porteurs de part peuvent éga-
lement empêcher l’émission des témoignages, par exemple en ne transmettant pas leurs parts
dans les scénarios B et C. Les porteurs de part corrompus ne peuvent toutefois pas compro-
mettre les autres propriétés, c’est-à-dire l’inforgeabilité des témoignages et des scores de répu-
tation, ainsi que l’associabilité des témoignages.
La compromission des signataires accrédités est plus grave. En eet, une majorité de signa-
taires accrédités corrompus peut également dénier un témoignage – en ne le prenant pas en
compte lors du calcul des scores de réputation. Plus grave, ils peuvent directement aecter une
réputation arbitraire à chaque fournisseur ! Ainsi, même s’ils ne compromettent ni l’inforgea-
bilité des témoignages ou leur associabilité, ils peuvent inverser les eets du mécanisme de
réputation en aectant une bonne réputation aux fournisseurs malveillants, et vice-versa. Mal-
gré cela, les signataires accrédités ne peuvent pas compromettre la vie privée des utilisateurs.
6.3 Bilan
Dans ce chapitre, nous avons démontré que le mécanisme classique préservant la vie privée
des utilisateurs – présenté en section 5.4.2 – garantit les propriétés de sécurité et de vie privée
décrites au chapitre 1. Ces démonstrations se reposent principalement sur la sécurité des blocs
cryptographiques utilisés – engagements sxdh, signatures automorphes et preuves nizk –,
présentés au chapitre 2. Nous avons supposé que les tierces parties utilisées – porteurs de part
et signataires accrédités, pour ce système – étaient honnête. La section 4.2 décrit un choix des
tierces parties réduisant la probabilité des collusions, ce qui justie cette hypothèse.
Nous n’avons prouvé qu’un seul des quatre mécanismes présentés au chapitre 5. Les preuves
présentées ici peuvent néanmoins être réutilisées : le fonctionnement des quatre mécanismes
est similaire, et les avantages de l’adversaire pour chacune des propriétés sont du même ordre
de grandeur.
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Après avoir prouvé que les mécanismes de réputation présentés au chapitre 5 vérient les
propriétés introduites au chapitre 1, nous nous intéressons maintenant à leurs performances.
En eet, les signatures de réputation de Bethencourt et coll. [BSS10] garantissent l’anonymat
des clients et des fournisseurs, mais leur utilisation est limitée par leur taille : une signature
de réputation sur 100 témoignages fait 50 Mio, ce qui représente un volume de données consi-
dérable (voir section 3.5.2). Nous montrons dans ce chapitre que nos quatre mécanismes sont
ecaces ; leur utilisation est donc possible.
Nous commençons par étudier les performances théoriques de nos mécanismes, en utilisant
les chires de Aranha et coll. [Ara+11], aussi bien en termes de taille des messages échangés
qu’en temps de calcul. Nous présentons ensuite les performances d’une implémentation du
mécanisme préservant la vie privée des clients et des fournisseurs et utilisant du partage de
secret classique. Cette implémentation repose sur le framework Python Charm [Aki+13], qui
facilite le prototypage de primitives cryptographiques complexes, comme les preuves nizk ou
les signatures proxy anonymes. Nous montrons que cette implémentation, bien que moins per-
formante que sa version théorique, reste utilisable ; en particulier, des machines peu puissantes
comme des Raspberry Pi pourraient être utilisées pour les porteurs de part.
Dans la suite, nous considérons un système large-échelle composé de N = 108 fournisseurs,
dontm = 5 % sont malveillants et en collusion. Comme motivé en section 4.2, nous choisissons
pmax = 2−64 pour les mécanismes utilisant des gestionnaires de score, c’est-à-dire ceux présen-
tés en section 5.2, ce qui nécessite 103 gestionnaires de score pour le mécanisme classique et
51 pour la variante optimiste. Pour les mécanismes présentés en section 5.4, nous choisissons
pmax = 2−20 (voir section 5.3.3) ; dans ce cas, il faut 28 porteurs de part pour le mécanisme
classique et 15 pour la variante optimiste. En plus de ne solliciter des utilisateurs externes que
lorsqu’ils sont nécessaires, les mécanismes optimistes permettent donc de réduire de moitié
leur nombre. Nous considérons également nSA = 10 signataires accrédités. La table 7.1 résume
ces valeurs.
Mécanisme SA GS / PP
variante classique optimiste
Vie privée des clients N.A. 103 51
Vie privée des utilisateurs 10 28 15
Table 7.1 – Nombre d’utilisateurs composant les tierces parties pour les quatre mécanismes,
pour N = 108 etm = 5 %.
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7.1 Étude théorique
Pendant une interaction, les utilisateurs calculent des preuves nizk. La vérication d’une
telle preuve nécessite de calculer des couplages (voir section 2.5), qui sont coûteux. Même en
optimisant la vérication de ces preuves [Bla+10] (voir section 2.5.2), de nombreux couplages
sont calculés. Par exemple, pour le mécanisme optimiste préservant la vie privée des clients, le
fournisseur doit calculer 4 718 couplages avant l’interaction, c’est-à-dire pour l’authentication
mutuelle et la vérication du partage. Optimiser leur calcul est donc nécessaire.
À cet eet, nous utilisons les travaux de Aranha et coll. [Ara+11] : les auteurs considèrent une
courbe elliptique de la famille Barreto-Naehrig, où les éléments de Zp et G1 sont représentés
en 32 o, et les éléments de G2 en 64 o. En utilisant la méthode de calcul des auteurs, les quatre
cœurs d’un processeur AMD Phenom II X4 940 à 3 GHz – un processeur haut de gamme de
2010 – calculent 8 couplages par milliseconde, 16 exponentiations dans G2 ou 48 dans G1.
Phase Cl↔ FS FS↔ GS Cl↔ GS témoignage
Préparation 10,22 6,44 263,94 —
Scénario A 0 0 0 8,44
Scénario B 0 14,22 0 22,0
(a) pour le mécanisme classique
Phase Cl↔ FS FS↔ GS Cl↔ GS témoignage
Préparation 126,88 0 0 —
Scénario A 0 0 0 8,44
Scénario B 0 124,32 0 86,59
(b) pour le mécanisme optimiste
Table 7.2 – Tailles des messages échangés pour le mécanisme sans anonymat du fournisseur,
en kibioctets – les colonnes « Cl↔ GS » et « Cl↔ PP » représentent les échanges
avec l’ensemble des gestionnaires de score ou des porteurs de part.
Les tables 7.2 et 7.3 présentent les tailles des messages échangés ainsi que du témoignage
résultant d’une interaction dans les diérents scénarios, pour les quatre mécanismes. Pour
chaque système, les résultats sont satisfaisants : dans tous les cas, une interaction requiert
quelques centaines de kibioctets, et un témoignage fait environ 10 Kio lorsque les utilisateurs
sont honnêtes. Nous constatons également que, pour le mécanisme sans anonymat du four-
nisseur, la variante optimiste réduit considérablement la taille des messages échangés : la pré-
paration de la variante classique demande 280,60 Kio, tandis que celle de la variante optimiste
n’en demande que 126,88. Même lorsque le client est malveillant, la variante optimiste échange
moins de données que le mécanisme classique : 251,2 Kio contre 294,82 Kio. Le seul inconvé-
nient est qu’alors, le témoignage est quatre fois plus gros – sa taille reste en dessous de 100 Kio,
alors que les signatures de réputation de Bethencourt demandent 500 Kio par témoignage (voir
gure 3.5).
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Phase Cl↔ FS FS↔ PP Cl↔ PP témoignage
Preuve de réputation 47,75 0 0 —
Partage 3,28 32,38 60,38 —
Scénario A 2,94 0 0 12,06
Scénario B 0 7,5 0 19,63
Scénario C 0 0 11,26 21,38
(a) pour le mécanisme classique
Phase Cl↔ FS FS↔ PP Cl↔ PP témoignage
Preuve de réputation 47,75 0 0 —
Partage 156,62 0 0 —
Scénario A 2,94 0 0 12,06
Scénario B 0 82,5 0 85,94
Scénario C 0 0 34,0 41,88
(b) pour le mécanisme optimiste
Table 7.3 – Tailles des messages échangés pour le mécanisme avec anonymat du fournisseur,
en kibioctets – les colonnes « Cl↔ GS » et « Cl↔ PP » représentent les échanges
avec l’ensemble des gestionnaires de score ou des porteurs de part.
Pour le mécanisme préservant la vie privée des clients et des fournisseurs, la variante op-
timiste requiert légèrement plus de ressources que le mécanisme classique : entre 200 Kio et
300 Kio contre 150 Kio. Néanmoins, la variante permet de ne faire appel aux porteurs de part
que lorsqu’ils sont eectivement nécessaires. Pour ce mécanisme, les seuls messages dépen-
dant du nombre de signataires accrédités, nSA, est la preuve de réputation. Plus précisément,
la preuve de réputation demande 6,44tSA + O (1) Kio. La taille des partages de secret a une
complexité en O (nGS2) – ou en O (nPP2). Cependant, nous avons expliqué en Section 4.2 que
le nombre de gestionnaires de score – ou porteurs de part – nécessaire est limité. Dans notre
cas, il faut au maximum 103 gestionnaires de score pour assurer un niveau de sécurité de 264
dans un système à très large échelle, ce qui reste limité. Finalement, les gestionnaires de score
– ou les signataires accrédités – ne conservent que les témoignages naux, c’est-à-dire au plus
80 Kio par interaction dans le pire cas. Notons qu’une fois un témoignage accepté par tous les
signataires accrédités, ils n’ont plus besoin de conserver les preuves, ce qui limite les données
stockées à une centaine d’octets par transaction.
De manière générale, il y a moins de messages échangés lorsque les utilisateurs sont hon-
nêtes. Pour minimiser le coût des mécanismes, il est possible soit d’inciter les utilisateurs à se
comporter correctement – c’est-à-dire à ce que les clients émettent un témoignage et que les
fournisseurs les aident à le faire –, où de pénaliser les utilisateurs malveillants, par exemple en
les empêchant d’interagir pendant une période de temps donnée.
La gure 7.1 présente les temps de calcul théoriques de chaque utilisateur, ainsi que le temps
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nécessaire à la vérication des témoignages, pour les deux mécanismes préservant la vie privée
des clients, en millisecondes. Ces gures montrent des temps de calcul raisonnables. Pour le
premier mécanisme classique, chaque utilisateur nécessite moins de 200 ms. De plus les ges-
tionnaires de score, qui sont les seuls participants non directement impliqués dans l’interaction,
ont seulement besoin de 3 ms pendant l’interaction, et de 140 ms pour vérier le témoignage
dans le pire cas ! La complexité du partage est également en O (nGS2) mais, comme expliqué
précédemment, le nombre de gestionnaires de score passe à l’échelle. Notons que la variante
optimiste de ce mécanisme a un coût, particulièrement pour les fournisseurs : leur préparation
passe de 30 ms à 500 ms.
Préparation Scénario A Scénario B
Mécanisme classique sans vie privée des fournisseurs
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Préparation Scénario A Scénario B
Mécanisme optimiste sans vie privée des fournisseurs
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Figure 7.1 – Temps de calcul théoriques pour le mécanisme sans anonymat du fournisseur, en
millisecondes
La gure 7.2 s’intéresse à ces temps pour les mécanismes préservant la vie privée des clients
et des fournisseurs. Comme nous pouvons le voir, ces temps sont du même ordre de grandeur
que précédemment : une interaction complète prend quelques centaines de millisecondes. Pour
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la variante classique, le client et le fournisseur ont besoin de moins de 250 ms pour tous leurs
calculs, tandis que les porteurs de part on besoin au plus de 10 ms lorsque le fournisseur est
malveillant. Finalement, la vérication d’un témoignage demande moins de 100 ms. Lorsque la
variante optimiste est utilisée, la préparation du client et du fournisseur prend environ 500 ms.
Cependant, les porteurs de part ont besoin de moins de 20 ms lorsque le client ou le fournisseur
est malveillant. Finalement, dans ces deux scénarios, la vérication du témoignage prend deux
ou trois fois plus de temps, ce qui reste acceptable.
Preuve de rép. Partage Scénario A Scénario B Scénario C
Mécanisme classique
0
T
e
m
p
s 
(m
s)
186
58
4
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35
7
40
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85 88
Cl
FS
PP
tém
(a) pour le mécanisme classique
Preuve de rép. Partage Scénario A Scénario B Scénario C
Mécanisme optimiste
0
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62
22 13
47
257
166
Cl
FS
PP
tém
(b) pour le mécanisme optimiste
Figure 7.2 – Temps de calcul théoriques pour le mécanisme avec anonymat du fournisseur, en
millisecondes
7.2 Implémentation du mécanisme de réputation
Nous avons implémenté le mécanisme de réputation en Python 2.7 à l’aide du framework
Charm [Aki+13], ce qui a permis de prototyper simplement les primitives cryptographiques
présentées au chapitre 2 et en section 5.1. De plus, Charm intègre un module de benchmark,
ce qui permet de mesurer à la fois les temps de calcul et le nombre d’éléments échangés par
les utilisateurs. Nous utilisons également Twisted 1, un framework réseau évènementiel, pour
1. https://twistedmatrix.com/trac/
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gérer les communications entre les diérents utilisateurs.
Les expériences ont été eectuées sur du matériel hétérogène, plus précisément dans une
machine virtuelle sur un ordinateur portable Dell Latitude E6430 doté d’un processeur Core
i7-3720 QM à 2,6 GHz, et sur des Raspberry Pi modèle B, versions 1 et 2.
La gure 7.3 montre les temps de calcul des utilisateurs pour le mécanisme classique pré-
servant la vie privée des fournisseurs en secondes, sur la machine virtuelle. Plus précisément,
cette gure montre les moyennes et écarts-types des temps de calcul sur dix simulations, en
utilisant nPP = 28 porteurs de part et nSA = 10 signataires accrédités.
Preuve de rép. Partage Scénario A Scénario B Scénario C
Mécanisme classique
0
T
e
m
p
s 
(s
)
4.7
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0.2
0.6
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0.2
1.0
0.1 0.1
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2.8
2.3
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FS
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tém.
Figure 7.3 – Temps de calcul de l’implémentation du mécanisme classique préservant la vie
privée des fournisseurs, en secondes
Cette gure montre que les temps de calcul de l’implémentation sont plus élevés que les
temps théoriques, ce qui peut s’expliquer facilement. Tout d’abord, Aranha et coll. ont choisi
avec soin une courbe de Barreto-Naehrig, sur laquelle ils ont optimisé le calcul des couplages
en utilisant de l’assembleur et du code C [Ara+11]. Dans notre cas, nous utilisons la courbe
MNT-159 proposée par Charm, qui est un framework Python autour de la bibliothèque pbc
développée par Lynn 2. De plus, les temps de calcul théoriques supposent que tous les calculs
sont parallélisés, ce qui n’est pas le cas pour l’implémentation. Finalement, les calculs de tous
les utilisateurs tournent sur la même machine virtuelle ; cela ne ralentit pas les phases où les
calculs sont séquentiels, comme la preuve de réputation ou la construction du témoignage dans
le scénario A, mais cela impacte les calculs qui pourraient être parallélisés, comme le partage
des secrets. De manière générale, notre implémentation est environ 25 fois plus lente que les
temps annoncés précédemment.
Malgré ces limitations, nous observons que notre mécanisme de réputation permet aux clients
d’interagir avec des fournisseurs, et d’eectuer toute la préparation d’une interaction en 8 s.
Les temps sont similaires pour les fournisseurs, ce qui leur permet d’interagir avec plusieurs
clients simultanément. L’émission du témoignage peut prendre un peu de temps, notamment
lorsque le client est malveillant.
Comme les temps de calcul des porteurs de part sont faibles, ils peuvent même utiliser un
Raspberry Pi pour leurs calcul : avec la première version du modèle B, le partage des secrets
prend seulement 4,7 s. Le temps d’attente des clients est alors augmenté, mais le délai reste
2. http://crypto.stanford.edu/pbc/
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acceptable : la préparation prend toujours moins de 20 s, ce qui est bien moins long que le
temps nécessaire à l’achat d’un bien sur un site de commerce électronique. La version 2 du
Raspberry Pi modèle B permet un gain d’environ 33 % sur les temps de calcul, ce qui n’est pas
négligeable.
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Conclusion
Cette thèse présente le premier mécanisme de réputation préservant la vie privée des clients
et des fournisseurs de service et permettant aux clients d’émettre des témoignages positifs et
négatifs. Pour atteindre cet objectif, nous avons commencé par motiver un compromis raison-
nable entre précision de la réputation et vie privée ; ce compromis permet de détecter – et donc
de diminuer l’eet – des attaques comme le bourrage d’urne, tout en garantissant que les in-
teractions des clients ne peuvent être associées à travers diérents fournisseurs de service. Les
dénitions claires des propriétés désirées ont permis de comparer les mécanismes existants
et de constater que, jusqu’à présent, ces mécanismes délaissaient la vie privée au prot de la
précision de la réputation, ou inversement.
Nous avons ensuite présenté un mécanisme de réputation préservant la vie privée des clients ;
la précision de la réputation n’est cependant pas optimale puisque l’associabilité des témoi-
gnages n’est pas garantie : plus les clients disposent de pseudonymes, plus les bourrages d’urnes
sont faciles à mettre en œuvre. Néanmoins, ce mécanisme utilise des tierces parties distribuées
pour garantir l’inforgeabilité des témoignages et des scores de réputation ainsi que l’indénia-
bilité des témoignages. De plus, ce mécanisme utilise un nouveau moteur de réputation, que
nous montrons précis même en présence de témoins menteurs.
Après cela, nous avons amélioré ce mécanisme pour garantir l’associabilité des témoignages
et pour permettre aux clients de générer eux-mêmes leurs pseudonymes, sans dépendre d’une
autorité centrale ; à cet eet, nous utilisons de nouvelles constructions cryptographiques telles
que l’invariant ou le partage de secret vériable optimiste. Finalement, nous modions ce mé-
canisme en introduisant deux nouvelles tierces parties pour garantir les propriétés de sécurité
tout en préservant la vie privée des clients et des fournisseurs de service.
Nous avons validé ces mécanismes de deux manières : tout d’abord, nous avons prouvé for-
mellement que le mécanisme de réputation préservant la vie privée des clients et des four-
nisseurs garantit les propriétés de vie privée et de sécurité. Ensuite, nous avons analysé deux
métriques du système : la taille des messages échangés, et les temps de calcul des utilisateurs.
Une étude théorique préliminaire montre que les utilisateurs n’ont besoin que de quelques
centaines de kibioctets et de quelques centaines de millisecondes pour leurs calculs ; une im-
plémentation haut-niveau du mécanisme de réputation montre que les utilisateurs n’ont besoin
que de quelques secondes pour leurs calculs, ce qui reste réaliste. De plus, les calculs des utili-
sateurs qui ne sont pas impliqués directement dans l’interaction – c’est-à-dire les porteurs de
part – restent légers, et les porteurs de part peuvent même utiliser des ordinateurs bon marchés
à cet eet, comme des Raspberry Pi.
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Travaux futurs
Une limite de notre mécanisme concerne le choix des signataires accrédités. En eet, nous
avons expliqué qu’ils sont choisis parmi les utilisateurs du système, sans donner plus de détails.
Comme une charge lourde leur est imposée – vérier tous les témoignages, mettre à jour les
réputations de tous les fournisseurs de service et les signer –, n’importe quel utilisateur ne peut
pas en faire partie. Une heuristique pourrait être de les choisir parmi les fournisseurs les plus
actifs du système – c’est-à-dire ceux eectuant le plus de transactions. Cependant, une telle
approche pourrait mener à une coalition de ces fournisseurs pour qu’ils restent les plus actifs
et qu’ils améliorent leur réputation, ce qui freinerait l’arrivée de nouveaux utilisateurs. Une
solution possible pour empêcher de telles attaques serait de réduire la charge des signataires
accrédités pour permettre à plus de fournisseurs de remplir ce rôle, et d’opérer un roulement.
Un telle diminution est possible en sous-divisant les signataires accrédités en groupes de ré-
putation : chaque ensemble de sous-signataires accrédités s’occupe des fournisseurs ayant une
réputation particulière, ce qui diminue le nombre de fournisseurs gérés sans restreindre leur
vie privée. Étudier de telles approches est primordial pour améliorer la conance dans le calcul
des scores de réputation.
Une deuxième piste concerne la vie privée des fournisseurs de service. En eet, la propriété
proposée impose seulement qu’au moment où un client témoigne, deux fournisseurs de même
réputation soient indistinguables ; cette propriété ne garantit rien après le témoignage et, en
pratique, le client apprend l’identiant du fournisseur avec qui il a interagi. Pour l’instant, les
seuls mécanismes garantissant un anonymat pérenne des fournisseurs de service ne permettent
pas aux clients d’émettre des témoignages négatifs [And+08 ; BSS10]. Le problème concerne
les scores de réputation : comment s’assurer de leur calcul ? Si les fournisseurs maintiennent
eux-mêmes leur réputation, comment s’assurer qu’ils prennent bien tous les témoignages en
compte, y compris ceux qui leur sont défavorables ? Ces questions restent ouvertes, et y ré-
pondre demandera des outils innovants.
Finalement, un axe d’amélioration général des mécanismes de réputation concerne la com-
préhension des moteurs de réputation. Nous avons montré qu’il existe de nombreux méca-
nismes évolués : certains permettent de prendre en compte la conance dans les témoins pour
imiter la transitivité de la réputation « bouche à oreille », la théorie de Dempster-Shafer permet
aux témoins de faire part de leur incertitude et les hmm permettent de modéliser les comporte-
ments dynamiques des fournisseurs de service. Cependant, l’objectif premier des mécanismes
de réputation est d’aider leurs utilisateurs à choisir s’il est raisonnable d’interagir avec un four-
nisseur. Pour qu’un client puisse faire ce choix, il faut qu’il soit capable de comprendre les scores
de réputation des fournisseurs. Les hmm sont très précises, mais permettent-elles de détermi-
ner facilement le risque pris en choisissant d’interagir ? L’ergonomie des moteurs de réputation
n’a pas encore été étudiée, bien qu’elle soit indispensable pour les utilisateurs naux.
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Glossaire
associabilité Deux entités sont associables si un adversaire est capable de savoir si elles sont
liées; par exemple, deux transaction sont associables si un adversaire peut savoir si un
même client y est impliqué. 11, 32, 49, 53, 69, 84, 85
autorité centrale Autorité contrôlant l’enregistrement des utilisateurs. 7, 42, 71, 75, 94, 103,
117
blanchiment Attaque consistant, pour un fournisseur, à se créer un nouveau compte lorsque
sa réputation est trop faible, permettant alors de la remonter au niveau initial. 47
bourrage d’urneAttaque consistant à témoigner de nombreuses fois sur un fournisseur, visant
soit à augmenter soit à diminuer sa réputation. 11, 49, 53, 59, 61, 62, 69, 73, 75, 84, 88,
89, 94, 112, 127
client Utilisateur désirant obtenir un service. 5
conance Sentiment qui fait qu’on se e à quelqu’un ou à quelque chose [Lit74]. 36
fournisseur de service Utilisateur proposant un ou des services. 5
homomorphe Un schéma de chirement homomorphe permet d’eectuer des opérations sur
les chirés. 18, 20
interaction Ensemble des communications permettant à un client et à un fournisseur d’eec-
tuer une transaction. 6
invalide Témoignage ou score de réputation refusé par un utilisateur honnête. 7
moteur de réputation manière dont sont calculés les scores de réputation. 6, 9, 11, 38, 47, 78
note Avis d’un client sur le comportement d’un fournisseur. 5, 76
négative Note représentant un client mécontent. 5
positive Note représentant un client satisfait. 5
preuve de transaction Attestation de participation à une transaction. 5, 55
score de réputation Résumé du comportement passé d’un fournisseur. 6
témoignage Compte-rendu d’une transaction. 6, 76
témoin Client passé d’un fournisseur. 6
transaction Échange d’un service entre un client et un fournisseur. 6
utilisateur
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Glossaire
curieuxUtilisateur cherchant à apprendre les informations secrètes des autres utilisateurs
mais se comportant honnêtement. 7, 54
honnête Utilisateur se comportant conformément au protocole déni par le mécanisme
de réputation. 7, 63, 72
malveillant Utilisateur dont le comportement dévie du protocole déni par le mécanisme
de réputation. 7, 54, 63, 75
valide Témoignage ou score de réputation accepté par un utilisateur honnête. 7
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Acronymes
cdh Die Hellman calculatoire (Computational Die Hellman). 16, 17, 26, 28
ddh Die Hellman décisionnel (Decisional Die Hellman). 17, 20, 30, 89, 125, 126
dht Table de hachage distribuée (Distributed Hash Table). 42, 44, 50, 72–75, 94, 95
eu-cma Inforgeabilité existentielle face à des attaques adaptatives par messages choisis (Exis-
tential unforgeability against adaptive chosen-message attacks). 27, 30, 32, 126–128,
130–132
hmm Modèle de Markov caché (Hidden Markov Model). 44–46, 144
nizk Preuve de connaissance non-interactive à divulgation nulle de connaissance (Non-Interactive
Zero-Knowledge proof of knowledge). 23, 24, 26, 32, 33, 88, 90, 93, 95, 104, 120, 124,
127, 133, 135, 136
ppt Probabiliste en temps polynomial (Probabilistic Polynomial-Time). 8, 16, 17, 19, 21, 27
sxdh Die Hellman symétrique externe (Symmetric eXternal Die Hellman). 13, 17, 20, 23,
24, 28, 119, 122, 126, 133
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