In this paper, we generalize some well-known results (Theorems A, C, and D) by establishing two general results (Theorems 1 and 3). As special applications, we find that the (generalized) jumps of f can be determined by the higher order partial derivatives of its Abel-Poisson means. This is different from the determination of jumps by higher order derivatives of the partial sums. We also give some estimates of the higher order partial derivatives of the Abel-Poisson mean of an integrable function F at those points at which F is smooth.
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The conjugate series to (1.1) is defined by It is well known that (e.g., Zygmud [12, 
vol. I, p. 108])
Theorem A. If f ∈ L 1 (T) and the finite limit
exists at some point x 0 ∈ T, then
The quantity δ x 0 (f ) defined by (1.5) is called generalized jumps of f at the point x 0 . It is clear that if the finite limit
exists, then (1.5) holds. In particular, if f is a periodic function of bounded variation over [−π, π], then
Thus, we see that the terms of the partial derivatives of the Abel-Poisson means of Fourier series determine the (generalized) jumps of f at any point x 0 ∈ T of discontinuity of first kind. The following famous result is proved by Lukács [9] , which shows that the (generalized) jumps of f can be determined by its conjugate partial sums:
Recently, Moricz [10] generalized Theorem B to the conjugate Abel-Poisson means. In fact, he proved that
A function F is said to be smooth at some inner point x of its domain if
Let λ * (T) be the class of all periodic, continuous functions F such that (1.8) holds uniformly in x ∈ T. The class of Λ * (T) is consisted of the functions such that the ratio Δ(F, x, h) is uniformly bounded in x ∈ T and h > 0.
Another main result of Moricz [10] is the following 
In this paper, we generalize Theorems A, C, and D by establishing two general results (Theorems 1 and 3). As special applications, we find that the (generalized) jumps of f can also be determined by the higher order partial derivatives of its Abel-Poisson means. This is different from the determination of jumps by higher order derivatives of the partial sums. As we know, the higher order derivatives of the partial sums can only determine the usual jumps (see Section 2 for details).
Main results

Definition 1.
Let K(r, t) be an odd integrable function of t on T with 0 r < 1. Let
We say that K(r, t) is an admissible kernel function if for r → 1− The following result generalizes Theorems A and C.
Theorem 1. Let K(r, t) be an admissible kernel function such that
From [10] , we see that K(r, t) is an admissible kernel function with Q r = −1/ log(1 − r). Thus, Theorem C is a corollary of Theorem 1. The following result is also an application of Theorem 1, which has Theorem A (take N = 0 in (2.7)) as its corollary.
and
Theorem 2 shows that the (generalized) jumps of f can be determined by the odd order partial derivatives of the Abel-Poisson means of the Fourier series, or the even order partial derivatives of the Abel-Poisson means of the conjugate Fourier series.
Remark 1.
A comparison between the partial sums S n (f, x), S n (f, x) and the Abel-Poisson means f (r, x),f (r, x) on the determination of jumps is necessary here. Several authors also have investigated the determination of jumps by the higher derivatives of the partial sums S n (f, x) and S n (f, x) (see [1, 4, 5] ). Among them, the following result is well-known (see [1, 5] ). Theorem E. Let f ∈ HBV and N = 1, 2, . . . . Then for any point x 0 we have
where HBV is the class of functions of harmonic bounded variation.
We note that for any f ∈ HBV, (1.6) holds, thus (2.8) and (2.9) hold under the condition stronger than that of (2.6) and (2.7), in other words, we can obtain better results by applying (conjugate) Abel-Poisson means than by applying (conjugate) partial sums of Fourier series. On the other hand, (2.8) and (2.9) are widely applied in detecting the singularities of functions (see, for example, [6] [7] [8] ). We believe that (2.6) and (2.7) have their potential applications in solving the similar problems.
Remark 2. Gelb and Tadmor [2, 3] introduced the so-called "concentration" kernels, which resemble the admissible kernels defined in Definition 1. By using the concentration kernels, Gelb and Tadmor essentially generalized Theorem E. The concentration kernels can be well applied in studying the (usual) jumps, but they may not work on the generalized jumps. In fact, the "concentration" kernels can be regarded as generalizations of the partial sums, while the admissible kernels as generalizations of the Abel-Poisson means.
Remark 3. Pinsky [11] generalized the Fourier partial sums by using a family of convolution operators with some classes of kernels. He considered a family of integral transforms on the real line,
where K is an absolutely continuous function satisfying:
The following results are proved in [11] .
Theorem G. If the kernel K(t) satisfies the following conditions: (d) K(−t) = K(t), 0 tK(t) C, lim t→∞ tK(t) = k ∞ , (e) K(t) is monotonically increasing for 0 t y 0 and monotonically decreasing for t y 0 .
Suppose that f ∈ L 1 (R, dx/1 + |x|) and (1.5) holds, then
where
One of the nontrivial points of the kernels defined in [11] is that they work for the functions on the real line. When the functions defined on the circle are considered, the kernels defined in Definition 1 are quite different from those of Pinsky [11] (as seen in Theorems F and G). Now, we generalize Theorem D to the following:
Theorem 3. Let K(r, t) be a function of t with 0 r < 1 such that f (t)K(r, t) ∈ L 1 (T) for any f ∈ L 1 (T), and there exists a H (r) such that
max η t π K(r, t) = o H (r) , 0 < η π,(2.
10)
where o depends only on η, and
T) is a smooth function at some point x ∈ T, then
L(F, r, x) = o H (r) .
(2.12) 
and K(r, t) satisfies condition (2.10) and (2.11) with H (r) = −1/ log(1 − r). Thus, Theorem D is a corollary of Theorem 3.
As an application of Theorem 3, we have
Theorem 4. (i) If a function F ∈ L 1 (T) is smooth at some point x ∈ T , then for the Abel-Poisson mean F (r, x) of the conjugate series to the Fourier series of F we have
(2.14)
(ii) If F ∈ λ * (T), then (2.13) and (2.14) hold uniformly in x ∈ T. If F ∈ Λ * (T), then (2.13) and (2.14) hold with 'O' in place of 'o,' uniformly in 0 r < 1 and x ∈ T.
Proof of results
Proof of Theorem 1
By (1.5), for any given ε > 0, we can choose 0 < η < π/2 such that for 0 h η,
Since K(r, t) is an odd function of t, by (2.1), we have
By integrating by parts, (3.1), (2.2), and (2.4), we have
By (2.3), we have
We complete the proof of Theorem 1 by combining (3.2)-(3.4).
Proof of Theorem 2
We prove (2.6) only, the proof of (2.7) is similar. Set
By Theorem 1, we need only to prove that K 1 (r, t) is an admissible kernel function. It is obvious that K 1 (r, t) is an odd function. Thus we need actually to verify that K 1 (r, t) satisfies conditions (2.2)-(2.4). We divide the proof into the following lemmas. For N = 0, 1, 2, . . . , it holds that Proof. We prove (3.7) by induction on N. It is obvious that
Lemma 1.
, r → 1−, which implies (3.7) holds for N = 0. Now, assume that
This completes the proof of (3.7).
(3.8) can be proved similarly. 2 Lemma 2. For K 1 (r, t) defined by (3.6), we have
Proof. By (3.6), we have
This combining with (3.7) proves (3.9). 2 Lemma 3. For K 1 (r, t) defined by (3.6), we have
sin kt, n = 1, 2, . . . .
By the well-known inequality | D n (t)| π/t, 0 < t π, and Abel's transformation, we have
r , r → 1−, where in the last inequality, we used (3.8) and (3.9). 2 Lemma 4. For K 1 (r, t) defined by (3.6), we have
which implies that K 1 (r, t) satisfies (2.3).
Proof.
Since
where H (r, cos t, sin t) is a polynomial of r, cos t and sin t with a degree depending only on N . Note that 0 r < 1, −1 cos t, sin t 1, we see that
H (r, cos t, sin t) = O(1).
Therefore, for 0 < η t π ,
Lemma 5. For K 1 (r, t) defined by (3.6), we have
We obtain (3.12) by combining (3.13) and (3.16). Combining Lemmas 2-5, we finish the proof of (2.6). 2
Proof of Theorem 3
(i) Since F is smooth at x, then for any given ε > 0 there exists an η > 0 such that for 0 t η, (ii) The first part of the results can be derived directly from (i), while the second one can be proved in the same line.
Proof of Theorem 4
We only prove (2.13), the proof of (2.14) is similar. First, we observe that 
