We introduce a data-driven method and shows its skills for spatiotemporal prediction of highdimensional chaotic dynamics and turbulence. The method is based on a finite-dimensional approximation of the Koopman operator where the observables are vector-valued and delay-embedded, and the nonlinearities are treated as external forcings. The predictive capabilities of the method are demonstrated for well-known prototypes of chaos such as the Kuramoto-Sivashinsky equation and Lorenz-96 system, for which the data-driven predictions are accurate for several Lyapunov timescales. Similar performance is seen for two-dimensional lid-driven cavity flows at high Reynolds
I. INTRODUCTION
dynamic mode decomposition with control (DMDc). The paper is organized as follows. The mathematical derivation of the method and its implementation for some well-known prototypes of chaos are discussed in Sec. II. Further results regarding the predictive capabilities of the method for chaotic dynamical systems (Lorenz-63, K-S and Lorenz-96) as well as a fluid test case (a 2D lid-driven cavity flow at high Reynolds numbers) are presented in Sec. III.
Section IV summarizes the methodology and the findings, and outlines the prospects of the proposed method.
II. METHODOLOGY AND APPLICATIONS TO SOME CHAOTIC TEST CASES
In the following, we present a Koopman-based data-driven method, which enables the spatiotemporal prediction of chaotic dynamics such as the K-S equation and Lorenz-96 system.
We also shed some insights into the accurate representation of nonlinearity. General guides regarding the proper selection of the method's parameters are also provided in Appendix A.
A. A data-driven predictive framework for the Kuramoto-Sivashinsky equation
We use the K-S equation, a widely-used prototype for spatiotemporal chaotic systems, as an example to formulate our proposed data-driven method. The K-S equation is described by ∂u ∂t = −u ∂u ∂x − ∂ 2 u ∂x 2 − ∂ 4 u ∂x 4 + η cos(2πx/δ) ,
where u denotes the K-S variable. The last term in Eq. (1) is a periodic forcing which causes spatial inhomogeneity [18] . Here, we take δ = L/2, where L is the domain length.
The choice for the number of collocation points n depends on the system's chaoticity, which is increased by the domain length L, so n will be reported individually for each case. A periodic boundary condition is enforced, and a pseudospectral solver with the classic fourth-order
Runge-Kutta (RK4) is used for integrating (1) , to construct training sets with N = 70000 data points and sampling interval τ = 0.02τ d , where τ d is the decorrelation timescale of the principal component of the leading POD mode (PC1). The training set refers to the part of the dataset used for building the Koopman-based predictive method, which is fully separate from the dataset used for examining the performance of the model, called the testing set.
The length of our training sets and sampling intervals are identical to those of Pathak et al. [18] . We have also constructed 20 independent testing sets, each with 30000 samples, to evaluate the performance of the proposed data-driven methods.
Relative errors are calculated as
and are averaged over all these testing sets. Note that 2 denotes the Euclidean norm, and u pred and u num represent the values given by the data-driven predictive methods and the pseudospecral numerical solver, respectively, while the latter is taken as ground truth.
Another measure of error can also be defined as E ave = 1/t l t l 0 E(t)dt, which is simply the temporal mean of E(t) from the starting point of prediction (t = 0) to the divergence time t l , where t l corresponds to the time at which E first exceeds 0. 
where u i ∈ R n is sampled at t = iτ , and q is the delay-embedding dimension. The size of H is then (n × q) × (N − q + 1). Following the Hankel-DMD formulation of Arbabi and Mezić [30] , we construct
and conduct reduced SVD to obtain X = USV * , in the subspace of leading r singular vectors ( * indicates conjugate transpose). The data-driven approximation of Koopman operator using Hankel-DMD is computed as [30] A HDMD = U * YVS −1 ,
which has the size r × r.
Once A HDMD is calculated, a future vector-valued observable u m+1 , that was not part of the training set, can be predicted from
where U m+1,r , a vector of length r, is
transpose), a vector of length n × q, projected onto the subspace of first r singular vectors.
The first block of U m+1 is then taken as the prediction of the new state. All values in
T and its projection onto the subspace of retained singular vectors, U m,r , are either known from the initial condition or already predicted. We notice that the first q − 1 predictions are the reconstruction of initial condition, and only the q th prediction is the forecast value of the future state. Hereafter, we refer to this method, which is thoroughly based on the Hankel-DMD method introduced by Arbabi and Mezić [30] , as M1.
One may suspect that the linear combination of a finite number of DMD modes, specifically those given by a fairly short dataset of linear observables, cannot accurately reproduce the nonlinear characteristics of a chaotic dynamics for a reasonably long period of time.
Prior to investigating this hypothesis and the performance of M1, we attempt to develop a modified method (M2), which is specialized to tackle the issue of the nonlinearity. Inspired by HAVOK model of Brunton et al. [38] , in which adding a forcing term to the linear model is seen to approximate the nonlinear dynamics more accurately and yield better predictions, we incorporate the nonlinear effects in the form of external forcings, so that any dynamical system can be modeled as
Unlike [38] which uses the last retained singular vector as forcing, we choose the forcing term in a physics-driven fashion. For instance, when some knowledge of the governing equations is available, or one can intuitively speculate the form of nonlinearity, the forcing term can be chosen according to that knowledge or intuition. Consequently, for the K-S equation, forcing vector f i includes the square of u at the same snapshot and every grid point, i.e.
The delay-embedded form of Eq. (7) reads
where the definition of U m is the same as before. Now the forcing vectors should also be sampled at each snapshot and sorted in the following Hankel matrix F
Note that however for the K-S system the state vector u and the forcing term f are of the same size, but in general the forcing vector could be much larger and of the length n n, depending on the form of nonlinearities and the number of nonlinear processes in the dynamical system. The size of F is thus (n × q) × (N − q).
The unknown maps A and B are then found using DMDc method presented in Proctor et al. [45] , which simply minimizes the Frobenius norm Y − AX − BF F to achieve
Here, Y =ÛŜV * , while the truncation value is taken as r, i.e.Û ∈ R nq×r ,Ŝ ∈ R r×r andV ∈ R (N −q)×r , and [X F] T =ŨSṼ * with the truncation value selected as p, so that U ∈ R (n+n )q×p ,S ∈ R p×p andṼ ∈ R (N −q)×p .Ũ 1 andŨ 2 are made up of the first nq and the remaining n q rows ofŨ, respectively. Note that A and B are calculated in a reduceddimension subspace, and they have the respective sizes r × r and r × nq. Similar to M1, once training is done and the unknown maps are calculated, the first q data points in the testing set will be used to initialize the state vector, i.e. these points are not predicted. Nonetheless all results shown after t = 0 are newly predicted values by the data-driven methods, and were not part of the initial condition. Figure 1 summarizes the training and forecasting steps of this method. diverge from the testing data fairly rapidly in less than a Lyapunov timescale, and after that, predictions gradually decay to zero. This can be attributed to the fact all eigenvalues of A HDMD fall inside the unit circle, with most of them located in its vicinity, meaning all the modes corresponding to these eigenvalues are decaying ( Fig. 3(a) and (c)). To distinguish between the eigenvalues more clearly, Fig. 3 shows the eigenvalues λ of exp(τ A). Therefore, the eigenvalues of A inside/outside the unit circle correspond to the eigenvalues of exp(τ A)
to the left/right of the imaginary axis. It is noteworthy that the special case of q = 1, leading to the conventional Exact DMD, does not reveal any predictive skill, so that its predictions become inaccurate in less than ten iterations, or 0.1/Λ max . On the other hand, the inclusion of nonlinearity in the form of external forcings has substantially improved the performance of the predictive framework so that, compared to the best results of M1, prediction horizon nonlinear interactions that transfer energy to the stable modes where the dissipation occurs [47] [48] [49] . The close match between the blue circles and red crosses in the right panels of 
B. Accurate representation of nonlinearity beyond squared terms
Here, we consider a different commonly-explored prototype for chaotic dynamics, Lorenz-96 system [51] , whose governing ordinary differential equation (ODE) is given bẏ
where X and overdot indicate the Lorenz variable and time derivative, respectively, and j varies from 1 to n = 40. The external forcing term F determines the level of chaoticity.
Here, we take F = 16. Again, RK4 along with periodic boundary condition is used to numerically integrate the system, and to build training sets with N = 100000 data points uniformly sampled at every τ = 0.02τ d .
For this test case, although the nonlinearity still has a quadratic form, constructing the forcing vector f using only X 2 j yields short prediction horizons (see the point corresponding to J = 0 in Fig. 4(a) ). Seemingly, this is owing to the different nature of nonlinearities appearing in ODE (11) of Lorenz-96 compared to those in the K-S equation; where the former involves terms which are the product of X at some distinct grid points, e.g.
Motivated by the underlying dynamics of Lorenz-96, we construct the forcing vector so that in addition to X 2 j , it involves terms in the form of [X j X j+1 X j X j+2 · · · X j X j+J ], where J indicates the number of 'neighboring' points incorporated for building the forcing vector.
The vector hence finds the following form
Note that when the neighboring points fall outside the domain, boundary conditions are invoked.
Figure 4(a) demonstrates how the prediction horizon t l changes as the number of neighboring points in the forcing vector grows. An abrupt jump in t l is observed when J increases from 1 to 2, which is consisent with the underlying ODE of Lorenz-96 in which nonlinear terms in the form of X j−1 X j+1 are present. Further increase in J results in a gradual decline in t l , as the size of forcing vector, and subsequently, its coefficient matrix B, unnecessarily grow, which leads to less accurate approximations of the components of this matrix.
In the problems for which no knowledge of the underlying dynamics is available, a fully data-driven alternative approach for detecting the nonlinearities can be sought by calculating the Pearson correlation coefficients (PCC) between the time series of the temporal derivative at a certain pointẊ I and the time series of X j at all points as
where µ and s denote the mean and standard deviation of each time series, respectively, and E represents expecation operator. However, due to the chaoticity of the system, the temporal evolution of Lorenz variable at all grid points are interconnected, the dependence is anticipated to be stronger, when according to ODE (11),Ẋ I is directly a fucntion of X j .
Consequently, as can be seen in Fig. 4(b) , PCC is substantially larger for grid point I or the points in one-or two-grid-point distance from I, since terms involving these points explicitly appear in the underlying ODE of Lorenz-96. The points above the threshold (dashed red line in Fig. 4(b) ) can then be selected as the neighboring points while constructing the forcing vector. We remark that this data-driven approach solely identifies the neighboring points, and does not provide any information with regard to the order of nonlinearity. Once the neighboring points are detected, one can obtain low-to high-order monomials by multiplying the Lorenz variables at the neighboring points with each other, and stack up these terms to build the forcing vector. The highest-order term required for constructing the forcing vector can be determined by the investigator's speculation or intuition.
III. TESTING THE PERFORMANCE OF METHOD M2 FOR VARIOUS CHAOTIC DYNAMICAL SYSTEMS
In the following section, we present the detailed results of the Koopman-based method that treats the nonlinearities as external actuations (M2), when it is used to predict the spatiotemporal evolution of a variety of chaotic systems, from the simple and commonly- 
where σ and ρ represent the Prandtl and scaled Rayleigh numbers, respectively, and β is related to the dimensions of the atmospheric layer. Following Lorenz [1] , we take σ = 10, ρ = 28 and β = 8/3, for which the system reveals a chaotic beahaviour with a strange, butterfly-like attractor. The same RK4 scheme as Sec. II is used to numerically integrate
ODEs (14), and to construct training sets with 100000 data points, which are uniformly As shown in Fig. 5 , the predictions of M2 follow the true trajectory for more than 10
Lyapunov timescales with E ave = 2.10%, while the extreme events, i.e. events at which |x| > 2s x and |y| > 2s y , are also accurately captured. We reiterate that using M1 or M2 decay at much faster rates than those given by M1.
with q = 1 results in rapidly diverging predictions, so that for both Λ max t l < 0.1, suggesting that the delay-embedding of the measurements along with the incorporation of physicsdriven frocings are vital for reasonably long-time accurate predictions. As expected, again, all the eigenvalues of the system identified by M1 fall inside the unit circle (Fig. 6a) , which is consistent with the quickly vanishing predictions of this method for Lorenz-63.
B. Kuramoto-Sivashinsky equation
The spatiotemporal prediction of M2 for a K-S equation with domain length L = 100 is displayed in Fig. 7(b) , and is compared against the testing set provided by the numerical solver of Sec. II A in Fig. 7(a) . The difference of the two is shown in panel (c). Futhermore, the number of grid points n needed for stably advancing the K-S equation (1) in time, the properties of the attractor (D KY and Λ max ), the method parameters (r, p, q) leading to the best results, and the assessment of the method performance (t l and E ave ) are detailed in Table I , for this case and several other K-S systems with different domain lengths. All cases in Table I are identical to those examined in Pathak et al. [18] in terms of domain length, potential forcing, attractor properties, and the length and sampling interval of the training set. As can be seen in this table, for moderately chaotic systems (L ≤ 200), the datadriven predictions remain accurate for more than 8/Λ max , while E ave is below 7%. As L and choticity further grow, t l slowly declines and E ave gradually increases. Notwithstanding, for all considered cases, M2 provides skillfull forecasts for relatively long times, and it modestly outperforms the reservoir computing approach of Pathak et al. [18] for which, t l was found to be around 6/Λ max for all cases, when an adequeate number of parallel reservoirs had been used.
C. The Lorenz-96 system Further details of each case, viz., attractor properties (D KY and Λ max ), the trio of optimal method parameters (r, p, q), the prediction horizon t l and the averaged error E ave are reported in Table II . It is observed that when the system exhibits a quasiperiodic behavior and has a power spectrum with some local maxima (e.g. the test case with F = 4), contingent upon the availability of enough snapshots for training, M2 predictions can be accurate for very long times, and occassionally they may never diverge, meaning the underlying dynamics can be fully discovered. As the chaoticity of the Lorenz-96 system is increased by doubling F , t l becomes finite (8.16/Λ max ) and E ave grows by almost 2.5%. Further doubling of F makes the system highly chaotic so that forecasting its spatiotemporal evolution becomes challenging. Nevertheless, the present Koopman-based method still yields predictions which are accurate for more than 4/Λ max with E ave = 7.67%, when F = 8. observables was found to be essential in M2, so that choosing q = 1 using this method resulted in t l < 0.2/Λ max .
D. 2D lid-driven cavity flow
The 2D lid-driven cavity flow has been employed for decades as a benchmark for validation of new numerical models and computational schemes (See e.g. [52] [53] [54] ). Here, we choose this problem as a gateway to the implementation of our Koopman-based method to large-scale fluid flows at high Reynolds numbers. The schematic of the 2D cavity flow is sketched in Fig. 10 . The constant-density fluid is confined by a square box whose walls are stationary, except for the top wall (lid), which moves to the right with the velocity U (x). This produces a shear-driven flow mixing the entire fluid via the clockwise primary vortex at the center, as well as some smaller-scale vortices at the corners, if Reynolds number is sufficiently large.
The nondimensional equations of motion for this unsteady and incompressible flow are in the following form
where u, v and p denote the horizontal velocity, the vertical velocity and the pressure fields, respectively. Characteristic length and velocity are selected as the domain length L 
This boundary condition allows for smooth transitions in top corners, while satisfying the continuity and incompressibility. As discussed in Arbabi and Mezić [30] , for Re ≤ 10000, the cavity flow converges to a steady-state laminar solution whose corresponding attractor is in the form of a fixed point.
Upon slight increase in Re above 10000, a periodic flow with a single oscillation frequency emerges. This behavior persists until at Re ≥ 15000 another bifurcation occurs and a flow with quasiperiodic behavior (multiple basic frequencies) forms. The third bifurcation occurs around Re = 18000 leading to a rapid rise in the level of kinetic energy. The kinetic energy then continually increases so that at Re 22000, the fluid system becomes fully chaotic and no quasiperiodic compoenents can be further detected. Figure 11 is consistent with the findings of Arbabi and Mezić [30] so that for the cavity flow at Re = 20000, the power spectrum calculated for the timeseries of PC1 of the velocity field has a maximum at ω/ω ≈ 1, manifesting that the underlying dynamics is not fully chaotic yet. In fact, according to [30] , such flow has a mixed spectrum, i.e. it contains both discrete and continuous components. In contrast, flow at Re = 30000 exhibits a monotonically decaying spectrum, which is indicative of chaotic behaviour. 
IV. CONCLUSIONS
Within the present investigation, we have proposed a data-driven Koopman-based method, referred to as M2 in the text, which treats the nonlinearities of the system as external actuations, whereas the observables are linear, vector-valued, and time-delayembedded. Hence, a linear framework (7) is built whose unknown maps are found via the DMDc technique of Proctor et al. [45] . This data-driven predictive framework is shown to accurately forecast the spatiotemporal evolution of common examples of chaos such as As shown in Secs. II and III, the strong performance of M2 hinges on the simultaneous use of vector-valued, delay-embedded observables and physics-inspired forcings. The resulting linear model is built using the DMDc algorithm of Proctor et al. [45] . The advantages of delay-embedding had been shown in previous studies [12, 28, 30, [35] [36] [37] [38] . The novelty of M2 is in the last feature, i.e., the accurate representation of the underlying nonlinear processes using a linear model that treats the nonlinearities as exogenous forcings, which builds on the work of Brunton et al. [38] . Note that in M2, the forcing terms are updated as the predictions of the new (future) state become available. Such representation of nonlinearities enables us to capture the potentially present unstable modes, whose unbounded growth is suppressed by the energy-conserving nonlinear interplay between the unstable and stable modes [47] [48] [49] . It is worth noting that attempts on including such unstable modes in a linear model such as M1 (6) leads to predictions that grow exponentially unboundedly, while attempts on excluding them, which are integral to the spatiotemporal evolution of the system, leads to inaccurate predictions. M2 provides a linear framework for accurately accounting for these unstable modes.
Similar to most data-driven methods, and specifically for very large-scale and highdimensional systems, the success of the present method to some degree depends on the availability of sufficiently long training sets. This is at least computationally very demanding, if not prohibitive, for three-dimensional and highly turbulent flows. Motivated by the success of Mohan et al. [20] in accurately reproducing the long-term statistics of isotropic turbulence, we speculate that this issue might be rectified by initially compressing the 3D turbulence data via methods such as autoencoders from machine learning. The compressed data can then be used for training by M2, whose predictions can later be decoded and brought back to the physical space. Otto and Rowley [55] have also shown that a neural network combining an autoencoder with linear recurrent dynamics can be employed to provide a low-dimensional dictionary of linear and nonlinear observales for the approximation of Koopman operator. The method of [55] has proven to be skillful in identifying the salient dynamical modes, and making short-term predictions for some well-known chaotic dynamics. Successful implementation of these ideas can result in data-assisted surrogate models for computational fluid dynamics (CFD) solvers, that significantly reduce the computational time of these solvers by accelerating the advancement of the flow in time. We aim to pursue these lines of research in the subsequent sudies. For each case, the optimal choices of delay-embedding dimension q and the size of the reduced subspace r are obtained by a comprehensive search over a broad range of these parameters on validation sets, i.e. datasets which are fully independent from training or testing sets, and are specifically built for finding the optimal parameters. For all studied systems, it was typically seen that choosing qτ = O(τ d ) leads to accurate results; the optimal q however was not found to be necessarily equal to τ d /τ , and in some cases it could be as low as one-fifth of this value. It should be noted that the decorrelation timescale τ d provides a measure of dynamical system's memory. We also observed that the optimal hard threshold presented in Brunton and Kutz [56] yields a good criterion for the truncation value r. We again highlight that the optimal value of r might be somewhat lower than what is given by this hard thresholding, which might be associated with the shortage of data. Nonetheless, the results are not too sensitive to the choice of r, so long as the selected r is not very far from the threshold. Choosing r significantly larger than this criterion leads to a rapidly diverging model, since many eigenvalues of A fall outside the unit circle in this case. Finally, it was always observed that taking p = αr results in the most accurate predictions, where
