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UPSCALING NONLINEAR ADSORPTION IN PERIODIC
POROUS MEDIA - HOMOGENIZATION APPROACH.
GRE´GOIRE ALLAIRE, HARSHA HUTRIDURGA
Abstract. We consider the homogenization of a model of reactive flows
through periodic porous media involving a single solute which can be absorbed
and desorbed on the pore boundaries. This is a system of two convection-
diffusion equations, one in the bulk and one on the pore boundaries, coupled
by an exchange reaction term. The novelty of our work is to consider a nonlin-
ear reaction term, a so-called Langmuir isotherm, in an asymptotic regime of
strong convection. We therefore generalize previous works on a similar linear
model [6, 4, 8]. Under a technical assumption of equal drift velocities in the
bulk and on the pore boundaries, we obtain a nonlinear monotone diffusion
equation as the homogenized model. Our main technical tool is the method of
two-scale convergence with drift [26]. We provide some numerical test cases
in two space dimensions to support our theoretical analysis.
AMS 2010 classification: 35B27, 35K55, 35B50, 74Q15.
1. Introduction and setting of the problem
Solute transport in porous media is a topic of interest for chemists, geologists
and environmental scientists. The phenomena that affect solute transport are
convection, diffusion and the chemical reactions that the solutes might undergo.
Since the seminal work of G.I. Taylor [35], dispersion phenomenon (i.e., the phe-
nomenon of the spreading of solutes in a fluid medium) has attracted a lot of
attention. Mathematical modeling of solute transport through porous media can
be approached via various means. One possibility is to describe the physical
and chemical phenomena at the pore (microscopic) scale and then perform an
‘upscaling’ or ‘averaging’ in order to derive a macroscopic model. The theory
of Homogenization (see e.g. [19, 23]) is a mathematically rigorous approach for
averaging partial differential equations and carrying out the above program. Up-
scaling techniques, homogenization being one of them, are necessary to perform
numerical simulations at a reasonable computational cost since it is very difficult,
if not impossible, to perform numerical simulations of pore scale models.
Many works have been devoted to the homogenization of reactive transport in
porous media [12, 15, 17, 18, 20, 27, 28, 29, 30] and references therein. The present
work is a sequel to [4, 6, 8]: more precisely, it generalizes the homogenization of
these previous linear models in a regime of strong convection to the nonlinear
case of a so-called Langmuir isotherm for the reaction term. Of course, there are
previous works on the homogenization of nonlinear models of reactive flows in
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porous media (see [17, 20, 21, 29, 30] to cite a few of them). However, to our
knowledge, none of them were concerned with the present setting where, at the
pore scale, convection, diffusion and reaction are of the same order of magnitude.
Such a local equilibrium of all terms in the microscopic model yields a large
convection at the macroscopic scale.
To be more specific, we now describe the main physical assumptions and give
our detailed mathematical model. We consider a single solute dissolved in an
incompressible saturated fluid in a porous medium. An adsorption/desorption
reaction can occur at the pore boundaries. We use the Langmuir isotherm to
model the reaction phenomenon. There are two scalar unknown concentrations
of the solute: uε in the bulk and vε on the liquid/solid interfaces. A convection-
diffusion equation is considered for uε in the bulk and a similar equation is
considered for vε on the pore boundaries. These two equations are coupled using
a term that represents the reaction process at the interfaces. Of course, in most
of the applications, the assumption of single solute being dissolved in the fluid
is far from reality. So, our model is a toy model and should by no means be
considered complete. In a recent preprint [7] we have considered a more involved
multiple species model.
We consider an ε-periodic infinite porous medium where ε is a small positive
parameter, defined as the ratio between the period and a characteristic macro-
scopic lengthscale. Typically, this medium is built out of Rd (d = 2 or 3, being the
space dimension) by removing a periodic distribution of solid obstacles which, af-
ter rescaling, are all similar to the unit obstacle Σ0. More precisely, let Y = [0, 1]d
be the unit periodicity cell. Let us consider a smooth partition: Y = Σ0 ∪ Y 0,
where Σ0 is the solid part and Y 0 is the fluid part. The unit periodicity cell is
identified with the flat unit torus Td. The fluid part is assumed to be a smooth
connected open subset whereas no particular assumptions are made on the solid
part.
For each multi-index j ∈ Zd, we define Y jε = ε(Y 0 + j), Σjε = ε(Σ0 + j),
Sjε = ε(∂Σ0 + j), the periodic porous medium Ωε = ∪j∈ZdY jε and the (d − 1)-
dimensional surface ∂Ωε = ∪j∈ZdSjε . The following standard notations in the
theory of Homogenization are used: x denotes the macroscopic space variable
(running in Ωε or in Rd) and y denotes the microscopic space variable (running
in Y ). We will often use the change of variables: y = x/ε.
We denote by n(y) the exterior unit normal to Y 0 and by dσ(y) the Lebesgue
surface measure on ∂Y 0 = ∂Σ0. Then, G(y) = Id−n(y)⊗n(y) is the projection
matrix on the tangent hyperplane to the surface ∂Y 0 = ∂Σ0. In order to define
a Laplace-Beltrami operator on this surface, we define the tangential gradient
∇sy = G(y)∇y and the tangential divergence divsyΨ = divy(G(y)Ψ) for any Ψ(y) :
Rd → Rd. Scaling the projection matrix using y = x/ε gives a projection matrix,
Gε(x) = G(x/ε), on the tangent hyperplane to the pore boundary ∂Ωε and,
consequently, rescaled tangential operators, denoted by ∇s and divs, are defined
with respect to the x variable on ∂Ωε.
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We assume that the porous medium is saturated with an incompressible fluid,
the velocity of which is assumed to be given, independent of time and periodic
in space. The fluid cannot penetrate the solid obstacles but can slip on their
surface. Therefore, we consider two periodic vector fields: b(y), defined in the
bulk Y 0, and bs(y), defined on the surface ∂Σ0 and belonging at each point of
∂Σ0 to its tangent hyperplane. Assuming that the fluid is incompressible and
does not penetrate the obstacles means that
divyb(y) = 0 in Y
0, b(y) · n(y) = 0 on ∂Σ0,
divsyb
s(y) = 0 on ∂Σ0, bs(y) · n(y) = 0 on ∂Σ0.
In truth, bs(y) should be the trace of b(y) on ∂Σ0 but, since this property is not
necessary for our analysis, we shall not make such an assumption. Of course,
some regularity is required for these vector fields and we assume that b(y) ∈
L∞(Y 0;Rd), bs(y) ∈ L∞(∂Σ0;Rd).
We assume that the molecular diffusion is periodic, possibly anisotropic, vary-
ing in space and different in the bulk and on the pore boundaries. In other
words, we introduce two periodic symmetric tensors D(y) and Ds(y), with en-
tries belonging respectively to L∞(Y 0) and to L∞(∂Σ0), which are assumed to
be uniformly coercive, namely that there exists a constant C > 0 such that, for
any ξ ∈ Rd,
D(y)ξ · ξ ≥ C|ξ|2 a.e. in Y 0, Ds(y)ξ · ξ ≥ C|ξ|2 a.e. on ∂Σ0.
Let us introduce three positive constants, κ (the adsorption rate), α and β
(the Langmuir parameters). For some positive final time T , let us consider the
following coupled system of parabolic equations of which the scalar concentrations
uε and vε are the solutions:
(1.1)
∂uε
∂t
+
1
ε
bε · ∇uε − div (Dε∇uε) = 0 in (0, T )× Ωε,
(1.2)
∂vε
∂t
+
1
ε
bsε · ∇svε − divs (Dsε∇svε) =
κ
ε2
[
αuε
1 + βuε
− vε
]
on (0, T )× ∂Ωε,
(1.3) − Dε
ε
∇uε · n = κ
ε2
[
αuε
1 + βuε
− vε
]
on (0, T )× ∂Ωε,
(1.4) uε(0, x) = u
in(x) in Ωε, vε(0, x) = v
in(x) on ∂Ωε,
with the notations (and similar ones for bs and Ds):
bε(x) = b
(x
ε
)
and Dε(x) = D
(x
ε
)
.
The specific ε-scaling of the coefficients in (1.1)-(1.3) is not new and is well ex-
plained, e.g., in [8]. Before adimensionalization, the physical system of equations
is written without any power of ε in the original time-space coordinates (τ, y).
Since we are interested in a macroscopic view and a long time behaviour of this
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coupled system of equations, we perform a “parabolic” scaling of the time-space
variables, namely (τ, y) → (ε−2t, ε−1x), which precisely yields the scaled model
(1.1)-(1.3).
The nonlinear Langmuir isotherm is denoted by f and F is its primitive such
that F ′(u) = f(u) and F (0) = 0, namely
(1.5) f(uε) =
αuε
1 + βuε
, F (uε) =
α
β
[
uε − 1
β
log(1 + βuε)
]
.
The initial data are chosen non-negative: uin, vin ≥ 0 and such that uin ∈
L2(Rd)∩L∞(Rd) and vin ∈ H1(Rd)∩L∞(Rd) so that its trace is well defined on
∂Ωε. In order to homogenize the system (1.1)-(1.4), we need a technical assump-
tion on the velocity fields which amounts to saying that the bulk and surface
drifts are equal (their common value being called b∗ in the sequel)
(1.6)
1
|Y 0|
ˆ
Y 0
b(y) dy =
1
|∂Σ0|
ˆ
∂Σ0
bs(y) dσ(y) = b∗.
Such an assumption was not necessary in the linear case [6] but is the price to
pay for extending our previous results to the nonlinear case of the Langmuir
isotherm.
Our main result (Theorem 3.7) says that the solution (uε, vε) of (1.1)-(1.4) is
approximately given by the ansatz:
uε(t, x) ≈ u0
(
t, x− b
∗t
ε
)
+ εu1
(
t, x− b
∗t
ε
,
x
ε
)
,
vε(t, x) ≈ f(u0)
(
t, x− b
∗t
ε
)
+ εv1
(
t, x− b
∗t
ε
,
x
ε
)
,
where u0 is the solution of the following macroscopic nonlinear diffusion equation:
[
|Y 0|+ α|∂Σ
0|
(1 + βu0)2
]
∂u0
∂t
− divx(A∗(u0)∇xu0) = 0 in (0, T )× Rd,[
|Y 0|u0 + |∂Σ
0| α u0
1 + βu0
]
(0, x) = |Y 0|uin(x) + |∂Σ0|vin(x) in Rd,
and the corrector (u1, v1) are defined by
u1(t, x, y) = χ
(
y, u0(t, x)
) · ∇xu0(t, x)
and
v1(t, x, y) =
α
(1 + βu0(t, x))2
ω
(
y, u0(t, x)
) · ∇xu0(t, x)
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where (χ, ω) = (χi, ωi)1≤i≤d is the solution of the cell problem:
−b∗ · ei + b(y) · (ei +∇yχi)− divy(D(ei +∇yχi)) = 0 in Y 0,
−D (ei +∇yχi) · n = ακ
(1 + βu0)2
(χi − ωi) on ∂Σ0,
−b∗ · ei + bs(y) · (ei +∇syωi)− divsy(Ds(ei +∇syωi)) = κ (χi − ωi) on ∂Σ0,
y → (χi(y), ωi(y)) Y − periodic.
Note that the cell solution (χ, ω) depends not only on y but also on the value of
u0(t, x). Furthermore, the technical assumption (1.6) is precisely the compatibil-
ity condition for solving the cell problem for any value of u0(t, x). The obtained
ansatz indicates that, in the limit, the bulk and surface concentrations are in
equilibrium since the leading term for vε is f(u0) where u0 is the leading term
for uε. Eventually, the effective diffusion (or dispersion) tensor A
∗(u0) is given
by
A∗ij(u0) =
ˆ
Y 0
D(y) (∇yχi + ei) · (∇yχj + ej) dy
+
ακ
(1 + βu0)2
ˆ
∂Σ0
[χi − ωi] [χj − ωj ] dσ(y)
+
α
(1 + βu0)2
ˆ
∂Σ0
Ds(y)
(∇syωi + ei) · (∇syωj + ej) dσ(y)
+
ˆ
Y 0
D(y)
(
∇yχj · ei −∇yχi · ej
)
dy
+
α
(1 + βu0)2
ˆ
∂Σ0
Ds(y)
(
∇syωj · ei −∇syωi · ej
)
dσ(y)
+
ˆ
Y 0
(
b(y) · ∇yχi
)
χj dy +
α
(1 + βu0)2
ˆ
∂Σ0
(
bs(y) · ∇syωi
)
ωj dσ(y).
Remark that the dispersion matrix A∗ is neither symmetric nor a constant matrix.
The fact that the non-linearity passed from the reaction term at the microscopic
level to the diffusion term at the macroscopic one is another manifestation of
the strong coupling of convection, diffusion and reaction in the homogenization
process. For small values of the concentration u0, the dispersion tensor A
∗(u0)
is close to the one obtained in the linear case. However, for large values of u0,
the saturation effect of the Langmuir isotherm implies that the entries of A∗(u0)
are much smaller with a finite positive asymptote (see (5.3) and the discussion
in Section 5).
This article is outlined as follows. Section 2 deals with the maximum principle
(see Proposition 2.3) and uniform a priori estimates on the solutions of (1.1)-
(1.4) which are obtained via energy estimates (see Lemma 2.4). In passing,
the obtained a priori estimates yield existence and uniqueness of the solution
of (1.1)-(1.4) by standard arguments relying on the monotone character of the
Langmuir isotherm (see Proposition 2.2). The non-linearity of (1.1)-(1.4) requires
6 GRE´GOIRE ALLAIRE, HARSHA HUTRIDURGA
some strong compactness of the sequence of solutions in order to pass to the limit.
This is obtained in Corollary 2.11 which is the most technical result of the present
paper. Following the ideas of [26, 10], we first show that, in a moving frame of
reference, a uniform localization of solution holds (Lemma 2.5). Then a time
equicontinuity type result (Lemma 2.6) allows us to gain compactness. These
technical results are not straightforward extensions of those in [26, 10]. There
are a number of additional difficulties, including the perforated character of the
domain, the non-linearity of the equations and more importantly the fact that
there are two unknowns uε and vε. Section 3 is dedicated to the derivation of the
homogenized equation (Theorem 3.7) using the method of two-scale convergence
with drift [26, 3]. The essence of this method is briefly recalled in Propositions
3.1 to 3.5. Theorem 3.7 gives a result of weak convergence of the sequence (uε, vε)
to the homogenized limit (u0, v0 = f(u0)). Although the previous Corollary 2.11
gives some strong compactness in the L2-norm, there is still room to improve the
strong convergence, notably for the gradients of uε and vε. This is the purpose
of Section 4 where we establish a strong convergence result (Theorem 4.1) for
well prepared initial data. Eventually, Section 5 is devoted to some numerical
simulations in two space dimensions using the FreeFem++ package [33]. In the
2D setting, assumption (1.6) implies that the homogenized drift vanishes i.e.,
b∗ = 0. We study the behavior of the homogenized dispersion tensor with respect
to variations of the magnitude of u0, the reaction rate κ and the surface molecular
diffusion Ds. The results of the present paper are part of the PhD thesis of the
second author which contains additional details, see [22].
2. Maximum principles and a priori estimates
The goal of this section is to prove a maximum principle, to derive uniform
(with respect to ε) a priori estimates based on energy equality and to deduce an
existence and uniqueness result for the solution of (1.1)-(1.4).
Definition 2.1. A pair (uε, vε) ∈ L2((0, T );H1(Ωε))×L2((0, T );H1(∂Ωε)) with(∂uε
∂t
,
∂vε
∂t
)
∈ L2((0, T ); (H1(Ωε))′)×L2((0, T ); (H1(∂Ωε))′) is said to be a weak
solution of the coupled system (1.1)-(1.4) provided we have
(2.1) (uε, vε)(0) = (u
in, vin)
and for a.e. time 0 ≤ t ≤ T , we have
(2.2) ˆ
Ωε
∂uε
∂t
φ dx+
1
ε
ˆ
Ωε
bε · ∇uεφ dx+
ˆ
Ωε
Dε∇uε · ∇φ dx
+ε
ˆ
∂Ωε
∂vε
∂t
ψ dσ(x) +
ˆ
∂Ωε
bsε · ∇svεψ dσ(x) + ε
ˆ
∂Ωε
Dsε∇svε · ∇sψ dσ(x)
+
κ
ε
ˆ
∂Ωε
(f(uε)− vε) (φ− ψ) dσ(x) = 0,
for each pair (φ, ψ) ∈ H1(Ωε)×H1(∂Ωε).
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In (2.2) dσ(x) is the surface measure on ∂Ωε. In truth the integrals of the time
derivatives in (2.2) should be replaced by the corresponding duality pairings of
(H1(Ωε))
′ and H1(Ωε) on the one hand, and of (H1(∂Ωε))′ and H1(∂Ωε) on
the other hand. We indulge ourselves with this usual abuse of notations which
simplify the exposition. By the well-known Aubin-Lions lemma, the solution is
continuous in time, namely uε ∈ C([0, T ];L2(Ωε)) and vε ∈ C([0, T ];L2(∂Ωε)),
so that the initial condition makes sense in (2.1).
Proposition 2.2. Assume that the initial data (uin, vin) belong to the space
L2(Rd)∩L∞(Rd)×H1(Rd)∩L∞(Rd) and are non-negative. There exists a unique
weak solution (uε, vε) of (1.1)-(1.4) in the sense of Definition 2.1.
The above existence result relies on a maximum principle that we shall prove
assuming that a weak solution of (1.1)-(1.4) exists. We use the standard nota-
tions: h+ = max(0, h) and h− = min(0, h). Recall that the function f(u) =
αu/(1 + βu) is one to one and increasing from R+ to [0, α/β]. Although the
function f(u) is not defined for u = −1/β, and since we are interested only in
non-negative values of u, we can modify and mollify f(u) for u < 0 so that it
is an increasing function on R which grows at most linearly at infinity with a
uniformy bounded derivative. With this modification, all computations below
make sense for negative values of u. In particular, if u is a function in H1(Rd) so
is f(u).
Proposition 2.3. Let (uε, vε) be a weak solution of (1.1)-(1.4) in the sense of
Definition 2.1. Assume that the initial data (uin, vin) satisfy 0 ≤ uin ≤ Mu,
0 ≤ vin ≤Mv for some positive constants Mu and Mv (without loss of generality
consider f(Mu) < Mv).
If Mv < α/β, then{
0 ≤ uε(t, x) ≤ mu = f−1(Mv) for (t, x) ∈ (0, T )× Ωε,
0 ≤ vε(t, x) ≤Mv for (t, x) ∈ (0, T )× ∂Ωε.
If Mv ≥ α/β, then there exist three positive constants τ , M(τ) and M˜v < α/β,
independent of ε, such that{
0 ≤ uε(t, x) ≤M(τ) for (t, x) ∈ (0, ε2τ)× Ωε,
0 ≤ vε(t, x) ≤Mv for (t, x) ∈ (0, ε2τ)× ∂Ωε,
and {
0 ≤ uε(t, x) ≤ m˜u = f−1(M˜v) for (t, x) ∈ (ε2τ, T )× Ωε,
0 ≤ vε(t, x) ≤ M˜v for (t, x) ∈ (ε2τ, T )× ∂Ωε.
Proof. We use a variational approach. To begin with, we prove that the solutions
remain non-negative for non-negative initial data. Let us consider (f(uε)
−, εv−ε )
as test functions in the variational formulation of (1.1)-(1.4):ˆ T
0
d
dt
ˆ
Ωε
F (u−ε ) dx dt+
ε
2
ˆ T
0
d
dt
ˆ
∂Ωε
|v−ε |2 dσ(x) dt+
1
ε
ˆ T
0
ˆ
Ωε
bε·∇F (u−ε ) dx dt
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−
ˆ T
0
ˆ
Ωε
div (Dε∇uε) f(uε)− dx dt+ ε
2
ˆ T
0
ˆ
∂Ωε
bsε · ∇s|v−ε |2 dσ(x) dt
−ε
ˆ T
0
ˆ
∂Ωε
divs (Dsε∇svε) v−ε dσ(x) dt−
κ
ε
ˆ T
0
ˆ
∂Ωε
[f(uε)− vε] v−ε dσ(x) dt = 0,
where f and its primitive F are defined by (1.5). The convective terms in the
above expression vanish due to the divergence free property of b, bs and the
boundary condition b · n = 0 on ∂Σ0. Thus, we getˆ
Ωε
F (u−ε )(T ) dx+
ε
2
ˆ
∂Ωε
|v−ε (T )|2 dσ(x) +
ˆ T
0
ˆ
Ωε
f ′(u−ε )Dε∇u−ε · ∇u−ε dx dt
+ε
ˆ T
0
ˆ
∂Ωε
Dsε∇sv−ε ·∇sv−ε dσ(x) dt+
κ
ε
ˆ T
0
ˆ
∂Ωε
[f(uε)− vε]
[
f(uε)
− − v−ε
]
dσ(x) dt
=
ˆ
Ωε
F (u−ε )(0) dx+
ε
2
ˆ
∂Ωε
|v−ε (0)|2 dσ(x).
Since the function h → h− is monotone and f ′(u) ≥ 0, all terms on the left
hand side of the above equation are non-negative. The assumption of the non-
negative initial data implies that the right hand side vanishes, therefore proving
that u−ε (t, x) = 0, v−ε (t, x) = 0. Thus the solutions uε and vε stay non negative
at all times.
Next, we show that the solutions stay bounded from above if we start with a
bounded initial data. The boundedness property of f adds an additional difficulty
prompting us to consider two cases as below.
Case I. Assume Mv < α/β so that we can define mu = f
−1(Mv) > Mu.
We choose ((f(uε)−Mv)+, ε(vε−Mv)+) as test functions in the variational for-
mulation of (1.1)-(1.4). Introducing the primitive function F such that F ′(u) =
(f(u)−Mv)+ and F(0) = 0, we getˆ
Ωε
F(uε)(T ) dx+ ε
2
ˆ
∂Ωε
|(vε −Mv)+|2 dσ(x)
+
ˆ T
0
ˆ
Ωε
f ′(uε)Dε∇(uε −mu)+ · ∇(uε −mu)+ dx dt
+ε
ˆ T
0
ˆ
∂Ωε
Dsε∇s(vε −Mv)+ · ∇s(vε −Mv)+ dσ(x) dt
+
κ
ε
ˆ T
0
ˆ
∂Ωε
[(f(uε)−Mv)− (vε −Mv)]
[
(f(uε)−Mv)+ − (vε −Mv)+
]
dσ(x) dt
=
ˆ
Ωε
F(uin) dx+ ε
2
ˆ
∂Ωε
((vin −Mv)+)2 dσ(x),
because ∇(f(uε)−Mv)+ = f ′(uε)∇(uε −mu)+. The upper bound on the initial
data implies that the right hand side vanishes. The left hand side is non-negative
because h → h+ is monotone and f ′(uε) ≥ 0. Since F(u) = 0 if and only if
u ≤ mu, we deduce that uε ≤ mu and vε ≤Mv.
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Case II. Assume Mv ≥ α/β.
The argument in Case I fails because f−1(Mv) is not well defined. The idea
is to first prove that there exists τ > 0 such that, after a short time ε2τ , the
solution vε reduces in magnitude and is uniformly smaller than α/β. Then by
taking ε2τ as a new initial time we can repeat the analysis of Case I. Whatever
the value of uε, equation (1.2) implies the following inequality on the boundary
∂Ωε:
(2.3)
∂vε
∂t
+
1
ε
bsε · ∇svε − divs (Dsε∇svε) ≤
κ
ε2
(α
β
− vε
)
.
Choosing wε =
(
vε − αβ
)
exp(tκ/ε2) we get
∂wε
∂t
+
1
ε
bsε · ∇swε − divs (Dsε∇swε) ≤ 0
with the initial data
wε(0) = v
in − α
β
.
Then, the maximum principle implies (see [34] for details)
wε(t) ≤ max
x∈∂Ωε
wε(0) ≤Mv − α
β
,
which yields the following upper bound:
(2.4) vε(t) ≤ exp(−tκ/ε2)Mv +
(
1− exp(−tκ/ε2)
)α
β
.
Unfortunately (2.4) is too crude a bound which cannot reduce the initial bound
Mv to a number smaller than α/β. At least, (2.4) yields vε(t) ≤ Mv. We are
going to use this upper bound in the equation for uε in order to improve (2.4).
Equations (1.1) and (1.3) are:
∂uε
∂t
+
1
ε
bε · ∇uε − div (Dε∇uε) = 0 in Ωε,
−Dε
ε
∇uε · n = κ
ε2
[
αuε
1 + βuε
− vε
]
=:
κ
ε2
gε on ∂Ωε,
with gε satisfying, thanks to (2.4), the bound |gε| ≤ Mv. Let us introduce an
auxiliary problem in the unit cell:
(2.5)
 b · ∇yΨ− divy(D∇yΨ) = κMv|∂Σ
0|/|Y 0| in Y 0,
−D(y)∇yΨ · n = κMv on ∂Σ0,
y → Ψ(y) is Y − periodic,
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where the compatibility condition for the existence and uniqueness (up to an
additive constant) of Ψ is satisfied. The scaled function Ψε(x) = Ψ(x/ε) satisfies:
(2.6)

1
ε
bε · ∇Ψε − div(Dε∇Ψε) = κMv
ε2
|∂Σ0|/|Y 0| in Ωε,
−1
ε
Dε∇Ψε · n = κMv
ε2
on ∂Ωε.
The function zε = Ψε + uε − (κMvε2 |∂Σ0|/|Y 0|)t satisfies:
(2.7)

∂zε
∂t
+
1
ε
bε · ∇zε − div (Dε∇zε) = 0 in (0, T )× Ωε,
−1
ε
Dε∇zε · n = κ
ε2
(gε +Mv) ≥ 0 on (0, T )× ∂Ωε,
zε(0) = Ψε + u
in in Ωε.
Then, the maximum principle yields (again, see [34] if necessary)
zε(t) ≤ max
Ωε
(Ψε + u
in) ≤Mu + ‖Ψ‖L∞(Y 0).
From the definition of zε we deduce:
(2.8) uε(t) ≤Mu + 2‖Ψ‖L∞(Y 0) +
κMv
ε2
|∂Σ0|/|Y 0|t,
which implies that, for any τ > 0, we have
max
0<t<ε2τ
uε(t) ≤M(τ) = Mu + 2‖Ψ‖L∞(Y 0) + κMv|∂Σ0|/|Y 0|τ,
where M(τ) does not depend on ε and is an affine function of τ . Hence
max
0<t<ε2τ
f(uε(t)) ≤ f(M(τ)) = αM(τ)
1 + βM(τ)
<
α
β
and (2.3) can be improved as
∂vε
∂t
+
1
ε
bsε · ∇svε − divs
(
DSε∇svε
) ≤ κ
ε2
(
f(M(τ))− vε
)
for 0 < t < ε2τ.
The same argument leading to (2.4) now gives that, for any τ > 0 and 0 < t <
ε2τ ,
(2.9) vε(t) ≤ exp(−κτ)Mv +
(
1− exp(−κτ)
)
f(M(τ)),
where f(M(τ)) < αβ − Cτ for some positive constant C > 0. Thus, choosing τ
large enough, we deduce that there exists M˜v (equal to the right hand side of
(2.9)) which does not depend on ε such that
max
0<t<ε2τ
vε(t) ≤ M˜v < α
β
.
Choosing M˜u = M(τ), we obviously have f(M˜u) < M˜v and we can repeat the
argument of Case I with the new initial time ε2τ . 
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We know from Proposition 2.3 that the solutions of (1.1)-(1.4) are uniformly
bounded in the L∞-norm. This shall help us obtain uniform (with respect to ε)
a priori energy estimates.
Lemma 2.4. Let (uε, vε) be a weak solution of (1.1)-(1.4) in the sense of Defini-
tion 2.1 and the initial data (uin, vin) be such that 0 ≤ uin ≤Mu, 0 ≤ vin ≤Mv.
There exists a constant C that depends on Mu and Mv but not on ε such that
(2.10)
‖uε‖L∞((0,T );L2(Ωε)) +
√
ε‖vε‖L∞((0,T );L2(∂Ωε))
+‖∇uε‖L2((0,T )×Ωε) +
√
ε‖∇svε‖L2((0,T )×∂Ωε)
+
√
ε‖wε‖L∞((0,T );L2(∂Ωε)) ≤ C
(∥∥uin∥∥
L2(Rd) + ‖vin‖H1(Rd)
)
,
where wε = ε
−1
(
αuε
1+βuε
− vε
)
.
Proof. To obtain an energy equality we multiply (1.1) by f(uε) and integrate
over Ωε:
d
dt
ˆ
Ωε
F (uε) dx+
ˆ
Ωε
f ′(uε)Dε∇uε·∇uε dx+κ
ε
ˆ
∂Ωε
(f(uε)− vε) f(uε) dσ(x) = 0,
where F is the primitive of f , defined by (1.5), which satisfies F (u) ≥ 0 for u ≥ 0.
We next multiply (1.2) by εvε and integrate over ∂Ωε:
ε
2
d
dt
ˆ
∂Ωε
|vε|2 dσ(x)+ε
ˆ
∂Ωε
Dsε∇svε·∇svε dσ(x)−
κ
ε
ˆ
∂Ωε
(f(uε)− vε) vε dσ(x) = 0.
Adding the above two expressions leads to the following energy equality:
d
dt
ˆ
Ωε
F (uε) dx+
ε
2
d
dt
ˆ
∂Ωε
|vε|2 dσ(x) +
ˆ
Ωε
f ′(uε)Dε∇uε · ∇uε dx
(2.11) + ε
ˆ
∂Ωε
Dsε∇svε · ∇svε dσ(x) +
κ
ε
ˆ
∂Ωε
(f(uε)− vε)2 dσ(x) = 0.
Recalling that, because of the maximum principle of Proposition 2.3, F (uε) ≥ 0
and f ′(uε) ≥ 0, and integrating over time yields:
‖F (uε)‖L∞((0,T );L1(Ωε)) + ε‖vε‖2L∞((0,T );L2(∂Ωε)) + ε
∥∥∥∥1ε (f(uε)− vε)
∥∥∥∥2
L2(∂Ωε×(0,T ))
+
∥∥∥√f ′(uε)∇uε∥∥∥2
L2(Ωε×(0,T ))
+ ε‖∇svε‖2L2(∂Ωε×(0,T ))
≤ C
(∥∥F (uin)∥∥
L1(Rd) + ‖vin‖2H1(Rd)
)
.
A second-order Taylor expansion at 0 yields F (u) = 12u
2f ′(c) for some c ∈ (0, u).
By the maximum principle, we have 0 ≤ uε ≤M so that
0 <
α
1 + βM
≤ f ′(uε) ≤ α,
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and
∥∥F (uin)∥∥
L1(Rd) ≤ C
∥∥uin∥∥2
L2(Rd) while
‖F (uε)‖L∞((0,T );L1(Ωε)) +
∥∥∥√f ′(uε)∇uε∥∥∥2
L2(Ωε×(0,T ))
≥
C
(
‖uε‖2L∞((0,T );L2(Ωε)) + ‖∇uε‖2L2(Ωε×(0,T ))
)
from which we deduce (2.10). 
Proof of Proposition 2.2. From Proposition 2.3 and Lemma 2.4 it is a classical
matter to prove existence and uniqueness of the weak solution of (1.1)-(1.4).
Existence can be proved, for example, by a finite dimensional Galerkin approx-
imation [24, 25], while uniqueness is a consequence of the monotonicity of the
Langmuir isotherm or of its globally Lipschitz property. Since these arguments
are well known (see, e.g., for a very similar model, [30]), we do not reproduce
them here (see [22] for details, if necessary). 
In order to find the homogenized limit for (1.1)-(1.4), we need to pass to
the limit in its variational formulation as ε → 0, which requires some strong
compactness since (1.1)-(1.4) is nonlinear. The a priori estimates of Lemma 2.4
allow us to extract weakly converging subsequences but they do not give any
strong compactness for the sequence (uε, vε) since uniform (with respect to ε)
a priori estimates on their time derivatives are lacking. Furthermore, since Ωε
is unbounded, Rellich theorem does not hold in Ωε and a localization result is
thus required to get compactness. This is the goal of the results to follow for the
rest of this section which culminate in Corollary 2.11. Their proofs rely on the
use of the equations (1.1)-(1.4). There is however one additional hurdle which
is the presence of large convective terms of order ε−1. In order to compensate
this large drift, following the lead of [26], we shall prove these compactness and
localization results, not for the original sequence (uε, vε), but for its counterpart
defined in a moving frame of reference. For ϕε(t, x), let us define its counterpart
in moving coordinates as
(2.12) ϕ̂ε(t, x) = ϕε
(
t, x+
b∗t
ε
)
,
where b∗ is the effective drift defined by (1.6). Of course, definition (2.12) is
consistent with the notion of two-scale convergence with drift which shall be
recalled in Section 3 (in particular, if ϕε(t, x) = ϕ
(
t, x− b∗tε
)
is a test function
for two-scale convergence with drift, then ϕ̂ε = ϕ). A “symmetric” definition
will be useful too:
(2.13) ϕˇε(t, x) = ϕε
(
t, x− b
∗t
ε
)
.
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As we consider functions in moving coordinates, the underlying porous domain
Ωε does “move” with the same velocity. Let us define
(2.14) Ω̂ε(t) =
{
x+
b∗t
ε
: x ∈ Ωε
}
.
Lemma 2.5. Let (uε, vε) be the solution of (1.1)-(1.4). Fix a final time T < +∞.
Then, for any δ > 0, there exists R(δ) > 0 such that, for any t ∈ [0, T ],
‖ûε(t, x)‖L2(Ωε(t)∩QcR(δ)) ≤ δ, ‖v̂ε(t, x)‖L2(∂Ωε(t)∩QcR(δ)) ≤ δ,
where QcR(δ) is the complement of the cube QR(δ) =]−R(δ),+R(δ)[d in Rd.
Proof. We rely on an idea of [26]. Let φ ∈ C∞(R) be a smooth cut-off function
such that 0 ≤ φ(r) ≤ 1, φ = 0 for r ≤ 1, φ = 1 for r ≥ 2. For x ∈ Rd, denote
φR(x) = φ(|x|/R). Let us consider the variational formulation of (1.1)-(1.4) with
test functions (f(uε)φˇR, εvεφˇR) where the .ˇ-notation is defined by (2.13). By
integration by parts in time, the first bulk term isˆ t
0
ˆ
Ωε
∂uε
∂t
(s, x)f(uε)(s, x)φˇR(s, x) dx ds =
1
ε
ˆ t
0
ˆ
Ωε
F (uε)(s, x)b
∗·∇φˇR(s, x) dx ds
+
ˆ
Ωε
F (uε)(t, x)φˇR(t, x) dx−
ˆ
Ωε
F (uin)(x)φR(x) dx,
while, by integration by parts in space, the convective term is
1
ε
ˆ t
0
ˆ
Ωε
bε · ∇uεf(uε)φˇR dx ds = −1
ε
ˆ t
0
ˆ
Ωε
F (uε)bε · ∇φˇR dx ds,
and the diffusive term is
−
ˆ t
0
ˆ
Ωε
div(Dε∇uε)f(uε)φˇR dx ds =
ˆ t
0
ˆ
Ωε
f ′(uε)Dε∇uε · ∇uεφˇR dx ds
+
ˆ t
0
ˆ
Ωε
f(uε)Dε∇uε · ∇φˇR dx ds+ κ
ε
ˆ t
0
ˆ
∂Ωε
(f(uε)− vε)f(uε)φˇR dσ(x) ds.
On the other hand, the boundary terms are
2ε
ˆ t
0
ˆ
∂Ωε
∂vε
∂t
φˇRvε ds dσ(x) =
ˆ t
0
ˆ
∂Ωε
b∗ · ∇φˇR|vε|2 ds dσ(x)
+ε
ˆ
∂Ωε
φˇR(t, x)|vε(t, x)|2 dσ(x)− ε
ˆ
∂Ωε
φR(x)|vin(x)|2 dσ(x),
2
ˆ t
0
ˆ
∂Ωε
bsε · ∇svεvεφˇR dsdσ(x) = −
ˆ t
0
ˆ
∂Ωε
|vε|2bsε · ∇sφˇR ds dσ(x),
and
−ε
ˆ t
0
ˆ
∂Ωε
divs(Dsε∇svε)vεφˇR dσ(x) ds = ε
ˆ t
0
ˆ
∂Ωε
Dsε∇svε · ∇svεφˇR dσ(x) ds
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+ε
ˆ t
0
ˆ
∂Ωε
vεD
s
ε∇svε · ∇sφˇR dσ(x) ds−
κ
ε
ˆ t
0
ˆ
∂Ωε
(f(uε)− vε)vεφˇR dσ(x) ds.
Adding these terms together yields:ˆ
Ωε
F (uε)(t, x)φˇR(t, x) dx+
ˆ t
0
ˆ
Ωε
f ′(uε)Dε∇uε · ∇uεφˇR dx ds
+
ε
2
ˆ
∂Ωε
|vε(t, x)|2φˇR(t, x) dσ(x) + ε
ˆ t
0
ˆ
∂Ωε
Dsε∇svε · ∇svεφˇR dσ(x) ds
+
κ
ε
ˆ t
0
ˆ
∂Ωε
φˇR (f(uε)− vε)2 dσ(x) ds
(2.15)
= −
ˆ t
0
ˆ
Ωε
f(uε)Dε∇uε · ∇φˇR dx ds− ε
ˆ t
0
ˆ
∂Ωε
vεD
s
ε∇svε · ∇sφˇR dσ(x) ds
(2.16)
+
1
ε
ˆ t
0
ˆ
Ωε
F (uε) (bε − b∗) · ∇φˇR dx ds+
ˆ t
0
ˆ
∂Ωε
|vε|2 (bsε − b∗) · ∇sφˇR dσ(x) ds
(2.17) +
ˆ
Ωε
F (uin)(x)φR(x) dx+
ε
2
ˆ
∂Ωε
φR(x)|vin(x)|2 dσ(x).
To arrive at the result, we need to bound the right hand side terms. Recall that
f(uε) ≤ αuε. By definition of φR we have ‖∇φˇR‖L∞(Ωε) ≤ C/R, so that the first
and second terms in (2.15) are bounded by
(2.18)
C
R
(
‖uε‖L2((0,T )×Ωε)‖∇uε‖L2((0,T )×Ωε)
+ε‖vε‖L2((0,T )×∂Ωε)‖∇svε‖L2((0,T )×∂Ωε)
)
≤ C
R
by virtue of Lemma 2.4. The two last terms in (2.17), involving the initial data
(uin, vin), do not depend on ε and tend to zero as R tends to ∞. To cope with
the remaining terms in (2.16), we introduce two auxiliary problems:
(2.19)
 −∆ξi(y) = b
∗
i − bi(y) in Y 0,
−∇ξi · n = 0 on ∂Σ0,
y → ξi(y) is Y − periodic,
(2.20)
{ −∆sΞi(y) = b∗i − bsi (y) on ∂Σ0,
y → Ξi(y) is Y − periodic.
Both the auxiliary problems admit unique solutions (up to additive constants)
since, by definition (1.6) of b∗, the source terms in (2.19) and (2.20) are in equi-
librium. Substitution of the above auxiliary functions in (2.16) and integration
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by parts yields
d∑
i=1
ˆ t
0
(ˆ
Ωε
ε∇ξεi · ∇
(
F (uε)∂xi φˇR
)
dx+ ε
ˆ
∂Ωε
ε∇sΞεi · ∇s
(
|vε|2∂xi φˇR
)
dσ(x)
)
ds.
Since ε∇ξεi (x) = (∇yξi) (x/ε) and ε∇sΞεi (x) =
(∇syΞi) (x/ε), using again the
fact that F (uε) has quadratic growth for bounded uε, the a priori estimates from
Lemma 2.4 imply that (2.16) is bounded by a term similar to (2.18). A final
change of the frame of reference and letting R go to infinity leads to the desired
result. 
We now prepare the ground for the final compactness result by proving some
type of equicontinuity in time. Let us introduce an orthonormal basis {ej}j∈N ∈
L2((0, 1)d) such that {ej} ∈ C∞0 ([0, 1]d). Then the functions {ejk}j∈N,k∈Zd , where
ejk(x) = ej(x− k), form an orthonormal basis in L2(Rd).
Lemma 2.6. Let h > 0 be a small parameter representing time translation.
There exists a positive constant Cjk independent of ε and h such that∣∣∣ T−hˆ
0
{ ˆ
Ω̂ε(t+h)
(
ûε+ηf(ûε)
)
(t+h, x)ejk(x) dx−
ˆ
Ω̂ε(t)
(
ûε+ηf(ûε)
)
(t, x)ejk(x) dx
}
dt
∣∣∣
(2.21) ≤ Cjk
(√
h+ ε
)
where η = |∂Σ0|/|Y 0|.
Proof. We compute the difference(
ûε(t+ h, x), ejk(x)
)
L2(Ω̂ε(t+h))
−
(
ûε(t, x), ejk(x)
)
L2(Ω̂ε(t))
+ε
(
v̂ε(t+ h, x), ejk(x)
)
L2(∂Ω̂ε(t+h))
− ε
(
v̂ε(t, x), ejk(x)
)
L2(∂Ω̂ε(t))
=
ˆ t+h
t
d
ds
{ˆ
Ω̂ε(s)
ûε(s, x)ejk(x) dx+ ε
ˆ
∂Ω̂ε(s)
v̂ε(s, x)ejk(x) dσ(x)
}
ds
=
ˆ t+h
t
d
ds
{ˆ
Ωε
uε(s, x)eˇjk(x) dx+ ε
ˆ
∂Ωε
vε(s, x)eˇjk(x) dσ(x)
}
ds
=
ˆ t+h
t
ˆ
Ωε
{∂uε
∂s
(s, x)eˇjk(x)− b
∗
ε
· ∇eˇjk(x)uε(s, x)
}
dx ds
+
ˆ t+h
t
ε
ˆ
∂Ωε
{∂vε
∂s
(s, x)eˇjk(x)− b
∗
ε
· ∇eˇjk(x)vε(s, x)
}
dσ(x) ds
=
1
ε
ˆ t+h
t
ˆ
Ωε
{(
bε − b∗
)
· ∇eˇjk(x)uε(s, x)−Dε∇uε(s, x) · ∇eˇjk(x)
}
dx ds
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+ε
ˆ t+h
t
ˆ
∂Ωε
{1
ε
(
bsε − b∗
)
· ∇eˇjk(x)vε(s, x)−Dsε∇svε(s, x) · ∇seˇjk(x)
}
dσ(x) ds
=
ˆ t+h
t
ˆ
Ωε
{
ε∆ξεi (x)∂xi eˇjk(x)uε(s, x)−Dε∇uε(s, x) · ∇eˇjk(x)
}
dx ds
+
ˆ t+h
t
ˆ
∂Ωε
{
ε2∆sΞεi (x)∂xi eˇjk(x)vε(s, x)− εDsε∇svε(s, x) · ∇seˇjk(x)
}
dσ(x) ds
= −
ˆ t+h
t
ˆ
Ωε
{
∇yξεi (x) · ∇
(
∂xi eˇjk(x)uε(s, x)
)
+Dε∇uε(s, x) · ∇eˇjk(x)
}
dx ds
−ε
ˆ t+h
t
ˆ
∂Ωε
{
∇syΞεi (x)·∇s
(
∂xi eˇjk(x)vε(s, x)
)
+Dsε∇svε(s, x)·∇seˇjk(x)
}
dσ(x) ds
≤ Cjk
√
h.
The above bound follows from the a priori estimates (2.10). By the definition of
wε, we have v̂ε = f(ûε)− εŵε. Substituting for v̂ε in the above inequality yields∣∣∣(ûε(t+ h, x), ejk(x))
L2(Ω̂ε(t+h))
+ ε
(
f(ûε)(t+ h, x), ejk(x)
)
L2(∂Ω̂ε(t+h))
−
(
ûε(t, x), ejk(x)
)
L2(Ω̂ε(t))
− ε
(
f(ûε)(t, x), ejk(x)
)
L2(∂Ω̂ε(t))
∣∣∣
≤ Cjk
√
h+
∣∣∣ε2(ŵε(t+h, x), ejk(x))
L2(∂Ω̂ε(t+h))
∣∣∣+ ∣∣∣ε2(ŵε(t, x), ejk(x))
L2(∂Ω̂ε(t))
∣∣∣.
We now replace the boundary integrals involving the nonlinear term with volume
integrals. To that end, we introduce an auxiliary problem:
(2.22)

divyΥ(y) = η = |∂Σ0|/Y 0 in Y 0,
Υ · n = 1 on ∂Σ0,
y → Υ(y) is Y − periodic,
which admits a smooth Y -periodic vector solution Υ. Then,
ε
ˆ
∂Ω̂ε(t)
f(ûε)(t, x)ejk(x) dσ(x) = ε
ˆ
∂Ωε
f(uε)(t, x)eˇjk(x) dσ(x)
= ε
ˆ
∂Ωε
f(uε)(t, x)eˇjk(x)
(
Υε(x)·n
)
dσ(x) = ε
ˆ
Ωε
div
(
f(uε)(t, x)eˇjk(x)Υ
ε(x)
)
dx
= ε
ˆ
Ωε
f ′(uε)(t, x)∇uε(t, x) ·Υε(x)eˇjk(x) dx+ ε
ˆ
Ωε
∇eˇjk(x) ·Υε(x)f(uε)(t, x) dx
+η
ˆ
Ωε
eˇjk(x)f(uε)(t, x) dx.
The above calculation leads to∣∣∣ˆ t+h
t
d
ds
ˆ
Ω̂ε(s)
(
ûε + ηf(ûε)
)
(s, x)ejk(x) dx ds
∣∣∣
≤ Cjk
√
h
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+
∣∣∣ε2 ˆ
∂Ωε
wε(t+h, x)ejk
(
x−b
∗(t+ h)
ε
)
dσ(x)
∣∣∣+∣∣∣ε2 ˆ
∂Ωε
wε(t, x)ejk
(
x−b
∗t
ε
)
dσ(x)
∣∣∣
+
∣∣∣εˆ
Ωε
f ′(uε)(t, x)∇uε(t, x) ·Υε(x)ejk
(
x− b
∗t
ε
)
dx
∣∣∣
+
∣∣∣εˆ
Ωε
∇ejk
(
x− b
∗t
ε
)
·Υε(x)f(uε)(t, x) dx
∣∣∣
+
∣∣∣εˆ
Ωε
f ′(uε)(t, x)∇uε(t, x) ·Υε(x)ejk
(
x− b
∗(t+ h)
ε
)
dx
∣∣∣
+
∣∣∣εˆ
Ωε
∇ejk
(
x− b
∗(t+ h)
ε
)
·Υε(x)f(uε)(t, x) dx
∣∣∣.
We integrate the above inequality over (0, T − h). As 0 ≤ f(uε) ≤ αuε and
0 ≤ f ′(uε) ≤ α, the a priori estimates in (2.10) lead to (with a possibly different
constant Cjk)ˆ T−h
0
∣∣∣∣∣
ˆ t+h
t
d
ds
ˆ
Ω̂ε(s)
(
ûε + ηf(ûε)
)
(s, x)ejk(x) dx ds
∣∣∣∣∣ dt ≤ Cjk(√h+ ε)
which is nothing but (2.21). 
To prove the compactness of uε, an intermediate result is to prove the com-
pactness of the sequence zε defined by
zε(t, x) = uε(t, x) + ηf(uε)(t, x) for (t, x) ∈ (0, T )× Ωε.
In view of (2.10), zε satisfies the following estimates
(2.23)
ˆ
Ωε
|zε|2 dx ≤
ˆ
Ωε
(1 + ηα)2|uε|2 dx ≤ C ∀ t ∈ (0, T ),
ˆ T
0
ˆ
Ωε
|∇zε|2 dx =
ˆ T
0
ˆ
Ωε
(1 + ηf ′(uε))2|∇uε|2 dx ≤ C.
We recall from [16, 1] that there exists an extension operator Eε : H
1(Ωε) →
H1(Rd) which satisfies the following property: there exists a constant C, inde-
pendent of ε, such that, for any function φε ∈ H1(Ωε), Eεφε
∣∣∣
Ωε
= φε and
(2.24) ‖Eεφε‖L2(Rd) ≤ C‖φε‖L2(Ωε), ‖∇Eεφε‖L2(Rd) ≤ C‖∇φε‖L2(Ωε).
As we are proving compactness in moving coordinates, we consider the sequences
ẑε and Êεzε where the .̂-operator is defined by (2.12). The decomposition of these
two functions in terms of the orthonormal basis {ejk} of L2(Rd) yields
ẑε(t, x) =
∑
j∈N,k∈Zd
µεjk(t)ejk(x) with µ
ε
jk(t) =
ˆ
Ω̂ε(t)
ẑε(t, x)ejk(x) dx,
Êεzε(t, x) =
∑
j∈N,k∈Zd
νεjk(t)ejk(x) with ν
ε
jk(t) =
ˆ
Rd
Êεzε(t, x)ejk(x) dx,
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where µεjk(t) and ν
ε
jk(t) are the time dependent Fourier coefficients.
Lemma 2.7. There exists a subsequence, still denoted by ε, such that
µεjk → µjk in L2(0, T ) ∀j ∈ N, k ∈ Zd,
for some µjk ∈ L2(0, T ). Further, the function
z0(t, x) =
∑
j∈N,k∈Zd
µjk(t)ejk(x)
is an element of L2((0, T )× Rd).
Proof. From Lemma 2.6, we have
(2.25)
ˆ T−h
0
∣∣∣µεjk(t+ h)− µεjk(t)∣∣∣ dt ≤ Cjk(√h+ ε).
Inequality (2.25) is a variant of the Riesz-Fre´chet-Kolmogorov criterion for (strong)
compactness in L1(0, T ) (see e.g. [14], page 72, Theorem IV.25), the variant be-
ing caused by the additional ε-term in the right hand side. It is not difficult
to check that the proof of compactness is still valid with this additional term
(see [22] if necessary). Therefore, for any j ∈ N, k ∈ Zd, there is a subsequence
εjk → 0 and a limit µjk ∈ L1(0, T ) such that
µ
εjk
jk → µjk in L1(0, T ).
A diagonalization procedure yields another subsequence ε such that the above
convergence in L1 holds for all indices j, k. The a priori estimates (2.10) on uε
in turn implies that the Fourier coefficients are bounded in L∞(0, T ) too. Thus,
the above strong compactness property is true in every Lp, 1 ≤ p < +∞, and, in
particular, in L2(0, T ). The assertion that z0 ∈ L2((0, T )× Rd) follows from the
observation that ∥∥∥z0∥∥∥2
L2((0,T )×Rd)
=
∑
j∈N,k∈Zd
ˆ T
0
|µjk(t)|2 dt
≤
∑
j∈N,k∈Zd
lim inf
ε→0
ˆ T
0
|µεjk|2 dt ≤ lim inf
ε→0
∥∥∥ẑε∥∥∥2
L2((0,T )×Ω̂ε(t))
<∞.

The next result states that there is not much difference between the time
Fourier coefficients of ẑε (defined in the perforated domain Ω̂ε(t)) and of its
extension Êεzε.
Lemma 2.8. Let θ = |Y 0|/|Y | ∈ (0, 1). There exists a constant Cjk independent
of ε such that
(2.26)
∣∣∣µεjk(t)− θνεjk(t)∣∣∣ ≤ Cjkε.
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Proof. By definition of the Fourier coefficients, we have
µεjk(t)− θνεjk(t) =
ˆ
Ω̂ε(t)
ẑε(t, x)ejk(x) dx− θ
ˆ
Rd
Êεzε(t, x)ejk(x) dx
(2.27) =
ˆ
Rd
Eεzε(t, x)eˇjk(x)
(
χ(x/ε)− θ
)
dx,
where χ(x/ε) is the characteristic function of Ωε, or equivalently χ(y) is the
characteristic function of Y 0. Let us introduce the following auxiliary problem:
(2.28)
{ −divy(∇yΦ(y)) = χ(y)− θ in Y,
y → Φ(y) is Y -periodic.
Using (2.28) in (2.27) leads to∣∣∣µεjk(t)− θνεjk(t)∣∣∣ ≤ εˆ
Rd
∣∣∣∇yΦ(x/ε) · ∇(Eεzε(t, x)eˇjk(x))∣∣∣dx.
The properties (2.24) of the extension operator Eε and the estimates (2.23) lead
to (2.26). 
A last technical result is the possibility of truncating the modal series (with
respect to j) of a sequence which is bounded in L2((0, T );H1(Rd)).
Lemma 2.9. Let φε(t, x) be a bounded sequence in L
2((0, T );H1(Rd)). For any
δ > 0, there exists a J(δ) such that for all ε we have
(2.29)
∥∥∥φεχQR(δ) − ∑
|k|≤R(δ), |j|≤J(δ)
λεjk(t)ejk(x)
∥∥∥
L2((0,T )×Rd)
≤ δ,
where QR(δ) is the cube defined in Lemma 2.5 and λ
ε
jk(t) are the time dependent
Fourier coefficients of φε defined as
λεjk(t) =
ˆ
Rd
φε(t, x)ejk(x) dx.
Proof. As QR(δ) is a bounded domain, the expansion of φεχQR(δ) in the basis
{ejk} can be truncated in k with |k| ≤ R(δ) and is still exact. Let us consider
the unit ball
B = {v ∈ H1(QR(δ)) : ‖v‖H1(QR(δ)) ≤ 1}.
We know that H1(QR(δ)) is pre-compact in L
2(QR(δ)) [14]. Hence for a given
δ > 0 and for all v ∈ B, there exists J(δ) such that∥∥∥ ∑
|k|≤R(δ), j>J(δ)
(v, ejk)L2(QR(δ))ejk
∥∥∥2
L2(QR(δ))
≤ δ
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Now, given φε ∈ L2((0, T );H1(QR(δ))), we have φε(t) ∈ H1(QR(δ)) for almost
every t ∈ (0, T ). Thus for a given δ > 0, there exists a J(δ) such that∥∥∥ ∑
|k|≤R(δ), j>J(δ)
(φε(t), ejk)L2(QR(δ))ejk
∥∥∥2
L2(QR(δ))
≤ δ‖φε(t)‖2H1(QR(δ))
for almost every t ∈ (0, T ). Integrating the above expression over (0, T ), we
arrive at∥∥∥ ∑
|k|≤R(δ), j>J(δ)
(φε(t), ejk)L2((0,T )×QR(δ))ejk
∥∥∥2
L2(QR(δ))
≤ δ‖φε(t)‖2L2((0,T );H1(QR(δ))),
which implies the result (2.29). 
We are now ready to state the compactness result of the sequence zε. Note
that the limit is not z0 but z0/θ since z0 was the limit of the sequence zε extended
by zero outside the porous domain Ω̂ε(t).
Theorem 2.10. There exists a subsequence ε such that
(2.30) lim
ε→0
ˆ T
0
ˆ
Ω̂ε(t)
|ẑε(t, x)− θ−1z0(t, x)|2 dx dt = 0.
Proof. The estimates (2.23) for {ẑε}, being similar to (2.10), imply that the
localization principle, Lemma 2.5, holds true for the sequence {ẑε} too. Thus,
for a given δ > 0, there exists a R(δ) > 0 big enough such that
(2.31)
∥∥∥ẑε − ẑεχQR(δ)∥∥∥
L2((0,T )×Ω̂ε(t))
≤ δ
5
.
Applying Lemma 2.9 to ÊεzεχQR(δ) , for any δ > 0, there exists J(δ) such that,
for any small ε > 0,
(2.32)
∥∥∥ÊεzεχQR(δ) − ∑
|k|≤R(δ), |j|≤J(δ)
νεjk(t)ejk(x)
∥∥∥
L2((0,T )×Rd)
≤ δ
5
.
As Êεzε is an extension of ẑε, we deduce from (2.32) that
(2.33)
∥∥∥ẑεχQR(δ) − ∑
|k|≤R(δ), |j|≤J(δ)
νεjk(t)ejk(x)
∥∥∥
L2((0,T )×Ω̂ε(t))
≤ δ
5
.
From Lemma 2.8, for a given δ > 0 and ε small enough, we have
(2.34)∥∥∥ ∑
|k|≤R(δ), |j|≤J(δ)
νεjk(t)ejk(x)−
1
θ
∑
|k|≤R(δ), |j|≤J(δ)
µεjk(t)ejk(x)
∥∥∥
L2((0,T )×Ω̂ε(t))
≤ δ
5
.
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Lemma 2.7 asserted that the Fourier coefficients are relatively compact in L2(0, T ).
Thus, for ε small enough, we have
(2.35)∥∥∥ ∑
|k|≤R(δ), |j|≤J(δ)
µεjk(t)ejk(x)−
∑
|k|≤R(δ), |j|≤J(δ)
µjk(t)ejk(x)
∥∥∥
L2((0,T )×Ω̂ε(t))
≤ θ δ
5
.
By Lemma 2.7 we know that z0 ∈ L2((0, T )×Rd) so, by choosing a large enough
J(δ), we have
(2.36)
∥∥∥ ∑
|k|≤R(δ), |j|≤J(δ)
µjk(t)ejk(x)− z0(t, x)
∥∥∥
L2((0,T )×QR(δ))
≤ δ
5
.
Thus summing up (2.31), (2.33), (2.34), (2.35) and (2.36) we arrive at
(2.37)
∥∥∥ẑε(t, x)− θ−1z0(t, x)∥∥∥
L2((0,T )×Ω̂ε(t))
≤ δ
which is (2.30). 
Eventually, we deduce the desired compactness of the sequence uε from that
of zε.
Corollary 2.11. There exists a subsequence ε and a limit u0 ∈ L2((0, T )× Rd)
such that
(2.38) lim
ε→0
ˆ T
0
ˆ
Ω̂ε(t)
|ûε(t, x)− u0(t, x)|2 dx dt = 0.
Proof. Since the nonlinear isotherm f is bounded and monotone, the applica-
tion (I + ηf) is globally invertible with linear growth. We have uε(t, x) =
(I + ηf)−1zε(t, x) and the compactness property of {ẑε}, as stated in Theorem
2.10, immediately translates to {ûε} by a standard application of the Lebesgue
dominated convergence theorem. 
Remark 2.12. Compactness results are crucial in the homogenization of non-
linear parabolic equations. Another approach sharing some similarities with us
can be found in [11] where the authors rely on the extension operator of [16, 1].
However, it seems difficult to adapt this approach in the present context for at
least two reasons. First, one of the unknown, the surface concentration vε, is
defined merely on the solid boundary ∂Ωε so that it requires a specific type of
extension to the whole space Rd. Second, it is not at all obvious to show that
each extension of uε and of vε satisfy the time equicontinuity of Lemma 2.6.
3. Two-scale convergence with drift
The goal of this section is to derive the homogenized problem corresponding to
the original system (1.1)-(1.4). More precisely we shall prove a weak convergence
of the sequence of solutions (uε, vε) to the homogenized solution, in the sense of
two-scale convergence with drift (a notion introduced in [26], see [3] for detailed
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proofs). Section 4 will provide a strong convergence result for (uε, vε) under
additional assumptions. We start by recalling the notion of two-scale convergence
with drift, which is a generalization of the usual two-scale convergence [2, 31]. Let
us remark that this rigorous two-scale convergence with drift corresponds to the,
simpler albeit heuristic, method of two-scale asymptotic expansions with drift,
as described in [4]. In the sequel, the subscript # denotes spaces of Y -periodic
functions.
Proposition 3.1. [26] Let V be a constant vector in Rd. For any bounded se-
quence of functions Uε(t, x) ∈ L2((0, T )× Rd), i.e., satisfying
‖Uε‖L2((0,T )×Rd) ≤ C,
there exists a limit U0(t, x, y) ∈ L2((0, T ) × Rd × Y ) and one can extract a sub-
sequence (still denoted by ε) which is said to two-scale converge with drift V, or
equivalently in moving coordinates (t, x)→ (t, x− Vtε ), to this limit, in the sense
that, for any φ(t, x, y) ∈ C∞0 ((0, T )× Rd;C∞# (Y )),
lim
ε→0
ˆ T
0
ˆ
Rd
Uε(t, x)φ(t, x−Vt
ε
,
x
ε
) dx dt =
ˆ T
0
ˆ
Rd
ˆ
Td
U0(t, x, y)φ(t, x, y) dy dx dt.
We denote this convergence by Uε
2−drift−−−−⇀ U0.
In the sequel we shall apply Proposition 3.1 with the drift V = b∗.
Remark 3.2. Proposition 3.1 equally applies to a sequence uε(t, x) ∈ L2((0, T )×
Ωε), merely defined in the perforated domain Ωε, and satisfying the uniform bound
‖uε‖L2((0,T )×Ωε) ≤ C.
In such a case we obtain
lim
ε→0
ˆ T
0
ˆ
Ωε
uε(t, x)φ(t, x−Vt
ε
,
x
ε
) dx dt =
ˆ T
0
ˆ
Rd
ˆ
Y 0
U0(t, x, y)φ(t, x, y) dy dx dt.
Proposition 3.1 can be generalized in several ways as follows (the proofs are
standard, see [3] if necessary). In particular, following the lead of [5, 32], it can
be extended to sequences defined on periodic surfaces.
Proposition 3.3. Let V ∈ Rd and let the sequence Uε be uniformly bounded
in L2((0, T );H1(Rd)). Then, there exist a subsequence, still denoted by ε, and
functions U0(t, x) ∈ L2((0, T );H1(Rd)) and U1(t, x, y) ∈ L2((0, T )× Rd;H1#(Y ))
such that
Uε
2−drift−−−−⇀ U0 and ∇Uε 2−drift−−−−⇀ ∇xU0 +∇yU1.
Proposition 3.4. Let V ∈ Rd and let Wε be a sequence in L2((0, T )×∂Ωε) such
that
ε
ˆ T
0
ˆ
∂Ωε
|Wε(t, x)|2 dσ(x) dt ≤ C.
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Then, there exist a subsequence, still denoted by ε, and a function W0(t, x, y) ∈
L2((0, T ) × Rd × ∂Σ0) such that Wε(t, x) two-scale converges with drift V to
W0(t, x, y) in the sense that
lim
ε→0
ε
ˆ T
0
ˆ
∂Ωε
Wε(t, x)φ(t, x− Vt
ε
,
x
ε
) dσ(x) dt
=
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
W0(t, x, y)φ(t, x, y) dσ(y) dx dt
for any φ(t, x, y) ∈ C∞0 ((0, T ) × Rd;C∞# (Y )). We denote this convergence by
Wε
2s−drift−−−−−⇀W0.
Proposition 3.5. Let Wε(t, x) ∈ L2((0, T );H1(∂Ωε)) be such that
ε
ˆ T
0
ˆ
∂Ωε
(|Wε(t, x)|2 + |∇sWε(t, x)|2) dσ(x) dt ≤ C.
Then, there exist a subsequence, still denoted by ε, and functions W0(t, x) ∈
L2((0, T );H1(Rd)) and W1(t, x, y) ∈ L2((0, T )× Rd;H1#(∂Σ0)) such that
Wε
2s−drift−−−−−⇀W0(t, x)
∇sWε 2s−drift−−−−−⇀ G(y)∇xW0(t, x) +∇syW1(t, x, y)
where G(y) is the projection operator on the tangent plane of ∂Σ0 at point y.
Eventually we state a technical lemma which will play a key role in the con-
vergence analysis.
Lemma 3.6. Let φ(t, x, y) ∈ L2((0, T )×Rd×∂Σ0) be such that ´
∂Σ0
φ(t, x, y) dσ(y) =
0 for a.e. (t, x) ∈ (0, T ) × Rd. There exist two periodic vector fields θ(t, x, y) ∈
L2((0, T )× Rd × Y 0)d and Θ(t, x, y) ∈ L2((0, T )× Rd × ∂Σ0)d such that
(3.1)

divyθ = 0 in Y
0,
θ · n = φ on ∂Σ0,
divsyΘ = φ on ∂Σ
0.
Proof. We choose θ = ∇yξ with ξ ∈ H1#(Y 0) a solution to
(3.2)
{
∆yξ = 0 in Y
0,
∇yξ · n = φ on ∂Σ0,
which admits a unique solution, up to an additive constant, since the compati-
bility condition of (3.2) is satisfied. On similar lines, we choose Θ = ∇syβ where
β is the unique solution in H1#(∂Σ
0)/R of ∆Sy β = φ on ∂Σ0 which is solvable
because of the zero-average assumption on φ. 
We now apply the above results on two-scale convergence with drift to the
homogenization of (1.1)-(1.4) to deduce our main result.
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Theorem 3.7. Under assumption (1.6) which defines a common average value b∗
for the bulk and surface velocities, the sequence of bulk and surface concentrations
(uε, vε), solutions of system (1.1)-(1.4), two-scale converge with drift b
∗, as ε→
0, in the following sense:
(3.3)

uε
2−drift−−−−⇀ u0(t, x)
vε
2s−drift−−−−−⇀ f(u0)(t, x)
∇uε 2−drift−−−−⇀ ∇xu0(t, x) +∇y[χ(y) · ∇xu0(t, x)]
∇svε 2s−drift−−−−−⇀ f ′(u0)
[
G(y)∇xu0(t, x) +∇sy(ω(y) · ∇xu0(t, x))
]
1
ε (f(uε)− vε)
2s−drift−−−−−⇀ f ′(u0)
[
χ(y)− ω(y)
]
· ∇xu0(t, x)
where u0(t, x) is the unique solution of the homogenized problem:
(3.4)
[|Y 0|+ |∂Σ0|f ′(u0)] ∂u0
∂t
− divx(A∗(u0)∇xu0) = 0 in (0, T )× Rd,[|Y 0|u0 + |∂Σ0|f(u0)] (0, x) = |Y 0|uin(x) + |∂Σ0|vin(x) in Rd,
the dispersion tensor A∗ is given by its entries:
(3.5)
A∗ij(u0) =
ˆ
Y 0
D (∇yχi + ei) · (∇yχj + ej) dy
+κf ′(u0)
ˆ
∂Σ0
(χi − ωi) (χj − ωj) dσ(y)
+f ′(u0)
ˆ
∂Σ0
Ds
(∇syωi + ei) · (∇syωj + ej) dσ(y)
+
ˆ
Y 0
D(y)
(
∇yχj · ei −∇yχi · ej
)
dy
+
α
(1 + βu0)2
ˆ
∂Σ0
Ds(y)
(
∇syωj · ei −∇syωi · ej
)
dσ(y)
+
ˆ
Y 0
(
b(y) · ∇yχi
)
χj dy +
α
(1 + βu0)2
ˆ
∂Σ0
(
bs(y) · ∇syωi
)
ωj dσ(y),
with (χ, ω) = (χi, ωi)1≤i≤d being the solution of the cell problem:
(3.6)
−b∗ · ei + b(y) · (ei +∇yχi)− divy(D(ei +∇yχi)) = 0 in Y 0,
−D(y) (ei +∇yχi) · n = κf ′(u0) (χi − ωi) on ∂Σ0,
−b∗ · ei + bs(y) · (ei +∇syωi)− divsy(Ds(ei +∇syωi)) = κ (χi − ωi) on ∂Σ0,
y → (χi(y), ωi(y)) Y − periodic.
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Remark 3.8. Theorem 3.7 gives a weak type convergence result for the sequences
uε and vε since two-scale convergence with drift relies on the use of test functions.
However, by virtue of Corollary 2.11 the convergence is strong for uε in the sense
that
lim
ε→0
∥∥∥∥uε(t, x)− u0(t, x− b∗ε t
)∥∥∥∥
L2((0,T )×Ωε)
= 0.
A similar strong convergence result for vε and for their gradients will be proven
in Section 4.
Before proving Theorem 3.7 we establish the well-posed character of the ho-
mogenized and cell problems.
Lemma 3.9. For any given value of u0(t, x) ≥ 0, the cell problem (3.6) admits
a unique solution (χi, ωi) ∈ H1#(Y 0)×H1#(∂Σ0), up to the addition of a constant
vector (C,C) with C ∈ R.
The homogenized problem (3.4) admits a unique solution u0 ∈ C([0, T ];L2(Rd))
and ∇u0 ∈ L2((0, T )× Rd).
Proof. The variational formulation of (3.6) isˆ
Y 0
(
b(y)·∇yχi
)
ϕdy+
ˆ
Y 0
D(ei+∇yχi)·∇yϕdy+f ′(u0)
ˆ
∂Σ0
(
bs(y)·∇syωi
)
ψ dσ(y)
+f ′(u0)
ˆ
∂Σ0
Ds(ei +∇syωi) · ∇syψ dσ(y) + κf ′(u0)
ˆ
∂Σ0
(χi − ωi)(ϕ− ψ) dσ(y)
(3.7) =
ˆ
Y 0
(
b∗ − b(y)
)
· eiϕdy + f ′(u0)
ˆ
∂Σ0
(
b∗ − bs(y)
)
· eiψ dσ(y)
to which the Lax-Milgram lemma can be easily applied.
The symmetric part of A∗ is given by
(3.8)
A
∗sym
ij (u0) =
ˆ
Y 0
D (∇yχi + ei) · (∇yχj + ej) dy
+κf ′(u0)
ˆ
∂Σ0
(χi − ωi) (χj − ωj) dσ(y)
+f ′(u0)
ˆ
∂Σ0
Ds
(∇syωi + ei) · (∇syωj + ej) dσ(y).
Since f ′(u0) ≥ 0, (3.8) implies that A∗(u0) ≥
´
Y 0 D(y) dy and thus the dispersion
tensor is uniformly coercive. On the other hand, since f ′(u0) ≤ α, A∗(u0) is
uniformly bounded from above. Then, it is a standard process to prove existence
and uniqueness of (3.4) (see [24] if necessary). 
Proof of Theorem 3.7. Lemma 2.4 furnishes a priori estimates so that, up to a
subsequence, all sequences in (3.3) have two-scale limits with drift, thanks to the
previous Propositions 3.3, 3.4 and 3.5. The first task is to identify those limits.
Similar computations were performed in [8], so we content ourselves in explaining
26 GRE´GOIRE ALLAIRE, HARSHA HUTRIDURGA
how to derive the limit of the most delicate term, that is wε =
1
ε (f(uε)− vε),
assuming that the other limits are already characterized. As opposed to [8],
where only linear terms were involved, we have to identify the weak two-scale
drift limit of f(uε). In view of Corollary 2.11 which states the compactness of
ûε(t, x), and since f(u) ≤ αu, it is easily deduced that f(uε) two-scale converges
with drift to f(u0).
Let us denote by q(t, x, y) the two-scale drift limit of wε and let us choose a
test function φ as in Lemma 3.6, i.e.,
´
∂Σ0
φ(t, x, y) dσ(y) = 0. By definition
lim
ε→0
ε
ˆ T
0
ˆ
∂Ωε
wε(t, x)φ
(
t, x− b
∗t
ε
,
x
ε
)
dσ(x) dt =
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
qφdσ(y) dx dt.
Replacing wε by the difference between f(uε) and vε we get a different two-scale
limit which will allows us to characterize q(t, x, y). In view of (3.1), we first have
ε
ˆ T
0
ˆ
∂Ωε
1
ε
f(uε)φ
(
t, x− b
∗t
ε
,
x
ε
)
dσ(x) dt
=
ˆ T
0
ˆ
Ωε
div
(
f(uε)θ
(
t, x− b
∗t
ε
,
x
ε
))
dx dt,
=
ˆ T
0
ˆ
Ωε
[
f ′(uε)∇uε · θ
(
t, x− b
∗t
ε
,
x
ε
)
+ f(uε) (divxθ)
(
t, x− b
∗t
ε
,
x
ε
)]
dx dt,
which, using again the compactness of Corollary 2.11, converges, as ε goes to 0,
to ˆ T
0
ˆ
Rd
ˆ
Y 0
f ′(u0)
[
(∇xu0 +∇yu1) · θ + f(u0)divxθ
]
dy dx dt
=
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
f ′(u0)u1θ · n dσ(y) dx dt =
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
f ′(u0)u1φ dσ(y) dx dt.
On the other hand, the second term is
ε
ˆ T
0
ˆ
∂Ωε
1
ε
vεφ
(
t, x− b
∗t
ε
,
x
ε
)
dσ(x) dt =
ˆ T
0
ˆ
∂Ωε
vε
(
divsyΘ
)(
t, x− b
∗t
ε
,
x
ε
)
dσ(x) dt
= ε
ˆ T
0
ˆ
∂Ωε
vε
[
divs
(
Θ
(
t, x− b
∗t
ε
,
x
ε
))
− divx (GΘ)
(
t, x− b
∗t
ε
,
x
ε
)]
dσ(x) dt
= −ε
ˆ T
0
ˆ
∂Ωε
[
Θ
(
t, x− b
∗t
ε
,
x
ε
)
· ∇svε + divx (GΘ)
(
t, x− b
∗t
ε
,
x
ε
)
vε
]
dσ(x) dt
which converges, as ε goes to 0, to
−
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
[
Θ · (G(y)∇xf(u0) +∇syv1)+ divx (G(y)Θ) f(u0)] dσ(y) dx dt
=
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
v1div
s
yΘ dσ(y) dx dt =
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
v1φ dσ(y) dx dt.
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Subtracting the two limit terms, we have shown thatˆ T
0
ˆ
Rd
ˆ
∂Σ0
qφdσ(y) dx dt =
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
(
f ′(u0)u1 − v1
)
φ dσ(y) dx dt,
for all φ such that
´
∂Σ0
φ dy = 0. Thus,
q(t, x, y) = f ′(u0)(t, x)u1(t, x, y)− v1(t, x, y) + l(t, x)
for some function l(t, x) which does not depend on y. Since, u1 and v1 are also
defined up to the addition of a function solely dependent on (t, x), we can get rid
of l(t, x) and we recover indeed the last line of (3.3).
The rest of the proof is now devoted to show that u0(t, x) is the solution of
the homogenized equation (3.4). For that goal, we shall pass to the limit in the
coupled variational formulation of (1.1)-(1.4),
(3.9)
ˆ T
0
ˆ
Ωε
[
∂uε
∂t
φε +
1
ε
bε · ∇uεφε +Dε∇uε · ∇φε
]
dx dt
+ε
ˆ T
0
ˆ
∂Ωε
[
∂vε
∂t
ψε +
1
ε
bsε · ∇svεψε +Dsε∇svε · ∇sψε
]
dσ(x) dt
+
κ
ε
ˆ T
0
ˆ
∂Ωε
[(f(uε)− vε) (φε − ψε)] dσ(x) dt = 0,
with the test functions
φε = φ
(
t, x− b
∗t
ε
)
+ εφ1
(
t, x− b
∗t
ε
,
x
ε
)
,
ψε = φ
(
t, x− b
∗t
ε
)
+ εψ1
(
t, x− b
∗t
ε
,
x
ε
)
.
Here φ(t, x), φ1(t, x, y) and ψ1(t, x, y) are smooth compactly supported functions
which vanish at t = T . Let us consider the convective terms in (3.9) and perform
integration by parts:ˆ T
0
ˆ
Ωε
(
∂uε
∂t
+
1
ε
bε · ∇uε
)
φε dx dt+ ε
ˆ T
0
ˆ
∂Ωε
(
∂vε
∂t
+
1
ε
bsε · ∇svε
)
ψε dσ(x) dt
= −
ˆ T
0
ˆ
Ωε
uε
∂φ
∂t
(
t, x− b
∗t
ε
)
dx dt+
1
ε
ˆ T
0
ˆ
Ωε
uεb
∗ · ∇xφ
(
t, x− b
∗t
ε
)
dx dt
+
ˆ T
0
ˆ
Ωε
uεb
∗ · ∇xφ1
(
t, x− b
∗t
ε
,
x
ε
)
dx dt−
ˆ
Ωε
uin(x)φ(0, x) dx+O(ε)
−1
ε
ˆ T
0
ˆ
Ωε
uεbε·∇xφ
(
t, x− b
∗t
ε
)
dx dt+
ˆ T
0
ˆ
Ωε
bε ·∇uεφ1
(
t, x− b
∗t
ε
,
x
ε
)
dx dt
−ε
ˆ T
0
ˆ
∂Ωε
vε
∂φ
∂t
(
t, x− b
∗t
ε
)
dσ(x) dt+
ˆ T
0
ˆ
∂Ωε
vεb
∗·∇xφ
(
t, x− b
∗t
ε
)
dσ(x) dt
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+ε
ˆ T
0
ˆ
∂Ωε
vεb
∗·∇xψ1
(
t, x− b
∗t
ε
,
x
ε
)
dσ(x) dt−ε
ˆ
∂Ωε
vin(x)φ(0, x) dσ(x)+O(ε)
−
ˆ T
0
ˆ
∂Ωε
vεb
s
ε·∇xφ
(
t, x− b
∗t
ε
)
dσ(x) dt+ε
ˆ T
0
ˆ
∂Ωε
bsε·∇svεψ1
(
t, x− b
∗t
ε
,
x
ε
)
dσ(x) dt.
We cannot directly pass to the two-scale limit since there are terms which ap-
parently are of order ε−1. We thus regroup them and, recalling definition (2.13)
of the transported function φˇ and using the two auxiliary problems (2.19) and
(2.20), we deduce
ˆ T
0
ˆ
Ωε
uε
b∗ − bε
ε
· ∇xφˇ dx dt+
ˆ T
0
ˆ
∂Ωε
vε (b
∗ − bsε) · ∇xφˇ dσ(x) dt
= ε
d∑
i=1
ˆ T
0
ˆ
Ωε
uε∆ξ
ε
i ∂xi φˇ dx dt+ ε
2
d∑
i=1
ˆ T
0
ˆ
∂Ωε
vε∆
sΞεi∂xi φˇ dσ(x) dt
= −ε
d∑
i=1
ˆ T
0
ˆ
Ωε
∇ξεi ·∇
(
uε∂xi φˇ
)
dx dt−ε2
d∑
i=1
ˆ T
0
ˆ
∂Ωε
∇sΞεi ·∇
(
vε∂xi φˇ
)
dσ(x) dt,
for which we can pass to the two-scale limit.
In a first step, we choose φ ≡ 0 and we pass to the two-scale limit with drift
in (3.9). It yields
ˆ T
0
ˆ
Rd
ˆ
Y 0
u0(t, x) b
∗ · ∇xφ1(t, x, y) dy dx dt
+
ˆ T
0
ˆ
Rd
ˆ
Y 0
b(y) · (∇xu0(t, x) +∇yu1(t, x, y))φ1(t, x, y) dy dx dt
+
ˆ T
0
ˆ
Rd
ˆ
Y 0
D(y) (∇xu0(t, x) +∇yu1(t, x, y)) · ∇yφ1(t, x, y) dy dx dt
+
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
f(u0) b
∗ · ∇xψ1(t, x, y) dσ(y) dx dt
+
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
bs(y) · (f ′(u0)G∇xu0(t, x) +∇syv1(t, x, y))ψ1(t, x, y) dσ(y) dx dt
+
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
Ds(y)
(
f ′(u0)G∇xu0(t, x) +∇syv1(t, x, y)
)·∇syψ1(t, x, y) dσ(y) dx dt
+κ
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
(
f ′(u0)u1 − v1
)
(φ1 − ψ1) dσ(y) dx dt = 0,
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which is nothing but the variational formulation of
(3.10)
−b∗ · ∇xu0 + b · (∇xu0 +∇yu1)− divy(D(∇xu0 +∇yu1)) = 0 in Y 0,
−D (∇xu0 +∇yu1) · n = κ
(1 + βu0)2
(
αu1 − (1 + βu0)2v1
)
on ∂Σ0,
−b∗ · α∇xu0 + b(y) · (α∇xu0 + (1 + βu0)2∇yu1)
−divsy(Ds(α∇xu0 + (1 + βu0)2∇syv1)) = κ
(
αu1 − (1 + βu0)2v1
)
on ∂Σ0,
y → (u1(y), v1(y)) Y − periodic,
which implies that u1 = χ(y) · ∇xu0 and v1 = f ′(u0)ω(y) · ∇xu0 where (χ, ω) is
the solution of the cell problem (3.6).
In a second step, we choose φ1 ≡ 0, ψ1 ≡ 0 and we pass to the two-scale limit
with drift in (3.9). It yields
|Y 0|
ˆ
Rd
∂u0
∂t
φ dx dt+ |∂Σ0|
ˆ
Rd
f ′(u0)
∂u0
∂t
φ dx dt
−|Y 0|
ˆ
Rd
uin(x)φ(0, x) dx− |∂Σ0|
ˆ
Rd
vin(x)φ(0, x) dx
+
d∑
i,j=1
ˆ
Rd
ˆ
Y 0
Dij(y)
∂u0
∂xj
∂φ
∂xi
dx dt+
ˆ
Rd
ˆ
Y 0
d∑
i,j=1
d∑
l=1
Dil(y)
∂χj(y)
∂yl
∂u0
∂xj
∂φ
∂xi
dx dt
+
ˆ
Rd
ˆ
∂Σ0
d∑
i,j=1
d∑
l=1
f ′(u0)Dsil(y)Glj(y)
∂u0
∂xj
∂φ
∂xi
dσ(y) dx dt
+
ˆ
Rd
ˆ
∂Σ0
d∑
i,j=1
d∑
l=1
f ′(u0)Dsil(y)
∂u0
∂xj
∂sωj(y)
∂yl
∂φ
∂xi
dσ(y) dx dt
+
ˆ
Rd
ˆ
Y 0
d∑
i,j=1
d∑
l=1
∂ξi(y)
∂yl
∂χj(y)
∂yl
∂u0
∂xj
∂φ
∂xi
dy dx dt
+
ˆ
Rd
ˆ
∂Σ0
d∑
i,j=1
d∑
l=1
f ′(u0)
∂sΞi(y)
∂yl
∂sωj(y)
∂yl
∂u0
∂xj
∂φ
∂xi
dσ(y) dx dt = 0,
which is precisely the variational formulation of the homogenized problem (3.4)
where A∗ is given by
A∗ij(u0) =
ˆ
Y 0
Dei · ej dy +
ˆ
Y 0
D∇yχj · ei dy
+f ′(u0)
ˆ
∂Σ0
Dsei · ej dσ(y) + f ′(u0)
ˆ
∂Σ0
Ds∇syωj · ei dσ(y)
(3.11) +
ˆ
Y 0
∇yξi · ∇yχj dy + f ′(u0)
ˆ
∂Σ0
∇syΞi · ∇syωj dσ(y).
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It remains to prove that formula (3.11) is equivalent to that announced in (3.5).
The two auxiliary problems (2.19) and (2.20) have to be used for transforming
(3.11) into (3.5). Let us test (2.19) for ξi by the cell solution χj followed by
testing (2.20) for Ξi by f
′(u0)ωj . Adding the thus obtained expressions leads toˆ
Y 0
∇yξi · ∇yχj dy + f ′(u0)
ˆ
∂Σ0
∇syΞi · ∇syωj dσ(y)
(3.12) =
ˆ
Y 0
(b∗i − bi)χj dy + f ′(u0)
ˆ
∂Σ0
(b∗i − bsi )ωj dσ(y).
Next, in the variational formulation (3.7) for (χi, ωi), we shall replace the test
functions by (χj , ωj):ˆ
Y 0
(b∗i − bi(y))χj(y) dy + f ′(u0)
ˆ
∂Σ0
(b∗i − bsi (y))ωj(y) dσ(y)
=
ˆ
Y 0
D(y)∇yχi · ∇yχj dy + f ′(u0)
ˆ
∂Σ0
Ds(y)∇syωi · ∇syωj dσ(y)
+
ˆ
Y 0
D∇yχj · ei dy + f ′(u0)
ˆ
∂Σ0
Ds∇syωj · ei dσ(y)
(3.13) + κf ′(u0)
ˆ
∂Σ0
[χi − ωi] [χj − ωj ] dσ(y).
Finally, using (3.12) and (3.13) in (3.11) shows that both formulas (3.11) and
(3.5) for the dispersion tensor A∗ are equivalent. Therefore, we have indeed
obtained the variational formulation of the homogenized problem (3.4) which, by
Lemma 3.9, admits a unique solution. As a consequence of uniqueness, the entire
sequence converges, not merely a subsequence. 
Remark 3.10. We are assuming that the velocity fields are purely periodic func-
tions, depending only on the fast variable y = x/ε and not on the slow variable x.
In particular, we are unable to treat the case of more general locally periodic ve-
locity fields of the type bε(x) = b(x, x/ε) and b
s
ε(x) = b
s(x, x/ε) where b(x, y) and
bs(x, y) are smooth divergence-free, with respect to both variables, vector fields.
The main technical reason is that the homogenized drift b∗ would then depend
on x which cannot be handled by our method. We are lacking the adequate tools
(even formal ones) to guess the correct effective limit. Even more, we know from
[9] that, under special assumptions on the coefficients depending on x and y, a
new localization phenomenon can happen which is completely different from the
asymptotic behavior proved in the present work.
We are also assuming condition (1.6) of equal bulk and surface drifts. If it is
not satisfied, we don’t know how to homogenize the nonlinear problem although
the linear case is well understood [6].
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Remark 3.11. In Remark 3.10, we noticed that our approach cannot handle
locally periodic velocity fields. However, if the diffusion tensors are of such type,
i.e., Dε(x) = D(x, x/ε), D
s
ε(x) = D
s(x, x/ε), then it does not change the def-
inition of the drift b∗ which still makes the cell problem (3.6) well-posed. Our
above analysis can be carried out for locally periodic diffusion tensors with only
minor modifications. In particular, some derivatives with respect to x of D and
Ds appear in the homogenized equation (3.4).
Remark 3.12. According to the literature (see e.g. [18]), there are two kinds of
concave isotherms - Langmuir and Freundlich. A function f(u) is said to be of
Langmuir type if it is strictly concave near u = 0 and f ′(0+) < +∞. On the
other hand, f(u) is said to be of Freundlich type if it is strictly concave near u = 0
and f ′(0+) = +∞. An example of one such isotherm is f(u) = K up, 0 < p < 1
and K > 0 an equilibrium constant. In the case of a Freundlich isotherm, a
formal analysis, based on two-scale asymptotic expansions with drift, would yield
the same results, namely homogenized and cell problems, as in Theorem 3.7.
Even with f ′(0+) = +∞ these results have a meaning (in particular, for u0 = 0
it forces the equality χi = ωi). However we are unable to rigorously prove the
convergence of the homogenization process.
4. Strong Convergence
Theorem 3.7 gives a weak type convergence result for the sequences uε and vε
in the sense of two-scale convergence with drift. Thanks to the strong compact-
ness of Corollary 2.11 it was immediately improved in Remark 3.8 as a strong
convergence result for uε in the L
2-norm. In the present section, we recover
this result and additionally prove the strong convergence of vε and of their gra-
dients, up to the addition of some corrector terms. The main idea is to show
that the energy associated with (1.1)-(1.4) converges to that of the homogenized
equation (3.4). This is shown to work under a specific constraint on the initial
data (uin, vin) which must be well prepared (see below). Then, our argument
relies on the notion of strong two-scale convergence which is recalled in Lemma
4.3. Theorem 4.1 is the main result of the section. Following ideas of [8, 6],
its proof relies on the lower semicontinuity property of the norms with respect
to the (weak) two-scale convergence. The additional difficulty is the nonlinear
terms which arise in the energy equality (2.11). Lemma 4.4 is a technical result
of strong two-scale convergence adapted to our nonlinear setting.
Let us explain the assumption on the well prepared character of the initial data
and its origin. We denote by u00(x) the initial data of the homogenized problem
(3.4), which is defined on Rd by
(4.1) |Y 0|u00 + |∂Σ0|f(u00) = |Y 0|uin + |∂Σ0|vin.
Since f is non negative and increasing, (4.1) uniquely defines u00 as a nonlinear
function of (uin, vin). It will turn out that, passing to the limit in the energy
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equality, and thus deducing strong convergence, requires another constraint for
u00 which is
(4.2) |Y 0|F (u00) +
1
2
|∂Σ0|f2(u00) = |Y 0|F (uin) +
1
2
|∂Σ0|(vin)2,
where F is the primitive of f . In general, (4.1) and (4.2) are not compatible,
except if the initial data (uin, vin) satisfies a compatibility condition which, for
the moment, we admittedly write as a nonlinear relationship:
(4.3) H(uin, vin) = 0.
Typically, if uin is known, (4.3) prescribes a given value for vin. Lemma 4.5 will
investigate the existence and uniqueness of a solution vin in terms of given uin.
In the linear case, namely f(u) = αu, (4.3) reduces to the explicit relationship
vin = αuin.
Theorem 4.1. Let the initial data (uin, vin) satisfy the nonlinear equation (4.3).
Then the sequences uε(t, x) and vε(t, x) strongly two-scale converge with drift in
the sense that
(4.4)
lim
ε→0
∥∥∥∥uε(t, x)− u0(t, x− b∗ε t
)∥∥∥∥
L2((0,T )×Ωε)
= 0,
lim
ε→0
√
ε
∥∥∥∥vε(t, x)− f(u0)(t, x− b∗ε t
)∥∥∥∥
L2((0,T )×∂Ωε)
= 0.
Similarly, the gradients of uε(t, x) and vε(t, x) strongly two-scale converge with
drift in the sense that
(4.5)
lim
ε→0
∥∥∥∥∇uε(t, x)−∇u0(t, x− b∗ε t
)
−∇yu1
(
t, x− b
∗
ε
t,
x
ε
)∥∥∥∥
L2((0,T )×Ωε)
= 0,
with u1(t, x, y) = χ(y) · ∇xu0(t, x), and
(4.6)
lim
ε→0
√
ε
∥∥∥∥∇svε(t, x)−G(xε )∇f(u0)−∇syv1
(
t, x− b
∗
ε
t,
x
ε
)∥∥∥∥
L2((0,T )×∂Ωε)
= 0.
with v1(t, x, y) = ω(y) · ∇xf(u0)(t, x).
Remark 4.2. If the well prepared assumption (4.3) is not satisfied we believe that
strong convergence, in the sense of Theorem 4.1, still holds true. This was indeed
proved for the linear case in [8]. The mechanism is that, after a time t0 as small
as we wish, diffusion relaxes any initial data to an almost well prepared solution
uε(·, t0), vε(·, t0) which can serve as a well prepared initial data starting at time
t0. There are technical difficulties for proving such a result in the nonlinear
case which we did not overcome. Let us emphasize that the strong convergence
of the solutions (in the norms of Theorem 4.1) can hold true even though the
energy associated to the variational formulation of (1.1)-(1.4) does not converge
to the corresponding homogenized energy (a fact which is well documented, see
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e.g. [13]). Note also that we speak of “energy” in the mathematical sense and they
do not seem to have any physical meaning in the context of reactive transport.
Before proving this theorem we recall the notion of strong two-scale conver-
gence which was originally introduced in Theorem 1.8 in [2]. It was further
extended to the case of sequences on periodic surfaces in [5] and to the case of
two-scale convergence with drift in [3]. Of course, we can blend these two ingre-
dients and we easily obtain the following result that we state without proof. The
context and notations are those of Proposition 3.4.
Lemma 4.3. Let (Vε)ε>0 be a sequence in L
2((0, T ) × ∂Ωε) which two-scale
converges with drift to a limit V0(t, x, y) ∈ L2((0, T )× Rd × ∂Σ0). It satisfies
(4.7) lim
ε→0
√
ε‖Vε‖L2((0,T )×∂Ωε) ≥ ‖V0‖L2((0,T )×Rd×∂Σ0).
Assume further that the inequality in (4.7) is an equality. Then, Vε is said to
two-scale converges with drift strongly and, if V0(t, x, y) is smooth enough, say
V0(t, x, y) ∈ L2
(
(0, T )× Rd;C#(∂Σ0)
)
, it satisfies
lim
ε→0
ε
ˆ T
0
ˆ
Rd
∣∣∣∣Vε(t, x)− V0(t, x− Vε t, xε
)∣∣∣∣2 dx dt = 0.
We now prove a technical result which amounts to say that the L2-norm can be
replaced by a convex functional in the definition of strong two-scale convergence.
Lemma 4.4. Let A : R→ R be a strongly convex function in the sense that there
exists a constant a > 0 such that, for any u, v ∈ R and any θ ∈ [0, 1], it satisfies
A (θu+ (1− θ)v) ≤ θA(u) + (1− θ)A(v)− a
2
θ(1− θ) |u− v|2 .
Let {Uε(t, x)} be a sequence that two scale converges with drift to U0(t, x, y). If
lim
ε→0
‖A(Uε)(t, x)‖L1((0,T )×Ωε) = ‖A(U0) (t, x, y)‖L1((0,T )×Rd×Y 0)
then
(4.8) lim
ε→0
∥∥∥∥Uε(t, x)− U0(t, x− b∗ε t, xε
)∥∥∥∥
L2((0,T )×Ωε)
= 0.
Proof. Since A is convex and proper (finite), it is continuous and thus, up to an
additive constant which plays no role, non negative. The strong convexity of A
yields
A
(
θUε(t, x) + (1− θ)U0
(
t, x− b
∗t
ε
,
x
ε
))
≤ θA(Uε)(t, x)
+(1− θ)A(U0)
(
t, x− b
∗t
ε
,
x
ε
)
− a
2
θ(1− θ)
∣∣∣∣Uε(t, x)− U0(t, x− b∗tε , xε
)∣∣∣∣2 .
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Taking θ = 12 and integrating over Ωε × (0, T ), we getˆ T
0
ˆ
Ωε
A
(
Uε(t, x) + U0
(
t, x− b∗tε , xε
)
2
)
+
a
8
ˆ T
0
ˆ
Ωε
∣∣∣∣Uε(t, x)− U0(t, x− b∗tε , xε
)∣∣∣∣2
(4.9) ≤ 1
2
ˆ T
0
ˆ
Ωε
A(Uε)(t, x) + 1
2
ˆ T
0
ˆ
Ωε
A(U0)
(
t, x− b
∗t
ε
,
x
ε
)
.
Because of the lower semi-continuity property of convex functions with respect
to the weak two-scale convergence with drift, we have
ˆ T
0
ˆ
Rd
ˆ
Y 0
A(U0)(t, x, y) ≤
ˆ T
0
ˆ
Ωε
A
(
Uε(t, x) + U0
(
t, x− b∗tε , xε
)
2
)
.
Upon passing to the limit, as ε→ 0, the right hand side of (4.9) is exactly equal
to the left hand side of the above inequality because of our hypothesis on A(Uε),
which yields the desired result (4.8). 
We now are ready to prove the main result of this section.
Proof of Theorem 4.1. Following an idea from [6, 8], we prove that the energy
associated with (1.1)-(1.4) converges to that of the homogenized equation (3.4)
under assumption (4.3). Integrating (2.11) over (0, t) yieldsˆ
Ωε
F (uε)(t) dx+
ε
2
ˆ
∂Ωε
|vε(t)|2 dσ(x) +
ˆ t
0
ˆ
Ωε
f ′(uε)Dε∇uε · ∇uε dx ds
+ε
ˆ t
0
ˆ
∂Ωε
Dsε∇svε · ∇svε dσ(x) ds+ κε
ˆ t
0
ˆ
∂Ωε
(wε)
2 dσ(x) ds
=
ˆ
Ωε
F (uin) dx+
ε
2
ˆ
∂Ωε
|vin|2 dσ(x),
with wε = (f(uε)− vε)/ε. Since two-scale convergence with drift holds only in a
time-space product interval, we integrate again the above expression over (0, T )
to getˆ T
0
ˆ
Ωε
F (uε)(t) dx dt+
ε
2
ˆ T
0
ˆ
∂Ωε
|vε(t)|2 dσ(x) dt+
ˆ T
0
ˆ t
0
ˆ
Ωε
f ′(uε)Dε∇uε·∇uε dx dsdt
+ε
ˆ T
0
ˆ t
0
ˆ
∂Ωε
Dsε∇svε · ∇svε dσ(x) ds dt+ κε
ˆ T
0
ˆ t
0
ˆ
∂Ωε
(wε)
2 dσ(x) ds dt
= T
ˆ
Ωε
F (uin) dx+
Tε
2
ˆ
∂Ωε
|vin|2 dσ(x).
We pass to the two-scale limit in all terms of the above left hand side by using
the lower semi-continuity property of norms and of the convex function F . The
only delicate term is the third one, involving the nonlinear term f ′(uε), where
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we use again the compactness of Corollary 2.11. Passing to the limit yields the
following inequality
|Y 0|
ˆ T
0
ˆ
Rd
F (u0) dx dt+
1
2
|∂Σ0|
ˆ T
0
ˆ
Rd
(f(u0))
2 dx dt
+κ
Tˆ
0
tˆ
0
ˆ
Rd
ˆ
∂Σ0
| (χ(y)− ω(y)) · ∇xf(u0)(s, x)|2 dσ(y) dx ds dt.
+
ˆ T
0
ˆ t
0
ˆ
Rd
ˆ
Y 0
f ′(u0)D(y)|∇xu0(s, x) +∇y (χ(y) · ∇xu0(s, x)) |2 dy dx ds dt.
+
ˆ T
0
ˆ t
0
ˆ
Rd
ˆ
∂Σ0
Ds(y)|G(y)∇xf(u0)(s, x)+∇sy (ω(y) · ∇xf(u0)(s, x)) |2 dσ(y) dx ds dt
≤ T |Y 0|
ˆ
Rd
F (uin) dx+
T
2
|∂Σ0|
ˆ
Rd
|vin|2 dx.
Recognizing formula (3.5) for A∗ leads to
|Y 0|
ˆ T
0
ˆ
Rd
F (u0) dx dt+
1
2
|∂Σ0|
ˆ T
0
ˆ
Rd
(f(u0))
2 dx dt
+
ˆ T
0
ˆ t
0
ˆ
Rd
A∗(u0)∇xu0 · ∇x(f(u0)) dx ds dt
(4.10) ≤ T |Y 0|
ˆ
Rd
F (uin) dx+
T
2
|∂Σ0|
ˆ
Rd
|vin|2 dx.
We now compare inequality (4.10) with the (time integral of the) energy equality
for the homogenized equation (3.4) with f(u0) as a test function
|Y 0|
ˆ T
0
ˆ
Rd
F (u0) dx dt+
1
2
|∂Σ0|
ˆ T
0
ˆ
Rd
(f(u0))
2 dx dt
+
ˆ T
0
ˆ t
0
ˆ
Rd
A∗(u0)∇xu0 · ∇x(f(u0)) dx ds dt
(4.11) = T |Y 0|
ˆ
Rd
F (u0)(0, x) dx+
T
2
|∂Σ0|
ˆ
Rd
(f(u0))
2(0, x) dx.
The right hand side in (4.10) and (4.11) are equal precisely when (4.2) holds true.
Together with the definition (4.1) of the initial condition of the homogenized
problem (3.4), it is equivalent to our assumption (4.3). In such a case, the
inequality (4.10) is actually an equality, meaning that the lower semi continuous
convergences leading to (4.10) were exact convergences. Then, applying Lemma
4.4 and Lemma 4.3 gives the result (4.4). 
Lemma 4.5. For any given uin ≥ 0 there always exists a unique solution vin ≥ 0
of the nonlinear equation (4.3), H(uin, vin) = 0.
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Proof. Define η = |∂Σ0|/|Y 0|. Since 0 ≤ f(u) ≤ αu, the function u → u +
ηf(u) is monotone and invertible on R+. Therefore, (4.1) uniquely defines the
homogenized initial data as
(4.12) u00 = (I + ηf)
−1 (uin + ηvin) .
To satisfy the additional relation (4.2) is equivalent to solving the nonlinear
equation (4.3) where H is defined by
(4.13) H(uin, vin) = F (uin) + 1
2
η(vin)2 −
(
F +
1
2
ηf2
)
(u00),
where u00 is defined by (4.12). For a given u
in ≥ 0, let us differentiate H with
respect to vin:
(4.14) ∂vinH(uin, vin) = ηvin − (f(u00) + ηf(u00)f ′(u00))∂vinu00.
Differentiating (4.1) with respect to vin leads to
(4.15) (1 + ηf ′(u00))∂vinu
0
0 = η,
implying that ∂vinu
0
0 > 0. Using (4.15) in (4.14) simplifies the derivative of H
with respect to vin as
(4.16) ∂vinH(uin, vin) = ηvin − ηf(u00).
Since f ≥ 0, we have
∂vinH(uin, 0) = −ηf(u00) ≤ 0.
Also since f ≤ α/β, we have
lim
vin→+∞
∂vinH(uin, vin) = +∞.
Let us differentiate (4.16) with respect to vin:
(4.17) ∂2vinH(uin, vin) = η − ηf ′(u00)∂vinu00.
Using (4.15) in (4.17) leads to
∂2vinH(uin, vin) = ∂vinu00 > 0.
Thus, for a fixed uin, vin → ∂vinH(uin, vin) is continuous monotone increasing
function so there exists a unique vin∗ such that ∂vinH(uin, vin∗ ) = 0. By (4.16)
we have vin∗ = f(u00) and from (4.1) we deduce uin = u00. Plugging these values
in (4.12) implies that H(uin, vin∗ ) = 0. Since the function vin → H(uin, vin) is
decreasing from 0 to vin∗ and then increasing, vin∗ is the only possible root for
H. 
HOMOGENIZATION OF NONLINEAR ADSORPTION 37
5. Numerical Study
From a physical or engineering point of view, one of the main consequences
of our homogenization result it to provide a formula to compute the so-called
dispersion tensor A∗ which governs the spreading of the solute at a macroscopic
scale. Formula (3.5) for A∗ is not fully explicit with respect to the various physical
parameters. Therefore it is interesting to study the sensitivity of A∗ with respect
to important parameters like the concentration saturation u0, or the bulk and
surface diffusion D, Ds. This section is thus devoted to numerical computation
of the effective parameters, given in Theorem 3.7, and to study their variations in
terms of these parameters. All our numerical tests are done in two dimensions.
The periodicity cell is the unit square ]0, 1[×]0, 1[ and the solid obstacle is a
disk of radius 0.2 centered at (0.5, 0.5). The FreeFem++ package [33] is used
to perform all numerical simulations with Lagrange P1 finite elements on 21416
vertices (degrees of freedom). The reaction parameters α, β are chosen to be
unity. Also, the bulk and surface diffusion D, Ds are taken to be unity.
In all our computations, we have taken a zero drift velocity:
(5.1) b∗ = 0.
This is actually a necessary condition for the present geometrical setting of iso-
lated solid obstacles. Indeed, recall our assumption (1.6) on the velocity fields b,
bs:
b∗ =
1
|Y 0|
ˆ
Y 0
b(y) dy =
1
|∂Σ0|
ˆ
∂Σ0
bs(y) dσ(y).
Since the surface velocity field bs is divergence free and the obstacle Σ0 is com-
pactly included in the unit cell Y 0 (therefore the manifold ∂Σ0 ∩ Y 0 has no
boundary), an integration by parts shows thatˆ
∂Σ0
ek · bs(y) dσ(y) = −
ˆ
∂Σ0
ykdiv
sbs(y) dσ(y) = 0.
(It is only in the case of a connected solid part, which can happen only in di-
mension d ≥ 3, that one can have b∗ 6= 0.) For simplicity we have taken bs = 0
on ∂Σ0. We have computed the mean zero velocity field b in Y 0 by taking
b˜ = curl ψ = (−∂x2ψ, ∂x1ψ), with
(5.2)
 −div(M(y)∇ψ) = 1 in Y
0,
ψ = 0 on ∂Σ0,
ψ Y − periodic,
where M is a 2× 2 matrix and b = b˜/‖b˜‖L2(Y 0) shall be the normalized velocity
field. We can choose the velocity field b to be either symmetric or non-symmetric.
By symmetry we mean the symmetric nature of the velocity field in the unit cell
Y with respect to axes (0.5, y) and (x, 0.5). For example, taking M to be an
identity matrix we obatin a symmetric velocity field. On the other hand, taking
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M to be a variable diagonal matrix with the following diagonal elements we
obtain a non-symmetric velocity field:
M11 =
{
0.01 + (0.5 ∗ y1) if y1 < 0.5
0.26 + (y1 − 0.5) otherwise ,
M22 = cos(y1).
Thus obtained velocity fields are shown in Figure 1.
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Figure 1. Left: Symmetric velocity field in the unit cell, Right:
Non-symmetric velocity field in the unit cell.
The expression for the dispersion matrix given in (3.5) implies that the dis-
persion tensor depends on the homogenized solution. In a first experiment, we
study the behavior of A∗11 and A∗22 with respect to the magnitude of u0 when the
velocity field b is symmetric (See Figure 2). In our second experiment, we take
the velocity field b to be non-symmetric and study the behavior of A∗11 and A∗22
with respect to the magnitude of u0 (See Figure 3). As seen in Figures 2 and 3,
in the limit u0 → ∞, both horizontal and vertical dispersion attain a limit. It
is easy to see, at least formally, that in this limit, the cell problem is partially
decoupled: the bulk cell solution χi satisfies the following steady state equation:
(5.3)

−b∗ · ei + b(y) · (ei +∇yχi)− divy(D(ei +∇yχi)) = 0 in Y 0,
−D (ei +∇yχi) · n = 0 on ∂Σ0,
y → χi(y) Y -periodic,
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while the surface cell solution ωi satisfies another equation where χi acts as a
source term:
−b∗ · ei + κωi + bs(y) · (ei +∇syωi)− divsy(Ds(ei +∇syωi)) = κχi on ∂Σ0.
In our case, we have taken the velocity field bs to be zero and also the drift b∗ is
zero. Thus, the above equation for ωi is a simple elliptic equation with a source
term.
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Figure 2. Dispersion w.r.t the magnitude of u0 in the case of a
symmetric velocity field.
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Figure 3. Dispersion w.r.t the magnitude of u0 in the case of a
non-symmetric velocity field.
In Figure 4, we plot the horizontal dispersion A∗11 with respect to Ds with
u0 = 2.5. Clearly the dispersion increases with the surface diffusion D
s. However,
as seen in Figure 4, the dispersion reaches a limit as Ds goes to infinity. This
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can be explained formally by the fact that, in this limit, the surface cell solution
ωi is such that (ωi + yi) is constant on the pore surface ∂Σ
0. In the same limit,
the bulk corrector χi satisfy the following limit problem:
(5.4)

b(y) · ∇yχi − divy(D(∇yχi + ei)) = (b∗ − b) · ei in Y 0,
−D(∇yχi + ei) · n+ b∗i =
ακ
(1 + βu0)2
(
χi + yi − |∂Σ0|−1
ˆ
∂Σ0
(χi + yi)dσ(y)
)
on ∂Σ0,
y → χi(y) Y -periodic.
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Figure 4. Horizontal Dispersion w.r.t surface molecular diffusion Ds.
In Figure 5, we plot the horizontal dispersion A∗11 with respect to the reaction
rate κ with u0 = 2.5. In the limit κ→∞, we get an asymptote for the dispersion,
corresponding to a limit cell problem where χi = ωi on ∂Σ
0. In this limit, the
corresponding system satisfied by the bulk corrector χi is
(5.5)

b(y) · ∇yχi − divy(D(∇yχi + ei)) = (b∗ − b) · ei in Y 0,
−D(∇yχi + ei) · n+ (b∗ − bs) · ei =
bs(y) · ∇syχi − divsy(Ds(∇syχi + ei)) on ∂Σ0,
y → χi(y) Y -periodic.
Unlike (5.4), the limit cell problem corresponding to the infinite reaction limit is
no longer dependent on the homogenized solution u0.
Other numerical simulations, including comparisons between an “exact” solu-
tion of (1.1)-(1.4) (computed on a fine mesh) and a reconstructed solution can
be found in [22].
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Figure 5. Horizontal Dispersion w.r.t reaction rate κ.
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