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Abstract
Recently Chen et al. [Tree domination in graphs, Ars Combin. 73 (2004) 193–203] asked for characterizations of the class of
graphs and the class of regular graphs that have an induced dominating tree, i.e. for which there exists a dominating set that induces
a tree.
We give a somewhat negative answer to their question by proving that the corresponding decision problems are NP-complete.
Furthermore, we prove essentially best-possible lower bounds on themaximumorder of induced trees in connected cacti ofmaximum
degree 3 and connected cubic graphs.
Finally, we give a forbidden induced subgraph condition for the existence of induced dominating trees.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
All graphG=(VG,EG)will be ﬁnite, undirected and simplewith vertex setVG and edge setEG. The neighbourhood
and the degree of a vertex u ∈ VG in the graphG are denoted byNG(u) and dG(u)=|NG(u)|, respectively. ForU ⊆ VG,
let
NG(U) =
(⋃
u∈UNG(u)
)
\U,NG[U ] = NG(U) ∪ U,
and let G[U ] denote the subgraph of G induced by U.
A set S ⊆ VG of vertices of some graph G is called dominating if NG[S] = VG. In [5] Chen et al., consider the
minimum order of dominating sets that induce trees. They have been motivated by the known notions of connected
domination [14,9] and acyclic domination [8,9], and studied bounds on this minimum order and its value for speciﬁc
classes of graphs.
Since not for every graph G there exists an induced dominating tree, i.e. a dominating set S ⊆ VG for which G[S] is
a tree, they pose two open problems to characterize the class of graphs (cf. problem (1) in [5]) and the class of regular
graphs (cf. problem (2) in [5]) for which induced dominating trees exist.
As our ﬁrst result we prove that the corresponding decision problems are NP-complete which means that there are
most probably no ‘nice’ characterizations for these classes.
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Fig. 1. K1,3 and C3 ◦ K1.
Since obviously an induced dominating tree of an r-regular graph of order n necessarily has order at least (n −
2)/(r − 1), we are led to consider large induced trees of (regular) graphs. Let the maximum order of an induced tree
of a graph G be denoted by it(G). Whereas there are several publications on the maximum order of induced forests
[1–3,15,16] on the one hand and on the maximum order of induced trees in random graphs [6,7,11–13] on the other
hand, the maximum order of induced trees in general graphs received much less attention. We prove lower bounds on
the maximum order of induced trees in connected cacti of maximum degree at most 3 and in connected cubic graphs.
(A cactus is a graph all cycles of which are edge disjoint.)
It was observed by several authors (cf. e.g. [4] and the references therein) that graphs G which do not contain one
of the two graphs in Fig. 1 as an induced subgraph have a dominating path, i.e. there exists a dominating set S ⊆ VG
such that G[S] is a path. Motivated by this observation we close this paper with a similar forbidden induced subgraph
condition for the existence of induced dominating trees.
2. Results
We consider the following decision problem and proceed immediately to our ﬁrst result.
Induced Dominating Tree:
Instance: A graph G = (VG,EG).
Question: Is there a dominating set S of G such that G[S] is a tree?
Theorem 1. The problem Induced Dominating Tree is NP-complete even when restricted to regular graphs.
Proof. We describe a polynomial reduction of a 3SAT instance to a regular Induced Dominating Tree instance.
Therefore, letC1, C2, . . . , Cm be the clauses of a 3SAT instanceC over the boolean variables x1, x2, . . . , xn. (Remember
that the clauses of a 3SAT instance are the logical disjunction of some of the variables or their negation, both referred
to as literals. The problem 3SAT consists of deciding whether the instance is satisﬁable, i.e. whether there is a truth
assignment for the variables such that every clause contains a true literal.)
We describe a construction of a regular graph G= (VG,EG) whose order is polynomially bounded by n and m such
that G has a dominating set S for which G[S] is a tree if and only if C is satisﬁable.
1. Start with G as the empty graph (∅,∅).
2. For every variable xi for 1 in add a triangle
xitifixi
to G.
3. For every clause Cj for 1jm add a vertex cj to G.
4. If the un-negated variable xi appears in the clause Cj for some 1 in and 1jm, then add the edge ticj to
G. If the negation of the variable xi appears in the clause Cj for some 1 in and 1jm, then add the edge
ficj to G.
For 1 in let dti and d
f
i denote the number of clauses of C in which xi appears un-negated and negated as a
variable. At the end of the construction the graph G will be regular of degree
= 2
⎡
⎢⎢⎢
max
{
dti , d
f
i | 1 in
}
+ 6
2
⎤
⎥⎥⎥ .
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Let the graph H arise from the complete bipartite graph K−1,−1 by adding two new vertices u and v such that u is
adjacent to all vertices of one partite set and v is adjacent to all vertices of the other partite set.
For 1 in execute the following Steps 5–9.
5. Add toG two disjoint copiesHi andH ′i of the graphH in which we denote the corresponding copies of the vertices
u, v by ui, vi and u′i , v′i . Add to G the four edges
xiui, xivi, tiu
′
i , fiv
′
i .
6. Add to G a set Ai of
− (max
{
dti , d
f
i
}
+ 3)
vertices each of which adjacent to ti and fi .
7. Add to G a set Bti of
− |Ai | − (dti − 3) = max
{
dti , d
f
i
}
− dti
vertices each of which adjacent to xi and ti .
8. Add to G a set Bfi of
− |Ai | − (dfi − 3) = max
{
dti , d
f
i
}
− dfi
vertices each of which adjacent to xi and fi .
9. Add ⌊
1
2
(
−
(
|Bti | + |Bfi | + 6
))⌋
=
⌊
1
2
(
− (|dti − dfi | + 6)
)⌋
copies of H and join the vertices u and v in all these copies to xi .
From the above steps the following claim is obvious.
Claim 1. In the graph constructed so far all vertices in
W = {c1, c2, . . . , cm} ∪ A1 ∪ · · · ∪ An ∪ Bt1 ∪ · · · ∪ Btn ∪ Bf1 ∪ · · · ∪ Bfn
have degree 1, 2 or 3.
For each vertex w ∈ W execute the following Steps 10–13.
10. Let d denote the degree of w in the graph constructed so far. Add to G a set Ew of − d vertices each of which
adjacent to w.
11. For every w′ ∈ Ew add to G a set Xw,w′ of − 1 vertices each of which adjacent to w′.
12. For every w′ ∈ Ew add − 2 edges to G such that Xw,w′ induces a path.
13. For every w′ ∈ Ew and every w′′ ∈ Xw,w′ add⌊
− 3
2
⌋
copies of H and join the vertices u and v in all these copies to w′′.
Note that in the graph constructed so far the set
X = {x1, x2, . . . , xn} ∪
⋃
w∈W
⋃
w′∈Ew
Xw,w′
induces a graph whose components are paths (possibly of length 0).
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14. Add edges to G such that X induces a path P.
15. Add a copy of H to G and join each of the corresponding vertices u and v to one of the endvertices of the path P.
By now all vertices of the graph constructed so far that are not in X are of degree  and all vertices in X are either of
degree  or of degree − 1. Since  is even, there is an even number of vertices in X of degree − 1 and we partition
these vertices into arbitary disjoint pairs P.
16. For every pair {x′, x′′} in P add a copy of H to G and add the edges x′u and x′′v to G.
This completes the construction of the graph G. Clearly, the order of G is polynomially bounded in n and m and G is
regular of degree .
We proceed to the proof that G has a dominating set S such that G[S] is a tree if and only if C is satisﬁable.
First, we assume that C is satisﬁable and that
 : {x1, x2, . . . , xn} → {true, false}
is a satisfying truth assignment of C. It is easy to check that the set S that arises from
X ∪ {ti | 1 in,(xi) = true} ∪ {fi | 1 in,(xi) = false}
by adding for every copy of the graphH added in Steps 5, 9, 13, 15 or 16 the two vertices u and v together with possibly
two further vertices from the copy of H forming a path of length three together with u and v is a dominating set of G
that induces a tree.
Conversely, we assume that G has a dominating set S that induces a tree. Since all vertices in X are cutvertices,
X ⊆ S. Since {ti , fi} is a cutset for 1 in and xi ∈ S, exactly one of the two vertices ti and fi is in S. Since for every
w ∈ W and every w′ ∈ Ew the vertices in Xw,w′ induce a path and belong to S, we have Ew ∩ S =∅. This implies that
for every 1jm the vertex cj has a neighbour in
S ∩ {ti , fi | 1 in}
and setting
(xi) =
{
true, ti ∈ S,
false, fi ∈ S
deﬁnes a satisfying truth assignment for C. This completes the proof. 
The graphs constructed in the above proof are regular but the degree of regularity depends on the corresponding
3SAT instance. Whereas the problem to determine an induced forest of maximum order within a given graph is NP-hard
in general, there are polynomial time algorithms for cubic graphs [10,17]. It is therefore conceivable—but unlikely
according to our opinion—that also induced trees of maximum order can be determined in polynomial time for cubic
graphs.
We proceed to our lower bounds on it(G) for cacti of maximum degree at most 3 and cubic graphs. The observation
that these classes are closely related in this context has already been made and used several times [3,15,16]. We begin
with a technical lemma.
Lemma 2. Let T be a rooted tree with c ∈ N0 non-leaves each of which has exactly two children. Let LT denote the
set of leaves of T and let w : LT → R0. If depth(l) denotes the depth of a leaf l ∈ LT in T , then
max{w(l) + depth(l) | l ∈ LT } 1
c + 1
∑
l∈LT
w(l) + log2(c + 1) − 1.
Proof. For some ﬁxed W0 let T and w be chosen as in the statement of the lemma such that
1.
∑
l∈LT w(l) = W .
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2. Subject to the previous condition, max{w(l) + depth(l) | l ∈ LT } is minimum.
3. Subject to the previous conditions, d := max{depth(l) − depth(l′) | l, l′ ∈ LT } is minimum.
4. Subject to the previous conditions, the number of pairs (l1, l2) ∈ L2T for which d = depth(l1) − depth(l2) is
minimum. (L2T denotes the set of ordered pairs of elements of LT .)
Claim 1. |depth(l1) − depth(l2)|1 for l1, l2 ∈ LT .
Proof. For contradiction, we assume that d=depth(l1)−depth(l2)2 where l1 ∈ LT hasmaximum depth and l2 ∈ LT
has minimum depth among all leaves of T .
Let vi be the parent of li for i ∈ {1, 2}. Let v′1 be the parent of v1 and let v′′1 be the parent of v′1. It is easy to see that
we may assume without loss of generality that w(l) + depth(l) has the same value for all leaves l ∈ LT . Speciﬁcally,
w(l1) = w(l2) − d.
Let T ′ arise from T by deleting the edges in {v1v′1, v′1v′′1 , l2v2} and inserting the new edges in {v1v′′1 , v′1v2, l2v′1}.
Setting w′(l1)=w(l1)+ 1, w′(l2)=w(l2)− 1 and w′(l)=w(l) for all l ∈ LT \{l1, l2} (note that LT =LT ′ ), we obtain
a contradiction to the choice of T (Condition 3 or 4). This completes the proof of the claim. 
Since T has c non-leaves, the maximum depth of a leaf of T is at least log2(c+1). Hence, by the claim, the minimum
depth of a leaf of T is at least log2(c + 1) − 1. Since T has exactly c + 1 leaves, we have
max{w(l) | l ∈ LT } W
c + 1
and the desired result follows. 
Instead of a lower bound on it(G) for cacti G of maximum degree at most 3 we will prove a slightly stronger result.
For a graph G and two sets U1 and U2 let
it(G,U1, U2)
denote the maximum order of an induced tree T in G with U1 ⊆ VT and |U2 ∩VT | min{1, |U2|} or 0, if no such tree
exists.
Theorem 3. Let G be a connected cactus of order n and maximum degree at most 3 which has c1 cycles. Let U
denote the vertex set of a cycle of G.
Then
it(G,∅, U) max
{
2
3
(
n − 3c
c
+ 2 log2(c)
)
− 2, 2 log2(c) − 2
}
.
Proof. We assume that G and U are chosen as in the statement of the theorem such that
1. it(G,∅, U) is minimum.
2. Subject to the previous condition, the number of cycles of length at least 4 is minimum.
3. If O denotes the set of all vertices of G that lie on a cycle, then, subject to the previous conditions, the order of the
component of G[O] that contains U is maximum.
Claim 1. All cycles of G have length 3.
Proof. For contradiction, we assume that C : u1u2u3 . . . ulu1 is a cycle with l4. For 1 i l with dG(ui) = 3 let
Gi denote the component of G[VG\VC] that contains a neighbour vi of ui . For 1 i l with dG(ui) = 2 let Gi be the
empty graph. Clearly, we may assume that either U = VC or U ⊆ VG1 .
If dG(ul)=3, then letG′ arise fromG by deleting the edges in {u2u3, ulvl} and inserting the new edges in {u2ul, u3vl}.
Similarly, if dG(ul)=2, then letG′ arise fromG by deleting the edge u2u3 and inserting the new edge u2ul .We consider
two cases.
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Case 1. U = VC : It is easy to see that
it(G,∅, U) = max
⎧⎨
⎩(l − 1) +
l∑
i=1,i 
=j
it(Gi, {vi},∅) | 1j l
⎫⎬
⎭ .
If we set U ′ = {u1, u2, ul}, i.e. U ′ is the vertex set of the cycle u1u2ulu1 in G′, then
it(G′,∅, U ′) = max
⎧⎨
⎩2 + it(G1, {v1},∅) + it(G2, {v2},∅),
(l − 1) +
l∑
i=1,i 
=1
it(Gi, {vi},∅),
(l − 1) +
l∑
i=1,i 
=2
it(Gi, {vi},∅)
⎫⎬
⎭ .
Therefore, it(G′,∅, U ′) it(G,∅, U) and we obtain a contradiction to the choice of G (Condition 1 or 2).
Case 2. U ⊆ VG1 : As above
it(G,∅, U) = max
⎧⎨
⎩it(G1,∅, U),max
⎧⎨
⎩(l − 1) + it(G1, {v1}, U) +
l∑
i=2,i 
=j
it(Gi, {vi},∅) | 2j l
⎫⎬
⎭
⎫⎬
⎭ .
Clearly, U is the vertex set of a cycle of G′ totally contained in VG1 and
it(G′,∅, U) = max
⎧⎨
⎩it(G1,∅, U),
2 + it(G1, {v1}, U) + it(G2, {v2},∅),
(l − 1) + it(G1, {v1}, U) +
l∑
i=3
it(Gi, {vi},∅)
}
.
Again it(G′,∅, U) it(G,∅, U) and we obtain a contradiction to the choice of G (Condition 1 or 2). This completes
the proof of the claim. 
Claim 2. G[O] is connected.
Proof. For contradiction, we assume that G[O] is not connected. This implies the existence of vertices u1, u2, . . . , ul
for l5 such that u1 ∈ O, u2, . . . , ul−3 /∈O,G[{u1, u2, . . . , ul−1}] is the path u1u2 . . . ul−1 and ul−2, ul−1 ∈ NG(ul).
(Note that the path u1u2 . . . ul−2 whose internal vertices do not belong to O connects two different components of
G[O] one of which is the cycle ulul−2ul−1ul .)
For 2 i l, i 
= l − 2 with dG(ui) = 3 let Gi denote the component of G[VG\{u1, u2, . . . , ul}] that contains a
neighbour vi of ui . For 1 i l, i 
= l − 2 with dG(ui) = 2 let Gi be the empty graph. Let G1 denote the component
of G[VG\{u2}] that contains u1. Clearly, we may assume that U and u1 are contained in the same component of
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Fig. 2. G[O], T ′ and the trees Ti .
G1[VG1 ∩ O] and obtain
it(G,∅, U) = max
⎧⎨
⎩it(G1,∅, U),
(l − 2) + it(G1, {u1}, U) +
l−3∑
i=2
it(Gi, {vi},∅)
+ max{it(Gl−1, {vl−1},∅), it(Gl, {vl},∅)}
⎫⎬
⎭ .
If dG(ul)=3, then letG′ arise fromG by deleting the edges in {u1u2, ulvl} and inserting the new edges in {u1ul, u2vl}.
Similarly, if dG(ul)= 2, then let G′ arise from G by deleting the edge u1u2 and inserting the new edge u1ul . Note that
U is the vertex set of a cycle of G′ and
it(G′,∅, U) = max
⎧⎨
⎩it(G1,∅, U),
1 + it(G1, {u1}, U) + it(Gl−1, {vl−1},∅),
(l − 2) + it(G1, {u1}, U) +
l−3∑
i=2
it(Gi, {vi},∅) + it(Gl, {vl},∅)
}
.
Thus, it(G′,∅, U) it(G,∅, U) and we obtain a contradiction to the choice of G (Condition 1 or 3). This completes
the proof of the claim. 
Let the graph G′ arise from G[O] by inserting for every vertex u ∈ O with dG[O](u) = 2 a new vertex lu and a
new edge ulu. Let w(lu) be half the order of the component of G[VG\{u}] that does not intersect O or 0, if no such
component exists. Let the tree T ′ arise from G′ by contracting all cycles. Let u denote the vertex of T ′ that corresponds
to the set U and let NT ′(u) = {u1, u2, u3}. For 1 i3 let Ti be the component of T ′[VT ′ \{u}] that contains ui . If Ti
is rooted in ui , then Ti is a rooted tree with ci0 non-leaves each of which has exactly two children. Let LTi denote
the set of leaves of Ti . (See Fig. 2 for an example of the construction.)
For 1 i3 let
wi =
∑
l∈LTi
w(l).
Clearly,
c − 1 = c1 + c2 + c3.
By the deﬁnition of w(lu) given above, w1 + w2 + w3 is exactly half the number of vertices in VG\O. Furthermore,
since all cycles have length 3, 3c is exactly the order of O. Hence
n = 3c + 2(w1 + w2 + w3).
3184 D. Rautenbach /Discrete Mathematics 307 (2007) 3177–3186
It is obvious from the construction of the tree T ′ that the maximal induced subtrees of G that intersect U are in one-to-
one correspondence with the maximal paths in T ′ containing u. Furthermore, if P is a maximal path in T ′ containing
u, then it joins two leaves l and l′ of T ′ that belong to two different subtrees Ti . If depth(l) and depth(l′) denote the
depths of l and l′ in the corresponding rooted subtrees Ti , then the maximal induced subtree of G that corresponds to
P has order exactly
2 + 2(depth(l) + w(l)) + 2(depth(l′) + w(l′)).
Applying Lemma 2, we obtain
1
2
it(G,∅, U)1 +
3∑
i=1
(
wi
ci + 1 + log2(ci + 1) − 1
)
− min
{
wi
ci + 1 + log2(ci + 1) − 1 | 1 i3
}
. (1)
We assume that c1c2c3 and estimate the term in (1) in different ways. Clearly, (1) implies
1
2
it(G,∅, U)1 + 2
3
3∑
i=1
(
wi
ci + 1 + log2(ci + 1) − 1
)
1 + 2
3
(
w1 + w2 + w3
c1 + 1 + log2(c1 + 1) + log2(c2 + 1) + log2(c3 + 1) − 3
)
 2
3
(
w1 + w2 + w3
c1 + 1 + log2(c1 + c2 + c3 + 1)
)
− 1
 2
3
(
n − 3c
2c
+ log2(c)
)
− 1.
Elementary calculus shows that the function log2(x + 1)+ log2((s − x)/2 + 1) for x ∈ [s/3, s] is minimum for x = s.
Therefore, (1) also implies
1
2
it(G,∅, U) log2(c1 + 1) + log2(c2 + 1) + log2(c3 + 1) − min{log2(ci + 1) | 1 i3} − 1
 log2(c1 + 1) + log2
(
(c − 1) − c1
2
+ 1
)
− 1
 log2(c) − 1.
Altogether we obtain
it(G,∅, U) max
{
2
3
(
n − 3c
c
+ 2 log2(c)
)
− 2, 2 log2(c) − 2
}
and the proof is complete. 
It is easy to see that Theorem 3 is essentially best-possible in many cases. If for example c = 1 or c = n/3, then
one can construct cacti for which the given bound is tight up to some additive constants by reversing the construction
illustrated in Fig. 2 for appropriate trees Ti .
We proceed to our lower bound for cubic graphs.
Theorem 4. There is some ﬁxed  ∈ R such that if G is a connected cubic graph of order n, then
it(G) 43 log2(n) + .
Proof. Iteratively removing vertices u ∈ VG from G whose degree (in the remaining graph) is 3 and whose removal
does not disconnect the graph yields a cactus G′ (cf. [15–17], the set formed by the removed vertices is usually called
a non-separating independent set). If i denotes the number of deleted vertices and c denotes the number of cycles of
G′, then double-counting the edges in G′ yields
n − i − 1 = 32n − 3i − c,
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Fig. 3.
which implies
c = n
2
− 2i + 1.
Since 0c(n − i)/3, we have i ∈ [(n + 6)/10, (n + 2)/4]. If c = 0, then G′ is a tree and it(G)n − i = n − (n +
2)/4 = (3n − 2)/4. Hence we may assume c1.
Since the function
f (i) = (n − i) − 3c
c
+ 2 log2(c) =
5i − (n/2) − 3
(n/2) − 2i + 1 + 2 log2
(n
2
− 2i + 1
)
for n/2 − 2i + 10 has a unique minimum in
i =
(
1
4
− 3 ln(2)
16
)
n +
(
1
2
+ ln(2)
8
)
,
we deduce from Theorem 3 that
it(G) it(G′) 2
3
f (i) − 2
 2
3
⎛
⎝
(
3
4 − 15 ln(2)16
)
n +
(
5 ln(2)
8 − 12
)
(
3 ln(2)
8
)
n − ln(2)4
+ 2 log2
(
3 ln(2)
8
n − ln(2)
4
)⎞⎠− 2
and the proof is complete. 
Whereas the bound given in Theorem 4 is clearly not best-possible with respect to multiplicative and additive
constants, it indicates the correct growth rate. Cubic graphs G of arbitrarily large order n for which it(G)=O(log2(n))
can easily be constructed generalizing the graph in Fig. 3.
It is possible to extend Theorems 3 and 4 to the case in which the girth of the considered graphs is at least some
g3. The essential step of this extension is the proof of a version of Lemma 2 in which one considers rooted trees in
which every non-leaf has g − 1 children and tries to maximize the sum of weights w(l) + depth(l) over all leaves l in
rooted subtrees in which every non-leaf has g − 2 children. The proofs of Theorems 3 and 4 easily adapt.
Our ﬁnal result is the following forbidden induced subgraph condition for the existence of induced dominating trees.
(Remember that the graph Cl ◦ K1 arises by attaching an endvertex to every vertex of a cycle of length l, cf. Fig. 1.)
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Theorem 5. Every induced subgraph of a graph G has an induced dominating tree if and only if G does not contain
Cl ◦ K1 for any l3 as an induced subgraph.
Proof. Since the necessity is trivial, we proceed to the sufﬁciency. Therefore, let G = (VG,EG) be a graph that does
not contain Cl ◦ K1 for any l3 as an induced subgraph and let T be an induced tree of G with vertex set S such that
|NG[S]| is maximum.
For contradiction, we assume that S is not dominating. This implies that there are vertices x, y ∈ V \S with
NG(x) ∩ S = ∅ and y ∈ NG(x) ∩ NG(S).
Since G[S ∪ {x, y}] is connected, we can choose a set S′ ⊆ S ∪ {x, y} such that G[S′] is connected, NG[S′] =
NG[S ∪ {x, y}] and subject to these conditions the number of cycles of G[S′] is minimum. We will prove that G[S′] is
a tree and assume, for contradiction, that G[S′] has a cycle C. Clearly, y lies on C and we may assume that
C : yt1t2 . . . tly
for some l2 such that
NG(y) ∩ {t1, t2, . . . , tl} = {t1, tl}.
If for some 1 i l
NG(ti) ⊆ NG[S′\{ti}],
then let S′′ = S′\{ti}. It is easy to see that G[S′′] is connected, NG[S′′] = NG[S ∪ {x, y}] and G[S′′] has less cycles
than G[S′], which is a contradiction. Therefore, for 1 i l there are vertices t ′i ⊆ NG(ti)\NG[S′\{ti}] and G[{ti , t ′i |
1 i l} ∪ {x, y}] is isomorphic to Cl+1 ◦ K1, which is a contradiction.
Therefore, S′ induces a tree inG and |NG[S′]|> |NG[S]|, which is a contradiction to the choice of S. This completes
the proof. 
As a concluding remark we want to mention that the third problem posed in [5] ‘(3) Does there exist a family of
2-connected graphs F, for which a polynomial time algorithm exists for ﬁnding a tree dominating set (of any size) in
any graph in F, if it exists?’ is phrased a little too vaguely. The trivial answer is ‘yes’, since the family {Cn | n3} of
cycles is such a family.
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