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Abstract
We present an asymptotically derived boundary element method for the Helmholtz equation in exterior domains. Each basis
function is the product of a smooth amplitude and an oscillatory phase factor, like the asymptotic solution. The phase factor is
determined a priori by using arguments from geometrical optics and the geometrical theory of diffraction, while the smooth amplitude
is represented by high-order splines. This yields a high-order method in which the number of unknowns is virtually independent of
the wavenumber k. Two types of diffracted basis functions are presented: the ﬁrst accounts for the dominant oscillatory behavior
in the shadow region while the second also accounts for the decay of the amplitude there. We show that the matrix A, associated
with the discrete problem, has only O(N) signiﬁcant entries as k → ∞, where N is the number of basis functions. Hence it can be
approximated with a matrix Aˆ having O(N) terms, and the relative error between A and Aˆ rapidly converges to zero as k → ∞.
Although the method is applicable to a variety of scatterers, we focus our attention here on scattering from smooth closed convex
bodies in two dimensions. Computations on a circular cylinder illustrate our results.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The numerical solution of scattering problemsmodeled by the Helmholtz equation in exterior domains is exceedingly
difﬁcult if not computationally intractable by standard computational schemes, for frequencies in the mid and high
regime. Indeed, for three-dimensional problems the number of unknowns in the ﬁnite element methods (FEM) scales
at least like the cube of ka, where k is the wavenumber and a is a typical dimension of the scatterer, and in fact worse
than that [21]. In a boundary integral method the number of unknowns scales at least like the square of ka. In recent
years various researchers [1–3,5,7–13,16,17,22,27,29–32] have developed special variants of the ﬁnite element, and
the boundary integral equation methods, which reduce the computational complexity of the problem. The common
feature among these algorithms is the use of a priori knowledge regarding the oscillatory nature of the solution in the
design of the numerical scheme.
In this paper we develop a boundary element collocationmethod (BEM) for the integral formulation of the Helmholtz
equation, in which the basis functions are asymptotically derived. Each basis function is the product of a smooth
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amplitude and a highly oscillatory phase factor, like the asymptotic solution. The phase factor is determined a priori by
geometrical optics (GO) and the geometrical theory of diffraction (GTD) [25], while the smooth amplitude is a high-
order spline. Each basis function is associated with a ﬁeld: reﬂected, shadow forming, diffracted, multiply diffracted,
etc... and we use GO and GTD to determine which ﬁelds are present. This yields a high-order method, in which the
number of unknowns is virtually independent of the wavenumber. The method is applicable to a variety of scattering
problems, but in this paper we focus on smooth convex scatterers in two dimensions, and we demonstrate the method
on a conducting closed circular cylinder.
We show that the matrix A, associated with this boundary element discretization has only O(N) signiﬁcant entries as
k → ∞, where N is the number of basis functions. Hence, A can be approximated with an approximate operator A,
obtained from A by discarding entries with magnitude smaller than . We show that the relative norm of the difference
between A and A converges to zero very rapidly as k → ∞. Hence, A can either be used instead of A to provide an
approximate solution to the problem, or it can be used as a preconditioner in an iterative scheme. An iterative solution
to an equation involving A requires only O(N) operation per matrix vector multiply.
Our method was introduced in [18], and it is analogous to the FEM which we developed for the Helmholtz equation
in [17], in which GO and GTD were used to determine the components of the scattered ﬁeld, and the oscillatory phase
factor of the associated basis functions. It extends the approach taken in [22,2] for the integral equation, by making use
of basis functions that account for the diffracted ﬁelds in the shadow region, and by using higher order basis functions.
This improves the accuracy of the computed results. Our method is also closely related to the methods presented in
[12,9]. The later is a Nystrom method which makes use of the GO ansatz, and accounts for the lack of validity of
the ansatz in the shadow region by a procedure equivalent to an adaptive reﬁnement there. Moreover, it makes use of
smooth partitions of unity to localize the integration around small regions with dominant contributions. The high-order
B-splines which we use in the design of our basis functions display equivalent properties to the smooth partitions of
unity used in [9]. The impact of our basis functions on the asymptotic sparsity of the BEM matrix is equivalent to that
of the smooth partitions of unity on the localized integration achieved in [9].
Our method is also similar to those presented in [7,1,31] for discretizing the boundary integral equation, with basis
functions based on planewaves. For the partial differential equation planewaveswere used in the context of the partition
of unity FEM [29,3] and in the context of the ultraweak variational formulation for the Helmholtz equation [10,11,13].
In our approach, both the number of basis functions and their associated phase factors are determined by GO and GTD.
Hence, the phase factors are not necessarily plane waves, and each basis function is very effective at representing at
least one component of the scattered wave. Initial computational results with our approach are reported in [18]. Here,
we present the method in more detail, and analyze some of its properties.
2. Problem formulation and discretization
2.1. Problem formulation
We consider scattering in two dimensions by a closed convex curve , of a time harmonic plane wave of unit
amplitude, exp(ik · x), where k is a vector of magnitude k, and x = (x, y). Hence we seek a solution to
u + k2u = 0, (1)
in the unbounded domain exterior to . We seek u of the form
u = eik·x + us, (2)
where exp(ik · x) and us are the incident and scattered ﬁelds, respectively. Here, we impose on u a Dirichlet condition
u(x, y) = 0 (x, y) ∈ , (3)
and on us the Sommerfeld radiation condition
lim
r→∞ r
1/2
(
us
r
− ikus
)
= 0. (4)
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The computational problem which we wish to solve is (1) for us , subject to the conditions
us = − exp(ik · x) (x, y) ∈  (5)
and (4). We derive an integral equation for this problem in a standard fashion (see: [19]),∫

us(xˆ)
n
G(xˆ, x) dxˆ = −
∫

exp(ik · xˆ)G(xˆ, x)
n
dxˆ + exp(ik · x)
2
, (6)
where the free space Green’s functionG(xˆ, x)=(i/4)H 10 (k‖xˆ−x‖), andH 10 is the Hankel function of the ﬁrst kind. For
the purpose of demonstrating the accuracy of this approach, it was not necessary to consider more stable formulations
such as the combined ﬁelds approach [28]. Indeed, for the wavenumbers considered here the accuracy is excellent as
we shall see.
The scatterer  is represented by the continuously differentiable mapping
x(s) = (x(s), y(s)), 0sL, (0) = (L), (7)
where the parameter s is arc-length. Hence, L is the length of  and,
‖x˙(s)‖ = 1. (8)
2.2. Discretization with a boundary element method
We shall approximate us/n by using a boundary element method. Hence, we seek an approximation of the form
us
n
(x) ≈ ̂u
s
n
(x) =
N∑
j=1
cj Mˆ(x, j), (9)
where the asymptotically derived basis functions Mˆ(x, j) are deﬁned in Section 3.
In order to determine the coefﬁcients cj in (9), we ﬁrst discretize the scatterer by introducing the mesh points
si ∈ [0, L], i = 1, . . . , N , and their images on 
xi = x(si). (10)
Then, the right side of (9) is substituted for us/n into (6), and the resulting equation is evaluated at the N collocation
points xi . This yields the following system of equations:
A−→c = −→g , (11)
−→c = (c1, . . . , cN)t , (12)
Ai,j =
∫
j
Mˆ(x, j)G(x, xi ) dx, (13)
gi = −
∫

exp(ik · x)G(x, xi )
n
dx + exp(ik · xi )
2
. (14)
In (13) j ⊆  is the support of Mˆ(x, j).
3. Asymptotically derived basis functions
The asymptotically derived basis functions, which we now develop, are analogous in spirit to those used in our FEM
scheme [17]. They differ from the latter in the special requirements imposed on the polynomial part of each basis
function. This has a signiﬁcant impact on the properties of the system of equations (11), as we shall see in Section 5.
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3.1. Elements of the asymptotic theory
The asymptotic theory for problem (1)–(4), based on GO and the GTD, is described in detail in [24,23]. Here, we
review elements of that theory which are required in the development of asymptotically derived basis functions.
In the asymptotic theory, one seeks the solution us in (2) as a superposition of ﬁelds of the form
us(x, y) =
N∑
n=1
An(x, y) exp(ikSn(x, y)). (15)
The function An in (15) is called the amplitude of ﬁeld n, and Sn is its phase. Both functions are smooth away from
caustics and shadow boundaries, and remain so in the limit k → ∞. The phase factor exp(ikSn(x, y)) is highly
oscillatory for large k.
The number of ﬁelds in (15) depends on geometric properties of . If the scatterer is smooth, closed and convex
there are four terms
us = ur + usf + ud+ + ud−. (16)
They are the reﬂected ﬁeld ur , the shadow forming ﬁeld usf , and two diffracted ﬁelds ud+ and ud−. The latter are
associated with points on  where an incident ray is tangent to the scatterer. Each grazing ray gives rise to a surface
diffracted ray which begins at the point of tangency, and travels on  along a geodesic.
Here we consider convex domains, and assume from this point on that the scatterer is a circular cylinder of radius 1,
and that k = (k, 0) in (2). Then,  is parametrized by
x(s) = (cos s, sin s). (17)
The grazing rays tangent at (0, 1) and (0,−1), travel around  in the clockwise and counterclockwise directions, and
generate ud+ and ud−, respectively.
We use the notation S(x(s), t), t ∈ {r, sf , d+, d−} for the phases of the ﬁelds in (16). The diffracted phases,
S(x(s), d+), and S(x(s), d−) are the distances traveled around  by the surface diffracted rays from (0, 1) and (0,−1)
to x(s), respectively. Surface diffracted rays travel an inﬁnite number of times around, and therefore S(x(s), d+), and
S(x(s), d−) are multivalued and unbounded. However, in view of the periodicity of the phase factor, when kL = 2m
with m an integer, we deﬁne them as the shortest distances:
S(x(s), d+) =
{/2 − s if 0s/2,
2− s + /2 otherwise, (18)
S(x(s), d−) =
{
s − 3/4 if 3/4s2,
s + /2 otherwise. . (19)
If the radius of  is not 1 and kL 	= 2m, a small modiﬁcation is required, and it is described in [17].
The reﬂected and shadow forming phase S(x(s), r) and S(x(s), sf ), are deﬁned, respectively, in the illuminated and
shaded regions r and sf by
S(x(s), r) = x(s), s ∈ r , r = {(s) |/2s3/2}, (20)
S(x(s), sf ) = x(s), s ∈ sf , sf = {x(s) | 0s/2 or 3/2s2}. (21)
Moreover, the shadow forming ﬁeld is known explicitly because
usf + ui = 0, x0, |y|1, (22)
and therefore usf = − exp(ikx).
As a surface diffracted ray travels along  away from the point of tangency, the normal derivative of the associated
ﬁeld ut , t ∈ {d+, d−}, decays exponentially by the factor
D(s) = exp(i0k1/3s) with 0 = exp(i/3)(9/4)2/3/2. (23)
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It follows that ud+/n is exponentially smaller than ud−/n when S(x(s), d+)> /2 and k → ∞, and vice versa
when S(x(s), d−)> /2. Both ﬁelds are comparable in magnitude in the neighborhood of (x, y) = (1, 0).
It follows that in order to compute us/n to a given accuracy , diffracted ﬁelds need to be accounted for in only a
portion of . Hence, we introduce the regions
d+ = {(s) | s/2}, (24)
d− = {(s) | 3/2s2− }, (25)
o = {(s) | − s}, (26)
where 0 depends on k and . In d+ only ud
+
/n is represented, and in and d− only ud
−
/n is represented. In
the overlap region o, both ﬁelds are. For all practical purposes we can set o = ∅ and = 0, for all k, as we shall see
from our calculations in Section 7.
3.2. Deﬁnition of basis functions
In view of Section 3.1, and in particular (16), we seek the approximation in (9) in the form
̂us
n
(x) = ̂u
r
n
(x) + ̂u
d+
n
(x) + ̂u
d−
n
(x) + u
sf
n
(x). (27)
The last term in (27) is known explicitly from (22), and it contributes
−k/4
∫
sf
cos  exp(ikx)H0(k‖x − xi‖) dx, = arg(x) (28)
to gi in (14). The other terms are represented in their respective regions r , d+ , d− , by asymptotically derived basis
functions, which we now deﬁne.
First, we introduce the B-splines Bpj (s) of degree p, deﬁned periodically on [0, 2], and centered at sj . Then we
deﬁne on 
M
p
j (x(s)) = Bpj (s), s ∈ [0, 2]. (29)
In view of (29) we use Mpj (x) and Mpj (s) interchangeably, for Mpj (x). The function Mpj is supported on a small subset
j ⊂ 
j = {x(s) | s ∈ Ij ⊂ [0, 2]}, Ij = [aj , bj ], (30)
where Ij is the support of Bpj (s). Then M
p
j (s) satisﬁes
dnMpj
dsn
(aj ) =
dnMpj
dsn
(bj ) = 0, n = 0, . . . , p − 1. (31)
These properties ensure that most entries in Ai,j have a negligible magnitude, as we shall see in Section 5.1.
We now introduce the basis functions
Mˆ1(j, p, t, x, k) = Mpj (x) exp(ikS(x, t)), (32)
and represent each of the ﬁrst three terms on the right of (27) as
̂ut
n
(x) =
∑
{j |j⊂t }
cj Mˆ1(j, p, t, x, k), t ∈ {d+, d−, r}. (33)
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The basis functions Mˆ1 in (32), account for the dominant exponential behavior of ut/n, as k → ∞. Indeed (33)
implies
̂ut
n
(x) =
⎛⎝ ∑
{j |j⊂t }
cjM
p
j (x(s))
⎞⎠ exp(ikS(x, t)) = Â(x, t) exp(ikS(x, t)), (34)
and the last term in (34) is in agreement with the asymptotic behavior (15).
The dominant behavior of ut/n exp(−ikS(x, t)), t ∈ {d+, d−}, is exponentially modulated by D in (23), and this
slow dependence on k can easily be resolved with basis functions (32). However, we also introduce a second basis
which accounts for this sub-dominant dependence of the amplitude on k:
Mˆ2(j, p, t, x, k) =
{
M
p
j (x) exp(ikS(x), t)D(S(x, t)), t ∈ {d+, d−},
Mˆ1(j, p, t, x, k) otherwise.
(35)
In our calculations we shall compare the performance of bases (32), (35) and
Mˆ3(j, p, x, k) = Mpj (x) exp(ikx), x ∈ . (36)
Basis (36) relies on the GO ansatz alone, and was used in [22,2]. It was also used in [9] in conjunction with a procedure
equivalent to an adaptive reﬁnement in the shadow region.
A basis function Mˆ(j, . . .) at the interface between two zones, say xj =(0, 1) in our example, satisﬁesj ∩d+ 	= ∅,
and j ∩ r 	= ∅. As a result, (33) requires some modiﬁcations which are presented in Section 4.
3.2.1. Single smooth phase
When o = ∅, a single continuous phase S(x) can be used on . Indeed, by setting = 0 in (26) we deﬁne
S(x(s)) =
⎧⎪⎨⎪⎩
cos s, s ∈ r ,
/2 − s, s ∈ d+ ,
s − 3/2, s ∈ d− .
(37)
The phase (37) is also twice continuously differentiable at the zone interfaces zˆ = /2 and zˆ = 3/2.
In this case the basis functions (32) and (35), respectively, take the form
Mˆ1(j, p, x, k) = Mpj (x) exp(ikS(x)), (38)
Mˆ2(j, p, x, k) = Mpj (x) exp(ikS(x))D(S(x)), (39)
with S(x) deﬁned in (37). Then
̂us
n
= u
sf
n
+ Aˆ(x) exp(ikS(x)), Aˆ(x) =
N∑
j=1
cjM
p
j (x). (40)
3.2.2. Comparison of basis functions
In order to illustrate the difference between the three families of basis functions (32), (35) and (36) we present a few
a priori computations in which we compare the exact amplitude, associated with each of them, in the shadow region.
Speciﬁcally, we consider in 0s/2
Aˆ1 =
(
us
n
− u
sf
n
)/
exp(ikS(x, d+)), (41)
Aˆ2 =
(
us
n
− u
sf
n
)/
exp(ikS(x, d+))/D(S(x, d+)), (42)
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Fig. 1. The real part of the amplitude Aˆ3 in (43) (top), Aˆ1 in (41) (middle) and Aˆ2 in (42) (bottom).
Aˆ3 =
(
us
n
− u
sf
n
)/
exp(ikx). (43)
We ﬁrst note that the real part of the amplitude Aˆ3, associated with the GO ansatz, which is presented in the top
graph of Fig. 1 is increasingly oscillatory as s approaches 0. This amplitude is relatively smooth near s = /2 because
the phase of the incident ﬁeld is a good approximation to the phase of the diffracted ﬁeld as indicated by the relation
S(x, r) = cos(/2 − S(x, d+)) = S(x, d+) − S
3(x, d+)
6
+ O(S5(x, d+)). (44)
It was noted in [9] that the ﬁeld in the shadow needs to be resolved only up to a certain value of s in order to
achieve a given tolerance , because it is exponentially decaying. This can be done by adaptively reﬁning the mesh up
to the desired value of s which is the approach essentially taken in [9]. However, as  decreases, the mesh will become
increasingly reﬁned in order to resolve the increasingly oscillatory amplitude Aˆ3. The real part of the amplitudes Aˆ1
and Aˆ2 which are presented in the second and third graphs from the top of Fig. 1 are substantially smoother.
The oscillations that are present near s = 0, in the graphs for Aˆ1 and Aˆ2 are due to the fact that the diffracted ﬁeld
ud
− is of the same order of magnitude than ud+ near s = 0. There, the ﬁeld should be represented as the sum of both
ﬁelds. This is the overlap region.
3.3. Error analysis
We now derive an elementary error bound for the collocation method (11)–(14), with basis functions (32). Here we
assume that o =∅, and that a single continuous phase is used in the domain as described in Section 3.2.1, so that (40)
holds. Moreover, we assume that decomposition (16) is exact, and therefore
us
n
= u
sf
n
+ u
r
n
+ u
d+
n
+ u
d−
n
. (45)
We then introduce the amplitude A(x) through the relation
us
n
(x) − u
sf
n
(x) = A(x)eikS(x) + d , (46)
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where
d = d+ + d− . (47)
In (47) d+ , d− are, respectively, the restriction of ud+/n to the region exterior to (0, /2], and ud−/n to the
region exterior to and [3/2, 2).
We denote by K the operator
Kf =
∫

f (xˆ)G(xˆ, x) dxˆ, (48)
by SN the sampling operator
SNf =
⎛⎜⎜⎝
f (x1)
...
f (xN)
⎞⎟⎟⎠ , (49)
and we deﬁne
Mˆ = [Mˆ1, . . . , MˆN ], (50)
where Mˆj are the basis functions (38). Then
SNKMˆ = A, (51)
with A deﬁned in (13).
Following the arguments of Theorem 13.6, p. 220 in [26] we ﬁnd using (40)∣∣∣∣usn (x) − ̂usn (x)
∣∣∣∣=
∣∣∣∣∣∣u
s
n
(x) − u
sf
n
(x) −
N∑
j=1
cjM
p
j (x) exp(ikS(x))
∣∣∣∣∣∣ (52)
=
∣∣∣∣∣∣(MˆA−1SNK − I )
⎡⎣us
n
(x) − u
sf
n
(x) −
N∑
j=1
ajM
p
j (x) exp(ikS(x))
⎤⎦∣∣∣∣∣∣ . (53)
In (52) {cj }Nj=1 are the coefﬁcients of the solution to (11), and {aj }Nj=1 in (53) are arbitrary. This implies that∥∥∥∥∥∥u
s
n
(x) − u
sf
n
(x) −
N∑
j=1
cjM
p
j (x) exp(ikS(x))
∥∥∥∥∥∥ (54)
 (‖Mˆ‖‖A−1‖‖SNK‖ + 1) inf−→a
∥∥∥∥∥∥u
s
n
(x) − u
sf
n
(x) −
N∑
j=1
ajM
p
j (x) exp(ikS(x))
∥∥∥∥∥∥ , (55)
where −→a is the vector of coefﬁcients aj in (53).
We now substitute (46) into (55) to obtain∥∥∥∥usn − ̂usn
∥∥∥∥ C inf−→a
∥∥∥∥∥∥A(x) −
N∑
j=1
ajM
p
j
∥∥∥∥∥∥+ C‖d‖ (56)
C‖A(x) − I[A,p]‖ + C‖d‖, (57)
where C = (‖Mˆ‖‖A−1‖‖SNK‖ + 1) and I[A,p] is the spline interpolant of order p of A. It follows that∥∥∥∥usn − ̂usn
∥∥∥∥ C1 |A(p+1)|Np+1 + C2‖d‖, (58)
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with C1, C2 constants. The second term on the right of (58) decays exponentially as a function of k in view of (23).
The constants in the bound depends on ‖A−1‖. We note that for a ﬁxed k as h → 0, A may become ill-conditioned due
to the presence of spurious modes. However, for a ﬁxed h as k → ∞ A remains well conditioned in our computations.
When x ∈ r , A is smooth and its derivatives are small, except in a small region, where the mesh can be locally
reﬁned to improve accuracy. When x ∈ d± , each derivative of A increases in magnitude by O(k1/3). Hence, as long
as N >Ck1/3, the approximation will be accurate and the method high order. We note that k1/3 <N = 50 for all
k < 125 000, and therefore with a small number of grid points the method will be accurate over a wide range of values
of k, as we shall see. We also note that with basis (35) this O(k1/3) factor is removed.
4. Continuity conditions at zone interface
On each side of an interface point zˆ ∈ [0, 2] between two zones, a different number of ﬁelds may be present. For
example, if zˆ is the interface between o and d+ , there is a single diffracted ﬁeld in d+ and two diffracted ﬁelds
in o. This implies that on each side of the interface the solution is represented differently. In order to ensure that the
approximating function is m times continuously differentiable at zˆ, 0mp − 1 we enforce continuity conditions
explicitly as described in Section 4.1.
When o =∅, a single continuous phase can be used around the circle as described in Section 3.2.1. In our numerical
calculations, we use the more general approach of Section 4.1 at all three zone interfaces zˆ ∈ {0, /2, 3/2}, in order
to validate it.
4.1. Explicit continuity conditions and order by order elimination
We now consider the more general approach where in each zone the solution is represented by its respective set
of basis functions. Then, at each zone interface the solution has two representations. For example, at zˆ = /2 the
solution is represented as a sum of the p basis functions in d+ , and also as a sum of p functions in r . Consequently, p
additional unknowns are generated at each zone interface, and with m zones there are mp fewer collocation points than
unknowns. Additional equations are obtained by introducing additional collocation points or by enforcing continuity
of the approximating function, and some of its derivatives at the interfaces.
In our example, the continuity equations at zˆ = /2 are∑
j∈I
cj,d+
dn
dsn
Mˆ(j, p, d
+, x(/2), k) −
∑
j∈I
cj,r
dn
dsn
Mˆ(j, p, r, x(/2), k) = − d
n
dsn
usp(x(/2)), (59)
I = {i − (p − 1)/2, . . . , i + (p − 1)/2}, with si = /2,
n = 0, 1, . . . , q, qp − 1,  ∈ {1, 2, 3}. (60)
The set of indices I in (60) corresponds to the basis functions which are non-zero at this interface. The support of each
basis function Mˆ(j, p, r, x, k) j ∈ I , in (59) is now restricted to r ∩j , and the basis function is therefore 0 in d+ .
A similar truncation occurs at x(/2) for Mˆ(j, p, d+, x, k).
When k is large, we shall see that the implementation of Eq. (59) requires some care in order to avoid ill conditioning
in the discrete system of equations. In what follows we will explain how such difﬁculties can arise and describe how
to resolve them.
We denote by Jj,t the column index in matrix (11) associated with coefﬁcient cj,t in (59). In each column Jj,t
with t ∈ {r, d+}, and j ∈ I the continuity equations introduce q + 1 non-zero entries. After normalization of the nth
continuity equation in (59) by k−n exp(−ikSt (x(/2))), we ﬁnd that with  = 1, and t = r the additional coefﬁcients
in column Jj,r are, respectively, for equations n = 0, 1, 2
M
p
j (x(/2)) (61)
−iMpj (x(/2)) +
(d/ds)Mpj (x(/2))
k
(62)
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−Mpj (x(/2)) −
2 i(d/ds)Mpj (x(/2))
k
+ (d
2/ds2)Mpj (x(/2))
k2
. (63)
As k → ∞ the q + 1 vector (61)–(63), converges to
M
p
j (x(/2))
⎛⎜⎝
1
−i
−1
⎞⎟⎠ , j ∈ I , (64)
and the columns Jj,d+ converge to a similar limit. Hence, the ﬁrst three continuity equations are asymptotically linearly
dependent, and in the large k limit the system will be ill conditioned.
In order to avoid this problem, we apply an elimination procedure followed by a normalization of each row. Specif-
ically, we ﬁrst subtract appropriate multiples of (61) from (62), and (63). Then, we subtract a multiple of (62) from
(63). In order to avoid cancellation errors, we store the coefﬁcients of each order of k in (61)–(63) separately. At the
end of the process, orders are added up and each equation is normalized. In the example above, there will be only one
non-zero coefﬁcient in each equation at the end of this process.
In practice, we use no more than three continuity conditions i.e. q=2, and if the polynomial degree p> 3, additional
equations are obtained by introducing additional collocation points.
5. Properties of system of equations
In this section we show that when asymptotically derived basis functions are used, most matrix entries in (13) have a
negligible magnitude as k → ∞. In view of this property, we introduce a sparse approximation to the original matrix,
with only O(N) non-zero elements, and we show that the resulting perturbation to the original matrix is negligible as
k → ∞. This sparse approximation can either replace the original matrix to yield an approximate solution, or be used
as a preconditioner in an iterative solution of the problem. We present the analysis for basis (32) and (36).
5.1. Magnitude of matrix entries
We begin with Eq. (13) for entry Ai,j , and substitute an asymptotically derived basis function, Mˆ, for Mˆ to obtain
Ai,j = i4
∫
j
Mˆ(j, p, t, x, k)H0(k‖x − xi‖) dx, (65)
where Mˆ is, respectively, deﬁned in (32) and (36), for  = 1 and 3. In view of the asymptotic relation (see:
Appendix A)
H0(z) ∼
√
2
z
exp(i(z − /4)), z → ∞, (66)
we deﬁne
A0(z) = H0(z) exp(−iz). (67)
Then we substitute
H0(z) = A0(z) exp(iz) (68)
into (65) and use (8) to obtain
Ai,j =
∫ bj
aj
exp(ik	(s, si , t))f (s, si , j) ds, (69)
j = {x(s) | s ∈ Ij }, Ij = [aj , bj ], (70)
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where the phase 	(s, si , t) and the smooth function f (s, si, j) in (69) are deﬁned by
	(s, si , t) = ‖x(s) − x(si)‖ + S(x(s), t) for = 1, (71)
	(s, si , t) = ‖x(s) − x(si)‖ + x(s) for = 3, (72)
f (s, si, j) = (i/4)A0(k‖x(s) − x(si)‖)Mpj (x(s)). (73)
In order to estimate |Ai,j | in (65), we study its equivalent form in (69) and differentiate among four cases based on the
presence, or the lack of, special points of 	(s, si , t) and f (s, si, j) in the interval Ij . We then summarize this analysis
in Lemma 1. Part of our analysis is equivalent to the error analysis of the localized integration rule for oscillatory
functions presented in [9].
5.1.1. Interval Ij contains no special points of 	(s, si , t)
Here we analyze the case where Ij contains neither si , nor any stationary point of 	(s, si , t). We also assume that
none of the end-points of Ij contains an interface point zˆ between two zones. This is the case for most entries j in row
i, as we shall see, and we denote this set of regular entries by
Jr [i] = {j |j ⊂ t ;	′(s, si , t) 	= 0,∀s ∈ Ij ; si /∈ Ij ; zˆ /∈ Ij where zˆ is an interface point}. (74)
First, we note that f (s, si, j) in (73) satisﬁes
dnf (aj , si , j)
dsn
= d
nf (bj , si , j)
dsn
= 0, n = 0, . . . , p − 1, (75)
in view of (31). Integrating (69) by parts once, yields∫ bj
aj
eik	(s,si ,t)f (s, si , j) ds = eik	(s,si ,t) f (s, si , j)ik	′
∣∣∣∣bj
aj
− 1
ik
∫ bj
aj
eik	(s,si ,t)
(
f (s, si, j)
	′
)′
ds, (76)
and in view of property (75) the ﬁrst term on the right of (76) is zero. Similarly, after m integration by parts, where
mp, we ﬁnd
|Ai,j | =
∣∣∣∣∣
∫ bj
aj
eik	(s,si ,t)f (s, si , j) ds
∣∣∣∣∣ (77)
=
∣∣∣∣∣∣
(
i
k
)m ∫ bj
aj
eik	(s,si ,t)
(
1
	′
(
1
	′
· · ·
(
1
	′
(
f (s, si, j)
	′
)′ )′
· · ·
)′ )′
ds
∣∣∣∣∣∣ , (78)
where the number of right parenthesis in (78) is m. Eqs. (73) and (119) in Appendix A imply that for all l0
dl
dsl
f (s, si , j) = O
(
1√
k
)
as k → ∞. (79)
It then follows from (77) to (78) and the Riemann Lebesgue lemma (see: [6]) that
|Ai,j | = 1
kp

i,j (k), (80)
where

i,j (k)>
1√
k
as k → ∞. (81)
Eqs. (80)–(81) demonstrate that as k → ∞, most matrix entries will rapidly converge to zero at the rate o(1/kp+1/2).
Their magnitude for a ﬁnite k is determined by that of the integral in (78), which increases as aj and bj approach
stationary points of 	, or the point si . Moreover, the rate of increase is greater as m increases.
Finally, we note that if we had used standard Lagrange basis functions instead of B-splines, |Ai,j |, would decay at
the rate o(1/k1.5). This follows from expression (76), and the fact that those basis functions are zero at aj and bj but
their derivatives are not zero there.
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5.1.2. Interval Ij contains a stationary point of 	(s, si , t)
We now consider the case where j ⊂ t and a stationary point sˆ 	= si of 	(s, si , t) satisﬁes sˆ ∈ Ij . In this case the
method of stationary phase (see: [6]) yields
|Ai,j | =
∣∣∣∣∣
∫ bj
aj
eik	(s,si ,t)f (s, si , j) ds
∣∣∣∣∣= 2|f (sˆ, si , j)|
[
l!
k|	(l)(sˆ, si , t)|
]1/l (1/l)
l
k , (82)
0< k → 1 as k → ∞. (83)
In (82), l is such that 	(1)(sˆ, si , t)=· · ·=	(l−1)(sˆ, si , t)= 0 but 	(l)(sˆ, si , t) 	= 0. We now use the expansion of A0(z)
for large z to obtain
|f (sˆ, si , j)| = 14
√
2
k‖x(sˆ) − x(si)‖M
p
j (x(sˆ))k , (84)
0< k → 1 as k → ∞. (85)
Then we substitute the right side of (84) for |f (sˆ, si , j)| in (82) to obtain
|Ai,j | =
M
p
j (x(sˆ))(1/l)√
2‖x(sˆ) − x(si)‖l
[
l!
|	(l)(sˆ, si , t))|
]1/l k
k1/2+1/l
(86)
= i,j k
k1/2+1/l
, (87)
0< k = kk → 1 as k → ∞. (88)
The equality in (86)–(87) is the deﬁnition of i,j , and it follows that
|Ai,j |i,j k
k
. (89)
Stationary points of 	(s, si , r) can be found in [9], where they are used to develop an integration scheme in the spirit
of the method of stationary phase. Stationary points of 	(s, si , t) for t = d± are found by solving the equations
	′(s, si , d±) = 0, (90)
⇒ 1√
2
sin(s − si)√
1 − cos(s − si) =
{1 if t = d+,
−1 if t = d−. (91)
The unique solutions to Eq. (91) are one sided limits of si . Speciﬁcally
lim
s→si+
	′(s, si , d+) = 0, (92)
lim
s→si−
	′(s, si , d−) = 0. (93)
It follows that 	(s, si , d±) has no special points other than si .
We also note for future reference that as s → si in these one-sided limits, 	(s, si , t) is “ﬂat”, as indicated by the fact
that
	′′(s, si , t) = −
√
2/4
√
1 − cos(s − si) ≈ − 14 |s − si |
√
1 − O(s − si)2, s 	= si , (94)
and therefore lims→si	′′(s, si , t) = 0.
In conclusion we ﬁnd it convenient to deﬁne here the set of indices in row i for which estimate (89) is valid
Js[i] = {j |j ⊂ r , and ∃sˆ ∈ Ij ,	′(sˆ, si , r) = 0}. (95)
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5.1.3. Interval Ij contains si
When si ∈ Ij , f (s, si, j) has an integrable singularity at si , but its derivatives are not integrable there. Hence,
estimate (80) is not valid there, and in this case we expect the magnitude of Ai,j to be slowly decreasing as well.
5.1.4. One of the endpoints is at the interface between two zones
If property (31) is not satisﬁed, for example if Mpj (aj ) 	= 0 or Mpj (bj ) 	= 0, then (76) implies that
|Ai,j | = O(1/k), k → ∞ (96)
because the ﬁrst term on the right of that equation does not vanish. This occurs when continuity is explicitly enforced
with the approach of Section 4.1, and the support of a basis function is truncated at the interface between two zones,
and is therefore not zero there.
We now summarize the analysis of this section in the following Lemma:
Lemma 1. Consider Ai,j in (65), and it’s equivalent form (69) with = 1 or = 3,
1. If j ⊂ r and a stationary point sˆ of 	(s, si , r) satisﬁes sˆ ∈ j
|Ai,j |i,j k
k
where k → 1 as k → ∞, (97)
and the constant i,j is deﬁned in (86), (87).
2. If continuity conditions are enforced as in Section 4.1 and x(aj ) or x(bj ) is an interface point between two zones
|Ai,j | = O
(
1
k
)
as k → ∞. (98)
3. If Ai,j is a regular entry, i.e. si /∈ Ij , ∀s ∈ Ij 	′(s, si , t) 	= 0, and the endpoints of Ij are not interface points
between zones then
|Ai,j | =

i,j (k)
kp
and 
i,j (k)>
1√
k
as k → ∞. (99)
In (99) p is the polynomial degree of the B-spline Mpj .
5.2. Sparse approximate matrix
We now deﬁne the set of regular entries of A to be the set of entries for which estimate (99) is valid, and call the
other entries slowly decaying. We will ﬁrst show that all but O(N) entries in A are regular, where N is the number of
basis functions.
A B-spline of order p is supported on an interval that contains p + 2 grid points. Hence, for each stationary point sˆ
of 	(s, si , r), there are p + 1 slowly varying entries, Ai,j , in row i corresponding to the p + 1 intervals Ij for which
sˆ ∈ Ij . We denote by Ns(i) the number of stationary points of 	(s, si , r) then there are at most Ns(i)(p + 1) slowly
varying entries associated with stationary points of 	(s, si , r) in row i. Similarly, there are p+ 1 entries Ai,j for which
si ∈ j . Hence there are at most (Ns(i) + 1)(p + 1), terms in row i associated with special points of 	(s, si , t) or
f (s, si, j).
If continuity conditions are implemented as described in Section 4.1, there are p “truncated” basis functions on each
side of the zone interface. Then, the total number of entries in row i which are slowly varying is bounded by
(Ns(i) + 1)(p + 1) + 2pNz, (100)
where Nz is the number of zones. The number of stationary points of 	(s, v, t) is bounded for all v ∈ [0, 2], and we
denote this bound by Nˆs . Then Ns(i)Nˆs and there are at most
[(Nˆs + 1)(p + 1) + 2pNz]N , (101)
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“slowly decaying” terms in the whole matrix, where N is the matrix dimension. We note that Nˆs and Nz in (101) are
small numbers which are independent of both k and N. Hence, there are only O(N) terms that are slowly decaying in
the matrix.
We now introduce > 0, and the associated threshold (k)
(k) = 
kp
. (102)
Then, we deﬁne the approximate matrix A, and the perturbation matrix A
A(i, j) =
{
Ai,j if |Ai,j |> (k),
0 otherwise,
(103)
A = A − A. (104)
We now state the main result of this section.
Lemma 2. Let , A, and A be deﬁned as in (102), (103), and (104), respectively. Then
1. The number of non-zero elements in A is O(N) as k → ∞.
2. The perturbation A = A − A is asymptotically negligible
‖A‖2
‖A‖2 = O
(
1
kp−1
)
as k → ∞. (105)
Proof. The ﬁrst item in the lemma follows from expression (101) for the number of slowly decaying terms in the
matrix, and the fact that all the regular terms are o((k)) as k → ∞ because

i,j (k)>
1√
k
> as k → ∞, (106)
in view of (99).
The second item is readily demonstrated by using the Frobenius norm ‖ · ‖F , and the fact that ‖ · ‖F and ‖ · ‖2 are
equivalent norms (see: [20]). Indeed, the fact that k → 1 in (97), implies that for sufﬁciently large k
‖A‖F 
√∑N
i=1
∑
j∈Js [i]
2
i,j
2k
, (107)
where Js[i] is deﬁned in (95). Moreover, the deﬁnition of (k) implies that
‖A‖F N
2
kp
. (108)
Taking the ratio of (108):(107) yields the result.
Inequality (105) is particularly useful because standard perturbation analysis (see: [20]) yields
‖−→c ‖
‖−→c ‖ (A)
‖A‖
‖A‖ , (109)
where −→c is deﬁned in (11), and −→c is deﬁned from the solution of the approximate system
Aˆ(
−→c + −→c ) = −→g . (110)
Hence, provided (A) grows slowly as k → ∞, the solution to the approximate system will provide an arbitrarily good
approximation to the solution of the original system. 
Remark 1. We note that if the support of basis functions (32) and (35) satisﬁed j =, matrix Ai,j in (13) would not
be asymptotically sparse. Indeed, every basis function would have a few special points in Ij = [0, 2]. This occurs, for
example, when the basis functions used are trigonometric functions.
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5.3. Column preconditioning
When basis functions (35) are used, the norm of the columns in system (11) vary substantially in magnitude, due to
the exponential decay of the basis in the shadow. This results in a highly ill-conditioned matrix A as k → ∞. In order
to avoid this problem, we use a diagonal preconditioner B with entries Bj,j = ‖A:,j‖−12 where A:,j is the jth column
of A. We determine −→c from −→x as follows:
AB−→x = −→g , −→c = B−1−→x . (111)
Preconditioning (111) is also required when bases (32) and (36) are used. Indeed, at the interface between two zones
(see: Section 4) the basis functions are truncated, and their norm is smaller than that of B-splines in the interior of a
zone. This is also the case when the mesh is reﬁned. Hence, column preconditioning (111) is always used.
6. Quadrature rules
We evaluate the highly oscillatory integral in (69) by performing the change of variables
v = 2 	(s, si , t) − 	(aj , si , t)
	(bj , si , t) − 	(aj , si , t) − 1. (112)
This change of variables is possible whenever Ij contains no special points of 	(s, si , t) and yields∫ bj
aj
eik	(s,si ,t)f (s, si , j) ds = 
∫ 1
−1
eivF (v) dv, (113)
= 	(bj , si , t) − 	(aj , si , t)
2
exp
(
ik
	(bj , si , t) + 	(aj , si , t)
2
)
, (114)
= k
(
	(bj , si , t) − 	(aj , si , t)
2
)
, (115)
F(v) = f (s(v, si), si , t))
	′(s(v, si), si , t)
, (116)
s(v, si) = 	−1((v + 1)(	(bj , si , t) − 	(aj , si , t))/2 + 	(aj , si), si , t). (117)
In order to evaluate the Fourier integral on the right of (113) we use the method [4] (see: [15]), whose implementation
we discuss in Appendix B. This method is used in an adaptive fashion in order to guarantee that the required accuracy
is achieved. When k(	(bj , si , t) − 	(aj , si , t)) is less than a certain tolerance, we use a high-order adaptive Gauss
quadrature method instead.
When Ij contains a stationary point sˆ of 	(s, si , t), the method based on (112) does not work on the whole interval
because 	′(sˆ, si , t) = 0. In this case Ij is partitioned into three subintervals [aj , sˆ − ], [sˆ − , sˆ + ], and [sˆ + , bj ]
with = O(1/k1/2). In the ﬁrst and last intervals the adaptive oscillatory rule based on (113) and [4] is used, while in
the middle interval a high-order adaptive Gauss rule is used. In [9] it was suggested to restrict the interval of integration
to an O(1/k1/2) neighborhood of the stationary point.
7. Numerical calculations
7.1. Field in the shadow
We now compare the accuracy of the numerical approximation to (us − usf )/n obtained with the three bases
(32), (35), and (36), in the shadow region sf . The number of grid points is 100 and the wavenumber k = 500. In our
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Fig. 2. The magnitude of the real part of the computed solution in the shadow as a function of the polynomial order p. Top: with the GO ansatz basis
(36), bottom left: with basis (32), bottom right: with basis (35). In all three graphs the exact solution is in red.
calculation we set  = 0, and 0 = ∅, in (24)–(26). The mesh used in these computations is uniform, not reﬁned if
performed near shadow boundaries as in [9].
Fig. 2 compares the real part of the exact solution and its numerical approximation for polynomial degrees p =
1, 3, 5, 7, 9. In view of the symmetry of the solution only the portion 0s/2 of sf is presented. The top graph
corresponds to the GO ansatz (36), while the bottom left and right correspond to bases (32) and (35), respectively. It is
apparent that the GO ansatz is inappropriate for representing the solution in sf , except in a small region near s =/2,
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Table 1
The ‖error‖2/‖exact‖2 on, as a function of polynomial order p
p GO Ansatz (36) Basis (32) Basis (35)
1 3.740779e − 03 1.840354e − 03 1.198574e − 03
3 2.399635e − 03 4.511567e − 05 7.677990e − 06
5 5.823503e − 03 1.903487e − 06 1.352248e − 07
7 2.758595e − 03 2.618593e − 07 9.605181e − 09
9 6.653658e − 03 4.389385e − 08 5.138505e − 09
Table 2
The ‖error‖∞ on, as a function of the polynomial order p
p GO Ansatz (36) Basis (32) Basis (35)
1 5.815497e + 00 5.584603e + 00 5.504263e + 00
3 1.635859e + 00 6.514875e − 02 1.280235e − 02
5 5.192117e + 00 2.681022e − 03 1.325895e − 04
7 2.123889e + 00 2.953210e − 04 1.014556e − 05
9 7.183833e + 00 5.341510e − 05 4.867792e − 06
Table 3
The ‖error‖2/‖exact‖2 on, as a function of k, with N = 100 grid points
k GO Ansatz (36) Basis (32) Basis (35)
1 6.881601e − 14 1.396469e − 13 2.489821e − 12
10 2.035874e − 09 3.943662e − 08 1.211154e − 07
50 1.610639e − 05 2.118093e − 05 2.765028e − 05
100 2.924051e − 04 2.102932e − 06 2.743831e − 06
500 2.758595e − 03 2.618632e − 07 9.594635e − 09
1000 4.589793e − 03 1.264143e − 06 5.627057e − 08
5000 1.201195e − 01 2.352790e − 05 1.174944e − 06
10000 1.838928e − 02 6.417467e − 05 2.510734e − 06
where S(x, d+), is well approximated by S(x, r), as indicated by the relation
S(x, r) = cos(/2 − S(x, d+)) = S(x, d+) − S
3(x, d+)
6
+ O(S5(x, d+)). (118)
Even when the polynomial order p increases, there is no improvement in accuracy with this basis. Both bases (32) and
(35) provide an excellent approximation, which rapidly increases with the polynomial order p. At polynomial order 9,
the exact and approximate solutions differ only in a small region near the interface between d+ and d− , as expected.
Basis (35) yields slightly more accurate results than basis (32). All bases agree to graphical accuracy in the illuminated
region r , which is not shown here.
Tables 1 and 2 present the relative error in the energy norm and the inﬁnity norm, of the error on the whole of . The
superiority of bases (32) and (35) over the GO ansatz (36) is apparent. Basis (35) yields about an order of magnitude
greater accuracy than basis (32).
7.2. Performance over large range in k
We now compare the performance of bases (32), (35) and (36) over a large range of wavenumbers k. Table 3 presents
the ‖error‖2/‖exact‖2 with N = 100 grid points, and p = 7. It is apparent that basis (32) is three to four orders of
magnitude more accurate than the GO ansatz basis (36), for all the wavenumbers considered. Basis (35) is on average an
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Table 4
The ‖error‖2/‖exact‖2 on, as a function of k, with N = 200 grid points
k GO Ansatz (36) Basis (32) Basis (35)
1 6.881601e − 14 1.426345e − 13 1.754454e − 13
10 3.962516e − 12 7.697519e − 11 2.043285e − 10
50 6.188465e − 08 9.160781e − 06 1.505234e − 05
100 1.220220e − 06 1.366484e − 06 1.520300e − 06
500 8.233516e − 05 4.101334e − 10 3.231943e − 10
1000 4.393393e − 04 1.787923e − 09 9.782270e − 11
5000 3.540825e − 03 1.694696e − 07 1.010753e − 08
10000 4.190409e − 03 8.294396e − 07 4.019272e − 08
Fig. 3. The sparsity pattern of A. Top row = 1 × 10−6, bottom row = 1 × 10−4. Left column p = 1, and right column p = 5. The number of
non-zero elements in each matrix is indicated by nz.
order of magnitude more accurate than basis (32). Both the asymptotically derived bases (32) and (35) yield excellent
accuracy over the whole range of wavenumbers k.
Table 4 presents the error with N = 200 grid points. The trends we indicated for Table 3 are present here as well.
Overall, the error is about two orders of magnitude smaller than in Table 3, as expected from a p = 7 order method in
view of Section 3.3.
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Table 5
Relative error in solution of approximate problem, magnitude of matrix perturbation, and percent of non-zero entries in sparse approximation
 p = 1 p = 5
‖−→c ‖2
‖−→c ‖2 ‖A‖2 % Fill
‖−→c ‖2
‖−→c ‖2 ‖A‖2 % Fill
1.00e − 04 3.72e − 04 3.53e − 04 47 6.61e − 04 1.89e − 04 15
1.00e − 05 2.99e − 05 3.48e − 05 83 5.69e − 05 2.40e − 05 17
1.00e − 06 7.40e − 07 3.04e − 06 97 1.72e − 05 4.57e − 06 25
7.3. Sparse approximate matrix
We now brieﬂy illustrate the analysis of Section 5.1 for the sparse approximate matrix. Fig. 3 illustrates the sparsity
pattern of the approximate operator A in (103), for different values of the threshold , and polynomial degree p. The
top and bottom rows correspond, respectively, to =1e−6 and 1e−4. The left and right columns correspond to p=1
and 5, respectively. The entries in the original matrix A are deﬁned by (65) with basis functions (32). The wavenumber
is k = 2500, and the number of grid points is 215. We see that for both values of the threshold , the matrix associated
with p = 5 is substantially sparser, as expected from the analysis of Section 5.1. The four vertical lines near abscissa
0, 50, 150 and 200, which can be seen in the matrices associated with p = 5, correspond to columns associated with
basis functions at zone interface, and they are predicted by item 2 in Lemma 1. They are not present when continuity
conditions are treated as in Section 3.2.1, and the matrix is sparser in that case.
Table 5 indicates the relative error between the exact and approximate solution ‖−→c ‖2/‖−→c ‖2, the norm of the
matrix perturbation ‖A‖2, and the percent of non-zero entries in the sparse approximate matrix A. The results
for polynomial order p = 1 are representative of discretization with higher order bases which do not satisfy (31), as
discussed in the last paragraph of Section 5.1.1.
8. Conclusions
We have developed a high-order numerical method for exterior problems for the Helmholtz equation in the high-
frequency regime, in which the number of unknowns is virtually independent of the wavenumber. The impact of using
the correct asymptotic ansatz in the design of the bases was demonstrated. Furthermore, we showed that the discrete
problem can be approximated with a sparse matrix containing only O(N) entries.
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Appendix A. Asymptotic behavior of A0(z) and its derivatives
In this Appendix we analyze the asymptotic behavior of A0(z) in (67) for large z, and show that for all l0
dl
dsl
A0(k‖x(s) − x(si)‖) = O
(
1√
k
)
as k → ∞. (119)
First, we recall that
H 1n (z) ∼ Cn
eiz√
z
∞∑
j=0
anj
zj
as z → ∞, (120)
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Cn =
√
2

exp (−i/4 − in/2) , anj =
(1/2 + n + j)ij
(1/2 + n − j)j !2j . (121)
We also deﬁne wn(z) via the relation
H 1n (z) = Cn
eiz√
z
wn(z), (122)
and conclude from (120) that it has the asymptotic power series
wn(z) ∼
∞∑
j=0
anj
zj
. (123)
We will show that for all l, w(l)0 (z) exists, and possesses an asymptotic power series. This ensures that the asymptotic
power series for w(l)0 (z) can be obtained from the series for w
(l−1)
0 (z) by termwise differentiation (see: [14, p. 21] for
theorem on termwise differentiation of asymptotic power series).
We differentiate both sides of (122) with n=0, use the relation dH 10 (z)/dz=−H 11 (z), and rearrange terms to obtain
w′0(z) = −
C1
C0
w1(z) +
(
1
2z
− i
)
w0(z). (124)
Introducing the series for w0(z) and w1(z) into (124), demonstrates that w′0(z) has an asymptotic power series as well.
Then we substitute the right side of (122) with n = 0 for H0, in Bessel’s equation to obtain
w
(2)
0 (z) = −2iw′0(z) −
w0(z)
4z2
. (125)
Taking derivatives of both sides of (125) and substituting the right side of (125) for w′′0(z) in the resulting equation, we
ﬁnd that
w
(3)
0 (z) = −
(
4 + 1
4z2
)
w′0(z) +
(
i
2z2
+ 1
2z3
)
w0(z). (126)
We proceed in a similar manner and show by induction that for all l2
w
(l)
0 (z) = Pl(1/z)w′0(z) + Ql(1/z)w0(z), (127)
where Pl and Ql are polynomials. Introducing the asymptotic power series for w0(z) and w′0(z) into (127) we show
that for all l0, w(l)0 (z) has an asymptotic power series. Using the theorem on term size differentiation of asymptotic
power series we conclude that
w
(l)
0 (z) ∼
{l/zl+1 if l 	= 0
1 otherwise
as z → ∞, (128)
where
l = (−1)(−2) · · · (−l)a01 . (129)
We now determine the asymptotic behavior of A(l)0 (z) in (67) as z → ∞. In order to do so we ﬁrst note that
A0(z) = C0 w0(z)√
z
, (130)
and therefore
A
(l)
0 (z) = C0
l∑
j=0
(
l
j
)
(z−1/2)(j)w0(z)(l−j). (131)
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We now use (128) in (131) to obtain
A
(l)
0 (z) = O
(
1
zl+1/2
)
as z → ∞. (132)
In order to prove (119) we readily show by induction that
dl
dsl
{A0(k‖x(s) − x(si)‖)} =
l∑
j=1
kjA
(j)
0 (k‖x(s) − x(si)‖)Hj (s), (133)
where Hj(s) is independent of k and
A
(j)
0 (k‖x(s) − x(si)‖) =
dj
dxj
A0(x)
∣∣∣∣
x=k‖x(s)−xi‖
. (134)
Now using (132) in the right side of (133) we ﬁnd that
A
(l)
0 (k‖x(s) − x(si)‖) = O
(
1√
k
)
as k → ∞, (135)
for all l0.
Appendix B. Quadrature for Fourier integral
The evaluation of the Fourier integral (113) involves ﬁrst approximating F(v) with Legendre polynomials Pl(v):
F(v) ≈
n∑
l=0
clPl(v), (136)
cl =
(
2l + 1
2
) n∑
j=0
wjPl(vj )F (vj ). (137)
In (137) l is the polynomial degree, and vj , wj are, respectively, the points and weights of the Gauss–Legendre rule
with (n + 1) points. It follows that∫ 1
−1
F(v)eiv dv ≈
n∑
l=0
cl
∫ 1
−1
Pl(v) dx =
n∑
l=0
cli
p
(
2

)1/2
Jl+1/2() (138)
=
n∑
j=0
[(
n∑
l=0
ip(2l + 1)
(
2

)1/2
Jl+1/2()Pl(vj )
)
wj
]
F(vj ). (139)
The last equality in (138) follows from Eqs. (137) and (140)∫ 1
−1
eivPl(v) dv = ip
(
2

)1/2
Jl+1/2(), (140)
where J() is the Bessel function of the ﬁrst kind of order . We denote by Wj() the term in square brackets in
(139), and this yields a quadrature formula∫ 1
−1
eivF (v) dv =
n∑
j=0
Wj()F (vj ). (141)
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In order to compute Wj() in time independent of  we need to compute J() efﬁciently. We do so by recalling
that for  = j + 12 the asymptotic series for J() terminates after  + 12 terms (see: [6]), and therefore provides an
exact formula. It is given by
J() =
(
2

)
(w1() cos(− /2 − /4) − w2() sin(− /2 − /4)), (142)
w1() =
(−1/2)/2∑
m=0
(−1)mc2m−2m, (143)
w2() =
(−3/2)/2∑
m=0
(−1)mc2m+1−2m−1, (144)
cm =mk=1
(42 − (2 ∗ k − 1)2)
8k
, c0 = 0. (145)
The number of non-zero coefﬁcients cm in (145) that need to be computed depends only on the order of integration
n in (141), and they can all be precomputed once for all integrals. Moreover, for  sufﬁciently large, say > 2, the
magnitude of the terms in the sums (143), (144) decay rapidly and monotonically. Hence, the series can be truncated
after a small number of terms, and a bound on the remainder can be estimated.
The evaluation of F(vj ) in (137) requires the solution of Eq. (112) for s. This is done with about three steps of a
Newton method as suggested in [15].
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