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Kerr Frequency combs and dissipative Kerr solitons in non-linear coupled-cavity
waveguides
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Institute of Theoretical Physics, Ecole Polytechnique Fe´de´rale de Lausanne EPFL, CH-1015 Lausanne, Switzerland
We derive a non-linear formalism from first principles to study Kerr frequency combs and dis-
sipative Kerr solitons (DKS) in coupled-cavity waveguides (CCW), with Kerr non-linearity and
two-photon absorption. We arrive to a system of non-linear coupled-mode equations describing the
dynamics of the slowly-varying field amplitudes of the CCW Bloch modes, where the correspond-
ing power threshold for comb generation depends explicitly on the main CCW figures of merit,
namely, non-linear mode volume, normal mode quality factor and slow-light group index. We apply
our formalism to a simple tight binding model and to a globally optimized silicon photonic crystal
CCW at telecom wavelengths, and find clear signatures of low-threshold frequency combs and DKS.
Our result sets the CCW as a new paradigm for comb generation via dispersion engineering and
slow-light non-linear enhancement.
I. INTRODUCTION
Kerr frequency combs have revolutionized several fields
in optical sciences since they were first proposed in mono-
lithic microresonators [1]. To date, they have been
successfully applied to a vast variety of state-of-the-art
technologies and highly sophisticated measurement tech-
niques as ultra-high resolution spectroscopy [2, 3], mas-
sively parallel coherent optical communications [4], light
detection and ranging (LIDAR) [5], optical-frequency
synthesizers [6] and microphotonic astrocombs [7]. Fre-
quency combs in optical microresonators are generated
by the interaction of a continuous-wave (cw) pump laser
with the resonator modes via parametric four-wave mix-
ing (FWM), assisted by the Kerr non-linearity of the ma-
terial. This parametric process fulfills the energy conser-
vation and is enhanced when the side bands created by
FWM coincide with the resonator frequencies. Since the
intensity-dependent refractive index induces a frequency
shift on the modes, an increasing free spectral range
(FSR) with frequency (anomalous dispersion) is required
to compensate this effect and effectively produce equidis-
tant spectral lines suitable to support the cascaded FWM
[8]. When a high number of mode-locked modes are in-
volved in this non-linear interaction and dissipation can-
not be neglected, the complex non-linear dynamics may
give rise to disipative Kerr solitons (DKS), which arise
as a double balance between non-linearity and dispersion
(preserving their shape), as well as dissipation and para-
metric gain (preserving their amplitude) [9]. DKS are
particularly relevant because their corresponding spec-
tra exhibit highly coherent frequency combs with perfect
single-FSR spacing between side bands [10, 11].
As far as numerical methods are concerned, Kerr fre-
quency combs and DKS are accurately described in ring
resonators by means of a set of non-linear coupled-mode
equations governing the dynamics of the slowly-varying
field amplitudes of the resonator eigenstates [12, 13].
These equations have been shown to be equivalent to a
spatio-temporal Lugiato-Lefever formalism [14], allowing
to study non-trivial cooperative interactions between a
large number of modes, which may lead to the formation
of DKS complexes as breather solitons [15–17] and soli-
ton Cherenkov radiation [18]. The latter is particularly
relevant because it allows a further spanning of the fre-
quency combs in presence of high-order dispersion [19],
highlighting the important role of dispersion engineering
on parametric gain, and consequently, on comb gener-
ation [20]. Such task has been successfully achieved in
non-linear microresonators by varying the ring geometri-
cal parameters in order to tailor the dispersion for specific
comb functionalities [21–23]. Nevertheless, this geometry
has a limited parameter space, thus restricting the choice
of materials, operation wavelength and size of the final
device. Recently, Fabry-Perot resonators have been pro-
posed as appealing candidates for frequency comb gener-
ation since different methods to reshape the cavity dis-
persion can be applied [24, 25], however, advanced dis-
persion engineering still remains challenging.
In this paper, we propose a coupled-cavity waveguide
(CCW) as a new candidate to efficiently generate Kerr
frequency combs and DKS. Similar to ring resonators,
CCWs define a discrete spectrum of propagating modes
which may trigger cascaded parametric FWM in the
anomalous dispersion regime, and lead to a highly co-
herent comb if the waveguide dispersion is conveniently
optimized. In fact, since their appearance two decades
ago [26], CCWs have shown to be extremely flexible
for advanced dispersion engineering and enhancement
of non-linear phenomena via slow-light [27–32]. Addi-
tionally, CCWs systems can be fabricated at µm-scales,
allowing integrability with different optical components
in ultra-compact devices [33]. Motivated by these
considerations, our work starts by deriving from first
principles a non-linear formalism for studying the com-
plex field dynamics in CCWs with Kerr non-linearity,
and two-photon absorption (TPA) as the mechanism
of non-linear losses. Interestingly, we find a set of
dynamical coupled mode equations for the Bloch mode
slowly-varying amplitudes, in periodic CCWs, which
are totally equivalent to the ones previously derived
in ring resonators. Furthermore, the corresponding
2internal threshold power for comb generation explicitly
depends on the non-linear cavity mode volume, normal
mode quality factor and group index, clearly exploiting
the capabilities offered by CCWs. We then apply
our formalism to a tight binding (TB) model in the
nearest-neighbor coupling approximation, and to a
realistic, globally optimized, silicon photonic crystal
CCW at telecom wavelengths, where the main source
of non-linear losses is given by TPA [34]. We find that
both systems support low-threshold Kerr frequency
combs and DKS, thus setting the CCW system as a new
paradigm for frequency comb generation.
The paper is organized as follows. In section II we
present the main steps of the non-linear formalism deriva-
tion and stability analysis for studying frequency combs
in CCW systems. Additional details are given in the Ap-
pendix. We apply our formalism to a simple TB model in
Section III, while in Section IV a realistic silicon photonic
crystal CCW at telecom frequencies is studied. Finally,
the main conclusions of this work are presented in Sec-
tion V.
II. NON-LINEAR COUPLED-MODE
EQUATIONS
We start from the following expansion for the total
field inside the waveguide
E(r, t) =
√
2l
ε0
∑
µ
Aµ(t)e−iωµt 1√
vµ
~Eµ(r) +Eexte−iΩ0teˆ0,
(1)
where l is the period of the CCW, Aµ(t) is the slowly-
varying amplitude of the normal mode ~Eµ(r) with eigen-
frequency ωµ and group velocity vµ, and Eext is the exter-
nal field amplitude of the cw pump with frequency Ω0 and
polarized along the eˆ0 direction. In Eq. (1) the electric
field amplitudes are given in V/m units, Pµ = |Aµ(t)|2 is
the instantaneous power (W units) of the mode µ propa-
gating in the waveguide direction, and the normal modes
~Eµ (m−3/2 units) are subject to the normalization con-
dition
∫
l ǫ(r)
~E∗α(r) · ~Eµ(r)dV = δα,µ, where ǫ(r) is the
linear dielectric function of the CCW. In order to get a
set of non-linear differential equations that governs the
dynamics of the slowly-varying amplitudes Aµ(t), we in-
troduce the expansion of Eq. (1) onto the non-dispersive
and isotropic Maxwell’s wave equation with a non-linear
dielectric function given by
ǫ(r, |E|2) = ǫ(r)
{
1 + ε0c
[
n2(r) + i
c
2ω0
βTPA(r)
]
|E|2
}
,
(2)
where n2(r) and βTPA(r) stand for the spatial-dependent
Kerr and TPA coefficients, respectively, and ω0 is the
reference frequency at which n2 and βTPA are experi-
mentally measured. By explicitly assuming the slowly-
varying amplitude approximation on Aµ (which allow us
to neglect the second time-derivative A¨µ(t) and to keep
only the Aµ(t) terms in the non-linear contribution), lo-
cal Kerr effect at the cavity level, identical single mode
cavities, periodic boundary conditions, and non-linear
strength mainly determined by the frequency at which
the non-linear effect takes place, we arrive at the system
of coupled mode equations (see Appendix for full detail)
B˙α(t) =−
[γα
2
− iσα
]
Bα(t)
+ iGα0
∑
µη
Bµ(t)B∗η(t)Bα+η−µ(t) +
γα
2
Fαδα,α0 ,
(3)
with γα ≪ ωα representing the overall losses of the α
mode. In Eq. (3) the explicit time dependence has been
removed by carrying out the transformation Bα(t) =
Aα(t)eiσαt where the mode detuning, with respect to the
laser frequency Ω0, is defined as σα = Ω0−ωα. Moreover,
we have introduced the complex gain
Gα0 = gα0+ig
TPA
α0 =
(
lωα0ng,α0n2
ǫVc
)
+i
(
lcng,α0βTPA
2ǫVc
)
,
(4)
where α0 is the CCW mode resonant with the cw pump,
ng,α0 is the group index at ωα0 , ǫ is the dielectric constant
of the non-linear material and Vc is the non-linear cavity
mode volume. The drive term of Eq. (3) reads
Fα = iΩ
2
0
ωαγα
√
ε0vα
2l
Eext
∫
L
ǫ(r)~E∗α(r) · eˆ0dV, (5)
with L representing the total length of the waveguide,
which is equal to Ml for M cavities. It must be noticed
that the non-linear system of coupled mode equations in
Eq. (3), is fully equivalent to the one previously derived
for the field dynamics in non-linear ring resonators [12].
The stability analysis of the stationary solutions Bsα of
Eq. (3), obtained by setting B˙α(t) = 0, can be separated
in two main regimes: system below threshold and system
at threshold. When the system is below threshold only
the pumped mode α0 is excited and the single amplitude
present in the steady state is Bsα0 (or Aα0), which is also
called the zero-order comb. Here, the relation between
the driven and internal mode intensities is given by the
very well know cubic equation
|Fα0 |2 =
(
1 +
4σ2α0
γ2α0
)
|Bsα0 |2
+
4
γα0
(
2gα0σα0
γα0
+ gTPAα0
)[|Bsα0 |2]2
+
4|Gα0 |2
γ2α0
[|Bsα0 |2]3 , (6)
which displays hysteresis for σα0 < −γα0
√
3ρ(κ)/2, with
ρ(κ) = [(4
√
3+3κ)κ+3]/[3(1−3κ2)] and κ = gTPA0 /g0 =
cβTPA/(2n2ω0). The bistability boundaries determined
by Eq. (6) are easily found by solving ∂|Fα0 |2/∂|Bsα0|2 =
3FIG. 1: (a) Dispersion relation, (b) second order dispersion, and (c) group index in the Brillouin zone of a CCW system of
400 cavities under the nearest-neighbor TB approximation. The red and blue curves correspond to the regions where the
dispersion is normal and anomalous, respectively. The waveguide is pumped at ak = 0.1869, or equivalently, mode number
260. (d) Threshold (red curve) and bistability boundaries (blue curves) determined by the external pump intensity |Fα0 |
2 as
a function of the laser detuning σα0 . (e) Averaged intra-waveguide power of the CCW in the steady state as a function of σα0
for |Fα0 |
2/|Aα0 |
2
th = 2. Hysteresis arises in the yellow region, and the inset corresponds to a zoom of the rectangular gray
area where the discrete steps, signature of switching between soliton states, appear. The corresponding frequency combs at the
marked points I-IV in (e) are respectively shown in (f) supercritical Turing pattern of 5-FSR (122.1 GHz) repetition rate, (g)
subcritical Turing pattern of 4-FSR (97.7 GHz) repetition rate, (h) soliton molecule of two pulses with single FSR (24.4 GHz)
repetition rate, and (i) soliton pulse with single FSR repetition rate. All power quantities are given in threshold units, while
detunings are in γα0 units.
40. On the other hand, when the system is at threshold,
side modes around Bsα0 are also excited thus leading to
comb generation. In order to find such threshold power
we first assume the system to be in the trivial equilib-
rium, in which Bsα0 6= 0 and the two pair of modes fulfillBs
±α′ = 0, with α
′ = α − α0. Then, we add a small
time-dependent perturbation to this equilibrium state,
i.e., Bα′(t) = Bsα′δα′,0 + δBα′(t), and linearize Eq. (3)
on δBα′(t) (see details in the Appendix). The minimum
mode power that turns stable solutions of Eq. (3) into
unstable ones, i.e., instability of the trivial equilibrium,
defines the internal threshold for the onset of side mode
oscillations, and it is given by (in W units)
|Aα0 |2th = |Bα0 |2th =
γα0
2gα0
f(κ) =
ǫVc
2lng,α0n2Qα0
f(κ),
(7)
where Qα0 = ωα0/γα0 is the quality factor of the driven
CCW normal mode α0 and f(κ) = (
√
1 + κ2 + 2κ)/(1−
3κ2). The function f(κ) depends on the material prop-
erties only, and displays the effects of TPA on frequency
comb generation, as far as the threshold is concerned.
In absence of TPA f(κ = 0) = 1, and we recover ex-
actly the same mathematical expression for non-linear
ring resonators [13]. On the contrary, in presence of TPA
f(κ) > 1, and the minimum power required for comb gen-
eration is increased. Moreover, the expression in Eq. (7)
clearly evidences the potential of CCW systems for low-
threshold combs: cavity mode volumes Vc close to the
diffraction limit (photonic crystal CCWs), normal mode
quality factors Qα0 which may be larger than the cor-
responding cavity Q, and large group index ng,α0 , i.e.,
slow-light effects. By replacing Eq. (7) into Eq. (6) it is
easy to show that absolute minimum driven intensity to
start a comb occurs at the optimal laser detuning
σthα0 = −
γα0
2
f(κ), (8)
where TPA induces a frequency red-shift. Finally, the
linear stability analysis of the system at threshold shows
the important role of dispersion on the instability of the
side mode perturbations (see Appendix): in order to the
cascaded FWM be efficient, the system must be pumped
where the dispersion is anomalous, i.e., d2ω/dα2 > 0.
III. TIGHT BINDING CCW
With the aim of exploring the rich physics of frequency
combs and DKS in CCWs we first apply our formalism
to a toy system of coupled cavities along the y direc-
tion described by the TB model. Within the nearest-
neighbor and weak coupling approximation the disper-
sion relation of a system of coupled single mode res-
onators is analytical and given by ν(α) = νc[1−ϑ cos(αl)]
where νc = ωc/2π is the resonator frequency and ϑ ac-
counts for the coupling between neighbor cavity modes
[26]. Typical parameters relevant to CCW systems at
telecom frequencies are chosen [35, 36], namely, cavity
frequency νc = 193.5 THz, coupling strength ϑ = 0.01,
dielectric constant ǫ = 12, waveguide period l = 5a
with a = 400 nm, non-linear cavity mode volume Vc =
0.35 µm3, normal mode quality factor Qα = 5 × 104
(which we assume to be independent of α), Kerr co-
efficient n2 = 5.52 × 10−18 m2/W and no TPA, i.e,
βTPA = 0. Furthermore, we consider a total number
of M = 400 cavities, which corresponds to 400 nor-
mal modes symmetrically distributed within the Brillouin
zone of the CCW. The dispersion relation, second or-
der dispersion and group index determined by these nor-
mal modes are shown, respectively, in Figs. 1(a)-1(c), for
which red and blue segments correspondingly highlight
the regions of normal and anomalous dispersion. The sys-
tem is pumped at ak = 0.1869 (mode number 260), where
να0 = 192.35 THz, (ac)
−1(d2ν/dk2)α0 = 3.83× 10−2 and
ng,α0 = 15.34. This sets an internal mode threshold given
by Eq. (7) of |Aα0 |2th = 250 mW. We plot in Fig. 1(d)
the driven intensity of Eq. (6), in |Aα0 |2th units, evaluated
at threshold (red line) and at the bistability boundaries
(blue curves), as a function of the laser detuning in units
of γα0 . Notice that, as expected from the theory, these
boundaries appear when there is hysteresis in the system,
i.e., when σα0 < −γα0
√
3/2.
In order to find the possible steady state solutions de-
termined by the non-linear CCW dynamics, we carry out
a frequency scan at |Fα0 |2/|Aα0 |2th = 2 in Fig. 1(d) within
the σα0/γα0 interval [−1.5, 0.5]. Equation (3) is thus
propagated in time for each σα0 value along this trajec-
tory using an explicit Runge-Kutta integrator and fast
Fourier transform (see Ref. [37]) until the steady state
is reached. The initial condition of the integrator is a
sharp Gaussian pulse ψ(y, 0) = exp(−0.5(y/l)2), where
ψ(y, t) =
∑
α Bα(t)e−i(α−α0)y is the envelope function
along the CCW direction. Results of this analysis are
presented in Fig. 1(e) where we show the averaged waveg-
uide power in the steady state 〈|ψs|2〉 = ∫L |ψs(y)|2dy,
in units of threshold, as a function of the laser detun-
ing. When the laser frequency is red-shifted the intra-
waveguide power start to increase until a clear series of
discrete steps (see inset), decreasing the average power,
are seen for σα0/γα0 < −
√
3/2 (hysteresis area in yel-
low), which corresponds to the region where the soliton
solutions are expected to appear [9, 38]. In fact, these
steps have been previously measured experimentally in
the transmission of non-linear ring resonators, and they
are associated to the formation of different soliton states
within the system, in excellent agreement with the pre-
dictions of the non-linear coupled mode equations and the
Lugiato-Lefever formalism [10]. We show in Figs. 1(f)-
1(i) the respective frequency combs at the four represen-
tative points marked in Fig. 1(e). Figure 1(f) displays
a sequence of peaks separated by 5-FSR which corre-
spond to a supercritical Turing pattern as it is excited
above threshold, while in Fig. 1(g), since the system is
excited right below threshold, it leads to a subcritical
Turing patter with a 4-FSR spacing between peaks. In
5Figs. 1(h)-1(i), both combs are subcritical with a single
FSR spacing, and they are the signature of soliton com-
plexes. Notably, because of the presence of high-order
dispersion in the TB model, the comb extends to the
normal dispersion region giving rise to a dispersive wave
or soliton Cherenkov radiation [18], which in our case can
be identified in the right tail of the soliton power spec-
trum. The corresponding steady state intensity of the
envelope functions are shown in Fig. 2. For the I (5 FSR
repetition rate) and II (4 FSR repetition rate) states, we
see 5 and 4 Turing rolls, respectively, in agreement with
the Lugiato-Lefever theory of Kerr frequency combs in
the anomalous dispersion regime [38]. Moreover, for the
III and IV states we clearly identify, respectively, a soli-
ton molecule composed of two pulses and a single soliton
pulse, propagating along the waveguide direction while
keeping their shape and amplitude. It must be said that
because these soliton structures are subcritical (pumped
below threshold), they are extremely sensitive to the ini-
tial conditions, and therefore, the system may follow dif-
ferent trajectories in Fig 1(e) when slightly changing the
distribution of the B amplitudes at t = 0 [10, 38].
FIG. 2: Steady state envelope functions at the marked points
I-IV in Fig. 1(e). (a) Supercritical Turing pattern with 5
rolls. (b) Subcritical Turing pattern with 4 rolls. (c) Soliton
molecule of two pulses. (d) Single soliton pulse.
FIG. 3: Photonic crystal CCW formed by coupled L3 cavities
where the red and green holes are allowed to vary in size
to tune the first and second neighbor coupling, respectively,
while the out-of-plane losses of the waveguide Bloch modes
is optimized by varying the position and size of the white
holes. The intensity profile of the displacement field [D(r) =
ǫ(r)~E(r)] is shown at the boundary of the Brillouin zone.
IV. PHOTONIC CRYSTAL CCW
To achieve optimal band dispersion, we apply our for-
malism to a photonic crystal CCW which is the system
par excellence as far as dispersion engineering is con-
cerned. Specifically, we consider the waveguide of cou-
pled L3 photonic crystal slab cavities shown in Fig. 3,
where we have plotted the intensity profile of the dis-
placement field [D(r) = ǫ(r)~E(r)] at the boundary of
the Brillouin zone. The photonic crystal is formed by
a hexagonal lattice of holes, pitch a = 400 nm and
hole radii r = 0.25a, etched in a silicon membrane
of thickness d = 0.55a. This CCW configuration al-
lows us to tune first and second neighbor coupling be-
tween the L3 cavities by varying the size of the red
and green holes, respectively, and optimize the out-of-
plane losses by varying the position and size of the
white ones. The waveguide of Fig. 3 has been pre-
viously proposed as a compact CCW with outstand-
ing figures of merit obtained via automated global op-
timization [32] and successfully measured experimentally
[33, 39]. Here, we adopt the design with largest averaged
group index and small second order dispersion reported
in Ref [32] with parameters (∆r1,∆r2,∆r3,∆x) =
(−0.0049,−0.0340,−0.1016, 0.2204)a, where r1 = r +
∆r1, r2 = r +∆r2 and r3 = r +∆r3 are the radii of the
red, green and white holes, respectively, and ∆x is the
outward displacement of the latter ones. The dispersion
relation να of the waveguide and decay rates γα of the
Bloch modes are calculated with the guided mode expan-
sion method (GME) [40] for a system length of M = 400
cavities (400 normal modes) with l =
√
3a, while the
nonlinear mode volume is computed with a commercial
FDTD solver [41] and found to be Vc = 0.345 µm
3. Sili-
con parameters at telecom frequencies are considered for
the material, namely, ǫ = 12.04, n2 = 5.52×10−18 m2/W
and βTPA = 1 × 10−11 m/W [35]. The GME disper-
sion relation, second order dispersion and group index
are shown in Fig. 4(a)-4(c), respectively. The anomalous
dispersion regions now extend significantly throughout
the Brillouin zone, with an overall d2ν/dk2 magnitude
smaller than in the previous nearest-neighbor TB model,
and the group index have been increased up to the 102
range. We pump the system at ak = 1.2742 (mode num-
ber 341), where να0 = 193.39 THz, (ac)
−1(d2ν/dk2)α0 =
8.63 × 10−4, Qα0 = 5.72 × 104, ng,α0 = 119.34 and
f(κ = 0.2236) = 1.73, which sets an internal mode
threshold of |Aα0 |2th = 138 mW. This result is particu-
larly remarkable because, even by considering that TPA
increases |Aα0 |2th by a factor of 1.73, the value of |Aα0 |2th
is still one order of magnitude smaller than in typical
mm-size crystalline non-linear ring resonators [42], high-
lighting the potential of compact slow-light CCW struc-
tures for low-threshold comb generation. It is worth em-
phasizing that, since we are not specifying any partic-
ular coupling architecture with the external pump, we
are referring to the internal mode threshold which scales
as 1/Q, and not to the external power threshold which
6FIG. 4: (a) Dispersion relation, (b) second order dispersion, and (c) group index in the Brillouin zone of a photonic crystal
CCW of 400 L3 cavities. Red and blue curves are where the dispersion is normal and anomalous, respectively. The waveguide is
pumped at ak = 1.2742, or equivalently, mode number 341. (d) Threshold (red curve) and bistability boundaries (blue curves)
determined by the external pump intensity |Fα0 |
2 as a function of the laser detuning σα0 . Dashed curves are for βTPA = 0. (e)
Averaged intra-waveguide power of the CCW in the steady state as a function of σα0 for |Fα0 |
2/|Aα0 |
2
th = 6. Hysteresis arises
in the yellow region with ρ(κ = 0.2236) = 1.84, and the inset corresponds to a zoom of the rectangular gray area where the
discrete steps, signature of switching between soliton states, appear. The corresponding frequency combs at the marked points
I-IV in (e) are respectively shown in (f) supercritical Turing pattern of 40-FSR (355.2 GHz) repetition rate, (g) supercritical
Turing pattern of 41-FSR (363.3 GHz) repetition rate (between primary combs), (h) soliton molecule of two pulses with single
FSR (9.1 GHz) repetition rate, and (i) soliton pulse with single FSR repetition rate. All power quantities are given in threshold
units, while detunings are in γα0 units.
7is found to scale as 1/Q2 for ring resonators at critical
coupling with the external source [43]. The bistability
boundaries and mode threshold are shown in the |Fα0 |2–
σα0 diagram of Fig. 4(d), where the dashed lines are the
corresponding curves for βTPA = 0. The effects of TPA
on the optimal detuning and threshold, already discussed
in Section II, are clearly seen in this plot, moreover, the
hysteresis region (where the system has bistable states)
is red-shifted by a factor of ρ(κ = 0.2236) = 1.84 and the
area between the bistability boundaries is significantly re-
duced. Hence, the system needs to be pumped stronger
and the laser frequency has to be further decreased to see
Kerr frequency combs and DKS in presence of TPA.
Similar to the procedure followed in Section III, we
look for these solutions at |Fα0 |2/|Aα0 |2th = 6 by propa-
gating the non-linear system in Eq. (3) for different val-
ues of σα0 until the steady state is reached; the same
sharp Gaussian pulse ψ(y, 0) = exp(−0.5(y/l)2) is used
as the initial condition but with l =
√
3a. However, the
main difference in this simulation, with respect to the
previous toy TB model, is that we do take into account
the momentum-dependent decay rate γα of the Bloch
modes. Results are shown in Fig. 4(e), where we have
identified the same discrete steps in the average intra-
waveguide power. The associated power spectrum of the
marked states I-IV are respectively plotted in Figs. 4(f)-
(i). Supercritical Turing patterns of 40-FSR and 41-FSR
spacing between primary combs are correspondingly dis-
played in Figs. 4(f) and 4(g). Furthermore, single FSR
spacing soliton structures are shown in Figs. 4(h) and
4(i). These frequency combs exhibit a remarkably com-
plex spectrum, with signatures of dispersive wave forma-
tion, due to the presence of non-trivial high order terms
in the dispersion relation of the photonic crystal CCW.
However, differently from Fig. 1, they fully span the Bril-
louin zone, thus covering the whole bandwidth of the
waveguide. We show in Fig. 5 the corresponding steady
state envelope functions, where 40 (state I) and 41 (state
II) Turing rolls are respectively seen in Figs. 5(a) and
5(b), while solitons of two, Fig. 5(c), and one, Fig. 5(d),
pulses are correspondingly associated to the states III
and IV.
Figure 6 shows the frequency spectrum of the DKS in
Fig. 5(d), where the unloaded modes (normal modes of
the CCW) are represented by the vertical dashed lines.
As expected from energy conservation, the spectral lines
are equally spaced with a repetition rate of 9.1 GHz.
Such rates have been previously achieved in non-linear
ring resonators of 7 mm diameter [44], in contrast to our
system length of ∼ 277 µm. This important result no-
tably evidences the potential capabilities of µm-scale low-
threshold CCW systems to generate low-rate frequency
combs, which are desirable in high-precision comb appli-
cations [9].
FIG. 5: Steady state envelope functions at the marked points
I-IV in Fig. 4(e). (a) Supercritical Turing pattern with 40
rolls. (b) Supercritical Turing pattern with 41 rolls. (c) Soli-
ton molecule of two pulses. (d) Single soliton pulse.
FIG. 6: Frequency spectrum of the DKS in Fig. 5(d), where
the dashed vertical lines represent the normal modes of the
photonic crystal CCW. A small repetition rate of 9.1 GHz is
obtained.
V. CONCLUSION
We have derived a formalism for studying Kerr fre-
quency combs and DKS in CCWs where Kerr non-
linearity and TPA losses are taken into account in the
non-linear dielectric function of the system. We have
found that the set of equations describing the non-linear
dynamics of the slowly-varying field amplitudes in peri-
odic waveguides, are totally equivalent to the ones pre-
viously derived for non-linear ring resonators. By car-
rying out a linear stability analysis, similar expressions
are obtained for the internal mode threshold power and
optimal detuning for comb generation in terms of the di-
mensionless ratio between the TPA and Kerr coefficients,
and in terms of the characteristic system figures of merit,
namely, cavity non-linear volume, normal mode quality
factor and group index. While TPA losses has the main
effect of increasing the threshold power and inducing a
red shift in the optimal laser detuning, structural slow-
light plays an important role on reducing the minimal
power to trigger FWM phenomena between the CCW
normal modes, evidencing the capabilities of CCW sys-
8tems for low-threshold frequency combs.
We have applied our formalism to a simple toy TB
model under the nearest-neighbor approximation and to
a realistic dispersion-engineered silicon photonic crystal
CCW. We have found clear evidence of Frequency combs
and DKS in these systems, specifically, the power spec-
trum of the soliton structures exhibits a highly-complex
comb with signatures of soliton Cherenkov radiation, al-
lowing to fully span the waveguide bandwidth. Repeti-
tion rates of few gigahertz in a ∼ 277 µm-length pho-
tonic crystal CCW have been obtained into the soliton
regime, which are commonly achieved in ∼ 7 mm size
non-linear ring resonators, thus demonstrating the po-
tential of CCW systems for high-precision comb applica-
tions in ultra-compact devices.
Finally, although the spectral spanning of the combs
generated in CCW is limited to the waveguide band-
width, our results set a new paradigm for Kerr fre-
quency comb and DKS generation in ultra-compact low-
threshold devices, via advanced dispersion engineering
and slow-light non-linear enhancement.
Appendix A: Mathematical derivations
In this Appendix we give all the mathematical details on the derivation of the non-linear formalism presented in
the main manuscript, as well as the stability analysis of the sationary solutions. We also derive the corresponding
Lugiato-Lefever equation for the CCW system.
1. Electromagnetic wave equation
We start from Maxwell’s curl equations
∇×E(r, t) + µ0 ∂H(r, t)
∂t
= 0 (A1)
∇×H(r, t)− ε0ǫ(r, |E|2)∂E(r, t)
∂t
= 0, (A2)
where the material is assumed to be non-dispersive, non-linear and isotropic. If we apply the curl operator to Eq. A1
and then use Eq. A2 we get the wave equation for E(r, t)[
Lˆ+ ǫ(r, |E|
2)
c2
∂2
∂t2
]
E(r, t) = 0, (A3)
where Lˆ = ∇×∇× and c = 1/√ε0µ0.
2. Electric field expansion
Because the absolute intensity of the electric field determines the effective strength of the Kerr non-linearity, it is
very important to write E(r, t) in proper units. We specifically adopt the SI system, where the electric field has units
of [V/m], and expand it in terms of the of the normal modes of the coupled-cavities waveguide (CCW):
E(r, t) =
∑
µ
A′µ(t)e−iωµtEµ(r) + Eexte−iΩ0teˆ0, (A4)
where A′µ(t) is the slowly-varying amplitude of the normal mode Eµ(r) with eigenfrequency ωµ and momentum µ
(along the waveguide direction µˆ), and Eext is the electric field amplitude of the driving continuous-wave (cw) source
with frequency Ω0 and vector direction eˆ0. Equation A4 is the so called slowly-varying amplitude expansion, as the
time and spatial variations have been separated, and the fast-varying temporal dependence is explicitly represented
by the oscillatory term e−iωµt. Notice that the field Eµ(r) in Eq. A4 also has units of [V/m], then A′ is dimensionless.
In order to express the CCW normal modes in a more convenient form we write
Eµ(r) =
√
Nµ~Eµ(r), (A5)
where Nµ is a normalization factor and ~Eµ(r) fulfills the generalized eigenvalue equation
Lˆ~Eµ(r) =
ω˜2µ
c2
ǫ(r)~Eµ(r), (A6)
9subject to the normalization condition ∫
l
ǫ(r)~E∗α(r) · ~Eµ(r)dV = δα,µ, (A7)
with l representing the period of the waveguide and ǫ(r) its dielectric function. Equation A7 sets the units of ~Eµ(r)
to [m−3/2]. In Eq. A6 we have considered the complex frequency
ω˜µ = ωµ − iγµ
2
, (A8)
where γµ is the overall loss rate of the Bloch mode ~Eµ(r). For the particular case of a photonic crystal slab, γµ
represents the out-of-plane losses due to the coupling with the leaky modes of the homogeneous system [40]. Notice
that the normalization condition of Eq. A7, satisfied by normal modes, is not rigorously valid when the eigenvalue
of Eq. A6 is complex, i.e., when dealing with quasinormal modes [45]. Nevertheless it still represents a very good
approximation in the low loss limit γµ ≪ ωµ, which is the case of interest in the present formulation. The normalization
factor Nµ can be easily found by recalling the fundamental relation between the group velocity vg(µ), averaged energy
flux and averaged energy density of the electromagnetic field, which holds in periodic waveguides [46]
vg(µ) =
∫
l µˆ · SµdV
UEµ + UHµ
, (A9)
where Sµ(r) = Re[E
∗
µ(r)×H∗µ(r)]/2 is the time-averaged Poynting vector (energy flux), UEµ =
∫
l
ε0ǫ(r)|Eµ(r)|2dV/4
is the physical electric field energy (integrated density energy) and UHµ =
∫
l µ0|Hµ(r)|2dV/4 the magnetic one in the
waveguide period. If we set the waveguide direction along the y axis, i.e., µˆ = yˆ, and use the result that for harmonic
modes the electric and magnetic field energies are equal [46], i.e., UEµ = UHµ , Eq. A9 takes the following form
vg(µ) =
∫
l
dy
[∫
∞
dxdzSµ,y
]
2UEµ
, (A10)
where the last integral is carried out over all space and it is the power flux Pµ =
∫
∞
dxdzSµ,y through the transverse
cross section of the waveguide, which has been shown to be independent of y [47], therefore
vg(µ) =
lPµ
2UEµ
. (A11)
Using the definition of UEµ , Eq. A11 turns into
vg(µ) =
lPµ
1
2
∫
l
ε0ǫ(r)|Eµ(r)|2dV
, (A12)
which means that the electric field Eµ(r) must fulfill∫
l
ǫ(r)|Eµ(r)|2dV = 2lPµ
ε0vg(µ)
. (A13)
The expression for Nµ is readily found from Eqs. A5, A7 and A13
Nµ =
2lPµ
ε0vg(µ)
, (A14)
and the field expansion in Eq. A4 is thus expressed in terms of the electric field eigenmodes ~Eµ(r) as follows
E(r, t) =
√
2l
ε0
∑
µ
√
PµA
′
µ(t)e
−iωµt
1√
vg(µ)
~Eµ(r) + Eexte−iΩ0teˆ0. (A15)
We now define the new amplitude Aµ(t) =
√
PµA′µ(t) and simplify the notation for the group velocity of the mode
µ as vg(µ)→ vµ. The electric field expansion takes the following final form
E(r, t) =
√
2l
ε0
∑
µ
Aµ(t)e−iωµt 1√
vµ
~Eµ(r) + Eexte−iΩ0teˆ0, (A16)
where |Aµ(t)|2 is the instantaneous power, in [W] units, of the mode µ propagating in the waveguide direction.
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3. Non-linear coupled mode equations
Let’s now consider a CCW of M cavities where the total electric field of the system is represented by Eq. A16 and
the normalization condition of Eq. A7 is written as∫
L
ǫ(r)~E∗α(r) · ~Eµ(r)dV = Mδα,µ, (A17)
when integrating over the total waveguide length L = Ml. The second time-derivative of Eq. A16 reads
∂2E(r, t)
∂t2
=
√
2l
ε0
∑
µ
[
A¨µ(t)− 2iωµA˙µ(t)− ω2µAµ(t)
]
e−iωµt
1√
vµ
~Eµ(r) − Ω20Eexte−iΩ0teˆ0, (A18)
while the operator Lˆ applied to Eq. A16 gives
LˆE(r, t) =
√
2l
ε0
1
c2
∑
µ
ω˜2µAµ(t)e−iωµt
1√
vµ
ǫ(r)~Eµ(r), (A19)
where we have used Eq. A6. Because E(r, t) must satisfy the wave equation in Eq. A3, we employ Eqs. A18 and A19
to get
∑
µ
ω˜2µAµ(t)e−iωµt
1√
vµ
ǫ(r)~Eµ(r)
+ ǫ(r, |E|2)
{∑
µ
[
A¨µ(t)− 2iωµA˙µ(t)− ω2µAµ(t)
]
e−iωµt
1√
vµ
~Eµ(r) −
√
ε0
2l
Ω20Eexte
−iΩ0teˆ0
}
= 0. (A20)
The intensity dependent dielectric function in Eq. A20 can be set to the reference value ǫ(r) = ǫ(r, 0) in the pump
contribution as the perturbation induced by |E|2 can be neglected when driving the system at ǫ(r). Therefore, Eq. A20
turns into
∑
µ
ω˜2µAµ(t)e−iωµt
1√
vµ
ǫ(r)~Eµ(r)
+ ǫ(r, |E|2)
∑
µ
[
A¨µ(t)− 2iωµA˙µ(t)− ω2µAµ(t)
]
e−iωµt
1√
vµ
~Eµ(r)− ǫ(r)
√
ε0
2l
Ω20Eexte
−iΩ0teˆ0 = 0. (A21)
At this point we explicitly write the intensity dependent dielectric function as [48]
ǫ(r, |E|2) =
[
n(r) + n2(r)I(r, |E|2) + i c
2ω0
βTPA(r)I(r, |E|2)
]2
, (A22)
where n(r) =
√
ǫ(r) is the linear refractive index, n2(r) and βTPA(r) are the spatial dependent Kerr and two-photon
absorption (TPA) coefficients, respectively, of the material at ω0 and
I(r, |E|2) = ε0c
2
n(r)|E|2, (A23)
is the instantaneous electric field intensity. As the non-linear shift induced on the dielectric function is expected to
be small, Eq. A22 can be approximated to
ǫ(r, |E|2) ⋍ ǫ(r) + 2n(r)∆n(r, |E|2), (A24)
with
∆n(r, |E|2) = ε0c
2
n(r)
[
n2(r) + i
c
2ω0
βTPA(r)
]
|E|2. (A25)
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Replacing Eq. A24 in Eq. A21 gives (after reorganizing terms)
∑
µ
(ω˜2µ − ω2µ)Aµ(t)e−iωµt
1√
vµ
ǫ(r)~Eµ(r) +
∑
µ
[
A¨µ(t)− 2iωµA˙µ(t)
]
e−iωµt
1√
vµ
ǫ(r)~Eµ(r)
− 2
∑
µ
ω2µAµ(t)e−iωµt
1√
vµ
n(r)∆n(r, |E|2)~Eµ(r)
+ 2
∑
µ
[
A¨µ(t)− 2iωµA˙µ(t)
]
e−iωµt
1√
vµ
n(r)∆n(r, |E|2)~Eµ(r) − ǫ(r)
√
ε0
2l
Ω20Eexte
−iΩ0teˆ0 = 0. (A26)
In order to arrive to a system of differential equations for the slowly-varying amplitudes, Eq. A26 is multiplied by
~E∗α(r) and integrated over the whole waveguide. After the orthogonality condition of Eq. A17 is explicitly applied, we
get
(ω˜2α − ω2α)Aα(t)e−iωαt
1√
vα
+
[
A¨α(t)− 2iωαA˙α(t)
]
e−iωαt
1√
vα
− 2
M
∑
µ
ω2µAµ(t)e−iωµt
1√
vµ
∫
L
n(r)∆n(r, |E|2)~E∗α(r) · ~Eµ(r)dV
+
2
M
∑
µ
[
A¨µ(t)− 2iωµA˙µ(t)
]
e−iωµt
1√
vµ
∫
L
n(r)∆n(r, |E|2)~E∗α(r) · ~Eµ(r)dV
−
√
ε0
2l
Ω20Eexte
−iΩ0t
∫
L
ǫ(r)~E∗α(r) · eˆ0dV = 0. (A27)
We now apply the slowly-varying assumption where the second derivative terms are assumed to be small, i.e., |A¨α(t)| ≪
|2ωαA˙α(t)|, and consequently they can be neglected, as well as the first derivative term multiplying the non-linear
perturbation ∆n(r, |E|2) in the second integral of Eq. A27. We also assume low-loss CCWs, for which we can
approximate ω˜2α − ω2α ⋍ −iωαγα in the first term of the equation. Therefore, Eq. A27 is rewritten as
A˙α(t)e−iωαt + γα
2
Aα(t)e−iωαt −
i
√
vα
ωαM
∑
µ
ω2µAµ(t)e−iωµt
1√
vµ
∫
L
n(r)∆n(r, |E|2)~E∗α(r) · ~Eµ(r)dV −
γα
2
Fαe−iΩ0t = 0
(A28)
where we have defined the driving amplitude
Fα = iΩ
2
0
ωαγα
√
ε0vα
2l
Eext
∫
L
ǫ(r)~E∗α(r) · eˆ0dV. (A29)
Let’s focus on the non-linear term of Eq. A28. From the field expansion in Eq. A16, the intra-waveguide modulus
squared field is given by
|E(r, t)|2 = 2l
ε0
∑
ηξ
A∗η(t)eiωηtAξ(t)e−iωξt
1√
vηvξ
~E∗η (r) · ~Eξ(r), (A30)
therefore, the non-linear perturbation in Eq. A25 is written as
∆n(r, |E|2) = lc
∑
ηξ
A∗η(t)eiωηtAξ(t)e−iωξt
1√
vηvξ
n(r)
[
n2(r) + i
c
2ω0
βTPA(r)
]
~E∗η (r) · ~Eξ(r), (A31)
and the integral of Eq. A28 becomes∫
L
n(r)∆n(r, |E|2)~E∗α(r) · ~Eµ(r)dV = lc
∑
ηξ
A∗η(t)eiωηtAξ(t)e−iωξt
1√
vηvξ
∫
L
n˜2(r)ǫ(r)
[
~E∗α(r) · ~Eµ(r)
] [
~E∗η (r) · ~Eξ(r)
]
dV,
(A32)
where we have defined the complex Kerr coefficient
n˜2(r) = n2(r) + i
c
2ω0
βTPA(r). (A33)
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In order to write the last integral term of Eq. A32 in a more convenient form, we assume that the normal modes of
the CCW can be expanded in the cavity mode basis
~Eµ(r) =
∑
m
Cm(µ)~Υm(r), (A34)
which is a very good approximation as long as the modes are strongly confined in the cavity region [50]. In Eq. A34,
~Υm(r) is the eigenmode of the m-th cavity in units of [m
−3/2] and normalized as∫
∞
ǫc(r)|~Υm(r)|2dV = 1, (A35)
with ǫc(r) being the dielectric function of the single cavity system. By replacing Eq. A34 into Eq. A32, the non-linear
integral can be rewritten as∫
L
n(r)∆n(r, |E|2)~E∗α(r) · ~Eµ(r)dV = lc
∑
ηξ
A∗η(t)eiωηtAξ(t)e−iωξt
1√
vηvξ
∑
lmhp
C∗l (α)Cm(µ)C
∗
h(η)Cp(ξ)Πlmhp, (A36)
where the non-linear overlapping elements Πlmhp are given by
Πlmhp =
∫
L
n˜2(r)ǫ(r)
[
~Υ∗l (r) · ~Υm(r)
] [
~Υ∗h(r) · ~Υp(r)
]
dV. (A37)
Since the mode ~Υm(r) is strongly confined in the cavity region, the Kerr shift on cavity m induced by the field of
neighbor cavities (m± 1, m± 2, · · · ), is expected to be very small in comparison to the shift induced by its own field
strength, therefore, we can safely neglect the cross-Kerr terms in Eq. A37 and consider only the diagonal one in the
sum of Eq. A36, i.e.,∫
L
n(r)∆n(r, |E|2)~E∗α(r) · ~Eµ(r)dV ⋍ lc
∑
ηξ
A∗η(t)eiωηtAξ(t)e−iωξt
1√
vηvξ
∑
m
C∗m(α)Cm(µ)C
∗
m(η)Cm(ξ)Πm, (A38)
with
Πm =
∫
L
n˜2(r)ǫ(r)|~Υm(r)|4dV. (A39)
Furthermore, the coefficient n˜2(r) is non-zero only within the non-linear material, which allow us to write Eq. A39 as
Πm = n˜2ǫ
∫
L
Θ(r)|~Υm(r)|4dV. (A40)
where n˜2 is the same of Eq. A33 but with no spatial dependence, ǫ is the dielectric constant of the non-linear material,
and the function Θ(r) is defined as
Θ(r) =
{
1 non-linear material
0 elsewhere
(A41)
In order to write Eq. A40 in a more intuitive way, it is an excellent approximation to express the integral of |~Υm(r)|4
in terms of the cavity non-linear mode volume Vm as follows
Vm =
[∫
∞
ǫc(r)|~Υm(r)|2dV
]2
∫
∞
ǫ2c(r)|~Υm(r)|4dV
=
1∫
∞
ǫ2c(r)|~Υm(r)|4dV
⋍
1
ǫ2
∫
LΘ(r)|~Υm(r)|4dV
. (A42)
Therefore
Πm ⋍
n˜2
ǫVm
. (A43)
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Using Eqs. A38 and A43 the system of Eq. A28 can be written as
A˙α(t)eiσαt + γα
2
Aα(t)eiσαt
− i
√
vαlcn˜2
ωαǫM
∑
µηξ
ω2µAµ(t)eiσµtA∗η(t)e−iσηtAξ(t)eiσξt
1√
vµvηvξ
∑
m
1
Vm
C∗m(α)Cm(µ)C
∗
m(η)Cm(ξ)
− γα
2
Fαδα,α0 = 0, (A44)
where we have introduced the frequency detuning of the mode µ with respect to the cw frequency Ω0
σµ = Ω0 − ωµ, (A45)
and explicitly written the resonance condition for the driven term, which excites only the normal mode α0 whose
eigenfrequency is closest to the laser frequency Ω0. The explicit time dependence of Eq. A44 can be removed by
carrying out the following transformation
Bµ(t) = Aµ(t)eiσµt, (A46)
which turns Eq. A44 into
B˙α(t) +
[γα
2
− iσα
]
Bα(t)−
i
√
vαlcn˜2
ωαǫM
∑
µηξ
ω2µBµ(t)B∗η(t)Bξ(t)√
vµvηvξ
∑
m
1
Vm
C∗m(α)Cm(µ)C
∗
m(η)Cm(ξ)−
γα
2
Fαδα,α0 = 0
(A47)
Equation A47 dictates the non-linear dynamics of the slowly-varying normal mode amplitudes in a CCW system with
different coupled cavities, and no particular choice on the boundary conditions. This equation can be highly simplified
if we consider identical single mode cavities and periodic boundary conditions, in which the expansion coefficients in
the cavity basis are analytical [26]
Cm(µ) = e
−imlµ, (A48)
allowing to evaluate the second sum in Eq. A47
∑
m
1
Vm
C∗m(α)Cm(µ)C
∗
m(η)Cm(ξ) =
1
Vc
∑
m
e−iml(µ−α+ξ−η) =
1
Vc
sin [(µ− α+ ξ − η)Ml/2]
sin [(µ− α+ ξ − η)l/2] ⋍
M
Vc
δξ,α+η−µ (A49)
where Vc represents the cavity non-linear mode volume and the last approximation is valid for large M . Physically,
the δ term in Eq. A49 represents the momentum conservation which is naturally expected from the periodic boundary
condition assumption. Using this result, Eq. A47 takes the following form
B˙α(t) +
[γα
2
− iσα
]
Bα(t)−
i
√
vαlcn˜2
ωαǫVc
∑
µη
ω2µBµ(t)B∗η(t)Bα+η−µ(t)√
vµvηvα+η−µ
− γα
2
Fαδα,α0 = 0. (A50)
Equation A50 can be further simplified by assuming that the strength of the non-linearity mainly depends on the
frequency at which the non-linear effect takes place, ωα = ωα0 , and not on the frequencies contributing to the non-
linear dynamics. This allows us to set the frequencies in the non-linear term to ωα0 (frequency of the driven mode)
as well as the group velocity terms to vα0 . When the different frequencies are not independent and fulfill the energy
conservation ωα + ωη = ωµ + ωα+η−µ, which is our case of interest, such approximation is expected to describe the
non-linear phenomena accurately [49]. Equation A50 is thus turned into the following simpler expression
B˙α(t) +
[γα
2
− iσα
]
Bα(t)− ilωα0ng,α0 n˜2
ǫVc
∑
µη
Bµ(t)B∗η(t)Bα+η−µ(t)−
γα
2
Fαδα,α0 = 0, (A51)
where ng,α0 = c/vα0 is the group index at ωα0 . If we define the complex gain as
Gα0 = gα0 + ig
TPA
α0 (A52)
with
gα0 =
lωα0ng,α0n2
ǫVc
, (A53)
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being the real gain comming from the non-linear Kerr effect, and
gTPAα0 =
lcng,α0βTPA
2ǫVc
, (A54)
being the imaginary gain, representing the non-linear losses comming from TPA, we finally get the non-linear system
of equations for the mode slowly-varying normal mode amplitudes in a CCW, with identical single mode cavities and
periodic boundary conditions
B˙α(t) +
[γα
2
− iσα
]
Bα(t)− iGα0
∑
µη
Bµ(t)B∗η(t)Bα+η−µ(t)−
γα
2
Fαδα,α0 = 0. (A55)
Equation A55 is equivalent to the one previously derived by Chembo and Yu in non-linear ring resonators [13].
4. Stationary solution and stability analysis
In order to simplify the analysis of the stationary solutions of Eq. A55 and their stability we introduce shifted
momentum indices {α′, µ′, η′} → {α, µ, η} − α0, where the driven mode has zero index and the side modes are
symmetrically distributed around the driven one. In terms of this new indexes Eq. A55 is written as
B˙α′(t) +
[γα′
2
− iσα′
]
Bα′(t)− iG0
∑
µ′η′
Bµ′(t)B∗η′(t)Bα′+η′−µ′(t)−
γα′
2
Fα′δα′,0 = 0. (A56)
a. Stationary solution
The stationary solution of Eq. A56 is found by setting the derivative term to zero[γα′
2
− iσα′
]
Bsα′ − iG0
∑
µ′η′
Bsµ′Bs∗η′ Bsα′+η′−µ′ −
γα′
2
Fα′δα′,0 = 0. (A57)
b. System below threshold
When the system is below threshold only the α′ = 0 mode is excited, then, Eq. A57 becomes
γ0
2
Bs0 − iσ0Bs0 − iG0|Bs0|2Bs0 −
γ0
2
F0 = 0, (A58)
and we get the very well known cubic relation between |F0|2 and |Bs0|2 which leads to the hysteresis phenomenon and
bistability of the stationary solution
|F0|2 =
(
1 +
4σ20
γ20
)
|Bs0|2 +
4
γ0
(
2g0σ0
γ0
+ gTPA0
)
|Bs0|4 +
4|G0|2
γ20
|Bs0|6. (A59)
The bistability boundaries B± correspond to the local extrema of Eq. A59, which are the solutions of the quadratic
equation ∂|F0|2/∂|Bs0|2 = 0 on |Bs0|2. Thus, we readily obtain
B± =
− (2σ0g0 + γ0gTPA0 )± 12
√
4
(
2σ0g0 + γ0gTPA0
)2 − 3 |G0|2 (4σ20 + γ20)
3 |G0|2
. (A60)
Hysteresis exists if the boundaries B± are real and positive, implying the following condition on the laser detuning
σ0 < σhystρ(κ), (A61)
where
σhyst = −γ0
√
3
2
, (A62)
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and ρ(κ) is a function which depends on the material properties only
ρ(κ) =
(4
√
3 + 3κ)κ+ 3
3(1− 3κ2) , (A63)
with the dimensionless parameter κ defined as
κ =
gTPA0
g0
=
cβTPA
2n2ω0
. (A64)
Notice that by setting gTPA0 = 0 in Eqs. A59, A60 and A61, we recover exactly the same expressions for the ring
resonator [13].
c. System at threshold
The onset of the oscillations of a pair of side modes B±α′ can be determined by studying the linear stability around
the trivial equilibrium, i.e., Bs
±α′ = 0. This technique consists in adding a small time-dependent perturbation δB±α′(t)
to the stationary equilibrium, and the set of parameters leading to the divergence of δB±α′(t) defines the threshold
for side mode oscillations. Hence, the mode amplitude Bα′(t) is written as
Bα′(t) = Bsα′δα′,0 + δBα′(t), (A65)
and replaced in Eq. A57, which gives
dδBα′(t)
dt
=−
[γα′
2
− iσα′
]
δBα′(t)
+ iG0
∑
µ′η′
[Bsµ′δµ′,0 + δBµ′(t)] [Bsη′δη′,0 + δBη′(t)]∗ [Bsα′+η′−µ′δα′+η′−µ′,0 + δBα′+η′−µ′(t)]
−
[γα′
2
− iσα′
]
Bsα′δα′,0 +
γα′
2
Fα′δα′,0, (A66)
where we have written explicitly the time derivative operator for the sake of clarity. By keeping only terms linear in
δB, and using the steady state solution of the central mode in Eq. A58, we get
dδBα′(t)
dt
= −
[γα′
2
− iσα′
]
δBα′(t) + iG0
[
2|Bs0|2δBα′(t) + Bs02δB∗−α′(t)
]
(A67)
For studying the dynamical behavior of the time-dependent perturbations, Eq. A67 can be rewritten in a more
convenient form by making the transformations
Cs0 =Bs0
δCα′(t) =δBα′(t)ei(σ0−σα′+ 12ωα′)t, (A68)
with
ωα′ = 2ω0 − ωα′ − ω−α′ . (A69)
Moreover, in order to simplify the stability analysis, we replace the loss rates of the side modes γ±α′ by γ0, which is a
good approximation when γ does not have strong fluctuations within the interval [−α′,+α′]. Equation A67 is finally
turned into
dδCα′(t)
dt
=
[
i
(
σ0 +
1
2
ωα′
)
− γ0
2
]
δCα′(t) + iG0
[
2|Cs0|2δCα′(t) + Cs02δC∗−α′(t)
]
. (A70)
Notice that the coefficients of Eq. A70 are invariant to the change α′ → −α′ because ωα′ = ω−α′ , therefore, the
dynamics of the side mode perturbations are described by the following two linearized equations
dδCα′(t)
dt
=M1δCα′(t) +M2δC∗−α′(t)
dδC∗
−α′(t)
dt
=M∗2 δCα′(t) +M∗1 δC∗−α′(t), (A71)
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where
M1 =− γ0
2
+ i
(
σ0 +
1
2
ωα′
)
+ 2iG0|Cs0 |2
M2 =iG0Cs02. (A72)
The stability of the trivial equilibrium is then assessed by analyzing if the perturbation decays to zero, which means
that such equilibrium is stable and there are no side mode oscillations, or if the perturbation diverges, meaning that
the trivial equilibrium is unstable thus leading to the onset of side mode oscillations. This is carried out by writing
δCα′(t) =eλtδC′α′
δC∗−α′(t) =eλtδC′∗−α′ , (A73)
which together with Eq. A71 sets the following 2× 2 eigenvalue problem[
M1 M2
M∗2 M
∗
1
] [
δC′α′
δC′∗
−α′
]
= λ
[
δC′α′
δC′∗
−α′
]
. (A74)
The solutions for λ in Eq. A74 are readily found
λ± = Re {M1} ±
√
|M2|2 − Im {M1}2 = γ0
2
− 2gTPA0
2 |Cs0 |2 ±
√(
gTPA0
2 − 3g20
)
|Cs0 |4 − 4g0 |Cs0 |2∆α′ −∆2α′ , (A75)
where we have defined
∆α′ = σ0 +
1
2
ωα′ . (A76)
The divergence of Eq. A73, i.e., the onset of the side mode oscillations, is clearly obtained when Re{λ+} > 0, which
in terms of the system parameters reads
Sα′ = 12|G0|2|Cs0 |4 + 8
(
2∆α′g0 + γ0g
TPA
0
) |Cs0 |2 + 4∆2α′ + γ20 < 0. (A77)
The zeros of Eq. A77 determine the boundaries in which the trivial equilibrium becomes unstable. Therefore, by
defining B˜ = |Cs0 |2, these boundaries are the solutions of the quadratic equation Sα′ (B˜) = 0, i.e.,
B˜± =
− (2∆α′g0 + γ0gTPA0 )± 12
√
4
(
2∆α′g0 + γ0gTPA0
)2 − 3 |G0|2 (4∆2α′ + γ20)
3 |G0|2
. (A78)
Notice that Eqs. A77 and A78 reduce exactly to the same corresponding expressions reported in Ref. [13] for gTPA0 = 0.
The minimum mode power leading to side mode oscillation is determined by the equation
∂B˜−
∂∆α′
= 0. (A79)
In terms of the fundamental CCW parameters and the actual momentum index (no shifted), this modal threshold
power for comb generation is found to be
|Aα0 |2th =
γα0
2gα0
f(κ) =
ǫVc
2lng,α0n2Qα0
f(κ), (A80)
where Qα0 = ωα0/γα0 is the quality factor of the driven CCW normal mode α0, and f(κ) is a function of κ only
f(κ) =
√
1 + κ2 + 2κ
1− 3κ2 , (A81)
From Eqs. A80 and A81 we clearly see that, as far as the threshold is concerned, TPA increases the minimum power
required to start comb generation. The corresponding driven amplitude threshold |Fα0 |2th(σα0), which depends on the
frequency detuning between the external laser and driven mode, is obtained by replacing Eq. A80 on Eq. A59 and
recalling that |A| = |B|, thus
|Fα0 |2th(σα0) =
2σ2α0
gα0γα0
f(κ) +
2σα0
gα0
f2(κ) +
γα0
2gα0
f(κ) +
gTPAα0 γα0
g2α0
f2(κ) +
|Gα0 |2γα0
2g3α0
f3(κ). (A82)
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The optimal detuning that leads to the absolute minimal driven amplitude, required by comb generation, is easily
found by solving the equation ∂|Fα0 |2th/∂σα0 = 0, and it is given by
σthα0 = −
γα0
2
f(κ), (A83)
Equation A83 shows that in presence of TPA, the optimal laser detuning to start frequency combs is red-shifted.
A closer look to Eq. A80 evidences that |Aα0 |2th depends actually on the effective area of the cavity mode
|Aα0 |2th =
ǫAeff
2ng,α0n2Qα0
f(κ), (A84)
where the mode area Aeff = Vc/l is widely employed in waveguide physics. Moreover, if we consider the limit of no
TPA, i.e., f(κ = 0) = 1, and the limit of no internal nanostrcuture (homogeneous slab for photonic crystals) where
the group index is very close to the actual refractive index of the dielectric n, i.e., ǫ = n2 ⋍ n2g,α0 , Eq. A84 becomes
|Aα0 |2th =
nAeff
2n2Qα0
, (A85)
which is exactly the same threshold expression (in Watts) for the internal mode power in a non-linear ring resonator
[42].
d. Role of dispersion in frequency comb generation
In order to the boundaries of Eq. A78 be real and positive, the discriminant of the square root has to be positive
and the term
(
2∆α′g0 + γ0g
TPA
0
)
has to be negative. Both conditions are satisfied if
∆α′ < σcrρ(κ), (A86)
where the critical detuning σcr is defined as
σcr = −γ0
√
3
2
, (A87)
If the dispersion relation ωα′ is expanded in Taylor series around ω0 up to third order, we have
ωα′ = ω0 + ζ1α
′ +
ζ2
2
α′
2
+
ζ3
3!
α′
3
, (A88)
with ζ1, ζ2 and ζ3 representing the group velocity, group velocity dispersion and third order dispersion, respectively.
Replacing Eq. A88 in Eq. A69 gives
ωα′ = −ζ2α′2, (A89)
turning the condition of Eq. A86 into
− ζ2α′2 < 2 [σcrρ(κ)− σ0] . (A90)
For normal dispersion ζ2 < 0 and Eq. A90 defines the following condition for α
′
α′ <
√
2
|ζ2| [σcrρ(κ)− σ0] = α
′
max, (A91)
while for anomalous dispersion ζ2 > 0 the condition determined by Eq. A90 reads
α′ >
√
2
|ζ2| [σ0 − σcrρ(κ)] = α
′
min. (A92)
Therefore, from Eqs. A91 and A92, we clearly see that if the system is pumped where dispersion is normal, there is
an upper bound on the side mode momentum, thus constraining the spanning of the frequency comb. Nevertheless,
if the dispersion is anomalous, there is no upper bound on the momentum for side mode oscillations, and the comb
generation regime is easily achieved.
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5. Lugiato-Lefever equation
The corresponding spatio-temporal equation for the non-linear formalism presented in Sec. A 3 can be obtained by
following the derivation of Ref. [14]. We start from the system of coupled mode equations in Eq. A55, which can be
rewritten as
B˙α(t) +
[γα
2
− iσα
]
Bα(t)− igα0(1 + iκ)
∑
µη
Bµ(t)B∗η(t)Bξ(t)δξ,α+η−µ −
γα
2
Fαδα,α0 = 0, (A93)
where we have explicitly considered the delta factor in the non-linear term and used Eqs. A52, A53, A54 and A64
to write Gα0 = gα0(1 + iκ). We define the following spatio-temporal slowly-varying envelope along the waveguide
direction
ψ(y, t) =
∑
α
Bα(t)e−i(α−α0)y, (A94)
from which we have
∂ψ(y, t)
∂t
=
∑
α
B˙α(t)e−i(α−α0)y, (A95)
im
∂mψ(y, t)
∂ym
=
∑
α
(α− α0)mBα(t)e−i(α−α0)y. (A96)
Equation A93 is now replaced in Eq. A95 leading to
∂ψ(y, t)
∂t
=
∑
α
[
iσα − γα
2
]
Bα(t)e−i(α−α0)y + igα0(1 + iκ)
∑
µηξ
Bµ(t)e−i(µ−α0)yB∗η(t)ei(η−α0)yBξ(t)e−i(ξ−α0)y +
γα0
2
Fα0 ,
(A97)
and because
|ψ(y, t)|2ψ(y, t) =
∑
µηξ
Bµ(t)e−i(µ−α0)yB∗η(t)ei(η−α0)yBξ(t)e−i(ξ−α0)y, (A98)
we readily get from Eq. A97
∂ψ
∂t
=
∑
α
[
iσα − γα
2
]
Bα(t)e−i(α−α0)y + igα0(1 + iκ)|ψ|2ψ +
γα0
2
Fα0 , (A99)
where we have simplified the notation ψ(y, t)→ ψ. By writing the mode detuning as
σα = Ω0 − ωα = Ω0 − ωα0 − (ωα − ωα0) = σα0 − (ωα − ωα0), (A100)
and expanding the last term in Taylor series around ωα0
ωα − ωα0 =
∑
m
ζm
m!
(α− α0)m, (A101)
Eq. A99 is turned into
∂ψ
∂t
=igα0(1 + iκ)|ψ|2ψ + iσα0
∑
α
Bα(t)e−i(α−α0)y −
∑
α
γα
2
Bα(t)e−i(α−α0)y
− i
∑
m
ζm
m!
∑
α
(α− α0)mBα(t)e−i(α−α0)y + γα0
2
Fα0 . (A102)
If we use Eqs. A94 and A96, and assume an overall losses given by the loss rate at the pump frequency, i.e., γα = γα0
[51], Eq. A102 takes the following form
∂ψ
∂t
=
(
iσα) −
γα0
2
)
ψ + igα0(1 + iκ)|ψ|2ψ + ζ1
∂ψ
∂y
+ i
ζ2
2
∂2ψ
∂y2
+
∑
m=3
im−1
ζm
m!
∂mψ
∂ym
+
γα0
2
Fα0 , (A103)
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where the group velocity ζ1 and the group velocity dispersion ζ2 have been written explicitly. In order to get rid of
the first spatial-derivative term we change to a moving reference frame with velocity ζ1, i.e.,
y′ =y + ζ1t
t′ =t (A104)
which gives
∂
∂t
=
∂
∂t′
+ ζ1
∂
∂y′
,
∂
∂y
=
∂
∂y′
. (A105)
Replacing Eq. A105 in Eq. A103, and introducing the normalized detuning ς = −2σα0/γα0 , we arrive to
∂ψ
∂t′
= −(1 + iς)γα0
2
ψ + igα0(1 + iκ)|ψ|2ψ + i
ζ2
2
∂2ψ
∂y′2
+
∑
m=3
im−1
ζm
m!
∂mψ
∂y′m
+
γα0
2
Fα0 . (A106)
By defining the quantities Ψ =
√
2gα0/γα0ψ, F =
√
2gα0/γα0Fα0 , ̺m = −2ζm/γα0 and τ = (γα0/2)t′ we finally get
the normalized Lugiato-Lefever equation with non-linear losses (TPA) and high-order dispersion
∂Ψ
∂τ
= −(1 + iς)Ψ + i(1 + iκ)|Ψ|2Ψ− i̺2
2
∂2Ψ
∂y′2
+
∑
m=3
im+1
̺m
m!
∂mΨ
∂y′m
+ F (A107)
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