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Abstract
The reverse derivative is a fundamental operation in machine learning and automatic differentiation
[1, 11]. This paper gives a direct axiomatization of a category with a reverse derivative operation,
in a similar style to that given by [2] for a forward derivative. Intriguingly, a category with a reverse
derivative also has a forward derivative, but the converse is not true. In fact, we show explicitly
what a forward derivative is missing: a reverse derivative is equivalent to a forward derivative with
a dagger structure on its subcategory of linear maps. Furthermore, we show that these linear maps
form an additively enriched category with dagger biproducts.
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1 Introduction
The use of derivatives and differentiation in programming and machine learning is becoming
ubiquitous. As a result, there has been an increased interest in axiomatic setups for dif-
ferentiation; in particular, categorical models for differentiation have become more central.
There are two types of derivative operations used in programming: the forward derivative
and the reverse derivative. From the programmer’s perspective, it is much more common
for the reverse derivative to play the central role due to its increased efficiency and improved
accuracy when computing with functions from Rn to R (due to the so called cheap gradient
principle). The importance of this principle was already recognized by Linnainmaa in 1976
[15] and was specifically used for back-propagation in multi-layer networks and deep learning.
This was further spelled out in detail in [17]. Also, Tensorflow, Google’s new interface for
expressing machine learning algorithms, uses the reverse mode of automatic differentiation
as the basic building block minimizing cost functions [1].
The categorical approaches to differentiation to date have all exclusively focused on the
abstract properties of the forward derivative [2]. This thus leaves a significant gap which
needs to be filled: an axiomatic categorical setting for reverse differentiation. The main
goal of this paper is to introduce such a structure and explore some of its properties and
consequences.
A “Cartesian reverse differential category” (a category equipped with a reverse derivative
operation as introduced in this paper) is already a Cartesian differential category (the stand-
ard axiomatics for a category with a forward derivative). We show that a category equipped
with a reverse derivative also has a forward derivative (i.e., it has a Cartesian differential
structure). Moreover, a reverse differential category has a fibered dagger structure on its
subcategory of linear maps, a structure which does not automatically exist in a Cartesian
differential category. Suitably axiomatized, we show that having such a dagger structure is
enough to ensure that a Cartesian differential category structure gives a reverse differential
category. These results provide a starting point to build categorical semantics of differential
programming languages [16], as they provide axiomatically enough structure to handle both
forward and reverse derivatives.
The paper is structured as follows. In section 2, we recall the basic notation and defini-
tions of a Cartesian differential category (“a category equipped with a forward derivative”).
We do this first to acclimatize the reader to the general style of this categorical definition,
and to recall the structure of Cartesian left additive categories, which are necessary to define
both forward and reverse differential categories. In section 3, we introduce our definition
of a reverse differential category. We explore some of the important consequences of the
definition noted above: (a) Cartesian differential structure, (b) how to define and work with
linear maps in this setting, and (c) a dagger structure on the linear maps. In section 4, we
show how to go back: given a Cartesian differential category with a “contextual dagger”, we
build a Cartesian reverse differential category. There is much more work to be done with
this structure and these ideas: in section 5, we describe some of the ways in which this work
can be extended, including allowing partial functions.
As far as we are aware, this paper represents the first categorical axiomatization of the
reverse derivative. However, [10] does have some related ideas. There, the relationship
between the reverse derivative and coproducts was noticed, and the author specified an
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internal category which satisfies some of the axioms of a Cartesian differential category in
a functional programming language. This work expands that observation by developing the
dagger biproduct structure using the reverse derivative and relating this to the dual of the
simple slice fibration.
2 Forward derivatives
The standard setting for a “category with a forward derivative” is a Cartesian differential
category, first introduced in [2]. Following that paper, we write composition in diagrammatic
order, so that f , followed by g, is written as fg.
2.1 Cartesian left additive categories
A Cartesian differential category first consists of a Cartesian left additive category, and so
we begin by recalling this notion. Recall that a category X is said to be Cartesian when
there are chosen binary products ×, with projection maps πi and pairing operation 〈−,−〉,
and a chosen terminal object 1, with unique maps ! to the terminal object.
◮ Definition 1. A left additive category [2, Definition 1.1.1] is a category X such that
each hom-set is a commutative monoid, with addition operation + and zero maps 0, such
that composition on the left preserves the additives structure in the sense that x(f + g) =
xf + xg and x0 = 0. Maps h which preserve the additive structure by composition on the
right ((x + y)h = xh + yh and 0h = 0) are called additive. A Cartesian left additive
category [2, Definition 1.2.1] is a left additive category X which is Cartesian and such that
all projection maps πi are additive
1.
Cartesian left additive categories can alternatively be defined as Cartesian categories in
which each object A canonically bears the structure of a commutative monoid with addition
+A : A×A −→ A and zero 0A : 1 −→ A.
◮ Example 2. Here are examples of Cartesian left additive categories that we will consider
throughout this paper:
1. Any category with finite biproducts is a Cartesian left additive category where every
map is additive. And conversely, in a Cartesian left additive category where every map
is additive, the finite product is a finite biproduct [2, Proposition 1.2.2].
2. Let R be a commutive rig (also known as a commutative semiring). Let POLYR be the
category of polynomials with coefficients in R; that is, the category whose objects are
the natural numbers n ∈ N and where a map n
P
−−→ m is an m-tuple of polynomials
P := 〈p1(~x), . . . , pm(~x)〉, where pi(~x) ∈ R[x1, . . . , xn] (the polynomial ring in n-variables
over R). POLYR is a Cartesian left additive category where composition is given by
the standard composition of polynomials, the product on objects is given by the sum of
natural numbers, and the additive structure is given by the sum of polynomials.
3. Let R be the set of real numbers and let Smooth be the category of smooth real functions,
that is, the category whose objects are again the natural numbers n ∈ N and where a
map n
F
−−→ m is a smooth function Rn
F
−−→ Rm. Smooth is a Cartesian left additive
category where composition is given by the standard composition of smooth functions,
1 Note that this a slight variation on the definition of a Cartesian left additive category found in [2], but
it is indeed equivalent.
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the product on objects is given by the sum of natural numbers, and the additive structure
is given by the sum of smooth functions. Note that a smooth map Rn
F
−−→ Rm is actually
anm-tuple of smooth functions F = 〈f1, . . . , fm〉, where R
n fi−−→ R and therefore POLYR
is a sub-Cartesian left additive category of Smooth.
As not every map in a Cartesian left additive category is additive, the product × is
not a coproduct, thus is not a biproduct. However, it is still possible to define injection
maps. So in a Cartesian left additive category, define ι0 := 〈1, 0〉 : A −→ A × B and
ι1 := 〈0, 1〉 : B −→ A×B. For maps A
f
−−→ C and B
g
−−→ C, we define 〈f |g〉 := π0f + π1g :
A×B −→ C, and finally for maps A
h
−−→ B and C
k
−−→ D we write h⊕k := 〈hι0|kι1〉 : A×B
−→ C×D. Although this notation is suggestive, we again stress this is not part of a coproduct
or biproduct structure. However, in what follows we will define the category of linear maps
where the above will witness a biproduct structure on that category. We leave the following
lemma as an easy exercise to the reader:
◮ Lemma 3. In a Cartesian left additive category, fι0 + gι1 = 〈f, g〉 and h⊕ k = h× k.
2.2 Cartesian differential categories
This section reviews Cartesian differential categories which provide the semantics for forward
differentiation [2].
◮Definition 4. A Cartesian differential category [2] is a Cartesian left additive category
with a combinator D, called the differential combinator, which written as an inference
rule is given by:
A
f
−−→ B
A×A −−−−→
D[f ]
B
where D[f ] is called the derivative of f , and such that the following equalities hold2:
[CDC.1] D[f + g] = D[f ] + D[g] and D[0] = 0;
[CDC.2] 〈a, b+ c〉D[f ] = 〈a, b〉D[f ] + 〈a, c〉D[f ] and 〈a, 0〉D[f ] = 0;
[CDC.3] D[1] = π1, D[π0] = π1π0, and D[π1] = π1π1;
[CDC.4] D[〈f, g〉] = 〈D[f ],D[g]〉;
[CDC.5] D[fg] = 〈π0f,D[f ]〉D[g];
[CDC.6] 〈〈a, b〉 , 〈0, c〉〉D[D[f ]] = 〈a, c〉D[f ];
[CDC.7] 〈〈a, b〉 , 〈c, d〉〉D[D[f ]] = 〈〈a, c〉 , 〈b, d〉〉D[D[f ]].
For an in-depth commentary on these axioms, we invite the reader to see the original
Cartesian differential category paper [2]. Briefly, [CDC.1] is that the derivative of a sum
is the sum of the derivatives, [CDC.2] states that derivatives are additive in their second
argument, [CDC.3] says that the identity and projection maps are linear (more on what
this means soon), [CDC.4] is that the derivative of a pairing is the pairing of the derivatives,
[CDC.5] is the famous chain rule, [CDC.6] says that the derivative is linear in its second
argument, and finally [CDC.7] is the symmetry of the mixed partial derivatives.
◮ Example 5. Here are some well-known examples of Cartesian differential categories.
2 Note that the order of variables is different here than in [2]; here, we write the vector variable in the
second component, as this more closely aligns with standard differential calculus notation.
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1. Every category with finite biproducts is a Cartesian differential category where for a map
A
f
−−→ B, its derivative A⊕A
D[f ]
−−−→ B is defined as D[f ] := A⊕A
pi1−−→ A
f
−−→ B.
2. Let R be a commutative rig. POLYR is a Cartesian differential category whose differential
combinator is given by the standard differentiation of polynomials. By [CDC.4], since
every map in POLYR is a tuple, it is sufficient to define the derivative of maps n
p
−−→ 1,
which are polynomials p(~x) ∈ R[x1, . . . , xn]. Then its derivative n × n
D[p]
−−−→ 1, viewed
as polynomials D[p](~x, ~y) ∈ R[x1, . . . , xn, y1, . . . , yn], is defined by the sum of partial
derivatives of p(~x):
D[p](~x, ~y) :=
n∑
i=1
∂p
∂xi
(~x)yi
For example, consider the polynomial p(x1, x2) = x
2
1 + 3x1x2 + 5x2, so 2
p
−−→ 1, then
4
D[p]
−−−→ 1 is D[p](x1, x2, y1, y2) = (2x1 + 3x2)y1 + (3x1 + 5)y2. On the other hand, for
a map n
P
−−→ m, which is a tuple P := 〈p1(~x), . . . , pm(~x)〉, its derivative is the tuple
D[P ] := 〈D[p1](~x, ~y), . . . ,D[pm](~x, ~y)〉.
3. The category Smooth is a Cartesian differential category where for a map n
F
−−→ m,
which is a smooth function Rn
F
−−→ Rm, its derivative Rn × Rn
D[F ]
−−−−→ Rm is defined as
D[F ](~x,~v) := JF (~x) · v
where JF (~x) is the Jacobian of F at ~x and where · is matrix multiplication. Of course, sim-
ilar to the previous example, as every F can be viewed as a tuple, by [CDC.4], it would
have also been sufficient to define the differential combinator for smooth maps Rn
f
−−→ R.
In this case, Jf (x) is better known as the gradient of f , ∇(f)(x) := 〈
∂f
∂x1
(~x), . . . , ∂f
∂xn
(~x)〉,
and so Rn × Rn
D[F ]
−−−−→ R is:
D[f ](~x, ~y) := ∇(f)(~x) · ~y =
n∑
i=1
∂f
∂xi
(~x)yi
This clearly shows that POLYR is a sub-Cartesian differential category of Smooth.
We now provide a few lemmas that give alternative views on the axioms of a Cartesian
differential category; these will be helpful when comparing this structure to a reverse differen-
tial category. Note that while the first lemma shows that [CDC.4] is actually redundant, to
keep the numbering of the equations consistent with past literature on Cartesian differential
categories, we chose to include it in the definition.
◮ Lemma 6. [14, Lemma 2.8] In a Cartesian differential category, [CDC.4] is redundant.
◮ Lemma 7. [9, Proposition 4.2] In a Cartesian left additive category:
1. If a combinator D satisfies [CDC.1-5,7], the axiom [CDC.6] is equivalent to:
〈1× π0, 0× π1〉D[D[f ]] = (1 × π1)D[f ]
2. If a combinator D satisfies [CDC.1-6], the axiom [CDC.7] is equivalent to
exD[D[f ]] = D[D[f ]]
where ex : (A×B)×(C×D) −→ (A×C)×(B×D) is the exchange natural isomorphism
defined as ex := 〈π0 × π0, π1 × π1〉.
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In a Cartesian differential category, there are two important notions: that of partial
derivatives and that of linear maps. Beginning with partial derivatives, if A×B
f
−−→ C then
the partial derivative of f with respect to B is defined as follows:
DB[f ] := A× (B ×B)
〈1× pi0, 0 × pi1〉
−−−−−−−−−−−→ (A×B)× (A× B)
D[f ]
−−−→ C
This partial derivative definition induces a Cartesian differential category on the simple
slice categories. Recall that the simple slice category of X with respect to A, denoted X[A],
is the category with the same objects as X and where a map from B −→ C in X[A] is a
map f : A×B −→ C in X; that is, in terms of homsets, X[A](B,C) = X(A × B,C), and
composition of is given by 〈f, π1〉 g.
◮ Proposition 8. [2, Corollary 4.5.2] Let X be a Cartesian differential category and A any
object. Then X[A] is a Cartesian differential category and the derivative of f : A×B −→ C
is DB[f ].
Linear maps play a central role in the theory of Cartesian differential categories.
◮ Definition 9. A map f in a Cartesian differential category is linear when D[f ] = π1f .
Similarly, a map A×B
f
−−→ C is linear in B if the following diagram commutes:
A× (B ×B) C
A×B
1×pi1
DB [f ]
f
Note that a map A × B
f
−−→ C is linear in B if and only if when regarded as a map
B
f
−−→ C in X[A], it is linear with respect to the derivative in X[A].
◮ Example 10. Let us consider the linear maps in our examples of Cartesian differential
categories from Example 5:
1. In a category with finite biproducts, every map is linear by definition of the differential
combinator.
2. Let R be a commutative rig. In POLYR, a map n
p
−−→ 1 is linear if and only if p(~x) =
n∑
i=1
rixi for some ri ∈ R. And it follows that n
P
−−→ m, with P = 〈p1(~x), . . . , pn(~x)〉, is
linear if and only if each pi(~x) is. In other words, n
P
−−→ m is linear in the Cartesian
differential category sense if and only if it induces an R-linear map Rn −→ Rm.
3. Similar to the previous example, in Smooth the linear maps in the Cartesian differential
category sense are precisely the linear maps in the ordinary sense. Explicitly, n
F
−−→ m
is linear if and only if Rn
F
−−→ Rm is a linear transformation.
For a Cartesian differential category X, we can also form its subcategory of linear maps
Lin(X), and since every linear map is additive [2], it follows that:
◮ Proposition 11 ([2], Corollary 2.2.3). For a Cartesian differential category X, its subcat-
egory of linear maps Lin(X) has finite biproducts.
Finally, we conclude this section with the observation that linearity can also be expressed
in terms of injection maps:
◮ Lemma 12. In a Cartesian differential category,
A map A
f
−−→ B is linear if and only if ι1D[f ] = f .
A map A×B
f
−−→ C is linear in B if and only if (ι0 × ι1)D[f ] = f .
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3 Reverse derivatives
In this section we introduce our definition of a Cartesian reverse differential category. The
types of axioms are similar to those for Cartesian differential categories; however, after the
first two, the forms the axioms take are quite different.
◮ Definition 13. A Cartesian left additive category X has reverse derivatives in case
there is a combinator R, called the reverse differential combinator, which written as an
inference rule is given by:
A
f
−−→ B
A×B −−−→
R[f ]
A
where R[f ] is called the reverse derivative of f , and such that the following coherences are
satisfied:
[RD.1] R[f + g] = R[f ] + R[g] and R[0] = 0;
[RD.2] 〈a, b+ c〉R[f ] = 〈a, b〉R[f ] + 〈a, c〉R[f ] and 〈a, 0〉R[f ] = 0
[RD.3] R[1] = π1, while for the projections, the following diagrams commute:
A×B
pi0−−→ A
(A×B)×A −−−−→
R[pi0]
A×B
(A×B)×A A×B
A
pi1
R[pi0]
ι0
A×B
pi1−−→ B
(A×B)×B −−−−→
R[pi1]
A×B
(A×B)×B A×B
B
pi1
R[pi1]
ι1
[RD.4] For a tupling of maps f and g, the following equality holds:
A
f
−−→ B
A×B −−−→
R[f ]
A
A
g
−−→ C
A× C −−−→
R[g]
A
A
〈f, g〉
−−−−→ B × C
A× (B × C) −−−−−−→
R[〈f, g〉]
A
R[〈f, g〉] = (1 × π0)R[f ] + (1× π1)R[g]
While for the unique map to the terminal object: !A : A −→ 1, the following equality holds:
R[!A] = 0
[RD.5] For composable maps f and g, the following diagram commutes:
A
f
−−→ B
A×B −−−→
R[f ]
A
B
g
−−→ C
B × C −−−→
R[g]
B
A
fg
−−→ C
A× C −−−−→
R[fg]
A
A× C A
A× (B × C) A×B
R[fg]
〈pi0,〈pi0f,pi1〉〉
1×R[g]
R[f ]
[RD.6] 〈1× π0, 0× π1〉 (ι0 × 1)R[R[R[f ]]]π1 = (1× π1)R[f ]
[RD.7] (ι0 × 1)R[R[(ι0 × 1)R[R[f ]]π1]]π1 = ex(ι0 × 1)R[R[(ι0 × 1)R[R[f ]]π1]]π1
A Cartesian reverse differential category is a Cartesian left additive category with
a reverse differential combinator.
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The axioms of the reverse differential combinator mirror those of a differential combinator.
[RD.1] states that the reverse derivative of a sum is the sum of the reverse derivatives while
[RD.2] says that the reverse derivative is additive in its second argument. [RD.3] and
[RD.4] respectively explain what the reverse derivatives of the identity, projection, and
tuples are. [RD.5] is the reverse derivative version of the chain rule. Lastly, [RD.6]
expresses that the reverse derivative is linear in its second argument and [RD.7] gives the
symmetry of the mixed partial reverse derivatives.
◮ Example 14. Here are some examples of reverse differential categories:
1. Let R be a commutative rig. POLYR is a reverse differential category whose reverse
differential combinator R is again defined using partial derivatives of polynomials. For a
map n
P
−−→ m, P := 〈p1(~x), . . . , pm(~x)〉 with pi(~x) ∈ R[x1, . . . , xn], its reverse derivative
n×m
R[P ]
−−−−→ n is the tuple:
R[P ] := 〈
m∑
i=1
∂pi
∂x1
(~x)yi, . . . ,
m∑
i=1
∂pi
∂xn
(~x)yi〉
where each component of R[P ] is a polynomial in R[x1, . . . , xn, y1, . . . , ym]. For example,
consider from before the polynomial p(x1, x2) = x
2
1 + 3x1x2 + 5x2, then 3
R[p]
−−−→ 2 is the
tuple of polynomials in 3 variables, R[p] = 〈(2x1 + 3x2)y, (3x1 + 5)y〉.
2. Smooth is a reverse differential category whose reverse differential combinator is defined
using the transpose of the Jacobian. For a map n
F
−−→ m, that is, a smooth function
Rn
F
−−→ Rm, its reverse derivative n×m
R[F ]
−−−−→ n is the smooth map Rn×Rm
R[F ]
−−−−→ Rn
defined as:
R[F ](~x, ~y) := (Jf (x))
T · ~y
In particular for a smooth map Rn
f
−−→ R, its reverse derivative Rn × R
R[f ]
−−−→ Rn is
calculated out to be:
R[f ](~x, y) := 〈
∂f
∂x1
(~x)y, . . . ,
∂f
∂xn
(~x)y〉
And as before, POLYR is a sub-reverse differential category of Smooth.
The following lemma captures some basic properties of the reverse derivative.
◮ Lemma 15. In a Cartesian reverse differential category, the following equalities holds:
1. R[fg] = 〈π0, 〈π0f, π1〉R[g]〉R[f ];
2. R[ι0] = π1π0 and R[ι1] = π1π1;
3. R[π0f ] = (π0 × 1)R[f ]ι0 and R[π1f ] = (π1 × 1)R[f ]ι1;
4. R[fπ0] = (1× ι0)R[f ] and R[fπ1] = (1× ι1)R[f ];
5. R[f × g] = ex(R[f ]× R[g]);
6. R[ι0f ] = (ι0 × 1)R[f ]π0 and R[ι1f ] = (ι1 × 1)R[f ]π1;
7. R[fι0] = (1× π0)R[f ] and R[fι1] = (1× π1)R[f ];
8. R[〈f |g〉] = 〈D[fι0]|R[gι1]〉;
9. R[f ⊕ g] = ex(R[f ]× R[g]);
Proof. We have the following calculations.
1. Immediate.
2. R[ι0] = R[〈1, 0〉] = (1 × π0)D[1] = (1 × π1)D[0] = (1 × π0)π1 = π1π0. Similarly R[ι1] =
π1π1.
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3. We have
R[π0f ] = 〈π0, 〈π0π0, π1〉R[f ]〉R[π0]
= 〈π0, 〈π0π0, π1〉R[f ]〉π1ι0
= 〈π0, π0, π1〉R[f ]ι0.
Similarly, R[π1f ] = 〈π0π1, π1〉R[f ]ι1.
4. We have
R[fπ0] = 〈π0, 〈π0f, π1〉R[π0]〉R[f ]
= 〈π0, 〈π0f, π1〉π1ι0〉R[f ]
= 〈π0, π1ι0〉R[f ] = (1 × ι0)R[f ]
Similarly, R[fπ1] = (1× ι1)R[f ].
5. We have
R[f × g] = R[〈π0f, π1g〉]
= (1 × π0)R[π0f ] + (1 × π1)R[π1g]
= (1 × π0)(π0 × 1)R[f ]ι0 + (1× π1)(π1 × 1)R[g]ι1
= 〈(π0 × π0)R[f ], (π1 × π1)R[g]〉
= ex 〈π0R[f ], π1R[g]〉 = ex(R[f ] + R[g]).
6. We have
R[ι0f ] = 〈π0, 〈π0ι0, π1〉R[f ]〉R[ι0]
= 〈π0, 〈π0, ι0, π1〉R[f ]〉π1π0
= 〈π0ι0, π1〉R[f ]π0 = (ι0 × 1)R[f ]π0
Similarly, R[ι1f ] = (ι1 × 1)fπ1.
7. We have D[fι0] = D[〈f, 0〉] = (1 × π0)R[f ] + 0 = (1 × π0)R[f ]. Similarly, R[fι1] =
(1× π1)R[f ].
8. We have
R[〈f |g〉] = R[π0f + π1g]
= R[π0f ] + R[π1g]
= (π0 × 1)R[f ]ι0 + (π1 × 1)R[g]ι1
= 〈(π0 × 1)R[f ], (π1 × 1)R[g]〉
= 〈R[fι0],R[gι1]〉
9. Immediate.
◭
3.1 Forward Differential Structure
Here we explain how every reverse derivative operator induces a forward derivative operator,
that is, how every Cartesian reverse differential category is a Cartesian differential category.
The trick was noticed in [6]: the reverse derivative in Smooth is the transpose of the Jacobian,
which is linear, hence applying the reverse derivative again allows one to reconstruct the
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forward derivative. We formalize this in an arbitrary Cartesian reverse differential category
as follows. Consider the resulting type of applying the reverse differential combinator twice:
A
f
−−→ B
A×B
R[f ]
−−−→ A
(A×B)×A −−−−−→
R[R[f ]]
(A×B)
◮ Theorem 16. If X is a Cartesian reverse differential category, then X is a Cartesian
differential category with differential combinator D defined as follows (for any map A
f
−−→ B):
D[f ] := A×A
(〈1, 0〉 × 1)
−−−−−−−−→ (A×B)×A
R[R[f ]]
−−−−−→ A×B
pi1−−→ B
Proof. We will show all of the axioms for a Cartesian differential category hold.
[CDC.1]
D[f + g] = (〈1, 0〉 × 1)R[R[f + g]]π1
= (〈1, 0〉 × 1)(R[R[f ]] + R[R[g]])π1
= (〈1, 0〉 × 1)(R[R[f ]]π1 + (〈1, 0〉 × 1)R[R[g]]π1
= D[f ] + D[g]
Similarly, D[0] = 0.
[CDC.2]
〈a, b+ c〉D[f ] = 〈a, b+ c〉 (〈1, 0〉 × 1)R[R[f ]]π1
= 〈a 〈1, 0〉 , b+ c〉R[R[f ]]π1
= 〈a 〈1, 0〉 , b〉R[R[f ]]π1 + 〈a 〈1, 0〉 , c〉R[R[f ]]π1
= 〈a, b〉R[R[f ]] + 〈a, c〉R[R[f ]]
Similarly, 〈a, 0〉D[f ] = 0.
[CDC.3]
D[1] = (〈1, 0〉 × 1)R[R[1]]π1
= (〈1, 0〉 × 1)R[π1]π1
= (〈1, 0〉 × 1)π1 〈0, 1〉π1
= π1
D[π1] = (〈1, 0〉 × 1)R[R[π1]]π1
= (〈1, 0〉 × 1)R[π1ι1]π1
= (〈1, 0〉 × 1)(π1 × π1)D[ι1]ι1π1
= π1π1ι1π1 = π1π1
Similarly, D[π0] = π1π0.
[CDC.4] Immediate from Lemma 6.
[CDC.5] Our goal is to show that D[fg] = 〈π0f,D[f ]〉D[g]. First, consider
〈π0f,D[f ]〉D[g] =
〈
π0f, (〈1, 0〉 × 1)R
(2)[f ]π1
〉
(〈1, 0〉 × 1)R(2)[g]π1
=
〈
π0f 〈1, 0〉 , (〈1, 0〉 × 1)R
(2)[f ]π1
〉
R(2)[g]π1
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Next:
D[fg]
= (〈1, 0〉 × 1)R(2)[fg]π1
= (〈1, 0〉 × 1)R[〈π0, 〈π0f, π1〉R[g]〉R[f ]]π1
= (〈1, 0〉 × 1)
〈
π0, 〈π0 〈π0, 〈π0f, π1〉R[g]〉 , π1〉R
(2)[f ]
〉
q
=
〈
〈π0, 0〉 , 〈〈π0, 0〉 〈π0, 〈π0f, π1〉R[g]〉 , π1〉R
(2)[f ]
〉
q
=
〈
〈π0, 0〉 , 〈〈π0, 〈π0, 0〉 〈π0f, π1〉R[g]〉 , π1〉R
(2)[f ]
〉
q
=
〈
〈π0, 0〉 , 〈〈π0, 〈π0f, 0〉R[g]〉 , π1〉R
(2)[f ]
〉
q
=
〈
〈π0, 0〉 , 〈〈π0, 0〉 , π1〉R
(2)[f ]
〉
q [RD.2]
where q = R[〈π0, 〈π0f, π1〉R[g]〉]π1. Next we simplify q.
q = R[〈π0, 〈π0f, π1〉R[g]〉]π1
= ((1 × π0)R[π0] + (1× π1)R[〈π0f, π1〉R[g]])π1 [RD.4]
= ((1 × π0)π1ι1 + (1× π1)
〈
π0, 〈π0 〈π0f, π1〉 , π1〉R
(2)[g]
〉
R[〈π0f, π1〉])π1 [RD.5]
= (π1π0ι0 + (1× π1)
〈
π0, 〈π0 〈π0f, π1〉 , π1〉R
(2)[g]
〉
((1× π0)R[π0f ] + (1× π1)R[π1]))π1
= π1π0ι0π1
+ (1× π1)
〈
π0, 〈π0 〈π0f, π1〉 , π1〉R
(2)[g]
〉
((1 × π0)(π0 × 1)R[f ]ι0 + (1× π1)π1ι1)π1
= 0 + (1× π1)
〈
π0, 〈π0 〈π0f, π1〉 , π1〉R
(2)[g]
〉
(
〈
(π0 × π0)R
(2)[f ], π1π1
〉
)π1
= (1× π1)
〈
π0, 〈π0 〈π0f, π1〉 , π1〉R
(2)[g]
〉
π1π1
= (1× π1) 〈π0 〈π0f, π1〉 , π1〉R
(2)[g]π1
Then we plug q back into the formula for D[fg] and continue simplifying.
〈
〈π0, 0〉 , 〈〈π0, 0〉 , π1〉R
(2)[f ]
〉
q
=
〈
〈π0, 0〉 , 〈〈π0, 0〉 , π1〉R
(2)[f ]
〉
(1× π1) 〈π0 〈π0f, π1〉 , π1〉R
(2)[g]π1
=
〈
〈π0, 0〉 , 〈〈π0, 0〉 , π1〉R
(2)[f ]π1
〉
〈π0 〈π0f, π1〉 , π1〉R
(2)[g]π1
=
〈
〈π0, 0〉 〈π0f, π1〉 , 〈〈π0, 0〉 , π1〉R
(2)[f ]π1
〉
R(2)[g]π1
=
〈
〈π0f, 0〉 , (〈1, 0〉 × 1)R
(2)[f ]π1
〉
R(2)[g]π1
= 〈π0f,D[f ]〉D[g]
as desired.
[CDC.6] Note that with the definition of the forward derivative introduced here, [RD.6] is
the same as 〈1× π0, 0× π1〉D[R[f ]] = (1×π1)R[f ]. First, we will show a more general claim
than needed for this point. Note that we have already shown that [CDC.5] holds: thus, we
have that if D[g] = π1g and D[k] = π1k then:
D[gfk] = (g × g)D[f ]k
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for any f . The proof is straightforward:
D[gfk] = 〈π0g,D[g]〉D[fk]
= 〈π0g,D[g]〉 〈π0f,D[f ]〉D[k]
= 〈π0g, π1g〉 〈π0f,D[f ]〉π1k
= (g × g)D[f ]k
We have also shown that D[π1] = π1π1.
Suppose A×B
h
−−→ C. Then note the types (A×B)× C
R[h]
−−−→ A×B and
A× C
〈1, 0〉 × 1
−−−−−−−→ (A×B)× C
R[h]
−−−→ A×B
pi1−−→ B
We will show that the following diagram always commutes:
A× (C × C) B
A× C
1×pi1
DC [(〈1,0〉×1)R[h]pi1]
(〈1,0〉×1)R[h]pi1
Note in the above we are using DC [F ] as shorthand for 〈1× π0, 0× π1〉D[F ]. Then
DC [(〈1, 0〉 × 1)R[h]π1]
= 〈1× π0, 0× π1〉D[(〈1, 0〉 × 1)R[h]π1]
= 〈1× π0, 0× π1〉 ((〈1, 0〉 × 1)× (〈1, 0〉 × 1))D[R[h]]π1
= 〈(1× π0)(〈1, 0〉 × 1), (0× π1)(〈1, 0〉 × 1)〉D[R[h]]π1
= 〈(〈1, 0〉 × π0), (0× π1)〉D[R[h]]π1
= 〈(〈1, 0〉 × 1)(1× π0), (〈1, 0〉 × 1)(0 × π1)〉D[R[h]]π1 0 = 〈1, 0〉 0
= (〈1, 0〉 × 1) 〈1× π0, 0× π1〉D[R[h]]π1
= (〈1, 0〉 × 1)(1× π1)R[h]π1 [RD.6]
= (1× π1)(〈1, 0〉 × 1)R[h]π1
Then note that letting A
f
−−→ B, and setting h = R[f ] in the above formula, we have
〈1× π0, 0× π1〉D[(〈1, 0〉 × 1)R[R[f ]]π1] = (1 × π1)(〈1, 0〉 × 1)R[R[f ]]π1
But then by definition we have
〈1× π0, 0× π1〉D[D[f ]] = (1× π1)D[f ]
which is [CDC.6].
[CDC.1] [CDC.7] With the definition of the forward derivative in mind, [RD.7] may be
re-expressed as exD[D[f ]] = D[D[f ]]. Then use Lemma 7 to conclude that [CDC.7] holds.
[CDC.1] ◭
◮ Example 17. For both POLYR and Smooth, applying Theorem 16 to their respective
reverse differential operators defined in Example 14 results precisely in their differential
combinators defined in Example 5. This follows from the fact that there is a bijective
correspondence between a reverse differential combinator and a differential combinator with
an involution operation, which we will discuss in Section 4.
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3.2 Dagger Structure and Linear Maps
We now investigate the subcategory of linear maps of the induced Cartesian differential
category structure from Theorem 16 of a Cartesian reverse differential category. In particular
we will show that the subcategory of linear maps has a dagger structure.
◮ Definition 18. A †-category [18] is a category X with a stationary on objects involution
Xop
( )†
−−−→ X. A †-category that also has finite biproducts ⊕, with projection maps πi and
injection maps ιi, is said to have †-biproducts [18] when π
†
i = ιi (or equivalently if ι
†
i = πi).
Note that having †-biproducts implies that 0† = 0 and (f + g)† = f † + g†. At this point
we can also point out that in the same way that every category with finite biproducts is a
Cartesian differential category, we have the following basic example of a reverse differential
category:
◮ Example 19. Every †-category with finite †-biproducts is a reverse differential category
where for a map A
f
−−→ B, A ⊕ B
R[f ]
−−−→ A is defined as R[f ] := A ⊕ B
pi1−−→ B
f†
−−→ A.
As a particular example, let R be a commutative rig and let MAT(R) be the category of
matrices over R, that is, the category whose objects are the natural numbers n ∈ N and
where a map n
A
−−→ m is an n ×m-matrix A with coefficients in R. MAT(R) admits finite
biproducts where on objects n⊕m := n+m and where the projection and injection maps
are the obvious matrices. MAT(R) also admits a † defined as the transpose of matrices and
this makes MAT(R) into a †-category with finite †-biproducts.
For any map A
f
−−→ B in a reverse differential category, we can define a map of opposite
type B
f†
−−→ A by f † := ι1R[f ]. As the following example shows, however, in general this
operation is neither functorial nor involutive.
◮ Example 20. With our standard example 2
p
−−→ 1 in POLYR, p(x1, x2) = x
2
1+3x1x2+5x2,
one computes that 1
p†
−−→ 2 is the tuple of 1 variable polynomials p† = 〈0, 5x〉.
However, as we shall see, † is well behaved for linear maps.
◮ Lemma 21. With the preceding definition of † in a reverse differential category, one has
that π†i = ιi and ι
†
i = πi.
◮ Lemma 22. In a Cartesian reverse differential category, for any map A
f
−−→ B, the
following are equivalent:
1. f is linear (Definition 9) with respect to the differential combinator of Theorem 16;
2. ι1(ι0 × 1)R[R[f ]]π1 = f ;
3. f †† = f .
Proof. That 1 ⇔ 2 follows from the fact that by definition, the left hand side of 2 can be re-
expressed as ι1(ι0 × 1)R[R[f ]]π1 = 〈0, 1〉D[f ], and so 2 holds precisely when 〈0, 1〉D[f ] = f ,
which by Lemma 12 is equivalent to D[f ] = π1f , that is, that f is linear. Next we show that
2 ⇔ 3. First note that ι1(ι0 × 1) = ι1(ι1 × 1) since:
ι1(ι0 × 1) = 〈0, 1〉 (〈1, 0〉 × 1) = 〈0, 1〉 = 〈0, 1〉 (〈0, 1〉 × 1) = ι1(ι1 × 1)
And then by Lemma 15.6, we have the following equality:
f †† = ι1R[ι1R[f ]] = ι1(ι1 × 1)R[R[f ]]π1 = ι1(ι0 × 1)R[R[f ]]π1
Then it immediately follows that f †† = f if and only if f = ι1(ι0 × 1)R[R[f ]]π1. ◭
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◮ Lemma 23. In a Cartesian reverse differential category, for any A
f
−−→ B, its reverse
derivative A × B
R[f ]
−−−→ A is linear in B (Definition 9) with respect to the differential
combinator of Theorem 16. Furthermore, the following diagram commutes:
((A ×B)×A)× (A×B) (A×B)×A
A×B A
R
(3)[f ]
pi1
R[f ]
〈ι0,0〉×ι1
Proof. That A× B
R[f ]
−−−→ A is linear in B follows immediately from the [RD.6] (we leave
it as an exercise to re-express [RD.6] in terms of partial derivatives). Commutativity of the
diagram follows by applying Lemma 12 to R[f ]. ◭
◮ Proposition 24. For a Cartesian reverse differential category X, the category of linear
maps of the induced Cartesian differential category structure from Theorem 16, Lin(X), is a
†-category with finite †-biproducts.
Proof. By Proposition 11, we already know that Lin(X) has finite biproducts. We need to
show that Lin(X) also has a †. Lemma 22 shows that the linear maps are precisely those
for which f †† = f , and thus if f is linear then f † is linear. Therefore † is well-defined
and involutive. We now show that † is a contravariant functor. First that † preserves the
identity:
1† = ι1R[1] = ι1π1 = 1
Next, that † preserves composition (recall that if f is linear, then 0f = 0):
(fg)† = ι1R[fg] = ι1 〈π0, 〈π0f, π1〉R[g]〉R[f ] = 〈ι1π0, 〈ι1π0f, ι1π1〉R[g]〉R[f ]
= 〈0, 〈0f, 1〉R[g]〉R[f ] = 〈0, 〈0, 1〉R[g]〉R[f ] = 〈0, 1〉R[g] 〈0, 1〉R[f ] = g†f †
Note in the above that functoriality only relies on f preserving 0. Thus Lin(X) is a †-category.
Lastly by Lemma 21, Lin(X) also has †-biproducts. ◭
4 From forward derivatives to reverse derivatives
In the previous section, we showed that a Cartesian reverse differential category gives rise
to a Cartesian differential category in which the subcategory of linear maps has a dagger
biproduct structure. For the converse we need to develop Cartesian differential categories
where every simple slice linear map category is a dagger category with dagger biproducts.
The conceptual structure behind this is what we call a dagger fibration with fibered dagger
biproducts. We will show that when a Cartesian differential category’s linear map fibration
is such a dagger fibration then the category is also a Cartesian reverse differential category.
4.1 Review of Fibrations and the Dual Fibration
We first recall the notion of fibration (for example, see [12, Section 1.1]) and the lesser-
known idea of the dual of a fibration. These will be helpful concepts in which to frame
our characterization of reverse differential categories (Theorem 42) and to describe how the
reverse derivative is functorial (Proposition 31).
◮ Definition 25. Suppose that q : X −→ B is a functor.
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1. Say that a morphism f : X −→ Y in X is over a morphism u : I −→ J in B if q(f) = u.
2. Say that a morphism f : X −→ Y in X is Cartesian over u : I −→ J in B if f is over
u, and for every g : Z −→ Y in X such that q(q) = wu for some w : q(Z) −→ I, there is
a unique h : Z −→ X in X over w such that hf = g:
Z
X Y
q(Z)
I J
h
g
f
w
q(g)
u
3. Say that q is a fibration if for every Y in X and every u : I −→ q(Y ) in B , there is a
Cartesian morphism f : X −→ Y in X above u.
4. Say that an arrow f : X −→ Y in X is vertical if f is over an identity map.
5. For an object I in B, the fibre of q over I, denoted q−1(I), is the category whose objects
are those objects of X for which q(X) = I, and whose arrows are vertical morphisms
between them.
◮ Example 26. If X is a Cartesian category, then the simple fibration [12, Definition 1.3.1]
X˜
pi
−−→ X is described as follows: the total category X˜ has objects pairs of objects of X and a
map (I, A)
(f, g)
−−−−→ (J,B) is given by a pair of maps of type I
f
−−→ J and I ×A
g
−−→ B. The
identity of (I, A) is (1A, π1) while the composition of maps (I, A)
(f, g)
−−−−→ (J,B) and (J,B)
(f ′, g′)
−−−−−→ (K,C) is defined as: (I
f
−−→ J
f ′
−−→ K, I×A
〈pi0f, g〉
−−−−−−→ J×B
g′
−−→ C). The fibration
X˜
pi
−−→ X is the functor which on objects is π(I, A) = I and on maps is π(f, g) := f . The
vertical arrows in X˜ are precisely those of the form (I, A)
(1, g)
−−−−→ (I, B) while the Cartesian
arrows are those of the form (I, A)
(f, pi1)
−−−−−→ (J,A).
◮ Example 27. If X is a Cartesian differential category, we denote by L˜in(X) the simple
linear fibration, whose objects are pairs of objects in X and whose maps (I, A)
f, g
−−−→ (J,B)
are pairs of maps I
f
−−→ J and I×A
g
−−→ B where g is linear in B. Composition and identities
of L˜in(X) are defined as for the simple fibration. The fiber over A of this fibration is denoted
Lin(X)[A]. Note that by [2, Proposition 1.5.4], every fiber of L˜in(X) has biproducts.
◮ Definition 28. Suppose that X
q
−−→ B is a fibration. The dual fibration of q [5, 13] is a
fibration X∗
q∗
−−→ B whose total category X∗ has the same objects as X and where a map X
−→ Y in X∗ is an equivalence class of spans
S Y
X
c
v
where v is vertical and c is Cartesian (over q(c)) under the equivalence relation (v, c) ∼ (v′, c′)
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when there is a vertical isomorphism α that makes the following diagram commute.
S′
X S Y
α
v′ c′
v c
To compose such spans, note that given a cospan S
c
−−→ X ′
v′
←−− S′ with c cartesian and v′
vertical,that there is a cartesian arrow over q(c) with codomain S′, and this induces uniquely
a v′′ making the relevant square commute, and we get a span S
v′′
←−−− S′′
cˆ
−−→ S′ with v′′
vertical and cˆ cartesian; this span is used to from the composite of the spans (v, c)(v′, c′).
For more details, see [13]. The fibration q∗ is defined on objects as q∗(A) := q(A), and
defined on maps as q∗(v, c) := q(X) = q(S)
q(C)
−−−−→ q(Y ).
◮ Example 29. The dual of the simple fibration, X˜∗, can be described as the category with
objects pairs of objects of X and with maps (I, A)
(f, g)
−−−−→ (J,B) where I
f
−−→ J and a I ×B
g
−−→ A. The identity on (I, A) is (1, π1), while composition of maps (I, A)
(f, g)
−−−−→ (J,B) and
(J,B)
(f ′, g′)
−−−−−→ (K,C) is defined to be
(I
ff ′
−−−→ K, I × C
〈pi0, 〈pi0f, pi1〉〉
−−−−−−−−−−→ (I × (J × C))
1× g′
−−−−−→ I ×B
g
−−→ A).
◮ Example 30. The dual of the linear fibration, L˜in(X)
∗
, has again objects (I, A) but now
maps (I, A)
(f, g)
−−−−→ (J,B) consist of pairs of a map I
f
−−→ J and a map I × B
g
−−→ A such
that g is linear in B.
The dual of the linear fibration allows us to describe how the reverse derivative is func-
torial:
◮ Proposition 31. For a Cartesian reverse differential category X, there is a product-
preserving functor X −→ L˜in(X)
∗
defined on objects as A 7→ (A,A) and on maps as f 7→
(f,R[f ]).
Proof. This follows from [RD.3] and [RD.5]. ◭
◮ Lemma 32. A fiber of the dual fibration is isomorphic to the opposite category of the
associated fiber of the starting fibration; that is, for any A in B, q∗-1(A) ≃ (q-1(A))op and
moreover the isomorphism is stationary on objects.
Proof. First, (q-1(A))op has
Obj: X ∈ X such that q(X) = A.
Arr: X
f
−−→ Y is a map Y
f
−−→ X in X such that q(f) = 1A.
On the other hand, q∗-1(A) has
Obj: X ∈ X such that q(X) = A.
Arr: X −→ Y are spans
S Y
X
c
v
where c is vertical i.e. q(c) = 1A.
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Since c is both vertical and Cartesian, there is a unique vertical isomorphism w that inverts
c. Then the span is equivalent to (wv, 1Y ). Thus spans can be taken to be of the form (u, 1)
with Y
u
−−→ X .
The isomorphism then follows. ◭
Note that X and X∗∗ are also isomorphic as fibrations over B; see [13, Proposition 3.4].
4.2 Dagger fibrations
We now introduce the notion of a dagger fibration. First recall that a morphism of fibrations
(over a fixed base) is a commuting triangle:
X Y
B
p
h
q
where h carries Cartesian maps to Cartesian maps.
◮ Definition 33. A dagger fibration is given by a fibration X
q
−−→ B with a morphism of
fibrations X
( )†
−−−→ X∗ such that
X X∗ X∗∗ = X
B
( )†
q
1X
q∗
( )†
q
and such that † is stationary on objects. A dagger fibration has a dagger cleavage when
( )† sends cloven cartesian arrows to cloven cartesian arrows.
Our main example of a dagger fibration will be the linear fibration of a Cartesian reverse
differential category. We begin by defining the required dagger (this is a more general form
of the dagger discussed earlier in Section 3.2):
◮ Definition 34. In a Cartesian reverse differential category X, for a map C × A
f
−−→ B,
define the contextual † of f , C ×B
f†[C]
−−−−→ A, as follows:
f †[C] := C ×B
ι0 × 1−−−−−→ (C ×A)×B
R[f ]
−−−→ C ×A
pi1−−→ A
◮ Lemma 35. In a Cartesian reverse differential category, for any map C ×A
f
−−→ B, the
following are equivalent:
1. f is linear in A (Definition 9) with respect to the differential combinator of Theorem 16;
2. (ι0 × ι1)exD[f ] = f ;
3. f †[C]†[C] = f .
Proof. 1 ⇔ 2 follows from Lemma 12. To show that 2 ⇔ 3 requires a bit more work, but
the proof is essentially the same as in Lemma 22. ◭
◮ Corollary 36. Let X be a Cartesian reverse differential category and let I × A
g
−−→ B be
linear in A. Then I ×B
g†[I]
−−−−→ A is linear in B.
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◮ Theorem 37. If X is a Cartesian reverse differential category, then its associated linear
fibration is a dagger fibration, with dagger as in Definition 34.
Proof. First, we must show that the assignment
L˜in(X)
( )†
−−−→ L˜in(X)
∗
given by
((I, A)
(f, g)
−−−−→ (J,B))† := (f, g†[I])
is a morphism of fibrations where g†[I] is the contextual † of Definition 34. This assignment
is well-defined by Corollary 36, and is by definition stationary on objects.
First, we show it is a functor. That it preserves identities: we have (1, π)† = (1, π
†[I]
1 ).
Thus it suffices to show that π
†[I]
1 = π1, but
π
†[I]
1 = (〈1, 0〉 × 1)R[π1]π1 = (〈1, 0〉 × 1)π1 〈0, 1〉π1 = π1
as desired.
Next, we show that it preserves composition. We begin with:
((f, g)(f ′, g′))† = (ff ′, (〈π0f, g〉 g
′)†[I]).
Next,
(〈π0f, g〉 g
′)†[I] = (〈1, 0〉 × 1)R[〈π0f, g〉 g
′]π1.
We first isolate the middle piece:
R[〈π0f, g〉 g
′]
= 〈π0, 〈π0 〈π0f, g〉 , π1〉R[g
′]〉R[〈π0f, g〉]
= 〈π0, 〈π0 〈π0f, g〉 , π1〉R[g
′]〉 ((1 × π0)R[π0f ] + (1× π1)R[g])
= 〈π0, 〈π0 〈π0f, g〉 , π1〉R[g
′]〉 ((π0 × π0)R[f ]ι0 + (1× π1)R[g])
Now when we postcompose the above by π1 the first piece of the sum vanishes, because
ι0π1 = 0. Thus, we resume the main calculation of (〈π0f, g〉 g
′)†[I]:
(〈1, 0〉 × 1)R[〈π0f, g〉 g
′]π1
= (〈1, 0〉 × 1) 〈π0, 〈π0 〈π0f, g〉 , π1〉R[g
′]〉 ((π0 × π0)R[f ]ι0 + (1× π1)R[g])π1
= (〈1, 0〉 × 1) 〈π0, 〈π0 〈π0f, g〉 , π1〉R[g
′]〉 (1 × π1)R[g]π1
= (〈1, 0〉 × 1) 〈π0, 〈π0 〈π0f, g〉 , π1〉R[g
′]π1〉R[g]π1
= 〈π0 〈1, 0〉 , 〈π0 〈1, 0〉 〈π0f, g〉 , π1〉R[g
′]π1〉R[g]π1
= 〈π0 〈1, 0〉 , 〈π0 〈f, 〈1, 0〉 g〉 , π1〉R[g
′]π1〉R[g]π1
= 〈π0 〈1, 0〉 , 〈π0 〈f, 0〉 , π1〉R[g
′]π1〉R[g]π1 g is linear in 2
nd arg
= 〈π0 〈1, 0〉 , 〈π0f 〈1, 0〉 , π1〉R[g
′]π1〉R[g]π1
= 〈π0 〈1, 0〉 , 〈π0f, π1〉 (〈1, 0〉 × 1)R[g
′]π1〉R[g]π1
= 〈π0, 〈π0f, π1〉〉 (〈1, 0〉 × ((〈1, 0〉 × 1)R[g
′]π1))R[g]π1
= 〈π0, 〈π0f, π1〉〉 (1 × ((〈1, 0〉 × 1)R[g
′]π1))R[g]π1
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Now consider
(f, g)†(f ′, g′)†
= (f, (〈1, 0〉 × 1)R[g]π1)(f
′, (〈1, 0〉 x1)R[g′]π1)
= (ff ′, 〈π0, 〈π0f, π1〉〉 (1× ((〈1, 0〉 × 1)R[g
′]π1))R[g]π1)
= (ff ′, (〈1, 0〉 × 1)R[〈π0f, g〉 g
′]π1) by the above
= ((f, g)(f ′, g′))†
Thus ( )† preserves composition, hence is a functor.
Next,
L˜in(X) L˜in(X)
∗
X
pi
( )†
pi∗
commutes because π∗((f, g)†) = π∗(f, g†[I]) = f = π(f, g).
We have already seen that π
†[I]
1 = π1, thus ( )
† carries Cartesian morphisms to Cartesian
morphisms, thus it is a morphism of fibrations. Also note that the above fact means that †
is stationary on Cartesian arrows: (f, π1)
† = (f, π1), and hence stationary on objects, and
the fibration has a dagger cleavage.
Finally, note that for a map (f, g) : (I, A) −→ (J,B) we require that g be linear in A.
Then because g is linear in A
(f, g)†† = (f, g†[I])† = (f, g†[I]†[I]) = (f, g)
by Lemma 35. Thus, the linear fibration of X is a dagger fibration. ◭
◮ Lemma 38. If X
q
−−→ B is a dagger fibration with a dagger cleavage, then each fiber q-1(A)
is a †-category, and reindexing preserves the dagger.
Proof. First, q∗−1(A) is the category whose objects are those of q−1(A), and whose morph-
isms X −→ Y are spans of the form X
h
←−− Y = Y . These then correspond isomorphically to
maps Y
h
−−→ X in q−1(A), and in fact there is an isomorphism of categories αA that sends
(v, 1) 7→ v. The dagger on q−1(A) is defined by the following diagram:
q−1(A) q∗−1(A)
q−1(A)op
( )†
A
( )†[A]
αA
:=
The isomorphism αA also induces a reindexing for opposite fibers:
u∗ := q−1(A)op
α
−1
A−−−→ q∗−1(A)
u∗
−−→ q∗−1(B)
αB−−−→ q−1(B)op
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Then consider the following diagram:
q−1(A) q∗−1(A) q−1(A)op
q−1(B) q∗−1(B) q−1(B)op
u∗
( )†[A]
( )†
A
u∗
αA
u∗
( )†[B]
( )†
B
αA
The right square and top and bottom triangles commute definitionally. The commutativity of
the left square follows from the fact that ( )† sends cloven cartesians to cloven cartesians. ◭
4.3 Characterization of Cartesian reverse differential categories
We have seen in the previous sections that a Cartesian reverse differential category is a
Cartesian differential category whose associated linear fibration is a dagger fibration in which
each fibre has †-biproducts. In this final section, we show that this collection of structures
characterizes Cartesian reverse differential categories.
◮Definition 39. Let X be a Cartesian differential category. We say that X has a contextual
linear dagger when the linear fibration is a dagger fibration
L˜in(X) L˜in(X)
∗
X
pi
( )†
pi∗
and each fiber category Lin(X)[A] has †-biproducts.
By Lemma 38, every fiber of such a fibration is a †-category, and reindexing functors
preserve the dagger. We denote the † in the fiber Lin(X)[A] by ( )†[A]. In particular we note
that ( )†[A] preserves the additive structure. Before giving the main theorems of this section,
we will need the following lemma:
◮ Lemma 40. Let X be a Cartesian differential category with a contextual linear dagger.
For any map A
f
−−→ B the following diagram commutes.
(A×B)×A A×B
A×A B
D[D[f ]†[A]]†[A×B]
pi1〈1,0〉×1
D[f ]
As done in the proof of Lemma 12, we will distinguish maps f : A × B −→ C as maps in
Lin(X)[A] by underlining them f : B −→ C.
Proof. First note that for any C ×A
f
−−→ B in Lin(X)[C], that is, f is linear in A, we have
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the following equalities:
f †[C] = ((ι0 × ι1)D[f ])
†C (Lemma 12)
= (ι0 × 1) ((1× ι1)D[f ])
†[C] (reindexing preserves †)
= (ι0 × 1)
(
ι1D[f ]
)†[A]
= (ι0 × 1)D[f ]
†[C×A]π1 (†-biproducts in the fiber)
= (ι0 × 1)
〈
π0,D[f ]
†[C×A]
〉
π1π1
= (ι0 × 1)D[f ]
†[C×A]π1
So f †[C] = (ι0 × 1)D[f ]
†[C×A]π1. Now, let A
f
−−→ B be any map. Note that D[f ] is linear
in its second A, and thus D[f ]†[A]†[A] = D[f ]. Then applying the above result to D[f ]†[A]†[A]
we get D[f ] = (ι0 × 1)D[D[f ]
†[A]]†[A×B] as required. ◭
◮ Theorem 41. A Cartesian differential category X with a contextual linear dagger is a
Cartesian reverse differential category with reverse differential combinator R defined as fol-
lows (for a map A
f
−−→ B):
R[f ] := A×B
D[f ]†[A]
−−−−−−→ B
Proof. We define the reverse differential combinator as follows
A
f
−−→ B
A×B −−−−−−−−−−−→
R[f ] := D[f ]†[A]
A
noting the above makes sense because D[f ] is linear in the second A.
[RD.1] The calculation is as follows
R[f + g] = D[f + g]†[A]
= (D[f ] + D[g])†[A]
= D[f ]†[A] + D[g]†[A]
= R[f ] + R[g]
Similarly, R[0] = 0.
[RD.2] Note that linear implies additive and the typing of † on a a fiber sends maps that
are linear in their second argument to maps that are linear in their second argument.
In particular D[f ]†[A] Is linear in its second argument. Thus
〈a, b+ c〉R[f ] = 〈a, b+ c〉D[f ]†[A] = 〈a, b〉R[f ] + 〈a, c〉R[f ]
Similarly, 〈a, 0〉R[g] = 0.
[RD.3] To show that R[1] = π1, first note that †[A] is a functor in the fiber over A. In
particular 1†[A] = 1 but 1 = π1. Then we note that
R[1] = (D[1])†[A] = π
†[A]
1 = 1
†[A] = 1 = π1
Similarly, † is a gives a †-biproduct structure in each fiber, hence πi
†[A×B] = ιi.
Then,
R[π0] = (D[π0])
†[A×B] = (π1π0)
†[A×B] = π0
†[A×B] = ι0 = π1ι0
as desired. Similarly, R[π1] = π1ι1.
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[RD.4] We have the following calculation, where we note that the pairing in a fiber is the
pairing of the maps in the underlying category.
R[〈f, g〉] = D[〈f, g〉]†[A]
= (〈D[f ],D[g]〉)†[A]
= (〈D[f ],D[g]〉)†[A]
= (D[f ]ι0 + D[g]ι1)
†[A]
= π0D[f ]
†[A] + π1D[g]
†[A] † is contravariant
= 〈π0, π1π0〉D[f ]
†[A] + 〈π0, π1π1〉D[g]
†[A]
= (1× π0)R[f ] + (1× π1)R[g]
[RD.5] Here we use that [RD.5] is equivalent to asking that the assignment
X
R
−−→ L˜in(X)
op
; f 7→ (f,R[f ])
be functorial. Also, [CDC.5] says that
X
D
−−→ L˜in(X); f 7→ (f,D[f ])
is functorial. Then we have
X
D
−−→ L˜in(X)
†
−−→ L˜in(X)
op
is the assignment f 7→ (f,R[f ]). Hence, as functors compose, [RD.5] holds.
[RD.6] Our goal is to show that
〈1× π0, 0× π1〉 (〈1, 0〉 × 1)R
(3)[f ]π1 = (1 × π1)R[f ]
Here we use the coherence Lemma 40:
〈1× π0, 0× π1〉 (〈1, 0〉 × 1)R
(3)[f ]π1
= 〈1× π0, 0× π1〉 (〈1, 0〉 × 1)D[D[D[f ]
†[A]]†[A×B]]†[(A×B)×A]π1
= 〈1× π0, 0× π1〉D[D[f ]
†[A]]
Now we invoke the fact that dagger sends maps that are linear in their second
argument to maps that are linear in their second argument. Thus D[f ]†[A] is linear
in its second argument. But then that means
〈1× π0, 0× π1〉D[D[f ]
†[A]] = (1× π1)D[f ]
†[A] = (1× π1)R[f ]
as desired.
[RD.7] This is immediate from Lemma 40: applying it twice to both sides gives D[D[f ]] =
exD[D[f ]] which holds by [CDC.7].
◭
We conclude with the main result of this paper:
◮ Theorem 42. A Cartesian reverse differential category is precisely a Cartesian differential
category with a contextual linear dagger.
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Proof. Let X be a Cartesian reverse differential category. Then X is a Cartesian differential
category by Theorem 16, its associated linear fibration is a dagger fibration by Theorem 37,
and each fibre has †-biproducts by Proposition 24.
Conversely, if X is a Cartesian differential category with contextual linear dagger, then
X is a reverse differential category by Theorem 41.
The only thing left to show is that the constructions of reverse derivatives and Cartesian
derivatives used in the above are inverse to each other.
First, on the one hand, if we start with a Cartesian differential category with contextual
linear dagger, form the reverse derivative from this, then form a Cartesian derivative from the
induced reverse derivative, Lemma 40 says that the resulting induced Cartesian derivative
structure is the starting differential structure.
On the other hand, suppose that we start with a reverse derivative, and define the
Cartesian derivative by D[f ] = (〈1, 0〉 × 1)R(2)[f ]π1. Then, after this we use the induced
contextual † of Definition 39, to define a reverse derivative. This has
A
f
−−→ B
A×A
〈1, 0〉 × 1
−−−−−−−→ (A×B)×A
R
(2)[f ]
−−−−−→ A×B
pi1−−→ B
D[f ]†[A] := (〈1, 0〉 × 1)R[(〈1, 0〉 × 1)R(2)[f ]π1]π1
and we want to show that D[f ]†[A] = R[f ]. Yet,
(〈1, 0〉 × 1)R[(〈1, 0〉 × 1)R(2)[f ]π1]π1
= (〈1, 0〉 × 1)((〈1, 0〉 × 1)× 1)R[R(2)[f ]π1](π0 × 1)π1
= (〈1, 0〉 × 1)((〈1, 0〉 × 1)× 1)(1× ι1)R
(3)[f ]π1
= (〈〈1, 0〉 , 0〉 × 〈0, 1〉)R(3)[f ]π1
= R[f ] Lemma 23
◭
5 Concluding remarks
This paper begins the story of categories with a reverse derivative; however, there is much
more that needs to be done in this area. Perhaps the most important next step is to add
partiality into this setting. One way to add partiality to categories is via a restriction struc-
ture [8]. The paper [7] showed how to combine a Cartesian differential structure with a
restriction structure to obtain “differential restriction categories.” This provides an axiomat-
ization for categories of smooth partial maps. A key next step is then to combine reverse
differential categories with restriction structure, and check that many of the results that
held for differential restriction categories hold for “reverse differential restriction categories”.
Such a structure would bring us even closer to a true categorical semantics for differential
programming.
Another important aspect to develop will be the term logic for reverse differential cat-
egories. The term logic for Cartesian differential categories greatly facilitates the ability
to establish and prove results in that abstract setting; a term logic for reverse differential
categories is similarly important.
Tensors are another important aspect of differential programming, and form the founda-
tions on which modern, large scale machine learning platforms are based [1]. In [3], monoidal
structure was described in a way that interacts well with differentiation. In particular, V ⊗W
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is the object for which bilinear maps V ×W −→ U correspond to linear maps V ⊗W −→ U .
Developing a similar structure for the reverse derivative will thus also be important. More
generally, there should be a notion of (monoidal) reverse differential category. These should
provide additional examples of Cartesian reverse differential categories: just as the coK-
leisli category of a (monoidal) differential category [4] is a Cartesian differential category,
so should the coKleisli category of a monoidal reverse differential category be a Cartesian
reverse differential category.
Finally, an important generalization of Cartesian differential categories are tangent cat-
egories [9], a categorical setting for differential geometry which axiomatizes the existence
of a “tangent bundle” for each object. Every Cartesian differential category gives rise to a
tangent category. A reverse derivative category should give a “category with a cotangent
bundle for each object”; defining such categories will be another important extension of this
work.
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