The purpose of this paper is to build an algebraic framework suited to regularise branched structures emanating from rooted forests and which encodes the locality principle. We establish the universal properties in the locality framework of decorated rooted forests. As an application, this universal property is applied to the multivariate regularisation of integrals indexed by forests to study their renormalisation, along the line of Kreimer's toy model for Feynman integrals.
Introduction
An algebraic formulation of the locality principle was provided in [CGPZ1] in the context of the (co)algebraic approach to perturbative quantum field theory initiated by Connes and Kreimer [CK] , [K] .
Here we apply this algebraic formulation to investigate locality structures for rooted forests which encode both branched integrals and branched sums-integrals and sums associated with forests. We further study multivariate regularisation and renormalisation of branched integrals. The case of branched sums was studied in [CGPZ2] .
The paper consists of an abstract algebraic part (Sections 1 and 2), which establishes the universal property of properly decorated rooted forests, and gives the general algebraic framework for branched structures in view of regularisation, followed by an application (Sections 3 and 4) to branched integrals in the context of Kreimer's toy model for Feynman integrals, which we revisit using a multivariate renormalisation approach.
In order to renormalise theseà priori divergent integrals, we use a multivariate locality regularisation derived from the universal property of properly decorated rooted forests instead of the usual univariate regularisation procedure [CK] and the multivariate regularisation we used before [GPZ5] , with the locality setting playing a key role. This multivariate approach gives rise to renormalised branched integrals which inherit the locality property from properly decorated rooted forests.
We next review the contents of the paper in some detail. The tools underlying the algebraic constructions in this paper are operated locality sets and algebras discussed in Section 1. They are obtained as a combination of the notions of operated sets, algebras and locality sets, locality algebras, see Paragraph 1.3. Paragraph 1.1 is dedicated to operated structures, leaving locality aside. Theorem 1.3 builds from rooted trees decorated by a set Ω, the free object in the category of Ω-operated monoids. Alongside these results, in Corollary 1.4 we reprove the fact that the space spanned by rooted forests decorated with Ω is the initial object in the category of Ω-operated monoids [G1, Mo] .
The universal property is then implemented to lift maps from the decoration set Ω to maps defined on forests decorated by Ω when Ω is equipped with additional structures. In Proposition 1.5 a map φ : Ω −→ Ω on the decorating monoid (algebra) Ω is lifted to a morphism of monoids (algebras) φ : F Ω −→ Ω from rooted forests decorated with Ω. The universal property is further discussed in a relative context in Proposition 1.6 to lift a morphism φ : Ω 1 −→ Ω 2 of monoids (algebras) to a morphism φ : F Ω 1 −→ F Ω 2 of monoids (algebras).
In Paragraph 1.2, we recall the concept of locality and in Paragraph 1.3 we introduce the notions of operated locality structures, and before that the notions of operated locality set in Definition 1.12, of operated locality semigroups, monoids and algebra.
Section 2 deals with the universal property of properly decorated rooted forests. In Paragraph 2.2 we consider properly decorated forests, to which we extend the universal properties of ordinary decorated forests incorporating locality. Theorem 2.6 is the locality version of Corollary 1.4, Proposition 2.7 and Corollary 2.9 are the locality version of Propositions 1.6 and 1.5 respectively. Paragraph 2.4 discusses Hopf algebra structures on trees; in Proposition 2.11 we show that properly decorated rooted forests have a locality Hopf algebra structure.
In Section 3 we implement the aforementioned universal locality properties on forests to the study of branched integrals in the context of Kreimer's toy model [K] , to construct a regularisation of branched integrals in the locality setup.
For this purpose, we build a locality morphism in several steps. In Paragraph 3.1, we first introduce the group ring M[L] over the algebra M of meromorphic germs linear poles generated by an additive monoid L of multivariate linear forms, and equip it with a locality algebra structure ⊥ in Paragraph 3.2. In Paragraph 3.3, we view (M[L], ⊥) as a locality algebra operated by L (Lemma 3.2). Paragraph 3.4 is dedicated to locality morphisms defined on forests decorated by (L, ⊥). The universal property discussed in Theorem 2.6 yields a M[L]-valued locality algebra homomorphism R (Lemma 3.3, Lemma 3.3) defined on L-decorated forests, from which we build an L-valued locality morphism R 1 on L-decorated forests. We moreover provide an explicit formula of its evaluation on properly decorated forests and show that it is a locality algebra morphism in Proposition 4.2.
In Section 4, following the renormalisation scheme by locality morphisms presented in Paragraph 4.1, we build a renormalised map π + R 1 . It takes values in holomorphic germs at zero which we evaluate at zero to build the renormalised map as a locality character R ren on the locality algebra of properly decorated forests ( Proposition-Definition 4.3). An interesting feature of this renormalisation process is that similar properly decorated rooted frosts (see Definition 4.4) have the same renormalised values.
In conclusion, this paper provides new algebraic tools for multivariate renormalisation associated with tree structures, some of which were used in [CGPZ2] . This multivariate renormalisation scheme is then implemented on a non-trivial example, namely Kreimer's toy model. It sets foundations for a better understanding of the renormalisation group in the multivariate setup, and the study of more realistic physical models.
Locality operated sets and algebras
In this section we introduce the concepts of locality operated set, semigroup and algebra, and construct the free objects in the corresponding categories. For this purpose we first revisit these concepts and constructions without the locality conditions, and later equip with a locality structure.
1.1. Operated structures and free objects. After recalling the concepts of operated structures, we give the free construction for operated sets, operated semigroups and monoids, and operated algebras, successively.
1.1.1. The notion of operated structures. Let Ω be a set. Recall that an Ω-operated set (resp. semigroup, monoid, vector space, unital algebra) (U, β) (resp. (U, m U , β), (U, m U , 1 U , β), (U, +, β), (U, m U , +, β)) (see [G1, G2] ) is a set (resp. semigroup, monoid, vector space, unital algebra) U together with a set of operators β := β Ω U := {β ω := β ω U : U → U | ω ∈ Ω} parameterised by Ω. More precisely, this means that there is a map
. The maps β ω U are often called grafting operators. In the case of a vector space or a unital algebra, we also assume that the operators β ω U are linear.
A homomorphism from an Ω-operated object (U, β U ) to an Ω-operated object (V, β V ) is a morphism f : U → V in the suitable category with the property
(2) f (β ω U (u)) = β ω V (f (u)) ∀u ∈ U, ω ∈ Ω. We also have the category OS Ω (resp OSG Ω , resp. OM Ω , resp. OA Ω ) of Ω-operated sets (resp. semigroups, resp. monoids, resp. algebras) 1.1.2. Free operated monoids and algebras. We first consider free objects in the categories of various operated algebraic structures. For "classical" algebraic structures without operators, such as associative and Lie algebras, the free objects have a generating set X. For operated algebraic structures, we already have a set of operators. So we need to be careful to distinguish the two sets: the set of operators (labeled by Ω ) and the set X of generators for a free object. Even though for the applications in this paper, the generating set X will be taken to be the empty set, we give a uniform approach with arbitrary generating sets which might be applied to broader contexts.
We next construct free objects in the category of Ω-operated monoids and algebras, with the latter following naturally from the former.
Let us introduce some terminology. A rooted tree is a connected loopless graph, with a partial order on its set of vertices and one unique minimal element, called the root. A rooted forest is a concatenation of rooted trees. Any maximal vertex (i.e. one that has no element above it) for this partial order is called a leaf. The set of leaves of a forest F is denoted by l(F ). For a rooted forest or rooted planar forest F , let V (F ) denote the set of vertices of F . A vertex of F is called non-leaf or interior if it is not a leaf vertex. For the tree with unique vertex, the vertex is taken to be a leaf vertex. The following concept is a natural generalisation of notions from [G1, ZGG] .
Definition 1.1. Let Ω and X be disjoint sets. An (Ω, X)-decorated rooted forest is a pair (F, d) , where F is a rooted forest and d : V (F ) → Ω∪X from the set V (F ) of vertices of F is such that d(V (F ) \ l(F )) ⊆ Ω, i.e. whose restriction to the non-leaf vertices is in Ω (but whose restriction to the leaf vertices is in Ω ∪ X). Let F Ω,X denote the set of (Ω, X)-decorated rooted forests together with the "empty tree" denoted 1.
For ω ∈ Ω, we define the grafting operator B ω + : F Ω,X → F Ω,X which sends any rooted forest (F, d) to a rooted tree by adding to (F, d) a new root decorated by ω, and sends the empty tree 1 to the tree • ω with a single leave decorated by ω. We set B := {B ω + | ω ∈ Ω}. The number of vertices of a rooted forest, which we call the degree of the rooted forest, provides a grading on forests and decorated forests. The following simple result further follows from the analog statement in the undecorated case. See [G1] for example.
Let
Lemma 1.2. An (Ω, X)-decorated rooted forest (F, d) is either 1 or can be written in an unique way as follows:
(ii) If F is a non-empty tree not in the image of i, then (F, d) 
Theorem 1.3. Let Ω and X be sets with Ω non-empty. (i) The operated set (F Ω,X , B), with the forest concatenation, is an Ω-operated commutative monoid with unit 1. The linear span (KF Ω,X , B) is an Ω-operated unital commutative K-algebra. (ii) The operated monoid F Ω,X together with the map
is the free object on X in the category of Ω-operated commutative monoids. More precisely, for any Ω-operated commutative monoid (U, β) and map f :
The operated algebra K F Ω,X is the free object on X in the category of Ω-operated commutative algebras, characterised by a universal property similar to the previous one.
Proof. (i) Since the concatenation of forests is associative with unit 1, the operated set (F Ω,X , B) is an Ω-operated monoids and the linear spans are operated algebras.
(ii) To verify the desired universal property of the Ω-operated monoid (F Ω,X , B), for an Ω-operated monoid (U, β) and a set map f : X → U, we show that there is a unique morphism of Ω-operated monoidf : F Ω,X → U such thatf • i = f . For this purpose, we definef (F, d) by induction on deg(F, d) ≥ 0. If deg(F, d) = 0, then (F, d) = 1 and we definedf = 1 U , the identity of U. If deg(F, d) = 1, then (F, d) = • a for some a ∈ Ω ∪ X. Then we definē
Suppose thatf (F, d) have been defined for all (F, d) with deg (F, d) ≤ n for a given n ≥ 1 and consider (F, d) with deg(F, d) = n + 1. Then (F, d) = 1. So by Lemma 1.2, either (F, d) 
thanks to the induction hypothesis in both cases. This completes the inductive construction off . Furthermore, by construction we havef • i = f . To prove the uniqueness off , assumef ′ : F Ω,X → U is an Ω-operated monoid with f ′ • i = f . We verifyf (F, d) =f ′ (F, d) by induction on deg (F, d) . First
This verifies the case for deg (F, d ) ≤ 1. Then the same inductive proof as above carries through to complete the induction.
(iii) This is immediate since taking the linear span on a set gives the free module on the set. 1.1.3. Initial objects and the relative extensions. We will be most interested in a special case of (Ω, X)-decorated forests, namely when X = ∅ is the empty set. Since there is unique map (known as the empty map) from ∅ to any set, the subsequent statement follows from Theorem 1.3. Let Ω be a monoid (resp. an algebra). Let φ : Ω → Ω be a map (resp. linear map). Then Ω becomes an Ω-operated structure with the operators
, ω, ω ′ ∈ Ω. It then follows from Corollary 1.4 that Proposition 1.5. Let Ω be a commutative monoid (resp. algebra). A (resp. linear) map φ : Ω → Ω induces a unique homomorphism
of commutative monoids (resp. algebras) such that
Proof. As we observed before the proposition, (Ω,
is an Ω-operated commutative monoid (resp. algebra). Thus by Corollary 1.4, there is a unique homomorphismf : F Ω → Ω of Ω-operated monoids (resp. algebras). Therefore Eq. (4) boils down to the compatibility condition for the Ω-operations.
We next extend the universal property of F Ω to the relative context. Proposition 1.6. Let Ω 1 and Ω 2 be sets and let (U, β) be an Ω 2 -operated commutative monoid. A map φ : Ω 1 → Ω 2 lifts uniquely to a homomorphism of operated monoids as defined in Eq. (2):
More precisely φ ♯ is characterised by the properties
for Ω 1 -decorated rooted forests (F, d) ,
The same applies when Ω 1 , Ω 2 are monoids (resp. algebras), U is an Ω 1 -operated monoid (resp. algebra) and φ : Ω 1 → Ω 2 is a map (resp. linear map).
The universal property of F Ω 1 in Corollary 1.4 then yields a unique homomorphism φ ♯ :
F Ω 1 → U of Ω 1 -operated commutative monoids as stated in the proposition.
1.2. Locality sets and algebras. We first recall the concept of a locality set introduced
We also use the alternative notations X × ⊤ X and X ⊤ 2 for ⊤. In general, for any subset U ⊂ X, let
We call two subsets A and B of a locality subset (X, ⊤) independent, if A × B ⊂ ⊤. Thus a locality relation ⊤ on a set X induces a locality relation on the power set P(X), which we denote by the same symbol ⊤ so that (P(X), ⊤) is a locality set. We note that P(X) ⊤ = P(X ⊤ ).
Recall that two maps Φ, Ψ :
is called a locality map if Φ⊤Φ. Given two locality sets (X, ⊤ X ) and (Y, ⊤ Y ), let Mor ⊤ (X, Y ) denote the set of locality maps from X to Y .
Here are some examples of locality sets used later on.
Example 1.7. (i) The power set P(S) of any set S can be equipped with the independence relation:
(ii) A locality structure on the set of decorations of decorated rooted forests induces one on the rooted forests. Indeed, given a locality set (Ω, ⊤ Ω ), the set F Ω of Ωdecorated rooted forests can be equipped with the following independence relation induced by that of P(Ω):
Then (F Ω , ⊤ F Ω ) is a locality set. Let KF Ω be its linear span, with the induced locality relation denoted by ⊤ K F Ω .
We also recall the concepts of locality monoids and locality algebras.
Definition 1.8.
(i) A locality semigroup is a locality set (G, ⊤) together with a product law defined on ⊤:
for which the product is compatible with the locality relation on G, more precisely
Note that, because of the condition (9), both sides of Eq. (10) are well-defined for any triple in the given subset.
We denote the locality monoid by
⊤ which is compatible with the linear structure on V in the sense that, for any subset X of V , X ⊤ is a linear subspace of V . (vi) Let V and W be vector spaces and let ⊤ :
for which all the pairs arising in the above expressions are in V × ⊤ W . (vii) A nonunitary locality algebra over K is a locality vector space (A, ⊤) over K together with a locality bilinear map
is a locality monoid. We shall omit explicitly mentioning the unit 1 A and the product m A unless this generates an ambiguity.
Here is a straightforward consequence of the above definition.
Example 1.10. This example is borrowed from [CGPZ1] . The set M(C ∞ ) of meromorphic germs at zero with linear poles equipped with the independence relation ⊥ Q (written ⊥ later on as the scalar product Q will be fixed) and the pointwise product gives rise to a locality monoid M(C ∞ ), ⊥ Q , · .
Example 1.11. A central example of a locality monoid in this paper is that of trees. Given a locality set (Ω, ⊤ Ω ), the set F Ω of Ω-decorated rooted forests can be equipped with the independence relation defined in Example 1.7.(ii). The concatenation product of forests induces a disjoint product (F 1 
1.3. Locality operated structures. We now combine the locality and operated structures.
Definition 1.12. Let (Ω, ⊤) be a locality set. An (Ω, ⊤)-operated locality set or simply a locality operated set is a locality set (U, ⊤ U ) together with a partial action
satisfying the following compatibility conditions.
(i) For
In other words, if (ω, u, , u 
There are variations and generalisations of the compatibility conditions, such as the subsequent direct consequences of the axioms.
Definition 1.14. Let (Ω, ⊤) be a locality set.
is a locality semigroup and (U, ⊤ U , β) is a (Ω, ⊤)-operated locality set such that
) which is also a locality algebra (resp. unitary algebra) and a locality (Ω, ⊤)-operated semigroup (resp. monoid), satisfying the additional condition that for any ω ∈ Ω, the set {ω} ⊤ Ω,U := {u ∈ U | ω⊤ Ω,U u} is a subspace of U on which the action of ω is linear. More precisely, the last condition means let u 1 , u 2 ∈ U. If u 1 , u 2 ∈ {ω} ⊤ Ω,U then for all k 1 , k 2 ∈ K, we have
Example 1.15. A locality semigroup (G, ⊤, ·) is a locality (G, ⊤)-operated semigroup for the action α : G × T G → G given by the product on G.
A locality operated semigroup (resp. monoid) (U, ⊤ U , β, m U ) expands to a locality operated nonunitary algebra (resp. algebra) (KU, ⊤ KU , β, m KU ) by linearity.
The proof follows from that of the case without the (Ω, ⊤ Ω )-action.
Definition 1.18. Given (Ω, ⊤ Ω )-operated locality structures (sets, semigroups, monoids, nonunitary algebras, algebras) (U i , ⊤ U i , β i ), i = 1, 2, a morphism of locality operated locality structures is a locality map f :
Remark 1.19. Note that the last equation encodes the fact that whenever (ω, u) ∈ Ω × ⊤ U 1 , we have (ω, f (u)) ∈ Ω × ⊤ U 2 .
Universal properties of forests: locality version
2.1. Properly decorated forests. We first equip properly decorated rooted forests and the resulting linear space with the structures of a locality Ω-operated monoid and algebra. We then prove their universal properties in the category of locality operated monoids and algebras.
Definition 2.1. Let (Ω, ⊤) be a locality set. An Ω-properly decorated rooted forest is a decorated rooted forest f = (F, d F ), whose vertices are decorated by mutually independent elements of Ω. When Ω is clear from context, we call them properly decorated forests. Let F Ω,⊤ Ω denote the set of Ω-properly decorated rooted forests, and K F Ω,⊤ Ω be its linear span. The set F Ω,⊤ Ω inherits the independence relation ⊤ F Ω of F Ω , denoted by ⊤ F Ω,⊤ Ω , and K F Ω,⊤ Ω inherits the independence relation
It is easy to see that the disjoint union of forests in F Ω defines a locality monoid structure on F Ω,⊤ Ω , and thus a locality algebra structure on K F Ω,⊤ Ω . This leads to the following straightforward yet fundamental result.
Proof. (i) It follows from the definition that (F Ω,⊤ Ω , ⊤ F Ω,⊤ Ω , 1) is a locality monoid. The grafting operators on this locality monoid further satisfy the conditions of a locality (Ω, ⊤)-operated monoid;
(ii) follows from (i) by linear extension.
Lemma 2.3. Let (Ω, ⊤ Ω ) be a locality set. An Ω-properly rooted decorated forest in F Ω,⊤ Ω is either the empty tree 1 or it can be written uniquely in one of the following forms:
Proof. The statements hold for any decorated forest without any independence requirement [G1] . If a decorated forest has independent decorations, then the independence conditions in the statements automatically hold.
The following results are also easy to verify.
Lemma 2.4.
(i) For rooted forests (F 1 , d 1 ), · · · , (F n , d n ) ∈ F Ω,⊤ Ω , the product forest (F 1 , d 1 ) · · · (F n , d n ) lies in F Ω,⊤ Ω if and only if (F i 
The following characterisation of a morphism of operated commutative monoids will later be useful.
Lemma 2.5. Let U be an (Ω, ⊤ Ω )-operated commutative monoid. A map η : F Ω,⊤ Ω → U is a morphism of operated commutative monoids if and only if (i) η(1) = 1 U ; (ii) for any (F, d) , F, d) ) holds.
Proof. (=⇒). Suppose that η : F Ω,⊤ Ω → U is a morphism of operated commutative monoids. Then conditions (ii), (iv) and (v) hold by the locality of the map η and its compatibility with the actions of (Ω, ⊤ Ω ). Condition (i) is the unitary condition and Condition (iii) follows since the concatenation is the product in F Ω,⊤ Ω . (⇐=). Now suppose that all the conditions are satisfied, so that we only need to verify that η is multiplicative. For any (F 1 
. By Lemma 2.3, we have decompositions
of (F i , d i ) into rooted trees. Furthermore, by Lemma 2.4, the concatenation (F 1 , d 1 )(F 2 , d 2 ) is well-defined in F Ω,⊤ Ω and then the decomposition of (F 1 , d 1 )(F 2 , d 2 ) in Lemma 2.3 is 1 , d 1,1 ) · · · (T 1,n 1 , d 1,n 1 )(T 2,1 , d 1,1 ) · · · (T 2,n 2 , d 2,n 2 ).
This gives the multiplicativity of η: η((F 1 , d 1 )(F 2 , d 2 )) = η((T 1,1 , d 1,1 ) · · · (T 1,n 1 , d 1,n 1 )(T 2,1 , d 1,1 ) · · · (T 2,n 2 , d 2,n 2 )) = η(T 1,1 , d 1,1 ) · · · η(T 1,n 1 , d 1,n 1 )η(T 2,1 , d 1,1 ) · · · η(T 2,n 2 , d 2,n 2 ) = η(F 1 , d 1 )η(F 2 , d 2 ), as required.
2.2. The universal property of properly decorated rooted forests. In this part, we study the universal properties of properly decorated rooted forests. It is well known that the number of vertices in a forest defines a grading which makes F Ω into a graded monoid, and further K F Ω into a graded algebra. Restricting the grading to properly decorated forests, we obtain locality graded operated monoids and algebras.
Theorem 2.6. Let a locality set (Ω, ⊤ Ω ) be given. (i) The quintuple (F Ω,⊤ Ω , ⊤ F Ω,⊤ Ω , B + , ·, 1) is the initial object in the category of (Ω, ⊤ Ω )operated commutative locality monoids. More precisely, for any (Ω, ⊤ Ω )-operated commutative locality monoid U := (U, ⊤ U , β U , m U , 1 U ), there is a unique morphism η := η U : F Ω,⊤ Ω → U of (Ω, ⊤ Ω )-operated commutative locality monoids; (ii) (K F Ω,⊤ Ω , ⊤ K F Ω,⊤ Ω , B + , ·, 1) is the initial object in the category of (Ω, ⊤ Ω )-operated commutative locality algebras;
Proof. (i) We first deal with the case of a commutative locality monoid. Let an (Ω, ⊤ Ω )operated commutative locality monoid (U, ⊤ U , β U , m U , 1 U ) be given. We only need to prove that there is a unique morphism
By Lemma 2.5, we only need to prove that there is a unique map η : F Ω,⊤ Ω → U satisfying the conditions (i) -(v). For k ≥ 0, we set
We want to prove by induction on k that there is a unique map η k : F k → U fulfilling the conditions in Lemma 2.5 when F Ω,⊤ Ω is replaced by F k , in which case, we call the corresponding conditions Condition (j) k for i ≤ j ≤ v .
When k = 0, we have F k = {1}. Then only Condition (i) and Condition (ii) apply when (F, d) = (F ′ , d ′ ) = 1, giving the unique map
Another instructive example to study before the inductive step is the case k = 1, so
Now let k ≥ 0 be given and assume that there is a unique map η k :
then the degree of f is at least 1. So Lemma 2.3 shows that either there is a factorisation f = f 1 · · · f n , n ≥ 2, into independent properly decorated rooted trees, or f = B ω + (f) for f independent of • ω and necessarily in F k . By Lemma 2.5, the only way to define η k+1 (f) is
Next we verify that the map η k+1 obtained this way indeed satisfies Conditions (i ) k+1 -(v ) k+1 . By the above equation and the inductive hypothesis, η k+1 satisfies Condi-
Depending on whether f or f ′ lies or not in F k , there are four cases to consider. In the case when both f and f ′ are in F k , the condition is satisfied by the induction hypothesis. For the remaining three cases, the verifications are similar, the most complicated one being when neither f nor f ′ lies in F k . So we will only verify this case. For this case, we further have four subcases depending on which of the two forms in Lemma 2.3 that f or f ′ takes. Subcase 1. f = f 1 · · · f n , n ≥ 1, for independent properly decorated trees f 1 , · · · , f n and f ′ = f ′ 1 · · · f ′ n ′ for independent properly decorated trees f ′ 1 , · · · , f ′ n ′ . Then all the factor trees are pairwise independent. Since all the factor trees are in F k , by the inductive hypothesis of Condition (ii) k , their images η k (f i ), 1 ≤ i ≤ n, η(f ′ j ), 1 ≤ j ≤ n ′ , are pairwise independent in U. By Lemma 1.9, the products η k (f 1 ) · · · η k (f n ) and η k (f ′ 1 ) · · · η k (f ′ n ′ ) are independent. But by the construction of η k+1 in Eq. (12), the last two products equal to η k+1 (f 1 · · · f n ) and η k+1 (f ′ 1 · · · f ′ n ′ ). This gives Condition (ii ) k+1 in this subcase. by Eq. (12) . This gives Condition (ii ) k+1 in this subcase.
Subcase 3. f = f 1 · · · f n , n ≥ 2, for independent properly decorated trees f 1 , · · · , f n and
This subcase follows from the previous subcase by the commutativity of the concatenation of the forest product and the locality relation.
Since the two forests are independent, we have
Then the locality of η k , in particular Condition (iv ) k , guaranteed by the induction hypothesis, gives
which yields, by Lemma 1.13 and Eq. (12),
This gives Condition (ii) k+1 in this case. We have therefore completed the verification of Condition (ii) k+1 . Let us finally check Condition (v ) k+1 assuming the induction hypothesis, distinguishing two cases: f ∈ F k+1 is of the form f = f 1 · · · f n , n ≥ 2, for independent properly decorated trees
as needed.
In the second case, similarly we have (ω,
This completes the verification of Condition (iv ) k+1 . With this, the inductive proof of the uniqueness and completeness of η k , k ≥ 0 with Conditions (i ) k -(v ) k is completed.
The second part of the theorem can be proved by linear spanning for which the proof is the same.
2.3. Branching of locality maps. We next move to the relative case. Given two locality sets (Ω i , ⊤ Ω i ), i = 1, 2, let • L ⊤ (Ω 1 , Ω 2 ) denote the set of locality maps φ : Ω 1 −→ Ω 2 ; • L Ω 1 ,Ω 2 (U 1 , U 2 ) denote the set of morphisms between (Ω i , ⊤ Ω i )-operated locality structures (U i , ⊤ U i , β i ) of the same type.
All these sets are equipped with the independence relation of maps: φ, ψ :
By the same proof as the one of Proposition 1.6, we obtain Proposition 2.7. Let (Ω 1 , ⊤ Ω 1 ) , (Ω 2 , ⊤ Ω 2 ) be two locality sets and let φ : (Ω 1 , ⊤ Ω 1 ) −→ (Ω 2 , ⊤ Ω 2 ) be a locality map.
(i) For any commutative locality monoid (U, ⊤ U , β U,+ , m U , 1 U ), there is a unique lift of φ to a morphism of operated commutative locality monoids φ ♯ : F Ω 1 ,⊤ Ω 1 −→ U, which gives rise to a map
(ii) For any commutative locality algebra (U, ⊤ U , β U,+ , m U , 1 U ), there is a unique lift of φ to a morphism of operated commutative locality algebras φ ♯ : F Ω 1 ,⊤ Ω 1 −→ U, which gives rise to a map
We call φ ♯ the φ-lifted map, which by construction is characterised by the following properties:
for any mutually independent properly Ω 1 -decorated rooted forests (F 1 , d 1 ), · · · , (F n , d n ) and any ω ∈ Ω 1 independent of (F, d) .
The following example of locality operated monoids will be useful in the sequel.
Lemma 2.8. Let (Ω, ⊤ Ω , m Ω , 1 Ω ) be a locality monoid and let φ : Ω −→ Ω be a locality map such that φ⊤Id Ω . Define
Then (Ω, ⊤ Ω , β φ , m Ω , 1 Ω ) is an (Ω, ⊤ Ω )-operated monoid.
Proof. The axioms for a locality operated monoid on U = Ω are checked as follows. Let (ω, u, u ′ ) be in Ω ⊤ 3 . Then m Ω (ω, u)⊤ Ω u ′ holds. Since φ⊤Id Ω , we obtain (β ω φ (u), u ′ ) = (φ(m Ω (ω, u)), u ′ ) which is ⊤ Ω .
Let (ω, ω ′ , u) be in Ω ⊤ 3 . Then ω⊤ Ω m Ω (ω ′ , u) and hence ω⊤ Ω φ(m Ω (ω ′ , u)). This means that (ω,
Applying Proposition 2.7, we obtain Corollary 2.9. Let (Ω, ⊤ Ω ) be a commutative locality monoid (resp. a unital commutative locality algebra, a locality monoid, a unital locality algebra). A map φ : (Ω, ⊤ Ω ) −→ (Ω, ⊤ Ω ) such that φ⊤Id Ω induces a unique morphism of commutative locality monoids (resp. unital commutative locality algebras) φ : F Ω,⊤ Ω −→ (Ω, ⊤ Ω ), (resp. φ : K F Ω,⊤ Ω −→ (Ω, ⊤ Ω )). φ is called the φ-branched map. By construction it is characterised by the following properties:
for any mutually independent properly decorated forests where (F 1 , d 1 ) , · · · , (F n , d n ) ∈ F Ω 1 ,⊤ Ω 1 , and any ω ∈ Ω 1 which is independent of (F, d) .
Proof. Let (Ω, ⊤ Ω ) and φ : Ω −→ Ω be as in the statement of the Corollary. By symmetry of ⊤ Ω , φ⊤Id implies φ⊤φ,i.e. that φ is a locality map. Then by Lemma 2.8 we can apply Proposition 2.7 in the special case Ω 1 = Ω 2 = Ω with the map Id Ω : (Ω, ⊤ Ω ) −→ (Ω, β φ ). Then we have φ := Id ♯ , which has the stated properties by definition of ♯.
Remark 2.10.
• Writing φ := Id ♯ might seem confusing since no φ appears on the right hand side. Of course, this is a notation artifact: φ does play a role in the right hand side, since the lift ♯ is made with respect to the operation β φ . A more rigourous notation would be Id ♯,β φ which we have not opted for in order to lighten the notations.
• One could also prove the Corollary as a consequence of Theorem 2.6, in the same way that Proposition 1.5 is derived from Corollary 1.4.
Locality Hopf algebra on properly decorated forests.
Let Ω be a set. The algebra KF Ω of Ω-decorated rooted forest form a connected Hopf algebra with the grading given by the number of vertices and with the coproduct [CK] recursively defined by the cocycle condition
which also has the explicit form (see e.g. [F] ):
with Ad(F ) the set of admissible cuts of F , P c (F ) and R c (F ) respectively the foliage and trunk of the admissible cut c. Here we follow the standard notations of [F] and refer to this text for precise definitions.
Proposition 2.11. Let (Ω, ⊤) be a locality set. The locality algebra KF Ω,⊤ of properly decorated forests equipped with the coproduct in Eq. (19) is a connected locality Hopf algebra.
Proof. On the grounds of Proposition 2.2, it remains to show the locality of the coproduct. But since (F, d F ) ∈ F Ω,⊤ is proper decorated, its subforest F ′ and the resulting F \F ′ are independent properly decorated forests.
Multivariate regularisation of branched Riemann integrals
We apply the framework previously developed to study Kreimer's toy model.
3.1. Linear complex powers: the algebra M[L]. We adapt the terminology from [GPZ1] to the algebraic locality framework developed in [CGPZ1] . We consider the filtered Euclidean space
by means of the direct system i n : R n → R n+1 , n ≥ 1, of standard embeddings. It is equipped with the inner product Q which on R n induces an isomorphism
Here M(R n ⊗ C) is the algebra of multivariate meromorphic germs at 0 with linear poles and real coefficients [GPZ1, GPZ2] .
We set
The algebra M(R n ⊗ C) is equipped with the linear decomposition
as the direct sum of the subalgebra M + (R n ⊗ C) of holomorphic germs and the space M − (R n ⊗ C) generated by polar germs. These decompositions are compatible with the maps j * n , thus we have (21)
In the algebra of functions with complex variables in C ∞ and with one real variable x, we consider the M-module of linear combinations
It is an M-subalgebra since x L , L ∈ L is closed under multiplication. It can further be checked that x L , L ∈ L, are linearly independent over M(C ∞ ). Thus it is isomorphic to the group ring M[L] over M generated by the additive monoid L. We will henceforth make this identification.
Remark 3.1. Elements x L ∈ M[L] are particular instances of the more general (multivariate) holomorphic families of classical symbols considered in [CGPZ2] -with the difference that there they are symbols on [0, +∞) and here on (0, +∞).
A locality structure on M[L]
. The algebra M of meromorphic germs at zero with linear poles can be equipped with at least two different locality relations, both of which are defined in terms of a given inner product Q on R ∞ , which we omit in the notation, writing ⊥ for the corresponding orthogonality relation u ⊥ v ⇐⇒ Q(u, v) = 0.
(i) Recall from Example 1.10 that M can be equipped with the independence relation ⊥ introduced in [CGPZ1]: Dep(g) ) .
The pointwise product gives rise to a locality algebra (M, ⊥) and (L, ⊥) is viewed as a locality subspace of the locality linear space (M, ⊥). (ii) There is another locality structure on M discussed in [CGPZ3] , which is also compatible with the ordinary product of functions.
Let (e n , n ∈ N) denote a Q-orthonormal basis of R ∞ . Recall that the support of f ∈ M, denoted Supp(f ), is the smallest subset among the subsets J ⊂ N such that the family of basis vectors {e * j , j ∈ J} generate a subspace containing Dep(f ) and equip M with the locality relation
which makes M a locality vector space. The locality set (M, ⊤ dis ) equipped with the product of functions is a locality algebra [CGPZ3, Proposition 2.6]. A locality relation ⊤ on M, induces one on the space M[L]:
and (M[L], ⊤) is a locality algebra. Using L as the set of decorations for rooted forests in the previous sections, we have the L-operated (resp. (L, ⊤))-operated (resp. locality) monoid F L (resp. F L,⊤ ) and the corresponding locality algebra RF L,⊤ .
M[L]
as an operated locality algebra. We revisit a map defined in [GPZ5] , viewing it here as an operating map on M[L]: 
Proof. We first prove that I L defines a map from M[L] to M[L]. By the M-linearity, we only need to prove
For fixed x > 0 and z ∈ C, the map y −→ y −z (y+x) k is locally integrable on (0, +∞). ∈ (0, 1) , an explicit computation gives:
,
It follows that for any complex number in the strip ℜ(z) ∈ (0, 1), we have
As a consequence of this explicit formula, the map z −→ 
I
The conditions for (M[L], I) to be an (L, ⊤)-operated locality algebra are then easy to check.
3.4. Locality morphisms on rooted forests. Recall from Paragraph 3.2, that RF L,⊤ comes equipped with a locality relation induced by the locality relation ⊤ on L, for which (RF L,⊤ , ⊤) is a locality algebra. The universal property of the (L, ⊤)-operated algebra RF L,⊤ discussed in Theorem 2.6 yields a locality algebra homomorphism
(with I := {I L , L ∈ L}) which is the unique one satisfying the following conditions:
The subsequent statement follows from [GPZ5, Lemma 4.5] .
Lemma 3.3. For any decorated rooted forest (F, d) ,
where the sum and product run over all vertices v of the forest, and L v is the sum of decorations associated to vertices of the sub-trees with root v: L v := w≥v l w .
Proof. Because of the uniqueness of the operated algebra homomorphism R satisfying the conditions in Eqs. (25) - (27), we only need to verify that the map defined by the right hand side of the equation in the lemma satisfies the same three properties. The first property is already given in Eq. (25). The second and third properties are easy to verify noting that the right hand side is Combining the locality properties of ev 1 and R leads to the following properties of their composition:
Proposition 4.2. Let ⊤ be a locality relation on M given by (22) or (23) In particular, for independent properly decorated forests (F, d) and (F ′ , d ′ ), we have R 1 (F, d)⊤R 1 (F ′ , d ′ ) and R 1 ((F, d) • (F ′ , d ′ )) = R 1 (F, d) R 1 (F ′ , d ′ ).
The locality algebra homomorphism: Composing with π + yields the subsequent statement.
Proposition-Definition 4.3. The map R ren on RF L,⊥ defined as (31) R ren := ev 0 π + R 1 where ev 0 : M + −→ C denotes the evaluation at 0, is a locality character on the locality algebra RF L,⊥ , called the renormalised character on RF L,⊥ .
4.2. Similar forests. The renormalised character R ren has very special properties.
Definition 4.4. Two properly decorated rooted forests (F 1 , d 1 ) and (F 2 , d 2 ) are called similar if F 1 = F 2 and there exists a constant c ∈ R >0 such that Q(d 1 (v), d 1 (v)) = c Q(d 2 (v), d 2 (v)) for any v ∈ V (F 1 ) = V (F 2 ).
Proposition 4.5. For similar properly decorated rooted forests (F 1 , d 1 ) and (F 2 , d 2 ) with Q(d 1 (v), d 1 (v)) = c Q(d 2 (v), d 2 (v)) for any v ∈ V (F 1 ) = V (F 2 ), then R r (F 1 , d 1 ) = R r (F 2 , d 2 ) .
Proof. Let F v denote a subtree of F = F 1 = F 2 with root v. Then
for any v, w ∈ V (F ). Now we prove by induction on |V | that
if g is holomorphic. This is obvious for |V | = 0. Notice that for fixed i = 1 or 2, {L iv } v∈V is linearly independent, now we do what we did in [GPZ4] to get Laurent decomposition.
For w ∈ V (F ), let
Let us order V (F ) by 1, · · · , k in which V is {1, · · · , n}, then g(· · · L ′ i(t−1) , L ′ it + n j=ℓ a itj L ij , L i(t+1) , · · · ) − g(· · · L ′ i(t−1) , L ′ it + n j=ℓ+1 a itj L ij , L i(t+1) , · · · ) L iℓ is holomorphic, and g(L iw , w ∈ V (F )) − g(L ′ iw , w ∈ V (F )) = tℓ g(· · · L ′ i(t−1) , L ′ it + n j=ℓ a itj L ij , L i(t+1) , · · · ) − g(· · · L ′ i(t−1) , L ′ it + n j=ℓ+1 a itj L ij , L i(t+1) , · · · ).
The induction hypothesis,
, then yields the conclusion.
This concludes the renormalisation of branched integrals via locality morphisms by means of the multivariate renormalisation scheme developed in [CGPZ1] in the framework of Kreimer's toy model.
