Herein we investigate whether QM/MM could prove useful as a tool to study the often subtle binding phenomena found within pharmaceutical drug discovery programs. The goal of this investigation is to determine whether it is possible to employ high level QM/MM calculations to answer specific questions around a binding event in a cycle time that is aligned with medicinal chemistry synthesis. To this end QM/MM calculations have been performed on four protein kinase-ligand complexes using five different levels of theory, using standard hardware, in an effort to assess their utility. We conclude that the accuracy and turnaround time of such calculations mean they could prove valuable to (1) probe the subtle nature of the interactions within protein active sites, (2) facilitate the interpretation of poorly resolved electron density, and (3) study the impact of substituent changes on the binding conformation or in the assessment of alternate scaffolds. In practice, the successful application of such methods will be limited by the size of the system under investigation, the level of theory used, and whether there is a need for conformational sampling.
INTRODUCTION
Structure-based drug design (SBDD) is an important component of the drug discovery process which sees the optimization of a lead molecule in a rational, structurally enabled manner, to realize a more potent, developable molecule in the fewest number of chemistry iterations. [1] [2] [3] [4] Determination of high resolution protein-ligand complexes, via X-ray crystallography or NMR, means computational chemistry methods can be used to virtually design small numbers of molecules to probe the existing interactions found in the protein-ligand complex and also explore the active site for any additional hydrophilic or hydrophobic interactions to increase affinity. [5] [6] [7] [8] The resolved atomic coordinates from an X-ray crystallography experiment, the most common source of data, represents an interpretation of the electron density of a static crystal structure, which itself is an average of a dynamic system. 9, 10 Although the iterative refinement of the electron density involves a cross-validation procedure coupled with predetermined libraries of bond distances, angles, and dihedrals compiled from existing solved complexes, 11 the results are unlikely to be error-free, especially with low resolution diffraction data. 2, 7, [12] [13] [14] For example 3-phenylpropyl-amine bound to trypsin (1TNK) and an agonist of PPAR-Gamma (1WM0) both display pyrimidal SP2 carbon atoms, while the resolved haem group of P450-2C9 (1R9O) shows significant distortion ( Figure 1 ). An additional limitation of X-ray crystallography is that to test a hypothesis, a molecule must be designed, synthesized, crystallized, and diffracted and finally the structure solved before it can be used by a program team. This process can sometimes take months to realize a result if at all in difficult cases, meaning the cycle time can be incompatible with those of medicinal chemistry.
Computational chemistry in contrast allows the testing of a hypothesis in minutes to hours using conventional, high throughput empirical methods such as GOLD, 15 GLIDE, 16 or COMFA. 17 However reservations have been raised in the literature recently regarding the accuracy of such methods, particularly in the fields of docking and scoring [18] [19] [20] [21] and QSAR. 22, 23 These failures can be attributed to a number of factors including inaccurate or incomplete force-field parameters, such as for metals, 24 the neglect of protein flexibility or ensemble averaging, 9, 10 or due to deficiencies with the empirical docking score. This is essentially a global QSAR model that will suffer if the validation procedure is not rigorous 25, 26 or because of the neglect of the domain of applicability, 27 a concept not considered in docking and scoring.
Quantum mechanics (QM) is a theoretically rigorous method capable of accurately reproducing experimental phenomena and is a potential solution in the iterative SBDD process. 7, 28 QM methods offer significant advantages over empirical molecular mechanics (MM) methods, for example, being capable of accounting for charge delocalization/ polarization and the accurate treatment of metal atoms in protein systems. 24 SAR investigations by Senger et al. 29 for example highlight the issues with empirical force field methods through the calculation of dihedral energy barriers for fragments using B3LYP/6-31G*, MMFF, 30 and OPLS 31 methods. The results in Figure 2 show that a considerable difference exists between the MM methods and DFT based results, which is disconcerting given the latter method has been shown to be in good agreement with experiment based on population distributions derived from the CSD. 32 QM methods allows one to accurately calculate internal energies and describe the range of complex interactions observed between a protein and ligand including very strong hydrogen bonds (H-Bonds) between 1.2 and 1.5 Å, often observed within catalytically active proteins, moderately strong H-bonds (1.5-2.2 Å) such as NH-O/N, OH-O/N), weak H-bonds such as CH-O and CH-N (∼2.0-3.0 Å), 33 π-π stacking (edge to face or parallel displaced), to cation-π interactions. 34, 35 To model a typical sized protein-ligand complex using reasonable levels of QM theory alone (i.e B3LYP/6-311++G**) would be computationally unfeasible, but compromise solutions exist, including a range of hybrid QM/MM methods, [36] [37] [38] [39] [40] linear scaling semiempirical, 41 and ab initio methods. 42 We focus on the former method where the key active site residues and the bound ligand can be treated using more accurate QM methods (termed inner region here), and the remaining less critical residues are modeled using an MM force field (outer region). By incorporating the MM point charges of the outer region directly into the QM calculation the crucial longer range electrostatic effects can be assessed directly.
QM/MM methods [36] [37] [38] [39] [40] have been used to model reaction mechanisms of pharmaceutically relevant targets, to help our understating of P450 mediated metabolism 43 and in efforts to improve the docking and scoring problem. 44 It has been suggested that conformational sampling in conjunction with QM/MM will be necessary to predict biological parameters such as binding infinities or rates. 45 In the ONIOM 39, 40 based implementation used here the total QM/MM energy is computed as the QM energy of the inner region including the MM charges, plus the MM energy of the whole outer region, minus the MM energy of the inner region.
In this study we explore whether QM/MM can be used to supplement X-ray crystallography in SBDD programs, whereby high quality theoretical structures of analogs incorporating relatively small iterative changes could be derived from the former, to rapidly answer specific hypotheses in a cycle time more aligned with medicinal chemistry synthesis. We do this by assessing the performance of a range of computational methods to describe the interactions in 4 separate protein kinase complexes (Table 1) , these representing a target class where SBDD plays a crucial role. To this end we employ a QM/MM model where the inner region consists of the ligand and the backbone of 3 amino acids of the so-called hinge, 46 and the remaining protein is modeled using MM. The QM region is fully optimized using 4 different levels of theory (B3LYP/6-311++G**, B3LYP/ 6-31G**, HF/3-21G*, and PM3), and the MM region is treated using the Universal Force Field (UFF). A purely force field based solution is also derived using the Merck Molecular Force Field (MMFF) for the purpose of comparison. To test the effectiveness of each theoretical method we assess the concordance of the theoretical coordinates to those of the original crystallographic structures using the root mean The corresponding results for thiophene were also obtained using the same methodology as described in ref 29 . For the thiophene fragment, the OPLS method shows the same energy profile as the DFT result but with markedly higher barriers, while MMFF displays a subtly different profile but comparable overall barriers. For the sulfonamide fragment both MM methods show considerably different profiles and energy barriers when compared to the DFT results, indicating the subtle errors associated with MM based methods.
squared deviation (RMSD), the computed H-bond distances, and the electron density where available.
COMPUTATIONAL PROCEDURES
Crystal structures of 4 protein-kinases (2UVX, 1WCC, 1O9U, 17wh) containing small molecule ligands were downloaded from the RCSB protein databank 47 (Table 1) . As is common in many theoretical studies, 19 cofactors, ions, or water molecules are removed from the protein-ligand complexes for computational efficiency, and the impact of this will be discussed later. Each protein was subsequently prepared using the protein preparation wizard in Maestro. 48 Hydrogen atoms were added to the system, and ionizable amino acid side chains were protonated assuming a pH of 7.4. The system then underwent restrained minimization using the IMPREF utility, only to optimize hydrogen atoms and to remove any high energy contacts or distorted bonds, angles, and dihedrals. These coordinates were used for the subsequent QM/MM calculations.
All QM/MM calculations were performed in Gaussian 03 49 using the ONIOM methodology developed by Morokuma and co-workers. 39, 40 Our strategy is to use the highest levels of QM possible for a reasonable computational resource, to mirror how one might use the methodology in a program environment where rapid turnaround is required. To this end we have employed the smallest acceptable QM region consisting of the bound ligand and the backbone of the 3 amino acids of the hinge, with the point charges of the outer MM region being electrically embedded. Where bonds cross the QM and MM interface, the valences were satisfied by hydrogen link atoms. In this case the outer region is kept fixed, and the charges are assigned using the charge equalization method. 50 The latter method has been demonstrated to produce molecular charges that correlate well with more expensive QM calculations. The inner QM region was treated using a range of different levels of theory: B3LYP/ 6-311++G**, B3LYP/6-31G**, HF/3-21G*, and PM3. Electrical embedding was used in all cases apart from PM3. Mechanical embedding was used as the former is not supported (Gaussian 03 enables both mechanical and electrical embedding to be used in ONIOM calculations, unlike earlier versions where only the former is supported). The van der Waals contribution to the protein-ligand complexes was treated classically using the universal force field (UFF). 51 While this combination has been successfully applied in the past for calculations on large representations of 3-dimensional zeolites catalysts, [52] [53] [54] some concerns have been raised with QM/MM methods, including the use of nonideal empirical functions (i.e., Lennard-Jones potentials) to compute interactions across the QM and MM interface and the issue of overpolarization of the QM region. 55 With these issues in mind, we assess the utility of the method to protein kinases by comparison of the theoretical coordinates to those from the original X-ray experiment.
All Gaussian 03 calculations were submitted as single processor jobs on a Linux cluster and took no more than 2 days to converge.
For the purpose of comparison the prepared protein-ligand complexes were also assessed using force field methods alone. In this case the whole protein was fixed, and the ligands alone were optimized using MMFF as implemented in MOE. 56 More conventional force field methods for simulating protein-ligand complexes were not considered due to the relatively time-consuming setup required to prepare each ligand correctly. 57, 58 3. RESULTS
The RMSDs and H-bond distances obtained from the five different calculations on each of the four protein-ligand complexes are reported in Table 2 . We first discuss this output obtained in terms of the RMS deviation between the experimental and theoretical coordinates as this is the most commonly used parameter in such studies. The results in a Listed are the heavy atom RMSD to the original crystallographic coordinates and the H-bond distance between the inhibitor acceptor and the central hinge donor (HB1), and between the inhibitor donor and the inner hinge acceptor (HB2). Hydrogen atoms were added to the original X-ray structure using the OPLS-AA force field as implemented in Maestro.
Table 2 unsurprisingly show that the lower the resolution of the X-ray structure the larger the RMSD, irrespective of the theoretical model. The lowest resolution structure, 1O9U, is solved to 2.4 Å resolution, and the average RMSD of theoretical models is ∼0.8 Å. In contrast 2UVX, the highest resolution structure at 2.0 Å, displays a mean RMSD of ∼0.2 Å. In between these, 1WCC and 1W7H are solved to a resolution of 2.2 Å, and the RMSDs of the theoretical structures are ∼0.3 Å on average. It is reported that the experimental atomic positional errors for complexes with resolutions between 1.8 and 2.0 Å will range from ∼0.2-0.3 Å. 12, 14 The highest level B3LYP/6-311++G**//UFF results do not show demonstrably different RMSDs than any of the other theoretical models. This however may be a reflection of the fact that the 1-dimensional RMSD value captures an average effect and because the X-ray coordinates themselves are not error free. In fact, the focus on this parameter in docking studies has come in for criticism recently as they themselves are a fitted atomic model derived from the electron density. 59 We therefore conclude that starting from the X-ray coordinates, all methods give qualitatively the same minima. However, as we shall see later, the HF and DFT methods more effectively reproduce the H-bond distances and orientations than the more approximate PM3 and MMFF based methods.
RMSD values of ∼0.3 Å could be naively interpreted as meaning the theoretical models are equally plausible representations of the electron density since they lie within the error of the X-ray coordinates. To assess this further we compared the X-ray structure and B3LYP/6-311++G** optimized structure to the original electron density for the two complexes where it has been reported ( Figure 3) .
In 2UVX (2.0 Å) the solved heavy atom coordinates of the ligand lie directly within the well defined electron density, giving us confidence in the experimental result. The QM/ MM results can be distinguished from the latter by the presence of the hydrogen atoms, and from Figure 3a it is apparent that the B3LYP/6-311++G** optimized coordinates also fit perfectly within the electron density. Interestingly, the indole proton is not planar with the aza-indole ring, distorting to a dihedral angle of ∼12°to maximize the H-bond interaction with the inner hinge acceptor. While the gas phase optimized structures are found to be planar, the difference in energy is typically <0.5 kcal/mol meaning the improved H-bonding interaction overcomes the small distortion cost. Experimental evidence for this type of effect can be seen from both microwave studies of common substituents such as aniline 60 and from an analysis of small molecule structures reported in the CSD where hydrogen atom positions have been resolved. A search for aniline containing small molecule structures also reveals numerous examples of NH bonds deviating from the expected planarity where favorable H-bonds are made (∼50% deviating >10°). These subtleties would not be picked up using force field methods. More computational intensive calculation may be needed to study this issue further (i.e. MP2) due to known deficiencies of DFT methods.
For 1O9U (2.4 Å) the situation is less clear. As discussed above the theoretically optimized coordinates, including those at the highest B3LYP/6-311++G** level of theory, display rather large RMSDs to the solved crystal coordinates, being the largest observed for all the 4 complexes considered here. This is inline with the relatively low resolution indicating the result could be a function of the experimental data, the theoretical method, or a combination of both. In Figure 3b one observes a sizable shift between the X-ray coordinates of 1O9U and those derived at the B3LYP/6-311++G**// UFF level of theory, which could be taken to mean the latter method has performed poorly. However, the solved X-ray coordinates do not fit into the experimental electron density particularly well, with a sizable portion of undefined density lying toward the phosphate binding pocket. Comparison of this X-ray structure to the ATP mimetic found in 1J1B reveals the latter lies much closer to the hinge and does not put its ribose ring anywhere near the ambiguous density. The 1O9U result could have arisen due to incomplete crystal lattice occupancy. This is where other unit cells might contain differing mixtures of ligand, solvent and co-factors, and in such situations efforts to obtain an atomic solution for one ligand will be detrimentally affected by the ambiguous density. From Figure 3b it is clear the QM/MM optimized 1O9U structure occupies a halfway position between the two X-ray structures. It is again interesting to note that the Figure 3 . Illustration of the reported electron density of 2UVX (2.0 Å) (top) and 1O9U (2.4 Å) and how they relate to the solved X-ray coordinates (blue) and those determined using QM/MM (red). For 1O9U the higher resolution structure (1j1b, 1.8 Å) is shown for the purpose of comparison (green). The electron density (2fo-fc) is contoured at the 1.0σ and 1.5σ levels, respectively.
aromatic-amine substituent of the QM/MM optimized structure is nonplanar, one hydrogen being ∼4°and the other ∼13°to the plane of the ring to maximize the interaction with the hinge acceptor.
Relative Performance of the Different QM/MM Methods. To allow for a more detailed examination of the differences between the different theoretical structures and experimental structure, a graphical illustration of the 3D coordinates is given in Figure 4 and a plot of the corresponding H-bond distances in Figure 5 . A visual inspection of the 3D coordinates derived using the B3LYP/6-311+ +G**//UFF, PM3//UFF and MMFF methods shows that they are all qualitatively very similar. However, from Figure 5 it is clear that the more accurate computational methods generally display H-bond distances (either to the outer hinge donor, central acceptor, or inner donor) that are closer to the original X-ray coordinates. PM3 and MMFF show much greater variability than the DFT or HF methods, MMFF in particular displaying either much too short (1WCC and 17wh) or too long H-bonds (2UVX). It is reasonable to assume that this is a result of approximations in empirical and semiempirical methods to make them computationally more attractive and the lack of polarization in both methods.
For 2UVX all theoretical methods display comparable RMSDs, but analysis of Figure 4 shows MMFF to be shifted toward the hinge, explaining the unnaturally short H-bond distances observed in Figure 5 . It is found for QM/MM methods that as the underlying QM description increases in rigor so too does the correspondence with experiment, in particular performing better than the empirical MMFF model. Nonetheless, the DFT and HF methods predict H-bonds distances of unequal length to the hinge, unlike the X-ray structure. The highest level B3LYP/6-311++G**//UFF results lie within the error of the experimental data based on the RMSD, and given that the X-ray structure is itself based using an iteratively solved, parametrized method that is known to introduce errors, it is interesting to consider which more accurately reflects reality.
For 1WCC the QM/MM methods display much lower RMSDs than the MMFF conformation, and it can be seen from Figure 4 that this is due to the rotation of the ligand as a result of the perceived unfavorable CH-N interaction with the hinge. This however can be categorized as a weak H-bond interaction 33 which is picked up the QM based methods. We also see that as the accuracy of the QM method increases the predicted H-bond distance approaches that of the X-ray structure.
In 1O9U all QM/MM methods display rather large RMSDs, and as discussed earlier, this is likely to have arisen due to experimental limitation of the lower resolution data. Each of the theoretically derived structures displays a comparable RMSD, and the 3D coordinates are essentially equivalent as can be seen from Figure 4 . This makes comparisons of the H-bond distances rather difficult. However, the higher resolution (1.8 Å) ATP mimetic found in 1J1B displays a H-bond distance to the hinge acceptor of 1.8 Å and 2.1 Å to the inner hinge donor, which are very similar to those obtained theoretically. The main difference observed between the different theoretical structures is the short H-bond to the inner hinge donor predicted using PM3. Both H-bonds to the hinge are equivalent length according to PM3, in contrast to experiment and higher level calculations. This is likely to be a result of the fundamental approximations used within the semiempirical method and also the lack of electrical embedding. Interestingly this is not observed for the purely empirically MMFF method.
For the 1W7H protein-ligand complex the DFT based calculations show distinctly lower RMSDs and H-bonding pattern closer to experiment compared to the other methods used. A visual inspection of the complexes in Figure 4 shows that the MMFF optimized ligand is shifted in toward the hinge, displaying unnaturally short H-bonds (1.5 Å to the hinge acceptor). In contrast, the PM3 derived structure lies more distant from the hinge (both H-bonds >2.3 Å). As we have observed with 2UVX, the B3LYP/6-311++G** result lies closer to the X-ray results overall; however, the predicted H-bonds are of different lengths. This is because the anilinelike amine hydrogens are not planer with the ring, distorting to maximize the interaction with the hinge acceptor as discussed earlier. In fact the amine nitrogen atoms and the other heavy atoms of the ring lie almost on top of each other as can be seen from Figure 4 .
An additional advantage of QM/MM methods are that ligand polarization is directly accounted for, unlike conventional MM methods. 24 The net ESP charge on the ligand at the B3LYP/6-311++G**//UFF level point to significant charge transfer within the QM region with values of 0.16 au for 2UVX, 0.12 for 1WCC, 0.13 for 1O9U, and 0.31 for 1W7H. This indicates electron density is being pulled from the ligand via the H-bond interactions onto the amino acid backbone of the hinge. This finding is in line with reports of other QM/MM simulations on other proteins. 61 It is also necessary to acknowledge the importance of protein flexibility or the presence or absence of water mediated H-bonds on these types of calculations. A larger representation of the QM region, coupled with flexible active site amino acid side chains in the MM region, could be used; however, this will be more time-consuming and will not produce the more substantial movements seen in protein kinases such as LCK (DFG loop outward rotation 62 ) or EGFR (C R-helix shift 63 ).
For QM/MM methods to be useful in SBDD they must be relatively quick to compute. The B3LYP/6-311++G**// UFF calculations performed here took no more than 2 days to complete as single processors jobs. Even though the ligands used in this study were fragmentlike in size, studies on more druglike molecules would be feasible if submitted as multiprocessor jobs or run at a more modest level of theory such as B3LYP/6-31G* or HF/3-21G. Additionally, it could be argued that there is an even greater need for more accurate methods to describe protein-ligand complexes of larger, druglike molecules since the greater number of interactions present means the flaws of empirical or semiempirical method will have an additive detrimental effect on the theoretically derived coordinates and by extension the interaction energies or score. 4 . CONCLUSIONS QM/MM calculations on four protein kinase complexes have been undertaken to assess the utility of QM/MM in SBDD environment. The results indicate that irrespective of the method, the optimized coordinates for each method are qualitively similar in terms of the computed RMSD. However, looking at the results in a less simplistic way one finds the more rigorous B3LYP/6-311++G**//UFF and B3LYP/ 6-31G**/UFF methods perform better over all four cases, leading to optimized structures that deviate least from the experimental coordinates in terms of the H-bond distances and orientation. The semiempirical and empirical methods displayed more variable performance. These results collectively suggest that the use of a DFT/UFF ONIOM scheme is sufficiently accurate to probe protein-ligand complexes that are of interest to drug discovery programs.
It can be argued that such accuracy is not required in the majority of SBDD applications, especially when empirical methods give results that are qualitatively similar. On the other hand the computation of accurate energetics, to allow the ranking/scoring of different docking poses for example, must logically require more accurate 3D coordinates and energy functions, given the failure of traditional empirical docking and scoring methods.
The utility of QM/MM to a program team will ultimately be determined by the nature of the problem facing the program, the size of the system needing simulation, the available computational resources, and the program timescales. For the relatively small number of programs that can currently comply with these conditions, the extra precision of the QM/MM methods may prove useful in (1) probing the nature of the interactions within the protein active site and the effect of molecule conformation, 64 (2) facilitating the atomic interpretation of poorly resolved electron density, and (3) studying the impact of subtle substituent changes on the binding conformation or in the assessment of alternate scaffolds.
This study is the first step in our assessment of QM/MM methods in SBDD. These results have allowed us to determine the most efficient model that can reproduce the experimentally determined structures to a high degree of accuracy. This information is now being used in a crossdocking evaluation of fragment-like leads to assess the utility of the method in a fragment based drug discovery/reduced complexity screening environment. [65] [66] [67] 
