The theory of bi-orthogonal polynomials is exploited to investigate the location of zeros of truncated expansions in orthogonal polynomials. It turns out that, subject to additional conditions, these zeros can be confined to certain real intervals. Two general techniques are being used: the first depends on a theorem that links strict sign consistency of a generating function to loci of zeros and the second consists of re-expression of transformations from [3] in an orthogonal basis.
Introduction
Expansions in orthogonal polynomials play an important role in many applications of mathematics and it is of some interest to be able to confine their zeros to specific portions of the complex plane. For this, of course, we require additional information on the expansion coefficients.
An early example of a result of this type, due to Turan [11] , concerns expansions in Hermite polynomials H,,(x). It states that the zeros of ~;-op"H,,(x), where Po, ...'Pn are real, Pn=l, lie in the complex strip {zEC:IImzl<l(M*+l)}, where M* : = max"-o ,n-llp,,l. Further results of this type are listed in Marden [6] .
A simple, but apparently new, result on zeros of truncated expansions is presented now: THEOREM 1. Let the polynomial ~~ qk Xk with real coefficients qo,..., q n have all its zeros in the open complex unit disc. Then all the zeros of the polynomial ~~ qk Tk(x), where Tk(x) = cos (k cos-1 x) is the kth degree Ohebyshev polynomial, lie in the interval (-1,1).
Proof. Since T k( cos fJ) = cos kfJ, the theorem follows by applying the argument principle to q(z) : = ~~ qk Zk along Izi = 1. As q has exactly n zeros in Izi < 1 and none on Izi = 1, it follows that its argument varies by 2n1T. Thus n Re q( ei8) = ~ qk cos kfJ 0 has exactly n zeros for 0 ~ fJ < 1T. The statement of the theorem follows at once.
A similar result can be readily obtained, by an identical technique, for Chebyshev polynomials Un of the second kind.
In this paper we present several results that relate loci of zeros of truncated expansions in orthogonal polynomials to certain properties of expansion coefficients. The common denominator of our results is that they are based on a method, introduced by Iserles and Nersett [3] , to locate zeros of some polynomials. We will now review briefly this method.
Let ~(x,p), XE (a, b), pE (c, d) be a distribution in x for all relevant values of the parameter p. Further, assume that d~(x, p) = w(x, p) da(x), where w(.,p) is a Cl[a,b], strictly sign-consistent (see Karlin and Studden[5] ) function, whereas a is a distribution, independent of p. Given n parameters Pl,...,Pn in (c,d), we say that the nth degree polynomial Pn(x;Pl,...,Pn), which is not identically zero, is bi-orthogonal if J:Pn(X;P1"..,Pn)d</>(X,PZ) =0
(l= 1,...,n).
Bi-orthogonal polyno~ials are investigated in detail in Iserles and Nersett [4] . In particular, it is demonstrated there that, subject to the above conditions, Pn (as a function of x) possesses exactly n zeros in the interval [a, b] . Let :?7 be a transformation that maps the set of nth degree polynomials into itself in the following manner: given a polynomial q n with the zeros PI"'" Pn E C we set :?7{qn} = Pn(' ;P1' ...'Pn) (given Pn for PI' ...'PnE (c, d), the definition can be typically extended to PI' ..., Pn E C, except, possibly, for a finite set of points). It is now clear that the transformation :?7 maps polynomials with all their zeros in (c, d) into polynomials with all zeros confined to [a, b]. Moreover it is frequently possible to prove that the zeros of the transformed polynomial reside, in fact, in the open interval (a,b). Iserles and Nersett [3] provide a long list of such transformations and a forthcoming paper will address itself to characterizing all transformations of this form, subject to some extra conditions. This result on zero-mapping transformations is used in the present paper in two distinct ways. First, we establish a connection between a specific family of distributions </> and generating functions of orthogonal polynomial sequences, a connection that leads to a general theorem on zeros of truncated expansions in the underlying orthogonal polynomials. This is the theme of §2. In §3 we exploit this theorem to derive several results on specific sequences of orthogonal polynomials. For example, we prove the following results.
(i) If the polynomial ~~ qk Xk has only real zeros, then this is also the case with the polynomial ~~qkHk(x), where Hk is a Hermite polynomial.
(ii) If the polynomial ~~qkxk has all its zeros in (-1,1), then all the zeros of n k' --.!1.L L<;)(x) 0 (1 +a)k are non-negative. Here L~(%) is a Laguerre polynomial, and a > -1.
(iii) If the polynomial ~~qkxk has all its zeros in (-1,1), then the expansion in ultraspherical polynomials
has all its zeros in (xi) Given that £%0"'" £%n > 0 and ~~ 1Jk(X-£%k)k has only positive zeros, then also all the zeros of ~~ 1Jk c~ak) (x) are positive. Here c~) is a Charlier polynomial.
(xii) Let ce(O, l),P > 0 and mk(' ;P,c) be a Meixner polynomial of the first kind. Hall the zeros of~~1Jk(x-pc)k reside in (O,P), then all the zeros of By strict sign consistency we mean that, for every n ~ 1 and all monotone sequences Xl < X2 < ...< xn E tB' and PI < P2 < ...< Pn E!!}; the deter-
is non-zero and of a sign that depends on n, but not on the choice of the two monotone sequences. Strict sign consistency is surveyed at length in Karlin and Studden [5] . We set
and consider the underlying set of hi-orthogonal polynomials {Pn}' Let 1 P n(X) Kn and p: = {Pn}':. The intermediate goal being to find the explicit form of Pn as a linear combination of the Pk'S, we next. evaluate the generalized moments with respect to p:
It has been proved in Iserles and N0rsett [3] and is easy to verify that, given In(p;,p) = O"np;n, where O"n =F 0 for n = 0, 1, ..., the explicit form of the nth biorthogonal polynomial is, up to a non-zero multiplicative constant, The last theorem is crucial in deriving the transformations of §3. Given an arbitrary distribution I/r and a generating function G, the task in hand is twofold: (a) determine the range of p;, necessarily symmetric with respect to the origin, such that G converges; (b) check whether G is SSG for all (or part) of the range of convergence.
Determination of the range of convergence is relatively straightforward, bearing in mind that, if G is analytic (in p;) in the neighbourhood of the origin then it remains analytic (and the series converges) within the open complex disc of radius r> 0, r being the distance of the nearest singularity from the origin.
Verification of SSG is much more intricate and has been treated (in §3) on a caseby -case basis. Nonetheless, several criteria for strict sign consistency, or, to be precise, for a slightly stronger concept of strict total positivity (STP), whereby the determinant (2'1) is positive, are very useful within this framework.
Criterion (a). The function G(x, y) = exy is STP for all x, y E ~ (see Karlin and Studden [5] ). is STP for x, y > 0 (see P61ya and Szego [7] ). Proof. Sincefis in the Laguerre-P6lya class, it is a real entire function that is the uniform limit on compact subsets of the plane of polynomials {Q,.} with only real zeros. The corollary then follows on applying Proposition 1 A to the Qn's and appealing to Hurwitz's theorem (cf. Hille [2] ) on the zeros of limits of analytic functions.
(ii) The Laguerre distribution. We choose dljl(x) = re-xdx, a> -1, C = (0,00).
This leads to the (generalized) Laguerre polynomials, with the classical generating
which is convergent for alll!"1 < 1. Thus 8n := 1. The above generating function is SSC for all x > 0 and -1 < !" < 1: the positive factor in front, independent of x, makes no difference to total positivity and our assertion follows at once from Criterion (a) of §2. Sincefn=r(a+1)(a+1)n/n!, where r is the gamma function and (a)n is a Pochhammer symbol (see Rainville [8] ), we obtain PROPOSITION 2. If all the zeros of ~~qkxk are in (-1,1) , then the polynomial~ k! qk LkcX) (x)/ (a + l)k has only non-negative zeros.
Note that if IX = 0 (the 'simple' Laguerre polynomial) then the zeros are, in fact, positive: this follows readily from the fact that (l)k = k! and LkO) (0) = 1 and becausẽ qk xk does not vanish at 1.
the well known generating function G(x,p) = e2XfJ-fJ2 (see Rainville [7] ). It is clear that the series for G converges for all x, p E ~. Moreover, it follows easily from Criterion (a) in §2 that it is STP there. Since in = 2nn!, we obtain 565 Zeros of expansions in orthogonal polynomials ( iii) The ultraspherical (Gegenbauer) distribution. Given a> -1, we choose d1jF(x) = (1 X2)IX dx, c= -1,1) This leads to the ultraspherical polynomials (i.e. Jacobi polynomials with equal parameters) p~.cx) or, with different normalization, to Gegenbauer polynomials (see Rainville [8] ).
We Proof. The proposition follows from the above discussion whenever a> -i. The borderline case a = -!, corresponding to Chebyshev polynomials, has been already dealt with in Theorem 1.
The case when a < -l must be considered, for the time being, as open: it is easy to see that G cannot be STP, but there are some indications that it is, nonetheless, SSG.
(iv) The Charlier distribution. Let a be a positive number and 1/r be a step function with jumps of e-a alll! at 1 = 0, 1, ..., and let t! = (0, CX)). The underlying orthogonal polynomials are the Charlier polynomials c~a) (see Chihara[lJ) . The generating function converges for all a < x < 1 and II"I < min{1, 1/Ial}. Its strict total positivity within this range of x and for I" > 0 can be proved from Criterion (c), by an approach that has been presented in Iserles and N0rsett [3] . We again use Theorem 2 in order to derive Note that, in contrast to the previous examples, the range of convergence and the range of strict total positivity of the generating function are different here: our statement holds, of course, for the intersection of these intervals. where 0<1>1 is a q-hypergeometric function (see Slater [9] ). The series converges for 1p,1 < 1. To prove strict total positivity (for p, > 0) we refer to lemma 25 in Iserles and N0rsett [3] , where we replace in the proof the function tjJ by a step function with jumps of al at ql for l = 0, 1, This leads at once to 
and the lemma is true.
Proof. We substitute the postulated values of r 0' ..., r n and apply' the Vandermonde theorem (see for example Slater [9] ) to sum ~l hypergeometric series with unit ,n) rl Thus, by the Vandermonde theorem,
where we have used one of the standard forms of ~ Jacobi polynomial as a terminating zF'1 hypergeometric series (see Rainville [8] ). The desired result follows at once from (4°1) on using the transformation (2x-1)Hx. Note that, again, the result is sharp, in the sense that A special case of the last proposition is of interest, since it involves a hitherto unknown summation formula for Jacobi polynomials. We set Pk == P, 1/k = 1. It is easy to verify by induction on n that, for every C E C, (a> O,a+p > 0) (4"4) Furthermore it is well known that C~)(x) = n!L~-n)(a) n n' n (-l)n-z pn-l
