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Abstract
We consider the Cox regression model and study the asymptotic global behavior of the Grenander-
type estimator for a monotone baseline hazard function. This model is not included in the general
setting of [8]. However, we show that a similar central limit theorem holds for Lp-error of the
Grenander-type estimator. We also propose a test procedure for a Weibull baseline distribution,
based on the Lp-distance between the Grenander estimator and a parametric estimator of the
baseline hazard. Simulation studies are performed to investigate the performance of this test.
Keywords: Cox regression model, Grenander-type estimator, isotonic estimation, baseline
hazard rate, central limit theorem, testing a Weibull baseline distribution, global error
1. Introduction
A common problem in survival analysis is studying lifetime distributions in the presence of
right censoring and covariates. In such cases the event time X of a subject with covariate vector
Z ∈ Rp is known only if the event occurs before the censoring time C. Hence, one observes only
the follow up time T = min(X,C) and the censoring indicator ∆ = 1{X≤C}. For a sample of
size n, data consists of i.i.d. triplets (T1,∆1, Z1), . . . , (Tn,∆n, Zn). A commonly used statistical
method for investigating the relationship between the survival time and the predictor variables is
the Cox proportional hazards model. It assumes that the hazard function at time t for a subject
with covariate vector z ∈ Rp has the form
λ(t|z) = λ0(t) eβ
′
0z, t ∈ R+,
where λ0 represents the baseline hazard function, corresponding to a subject with z = 0, and
β0 ∈ Rp is the vector of the regression coefficients. The proportional hazard property of the Cox
model allows estimation of the effects β0 of the covariates by the maximum partial likelihood
estimator while leaving the baseline hazard completely unspecified. In this paper we deal with
estimation of λ0, which is required for example when one is interested in the absolute risk for the
event to happen at a certain point in time.
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Often it is natural to assume that the function λ0 is monotone. For example, the risk of a
second event for patients with acute coronary syndrome is expected to be decreasing over time
because the conditions of patients stabilize as a result of the treatment and the natural disease
course ([11]). Moreover, in [11] it is shown that using nonparametric shape constrained techniques
leads to more accurate estimators than the traditional ones. Estimation of the baseline hazard
function under monotonicity constraints has been studied in [2], [23], [20], [21], where pointwise
rates of convergence and limit distributions have been investigated. However, for goodness of fit
tests, results on the global error of estimates are needed. Here we consider one isotonic estimator
which is the Grenander-type estimator defined in [23] and we are interested in the limit behavior,
as n→∞, of its Lp error.
Central limit theorems for the global error of Grenander-type estimators have been established
in [12], [14], [18] for the density model and in [7] for the regression setting. Later on, a unified
approach that applies to a variety of statistical models was provided in [8]. It assumes the existence
of a certain approximation of the observed cumulative hazard by a Gaussian process. That kind
of embedding is not available in the Cox model so the procedure cannot be directly applied. Here
we make use of an embedding that exists for a simpler process which can then be connected to
the observed cumulative hazard. As a result, the final approximating process will have also other
components apart from the Brownian motion. However we can show that these additional terms
do not contribute to the limit distribution.
The paper is organized as follows. In Section 2 we fix the notations and describe some common
assumptions on the model. The main results are given in Section 3 and a test for the Weibull
baseline distribution is proposed and investigated in Section 4. In order to keep the exposition
clear and simple, the proofs are deferred to Section 5, and remaining technicalities have been put
in the Supplemental Material [10].
2. Notation and assumptions
The following assumptions are common when studying asymptotics in the Cox regression model
(see for example [23]). Given the covariate vector Z, the event timeX and the censoring time C are
assumed to be independent. Furthermore, conditionally on Z = z, the event time is a nonnegative
r.v. with an absolutely continuous distribution function F (x|z) and density f(x|z). Similarly the
censoring time is a nonnegative r.v. with an absolutely continuous distribution function G(x|z)
and density g(x|z). The censoring mechanism is assumed to be non-informative, i.e. F and G
share no parameters. Moreover, we require that:
(A1) the end points of the support of F and G satisfy
τG < τF ≤ ∞,
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(A2) there exists ǫ > 0 such that
sup
|β−β0|≤ǫ
E
[
|Z|2 e2β′Z
]
<∞,
(A3) for all q ≥ 1, we have
E
[
eqβ
′
0Z
]
<∞.
Here | . | denotes the Euclidean norm and β′ denotes the transpose of β. The first assumption
tells us that, at the end of the study, there is at least one subject alive while (A2) can be seen as
conditions on the boundedness of the second moment of the covariates, for β in a neighbourhood
of β0. The third assumption is an additional one needed for our analysis in order to be able to
apply certain results on empirical process theory and entropy integrals.
The most common estimator of β0 is βˆn, the maximizer of the partial likelihood function
L(β) =
m∏
i=1
eβ
′Zi∑n
j=1 1{Tj≥X(i)}e
β′Zj
as proposed in [4] and [5], where 0 < X(1) < · · · < X(m) <∞ denote the ordered, observed event
times. On the other hand, the nonparametric cumulative baseline hazard
Λ0(t) =
∫ t
0
λ0(u) du,
is usually estimated by the Breslow estimator
Λn(x) =
∫
δ1{t≤x}
Φn(t; βˆn)
dPn(t, δ, z). (1)
where
Φn(x;β) =
∫
1{t≥x}eβ
′z dPn(t, δ, z), (2)
and Pn is the empirical measure of the triplets (Ti,∆i, Zi) with i = 1, . . . , n. From Theorem 5
in [23], under the assumption that τG < τF we have
sup
x∈[0,M ]
|Λn(x)− Λ0(x)| = Op(n−1/2), for all 0 < M < τG. (3)
Without loss of generality we can assume τG > 1 and take M = 1. (3) suggests that estimation
near the end point of the support is problematic. Thus we consider estimation of the baseline
hazard function λ0 on [0, 1] assuming that it is non-increasing on [0, 1]. Let λˆn be the Grenander-
type estimator of λ0 on the interval [0, 1], i.e. λˆn is the left hand slope of the least concave
majorant of Λn on [0, 1].
3. Main results
At a fixed point t ∈ (0, 1), under certain regularity assumptions, the Grenander-type estimator
λˆn converges at rate n
1/3 to λ0 ([23]). In the present paper, we are interested in the asymptotic
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behavior of the Lp-error of λˆn
Jn =
∫ 1
0
∣∣∣λˆn(t)− λ0(t)∣∣∣p dt, p ≥ 1.
We start by providing a uniform bound of the order n−p/3 on the Lp-error over points that are not
very close to the boundaries. In addition, we also obtain some control of the error in the boundary
regions which is of larger order. Throughout the paper we assume that (A1), (A2) and (A3) hold.
We assume moreover that τG > 1.
Theorem 1. Let p ≥ 1. Assume that on [0, 1], the follow-up time T has uniformly continuous
distribution with bounded density h such that infu∈[0,1] h(u) > 0. Suppose that λ0 and x 7→ Φ(x;β0)
are continuously differentiable and λ′0 is bounded above by a strictly negative constant on [0, 1].
There exists K > 0 and an event En with P(En)→ 1, such that
E
[
1En |λˆn(t)− λ0(t)|p
]
≤ Kn−p/3,
for all t ∈ [n−1/3, 1− n−1/3], and
E
[
1En |λˆn(t)− λ0(t)|p
]
≤ K [n(t ∧ (1 − t))]−p/2 ,
for all t ∈ [n−1, 1− n−1].
The problem of bounding the Lp-error of Grenander type estimators has been considered also
in [8] and [9]. Results in [8] hold for a general setting which includes the density model, the
right censoring model and the regression model with fixed design points. However, it excludes the
regression model with random design points, which is considered in [9], and the present case of
Cox model.
As in [8] and [9], bounds on the Lp-error of Grenander type estimators are obtained through
the more tractable inverse process Uˆn defined in (16) below. First, exponential bounds for the tail
probabilities of Uˆn are derived in Lemmas 6 and 7. Afterwards, by the switching relation, results
on Uˆn are transfered to results on λˆn. The key ingredient of the proof consists in being able to
bound probabilities of the type
P
(
sup
|t−s|<δ
|Mn(t)−Mn(s)| > x
)
(4)
where t, s ∈ (0, 1), x, δ > 0 andMn = Λn−Λ0. The setting considered in [8] assumes the existence
of polynomial bounds of order δ/nx2 for probabilities analogous to those in (4) (see Assumption
(A2) in [8]). Such an assumption can be easily verified for models where Mn is a martingale
(or can easily be connected to a martingale), for example for the right censoring model without
covariates. This is not the case in our setting, mainly because of the dependence introduced by
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Φn an βˆn. Here we obtain exponential bounds for probabilities as in (4) but the proof becomes
more technical.
The main idea is as follows. Let H and Huc denote respectively the distribution function of
the follow-up time and the sub-distribution function of the uncensored observations, i.e.,
Huc(x) = P(T ≤ x,∆ = 1) =
∫
δ1{t≤x} dP(t, δ, z), (5)
where P is the distribution of (T,∆, Z). If we define
Φ(x;β) =
∫
1{t≥x} eβ
′z dP(t, δ, z), (6)
we can write
λ0(x) =
huc(x)
Φ(x;β0)
, x ∈ [0, τH), (7)
where huc(x) = dHuc(x)/dx (e.g., see (9) in [23]) and τH is the endpoint of he support of H . For
β ∈ Rp and x ∈ R, the function Φ(x;β) can be estimated by Φn(x;β) defined in (2). Moreover, in
Lemma 4 of [23] it is shown that
sup
x∈R
|Φn(x;β0)− Φ(x;β0)| = Op(n−1/2). (8)
Using (7) and (1), we decompose the process Mn as
Mn(t) =
∫
δ1{u≤t}
Φ(u;β0)
d(Pn − P)(u, δ, z) +
∫
δ1{u≤t}
(
1
Φn(u; βˆn)
− 1
Φ(u;β0)
)
dPn(u, δ, z). (9)
The event En of the previous theorem is essentially needed to bound∣∣∣∣∣ 1Φn(u; βˆn) −
1
Φ(u;β0)
∣∣∣∣∣
uniformly over u ∈ (0, 1) in order to get rid of the dependence introduced by Φn and βˆn. Then,
we show by using Bernstein inequality that the second term of (9) has a negligible contribution
in the bounds for (4). On the other hand, in order to deal with the first term, we start by
conditioning with respect to the follow up times and then apply Doob inequality to the resulting
sum of independent random variables. This idea is somewhat similar to what is done in [9] where
conditioning with respect to the design points is needed to obtain a martingale. Details on the
proof can be found in Section 5 and in the Supplementary Material [10].
From Theorem 1, it follows immediately that np/3E[Jn] = O(1). Next, we show that n
p/3Jn is
asymptotically Gaussian. We follow the proof of Theorem 2 in [8]. There the main ingredient used
for proving asymptotic normality is Assumption (A4) which allows approximation of an analoguous
of Mn by a Gaussian process. Essentially we need to approximate a properly rescaled increment
Mn(tn) −Mn(t) by some increment Bn(t′n) − Bn(t′) of a Brownian motion or bridge Bn. Then
if Bn is a Brownian motion, the approximating process is also a Brownian motion up to some
5
normalization and the independence of its increments can be used to show asymptotic normality.
Otherwise, it can be shown that the Brownian bridge component ξn(tn− t), where ξn is a standard
normal random variable, has a negligible contribution to the limit distribution. In our case, no
such embedding for the Breslow estimator exists and the main reason is the dependence introduced
by Φn and βˆn. However, as stated in the following lemma, we can approximateMn(tn)−Mn(t) by
a process which has a Brownian bridge component and two additional terms that depend on Φn
and βˆn and are linear with respect to tn− t. Since n1/2 [Φn(t;β0)− Φ(t;β0)] and n1/2(βˆn−β0) are
asymptotically Gaussian, these additional terms can be treated in the same way as the Brownian
bridge component ξn(tn − t) and, without needing to specify the dependence between the limit
normal distributions, we can show that they have no effect in the asymptotic behavior of the
Lp-error.
Lemma 2. Suppose that λ0 and x 7→ Φ(x;β0) are continuously differentiable and bounded away
from zero on [0, 1]. Assume that, given z, the follow up time T has a continuous density uniformly
bounded from above and below away from zero. Define
A0(x) =
∫ x
0
D(1)(u;β0)
Φ(u;β0)
λ0(u) du, D
(1)(u;β) =
∂Φ(u;β)
∂β
. (10)
Let t ∈ (0, 1), Tn < nγ with γ ∈ (0, 1/12), and q ∈ [2, 2/(3γ)]. There exists a Brownian Bridge Bn
and an event En such that
Mn(tn)−Mn(t) = n−1/2 1
Φ(t;β0)
[Bn (H
uc(tn))−Bn (Huc(t))] + (βˆn − β0)′A′0(t) (tn − t)
− [Φn(t;β0)− Φ(t;β0)] λ0(t)
Φ(t;β0)
(tn − t) + rn(t, tn),
with some rn(t, tn) such that for all c > 0, there exists K > 0 that satisfies
P
[{
sup
|tn−t|≤cn−1/3Tn
|rn(t, tn)| > x
}
∩ En
]
≤ Kx−qn1−q,
for all t ∈ [0, 1], x ≥ 0.
The asymptotic mean and variance of Jn depend on the process X defined by
X(a) = argmax
u∈R
{−(u− a)2 +W (u)} (11)
where W is a standard two-sided Brownian motion. Let
kp =
∫ ∞
0
cov (|X(0)|p, |X(a)− a|p) da.
The main result is the following.
Theorem 3. Let p ∈ [1, 5/2). Assume that, given z, the follow up time T has a continuous density.
Suppose that λ0, x 7→ Φ(x;β0) are continuously differentiable and λ′0, Φ′(x;β0) are bounded above
by strictly negative constants. Moreover, assume that there exists C′ > 0 and s > 3/4 such that
|λ′0(t)− λ′0(x)| ≤ C′ |t− x|s , for all t, x ∈ [0, 1]. (12)
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Then, it holds
n1/6
(
np/3
∫ 1
0
∣∣∣λˆn(t)− λ0(t)∣∣∣p dt−mp
)
d−→ N(0, σ2p)
where
mp = E [|X(0)|p]
∫ 1
0
∣∣∣∣4λ0(t)λ′0(t)Φ(t;β0)
∣∣∣∣
p/3
dt.
and
σ2p = 8kp
∫ 1
0
∣∣∣∣4λ0(t)λ′0(t)Φ(t;β0)
∣∣∣∣
2(p−1)/3
λ0(t)
Φ(t;β0)
dt.
The main motivation for studying the Lp-error of an isotonic estimator is to construct goodness
of fit tests. However, the previous theorem only allows us to test for a fixed baseline distribution
which might not be of practical interest. Usually one would like to test a certain parametric
baseline distribution while leaving the parameters unspecified. Following the same line of argument
as in Theorem 3, we show that the following result holds. Here, λ0 takes a paramteric form,
λ0(t) = f(θ, t) with some unkown parameter θ and some known function f . For simplicity, we
assume that f ∈ C∞(Rd × [ǫ,M ]), which means that all derivatives of f exist.
Theorem 4. Let p ∈ [1, 5/2). Assume that, given z, the follow up time T has a continuous density
and λ0(t) = f(θ, t) for some finite dimensional parameter θ ∈ Rd and a strictly positive function
f ∈ C∞(Rd × [ǫ,M ]) for fixed ǫ and M such that 0 ≤ ǫ ≤ M ≤ 1. Suppose that on [ǫ,M ], λ0
and x 7→ Φ(x;β0) are continuously differentiable and λ′0, Φ′(x;β0) are bounded above by strictly
negative constants. Let θˆn be an estimator of θ, independent of the Grenander-type estimator λˆn
constructed on [ǫ,M ], such that
√
n(θˆn − θ) = OP (1) (13)
and define λθˆ(t) = f(θˆn, t). Then, it holds
n1/6
(
np/3
∫ M
ǫ
∣∣∣λˆn(t)− λθˆ(t)∣∣∣p dt−mp
)
d−→ N(0, σ2p)
where
mp = E [|X(0)|p]
∫ M
ǫ
∣∣∣∣4λ0(t)λ′0(t)Φ(t;β0)
∣∣∣∣
p/3
dt.
and
σ2p = 8kp
∫ M
ǫ
∣∣∣∣4λ0(t)λ′0(t)Φ(t;β0)
∣∣∣∣
2(p−1)/3
λ0(t)
Φ(t;β0)
dt.
The above theorem is true for instance with ǫ = 0 andM = 1 so that the interval of integration
is the same as in Theorem 3. However, we consider here the more general case for ǫ and M to
increase the applicability of the theorem. For instance, in the simulation study in the next section,
we cannot choose ǫ = 0 because the hazard for the Weibull model and its derivative diverge to
infinity at the point zero. Hence, in that case we will apply the Theorem for some ǫ > 0. At the
same time, in the simulation study we will also consider different values for the end point M (also
M 6= 1). The proof is very similar to the one of Theorem 3. Main ideas are given in Section 5
while further details can be found in the Supplementary Material [10].
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4. A goodness of fit test
The Cox regressionmodel is widely used in survival analysis and the most common and straight-
forward approach is to assume a parametric model for the baseline hazard λ0. Frequent choices of
parametric models are the Exponential, Weibull and Gompertz distribution (see for example [19]).
When one wants to model the survival distribution of a population with increasing or decreasing
risk, the Weibull distribution may be used since depending on whether the shape parameter is
greater/smaller than one, the hazard rate is increasing/decreasing. The Weibull distribution is
characterized by the shape parameter ν and the scale parameter µ. The hazard rate is given by
λ0(t) = νµ
νtν−1 for all t ≥ 0.
The adequacy of the Weibull model can be assessed by looking at the quality of the regression of
log(− log(1− Fˆn(t))) on log t, where Fˆn is an estimator of the baseline distribution function ([24]).
Indeed, if the true distribution is Weibull, then
1− F (t) = exp {−(µt)ν} and log(− log(1− F (t))) = ν log t+ ν logµ.
Such approach is commonly used in practice (see for example Section 5.2 in [3] or [6, 27]). Here
we propose a general procedure for testing a parametric assumption on the baseline distribution,
assuming that the baseline hazard function is monotone. The test is based on the Lp-distance
between the parametric estimator and the Grenander-type estimator. We describe the test and
investigate its performance for the case of the Weibull baseline distribution since it is of more
practical interest.
We assume that the baseline hazard is decreasing and we want to test whether it corresponds
to a Weibull distribution, i.e. we consider the following test
H0 : λ0(t) = νµ
νtν−1 for some µ > 0 and ν < 1
against
H1 : λ0 is decreasing.
Under the null hypothesis we estimate the baseline hazard by its parametric estimator
λθˆ(t) = νˆnµˆ
νˆn
n t
νˆn−1
where θˆn = (µˆn, νˆn) is the maximum likelihood estimator of θ = (µ, ν).
Under H1 we estimate λ0 by the Grenander-type estimator λˆn. In this case we need to consider
estimation on [ǫ,M ] with ǫ > 0 because limt→0 λ0(t) = limt→0 |λ′0(t)| =∞. We split the sample in
two parts of sizes n1 = rn and n2 = (1− r)n for some r ∈ (0, 1). We use the first part to estimate
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θ and obtain λθˆ and the second part to construct the nonparametric estimator λˆn. Hence θˆn is
independent of λˆn. Moreover, the conditions of Theorem 4 are satisfied since
√
n (µˆn − µ) = OP (1) and
√
n (νˆn − ν) = OP (1),
See for example Section 3.4 in [16]. Let 0 < ǫ < M < τH . We consider the test statistic
Tn = n
1/3
2
∫ M
ǫ
∣∣∣λˆn(t)− λθˆ(t)∣∣∣ dt
where λˆn is constructed on [ǫ,M ]. For the simulation study we consider various choices of ǫ and
M , including cases where M 6= 1 and, at level α we reject the null hypothesis if Tn > cn,α for
some critical value cn,α.
In order to avoid computation of the asymptotic mean and variance in Theorem 4, we compute
the critical value cn,α by a bootstrap procedure as follows.
Let β˜n be the maximum likelihood estimator of β0 (assuming Weibull baseline distribution).
We generate B = 1000 bootstrap samples as follows. We fix the covariates and we generate the
event time X∗i from the parametric estimator
Fθˆ(x|Zi) = 1− exp
(
−Λθˆ(x)eβ˜nZi
)
for the cdf of X conditional on Zi, where Λθˆ is the cumulative baseline hasard corresponding to
λθˆ. We assume that the censoring times Ci are independent of the covariates and we generate
C∗i from the Kaplan-Meier estimate Gˆn (independently of Zi). Then we take T
∗
i = min(X
∗
i , C
∗
i )
and ∆∗i = 1{X∗i ≤C∗i }. We divide each bootstrap sample (T
∗
1 ,∆
∗
1, Z1), . . . , (T
∗
n ,∆
∗
n, Zn) in two
subsamples of size n1 and n2. Using the first subsamples we compute the maximum likelihood
estimators θˆ∗n,j of θˆn and obtain λ
∗
θˆ,j
. From the second subsamples, we compute the Grenander-
type estimators λˆ∗n,j and the value of the test statistic
T ∗n,j = n
1/3
2
∫ M
ǫ
∣∣∣λˆ∗n,j(t)− λ∗θˆ,j(t)
∣∣∣ dt, j = 1, . . . , B.
Then we take as a critical value the 100α-th upper percentile of the values T ∗n,1, . . . , T
∗
n,B.
Consistency of the bootstrap method follows from the next theorem. Let P ∗n denote the
conditional distribution given the data. Let βˆ∗n be an estimator of β˜n in the bootstrap sample.
We assume that βˆ∗n − β˜n → 0, for almost all sequences (T ∗i ,∆∗i , Zi), i = 1, 2, . . ., conditional on
the sequence (Ti,∆i, Zi), i = 1, 2, . . ., and that
√
n(βˆ∗n − β˜n) = OP∗(1), (14)
meaning that for all ǫ > 0, there exists M > 0 such that
lim sup
n→∞
P ∗n
(√
n|βˆ∗n − β˜n| > M
)
< ǫ, P− almost surely.
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This property is proved in [15] for the maximum partial likelihood estimator in a slightly different
setting. There, the bootstrap event times are generated from a non-smooth estimator instead of
our Fθˆ.
Theorem 5. Suppose that the censoring time is independent of the covariate and the assumptions
of Theorem 4 are satisfied. Let λˆ∗n be the Grenander estimator in the bootstrap sample constructed
as above from a baseline distribution with hazard rate λθˆ. Given the data, let θˆ
∗
n be an estimator
of θˆn independent of λˆ
∗
n such that
√
n(θˆ∗n − θˆn) = OP∗(1) (15)
and define λ∗
θˆ
(t) = f(θˆ∗n, t). Then, given the data (T1,∆1, Z1), . . . , (Tn,∆n, Zn), it holds
n1/6
(
np/3
∫ M
ǫ
∣∣∣λˆ∗n(t)− λ∗θˆ(t)
∣∣∣p dt−mp
)
d−→ N(0, σ2p)
in probability where mp and σ
2
p are as in Theorem 4.
Therefore, the test that rejects the null hypothesis if Tn > cn,α, where cn,α is the 100α-th upper
percentile of the values T ∗n,1, . . . , T
∗
n,B, has asymptotic level α.
The proof follows the ones of Theorems 3 and 4 but it is more technical because the ‘true’
functions in the Bootstrap version depend on n and are less smooth than the original ones. Some
ideas are given in Section 5 and further details in the Supplemental Material [10].
To investigate the performance of the test we repeat the procedure N = 1000 times and count
the percentage of rejections. This gives an approximation of the level (or the power) of the test if
we start with a sample from a Weibull distribution (or not Weibull).
We perform the following simulation study. To investigate how the test behaves in terms of
level we start with a sample of event times from the Weibull distribution with parameters µ > 0
and ν < 1. We consider five different scenarios, depending on the choice of the parameters, which
correspond to slightly and strongly decreasing hazard rates. The real valued covariates and the
censoring times are chosen to be uniformly distributed on [0, 1] and [0, τ ] respectively. τ is chosen
in such a way that the percentage of not censored observations is around 75%. We take β0 = 0.5.
Unfortunately, it is not clear how to optimally choose ǫ andM . In practice we take ǫ to be relatively
small with respect to the range of the data and M is smaller than the last observed event time.
We compare this test with a likelihood ratio type of test (using the Grenander estimator instead
of the maximum likelihood estimator) and a Kolmogorov-Smirnov type of test. For the first one,
note that the likelihood in the Cox model can be written as
n∏
i=1
(λ0(Ti) exp(β0Zi))
∆i exp{−Λ0(Ti) exp(β0Zi)}
n∏
i=1
g(Ti|Zi)1−∆i [1−G(Ti|Zi)]∆i .
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Hence we consider the test that rejects H0 for small values of
LRn =
∏n
i=1
(
λθˆ(Ti) exp(β˜nZi)
)∆i
exp{−Λθˆ(Ti) exp(β˜nZi)}∏n
i=1
(
λˆn(Ti) exp(βˆnZi)
)∆i
exp{−Λˆn(Ti) exp(βˆnZi)}
,
where Λˆn(t) =
∫ t
0 λˆn(u) du. The second test we consider rejects H0 for large values of Sn =
sup[0,τ ] |Fθˆ(t) − Fn(t)|, where Fθˆ is the parametric estimator of the distribution function of the
event times and Fn(t) = 1− exp(Λn(t)). Note that the last test makes no use of the monotonicity
assumption. We determine the critical values of these tests through a bootstrap procedure as
described above.
Results of the simulations for sample size n = 2000, 4000 and n1 = n/2 are reported in Table 1.
Division in two subsamples of equal size seems to give better results with respect to for example
n1 = ⌊n/3⌋. However, in practice it seems that if we do not divide the sample in two part but
(µ; ν) (5; 0.5) (1; 0.1) (1; 0.9) (1; 0.5) (0.1; 0.5)
(ǫ;M ; τ) (0.1; 0.5; 0.7) (0.5; 4.5; 7) (0.5; 2.5; 3.5) (0.5; 2.5; 3.5) (1; 30; 35)
0.073 0.053 0.050 0.058 0.058
n = 2000 0.081 0.067 0.074 0.068 0.074
0.053 0.055 0.047 0.056 0.049
0.062 0.062 0.054 0.056 0.064
n = 4000 0.086 0.079 0.059 0.083 0.077
0.059 0.053 0.036 0.063 0.055
Table 1: Simulated level of Tn (first numbers), LRn (second numbers) and Sn (third numbers) for α = 0.05.
we use all the data for computing both the parametric and the nonparametric estimator, the
performance of the tests improves (see Table 2). This suggests that the independence of θˆn from
the Grenander estimator might be only a theoretical requirement and the bootstrap procedure
works even if they are dependent.
To investigate the performance of the test in terms of power we start with samples of event
times from a distribution with failure rate given by
(a) λ0(t) =
1
t+ c
and (b) λ0(t) = c+
1
2
√
t
.
Note that both these baseline distributions have decreasing hazard rates but are not Weibull. The
correspondent distribution functions are F (t) = 1− c/(t+ c) and F (t) = 1− exp(−ct−√t).
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(µ; ν) (5; 0.5) (1; 0.1) (1; 0.9) (1; 0.5) (0.1; 0.5)
(ǫ;M ; τ) (0.1; 0.5; 0.7) (0.5; 4.5; 7) (0.5; 2.5; 3.5) (0.5; 2.5; 3.5) (1; 30; 35)
0.038 0.043 0.046 0.034 0.038
n = 2000 0.040 0.029 0.068 0.040 0.041
0.046 0.039 0.044 0.053 0.047
0.051 0.051 0.038 0.046 0.044
n = 4000 0.036 0.019 0.064 0.036 0.034
0.056 0.050 0.053 0.042 0.046
Table 2: Simulated level of Tn (first numbers), LRn (second numbers) and Sn (third numbers) for α = 0.05 without
dividing in two subsamples.
Results of the simulations for sample size n = 2000, 4000 and n1 = n/2 are reported in Table 3.
Again, we repeat the simulation without dividing the sample in two subsamples. Results in Table 4
indicate that the performance of the tests improves significantly. We note that the power of the
tests depends on whether we consider alternative (a) or (b) but is not very sensitive to the choice
of the constant c. When dividing the sample in two subsamples, the test Tn is most powerful
under both alternatives (a) and (b). None of the tests is uniformly more powerful. When using
the whole sample for the computation of both the parametric and nonparametric estimators, the
test Tn becomes comparable to Sn under alternative (a). Again Tn is the most powerful of the
three considered tests for model (b).
To conclude, simulations show promising results for testing a parametric assumption (Weibull)
on the baseline distribution of the event times in the Cox model, when knowing that the hazard
rate is monotone. However, further research is needed to better understand how the constants ǫ
and M can be chosen in practice and to investigate the behavior in other scenarios.
5. Auxiliary results and proofs
In this section, we use the shorthand . instead of ≤ C where C is a constant (i.e. a real
number independent of n) that may depend on the parameters of the model such as lower or
upper bounds for the involved density functions or derivatives. Moreover, K,K1, . . . and c, c1, . . .
denote such constants. The constants may change from line to line.
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Model (a) c = 1 (a) c = 6 (b) c = 1 (b) c = 3
(ǫ;M ; τ) (0.1; 5; 6) (1; 30; 35) (0.1; 1.1; 1.3) (0.1; 0.5; 0.6)
0.385 0.333 0.302 0.311
n = 2000 0.048 0.036 0.266 0.298
0.308 0.291 0.089 0.082
0.896 0.866 0.423 0.465
n = 4000 0.158 0.145 0.338 0.398
0.587 0.556 0.168 0.169
Table 3: Simulated power of Tn (first numbers), LRn (second numbers) and Sn (third numbers) for α = 0.05.
5.1. Proof of Theorem 1
Properties of the Grenander-type estimator λˆn are commonly derived through the inverse
process Uˆn defined as
Uˆn(a) = argmax
t∈[0,1]
{Λn(t)− at} . (16)
Afterwards, what permits us to translate the results in terms of λˆn is the switching relation
λˆn(t) ≥ a if and only if Uˆn(a) ≥ t, for t ∈ (0, 1]. (17)
Moreover, let U be the generalized inverse of λ0 on R, i.e.,
U(a) =


1 if a < λ0(1);
λ−10 (a) if a ∈ [λ0(1), λ0(0)];
0 if a > λ0(0).
(18)
We aim at obtaining bounds on tail probabilities of Uˆn. A polynomial bound has been provided
in Lemma 6.3 of [21] but it is not sufficient when dealing with the global error of the estimator.
Here we derive exponential bounds which hold on an event En with P(En)→ 1 similar to the one
considered in [21]. Let us first describe this event.
For some ξ1 > 0, define
En,1 =


∣∣∣∣∣∣
√
p
∑
Ik⊆I
(
1
n
n∑
i=1
|Zi| eγ
′
kZi
)
−√p
∑
Ik⊆I
E
[
|Z|eγ′kZ
]∣∣∣∣∣∣ ≤ ξ1

 , (19)
where the summations are over all subsets Ik = {i1, . . . , ik} of I = {1, . . . , p}, and γk is the vector
consisting of coordinates γkj = β0j + ǫ/(2
√
p), for j ∈ Ik, and γkj = β0j − ǫ/(2√p), for j ∈ I \ Ik.
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Model (a) c = 1 (a) c = 6 (b) c = 1 (b) c = 3
(ǫ;M ; τ) (0.1; 5; 6) (1; 30; 35) (0.1; 1.1; 1.3) (0.1; 0.5; 0.6)
0.996 0.989 0.675 0.748
n = 2000 0.097 0.084 0.275 0.379
0.990 0.990 0.461 0.502
1 1 0.915 0.958
n = 4000 0.600 0.582 0.413 0.539
1 1 0.742 0.790
Table 4: Simulated power of Tn (first numbers), LRn (second numbers) and Sn (third numbers) for α = 0.05
without dividing in two subsamples.
It is shown in [21] (see the proof of Lemma 3.1)) that P(En,1)→ 1 and that in this event we have
sup
x∈R
|D(1)n (x;β∗n)| ≤
√
p
∑
Ik⊆I
E
[
|Z|eγ′kZ
]
+ ξ1 = ξ˜1, (20)
where D
(1)
n (x;β) = ∂Φn(x;β)/∂β and β
∗
n is a sequence such that β
∗
n → β0 almost surely. Hence,
under the assumption (A2), in the event En,1 it holds that supx∈R |D(1)n (x;β∗n)| is bounded uni-
formly in n.
Moreover, using the linear representation of the Breslow estimator in [22], for x ∈ [0, 1] and
each α > 0, we have
Λn(x) − Λ0(x) =
∫ (
δ1{t≤x}
Φ(t;β0)
− eβ′0z
∫ t∧x
0
λ0(v)
Φ(v;β0)
dv
)
d(Pn − P)(t, δ, z)
+ (βˆn − β0)′A0(x) +Rn(x),
(21)
where
sup
x∈[0,1]
|Rn(x)| = oP (n−1+α). (22)
For ξ2, ξ3, ξ4 > 0 and α > 0 (small) define
En,2 =
{
n1/2−α|βˆn − β0| < ξ2
}
, En,3 =
{
n1/2−α sup
x∈R
|Φn(x;β0)− Φ(x;β0)| ≤ ξ3
}
, (23)
En,4 =
{
sup
x∈[0,1]
|Rn(x)| ≤ ξ4n−1+α
}
.
From Theorem 3.2 in [25] and Lemma 4 in [23], it follows that P(En,2) → 1 and P(En,3) → 1.
Moreover, (22) yields also P(En,4)→ 1 and as a result for
En = En,1 ∩ En,2 ∩ En,3 ∩ En,4, (24)
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we have P(En)→ 1. This event is of interest because it allows us to bound
sup
x∈[0,1]
|Φn(x; βˆn)− Φ(x;β0)|.
Indeed, by the triangular inequality and the definition of En, we get
sup
x∈R
|Φn(x; βˆn)− Φ(x;β0)| ≤ sup
x∈R
|Φn(x; βˆn)− Φn(x;β0)|+ sup
x∈R
|Φn(x;β0)− Φ(x;β0)|
≤ |βˆn − β0| sup
x∈R
|D(1)n (x;β∗)|+
ξ3
n1/2−α
. n−1/2+α.
(25)
In particular, for sufficiently large n, we have supx∈R
∣∣∣Φn(x; βˆn)− Φ(x;β0)∣∣∣ ≤ Φ(1;β0)/2, where
Φ(1;β0) > 0 since under the assumption that τG > 1, we have P(T ≥ 1) > 0. This yields that, for
x ∈ [0, 1],
Φn(x; βˆn) ≥ Φ(x;β0)− 1
2
Φ(1;β0) ≥ 1
2
Φ(1;β0) > 0. (26)
Using (25) and (26), on the event En, for n sufficiently large, we can write
sup
x∈[0,1]
∣∣∣∣∣ 1Φn(x; βˆn) −
1
Φ(x;β0)
∣∣∣∣∣ ≤ supx∈[0,1]
∣∣∣Φn(x; βˆn)− Φ(x;β0)∣∣∣
Φn(x; βˆn)Φ(x;β0)
≤ 2
Φ2(1;β0)
sup
x∈[0,1]
∣∣∣Φn(x; βˆn)− Φ(x;β0)∣∣∣
. n−1/2+α.
(27)
The following two lemmas correspond to Lemmas 2, 3 and 4 in [8].
Lemma 6. Assume that the follow-up time T has uniformly continuous distribution with contin-
uously differentiable density h such that infu∈[0,1] h(u) > 0. Suppose that λ0 and x 7→ Φ(x;β0) are
continuously differentiable and λ′0 is bounded above by a strictly negative constant. There exist
constants K1, K2 > 0 such that, for every a ≥ 0 and x > 0,
P
({
|Uˆn(a)− U(a)| ≥ x
}
∩ En
)
≤ K1 exp
(−K2nx3) , (28)
provided that α in the definition of En is chosen sufficiently small.
Proof. From the definition of U and the fact that Uˆn is decreasing, it follows that |Uˆn(a)−U(a)| ≤
|Uˆn(λ0(0))− U(λ0(0))|, if a > λ0(0), and
|Uˆn(a)− U(a)| ≤ |Uˆn(λ0(1))− U(λ0(1))|, if a < λ0(1).
Hence, it suffices to prove (28) only for a ∈ [λ0(1), λ0(0)]. Moreover, it suffices to prove the
inequality for x ∈ [n−1/3, 1] since for x ∈ [0, n−1/3], the inequality is trivially true with K2 = 1,
K1 = exp(1) and for x > 1 the probability is zero. We start by writing
P
({
|Uˆn(a)− U(a)| ≥ x
}
∩ En
)
≤P
({
Uˆn(a) ≥ U(a) + x
}
∩ En
)
+ P
({
Uˆn(a) ≤ U(a)− x
}
∩ En
)
.
(29)
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First consider the first probability on the right hand side of (29). It is zero, if U(a) + x > 1.
Otherwise, if U(a) + x ≤ 1,
P
({
Uˆn(a) ≥ U(a) + x
}
∩ En
)
≤ P
(
{Λn(y)− ay ≥ Λn(U(a))− aU(a), for some y ∈ [U(a) + x, 1]} ∩ En
)
≤ P
({
sup
y∈[U(a)+x,1]
(
Λn(y)− ay − Λn(U(a)) + aU(a)
)
≥ 0
}
∩ En
)
.
From Taylor’s expansion, we obtain
Λ0(y)− Λ0(U(a)) ≤
(
y − U(a))a− c(y − U(a))2, (30)
where c = inft∈[0,1] |λ′0(t)|/2 > 0. Hence
P
({
Uˆn(a) ≥ U(a) + x
}
∩En
)
≤ P
({
sup
y∈[U(a)+x,1]
(
Λn(y)− Λ0(y)− Λn(U(a)) + Λ0(U(a)) − c(y − U(a))2
)
≥ 0
}
∩ En
)
.
Define
Sn(t) =
∫
δ1{u≤t}
Φ(u;β0)
d(Pn − P)(u, δ, z),
and
Rn(t) =
∫
δ1{u≤t}
(
1
Φn(u; βˆn)
− 1
Φ(u;β0)
)
dPn(u, δ, z).
Since Λn − Λ0 = Rn + Sn, it follows that the previous probability can be bounded by
∞∑
k=0
P
({
sup
y∈Ik
∣∣Sn(y)− Sn(U(a))∣∣ ≥ c
2
x2 22k
}
∩ En
)
+
∞∑
k=0
P
({
sup
y∈Ik
|Rn(y)−Rn(U(a))| ≥ c
2
x2 22k
}
∩ En
) (31)
where the supremum is taken over y ∈ [0, 1], such that y − U(a) ∈ [x2k, x2k+1∧1) with the
convention that sup over an empty set is zero. Moreover, the process Sn can be written as
Sn(t) =
1
n
n∑
i=1
(∆i − ET [∆i]) 1
Φ(Ti;β0)
1{Ti≤t}
+
1
n
n∑
i=1
(
ET [∆i]
1
Φ(Ti;β0)
1{Ti≤t} − E
[
∆i
Φ(Ti;β0)
1{Ti≤t}
])
=: S1n(t) + S
2
n(t),
where ET denotes the conditional expectation given T1, . . . , Tn. By Lemmas 12, 13 in the supple-
mentary material with
r(t) =
1
Φ(t;β0)
<
1
Φ(1;β0)
and m(t) =
E [∆ |T = t]
Φ(t;β0)
<
1
Φ(1;β0)
,
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where m is continuously differentiable under our assumptions since
m(t) =
P(∆ = 1|T = t)
Φ(t;β0)
=
huc(t)
h(t)Φ(t;β0)
=
λ0(t)
h(t)
,
it follows that
P
({
sup
y∈Ik
∣∣Sn(y)− Sn(U(a))∣∣ ≥ c
2
x2 22k
}
∩ En
)
≤ P
(
sup
y∈Ik
∣∣S1n(y)− S1n(U(a))∣∣ ≥ c4 x2 22k
)
+ P
(
sup
y∈Ik
∣∣S2n(y)− S2n(U(a))∣∣ ≥ c4 x2 22k
)
≤ K1 exp
(−K2nx323k)
(32)
for some positive constants K1, K2. Note that when we apply Lemma 12 we have
θ˜ = min
{
1,
cx222k
3x2k+1R2CeR2/2
}
= min
{
1,
cx2k
6R2CeR2/2
}
=
cx2k
6R2CeR2/2
because x2k ≤ 1 ≤ 6R2CeR2/2/c since we can choose R2, C large enough. For Lemma 13, in the
statement we can replace min
{
1, xt−1n
}
by min{K,xt−1n } for every constant K > 0. Now we take
K = c/8 and we have
min
{ c
8
,
c
4
x2 22k
(
x2k+1
)−1}
=
c
8
x2k.
Hence, from (32) it follows that
∞∑
k=0
P
({
sup
y∈Ik
∣∣Sn(y)− Sn(U(a))∣∣ ≥ c
2
x2 22k
}
∩ En
)
≤
∞∑
k=0
K1 exp
(−K2nx323k)
≤ K1 exp
(−K2nx3)
using that nx3 ≥ 1.
Now we deal with the second probability in (31). Using (27) we obtain
∞∑
k=0
P
({
sup
y∈Ik
|Rn(y)−Rn(U(a))| ≥ c
2
x2 22k
}
∩ En
)
≤
∞∑
k=0
P
({
sup
y∈Ik
n∑
i=1
∆i1{U(a)<Ti≤y}
∣∣∣∣∣ 1Φn(Ti; βˆn) −
1
Φ(Ti;β0)
∣∣∣∣∣ ≥ n c2 x2 22k
}
∩ En
)
≤
∞∑
k=0
P
({
n∑
i=1
∆i1{U(a)<Ti≤U(a)+x2k+1} ≥
c
2
n3/2−α x2 22k
}
∩ En
)
≤
∞∑
k=0
P
({
n∑
i=1
(
∆i1{U(a)<Ti≤U(a)+x2k+1} − E
[
∆1{U(a)<T≤U(a)+x2k+1}
]) ≥ c
4
n3/2−α x2 22k
}
∩ En
)
,
using that nE
[
∆1{U(a)<T≤U(a)+x2k+1}
]
= O(nx2k+1)≪O(n3/2−α x2 22k) because x > n−1/3 and
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α can be chosen small enough. From Bernstein inequality it follows that
∞∑
k=0
P
({
sup
y∈Ik
|Rn(y)−Rn(U(a))| ≥ c
2
x2 22k
}
∩ En
)
≤
∑∞
k=0
exp
{
−c n
3−2α x4 24k
n3/2−α x2 22k + nx2k+1
}
≤
∑∞
k=0
exp
{
−c 22kn3/2−α x2
}
≤ K1 exp
{−K2nx3}
where we used that x ≤ 1 for the last inequality. Here the constant c changes from line to line.
As a result, for the first term in the right hand side of (29), we have that there exist constants
K1, K2 > 0 such that for all a > 0, x > 0,
P
({
Uˆn(a) ≥ U(a) + x
}
∩ En
)
≤ K1 exp
(−K2nx3) .
In the same way we can also deal with the second term of (29).
Lemma 7. Under the assumptions of Lemma 6, there exist positive constants K1, K2 such that,
for every x > 0 and a /∈ λ0([0, 1]),
P
({
|Uˆn(a)− U(a)| ≥ x
}
∩ En
)
≤ K1 exp {−K2nx |λ0(U(a))− a|min (1, |λ0(U(a))− a|)} (33)
provided that α in the definition of En is chosen sufficiently small.
Proof. If |λ0(U(a))− a| ≤ x then it follows from Lemma 6 that
P
({
|Uˆn(a)− U(a)| ≥ x
}
∩ En
)
≤ K1 exp
(−K2nx3)
and (33) follows. Moreover, if x < |λ0(U(a)) − a| ≤ n−1/3 then the inequality in (33) is trivial
since the upper bound in the inequality is larger than one for appropriate choice of K1 and K2.
Hence, in the sequel we assume x < |λ0(U(a))− a| and |λ0(U(a))− a| > n−1/3. We argue as in
the previous lemma, using
Λ0(y)− Λ0(U(a)) ≤ (y − U(a))λ0(U(a)).
instead of (30). We obtain
P
({
Uˆn(a) ≥ U(a) + x
}
∩ En
)
≤ P
({
sup
y∈[U(a)+x,1]
(Λn(y)− Λ0(y)− Λn(U(a)) + Λ0(U(a)) + (y − U(a)) (λ0(U(a))− a)) ≥ 0
}
∩ En
)
.
With Ik, Sn and Rn defined as in Lemma 6, the previous probability can be bounded by
∞∑
k=0
P
({
sup
y∈Ik
∣∣Sn(y)− Sn(U(a))∣∣ ≥ 1
2
x 2k |λ0(U(a)) − a|
}
∩ En
)
+
∞∑
k=0
P
({
sup
y∈Ik
|Rn(y)−Rn(U(a))| ≥ 1
2
x 2k |λ0(U(a))− a|
}
∩ En
)
.
(34)
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From Lemmas 12, 13, it follows that,
∞∑
k=0
P
(
sup
y∈Ik
∣∣Sn(y)− Sn(U(a))∣∣ ≥ 1
2
x 2k |λ0(U(a))− a|
)
≤ K1 exp
(
−K2nx |λ0(U(a))− a|min {1, |λ0(U(a))− a|}
)
.
Now we deal with the second probability in (34). Using (27) we obtain
∞∑
k=0
P
({
sup
y∈Ik
|Rn(y)−Rn(U(a))| ≥ 1
2
x 2k |λ0(U(a))− a|
}
∩En
)
≤
∞∑
k=0
P
({
sup
y∈Ik
n∑
i=1
∆i1{U(a)<Ti≤y}
∣∣∣∣∣ 1Φn(Ti; βˆn) −
1
Φ(Ti;β0)
∣∣∣∣∣ ≥ n2 x 2k |λ0(U(a))− a|
}
∩En
)
≤
∞∑
k=0
P
({
n∑
i=1
∆i1{U(a)<Ti≤U(a)+x2k+1} ≥ cn3/2−α x 2k |λ0(U(a))− a|
}
∩ En
)
≤
∞∑
k=0
P
(
n∑
i=1
(
∆i1{U(a)<Ti≤U(a)+x2k+1} − E
[
∆1{U(a)<T≤U(a)+x2k+1}
])≥cn3/2−α x 2k |λ0(U(a))− a|)∩En
)
using that nE
[
∆1{U(a)<T≤U(a)+x2k+1}
]
= O
(
nx2k+1)≪O(n3/2−α x 2k |λ0(U(a))− a|
)
because
|λ0(U(a))− a| > n−1/3 and we can assume α < 1/6. From Bernstein inequality it follows that
∞∑
k=0
P
({
sup
y∈Ik
|Rn(y)−Rn(U(a))| ≥ 1
2
x 2k |λ0(U(a))− a|
}
∩En
)
≤
∑∞
k=0
exp
{
−c n
3−2α x2 22k |λ0(U(a))− a|2
n3/2−α x 2k |λ0(U(a))− a|+ nx2k+1
}
≤
∑∞
k=0
exp
{
−c n3/2−α x 2k |λ0(U(a))− a|
}
≤ K1 exp {−K2nx |λ0(U(a))− a|} .
Again, the constant c changes from line to line. As a result, there exist constants K1, K2 > 0
such that for all a > 0, x > 0,
P
({
Uˆn(a) ≥ U(a) + x
}
∩En
)
≤ K1 exp (−K2nx |λ0(U(a))− a|min {1, |λ0(U(a))− a|}) .
The same bound can be obtained similarly for P
({
U(a) ≥ Uˆn(a) + x
}
∩ En
)
and Lemma 7 fol-
lows.
Proof of Theorem 1. Let t ∈ (0, 1). We consider first
I1 = E
[
1En(λˆn(t)− λ0(t))p+
]
=
∫ ∞
0
P
[{
λˆn(t)− λ0(t) > x
}
∩En
]
pxp−1 dx.
Using the switching relation λˆn(t) > λ0(t) + x⇒ Uˆn(λ0(t) + x)≥t, we obtain
I1 ≤
∫ ∞
0
P
[{
Uˆn(λ0(t) + x)≥t
}
∩En
]
pxp−1 dx
=
∫ λ0(0)−λ0(t)
0
P
[{
Uˆn(λ0(t) + x)≥t
}
∩ En
]
pxp−1 dx
+
∫ ∞
λ0(0)−λ0(t)
P
[{
Uˆn(λ0(t) + x)≥t
}
∩ En
]
pxp−1 dx.
(35)
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For x ∈ [0, λ0(0)− λ0(t)) there exists c > 0 such that U(λ0(t) + x) < t − cx. Hence, it follows
from Lemma 6 that∫ λ0(0)−λ0(t)
0
P
[{
Uˆn(λ0(t) + x)≥t
}
∩ En
]
pxp−1 dx
≤
∫ λ0(0)−λ0(t)
0
P
[{∣∣∣Uˆn(λ0(t) + x)− U(λ0(t) + x)∣∣∣ > cx} ∩ En] pxp−1 dx
.
∫ ∞
0
exp
{−K2nx3} pxp−1 dx
. n−p/3
∫ ∞
0
exp
{−K2y3} pyp−1 dy
. n−p/3.
Since, for x > λ0(0)− λ0(t), U(λ0(t) + x)) = 0, we obtain from Lemma 6 that∫ λ0(0)−λ0(t)+t
λ0(0)−λ0(t)
P
[{
Uˆn(λ0(t) + x)≥t
}
∩En
]
pxp−1 dx
. exp
{−K2nt3}
∫ λ0(0)−λ0(t)+t
0
pxp−1 dx
. exp
{−K2nt3} tp
.
tp
(nt3)p/3
. n−p/3.
Moreover, from Lemma 7, it follows that∫ ∞
λ0(0)−λ0(t)+t
P
[{
Uˆn(λ0(t) + x)≥t
}
∩ En
]
pxp−1 dx
.
∫ λ0(0)−λ0(t)+1
λ0(0)−λ0(t)+t
exp
{
−K2nt |λ0(0)− λ0(t)− x|2
}
pxp−1 dx
+
∫ ∞
λ0(0)−λ0(t)+1
exp {−K2nt |λ0(0)− λ0(t)− x|} pxp−1 dx.
(36)
For the first integral in the right hand side of (36) we have
∫ λ0(0)−λ0(t)+1
λ0(0)−λ0(t)+t
exp
{
−K2nt |λ0(0)− λ0(t)− x|2
}
pxp−1 dx
=
∫ 1
t
exp
{−K2nty2} p (y + λ0(0)− λ0(t))p−1 dy
.
∫ 1
t
exp
{−K2nty2} yp−1 dy
. (nt)−p/2
∫ ∞
0
exp
{−K2z2} zp−1 dz
. (nt)−p/2.
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Now we consider the second integral in the right hand side of (36)∫ ∞
λ0(0)−λ0(t)+1
exp {−K2nt |λ0(0)− λ0(t)− x|} pxp−1 dx
=
∫ ∞
1
exp {−K2nty} p (y + λ0(0)− λ0(t))p−1 dy
.
∫ ∞
1
exp {−K2nty} yp−1 dy
. (nt)−p
∫ ∞
0
exp {−K2z} zp−1 dz
. (nt)−p.
For t > n−1 we have (nt)−p ≤ (nt)−p/2 and therefore,
I1 . n
−p/3 + (nt)−p/2 .
In particular, for t ≥ n−1/3 we get I1 . n−p/3. Similarly,
I2 = E
[
1En(λ0(t)− λˆn(t))p+
]
. n−p/3 + (n(1− t))−p/2
and the result follows.
5.2. Proof of Theorem 3
In this section, we assume that the assumptions of Theorem 3 are fulfilled.
Lemma 8. Let
M˜n(t) =
1
n
n∑
i=1
(
∆i1{Ti≤t} − E
[
∆i1{Ti≤t}
])
=
1
n
n∑
i=1
∆i1{Ti≤t} −Huc(t).
(37)
There exist a Brownian bridge Bn and positive constants K, c1, c2 such that
P
[
n sup
s∈[0,1]
∣∣∣M˜n(s)− n−1/2Bn (Huc(s))∣∣∣ ≥ x+ c1 logn
]
≤ K exp (−c2x) .
Proof. Let U1, . . . , Un be independent uniform random variables on (1, 2). For i ∈ {1, . . . , n},
define
Yi =


Ti if ∆i = 1,
Ui if ∆i = 0.
The variables Yi are i.i.d with distribution function GY given by
GY (t) =


0 if t < 0,
Huc(t) if 0 ≤ t ≤ 1,
Huc(1) + P(∆ = 0)(t− 1) if 1 < t ≤ 2,
1 if t > 2.
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By the strong approximation result in [17], there exists a Brownian bridge Bn and positive con-
stants K, c1, c2 such that
P
[
n sup
t∈[0,2]
∣∣∣∣∣ 1n
n∑
i=i
1{Yi≤t} −GY (t)− n−1/2Bn (GY (t))
∣∣∣∣∣ ≥ x+ c1 logn
]
≤ K exp (−c2x) .
In particular,
P
[
n sup
t∈[0,1]
∣∣∣∣∣ 1n
n∑
i=i
1{Yi≤t} −GY (t)− n−1/2Bn (GY (t))
∣∣∣∣∣ ≥ x+ c1 logn
]
≤ K exp (−c2x) .
The statement follows from the fact that, when t ∈ [0, 1], then GY (t) = Huc(t) and
1
n
n∑
i=i
1{Yi≤t} =
1
n
n∑
i=i
∆i1{Ti≤t}.
Lemma 9. λˆn(0) and λˆn(1) are stochastically bounded.
Proof. The sub-distribution function of the observed event times has a bounded density on [0, 1]
since huc(t) = λ0(t)Φ(t;β0) and both λ0 and Φ are assumed to be continuous (hence bounded on
[0, 1]). Therefore, Lemma 9 follows from Lemma 1 in [8] because for every δ > 0, the probability
that Λn jumps in (0, δ/n) or in (1− δ/n, 1) is no more than
nP [∆T ∈ (0, δ/n) ∪ (1− δ/n, 1)] ≤ 2Kδ,
where K = supu∈[0,1] h
uc(u).
Proof of Lemma 2. Let Mn = Λn − Λ0 and π(u; t, tn) = 1{u≤tn} − 1{u≤t}. Using (21), we can
write
Mn(tn)−Mn(t) =
∫
δπ(u; t, tn)
Φ(u;β0)
d(Pn − P)(u, δ, z) + (βˆn − β0)′ [A0 (tn)−A0(t)]
−
∫
eβ
′
0z
∫ u∧tn
u∧t
λ0(v)
Φ(v;β0)
dv d(Pn − P)(u, δ, z) +Rn(tn)−Rn(t).
(38)
Let’s consider the first term in the right hand side. We have∫
δπ(u; t, tn)
Φ(u;β0)
d(Pn − P)(u, δ, z) = 1
Φ(t;β0)
∫
δπ(u; t, tn) d(Pn − P)(u, δ, z) +R1n(t, tn) (39)
where
R1n(t, tn) =
∫
δπ(u; t, tn)
(
1
Φ(u;β0)
− 1
Φ(t;β0)
)
d(Pn − P)(u, δ, z).
Moreover, in view of Lemma 8, we write∫
δπ(u; t, tn) d(Pn − P)(u, δ, z) = n−1/2 [Bn (Huc(tn))−Bn (Huc(t))]
+
[
(M˜n − n−1/2Bn ◦Huc)(tn)− (M˜n − n−1/2Bn ◦Huc)(t)
]
(40)
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where M˜n is defined in (37). For the third term in (38), if tn > t, we have∫
eβ
′
0z
∫ u∧tn
u∧t
λ0(v)
Φ(v;β0)
dv d(Pn − P)(u, δ, z)
=
∫
eβ
′
0z1{u>tn} d(Pn − P)(u, δ, z)
∫ tn
t
λ0(v)
Φ(v;β0)
dv
+
∫
eβ
′
0z1{t<u≤tn}
∫ u
t
λ0(v)
Φ(v;β0)
dv d(Pn − P)(u, δ, z).
Moreover ∫
eβ
′
0z1{u>tn} d(Pn − P)(u, δ, z)
∫ tn
t
λ0(v)
Φ(v;β0)
dv
=
∫
eβ
′
0z1{u>t} d(Pn − P)(u, δ, z)
λ0(t)
Φ(t;β0)
(tn − t)
+
1
2
∫
eβ
′
0z1{u>t} d(Pn − P)(u, δ, z)
∫ tn
t
(
λ0
Φ
)′
(sn,v) (v − t)2 dv
−
∫
eβ
′
0z1{t<u≤tn} d(Pn − P)(u, δ, z)
∫ tn
t
λ0(v)
Φ(v;β0)
dv,
for some t ≤ sn,v ≤ v. Similarly we can deal with the case tn < t obtaining that for all tn ∈ (0, 1),∫
eβ
′
0z
∫ u∧tn
u∧t
λ0(v)
Φ(v;β0)
dv d(Pn − P)(u, δ, z)
= [Φn(t;β0)− Φ(t;β0)] λ0(t)
Φ(t;β0)
(tn − t)
+
1
2
[Φn(t;β0)− Φ(t;β0)]
∫ tn
t
(
λ0
Φ
)′
(sn,v) (v − t)2 dv −R2n(t, tn)
(41)
where
R2n(t, tn) =
∫
eβ
′
0zπ(u; t, tn)
∫ tn
u
λ0(v)
Φ(v;β0)
dv d(Pn − P)(u, δ, z).
Finally, for the second term in (38), by a Taylor expansion we obtain
A0 (tn)−A0(t) = A′0(t) (tn − t) +
1
2
A′′0(ζn) (tn − t)2 (42)
where |ζn − t| ≤ |tn − t|. Note that by definition
A′′0 (t) =
d
dt
D(1)(t;β0)
λ0(t)
Φ(t;β0)
+D(1)(t;β0)
d
dt
λ0(t)
Φ(t;β0)
with
d
dt
D(1)(t;β0) =
d
dt
∫
zeβ
′
0z1{u≥t} dP(u, δ, z) =
d
dt
E
[
Zeβ
′
0ZP (T ≥ t|Z)
]
.
Hence, A′′0 is continuous because we are assuming that, given z, the follow up time T has a
continuous density and λ0, Φ are continuously differentiable.
Let En the event in (24). Combining (38)-(42), we get
Mn(tn)−Mn(t) = n−1/2 1
φ(t;β0)
[Bn (H
uc(tn))−Bn (Huc(t))] + (βˆn − β0)′A′0(t) (tn − t)
− [Φn(t;β0)− Φ(t;β0)] λ0(t)
Φ(t;β0)
(tn − t) +R1n(t, tn) +R2n(t, tn) + R˜n(t, tn),
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with
1En sup
|tn−t|≤cn−1/3Tn
|R˜n(t, tn)| . sup
t∈[0,1]
∣∣∣M˜n(t)− n−1/2Bn(Huc(t))∣∣∣ + n−7/6+αT 2n + n−1+α.
Here, we used that En contains the events in (23).
In order to prove the statement of the Lemma, it is sufficient to consider x > n−1+1/q because
otherwise the bound is trivial. For such values of x and for α < 1/q, from the strong approximation
result in Lemma 8, it follows that
P
[{
sup
|tn−t|≤cn−1/3Tn
|R˜n(t, tn)| > x
}
∩ En
]
. exp {−K1nx} . x−qn1−q.
Moreover the bound is uniform over t ∈ [0, 1]. The statement then follows from Lemmas 14 and
15 with
rn(t, tn) = R
1
n(t, tn) +R
2
n(t, tn) + R˜n(t, tn)
Proof of Theorem 3. Let
Jn = n
p/3
∫ 1
0
∣∣∣λˆn(t)− λ0(t)∣∣∣p dt.
Step 1. It can be shown exactly as in Step 1 of [8] that
Jn1En = 1Enn
p/3
∫ λ0(0)
λ0(1)
∣∣∣Uˆn(a)− U(a)∣∣∣p |U ′(a)|1−p da+ oP (n−1/6).
Details are given in the Supplementary Material [10].
Step 2. Let Bn be the Brownian bridge from Lemma 2 and ξn a standard Gaussian random
variable independent of Bn. Then Wn(t) = Bn(t) + ξnt is a Brownian motion. Let
d(t) =
|λ′0(t)|Φ(t;β0)
2huc(t)2
and
Wt(u) = n
1/6
[
Wn
(
Huc(t) + n−1/3u
)
−Wn (Huc(t))
]
.
For each t ∈ [0, 1], Wt is a standard two-sided Brownian motion and we define V˜ (t) as
V˜ (t) = argmax
|u|≤logn
{
Wt(u)− d(t)u2
}
. (43)
We show that, for some ηn which satisfies supt∈[0,1] |ηn(t)| = OP (1), we have
Jn =
∫ 1−b
b
∣∣∣V˜ (t)− n−1/6ηn(t)∣∣∣p
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt+ oP (n
−1/6). (44)
Let k be a twice differentiable, symmetric kernel function with bounded support [−1, 1] such that
k(u) > 0 for all u ∈ (−1, 1) and ∫ k(y) dy = 1. We denote by kb its scaled version kb(u) =
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b−1k(u/b). Here, b is a bandwidth that depends on the sample size and we consider b = n−1/4.
Let
Ψsn(t) =
∫
R
kb(t− v) (Φn(v;β0)− Φ(v;β0)) dv.
Note that
sup
t∈[b,1−b]
|Ψsn(t)| ≤ sup
v∈[0,1]
|Φn(v;β0)− Φ(v;β0)| = OP (n−1/2)
and
sup
t∈[b,1−b]
∣∣∣∣dΨsn(t)dt
∣∣∣∣ = 1b2
∣∣∣∣
∫
k′
(
t− v
b
)
(Φn(v;β0)− Φ(v;β0)) dv
∣∣∣∣
=
1
b2
∣∣∣∣
∫
k′
(
t− v
b
)
[(Φn(v;β0)− Φ(v;β0))− (Φn(t;β0)− Φ(t;β0))] dv
∣∣∣∣
≤ b−1 sup
|v−t|≤b
|(Φn(v;β0)− Φ(v;β0))− (Φn(t;β0)− Φ(t;β0))|×
∫
R
|k′(v)|dv
= OP
(
n−1/2b−1/2
)
= oP
(
n−1/6
)
.
Here we used the fact that
∫
k′(v) dv = 0 and that
sup
|v−t|≤b
|(Φn(v;β0)− Φ(v;β0))− (Φn(t;β0)− Φ(t;β0))| = OP
(
n−1/2
√
b
)
,
which can be shown as in Lemma 16.
For every a ∈ R, define
aξ = a− n−1/2ξn h
uc(U(a))
Φ(U(a);β0)
+ (βˆn − β0)A′0(U(a))−Ψsn(U(a))
λ0(U(a))
Φ(U(a);β0)
where A0 is taken from (10). Note that the smoothed version Ψ
s
n of Φn − Φ is needed in order
to make the function a 7→ aξ differentiable. Note also that since huc(t) = λ0(t)Φ(t;β0), it follows
from the assumptions on λ and Φ that also huc is differentiable. The differentiability will allow us
to do the change of variable a 7→ aξ below.
Let En be the event in (24). For some proper modification of En, we can assume that on the
event En it holds that |ξn| ≤ logn and
sup
a∈R
∣∣a− aξ∣∣ ≤ cn−1/2+α (45)
for an appropriate c > 0, with α as in (23). From Lemma 6(i) in [8] and the change of variable
a→ aξ we have
Jn1En = 1Enn
p/3
∫ λ0(0)
λ0(1)
∣∣∣∣∣H
uc(Uˆn(a))−Huc(U(a))
huc(U(a))
∣∣∣∣∣
p
|U ′(a)|1−p da+ oP (n−1/6)
= 1Enn
p/3
∫ λ0(0)−cb
λ0(1)+cb
∣∣∣∣∣H
uc(Uˆn(a))−Huc(U(a))
huc(U(a))
∣∣∣∣∣
p
|U ′(a)|1−p da+ oP (n−1/6)
= 1Enn
p/3
∫
Jn
∣∣∣∣∣H
uc(Uˆn(a
ξ)) −Huc(U(aξ))
huc(U(a))
∣∣∣∣∣
p
|U ′(a)|1−p da+ oP (n−1/6),
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with c = inft∈[0,1] |λ′0(t)| and
Jn =
[
λ0(1) + n
−1/6/ logn, λ0(0)− n−1/6/ logn
]
.
To do the change of variable above, we first restrict the interval into [λ0(1)+cb, λ0(0)−cb] because
the previous bounds on Ψsn(t) and its derivative need t ∈ [b, 1 − b]. The definition of aξ involves
Ψsn(U(a)) so we need U(a) ∈ [b, 1− b] whereas if a > λ0(1)+cb then U(a) < 1− b for this choice of
c. Afterwards we can replace daξ by da because, on En, supa |da−daξ| ≤ C(n−1/2+α+n−3/8) da
for α < 1/3. The last step consists in replacing huc(U(aξ)) by huc(U(a)) and U ′(aξ) by U ′(a)
using Lemma 6(i) in [8] with for example r = r′ = 2. Here we also use that U ′, (huc)′ are uniformly
bounded and U ′ satisfies (12). By definition of Uˆn, it follows that
Huc(Uˆn(a
ξ)) = argmax
u∈[Huc(0),Huc(1)]
{(
Λn ◦ (Huc)−1 − aξ(Huc)−1
)
(u)
}
.
Let tn = (H
uc)−1(Huc(U(a)) + n−1/3u). Using properties of the argmax function we obtain
n1/3
(
Huc(Uˆn(a
ξ))−Huc(U(a))
)
= argmax
u∈In(a)
{Dn(a, u) + Sn(a, u)} ,
where
In(a) =
[
−n1/3 (Huc(U(a))−Huc(0)) , n1/3 (Huc(1)−Huc(U(a)))
]
,
Dn(a, u) = n
2/3Φ(U(a);β0) {(Λ0(tn)− atn)− (Λ0(U(a))− aU(a))}
and
Sn(a, u) = n
2/3Φ(U(a);β0)
{
(a− aξ) [tn − U(a)] + (Λn − Λ0) (tn)− (Λn − Λ0)(U(a))
}
.
Using Lemma 2 and the definition of aξ, we get
Sn(a, u) =WU(a)(u) +R
3
n(a, u) +R
4
n(a, u)
where
R3n(a, u) = n
2/3 {Ψsn(U(a))− [Φn(U(a);β0)− Φ(U(a);β0)]}λ0(U(a)) [tn − U(a)] ,
and
R4n(a, u) = n
2/3Φ(U(a);β0) rn (U(a), tn) ,
with rn as in Lemma 2. Let Rn(a, u) = R
3
n(a, u) +R
4
n(a, u). Now we use Lemma 5 in [8] to show
that Rn is negligible. First we localize. Let q > 12. We will apply Lemmas 2, 14, 15, 16 with such
a q which is possible because now we choose Tn = n
1/(3(6q−11)), so γ = 1/(3(6q− 11)) and qγ < 1.
The choice of Tn is motivated by Lemma 5 of [8] that is used below. Define
U˜n(a) = argmax
|u|≤Tn
{
Dn(a, u) +WU(a)(u) +Rn(a, u)
}
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For large n, [−Tn, Tn] ⊂ In(a) for all a ∈ Jn, so we have the equivalence
1EnU˜n(a) 6= 1Enn1/3
(
Huc(Uˆn(a
ξ))−Huc(U(a))
)
⇔ 1Enn1/3
∣∣∣Huc(Uˆn(aξ))−Huc(U(a))∣∣∣ > Tn
Since huc and U ′ are bounded, by monotonicity of Uˆn together with (45), that holds on En, and
Lemma 6, for all a ∈ R, x ≥ n−1/3 and sufficiently large n we then have
P
({∣∣∣Huc(Uˆn(aξ))−Huc(U(a))∣∣∣ > x} ∩ En)
≤ P
({∣∣∣Uˆn(aξ)− U(a)∣∣∣ > Cx} ∩ En)
≤ P
({
Uˆn(a− cn−1/2+α) > Cx+ U(a)
}
∩ En
)
+ P
({
Uˆn(a+ cn
−1/2+α) < U(a)− Cx
}
∩ En
)
≤ P
({∣∣∣Uˆn(a− cn−1/2+α)− U(a− cn−1/2+α)∣∣∣ > C
2
x
}
∩ En
)
+ P
({∣∣∣Uˆn(a+ cn−1/2+α)− U(a+ cn−1/2+α)∣∣∣ > C
2
x
}
∩ En
)
≤ K1 exp(−K2nx3),
(46)
using that α < 1/6 for the penultimate inequality, since α can be chosen arbitrarily small. Since
the upper bound is greater than one for appropriate K1,K2 and all x ∈ [0, n−1/3], the above
inequality holds true for all a ∈ R, x ≥ 0 and n. Combining the two preceding displays yields
P
({
U˜n(a) 6= n1/3
(
Huc(Uˆn(a
ξ))−Huc(U(a))
)}
∩ En
)
≤ K1 exp(−K2T 3n). (47)
Moreover, integrating inequality (46), we obtain
sup
a∈R
E
[
1Enn
q′/3
∣∣∣Huc(Uˆn(aξ))−Huc(U(a))∣∣∣q′
]
≤ K, (48)
for every q′ ≥ 1. From (46), (48) and Lemma 6(ii) in [8] with r and r′ chosen arbitrarily we get
Jn1En = 1En
∫
Jn
∣∣∣U˜n(a) + n1/3 (Huc(U(a))−Huc(U(aξ)))∣∣∣p |U ′(a)|1−p
huc(U(a))p
da+ oP (n
−1/6)
= 1En
∫
Jn
∣∣∣U˜n(a)− n−1/6ηn(a)∣∣∣p |U ′(a)|1−p
huc(U(a))p
da+ oP (n
−1/6)
where
ηn(a) = n
1/2(a− aξ)|U ′(a)|huc(U(a)) = OP (1).
The rest in the penultimate equality is of order oP (n
−1/6) because huc and U are continuously
differentiable (this follows from the assumptions on λ0 and Φ), hence their derivatives are uniformly
bounded, and α can be chosen as small as we want. Now we approximate U˜n(a) by
˜˜Un(a) = argmax
|u|≤logn
{
Dn(a, u) +WU(a)(u)
}
.
We will apply Lemmas 5(i) and 6(i) in [8] to get
Jn1En = 1En
∫
Jn
∣∣∣ ˜˜Un(a)− n−1/6ηn(a)∣∣∣p |U ′(a)|1−p
huc(U(a))p
da+ oP (n
−1/6). (49)
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Since λ′0 is bounded above by a strictly negative constant, the function Φ is uniformly bounded
and huc is bounded away from zero, it follows by a Taylor expansion that
Dn(a, u) ≤ −cu2,
for some positive constant c, and all a ∈ Jn and |u| ≤ Tn. Moreover, since∣∣∣∣ ∂∂u(Λ0(tn)− atn)
∣∣∣∣ =
∣∣∣∣[tn − U(a)]λ′0(ζ) ∂∂u (tn)
∣∣∣∣
for some |ζ − U(a)| ≤ |tn − U(a)|, it follows that∣∣∣∣ ∂∂uDn(a, u)
∣∣∣∣ ≤ K|u|,
for some positive constant K and all a ∈ Jn and |u| ≤ Tn. Again we used the fact that Φ and λ′0
are uniformly bounded and huc is bounded away from zero. Hence, the function Dn satisfies the
conditions in [8].
It remains to show that Rn(a, u) satisfies the assumptions of Lemma 5(i) in [8]. If we show
that
P
[{
sup
|u|≤Tn
|Rn(a, u)| > x
}
∩ En
]
. x−qn1−q/3, for all x ∈ (0, n2/3], (50)
then, as in Lemma 5(i) in [8], it follows that
E
[
1En
∣∣∣U˜n − ˜˜Un∣∣∣r] . (n−1/6/ logn)r
with r = 2(q− 1)/(2q− 3) (as in Lemma 5(i) in [8]) and by Lemma 6(i) in [8], U˜n can be replaced
by ˜˜Un. Note that for (50) it is sufficient to consider x > n
−1/3+1/q. For such x’s we have
P
[{
sup
|u|≤Tn
|Rn(a, u)| > x
}
∩ En
]
≤ P
[{
sup
|u|≤Tn
|R3n(a, u)| > x/2
}
∩ En
]
+ P
[{
sup
|u|≤Tn
|R4n(a, u)| > x/2
}
∩ En
]
.
From Lemma 2, it follows that
P
[{
sup
|u|≤Tn
|R4n(a, u)| > x/2
}
∩ En
]
. x−qn1−q/3.
It remains to consider R3n. Note that, since a ∈ Jn, it follows that b < U(a) < 1 − b where we
recall that b = n−1/4. Hence
P
[{
sup
|u|≤Tn
|R3n(a, u)| > x/4
}
∩ En
]
≤ P
[
n1/3Tn |Ψsn(U(a)) − [Φn(U(a);β0)− Φ(U(a);β0)]| > cx
]
= P
[
n1/3Tn
∣∣∣∣
∫
kb(U(a)− v) [Φn(v;β0)− Φ(v;β0)− Φn(U(a);β0) + Φ(U(a);β0)] dv
∣∣∣∣ > cx
]
≤ P
[
n1/3Tn sup
|v−U(a)|≤b
|Φn(v;β0)− Φ(v;β0)− Φn(U(a);β0) + Φ(U(a);β0)| > cx
]
,
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using that the kernel k integrates to one, is non-negative and is supported on [−1, 1]. It follows
from Lemma 16 that
P
[{
sup
|u|≤Tn
|R3n(a, u)| > x/4
}
∩ En
]
. x−qn1−q/3.
Here we need 2 ≤ q < 1/(γ + 1/24) to apply the Lemma. Since γ = 1/(3(6q − 11)), it is possible
to choose q > 12 (but q < 22). To conclude, from Lemma 5(i) in [8], it follows that U˜n can be
replaced by ˜˜Un, i.e. we have (49).
It remains to replace ˜˜Un(a) by V˜ (U(a)) where V˜ is taken from (43). Since h
uc(t) = λ0(t)Φ(t;β0),
it follows from the assumptions on λ0 and Φ that h
uc is continuously differentiable. Combining
this with a Taylor expansion together with (12), we have
sup
|u|≤logn
∣∣−Dn(a, u)− d(U(a))u2∣∣ . n−s/3(logn)3.
It follows from (D.1) and (D.2) that 1Enn
−1/6ηn has bounded moments of any order. Since
˜˜Un(a)
and V˜ (U(a)) also have bounded moments of any order, by Lemmas 5(ii) and 6(i) in [8] it follows
from (49) that
Jn1En = 1En
∫
Jn
∣∣∣V˜ (U(a)) − n−1/6ηn(a)∣∣∣p |U ′(a)|1−p
huc(U(a))p
da+ oP (n
−1/6)
= 1En
∫ 1−b
b
∣∣∣V˜ (t)− n−1/6ςn(t)∣∣∣p
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt+ oP (n
−1/6),
where using (7),
ςn(t) =
huc(t)
|λ′0(t)|
{
ξnλ0(t)− n1/2(βˆn − β0)A′0(t) + n1/2Ψsn(t)
λ0(t)
Φ(t;β0)
}
. (51)
Moreover, since P(En)→ 1, we can remove 1En and get (44). Note that the interval of integration
has been restricted to [b, 1− b] because the bounds that we have of Ψsn are valid only on [b, 1− b]
(see beginning of Step 2) so the change of variable is done on this restricted interval.
Step 3. Now we prove that ςn can be removed from the integrand in (44). Let
Dn = n
1/6
{∫ 1−b
b
∣∣∣V˜ (t)∣∣∣p ∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt−
∫ 1−b
b
∣∣∣V˜ (t)− n−1/6ςn(t)∣∣∣p
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
}
.
Define
V (t) = argmax
u∈R
{
Wt(u)− d(t)u2
}
.
Then we can have V˜ (t) 6= V (t) only if |V (t)| > logn and
P
(
V˜ (t) 6= V (t)
)
≤ 2 exp (−c2(logn)3) (52)
(see Theorem 4 in [7]). Moreover,
d(t)2/3V (t) = argmax
u∈R
{
Wt
(
ud(t)−2/3
)
− u2d(t)−1/3
}
d
= X(0) (53)
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where X is taken from (11). Corollaries 3.4 and 3.3 in [13] show that X(0) has a bounded density
function, so from (52) and (53), so it follows that, for γ ∈ (0, 1/12),
P
(
|V˜ (t)| ≤ n−γ
)
≤ Kn−γ ,
for some K > 0 independent of t. Let C > 0 and define
An(t) =
{
|V˜ (t)| > n−γ
}
, Bn =
{
n−1/24 sup
t∈[0,1]
|ςn(t)| ≤ C
}
Then P(Bn) → 1 because supt∈[0,1] |ςn(t)| = OP (1). Moreover, it follows from (D.1) and (D.2)
that ςn has bounded moments of all orders. Since V˜ also has bounded moments of all the orders,
by an expansion of x 7→ xp around V˜ (t) we obtain
Dn = 1Bnpn
1/6
∫ 1−b
b
{∣∣∣V˜ (t)∣∣∣− ∣∣∣V˜ (t)− n−1/6ςn(t)∣∣∣} ∣∣∣V˜ (t)∣∣∣p−1
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
1An(t) dt+ oP (1)
= p
∫ 1−b
b
ςn(t)V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt+ oP (1).
Using the definition of ηn in (51) we have∫ 1−b
b
ςn(t)V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
= ξn
∫ 1
0
λ0(t)h
uc(t)
|λ′0(t)|
V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
− n1/2(βˆn − β0)
∫ 1
0
A′0(t)h
uc(t)
|λ′0(t)|
V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 ∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
+ n1/2
∫ 1−b
b
Ψsn(t)V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 λ0(t)2|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt+ oP (1),
(54)
using (7). Since V˜ (t) has a symmetric distribution,
E
[(∫ 1
0
λ0(t)h
uc(t)
|λ′0(t)|
V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 ∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
)2]
= Var
(∫ 1
0
λ0(t)h
uc(t)
|λ′0(t)|
V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 ∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
)
and arguing as in Step 5 in [8], we obtain
∫ 1
0
λ0(t)h
uc(t)
|λ′0(t)|
V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 ∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt = oP (1).
In the same way also the second term in the right hand side of (54) converge to zero in probability.
It remains to deal with the third term. Let ai = (b + ib
2) ∧ (1 − b) for i = 0, . . . ,M where
M = ⌊(1− 2b)b−2⌋+ 1. Then
n1/2
∫ 1−b
b
Ψsn(t)V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 λ0(t)2|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
= n1/2
M−1∑
i=0
∫ ai+1
ai
Ψsn(t)V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 λ0(t)2|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt.
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For each i ∈ {0, . . . ,M − 1} we can write∫ ai+1
ai
Ψsn(t)V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 λ0(t)2|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
= Ψsn(ai)
∫ ai+1
ai
V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 λ0(t)2|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
+
∫ ai+1
ai
[Ψsn(t)−Ψsn(ai)] V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 λ0(t)2|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt.
Moreover, since
∫
k′(u) du = 0 and k is supported on [−1, 1] and is twice differentiable, it follows
from the Taylor expansion that there exist ξ1v,t and ξ
2
v,t such that
sup
t∈[ai,ai+1]
|Ψsn(t)−Ψsn(ai)|
= sup
t∈[ai,ai+1]
1
b
∣∣∣∣
∫ (
k
(
t− v
b
)
− k
(
ai − v
b
))
[Φn(v;β0)− Φ(v;β0)] dv
∣∣∣∣
≤ |Φn(ai;β0)− Φ(ai;β0)| sup
t∈[ai,ai+1]
1
b
∣∣∣∣
∫ (
k
(
t− v
b
)
− k
(
ai − v
b
))
dv
∣∣∣∣
+ sup
t∈[ai,ai+1]
1
b
∫ ∣∣∣∣k
(
t− v
b
)
− k
(
ai − v
b
)∣∣∣∣ |(Φn − Φ)(v;β0)− (Φn − Φ)(ai;β0)| dv
≤ |Φn(ai;β0)− Φ(ai;β0)| sup
t∈[ai,ai+1]
(
t− ai
b
)2
b−1
2
∫ ai+1+b
ai−b
∣∣k′′ (ξ1v,t)∣∣ dv
+ sup
v∈[ai−b,ai+1+b]
|(Φn − Φ)(v;β0)− (Φn − Φ)(ai;β0)| sup
t∈[ai,ai+1]
t− ai
b2
∫ ai+1+b
ai−b
∣∣k′ (ξ2v,t)∣∣ dv.
Since |ai − ai+1| = b2, it follows that
sup
t∈[ai,ai+1]
|Ψsn(t)−Ψsn(ai)|
≤ |Φn(ai;β0)− Φ(ai;β0)|O(b2) + sup
v∈[ai−b,ai+1+b]
|(Φn − Φ)(v;β0)− (Φn − Φ)(ai;β0)|O(b).
As in Lemma 16 it can be shown using (D.2) that for q ≥ 2,
E
[
nq/2 sup
v∈[ai−b,ai+1+b]
|(Φn − Φ)(v;β0)− (Φn − Φ)(ai;β0)|q
]
. bq/2 + n−q/2+1b
. bq/2.
Moreover the constant in the inequality . is not dependent on i. Hence, it follows that
E
1/2
[
sup
t∈[ai,ai+1]
|Ψsn(t)−Ψsn(ai)|2
]
= O(b3/2n−1/2) (55)
uniformly over i Using the Cauchy-Schwartz inequality we obtain
n1/2E
[
M−1∑
i=0
∣∣∣∣
∫ ai+1
ai
[Ψsn(t)−Ψsn(ai)] V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 λ0(t)2|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
∣∣∣∣
]
≤ O(b3/2)
∫ aM
a0
E
1/2
[∣∣∣V˜ (t)∣∣∣2(p−1)] λ0(t)2|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
= o(1).
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Now we consider
n1/2
M−1∑
i=0
Ψsn(ai)
∫ ai+1
ai
V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 λ0(t)2|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
= n1/2Ψsn(a0)
∫ aM
a0
V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 λ0(t)2|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
+ n1/2
M−1∑
i=1
[Ψsn(ai)−Ψsn(ai−1)]
∫ aM
ai
V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 λ0(t)2|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt.
Using the symmetry of the distribution of V˜ (t) and and the fact that V˜ (t) is independent of V˜ (s)
for |t− s| > 2n−1/3 logn/ inft huc(t), it can be shown that
E
1/2
[∫ aj
ai
V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 λ0(t)2|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
]2
. (aj − ai)1/2n−1/6 (logn)1/2
Moreover, from (55), we have that, for all i = 1, . . . ,M − 1,
E
1/2
[
n1/2 |Ψsn(ai)−Ψsn(ai−1)|
]2
. b3/2
uniformly in i. Since (D.2) ensures that E
[
n1/2Ψsn(a0)
]2
. 1, it follows that
E
∣∣∣∣∣n1/2
M−1∑
i=0
Ψsn(ai)
∫ ai+1
ai
V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 λ0(t)2|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
∣∣∣∣∣
. n−1/6 (logn)1/2 + b3/2
M−1∑
i=1
(M − i)1/2bn−1/6(logn)1/2
. o(1) + b3/2
M−1∑
j=1
j1/2bn−1/6(logn)1/2
. o(1) + b5/2n−1/6(logn)1/2M3/2 = o(1),
because b = n−1/4 and M ≈ b−2. To conclude we have
Jn =
∫ 1
0
∣∣∣V˜ (t)∣∣∣p ∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt+ oP (n
−1/6).
Step 4. Now this is the same as Jn at the end of Step 3 of the proof of Theorem 2 in [8]. Here
L = Huc, g = U , d(t) differs by a factor Φ(t;β0) and Dn(a, u) differs by a factor Φ(U(a);β0). The
rest of the proof is exactly as in [8]. Here, using huc(t) = λ0(t)Φ(t;β0), we obtain
mp = E [|X(0)|p]
∫ 1
0
d(t)−2p/3
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
= E [|X(0)|p]
∫ 1
0
∣∣∣∣4λ0(t)λ′0(t)Φ(t;β0)
∣∣∣∣
p/3
dt.
and
σ2p = 8kp
∫ 1
0
∣∣∣∣4λ0(t)λ′0(t)Φ(t;β0)
∣∣∣∣
2(p−1)/3
λ0(t)
Φ(t;β0)
dt.
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5.3. Proof of Theorem 4
We first need to establish similar results to those in Lemma 6 and Theorem 1, where λ0 is
replaced by λθˆ and U by Uθˆ defined as the inverse of λθˆ,
Uθˆ(a) =


ǫ if a > λθˆ(ǫ)
λ−1
θˆ
(a) if a ∈ [λθˆ(M), λθˆ(ǫ)]
M if a < λθˆ(M).
(56)
From (13), using that f ∈ C∞(Rd × [ǫ,M ]) it follows that
√
n sup
t∈[ǫ,M ]
(
λθˆ(t)− λ0(t)
)
= OP (1),
√
n sup
t∈[ǫ,M ]
(
λ′
θˆ
(t)− λ′0(t)
)
= OP (1),
√
n sup
a∈(0,∞)
(
Uθˆ(a)− U(a)
)
= OP (1),
√
n sup
a∈(0,∞)
(
U ′
θˆ
(a)− U ′(a)
)
= OP (1).
Thus, we can assume that on the event En defined in (24), we have∣∣∣θˆn − θ∣∣∣ . n−1/2+α,
where α ∈ (0, 1/6) is a fixed number, and
sup
t∈[ǫ,M ]
∣∣λθˆ(t)− λ0(t)∣∣ . n−1/2+α, sup
t∈[ǫ,M ]
∣∣∣λ′
θˆ
(t)− λ′0(t)
∣∣∣ . n−1/2+α
sup
a∈(0,∞)
∣∣Uθˆ(a)− U(a)∣∣ . n−1/2+α, sup
a∈(0,∞)
∣∣∣U ′
θˆ
(a)− U ′(a)
∣∣∣ . n−1/2+α. (57)
From Lemma 6 and (57), where α < 1/6, it follows that
P
[{∣∣∣Uˆn(a)− Uθˆ(a)∣∣∣ > x} ∩ En]
≤ P
[{∣∣∣Uˆn(a)− U(a)∣∣∣ > x/2} ∩ En]+ P [{∣∣Uθˆ(a)− U(a)∣∣ > x/2} ∩ En]
. exp(−Knx3).
(58)
Similarly, Theorem 1 and (57) imply that for t ∈ [ǫ+ n−1/3,M − n−1/3] it holds
E
[
1En
∣∣∣λˆn(t)− λθˆ(t)∣∣∣p] . E [1En ∣∣∣λˆn(t)− λ0(t)∣∣∣p]+ E [1En ∣∣λ0(t)− λθˆ(t)∣∣p]
. n−p/3 + np(−1/2+α) . n−p/3
(59)
and, for t ∈ [ǫ+ n−1, ǫ+ n−1/3] ∪ [M − n−1/3,M − n−1],
E
[
1En
∣∣∣λˆn(t)− λθˆ(t)∣∣∣p] . [n((t− ǫ) ∧ (M − t))]−p/2 . (60)
Afterwards we show that, if we consider the conditional probability Pθ given θˆn, Lemma 2 holds
also if t is replaced by a sequence depending on n. In this case, we apply this Lemma with
t = Uθˆ(a) and using Lemmas 17 and 18 in [10], we obtain that the remainder term rn satisfies
Pθ
[{
sup
|tn−Uθˆ(a)|≤cn−1/3Tn
|rn(Uθˆ(a), tn)| > x
}
∩ En
]
≤ Kx−qn1−q,
for some K > 0 and all x ≥ 0. The rest of the proof continues as for Theorem 3, replacing U(a)
by Uθˆ(a) (see [10]).
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5.4. Proof of Theorem 5
Let P∗n be the empirical measure of (T
∗
1 ,∆
∗
1, Z1), . . . , (T
∗
n ,∆
∗
n, Zn) and let P
∗
n be the conditional
probability measure of (T ∗,∆∗, Z∗) given the data (T1,∆1, Z1), . . . , (Tn,∆n, Zn). The bootstrap
versions of Φn and Φ defined in (2) and (6) are
Φ∗n(x;β) =
∫
1{t≥x}eβ
′z dP∗n(t, δ, z), and Φ
∗(x;β) =
∫
1{t≥x} eβ
′z dP ∗n(t, δ, z). (61)
To prove Theorem 5, we mimic the proof of Theorems 3 and 4. The bootstrap version of (3) and
(7) is given by the following Lemma.
Lemma 10. The following equivalent representations hold
Λθˆ(x) =
∫
δ1{t≤x}
1
Φ∗(t; β˜n)
dP ∗n(t, δ, z),
dHuc,∗(t)
Φ∗(t; β˜n)
= λθˆ(t)dt,
where Huc,∗ is the sub-distribution function of the observed event times in the bootstrap sample.
Moreover, the bootstrap versions of Lemmas 3 and 4 in [23] hold (see Lemma 20 in [10]) and
in particular, we have
√
n sup
x∈R
∣∣∣Φ∗n(x; β˜n)− Φ∗(x; β˜n)∣∣∣ = OP∗(1),
which corresponds to (8). Furthermore, with the same argument as in [22], it can be shown that
the linear representation of the Breslow estimator holds also for the bootstrap version, i.e. we
have
Λ∗n(x)− Λθˆ(x) =
∫ (
δ1{t≤x}
Φ∗(t; β˜n)
− eβ˜nz
∫ t∧x
0
λθˆ(v)
Φ∗(v; β˜n)
dv
)
d(P∗n − P ∗n)(t, δ, z)
+ (βˆ∗n − β˜n)A∗0(x) +R∗n(x),
(62)
where
A∗0(x) =
∫ x
0
D(1),∗(u; β˜n)
Φ∗(u; β˜n)
λθˆ(u) du, D
(1),∗(x;β) =
∂Φ∗(x;β)
∂β
=
∫
1{u≥x}zeβ
′zP∗n(u, δ, z),
(63)
and supx∈[0,M ] |R∗n(x)| = o∗P (n−1+α). Let
D(1),∗n (x;β) =
∂Φ∗n(x;β)
∂β
=
∫
1{u≥x}zeβ
′z
P
∗
n(u, δ, z), 5 (64)
Then we define the bootstrap version of En as E
∗
n = E
∗
n,1 ∩ E∗n,2 ∩ E∗n,3 ∩ E∗n,4 where
E∗n,1 =
{
sup
x∈R
|D(1),∗n (x;β∗n)| ≤ ξ1 for |β∗n − β˜n| → 0
}
, E∗n,2 =
{
n1/2−α|βˆ∗n − β˜n| < ξ2
}
,
E∗n,3 =
{
n1/2−α sup
x∈R
∣∣∣Φ∗n(x; β˜n)− Φ∗(x; β˜n)∣∣∣ ≤ ξ3
}
, E∗n,4 =
{
sup
x∈[0,1]
|R∗n(x)| ≤ ξ4n−1+α
}
.
This event is such that 1E∗n = 1 + o
∗
p(1), meaning that for all ǫ > 0,
lim sup
n→∞
P ∗n(|1E∗n − 1| > ǫ) = 0, P− almost surely.
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Moreover, in E∗n, we have that for sufficiently large n,
sup
x∈R
|Φ∗n(x; βˆ∗n)− Φ∗(x; β˜n)| . n−1/2+α, inf
x∈[0,M ]
Φ∗n(x; βˆ
∗
n) ≥ c > 0
sup
s∈[0,M ]
∣∣∣∣∣ 1Φ∗n(s; βˆ∗n) −
1
Φ∗(s; β˜n)
∣∣∣∣∣ . n−1/2+α. (65)
The main problems one faces when following the proof of Theorem 3 for the bootstrap version
are the dependence on n of the functions related to the true distribution of the data and their
non-differentiability. The dependence on n is actually not a problem because these functions are
uniformly bounded since they are consistent estimators of some bounded smooth function. On
the other hand, to overcome non-differentiability we consider approximations of these functions
by smooth versions of them. For example, let H∗ and Huc,∗ be the distribution of T ∗ and the
sub-distribution function of the observed event times in the bootstrap sample. We have
H∗(t) = P ∗n (T ≤ t) =
1
n
n∑
i=1
P ∗n (T ≤ t |Z = Zi) = 1−
[
1− Gˆn(t)
] 1
n
n∑
i=1
[
1− Fθˆ(t|Zi)
]
and
Huc,∗(t) = P ∗n (T ≤ t, ∆ = 1) =
1
n
n∑
i=1
P ∗n (T ≤ t, ∆ = 1 |Z = Zi)
=
1
n
n∑
i=1
∫ t
0
fθˆ(u|Zi)
[
1− Gˆn(u)
]
du.
In particular, H∗ is not continuous and Huc,∗ is not continuously differentiable. However, we can
approximate them by continuously differentiable functions. Since, for the Kaplan-Meier estimator,
it holds
√
n sup
t∈[0,M ]
|Gˆn(t)−G(t)| = OP (1),
we obtain
√
n sup
t∈[0,M ]
|H∗(t)− H˜∗(t)| = OP (1)
where
H˜∗(t) = 1− [1−G(t)] 1
n
n∑
i=1
[
1− Fθˆ(t|Zi)
]
. (66)
Hence, with probability converging to one, given the data we have
sup
t∈[0,M ]
|H∗(t)− H˜∗(t)| . n−1/2+α. (67)
Moreover, with
H˜uc,∗(t) =
1
n
n∑
i=1
∫ t
0
fθˆ(u|Zi) [1−G(u)] du,
it holds
sup
t∈[0,M ]
|H˜uc,∗(t)− H˜uc,∗(t)| ≤ sup
t∈[0,M ]
1
n
n∑
i=1
∫ t
0
fθˆ(u|Zi)
∣∣∣Gˆn(u)−G(u)∣∣∣ du = OP (n−1/2).
35
Hence, with probability converging to one, given the data we have
sup
t∈[0,M ]
|Huc,∗(t)− H˜uc,∗(t)| . n−1/2+α. (68)
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Appendix A. Auxiliary results for Section 3
In what follows, PT and ET denote the conditional probability and conditional expectation
given T1, . . . , Tn. Moreover, we use the same notations ., K,K1, . . . and c, c1, . . . as in Section 5.
We begin with a general concentration inequality for binomial variables.
Lemma 11. Let X be a binomial variable with parameter n and probability of success p. Then
for all r ≥ 0 we have
E [exp(r|X − E(X)|)] ≤ 2 exp(npφ(r))
where φ(r) = exp(r) − r − 1. Moreover,
P(|X − E(X)| ≥ r) ≤ 2 exp
(
− r
2
2(np+ r)
)
.
Proof. Since X has a Binomial distribution we have
E
[
er|X−E[X]|
]
≤ E
[
er(X−E[X])
]
+ E
[
e−r(X−E[X])
]
≤ exp(npφ(r)) + exp(npφ(−r)).
The function x 7→ φ(x) − φ(−x) is convex on [0,∞) with a vanishing derivative at x = 0. As a
consequence, it is a non-negative function and therefore, φ(r) ≥ φ(−r) for all r ≥ 0. The first
inequality of the lemma follows by combining this with the previous display. Now, it follows from
Markov inequality and the first inequality of the lemma that for all c ≥ 0,
P(|X − E(X)| ≥ r) ≤ exp(−cr)E [exp(c|X − E(X)|)]
≤ 2 exp(−cr) exp(npφ(c)).
Choosing c in such a way that the previous bound is as small as possible, i.e. c = log(1+ r/(np)),
yields
P(|X − E(X)| ≥ r) ≤ 2 exp(−nph(r/(np)))
where for all u ≥ −1, h(u) = (1 + u) log(1 + u) − u. The result now follows from the inequality
h(u) ≥ u2/(2 + 2u), that holds for all u ≥ 0 thanks to the Taylor expansion, since h(0) = h′(0) =
0.
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Lemma 12. Assume that the follow-up time T has uniformly continuous distribution with bounded
density h. Let C = supu∈[0,1] h(u). Let t 7→ r(t) be a positive bounded function on [0, 1] with
R = supu∈[0,1] r(t) and consider
S1n(t) =
1
n
n∑
i=1
(∆i − ET [∆i])1{Ti≤t}r(Ti).
There exists a positive constant K such that for each t ∈ [0, 1], tn ∈ (0, 1), and x > 0 it holds
P

 sup
|s−t|<tn
s∈[0,1]
∣∣S1n(t)− S1n(s)∣∣ ≥ x

 ≤ 4 exp(−Kθ˜nx)
where
θ˜ = min
{
1,
4x
3tnR2CeR
2/2
}
. (A.1)
Proof. We consider the case s ∈ [t, t + tn]. The case s ∈ [t − tn, t] can be handled similarly. By
definition we have
P

 sup
s∈[t,t+tn]
s≤1
∣∣S1n(s)− S1n(t)∣∣ ≥ x

 = P

 sup
s∈[t,t+tn]
s≤1
∣∣∣∣∣
n∑
i=1
(∆i − ET [∆i])1{t<Ti≤s}r(Ti)
∣∣∣∣∣ ≥ nx


= E

PT

 sup
s∈[t,t+tn]
s≤1
∣∣∣∣∣
n∑
i=1
(∆i − ET [∆i])1{t<Ti≤s}r(Ti)
∣∣∣∣∣ ≥ nx



 .
Take θ > 0. Then we can write
P

 sup
s∈[t,t+tn]
s≤1
∣∣S1n(s)− S1n(t)∣∣ ≥ x


= E
[
PT
(
exp
{
θ sup
s∈[t,t+tn]
∣∣∣∣∣
n∑
i=1
(∆i − ET [∆i])1{t<Ti≤s}r(Ti)
∣∣∣∣∣
}
≥ exp(θnx)
)]
.
Let
Yi(s) = (∆i − ET [∆i])1{t<Ti≤s}r(Ti).
Since, conditionally on T1, . . . , Tn, S
1
n is a martingale we can apply Doob inequality and obtain
P

 sup
s∈[t,t+tn]
s≤1
∣∣S1n(s)− S1n(t)∣∣ ≥ x

 ≤ E

 sup
s∈[t,t+tn]
s≤1
ET
[
exp
{
θ
∣∣∣∣∣
n∑
i=1
Yi(s)
∣∣∣∣∣
}] exp(−θnx)
≤

E

 sup
s∈[t,t+tn]
s≤1
ET
[
exp
{
θ
n∑
i=1
Yi(s)
}]+ E

 sup
s∈[t,t+tn]
s≤1
ET
[
exp
{
−θ
n∑
i=1
Yi(s)
}]

 exp(−θnx).
Since, conditionally on T1, . . . , Tn, the Yi’s are independent we have
ET
[
exp
{
θ
n∑
i=1
Yi(s)
}]
=
n∏
i=1
ET [exp {θYi(s)}] .
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Moreover, the Yi’s are centered random variables with
Yi(s) ≤ bi(s) = sup
u∈[0,1]
r(u)1{t<Ti≤s}, Yi(s) ≥ −bi(s).
It follows by Hoeffding’s Lemma that
ET
[
eθYi(s)
]
≤ exp
(
θ2(2bi(s))
2
8
)
≤ exp

θ2
(
supu∈[0,1] r(u)
)2
1{t<Ti≤s}
2

 .
In the same way (considering −Yi(s) instead of Yi(s)) we get
ET
[
e−θYi(s)
]
≤ exp

θ2
(
supu∈[0,1] r(u)
)2
1{t<Ti≤s}
2

 .
Hence,
P

 sup
s∈[t,t+tn]
s≤1
∣∣S1n(s)− S1n(t)∣∣ ≥ x

 ≤ 2E

 n∏
i=1
exp

θ2
(
supu∈[0,1] r(u)
)2
1{t<Ti≤t+tn}
2



 exp(−θnx)
= 2

E

exp

θ2
(
supu∈[0,1] r(u)
)2
1{t<T≤t+tn}
2






n
exp(−θnx)
where T is a random variable with the same distribution as the Ti’s. Since, 1{t<T≤t+tn} is a
Bernoulli random variable with success probability γ < Ctn, we have, for θ ≤ 1,
E

exp

θ2
(
supu∈[0,1] r(u)
)2
1{t<T≤t+tn}
2



 ≤ exp(γ (eR2θ2/2 − 1)) ≤ exp
(
1
2
CtnR
2θ2eR
2/2
)
and
P

 sup
s∈[t,t+tn]
s≤1
∣∣S1n(s)− S1n(t)∣∣ ≥ x

 ≤ 2 exp
(
1
2
nθ2CtnR
2eR
2/2
)
exp(−θnx)
= 2 exp
(
−nθ
{
x− 1
2
θCtnR
2eR
2/2
})
.
If we choose θ = θ˜ as defined in (A.1) we get x− 12θCtnR2eR
2/2 ≥ x/3 and therefore,
P

 sup
s∈[t,t+tn]
s≤1
∣∣S1n(s)− S1n(t)∣∣ ≥ x

 ≤ 2 exp
(
−1
3
θ˜nx
)
.
The same bound can be obtained for the supremum over [t− tn, t]∩ [0, 1]; and combining the two
bounds completes the proof of Lemma 12 with K = 1/3.
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Lemma 13. Assume that the follow-up time T has uniformly continuous distribution with bounded
density h such that infu∈[0,1] h(u) > 0. Let t 7→ m(t) be a positive continuously differentiable
function on [0, 1] and consider
S2n(t) =
1
n
n∑
i=1
(
m(Ti)1{Ti≤t} − E
[
m(Ti)1{Ti≤t}
])
.
There exist two positive constants K1, K2 such that for each t ∈ [0, 1], tn ∈ (0, 1), and x > 0, it
holds
P

 sup
|s−t|<tn
s∈[0,1]
∣∣S2n(t)− S2n(s)∣∣ ≥ x

 ≤ K1 exp (−K2nxmin {1, xt−1n }) .
Proof. We consider first the case s ∈ [t, t+ tn] ∩ [0, 1]. We have
S2n(s)− S2n(t) =
1
n
n∑
i=1
m(Ti)1{t<Ti≤s} − E
[
m(T )1{t<T≤s}
]
where T is a random variable with the same distribution as the Ti’s. By a change of variable, we
can write
E
[
m(T )1{t<T≤s}
]
=
∫ s
t
m(u) dH(u) =
∫ H(s)
H(t)
m
(
H−1(v)
)
dv
where H denotes the distribution function of T . Moreover,
1
n
n∑
i=1
m(Ti)1{t<Ti≤s} =
∫ 1
0
m
(
H−1n (v)
)
1{t<H−1n (v)≤s} dv
where H−1n is the empirical quantile function corresponding to T1, . . . , Tn. Hence, we get
∣∣S2n(s)− S2n(t)∣∣ =
∣∣∣∣∣
∫ 1
0
m
(
H−1n (v)
)
1{t<H−1n (v)≤s} dv −
∫ H(s)
H(t)
m
(
H−1(v)
)
dv
∣∣∣∣∣
≤
∫ Hn(s)
Hn(t)
∣∣m (H−1n (v))−m (H−1(v))∣∣ dv
+
∣∣∣∣
∫ 1
0
m
(
H−1(v)
) [
1{Hn(t)<v≤Hn(s)} − 1{H(t)<v≤H(s)}
]
dv
∣∣∣∣
(A.2)
and as a result
P

 sup
s∈[t,t+tn]
s≤1
∣∣S2n(t)− S2n(s)∣∣ ≥ x


≤ P

 sup
s∈[t,t+tn]
s≤1
∫ Hn(s)
Hn(t)
∣∣m (H−1n (v))−m (H−1(v))∣∣ dv ≥ 12x


+ P

 sup
s∈[t,t+tn]
s≤1
∣∣∣∣
∫ 1
0
m
(
H−1(v)
) [
1{Hn(t)<v≤Hn(s)} − 1{H(t)<v≤H(s)}
]
dv
∣∣∣∣ ≥ 12x

 .
(A.3)
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We consider first the first probability on the right hand side. Since m and H are differentiable
with bounded derivative, we have
∫ Hn(s)
Hn(t)
∣∣m (H−1n (v))−m (H−1(v))∣∣ dv
. [Hn(s)−Hn(t)] sup
u∈[0,1]
∣∣H−1n (u)−H−1(u)∣∣
. (s− t) sup
u∈[0,1]
∣∣H−1n (u)−H−1(u)∣∣
+ |(Hn −H)(s)− (Hn −H)(t)| sup
u∈[0,1]
∣∣H−1n (u)−H−1(u)∣∣
. (s− t) sup
u∈[0,1]
∣∣H−1n (u)−H−1(u)∣∣
+ sup
u∈[0,1]
|Hn(u)−H(u)| sup
u∈[0,1]
∣∣H−1n (u)−H−1(u)∣∣ .
(A.4)
As a result, for some constant c > 0, we obtain
P

 sup
s∈[t,t+tn]
s≤1
∫ Hn(s)
Hn(t)
∣∣m (H−1n (v))−m (H−1(v))∣∣ dv ≥ 12x


≤ P
(
sup
u∈[0,1]
|H−1n (u)−H−1(u)| ≥ cxt−1n
)
+ P
(
sup
u∈[0,1]
|Hn(u)−H(u)| sup
u∈[0,1]
∣∣H−1n (u)−H−1(u)∣∣ ≥ cx
)
By Lemma A1 in [1] and the DKW inequality, it follows that
P

 sup
s∈[t,t+tn]
s≤1
∫ Hn(s)
Hn(t)
∣∣m (H−1n (v))−m (H−1(v))∣∣ dv ≥ 12x


. exp
(−c1nx2t−2n )+ P
(
sup
u∈[0,1]
∣∣H−1n (u)−H−1(u)∣∣ ≥ cx1/2
)
+ P
(
sup
u∈[0,1]
|Hn(u)−H(u)| ≥ x1/2
)
. exp
(−c1nx2t−2n )+ exp (−c2nx) .
(A.5)
Now we deal with the second probability on the right hand side of (A.3). We have∣∣∣∣
∫ 1
0
m
(
H−1(v)
) [
1{Hn(t)<v≤Hn(s)} − 1{H(t)<v≤H(s)}
]
dv
∣∣∣∣
≤
∣∣∣∣
∫ 1
0
[
m
(
H−1(v)
) −m (H−1(H(t)))] [1{Hn(t)<v≤Hn(s)} − 1{H(t)<v≤H(s)}] dv
∣∣∣∣
+m(t) |(Hn −H)(s)− (Hn −H)(t)|
(A.6)
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and for some ζv lying between v and H(t),∣∣∣∣
∫ 1
0
[
m
(
H−1(v)
) −m (H−1(H(t)))] [1{Hn(t)<v≤Hn(s)} − 1{H(t)<v≤H(s)}] dv
∣∣∣∣
=
∣∣∣∣
∫ 1
0
(v −H(t))(m ◦H−1)′(ζv)
[
1{Hn(t)<v≤Hn(s)} − 1{H(t)<v≤H(s)}
]
dv
∣∣∣∣
=
∣∣∣∣∣
∫ H(t)
Hn(t)
(v −H(t))(m ◦H−1)′(ζv) dv −
∫ H(s)
Hn(s)
(v −H(t))(m ◦H−1)′(ζv) dv
∣∣∣∣∣ .
Moreover,∣∣∣∣∣
∫ H(t)
Hn(t)
(v −H(t))(m ◦H−1)′(ζv) dv
∣∣∣∣∣ ≤ 12 supu∈[0,1] |(m ◦H−1)′(u)||Hn(t)−H(t)|2
and ∣∣∣∣∣
∫ H(s)
Hn(s)
(v −H(t))(m ◦H−1)′(ζv) dv
∣∣∣∣∣
≤ 1
2
sup
u∈[0,1]
|(m ◦H−1)′(u)||Hn(s)−H(s)| {|H(s)−H(t)|+ |Hn(s)−H(t)|}
Hence, we obtain∣∣∣∣
∫ 1
0
[
m
(
H−1(v)
)−m (H−1(H(t)))] [1{Hn(t)<v≤Hn(s)} − 1{H(t)<v≤H(s)}] dv
∣∣∣∣
.
supu∈[0,1] |m′(u)|
infu∈[0,1] h(u)
{
sup
u∈[0,1]
|Hn(u)−H(u)|2 + sup
u∈[0,1]
h(u)(s− t) sup
u∈[0,1]
|Hn(u)−H(u)|
}
.
(A.7)
From (A.6) and (A.7) it follows that
P

 sup
s∈[t,t+tn]
s≤1
∣∣∣∣
∫ 1
0
m
(
H−1(v)
) [
1{Hn(t)<v≤Hn(s)} − 1{H(t)<v≤H(s)}
]
dv
∣∣∣∣ ≥ x2


≤ P

 sup
s∈[t,t+tn]
s≤1
|(Hn −H)(s)− (Hn −H)(t)| ≥ cx


+ P

 sup
s∈[t,t+tn]
s≤1
{
sup
u∈[0,1]
|Hn(u)−H(u)|2 + sup
u∈[0,1]
h(u)(s− t) sup
u∈[0,1]
|Hn(u)−H(u)|
}
≥ cx

 .
(A.8)
Next we deal with the first probability in the right hand side of (A.8). Assume first that
tn ≤ c0x where c0 = c/(2 supu h(u)). By monotonicity of both Hn and H , for s ∈ [t, t + tn] we
have
(Hn −H)(s)− (Hn −H)(t) ≤ Hn(t+ tn)−H(t) + (Hn −H)(t)
≤ (Hn −H)(t+ tn)− (Hn −H)(t) + tn sup
u
h(u).
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Hence,
|(Hn −H)(s)− (Hn −H)(t)| ≤ |(Hn −H)(t+ tn)− (Hn −H)(t)|+ tn sup
u
h(u).
Therefore, since tn ≤ c0x where c0 = c/(2 supu h(u)) we obtain
P

 sup
s∈[t,t+tn]
s≤1
|(Hn −H)(s)− (Hn −H)(t)| ≥ cx


≤ P (|(Hn −H)(t+ tn)− (Hn −H)(t)| ≥ cx/2)
≤ 2 exp
(
− nc
2x2
8p+ 4cx
)
,
using Lemma 11 for the last inequality with p = H(tn) − H(t). For tn ≤ c0x we have p ≤ cx/2
and therefore,
P

 sup
s∈[t,t+tn]
s≤1
|(Hn −H)(s)− (Hn −H)(t)| ≥ cx

 ≤ 2 exp (−cnx/8) . (A.9)
Now, if we assume that tn > c0x we have
P

 sup
s∈[t,t+tn]
s≤1
|(Hn −H)(s)− (Hn −H)(t)| ≥ cx


≤ P

 sup
s∈[t,t+c0x]
s≤1
|(Hn −H)(s)− (Hn −H)(t)| ≥ cx


+P

 sup
s∈[t+c0x,t+tn]
s≤1
|(Hn −H)(s)− (Hn −H)(t)| ≥ cx

 . (A.10)
From what precedes, the first probability on the right hand side is bounded above by 2 exp(−ncx/8)
and it remains to deal with the second probability. For t ∈ [0, 1], define
Mn(s) =
Hn(s)−Hn(t)
H(s)−H(t) , s ∈ [0, 1]
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We can write
P

 sup
s∈[t+c0x,t+tn]
s≤1
|(Hn −H)(s)− (Hn −H)(t)| ≥ cx


≤
∑
k: tn>2k−1c0x
P

 sup
s∈[t+tn/2k+1,t+tn/2k]
s≤1
|(Hn −H)(s)− (Hn −H)(t)| ≥ cx


≤
∑
k: tn>2k−1c0x
P

 sup
s∈[t+tn/2k+1,t+tn/2k]
s≤1
∣∣∣∣ (Hn −H)(s)− (Hn −H)(t)H(s)−H(t)
∣∣∣∣ ≥ cx|H(t+ tn/2k)−H(t)|


≤
∑
k: tn>2k−1c0x
P

 sup
s∈[t+tn/2k+1,t+tn/2k]
s≤1
|Mn(s)− 1| ≥ 2kc˜xt−1n

 .
By Lemma 2.2 in [14], Mn(s), s ∈ [t, 1], is a reverse time martingale, conditionally on Hn(t).
Hence, each r > 0, exp(r|Mn(s) − 1|) is a reverse time submartingale, conditionally on Hn(t). It
then follows from Doob’s inequality that for all rk > 0,
P

 sup
s∈[t+c0x,t+tn]
s≤1
|(Hn −H)(s)− (Hn −H)(t)| ≥ cx


≤
∑
k: tn>2k−1c0x
E

P

 sup
s∈[t+tn/2k+1,t+tn/2k]
s≤1
exp (rk |Mn(s)− 1|) ≥ exp
(
rk2
k c˜xt−1n
) ∣∣∣∣Hn(t)




≤
∑
k: tn>2k−1c0x
exp
(−rk2kc˜xt−1n )E [exp (rk ∣∣Mn(t+ tn/2k+1)− 1∣∣)]
≤
∑
k: tn>2k−1c0x
exp
(−rk2kc˜xt−1n )E [exp (rkp−1 ∣∣(Hn −H)(t+ tn/2k+1)− (Hn −H)(t)∣∣)] ,
where p = H(t+tn/2
k+1)−H(t). Since X = n[Hn(t+tn/2k+1)−Hn(t)] is a Binomial distribution
with parameters n and p, it follows from the first inequality in Lemma 11 that
P

 sup
s∈[t+c0x,t+tn]
s≤1
|(Hn −H)(s)− (Hn −H)(t)| ≥ cx


≤
∑
k: tn>2k−1c0x
2 exp
(
−rk2kc˜xt−1n + npφ
(
rk
np
))
.
In the above sum, we choose rk for which the exponential takes the smallest possible value, that
is rk = np log(1 + 2
k c˜xt−1n ) > 0. With this choice we obtain
P

 sup
s∈[t+c0x,t+tn]
s≤1
|(Hn −H)(s)− (Hn −H)(t)| ≥ cx


≤
∑
k: tn>2k−1c0x
2 exp
(−nph(2kc˜xt−1n ))
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where for all u ≥ −1, h(u) = (1 + u) log(1 + u) − u. Since h(u) ≥ u2/(2 + 2u) for all u ≥ 0 (see
the proof of Lemma 11) and p ≥ tn infu h(u)/2k+1, this implies that
P

 sup
s∈[t+c0x,t+tn]
s≤1
|(Hn −H)(s)− (Hn −H)(t)| ≥ cx


≤
∑
k: tn>2k−1c0x
2 exp
(
−Kn x
2t−1n
2−k + xt−1n
)
≤
∞∑
k=0
2 exp
(
−Kn 2
kx2t−1n
1 + 2/c0
)
and therefore,
P

 sup
s∈[t+c0x,t+tn]
s≤1
|(Hn −H)(s)− (Hn −H)(t)| ≥ cx

 ≤ K1 exp (−K2nx2t−1n )
for all tn > 0 and x > 0 that satisfy tn > c0x. Since (A.9) holds for all tn ≤ c0x we conclude from
(A.10) that for all tn > 0 and x > 0, we have
P

 sup
s∈[t,t+tn]
s≤1
|(Hn −H)(s)− (Hn −H)(t)| ≥ cx

 ≤ K1 exp (−K2nxmin{1, xt−1n }) . (A.11)
It remains to deal with the second probability in the right hand side of (A.8). We have
P

 sup
s∈[t,t+tn]
s≤1
{
sup
u∈[0,1]
|Hn(u)−H(u)|2 + sup
u∈[0,1]
h(u)(s− t) sup
u∈[0,1]
|Hn(u)−H(u)|
}
≥ cx


≤ P
(
sup
u∈[0,1]
|Hn(u)−H(u)|2 ≥ c1x
)
+ P
(
sup
u∈[0,1]
|Hn(u)−H(u)| ≥ c2xt−1n
)
. exp
(−cnxmin{1, xt−2n }) ,
(A.12)
using again the DKW inequality. Putting together (A.3), (A.5), (A.8), (A.11) and (A.12), we
conclude that
P

 sup
s∈[t,t+tn]
s≤1
∣∣S2n(t)− S2n(s)∣∣ ≥ x

 ≤ K1 exp (−K2nxmin{1, xt−1n })
for some positive constants K1, K2. The same bound can be obtained similarly for the case
s ∈ [t− tn, t] ∩ [0, 1].
Lemma 14. Let Tn = n
γ for some γ ∈ (0, 1/3). For t, s ∈ (0, 1) define
π(u; t, s) = 1{u≤s} − 1{u≤t} (A.13)
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and
R1n(t, s) =
∫
δπ(u; t, s)
(
1
Φ(u;β0)
− 1
Φ(t;β0)
)
d(Pn − P)(u, δ, z). (A.14)
Suppose that x 7→ Φ(x;β0) is continuously differentiable and it is bounded from below by a strictly
positive constant. Let c > 0. For each 2 ≤ q < 2/(3γ), there exists K > 0 such that, for all
t ∈ [0, 1] and x ≥ 0,
P
[
sup
|tn−t|≤cn−1/3Tn
|R1n(t, tn)| > x
]
≤ Kx−qn1−q.
Proof. Fix c > 0, x > 0 and t ∈ [0, 1]. Let F be the following class of functions on [t, 1]×{0, 1}×Rp,
F =
{
ftn(u, δ, z) = δπ(u; t, tn)
(
1
Φ(u;β0)
− 1
Φ(t;β0)
) ∣∣∣∣ tn ∈ [t, t+ cn−1/3Tn]
}
with envelope function
F (u, δ, z) = δπ
(
u; t, t+ cn−1/3Tn
)( 1
Φ(u;β0)
− 1
Φ(t;β0)
)
.
By Markov inequality we have
P
[
sup
tn∈[t,t+cn−1/3Tn]
|R1n(t, tn)| > x
]
≤n−q/2x−qE
[
sup
f∈F
∣∣∣∣
∫
f(u, δ, z) d
√
n(Pn − P)(u, δ, z)
∣∣∣∣
q
]
.
From Theorem 2.14.5 and 2.14.2 in [26], it follows that
E
[
sup
f∈F
∣∣∣∣
∫
f(u, δ, z) d
√
n(Pn − P)(u, δ, z)
∣∣∣∣
q
]1/q
. E
[
sup
f∈F
∣∣∣∣
∫
f(u, δ, z) d
√
n(Pn − P)(u, δ, z)
∣∣∣∣
]
+ n−1/2+1/q‖F‖Lq(P)
. J[](1,F, L2(P))‖F‖L2(P) + n−1/2+1/q‖F‖Lq(P),
(A.15)
where
J[](1,F, L2(P)) =
∫ 1
0
√
1 + logN[]
(
ǫ‖F‖L2(P),F, L2(P)
)
dǫ.
The constants in the inequalities . are universal. Since Φ is bounded from below by a strictly
positive constant and has a continuous derivative, we have
‖F‖qLq(P) =
∫
δ1{t<u≤t+cn−1/3Tn}
(
1
Φ(u;β0)
− 1
Φ(t;β0)
)q
dP(u, δ, z)
=
∫ t+cn−1/3Tn
t
(u− t)q
(
Φ′(t;β0)
Φ(t;β0)2
)q
dHuc(u) + o
(
(n−1/3Tn)q+1
)
= (q + 1)−1
(
Φ′(t;β0)
Φ(t;β0)2
)q
(n−1/3Tn)q+1 + o
(
(n−1/3Tn)q+1
)
,
where the small−o term is uniform in t. Hence, if J[](1,F, L2(P)) is bounded uniformly in t, we
obtain
E
[
sup
f∈F
∣∣∣∣
∫
f(u, δ, z) d
√
n(Pn − P)(u, δ, z)
∣∣∣∣
q
]
. ‖F‖qL2(P) + n
−q/2+1‖F‖qLq(P)
. (n−1/3Tn)3q/2 + n−q/2+1(n−1/3Tn)q+1
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where the constants in the inequalities . can be chosen independently of t. It follows that,
P
[
sup
tn∈[t,t+cn−1/3Tn]
|R1n(t, tn)| > x
]
. n−qx−qT 3q/2n + n
1−qx−q(n−1/3Tn)q+1
. n1−qx−q,
since q ≤ 2/(3γ). It remains to show that J[](1,F, L2(P)) is bounded. We first computeN[]
(
ǫ‖F‖L2(P),F, L2(P)
)
.
Divide the interval [t, t+cn−1/3Tn] inM subintervals of length L = cn−1/3Tn/M . For i = 1, . . . ,M ,
let
li(u, δ, z) = δ1{t<u≤t+(i−1)L}
(
1
Φ(u;β0)
− 1
Φ(t;β0)
)
,
Li(u, δ, z) = δ1{t<u≤t+iL}
(
1
Φ(u;β0)
− 1
Φ(t;β0)
)
.
Consider the brackets [l1, L1], . . . , [lM , LM ]. Since, for each tn ∈ [t, t + cn−1/3Tn], there exists i
such that ftn ∈ [li, Li], they cover all the class F. Moreover, with ci = t+ iL, we have
‖Li − li‖2L2(P) =
∫
(Li(u, δ, z)− li(u, δ, z))2 dP(u, δ, z)
.
∫
δ1{ci−1<u≤ci}
(
1
Φ(u;β0)
− 1
Φ(t;β0)
)2
dP(u, δ, z)
. L
(
n−1/3Tn
)2
.
Again, the constant in the inequality . can be chosen independently of t. If we take
M =
⌊
KT 3n
nǫ2‖F‖2L2(P)
+ 1
⌋
,
for a properly chosen constant K > 0, then
‖Li − li‖L2(P) ≤ ǫ‖F‖L2(P).
It follows that
N[]
(
ǫ‖F‖L2(P),F, L2(P)
) ≤
⌊
KT 3n
nǫ2‖F‖2L2(P)
+ 1
⌋
(A.16)
and consequently
J[](1,F, L2(P)) ≤
∫ 1
0
√√√√1 + log
⌊
KT 3n
nǫ2‖F‖2L2(P)
+ 1
⌋
dǫ
. 1 +
∫ (KT 3n)1/2/(n1/2‖F‖L2(P))
0
√√√√1 + log
(
KT 3n
nǫ2‖F‖2L2(P)
)
dǫ
. 1 +
(KT 3n)
1/2
n1/2‖F‖L2(P)
∫ 1
0
√
1 + log(x−2) dx
≤ K ′
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because ‖F‖L2(P) = C(n−1/3Tn)3/2 + o
(
(n−1/3Tn)3/2
)
. Similarly, it can be shown that
P
[
sup
tn∈[t−cn−1/3Tn,t]
|R1n(t, tn)| > x
]
. n1−qx−q,
for some universal constant in ..
Lemma 15. Let Tn = n
γ for some γ ∈ (0, 1/3). For t, s ∈ (0, 1), define
R2n(t, s) =
∫
eβ
′
0zπ(u; t, s)
∫ s
u
λ0(v)
Φ(v;β0)
dv d(Pn − P)(u, δ, z), (A.17)
where π is as in (A.13). Suppose x 7→ Φ(x;β0) and λ0 are continuously differentiable bounded
away from zero. Assume that, given z, the follow up time T has a continuous density uniformly
bounded in z and t, from above and below away from zero, and assume furthermore that (A3)
holds. For each q ∈ [2, 2/(3γ)], and c > 0 there exist K > 0 such that, for all t ∈ [0, 1] and x ≥ 0,
P
[
sup
|tn−t|≤cn−1/3Tn
|R2n(t, tn)| > x
]
≤ Kx−qn1−q.
Proof. Fix c > 0, x > 0 and t ∈ [0, 1]. Let F be the following class of functions ftn on [t, tn] ×
{0, 1} × Rp,
F =
{
ftn(u, δ, z) = e
β′0zπ(u; t, tn)
∫ tn
u
λ0(v)
Φ(v;β0)
dv
∣∣∣∣ tn ∈ [t, t+ cn−1/3Tn]
}
.
with envelope function
F (u, δ, z) = eβ
′
0zπ(u; t, t+ cn−1/3Tn)
∫ t+cn−1/3Tn
u
λ0(v)
Φ(v;β0)
dv.
By Markov inequality we have
P
[
sup
tn∈[t,t+cn−1/3Tn]
|R2n(t, tn)| > x
]
≤n−q/2x−qE
[
sup
f∈F
∣∣∣∣
∫
f(u, δ, z) d
√
n(Pn − P)(u, δ, z)
∣∣∣∣
q
]
.
Moreover, as in (A.15),
E
[
sup
f∈F
∣∣∣∣
∫
f(u, δ, z) d
√
n(Pn − P)(u, δ, z)
∣∣∣∣
q
]1/q
. J[](1,F, L2(P))‖F‖L2(P) + n−1/2+1/q‖F‖Lq(P).
The constants in the inequalities . are universal. In this case, we have
‖F‖qLq(P) =
∫
eqβ
′
0zπ(u; t, t+ cn−1/3Tn)
(∫ t+cn−1/3Tn
u
λ0(v)
Φ(v;β0)
dv
)q
dP(u, δ, z)
=
∫
Rp
eqβ
′
0zgn(z) dFZ(z) + o
(∫
Rp
eqβ
′
0zgn(z) dFZ(z)
)
for
gn(z) =
∫ t+cn−1/3Tn
t
[
t+ cn−1/3Tn − u
]q ( λ0(t)
Φ(t;β0)
)q
dH(u|z).
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Since λ0, Φ and the density of T given z are uniformly bounded above and below away from zero,
there exist constants c1 > 0, c2 > 0 independent of t such that
c1(n
−1/3Tn)q+1 ≤ inf
z
gn(z) ≤ sup
z
gn(z) ≤ c2(n−1/3Tn)q+1
Hence under Assumption (A3), if J[](1,F, L2(P)) is bounded, as in the previous lemma it follows
that
P
[
sup
tn∈[t,t+cn−1/3Tn]
|R2n(t, tn)| > x
]
. n1−qx−q.
It remains to show that J[](1,F, L2(P)) is bounded. We first compute N[]
(
ǫ‖F‖L2(P),F, L2(P)
)
.
Divide the interval [t, t+cn−1/3Tn] inM subintervals of length L = cn−1/3Tn/M . For i = 1, . . . ,M ,
let
li(u, δ, z) = e
β′0z1{t<u≤t+(i−1)L}
∫ t+(i−1)L
u
λ0(v)
Φ(v;β0)
dv,
Li(u, δ, z) = e
β′0z1{t<u≤t+iL}
∫ t+iL
u
λ0(v)
Φ(v;β0)
dv.
Consider the brackets [l1, L1], . . . , [lM , LM ]. Since, for each u ∈ [0, Tn], there exists i such that
fu ∈ [li, Li], they cover all the class F. Moreover, using the assumption (A3) with q = 2 together
with the assumption that the conditional distribution of T given Z = z has a density that is
bounded uniformly in z, we have
‖Li − li‖2L2(P) .
∫
e2β
′
0z1{t<u≤t+iL}
(∫ t+iL
t+(i−1)L
λ0(v)
Φ(v;β0)
dv
)2
dP(u, δ, z)
+
∫
e2β
′
0z1{t+(i−1)L<u≤t+iL}
(∫ t+(i−1)L
u
λ0(v)
Φ(v;β0)
dv
)2
dP(u, δ, z)
. iL3 + ((i − 1)L+ n−1/3Tn)2L . L3M2.
If we let
M =
⌊
KT 3n
nǫ2‖F‖2L2(P)
+ 1
⌋
for a properly chosen constant K > 0, then
‖Li − li‖L2(P) . L3/2M ≤ ǫ‖F‖L2(P).
It follows that
N[]
(
ǫ‖F‖L2(P),F, L2(P)
) ≤
⌊
KT 3n
nǫ2‖F‖2L2(P)
+ 1
⌋
.
Since we obtain the same entropy bound as in (A.16), the proof can be completed with the same
arguments as for the proof of Lemma 14.
Proof of Step 1 in Theorem 3. Let
I1 =
∫ 1
0
[
λˆn(t)− λ0(t)
]p
+
dt and J1 =
∫ 1
0
∫ (λ0(0)−λ0(t))p
0
1{λˆn(t)≥λ0(t)+a1/p} da dt.
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Since λˆn(t) < λ0(0) for t > Uˆn(λ0(0)), we have
0 ≤ (I1 − J1)1En = 1En
∫ Uˆn(λ0(0))
0
∫ ∞
(λ0(0)−λ0(t))p
1{λˆn(t)≥λ0(t)+a1/p} da dt
≤ 1En
∫ Uˆn(λ0(0))
0
[
λˆn(t)− λ0(t)
]p
+
dt
≤ 1En
∫ n−1/3 logn
0
[
λˆn(t)− λ0(t)
]p
+
dt+
∣∣∣λˆn(0)− λ0(1)∣∣∣p 1{n1/3Uˆn(λ0(0))>logn}∩En .
Let p′ ∈ (p− 1/2, 2)be such that 1 ≤ p′ ≤ p. From Lemma 9 and Lemma 6 it follows that
(I1 − J1)1En ≤ 1En
∣∣∣λˆn(0)− λ0(1)∣∣∣p−p′
∫ n−1/3 logn
0
[
λˆn(t)− λ0(t)
]p′
+
dt+ oP
(
n−p/3−1/6
)
.
Moreover, as p′ ∈ [1, 2), Theorem 1 implies that
E
[
1En
∫ n−1/3 log n
n−1
[
λˆn(t)− λ0(t)
]p′
+
dt
]
. n−(1+p
′)/3 logn.
Since p′ > p− 1/2 and p ≤ 5/2,
1En
∫ n−1/3 logn
0
[
λˆn(t)− λ0(t)
]p′
+
dt
= 1En
∫ n−1
0
[
λˆn(t)− λ0(t)
]p′
+
dt+OP
(
n−(1+p
′)/3 logn
)
≤ 1En
∣∣∣λˆn(0)− λ0(1)∣∣∣p′ O(n−1) + oP (n−p/3−1/6)
whence I11En = J11En + oP
(
n−p/3−1/6
)
. With a change of variable b = λ0(t) + a
1/p we get
I11En = 1En
∫ λ0(0)
λ0(1)
∫ Uˆn(b)
U(b)
p(b− λ0(t))p−11{U(b)<Uˆn(b)} dt db+ oP
(
n−p/3−1/6
)
.
By a Taylor expansion and (12) we have∣∣∣[b − λ0(t)]p−1 − [(U(b)− t)λ′0 ◦ U(b)]p−1∣∣∣ . (t− U(b))p−1+s
for all b ∈ (λ0(1), λ0(0)) and t ∈ (U(b), 1). Integrating (28) shows that, for all q ≥ 1, there exists
K > 0 such that
E
[
1En
(
n1/3|Uˆn(a)− U(a)|
)q]
≤ K, for all a ∈ R.
It follows that
I11En = 1En
∫ λ0(0)
λ0(1)
∫ Uˆn(b)
U(b)
p(t− U(b))p−1|λ0′(U(b))|p−11{U(b)<Uˆn(b)} dt db
+OP
(
n−(p+s)/3
)
+ oP
(
n−p/3−1/6
)
= 1En
∫ λ0(0)
λ0(1)
(Uˆn(b)− U(b))p|λ0′(U(b))|p−11{U(b)<Uˆn(b)} db+ oP
(
n−p/3−1/6
)
= 1En
∫ λ0(0)
λ0(1)
(Uˆn(b)− U(b))p+|U ′(b))|p−1db+ oP
(
n−p/3−1/6
)
.
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In the same way we can prove that
1En
∫ 1
0
[
λ0(t)− λˆn(t)
]p
+
dt = 1En
∫ λ0(0)
λ0(1)
(U(b)− Uˆn(b))p+|U ′(b))|p−1db+ oP
(
n−p/3−1/6
)
and the result follows.
Lemma 16. Let Tn = n
γ for some γ ∈ (0, 1/3) and b = n−1/4. Assume that, given z, the follow
up time T has a continuous density uniformly bounded from above and from below away from zero.
For each 2 ≤ q < 1/(γ + 1/24), there exists K > 0 such that, for x ≥ 0 and all a ∈ R,
P
[
n1/3Tn sup
|v−U(a)|≤b
|(Φn − Φ)(v;β0)− (Φn − Φ)(U(a);β0)| > x
]
≤ Kx−qn1−q/3.
Proof. Let F be the following class of functions fv on [U(a), v]× {0, 1} × Rp,
F =
{
fv(t, δ, z) = 1{U(a)<t≤v}eβ
′
0z
∣∣∣∣ v ∈ [U(a), U(a) + b]
}
with envelope function
F (t, δ, z) = 1{U(a)<t≤U(a)+b}eβ
′
0z .
By Markov inequality we have
P
[
n1/3Tn sup
v∈[U(a),U(a)+b]
|(Φn − Φ)(v;β0)− (Φn − Φ)(U(a);β0)| > x
]
. n−q/6x−qT qnE
[
sup
f∈F
∣∣∣∣
∫
f(t, δ, z) d
√
n(Pn − P)(t, δ, z)
∣∣∣∣
q
]
.
As in (A.15), it follows that
E
[
sup
f∈F
∣∣∣∣
∫
f(t, δ, z) d
√
n(Pn − P)(t, δ, z)
∣∣∣∣
q
]1/q
. J[](1,F, L2(P))‖F‖L2(P) + n−1/2+1/q‖F‖Lq(P)
for a universal constant in .. For the envelope function, we obtain
‖F‖qLq(P) =
∫
1{U(a)<t≤U(a)+b}eqβ
′
0z dP(t, δ, z)
=
∫
Rp
eqβ0z
∫ U(a)+n−1/3
U(a)
dH(t|z) dFZ(z) ∈ [c1b, c2b],
for some c1, c2 > 0 independent of a because the density of T given z is uniformly bounded from
above and below away from zero. Hence, if J[](1,F, L2(P)) is bounded, we obtain
E
[
sup
f∈F
∣∣∣∣
∫
f(t, δ, z) d
√
n(Pn − P)(t, δ, z)
∣∣∣∣
q
]
. ‖F‖qL2(P) + n−q/2+1‖F‖
q
Lq(P)
.bq/2 + n−q/2+1b
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and it follows that,
P
[
n1/3Tn sup
v∈[U(a),U(a)+b]
|(Φn − Φ)(v;β0)− (Φn − Φ)(U(a);β0)| > x
]
. n−7q/24x−qT qn + n
−2q/3+3/4x−qT qn
. n1−q/3x−q,
since q ≤ 1/(γ + 1/24). Again, the constant in . is independent of a. It remains to show
that J[](1,F, L2(P)) is bounded. We first compute N[]
(
ǫ‖F‖L2(P),F, L2(P)
)
. Divide the interval
[U(a), U(a) + b] in M subintervals of length L = b/M . For i = 1, . . . ,M , define
li(t, δ, z) = 1{U(a)<t≤U(a)+(i−1)L}eβ
′
0z, Li(t, δ, z) = 1{U(a)<t≤U(a)+iL}eβ
′
0z.
Consider the brackets [l1, L1], . . . , [lM , LM ]. Since, for each u ∈ [U(a), U(a) + b], there exists i
such that fu ∈ [li, Li], they cover all the class F. Moreover, we have
‖Li − li‖2L2(P) .
∫
1{U(a)+(i−1)L<t≤U(a)+iL}e
2β′0z dP(t, δ, z) . L.
Since the density of T given z is uniformly bounded from above, the constant in the inequality .
is independent of t. If we take
M =
⌊
Kb
ǫ2‖F‖2L2(P)
+ 1
⌋
for some properly chosen constant K, then
‖Li − li‖L2(P) ≤ ǫ‖F‖L2(P).
It follows that
N[]
(
ǫ‖F‖L2(P),F, L2(P)
) ≤
⌊
Kb
ǫ2‖F‖2L2(P)
+ 1
⌋
and consequently
J[](1,F, L2(P)) ≤
∫ 1
0
√√√√1 + log
⌊
Kb
ǫ2‖F‖2L2(P)
+ 1
⌋
dǫ
. 1 +
∫ (Kb)1/2/‖F‖L2(P)
0
√
1 + log
(
Kb
ǫ‖F‖L2(P)
)
dǫ
. 1 +
(Kb)1/2
‖F‖L2(P)
∫ 1
0
√
1 + log(x−2) dx
≤ K ′
because ‖F‖L2(P) = cb1/2 + o(b1/2). Similarly, it can be shown that
P
[
n1/3Tn sup
v∈[U(a)−b,U(a)]
|(Φn − Φ)(v;β0)− (Φn − Φ)(U(a);β0)| > x
]
. n1−q/3x−q.
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Appendix B. CLT under a parametric baseline distribution
In what follows, without loss of generality we assume that |θˆn − θ| ≤ n−1/2+α and (57) hold
on En, where α ∈ (0, 1/6) is fixed. Pθ and Eθ denote the conditional probability and expectation,
given θˆn. Moreover, Uθˆ is defined in the same manner as Uˆn in (16) but with Λn replaced by Λθˆ,
the cumulative baseline hasard corresponding to λθˆ.
Lemma 17. Let Tn = n
γ for some γ ∈ (0, 1/3). Let R1n be as in (A.14). Suppose that x 7→
Φ(x;β0) is continuously differentiable and it is bounded from below by a strictly positive constant.
Let c > 0. For each 2 ≤ q < 2/(3γ), there exist K > 0 such that, for all a ∈ R and x ≥ 0,
Pθ
[{
sup
|tn−Uθˆ(a)|≤cn−1/3Tn
|R1n(Uθˆ(a), tn)| > x
}
∩ En
]
≤ Kx−qn1−q.
Proof. Let π be as in (A.13) and let F be the class of functions on [U(a)−n−1/2+α, 1]×{0, 1}×Rp
of the form
ftn,s(u, δ, z) = δπ (u;U(a) + s, tn)
(
1
Φ(u;β0)
− 1
Φ(U(a) + s;β0)
)
for tn ∈ [U(a) + s, U(a) + s+ cn−1/3Tn] and |s| ≤ n−1/2+α. The envelope function is
Fn(u, δ, z) = δ1{U(a)−n−1/2+α<u≤U(a)+n−1/2+α+n−1/3Tn}
(
1
Φ(u;β0)
− 1
Φ(U(a)− n−1/2+α;β0)
)
.
Then, using that (57) holds on En,
Pθ
[{
sup
|tn−Uθˆ(a)|≤cn−1/3Tn
|R1n(Uθˆ(a), tn)| > x
}
∩ En
]
≤ P
[
sup
f∈F
∣∣∣∣
∫
f(u, δ, z) d
√
n(Pn − P)(u, δ, z)
∣∣∣∣ > √nx
]
.
The rest of the proof remains the same as in Lemma 14 because
‖F‖qLq(P) =
∫ U(a)+n−1/2+α+n−1/3Tn
U(a)−n−1/2+α
(u − U(a) + n−1/2+α)q
(
Φ′(U(a)− n−1/2+α;β0)
Φ(U(a)− n−1/2+α;β0)2
)q
dHuc(u)
+ o
(
(n−1/3Tn)q+1
)
= (q + 1)−1
(
Φ′(U(a)− n−1/2+α;β0)
Φ(U(a)− n−1/2+α;β0)2
)q
(n−1/3Tn)q+1 + o
(
(n−1/3Tn)q+1
)
,
where the small-o term is uniform in t. It remains to show that J[](1,F, L2(P)) is bounded
uniformly in t. We first compute N[]
(
ǫ‖F‖L2(P),F, L2(P)
)
. Divide the interval [0, cn−1/3Tn] in
M subintervals of length L1 = cn
−1/3Tn/M and divide the interval [−n−1/2+α, n−1/2+α] in M
subintervals of length L2 = n
−1/2+α/M . For i, j = 1, . . . ,M , let dj = −n−1/2+α + jL2 and
ci,j = U(a) + dj + iL1. Define
li,j(u, δ, z) = δ1{U(a)+dj<u≤ci−1,j−1}
(
1
Φ(u;β0)
− 1
Φ(U(a) + dj−1;β0)
)
,
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Li,j(u, δ, z) = δ1{U(a)+dj−1<t≤ci,j}
(
1
Φ(u;β0)
− 1
Φ(U(a) + dj ;β0)
)
.
The brackets [li,j , Li,j], for i, j = 1, . . . ,M , cover all the class F. Moreover, we have
‖Li,j − li,j‖2L2(P)
.
∫
δ
[
1{U(a)+dj−1<u≤U(a)+dj} + 1{ci−1,j−1<u≤ci,j
]( 1
Φ(u;β0)
− 1
Φ(U(a) + dj ;β0)
)2
dP(u, δ, z)
+
∫
δ1{U(a)+dj<u≤ci−1,j−1}
(
1
Φ(U(a) + dj−1;β0)
− 1
Φ(U(a) + dj ;β0)
)2
dP(u, δ, z)
. L1
(
n−1/3Tn
)2
+ L21n
−1/3Tn . L1
(
n−1/3Tn
)2
,
using that α < 1/6. If we take
M =
⌊
KT 3n
nǫ2‖F‖2L2(P)
+ 1
⌋
,
for a properly chosen constant K > 0, we get
‖Li,j − li,j‖L2(P) ≤ ǫ‖F‖L2(P).
It follows that
N[]
(
ǫ‖F‖L2(P),F, L2(P)
) ≤
⌊
KT 3n
nǫ2‖F‖2L2(P)
+ 1
⌋
and consequently, as in Lemma 14,
J[](1,F, L2(P)) ≤
∫ 1
0
√√√√1 + log
⌊
KT 3n
nǫ2‖F‖2L2(P)
+ 1
⌋
dǫ ≤ K
Lemma 18. Let Tn = n
γ for some γ ∈ (0, 1/3). Let R2n be as in (A.17). Suppose x 7→ Φ(x;β0)
and λ0 are continuously differentiable bounded away from zero. Assume that, given z, the follow
up time T has a continuous density uniformly bounded in z and t, from above and below away
from zero, and assume furthermore that (A3) holds. For each q ∈ [2, 2/(3γ)), and c > 0, there
exist K > 0 such that, for all a ∈ R and x ≥ 0,
Pθ
[{
sup
|tn−Uθˆ(a)|≤cn−1/3Tn
|R2n(Uθˆ(a), tn) > x
}
∩ En
]
≤ Kx−qn1−q.
Proof. Let π be as in (A.13) and let F be the class of functions on [U(a) + s, tn]× {0, 1} × Rp of
the form
ftn,s(u, δ, z) = e
β′0zπ(u;U(a) + s, tn)
∫ tn
t
λ0(v)
Φ(v;β0)
dv,
where tn ∈ [U(a) + s, U(a) + s+ cn−1/3Tn] and |s| ≤ n−1/2+α. The envelope function is
Fn(u, δ, z) = e
β′0z1{U(a)−n−1/2+α<u≤U(a)+n−1/2+α+cn−1/3Tn}
∫ U(a)+n−1/2+α+cn−1/3Tn
t
λ0(v)
Φ(v;β0)
dv
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Then, using that (57) holds on En,
Pθ
[{
sup
|tn−Uθˆ(a)|≤cn−1/3Tn
|R2n(Uθˆ(a), tn) > x
}
∩ En
]
≤ P
[
sup
f∈F
∣∣∣∣
∫
f(t, δ, z) d
√
n(Pn − P)(t, δ, z)
∣∣∣∣ > n1/2x
]
.
The rest of the proof remains the same as in Lemma 15 because we have
‖Fn‖qLq(P) =
∫
eqβ
′
0z1{U(a)−n−1/2+α<u≤U(a)+n−1/2+α+cn−1/3Tn}(∫ U(a)+n−1/2+α+nc−1/3Tn
u
λ0(v)
Φ(v;β0)
dv
)q
dP(u, δ, z)
=
∫
Rp
eqβ
′
0zgn(z) dFZ(z) + o
(∫
Rp
eqβ
′
0zgn(z) dFZ(z)
)
for
gn(z) =
∫ U(a)+n−1/2+α+cn−1/3Tn
U(a)−n−1/2+α
[
U(a) + n−1/2+α + cn−1/3Tn − u
]q ( λ0(u)
Φ(u;β0)
)q
dH(u|z).
Since λ0, Φ and the density of T given z are uniformly bounded above and below away from zero,
there exist constants c1 > 0 and c2 > 0 independent of t such that
c1(n
−1/3Tn)q+1 ≤ inf
z
gn(z) ≤ sup
z
gn(z) ≤ c2(n−1/3Tn)q+1.
It remains to show that J[](1,F, L2(P)) is bounded. We first compute N[]
(
ǫ‖F‖L2(P),F, L2(P)
)
.
Divide the interval [0, cn−1/3Tn] in M subintervals of length L1 = cn−1/3Tn/M and divide the
interval [−n−1/2+α, n−1/2+α] in M subintervals of length L2 = n−1/2+α/M . For i, j = 1, . . . ,M ,
let dj = −n−1/2+α + jL2 and ci,j = U(a) + dj + iL1. Define
li(u, δ, z) = e
β′0z1{U(a)+dj<t≤ci−1,j−1}
∫ U(a)+dj−1+(i−1)L
u
λ0(v)
Φ(v;β0)
dv,
Li(u, δ, z) = e
β′0z1{U(a)+dj−1<t≤ci,j}
∫ U(a)+dj+iL
u
λ0(v)
Φ(v;β0)
dv.
The brackets [li,j , Li,j] cover all the class F. Moreover, we have
‖Li,j − li,j‖2L2(P)
.
∫
e2β
′
0z
[
1{U(a)+dj−1<u≤U(a)+dj} + 1{ci−1,j−1<u≤ci,j
] (∫ ci−1,j−1
u
λ0(v)
Φ(v;β0)
dv
)2
dP(u, δ, z)
+
∫
e2β
′
0z1{U(a)+dj<u≤ci,j}
(∫ ci,j
ci−1,j−1
λ0(v)
Φ(v;β0)
dv
)2
dP(u, δ, z)
. L1(n
−1/3Tn)2 + L21n
−1/3Tn . L1(n−1/3Tn)2.
As in the proof of Lemma 17, we get that J[](1,F, L2(P)) is bounded.
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Lemma 19. Let Tn = n
γ for some γ ∈ (0, 1/3) and b = n−1/4. Assume that, given z, the follow
up time T has a continuous density uniformly bounded from above and below away from zero. For
q ∈ [2, 1/(γ + 1/24)), there exists K > 0 such that, for x ≥ 0 and all a ∈ R,
Pθ
[{
n1/3Tn sup
|v−Uθˆ(a)|≤b
∣∣(Φn − Φ)(v;β0)− (Φn − Φ)(Uθˆ(a);β0)∣∣ > x
}
∩ En
]
≤ Kx−qn1−q/3.
Proof. Let F be the following class of functions on [0, 1]× {0, 1} × Rp,
F =
{
fv,s(t, δ, z) = 1{U(a)+s<t≤U(a)+s+v}e
β′0z
∣∣∣∣ v ∈ [0, b], |s| ≤ n−1/2+α
}
.
with envelope function
F (t, δ, z) = 1{U(a)−n−1/2+α<t≤U(a)+n−1/2+α+b}eβ
′
0z.
Then, using that (57) holds on En,
Pθ
[{
n1/3Tn sup
v∈[Uθˆ(a),Uθˆ(a)+b]
∣∣(Φn − Φ)(v;β0)− (Φn − Φ)(Uθˆ(a);β0)∣∣ > x
}
∩ En
]
≤ P
[
sup
f∈F
∣∣∣∣
∫
f(t, δ, z) d
√
n(Pn − P)(t, δ, z)
∣∣∣∣ > cn1/6T−1n x
]
.
The rest of the proof remains the same as in Lemma 16 because
‖F‖qLq(P) =
∫
Rp
eqβ
′
0z
∫ U(a)+n−1/2+α+b
U(a)−n−1/2+α
dH(t|z) dFZ(z) ∈ [c1b, c2b]
for some c1, c2 > 0 independent of a because the density of T given z is uniformly bounded from
above and below away from zero. It remains to show that J[](1,F, L2(P)) is bounded. We first
compute N[]
(
ǫ‖F‖L2(P),F, L2(P)
)
. Divide the interval [0, b] inM subintervals of length L1 = b/M
and divide the interval [−n−1/2+α, n−1/2+α] in M subintervals of length L2 = n−1/2+α/M . For
i, j = 1, . . . ,M , let
li,j(t, δ, z) = 1{U(a)−n−1/2+α+jL2<t≤U(a)−n−1/2+α+(j−1)L2+(i−1)L1}eβ
′
0z ,
Li,j(t, δ, z) = 1{U(a)−n−1/2+α+(j−1)L2<t≤U(a)−n−1/2+α+jL2+iL1}eβ
′
0z.
The brackets [li,j , Li,j] for i, j = 1, . . . ,M , cover all the class F. Moreover, we have
‖Li,j − li,j‖2L2(P) .
∫
1{U(a)−n−1/2+α+(j−1)L2<t≤U(a)−n−1/2+α+jL2}e
2β′0z dP(t, δ, z)
+
∫
1{U(a)−n−1/2+α+(j−1)L2+(i−1)L1<t≤U(a)−n−1/2+α+jL2+iL1}e
2β′0z dP(t, δ, z)
. L1.
If we take
M =
⌊
Kb
ǫ2‖F‖2L2(P)
+ 1
⌋
,
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for a properly chosen constant K > 0, then
‖Li,j − li,j‖L2(P) ≤ ǫ‖F‖L2(P).
It follows that
N[]
(
ǫ‖F‖L2(P),F, L2(P)
) ≤
⌊
Kb
ǫ2‖F‖2L2(P)
+ 1
⌋
and consequently, as in Lemma 16, we have
J[](1,F, L2(P)) ≤
∫ 1
0
√√√√1 + log
⌊
Kb
ǫ2‖F‖2L2(P)
+ 1
⌋
dǫ ≤ K ′.
Proof of Theorem 4. Let
Jn = n
p/3
∫ M
ǫ
∣∣∣λˆn(t)− λθˆ(t)∣∣∣p dt.
Step 1. We first show that Jn1En = J˜n1En + oP (n
−1/6) where
J˜n = n
p/3
∫ λθˆ(ǫ)
λθˆ(M)
∣∣∣Uˆn(a)− Uθˆ(a)∣∣∣p ∣∣∣U ′θˆ(a)
∣∣∣1−p da.
Let
I1 =
∫ M
ǫ
[
λˆn(t)− λθˆ(t)
]p
+
dt and J1 =
∫ M
ǫ
∫ (λθˆ(ǫ)−λθˆ(t))p
0
1{λˆn(t)≥λθˆ(t)+a1/p} da dt.
Since λˆn(t) < λθˆ(t) for t > Uˆn(λθˆ(t)), we have
0 ≤ (I1 − J1)1En = 1En
∫ Uˆn(λθˆ(ǫ))
ǫ
∫ ∞
(λθˆ(ǫ)−λθˆ(t))p
1{λˆn(t)≥λθˆ(t)+a1/p} da dt
≤ 1En
∫ Uˆn(λθˆ(ǫ))
ǫ
[
λˆn(t)− λθˆ(t)
]p
+
dt
≤ 1En
∫ ǫ+n−1/3 logn
ǫ
[
λˆn(t)− λθˆ(t)
]p
+
dt+
∣∣∣λˆn(ǫ)− λθˆ(M)∣∣∣p 1{n1/3(Uˆn(λθˆ(ǫ))−ǫ)>logn}∩En .
Since (57) holds on En and λ0 is bounded, we also have
sup
t∈[ǫ,M ]
|λθˆ(t)| . 1
on that event. Combining this with Lemma 9, (58) and (60), it can be shown exactly as in step
1, proof of Theorem 3, that
(I1 − J1)1En = oP
(
n−p/3−1/6
)
.
With a change of variable b = λθˆ(t) + a
1/p we get
I11En = 1En
∫ λθˆ(ǫ)
λθˆ(M)
∫ Uˆn(b)
Uθˆ(b)
p(b− λθˆ(t))p−11{Uθˆ(b)<Uˆn(b)} dt db+ oP
(
n−p/3−1/6
)
.
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Note that the function ∂
2f(ϑ,t)
∂t2 is continuous with respect to both ϑ and t. Hence it is uniformly
bounded on Bθ,1 × [ǫ,M ] where Bθ,1 is the ball in Rd centered in the true parameter θ with
radius one. Since, on En we have |θˆn − θ| . n−1/2+α, it follows that θˆn ∈ Bθ,1 so in particular,
λ′′
θˆ
(t) = ∂
2f(θˆn,t)
∂t2 is uniformly bounded with respect to t and n on En. This implies that λ
′
θˆ
satisfies
(12). Then, by a Taylor expansion we have∣∣∣∣[b− λθˆ(t)]p−1 − [(Uθˆ(b)− t)λ′θˆ ◦ Uθˆ(b)
]p−1∣∣∣∣ . (t− Uθˆ(b))p−1+s
for all b ∈ (λθˆ(M), λθˆ(ǫ)) and t ∈ (Uθˆ(b),M). As in step 1, proof of Theorem 3, it follows that
I11En = 1En
∫ λθˆ(ǫ)
λθˆ(M)
∫ Uˆn(b)
Uθˆ(b)
p(t− Uθˆ(b))p−1|λ′θˆ(Uθˆ(b))|p−11{Uθˆ(b)<Uˆn(b)} dt db+ oP
(
n−p/3−1/6
)
.
In the same way we can deal with
I2 =
∫ M
ǫ
[
λθˆ(t)− λˆn(t)
]p
+
dt.
Step 2. The notation is the same as in step 2 of the proof of Theorem 3. We argue conditionally
on θˆn and assume that on En, |θˆn − θ| ≤ n−1/2+α and (57) holds where α ∈ (0, 1/6) is fixed. We
show that
J˜n1En =
∫ M−b
ǫ+b
∣∣∣V˜ (t)− n−1/6ηn(t)∣∣∣p
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt+ oPθ (n
−1/6), (B.1)
for some ηn such that supt∈[0,1] |ηn(t)| = OPθ (1). For every a ∈ [λθˆ(M) + b, λθˆ(ǫ) − b], let a˜ =
λ0(Uθˆ(a)) and define
aξ = a˜− n−1/2ξn
huc(Uθˆ(a))
Φ(Uθˆ(a);β0)
+ (βˆn − β0)A′0(Uθˆ(a))−Ψsn(Uθˆ(a))
λ0(Uθˆ(a))
Φ(Uθˆ(a);β0)
.
Since on En we have supt∈[ǫ,M ] |λθˆ(t) − λ0(t)| . n−1/2+α with α < 1/6 and b = n−1/4, it follows
that
a ∈ [λ0(M)− n−1/2+α + b, λ0(ǫ) + n−1/2+α − b] ⊆ [λ0(M), λ0(ǫ)]
so a is in the range of λ0 and a = λ0(U(a)). It follows that |a˜−a| . n−1/2+α on En and therefore,
we again have da
ξ
da = 1 + o(1). Note that h
uc is differentiable since huc(t) = λ0(t)Φ(t;β0).
We can assume that on the event En it holds
sup
a∈R
∣∣a− aξ∣∣ ≤ cn−1/2+α. (B.2)
Note that (58) hold also if we replace P by Pθ because Uˆn is independent of θˆn. Note that if suffices
to prove (58) for x > n−1/3 because otherwise the exponential bound is trivial and that on En,
we have supa |Uθˆ(a) − U(a)| . n−1/2+α (see (57)) where α < 1/6. Hence, the second probability
on the second line of (58), which is the probability of a non random event under Pθ, is equal to
zero. Then, from Lemma 6(i) in [8] and the change of variable a→ aξ we obtain
J˜n1En = 1Enn
p/3
∫
Jn
∣∣∣∣∣H
uc(Uˆn(a
ξ))−Huc(Uθˆ(aξ))
huc(Uθˆ(a))
∣∣∣∣∣
p ∣∣∣U ′
θˆ
(a)
∣∣∣1−p da+ oPθ (n−1/6),
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with
Jn =
[
λθˆ(M) + n
−1/6/ logn, λθˆ(ǫ)− n−1/6/ logn
]
.
Let tn = (H
uc)−1(Huc(Uθˆ(a))+n
−1/3u). By definition of Uˆn and properties of the argmax function
it follows that
n1/3
(
Huc(Uˆn(a
ξ))−Huc(Uθˆ(a))
)
= argmax
u∈In(a)
{Dn(a, u) + Sn(a, u)} ,
where
In(a) =
[
−n1/3 (Huc(Uθˆ(a))−Huc(ǫ)) , n1/3 (Huc(M)−Huc(Uθˆ(a)))] ,
Dn(a, u) = n
2/3Φ(Uθˆ(a);β0)
{
(Λ0(tn)− a˜tn)−
(
Λ0(Uθˆ(a)) − a˜Uθˆ(a)
)}
and
Sn(a, u) = n
2/3Φ(Uθˆ(a);β0)
{
(a˜− aξ) [tn − Uθˆ(a)]+ (Λn − Λ0) (tn)− (Λn − Λ0) (Uθˆ(a))} .
(B.3)
Next, we follow the proof of Theorem 3 with U(a) replaced by Uθˆ(a). From Lemmas 17 and 18,
it follows that Lemma 2 holds also if even t is allowed to depend on n (here t = Uθˆ(a)). Hence,
we can write
Sn(a, u) =WUθˆ(a)(u) +R
3
n(a, u) +R
4
n(a, u)
where
R3n(a, u) = n
2/3
{
Ψsn
(
Uθˆ(a)
)− [Φn (Uθˆ(a);β0)− Φ (Uθˆ(a);β0)]}λ0 (Uθˆ(a)) [tn − Uθˆ(a)]
and
R4n(a, u) = n
2/3Φ
(
Uθˆ(a);β0
)
rn
(
Uθˆ(a), tn
)
with rn as in Lemma 2. Let Rn(a, u) = R
3
n(a, u) +R
4
n(a, u). We use Lemma 5 in [8] to show that
Rn is negligible. First we localize. Let q > 12, Tn = n
1/(3(6q−11)) and define
U˜n = argmax
|u|≤Tn
{
Dn(a, u) +WUθˆ(a)(u) +Rn(a, u)
}
.
As in step 2, proof of Theorem 3, since huc and U ′
θˆ
are bounded, using (58) with P replaced by
Pθ, we obtain
Pθ
({∣∣∣Huc(Uˆn(aξ))−Huc(Uθˆ(a))∣∣∣ > x} ∩ En) ≤ K1 exp(−K2nx3)
and
sup
a∈R
Eθ
[
1Enn
q′/3
∣∣∣Huc(Uˆn(aξ))−Huc(Uθˆ(a))∣∣∣q
′
]
≤ K,
for every q′ ≥ 1. It follows that
J˜n1En = 1En
∫
Jn
∣∣∣U˜n(a)− n−1/6ηn(a)∣∣∣p |U ′θˆ(a)|1−p
huc(Uθˆ(a))
p
da+ oPθ (n
−1/6)
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where
ηn(a) = n
1/2(a− aξ)|U ′
θˆ
(a)|huc(Uθˆ(a)) = OPθ (1).
Now we approximate U˜n by
˜˜Un(a) = argmax
|u|≤logn
{
Dn(a, u) +WUθˆ(a)(u)
}
.
By Taylor’s expansion, ∣∣∣∣ ∂∂uDn(a, u)
∣∣∣∣ ≤ K|u|, and Dn(a, u) ≤ −cu2,
for some positive constants K, c, a ∈ Jn and |u| ≤ Tn. Moreover, given θˆn, WUθˆ is a standard
Brownian motion. It remains to show that
Pθ
[{
sup
|u|≤Tn
|Rn(a, u)| > x
}
∩En
]
. x−qn1−q/3, for all x ∈ (0, n2/3], (B.4)
then, as in Lemma 5(i) in [8], it follows that
Eθ
[
1En
∣∣∣U˜n − ˜˜Un∣∣∣r] . (n−1/6/ logn)r
and by Lemma 6(i) in [8], U˜n can be replaced by
˜˜Un. Again, for (B.4) it is sufficient to consider
x > n−1/3+1/q. From Lemma 2 (with both t and tn depending on n) we have
Pθ
[{
sup
|u|≤Tn
|R4n(a, u)| > x/2
}
∩ En
]
. x−qn1−q/3.
It remains to consider R3n. Note that, since a ∈ Jn, it follows that b < Uθˆ(a) < 1 − b. From
Lemma 19 it follows that
Pθ
[{
sup
|u|≤Tn
|R3n(a, u)| > x/4
}
∩ En
]
≤ Pθ
[
n1/3Tn sup
|v−Uθˆ(a)|≤b
∣∣Φn(v;β0)− Φ(v;β0)− Φn(Uθˆ(a);β0) + Φ(Uθˆ(a);β0)∣∣ > cx
]
. x−qn1−q/3.
To conclude, from Lemma 5(i) in [8], it follows that U˜ can be replaced by ˜˜Un.
It remains to replace ˜˜Un(a) by V˜ (Uθˆ(a)). By a Taylor expansion and (12) we have
sup
|u|≤logn
∣∣Dn(a, u)− d(Uθˆ(a))u2∣∣ . n−s/3(log n)3
on En. Since
˜˜Un(a), V˜ (Uθˆ(a)) and 1Enn
−1/6ηn have bounded moments of any order, by Lemmas
5(ii) and 6(i) in [8] it follows that
J˜n1En = 1En
∫
Jn
∣∣∣V˜ (Uθˆ(a))− n−1/6ηn(a)∣∣∣p |U
′
θˆ
(a)|1−p
huc(Uθˆ(a))
p
da+ oPθ (n
−1/6)
= 1En
∫ M−b
ǫ+b
∣∣∣V˜ (t)− n−1/6ηn(t)∣∣∣p
∣∣∣∣∣
λ′
θˆ
(t)
huc(t)
∣∣∣∣∣
p
dt+ oPθ (n
−1/6),
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where
ηn(t) =
huc(t)
|λ′0(t)|
{
ξnλ0(t)− n1/2(βˆn − β0)A′0(t) + n1/2Ψsn(t)
λ0(t)
Φ(t;β0)
− n1/2 (λθˆ(t)− λ0(t))
}
.
(B.5)
Then, (B.1) follows from (57) and the fact that Pθ(En)→ 1.
Step 3. Now we prove that ηn can be removed from the integrand in (B.1). Let
Dn = n
1/6
{∫ M−b
ǫ+b
∣∣∣V˜ (t)∣∣∣p ∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt−
∫ M−b
ǫ+b
∣∣∣V˜ (t)− n−1/6ηn(t)∣∣∣p
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
}
.
As in the proof of Theorem 3, we obtain
Dn = p
∫ M−b
ǫ+b
ηn(t)V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt+ oPθ (1).
Using the definition of ηn in (51) we have∫ M−b
ǫ+b
ηn(t)V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
= ξn
∫ M
ǫ
λ0(t)h
uc(t)
|λ′0(t)|
V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
− n1/2(βˆn − β0)
∫ M
ǫ
A′0(t)h
uc(t)
|λ′0(t)|
V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 ∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
+ n1/2
∫ M−b
ǫ+b
Ψsn(t)V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 λ0(t)2|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt
− n1/2
∫ M−b
ǫ+b
(
λθˆ(t)− λ0(t)
)
V˜ (t)
∣∣∣V˜ (t)∣∣∣p−2 huc(t)|λ′0(t)|
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt+ oPθ (1).
(B.6)
As in the proof of Theorem 3, the first three terms on the right hand side of (B.6) converge to
zero. It remains to deal with the fourth term. Let ai = (ǫ + b + iL) ∧ (M − b) for i = 0, . . . ,M
where M = ⌊(M − ǫ − 2b)/L⌋+ 1 and L → 0, L > n−1/2. Then we can deal with this term in
the same way as we did for the third term in the proof of Theorem 3, replacing Ψsn(t) and b
2 by
λθˆ(t)− λ0(t) and L respectively. In this case, instead of (55), we use
sup
t∈[ai,ai+1]
∣∣(λθˆ(t)− λ0(t))− (λθˆ(ai)− λ0(ai))∣∣
= sup
t∈[ai,ai+1]
∣∣∣∣∣(θˆn − θ)
(
∂
∂θ
f(θ, ai)− ∂
∂θ
f(θ, t)
)
− (θˆn − θ)2
(
∂2
∂θ2
f(θ, ai)
∣∣∣∣
θ∗1
− ∂
2
∂θ2
f(θ, t)
∣∣∣∣
θ∗2
)∣∣∣∣∣
= OP (Ln
−1/2).
(B.7)
To conclude we have
J˜n =
∫ M
ǫ
∣∣∣V˜ (t)∣∣∣p
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt+ oPθ (n
−1/6).
Step 4. Now this is the same as Jn at the end of Step 3 of the proof of Theorem 3. Hence, we
have that, given θˆn
n1/6
{
J˜n1En −mp
}
d−→ N(0, σ2p).
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As a result, we obtain
n1/6
{
J˜n1En −mp
}
d−→ N(0, σ2p)
and the statement of the theorem follows from Jn1En = J˜n1En + oP (n
−1/6) and the fact that
P(En)→ 1.
Appendix C. CLT for the bootstrap version
Throughout this section we assume that the assumptions of Theorem 5 hold and we do not
state them again for the separate lemmas.
Proof of Lemma 10. By definition and the form of the likelihood in the Cox model (see for example
Section 2.1 in [23]), we have∫
δ1{t≤x}
1
Φ∗(t; β˜n)
dP ∗n(t, δ, z)
=
1
n
n∑
i=1
∫
δ1{t≤x}
1
Φ∗(t; β˜n)
dP ∗n(t, δ|z = Zi)
=
1
n
n∑
i=1
∫
1{t≤x}
1
Φ∗(t; β˜n)
fθˆ(t|Zi)[1− Gˆn(t)] dt
=
1
n
n∑
i=1
∫
1{t≤x}
1
Φ∗(t; β˜n)
λθˆ(t)e
βˆ′nZi [1− Fθˆ(t|Zi)][1 − Gˆn(t)] dt, (C.1)
where P ∗n(t, δ|z = Zi) is the distribution of (T ∗,∆∗) given that Z∗ = Zi. Since we fix the covariates
when generating bootstrap samples, Z∗ can only take values Z1, . . . , Zn, each with probability 1/n.
Note that here fθˆ and Fθˆ are the density and the cdf of the event times in the bootstrap sample.
Moreover,
Φ∗(t; β˜n) =
∫
1{u≥t}e
β˜′nz dP ∗n(u, δ, z)
=
1
n
n∑
i=1
eβ˜
′
nZi
∫
1{u≥t} dP ∗n(u, δ|z = Zi)
=
1
n
n∑
i=1
eβ˜
′
nZiP ∗n(T
∗ ≥ t|Z∗ = Zi)
=
1
n
n∑
i=1
eβ˜
′
nZi [1− Fθˆ(t|Zi)][1 − Gˆn(t)]. (C.2)
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If we replace the expression for Φ∗(t; β˜n) in the wright hand side of equation (C.1) we obtain∫
δ1{t≤x}
1
Φ∗(t; β˜n)
dP ∗n(t, δ, z)
=
1
n
n∑
i=1
∫
1{t≤x}
1
1
n
∑n
j=1 e
β˜′nZj [1− Fθˆ(t|Zj)][1− Gˆn(t)]
λθˆ(t)e
βˆ′nZi [1− Fθˆ(t|Zi)][1− Gˆn(t)] dt
=
∫ x
0
1
n
∑n
i=1 e
βˆ′nZi [1− Fθˆ(t|Zi)]
1
n
∑n
j=1 e
β˜′nZj [1− Fθˆ(t|Zj)]
λθˆ(t) dt
=
∫ x
0
λθˆ(t) dt = Λθˆ(x).
Hence we obtain the statement of the Lemma.
Lemma 20. Under the assumptions of Theorem 5, for any ǫ > 0 and M < τH , given the data
(T1,∆1, Z1), . . . , (Tn,∆n, Zn), we have
(i)
0 < lim inf
n→∞ infx≤M
inf
|β−β˜n|≤ǫ
|Φ∗(x;β)| ≤ lim sup
n→∞
sup
x≤M
sup
|β−β˜n|≤ǫ
|Φ∗(x;β)| <∞.
(ii) For any sequence β∗n such that |β∗n − β˜n| converges to zero almost surely (with respect to the
conditional probability given the data),
0 < lim inf
n→∞
inf
x≤M
|Φ∗n(x;β∗n)| ≤ lim sup
n→∞
sup
x≤M
|Φ∗n(x;β∗n)| <∞,
with probability one (given the data).
(iii) For D(1),∗ defined in (63), it holds
lim sup
n→∞
sup
x∈R
sup
|β−β˜n|≤ǫ
∣∣∣D(1),∗(x;β)∣∣∣ <∞.
(iv) For any sequence β∗n such that |β∗n− β˜n| converges to zero almost surely, (with respect to the
conditional probability given the data), and D
(1),∗
n defined in (64)
lim sup
n→∞
sup
x∈R
∣∣∣D(1),∗n (x;β∗n)∣∣∣ <∞,
with probability one (given the data).
(v)
√
n sup
x∈R
∣∣∣Φ∗n(x; βˆ∗n)− Φ∗(x; β˜n)∣∣∣ = OP∗(1).
Proof. Note that
Φ∗(x;β) =
1
n
n∑
1
eβ
′ZiP ∗n(T ≥ x|Z = Zi)
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and the Zis are known (given the data). Then we have
inf
x≤M
inf
|β−β˜n|≤ǫ
Φ∗(x;β) > inf
|β−β˜n|≤ǫ
1
n
n∑
1
eβ
′ZiP ∗n(T ≥M |Z = Zi)
= [1− Gˆn(M)] inf
|β−β˜n|≤ǫ
1
n
n∑
1
eβ
′Zi [1− Fθˆ(M |Zi)]
= [1−G(M)] inf
|β−β˜n|≤ǫ
1
n
n∑
1
eβ
′Zi [1− F (M |Zi)] + oP (1).
Moreover, since
[1−G(M)] inf
|β−β˜n|≤ǫ
1
n
n∑
1
eβ
′Zi [1− F (M |Zi)]
→ [1−G(M)] inf
|β−β˜n|≤ǫ
E
[
eβ
′Z [1− F (M |Z)]
]
= inf
|β−β0|≤2ǫ
Φ(M ;β) > 0,
the first inequality of (i) follows immediately. For the second inequality we have
sup
x≤M
sup
|β−β˜n|≤ǫ
|Φ∗(x;β)| ≤ sup
|β−β˜n|≤ǫ
1
n
n∑
1
eβ
′Zi → sup
|β−β0|≤2ǫ
E[Z] <∞.
Similarly, statements (ii), (iii), (iv) can be proved following the reasoning in Lemma 3 in [23].
Next, we consider (v). By the triangular inequality we write
√
n sup
x∈R
∣∣∣Φ∗n(x; βˆ∗n)− Φ∗(x; β˜n)∣∣∣ ≤ √n sup
x∈R
∣∣∣Φ∗n(x; βˆ∗n)− Φ∗n(x; β˜n)∣∣∣+√n sup
x∈R
∣∣∣Φ∗n(x; β˜n)− Φ∗(x; β˜n)∣∣∣ .
(C.3)
The Taylor expansion gives us∣∣∣Φ∗n(x; βˆ∗n)− Φ∗n(x; β˜n)∣∣∣ ≤ |βˆ∗n − β˜n| sup
x∈[0,M ]
|D(1),∗n (β∗, x)| = OP∗(n−1/2).
For the second term in the right hand side of (C.3), note that the class of functions
hn(t, z;x) = 1{t≥x}eβˆ
′
nz, x ∈ [0,M ],
is uniformly Donsker over the probabilities P ∗n (satisfies Theorem 2.8.4 in [26]). Hence
√
n sup
x∈R
∣∣∣Φ∗n(x; β˜n)− Φ∗(x; β˜n)∣∣∣ = OP∗(1).
In what follows, P∗T and E
∗
T denote the conditional probability and conditional expectation
given the data and T ∗1 , . . . , T
∗
n .
Lemma 21. Let t 7→ r(t) be a positive bounded function on [ǫ,M ] with R = supu∈[0,1] r(t) and
consider
S1,∗n (t) =
1
n
n∑
i=1
(∆∗i − E∗T [∆∗i ])1{T∗i ≤t}r(T ∗i ).
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Under the assumptions of Theorem 5, there exists a positive constant K such that for each t ∈
[ǫ,M ], tn ∈ (0,M), and x > 0 it holds
P ∗n

 sup
|s−t|<tn
s∈[ǫ,M ]
∣∣S1,∗n (t)− S1,∗n (s)∣∣ ≥ x

 ≤ 4 exp(−Kθ˜nx)
where
θ˜ = min
{
1,
4x
3C(tn + n−1/2+α)eR
2/2
}
, (C.4)
for an appropriately chosen C.
Proof. It can be proved arguing as in Lemma 12. The only change is that now 1{t<T∗≤t+tn} is a
Bernoulli random variable with success probability
γ = H∗(t+ tn)−H∗(t)
≤ H˜∗(t+ tn)− H˜∗(t) + 2 sup
t∈[ǫ,M ]
|H˜∗(t)−H∗(t)|
. tn + n
−1/2+α,
where H∗ is the distribution function of T ∗ and H˜∗ is defined in (66). For the last inequality we
used
d
dt
H˜∗(t) = g(t)
1
n
n∑
i=1
[
1− Fθˆ(t|Zi)
]
+ [1−G(t)] 1
n
n∑
i=1
fθˆ(t|Zi)
→ g(t)E [1− F (t|Z)] + [1−G(t)]E [f(t|Z)]
=
∫
Rp
{g(t) [1− F (t|z)] + [1−G(t)]f(t|z)} dFZ(z) = h(t),
(C.5)
i.e. ddtH˜
∗(t) is uniformly bounded. As a result, Ctn in Lemma 12 will here be replaced by
C(tn + n
−1/2+α). Note that the constant C is not the same.
Lemma 22. Let t 7→ m(t) be a positive continuously differentiable function on [ǫ,M ] and consider
S2,∗n (t) =
1
n
n∑
i=1
(
m(T ∗i )1{T∗i ≤t} − E∗
[
m(T ∗i )1{T∗i ≤t}
])
.
Under the assumptions of Theorem 5, there exist two positive constants K1, K2 such that for each
t ∈ [ǫ,M ], tn ∈ (0,M) and x > n−1 logn it holds on En
P ∗n

 sup
|s−t|<tn
s∈[ǫ,M ]
∣∣S2,∗n (t)− S2,∗n (s)∣∣ ≥ x

 ≤ K1 exp (−K2nxmin{1, xt−1n }) .
Proof. We write
S2,∗n (t)− S2,∗n (s) =
∫ s
t
m(v) d [H∗n(v)−H∗(v)] .
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Hence, using integration by parts in generalized form with right continuous functions of bounded
variation and the fact that the derivative of m is bounded we get
∣∣S2,∗n (t)− S2,∗n (s)∣∣ . [H∗(u)−H∗n(u)]
∣∣∣∣
s
t
+ tn sup
u∈[ǫ,M ]
|H∗(u)−H∗n(u)|
and as a result
P
∗
n

 sup
s∈[t,t+tn]
s≤M
∣∣S2,∗n (t)− S2,∗n (s)∣∣ ≥ x

 ≤ P ∗n
(
sup
u∈[ǫ,M]
|H∗(u)−H∗n(u)| ≥ cxt
−1
n
)
+ P ∗n

 sup
s∈[t,t+tn]
s≤M
|H∗(s)−H∗n(s)−H
∗(t) +H∗n(t)| ≥ cx

 .
By the DKW inequality the first probability on the right hand side satisfies
P ∗n
(
sup
u∈[ǫ,M ]
|H∗(u)−H∗n(u)| ≥ cxt−1n
)
. exp
(−cnx2t−2n ) . exp (−cnx2t−1n )
From (C.5) we have that C = supu
d
duH˜
∗(u) < ∞ and is independent of n. Assume first that
tn ≤ c0x where c0 = c/(2C). By monotonicity of both H∗n and H∗, for s ∈ [t, t+ tn] we have
(H∗n −H∗)(s)− (H∗n −H∗)(t) ≤ H∗n(t+ tn)−H∗(t)− (H∗n −H∗)(t)
≤ (H∗n −H∗)(t+ tn)− (H∗n −H∗)(t) +H∗(s)−H∗(t)
and
H∗(s)−H∗(t) ≤ H˜∗(s)− H˜∗(t) + |(H˜∗ −H∗)(s)− (H˜∗ −H∗)(t)|
≤ C(s− t) + |(H˜∗ −H∗)(s)− (H˜∗ −H∗)(t)|.
Moreover, using the Brownian bridge approximation of Gn −G we obtain
sup
s∈[t,t+tn]
s≤M
|(H˜∗ −H∗)(s)− (H˜∗ −H∗)(t)|
≤ sup
s∈[t,t+tn]
s≤M
|(Gn −G)(s) − (Gn −G)(t)| + ctn sup
u∈[ǫ,M ]
|Gn(u)−G(u)|
= OP (n
−1/2√tn).
Therefore we can assume that on En we have
sup
s∈[t,t+tn]
s≤M
|(H˜∗ −H∗)(s)− (H˜∗ −H∗)(t)| ≤ c
4
√
c0
√
tnn
−1/2(log n)1/2.
Since x ≥ n−1(logn) and tn ≤ c0x
|(H∗n −H∗)(s)− (H∗n −H∗)(t)| ≤ |(H∗n −H∗)(t+ tn)− (H∗n −H∗)(t)|+
3
4
cx.
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Therefore, since tn ≤ c0x where c0 = c/(2C) we obtain
P ∗n

 sup
s∈[t,t+tn]
s≤M
|(H∗n −H∗)(s)− (H∗n −H∗)(t)| ≥ cx


≤ P ∗n (|(H∗n −H∗)(t+ tn)− (H∗n −H∗)(t)| ≥ cx/4) .
Using Lemma 11 with p = H∗(tn)−H∗(t) ≤ cx/2 we have
P ∗n (|(H∗n −H∗)(t+ tn)− (H∗n −H∗)(t)| ≥ cx/4) ≤ 2 exp
(
− nc
2x2
32p+ 16cx
)
≤ 2 exp (−Knx) .
It remains to consider the case tn > c0x. We use the same type of argument as in the proof of
Lemma 13. Here we have
M∗n(s) =
H∗n(s)−H∗n(t)
H∗(s)−H∗(t) , s ∈ [t, 1]
which, given the data, is a reverse time martingale conditionally on H∗n(t). Let c1 = inft
dH˜∗(t)
dt .
We can again assume that, for all k such that tn > 2
kc0x,
|(H˜∗ −H∗)(t+ tn/2k)− (H˜∗ −H∗)(t)| ≤ c1
√
c0
4
√
tn
2k
n−1/2(log n)1/2.
Then, we have
P
∗
n

 sup
s∈[t+c0x,t+tn]
s≤M
|(H∗n −H
∗)(s)− (H∗n −H
∗)(t)| ≥ cx


≤
∑
k: tn>2kc0x
P
∗
n

 sup
s∈[t+tn/2
k+1,t+tn/2
k]
s≤M
|M∗n(s)− 1| ≥ c˜x
(
tn
2k
+ c1
√
c0
4
√
tn
2k
n
−1/2(log n)1/2
)−1
≤
∑
k: tn>2kc0x
exp
(
−rk c˜x
(
tn
2k
+ c1
√
c0
4
√
tn
2k
n
−1/2(log n)1/2
)−1)
E
[
exp
(
rk
np
|X − E[X]|
)]
,
where p = H∗(t+tn/2k+1)−H∗(t) and X = n[H∗n(t+tn/2k+1)−H∗n(t)] is a Binomial distribution
with parameters n and p. It then follows as in the proof of Lemma 13 that,
P ∗n

 sup
s∈[t+c0x,t+tn]
s≤M
|(H∗n −H∗)(s)− (H∗n −H∗)(t)| ≥ cx


≤
∞∑
k=1
2 exp

−Knpx2
(
tn
2k
+ c1
√
c0
4
√
tn
2k
n−1/2(logn)1/2
)−2 .
Note, since x ≥ n−1 logn and t ≥ 2kc0x, we have
p ≥ c1 tn
2k+1
− c1
√
c0
4
√
tn
2k+1
n−1/2(logn)1/2 ≥ c1
2
(
1− 1√
2
)
tn
2k
and
tn
2k
+ c1
√
c0
4
√
tn
2k
n−1/2(logn)1/2 ≤
(
1 +
c1
2
) tn
2k
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As a result we conclude that
P ∗n

 sup
s∈[t+c0x,t+tn]
s≤M
|(H∗n −H∗)(s) − (H∗n −H∗)(t)| ≥ cx

 ≤ 2 exp (−K1nx2t−1n ) .
The case t− tn < s < t can be treated similarly.
Lemma 23. Under the assumptions of Theorem 5, it holds
sup
x∈[ǫ,M ]
∣∣∣Φ∗(x; β˜n)− Φ(x;β0)∣∣∣ = OP (n−1/2).
In particular, with probability converging to one, given the data it holds
sup
x∈[ǫ,M ]
∣∣∣Φ∗(x; β˜n)− Φ(x;β0)∣∣∣ . n−1/2+α.
Proof. By definition we have
Φ∗(x; β˜n) =
1
n
n∑
i=1
eβ˜
′
nZiP ∗n(T
∗ ≥ x|Z∗ = Zi)
=
1
n
n∑
i=1
eβ˜
′
nZiP ∗n(X
∗ ≥ x|Z∗ = Zi)P ∗n(C∗ ≥ x)
= [1− Gˆn(x)] 1
n
n∑
i=1
eβ˜
′
nZi exp
[
−Λθ(x)eβ˜
′
nZi
]
.
Since, for the Kaplan-Meier estimator, it holds
√
n sup
x∈[0,M ]
|Gˆn(x)−G(x)| = OP (1),
we obtain
sup
x∈[ǫ,M ]
∣∣∣∣∣Φ∗(x; β˜n)− [1−G(x)] 1n
n∑
i=1
eβ˜
′
nZi exp
[
−Λsn(x)eβ˜
′
nZi
]∣∣∣∣∣
≤ OP (n−1/2) lim sup
n→∞
1
n
n∑
i+1
eβ˜
′
nZi
≤ OP (n−1/2) sup
|β−β0|≤ǫ
E
[
eβ
′Z
]
= OP (n
−1/2).
Similarly, using |β˜n−β0| = OP (n−1/2) and supt∈[ǫ,M ] |Λθˆ(t)−Λ0(t)| = OP (n−1/2), we can replace
β˜n and Λθˆ by β0 and Λ0. Then, the statement follows from
1
n
n∑
i=1
eβ
′
0Zi [1− F (x|Zi)] [1−G(x)] = 1
n
n∑
i=1
eβ
′
0ZiP (T > x|Zi)
= E
[
eβ
′
0ZP (T > x|Z)
]
+OP (n
−1/2) = Φ(x;β0) +OP (n−1/2).
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The inverse process Uˆ∗n is defined by
Uˆ∗n(a) = argmax
x∈[ǫ,M ]
{Λ∗n(x)− ax} . (C.6)
and it satisfies the switching relation, λˆ∗n(t) ≥ a if and only if Uˆ∗n(a) ≥ t, for t ∈ (ǫ,M ]. Moreover,
let Uθˆ be defined as in (56).
Lemma 24. Under the assumptions of Theorem 5, there exist constants K1, K2 > 0 such that,
for every a ≥ 0 and x > 0, with probability converging to one, given the data
P ∗n
({
|Uˆ∗n(a)− Uθˆ(a)| ≥ x
}
∩ E∗n
)
≤ K1 exp
(−K2nx3) . (C.7)
Proof. We follow the proof of Lemma 6. Note that, since supt∈[ǫ,M ] |λ′θˆ(t) − λ′0(t)| → 0, we have
lim infn→∞ inft∈[ǫ,M ] |λ′θˆ(t)| = c > 0. As a result, by Lemma 10, this time we have
P ∗n
({
Uˆ∗n(a) ≥ Uθˆ(a) + x
}
∩ E∗n
)
≤
∞∑
k=0
P ∗n
({
sup
y∈Ik
∣∣S∗n(y)− S∗n(Uθˆ(a))∣∣ ≥ c2 x2 22k
}
∩ E∗n
)
+
∞∑
k=0
P ∗n
({
sup
y∈Ik
|R∗n(y)−R∗n(Uθˆ(a))| ≥
c
2
x2 22k
}
∩ E∗n
)
where
S∗n(t) =
∫
δ1{u≤t}
Φ∗(u; β˜n)
d(P∗n − P ∗n)(u, δ, z),
and
R∗n(t) =
∫
δ1{u≤t}
(
1
Φ∗n(u; βˆ∗n)
− 1
Φ∗(u; β˜n)
)
dP∗n(u, δ, z).
The process S∗n can be written as
S∗n(t) =
1
n
n∑
i=1
(∆∗i − E∗T [∆∗i ])
1
Φ(T ∗i ;β0)
1{T∗i ≤t}
+
1
n
n∑
i=1
(
E
∗
T [∆
∗
i ]
1
Φ(T ∗i ;β0)
1{T∗i ≤t} − E∗
[
∆∗i
Φ(T ∗i ;β0)
1{T∗i ≤t}
])
+
∫
δ1{u≤t}
(
1
Φ∗(u; βˆn)
− 1
Φ(u;β0)
)
d(P∗n − P ∗n)(u, δ, z)
= S1,∗n (t) + S
2,∗
n (t) + S
3,∗
n (t),
where S1,∗n , S
2,∗
n are defined as in Lemmas 21, 22 with
r(t) =
1
Φ(t;β0)
<
1
Φ(M ;β0)
and m(t) =
E
∗ [∆∗ |T ∗ = t]
Φ(t;β0)
<
1
Φ(M ;β0)
.
It follows by Lemmas 21, 22 that there exist some positive constants K1, K2 such that
P ∗n
(
sup
y∈Ik
∣∣S1,∗n (y)− S1,∗n (Uθˆ(a))∣∣ ≥ cx2 22k
)
+ P ∗n
(
sup
y∈Ik
∣∣S2,∗n (y)− S2,∗n (Uθˆ(a))∣∣ ≥ cx2 22k
)
≤ K1 exp
(−K2nx323k) .
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Note that when we applying Lemmas 21, 22 we have tn = x2
k+1 and x replaced by x222k >
n−1 logn since it is sufficient to consider x > n−1/3. On the other hand, for S3,∗n we have
sup
y∈Ik
|S3,∗n (y)− S3,∗n (Uθˆ(a))| ≤ sup
y∈Ik
1
n
n∑
i=1
∆∗i 1{Uθˆ(a)<T∗i ≤y}
∣∣∣∣∣ 1Φ∗(T ∗i ; β˜n) −
1
Φ(T ∗i ;β0)
∣∣∣∣∣
+ sup
y∈Ik
E
∗
[
∆∗1{Uθˆ(a)<T∗≤y}
∣∣∣∣ 1Φ∗(T ∗; β˜n) −
1
Φ(T ∗;β0)
∣∣∣∣
]
.
By Lemma 23, we have that, with probability converging to one, given the data
sup
y∈Ik
E
∗
[
∆∗1{Uθˆ(a)<T∗≤y}
∣∣∣∣ 1Φ∗(T ∗; β˜n) −
1
Φ(T ∗;β0)
∣∣∣∣
]
≤ sup
t∈[ǫ,M ]
∣∣∣∣ 1Φ∗(t; β˜n) −
1
Φ(t;β0)
∣∣∣∣ sup
y∈Ik
E
∗
[
∆∗1{Uθˆ(a)<T∗≤y}
]
. n−1/2+α sup
y∈Ik
[
Huc,∗(y)−Huc,∗(Uθˆ(a))
]
. n−1/2+α
(
x2k+1 + n−1/2+α
)
.
Since n−1/2+αx2k+1 < x222k, it follows that
P ∗n
({
sup
y∈Ik
|S3,∗n (y)− S3,∗n (Uθˆ(a))| ≥ cx2 22k
}
∩ E∗n
)
≤ P ∗n
({
sup
y∈Ik
n∑
i=1
∆∗i1{Uθˆ(a)<T∗i ≤y}
∣∣∣∣∣ 1Φ∗(T ∗i ; β˜n) −
1
Φ(T ∗i ;β0)
∣∣∣∣∣ ≥ cnx2 22k
}
∩E∗n
)
≤ P ∗n
({
n∑
i=1
∆∗i1{Uθˆ(a)<T∗i ≤Uθˆ(a)+x2k+1} ≥ cn
3/2−α x2 22k
}
∩ E∗n
)
≤ P ∗n
({∣∣∣∣∣
n∑
i=1
(
∆∗i 1{Uθˆ(a)<T∗i ≤Uθˆ(a)+x2k+1} − E
∗
[
∆∗1{Uθˆ(a)<T∗≤Uθˆ(a)+x2k+1}
])∣∣∣∣∣ ≥ cn3/2−α x2 22k
}
∩E∗n
)
.
Note that nE∗
[
∆∗1{Uθˆ(a)<T∗≤Uθˆ(a)+x2k+1}
]
= O(nx2k+1) < O(n3/2−α x2 22k) because x > n−1/3
and α can be chosen small enough. From Bernstein inequality we obtain
P ∗n
({
sup
y∈Ik
∣∣S3,∗n (y)− S3,∗n (Uθˆ(a))∣∣ ≥ c x2 22k
}
∩ E∗n
)
≤ 2 exp
{
−c n
3−2α x4 24k
n3/2−α x2 22k + nx2k+1
}
≤ 2 exp
{
−c 22kn3/2−α x2
}
≤ 2 exp{−c 22knx3} .
As a result we conclude that
∞∑
k=0
P ∗n
({
sup
y∈Ik
∣∣S∗n(y)− S∗n(Uθˆ(a))∣∣ ≥ c x2 22k
}
∩E∗n
)
≤ K1 exp
(−K2nx3) .
In the same way, using (65) we can deal with R∗n.
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Lemma 25. Under the assumptions of Theorem 5, there exist positive constants K1, K2 such
that, for every x > 0 and a /∈ λθˆ([ǫ,M ]) such that x
∣∣λθˆ(Uθˆ(a))− a∣∣ ≥ n−1 logn, with probability
converging to one, given the data
P ∗n
({
|Uˆ∗n(a)− Uθˆ(a)| ≥ x
}
∩ E∗n
)
≤ K1 exp
{−K2nx ∣∣λθˆ(Uθˆ(a)) − a∣∣min (1, ∣∣λθˆ(Uθˆ(a))− a∣∣)} .
Proof. We argue as in the proof of Lemma 7. Here we have
Λθˆ(y)− Λθˆ(Uθˆ(a)) ≤ (y − Uθˆ(a))λθˆ(Uθˆ(a))
and as a result, we obtain
P ∗n
({
Uˆ∗n(a) ≥ Uθˆ(a) + x
}
∩ E∗n
)
∞∑
k=0
P ∗n
({
sup
y∈Ik
∣∣S∗n(y)− S∗n(Uθˆ(a))∣∣ ≥ cx 2k ∣∣λθˆ(Uθˆ(a))− a∣∣
}
∩ E∗n
)
+
∞∑
k=0
P ∗n
({
sup
y∈Ik
|R∗n(y)−R∗n(U(a))| ≥ cx 2k
∣∣λθˆ(Uθˆ(a)) − a∣∣
}
∩ E∗n
)
,
where S∗n and R
∗
n are as in Lemma 24. From Lemmas 21, 22, it follows that, for i = 1, 2,
∞∑
k=0
P ∗n
(
sup
y∈Ik
∣∣Si,∗n (y)− Si,∗n (Uθˆ(a))∣∣ ≥ cx 2k ∣∣λθˆ(Uθˆ(a)) − a∣∣
)
≤ K1 exp
(
−K2nx
∣∣λθˆ(Uθˆ(a))− a∣∣min{1, ∣∣λθˆ(Uθˆ(a))− a∣∣} ).
Using (65) and the approximation of Huc,∗ by H˜uc,∗, it can be shown as in Lemma 7 that
∞∑
k=0
P
∗
n
({
sup
y∈Ik
|R∗n(y)−R
∗
n(Uθˆ(a))| ≥ cx 2
k |λθˆ(Uθˆ(a))− a|
}
∩ E∗n
)
≤ K1 exp {−K2nx |λθˆ(Uθˆ(a))− a|} .
In the same we deal with S3,∗n (see also the proof of Lemma 24) but, instead of (65), we use
sup
t∈[ǫ,M ]
∣∣∣∣∣ 1Φ∗(t; βˆn) −
1
Φ(t;β0)
∣∣∣∣∣ . n−1/2+α
Lemma 26. Let p ≥ 1. Under the assumptions of Theorem 5, for each α0 ∈ (0, 1), there exists
K > 0 such that, with probability converging to one, given the data,
E
∗
[
1E∗n |λˆ∗n(t)− λθˆ(t)|p
]
≤ Kn−p/3,
for all t ∈ [ǫ+ n−1/3,M − n−1/3],
E
∗
[
1E∗n |λˆ∗n(t)− λθˆ(t)|p
]
≤ K [n((t− ǫ) ∧ (M − t))]−p/2 ,
for all t ∈ [ǫ+ n−1/2√logn, ǫ+ n−1/3] ∪ [M − n−1/3,M − n−1/2√logn], and
E
∗
[
1E∗n |λˆ∗n(t)− λθˆ(t)|p
]
≤ K [n((t− ǫ)1+α0 ∧ (M − t)1+α0)]−p/2 ,
for all t ∈ [ǫ+ n−1 logn, ǫ+ n−1/2√logn] ∪ [M − n−1/2√logn,M − n−1 logn].
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Proof. As in the proof of Theorem 1 we obtain
I1 ≤
∫ λθˆ(ǫ)−λθˆ(t)
0
P ∗n
[{
Uˆ∗n(λθˆ(t) + x) > t
}
∩ E∗n
]
pxp−1 dx
+
∫ ∞
λθˆ(ǫ)−λθˆ(t)
P ∗n
[{
Uˆ∗n(λθˆ(t) + x) > t
}
∩E∗n
]
pxp−1 dx.
(C.8)
Since
U ′∗(a) =
1
λ′
θˆ
(λ−1
θˆ
(a))
→ 1
λ′0(λ
−1
0 (a))
,
we have lim infn→∞ infa∈(λθˆ(M),λθˆ(ǫ)) |U ′∗(a)| > c > 0. As a result, for x < λθˆ(ǫ) − λθˆ(t) it holds
that Uθˆ(λθˆ(t) + x) < t− cx. Hence, as in the proof of Theorem 1, we obtain∫ λθˆ(ǫ)−λθˆ(t)
0
P ∗n
[{
Uˆ∗n(λθˆ(t) + x) > t
}
∩ E∗n
]
pxp−1 dx . n−p/3.
For x > λθˆ(ǫ)− λθˆ(t), we have Uθˆ(λθˆ(t) + x)) = ǫ. We consider first the case t− ǫ ≥ n−1/2
√
logn.
As in the proof of Theorem 1 it follows that∫ λθˆ(ǫ)−λθˆ(t)+t−ǫ
λθˆ(ǫ)−λθˆ(t)
P ∗n
[{
Uˆ∗n(λθˆ(t) + x) > t
}
∩ E∗n
]
pxp−1 dx
. exp
{−K2n(t− ǫ)3}
∫ λθˆ(ǫ)−λθˆ(t)+t−ǫ
0
pxp−1 dx
. n−p/3.
Here we used that lim supn→∞ supt∈[ǫ,M ] |λ′θˆ(t)| < c. Moreover, from Lemma 25, we have∫ ∞
λθˆ(ǫ)−λθˆ(t)+t−ǫ
P ∗n
[{
Uˆ∗n(λθˆ(t) + x) > t
}
∩ E∗n
]
pxp−1 dx
.
∫ λθˆ(ǫ)−λθˆ(t)+M
λθˆ(ǫ)−λθˆ(t)+t−ǫ
exp
{
−K2n(t− ǫ)
∣∣λθˆ(ǫ)− λθˆ(t)− x∣∣2} pxp−1 dx
+
∫ ∞
λθˆ(ǫ)−λθˆ(t)+M
exp
{−K2n(t− ǫ) ∣∣λθˆ(ǫ)− λθˆ(t)− x∣∣} pxp−1 dx.
(C.9)
Here we needed t− ǫ ≥ n−1/2√logn to apply Lemma 25, i.e. we need (t− ǫ) ∣∣λθˆ(ǫ)− λθˆ(t)− x∣∣ >
n−1 logn, which is satisfied since
∣∣λθˆ(ǫ)− λθˆ(t)− x∣∣ > t − ǫ. As in the proof of Theorem 1, we
have ∫ λθˆ(ǫ)−λθˆ(t)+M
λθˆ(ǫ)−λθˆ(t)+t−ǫ
exp
{
−K2n(t− ǫ)
∣∣λθˆ(ǫ)− λθˆ(t)− x∣∣2} pxp−1 dx
=
∫ M
t−ǫ
exp
{−K2n(t− ǫ)y2} p (y + λθˆ(ǫ)− λθˆ(t))p−1 dy
. (n(t− ǫ))−p/2
and ∫ ∞
λθˆ(ǫ)−λθˆ(t)+M
exp
{−K2n(t− ǫ) ∣∣λθˆ(ǫ)− λθˆ(t)− x∣∣} pxp−1 dx
=
∫ ∞
M
exp {−K2n(t− ǫ)y} p
(
y + λθˆ(ǫ)− λθˆ(t)
)p−1
dy
. (n(t− ǫ))−p.
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Since, t > ǫ+ n−1, (n(t− ǫ))−p ≤ (n(t− ǫ))−p/2 and, in particular, for t ≥ ǫ+ n−1/3 we get∫ ∞
λθˆ(ǫ)−λθˆ(t)+t−ǫ
exp
{−K2n(t− ǫ) ∣∣λθˆ(ǫ)− λθˆ(t)− x∣∣} pxp−1 dx . n−p/3.
Similarly we can deal with I∗2 .
Now we consider the case n−1 logn ≤ t − ǫ < n−1/2√log n. As in the proof of Theorem 1 it
follows that ∫ λθˆ(ǫ)−λθˆ(t)+ lognn(t−ǫ)
λθˆ(ǫ)−λθˆ(t)
P ∗n
[{
Uˆ∗n(λθˆ(t) + x) > t
}
∩E∗n
]
pxp−1 dx
. exp
{−K2n(t− ǫ)3}
∫ λθˆ(ǫ)−λθˆ(t)+ lognn(t−ǫ)
0
pxp−1 dx
.
(log n)p
(n(t− ǫ)3)α0p/5np(t− ǫ)p
.
(
n(t− ǫ)1+α0)−p/2 .
Moreover, from Lemma 25, we have∫ ∞
λθˆ(ǫ)−λθˆ(t)+ lognn(t−ǫ)
P ∗n
[{
Uˆ∗n(λθˆ(t) + x) > t
}
∩ E∗n
]
pxp−1 dx
.
∫ λθˆ(ǫ)−λθˆ(t)+M
λθˆ(ǫ)−λθˆ(t)+ lognn(t−ǫ)
exp
{
−K2n(t− ǫ)
∣∣λθˆ(ǫ)− λθˆ(t)− x∣∣2} pxp−1 dx
+
∫ ∞
λθˆ(ǫ)−λθˆ(t)+M
exp
{−K2n(t− ǫ) ∣∣λθˆ(ǫ)− λθˆ(t)− x∣∣} pxp−1 dx.
Note that we can apply Lemma 25 because (t− ǫ)
∣∣λθˆ(ǫ)− λθˆ(t)− x∣∣ > n−1 logn. As in the proof
of Theorem 1, we have∫ λθˆ(ǫ)−λθˆ(t)+M
λθˆ(ǫ)−λθˆ(t)+ lognn(t−ǫ)
exp
{
−K2n(t− ǫ)
∣∣λθˆ(ǫ)− λθˆ(t)− x∣∣2} pxp−1 dx
=
∫ M
logn
n(t−ǫ)
exp
{−K2n(t− ǫ)y2} p (y + λθˆ(ǫ)− λθˆ(t))p−1 dy
. (n(t− ǫ))−p/2
and ∫ ∞
λθˆ(ǫ)−λθˆ(t)+M
exp
{−K2n(t− ǫ) ∣∣λθˆ(ǫ)− λθˆ(t)− x∣∣} pxp−1 dx
=
∫ ∞
M
exp {−K2n(t− ǫ)y} p
(
y + λθˆ(ǫ)− λθˆ(t)
)p−1
dy
. (n(t− ǫ))−p ≤ (n(t− ǫ))−p/2.
Similarly we can deal with I∗2 .
Lemma 27. Let
M˜∗n(t) =
1
n
n∑
i=1
(
∆∗i1{T∗i ≤t} − E∗
[
∆∗i1{T∗i ≤t}
])
=
1
n
n∑
i=1
∆∗i1{T∗i ≤t} −Huc,∗(t).
(C.10)
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There exist a Brownian bridge Bn and positive constants K, c1, c2 such that
P ∗n
[
n sup
s∈[0,M ]
∣∣∣M˜∗n(s)− n−1/2Bn (Huc,∗(s))∣∣∣ ≥ x+ c1 logn
]
≤ K exp (−c2x) .
Proof. See proof of Lemma 8.
Lemma 28. λˆ∗n(ǫ) and λˆ
∗
n(M) are stochastically bounded with respect to P
∗
n .
Proof. See proof of Lemma 9. Here we use that, since for
huc,∗(t) =
1
n
n∑
i=1
fθˆ(t|Zi)
[
1− Gˆn(t)
]
we have
n1/2 sup
t∈[ǫ,M ]
∣∣huc,∗(t)− [1−G(t)]E[fθˆ(t|Z)]∣∣ ,
it follows that huc,∗ is uniformly bounded.
As in Section 5.3, we first need to establish similar results to those in Lemma 24 and Theorem
26, where λθˆ is replaced by λ
∗
θˆ
and Uθˆ by U
∗
θˆ
defined as the inverse of λ∗
θˆ
,
U∗
θˆ
(a) =


ǫ if a > λ∗
θˆ
(ǫ)
(λ∗
θˆ
)−1(a) if a ∈ [λ∗
θˆ
(M), λ∗
θˆ
(ǫ)]
M if a < λ∗
θˆ
(M).
(C.11)
From (15), it follows that
√
n sup
t∈[ǫ,M ]
(
λ∗
θˆ
(t)− λθˆ(t)
)
= OP∗(1),
√
n sup
t∈[ǫ,M ]
(
(λ∗
θˆ
)′(t)− λ′
θˆ
(t)
)
= OP∗(1),
√
n sup
a∈(0,∞)
(
U∗
θˆ
(a)− Uθˆ(a)
)
= OP∗(1),
√
n sup
a∈(0,∞)
(
(U∗
θˆ
)′(a)− U ′
θˆ
(a)
)
= OP∗(1).
Thus, we can assume that on the event E∗n we have∣∣∣θˆ∗n − θˆn∣∣∣ . n−1/2+α
and
sup
t∈[ǫ,M ]
∣∣∣λ∗
θˆ
(t)− λθˆ(t)
∣∣∣ . n−1/2+α, sup
t∈[ǫ,M ]
∣∣∣(λ∗
θˆ
)′(t)− λ′
θˆ
(t)
∣∣∣ . n−1/2+α
sup
a∈(0,∞)
∣∣∣U∗
θˆ
(a)− Uθˆ(a)
∣∣∣ . n−1/2+α, sup
a∈(0,∞)
∣∣∣U ′
θˆ
(a)− U ′(a)
∣∣∣ . n−1/2+α. (C.12)
From Lemma 24 and (C.12), it follows that
P ∗n
[{∣∣∣Uˆ∗n(a)− U∗θˆ (a)
∣∣∣ > x} ∩ E∗n]
≤ P ∗n
[{∣∣∣Uˆ∗n(a)− Uθˆ(a)∣∣∣ > x/2} ∩ E∗n]+ P ∗n [{∣∣∣U∗θˆ (a)− Uθˆ(a)
∣∣∣ > x/2} ∩E∗n]
. exp(−Knx3).
(C.13)
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Similarly, Theorem 26 and (C.12) imply that for t ∈ [ǫ+ n−1/3,M − n−1/3] it holds
E
∗
[
1E∗n
∣∣∣λˆ∗n(t)− λ∗θˆ(t)
∣∣∣p] . E∗ [1E∗n
∣∣∣λˆ∗n(t)− λθˆ(t)∣∣∣p]+ E∗ [1E∗n
∣∣∣λθˆ(t)− λ∗θˆ(t)
∣∣∣p]
. n−p/3 + np(−1/2+α) . n−p/3,
(C.14)
for t ∈ [ǫ+ n−1/2√logn, ǫ+ n−1/3] ∪ [M − n−1/3,M − n−1/2√logn],
E
∗
[
1E∗n
∣∣∣λˆ∗n(t)− λ∗θˆ(t)
∣∣∣p] . [n(t− ǫ) ∧ n(M − t)]−p/2 , (C.15)
and for t ∈ [ǫ+ n−1 logn, ǫ+ n−1/2√logn] ∪ [M − n−1/2√logn,M − n−1 log n],
E
∗
[
1E∗n
∣∣∣λˆ∗n(t)− λ∗θˆ(t)
∣∣∣p] . [n(t− ǫ)1+α0 ∧ n(M − t)1+α0]−p/2 , (C.16)
Afterwards we consider the conditional probability P ∗θ and conditional expectation Eθ∗ given θˆ
∗
n
such that
∣∣∣θˆ∗n − θˆn∣∣∣ . n−1/2+α and obtain the bootstrap version of 2.
Lemma 29. It holds
sup
t,s∈[ǫ,M ]
∣∣∣∣
∫
eβ˜nz
∫ u∧s
u∧t
[
λθˆ(v)
Φ∗(v; β˜n)
− λ0(v)
Φ(v;β0)
]
dv d(P∗n − P ∗n)(u, δ, z)
∣∣∣∣ = OP∗(n−1).
Proof. Let F be the following class of functions on [0,M ]× {0, 1} × Rp,
F =
{
ft,s(u, δ, z) = e
β˜nz
∫ u∧s
u∧t
[
λθˆ(v)
Φ∗(v; β˜n)
− λ0(v)
Φ(v;β0)
]
dv
∣∣∣∣ ǫ ≤ t < s ≤M
}
with envelope function
F (u, δ, z) = eβ˜nz1{u>ǫ}
∫ u∧M
ǫ
∣∣∣∣ λθˆ(v)Φ∗(v; β˜n) −
λ0(v)
Φ(v;β0)
∣∣∣∣ dv.
By Markov inequality we have
P ∗n
[
n sup
t,s∈[ǫ,M ]
∣∣∣∣
∫
eβ˜nz
∫ u∧s
u∧t
[
λθˆ(v)
Φ∗(v; β˜n)
− λ0(v)
Φ(v;β0)
]
dv d(P∗n − P ∗n)(u, δ, z)
∣∣∣∣ > x
]
. nx−2E∗
[
sup
f∈F
∣∣∣∣
∫
f(u, δ, z) d
√
n(P∗n − P ∗n)(u, δ, z)
∣∣∣∣
2
]
.
Hence, it suffices to show that the expectation in the right hand side of the previous equation is
of order n−1. From Theorem 2.14.5 and 2.14.2 in [26], it follows that
E
∗
[
sup
f∈F
∣∣∣∣
∫
f(u, δ, z) d
√
n(P∗n − P ∗n)(u, δ, z)
∣∣∣∣
2
]1/2
.
[
1 + J[](1,F, L2(P
∗
n))
] ‖F‖L2(P∗n).
(C.17)
Using Lemma 23 and (57), we obtain
‖F‖2L2(P∗n) =
∫
e2β˜nz1{u>ǫ}
(∫ u∧M
ǫ
∣∣∣∣ λθˆ(v)Φ∗(v; β˜n) −
λ0(v)
Φ(v;β0)
∣∣∣∣ dv
)2
dP ∗n(u, δ, z) = O(n
−1).
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Hence, it remains to show that J[](1,F, L2(P
∗
n )) is bounded. We first computeN[]
(
ε‖F‖L2(P∗n),F, L2(P ∗n)
)
.
Divide the interval [ǫ,M ] in N subintervals of length L = (M − ǫ)/N . For i ≤ j,, i, j = 1, . . . , N ,
let
li,j(u, δ, z) = e
β˜nz1{u>ǫ+iL}
∫ u∧(ǫ+(j−1)L)
ǫ+iL
λθˆ(v)
Φ∗(v; β˜n)
dv−eβ˜nz1{u>ǫ+(i−1)L}
∫ u∧(ǫ+jL)
ǫ+(i−1)L
λ0(v)
Φ(v;β0)
dv,
Li,j(u, δ, z) = e
β˜nz1{u>ǫ+(i−1)L}
∫ u∧(ǫ+jL)
ǫ+(i−1)L
λθˆ(v)
Φ∗(v; β˜n)
dv−eβ˜nz1{u>ǫ+iL}
∫ u∧(ǫ+(j−1)L)
ǫ+iL
λ0(v)
Φ(v;β0)
dv.
The brackets [li,j , Li,j] for i ≤ j, with the convention that
∫ b
a
f(a) dx = 0 if a > b, cover all the
class F. Moreover, we have ‖Li,j − li,j‖2L2(P∗n) . L. Thus, if we take
N =
⌊
K
ε2‖F‖2L2(P∗n)
+ 1
⌋
,
for a properly chosen constant K > 0, then ‖Li − li‖L2(P∗n) ≤ ε‖F‖L2(P∗n). It follows that
N[]
(
ε‖F‖L2(P∗n),F, L2(P ∗n)
)
.
⌊
K
ε2‖F‖2L2(P∗n)
+ 1
⌋2
and consequently J[](1,F, L2(P
∗
n )) is bounded.
Lemma 30. Let Tn = n
γ for some γ ∈ (0, 1/3). For t, s ∈ (ǫ,M) and π as in (A.13), define
R1,∗n (t, s) =
∫
δπ(u; t, s)
(
1
Φ(u;β0)
− 1
Φ(t;β0)
)
d(P∗n − P ∗n)(u, δ, z). (C.18)
Under the assumptions of Theorem 5, for each 2 ≤ q < 2/(3γ) , there exist K > 0 such that, for
x ≥ 0 and a ∈ R,
P ∗θ
[{
sup
|tn−U∗
θˆ
|≤cn−1/3Tn
|R1,∗n (t, tn)| > x
}
∩ E∗n
]
≤ Kx−qn1−q.
Proof. We can follow the proof of Lemma 17 considering exactly the same class of functions with
U(a) replaced by Uθˆ(a). Hence, we just need to show that ‖F‖qLq(P∗n) = O
(
(n−1/3Tn)q+1
)
and
that J[](1,F, L2(P
∗
n)) is bounded. We have
‖F‖qLq(P∗n) =
∫ Uθˆ(a)+n− 12+α+n− 13 Tn
Uθˆ(a)−n−
1
2
+α
(u− Uθˆ(a) + n−
1
2+α)q
(
Φ′(Uθˆ(a)− n−
1
2+α;β0)
Φ(Uθˆ(a)− n−
1
2+α;β0)2
)q
dHuc,∗(u)
+ o
(
(n−1/3Tn)q+1
)
= C(n−1/3Tn)q+1 + o
(
(n−1/3Tn)q+1
)
,
for some C > 0. Here we use the fact that huc,∗ is uniformly bounded (see proof of Lemma 28).
Similarly, following the proof of Lemma 17 we can also show that J[](1,F, L2(P
∗
n)) is bounded.
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Lemma 31. Let Tn = n
γ for some γ ∈ (0, 1/3). For t, s ∈ (ǫ,M) and π as in (A.13), define
R2,∗n (t, s) =
∫
eβ0zπn(u; t, s)
∫ s
u
λ0(v)
Φ(v;β0)
dv d(P∗n − P ∗n)(u, δ, z). (C.19)
Under the assumptions of Theorem 5, for each 2 ≤ q < 2/(3γ), there exist K > 0 such that, for
x ≥ 0 and a ∈ R,
P ∗θ
[{
sup
|tn−U∗
θˆ
(a)|≤cn−1/3Tn
|R2,∗n (t, tn)| > x
}
∩E∗n
]
≤ Kx−qn1−q.
Proof. We follow the proof of Lemma 18 considering the same class of functions with U(a) replaced
by Uθˆ. We just need to show that ‖F‖qLq(P∗n) = O
(
(n−1/3Tn)q+1
)
and that J[](1,F, L2(P
∗
n )) is
bounded. In this case, we have
‖F‖qLq(P∗n) =
∫
eqβ0z1{Uθˆ(a)−n−1/2+α<u≤Uθˆ(a)+n−1/2+α+cn−1/3Tn}(∫ Uθˆ(a)+n−1/2+α+nc−1/3Tn
u
λ0(v)
Φ(v;β0)
dv
)q
dP ∗n (u, δ, z)
=
1
n
n∑
i=1
eqβ0Zi
∫ Uθˆ(a)+n− 12+α+cn− 13 Tn
Uθˆ(a)−n−
1
2
+α

∫ Uθˆ(a)+n− 12+α+cn− 13 Tn
u
λ0(v)
Φ(v;β0)
dv


q
dH∗(u|Zi)
. (n−1/3Tn)q
1
n
n∑
i=1
eqβ0Zi
[
H∗(Uθˆ(a) + n
−1/2+α + cn−1/3Tn|Zi)−H∗(Uθˆ(a) + n−1/2+α|Zi)
]
Using the approximation of H∗ by the differentiable version H˜∗ as in (67), we obtain ‖F‖qLq(P∗n) =
O
(
(n−1/3Tn)q+1
)
. In the same way one can adjust also the proof of the boundedness of J[](1,F, L2(P
∗
n)).
Lemma 32. Let M∗n = Λ
∗
n − Λθˆ, a ∈ R and Tn < nγ , γ ∈ (0, 1/12). Under the assumptions of
Theorem 5, there exists a Brownian Bridge Bn and an event E
∗
n such that
M∗n(tn)−M∗n(U∗θˆ (a)) = n−1/2
1
Φ(U∗
θˆ
(a);β0)
[
Bn (H
uc,∗(tn))−Bn
(
Huc,∗(U∗
θˆ
(a))
)]
−
[
Φ∗n(U
∗
θˆ
(a); β˜n)− Φ∗(U∗θˆ (a); β˜n)
] λ0(U∗θˆ (a))
Φ(U∗
θˆ
(a);β0)
(
tn − U∗θˆ (a)
)
+ (βˆ∗n − β˜n)A′0(U∗θˆ (a))
(
tn − U∗θˆ (a)
)
+ r∗n(U
∗
θˆ
(a), tn),
with some r∗n(U
∗
θˆ
(a), tn) that satisfies
P
∗
θ
[{
sup
|tn−U∗
θˆ
(a)|≤cn−1/3Tn
|r∗n(U∗θˆ (a), tn)| > x
}
∩ E∗n
]
≤ Kx−qn1−q,
for some K > 0 and all x ≥ 0, a ∈ R and q < 2/(3γ).
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Proof. Let π(u; t, tn) = 1{u≤tn} − 1{u≤t}. Using (62), we can write
M∗n(tn)−M∗n(U∗θˆ (a)) =
∫ δπn(u;U∗θˆ (a), tn)
Φ∗(u; β˜n)
d(P∗n − P ∗n)(u, δ, z)
−
∫
eβ˜nz
∫ u∧tn
u∧U∗
θˆ
(a)
λθˆ(v)
Φ∗(v; β˜n)
dv d(P∗n − P ∗n)(u, δ, z)
+ (βˆ∗n − β˜n)
[
A∗0 (tn)− A∗0
(
U∗
θˆ
(a)
)]
+R∗n(tn)−R∗n
(
U∗
θˆ
(a)
)
.
(C.20)
Similarly to Lemma 29, it can be shown that
sup
t,s∈[ǫ,M ]
∣∣∣∣
∫
δπ(u; t, s)
(
1
Φ∗(u; β˜n)
− 1
Φ(u;β0)
)
d(P∗n − P ∗n)(u, δ, z)
∣∣∣∣ = OP∗(n−1).
Moreover, since the left hand side does not depend on θˆ∗, the results holds also with respect to
the conditional probability P ∗θ . Hence, by adjusting the event E
∗
n, we can assume that
sup
t,s∈[ǫ,M ]
∣∣∣∣
∫
δπ(u; t, s)
(
1
Φ∗(u; β˜n)
− 1
Φ(u;β0)
)
d(P∗n − P ∗n)(u, δ, z)
∣∣∣∣ . n−1+α.
As in the proof of Lemma 2, we have
∫ δπ (u;U∗
θˆ
(a), tn
)
Φ(u;β0)
d(P∗n − P ∗n)(u, δ, z)
=
1
Φ
(
U∗
θˆ
(a);β0
) ∫ δπ (u;U∗
θˆ
(a), tn
)
d(P∗n − P ∗n)(u, δ, z) +R1,∗n
(
U∗
θˆ
(a), tn
)
where
R1,∗n
(
U∗
θˆ
(a), tn
)
=
∫
δπ
(
u;U∗
θˆ
(a), tn
) 1
Φ(u;β0)
− 1
Φ
(
U∗
θˆ
(a);β0
)

 d(P∗n − P ∗n)(u, δ, z)
and ∫
δπ
(
u;U∗
θˆ
(a), tn
)
d(P∗n − P ∗n)(u, δ, z)
= n−1/2
[
Bn (H
uc,∗(tn))−Bn
(
Huc,∗
(
U∗
θˆ
(a)
))]
+
[
(M˜∗n − n−1/2Bn ◦Huc,∗)(tn)− (M˜∗n − n−1/2Bn ◦Huc,∗)
(
U∗
θˆ
(a)
)]
where M˜∗n is defined in (C.10). Similarly, in the third term of (C.20) we can replace A
∗
0 by the
twice differentiable version A0 because
sup
t∈[ǫ,M ]
∣∣∣(βˆ∗n − β˜n) [(A∗0 −A0)(tn)− (A∗0 −A0)(t)]∣∣∣ = OP∗(n−1).
By Lemma 29, also in the second term of (C.20), we can replace λθˆ and Φ
∗ by λ0 and Φ. Then,
we can proceed as in Lemma 2 using Lemmas 30 and 31.
Lemma 33. Let Tn = n
γ for some γ ∈ (0, 1/3) and b = n−1/4. Under the assumptions of
Theorem 5, for each 2 ≤ q < 1/(γ + 1/24), there exist K > 0 such that, for x ≥ 0 and all a ∈ R,
P ∗θ
[
n1/3Tn sup
|v−U∗
θˆ
(a)|≤b
∣∣∣(Φ∗n − Φ∗)(v; β˜n)− (Φ∗n − Φ∗)(U∗θˆ (a); β˜n)
∣∣∣ > x
]
≤ Kx−qn1−q/3.
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Proof. We follow the proof of Lemma 19 considering the same class of functions with β0 and U(a)
replaced by β˜n and Uθˆ(a) respectively. We just need to show that ‖F‖qLq(P∗n) = O(b) and that
J[](1,F, L2(P
∗
n )) is bounded. For the envelope function, we obtain
‖F‖qLq(P∗n) =
∫
1{Uθˆ(a)+n−1/2+α<t≤Uθˆ(a)+n−1/2+α+b}e
qβ˜nz dP ∗n(t, δ, z)
=
1
n
n∑
i=1
eqβ˜nZi
[
H∗
(
Uθˆ(a) + n
−1/2+α + b|Zi
)
−H∗
(
Uθˆ(a) + n
−1/2+α|Zi
)]
.
As in the proof of Lemma 31 it can be shown that ‖F‖qLq(P∗n) = O(b). In the same way e can
adjust the proof for the boundedness of J[](1,F, L2(P
∗
n )).
Proof of Theorem 5. Let
J∗n = n
p/3
∫ M
ǫ
∣∣∣λˆ∗n(t)− λ∗θˆ(t)
∣∣∣p dt.
Step 1. As in the proof of Theorem 3 and Theorem 4, it can be shown that J∗n1E∗n =
J˜∗n1E∗n + oP∗(n
−1/6) where
J˜∗n = n
p/3
∫ λ∗
θˆ
(ǫ)
λ∗
θˆ
(M)
∣∣∣Uˆ∗n(a)− U∗θˆ (a)
∣∣∣p ∣∣∣(U∗
θˆ
)′(a)
∣∣∣1−p da.
Here we use (C.13), (C.14)- (C.16), 28 and the fact that (λ∗
θˆ
)′ satisfies (12). Note that now we
need
max
(
p− 1/2, 1, 4(p− 1)
3(1− α0)
)
< p′ < min
(
p,
2
1 + α0
)
.
Such a choice is possible since α0 can be chosen arbitrarily small and p < 5/2. Then we get
1E∗n
∫ ǫ+n−1/2√logn
ǫ+n−1 logn
[
λˆ∗n(t)− λ∗θˆ(t)
]p′
+
dt = OP∗
(
n−p
′/2n−
1
2 {−(1+α0)p′/2+1}
√
logn
−(1+α0)p′/2+1
)
= OP∗
(
n−(1−α0)p
′/4−1/2√logn−(1+α0)p′/2+1)
= oP∗
(
n−p/3−1/6
)
Step 2. Let
Wt(u) = n
1/6
[
Wn
(
Huc,∗(t) + n−1/3u
)
−Wn (Huc,∗(t))
]
and d(t), V˜ (t) as in the proof of Theorem 3. We argue conditionally on θˆ∗n such that |θˆ∗n − θˆn| ≤
n−1/2+α and we show that
J˜∗n1E∗n =
∫ M−b
ǫ+b
∣∣∣V˜ (t)− n−1/6η∗n(t)∣∣∣p
∣∣∣∣ λ′0(t)huc(t)
∣∣∣∣
p
dt+ oP∗
θ
(n−1/6), (C.21)
for some η∗n such that supt∈[ǫ+b,M−b] |η∗n(t)| = OP∗θ (1). Let
Ψs,∗n (t) =
∫
kb(t− v)
(
Φ∗n(v; β˜n)− Φ∗(v; β˜n)
)
dv.
Note that, from Lemma 20,
sup
t∈[ǫ+b,M−b]
|Ψs,∗n (t)| ≤ sup
v∈[ǫ,M ]
∣∣∣Φ∗n(v; β˜n)− Φ∗(v; β˜n)∣∣∣ = OP∗(n−1/2)
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and
sup
t∈[ǫ+b,M−b]
∣∣∣∣dΨs,∗n (t)dt
∣∣∣∣ ≤ b−1 sup|v−t|≤b
∣∣∣(Φ∗n(v; β˜n)− Φ∗(v; β˜n))− (Φ∗n(t; β˜n)− Φ∗(t; β˜n))∣∣∣ = oP∗(n−1/6).
For every a ∈ R and a˜ = λθˆ(U∗θˆ (a)) and define
aξ = a˜− n−1/2ξn
huc(U∗
θˆ
(a))
Φ(U∗
θˆ
(a);β0)
+ (βˆ∗n − β˜n)A′0(U∗θˆ (a))−Ψs,∗n (U∗θˆ (a))
λ0(U
∗
θˆ
(a))
Φ(U∗
θˆ
(a);β0)
.
We can assume that on the event E∗n it holds
sup
a∈R
∣∣a− aξ∣∣ ≤ cn−1/2+α. (C.22)
Then, from Lemma 6(i) in [8] and the change of variable a→ aξ we have
J∗n1E∗n = 1E∗nn
p/3
∫ λ∗
θˆ
(ǫ)
λ∗
θˆ
(M)
∣∣∣∣∣
Huc(Uˆ∗n(a)) −Huc(U∗θˆ (a))
huc(U∗
θˆ
(a))
∣∣∣∣∣
p ∣∣∣(U∗
θˆ
)′(a)
∣∣∣1−p da+ oP∗
θ
(n−1/6)
= 1E∗nn
p/3
∫ λ∗
θˆ
(ǫ)
λ∗
θˆ
(M)
∣∣∣∣∣
Huc,∗(Uˆ∗n(a))−Huc,∗(U∗θˆ (a))
huc(U∗
θˆ
(a))
∣∣∣∣∣
p ∣∣∣(U∗
θˆ
)′(a)
∣∣∣1−p da+ oP∗
θ
(n−1/6)
= 1E∗nn
p/3
∫
Jn
∣∣∣∣∣
Huc,∗(Uˆ∗n(a
ξ))−Huc,∗(U∗
θˆ
(aξ))
huc(U∗
θˆ
(a))
∣∣∣∣∣
p ∣∣∣(U∗
θˆ
)′(a)
∣∣∣1−p da+ oP∗θ (n−1/6),
with
Jn =
[
λ∗
θˆ
(M) + n−1/6/ logn, λ∗
θˆ
(ǫ)− n−1/6/ logn
]
.
Here we use that, for r < 3,
nr/3 sup
a∈[λ∗
θˆ
(M),λ∗
θˆ
(ǫ)]
E
∗
θ
[∣∣∣∣∣
(Huc,∗ −Huc)(U∗n(a))− (Huc,∗ −Huc)(U∗θˆ (a))
huc(U∗
θˆ
(a))
∣∣∣∣∣
r]
. sup
t∈[ǫ,M ]
|huc,∗(t)− huc(t)| sup
a∈[λ∗
θˆ
(M),λ∗
θˆ
(ǫ)]
E
∗
θ
[
nr/3
∣∣∣U∗n(a)− U∗θˆ (a)
∣∣∣r]
= O
(
n−1/2
)
= o
(
n−r/6
)
because, as in Lemma 23, we also have that with probability converging to one, given the data
sup
t∈[ǫ,M ]
|huc,∗(t)− huc(t)| = O(n−1/2). (C.23)
Let t∗n = (H
uc,∗)−1(Huc,∗(U∗
θˆ
(a)) + n−1/3u). Using properties of the argmax function we obtain
n1/3
(
Huc,∗(Uˆ∗n(a
ξ)) −Huc,∗(U∗
θˆ
(a))
)
= argmax
u∈I∗n(a)
{D∗n(a, u) + S∗n(a, u)} ,
where
I∗n(a) =
[
−n1/3
(
Huc∗,(U∗
θˆ
(a))−Huc,∗(ǫ)
)
, n1/3
(
Huc,∗(M)−Huc,∗(U∗
θˆ
(a))
)]
,
D∗n(a, u) = n
2/3Φ(U∗
θˆ
(a);β0)
{(
Λθˆ(t
∗
n)− a˜t∗n
)− (Λθˆ(U∗θˆ (a))− a˜U∗θˆ (a)
)}
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and
S∗n(a, u) = n
2/3Φ(U∗
θˆ
(a);β0)
{
(a˜− aξ)
[
t∗n − U∗θˆ (a)
]
+ (Λ∗n − Λθˆ) (t∗n)− (Λ∗n − Λθˆ)(U∗θˆ (a))
}
.
Using Lemma 32 and the definition of aξ, we get
S∗n(a, u) =WU∗
θˆ
(a)(u) +R
3,∗
n (a, u) +R
4,∗
n (a, u) +R
5,∗(a, u)
where
R3,∗n (a, u) = n
2/3
{
Ψs,∗n (U
∗
θˆ
(a))−
[
Φ∗n(U
∗
θˆ
(a); β˜n)− Φ∗(U∗θˆ (a); β˜n)
]}
λ0(U
∗
θˆ
(a))
[
t∗n − U∗θˆ (a)
]
,
R4,∗n (a, u) = n
2/3Φ(U∗
θˆ
(a);β0) r
∗
n
(
U∗
θˆ
(a), t∗n
)
,
with r∗n as in Lemma 32 and
R5,∗n (a, u) = n
1/6ξnh
uc(U∗
θˆ
(a))
[
t∗n − (Huc)−1(Huc(U∗θˆ (a)) + n−1/3u)
]
.
Note that, by the mean value theorem,
sup
|u|≤Tn
∣∣∣(Huc,∗)−1(Huc,∗(U∗
θˆ
(a)) + n−1/3u)− (Huc)−1(Huc(U∗
θˆ
(a)) + n−1/3u)
∣∣∣
= n−1/3Tn sup
|u|≤Tn
∣∣∣∣ 1huc,∗(ζ1n(u)) −
1
huc(ζ2n(u))
∣∣∣∣
. n−1/3Tn
(
sup
t∈[ǫ,M ]
|huc,∗(t)− huc(t)|+ sup
|u|≤Tn
∣∣huc(ζ1n(u))− huc(ζ2n(u))∣∣
)
. n−2/3T 2n .
for some ζ1n(u), ζ
2
n(u) such that |ζin(u) − U∗θˆ (a)| . n−1/3u, i = 1, 2. Let R∗n(a, u) = R3,∗n (a, u) +
R4,∗n (a, u) +R
5,∗
n (a, u). Now we use Lemma 5 in [8] to show that R
∗
n is negligible. As in the proof
of Theorem 3, using Lemma 24 and the fact that huc,∗ and (U∗)′ are uniformly bounded (since
they converge to huc and U), we can localize obtaining that
J˜∗n1E∗n = 1E∗n
∫
Jn
∣∣∣U˜∗n(a)− n−1/6ηn(a)∣∣∣p |(U∗θˆ )′(a)|1−phuc(U∗
θˆ
(a))p
da+ oP∗
θ
(n−1/6)
where
U˜∗n(a) = argmax
|u|≤Tn
{
D∗n(a, u) +WU∗(a)(u) +R
∗
n(a, u)
}
,
η∗n(a) = n
1/2(a− aξ)|(U∗
θˆ
)′(a)|huc,∗(U∗
θˆ
(a)) = OP∗
θ
(1).
Afterwards, using Lemmas 32, 33 and
P ∗θ
[
sup
|u|≤Tn
∣∣R5,∗n (a, u)∣∣ > x
]
. P ∗θ
[
|ξn| > cn1/2T−2n x
]
. x−qn1−q/3,
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we show as in the proof of Theorem 3 that R∗n is negligible. For D
∗
n(a, u), in this case, by a Taylor
expansion we have
D∗n(a, u) = n
2/3Φ
(
U∗
θˆ
(a);β0
)
λ′
θˆ
(ζn)
[
(Huc,∗)−1(Huc,∗(U∗
θˆ
(a)) + n−1/3u)− U∗
θˆ
(a)
]2
for some ζn such that |ζn − U∗θˆ (a)| . n−1/3 logn. Since λ′θˆ and huc,∗ are uniformly bounded we
again obtain ∣∣∣∣ ∂∂uD∗n(a, u)
∣∣∣∣ ≤ K|u| and D∗n(a, u) ≤ −cu2,
for some positive constants K, c, a ∈ Jn and |u| ≤ Tn. Moreover, from (C.12) it follows that
sup
|u|≤logn
∣∣∣∣D∗n(a, u)− n2/3Φ(U∗θˆ (a);β0
)
λ′0(ζn)
[
t∗n − U∗θˆ (a)
]2∣∣∣∣ ≤ n−1/2+α(logn)2.
Then, (12) yields
sup
|u|≤logn
∣∣∣∣D∗n(a, u)− n2/3Φ(U∗θˆ (a);β0
)
λ′0(U
∗
θˆ
(a))
[
t∗n − U∗θˆ (a)
]2∣∣∣∣ ≤ n−s/3(logn)3.
Finally, using (C.23), we obtain
n2/3
[
t∗n − U∗θˆ (a)
]2
=
u2
huc,∗(ζn)2
=
u2
huc(ζn)2
+O
(
n−1/2(logn)2
)
=
u2
huc(U∗(a))2
+O
(
n−1/3(logn)3
)
for some ζn such that |ζn − U∗θˆ (a)| . n−1/3 log n, and as a result
sup
|u|≤logn
∣∣∣D∗n(a, u)− d(U∗θˆ (a))u2
∣∣∣ ≤ n−s/3(logn)3.
Then, exactly as in Theorem 4, we obtain (C.21) with
η∗n(t) =
huc(t)
|λ′0(t)|
{
ξnλ0(t)− n1/2(βˆ∗n − β˜n)A′0(t) + n1/2Ψs,∗n (t)
λ0(t)
Φ(t;β0)
− n1/2
(
λ∗
θˆ
(t)− λθˆ(t)
)}
.
(C.24)
Step 3 and 4 are exactly as in Theorem 4.
Appendix D. Estimation in the Cox model
In this section, we gather properties of the maximum partial likelihood estimator βˆn and the
empirical estimator Φn in the Cox model that are used in our proofs. Although the results seem
to be well know in the literature, we are not aware of a reference where they are proved. However,
it is out of the scope of the current paper to provide a proof.
We have
E
[
n1/2|βˆn − β0|
]p
. 1 (D.1)
and
E
[
n1/2 sup
t
|Φn(t, β0)− Φ(t, β0)|
]p
. 1 (D.2)
for all p ≥ 1.
