This paper proposes a non-negative depth reconstruction method for improving the numerical performance of a partial inertial model (PIM) for applications involving steep-slope and low-friction conditions. The PIM solves the continuity equation of two-dimensional (2D) shallow water equations (SWEs) with the interface fluxes evaluated by a simplified momentum equation that partially restores the inertial terms. In applying the PIM to flood simulations, a practical challenge is to represent complex topography and to track the moving wet-dry interface without resulting in negative water depths. Another challenge is to avoid the numerical issue caused by the lack of physical diffusive terms when it is applied to low-friction cases. To cope with these difficulties, the PIM is improved by introducing a non-negative depth reconstruction method, featuring two different ways for calculating the interface fluxes. The performance of the improved PIMs is investigated through applications to several theoretical and practical benchmark test cases. The comparison of the numerical results against analytical solutions or predictions from the original PIM and a full 2D finite-volume hydrodynamic model shows that the proposed reconstruction method can avoid non-negative water depth predictions, and improve the numerical performance of the original PIM when applied to steep-slope and low-friction conditions.
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METHODOLOGY AND MODEL DESCRIPTION
The methodology framework of the PIM and the proposed numerical improvements are described in this section.
Governing equations
The PIM solves the following continuity equation based on mass conservation
where t denotes time, x and y are the Cartesian coordinates, η represents water level, and q x ¼ uh and q y ¼ vh are the unit width discharges, with h, u and v being the water depth and velocity components in the two Cartesian directions, respectively. The discharges are approximated using a simplified formula derived from the full momentum equation.
Diffusion-wave approximation indicates that the dynamic terms of the full momentum equations become insignificant and may be neglected without significantly affecting the physical description of many slow-varying overland flows (Hunter et al. ) . In this work, the simplified momentum formula proposed by Bates et al. () is adopted, which is derived from the above diffusion-wave assumption by retaining some of the inertial effects. The main motivation for using the partial inertial formulation is to avoid very small time steps that result from the original diffusion-wave approximation.
Assuming rectangular channel cross-sections and negligible convection acceleration terms, the momentum equation can be simplified to become
where g is the acceleration due to gravity, z b is the bed elevation and n is the Manning coefficient. In the above equation, @q x =@t is the local acceleration term, gh(@h=@x)
is the pressure force term, gh(@z b =@x) is the slope source term representing the gravity effect, and gn 2 q x q k k=h 7=3 is the friction source term. An explicitly discretised equation
for q x may be derived as follows:
where Δt is the time step, Δx is the cell size in x-direction, Δη calculates the local difference of water level and q k k returns the magnitude of q. Replacing q creates a semi-implicit scheme to achieve better numerical stability (Bates et al. ) ; Equation (3) may then be rearranged to give
This semi-implicit scheme can prevent the flow from changing direction under the condition of extremely high friction force, as an explicit scheme does. It also avoids the heavy computational burden of an iterative full-implicit scheme.
From Equation (4) At each time step during a simulation, q x and q y (which may be similarly derived) are updated using Equation (4) and combined with Equation (1) to update the water level.
Numerical scheme
In this work, Equation (1) is solved using a finite volume method (FVM) based on the structured grid, which results in the following time-marching formula for updating the water level at a new time step
The main advantage of FVM against other popular numerical approaches including finite difference method and finite element method is that FVM can maintain local mass and momentum conservations in each computational cell and can be flexibly formulated for unstructured grid systems with less computational cost (Hinkelmann ).
Flux calculation
Taking the eastern interface as an example, q xE is estimated using Equation (4) as
Herein the values of flow variables on the right-hand side are obtained at time level k. The fluxes through the other three cell interfaces at time level k can be evaluated in a similar way. Subsequently, the updated discharges at the centre of cell (i, j) are simply evaluated by averaging the two associated fluxes:
In order to estimate the interface values of the flow variables in Equation (6), the face values at the left and right sides of the interface may firstly be approximated to be the same as the corresponding cell-centred values, which leads to a first order numerical scheme (Zhang et al. a) . The left face values of the eastern interface are therefore given by
Similarly, the corresponding right face values are
The corresponding velocity components are then evalu-
In a dry cell (defined as h < 10 -10 m) (Brufau & García-Navarro ), the velocities are set to be zero directly and not evaluated by Equation (10).
The original PIM reconstructs water depth at the interface by taking the difference between the maximum water level and the maximum bed elevation at either side of the interface as
This reconstruction maintains non-negative water depth in most situations. However, large velocity and negative water depth may still occur when the water surface gradient is large. For example, as shown in Figure 1 (b), when the difference between water levels at the left and right side of an interface becomes too large, a large flux can be generated as a result of Equation (6), which in turn calculates a negative water depth from Equation (5). In order to ensure nonnegative water depth, water level, instead of water depth, should be reconstructed.
A single value of bed elevation at a cell interface is
The water depths at either side of the interface are then reconstructed as
which obviously ensures non-negative water depth. Based on Equations (12) and (13), the corresponding water level and unit width discharge are then reconstructed as
In the above reconstruction, it is evident that the water level coincides with the bed elevation in a dry cell. If the dry cell has a bed elevation higher than the water level in a neighbouring cell, as shown in Figure 1 (c), a spurious flux will be calculated between the dry cell and the adjacent wet cell due to the higher water level on the dry side. To avoid this unphysical numerical flux, apart from reconstructing the bed elevation and water levels by following
Equations (12)- (14), the difference between the fake and actual water level must be identified and subtracted from the reconstructed values. A general formula for specifying this difference is given as follows:
The associated bed elevation and water levels are subsequently modified by subtracting ▵z from their original values as
These modified face values are then substituted into the right-hand side of Equation (6) to calculate the flux, for which the interface values of the water depth and discharge
(h E and q xE ) are also required. Similar to the original PIM, the maximum water depth from either side of the interface is used in this work. When deciding the interface discharge q xE , two options are available and tested herein.
(1) Take the maximum unit width discharge at either side of the interface
This is essentially the same scheme as in the original PIM. Using the larger values in flux calculation may help to partly overcome the negative effect of neglecting the convective acceleration terms in the momentum equation. Together with the new non-negative depth reconstruction as proposed in the current work, this model is hereafter referred to as 'improved PIM1', which will be used to demonstrate the improvement due to the water level reconstruction.
(2) Take the average unit width discharge of both sides of the interface
A mathematical proof has shown that the original PIM is not able to produce a stable solution when friction is low, and the adoption of average face value of discharge may mitigate this problem by introducing extra numerical diffusion (de Almeida et al. ) . Combining with the current water level reconstruction, this new scheme is called 'improved PIM2' in the rest of the text, which will be tested for low-friction simulations.
Validity of the non-negative depth reconstruction
During a flood event, the wetting and drying process is commonly associated with both advancing and retreating wetdry fronts. In a 1D manner, an advancing wet-dry front may fall into one of the three generalised configurations as illustrated in Figure 1 . 
Defining the Courant number (Courant et al. ) as
Equation (20) can be then rewritten as follows:
Since the Courant number is taken to be less than 1 for an explicit scheme and h initially dry bed with a downhill step. If the step size is large enough, excessive water surface gradient term in Equation (6) will be calculated, which may lead to a large updated discharge and consequently a negative water depth in the cell under consideration. In this work, following the aforementioned reconstruction, this case actually becomes that as illustrated in Figure 1(a) , and therefore, negative water depth is avoided. Therefore, the current non-negative depth reconstruction method ensures non-negative water depth for advancing wetdry fronts. The analysis can be easily extended to prove the validity of the method for the retreating wet-dry fronts.
Time step and boundary conditions
The stability of current overall explicit numerical scheme is controlled by the Courant-Friedrichs-Lewy criterion, which may be used to predict an appropriate time step for the next iteration during a simulation. For example, on a 2D Cartesian uniform grid,
Herein, the Courant number C r is set to 0.75 for all test cases considered in this work.
In this work, two types of boundary conditions are used,
that is, open and closed boundary conditions (Toro ) . At open boundaries, the gradients of flow variables are assumed to be zero at the boundary, which may be achieved by imposing the following flow information in the ghost cells
At closed boundaries, normal discharge, and the gradients of the water level and tangential discharge are required to be zero at the boundary, which may be achieved by 
RESULTS AND DISCUSSION
Tidal flow over a beach with a varying slope
The aim of this test case is to show the capability of the 'improved PIM1' in conserving non-negative water depth and the improvement over the original PIM by reproducing a moving shoreline triggered by a tidal cycle on a beach with a varying slope. As shown in Figure 2 , the bed slope is Table 1 , which appear to be consistent.
The Manning coefficient in this work is chosen to be the same as those used in the literature ( 
Moving shorelines over parabolic topography
Analytical solutions of the non-linear shallow water equations were derived for the perturbed flow over a parabolic fictional bed topography (Sampson et al. ) .
This benchmark test is used herein to validate the capability of the original PIM and 'improved PIM1' in handling wetting and drying over non-uniform topography and also to investigate the limitation of these models in simulating flows on low-friction beds. The bed profile is described by
The analytical solution for this test depends on a bed friction parameter τ and a hump amplitude parameter p ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 8gh 00 =a 2 p . The projection of the moving shorelines (two parallel straight lines on the x-y plane) is given by
As t → ∞, x 11 → Àa and x 22 → þa, which indicates that the momentum of the oscillatory flow is gradually dissipated by bed friction.
Herein, we consider a case with τ < p. The temporal evolution of the water surface and velocity for x 11 x x 22 is given by
where s ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi p 2 À τ 2 p =2. As t → ∞, η(x, t) → h 00 and u(t) → 0.
During the simulation, the closed 10,000 m × 15 m computational domain with the origin defined at the domain centre is discretised by 2,000 × 3 cells. The relevant coefficients are set to be a ¼ 3 km, h 00 ¼ 10m, τ ¼ 0.001 s PIM may be capable of producing non-negative water depths without the water level reconstruction. But obviously, this conclusion can only be drawn case by case.
To further quantify the performance of the three PIMs, the relative RMSE and fit statistics (F 1 and F 2 ) are calculated for the whole simulation and plotted in Figures 14 and 15, with the numerical solution from the full 2D shallow flow model given as a reference. As can be seen in Figure 14 In practical conditions with a gentle bed slope and water gradient, the original PIM and 'improved PIM1' featuring different face value reconstruction techniques can produce similar simulation results without causing negative depths.
However, the 'improved PIM1' has been proved to be a better choice for more accurate and stable simulations when handling applications associated with steep bed slopes, due to the use of the proposed water level reconstruction technique.
For flows over low-friction beds, neither the original PIM nor the 'improved PIM1' can provide stable solutions.
The 'improved PIM2' has shown to be effective for this type of application due to the use of a more diffusive way in calculating interface fluxes, which essentially helps stabilise the flow on low-friction beds. However, as shown in the Thamesmead inundation test case, the 'improved PIM2' may introduce unwelcome numerical diffusion and lead to inaccurate results in the practical inundation simulations, where the bed roughly is generally high enough. de Almeida et al.
() proposed a method within the original PIM for addressing this problem by using a weighing factor to adjust the effect of the numerical diffusion term, but the selection of the weighing factor is entirely case-dependent.
Future work may be needed to design a criterion in setting the weighing factor automatically according to the bed friction.
In terms of computational cost, due to the use of much simplified governing equations and corresponding simple numerical scheme, a PIM model can save up to 20-30% of the computational expense, compared with a full 2D shallow flow model featuring a finite volume Godunov-type scheme (Liang ) . Future work will be to explore the use of modern high-performance computational techniques, for example, adaptive grids, and computing hardware, e.g., graphics processing units (GPUs), to further accelerate this type of model.
