The evaluation of performance of a design for complex discrete event systems through simulation is usually very time consuming. Optimizing the system performance becomes even more computationally infeasible. Ordinal optimization (OO) is a technique introduced to attack this difficulty in system design by looking at "order" in performances among designs instead of "value" and providing a probability guarantee for a good enough solution instead of the best for sure. The selection rule, known as the rule to decide which subset of designs to select as the OO solution, is a key step in applying the OO method. Pairwise elimination and round robin comparison are two selection rule examples. Many other selection rules are also frequently used in the ordinal optimization literature. To compare selection rules, we first identify some general facts about selection rules. Then we use regression functions to quantify the efficiency of a group of selection rules, including some frequently used rules. A procedure to predict good selection rules is proposed and verified by simulation and by examples. Selection rules that work well most of the time are recommended.
Introduction
Optimization of complex systems is a problem to appropriately select design parameters, here denoted as a vector, θ, so that some performance indices are minimized (or maximized). Mathematically, the optimization problem can be expressed as
where θ ∈ Θ is the design (or search) space; L, the functional representing the performance of the systems; x, the trajectory or sample path of the system under study; and ξ , all the randomness in the system as it evolves over time. The expectation is taken over all possible sample paths or equivalently ξ [1, 2] . Usually the evaluation/estimation of the performance of the system for a set of design parameters is through a Monte Carlo simulation. When we perform a Monte Carlo simulation, the expectation in (1) is replaced by a finite but large sum over many different sample paths. The major difficulty in solving such problems is the enormous computing burden entailed since simulating even just one sample path of a complex system can be time consuming, evaluating (1) accurately can be computationally intensive or practically infeasible. This has led to the development of the ordinal optimization (OO) method. The basic idea of OO is that it is much easier to compare "order" than "value". If we merely wish to order the different designs in a design space (which is better and not how much better), then we can usually do so using a very crude, and hence computationally simple, model of the performance of the systems. In the case of (1) , this can mean a very short simulation or averaging over a small number (even one) of sample paths. If we order the M designs of the performance of the system using the crude but computationally simple model, then we can select the top s designs, S, as a selected set that may possibly contain the true top g design of the system performance. We denote these true top g designs as a set G = good enough set of designs which we cannot isolate due to the computational burden involved. The contribution of OO is to quantitatively determine the probability that |G ∩ S| ≥ k using only the crude model. If this probability, called alignment probability, is high, then we can lavish time on the accurate estimation of the set of designs S knowing that we can obtain at least k truly good enough designs this way. The size of G (=g) is usually several orders of magnitude smaller than M. This is the essence of OO. The theoretical foundation and practical successes of OO can be found in a series of papers dating back to 1992 [1, [3] [4] [5] [6] [7] [8] [9] [10] [11] . There, however, remains the question on how to determine the set S. If we make one estimate of the performance of each of the M designs using the crude model and select the top s designs, this is a selection rule we called the horse race for obvious reasons. On the other hand, we can simply blindly pick s designs from Θ. Amazingly, the alignment probability for such a rule can still be significant [3, 12] . Many other rules for picking S (via the crude model) come to mind using the sport tournament analogy, e.g., pairwise comparison and elimination as in tennis, or round-robin comparison as in baseball. The purpose of this paper is to compare different selection rules by their efficiency. Selection rule A is said to be more efficient than selection rule B if the size of the selected subset by selection rule A is smaller than the size of the selected subset by selection rule B on average when the same high alignment probability say 0.95 is guaranteed and everything else is equal (the computing budget).
Selection rules
Each selection rule in OO must answer two questions:
(1) How to select S? -by ordering all M designs via either (a) or (b) and selecting the top s. (i) With elimination (i.e., some designs will receive no more computing budget after a certain iteration).
(ii) Without elimination.
Using the above two questions, we consider and classify the following selection rules that are frequently used in ordinal optimization.
• Blind pick (BP): Assumes no knowledge of the problem and uniformly pick up s designs to make up S, i.e., (Question 1) random pick and (Question 2) no budget assigned (predetermined).
• Horse racing (HR): The numbers of independent observations allocated to each designs are equal. By comparing the sample averages, the observed top s designs are selected. (Question 1)(a) and (Question 2)(a).
• Round robin (RR): Every design compares with every other design pair-wise. In each comparison, we use only one observation (or equivalently "replication" in simulation language) per design to estimate the performance. When the comparisons finish, every design wins some number of comparisons, including zero. We sort the designs by the number of wins in decreasing order. 1 The first s designs are selected. For example, there are four designs: θ 1 , θ 2 , θ 3 , and θ 4 . We need three rounds of comparisons:
Round 2: θ 1 vs. θ 3 , θ 2 vs. θ 4 .
Round 3: θ 1 vs. θ 4 , θ 2 vs. θ 3 .
Assume θ 1 and θ 3 win in round 1; θ 1 and θ 2 win in round 2; θ 1 and θ 2 win in round 3. Then the four designs win three, two, one, and zero comparisons respectively. The observed best design is θ 1 and the worst is θ 4 . (Question 1)(b)(i) and (Question 2)(b)(ii).
• Sequential pair-wise elimination (SPE): This is the rule used in tennis. 2 Designs are initially grouped into many pairs. The winners of each pair are grouped into many pairs again. This continues until a final winner appears. We show one example in Fig. 1 . Assume θ 1 and θ 4 win in round 1; θ 1 wins in round 2. Then θ 1 is the observed best design. (Question 1)(b)(i) and (Question 2)(b)(i).
• Optimal computing budget allocation (OCBA) [13] : The idea is that we want to lavish more computing budget on designs that are more likely to turn out to be good enough and not waste effort on designs that have a high likelihood of being bad. First we randomly sample m 0 designs from Θ, and take n 0 observations of each design. Then using a formula [13] we allocate the additional ∆ computing budget units to these m 0 designs to perform more replications. This procedure continues until all the computing budget is consumed. In OCBA we fix the "breadth". 3 (Question 1)(a) and (Question 2)(b)(ii).
• Breadth vs. depth (B vs. D) [14] : The idea is to always allocate the next ∆ computing budget units in the way that leads to greatest marginal benefit. There are two ways to get a marginal benefit: The breadth process represents to sample new designs, and the depth process 4 represents to make more observations of the designs already sampled in order to get a better estimate of the performance of the design. The "benefit" of considering both breadth and depth is to increase the possibility of including truly good enough designs in the selected set. In B vs. D we can change the "breadth". (Question 1)(a) and (Question 2)(b)(ii).
• HR with global comparison (HR gc): In each round the winners from the last round receive one computing budget unit, and are compared with each other based on the new observations only. The observed best half of the designs win and the losers are eliminated in successive rounds. Finally we sort the designs by the number of rounds each design enters, from the largest to the smallest. (Question 1)(b)(ii) and (Question 2)(b)(i).
• HR with no elimination (HR ne): In round i we compare the mean values of the observations so far, and allocate the additional ∆ i computing budget units to the observed best m i designs. The values of ∆ i and m i reduce by half each time. (Question 1)(a) and (Question 2)(b)(ii).
• HR as a counterpart of round robin (HR CRR): We allocate the computing budget as in RR. Finally we sort the designs by the mean value of the observed data, not the number of wins. (Question 1)(a) and (Question 2)(b)(ii).
Under mild assumptions we can prove the following two things:
(1) Seeing is believing -everything being equal (i.e., the same computing budget allocated to each design), HR is no worse than any other rule. (2) Global comparison is no worse than pair-wise comparison.
Both are intuitively reasonable conclusions, which is why we explore so many extensions of HR (i.e., HR ne, HR gc, and HR CRR). First we introduce some notations. We useJ (θ i ) to denote one observation of design θ i , i.e.,
where w i denotes the observation noise. We useJ (θ i ) to denote the mean value of the observed data (N i independent observations) of design θ i , i.e.,
where ξ j is the randomness in the jth sample path. To simplify the discussion, we introduce the following assumptions:
Assumption 1. For each selection rule, when choosing a selected subset with size |S|, we always choose the observed top |S| designs. 5 Assumption 2. Observation noises of different designs are independently identically distributed, i.e., w i is i.i.d. for i = 1, 2, . . . , M.
Assumption 3.
We have no prior knowledge of the designs before conducting the simulations.
All the properties of optimal selection rules are based on the following fundamental property.
Fundamental Property 1. Under Assumptions 1-3, assume we equally allocate computing budget to all designs. If we select the observed best |S| designs as the selected set, this leads to an alignment probability no less than other selections on average.
This property is intuitively reasonable and can be mathematically proved. Besides the proof shown in Appendix A, we give a short illustration in a specific case. Assume that there are only two designs θ 1 and θ 2 and we want to identify which one is better. Besides the observed data, we have no other knowledge of the two designs. If we select the observed better design, then Fundamental Property 1 indicates that
This means "to see is to believe". We can compare selection rules in the following way: (P1) Everything being equal (i.e., the same computing budget, G, k, and α), which selection rule γ can use the smallest S to make Pr{|G ∩ S| ≥ k | γ } ≥ α?
Under this measure, we discover that some selection rules are no worse than some others. Corollary 1. Under Assumptions 2 and 3, HR gc is no worse than SPE on average in problem (P1).
Corollary 2. Under Assumptions 2 and 3, HR CRR is no worse than RR in problem (P1) on average.
Quantify the efficiency of selection rules
From the viewpoint of application, the contribution of OO is this: After screening (with or without iteration) using a crude model, a user is most interested in which of the subset of designs thus explored s/he should lavish her/his attention on in order to obtain a true good enough design with sufficient high probability. This selected subset denoted as S ideally should be as small as possible to minimize search and computing effort. For a given high probability, α, the required minimum size for S is a function of the following parameters:
• |G| = g -the size of the good enough set, e.g., the top n% • k -the number of members of G guaranteed to be contained in S • Noise/Error level, e -in the estimation of the system performance using the crude model. We assume such noise is i.i.d. and can be roughly characterized as small, medium, and large with respect to the performance values being estimated. The case of correlated noise/error can also be handled [10] with some small additional computation • Problem Class, C -clearly if a problem contains many good enough solutions vs. a needle in a haystack type of problem, then the required size for S can be very different. We express this notion in the form of an Ordered Performance Curve (OPC) which is by definition a monotonically increasing curve that plots true performance value against all the designs ordered from the best to the worst [1, 3, 15] . Four types of OPC are possible as illustrated in Fig. 2 .
When using the selection rule of HR and each design takes only one observation, Lau and Ho have extensively tabulated α as a function of |S|, g, k, e, and C [1] , or equivalently, the minimal required |S| as a function of g, k, e, C, for given high values of α, e.g. 0.95. In other words, s = f (k, g; e, C). In addition they have summarized these data in the form of a regression curve, called the universal alignment probability curve (UAP),which makes application easy. 6 Following this idea, we can also obtain similar regression functions for other selection rules.
Regression function
The following regression function was found in [1] to approximate the required subset size, s, for HR and BP selection rules well:
where Z 0 , ρ, β, and η are constants depending on computing budget T , noise level σ , OPC class, and the selection rule. It turns out that this regression function also works well in approximating the required subset size s for other selection rules mentioned in this paper. For example, let us see Fig. 4 . For each (g, k) we use experiments to obtain s such that the alignment probability 7 is no smaller than 0.95, and use solid lines to represent these subset sizes. The dashed lines represent the sizes calculated using Eq. (4), which approximate the solid lines well (in the trend and in the subset sizes of integer values of k). For HR, OCBA, SPE, and HR ne we list the maximal absolute difference between the solid and dashed lines in Table 1 . To use Eq. (4) to quantify the efficiency of selection rules, we need to get the regressed value of Z 0 , ρ, β, and η from abundant experiments. The following parameter settings are considered.
• |Θ| = M = 1000;
• g ∈ {10, 20, . . . , 200};
• s ∈ {10, 20, . . . , 200};
• k ∈ {1, 2, . . . , 10};
• Noise level: Assume the observation noise is independent identically distributed (i.i.d.) and has normal distribution N (0, σ 2 ), where σ ∈ {0.25, 0.5, 1.5} for small, medium, and large noise;
• Problem class: five OPC classes 6 Note in application all the user is interested is a high value for α. It matters little whether α = 0.9 or 0.95 or 0.99. Consequently, we only need a rough guess at the noise level and problem type. Experimentally, these universal regression curves have been found to work well in many applications.
7 Each alignment probability is estimated through 1000 independent experiments. (1) Flat:
Bell:
The OPCs and the corresponding performance densities are shown in Fig. 3 .
• Computing budget: T ∈ {500, 1000, 30 000} for small, medium, and large computing budget.
• "Breadth"-the number of designs to explore: To explore M designs, the required computing budget units of selection rules are listed in Table 2 . Following this, we calculate the number of designs to explore in different selection rules, also shown in Table 3 . 8
• Other parameters: In OCBA and B vs. D, we set n 0 = 2 and δ = 100 when T = 30 000; n 0 = 1 and δ = 10 when T = 1000.
• For the combination of parameter settings above, we use 1000 independent experiments to estimate the alignment probability, which is expected to meet α ≥ 0.95. a The regressed subset size may not be integer, so the difference between the solid and dashed lines may not be integer. In application, we can just use the smallest integer that is no smaller than the regressed value as the subset size. Table 3 The number of designs explored ("breadth") in different selection rules Together with the blind pick selection rule, we tabulate all coefficients of the regression functions of different selection rules into tables, and put in Appendix II in [16] . It should be noted that the subset size calculated by the coefficients above has a working range of 20 ≤ g ≤ 200, s(•, •) < 180, and when the fraction k/g is small. 9, 10 On the occasions when the noise factor is characterized to be within these predetermined levels (i.e., σ takes other values than 0.25, 0.5, and 1.0), proper interpolation of the subset sizes will suffice.
Comparison of selection rules
Using these regressed values, we can easily find the most efficient selection rule (among all selection rules of concern) under different parameter settings. To show the approximation works well in comparing selection rules, we first compare HR, OCBA, and B vs. D under one parameter setting using simulation data (see Fig. 5 ). Second, we compare the three selection rules using regression function (4) (see Fig. 6 ). We can then see that the predicted best selection rule is often the best in the previous comparison.
Comparison of selection rules using simulation data
In the case of large computing budget (T = 30 000), medium noise level (σ = 0.5), and neutral OPC class, we compare the experimental data of subset sizes s for different selection rules (which we regard as the true values), and 9 For B vs. D we have more constraints on the working range. When T = 30 000, the working range should meet 1 ≤ k ≤ 5 and k/g ≤ 1/15. When T = 1000, the working range should meet 1 ≤ k ≤ 3 and k/g ≤ 1/25. When T = 500, the working range should meet 1 ≤ k ≤ 2 and k/g ≤ 1/35. 10 For RR and HR CRR, we only list the regression values in the case of large computing budget (T = 30 000). In this case, RR and HR CRR can explore 173 designs, and still have many choices of selected subset sizes. But when T = 1000 and 500, the two selection rules can explore only 32 and 22 designs accordingly. To cover 1 or 2 of the top 100 designs with probability no smaller than 0.95, we usually need to select all the explored designs, the numbers of which are 32 and 22 respectively. show the result in Fig. 5 . For each (g, k), one (or several) selection rule(s) outperform(s) the others. Why does this happen? We consider different types of (g, k), one by one.
First, the squares, where the good enough set and the required alignment level k are small. When the good enough set is defined as the best design, the alignment probability Pr{|G ∩ S| ≥ k} reduces to Pr{the observed best is the truly best}, which is also known as the probability of correct selection (PCS) in OCBA. OCBA is developed to improve this probability. B vs. D is developed to improve Pr{the observed best design is truly good enough}, which is close to PCS. Previous results in [13, 14] also show that OCBA and B vs. D outperform HR in these cases.
Second, the black points, where the good enough set is small, but k is large. To cover many good enough designs in the finally selected subset, we should make sure to explore these designs. Exploration, i.e., breadth, is thus more important than exploitation, i.e., depth. HR is developed to explore as many designs as possible, which is just the best choice in these cases. OCBA pays much attention to ensuring the observed best is truly best, but takes little effort to cover several good enough designs. B vs. D takes some effort in both exploration and exploitation and tries to find a good balance. However B vs. D usually explores fewer designs than HR, which does not take any additional effort Table 4 Subset sizes of SPE, HR ne, and HR gc, when T = 30 000, g = 20, and in flat OPC class HR gc  HR ne  SPE  HR gc  HR ne  SPE  HR gc  HR ne   1  100  100  90  100  100  100  110  120  100  2  150  150  140  160  160  160  180  180  170  3  200  200 190 >200 a 200 >200 >200 >200 >200
a In Tables 4-8 , we only care about selected subset sizes which are no greater than 200. When the required subset size to select is greater than 200, we do not list the exact value and use ">200" to mark in the tables.
in exploitation besides equally allocating computing budget units. So it is also reasonable that HR outperform OCBA and B vs. D in these cases. Third, the crosses, where the good enough set and the required alignment level are both of medium size/value. Both exploration and exploitation are important, and a good balance is needed. HR takes little effort to make the balance. It is difficult for B vs. D to outperform OCBA with a well-tuned "breadth" [14] . This is why OCBA outperforms HR and B vs. D in many of these cases. Due to the large computing budget given in Fig. 5 , even in HR each design obtains some exploitation (depth). So HR also performs best in some of these cases (represented by circles).
Fourth, the triangles, where the good enough set is large and the required alignment level is small. These are easy cases and little effort in balancing exploration and exploitation is needed. So HR, OCBA, and B vs. D require the same subset sizes in these cases.
Following the above analysis, we can summarize a couple of simple rules to select a good selection rule. For instance, in Fig. 5 , the simple rules are: Use HR when the good enough set is small and the required alignment level is high; and use OCBA in all other cases. These rules are also listed at the end of Section 6.
Comparison of selection rules using regression function
Under the parameter settings of Fig. 5 , we use the regressed value in Tables 20, 21 , and 22 in [16] to estimate the sizes of the selected sets in different (g, k) settings, and compare HR, OCBA, and B vs. D. Fig. 6 shows the comparison result.
Note that in all (g, k) combinations, both Figs. 5 and 6 recommend some best selection rules. For a (g, k), if the recommended selection rule(s) is a subset of the ones recommended in Fig. 5 , we say Fig. 6 gives a right recommendation; otherwise, we mark the corresponding case by a big circle. For example, in the bottom right of the figure, some points are marked. The reason is that the corresponding alignment probabilities are smaller than 0.95, as shown in Fig. 5 . Note that in the aforementioned working range of 20 ≤ g ≤ 200, s(•, •) < 180, and when the fraction k/g is small, Fig. 6 always gives right recommendations. This supplies an easy way to choose a good selection rule once the computing budget to allocate (T), the noise level (σ ), the OPC class, the size of good enough set (g), and the required alignment level (k) are specified.
Numerical verification for the properties of optimal selection rules
We propose three properties of efficient selection rules: (1) without elimination (2) global comparison and (3) using mean value of observations as the estimate of design performance. We use SPE vs. HR ne to test the effect of elimination, SPE vs. HR gc to test the effect of global comparison, and RR vs. HR CRR to test the effect of using mean value as the measure.
Comparison among SPE, HR ne, and HR gc
SPE is with elimination and HR is without elimination. To test the effect of elimination, we introduce HR ne. SPE uses local comparison. HR uses global comparison. To test the effect of global comparison, we introduce HR gc. In each OPC class and noise level, we want to cover at least k of the top 20 designs with high probability no smaller than 0.95, i.e., α ≥ 0.95. We consider the following choices of subset sizes, |S| = 10, 20, 30, . . . , 200. Using the experimental data, we have calculated the subset sizes for five OPC classes using all noise cases for SPE, HR ne, and HR gc. For the case of large computing budget (T = 30 000), we show the results in Tables 4-8 .
From Tables 4-8 we can see that in most cases HR gc outperforms SPE, which is consistent with Corollary 1. We also find out that in almost all the cases HR ne performs better than HR gc and SPE. For example, to cover at least Table 5 Subset sizes of SPE, HR ne, and HR gc, when T = 30 000, g = 20, and in U-Shaped OPC class HR gc  HR ne  SPE  HR gc  HR ne  SPE  HR gc  HR ne   1  20  20  10  20  20  20  40  30  30  2  30  20  20  40  30  30  60  50  50  3  40  30  30  50  40  40  90  80  60  4  50  40  30  70  50  40  120  100  80  5  70  50  40  90  70  60  150  120  100  6  80  60  50  110  80  60  190  140  120  7  100  70  50  120  90 Table 6 Subset sizes of SPE, HR ne, and HR gc, when T = 30 000, g = 20, and in neutral OPC class 1  10  10  10  10  10  10  30  20  10  2  10  10  10  20  20  10  50  30  30  3  20  10  10  30  20  20  80  50  40  4  20  20  10  40  30  20  100  70  50  5  30  20  10  50  30  20  130  90  70  6  40  20  20  70  40  30  170  110  80  7  50  30  20  80  50  30  >200  130  100  8  60  30  20  100  60  40  >200  160  120  9  70  40  30  120  60  40  >200  180  140  10  80  40  30  140  70  50  >200  >200  180   Table 7 Subset sizes of SPE, HR ne, and HR gc, when T = 30 000, g = 20, and in bell OPC class 1  10  10  10  10  10  10  20  10  10  2  10  10  10  10  10  10  40  20  20  3  10  10  10  20  10  10  60  30  20  4  20  10  10  20  20  10  80  40  30  5  20  10  10  30  20  20  100  50  40  6  20  20  10  40  30  20  130  70  50  7  30  20  10  50  30  20  180  90  60  8  30  20  20  60  30  20  >200  110  80  9  40  20  20  70  40  30  >200  140  100  10  50  30  20  90  50  30  >200  180  120 two top 20 designs in all OPC classes and noise levels, SPE and HR gc require us to select 53 and 48 designs on average respectively. HR ne requires 46 designs, which is the smallest among the three selection rules. The reason is: HR ne gives all losers a "second" chance. If one design loses in one round but it is truly good, then it still has a large chance to win in the successive rounds. However both HR gc and SPE use elimination and the losers are eliminated in successive rounds. In other words, HR ne utilizes all the observed data in each allocation, thus performs best among the three selection rules. 1  10  10  10  10  10  10  10  10  10  2  10  10  10  10  10  10  10  10  10  3  10  10  10  10  10  10  20  10  10  4  10  10  10  10  10  10  20  10  10  5  10  10  10  10  10  10  30  20  10  6  10  10  10  20  10  10  30  20  10  7  20  10  10 Table 9 Comparison of RR and HR CRR, when T = 30 000, g = 50, and in flat OPC class HR CRR  RR  HR CRR   1  40  40  40  40  50  50  2  60  60  70  70  80  70  3  90  80  90  90  100  100  4  100  100  120  100  130  120  5  130  130  140  130  170  160   Table 10 Comparison of RR and HR CRR, when T = 30 000, g = 50, and in U-Shaped OPC class Tables 9-13 when T = 30 000 RR and HR CRR explore 173 designs. So when the required subset size to select exceeds 173, we do not list the exact value but use ">173" to mark in the tables. Table 11 Comparison of RR and HR CRR, when T = 30 000, g = 50, and in neutral OPC class 2. RR vs. HR CRR RR uses the number of wins to evaluate one design. To test the effect of using mean value as the measure, we develop HR CRR, which explores the same number of designs as RR explores, consumes the same amount of computing budgets as RR consumes, but uses the mean value of the observed data to evaluate one design. Tables 9-13 compare the subset selection sizes under five OPC classes and different noise levels when g = 50. Table 12 Comparison of RR and HR CRR, when T = 30 000, g = 50, and in bell OPC class HR CRR  RR  HR CRR  RR  HR CRR   1  10  10  10  10  10  10  2  10  10  10  10  20  10  3  10  10  10  10  20  10  4  10  10  10  10  40  20  5  20  10  30  20  80  30   Table 13 Comparison of RR and HR CRR, when T = 30 000, g = 50, and in steep OPC class In Tables 9-13 , HR CRR is no worse than RR in all the cases. This is consistent with Corollary 2. Further more, we can see that to cover at least four of the top 50 designs, RR requires to select 42 designs on average. This causes a search reduction of at least one order of magnitude (42/1000 = 4.2%). HR CRR requires to select 35 designs on average. This helps a further search reduction (35/42 ≈ 83%).
Examples of search reduction
By using selection rules, ordinal optimization usually can obtain a search reduction of one order of magnitude. We demonstrate in this section how the regressed values in Appendix II in [16] help a further search reduction. In Section 3, to obtain the regressed values, we assume i.i.d. noise with normal distribution, and explore many combinations of (g, k). However these results are often universally applicable to problems of a wide range similar to the research in applications of ordinal optimization previously demonstrated [4] [5] [6] [7] [8] [9] [10] . We use two examples where either such assumptions are clearly violated or where no knowledge concerning assumptions of the problem is available. In the first example, we test a function optimization problem, and show how to use an approximate model to achieve search reduction. In the second example, we test a practical manufacturing queueing network, and using the regressed values to compare HR, OCBA, and B vs. D. 
where a 1 = 3, a 2 = 5, and a 3 = 2. For ρ = 50, there are fifty cycles in the range [0, 1]. To get a rough idea, we show the true function values in Fig. 7 .
In this example, we set ρ = 500. So there are five hundred cycles in the range [0, 1]. The true model is deterministic, but rather complex as far as relative and absolute minima are concerned. To get the exact model of function J and its minima, we need extensive samples of θ ∈ Θ, which is costly. Instead, we find the trend for J is basically increasing, and then adopt a crude model
This is the linear part of function J . We regard the error between the true and crude models as noise, i.e., Assume that we have no prior knowledge on the noise, and then assume that the noise has i.i.d. normal distribution N (0, σ 2 ). By generating 1000 uniform samples of θ from [0, 1]
we can estimate the standard deviation σ by σ
after adjusting for mean values.
We have in total 1000 computing budget units to allocate, i.e., we can take one observation per design inΘ on average. HR will equally allocate the computing budget to each design in this way. Other selection rules are different. In the following, we use the regressed values to estimate the minimal subset sizes of different selection rules. Note that the crude model (6) is linear, so we choose the neutral OPC class. After taking one observation of each design θ i inΘ, we find σ = 0.5 is a good estimate of the noise level. We try to cover at least k designs in the true top 50 ones, k = 1, 2, . . . , 10, with alignment probability no smaller than 0.95. Using the previous regressed values, we can estimate the minimal subset size of each selection rule,ŝ. Note that when evaluating designs, the selection rules use the crude model. But the true top 50 designs are decided by the complex model. We take 1000 independent samples ofΘ and get another estimate of the subset size, which we regard as true sizes, s. We compare the two subset sizes of each selection rule in Table 14 .
For B vs. D when we require to cover more than four top 50 designs, both the predicted subset size via the regression model and the true subset size exceed 200. So we do not list those corresponding sizes in Table 14 . From Table 14 we can see that the estimated subset sizes are usually no smaller than the true sizes. This shows the conservative nature of the estimate. When the required alignment level k is specified, by comparing the estimated subset sizes, we can find the best among the selection rules. In Table 14 , we find that HR ne has the smallest estimated subset size among all the selection rules of interest for k = 1, 2, . . . , 10. So HR ne is recommended in these cases. We can also sort the selection rules by the true subset sizes s in Table 14 , from the smallest to the largest. We show the true order of HR ne among the selection rules in Table 15 .
We compare in total six selection rules in this example. HR ne is the predicted best selection rule for k = 1, 2, . . . , 10. From Table 15 we can see that this prediction is good, because HR ne is within the top two selection rules in most k values, with the exception of k = 2 and 10. We analyze the two cases in more detail. When k = 2, HR ne is the fifth best selection rule. But please note that in that case the true best subset size is 17, which is achieved by B vs. D and HR gc. The subset size of HR ne is 19, which is very close to 17. When k = 10, HR ne is the third best selection rule, with a true subset size of 58. The true best subset size in this case is 56, which is achieved by HR and HR gc. The two sizes are close to each other. Our method recommends HR ne and we know that HR ne is really a good selection rule. So our method gives the right recommendation.
We can also test the goodness of HR ne from another aspect. Assume we take the recommendation, choose HR ne as the selection rule, and use the regressed subset sizes accordingly for each value of k. We use 1000 experiments to estimate the true alignment probability (AP) that the selected subset of designs can cover at least k top 50 designs. The results are shown in Table 16 . From Table 16 , we can see that the alignment probabilities are higher than the required value, 0.95. This also shows the conservative nature of the estimate of subset sizes. In other words, this example shows that the regression function can give a conservative estimate of subset size and our method performs well in comparing selection rules. This is useful in practice. First we use the regressed value to estimate the subset sizes of different selection rules and find the best one. Then using that selection rule, we obtain a subset of designs, which contains at least k true good enough designs with high probability. This often leads to a search reduction of at least one order of magnitude. As shown in this example, when the true model is complex, we can use a crude one in subset selections. Based on the crude model, using our method, we can recommend a good selection rule, which often is the truly good one.
Example 5.2 (A Buffer Resource Allocation Problem).
We consider a 10-node network as shown in Fig. 8 . For details about the background of this example, please refer to [17] [18] [19] . Such a network could be the model for a large number of real-world systems, such as a manufacturing system, a communication network, or a traffic network. We will test whether our method can recommend good selection rules on this practical model. There are two classes of customers with different interarrival distributions but have the same service requirement. We use c1 and c2 to denote the two classes of customers. Their interarrival times are with uniform and exponential distributions respectively, i.e., c1: U [2, 18], c2: Exp(0.12). The 10-node network represents three connected service stages. Nodes 0 through 3 denote the first stage, where customers enter the system. Nodes 4 through 7 denote the second stage, where customers from different classes are served separately. Nodes 8 and 9 denote the last stage, where customers leave the system after the service completes. The service time is with uniform distribution at nodes 0-7, i.e., U [1, 7] , and is with exponential distribution with rate 1.0 at nodes 8 and 9, i.e., Exp(1). Nodes 0-7 have their own servers. Nodes 8 and 9 share one server. Each node has a buffer with size B i , i = 0, 1, . . . , 9 (not including the one being served). It is the allocation of buffer size that makes this problem interesting. A buffer is said to be full if the queue length (not including the one being served) is equal to the buffer size. When one node finishes serving one customer, if the buffer in the downstream is full, this customer cannot leave and this server is idle and blocked. When two nodes are blocked by the same node downstream, first blocked first served is applied.
The two classes of customers have different priorities.
(1) In a queue of nodes 0-3, c1 customers jump before c2 customers. When a c1 customer arrives, if a c2 customer is being served, this service is allowed to be completed. (2) At node 8, when the queue length is greater than one, a c1 customer can be served. When a c2 from node 9 is being served and the queue length at node 8 becomes greater than one, then service is interrupted to allow high priority (c1 customer).
For symmetric reason, we set the following constraints on buffer sizes:
We consider the problem of allocating 22 buffer units. There are in total 1001 different configurations. We want to find one configuration that can minimize the expected processing time for the first 100 customers, assuming there are no customers in the network initially.
For each of the 1001 configurations, we do 200 experiments and use the mean value to estimate the processing time for the first 100 customers. Although 200 experiments are not enough to discriminate the performance of different configurations exactly, the estimated top 100 designs are much more accurate than based on only one observation per design. We assume that there are in total 1001 computing budget units to allocate in the following experiments, which is the latter case mentioned above. So we sort the configurations using the estimate and regard this as the true order.
We want to find at least k of the top g designs (e.g., g = 100, k = 1, 2, . . . , 10) with high probability (e.g., α ≥ 0.95). Because HR, OCBA, and B vs. D are frequently used in ordinal optimization, we focus on comparing the three selection rules in this example. Since we have little knowledge of the performance of the network, we use the neutral OPC class to approximate the true OPC of this system. From preliminary experiments, we find that 0.5 is a good estimate of noise level after adjusting for mean values. Assume that we have in total 1001 observations. Then Table 17  Estimated and true subset sizes for Example 5.2   HR  k  1  2  3  4  5  6  7  8  9  10  s  11  16  21  25  30  34  38  42  46  50  s  7  11  14  18  22  25  28  32  35  39  OCBA  k  1  2  3  4  5  6  7  8  9  10  s  11  14  17  20  24  28  32  36  40  45  s  2  3  5  7  10  13  16  19  23 Table 18 True alignment probability when using estimated subset size using the regressed values, we can estimate the subset sizes for each selection rule,ŝ. For each selection rule, we use 1000 experiments to estimate the true subset sizes, s. We show the two groups of subset sizes in Table 17 . Note that in Table 17 , when we use B vs. D to cover at least k (k ≥ 4) top 100 designs with probability no smaller than 0.95, the true subset sizes (s) should be no greater than 200. Also recall that the working range of the regression function in this case (T = 1000, medium noise level, and B vs. D) is 1 ≤ k ≤ 3 and k/g ≤ 1/25. So we only show the predicted subset sizesŝ and the true sizes s when k = 1, 2, and 3 for B vs. D. We also test the alignment probability for the estimated subset sizes of different selection rules, which we show in Table 18 .
In Table 17 , the estimated subset sizes are usually greater than the true values. In Table 18 , the true alignment probabilities are always no smaller than the required value 0.95. This indicates that the estimated subset sizes are conservative and close to true values. We also list the estimated and true best selection rule(s) under different k values, which we show in Table 19 .
In Table 19 , the estimated best selection rules are always a subset of the true best ones. So we can use the regressed value to predict what the best selection rule is. The recommended selection rule is the truly best.
Although our regressed values are obtained under the assumption of i.i.d. noise with normal distribution, it works well in other settings. For example, in Example 5.1 we regard the deterministic but complex error between the true model and the crude mode as observation noise. In Example 5.2, we do not know the true OPC type of the system and use the neutral class as an approximate. From more experiments, we find the observation noise for different designs is not independently identically distributed. But numerical results show our prediction works well.
Conclusion
We use regression functions to quantify the efficiency of different selection rules for ordinal optimization, especially HR, OCBA, and B vs. D which are frequently used. Using the regressed values, we can predict the best selection rule(s) among selection rules of interest under different parameter settings. The prediction is rather good, as we show in Section 5 by numerical examples. We prove that some selection rules are no worse than some others, and discuss the properties of optimal selection rules from three aspects: Elimination, global comparison, and using the mean value as the measure. For each property we use numerical experiments to obtain some intuitional results.
To predict the best selection rule among a given set of selection rules using our method, we summarize the application procedure as follows.
(1) Guess the OPC class of the system and the noise level in observation. (2) Specify the values of k, g, and α in: We want to cover at least k designs in true top g ones with high probability no smaller than α. (3) Specify how many computing budget units you want to allocate. (4) Search in the tables of regressed values (in Appendix II in [16] ) for the aforementioned parameter settings and for different selection rules. (5) Using the regressed values and the regression function s(k, g) = e Z 0 k ρ g β + η, we can predict the required subset sizes of different selection rules. By comparing the subset sizes, we can easily predict which selection rule is the best. (6) Using the recommended selection rule to allocate the computing budgets. Then we can obtain a subset of designs, which contains at least k good enough designs with high probability. (7) Using the above method, we can usually have a search reduction of at least one order of magnitude.
Based on ample experimental data, we also summarize a couple of simple, quick and dirty rules for easily picking up a good selection rule without calculation steps above. The rules are:
(1) In most of the cases, we recommend HR ne, which works well and is a good selection rule among all the nine selection rules compared in this paper. (2) In an extremely difficult case (the computing budget is small, the size of the good enough subset is small, and we try to cover many good enough designs), we recommend HR.
The above rules have intuitive illustrations. HR ne has all three properties of optimal selection rules mentioned in Section 3, that is without elimination, global comparison, and using the mean value as the measure. Numerical results show each property can improve the alignment probability of the selection rule separately. So HR ne is a good choice in most cases. However when the computing budget is extremely small and we can only explore part of the designs, exploration is more important than exploitation. HR ne usually explores a smaller number of designs than HR. So HR is a good choice in the latter difficult case.
Since HR, OCBA, and B vs. D are frequently used in ordinal optimization, we also summarize simple rules to choose a good one among the three rules:
(1) When the computing budget is small and we do not want much calculation to allocate computing budget, HR is a good choice. (2) For special sizes of middle and large computing budget (i.e., there are 1000 designs and we have 1000 or 30 000 computing budget units to allocate), OCBA is a good choice. Especially we prefer the following parameter setting in OCBA. When T = 1000, we prefer m 0 = 500. When T = 30 000, we prefer m 0 = 1000. (3) For all other cases where we need a good and automatic balance between exploration and exploitation, B vs. D is a good choice.
Note that OCBA fixes the "breadth" and B vs. D can increase the "breadth" during the allocation procedure. So OCBA with an optimal "breadth" may have the same high alignment probability as B vs. D [14] . This is why we prefer OCBA in the second rule above, because we have used ample experiments to find the optimal "breadth" of OCBA in those cases. However as pointed out in the third rule, in general cases we prefer B vs. D which can do the balance automatically.
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Appendix A. Proof for properties of optimal selection rules
Without loss of generality, we use θ 1 , θ 2 , . . . , θ M to denote the designs in Θ, where the subscript is for convenience of illustration only. We do not assume that θ i is "next" to θ i+1 in the design space. Before we prove Fundamental Property 1, we prove the following Lemma 1. Lemma 1. Under Assumptions 2 and 3, for any design θ i and θ j ∈ Θ, we have
Proof. A proof for
can be found in [12] . The following proof is similar.
Similarly we have
Since we have no prior knowledge of designs, everything being equal we can assume
It is then obvious that
This completes the proof of Lemma 1.
Proof of Fundamental Property 1. We prove Fundamental Property 1 by contradiction. Assume that
Let Θ s denote the subset of designs with the best |S|(=s) mean values, θ i ∈ Θ s , θ j ∈ Θ s . To simplify the discussion, we assume s > g in the following. When s ≤ g, we can prove similarly. We use Pr{. . . |•} to represent the conditional probability Pr{. . . |J (θ i ) <J (θ j )}. Then we have
Then we have
By eliminating the first summation in the bracket with the second summation in the next bracket, we have
We can write the first probability in the first summation as follows:
where the ordered design sequence θ 1 , θ 2 , . . . θ i , . . . θ g is a permutation of the designs in Θ 2 ∪ {θ i }, and represents the true order among designs in the true good enough set. For simplification, we use G to denote this sequence. The ordered design sequence θ g+1 , . . . , θ j , . . . θ M is a permutation of the designs in Θ\(Θ 2 ∪{θ i }), and represents the true order among designs that are not good enough. For simplification, we use B to denote this. And Perm(A) represents the set of all ordered design sequence of designs in set A. So each element in Perm(Θ 2 ∪ {θ i }) is an ordered design sequence G. Similarly Perm(Θ\(Θ 2 ∪ {θ i })) contains all the ordered design sequence that B can denote. We can write the second probability in the first summation similarly as follows:
We use G to denote the ordered design sequence θ 1 , θ 2 , . . . θ j , . . . θ g , and use B to denote the ordered design sequence θ g+1 , . . . , θ i , . . . θ M . Note that for fixed Θ 2 , if we replace θ i by θ j in one G, we can obtain one G ; if we replace θ j by θ i in one B, we can obtain one B . So by doing such replacement for all G in Perm(Θ 2 ∪ {θ i }), we can cover all G in Perm(Θ 2 ∪ {θ j }). Similarly we can cover all B in Perm(Θ\(Θ 2 ∪ {θ j })) by doing such replacement for all B in Perm(Θ\(Θ 2 ∪ {θ i })). So we can write Eq. (9) in another way:
Note that in Eq. (10), for each G and B, we exchange the position of θ i and θ j accordingly to obtain G and B in Eq. (9) . Then using (8) and (10), for each Θ 2 ⊂ S 0 , |Θ 2 | = k − 1, we have
By Lemma 1 we know
We have Pr{S 0 ∩ G = Θ 2 , θ i ∈ G, θ j ∈ G|•} − Pr{S 0 ∩ G = Θ 2 , θ j ∈ G, θ i ∈ G|•} > 0.
Then we can see that the first summation is positive. Note that Θ 1 = G, so in the second summation both terms are zero. In other words, we have Pr{|G ∩ S 1 | ≥ k} > Pr{|G ∩ S 2 | ≥ k}.
When we relax Assumption 2, for Fundamental Property 1, we show one simple counterexample in the following. There are three designs, θ 1 , θ 2 , and θ 3 , J (θ 1 ) ∼ N (J (θ 1 ), σ 2 1 ), J (θ 2 ) ∼ N (J (θ 2 ), σ 2 2 ), and J (θ 3 ) ∼ N (J (θ 3 ), σ 2 3 ), whereJ (θ i ), i = 1, 2, 3 are mean values of the observed data of design θ i . These data are already obtained before we decide which design is most probably the truly best. SoJ (θ i ), i = 1, 2, 3, do not change when we make decisions. Let σ 1 = 0.0001 (i.e., J (θ 1 ) is almost deterministic). Let the observation noise of design θ 2 and θ 3 be independently identically distributed, and σ 2 = σ 3 = 10. LetJ (θ 1 ) = 0,J (θ 2 ) = 1,J (θ 3 ) = 1.0001, i.e.,J (θ 1 ) <J (θ 2 ) <J (θ 3 ) andJ (θ 3 ) is very close toJ (θ 2 ). Then we have: In this case the noise is not i.i.d., and we should not predict θ 1 (the observed best design) as the truly best one. The prediction that θ 2 (or θ 3 ) is the truly best design has a higher probability to be true. In this way, we construct a counterexample.
Proof of Corollary 1. In the following, we first prove that under the same parameter setting (g, s, k) HR gc achieves an alignment probability that is no smaller than SPE, i.e., Pr{|G ∩ S| ≥ k | HR gc} ≥ Pr{|G ∩ S| ≥ k | SPE}. Then because the alignment probability is nondecreasing to the selected subset size, we prove that HR gc requires a subset size no larger than SPE (i.e., HR gc is no worse than SPE on average in problem (P1)).
To simplify the discussion, we assume M = 2 n , where n is a positive integer. In this case we can use a complete n-level bifurcate tree to describe the elimination procedure in SPE. For other sizes of M, we can prove this corollary similarly.
We use S 1 , S 2 , . . . , S n to denote the subsets of designs receiving computing budget in round 1, 2, . . . , n respectively. Then S 1 = Θ, because we have an initial observation of each design. And S n is the observed best design. In SPE and HR gc, we have S 1 ⊃ S 2 ⊃ · · · ⊃ S n , because if one design does not receive any computing budget in one round, it is then eliminated and receives no computing budget in successive rounds.
In both SPE and HR gc, we use the number of wins to sort the designs finally. For an arbitrary subset size |S|, we can find an integer m such that S m ⊃ S ⊃ S m+1 . Each probability above corresponds to one selection, and the subset sizes reduce by half each time, i.e., |S i | = 2|S i+1 |, i = 1, 2, . . . , m − 1. In each selection, we use only the single newest observed data to compare designs, i.e., N i = 1 for each compared designs. Note that S i is in place of the design space Θ in Fundamental Property 1. Then by Fundamental Property 1, to maximize the series of (conditional) alignment probabilities, we should select the subset of designs with the smallest |S i |/2 observed values. This is just what we do in HR gc. So under the same parameter setting (g, s, k) HR gc achieves an alignment probability no smaller than SPE, which decides a selected set of the same size in a different way, i.e., Pr{|G ∩ S| ≥ k | HR gc} ≥ Pr{|G ∩ S| ≥ k | SPE}.
Assume |S| = c (we use S c to denote this subset) we have 
where α is the required lower bound of the alignment probability in problem (P1). Then c is the smallest subset size of HR gc for problem (P1). Combine (11) and (12), we have Pr{|G ∩ S c−1 | ≥ k | SPE} < α.
So for the selection rule of SPE, the smallest subset size for problem (P1) is at least c. In other words, HR gc is no worse than SPE on average in Problem (P1).
Proof of Corollary 2. Note that each design receives the same number of computing budget units in HR CRR as in RR. In HR CRR, finally we sort designs by the mean value of the observed data. In RR, we sort designs by the number of wins. Under Assumptions 2 and 3 for arbitrary size of subset S, using Fundamental Property 1, we have
where HR CRR follows Fundamental Property 1 and RR selects a subset of equal size but in a different way. Then similar to the proof of Corollary 1, we can show that HR CRR requires a subset size no larger than RR on the average. In other words, HR CRR is no worse than RR in problem (P1) on average.
