Inversion of multimode surface-wave data is of increasing interest in the near-surface geophysics community. For a given nearsurface geophysical problem, it is essential to understand how well the data, calculated according to a layered-earth model, might match the observed data. A data-resolution matrix is a function of the data kernel (determined by a geophysical model and a priori information applied to the problem), not the data. A data-resolution matrix of high-frequency (≥ 2 Hz) Rayleigh-wave phase velocities, therefore, offers a quantitative tool for designing field surveys and predicting the match between calculated and observed data. First, we employed a data-resolution matrix to select data that would be well predicted and to explain advantages of incorporating higher modes in inversion. The resulting discussion using the data-resolution matrix provides insight into the process of inverting Rayleigh-wave phase velocities with higher mode data to estimate S-wave velocity structure. Discussion also suggested that each near-surface geophysical target can only be resolved using Rayleigh-wave phase velocities within specific frequency ranges, and higher mode data are normally more accurately predicted than fundamental mode data because of restrictions on the data kernel for the inversion system. Second, we obtained an optimal damping vector in a vicinity of an inverted model by the singular value decomposition of a trade-off function of model resolution and variance. In the end of the paper, we used a real-world example to demonstrate that selected data with the data-resolution matrix can provide better inversion results and to explain with the data-resolution matrix why incorporating higher mode data in inversion can provide better results. We also calculated model-resolution matrices of these examples to show the potential of increasing model resolution with selected surface-wave data. With the optimal damping vector, we can improve and assess an inverted model obtained by a damped least-square method.
Introduction
Elastic properties of near-surface materials and their influence on seismic-wave propagation are of fundamental interest in ground water, engineering, and environmental studies. Shear (S)-wave velocities can be estimated by inverting dispersive surface-wave phase velocities (Rayleigh and/or Love) (e.g., Dorman and Ewing, 1962; Aki and Richards, 1980, p. 664) . Surface-wave techniques have been given increasingly more attention by the near-surface geophysics community with application to a variety of near-surface geological and geophysical problems. Errors in S-wave velocities obtained using the surface wave techniques (e.g., Song et al., 1989) are 15% or less and random when compared with direct borehole measurements (Xia et al., , 2002a . Other studies associated with inversion of surface-wave data include delineation of bedrock , near-surface quality factors (Q) (Xia et al., 2002b) , a pitfall using shear-wave refraction surveying (Xia et al., 2002c) , detection of voids (Xia et al., 2004) , joint inversion of refractions and surface waves (Ivanov et al., 2006) , estimation of S-wave velocities for a continuous earth model , discussion of surface-wave inversion with a high-velocity-layer intrusion model (Calderón-Macías and Luke, 2007) , and a low-velocity-layer intrusion model (Lu et al., 2007; Liang et al., in press ).
Inversion of Rayleigh waves is a key step to leading to previously mentioned studies. For a given near-surface geophysical problem, it is essential to understand how well the data, calculated according to a layered-earth model, might match the observed data. It is important to recognize that a match may only be possible for data within a certain frequency range or at specific frequencies because the sensitivity of Rayleigh-wave phase velocities due to changes in S-wave velocities varies with frequency. It is also critical to estimate error in inverse solutions by a damped least-square method. Most surface-wave researchers are aware that accuracy of inverted S-wave velocities can be significantly improved with the incorporation of higher mode data (Xia et al., 2003; Beaty et al., 2002; Luo et al., 2007; Liang et al., in press ). Xia et al. (2003) identified two quite significant higher mode properties through analysis of the Jacobian matrix populated with high-frequency Rayleigh-wave data. First, for fundamental and higher mode Rayleigh wave data with the same wavelength, higher mode Rayleigh waves penetrate deeper than the fundamental mode. Second, higher mode data increase resolution of inverted S-wave velocities. We also noticed that data at certain frequencies within the same mode are more important than others in resolving S-wave velocities.
In this paper, we will show how the data-resolution matrix can reveal the intrinsic properties of surface-wave inversion. We will use a real data example to show why higher mode data can generally be more accurately predicted than fundamental mode data and will demonstrate that more accurate S-wave velocities can be obtained using Rayleigh-wave data inversion with A trade-off model with selected Rayleigh-wave data only predictable phase velocities that are selected based on data-resolution matrix. Finally, we will determine a trade-off between model resolution and covariance, which provides a model with good resolution and relatively low variance.
Data-resolution matrix and model-resolution matrix
Near-surface S-wave velocities can be estimated by inverting phase velocities of high-frequency Rayleigh waves (Xia et al., , 2003 . Near-surface quality factors (Q) can also be determined by inverting attenuation coefficients of Rayleigh waves (Xia et al., 2002b) . Both estimation techniques are based on the overdetermined system Gm true = d obs , where G is an m × n matrix (m > n in both cases, m denotes the number of data and n the number of unknowns), and m true and d obs are model and observed data vectors, respectively. G stands for a data kernel that embodies m true and includes the experimental geometry. Letting H be a generalized inverse of G, we can estimate model m est = Hd obs . With these two equations, we obtain d
obs . Matrix N = GH is the m × m data-resolution matrix (Minster et al., 1974) . The data-resolution matrix is only determined by the data kernel and any a priori information added to the problem. Each predicted datum is a weighted average of observed data with a row vector of N as a weighting function. The generalized inverse of the least-square Marquardt, 1965) , where G is the Jacobian matrix of the model with respect to S-wave velocity, λ is a damping factor, and I is the unit matrix. So the data-resolution matrix is
when iterations converge to a local or global minimum, the damping factor λ approaches to zero (Xia et al., 2005) .
On the other hand, with the first two equations in the last paragraph, we obtain the model-resolution matrix (Wiggins, 1972) for an overdetermined system (m > n) with the damped least square method m est = HGm
, where the model-resolution matrix R is an n × n matrix
A trade-off between model resolution and variance
For a linear system, if data are assumed to be uncorrelated, the unit covariance matrix of an inverted model is C = HH T (Menke, 1984) . Therefore, the unit covariance matrix of a damped least-square solution is
, where U and V are a semi-orthogonal and an orthogonal matrix, respectively, and Λ is a diagonal matrix that holds singular values , i = 1, 2, …, n (Golub and Reinsch, 1970) , and
The damping factor can be determined by a trade-off curve between resolution and variance of a model (Menke, 1984) , which will minimize the following function:
where λ and α are normally a damping factor (scalar) and a weighting factor (scalar), respectively. They can be vectors as we discuss in the followings. Φ is a function of λ and α . The matrix in the parenthesis {} is a diagonal matrix with the ith element 
An example
Data were acquired in San Jose, California (Figure 1a ) that included well-defined second modes in the frequency-velocity domain (Figure 1b ) (Xia et al., 2003) . A 14-layer model with layer thicknesses of 1 m was used to invert the Rayleigh-wave data. We
A trade-off model with selected Rayleigh-wave data (Figure 2 ) to show how well each datum and each mode could be predicted. The row number of matrix N associated with the data is listed in Table 1 . If there are the same frequencies in consecutive rows, the second indicates the second mode. The diagonal elements of this data-resolution matrix of the 14-layer model (Figure 2) possess the highest values of each row vector, which means measured data can normally be predicted. We noticed based on the data-resolution matrix that the first seven data from frequencies 7 to 13 Hz (rows 1 to 7) are critical to defining S-wave velocities. Second mode data with frequencies greater than 20 Hz (rows 15, 17, 19, 21, 23, 25, 27, 29, 31, 33 , and 35) possess higher diagonal values than fundamental mode data at the same frequencies. For example, the fundamental mode datum at 21 Hz is poorly predicted due to its broad weighting function, but the second mode datum at the same frequency can be well predicted because of its spike-like weighting function.
We inverted 16 data selected based on Figure 2 (the data-resolution matrix) that possess diagonal values of 0.45 and higher (Table 2 in bold). Sixteen data are near the minimum number of data necessary to solve the problem with 14 unknowns. The initial model was the same as the one used in Xia et al. (2003) with the same initial damping factor ( 0 λ = 1). We showed inverted results from the selected data and inverted results from multi-mode data (28 data points with the fundamental mode data up to 23 Hz, Xia et al., 2003) in Figure 3 with the best-inverted model that was obtained from "error-free" data (labeled "true" in Figure 3 ). Overall, inversion results of the 16 selected data are closer to the "true" model than results from multi-mode data (Xia et al., 2003) . (Table 1 ). Figure 3 . Inversion results of the San Jose example. Model "True" was obtained from inverting "error-free" data and "Multi-mode data" was the inverted model from 28 multimode data (Xia et al., 2003) . "Selected data" was the inverted model from 16 data selected based on data-resolution functions.
The inversion of the 28-data set was converged to the model denoted by squares (Figure 3 ) with λ = 10 -1 (Xia et al., 2003) . The corresponding model-resolution matrix calculated using Equation 2 was shown in Figure 4a . The inversion of 16 selected data was converged to the model denoted by triangles (Figure 3 ) with λ = 10 -3 . The corresponding model-resolution matrix calculated using Equation 2 was shown in Figure 4b . It is clear that the model inverted from 16 selected data possesses a higher model resolution overall, especially for layers 11, 12, and 13. b a Figure 4b shows the inverted model from 16 selected data possesses higher model resolution but the model also has higher variance (diagonal elements of the covariance matrix, Table 3 ). As we (Table 4) can produce a trade-off model between model resolution and variance (Table 5) We employed the dataresolution matrix to show that, in general, higher mode data are normally more accurately predicted than lower mode data. This characteristic explains why inversion of higher mode data normally results in more accurate models. The example demonstrated that the inverted model from data selected based on the data-resolution matrix is better than the model inverted from multi-mode data that were not selected. The modelresolution matrix of the example also suggested that inverted results from selected surface-wave data might possess higher model resolution. Data can be selected based on the data-resolution matrix of a good initial model. Because the data-resolution matrix is only related to the data kernel and a priori information applied to the problem not the function of data (Menke, 1984) , we can use the data-resolution matrix to establish requirements for a given problem, such as data existence in specific frequency ranges. After finding a solution with a damped least-square method, an extra iteration, with the optimal damping vector that we derived, can be performed to find a trade-off between model resolution and model covariance. The unit covariance matrix with the optimal vector provides a tool of assessment of inverted models obtained using a damped least-square method. (Table 4) .
