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Abstract
The presence of a unique absorbing state in the finite state space of an epidemic process always
poses a challenge in the definition of its epidemiological threshold. Without the elimination of the
absorbing state of the SIS process we show that an exponentially distributed finite lifetime of the
population results in a threshold like beahivour in the long time limit. We illustrate our findings
with the SIS dynamics on the complete graph and the star.
PACS numbers: 89.75.-k, 87.10.Mn
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I. INTRODUCTION
Stochastic modeling is a common way to simulate real world spreading processes like
biological epidemic outbreaks, information spreading in social media, virus spreading in
computer networks, etc. (see [11] and references therein). In the case of epidemiology the
current state of the art of the field enables researchers to supply decision makers of national
and international agencies with predictions originated in large scale computer simulations
[8]. Building an epidemic simulation [6] often consists of a choice of an epidemic model
describing the various internal states of an individual and a prescription of dynamics that
describes the state changing rules of individuals. An appropriate choice of parameters of the
dynamics is also inevitable.
Consider a SIS process [5, 11] taking place in a population of humans. The internal
states of the individuals can be susceptible (S) and infected (I). The heterogenous structure
of the social life of the population is modeled by a simple, unweighted graph G. A state
of the population ω is an assignment of internal states to the individuals. If it is fixed
the following competing processes can take place. Either an infected individual halts and
becomes susceptible or a susceptible individual also becomes infected if it is in connection
with at least one infectious agent. The rates of these processes are called δ curing rate and
β infection rate. It is clear that different choices of δ and β on the same graph must lead
to markedly different dynamics. In order to implement the time evolution it is natural to
choose a continuous time Markov process whose state space is the collection of the possible
epidemic states of the population. The rate of a transition ω → ω′ is nonzero if and only if
the two states differ in the internal state of only a single individual such that this individual
is cured or suffers infection from an infected neighbor. The transition rate is δ in the first
case and the number of infectious neighbors multiplied by β in the second one.
With a mathematical model being at hand, one can ask for the the long time asymptoic
state of the system. The following scenario of the parameter dependence of the model is
usually demanded. By fixing the curing rate δ and the graph G the long time limit of the
number of infected individuals has to be zero for small values of β. After increasing β one
achieves a threshold βc(δ,G) beyond which there must be a finite ratio of infected individuals
in the long time limit. Above the threshold, the density of the infected individuals must be a
strictly monotone function of β. Although the closed form of the time evolution is generally
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not accessible due to the complexity of the problem, several mean field methods [11, 12, 18]
have been applied to determine βc(δ,G) when the population has only a finite number of
members. It turned out that the epidemic threshold satisfies the inequality [2, 16, 18, 19]
δ
λ1(A[G]) ≤ βc(δ,G), (1)
where λ1(A[G]) is the largest eigenvalue of the adjacency matrix of G [4, 15]. The inequality
becomes strict in the case of complete graphs resulting in βc(δ,KN ) = δ/(N−1). For general
graphs, there is a sequence of lower bounds improving 1, see [2] for details.
Unfortunately when one aims at performing a similar analyzis within the theoretical
framework of Markov processes one immadiatelly runs into a serious problem if the popu-
lation is finite [3, 17]. To see this, observe that the SIS process scetched below has a single
absorbing state. It is the state that contains only susceptible individuals. Such a unique ab-
sorbing state has a profound consequence on the asymptotic probability distribution of the
Markov process. Namely, for sufficiently large times, the probability of finding the system
in the absorbing state is almost one making [18] it impossible to define βc(δ,G) through the
calculation of the expectation number of infected individuals by the asymptotic state of the
Markov process.
This phenomenon is a direct consequence of the finiteness of the phase space of the
Markov process and resonates to the general experience of condensed matter physics, which
tells that there are no phase transition or any other non-analytic behaviour in finite systems.
This shows that if one would like to observe non-analytic behaviour in a SIS process without
modifying the dynamics one has to perform a limit in which the size of the population tends
to infinity.
In this paper we will follow another approach which we found when we started to study
epidemic processes in a population where groups can form and decay i.e. the connections
between individuals have finite lifetime. The study of such processes [9, 14] is becoming more
and more important as mesoscale interaction data among humans are becoming avaliable to
researchers (see [20] and references therein). If groups of a population have finite lifetime
then the definition of the epidemic process needs a modification, namely, we have to introduce
stopping time which is also a random variable with a given probability distribution. What
we have found is that (at least in the case of the complete graph and the star which we
studied closely) the β dependence of the expectation value of the final number of the infected
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individuals in a SIS process mimics the behaviour mentioned in the previous paragraph. It
is clear that such an investigation is important in order to understand epidemic processes in
a population capable of showing random group formation phenomena.
Our viewpoint is very close to the intuitive picture presented in [3] where the authors
eliminate the absorbing state of the SIS process and analyze the resulting modified dynamics
as the steady state with decay rate δ of the original process. Unfortunately, they do not
detail how this picture can be formalized without the appearance of the trivial stationary
distribution. Our work can be thought as a further step in this direction.
This paper is organized as follows. In Section II we introduce the epidemic processes
under consideration. In Section III we show that in order to calculate the average final
probability distribution of an epidemic process taking place in a population with an expo-
nentially distributed finite lifetime we have to calculate the resolvent of the infinitesimal
generator of the process. We use this result in Section IV to have a closer look on the SIS
process taking place in the complete graph and the star. Finally we present some concluding
remarks and outlooks regarding our work in Section V.
II. EPIDEMIC PROCESSES ON THE COMPLETE GRAPH AND THE STAR
Thanks to the high symmetry of the complete graph KN and the star SN (which in this
paper consists of a center node and N − 1 leaves), the continous time Markov process of
a SIS dynamics is lumpable [13] i.e. the states of the process can be joined together into
mutually disjoint sets such that if these sets are thought to be states of a stochastic process,
it will be Markovian too. In the case of KN the lumping process results in a state space
S = {0, 1, . . . , N}, where a given state is nothing else but the total number of infected
individuals of the system. The lumped state space of the SIS dynamics taking place on
SN is S = {(s, 0), (s, 1), . . . , (s,N − 1) : s = 0, 1}, where s is the state of the central node
and the second member of each tuple describes the number of infected individuals on the
perimeter of the star such that in the state (s, k), s + k gives the total number of infected
individuals. The state space and the transition rates of the SIS process on KN and SN can
be seen in Fig. 1. It is clear that both processes have a unique absorbing state charachterized
by the absence of infected individuals. Removal of the unique absorbing state leads to the
modified SIS process (mSIS) [3]. Note that since the mSIS dynamics has no absorbing state
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its asymptotic distribution has a nonuniform dependence on β, δ and G [3].
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FIG. 1. State space and transition rates of the lumped SIS process on the complete graph KN (A)
and the star SN (B)
III. EFFECT OF FINITE LIFETIME ON SPREADING PROCESSES
A. Illustrative example: the SI process on the complete graph
The SI process is the δ → 0 limit of the SIS process. In a homogeneous group of N
individuals the lumped time evolution is a simple Markov chain with one isolated and one
absorbing state. The absence of infected individuals is the isolated state whereas the absence
of susceptible agents is the absorbing one. Consider 0 < n < N , the initial number of infected
individuals in the population. For a duration much longer than (βn(N − n))−1 the system
will be in the absorbing state with high probability. That means the number of infected
individuals will be N with probability 1 when t→∞ independently of the value of β. On the
other hand when the group has finite lifetime τ the situation changes: in finite time the finite
Markov chain (thought as a hold and jump process with exponentially distributed holding
times) cannot reach the absorbing state with probability one. Instead, the probability that
at least one infection takes place before the group dissolves is 1−exp (−βn(N − n)τ), which
we identify with the probability of an outbreak happening during τ . When the lifetime of
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the group has an exponential probability distribution Exp(κ), the probability of an outbreak
in a population containing initially n infected individuals becomes a random variable with
an expectation value
pOB(n) =
∫ ∞
0
(1− e−βn(N−n)κ)κe−κτdτ
=
βn(N − n)
βn(N − n) + κ, (2)
which is definitely less than 1 unless κ vanishes i.e. τ →∞ (see Fig. 2).
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 0  1  2  3  4  5
p O
B
κ-1β(N-1)
FIG. 2. Probability of an outbreak in SI processes driven on K50 initiated by a single infected
individual. Theoretical curve of Eq. 2 as well as results of simulations are presented.
B. Enumerable Markov processes with exponentially distributed running time
Consider a continuous time Markov process with a countable state space S. The process
is completely determined by the transition rates 0 ≤ qij i.e. the rate of an i→ j transition
between nonequal states i and j of S. The infinitesimal generator Q of the process is defined
by
Qij =


qij if i 6= j
−∑j 6=i qij if i = j
and is assumed to be bounded [1]. If the initial probability distribution is represented by
the vector p(0) then the time evolution is governed by the exponential of Q [10]:
pT (t) = pT (0)eQt.
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Assume that the running time τ of the process is a random variable with an exponential
distribution Exp(κ). When τ is reached, the process stops and freezes in p(τ):
pT (t) =


pT (0)eQt if t ≤ τ
pT (τ) if τ < t.
In such a case the final state of the system becomes a random variable so in order to
calculate the average final distribution, one has to average exp(Qτ) over the distribution
Exp(κ). Since Q is bounded, this expectation value exists and is equal to
κ
∫ ∞
0
eQτe−κτdτ = −κR(κ;Q),
where R(κ;Q) = (Q − κ)−1 is the resolvent of Q. Since Q is negative semidefinite, the
resolvent is well defined for all strictly positive κ [7]. The average probability that a system
initially being at state n is found in state m after the stopping is equal to the nm entry of
the resolvent multiplied by −κ. This shows that −κR(κ;Q) is a stochastic matrix i.e. the
entries in each of its rows are non-negative and sum up to one.
Consider now a Markov process with a non-isolated absorbing state labeled by 0 with all
other states in S labeled by a sequence of integers increasing from 1 to |S|. Denote by Ŝ
and Q̂ the state space and the infinitesimal generator of the Markov process arising after
the elimination of the absorbing state in S. The infinitesimal generator Q has the following
form
Q =

0 0T
a A

 ,
where 0 and a are vectors in ℓ2(Ŝ) and A is a bounded linear operator acting on ℓ2(Ŝ).
Furthermore, a contains only non-negative entries and
A = Q̂−
|Ŝ|∑
k=1
akPk,
where Pk is the (minimal orthogonal) projection corresponding to the kth state of Ŝ, that
is Pk = eke
T
k , where ek is the kth canonical unit vector. A short calculation gives
eQt =

 1 0T
b(t) eAt

 ,
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where
b(t) =
∞∑
n=1
tn
n!
An−1a. (3)
Let x ∈ ℓ2(Ŝ) be arbitrary and denote the usual scalar product in ℓ2(Ŝ) by (·, ·) then
(x, Ax) = (x, Qx)−
|Ŝ|∑
k=1
|x|2kak.
Using the facts that Q is negative semidefinite, the absorbing state is not isolated and all
the ak’s are non-negative we get (x, Ax) < 0 for all x ∈ ℓ2(Ŝ), that is A is negative-definite
so its inverse exists. This enables us to write 3 as
b(t) = A−1
(
eAt − 1) a = (eAt − 1)A−1a,
and the resolvent of Q is
R(κ;Q) =

κ−1 0T
c(κ) R(κ;A)

 ,
where
c(κ) = A−1
(R(κ;A)− κ−1) a. (4)
Now we restrict our consideration to the lumped SIS dynamics driven on KN and SN .
1. Complete graph
The Markov process associated with the lumped SIS dynamics on KN is a birth-death
process and, as depicted in Fig.1, it has a unique absorbing state. Given the resolvent, if
initially there was only one infected individual the average number of infected individuals
after the dissolution of the group is
I(Q) = −
N∑
k=0
kκR1k(κ;Q) = −
N∑
k=1
kκR1k(κ;A). (5)
The probability of the epidemic process resulting in more than one infected individuals
(which we identify with the probability of an outbreak) is
pOB(Q) = 1− (−κR10(κ;Q)) = −
N∑
k=1
κR1k(κ;A), (6)
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where we relied the fact that −κR10(κ;Q) is a stochastic matrix. Thus R(κ;A) seems to
be the relevant quantity to determine the epidemic threshold of the process. Following [3],
where the mSIS dynamics was introduced whose stationary distribution can be interpreted
as metastable states of the SIS process, we show how the resolvent of A is connected to the
R(κ, Q̂), where Q̂ is the infinitesimal generator of the mSIS process associated to Q. In
order to do so first note that the absorbing state is connected to the rest of the states in S
via a single state. Since this is the 1 state, i.e. a ∝ e1 and the 1 → 0 transition rate is δ,
the 1th row of R(κ;A) can be directly computed from Q̂ using the resolvent identity
R(κ; Q̂)−R(κ;A) = R(κ; Q̂)(A− Q̂)R(κ;A) (7)
that gives
eT1R(κ; Q̂)− eT1R(κ;A) = −δeT1R(κ; Q̂)e1eT1R(κ;A),
so
eT1R(κ;A) =
eT1R(κ; Q̂)
1− δR11(κ; Q̂)
,
which, again using the fact that −κR(κ; Q̂) is a stochastic matrix gives
pOB(Q) =
1
1− δR11(κ; Q̂)
.
The average number of infected individuals soon after the dissolution is
I(Q) =
−∑Nk=1 κkR1k(κ; Q̂)
1− δR11(κ; Q̂)
=
I(Q̂)
1− δR11(κ; Q̂)
.
2. Star graph
We are interested in calculating pOB(Q) and I(Q) in an infection process initiated by
one node of the star SN . Whether the infection starts at the perimeter or at the center of
the star, a 0 or a 1 valued superscript is appended to the previous quantities. As depicted
in Fig. 1, the absorbing state of the lumped Markov process connects to the rest of the
state space by the states a0 = (0, 1) and a1 = (1, 0) which are the initial states of the
infection processes of the aforementioned scenarios. The corresponding rows of R(κ;A) are
eTa0R(κ;A) and eTa1R(κ;A). Using the resolvent identity 7 twice leads to the linear equation
eTa0R(κ; Q̂)
eTa1R(κ; Q̂)

 = L

eTa0R(κ;A)
eTa1R(κ;A)


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where
L =

1− δRa0a0(κ; Q̂) −δRa0a1(κ; Q̂)
−δRa1a0(κ; Q̂) 1− δRa1a1(κ; Q̂)

 .
After the calculation of L−1
L−1 =
1
det(L)

1− δRa1a1(κ; Q̂) δRa0a1(κ; Q̂)
δRa1a0(κ; Q̂) 1− δRa0a0(κ; Q̂)

 ,
and using the stochasticity of −κR(κ, Q̂) we arrive at
p(0)OB(Q)
p
(1)
OB(Q)

 = L−1

1
1

 . (8)
The corresponding expression regarding I(0)(Q) and I(1)(Q) is
I(0)(Q)
I(1)(Q)

 = L−1

I(0)(Q̂)
I(1)(Q̂)

 , (9)
where the expectation values I(0)(Q̂) and I(1)(Q̂) of the mSIS process can be calculated by
I(0)(Q̂) = −κ
N−1∑
k=1
1∑
l=0
(k + δl,1)R(0,1),(l,k)(κ, Q̂),
I(1)(Q̂) = −κ
N−1∑
k=1
1∑
l=0
(k + δl,1)R(1,0),(l,k)(κ, Q̂).
The previous expressions can be used directly to calculate I(0)(Q) and I(1)(Q) which are the
main objects of investigations in the next Section.
IV. DISCUSSION
Consider a finite group of N individuals. Since the infinitesimal generator Q of the SIS
dynamics has a vanishing row sum, zero is an eigenvalue of Q (the corresponding right
eigenvector is proportional to (1, . . . , 1)T ). As a consequence R(κ;Q) has a pole in κ = 0
and its entries diverge to −∞ when zero is approached from the right of the real axis. This
fact guarantees that, by the vanishing right hand sides of Eq.5, 6, 8 and 9, in the κ → 0
limit we can get back the long time behaviour of the usual SIS model.
From a practical point of view the interesting regime of the parameter space formed by β,
δ and κ is characterized by κ≪ β, δ. This is the case when the time scale of the spreading
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process is much smaller than the time scale of the decay of the group in which the spreading
occurs. We note that - as it is usual - one of the three parameters can be always eliminated
by using an independent combination of the ratios of the rates instead of using the rates
themselves. We, however, omit this option and keep all the parameters. From now on, a
section of a function of several parameters obtained by fixing all its dependancies except one
will be denoted by a subscript of the running parameter.
In order to study the effect of the finite lifetime on the final state of the SIS process
on KN , we set κ = 10
−3 and performed numerical calculation of the resolvent to obtain
Iβ(Q)/N for various values of δ. The results can be seen in Fig. 3, where we plot the density
of infected individuals against the strength of the infection. The strength of the infection ρ is
the rescaled form of β that enables us to compare SIS dynamics taking place in populations
that have different sizes. Since the initial state of the process contains only one individual
it seems plausible to choose ρ = β(N − 1). It is surprising - at least to us - that even a
small decay rate can imply a drastic change in the long time behaviour. Assuming a fixed
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1  1.2
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FIG. 3. Average final density of infected individuals in an epidemic process on K50 initiated by one
infected individual. The resolution of the numerical calculations is ∆ρ = 10−4 and κ = 10−3.
δ, the small value of ρ leads to small Iρ(Q)/N . At the beginning, increasing ρ has only a
little effect on Iρ(Q)/N then close to δ the situation changes and Iρ(Q)/N starts to grow
very fast. This rapid growth has two different phases: an initial convex phase pushes out
the density from the close-to-zero value which after the forecoming concave phase starts and
leads to a moderate grow in Iρ(Q)/N .
In the case of SN , the calculation of I
(0)
ρ (Q) and I
(1)
ρ (Q) with the choice ρ = β leads to
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roughly the same experience (see Fig. 4 and Fig. 5) but the region of ρ where Iρ(Q)/N starts
to grow fast is far away from the neighborhood of δ. The reason behind this is the fact that
the natural scaling of ρ/β in the case of SN is different from the unit. In the case of the mSIS
dynamics it can be shown [2] that the scaling is of the form ρ/β ∝ α(N)/√N − 1, where the
term α(N) is of order ln1/2(N − 1). Unfortunately such a scaling seems to be inappropriate
in explaining these curves and we have not yet been able to find the appropriate scaling
law. The main difference between spreading processes initiated by the center and one of the
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FIG. 4. Average final density of infected individuals in an epidemic process on S50 initiated by one
infected leave. The resolution of the numerical calculations is ∆ρ = 10−4 and κ = 10−3.
leaves of the star is the intensity of the process. This means that at a given fixed value of
β and δ the density of infected individuals in the former case is about twice as great as it
would be in the latter case. This is understandable by the structure of the star graph - the
infection spreads very fast through the central node once it has become infected. In order
to gain insight in the N →∞ limit we fixed κ = 10−3 and δ = 2.5 ·10−2 and evaluated the ρ
dependence of the density of infected individuals for various increasing values of population
size. In Fig. 6 the case of KN is illustrated and in Fig. 7 the results for the case of SN are
shown. It can be seen that in both cases the width and the height of the convex phase of
Iρ(Q) becomes smaller and smaller as N increases. On the other hand the concave phases
seemingly accumulate in the large N limit. For sufficiently large values of ρ, that are far away
from the points where these curves separate from the horizontal axis, the difference between
the curves corresponding to different population sizes becomes less and less pronounced.
Similar phenomenon appears in the case of SN as well. It is not clear whether the left
12
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FIG. 5. Average final density of infected individuals in an epidemic process on S50 initiated by the
infected center node. The resolution of the numerical calculations is ∆ρ = 10−4 and κ = 10−3.
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FIG. 6. The large N dependence of I(Q)/N on the graph KN . The curing rate is fixed to δ =
2.5 · 10−2 and κ = 10−3.
directed shift of the place of the separation of Iρ(Q) and I
(0)
ρ (Q) from the horizontal axis
saturates with increasing N or not. The absence of this kind of behaviour would be a sign
of a well-defined critical infection strength in the large N limit.
Finally we investigated the robustness of our results by examining the Iκ(Q)/N curves
(curing and infection rates are fixed) of KN . Results are depicted in Fig. 8. As κ tends to
infinity, the probability that any jump in states space occurs between the starting time of
the dynamics and the dissolution of the group tends to zero. This means that as κ→∞, we
13
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FIG. 7. The large N dependence of I(0)(Q)/N on the graph SN . The curing rate is fixed to
δ = 2.5 · 10−2 and κ = 10−3.
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FIG. 8. The large κ dependence of I(Q)/N on the graph K50. The curing rate is fixed to δ = 1
and ∆κ = 10−3.
have Iκ(Q)/N → 1/N . This can be clearly seen at the large κ region of the diagram which
shows interesting structure only in the κ . δ, β region. There, the curves clearly present the
aforementioned behaviour. For small values of ρ, an increase in the infection strength results
in a moderate grow of Iρ(Q)/N , but at a suitable value the convex phase of growing starts.
This part of the curves seems to be sensitive to the value of κ. Surprisingly, the concave
region of Iρ(Q)/N seems to be very roboust. Since a previous observation suggested that the
convex part of the Iρ(Q)/N curve seems to disappear in the N →∞ limit we repeated the
14
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FIG. 9. The large κ dependence of I(Q)/N on the graph K500. The curing rate is fixed to δ = 1
and ∆κ = 10−3.
whole calculation of the Iκ(Q)/N curves with N = 500. The results are depicted in Fig. 9.
It can be clearly seen that a larger N value supports a larger interval of ρ where Iρ(Q)/N
has only a weak dependence on (the sufficiently small) κ.
V. CONCLUSION
In this paper an epidemiological study is presented in a finite size population. The system
is modeled by a continuous time finite size Markov chain without eliminating the absorbing
state. The system dynamics is allowed to develop for a finite exponentially distributed du-
ration period. Formulae for the probability of the outbrake are derived and the behaviour of
the average final density as a function of the parameters of the SIS dynamics is investigated.
Numerical calculations of these formulae are carried out and analyzed for two different graph
types, whose state spaces are lumpable: the complete graph and the star. In the long time
limit a threshold like behaviour of the model system is identified.
As next steps we are extending this system to account for concurrent group formation
processes parallel with the dynamics of the epidemics.
15
VI. ACKNOWLEDGEMENT
We thank to Ericsson Ltd. for support via the ELTE CNL collaboration.
[1] The boundedness of the generator is always guaranteed when S is finite or the magnitude of
entries of Q and the number of nonzero entries in each row are uniformly bounded.
[2] Eric Cator and Piet Van Mieghem. Second-order mean-field susceptible-infected-susceptible
epidemic threshold. Phys. Rev. E, 85:056111, May 2012.
[3] Eric Cator and Piet Van Mieghem. Susceptible-infected-susceptible epidemics on the
complete graph and the star graph: Exact analysis. Phys. Rev. E, 87:012811, Jan 2013.
[4] Fan R. K. Chung. Spectral Graph Theory. American Mathematical Society, 1997.
[5] Moez Draief and Laurent Massoulié. Epidemics and Rumours in Complex Networks.
Cambridge University Press, 2010.
[6] Matt J. Keeling and Pejman Rohani. Modeling Infectious Diseases in Humans and Animals.
Princeton University Press, 2008.
[7] Thomas M. Liggett. Continuous Time Markov Processes: An Introduction. American
Mathematical Society, 2010.
[8] Sarah Lukens, Jay DePasse, Roni Rosenfeld, Elodie Ghedin, Ericka Mochan, Shown T.
Brown, John Grefenstette, Donald S. Burke, David Swigon, and Gilles Clermont. A
large-scale immuno-epidemiological simulation of influenza A epidemics. BMC Public Health,
14:1019, Aug 2014.
[9] Anna Machens, Francesco Gesualdo, Caterina Rizzo, AlbertoE Tozzi, Alain Barrat, and Ciro
Cattuto. An infectious disease model on empirical networks of human contact: bridging the
gap between dynamic network data and contact matrices. BMC Infectious Diseases, 13(1),
2013.
[10] James R. Norris. Markov Chains. Cambridge University Press, 1997.
[11] Romualdo Pastor-Satorras, Claudio Castellano, Piet Van Mieghem, and Alessandro
Vespignani. Epidemic processes in complex networks. Rev. Mod. Phys., 87:925–979, Aug
2015.
16
[12] Romualdo Pastor-Satorras and Alessandro Vespignani. Epidemic dynamics and endemic
states in complex networks. Phys. Rev. E, 63:066117, May 2001.
[13] Péter L. Simon, Michael Taylor, and István Z. Kiss. Exact epidemic models on graphs using
graph-automorphism driven lumping. Journal of Mathematical Biology, 62(4):479–508, 2011.
[14] Juliette Stehlé, Nicolas Voirin, Alain Barrat, Ciro Cattuto, Vittoria Colizza, Lorenzo Isella,
Corinne Régis, Jean-François Pinton, Nagham Khanafer, Wouter Van den Broeck, and
Philippe Vanhems. Simulation of an SEIR infectious disease model on the dynamic contact
network of conference attendees. BMC Medicine, 9(1), 2011.
[15] Piet Van Mieghem. Graph Spectra for Complex Networks. Cambridge University Press, 2010.
[16] Piet Van Mieghem. Epidemic phase transition of the SIS type in networks. Europhysics
Letters, 97(4):48004, 2012.
[17] Piet Van Mieghem and Eric Cator. Epidemics in networks with nodal self-infection and the
epidemic threshold. Phys. Rev. E, 86:016116, Jul 2012.
[18] Piet Van Mieghem, Jasmina Omic, and Robert Kooij. Virus spread in networks. Networking,
IEEE/ACM Transactions on, 17(1):1–14, Feb 2009.
[19] Yang Wang, Deepayan Chakrabarti, Chenxi Wang, and Christos Faloutsos. Epidemic
spreading in real networks: an eigenvalue viewpoint. In Reliable Distributed Systems, 2003.
Proceedings. 22nd International Symposium on, pages 25–34, 2003.
[20] Kun Zhao, Juliette Stehlé, Ginestra Bianconi, and Alain Barrat. Social network dynamics of
face-to-face interactions. Phys. Rev. E, 83:056109, May 2011.
17
