We study the time evolution of a two-dimensional quantum particle exhibiting an energy spectrum, made of two bands, with two Dirac cones, as e.g. in the band structure of a honeycomb lattice. A force is applied such that the particle experiences two Landau-Zener transitions in succession. The adiabatic evolution between the two transitions leads to Stückelberg interferences, due to two possible trajectories in energy space. In addition to well-known dynamical and Stokes phases, the interference pattern reveals a geometric phase which depends on the chirality (winding number) and the mass sign associated to each Dirac cone, as well as on the type of trajectory (parallel or diagonal with respect to the two cones) in parameter space. This geometric phase reveals the coupling between the bands encoded in the structure of the wavefunctions.
I. INTRODUCTION
Stückelberg interferometry is the realization of an interferometer for a quantum particle with an energy spectrum possessing at least two branches, or bands, separated by a gap (for example, due to a band structure). The problem was originally raised in the context of slow atomic/molecular collisions experiencing multiple electronic transitions [1] , where each transition is modeled by the Landau-Zener (LZ) tunneling process [2] . It has since been mapped onto a wide class of systems described by a two-level time-dependent Hamiltonian with multiple avoided crossings, including the microwave excitation of Rydberg atoms [3, 4] , superconducting qubits [5] [6] [7] , quantum wires [8] , as well as Bose-Einstein condensates in optical lattices [9, 10] . For a general review of Stückelberg interferometry, see Ref. [5] .
Recently, topological bandstructure engineering has attracted a lot of interest both in condensed matter systems [11, 12] as well as in artificial crystals [13] simulated by various means such as cold atoms in optical lattices [14] [15] [16] [17] [18] [19] , microwave resonators [20] or polaritons [21] . In these systems, Dirac cones in the Bloch energy spectrum are the basic entity of interest [22, 23] . Moreover, the construction of topological bands can be induced by a modification of the local character of Dirac cones, e.g., by changing the relative signature of the masses of two Dirac cones [24] . While the hallmark of a simple topological state is displaying perfectly quantized conductance at the edge (or boundary) [11] , it is interesting to search for measurable bulk topological signatures in these new systems [17, [25] [26] [27] .
In this work, we consider a Stückelberg interferometer made of two massive Dirac cones in two dimensions (2D). By accelerating a quantum particle through the two cones in succession, non-adiabatic processes at the two avoided crossings (described by Landau-Zener tunnelings) coher-
FIG. 1: a) A Stückelberg interferometer made of two avoided crossings (D and
) in an energy spectrum E as a function of momentum p. A particle initially in the lower band is forced through the two avoided crossings that act as beam splitters. P f is the probability for the particle to end up in the upper band. This can occur through two different paths in energymomentum space. b) The geometric phase ϕg is revealed in the interference pattern (P f as a function of the distance DD ). Dashed blue line (ϕg = 0) corresponds to trajectory (c) and full red line (ϕg = 0) to trajectory (d). c) and d) Double Dirac cone energy spectrum as a function of two-dimensional momentum with parallel (c, blue arrow) or diagonal (d, red arrow) trajectories. Chirality (shown as directed circle) and mass M of each Dirac cone are also indicated (see text).
ently split and recombine the wavefunction, see Fig. 1a . The final transition probability oscillates in magnitude due to interferences between the two possible paths in the energy space, as the phase accumulated along the path arXiv:1412.5880v1 [cond-mat.mes-hall] 18 Dec 2014 is varied (Fig. 1b ). An analogy can be drawn with the optical Mach-Zehnder interferometer, except that with a Stückelberg interferometer the motion of the quantum particle takes place in the energy-momentum plane instead of the real space x-y plane. The avoided crossings play the role of the optical beam splitters and the two adiabatic energy bands (upper and lower bands) are the analogue of the two optical arms [28, 29] . It is also important to realize that the Stückelberg interferometer here deals with spinorial and not scalar waves. The internal degree of freedom is related to the band index (lower or upper band) which arises, for example, from the pseudospin-1/2 sublattice degree-of-freedom in a honeycomb tight-binding system. In an optical Mach-Zehnder interferometer, this role would be played by the polarization of light. As anticipated long ago by Pancharatnam [30] , the phase and the contrast of interferences can be modified by the polarization degree of freedom. The purpose of the present article is to study the influence of the pseudospin degree of freedom of the quantum particle on the Stückelberg interferometer.
We show that, in addition to the well-known dynamical phase which depends on the energy separation between the two bands and the Stokes phase accumulated at the LZ transitions, there is a geometric contribution which has the form of a gauge-invariant open-path geometric phase (also called noncyclic geometric phase) [31, 32] . The later being a generalization of the well-known Berry phase [33] . This is the central result of this work, as first anticipated by us in a recent letter [34] . This geometric phase depends on the chirality and the mass of the Dirac cones, as well as the type of trajectory crossing the two Dirac cones. As an illustration, Fig. 1c and d show two different trajectories for a double cone energy spectrum with given masses and chiralities. They both correspond to the same energy landscape (Fig. 1a) but result in different interference pattern, see the two curves Fig. 1b .
We stress the differences with recent interferometric studies with Dirac cones where only adiabatic evolution within a single band is considered [19, 35, 36] . Here, non-adiabatic transitions between two bands are required to realize the Stückelberg interferometer. Moreover, unlike the single avoided crossing problem (a Landau-Zener problem) an exact solution to the problem of a double Landau-Zener Hamiltonian does not generally exist [37] [38] [39] . The theoretical framework we employ is therefore founded on two approximation schemes, i.e., the so-called adiabatic impulse model [5] , where the two Landau-Zener tunneling events are taken to be independent, and the adiabatic perturbation theory.
The paper is organized as follows. In section II we introduce four classes of Bloch Hamiltonians featuring a pair of Dirac cones. Then by considering two types of trajectories in the parameter space, we obtain eight time-dependent Hamiltonians for Stückelberg interferometry. In section III, we provide a heuristic but general solution to the interferometer problem based on Stückelberg theory and showing the presence of a nontrivial geometric phase affecting the interference pattern. In section IV, we mathematically formulate the dynamics of a quantum particle going through such an interferometer. In sections V-VIII, we consider the specific case of a double cone with the same mass, opposite chirality and a diagonal trajectory and contrast it with that of a parallel trajectory studied in Ref. [37] . In section V, we first show numerically the presence of a phase shift. Then we compute the geometric phase using different basis and gauge choices. In section VI, we give its analytic derivation using adiabatic perturbation theory. We then study the special massless limit in section VII. Section VIII provides a geometrical interpretation of the geometric phase on the Bloch sphere. In section IX we give the geometric phase for the eight types of Stückelberg interferometers. And we conclude in section X.
II. MODELS AND STATEMENT OF THE PROBLEM
A Dirac cone in the energy spectrum displays interesting topological character related to the (pseudo-)spinorial nature of the associated wavefunction. To give an example that highlights the importance of the pseudospin structure, it essentially determines the Chern number of a 2D energy band in the modern topological characterization of bandstructure [11] . To reveal this pseudospin structure in Stückelberg interferometry, we consider the low-energy description of a given pair of inequivalent Dirac cones, inspired by the merging transition of Dirac points in uniaxially deformed graphene [15, 40, 41] .
A. Four classes of Bloch Hamilonians featuring a pair of Dirac cones
By restricting to Dirac cones with ±1 topological charges (see below), we begin by introducing two broad classes [40] [41] [42] of Bloch Hamiltonians [43] :
Dirac cone pair with opposite chirality
The first class is given by the low energy expansion
where p = (p x , p y ) is the long wavelength quasimomentum (a parameter, not an operator), m gives the band curvature in the x-direction and c y > 0 is the ydirection velocity. The Pauli matrices σ x,y,z operate in the pseudospin space, which stems from a sublattice degree of freedom of the microscopic 2D tight-binding lattice model of graphene. In other words, the Hamiltonian is the low-energy Bloch Hamiltonian centered at the midpoint in reciprocal space between the two Dirac cones. The function M z ( p) opens a gap at the two Dirac cones and is usually referred to as a "mass". We will consider two such mass functions: either M z ( p) = M is a constant or M z ( p) = c x p x changes sign between p x < 0 and p x > 0 assuming that the velocity parameter c x > 0 (see end of the section for their physical meanings). The properties of this first class of Bloch Hamiltonians are, firstly, that the energy spectrum is:
The two gapped Dirac cones lie on the p y = 0 axis and ∆ * ≥ 0 determines the distance between the two cones located at valleys
Secondly, the Dirac cones are characterized by their chirality, or winding number. This is a property of the eigenstates |ψ ± ( p) or of the Bloch Hamiltonian H( p) that is not apparent in the energy spectrum. In order to reveal it, we parameterize the 2×2 Bloch Hamiltonian (1) as a Zeeman-like Hamiltonian for a spin σ in a magnetic field B( p) such that
where n( p) is a 3D unit vector living on a Bloch sphere S 2 (see Fig. 2 ). In spherical coordinates n = [sin θ cos φ, sin θ sin φ, cos θ], where θ is the polar angle (from the north pole between 0 and π) and φ is the azimuthal angle (along the equator from 0 to 2π). At each point in the 2D quasimomentum p = (p x , p y ) space, we associate the unit vector n( p) that gives rise to the pseudospin texture mentioned at the beginning of this section. One interesting quantity to examine is the azimuthal angle φ as a function of p, see Fig. 3 , where we notice the presence of quantized vortices located at the position of the Dirac cones in the energy spectrum, i.e. p = D, D ≈ (∓ √ 2m∆ * , 0). Note that the existence of these vortices is independent of M z ( p) being zero or not, i.e. it is not tied to the existence of contact points (Dirac points) in the energy spectrum. These vortices carry opposite topological charges W = ±1, known as a chirality or winding number, see Fig. 3 (a). This can be computed on a line integral on a contour encircling
When M z = 0, the two Dirac cones are gapless. In that case, the Berry phase acquired when encircling a single Dirac cone is quantized to ±π (note that the Berry phase is defined modulo 2π). This is no longer true upon opening a gap M z = 0, although the quantized vortices are still present (see, e.g., the discussion of that point in Ref. [44] ). We thus see that the opening of an energy gap, even though rendering the bandstructure semiconductor-like, merely modifies the orientation of the pseudospin direction while band coupling effects remain important. As we already mentioned, for a gapped spectrum both the signs of the "masses" sgn[M z (D, D )] and their chirality are relevant information for determining the Chern number of that band, see e.g., Ref. [11, 45] .
Dirac cone pair with same chirality
The second class of Bloch Hamiltonians is given by [42] 
In this case, the energy spectrum 
depending on the chirality product χ and the mass sign product µ.
− ∆ * cypy cxpx
− ∆ * pxpy m cxpx tively similar to the previous case, see Fig. 3 , featuring two gapped Dirac cones at p = (D, D ) ≈ (∓ √ 2m∆ * , 0). The crucial difference is that here, the two Dirac cones possess the same chirality. This is most clearly seen by plotting the corresponding azimuthal phase φ( p), see Fig. 3(b) . The two vortices with topological charge +1 are clearly seen. For this Bloch Hamiltonian, we will also consider two different mass functions
Physical examples
In order to refer to these four cases, we introduce the following notations. Let χ be the product of the chirality of the two cones (χ = ±1), and µ be the product of the mass sign of the two cones (µ = ±1). The four classes of Bloch Hamiltonians parameterized by (χ, µ) = (±, ±) becomes
with X χ ( p), Y χ ( p) and Z µ ( p) summarized in Table I . The physical meaning of the four Bloch Hamiltonians becomes clear. For (χ, µ) = (−, +), it describes a pair of Dirac cones with opposite chirality and a constant mass function. This is the low-energy Hamiltonian describing gapped graphene due to inversion symmetry breaking (as boron nitride, e.g.) [46] . For (χ, µ) = (−, −), it corresponds to a pair of Dirac cones with opposite chirality but with a momentum-dependent mass function such that it gives an opposite sign in between the two valleys. This describes the case of a Chern insulator as, e.g. the Haldane model in the non-trivial phase [24] . Thirdly with (χ, µ) = (+, +), it corresponds to a pair of Dirac cones having the same chirality and a constant mass function. This is the case of a twisted graphene bilayer in which each of the two quadratic band contact points of the untwisted bilayer splits in two linear band contact points (i.e. Dirac points) with identical chirality [42] . And finally with (χ, µ) = (+, −), it is a pair of Dirac cones with the same chirality and a momentumdependent mass function. 
B. Eight time-dependent Hamiltonians for Stückelberg interferometry
To realize a Stückelberg interferometer with H χ,µ ( p), we now subject the particle to a constant force F so as to drive the particle through two avoided crossings in the vicinity of the two Dirac cones. The phenomenon is equivalent to realizing Bloch oscillations by subjecting a Bloch electron to a constant electric field. The constant force can be implemented by using a time-dependent gauge potential while preserving the crystal symmetry of the lattice. This permits the description of Bloch Hamiltonian, albeit with the modification that the gaugeinvariant quasimomentum is now given by the sum of the original quasimomentum (without the external field) and a time-dependent uniform vector potential p + F t thus rendering the Bloch Hamiltonian time-dependent H( p) → H( p + F t) [25, 37, 43] . An equivalent viewpoint is to implement the force directly as a spatial potential with a constant gradient, which results in the same timedependent Bloch Hamiltonian, see appendix A.
Given the two Dirac points D, D of interest, we consider two types of straight trajectories in the quasimomentum space governed by the direction of F , see Fig.  4a . We introduce a new index τ for the two trajectories: τ = +1 for a parallel trajectory and τ = −1 for a diagonal trajectory, respectively. When τ = +1, we substitute
The trajectory is parallel with the axis of the Dirac cones, and the "distance" from that axis is set by the constant p y . For τ = −1, we substitute (p x , p y ) → (F x t, F y t) in H χ,µ ( p). The diagonal trajectory crosses the midpoint of the line connecting the two Dirac cones (in this case the x-axis), with an angle arctan(F y /F x ). We finally arrive at the eight time-dependent Hamiltonians ((χ, µ, τ ) = (±, ±, ±)) for the Stückelberg interferometer given by
with the components summarized in Table II . The adiabatic energy spectrum takes the form E ± ( p) → E ± (t) featuring two avoided crossings as expected, see Fig. 4b . Hamiltonians parametrized by the chirality product χ, the mass sign product µ and the trajectory type τ : Hχ,µ,τ (t) = Xχ,τ (t) σx + Yχ,τ (t)σy + Zµ(t) σz with (χ, µ, τ ) = (±, ±, ±).
For the 2 × 2 time-dependent Hamiltonian H χ,µ,τ (t) of the above form, the state |ψ(t) evolves according to the time-dependent Schrödinger equation
The instantaneous eigenstates corresponding to upper (lower) energy bands are defined in the usual way H χ,µ,τ (t)|ψ ± (t) = E ± (t)|ψ ± (t) . We note that the eigenstates are spinors (they can be represented on a Bloch sphere) and are defined up to a gauge choice (i.e. a time-dependent phase choice). The Stückelberg interferometer problem is to compute the transition probability P f = | ψ + (+∞)|ψ(t → +∞) | 2 , namely the probability for a particle to end up in the upper band in the far future |ψ + (+∞) given the initial state (in the far past) in the lower band |ψ(t → −∞) ≡ |ψ − (−∞) .
III. STÜCKELBERG THEORY INCLUDING A GEOMETRIC PHASE
We first give a heuristic solution of the interferometer problem, based on Stückelberg theory. The spirit is to treat each avoided crossing as an independent LandauZener tunneling event and paying extra attention to the adiabatically accumulated phase in between the two LZ events. Everything non-adiabatic is assumed to occur at the LZ events.
For a single linear crossing, usually described by a Hamiltonian H(t) = Atσ z + V σ x (with A and V ∈ R) in the vicinity of the crossing assumed at t = 0, the LandauZener (LZ) tunneling probability is
is the adiabaticity parameter (δ → ∞ in the adiabatic limit).
In the Stückelberg interferometer problem H χ,µ,τ (t) with two linear avoided crossings, we follow Ref. [5] using the so-called adiabatic impulse model, which is valid in the Stückelberg regime, i.e., assuming the two LZ events are independent. This means that the time spent between the two avoided crossings should be much larger than the tunneling time, which may be estimated as τ LZ ∼ |V | max(δ, √ δ) [5] . Around the first linear crossing t = t i , we use the so-called N matrix which relates the upper/lower band probability amplitudes at time right before the crossing t = t − i to the upper/lower bands probability amplitudes at time right after the crossing t = t + i [5] . The N matrix is a recasting of the exact solution of the time-dependent problem of a single linear avoided crossing [2] in terms a scattering matrix, including the crucial phase information related to non-adiabatic processes. The N matrix for the second linear crossing at t = t f is similarly defined, and they are given by
and
is the phase acquired upon being reflected at a LZ crossing (the so-called Stokes phase). The transpose relation between the two N matrices is related to the fact that the notion of upper and lower bands are inverted for the first and second avoided crossings in H χ,µ,τ (t). To give an example on how to read the N matrix, according to N t=ti , an initial state right before the crossing |ψ(t
will be transformed to a final state right after the crossing as
Note that these amplitudes here do not contain any adiabatically accumulated phase. In this work we adopt the viewpoint that everything non-adiabatic is described by N matrices, while everything adiabatic will be in phases acquired in between tunneling events [47] . Drawing the analogy with optical Mach-Zehnder interferometer, such an N matrix characterizes a linearly avoided crossing as a beam splitter of transmission P LZ and reflection phase ϕ S (see, e.g., [28, 29] ). In traversing two linear crossings in succession (the Stückelberg interferometer), we take the product of the two matrices N t=t f N t=ti and read off the final nonadiabatic phase accumulated for the two possible paths. However, the amplitude for each path also contains a phase accumulated during the adiabatic evolution. Therefore, the amplitude Amp + for the upper path is:
It is the product of three terms (see, for example, Ref.
37). The first − √ P LZ is the probability amplitude to tunnel from the lower to the upper band at the first crossing, and the third √ 1 − P LZ e −iϕ S is the probability amplitude not to tunnel (i.e. to stay in the upper band) at the second crossing. The second term e iϕ+ is the complex exponential of the total phase of the adiabatic motion between the two crossings at t i and t f given by
The total adiabatic phase is itself the sum of three terms: a dynamical phase, a line integral of a Berry connection along an open-path and a projection (or geodesic) closure (i.e., the argument of an overlap between two eigenstates). While the dynamical phase depends on the bandstructure, the latter two depends on the band eigenstates along the path. Note that the path is open in the parameter space and that, in addition, the initial and final states are not proportional to each other. The reason for the projection closure contribution can be understood in the adiabatic theory for the upper path between t i and t f . Take an initial condition |ψ(t i ) = |ψ + (t i ) and compute |ψ(t > t i ) using the adiabatic theory. This gives at the second crossing:
Therefore, the adiabatically accumulated phase along the upper path starting at t i with |ψ + (t i ) and ending at t f with |ψ + (t f ) is the argument of
which is indeed (10) . Note that the open-path geometric phase Γ + is gauge invariant, thanks to the projection closure term [31, 32] . The expression for the geometric phase is well defined when the initial and final states are not orthogonal. We will come back to this point in section VII when the two states are orthogonal, and in sect. VIII we discuss its geometrical meaning.
The amplitude Amp − for the lower path is similarly given by the product of three terms (amplitude not to tunnel at the first crossing; adiabatically acquired phase; and amplitude to tunnel at the second crossing):
is the total adiabatic phase accumulated by the particle traveling in the lower band from one crossing to the other.
The final transition probability is therefore
where the total phase (defined modulo 2π) of the Stückelberg interferometer is the sum of a Stokes phase ϕ S (acquired during non-adiabatic tunneling events), a dynamical phase ϕ dyn = t f ti dt(E + − E − ) and a geometric phase ϕ g ≡ Γ − − Γ + given by (14) with the latter two are acquired during the adiabatic evolution in between the two crossings.
In short, we recover the expected Stückelberg interference structure in the transition probability with the overall double LZ tunnelings factor 2P LZ (1 − P LZ ), a quantity determined solely by the adiabaticity parameter δ. However, in the interference pattern, besides a phase modulation related to the bandstructure (i.e., the dynamical phase ϕ dyn and the Stokes phase ϕ S ), it generally contains a non-trivial geometric phase contribution ϕ g , which requires the knowledge of the band eigenstates that is beyond the bandstructure. The appearance of this geometric phase is surprising at first sight, and it is sensitive to the pseudospin structure of the Hamiltonian H χ,µ ( p) discussed in Sect. II.
IV. DYNAMICS OF A QUANTUM PARTICLE IN THE ADIABATIC BASIS
The derivation provided in the previous section, while physically appealing, requires a more careful justification. To introduce the solution methods in the following sections, we formulate the main time evolution equations of the complete 2 × 2 Hamiltonian H χ,µ,τ (t) in terms of the adiabatic basis. Let the state of the system be written as:
with E − (t) = −E + (t). Then the time-dependent Schrödinger equation gives:
with the initial conditions A − (−∞) = 1 and A + (−∞) = 0. We are interested in the final transition probability P f = |A + (+∞)| 2 . Band coupling occurs through ψ + |ψ − which is the off-diagonal Berry connection
For a derivation of the above equations using a scalar time-independent gauge, see appendix A.
In Ref.
[37], we studied a similar set of time evolution equations with two avoided crossings, that actually corresponds to case #1 (parallel trajectory) in Table II . Now both the off-diagonal Berry connection and the diagonal Berry connection ψ ± |i∂ t |ψ ± generally permit a much richer analytic structure for the transition probability (see later in the adiabatic perturbation theory section). Specifically, case #1 (and case #6) is a special case where geometric corrections are absent due to vanishing of the diagonal Berry connection and the offdiagonal Berry connection being real. In general, they are non-zero and complex valued, and these will be shown to shift the the Stückelberg oscillations, i.e. to give rise to a geometric phase contribution to the final probability of the Stückelberg interferometer. Thus it generalizes our previous work Ref. [37] in a crucial way.
V. DIRAC CONES WITH SAME MASS, OPPOSITE CHIRALITY AND DIAGONAL TRAJECTORY
To proceed with explicit expressions for the timedependent Hamiltonian, we take the specific case of two Dirac cones with the same mass, an opposite chirality and diagonal trajectory (case #2 in Table II) , where we expect non-trivial geometrical effects. The rest of the paper will be devoted to this case, whereas in section IX we give a summary of the results for the other cases.
We first study numerically the exact time evolution Eq. (15) and compare with the result of the Stückelberg theory (see section III). We then study the invariance of the geometric phase with respect to several choices. Only in the next section we use the adiabatic perturbation theory to derive the results analytically.
A. Stückelberg regime
The 2×2 time-dependent Hamiltonian of case #2 reads (in units such that F x = = 2m = 1) [34] 
The band crossings occur at complex times t such that E + (t) = 0. The Stückelberg regime corresponds to the limit in which the two tunneling events are well separated. In this limit, the two avoided linear crossings are at time t i ≈ − √ ∆ * and t f = −t i and are characterized by an energy gap of magnitude 2[∆ * c Fig. 4b . The precise definition of the Stückelberg regime is that the time between tunneling events ∼ 2 √ ∆ * should be much larger than their dura-
y , M , which we assume in the following.
B. Numerics
The time evolution of the system is governed by Eq. (15) using the Hamiltonian (16) . We solve these equations numerically and compare also with the numerical result for a parallel trajectory (case #1), shown in Fig. 5 as open and filled circles, respectively. We see that the interference fringes in the latter case agree well with the prediction of the Stückelberg theory in the absence of a geometric phase shift, namely P f = 4P LZ (1 − P LZ ) sin 2 (ϕ S + ϕ dyn /2), shown as dashed curve [37] . On the other hand, there is an obvious mismatch between the cases #1 and #2 (open and filled circles), despite the fact that the two adiabatic spectra are identical, see Fig. 4b . However, the phase shift between the two cases is well accounted for by using the result of the Stückelberg theory including a geometric phase shift ϕ g = ∆ϕ (see next section) with
, shown as the solid curve. This confirms numerically that the nontrivial geometrical shift provides an additional ingredient in the understanding of the Stückelberg phenomenon.
C. Geometric phase
We now examine more closely the geometric phase ϕ g of Eq. (14) for case #2. Its explicit computation appears different for different choices such as Hamiltonian bases or gauge choices for the associated adiabatic eigenstates. However, as we now show, the result is unique and well defined.
"Basis" and gauge choices
For the case #2 that we study, the Hamiltonian (16) given by
is written in the "natural" Pauli matrix basis when considering the tight-binding model for graphene consisting of two inequivalent Dirac points D, D , (we call it the "graphene (gr) basis", see Eq.
(1) in Ref. [34] ). To help visualizing the time evolution of the Hamiltonian curve, we plot its trajectory on the Bloch sphere for the time in between t i and t f , see Fig. 6 (b). 
H(t ) H(t )
i f FIG. 6: Time evolution of the Hamiltonian H(t) = E+(t) n(t)· σ represented by the curve traced by n(t) on the Bloch sphere from t = ti to t = t f . The dot in the middle of the trajectory is at t = 0.
By performing a time-independent unitary rotation in pseudo-spin space the Hamiltonian can also be written as
We call it the "Landau-Zener (lz) basis", see Eq. (2) in Ref. [34] . It is just another representation for the Pauli matrices, with the property that the main time-evolution (t 2 − ∆ * ) is on the matrix diagonal. The Hamiltonian curve in this basis can be obtained from a global rotation of the Hamiltonian curve plotted for the graphene basis. It is convenient at this point to introduce the following angle (19) that will be shown to be equal to the geometric phase later. The subscript "lz" reminds us that the parameters are obtained in the Landau-Zener basis.
Apart from these "bases" for the Hamiltonian H(t), it is also necessary to specify the adiabatic eigenstates |ψ ± (t) with a gauge choice. We consider two such choices called the south (S) pole gauge (when the multivaluedness of the eigenstates is at the south pole of the Bloch sphere) and the north (N) pole gauge, that combine to cover the whole parameter space of the Bloch sphere. The lower and upper band eigenstates in the two gauge choices are, respectively, given by
The two sets of eigenstates are related by a gauge transformation: |ψ ± (t) → e ±iφ(t) |ψ ± (t) . Independently of the gauge choice, one has ψ ± (t)| σ|ψ ± (t) = ± n(t) which belongs to the unit sphere. Therefore the Bloch sphere can be seen as either representing the direction n(t) of the magnetic field specifying the Hamiltonian H(t) = E + (t) n(t) · σ or as being the projective Hilbert space for the upper band (each point n = ψ + | σ|ψ + of the sphere represents a ray e iα |ψ + where α is an arbitrary phase).
Computation of the geometric phase
The geometric phase is the sum of two terms
which is (
in the south pole gauge and 2arg sin
in the north pole gauge.
Using Table VI in appendix B, we compute separately the contributions Θ and Π in the two gauge choices with the two Hamiltonian bases. The results are summarized in Table III . We always take the limit of well separated tunneling events (∆ * c Table III , we see that the terms Θ and Π, obtained after explicit computations of different integrals and expressions, each can assume different values from one basis/gauge choice to another but the sum of the two is an invariant (modular 2π) given by ϕ g = ∆ϕ. We thus show explicitly that the geometric phase ϕ g = Γ − − Γ + given by the difference between two open-path geometric phases Γ ± is a well defined quantity: it does not depend on a choice of basis or on a gauge choice.
VI. ADIABATIC PERTURBATION THEORY: PROOF OF THE GEOMETRIC PHASE
Here we use adiabatic perturbation theory (APT) to analyze the Stückelberg phenomenon. In order to solve Eq. (15), we follow the calculation done in [37] for the case of a parallel trajectory with M z ( p) = 0 (case #1) and adapt it to the problem of a diagonal trajectory with M z ( p) = M (case #2), see Hamiltonian (16) . The goal is to use APT to compute the tunneling probability directly for the Stückelberg interferometer and to prove that, in the adiabatic limit in which δ → ∞, ϕ S → 0 and P LZ = e −2πδ → 0, the total tunneling probability is
] with a geometric phase given by ϕ g = Γ − − Γ + .
A. First order adiabatic perturbation theory
We start from equations (15) . First order perturbation theory means |A − (t)| ≈ 1 |A + (t)| and thereforeȦ − ≈ 0 so that A − (t) ≈ 1 at all t. As a consequence, we are left with one equation to solve in this approximation, (20) in order to compute the transition probability P f = |A + (+∞)| 2 . We first note that by performing a gauge transformation, |ψ α (t) → e iζα(t) |ψ α (t) , the amplitude transforms according to A + (+∞) → e i(ζ−(0)−ζ+(0)) A + (+∞). Thus it differs by a constant phase, which has no consequence in the tunneling probability. Without loss of generality we use the eigenstates in the south pole gauge throughout this section. This leads to a band coupling expression − ψ + |ψ − = (1/2)(θ − iφ sin θ)e −iφ and also the Berry connection ψ − |i∂ t |ψ − − ψ + |i∂ t |ψ + =φ(1−cos θ). We then obtain for the amplitude
where the total phase is β(t) ≡ −φ(t)+ Table VI in Appendix B. As we will see, each term in the phase has its corresponding physical meaning as we already encountered in section III: the e −iφ term will give rise to the projection closure when evaluated close to the two poles at t ∼ t i,f ; e To evaluate the expression Eq. (21), we perform a contour integration in the complex time plane. As the computation of in the complex plane is quite lengthy, we give the details in the appendix C and directly discuss the results. The amplitude A + (+∞) is given as the sum of two dominant residues coming from poles at t 1 ≈ √ ∆ * + ic y F y /2 and t 4 = −t *
. It reads
where we defined β 1,4 ≡ β(t 1,4 ). To simplify further, we note that for the imaginary part of β 1,4 , we have Imβ 1 = Re 2i sin(
where in the last line we use the standard procedure to resolve the "π/3 problem" [48] [49] [50] . We now recognize the general Stückelberg probability structure P f = 4P LZ (1−P LZ ) sin 2 [ϕ S +(ϕ dyn +ϕ g )/2] with P LZ replaced by e −2Imβ1 and the total phase ϕ S + (ϕ dyn + ϕ g )/2 replaced by Reβ 1 − Reβ 4 . In the adiabatic limit, we always have that 1 − P LZ ≈ 1 and ϕ S → 0.
B. Stückelberg formula with geometric correction
We consider separately the real and imaginary parts of β 1,4 . For the real part, we have
as expected for the phase of the Stückelberg interferometer in the adiabatic limit in which the Stokes phase vanishes. We therefore find that indeed the extra phase ϕ g in the Stückelberg oscillations, which we previously identified to the two-band open-path geometric phase Γ − −Γ + , is also equal to ∆ϕ, which is a phase difference accumulated at each tunneling event. Note that the two derivations are quite different: on the one hand, the extra phase appears as being accumulated during the adiabatic evolution along each band, and on the other hand, it seems to be captured during tunneling events.
For the imaginary part, we have
and the LZ probability
. This is not surprising as
is the general expression of Dykhne for the tunneling probability in the adiabatic limit [48] . Second, there is a small correction to the LZ probability coming from the imaginary part of the "geometric phase" −Im t1 0 dtφ lz cos θ lz . This is similar to the geometrical correction for the tunneling probability found for a single avoided crossing by Berry in 1990 [51] . This is a small correction that we neglect in the following.
Eventually, in the spirit of the Dykhne-Davis-Pechukas formula [48, 49] , we can propose a heuristic generalization of the result (that we obtained in the adiabatic limit), which should work well also in the diabatic and in the intermediate force regimes:
(26) This was called the "modified Stückelberg formula" in [37] with the extra extension that it now also includes geometrical effects. Note that, here, Reβ1−Reβ4 2 = Reβ 1 due to the geometric phase, in contrast to the case found in [37] .
C. Hamiltonian in the graphene basis
Finally, we also want to verify that the result is independent of the Hamiltonian basis used. Indeed, the same analysis can be repeated for the same trajectory and parameters with the Hamiltonian (17) in the graphene basis. Following the procedures as in appendix C, we arrive at the final probability amplitude
noting the cos 2 (. . .) dependence in this basis (rather than sin 2 (. . .) dependence) due to the difference in the sign of the residue contributions. The subscript "gr" reminds us that the expressions are obtained in the graphene basis. In particular, its argument is given by
The last integral can be evaluated to give − t f ti dt φ gr cos θ gr ≈ ∆ϕ + π (see appendix D). And so the extra "π-shift" in the second term brings us back to the same result as Eq. (24) . In other words, we arrive at the same gauge invariant geometric contribution ∆ϕ in the Stückelberg interferometer, in the adiabatic limit.
Looking back at Table III , we see that the two bases result in Berry connection and projection closure terms that are quite different. It is a priori a result based on a heuristic derivation of the Stückelberg theory. Here with the adiabatic perturbation theory in the two bases, we prove that the final gauge invariant observable is indeed ϕ g = ∆ϕ.
VII. MASSLESS DIRAC CONES WITH OPPOSITE CHIRALITY AND DIAGONAL TRAJECTORY
The massless limit of case #2 (Dirac cones with zero mass) deserves special attention. By restricting to M = 0, the Hamiltonian curve is restricted to evolve on a great circle of the Bloch sphere (i.e. on the equator in the graphene basis as θ gr (t) = π/2) with only two out of three Pauli matrices appearing in the Hamiltonian H(t), despite the fact that the spectrum remains gapped
1/2 . This is a limit which is often referred to as possessing a chiral or sublattice symmetry in the graphene literature (in the graphene basis, σ z plays the role of a chiral operator as it squares to 1 and anticommutes with the Hamiltonian).
It follows that the open-path geometric phase Γ − is either equal to 0 or to π or is ill-defined (the last case being when the initial and end points are antipodal). Because Γ + = −Γ − , we find that Γ − − Γ + = 2Γ − = 0 modulo 2π (except in the antipodal case). Therefore, it would seem that ϕ g = 0 in the massless case. Actually, the initial and end points of the Hamiltonian curve for case #2 with M → 0 move to θ gr (t i ) = θ gr (t f ) → π/2 and φ gr (t i ) = 0, φ gr (t f ) = π. On the Bloch sphere, thus, they are positioned precisely at antipodal position, which results in this case in an ill-defined expression for the geometric phase (see, however, Ref. [52] ). We therefore devote this section to the study of this special limit using several techniques.
Following the solution methods in the last two sections, we first numerically solve the time evolution equation. Then we use the adiabatic perturbation theory in two ways: first, we take the massless limit M → 0 of the "massive" case of Eq. (24) . Second, we redo the adiabatic perturbation theory working directly with M = 0.
A. Numerics
We numerically solve the time-dependent Schrödinger equation (15) for case #2 with M = 0 in the Stückelberg regime, see Fig. 7 with open circles. As a reference, we compare it with the Stückelberg theory in the absence of a geometric phase shift, namely P f = 4P LZ (1 − P LZ ) sin 2 (ϕ S + ϕ dyn /2), shown as the solid curve. We recognize there is a clear π-shift difference in the phases in between the two.
B. Adiabatic perturbation theory in the M → 0 limit
The APT result for case #2 with a finite mass is P f ≈ 4e −2Imβ1 sin Showing the presence of a π-shift in the interferences.
C. Adiabatic perturbation theory directly with
Here it is easier to work in the graphene basis (because in the LZ basis, the path on the Bloch sphere passes trough the poles):
and we will use the south pole gauge eigenstates. Following the same technique of complex integration (see appendix C), we obtain for the final amplitude as given by the sum of the residues (see appendix E)
and therefore giving the transition probability
in agreement with the previous methods showing the presence of the extra π-shift. In summary, we have shown that there can be a geometric phase also in the massless case (i.e. when the trajectory on the Bloch sphere is restricted to a great circle). We have found that this phase ϕ g is either 0 (case # 1, see [37] ) or π (case # 2).
VIII. GEOMETRIC PHASE AS A SOLID ANGLE
To complete our understanding of the phase shift ϕ g , let us focus on the geometrical meaning of the expression
It is an open-path geometric phase because the initial and final states are not necessarily proportional. Samuel and Bhandari [31] supplemented the open-path line integral of the Berry connection (first term of Eq. (31) with a geodesic closure (second term) making the sum of the two gauge-invariant. The open-path geometric phase was measured, for example, in neutron interferometry [53] . On the Bloch sphere, the quantity Γ is equal to half the solid angle (or area) subtended by the path C closed by the shortest geodesic connecting |ψ(t f ) and |ψ(t i ) [32] . This is known as the geodesic rule (see a simple proof in appendix F). With this picture, we understand why the projection closure term becomes ill defined when the initial and final states sit at antipodal position (when they are orthogonal) -there is no unique geodesic line connecting the two points.
In the Stückelberg interferometer the geometric phase shift is given by ϕ g = Γ − − Γ + . Focusing on the lower band geometric phase Γ − , typical trajectories on the Bloch sphere -according to the Hamiltonian curve (17) in the graphene basis with a finite mass M -are shown in Fig. 8 . The shortest geodesic path is indicated as the dotted line. The latter is part of the great circle passing the north pole, since the initial and final points lie on the opposite end of the azimuthal angle, i.e., φ = 0, π. According to the geometric phase formula, the enclosed area is then given by |ϕ g | = |Γ − − Γ + | = 2|Γ − |, which is the full solid angle, rather than half the solid angle due to two equal contributions from both the upper and lower bands (a model with particle-hole symmetry). With this interpretation, we can understand the massless limit M → 0 quite naturally as the limiting area spanning a quarter of the Bloch sphere |ϕ g | = 2 arctan(c y F y √ ∆ * /M ) → π. In Fig. 8 , we show the evolution of the enclosed area as the mass parameter decreases.
IX. PHASE SHIFT FOR THE EIGHT DOUBLE CONE INTERFEROMETERS
In this paper, we have mainly considered the special case of two cones with same mass, opposite chirality, traversed by a diagonal trajectory (case #2). The case of a parallel trajectory (# 1) was studied in [37] . We do not elaborate here on the other cases which can be studied by similar techniques. Table IV presents our results for the phase shift ∆ϕ χ,µ,τ computed using the N -matrix approach for Landau-Zener crossings with complex gaps. These results can be summarized as follows. Let D be the closest "distance" to the Dirac points (i.e. at the tunneling events when t ≈ ±t 0 , D ≡ |Y χ,τ (t 0 )|) and M be the absolute value of the mass at the Dirac points M ≡ |M z (t 0 )| = |Z µ (t 0 )|. In all cases, we assumed that the tunneling events occur at ±t 0 ≈ ± √ 2m∆ * /F x corresponding to X χ,τ (±t 0 ) = 0.
It is possible to write a single formula for the eight cases. It is
where χ = ±1 is the product of the chirality of the two cones, µ = ±1 is the product of the mass sign of the two cones and τ = +1 for parallel and −1 for diagonal trajectory. From the above formula, it is obvious that two different cases with the same µ and the same χτ have the same geometric phase shift. Actually, there are only four essentially different cases. In all cases X(t) has the following structure ∼ t 2 − const. = t 2 − 1, Y (t) either changes sign (χτ = +) or does not (χτ = −) between the two crossings, and similarly for Z, which either changes sign (µ = −) or does not (µ = +). This is summarized in Table V and represented in Fig. 9 .
In all cases, the validity of the Stückelberg regime is
X. CONCLUSIONS
The present paper extends our previous letter [34] . It presents a careful derivation of the transition probability in a double cone Stückelberg interferometer. The 
χ, µ, τ ) = (±, ±, ±), where τ = +1 for a parallel trajectory p(t) = (Fxt, py) or τ = −1 for a diagonal trajectory p(t) = (Fxt, Fyt). Here we reintroduced Fx and m and do not take units such that Fx = = 2m = 1. We also give the closest "distance" to the Dirac points D ≡ |Yχ,τ (t0)| where t0 ≈ √ 2m∆ * /Fx and the absolute value of the mass at the Dirac points M ≡ |Zµ(t0)|: this allows one to easily check the formula ∆ϕ = −2µ arctan
− ∆ * cypy M 0 cypy M studied in [37] 2 (−, +, −) Dirac cones are gapped and constitute avoided linear band crossings. We actually considered eight different cases having almost the same adiabatic energy spectrum but different adiabatic eigenstates. The differences come from the relative chirality (winding number) of the two Dirac cones, from their relative mass sign and from the reciprocal space trajectory crossing or not the line joining the two cones. We have shown that, in general, a Stückelberg interferometer does not only depend on the energy spectrum but is affected by geometrical properties revealing coupling between bands. We emphasize that the geometric phase revealed by Stückelberg interferometry depends both on diagonal (intra-band) and off-diagonal (inter-band) Berry connections. Indeed, we generically found an additional phase shift of the Stückelberg interferences, which we relate to an open-path geometric phase involving the two bands. In the "massless limit" (M z → 0) where the spectrum becomes gapless (with two Dirac points), the open-path geometric phase becomes ambiguous. However, we showed there is an unambiguous π-shift in the Stückelberg interferences for case # 2 (see also, for example, the toy model of a topological insulator at the beginning of [34] ). Further insight is gained from viewing the phase shift as the solid angle enclosed by the open-path on the Bloch sphere closed by the shortest geodesic. This is derived from older work of Pancharatnam in optical interferometry where he first realized the role of the polarization degree of freedom [30] , and other works on open-path geometric phases [31, 32] . The geometrical area picture clarifies the role of the mass term in the Hamiltonian curve, and the observability of the open-path geometric phase.
We give an alternative derivation of the equations (15) . Instead of using a time-dependent vectorial gauge to include the effect of the external force (minimal coupling iŝ p x →p x +F t), we now use a scalar and time-independent gauge (minimal coupling isĤ →Ĥ + Fx) and employ a well-known wavefunction ansatz due to Houston [54] in the time-dependent Schrödinger equation.
For simplicity of notation, we consider a 1D crystal of lattice spacing a caracterized by a HamiltonianĤ describing the motion of electrons in the absence of an external force. This Hamiltonian is diagonalized by Bloch eigenstates |ψ n,k such thatĤ|ψ n,k = E n (k)|ψ n,k , where n is a band index and k ∈] − π/a, π/a] a Bloch wavevector in the first Brillouin zone (BZ). One has |ψ n,k = e ikx |u n,k wherex is the position operator (i.e. the complete position operator, not just the position of the unit cell) and |u n,k is the cell-periodic part of the Bloch state such that u n,k (x + R) = u n,k (x) for any Bravais lattice vector R = a × integer. In the presence of a constant force F the Hamiltonian becomeŝ H − Fx (this is a time-independent scalar gauge choice). We now assume that the electron is initially in a Bloch state |ψ(t = 0) ≡ |ψ n0,k0 and want to solve its dynamics in the Bloch states basis {|ψ n,k }. Expanding the state of the electron at time t on this basis, we get |ψ(t) = n BZ dkc n,k (t)|ψ n,k . We make an ansatz for |ψ(t) following Houston [54] :
where C n (k(t)) are unknown expansion coefficients. This ansatz is inspired from our knowledge of Bloch oscillations and the equation describing the dynamics of electrons in crystals: dk dt = F , which gives k(t) = k 0 + F t. This ansatz is injected in the Schrödinger equation i d dt |ψ(t) = (Ĥ − Fx)|ψ(t) . Next, we project on the Bloch state |ψ n ,k (t) to obtain:
where we used that ∂ t = F ∂ k (in the above equation we wrote k for k(t) = k 0 + F t to simplify the notations) and moved the term ı∂ k from the left to the right hand side. The matrix elements of the position operator in the Bloch state basis are [55] :
where A n ,n (k) ≡ u n ,k |i∂ k |u n,k is the Berry connection and δ (x) is the derivative of the Dirac delta function (with δ (−x) = −δ (x)). Using the fact that
Eventually, the projected Schrödinger equation becomes:
(A4) which we rewrite:
(A5) The first term in the right hand side gives the dynamical phase, the second the line integral of the diagonal Berry connection A n (k) = A n,n (k) (these two terms together contribute to the adiabatically accumulated phase in the n th band) and the third term represents the coupling to other bands (n = n) and depends on the off-diagonal Berry connection A n ,n (k).
In the particular case of only two bands n = ±, if we define A n (t) ≡ C n (k(t))e −i t dt En(k(t )) e i t dt An(t ) , we obtain
= F A n,n (k(t)). These are 
exactly the equations (15) upon using E − = −E + and A n,n (t) = ψ n (t)|i∂ t |ψ n (t) , i.e. |ψ n (t) = |u n,k(t) .
The understanding gained from this alternative derivation of the main equations is threefold: (i) These equations are exact and do not rely on a classical treatment of the orbital motion and a quantum treatment of the internal state (band indices) dynamics. Indeed dk dt = F is actually exact (see, for example, page 1971 of Ref. [25] ). These equations are not restricted to a semiclassical regime and can be used whatever the magnitude of the force (from the adiabatic to the sudden regime).
(ii) The matrix elements of the position operator in the Bloch states are crucial. It is the complete position operatorx appearing. In the case of a lattice with several sites in the unit cell (such as the dimerized chain with two sublattices A and B), this automatically selects a Bloch HamiltonianĤ(k) = e −ikxĤ e ikx written in the so-called basis II rather thanĤ I (k) = e −ikRĤ e ikR written in the so-called basis I, whereR is the position operator of the unit cell only and not the full position operatorx =R +δ, whereδ gives the relative position within the unit cell. Note thatĤ(k) is not periodic in k with the BZ periodicity (in contrast toĤ I (k)). Basis I versus basis II issues are discussed in [44, 56, 57] . It is important to pay attention to that when discussing motion in reciprocal space that crosses the edge of the BZ.
(iii) The force can be included in whatever gauge. We showed derivation in both the time-dependent vectorial gauge (H(p x ) → H(p x + F t)) (for more details in a similar case see [37] ) and the time-independent scalar gauge (Ĥ = H(p x ) →Ĥ − Fx).
Appendix B: Standard parametrization for a spin-1/2 Zeeman Hamiltonian Given the 2 × 2 Hamiltonian
where B(t) = (B x , B y , B z ) and E + ≡ | B| (here and the following, the time-dependence of the parameters are assumed) we have
Accordingly, their time derivatives are given bẏ
For the two main Hamiltonians we study in the paper (case #2 written in two Hamiltonian bases), we summarize the parameterizations and their derivatives in Table VI. It is known that a direct complex time integration of
obtained generally in the adiabatic perturbation theory [58] , is inconvenient due to the presence of branch cuts, see Fig. 10(a) . Following Ref. [59] we make a change of integration variable from the time variable t to the phase variable given by the dynamical phase [60] . For the case of Dirac cones with a constant mass, an opposite chirality and a diagonal trajectory (case # 2) in the Landau-Zener basis, we have A + (+∞) = ∞ −∞ dαf (α) with
where we use the fact that −φ(t) + dt 2E + (t )] emanating from the 4 poles of f (α)αe −iα (before the change of variable) when E + (t) = 0, giving
In the α-plane with α j ≡ α(t j ), we define the complex line element as The behavior of the function f (α) around α j is determined as follow. First, we compute the change of α around α 1 , in terms of the variable t around t 1 , by making an expansion α(t) = t 0 dt 2E + (t ) around t = t 1 . This gives α − α 1 ≈ 8 i∆ * c y F y (t − t 1 ) 3/2 /3. Next, by making an expansion of f (α(t)) around t 1 and using the former relation, we get to the leading order in α 1 the expression f (α) ≈ 
which shows that α 1 is a pole in the α plane (rather than a branch point as t 1 ). Second, an expansion around t = t 4 for α(t) similarly yields α − α 4 ≈ 8 i∆ * c y F y (t − t 4 ) 3/2 /3. For the expansion of f (α(t)) we have f (α) ≈ − 
showing that it is again a simple pole with an additional minus sign. These expressions also give the residues around α 1,4 , which we will use in the next section when computing the contour integral. Similar structures are obtained for α ≈ α 2,3 as simple poles. From the expression of Eq. (C2), there seems to be two additional branch points (both in t-and in α-planes) coming from c 2 y F 2 y t 2 + M 2 = 0 which are located at: t 6 = iM/(c y F y ) and t 5 = −t 6 or in other words at α 6 = 2 t6 0 E + (t) ≈ 2i∆ * M/c y F y and α 5 = −α 6 , A little thinking actually shows that these are not branch points in the complex α-plane but a simple pole at α 6 and no pole at α 5 . To see this, we let t = iy on the imaginary axis with real y, then cos θ lz ≈ −(y 2 +∆ * )/ (y 2 + ∆ * ) 2 = −1 when ∆ * is large. The phase factor is then approximately e on the imaginary axis. We thus see that the apparent poles at t 5 and t 6 reduce to a single pole at t 6 . By making an expansion around α 6 we get
which shows that it is also a simple pole in the α plane. In summary, the function f (α) displays 5 simple poles located at 
see Fig. 10 . When studying the function f (α) in the vicinity of the imaginary axis, we shall use (C7), elsewhere we will use the complete expression (C2). in the complex t plane. The function has four branch points (because of α(t)) in t1 to t4. In addition there are five poles at t1, t2, t3, t4 and t6. (b) In complex α plane, the function g(α)e iα has five simple poles (α1, α2, α3, α4 and α6) indicated by crosses, three of which are in the upper complex plane (α1, α4 and α6). The integration contour is shown in red. The point α5 = −α6 is also indicated but is not a pole of g(α).
b. Residues of A+(∞)
To evaluate the expression A + (∞) we use the red contour shown in Fig. 10 The line integral over the upper half plane (UHP) vanishes exponentially thanks to the factor e iα when Imα > 0. Therefore A + (∞) = 2πi j=1,4,6 Res(f, α j ). The residues for the first two simple poles are given as Res(f, α j ) = f (α)(α − α j )| α=αj for j = 1, 4, using Eqs. (C5) and (C6).
Next, we consider the residue at α 6 . From the fact that α 6 is further away from the real axis than α 1 and α 4 , we already see that its contribution to A + will be negligible. Using Eqs. (C8), (C9), we have Res(f, α 6 ) ≈ i e −Imα1 when ∆ * is large, which is reminiscent of the Landau argument for tunneling in the adiabatic limit [58] . Furthermore, note that the residue vanishes also at M → 0.
The sum of the two dominant residues becomes
Res(f, α 1 ) + Res(f, α 4 ) = i 6 (e iβ1 − e iβ4 ) = i 6 (e −Imβ1+iReβ1 − e −Imβ4+iReβ4 ).
where we define β 1,4 ≡ β(t 1,4 ) and we recall that β(t) = −π/2 − t 0 dt φ lz cos θ lz + α(t). 
One notices that the main contribution of the integral comes from t ≈ √ ∆ * as c 
The integral can be evaluated using the identity
The shaded region area is bounded by the two paths C and Cg, which are defined by the Hamiltonian trajectory C and the shortest geodesic Cg connecting the final and initial points.
