Abstract
Here is a sketch of the geometric proof. Any simplicial complex can be turned into a metric length 21 space by assigning the same length π /2 to all edges of C, and interpreting all k-faces of C to be equilateral If all vertex stars are convex, any segment γ intersect any vertex star in a convex segment (and therefore does not reenter the star of a vertex it has previously left). By following the segment, we obtain our desired facet path. b): A non-example. If some vertex star is not convex, some segment γ revisits it multiple times.
Say we have a flag normal complex and we want to find a non-revisiting path. Our idea is to endow it 27 with the right-angled metric, and then 'follow' the segments, that is, the shortest geodesics inside the 28 metric space. In fact, the intersection of any segment with an open convex set is obviously a segment 29 (or the empty set). In particular, any segment intersects the interior of any vertex star in a connected 30 set (possibly empty). In other words, no segment revisits a vertex star it has previously left. If we 31 approximate a segment γ with the dual path formed by the d-faces crossed by γ, the path we obtain is 32 non-revisiting and we are done. 
38
Recall that if σ is a face of an abstract simplicial complex C, the star St(σ, C) of σ in C is the 39 collection of faces τ of C with the property that τ ∪ σ ∈ C; the link Lk(σ, C) of σ in C is the collection of
If σ, τ are two faces of a simplicial complex C that lie 41 in a common face, then σ * τ , the join of σ and τ , denotes the minimal face of C containing them both.
42
C is normal if for every face σ of C (including the empty face),
For the next definition, we use the notation F k (C) to denote the set of faces of C of dimension k (or 2 equivalently, of cardinality k + 1). By an interval in Z we mean a set of the type [a, b] := {x ∈ Z : a ≤ 3 x ≤ b}.
4
Definition 1.13 (Curves, facet paths and vertex paths). If X is a metric space and I is an interval in R, 5 an immersion γ : I → X is a curve. If C is a pure simplicial d-complex, and I is an interval in Z, then a 6 facet path is a map Γ from I to F d (C) such that for every two consecutive elements i, i + 1 of I, we have
every two consecutive elements i, i + 1 of I, the vertices γ(i) and γ(i + 1) are joined by an edge.
9
All curves and paths are considered with their natural order from the startpoint (the image of min I) 10 to the endpoint (the image of max I). For example, the last facet of a facet path Γ in a subcomplex S 11 of C is the image of the maximal z ∈ I such that γ(z) ∈ S. As common in the literature, we will not 12 strictly differentiate between a curve (or path) and its image; for instance, we will write γ ⊂ S to denote 13 the fact that the image of a curve γ lies in a set S. In this section, we give a geometric proof of Theorem 1.4. We need some modest background from the 34 theory of spaces of curvature bounded above, which we review here. For a more detailed introduction, Lk(x ℓ , C) from Lk(x ℓ , X ℓ ) to Lk(x ℓ , X ℓ+1 ).
25
Lift this facet path to a facet path Γ X ℓ X ℓ+1 in C by forming the join of the path with x ℓ . This finishes Γ XiXi+1 .
28
The combinatorial segment is non-revisiting
29
We start off with some simple observations and notions for combinatorial segments in complexes of
31
• A combinatorial segment Γ comes with a vertex path (x 0 , x 1 , · · · , x ℓ ). This is a shortest vertex path in 32 C, i.e. it realizes the distance ℓ = d(F 0 (X), Y) resp. ℓ = d(F 0 (X), F 0 (Y )). The path γ is the necklace 33 of Γ , the vertices x i , 0 ≤ i ≤ ℓ, are the pearls of Γ .
34
• As in the geometric proof, we denote by χ i , 0 ≤ i ≤ ℓ+1, the element in the domain of Γ corresponding 35 to X i . Let a = χ ℓ+1 be any element in the domain of Γ . If i is chosen so that a ∈ [χ i , χ i+1 − 1], then 36 x i is the pearl associated to a in γ. By convention, we say that χ ℓ+1 is associated to the pearl x ℓ . Proof. The lemma is clear if v is in γ (i.e. if v coincides with x i ), and in particular it is clear if dim C = 1.
41
To see the case v = x i , we use induction on the dimension of C: Assume now dim C > 1.
