We present some new regularity criteria for suitable weak solutions of magnetohydrodynamic equations near boundary in dimension three. We prove that suitable weak solutions are Hölder continuous near boundary provided that either the scaled L p,q x,t -norm of the velocity with 3/p + 2/q ≤ 2, 2 < q < ∞, or the scaled L p,q x,t -norm of the vorticity with 3/p + 2/q ≤ 3, 2 < q < ∞ are sufficiently small near the boundary.
Introduction
We study the regularity problem for suitable weak solutions (u, b, π) : Q T → R 3 × R 3 ×R of the three-dimensional incompressible magnetohydrodynamic (MHD) equations where ν = (0, 0, −1) is the outward unit normal vector along boundary ∂R 3 + . By suitable weak solutions we mean solutions that solve MHD equations in the sense of distribution and satisfy the local energy inequality (see Definition 2.1 in section 2 for details).
The MHD equations describe the dynamics of the interaction of moving conducting fluids with electro-magnetic fields which are frequently observed in nature and industry, e.g., plasma liquid metals, gases, two-phase mixtures (see e.g. [2] and [3] ).
Let x = (x 1 , x 2 , 0) ∈ ∂R 3 + . For a point z = (x, t) ∈ ∂R 3 + × (0, T ), we denote B x,r =: {y ∈ R 3 : |y − x| < r}, B + x,r := {y ∈ B x,r : y 3 > 0}, Q z,r =: B x,r × (t − r 2 , t), Q + z,r := {(y, t) ∈ Q z,r : y 3 > 0}, r < √ t.
We say that solutions u and b are regular at z ∈ R 3 + × (0, T ) if u and b are Hölder continuous for some Q + z,r , r > 0. Otherwise, it is said that u and b are singular at z. We list some known results for MHD equations relevant to our concern, in particular regarding regularity conditions in terms of scaled invariant quantities.
It was shown in [3] that weak solutions for MHD equations exist globally in time and in the two-dimensional case weak solutions become regular (compare to [18] and [12] for the NSE). In the three-dimensional case, as shown in [28] , if a weak solution pair (u, b) are additionally in L ∞ (0, T ; H 1 (R 3 )), (u, b) become regular. Although many significant contributions have been made on the existence, uniqueness and regularity of weak solutions to the MHD equations, as in the NSE, regularity question, however, remains open in dimension three.
In case that Ω = R 3 , it was proved in [10] that a weak solution pair (u, b) become regular if a certain type of scaling invariant integral conditions for velocity field, often referred as Serrin's condition, is additionally assumed (see e.g. [22] , [29] , [16] , [5] , [30] for the NSE). Recently, the authors have obtained similar results in the case that Ω is a bounded domain or half space (see [14, Theorem 1] ) (refer to [6] for the NSE). The local interior case of Serrin's condition including limiting case L 3,∞ x,t was treated for MHD equations in [20] (compare to [4] , [21] for the NSE).
For a local case, various types of ǫ−regularity criteria for suitable weak solutions have been also established in terms of scaled norms. Among others, it was shown in [36] that suitable weak solutions become regular near a boundary point z if the following conditions are satisfied: There exists ǫ > 0 such that lim sup
Other types of conditions in terms of scaled invariant norms near boundary are also found in [35] (compare to [24] , [26] , [13] , [31] , [8] , [27] , [38] for the NSE). We also refer to [11] , [15] and [34] in the interior case for MHD equations (compare to [23] , [1] , [32] , [33] , [19] , [17] , [9] for the NSE).
Here we emphasize that for the global case, i.e. Ω = R 3 , additional conditions are imposed on only velocity field but not on the magnetic field. For local interior and boundary cases, however, known results require control of some scaled norms with scaled factors of magnetic fields as well as those of the velocity fields.
The motivation of our study is to establish new regularity criteria for MHD equations depending only on velocity fields for local cases. To be more precise, main objective of this paper is to present new sufficient conditions, not relying on magnetic fields, for the regularity of suitable weak solutions to the MHD equations near boundary as well as in the interior.
While preparing this paper, the authors have become to know that, very recently, Wang and Zhang showed that local interior regularity can be ensured by the control of only scaled norm of velocity fields. More precisely, interior regularity criteria shown in [37] is the following:
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We have also proved independently the same result as in [37] and since we think that our proof is a different version to that in [37] , its details are given in Appendix (see Theorem 4.1). Our main concern is, however, to obtain new regularity conditions near boundary. Let x 0 ∈ ∂R 3
+ be a boundary point in a half space. We expect that our analysis would also hold in a smooth boundary as in the case of flat boundary, but our study is restricted, in this paper, to the case of R 3 , whose boundary is flat. Now we are ready to state the first part of our main results. 
x,t near z and
Then, u and b are regular at z.
Remark 1.1
The result in Theorem 1.1 is also valid in the interior. In fact, the range of q in (1.4) in the interior is wider than that of boundary case. To be more precise, the pair (p, q) can be relaxed in the interior as follows:
As mentioned earlier, in [37] Wang and Zhang showed interior regularity criteria depending only on the control of velocity fields and we also obtain the same result independently. Since the method of proof is a bit different to that in [37] , we present its details in the Appendix for a variety of proof.
Next corollaries are direct consequences of Theorem 1.1. It is straightforward to prove Corollary 1.1 by Hölder's inequality, and thus we skip its details (compare to [20] for local interior case). Next corollary is due to Poincaré-Sobolev inequality and the details is again omitted. 
(1.5)
Considering scaling invariant quantities of vorticity, we can also establish other regularity criteria for vorticity near boundary. 
This paper is organized as follows. In Section 2 we introduce some scaling invariant functionals and the notion of suitable weak solutions. In Section 3 we present the proofs of Theorem 1.1 and Theorem 1.2. In the Appendix, the interior case will be treated and give a detailed a proof with respect to ǫ-regularity criteria for the modified suitable weak solution for MHD equations.
Preliminaries
In this section we introduce some scaling invariant functionals and suitable weak solutions, and recall an estimation of the Stokes system.
We first start with some notations. Let Ω be an open domain in R 3 and I be a finite time interval. For 1 ≤ q ≤ ∞, we denote the usual Sobolev spaces by
, where q and q ′ are Hölder conjugates. We write the average of f on
We denote by C = C(α, β, ...) a constant depending on the prescribed quantities α, β, ..., which may change from line to line.
In this paper, we consider the case that Ω = R 3 + , i.e. a half space in dimension three. For convenience, we denote the boundary of R 3 + by Γ = R 3 ∩ {x 3 = 0}. Next, we introduce scaling invariant quantities near boundary. Let z = (x, t) ∈ Γ × I and we set
where κ, κ * and λ are numbers satisfying
Next we recall suitable weak solutions for the MHD equations (1.1) in three dimensions.
is a suitable weak solution to (1.1) if the following conditions are satisfied:
where κ, κ * and λ are numbers in (2.1).
(b) (u, b, π) solves the MHD equations in Q T in the sense of distributions and u and b satisfy the boundary conditions (1.2) in the sense of traces.
(c) u, b and π satisfy the local energy inequality
for all t ∈ I = (0, T ) and for all nonnegative function φ ∈ C ∞ 0 (R 3 × R).
We consider the following Stokes system, which is the linearized Navier-Stokes equations:
with initial data v(x, 0) = v 0 (x). As in (1.2), boundary condition of v is assumed to be no-slip, namely v(x, t) = 0 for x ∈ ∂Ω. We recall maximal estimates of the Stokes system in terms of mixed norms (see e.g. [6, Theorem 5.1]).
is a Banach space with the following norm :
where A l is the Stokes operator(see [7] for the details). If (v, p) is the solution of the Stokes system (2.3) with no-slip boundary conditions, then the following estimate is satisfied:
.
(2.4)
Boundary regularity
In this section, we prove a local regularity criterion for MHD equations near the boundary and present the proofs of Theorem 1.1 and 1.2. For simplicity, we write Ψ(r) := A u (r) + A b (r) + E u (r) + E b (r). Let z = (x, t) ∈ Γ × I and from now on, without loss of generality, we assume x = 0 by translation. We first recall that the local energy estimate.
Next we prove a local regularity condition near boundary for MHD equations (compare to [8, Lemma 7] for the Navier-Stokes equations).
Proposition 3.1 There exist ǫ * > 0 and r 0 > 0 such that if (u, b, π) is a suitable weak solution of MHD equations satisfying Definition 2.1, z = (x, t) ∈ Γ × I, and
then z is regular point.
The proof of Proposition 3.1 is based on the following lemma, which shows a decay property of (u, b, π) in a Lebesgue spaces. Although the method of proof is in principle the similar as in [8, Lemma 7, Lemma 8], we present its details for clarity (the proof will be given in Appendix).
2 . There exist ǫ 1 > 0 and r * depending on λ and θ such that if (u, b, π) is a suitable weak solution of the MHD equations satisfying Definition
where 0 < α < 1 and C > 0 are constants.
Next lemma is estimates of the scaled integral of cubic term of u and multiple of u and square of b.
Proof. It is sufficient to show estimate (3.4) because (3.3) can be proved in the same way as (3.4). We note first that via Hölder's inequality
where p * and q * are Hölder conjugates of p and q. For α := (3 − p * )/2p * we see that
where we used Poincaré inequality. Taking L 2q * norm in temporal variable and using Young's inequality,
Recalling (3.5), we can have
This completes the proof.
Next, we may continue with scaled norm of L 2,2
x,t (Q + z,r ) with 3/p + 2/q = 2 and 3/2 ≤ p < 3. Then for 0 < r < ρ/4
Proof. For convenience, we write x = (x 1 , x 2 , x 3 ) = (x ′ , x 3 ) and by translation, we assume that without loss of generality, z = (0, 0) ∈ Γ × I. Let ζ(x, t) be a standard cut off function supported in Q ρ such that ζ(x, t) = 1 in Q ρ/2 . We set g(x, t) :
z,ρ and we then defineg(x, t), an extension of g from Q + ρ onto Q ρ , in the following way:g(x, t) = g(x, t) if x 3 ≥ 0. On the other hand, if x 3 < 0, theng
This can be done by extending tangential components of u and b as even functions and normal components of u and b as odd functions, respectively. We denote such extensions byũ andb for simplicity. Here we also used the fact that ζ and ∇ ′ ζ are even and ∂ x 3 ζ is odd with respect to x 3 −variable, where
namely,w satisfiesw
Moreover, we can see that ∂ x 3w i = 0 for i = 1, 2 andw 3 = 0 on {x 3 = 0}. Let
and ∂ x 3 h i = 0 for i = 1, 2 and h 3 = 0 on {x 3 = 0} ∩ Q ρ . Now we extend h by the same manner as g, denoted byh, from Q + ρ/2 onto Q ρ/2 . We then see that
Via classical regularity theory, we have
On the other hand, due to Sobolev embedding, we have w
and we then take L 2 integration for the above in time interval (−ρ 2 , 0)
such that we obtain
where 3/α + 2/β = 3/2 and 2 ≤ α < 6, since 3/2 ≤ p < 3. Using the estimate (3.8) and Sobolev inequality, we have
Combining estimates (3.7) and (3.9), we obtain
x,t (Qr)
In next lemma we show an estimate of the gradient of pressure (compare to [8, Lemma 11] ). Lemma 3.4 Let z = (x, t) ∈ Γ × I. Then for 0 < r < ρ/4,
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where κ and λ are numbers in (2.1).
Proof. We assume, via translation, that z = (x, t) = (0, 0). We choose a domainB + with a boundary such that B + ρ 2 ⊂B + ⊂ B + ρ , and we denoteQ + :=B + × (−ρ 2 , 0). Let (v, π 1 ) be the unique solution of the following the Stokes system
Using the Stokes estimate (2.4), we have the following estimate
, where we used the following estimates in last inequality above:
− π 1 . Then (w, π 2 ) solves the following the boundary value problem:
Now we take κ ′ such that 3/κ ′ + 2/λ = 2. Then from the local estimate near the boundary for the Stokes systems (see [25] ), we obtain
where Poincaré-Sobolev inequality is used. Since ∇u L κ,λ
, we have
We remark that, via Young's inequality, (3.10) can be estimated as follows:
Next lemma shows an estimate of a scaled norm of pressure.
x,t (Q ρ ), where 3/κ + 2/λ = 4, 1/κ * = 1/κ − 1/3 and 1 < λ < 2. Then for 0 < r < ρ/4,
Proof. Since 1 < λ < 2, we note that 3 2 < κ * < 3. We first observe that due to
x,ρ ) . Therefore, due to Poincaré-Sobolev inequality, we have
Dividing both sides by r, we have
We are ready to present the proof of Theorem 1.1. Proof of Theorem 1.1. We note first that via Hölder's inequality, it suffices to show the case that 3/p + 2/q = 2, 2 < q < ∞. Recalling Lemma 3.4 and Lemma 3.5, we have 1
where (3.11) is also used. With aid of Lemma 3.2, Lemma 3.3, (3.11) and (3.13), we have
where we used the Young's inequality and K b (ρ) ≤ Ψ(ρ). Let ǫ 1 and ǫ 2 be small positive numbers, which will be specified later. Adding ǫ 1 Q 1 ( r 2 ) and ǫ 2 Q( r 2 ) to both sides in (3.14), and using (3.11) and Lemma 3.5, we obtain Ψ(
We fix θ ∈ (0, and then choose ǫ 1 , ǫ 2 and ǫ satisfying
Therefore, we have
Iterating (3.15), we can see that there exists a sufficiently small r 0 > 0 such that for all r < r 0
Therefore, we conclude that Ψ(r) ≤ ǫ * /8. Next, we use the estimates (3.11) and (3.12) to obtain that there is r 1 > 0 such that Q(r) ≤ ǫ * /4 for all r < r 1 . This can be shown by the method of iterations as in (3.15) . Summing up, we obtain Ψ(r)+Q(r) ≤ ǫ * /2 for all r < r 1 , which implies the regularity condition in Proposition 3.1. This completes the proof.
The proof of Theorem 1.2 is given below. Proof of Theorem 1.2. As mentioned earlier, it suffices to show the case that 3/p + 2/q = 3, 2 < q < ∞. We first show that the gradient of velocity is controlled by vorticity. To be more precise, we prove the following estimate (compare to [9, Lemma 3.6]):
Indeed, let ξ be a cut off supported in Q ρ and ξ = 1 in Q ρ
2
. We consider
with h = 0 on ∂B + r 2 ∩{x 3 = 0}. By the mean value theorem of harmonic functions and L p estimates of elliptic equations for each fixed time t
Adding together above estimates,
Taking L q -norm in time and dividing both sides by r, we obtain (3.16). Via the method of iteration, the estimate implies that the scaled norm of gradient of velocity becomes sufficiently small. Since argument is straightforward, we skip its details. We deduce the Theorem via Corollary 1.2.
Appendix
In this Appendix we present the proof of Lemma 3.1 and interior regularity is compared to boundary regularity given in Theorem 1.1.
Proof of Lemma 3.1
As mentioned earlier, the method of proof is quite similar to that of [8, Lemma 8] and main difference is mostly caused by the presence of magnetic field b. Therefore, we give the mainstream of the proof, instead giving all the details.
Proof of Lemma 3.1. For convenience, we denote φ(r) := M b (r) +Q(r). Suppose the statement is not true. So for any α ∈ (0, 1) and C > 0, there exist z n = (x n , t n ), r n ց 0 and ǫ n ց 0 such that
and we define v n , b n and π n as follows:
We also introduce some scaling invariant functionals defined by
where κ * , κ and λ are numbers in (2.1). Let τ n (θ) = T b (b n , θ)+P (π n , θ). The change of variables lead to
On the other hand, v n , b n and π n solve the following system in a weak sense:
with boundary data v n = 0, b n ·ν = 0 and (∇×b n )×ν = 0 on B 1 ∩{x 3 = 0}×(−1, 0). Since τ n (1) = 1, we have following weak convergence:
and (π) B + 1
(s) = 0. Moreover, we note that ∂ s v n and ∂ s b n are uniformly bounded in
) ′ , respectively and we also have
Using the local energy inequality (2.2), ∇v n and ∇b n are uniformly bounded in L 2,2
x,t (Q + 3/4 ), which implies
Its verification is rather standard, we skip its details (compare to [8, Lemma 8] ). We note that u, b and π solve the following linear Stokes system
with boundary data u = 0, b · ν = 0 and (∇ × b) × ν = 0 on B 1 ∩ {x 3 = 0} × (−1, 0). We can show that
).
(4.4)
Indeed, due to Hölder inequality, we see that
Using the local estimates of Stokes system and heat equations near boundary,
We note that, due to (4.5), the righthand side of the above estimate is bounded by C(1 + ǫ n ). According to estimates of the perturbed stokes system near boundary in [27] , u, b are Hölder continuous in Q + 1/2 with the exponent α with 0 < α < 2(1 − 1/λ). Here we fix α 0 = 1 − 1/λ. Then, by Hölder continuity of u, b and strong convergence of the L 3 −norm of v n , b n , we obtain
Next we need to estimateP (π n , θ). LetB + be a domain with smooth boundary such that B 
Using the estimate of Stokes system in Lemma 2.1, we get
Next, we defineṽ n = v n −v n ,b n = b n −b n andπ n = π n −π n . Then it is straightforward thatṽ n ,b n andπ n solve
with boundary dataṽ n = 0,b n ·ν = 0 and (∇×b n )×ν = 0 on B 1 ∩{x 3 = 0}×(−1, 0 
whereκ is the number with 3/κ + 2/λ = 1. Now, by the Poincaré inequality, we havẽ
We note that P 1 (π n , θ) goes to zero as n → ∞ because of (4.7). On the other hand, using the Hölder's inequality, we have
Summing up above observations, we obtain lim inf
Consequently, if a constant C in (4.1) is taken bigger than 2(C 1 + C 2 ) in (4.6) and (4.8), this leads to a contradiction, since
This deduces the Lemma 3.1.
Lemma 3.1 is the crucial part of the proof of Proposition 3.1 and since its verification is rather straightforward (compare to [8, Lemma 7] ), the proof of Proposition 3.1 is omitted.
Interior regularity
In this subsection, we present an interior regularity condition (see Theorem 4.1) and give its proof. As mentioned in Introduction, we very recently became to know that the same result for interior case was obtained in [37] . However, since the proof of ours is different to that of [37] , we give our proof.
We first state the main result for interior case. 
Then, u and b are regular at z = (x, t)
Compared to Theorem 1.1, we remark that the range of q in the interior is wider than that of the boundary case. This is mainly due to difference of estimates of the pressure for the interior and boundary cases. Since proof of interior case is simpler than the boundary case, we give the main stream of how the proof goes.
We first observe that the estimate (3.6) is also valid for the interior case for 1 ≤ q ≤ ∞. Since its verification is rather straightforward, we just state and omit the details (see also [15, Lemma 3.7] ). The other estimates such as M u (r) and Qz,r |u||b| 2 dxdt in Lemma 3.2 is also valid in the interior by following similar arguments, and thus we skip its details. Now we are ready to give the proof for Theorem 4.1. Here all invariant functionals in this subsection are defined over the interior parabolic balls.
Proof of Theorem 4.1. Under the hypothesis (4.9), recalling Lemma 4.1 and Lemma 3.2, we note first that for 4r < ρ u (r). Let ǫ 3 be a small positive number, which will be specified later. Now via estimates (4.11) and (4.15) we consider
where we used Young's inequality. We fix θ ∈ (0, Usual method of iteration implies that there exists a sufficiently small r 0 > 0 such that for all r < r 0 Ψ(r) + ǫ 3 S(r) ≤ ǫ * 2 .
