Abstract-This paper presents a new diversity guided Particle Swarm Optimization algorithm (PSO) named Beta Mutation PSO or BMPSO for solving global optimization problems. The BMPSO algorithm makes use of an evolutionary programming based mutation operator to maintain the level of diversity in the swarm population, thereby maintaining a good balance between the exploration and exploitation phenomena and preventing premature convergence. Beta distribution is used to perform the mutation in the proposed BMPSO algorithm. The performance of the BMPSO algorithm is investigated on a set of ten standard benchmark problems and the results are compared with the original PSO algorithm. The numerical results show that the proposed algorithm outperforms the basic PSO algorithm in all the test cases taken in this study.
INTRODUCTION
The concept of Particle Swarm Optimization (PSO) was first suggested by Kennedy and Eberhart [1] . Since its development is 1995, PSO has become one of the most promising optimizing techniques for solving global optimization problems. It has been shown empirically in many studies to work well, outperforming other optimization techniques such as evolutionary algorithms. Although the rate of convergence of PSO is good due to fast information flow among the solution vectors, its diversity decreases very quickly in the successive iterations resulting in a suboptimal solution. One of the simplest methods to overcome the problem of diversity loss is to capitalize the strengths of EA and PSO together in an algorithm. A variety of methods combining the aspects of EA and PSO are available in literature [2] - [7] etc. Out of the EA operators, mutation is the most widely used EA tool applied in PSO [8] , [9] . The concept of mutation is quite common to Evolutionary Programming (EP), Genetic Algorithms and Differential Evolution. Mutation has been introduced into the PSO as a mechanism to increase the diversity of PSO, and by doing so improving the exploration abilities of the algorithm. Mutation can be applied to different elements of a particle swarm. The effect of mutation depends on which elements of the swarm are mutated. If only the neighbourhood best position vectors are mutated, then effect is minimal, compared to mutation of particle position vectors. Velocity vector mutation is equivalent to particle's position vector mutation, under the condition that the same mutation operator is considered [10] .
There are several instances in PSO where mutation is introduced in the swarm. Some mutation operators that have been applied to mutate the position vector in PSO include Gaussian Mutation [11] - [15] , Cauchy [15] , [16] , Chaos mutation [17] - [19] etc. However, in our knowledge none of the above mentioned techniques uses diversity as a measure to guide the swarm. This paper presents a new PSO algorithm based on EP Mutation with the help of Beta distribution; also it uses a diversity enhancing mechanism to improve the performance of the swarm. The proposed Beta Mutation PSO algorithm is named as BMPSO. The BMPSO algorithm uses diversity threshold values d low and d high to guide the movement of the swarm. The threshold values are predefined by the user.
The rest of the paper is organized as follows: Section II describes the original Particle Swarm Optimization algorithm. In section III, the proposed BMPSO algorithm is discussed; section IV deals with the results and discussion. Finally, this paper concludes with section V.
II. PARTICLE SWARM OPTIMIZATION
PSO is a multi-agent parallel search technique developed by Eberhart and Kennedy in 1995, inspired by social behavior of bird flocking or fish schooling. The particles or members of the swarm fly through a multidimensional search space looking for a potential solution. Each particle adjusts its position in the search space from time to time according to the flying experience of its own and of its neighbors (or colleagues).
For a D-dimensional search space, the position of the i 
. During each generation each particle is accelerated toward the particles previous best position and the global best position. At each iteration a new velocity value for each particle is calculated based on its current velocity, the distance from the global best position. The new velocity value is then used to calculate the next position of the particle in the search space. This process is then iterated a number of times or until a minimum error is achieved. The two basic equations which govern the working of PSO are that of velocity vector and position vector given by:
( 2 ) Here ω is inertia weight, predefined by the user. c 1 and c 2 are acceleration constants. They represent the weighting of the stochastic acceleration terms that pull each particle toward personal best and global best positions. Therefore, adjustment of these constants changes the amount of tension in the system. Low value of these constants allow particles to roam far from the target regions before tugged back, while high values result in abrupt movement toward, or past, target regions [20] . The constants r 1 , r 2 are the uniformly generated random numbers in the range of [0, 1]. The first part of equation (1) represents the inertia of the previous velocity, the second part tells us about the personal thinking of the particle and the third part represents the cooperation among particles and is therefore named as the social component [21] .
III. PROPOSED BMPSO ALGORITHM
The Beta Mutation Particle Swarm Optimization is simple and modified version of Particle Swarm Optimization algorithm; it uses Beta distribution to mutate the particle. The BMPSO algorithm has two phases namely attraction phase and mutation phase. The attraction phase is same as that of the classical PSO, while in the mutation phase the swarm particles position vectors are mutated using Beta Distributed Mutation (BDM) operator. The BDM operator is EP based mutation operator and is defined as:
where,
normally distributed random number with mean zero and standard deviation one.
indicates that a different random number is generated for each value of j. τ and τ′ are set as n 2 / 1 and
respectively. Betarand j () is a random number generated by beta distribution with parameters less than 1.
The BMPSO starts like the classical PSO i.e. it uses attraction phase (Eqn. (1)) for updating velocity vector and uses (2) for updating position vector. In this phase, the swarm contracts rapidly due to the fast information flow among the particles, as a result, the diversity also decreases consequently the chances of the swarm particles to get trapped in some local region or some suboptimal solution also increases. In BMPSO algorithm, we keep a check on the decreasing value of diversity with the help of a user-defined parameter called d low . When the diversity of population drops below, d low , it switches over to the mutation phase, with the hope of increasing the diversity of the swarm population and thereby helping the swarm to escape the possible local regions. This process is repeated until a maximum number iteration is reached or the stopping criterion is reached.
The Beta distribution used in this study has the probability density function, Update P i and P g Step 9 If (Stopping criteria is reached) then go to step 10 Else go to step 5
Step 10 Print the global best particle and the corresponding fitness function value
IV. EXOERIMENTAL SETTINGS AND NUMERICAL RESULTS
For comparison of PSO and BMPSO algorithms, a collection of 10 standard benchmark problems with box constraints is considered. Mathematical models of the problems along with the true optimum value are given in Table I . The entire set of test problems taken for the present study is scalable i.e. the problems can be tested for any number of variables. However, for the present study we have tested the problems for dimensions 10, 30 and 50.
In order to make a fair comparison of basic PSO and the proposed BMPSO algorithm, we fixed the same seed for random number generation so that the initial population is same for both the algorithms. The population size is taken as 20 for all the test problems. A linearly decreasing inertia weight is used which starts at 0.9 and ends at 0.4, with the user defined parameters c 1 =2.0 and c 2 =2.0. For each algorithm, the maximum number of generations is set as 1000, 2000 and 3000 generations for dimensions 10, 30 and 50 respectively. . A total of 30 runs for each experimental setting were conducted.
The diversity measure of the swarm can be calculated as [10] :
where S is the swarm, n s = ¨S ¨is the swarm size, n x is the dimensionality of the problem, x ij is the j'th value of the i'th particle and ) (t x j is the average of the j-th dimension over all particles, i.e. s n
The results of the given benchmark problems for dimension 30 are shown in Table II in terms of mean best fitness, standard deviation, diversity, the improvement (%), and t-values of proposed BMPSO algorithm in comparison with original PSO. In addition, we have tested the benchmark problems f 1 -f 6 with the two more different dimensions 10 and 50; the corresponding results are given in Table III . Figures 1 -6 shows the performance curves of PSO and BMPSO algorithms. From the numerical results of Table II , we can see that the proposed algorithm perform better than the original PSO algorithm by a significant difference. The first test function f 1 is Rastringin function, which is a multimodal function. For this function, BMPSO gave a remarkable percentage of improvement of approximately 72% in comparison with PSO. For the function f 2 , which is also a multimodal function, the proposed BMPSO algorithm performs much better than the original PSO algorithm. For the functions f 4 and f 10 , the proposed BMPSO algorithm performs little better than PSO, in these test cases BMPSO algorithm gave approximately 4% improvement in comparison to original PSO. Likewise all the other test cases also we can see that there is a noticeable percentage of improvement in average mean value by using the proposed diversity based mutation algorithm. From the numerical results of Table III also, we can see that the proposed algorithm gave better results than PSO. 
V. CONCLUSION
In this paper, a simple and modified version of Particle Swarm Optimization named BMPSO has been proposed. The novelty of the present work is the use of diversity for activating the mutation. Another new feature is the use of a beta distributed mutation operator. The performance of BMPSO algorithm is tested with ten standard benchmark functions with various dimensions 10, 30 and 50. The empirical results show that the proposed BMPSO algorithm is efficient than the original PSO algorithm and is quite competent for solving problems of dimensions up to 50. Thus, from the numerical results it is concluded that the BMPSO algorithm is simple and yet effective algorithm for solving different kind of optimization problems.
