Abstract. In this paper we introduce a class of nonlinear data generating processes (DGPs) that are first order Markov and can be represented as the sum of a linear plus a bounded nonlinear component. We use the concepts of geometric ergodicity and of linear stochastic comovement, which correspond to the linear concepts of integratedness and cointegratedness, to characterize the DGPs. We show that the stationarity test due to Kwiatkowski, Phillips, Schmidt and Shin (1992) , and the cointegration test of Shin (1994) are applicable in the current context, although the Shin test has a different limiting distribution. We also propose a consistent test which has a null of linear cointegration (comovement), and an alternative of "nonlinear cointegration". Monte Carlo evidence is presented which suggests that the test has useful finite sample power against a variety of nonlinear alternatives. An empirical illustration is also provided.
Introduction
In most econometric applications there is little theoretical justification for believing in the correctness of linear specifications when modeling economic variables. In consequence, nonlinear time series models have received increasing attention during the last few years (for example, see Tong (1990) , Granger and Teräsvirta (1993) , Granger (1995) , Granger, Inoue and Morin (1997) , Anderson and Vahid (1998) , and the references contained therein). Nevertheless, when nonlinear models are specified, correct inference requires some knowledge as to whether the underlying data generating processes (DGPs) are stationary and ergodic in some appropriate sense, or instead have trajectories that explode with positive probability as the time span approaches infinity. In the linear case it is common to test for unit roots in order to check whether a series is integrated of order 1, denoted I (1), or integrated of order 0, denoted I (0), where a process is said to be I (d) if the scaled partial sum of its d-th difference satisfies a functional central limit theorem (FCLT) . If one has two or more I (1) series, it is common to test for cointegration in order to determine whether there exists a linear combination of the variables which is I (0). However, the concepts of integratedness and cointegratedness typically apply to linear DGPs, in the sense that the conditional mean is assumed to be a linear function of a set of conditioning variables. In contrast, strictly convex or concave transformations of random walks have a unit root component, but they are not I (1), in the sense that their first differences need not be short memory processes (Corradi (1995) ).
In this paper we examine nonlinear DGPs that are first order Markov and can be represented as the sum of a linear plus a bounded nonlinear component. For such DGPs, we exploit results by Chan (see the appendix to Tong (1990) ) to obtain simple conditions for distinguishing between processes that are geometric ergodic (and thus strong mixing) and processes having trajectories that explode with positive probability as T . Using these conditions, we replace the concept of cointegratedness with the concept of linear stochastic comovement. Specifically, if X = (X i,t , i =1,2,...,p, t =1,2,.. 
.,T) is a nonergodic
Markov process in R p , in the sense that the trajectories explode with positive probability as T , but there exists an r dimensional linear combination, say ´0X t , with  0 a full column rank pr matrix (r < p)
that is ergodic in R r , then there is linear stochastic comovement among the components of X. We use the term "Markov process" to mean a process in which the state space is continuous and time is discrete.
Note that our approach differs from that of Granger and Hallman (1991) . According to their terminology, two long memory series, say X t and Y t , have an attractor if there exists a linear combination of nonlinear functions of X t and Y t , say g(X t )  h (Y t ) that is short memory. In contrast, we consider the case of linear combinations among the components of nonlinear and nonergodic Markov processes that form nonlinear and ergodic Markov processes. For our class of nonlinear DGPs, the null hypothesis of ergodicity and the null hypothesis of no unit root can be formulated in the same way. Similarly, the null hypothesis of linear stochastic comovement and the null hypothesis of cointegration can be formulated in the same way. Thus, the presence of stochastic comovement implies the presence of cointegration among the linear components of our nonlinear models, and vice versa. Given this framework, one of our main goals is to propose a "nonlinear cointegration" test, for which the null hypothesis is linear cointegration, and the alternative is nonlinear cointegration. The test which we propose is consistent against a wide variety of nonlinear alternatives, including neural network models with sigmoidal activation functions (e.g. logistic cumulative distribution functions (cdfs)). We show using a series of Monte Carlo experiments that our nonlinearity test has the ability to distinguish between a variety of linear and nonlinear models for moderate sample sizes.
As we typically do not have information concerning the precise form of the nonlinear component,
we examine the effect that neglected nonlinearities have on tests for the null of stationarity (unit root) and for the null of cointegration (no cointegration). We note that in the presence of neglected nonlinearities, tests with a null hypothesis of integratedness, as well as tests with a null hypothesis of no cointegration, do not have easily determined limiting distributions. This is because in the presence of neglected nonlinearities the innovation terms are no longer strong mixing and in general do not satisfy standard invariance principles. Consequently, standard unit root asymptotics no longer necessarily apply. Along these lines, we first examine the stationarity test proposed by Kwiatkowski, Phillips, Schmidt, and Shin (1992: KPSS) . We show that this test has a well defined limiting distribution under the null hypothesis of general nonlinear stationary-ergodic DGPs and has power not only against the alternative of integratedness, but also against alternatives involving a range of nonlinear-nonergodic processes. Second, we show that the Shin (1994) test for the null hypothesis of cointegration can be used to test for stochastic comovement, although the limiting distribution of the test is different. Interestingly, the ADF unit root and Johansen cointegration tests no longer have straightforward limiting distributions in general. Nevertheless, we
show using a series of Monte Carlo experiments that these tests may still be reliable in practice, in the sense that they exhibit moderate bias and reasonable power (e.g. the empirical power is more than 0.5 for samples as small as 250 observations when the nonlinear component in our model is a logistic cdf).
The rest of the paper is organized as follows. In Section 2 we describe our set-up. In Section 3, we examine stationary-ergodicity and cointegration (comovement) tests. In Section 4 we propose a test for distinguishing between linear and nonlinear cointegration. In Section 5 we summarize the results from a series of Monte Carlo experiments, while Section 6 contains an empirical illustration. Section 7 concludes. All the proofs are collected in an Appendix. In the sequel, => denotes convergence in distribution; W denotes a standard Brownian motion.
Assumptions and Preliminary Results
We start by considering the following DGP: Furthermore, g 0 is not everywhere equal to zero.
Although A3 is a somewhat strong assumption, it should be noted that a wide variety of nonlinearities are contained within the class of DGPs which we examine. For example various neural network models with sigmoidal activation functions satisfy A3. Examples include feedforward artificial neural networks with a single "hidden unit" and either logistic or normal cdfs (see e.g. Kuan and White (1994) ).
Other examples of functional forms for g 0 include modified exponential autoregressive models where Tong (1990) In the sequel we specialize Definition 2.2 to the DGP given in (2.1). For this reason, we use  0 in (2.1). Now let   A  I, where I is the pp identity matrix. We assume either of the following:
, where  and  0 are full column rank pr matrices, r < p. The eigenvalues of , say  i ,
A4(ii). A = I.
Proposition 2.3: Assume that (2.1), and A1-A4(i) hold. Then: (i) X is a nonergodic Markov process in
(ii) ´0X t is a geometric ergodic Markov process in R r which has an invariant probability measure, , that is absolutely continuous with respect to the Lebesgue measure () in R r , and which has density
It follows that there is stochastic comovement among the components of X (from Definition 2.2).
Proposition 2.4:
Assume that (2.1), A1-A3, and A4(ii) hold. Then both X and ´0X are nonergodic Markov processes in R p and R r , respectively. It also follows that
The ergodicity of the process defined in (2.1) is implied by the stability of the associated deterministic dynamical system. This allows us to analyze the ergodicity of the stochastic system by examining the eigenvalues of A or . This means that the same conditions which ensure the ergodicity of the linear part of our model also ensure the ergodicity of the entire nonlinear process. Thus, for the processes which we are considering, the existence of stochastic comovement is equivalent to the existence of cointegration among the linear components in the model. In particular, the existence of r comovement vectors implies the existence of r cointegrating vectors in the linear part of the model. For brevity, we refer to this subsequently as just "cointegration."
Observe that in the case where A I == 0´t here is a clear interpretation of the argument of g 0 in terms of cointegrating vectors. On the other hand when A =I, g 0 depends on some generic linear combination of the X´s. Thus under A4(i), the nonlinear component is a geometric ergodic process, while under A4(ii), the nonlinear component is a nonlinear nonergodic process. In order to keep a "continuous" relationship between the arguments of g 0 and A I, we could consider the following variation of (2.1):
where  0 is a pr (r<p) matrix, 0 is a p(pr) matrix of zeroes, and  0 =0 when r =0. Thus, when r =0, X t is an I (1) process with a deterministic trend component. It should be noted that all the theorems below hold for this special case. (This point was kindly communicated to us by Herman Bierens.)
The following facts will be frequently used in the paper.
Fact 2.5 (from Athreya and Pantula (1986) , theorem 1): Geometric ergodic discrete time Markov processes are strong mixing. Further, the speed at which the mixing coefficient declines to zero is proportional to the speed at which the transition distribution converges to the invariant probability measure.
Thus, when the transition distribution approaches the invariant probability measure at a geometric rate, the mixing coefficients also decay at a geometric rate.
To ensure the next fact, we add another assumption.
A5. X 0 is a random p-vector and ´0X 0 is drawn from a density , where  is the density associated with the invariant probability measure, , as defined in Proposition 2.3(ii).
Fact 2.6 (from Meyn (1989) ): For (2.1), if A1-A4 (i) and A5 hold, then ´0X t has density  for all t =1,2,...,T. Thus X is strictly stationary, in addition to being a geometric ergodic process (and thus strong mixing).
Testing for Stationarity-Ergodicity and for Linear Stochastic Comovement
We begin by considering the one-dimensional case, (i.e. p = 1), and the test proposed by KPSS (1992) . Without loss of generality assume that  0 = 1, so that (2.1) can be written as:
The null hypothesis considered by KPSS (1992) is rather general and includes (3.1) when  < 1, and A5 holds. However, the alternative is somewhat restrictive, as X t is assumed to be an integrated time series characterized by the sum of a random walk component, a stationary (short memory) component, and possibly a time trend component. This alternative does not include nonlinear nonergodic DGPs such as (3.1), with  = 1. For this case the first difference of X t is not a strong mixing process, in general, as it displays "too much" memory. Nevertheless, we show below that the statistic proposed by KPSS (1992) does have power against (3.1) with  = 1.
Theorem 3.1: Assume that (3.1), and A1-A3 hold.
(i) If |  | < 1, and A5 holds, then
where
T X t , and
where C T   and T
Part (i) of Theorem 3.1 ensures that the distribution under our null is exactly the same as the distribution of the KPSS (1992) El-Gamal (1993, 1997) have proposed a test for the null hypothesis of ergodicity. Their test is based on the convergence of Cesaro averages of the iterates from different initial densities, has the correct size under the null, regardless of whether the process is stationary or not, and has power against the alternative of non-ergodicity, given a maintained assumption of stationarity.
Now we turn to the case where p>1, and examine the cointegration test of Shin (1994) . Although our testing framework holds for arbitrary finite p, for simplicity we limit ourselves to the case of p = 2,r =0,1. The extension to the case of p > 2 gives no further insight into the effect of neglected nonlinearities. As mentioned in Section 2, the existence of stochastic comovement is equivalent to the existence of cointegration, in the current context. Thus, tests that have (no) stochastic comovement under the null hypothesis are equivalent to tests that have (no) cointegration under the null. In this section we consider the following two DGPs:
and
3) we have that
so that
As ´0X t is a geometric ergodic process, ´0X t is also a geometric ergodic process.
It is convenient to use a triangular representation of (3.3):
where 8) and g 0,i , i =1,2 denotes the i th component of g 0 .
In order to test the null hypothesis of stochastic comovement, we use the statistic proposed by Shin (1994) for testing the null of cointegration. Although stochastic comovement and cointegration are equivalent concepts, we show that, unless E(v 1,t ) = 0 for all t, the distribution that we obtain under our null hypothesis differs from that obtained by Shin. The underlying intuition is that unless E (v 1,t ) = 0, X 1,t displays a deterministic trend component. In fact, we can write X 1,t in (3.6) as
where E(v 1,t ) =  for all t, as under A5, v 1t is strictly stationary. X 2,t can be written in an analogous way. The role of the comovement vector is to "cancel out" both stochastic and deterministic trends when the linear combination, X 2,t   0 X 1,t , is formed. Furthermore, X 2,t   0 X 1,t is an ergodic process. As X 1,t is dominated by its trend component, the estimator of the comovement vector is T 3/2 consistent.
Also, the asymptotic distribution of T 3/2 ( T   0 ), where  T is the coefficient from the regression of X 2,t on X 1,t and a constant term (as in (3.6)), differs from the asymptotic distribution for the driftless case.
Note that the only difference between X 2,t in (3.6) and equation (2) in Hansen (1992a) is that E (v 2,t ) =   0, so that we need to introduce a constant term into our cointegrating regression.
Theorem 3.2:
Assume that (3.3), and A1-A4(i), A5 hold, and that E (v 1,t )  0. Then
, as defined in (3.8), and W s is a standard one-dimensional Brownian motion.
As in Theorem 3.1(i), we require only that the first moment of X t is constant, and A5 ensures this.
The same is also true for Theorem 3.3(i) below.
Note that
W s ds) = 1/4. Thus, the limiting distribution in Theorem 3.2 is normal. The representation of the limiting distribution given in Theorem 3.2 is more convenient for computing the limiting distribution of the test for the null of stochastic comovement (cointegration).
where  12 =0 and E(W 1,t ,W 2,t ) = 0 for all t, only if E (v 1,t ,v 2,s ) = 0 for all t,s. Nevertheless, for a wide class of nonlinearities E (v 1,t )  0 , for all t (see below). Under the alternative of no stochastic comovement,  T is bounded in probability. This holds even though we do not obtain a limiting distribution. (The reason why we do not obtain a limiting distribution is because the partial sum of the nonlinear com-ponent, in general, does not satisfy a standard invariance principle.)
We now show that the Shin (1994, equation (6)) C  test can be applied to test the null hypothesis of stochastic comovement, although the limiting distribution under the null is different. Let  t be the residual from the regression of X 2,t on X 1,t and a constant term.
Theorem 3.3: (i) Assume that (3.3), and A1-A4(i), A5 hold, and that E (v 1,t )  0. Then,
(ii) Assume that (3.2), and A1-A3, A4(ii) hold. Then,
From part (i) of Theorem 3.3 note that the asymptotic distribution under the null is a functional of only one Brownian motion W s , where W s is the weak limit, properly rescaled, of the partial sums of
. Thus, the asymptotic behavior of the statistic is not affected by whether v 1,t and v 2,t in (3.7) and (3.8) are correlated or not. As mentioned above, this is due to the fact that the asymptotic behavior of X 1,t is dominated by its trend component. This differs from the linear case, In practice we do not know whether E (v 1,t )=0 or not. If E (v 1,t )0, then the critical values tabulated above should be used. On the other hand, if E (v 1,t ) = 0, then the asymptotic distribution of our test is the same as that of C  in Shin (1994, Theorem 1), provided E (v 1,t v 2,t ) = 0. Given these facts, we suggest applying the comovement test in the following way. If the test statistic is less than our critical value, accept the null of (cointegration) comovement. On the other hand if the test statistic is above Shin's critical value for C  , we have evidence of the absence of cointegration (comovement) . If the test statistic falls in the region between the two critical values (say the "intermediate region"), construct the following Shin (1994) .)
Note that the use of d T may result in the false rejection of E(v 1,t )=0 when there is no cointegration (comovement) and the nonlinear component has zero mean. However, in this case we still reject the null of cointegration (comovement), which is the correct inference.
Testing for Nonlinear Cointegration
In this section we propose a test for the null of linear cointegration (comovement) against the alternative of nonlinear cointegration (comovement). A number of papers which examine nonlinear cointegration have recently appeared. For example, Balke and Fomby (1997) propose a test for threshold cointegration. Also, Granger (1995) In our test, cointegration is maintained under both the null and the alternative hypothesis. Let  t be the residual and  be the slope coefficient from the least squares regression of ´TX t on  T´Xt 1 and a constant, where ´T=( T, 1) and  T is the coefficient from the regression of X 2,t on X 1,t and a constant. Thus,
Under the null of no nonlinearity, we have
so that  t is uncorrelated with any function of ´0X t 1 . Under the alternative of nonlinearity of the type
, and
Under the alternative,  t includes the neglected nonlinear term (g 0 (´0X t 1 )  E(g 0 (´0X t 1 ))), where
 1 ,1). Thus,  t is correlated with some function of ´0X t 1 . If we use as a test function, call it g, an exponential, as in Bierens (1990) , or any other generically comprehensive test function, as described in Stinchcombe and White (1998, Section 3, hereafter SW) , then under the alternative
for all   T, a subset of R whose complement T c has Lebesgue measure zero and is not dense in R.
Given the  T consistency of  T and the T 3/2 consistency of  T under the alternative, we also have
where M   0, for all   T.
According to Theorem 3.10 in SW (1998), if g is a real analytic function, then g delivers a consistent test, regardless of g 0 , provided that g is not a polynomial. One natural choice for g is the logistic cdf, as it is a non-polynomial real analytic function.
As the parameter  is not identified under the null hypothesis, our test falls into the class of tests with nuisance parameters present only under the alternative. Thus, although the asymptotic size of the test statistic is not affected by the actual value of , the finite sample size will be affected, while the power will be affected both in finite samples and asymptotically. Consider the following two DGPs:
where  0 =  2  0 . Assume that  satisfies A4(i), g 0 satisfies A3, and  t satisfies A1 and A2. From (4.3)
note that:
and from (4.4) note that:
where = 1  1 + 2  2 . The proposed test is based on the statistic:
where ĝ
It is shown in the proof of Theorem 4.1 that (4.5) can be written as:
T g (´0X t 1 ). From the central limit theorem for strong mixing processes (e.g. White scaled by  T 2 is a zero mean normal, where
and  T 2 >  0 2 as T  . A convenient estimator for  0 2 is given by:
A6. The test function g is a real non-polynomial analytic function, with bounded first two derivatives.
Note that various sigmoidal functions (e.g. the logistic cdf) satisfy A6. 
for each   T, and  l T 2 defined in (4.8). The same result follows when g 0 is a constant.
(ii) For DGP (4.4), suppose that A1-A4(ii), A5-A6 hold, and that g 0 is not a constant. Then for each T,
Note that strict stationarity is required only under the alternative, as the first moment of (4.3) is constant.
In fact, in Theorem 4.1(ii), as in Theorems 3.1(i), 3.2 and 3.3(i) above, we impose A5 simply because it implies the constancy of the first moment. Also, note that the case where g 0 is constant is covered by the null hypothesis.
In the current context we do not provide a "sup" type result, as in Bierens (1990) and SW (1998), for example. The intuitive reason for this is that the o p (1) term in (4.6) holds pointwise in , but not necessarily uniformly in . As will become clear in the proof of Theorem 5.1, this is due to the fact that in the nonstationary case, we cannot invoke the usual uniform law of large numbers. We appeal instead to invariance principles and to results on convergence to stochastic integrals that hold pointwise in , but not necessarily uniformly.
As mentioned above, although the asymptotic size of the test statistic is not affected by the choice of a particular , the finite sample size and power are affected. There are at least two ways of addressing this issue. First, we can construct the statistic for different 's and apply Bonferroni type bounds as in Lee, White, and Granger (1993) , for example. Second, let  1 ,..., p be chosen according to a particular design (e.g. randomly), and let Ĝ be a consistent estimator of Cov( t  i , t  k ), so that Ĝ is the matrix whose i,k element is given by
is defined in (4.9), and  t  is defined as in (4.9), but with ´T replaced with ´0. Then,
, for arbitrary and finite p. Whether the above result also holds for p =p T , with p T   at an appropriate rate as T  , is left for future research.
Monte Carlo Results
In this section, a summary of Monte Carlo experiments based on the above tests, and for samples of 100, 250, and 500 observations, is given. For the sake of brevity, much of the discussion focuses on the nonlinear cointegration (NLCI) test.
Before turning to our finite sample NLCI test results, it is worth reiterating that unit root and cointegration tests are not generally robust to the inclusion of nonlinearities. As noted above, however, it turns out that the KPSS (1992) stationarity and the Shin (1994) cointegration tests have well defined limiting distributions and unit asymptotic power, in our context. The same cannot be said for the augmented Dickey-Fuller (ADF) unit root test. In particular, note that under the null hypothesis of a unit root, if we neglect to account for the nonlinear component, the error term is given by  t = t +g 0 ( . ), where g 0 ( . ) is generally not a strong mixing process. Thus, standard unit root asymptotics no longer apply, and the usual limiting distribution of the ADF test statistic is typically no longer valid (see e.g. Ermini and Granger (1993) ). On the other hand, under the alternative of no unit root, the error term is a strong mixing process, so that we expect ADF tests to have resonable power in large samples. 
where X t is a scalar,  t is a scalar IN(0,1) random variable, g 0 ( . ) is the logistic cdf, and a=0 (results for a0 and for different g 0 ( . ) are qualitatively similar, and are available upon request from the authors).
Notice that in the table, b varies from -0.9 to 1.0, so that empirical power for a variety of different parameterizations, and empirical size (b =1) is reported. Also, note that the parameter c is alternately -0.5, -0.1, 0.1, and 0.5. Here and below, results based on 5% nominal size tests are reported (results for 10% size tests are similar, and are not included for the sake of brevity). The finite sample power of the ADF test is good (power is always close to or equal to unity, except when | b | =0.9), as expected. The finite sample size of the ADF test is between 0.084 and 0.056, even for samples of 100 observations, and improves as we move from 100 to 500 observations, when   is used. This suggests that within our context, the ADF test can still be used to signal the presence of a unit root, even when a bounded nonlinear component is added to the DGP, as long as   is used. This is perhaps not surprising, as the mean of g 0 ( . ) is not generally zero. In summary, one might argue in favor of using   in our context, as the finite sample size is closer to the nominal size than when  and   are used. Further, the finite sample power of the   test is comparable to the power associated with the use of  and   , except when b=0.9. Table 2 reports the results from a Monte Carlo experiment based on the Johansen cointegration test, using data generated according to:
where X t =(X 1,t ,X 2,t )´is a 2x1 vector,  t is a 2x1 vector whose components are distributed IN(0,1),
e=(e 1 ,e 2 )´, and f=(f 1 , f 2 )´. The values used for e are e 1 =e 2 =0 (empirical size), and e 1 =0.2, e 2 = {0.2,0.4,0.6} (empirical power). This DGP is the same as that used in Park and Ogaki (1991) , except that we also include a nonlinear component. Note that in Table 2 it is clear that the empirical power of the Johansen test is quite good (always above 0.895, even for samples of only 100 observations) only for the Trace 2 test, which includes an intercept in the differenced vector autoregression (the intercept in the DGPs is nonzero). However, even for the Trace 2 test, the empirical size is only relatively close to the nominal size (e.g. 0.086 for T=100, and lower for higher values of T) when the nonlinear component enters only one of the equations in the system (i.e. f 2 =0). Thus, the Johansen test performs more poorly when the complexity of the nonlinearity in (5.1) is increased. This is perhaps not too surprising, given that the Johansen test is not valid in our context.
We now turn to a discussion of our results based on the NLCI test. In order to illustrate the performance of out test statistic under various scenarios, the results of three different experiments are reported.
In all cases, the nonlinear function used in the construction of the NLCI test is g(x)=(2/(1+e x ))1. The data are generated according to (5.1), with: 
Note that the experiment reported in Table 5 uses data which are generated according to two different forms of nonlinear error-correction, depending on how far x is from the origin, and hence the DGP used is a type of threshold error correction model. However, note that in this case the nonlinear function is discontinuous at /2, so that assumption A3 is not satisfied. Thus, the results in Table 5 and DGPs, when l T =0. The empirical size of the test is reported in the first four rows of entries in Table 3 .
For l T =0, the empirical size ranges from 0.038-0.050 for 100 observations, and 0.051-0.053 for 500
observations. Note also that for l T 3, the empirical size is low when 100 observations are used (the range is 0.018-0.024), but is much closer to the nominal size (the range is 0.045-0.047) when 500 observations are used.
Empirical Illustration
Nonlinear models have been used in empirical studies with varying degrees of success in recent years. Examples of such models include: smooth transition autoregressive models (Teräsvirta and Anderson (1992) ), threshold autoregressive models (Pesaran and Potter (1997) ) and Altissimo and Violante (1995) , nonlinear error correction models (Granger and Swanson (1997) ), threshold error correction models (Balke and Fomby (1997) ), and the references contained therein. In this section, we do not estimate new varieties of nonlinear models, but rather, we illustrate the use of the nonlinear error-correction test discussed above. In order to do this, we examine data on the term structure of interest rates, which have been kindly provided to us by Heather Anderson. The data consist of monthly nominal yield to maturity figures from the Fama Twelve Month Treasury Bill Term Structure File, for the period January 1970 through December 1988. Six variables, denoted R1-R6, are examined, and correspond to Treasury bills with one month to maturity, Treasury bills with two months to maturity, and so on, up to bills with 6 months to maturity. A detailed discussion of the data is given in Hall, Anderson, and Granger (1992) , as well as in Anderson (1997) .
We consider three types of tests: (i) For the one dimensional case, we construct both the ADF statistic for the null hypothesis of a unit root and the KPSS (1992) test, described in Section 3, for the null of stationarity/ergodicity. (ii) For the two dimensional case, we construct the Johansen "trace" test statistic (1988, 1991) for the null of no cointegration, and the Shin (1994) test for the null of cointegration (comovement). For the latter cointegration test, we compare the results using both the critical values in Shin (1994) and the critical values reported above. (iii) Also for the two dimensional case, we perform the test for nonlinear cointegration described in Section 5.
Test results are reported in Table 6 ). Entries superscripted * (**) denote rejection of the null hypothesis of linear cointegration (comovement) in favor of nonlinear cointegration at a 5% (10%) level. Thus, for the pair of series consisting of (R1,R2), some evidence of nonlinear cointegration is found, regardless of the value of l T . Weaker evidence (i.e. rejections
for some values of l T ) of nonlinear cointegration is also found for (R1,R3), (R1,R4), and (R1,R5). Based on a comparison of linear and nonlinear 1-step ahead forecast errors, Anderson (1997) finds evidence of nonlinear error correction among the variables considered here, consistent with our findings.
Conclusions
In this paper we introduce a class of nonlinear Markov processes characterized by the sum of a linear component plus a bounded nonlinear component. In the one dimensional case, the ergodicity of the process is equivalent to the absence of a unitary or explosive root, and in the multidimensional case the existence of linear stochastic comovement is equivalent to the existence of cointegration.
We show that the statistic proposed by Kwiatkowski, Phillips, Schmidt, and Shin (1992) has a well defined limiting distribution under the null of general stationary-ergodic nonlinear processes, and has power not only against the alternative of integratedness, but also against the alternative of a more general nonlinear nonergodic process. We also show that the cointegration test statistic proposed by Shin (1994) is consistent, in our context, although the critical values of the test are quite different from those tabulated by Shin (1994) for the linear case. Finally, we propose a consistent test for the null hypothesis of linear cointegration against the alternative of nonlinear cointegration (NLCI). In a series of Monte Carlo experiments, we find that the NLCI test has good finite sample size and power. Further, in an illustration of the NLCI test in which we examine the term structure of interest rates, we find some evidence that bivariate models of interest rates of different maturities may be nonlinearly cointegrated. 0)) . Assume that the associated deterministic system, say x t , is given by x t =H(x t 1 ). The proposition follows from theorem 4.3 of Tong (1990) , once we have shown that his assumptions B1-B3 are satisfied. First, note that A1-A3 imply B2-B3. It remains to show that B1 is satisfied. As lim | |x | | (g 0 (x)g 0 (0))/ | | x | | =0 from theorem 1.3.5(a) in Kocic and Ladas (1993) , it follows that H is asymptotically stable at large, so that B1 is satisfied.
Proof of Proposition 2.1: Note first that
X t = AX t 1 + (g 0 ( 0 1´X t 1 ..., 0 j´X t 1 )  g 0 (0)) + ( t +g 0 (0)) = H (X t 1 ) + ( t +g 0 (
Proof of Proposition 2.3: (i) Let
As X t is a linear component, from Johansen (1988) and from the Granger representation theorem (Engle and Granger (1987) ), it follows that the Wold representation for X t is X t = C(L) t . Using the Beveridge-Nelson (1981) decomposition it follows that X t = C(1) (ii) The result follows from the fact that ´0X t satisfies the assumptions of Proposition 2.1.
Proof of Proposition 2.4:
Using the arguments from the proof of Proposition 2.3, and by setting A =I, it
where B 2 is a p-dimensional Brownian motion with covariance matrix equal to , the result follows by the same argument used in the proof of Proposition 2.3(i).
Proof of Theorem 3.1: (i) First, note that
Brownian motion. Also, by Fact 2.6, X t is a strictly stationary mixing process, with mixing coefficients decaying at a geometric rate. Furthermore, given A2, X t is fourth order stationary. Thus, by lemma 1 in Andrews (1991) , X t E (X t ) satisfies his Assumption A. Given that X _ _ is T 1/2 -consistent for the true first moment, from theorem 1(a) in Andrews (1991) , it follows that ŝ l T 2   X 2 in Prob. The result then follows by the continuous mapping theorem.
(ii) We need to show that the numerator of S T , say
2 explodes at a faster rate than does
. First, consider the numerator. Under the alternative,
where  _ and g _ 0 denote sample means. From KPSS (1992, p.168), we know that
and W is a standard Brownian motion. Now, as g 0 is bounded, it follows that
. Turning now to the denominator, note first from KPSS (1992, p.168) , that it follows that
In order to prove part (ii), it thus suffices to show that
Proof of Theorem 3.3: (i) Let
As T 3/2 ( T  0 )=O p (1), and using the same argument used in the proof of Theorem 3.1(i), it follows that
The result follows.
(ii) Recall that
Given that X 1,t and X 2,t are of the same order of probability (note that the nonlinear components, g 0,1 ,g 0,2 , depend on the same argument, ´0X t ),  T =O p (1).
2 will explode at rate Tl T 1 , by the same argument used in the proof of Theorem
3.1(ii).
Proof of Theorem 4.1: (i) Recall that  T is the slope coefficient from the regression of X 2,t on X 1,t and a constant, and  T = ( T ,1). Let  t be defined as in equation (4.1), and ĝ
.
We want to show that
As the ninth term on the RHS of (A2) converges to zero faster than the fifth term, and the tenth term vanishes faster than the sixth, we can neglect them.
, where E(v 1, j ) = 0 for all j. Note that when g 0 is a constant, then
, and E(v 1, j )  0 for all j. By twice applying the mean value theorem, it turns out that
where D k g denotes the k th derivative of g with respect to its argument, and  * = ( * ,1)´, with
using the same majorization argument which is used above. By an analogous argument, the fourth, fifth and sixth terms are o p (1). Given that T( T  0 ) = O p (1), from the same argument used in the proof of Theorem 3.1(i) we have that s l T 2   0 2 in Prob. The result follows. Note also that when g 0 is a nonzero
, and E(v 1, j )  0 for all j. Thus, the same arguments used above apply when g 0 is a nonzero constant.
(ii) Under the alternative,
, where  *   0 . Now all of the terms on the RHS of (A2), except for the first and the seventh are o p (1), by an argument analogous to that used in part (i), and by the law of large numbers for strong mixing processes, The data are monthly Treasury-Bill nominal yield to maturity figures for the period 1970:1-1988:12. R1 is the series for bills with one month to maturity, R2 is the series for bills with two months to maturity, and so on up until R6 which is the series for bills with 6 months to maturity. Panel A contains augmented Dickey-Fuller (ADF) and KPSS (1992) test statistics (as discussed above). For the ADF tests, the "lag augmentations" used is in brackets, chosen based on an examination of residual autocorrelations. All starred entries in Panel A correspond to evidence of a unit root (non stationary-ergodicity) at the 5% level using critical values from KPSS (1992) or MacKinnon (1991) . In Panel B, the second column contains the Johansen (1988 Johansen ( , 1991 trace test statistics, where the associated vector autoregressions are estimated with a constant in the cointegrating relation, a linear deterministic trend in the data (results were the same without the deterministic trend), and 6 lags of each variable (similar results were found for the 12 lag case). Starred entries indicate rejection of the null hypothesis of no cointegration (in favor of cointegrating space rank of unity) using the 5% level critical value. The last 8 columns of Panel B contain Shin (1994) cointegration (comovement) and nonlinear error correction test statistics. For each of these two statistics, values are tabulated for l T =0,1,4,8 . For the Shin-type tests, superscripts V and VV denote failure to reject the null hypothesis of cointegration (comovement) using the 5% and 1% (respectively) critical values in Section 3 of the paper, while superscripts C and CC are the same, but use the critical values of Shin (1994) . For the nonlinear cointegration test (last 4 columns), values of the statistic, (m T  ) 2 , which is used in the modified Bonferroni bound of Hochberg (1988) defined as  = min j =1,...,m (m  j + 1)P (j) , where P (j) is the p-value of the test statistic, is reported Here the values used for  are  = {2.0, 5.0, 8.0, 10.0}, so that m=4. Modified Bonferroni bounds are given in brackets below statistic values. Rejections of the null of linear cointegration in favor of the alternative of nonlinear cointegration at a 5% and 10% size are denoted by superscripts * and **, respectively. The nonlinear function used in test statistic construction is the logistic cdf.
