This paper introduces a new extragradient-type method to solve the multiple-sets split equality problem (MSSEP). Under some suitable conditions, the strong convergence of an algorithm can be verified in the infinite-dimensional Hilbert spaces. Moreover, several numerical results are given to show the effectiveness of our algorithm.
Introduction
The split feasibility problem (SFP) was first presented by Censor et al. [] ; it is an inverse problem that arises in medical image reconstruction, phase retrieval, radiation therapy treatment, signal processing etc. The SFP can be mathematically characterized by finding a point x that satisfies the property x ∈ C, Ax ∈ Q, (.) if such a point exists, where C and Q are nonempty closed convex subsets of Hilbert spaces H  and H  , respectively, and A : H  → H  is a bounded and linear operator. There are various algorithms proposed to solve the SFP, see [-] and the references therein. In particular, Byrne [, ] introduced the CQ-algorithm motivated by the idea of an iterative scheme of fixed point theory. Moreover, Censor et al. [] introduced an extension upon the form of SFP in  with an intersection of a family of closed and convex sets instead of the convex set C, which is the original of the multiple-sets split feasibility problem (MSSFP).
Subsequently, an important extension, which goes by the name of split equality problem (SEP), was made by Moudafi [] . It can be mathematically characterized by finding points x ∈ C and y ∈ Q that satisfy the property 
H  → H  are two bounded and linear operators. Obviously, if B = I, the MSSEP is just right MSSFP; if t = r = , the MSSEP changes into the SEP. Moreover, when B = I and t = r = , the MSSEP reduces to the SFP.
One of the most important methods for computing the solution of a variational inequality and showing the quick convergence is an extragradient algorithm, which was first introduced by Korpelevich [] . Moreover, this method was applied for finding a common element of the set of solutions for a variational inequality and the set of fixed points of a nonexpansive mapping, see Nadezhkina et Motivated and inspired by the above works, we introduce an extragradient-type method to solve the MSSEP in this paper. Under some suitable conditions, the strong convergence of an algorithm can be verified in the infinite-dimensional Hilbert spaces. Finally, several numerical results are given to show the feasibility of our algorithm.
Preliminaries
Let H be a real Hilbert space whose inner product and norm are denoted by ·, · and · , respectively. Let I denote the identity operator on H.
Next, we recall several definitions and basic results that will be available later.
Definition . A mapping T : H → H goes by the name of (i) nonexpansive if
(ii) firmly nonexpansive if
(v) β-inverse strongly monotone if there exists β >  such that
The following properties of an orthogonal projection operator were introduced by Bauschke et al. in [] , and they will be powerful tools in our analysis.
Proposition . ([]) Let P C be a mapping from H onto a closed, convex and nonempty subset C of H if
The following lemmas provide the main mathematical results in the sequel.
Lemma . ([]) Let C be a nonempty closed convex subset of a real Hilbert space H, let T :
C → H be α-inverse strongly monotone, and let r >  be a constant. Then, for anyx, y ∈ C,
Moreover, when  < r < α, I -rT is nonexpansive.
Lemma . ([])
Let {x k } and {y k } be bounded sequences in a Hilbert space H, and let
The lemma below will be a powerful tool in our analysis.
Lemma . ([]) Let {a k } be a sequence of nonnegative real numbers satisfying the condition a k+
≤ ( -m k )a k + m k δ k , ∀k ≥ , where {m k }, {δ k } are sequences of real numbers such that (i) {m k } ∈ [, ] and ∞ k= m k = ∞ or, equivalently, ∞ k= ( -m k ) = lim k→∞ k j= ( -m j ) = ; (ii) lim sup k→∞ δ k ≤  or (ii)' ∞ k= δ k m k is convergent. Then lim k→∞ a k = .
Main results
In this section, we propose a formal statement of our present algorithm. Review the multiple-sets split equality problem (MSSEP), without loss of generality, suppose t > r in (.) and define Q r+ = Q r+ = · · · = Q t = H  . Hence, MSSEP (.) is equivalent to the following problem: For an arbitrary initial point w  ∈ S, the iterative sequence {w n } can be given as follows: 
Then {w n } converges strongly to a solution of MSSEP (.).
Proof In view of the property of the projection, we inferŵ = P S (ŵ -tG * Gŵ) for any t > .
Further, from the condition in (.), we get that
Since α n →  as n → ∞ and from the condition in (.), γ n ∈ (,
), it follows that
). We deduce that
which is equivalent to
By induction,
Consequently, {w n } is bounded, and so is {v n }. Let T = P S -I. From Proposition ., one can know that the projection operator P S is monotone and nonexpansive, and P S -I is nonexpansive.
Therefore,
that is,
For convenience, let c n = (I -
is nonexpansive and averaged. Hence,
Substituting (.) in (.), we infer that
Moreover, {w n } and {v n } are bounded, and so is {c n }. Therefore, (.) reduces to Using the convexity of the norm and (.), we deduce that
which implies that
Since lim inf n→∞ λ n γ n (
) > , lim n→∞ α n =  and lim n→∞ w n+ -w n = , we infer that
Applying Proposition . and the property of the projection P S , one can easily show that
where M >  satisfies
From (.) and (.), we get
which means that
Since lim n→∞ α n = , lim n→∞ w n+ -w n =  and lim n→∞ G * Gw n -G * Gŵ = , we infer that lim n→∞ w n -v n = . it follows that all the conditions of Lemma . are satisfied. Combining (.), (.) and Lemma ., we can show that w n →ŵ. This completes the proof.
Numerical experiments
In 
