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ETHERNET SANS PERTE ET SES APPLICATIONS
Mahmoud Mohamed BAHNASY
RÉSUMÉ
L’utilisation de la technologie Ethernet a dépassé son objectif initial qui était la base des réseaux
locaux pour être déployée dans les réseaux d’accès métropolitain et de transport. Les nouveaux
réseaux Ethernet ont été améliorés pour être déployé comme réseau de classe opérateur et dans
les centres de données. Les réseaux basés sur Ethernet offrent plusieurs avantages tels que i) le
faible coût des équipements, ii) le partage de l’infrastructure existante, ainsi que iii) la facilité
avec les opérations, l’administration et la maintenance (OAM). Cependant, le réseau Ethernet
est un réseau best effort qui soulève des problèmes importants concernant la perte de paquets
et le débit.
L’objectif de cette thèse est de proposer des solutions permettant d’exploiter les avantages de
la technologie Ethernet dans les réseaux nouvelle génération tout en évitant ses inconvénients.
Le déﬁt majeur pour réaliser cet objectif est le problème de congestion et de perte qui sont
habituellement traités au niveau de la couche de transport. Dans ce contexte, nous présentons
trois solutions pour un réseau Ethernet sans perte qui peuvent être déployées dans i) la matrice
de commutation sans perte dans les routeurs, ii) les équipements de commutation des centres
de données sans perte, et iii) le réseau fronthaul de la 5ième génération des réseaux sans ﬁl.
Les matrices de commutation dans les routeurs ont des contraintes très exigeantes en termes de
perte de paquets, d’équité entre les ﬂux, de blocage de tête de ligne et de faible latence. Nous
proposons un nouveau mécanisme de contrôle et de prévention de la congestion qui permet
d’utiliser les commutateurs Ethernet de base de façon évolutive, ﬂexible et plus.
D’autre part, les applications des centres de données requièrent des caractéristiques strictes
en termes de perte de paquets, d’équité, de blocage de tête de ligne, de latence et de faible
overhead. Par conséquent, en tenant compte de ces contraintes, nous proposons un mécanisme
de contrôle de congestion pour les réseaux de centres de données. Notre solution est conçue
pour atteindre une longueur de ﬁle d’attente et une latence minimales tout en garantissant
l’équité entre les ﬂux de différents débits, tailles de paquets et de RTT.
Finalement, l’utilisation d’Ethernet comme réseau de transport pour les réseaux fronthaul dans
les réseaux 5G attire de plus en plus l’attention des chercheurs et des industriels en raison du
faible coût de l’équipement, du partage de l’infrastructure existante et de la facilité des OAM.
Par conséquent, nous introduisons un algorithme d’ordonnancement distribué pour supporter
le traﬁc CPRI sur Ethernet. Les résultats obtenus grâce à des implémentations de banc d’essai
et à des simulations démontrent l’efﬁcacité des solutions proposées pour un Ethernet sans perte
qui minimise la longueur des ﬁles d’attente, la latence et la gigue minimales tout en empêchant
le blocage de ligne (HOL).
VIII
Mots clés: Pontage de centre de données, Contrôle de la congestion, Prévention de la conges-
tion, Contrôle de ﬂux basé sur les priorités PFC, Notiﬁcation de congestion quantiﬁée QCN,
Protocole de contrôle de congestion d’Ethernet ECCP, HetFlow, 5G, fronthaul, Préemption de
trame, Protocole de réservation de ﬂux SRP, Planiﬁcateur de Slot de temps distribué pour CPRI
sur Ethernet DTSCoE
LOSSLESS ETHERNET AND ITS APPLICATIONS
Mahmoud Mohamed BAHNASY
ABSTRACT
Ethernet network is the most widely used transport network in access and data-center networks.
Ethernet-based networks provide several advantages such as i) low-cost equipment, ii) sharing
existing infrastructure, as well as iii) the ease in the Operations, Administration and Main-
tenance (OAM). However, Ethernet network is a best-effort network which raises signiﬁcant
issues regarding packet loss and throughput.
In this research, we investigate the possibility of achieving lossless Ethernet while keeping
network switches unchanged. We present three lossless Ethernet applications namely i) switch
fabric for routers, ii) lossless data center fabric, and iii) zero-jitter fronthaul network for Com-
mon Public Radio Interface (CPRI) over Ethernet for 5th Generation Mobile Networks (5G)
network.
Switch fabric in routers requires stringent characteristics in term of packet loss, fairness, no
head-of-line blocking and low latency. We propose a novel concept to control and prevent
congestion in switch fabrics to achieve scalable, ﬂexible, and more cost-efﬁcient router fabric
while using commodity Ethernet switches.
On the other hand, data center applications require strict characteristics regarding packet loss,
fairness, head-of-line blocking, latency, and low processing overhead. Therefore, we present
a congestion control for data center networks. Our proposal is designed to achieve minimum
queue length and latency while guaranteeing fairness between ﬂows of different rates, packet
sizes and Round-trip Times (RTTs).
Besides, Using Ethernet as a transport network for fronthaul in 5G networks draws signiﬁcant
attention of both academia and industry due to i) the low cost of equipment, ii) sharing existing
infrastructure, as well as iii) the ease of operations, administration and maintenance (OAM).
Therefore, we introduce a distributed scheduling algorithm to support CPRI trafﬁc over Ether-
net.
The results obtained through testbed implementations and simulations show that Lossless Eth-
ernet is feasible and could achieve minimum queue length, latency, and jitter while preventing
Head Of Line (HOL) blocking.
Keywords: Data Center Bridging, Congestion Control, Congestion Prevention, Priority-based
Flow Control PFC, Quantized Congestion Notiﬁcation QCN, Ethernet Congestion Control Pro-
tocol ECCP, HetFlow, 5G, fronthaul, Frame Preemption, Stream Reservation Protocol SRP,
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INTRODUCTION
Ethernet has experienced huge capacity-driven growth recently from 10 Gbps up to 100 Gbps.
The advantages of Ethernet are threefold 1) the low cost of equipment, 2) the scalability, as
well as 3) the ease of operations, administration and maintenance (OAM). These features make
Ethernet the best candidate to provide transport network for many application e.g. Data Cen-
ter Network (DCN), converged Storage Area Network (SAN), High Performance Computing
(HPC), cloud computing and Fibre Channel over Ethernet (FCoE). In this research, we explore
the possibility of achieving a lossless, or more precisely, drop-free Ethernet. Further, we study
the effect of this lossless Ethernet on several applications, namely i) switch fabric in routers, ii)
data center network, iii) Remote Direct Memory Access (RDMA), iv) Common Public Radio
Interface (CPRI) over Ethernet.
Switch fabric in routers requires very tight characteristics in term of packet loss, fairness in
bandwidth allocation, low latency and no head-of-line blocking. Such attributes are tradition-
ally resolved using specialized and expensive switch devices. With the enhancements that are
presented by IEEE Data Center Bridging (DCB) (802.1, 2013) for Ethernet network, we ex-
plore the possibility of using commodity Ethernet switches to achieve scalable, ﬂexible, and
more cost-efﬁcient switch fabric solution, while still guaranteeing router characteristics.
In addition, the rise of DCN facilitates new applications such as SAN and Virtual Machine
(VM) automated deployment and migration that require high data rate, ultra-low latency and
packet loss. Additionally, DCN is required to support layer-two applications such as Virtual
Local Area Network (VLAN) and Virtual eXtensible Local Area Network (VXLAN) that pro-
vide ﬂexible workload placement and layer 2 segmentation. Because Ethernet is the most
widely used transport network in data center fabric, we study the possibility of achieving a
lossless transport layer to support these applications.
2Due to Ethernet widespread, other technologies are migrating to Ethernet such as RDMA.
RDMA technology offers high throughput, low latency, and low Central processing unit (CPU)
overhead, by allowing network interface cards (NICs) to transfer data in and out of host’s
memory directly. Originally, RDMA requires InﬁniBand (IB) network protocol/infrastructure
to operate. RDMA over IB requires adopting new network infrastructure which has experi-
enced limited success in the enterprise data centers. RDMA Over Converged Ethernet (RoCE)
v1 (Association et al., 2010) and v2 (Association et al., 2014) are presented as new network
protocols which permit performing RDMA over Ethernet network. RoCE presents an interme-
diate layer with IB as an upper interface to support RDMA and Ethernet as a lower interface.
This allows using RDMA over standard Ethernet infrastructure with speciﬁc NICs that support
RoCE. Such application requires a robust and reliable Ethernet network which raises the need
for an Ethernet congestion control protocol.
Finally, we investigate providing a transport network for CPRI trafﬁc in the 5G network fron-
thaul. By encapsulating CPRI trafﬁc over Ethernet, signiﬁcant savings in CAPital EXpenses
(CAPEX) and OPerating EXpenses (OPEX) can be achieved. In addition, the OAM capabili-
ties of Ethernet provide standard methods for network management and performance monitor-
ing. Thus, Ethernet is proposed for the 5G fronthaul to transport the CPRI trafﬁc between the
radio equipment (RE) and theRadio Equipment Control (REC). In this research, we investigate
providing lossless Ethernet using the enhancements that are provided in the DCB standards
within IEEE 802.1 task group. DCB standards are also known as Converged Enhanced Eth-
ernet (CEE) and it comprises Priority-based Flow Control (PFC) (IEEE Standard Association,
2011) and Quantized Congestion Notiﬁcation (QCN) (IEEE 802.1Qau, 2010; Alizadeh et al.,
2008) that address congestion control in Ethernet layer.
In this context, we aim to design an Ethernet congestion control mechanism that achieves
i) high link utilization, ii) close-to-zero (ultra low) queue length, iii) low latency, iv) fairness
3between ﬂows of different packet sizes, and v) fairness between ﬂows of different RTTs. These
mechanisms are to be implemented in Ethernet layer; hence, It should consider these Ethernet
limitations:
• No per-packet ACK in the Ethernet network.
• The trafﬁc is highly bursty in the Ethernet network.
• The switch buffer size is much smaller, comparing to router buffer size.
• Ethernet supports high bandwidth trafﬁcs (10Gbps and 100Gbps). Thus, it requires fast
convergence algorithm within a minimal delay.
• Round trip time is in the range of microseconds.
The rest of the thesis is organized as follow. Chapter 1 states the research problem and illustrate
research work that is related congestion control. In addition, it lists summary of publication
that has been done through the course of this research project. Through Chapter 2,3 and 4, we
investigate the possibility of achieving lossless/dropless Ethernet network to be used for Several
applications. E.g. In Chapter 2, we investigate achieving lossless router fabric using Ethernet
network. Furthermore, Chapter 3 investigates the capability of Ethernet network to fulﬁll data
centers requirements including no packet drop, no HOL blocking and fairness between ﬂows of
different characteristics (different packet sizes and RTTs). Moreover, we address the potential
of using Ethernet network as a transport layer for Radio over Ethernet (RoE) in Chapter 4. In
this chapter, we introduced a scheduling algorithm for IEEE 802.1Qbv standard to support the
transmission of time-critical ﬂows such as RoE. Our testbed experiments and simulations show





Packet loss has a signiﬁcant impact on transport network performance. T.V. Lakshman et
al. shown in (Lakshman & Madhow, 1997b) that Transmission Control Protocol (TCP) Reno
causes link utilization to drop dramatically to 37.9% when a packet loss probability of 10−3
is applied to the network. (Andrew S. Tanenbaum, 2011) states that using congestion control
increase the network goodput as shown in ﬁgure 1.1. The ﬁgure depicts that the goodput of
lossy networks increases linearly as the network load increases till it starts experiencing packet
loss or congestion. Subsequently, the goodput decreases dramatically. On the other hand, the














Figure 1.1 Goodput of Lossy and Lossless Networks (Andrew
S. Tanenbaum, 2011)
Traditionally, TCP is considered as the main transport protocol on the Internet that is used as
well in DCN. TCP has major problems; e.g., TCP reacts on packet loss events whereas packet
loss causes huge degradation in the performance of most data center applications. Additionally,
(Zhu et al., 2015) reported that TCP consumes, on average, over 20% of CPU power. It also
stated that at small packet sizes, CPU becomes the bottleneck and cannot saturate the link
because of TCP overhead.
6Moreover, Fairness between ﬂows of different packet sizes and different RTTs represents a
major challenge to current congestion control protocols. Most network devices detect con-
gestion when their queue level reaches a maximum length in bits, while congestion control
mechanisms react per packet. Thus, ﬂows with small packet sizes experience a high number of
packet loss than ﬂows with large packet sizes which lead to over-controlling ﬂows with small
packet sizes. Therefore, congestion control mechanisms designed for ﬁxed packet size ﬂows
cause unfairness and link under-utilization when packer sizes vary (Shah et al., 2012; Wilson,
2008). Further, different RTTs strongly affect the performance of congestion control mecha-
nisms. An experiment is conducted in (Holman et al., 2012) using FreeBSD TCP-NewReno
demonstrating that ﬂows with high latency suffer the most when sharing a bottleneck link with
low latency ﬂows. Small RTT ﬂows complete more round trips in the same period comparing
to large RTT ﬂows which lead to faster recovery. Therefore, small-RTT ﬂows get a higher
share of the available bandwidth.
Therefore, in this research we aim to design a lightweight Ethernet congestion control protocol
that achieves i) high link utilization, ii) close-to-zero queue length, iii) low latency, iv) fair-
ness between ﬂows of different packet sizes and different RTTs v) with commodity Ethernet
switches.
1.1 Motivation & Impact
Switch fabric in routers requires very tight characteristics in term of packet loss, fairness in
bandwidth allocation, no head-of-line blocking and low latency. Such attributes are tradi-
tionally resolved using specialized and expensive switch devices. In addition, Data center
applications require strict characteristics regarding packet loss, fairness, head-of-line block-
ing, latency, and low processing overhead. Motivated by the emergence of IEEE Data Center
Bridging, we explore the possibility of using commodity Ethernet switches to achieve scalable,
ﬂexible, and more cost-efﬁcient transport network, while still guaranteeing the aforementioned
required characteristics.
7On the other hand, the exponential growth in mobile network users and the enormous band-
width required by new mobile applications raise the need for robust, reliable and cost-efﬁcient
transport network. CPRI is currently the most widely used protocol for fronthaul transport
between the REC and the RE. However, CPRI has very stringent requirements regarding de-
lay and jitter. Traditionally, these requirements are met using point-to-point ﬁber optics which
increases both CAPEX and OPEX of mobile networks. Besides, using Ethernet as a transport
network for fronthaul draws signiﬁcant attention of both academia and industry. The Ethernet-
based fronthaul network provides several advantages such as i) low-cost equipment, ii) sharing
existing infrastructure, as well as iii) the ease of OAM. In this research we study the possibility
of providing a robust transport layer for fronthaul network to support CPRI over Ethernet.
1.1.1 State of the Art
The raising of DCN (Bilal et al., 2013) and Software-Deﬁned Networking (SDN) (Committee
et al., 2012) requires high quality, reliable and stable network particularly in case of congestion.
Many DCN applications are very sensitive to packet loss such as FCoE (Croft et al., 2003;
Desai et al., 2007) and Internet Small Computer System Interface (iSCSI) (Satran & Meth,
2004). Therefore, many congestion control protocols are presented in the literature to address
these requirements. In the following sections, we discuss few research articles that are close to
our research subject.
1.1.1.1 Ethernet layer congestion control protocols
Because of the widespread of Ethernet, it has become the primary network protocol that is
considered to support both DCN and SDN. Ethernet was originally designed as a best-effort
communication protocol, and it does not guarantee frame delivery. Many providers believe
that TCP can perform well in case of network congestion. However, TCP sender detects con-
gestion and reacts by reducing its transmission rate when segment loss occurs. To avoid this
conservative TCP reaction on segments loss, one should minimize packet dropping at layer 2.
In this context, IEEE has deﬁned a group of technologies to enhance Ethernet into a lossless
8fabric named DCB (802.1, 2013) which are also known as CEE. These technologies aim to
create a robust and reliable bridge between data center components through Ethernet network.
DCB comprises Ethernet PAUSE IEEE 802.3x, (PFC - 802.1Qbb) (IEEE Standard Association,
2011) and QCN (802.1Qau) (IEEE 802.1Qau, 2010; Alizadeh et al., 2008).
These technologies can be classiﬁed based on the reaction point into two categories i) Hop-
by-Hop or ii) End-to-End. In hop-by-hop ﬂow control mechanisms, control messages are for-
warded from node to node in a store-and-forward manner. Hop-by-hop transport involves the
source, destination node, and some or all of the intermediate nodes. Hop-by-hop mechanisms
react faster than End-to-End ones. However, it propagates the congestion starting from the
congested point backward to the source causing what is known in the literature as congestion
spreading or tree saturation effect (Hanawa et al., 1996) (Figure 1.2a). Consequently, it causes
HOL blocking. In addition, hop-by-hop mechanisms face scalability issue because it needs to
keep per-ﬂow state information at intermediate nodes.
a) Hop-by-Hop Congestion Spread b) End-to-End Congestion Spread
Figure 1.2 Congestion Spread Types
Conversely, end-to-end mechanisms acknowledge the source responsible for congestion di-
rectly when congestion occurs (Figure 1.2b). This involves relatively high delay until the
source response. Due to this delay, hop-by-hop transport achieves considerably faster reaction
9time with short-lived ﬂows. However, due to hop-by-hop techniques limitation, namely scala-
bility and HOL blocking, end-to-end mechanisms are preferable to control long-lived ﬂows.
Ethernet PAUSE is a hop-by-hop congestion control mechanism. It was issued to solve the
congestion problem by sending a PAUSE request to the sender when the receiver buffer reaches
a speciﬁc threshold. The sender stops sending any new frames until a resume notiﬁcation is
received or a local timer expires. Some data ﬂows are very sensitive to frame loss such as
FCoE and iSCSI, others depend on higher layer trafﬁc control. In addition, Ethernet PAUSE is
a coarse-grained protocol because it reacts per port which causes HOL blocking.
PFC was introduced as a ﬁne-grained protocol to mitigate the HOL blocking by enabling the
operator to discriminate ﬂows based on trafﬁc classes that are deﬁned in IEEE 802.1p task
group (Ek, 1999). PFC divides data path into eight trafﬁc classes; each could be controlled
individually. Yet, PFC is still limited because it operates on port plus trafﬁc class (priority)
level which can cause tree saturation (Hanawa et al., 1996) and HOL blocking (Stephens et al.,
2014).
Figure 1.3 PFC HOL Blocking
10
Figure 1.3 shows a test case that explains the HOL blocking and congestion spreading in PFC.
In this scenario, hosts H11 and H12 are sending data to host H3x and host H1x to H2x. Switch
1 executes Equal-cost multi-path routing (ECMP) and distribute the trafﬁc on both spine 1 and
spine 2. The trafﬁc destined to H3x causes congestion at switch 3 at the output port that is
connected to H3x. Switch 3 reacts by sending pause messages for all adjacent switches/ hosts
that transmit data to this port (spine 1 and spine 2). The same process is repeated at spine 1
and spine 2 where two pause messages are sent to switch 1 on both its upward connections. As
a ﬁnal step, switch 1 reacts by sending pause messages to all adjacent nodes that send trafﬁc
to spine 1 & spine 2. It is clearly shown that PFC spreads the congestion over all the network
causing what is known as tree saturation (Hanawa et al., 1996) or congestion spreading. In
addition, trafﬁc that is originated from host H1x and destined to H2x is throttled at switch 1
and spine 1 due to a congestion that is originally not in its path. This phenomenon is called
HOL blocking.
To ensure the maximum performance of PFC all devices have to support it, and strict buffer
and timing requirements must be applied to prevent packet loss. Figure 1.4 depicts PFC buffer
requirement with respect to link length. When a pause message is sent to the adjacent node,
the congested queue keeps building up while the pause message is propagated through the link.
To guarantee packet delivery, the propagation time of the pause message to the previous node
must not exceed the time to reach the maximum buffer size (Figure 1.4). Hence the selection
of buffer threshold and the length of links between every two hops are critical for PFC.
Data in the queue


































Figure 1.5 QCN framework: CP in the bridge, and RP in the host’s NIC
QCN (IEEE 802.1Qau, 2010) is an end-to-end control mechanism that aims to keep queue
length at a predeﬁned level called equilibrium queue length (Qeq). QCN consists of two parts,
(i) Congestion Point (CP) (in bridges) and (ii) Reaction Point (RP) (in hosts) (Fig. 1.5). The
CP measures queue length (Q), and calculates feedback (Fb) value, in a probabilistic manner,
to reﬂect congestion severity (Equation 1.1).
Fb=−((Q−Qeq)+w× (Q−Qold)). (1.1)
Where Qold is the previous queue length, and w is a constant that is taken to be equal to 2 (for
more details refer to (IEEE 802.1Qau, 2010)). If the calculated Fb is negative, CP creates a






Figure 1.6 Sampling probability in QCN (Alizadeh et al., 2008)
Fig. 1.6 illustrates the probability function on which QCN samples queue length and calculates
Fb value as a function of the last calculated Fb.
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At the end host level, when CP receives a CNM, it decreases its transmission rate accordingly.
If no CNMs are received, the CP increases its transmission rate according to a three-phase rate
increase algorithm (IEEE 802.1Qau, 2010).
Due to the probabilistic manner of calculating Fb, QCN experiences several issues regarding
fairness (Kabbani et al., 2010; Zhang & Ansari, 2013) and queue length ﬂuctuation (Tani-
sawa & Yamamoto, 2013).
Moreover, both PFC and QCN functionalities are deeply integrated into switch ASICs that
requires costly switch modiﬁcation which we aim to avoid.
Other non-standard congestion control mechanisms are used in proprietary networks such as
Credit-based Flow Control (CBFC). CBFC (Bloch et al., 2011; Katevenis, 1997) is also known
as back-pressure or hop-by-hop window. CBFC permits data transmission only if the transmit-
ter knows that the downstream bridge/ host has enough buffer space. It is created originally for
Virtual Channel (VC) ﬂow control for Asynchronous Transfer Mode (ATM) network. It is still
under development for Ethernet, and yet has not been standardized. Figure 1.7 depicts how
CBFC operates which occurs as follow:
• Step 0: the sender starts by initializing the CBFC transmission
• Step 1: the sender requests for credit from the receiver.
• Step 2: the receiver calculates the amount that it can grant to this sender, then it sends the
reply with the granted credit.
• Step 3: the sender sends data while decrementing the credit counter.
• Step 4: as the receiver receives and processes packets, it re-sends new credit to the sender.
• Step 5: step 2 to 4 is repeated until the transmission ends.
CBFC has strict buffer requirements to guarantee packet delivery. This buffer space required
at the receiver is equal to the link prorogation speed multiplied by the RTT of data and credits.
The buffer space, which calculated before, determine the number of packet and credit that can
be transmitted over the link. To sustain the maximum link utilization, the sender must have
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Figure 1.7 Credit-based Flow Control operating mechanism
cause link under-utilization. When trafﬁc from many sources are sharing the same buffer,
and they are not uniform, this indiscriminate sharing causes a head-of-line blocking in input
queuing (Tranter et al., 2007).
Few centralized solutions are proposed in the literature; e.g., Fastpass is proposed to use a cen-
tralized arbiter to packet transmission (Perry et al., 2014). Instead of using the current network
architectures which distribute packet transmission decisions among the hosts and path selec-
tion decisions among network switches, the arbiter controls tightly both packet transmission
and path selection. Each host is extended as in ﬁgure 1.8 by adding Fastpass Control Protocol
(FCP). When host’s applications send data to the network card, it is interrupted by the FCP.
FCP sends this demand in a request message to the Fastpass arbiter, specifying the destination
and data size (Figure 1.8). The arbiter allocates a set of time slots for this data packets, and de-
termine the path that is used by these packets. The arbiter keeps track of time-slots assignment
history in its database. Based on this previous reservation, the arbiter can determine time-slots
and path availability for new requests.
Another approach that exists in the literature is using the measure or estimate end-to-end avail-
able bandwidth. Due to the difﬁculty of measuring the available bandwidth in real time, few
articles address ﬂow control mechanisms based on this approach. Forward Explicit Congestion
Notiﬁcation (FECN) mechanism is presented in (Jiang et al., 2008). In FECN, sources period-
ically send probe packets. The switches along the path modify these packets with the available
bandwidth. Once they reach their destination, they are reﬂected back to the source. Then the
source reacts according to the available bandwidth information that exists in the probe pack-
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Figure 1.8 Fastpass Arbiter Architecture
ets. Sending feedback directly from the switches to the source in case of severe congestion is
proposed in (So-In et al., 2008) to enhance the performance of FECN.
(Jeyakumar et al., 2014) proposes the use of tiny packets that include programs and extending
the switches to forward and execute these tiny packet programs (at most 5 instructions) at line
speed. In addition, It proposes to extend the end-hosts to perform arbitrary computation on
network state that is retrieved from the switches. The authors use this proposition to address
many issues; congestion control is one of them. Yet, implementing these mechanisms requires
modifying Ethernet switches.
1.1.1.2 Transmission layer congestion control protocols
A vast amount of research is done to enhance TCP protocol in order to reduce queueing delay
in data center networking such as Brakmo et al. (1994); Alizadeh et al. (2010, 2012); Zhu
et al. (2015); Wilson (2008) and (Ha et al., 2008). However, it is commonly known that TCP
under-utilizes network with high Bandwidth Delay Product (BDP). Therefore, due to the vast
increase in Ethernet bandwidth, TCP performance decreases.
As it was shown mathematically that TCP utilization is equal to 75% in average, TCP Ve-
gas was proposed in (Brakmo et al., 1994) to improve TCP throughput. TCP Vegas aims
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to eliminate congestive losses and to increase the bottleneck link utilization. TCP Vegas main
contribution is measuring RTT with ﬁner granularity and using this measurement to detect con-
gestion at an incipient stage. TCP Vegas monitor the difference between the actual throughput
(calculated using the measured RTT) and the maximum throughput (calculated using the min-
imum RTT of all measured round-trip times usually measured at the beginning of the session).
TCP Vegas is based on the idea that the number of bytes in transit is directly proportional to
the expected throughput. Therefore, it is expected that the throughput increases as the window
size increases. TCP Vegas calculate Di f f as the difference between the expected threshold
and the actual threshold. Di f f represents the extra data that should not have sent if the used
bandwidth matches the available bandwidth. TCP Vegas compares Di f f with two thresholds
α and β that represent a lower and a higher boundary respectively. Based on these thresholds,
TCP Vegas increases the congestion window linearly if Di f f <α . If Di f f > β , TCP Vegas de-
creases the congestion window linearly. TCP Vegas leaves the congestion window unchanged
if α < Di f f < β as shown in Fig. 1.9.
Increase cwnd size No change Decrease cwnd size
RTTα β
Figure 1.9 TCP Vegas operating modes
Due to this early reaction of TCP Vegas, if a TCP Vegas-controlled trafﬁc shares a network
with other TCP variant trafﬁc, Vegas-controlled trafﬁc gets throttled and faces fairness issue.
E.g. TCP Vegas is considered non-TCP friendly protocol; therefore, it is not widely used.
TCP protocol reacts to congestion upon packet loss. Thus, Data Center TCP (DCTCP) was
proposed as a data center variant of TCP to avoid loss-based reaction of TCP (Alizadeh et al.,
2010). DCTCP uses ECN marking to detect congestion and reacts accordingly. DCTCP uses
a marking scheme at ECN-capable switches that set the ECN bit of packets once the buffer
occupancy exceeds a ﬁxed threshold. Instead of dropping the window size in half like tradi-
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tional TCP, DCTCP reacts in proportion to the extent of congestion. DCTCP source reacts by
reducing the window by a factor of the fraction of marked packets.
Trading a little bandwidth in order to achieve low queue length and low latency is discussed in a
number of papers. For example, High-bandwidth Ultra-Low Latency (HULL) (Alizadeh et al.,
2012) is presented to reduce average and tail latencies in data center network by sacriﬁcing a
small amount of bandwidth (e.g., 10%). HULL presents the Phantom Queue (PQ) as a new
marking algorithm based on link utilization rather than queue occupancy (by setting ECN bit).
The challenges of HULL are the need for switch modiﬁcation.
Both TCP Vegas and DCTCP kept the original TCP window-based behavior. Due to the rapid
increase in the control cycle time, deﬁned mainly by propagation delay compared to trans-
mission time in modern networks, window-based schemes encounter signiﬁcant challenges
(Charny et al., 1995). Thus, few congestion control mechanisms advocate rate-based schemes.
For example, Data Center QCN (DCQCN) (Zhu et al., 2015) tries to combine the characteris-
tics of DCTCP and QCN in order to achieve QCN-like behavior while using the Explicit Con-
gestion Notiﬁcation (ECN) marking feature that is available in ECN-aware switches. However,
extensive experiments are presented in (Mittal et al., 2015) which shown that ECN-based con-
gestion signal does not reﬂect the queue state. Conversely, delay correlates strongly with queue
buildups in the network. Therefore, in our research, we build our proposal on a delay-based
concept.
TIMELY (Mittal et al., 2015) is a delay-based congestion control scheme for data centers. It
uses the deviation of RTT to identify congestion. TIMELY relies on the capability of NIC
hardware to obtain ﬁne-grained RTT measurements. In TIMELY, the receiver sends an ac-
knowledge per data segment of size 16 - 64 KB. At the sender, upon receiving an ACK, RTT is
calculated and the gradient of RTT in order to control the transmission rate. TIMELY deﬁnes
RTT as the propagation and queuing delay only. Thus, segment serialization time (time to put
the segment on the wire) is subtracted from the completion time in order to calculate RTT as








Figure 1.10 RTT calculation in TIMELY
TIMELY is a rate-based protocol that computes a new rate after receiving each ACK based on
RTT value as follow:
• If RTT is less than Tlow, TIMELY increases transmission rate R additively by a constant δ .
• If RTT is greater than Thigh, TIMELY decreases R multiplicatively by a factor β .
• if RTT is between Tlow and Thigh, TIMELY calculates RTT gradient g = RTT−RTToldDminRTT and
controls the transmission rate using (1.2).
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
R← R+δ If RTT < Tlow
R← R× (1−β ThighRTT ) If RTT > Thigh⎧⎪⎨⎪⎩R← R+N×δ If g≤ 0R← R× (1−β ×g) If g> 0 Otherwise
(1.2)
TIMELY uses per-packet pacing to apply the newly calculated rate and uses a delay-based
technique to detect congestion. Mathematical and heuristic comparisons between TIMELY
and our proposed solution are presented in Chapter 3.
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1.1.1.3 CPRI over Ethernet Challenges
Furthermore, we study the possibility of using Ethernet network to provide a transport network
for fronthaul in 5G network. The exponential increase in mobile network users and the enor-
mous bandwidth required by new mobile applications lead to massive increase in mobile data
trafﬁc. It is anticipated that by 2021 smartphone subscriptions will double to 6.4 billion sub-
scriptions exchanging 1.6 Zettabytes of data (Ericsson, 2016). These characteristics require the
envisioned 5G mobile networks to provide very high rates (up to 10 Gbps per user) and sub-
milliseconds latency, particularly for time-critical applications. To achieve ultra-high user data
rates, 5G networks require higher transmission frequencies which lead to shorter radio trans-
mission distance. This could be achieved by distributing the Remote Radio Heads (RRHs) into
smaller cells.
A promising approach to reconcile these requirements, with conservative investments, is to
split the mobile network node into REC (i.e. a baseband unit (BBU) which processes baseband
signals and is located in a central ofﬁce) and the RE (i.e. RRHs that are distributed in each cell
and consist of an antenna and basic radio functionality).
Originally, this solution was called Centralized Radio Access Network (C-RAN) since many
lightweight RRHs are deployed in smaller cells and connected to fewer BBUs in a centralized
BBU pool. The emergence of virtualization and cloud computing with its cost efﬁciency, high
performance, scalability, and accessibility led to a novel approach that virtualizes the BBU
pool in the cloud. Therefore, the solution name changed from centralized RAN to cloud RAN
C-RAN (Mobile, 2013). Moreover, an analysis on statistical multiplexing gain is performed in
(Namba et al., 2012). The analysis shows that in Tokyo metropolitan area, the number of BBUs
can be reduced by 75% compared to the traditional RAN architecture. Further, virtualized
RECs can move across different REC pools according to trafﬁc/load requirements. Tidal effect
is an example that shows the advantages of this virtualized proposal. Base stations are often
dimensioned for busy hours, and users move between cells. Thus, in a given period when
users move, for example, from ofﬁce to residential areas, a huge amount of processing power
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is wasted in the regions where the users have left. By moving the digital processing units into a
centralized location, network resources (in this case a BBU pool) could be allocated/deallocate
based on trafﬁc load. Consequently, it increases network efﬁciency and reduces cost (Checko,
2016).
In C-RAN, the separation between REC and RE introduces the Fronthaul network as shown in
Fig. 1.11. This fronthaul network is responsible for carrying digitized complex In-phase and
Quadrature-phase (I/Q) radio samples between the RRHs and the BBUs.
Figure 1.11 C-RAN architecture.
Several ongoing projects, such as Time-Sensitive Networking for Fronthaul IEEE 802.1CM
(Institute of Electrical & Electronic Engineers, 2017a), Packet-based Fronthaul Transport Net-
works IEEE P1914.1 (Institute of Electrical & Electronic Engineers, 2017b) and RoE Encap-
sulations and Mappings IEEE P1914.3 (Institute of Electrical & Electronic Engineers, 2017c)
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strive to deﬁne an interface between REC and RE. CPRI (Ericsson AB, Huawei Technologies
Co. Ltd, NEC Corporation, Alcatel Lucent, and Nokia Networks, 2015) is deﬁned as the in-
ternal interface between REC and RE. CPRI is designed based on the digital radio over optical
ﬁber concept where the radio signal is sampled, quantized and transmitted over optical net-
works. However, optical networks could be cost inefﬁcient in some scenarios; e.g., building an
optical network to connect RRHs, that are distributed in skyscraper ﬂoors, is cost-inefﬁcient.
Whereas, building an Ethernet network or using existing networks introduces huge cost reduc-
tion. Therefore, a cost-efﬁcient, ﬂexible and re-conﬁgurable mobile fronthaul that supports
emerging network paradigms becomes imperative.
Transporting CPRI over Ethernet network has recently drawn the attention of both the indus-
try and the academia because of its cost efﬁciency. Ethernet network is widely used in access
and data-center networks. It has also shown huge capacity growth lately. Accordingly, en-
capsulating CPRI trafﬁc over Ethernet introduces signiﬁcant savings in CAPEX and OPEX.
Furthermore, the OAM capabilities of Ethernet provide standard methods for network man-
agement and performance monitoring. However, CPRI trafﬁc has very stringent requirements
regarding jitter, latency, bandwidth, Bit Error Rate (BER), and network synchronization that
must be satisﬁed by the transport network. Therefore, in Chapter 4, we provided a solution that
supports transporting CPRI trafﬁc over Ethernet network.
1.2 Summary of Publications
In addition to the articles presented in the three ensuing chapters, this research has produced
the following publications.
1.2.1 Using Ethernet commodity switches to build a switch fabric in routers
This paper is published in the proceedings of in IEEE Computer Communication and Networks
(ICCCN), 2015 (Bahnasy et al., 2015).
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In this paper, we tackle the congestion control for switch fabric in routers. We propose Eth-
ernet Congestion Control & Prevention (ECCP), as a novel concept to control and prevent
congestion in switch fabrics. ECCP controls congestion by preventing hosts from exceeding
their bandwidth fair share. To evaluate the performance of ECCP, we conduct a simulation
model using OMNEST simulator. Our analysis conﬁrms that ECCP is a viable solution to (1)
avoid congestion within the fabric, thus minimizing path latency and avoiding packet loss, (2)
guarantee the fair share of link capacity between ﬂows, and (3) avoid HOL blocking.
1.2.2 Proactive Ethernet Congestion Control Based on Link Utilization Estimation
This paper is published in the proceedings of in IEEE International Conference on Computing,
Networking and Communications (ICNC), 2016 (Bahnasy et al., 2016).
In this paper, we propose No-Probe ECCP (NoP-ECCP) as enhancements for the algorithm
used by ECCP to reduce probe packet overhead. In this variant of ECCP we present a new
mechanism to control host transmission rates based on link utilization estimation instead of
available bandwidth estimation. The results obtained through simulations show that NoP-
ECCP outperforms ECCP and QCN in terms of fairness, link utilization and queue length.
1.3 METHODOLOGY
In order to accomplish the research goals, our methodology involves the development of an
accurate model of Ethernet in a simulator. This model is processed on these progressive stages:
• Build a base model of Ethernet network.
• The base model is compared against a lab environment to validate the simulator.
• The base model is augmented with several standard congestion mechanisms and the basic
behavior of these mechanisms is veriﬁed.
• The base model is augmented with our proposed congestion mechanism.
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• A number of scenarios is simulated in order to answer the questions mentioned on the
objective section and reﬁne the mechanism.
• A lab environment will also be setup where we will verify the implementation of the con-
gestion prevention mechanism and compare the results against the simulator.
• Repeat steps 1 - 4 with other network topologies and different scenarios (network and hosts
conﬁguration).
1.3.1 Ethernet congestion control and prevention
This patent is published in the US patent ofﬁce with the number PCT/IB2016/050,738 (Beliv-
eau et al., 2016).
In this publication, Ericsson Canada is protecting its proprietary rights by ﬁling a patent for
ECCP protocol that was published in (Bahnasy et al., 2015) and (Bahnasy et al., 2016).
1.3.2 HetFlow: A Distributed Delay-based Congestion Control for Data Centers to Achieve
ultra Low Queueing Delay
This paper is published in the proceedings of in IEEE International Conference on Communi-
cations (ICC), 2017 (Bahnasy et al., 2017).
In this paper, we explore the possibility of controlling congestion in data centers while guaran-
teeing no packet loss, fairness, no head-of-line blocking, and low latency. We propose HetFlow
(Heterogeneous Flow) as an Ethernet delay-based congestion control mechanism that controls
congestion while achieving minimum queue length, minimum network latency, and high link
utilization. In addition, HetFlow was designed to guarantee fairness between ﬂows with differ-
ent packet sizes and different round-trip times (RTTs). The results obtained through prototype
and simulations show that HetFlow succeeded in preventing congestion and achieving low
queue length, high link utilization, and fairness between ﬂows.
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1.3.3 Heterogeneous Flow Congestion Control
This patent is submitted to the US provisional patent ofﬁce with serial number 62/408.363 ﬁled
on October 2014.
In this publication, Ericsson Canada is protecting its proprietary rights by ﬁling a patent for
HetFlow protocol that was published in (Bahnasy et al., 2017).
1.3.4 CPRI over Ethernet: Towards fronthaul/backhaul multiplexing
This paper is published in the proceedings of in IEEE Consumer Communications & Network-
ing Conference (CCNC), 2018 (Bahnasy et al., 2018a).
Ethernet has been proposed for the 5G fronthaul to transport the Common Public Radio Inter-
face (CPRI) trafﬁc between the radio equipment (RE) and the radio equipment control (REC).
In this paper, we introduce distributed timeslot scheduler for CPRI over Ethernet (DTSCoE) as
a scheduling algorithm for IEEE 802.1Qbv to support CPRI trafﬁc. DTSCoE is built upon the
stream reservation protocol (SRP) IEEE 802.1Qcc to propagate timeslot information across
the datapath without any centralized coordination. The simulation results demonstrate that
DTSCoE reduces one-way delay to minimum and reduces the jitter to zero which satisﬁes the
CPRI requirements.
1.3.5 DTSRPoE - Distributed Time-Slot Reservation Protocol over Ethernet
This patent is under process to be submitted to the US provisional patent ofﬁce with Ericsson
internal number P71707.
In this publication, Ericsson Canada is protecting its proprietary rights by ﬁling a patent for
DTSRPoE protocol that was published at (Bahnasy et al., 2018a).
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2.1 Abstract
Router’s switch fabric has strict characteristics in terms of packet loss, latency, fairness and
head-of-line (HOL) blocking. Network manufacturers address these requirements using spe-
cialized, proprietary and highly expensive switches. Simultaneously, IEEE introduces Data
Center Bridging (DCB) as an enhancement to existing Ethernet bridge speciﬁcations which
include technological enhancements addressing packet loss, HOL blocking and latency issues.
Motivated by DCB enhancements, we investigate the possibility of using Ethernet commod-
ity switches as a switch fabric for routers. Thereby, we present Ethernet Congestion Control
Protocol (ECCP) that uses Ethernet commodity switches to achieves ﬂexible and cost-efﬁcient
switch fabric, and fulﬁlls the strict router characteristics. Furthermore, we present a mathemat-
ical model of ECCP using Delay Differential Equations (DDEs), and analyze its stability using
the phase plane method. We deduced the sufﬁcient conditions of the stability of ECCP that
could be used for parameter setting properly. We also discovered that the stability of ECCP is
mainly ensured by the sliding mode motion, causing ECCP to keep cross trafﬁc close to the
maximum link capacity and queue length close to zero. Extensive simulation scenarios are
driven to validate the analytical results of ECCP behavior. Our analysis shows that ECCP is
26
practical in avoiding congestion and achieving minimum network latency. Moreover, to verify
the performance of ECCP in real networks, we conducted a testbed implementation for ECCP
using Linux machines and a 10-Gbps switch.
2.2 Introduction
Router’s switch fabric is an essential technology that is traditionally addressed using custom
Application-Speciﬁc Integrated Circuit (ASIC). This ASIC must fulﬁll particular characteris-
tics including low packet loss, fairness between ﬂows, and low latency (Bachmutsky, 2011).
The emergence of very-high-speed serial interfaces and new router’s architectures increase the
design and manufacturing cost of the switch fabric chipset. Traditionally, switch fabric is man-
ufactured using either shared memory or crossbar switch as shown in Fig. 2.1a and Fig. 2.1b
respectively. The shared memory architecture requires memory that works N times faster than
port speed, where N is the number of ports which raises scalability issue. On the other hand,
crossbar architecture tries to keep the buffering at the edge of the router (Virtual Output Queue
VOQ inside line cards). Because this architecture requires N VOQs at each ingress port and a























b) Crossbar-based switch fabric architecture
Figure 2.1 Router’s switch fabric architectures
In this research, we introduce a new router architecture that uses Ethernet commodity switches
as a switch fabric. In this architecture, we keep all buffering at the edge of the router and an
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Ethernet switch is used as a switch fabric. IEEE has recently presented Data Center Bridg-
ing (DCB) (802.1, 2013) that comprises several enhancements to Ethernet network. However,
Ethernet network still suffers from HOL blocking, congestion spreading and high latency. To
overcome these limitations and achieve a non-blocking switch fabric, we present Ethernet Con-
gestion Control Protocol (ECCP) that maintains Ethernet network non-blocked by preserving
switches’ queue lengths close to zero leading to minimum latency and no HOL blocking. Un-
like traditional Congestion control mechanisms that use packet accumulation in buffers to trig-
ger the rate control process, ECCP estimates available bandwidth (AvBw) and uses this infor-






















Figure 2.2 ECCP overview
Fig. 2.2 illustrates a logical overview of how ECCP estimates Available Bandwidth AvBw
compared to the desired equilibrium rate at the receiver side and convey this information to the
sender. Consequently, the sender can calculate a feedback Fb value that is used to control the
transmission rate. One can notice that, Fb is equal to zero for AvBw that is greater than the
equilibrium point and positive otherwise. Therefore, when AvBw is less than the equilibrium
rate, the sender starts rate throttling before link saturation or data accumulation in the queues.
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Accordingly, ECCP achieves minimum latency by trading off a small margin of link capacity.
Hence, ECCP achieves (i) ultra low queue length (close-to-zero level), (ii) low latency, and (iii)
high throughput, (iv) with no switch modiﬁcation.
Such a mechanism could be used in manufacturing a cost-efﬁcient routers’ switch fabric while
guaranteeing traditional router characteristics. Besides, it can be utilized as a reliable and ro-
bust layer 2 congestion control mechanism for data center applications (e.g. high-performance
computing (Snir, 2014), remote direct memory access (RDMA) (Bailey & Talpey, 2005), and
Fibre Channel over Ethernet (FCoE) (Kale et al., 2011)).
Furthermore, we introduce a mathematical model of ECCP while using the phase plane method.
First, we build a ﬂuid-ﬂow model for ECCP to derive the delay differential equations (DDEs)
that represent ECCP. Then, we sketch the phase trajectories of the rate increase and rate de-
crease subsystems. Consequently, we combine these phase trajectories to understand the transi-
tion between ECCP’s subsystems and to obtain the phase trajectory of the global ECCP system.
Subsequently, the stability of ECCP is analyzed based on this phase trajectory. Our analysis
reveals that the stability of ECCP depends mainly on the sliding mode motion (Utkin, 1977).
Thereafter, we deduce stability conditions that assist in deﬁning proper parameters for ECCP.
Besides, several simulations are conducted using OMNEST (Varga & Hornig, 2008) to verify
our mathematical analysis. Finally, a Linux-based implementation of ECCP is conducted to
verify ECCP’s performance through experiment.
The rest of this paper is organized as follows. Related work is introduced in Section 2.3.
Section 2.4 presents ECCP mechanism. Section 2.5 introduces the phase plane analysis method
in brief. The mathematical model of ECCP is derived in Section 2.6. The stability analysis of
ECCP is deduced in Section 2.7. Linux-based implementation is presented in Section 2.8.
Finally, Section 2.9 introduces conclusion and future work.
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2.3 Related Work
In this section, we present some research work that is closely related to congestion control
in both Ethernet layer and Transmission Control Protocol (TCP) layer. IEEE has recently
presented Data Center Bridging (DCB) (802.1, 2013) that comprise several enhancements for
Ethernet network to create a consolidation of I/O connectivity through data centers. DCB aims
to eliminate packet loss due to queue overﬂow. Ethernet PAUSE IEEE 802.3x and Priority-
based Flow Control (PFC) (IEEE Standard Association, 2011) are presented in DCB as link
level (hop-by-hop) mechanisms. Ethernet PAUSE was issued to solve packet loss problem
by sending a PAUSE request to the sender when the receiver buffer reaches a certain thresh-
old. Thus, the sender stops sending data until a local timer expires or a resume notiﬁcation
is received from the receiver. PFC divides data path into eight trafﬁc classes, each could be
controlled individually. Yet, PFC is still limited because it operates on port plus priority level
which can cause congestion-spreading and HOL blocking (IEEE Standard Association, 2011;









Figure 2.3 QCN framework: CP in the bridge, and RP in the host’s NIC
Quantized Congestion Notiﬁcation (QCN) (IEEE 802.1Qau, 2010; Alizadeh et al., 2008) is
an end-to-end control mechanism which is standardized in IEEE 802.1Qau (IEEE 802.1Qau,
2010). QCN aims to keep queue length at a predeﬁned level called equilibrium queue length
(Qeq). QCN consists of two parts, (i) Congestion Point (CP) (in bridges) and (ii) Reaction Point
(RP) (in hosts) (Fig. 2.3). The CP measures queue length (Q), and calculates a feedback (Fb)
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value, in a probabilistic manner, to reﬂect congestion severity (Equation 2.1).
Fb=−((Q−Qeq)+w× (Q−Qold)). (2.1)
Where Qold is the previous queue length and w is a constant which equals 2 (for more details
refer to (IEEE 802.1Qau, 2010)). If the calculated Fb is negative, CP creates a Congestion
Notiﬁcation Message (CNM) and sends it to the RP.
QCN reduces the overhead of control information trafﬁc and reduces the required computa-
tional power by calculating Fb in a probabilistic manner. At the end host, when RP receives
CNM, it decreases its transmission rate accordingly. If no CNM is received, the RP increases
its transmission rate according to a three-phase rate increase algorithm (IEEE 802.1Qau, 2010).
Due to the probabilistic manner of calculating Fb, QCN experiences several issues regarding
fairness (Kabbani et al., 2010; Zhang & Ansari, 2013) and queue length ﬂuctuation (Tani-
sawa & Yamamoto, 2013). In addition, QCN does not achieve minimum latency as it keeps
queue length at a certain level (Qeq).
Several research papers have discussed various enhancements for QCN. For example, (Tani-
sawa & Yamamoto, 2013) presents the use of delay variation as an indication of congestion
to address queue ﬂuctuation issue. Other studies like (Kabbani et al., 2010; Zhang & Ansari,
2013) addressed QCN fairness issue by using new Active Queue Management (AQM) (Aweya
et al., 2001) algorithms that are capable of identifying the culprit ﬂows. Thus, they send CNMs
for each culprit ﬂow. These techniques achieve fairness but they are implemented in the switch
which we aim to avoid.
Data Center TCP (DCTCP) (Alizadeh et al., 2010) uses switches that support Explicit Conges-
tion Notiﬁcation (ECN) to mark packets that arrive while queue length is greater than a prede-
ﬁned threshold. DCTCP source reacts by reducing the window proportionally to the fraction of
marked packets. Data Center QCN (DCQCN) (Zhu et al., 2015) combines the characteristics
of Data Center TCP (DCTCP) (Alizadeh et al., 2010) and QCN in order to achieve QCN-
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like behavior while using the ECN marking feature. DCQCN requires very strict parameters
selection regarding byte counter and marking probability.
Trading a little bandwidth to achieve low queue length and low latency is discussed in a number
of papers. For example, HULL (High-bandwidth Ultra-Low Latency) is presented in (Alizadeh
et al., 2012) to reduce average and tail latencies in data centers by sacriﬁcing a small amount of
bandwidth (e.g., 10%). HULL presents the Phantom Queue (PQ) as a new marking algorithm.
Phantom queues simulate draining data at a fraction (< 1) of link rate. This process generates
a virtual backlog that is used to mark data packets before congestion. The challenges of HULL
are the needs of switch modiﬁcation.
TIMELY (Mittal et al., 2015) is a congestion control scheme for data centers. It uses the de-
viation of Round-Trip Time (RTT) to identify congestion, instead of ECN marking in DCTCP.
TIMELY can signiﬁcantly reduce queuing delay and it would be interesting to compare ECCP
and TIMELY in future work.
Enhanced Forward Explicit Congestion Notiﬁcation (E-FECN) (So-In et al., 2008) and proac-
tive congestion control algorithm (PERC) (Jose et al., 2015) are presented as congestion con-
trol mechanisms that exploit the measured available bandwidth to control data rates. However,
these two methods require switch modiﬁcations which we aim to avoid.
Few centralized solutions are proposed in the literature. For example, Fastpass (Perry et al.,
2014) embraces central control for every packet transmission which raises a scalability issue.
Another approach to enhance the performance of TCP protocol was to distinguish between
congestive packet loss and non-congestive packet loss (Wang et al., 2016; A. et al., 2017).
Therefore, the TCP congestion avoidance algorithm could be activated only when congestive
packet loss is detected. E.g., TCP INVS (Wang et al., 2016) estimates network queue length
and compare this estimation to a threshold. If the estimated queue length exceeds the threshold,
the loss is caused by congestion. Consequently, TCP INVS activate the traditional congestion
avoidance algorithm. Otherwise, the loss is considered as a non-congestion loss and TCP INVS
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ignores it and avoids limiting congestion window growth. In addition, (A. et al., 2017) pro-
poses an RTT estimation algorithm using Autoregressive Integrated Moving Average (ARIMA)
model. By analyzing the estimated RTT, one can estimates the sharp and sudden changes in
the RTT, thereby differentiating the non-congestive packet loss from congestive packet loss.
While these mechanisms acheive better throughput on lossy networks, it introduces an extra
packet loss that is not suitable for router switch fabric or data center network.
Optimizing the routing decision to control the congestion is also proposed in several research
papers. Most of this research follows a key idea called the back-pressure algorithm (Tas-
siulas & Ephremides, 1992) where trafﬁc is directed around a queuing network to achieve
maximum network throughput. An example of this scheme is presented in (Liu et al., 2016)
where the authors developed a second-order joint congestion control and routing optimization
framework that aims to offer resource optimization and fast convergence. Such a scheme can
signiﬁcantly reduce queuing delay and it would be interesting to investigate this scheme in
future work.
2.4 ECCP : Ethernet Congestion Control Protocol
In this section, we present ECCP as a distributed congestion prevention algorithm that works
on Ethernet layer. ECCP controls data trafﬁc according to the estimate Available Bandwidth
(AvBw) through a network path. ECCP strives to keep link occupancy less than the maximum
capacity by a percentage called Availability Threshold (AvT ). Traditional congestion control
mechanisms aim to keeps the queue around a target level. These mechanisms can reduce
queuing latency, but they cannot eliminate it. In these mechanisms, a non-zero queue must be
observed before reaction, and sources need one RTT to react to this observation, which causes
data accumulation in queues even further. On the other hand, ECCP uses AvBw as a congestion
signal to trigger sources reaction before data accumulation in the queue. Therefore, ECCP
achieves a close-to-zero queue length, leading to minimum network latency.
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ECCP estimates AvBw through network path by sending trains of probe frames periodically
through this path. Sender adds sending time and other information as train identiﬁer and se-
quence number within the train to each probe frame. On the receiver side, ECCP receives
these frames and estimates AvBw using a modiﬁed version of Bandwidth Available in Real-
Time (BART) (Ekelin et al., 2006). Afterward, ECCP transmits this information back to the
sender. At the sender side, ECCP controls transmission rate based on the received AvBw value.
ECCP advocates rate-based control schemes instead of window-based control schemes because
window-based schemes encounter signiﬁcant challenges particularly with the rapid increase of
the control cycle time, deﬁned mainly by propagation delay, compared to transmission time
in modern networks (Charny et al., 1995). In addition, (Raina et al., 2005) and (Kelly et al.,
2008) state that at high line rates, queue size ﬂuctuations become fast and difﬁcult to control
because queuing delay is shorter than the control loop delay. Thus, rate based control schemes
are more reliable.
2.4.1 ECCP components
In this section, ECCP architecture is described in detailed and the interactions between its com-
ponents are explained. ECCP prevents congestion by keeping a percentage of the link capacity
available called Availability Threshold (AvT ). Thus, for any link of maximum capacityC, AvT
creates a bandwidth stability margin equals AvT ×C. This bandwidth stability margin allows
ECCP to send probe trafﬁc without causing queue accumulation. ECCP does not require switch
modiﬁcation because all its functionalities are implemented inside line cards or hosts.
Fig. 2.4 depicts ECCP components1 : (1) probe sender, (2) probe receiver, (3) bandwidth
estimator, and (4) rate controller. These modules are implemented in every line card in the
router or every host.



















Figure 2.4 ECCP components
2.4.1.1 ECCP probe sender
ECCP control cycle starts with the probe sender. This module generates probe trains each of
size N frames. Thereupon, it sends them through the network towards destination host. By the
time they leave the source, each probe frame is tagged with a sending time. Other information
is added to the probes such as sequence number and train identiﬁer. ECCP probe sender sends
probe trafﬁc of a uniformly distributed random rate μ between a ﬁxed minimum value and
R×AvT where R is the transmission rate. ECCP is not trying to estimate an exact value for
AvBw. Instead, it only estimates AvBw value within a maximum limit equals R×AvT . Thus,
ECCP gets enough information to control (decrease or increase) data rate while limiting probe
rate to R× AvT . Hence, probe trafﬁc for M ﬂows crossing one link (M× R× AvT ) never
exceeds link bandwidth stability margin (AvT ×C).
According to that model, the probe rate has uniform distribution. Thus, the average probe
overhead for each ﬂow equals 0.5× (minimum probe rate+AvT ×R)≈ 0.5×AvT ×R. Thus,
the probe overhead for all ﬂows Xprobes ≈ 0.5×AvT ×∑R. While ECCP keeps the cross trafﬁc
∑R less than maximum link capacity (∑R < C), then the probe overhead never exceeds 5%
of link capacity (Xprobes < 0.5×AvT ×C ). Therefore the probe overhead depends on the link
capacity not on the number of ﬂows.
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2.4.1.2 ECCP probe receiver
The probe receiver captures probe frames, retrieves probe information, and adds receiving time
for each probe frame. Then, ECCP probe receiver forwards each probe train information to
ECCP bandwidth estimator for additional processing.
2.4.1.3 ECCP bandwidth estimator
The bandwidth estimator estimates AvBw using a modiﬁed version of BART which is based






































Figure 2.5 The effect of injecting probe trafﬁc into network (Ekelin et al., 2006)
In this model, when probe trafﬁc of rate μ and ﬁxed inter-frame intervals Δin is inserted along
a network path, the received inter-frame interval Δout is affected by the network state such
that; if μ is greater than AvBw, network queues start accumulating data which increases Δout .
Otherwise, Δout will be, in average, equal to Δin (Fig. 2.5). This model does not require
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clock synchronization between hosts. Rather, it uses the relative queuing delay between probe
frames.
BART derives a new metric to deﬁne the change of the inter-frame time called strain ε =
(Δout −Δin)/Δin. For probe rate μ that is less than AvBw, the strain will be, on average, equal
to zero (ε ≈ 0). Otherwise, the strain increases proportionally to the probe rate μ (Fig. 2.5).
This linear relation between strain ε and probe rate μ is represented using (2.2).
ε =
⎧⎪⎨⎪⎩0 if μ ≤ AvBwα μ +β if μ > AvBw. (2.2)
Based on this linear relationship between strain ε and probe rate μ , the bandwidth estimator
calculates the strain εi for each probe pair {i = 1, . . . , N− 1}. Then, the calculated average
ε and its variance R are forwarded to Kalman Filter (KF). In addition, an estimation of the
system noise covariance Q and measurement error P are provided. Thus, KF estimates μ and
β variables of the linear equation (2.2). Hence, ECCP estimates AvBw as the maximum probe
rate that keeps the strain ε equal to zero (α ×AvBw+β = 0) as in (2.3).
AvBw=−β/α. (2.3)
For that purpose,
Kalman ﬁlter works on continuous linear systems while this model has a discontinuity sepa-
rating two linear segments as shown in Fig. 2.5. Thus, BART ignores the probe rates μ that
are not on the horizontal line where μ is less than the last estimated AvBw (μ < AvBw). Unlike
BART, ECCP does not ignore probe train information that is not on the straight line. Instead,
it uses that probe rate μ to provide an estimation of AvBw using (2.4) (for more details see
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(Bahnasy et al., 2015)).
AvBw=
⎧⎪⎨⎪⎩max(μ j) if ε < εtKF(εt ,Q,P) if ε ≥ εt (2.4)
where j is the probe train number and εt is the strain threshold that identiﬁes the starting point
of the straight line. Afterward, bandwidth estimator sends estimated AvBw back to the source
in a CNM message.
2.4.1.4 ECCP rate controller
ECCP rate controller is a key component of ECCP mechanism. It controls the transmission
rate R according to Additive Increase Multiplicative Decrease (AIMD) model after receiving
AvBw value. Based on the received estimated AvBw, ECCP rate controller calculates available
bandwidth ratio Ar according to (2.5). Ar represents the ratio of the available bandwidth to the




ECCP works on keeping Ar at an equilibrium level Aeq. Therefore, it calculates a feedback
parameter Fb to represent the severity of the congestion using (2.6).
Fb= (Ar−Aeq)+w× (Ar−Aold) (2.6)
where Aold is the previous value of Ar, and w is equal to 2 (similar to QCN) and it represents
a weight for (Ar−Aold); i.e., w makes calculated Fb more sensitive to ﬂows that change their
rate aggressively than ﬂows with stable high rates. Consequently, ECCP uses the calculated
Fb to control hosts’ transmission rate.
Furthermore, ECCP rate controller monitors two variables (1) the transmission rate R and (2)
























Figure 2.6 Relationship between AvBw and Ar
rate for the rate increase process. ECCP rate controller uses a rate decrease process if the
calculated Fb value is negative otherwise it uses a self-increase process as depicted by (2.7)
(Fig. 2.7).
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⎧⎪⎨⎪⎩TR← RR← R(1+Gd ×Fb) if Fb < 0 (rate decrease process)
R← 12(R+TR) otherwise (Self-increase process)
(2.7)
where Gd is a ﬁxed value and is taken to make the maximum rate reduction equal to 1/2.
Fig. 2.7 shows the ECCP rate control process in detail. The ﬁgure shows that when ECCP
calculates a negative Fb, it executes the rate decrease process. In addition, Fig. 2.7 depicts
that ECCP divides the self-increase process into three stages i) Fast Recovery (FR), ii) Active
Increase (AI) and iii) Hyper-Active Increase (HAI). ECCP determines the increasing stage
based on a byte counter BC and a timer T . The Fast Recovery stage consists of ﬁve cycles
where each cycle is deﬁned by sending BC Bytes of data or the expiration of a timer T . The
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Algorithm 1: ECCP rate decrease process
Input : Available Bandwidth AvBw
Output: New sending rate R
1 Ar ← AvBw/R×AvT ;
2 Fb ← (Ar−Aeq)+w× (Ar−Aold) ;
3 if (Fb< 0) then
4 TR← R;
5 R← R(1+Gd ×Fb) ; /* Rate decrease */
6 Sel f IncreaseStarted ← TRUE ; /* Initialize self-increase */
7 ByteCycleCnt ← 0 ;
8 TimeCycleCnt ← 0 ;
9 ByteCnt ← BC ;



































if Fb < 0
TR =R
R = R (1+Gd x Fb)
R = 1/2 x (R +TR)
Figure 2.7 ECCP rate control stages
timer deﬁnes the end of cycles in case of low rate ﬂows. At each cycle, R is updated using
(2.7) while keeping TR unchanged. If the byte counter or the timer completes ﬁve cycles in
FR stage while no negative Fb is calculated, the rate controller enters Active Increase (AI)
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Algorithm 2: ECCP self-increase process
1 Output: New sending rate R
2 foreach sentFrame do
3 if Sel f IncreaseStarted == TRUE then
4 ByteCnt ← ByteCnt−Byte( f rameSize) ;
5 if (ByteCnt ≤ 0) then
6 ByteCycleCnt++ ;
7 if (ByteCycleCnt < 5) then
8 ByteCnt ← BC ;
9 else
10 ByteCnt ← BC/2 ;
11 Ad justRate() ;
12 end
13 foreach timeout do
14 if Sel f IncreaseStarted == TRUE then
15 TimeCycleCnt++ ;
16 if (ByteCycleCnt > 5) or (TimeCycleCnt > 5) then
17 RestartTimer(T/2) ; /* AI or HAI stage */
18 else
19 RestartTimer(T ) ; /* FR stage */




24 if (ByteCycleCnt > 5) and (TimeCycleCnt > 5) then
25 TR← TR+5 Mbps ; /* HAI stage */
26 else if (ByteCycleCnt > 5) or (TimeCycleCnt > 5) then
27 TR← TR+50 Mbps ; /* AI stage */
28 R← 1/2× (R+TR);
29 if (R> linkCapacity) then
30 R← linkCapacity; Sel f IncreaseStarted ← FALSE;
stage. In this stage, TR is increased by a predeﬁned value RAI . Moreover, the byte counter and
the timer limits are set to BC/2 and T/2 respectively. Afterward, the rate controller enters the
Hyper-Active Increase (HAI) stage, if both the byte counter and the timer ﬁnish ﬁve cycles. In
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the HAI stage, TR is increased by a predeﬁned value RHAI as in (2.8).
TR←
⎧⎪⎨⎪⎩TR+RAI (AI)TR+RHAI (HAI). (2.8)
Where RAI is the rate increase step in AI stage and RHAI is the rate increase step in HAI stage.
Algorithms 1 and 2 depict ECCP rate decrease and self-increase processes respectively.
2.5 Phase Plane Analysis
In this paper, we use phase plane method to visually represent certain characteristics of the
differential equation of the ECCP. Phase plane is used to analyze the behavior of nonlinear
systems. The solutions of differential equations are a set of functions which could be plotted
graphically in the phase plane as a two-dimensional vector ﬁeld. Given an autonomous system
represented by a differential equation x′′(t) = f (x(t),x′(t)), one can plot the phase trajectory
of such a system by following the direction where time increases. Fig. 2.8a depicts a system
x(t) in time domain, where a phase trajectory of this system is displayed in Fig. 2.8b. One can
notice that x(t) and x′(t) in time domain can be inferred from the phase trajectory plot. Thus,
the phase trajectory provides enough information about the behavior of the system. More-
over, sketching phase trajectories is easier than ﬁnding an analytical solution of differential
equations, which sometimes is not possible.
Congestion control schemes in computer networks require different behaviors for rate increase
and rate decrease subsystems. In addition, the congestion state controls the transition between
these subsystems. The phase plane method could link isolated subsystems and present graph-
ically the switching process. Thus, using phase plane method is adequate for analyzing seg-
mented systems like congestion control protocols (Jiang et al., 2015).
In addition, system parameters limitation can be taken into consideration explicitly. Therefore,
we should consider only the phase trajectories that satisfy our system limitations (i.e link ca-




a) The trajectory of x(t) in time domain
x(t)
x (t)
b) Phase trajectory of x′(t) versus x(t)
Figure 2.8 Phase trajectory example
2.6 ECCP Modeling
The core element of ECCP is the rate control algorithm. By responding correctly to the cal-
culated feedback, the network load should remain around the target point. For the purpose of
simplicity, we made these assumptions:
• All sources are homogeneous, namely they have the same characteristics such as round-trip
time.
• Data ﬂows in data center networks have high rates and appear like continuous ﬂow ﬂuid.
• Available bandwidth estimation error is negligible (Measured AvBw is used in the sim-
ulation to avoid estimation errors). We leave studying the effect of available bandwidth
estimation error on ECCP stability for future work.
Given the aforementioned assumptions, ECCP can be modeled while calculating the available
bandwidth using (2.9).
AvBw(t) =C−M×R(t) (2.9)
where AvBw(t) is the available bandwidth at time t, C is the maximum link capacity, M is the
number of ﬂows that share the same bottleneck link, and R(t) is the host’s transmission rate at
time t.
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where Ar(t) is the available bandwidth ratio at time t.
In addition, feedback calculation in (2.6) becomes:
Fb(t) = Ar(t)−Aeq+w×T ×A′r(t−T ) (2.11)
where T is the time interval between trains which deﬁnes the control cycle time, and (Ar−Aold)
becomes the derivative of availability ratio A′r multiplied by the control cycle time T .
Given ECCP rate update equation (2.7), the derivative of transmission rate R′(t) can be repre-




T R(t)Fb(t− τ) ifFb(t− τ)< 0
TR−R(t)
2×TBC ifFb(t− τ)≥ 0
(2.12)
where τ is the propagation delay, TBC is the BC counter time.
2.7 Stability Analysis of ECCP
In this section, phase plane is used in studying the stability of ECCP. Phase plane analysis
of ECCP is carried out for the self-increase and rate decrease processes separately. Next,
simulation experiments are presented to verify our mathematical analysis.
2.7.1 Stability Analysis of ECCP Rate Decrease Subsystem
In this section, we analyze ECCP rate decrease subsystem represented by (2.12), (2.11), and
(2.10). For the sake of simplicity and without loss of generality, we made this linear variable
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substitution. ⎧⎪⎨⎪⎩y(t) = Ar(t)−Aeqy′(t) = A′r(t). (2.13)













AvT × (y(t)+ζ )
R′(t) =− C
AvT × (y(t)+ζ )2 y
′(t). (2.14)
The feedback equation could be represented by substituting (2.13) in (2.11):
Fb(t) = y(t)+w×Ty′(t−T ). (2.15)


















Fb(t− τ)(y(t)+ζ ). (2.16)
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y(t− τ)+w×T × y′(t−T − τ)
)
(y(t)+ζ ). (2.17)
Based on (2.17), we can state this lemma.

















For proof, review Appendix I.
2.7.2 Stability Analysis of ECCP Rate Increase Subsystem
The self-increase subsystem behavior can be summarized as follows: The stability of ECCP
system mainly depends on the sliding mode motion (Utkin, 1977) from self-increase subsystem
into the rate decrease subsystem when the system crosses the asymptotic line (Fb= 0). Thus,
the ECCP system is asymptotically stable when inequality (2.18) is satisﬁed. For proof, review
Appendix II.
2.7.3 Veriﬁcation of ECCP’s stability conditions using simulation
In this section, we use discrete-event simulation to verify the mathematical analysis of ECCP.
Using OMNEST network simulation framework (Varga & Hornig, 2008), we simulate a dumb-
bell topology of four data sources and four receivers connected to two 10-Gbps switches as
shown in Fig. 2.9. All links in this topology have a maximum capacity of 10 Gbps. We con-
sider the worst case which happens when all sources send with their maximum link capacity.
Thus, we have four data sources that send data at maximum line capacity (10 Gbps) toward four



























Flow 0 Flow 1 Flow 2 Flow 3
Figure 2.9 Simulation topology
Based on ECCP parameters that are shown in Table 2.1 and inequality (2.18), ECCP is stable
for all τ < 1.482 T . Fig. 2.10 shows a box plot of cross trafﬁc. It depicts that ECCP system
0.3 ms (0.3T) 0.6 ms (0.6T) 1.2 ms (1.2T) 1.8 ms (1.8T) 2.4 ms (2.4T) 3.3 ms (3.3T)






































Figure 2.10 Box plot of the cross trafﬁc rate
reduces cross trafﬁc rate to a value lower than its minimum limit ((1−AvT )×C = 9 Gbps),
when τ exceeds the analytically calculated limit (1.482 T ). In addition, Fig. 2.10 clearly shows
that when τ = 1.8ms > 1.482 T , the variation of cross trafﬁc exceeds the maximum allowed
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Table 2.1 Simulation parameters
Data Senders Parameters
Frame size Normal distribution
(avg = 1000,σ =
150)
Min Frame size 200 Byte
Max Frame size 1500 Byte
Propagation Delay τ 40 μsec
ECCP Probing Parameters
Number of probe frames N = 33
Size of probe frames 1500 Byte
Time between each train 1 ms
Available Threshold AvT = 0.1 (10%)
Minimum probe rate 50 Mbps
Maximum probe rate AvT ×R












Aeq = 0.5 (50%)
Rate control timer T = 5 ms
Rate control byte counter BC = 750 KByte
Gd Gd = 100/128
Rate increase step in AI stage RAI = 5 Mbps
Rate increase step in HAI stage RHAI = 50 Mbps
margin (AvT ×C= 1 Gbps). One can notice that when τ = 3.3 T the average cross trafﬁc starts
to increase again. The reason behind that is the data accumulation in the queue as shown in
Fig. 2.11b.
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B) =300 s =600 s =1.2ms
a) τ = 0.3 T, 0.6 T, & 1.2 T













B) =1.8ms =2.4ms =3.3ms
b) τ = 1.8 T, 2.4 T, & 3.3 T
Figure 2.11 Queue length
Fig. 2.11 depicts the queue length while varying the propagation delay (τ = 0.3 T , 0.6 T ,
1.2 T , 1.8 T , 2.4 T & 3.3 T ). Fig. 2.11a shows that if the stability conditions are satisﬁed
(τ < 1.482T ), ECCP system succeeds in maintaining a close-to-zero queue length. Otherwise,
data start to accumulate and the queue ﬂuctuates signiﬁcantly as shown in Fig. 2.11b.
Fig. 2.12 illustrates the cumulative distribution function (CDF) of the queue length. It shows
that when stability conditions are satisﬁed and τ = 0.3 T, 0.6 T, 1.2 T , 99-percentile of queue
length are less than 6.72 KB, 6.78 KB and 21.9 KB respectively. But when these conditions
are violated, 99-percentile of queue length reach up to 294.4 KB.
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Figure 2.12 CDF of queue length
Fig. 2.13 depicts the transmission rates while varying the propagation delay. It shows that as
long as τ does not exceed the stability limit (1.482 T ), ECCP system achieves fairness between
ﬂows.
2.7.4 Boundary limitations
In our stability analysis, we have deduced sufﬁcient stability conditions of the core mecha-
nism of ECCP. However, ECCP system is also constrained by physical boundaries such as the
maximum link capacity and buffer size. For example, when the ECCP system reaches the equi-
librium point, hosts keep increasing their data rates until calculating a positive Fb. Thus, cross
trafﬁc might reach the maximum limit and data starts to be queued in the system. In order to
avoid this, the integral of the self-increase function from t to (t+(T + 2τ)) must be less than
the available bandwidth margin (AvT ×Aeq×C), where (T +2τ) is the control cycle time. The
boundary limitation of ECCP queue system is summarized by the following lemma.
Lemma 2.2. ECCP keeps queue length close to zero, thereby ensuring minimum network la-
tency and preventing congestion if inequality (2.19) is satisﬁed.
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Host 0 Host 1 Host 2 Host 3
a) τ = 300 μs (0.3 T )

















Host 0 Host 1 Host 2 Host 3
b) τ = 600 μs (0.6 T )

















Host 0 Host 1 Host 2 Host 3
c) τ = 1.2ms(1.2 T )

















Host 0 Host 1 Host 2 Host 3
d) τ = 1.8ms(1.8 T )

















Host 0 Host 1 Host 2 Host 3
e) τ = 2.4ms (2.4 T )

















Host 0 Host 1 Host 2 Host 3
f) τ = 3.3ms(3.3 T )





The proof of lemma 2.2 is presented in Appendix III.
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2.7.5 Veriﬁcation of ECCP’s boundary limitations using simulation
Based on ECCP parameters shown in table 2.1 and inequality (2.19), ECCP is capable of
keeping queue length close to zero when BC > 500KB. ECCP is simulated to verify the
analytical model. Fig. 2.14, 2.15, 2.16 and 2.17 depict the simulation results while varying the
byte counter (BC = 150 KB, 450 KB, 600 KB, and 750 KB). In addition, Fig. 2.14 shows that
150 KB 450 KB 600 KB 750 KB

































Figure 2.14 Cross trafﬁc statistics
when inequality (2.19) is not satisﬁed (BC < 500KB), ECCP system becomes unstable and
the cross trafﬁc variation exceeds (AvT ×C) limit (1 Gbps). It is clearly shown that reducing
BC decreases the average cross trafﬁc rate and increases its variation. One can notice that at
BC = 150KB, the average cross trafﬁc rate starts to increase again which is a result of data
accumulation in the bottleneck link queue as shown in Fig. 2.15. Besides, Fig. 2.15 depicts
that when byte counter does not satisfy the analytically calculated limit BC < 500KB, the
queue starts accumulating data. In contrast, when byte counter limit is satisﬁed BC > 500KB,
ECCP succeeded in maintaining a close-to-zero queue length.
Fig. 2.16 shows the CDF of the queue length. It depicts that when BC is equal to 750 and 600
KB, 99-percentile of queue length are less than 6.9 KB and 6.8 KB respectively. But when
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Figure 2.15 Queue length
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Figure 2.16 CDF of queue length
inequality (2.19) is not satisﬁed where BC < 500 KB, 99-percentile of queue length reaches up
to 299 KB.
Fig. 2.17 depicts the effect of varying the byte counter BC on the transmission rates. It shows
that when BC = 150 and 450KB, ﬂows with high rate start recovering faster than ﬂows with
low rate (Fig. 2.17a & 2.17b) but when BC = 600 and 750KB, hosts start to recover at a
relatively equal speed which achieves fairness between ﬂows (Fig. 2.17c & 2.17d). This limit
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a) BC = 150 KB
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b) BC = 450 KB

















Host 0 Host 1 Host 2 Host 3
c) BC = 600 KB

















Host 0 Host 1 Host 2 Host 3
d) BC = 750 KB
Figure 2.17 Transmission rates
matches the predicted value by the analytical analysis (Inequality 2.19). One can notice that
when BC = 750, hosts’ transmission rates were between 1.49 and 2.293 Gbps. In addition,
when BC = 600, hosts’ transmission rates were between 1.5928 and 3.7226 Gbps which still
in the a fair range.
2.7.6 Discussion
The time interval between trains T must be greater than the sending time of the whole train (N
frames, of 1500 Byte each) with rate equals to AvT ×Rmin, where Rmin is the minimum probing
rate.
T ≥ N×1500×8
AvT ×Rmin . (2.20)
Furthermore, T determines the control cycle which controls the buffer boundary. For example,
for a stable system of M number of ﬂows, ECCP will keep the queue length close to zero. If a
54
new ﬂow arrives with rate equals R0, thus, R0 must satisfy:
R0×T ≤ B. (2.21)
Where B is the maximum switch buffer size. In other words, the hardware buffer inside the
switch must satisfy B≥ T ×R0, or any new ﬂow has to start with rate R0 ≤ BT .
2.8 Linux-Based Implementation
We have implemented an ECCP testbed using 3 Linux hosts and a 10 Gbps switch. In this
implementation we used Linux Trafﬁc Control (Hubert et al., 2002) to separate probe trafﬁc
from data trafﬁc and to throttle the transmission rate of data trafﬁc as explained in Section
2.8.2. The testbed is connected as shown in Fig. 2.18 and is conﬁgured according to table 2.1.
In this implementation, we built a Java GUI to periodically collect statistics and plot the actual









Figure 2.18 Experiment testbed topology
In the next section we present several experiments to validate our bandwidth estimation method,
and in the following section we present the ECCP testbed implementation.
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2.8.1 Validating available bandwidth estimation process
ECCP’s available bandwidth estimation process is tested using the aforementioned testbed. In
this topology, sender 0 sends a constant bit rate trafﬁc to the receiver and sender 1 sends probe
trafﬁc with a randomly generated rate μ . Fig. 2.19 shows the measured strains ε versus the
probe rate μ at the receiver in three scenarios (i) AvBW = 6 Gbps, (ii) AvBW = 5 Gbps, (iii)
AvBW = 1.5 Gbps. Fig. 2.19 depicts that when ε starts increasing, μ is always identical to
AvBw in all cases. Thus, we conclude that this method is trustworthy and could be used to
estimate AvBw.
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Figure 2.19 ECCP’s available bandwidth estimation process
2.8.2 ECCP testbed implementation
In this testbed, we have implemented the ECCP rate controller using Linux Trafﬁc Control
(Hubert et al., 2002). ECCP needs to control data trafﬁc while probe trafﬁc must be forwarded
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with no control. To achieve this goal, we use Hierarchy Token Bucket (HTB) (Devera, 2002)
to create two virtual schedulers (Qdisc) with different classes in Linux machines. HTB allows
sending different classes of trafﬁc on different simulated links using one physical link. HTB is
used to ensure that the maximum service provided for each class is the minimum of the desired
rate DR or the assigned rate R by ECCP. Fig. 2.20a shows the two classes that we create to
represent data ﬂow and probe ﬂow. In addition, two virtual schedulers (Qdisc) are created and
linked to these classes (Fig. 2.20b). Thus, ECCP can limit the data rate by setting the rate
on class 1:11 equal the maximum allowed rate, while keeping the probe class (Class 1:22)
uncontrolled. Note that these two queues have different priorities; data ﬂow enter the queue
with low priority while probe ﬂow is forwarded through the queue with high priority.
Root HTB Qdisc
1:




















b) Virtual Queues that is created using HTB for
data and probe packets
Figure 2.20 HTB virtual queues and their classes
In this experiment, each host sends with desired rate DR that are throttled by HTB to the
sending rate R which is calculated by ECCP. DRs are varied 4 times in this test, in the ﬁrst
period (0 s < t < 4 s), host 0 sends with DR = 4 Gbps while host 1 sends with DR = 1 Gbps
(Fig. 2.21). In this period, there is no congestion and the transmission rates R are not controlled
(equal DR). In the second period (4 s < t < 12.4 s), host 1 increases its DR to 6 Gbps. Thus,
57
ECCP starts limiting DR by setting R to a value that keeps the cross trafﬁc close to 9.5 Gbps.
One can notice in this period, ECCP controls only the greedy ﬂow (Host 1) while allowing
Host 0 to send with its DR. In the third period (12.4 s < t < 14.2 s), host 0 increases its DR
to 6 Gbps. Therefore, ECCP starts to control both hosts’ rates severely to prevent congestion.
Finally, when t > 14.2 s, host 0 decreases its DR to 3 Gbps which ends the congestion. Thus,
ECCP alleviates its control, and each host sends with its desired rate (R= DR).
Figure 2.21 ECCP lab implementation results
2.9 Conclusion
In this paper, we propose ECCP as a distributed congestion control mechanism that is imple-
mented in line cards or end hosts and does not require any switch modiﬁcation.
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We analyzed ECCP using phase plane method while taking into consideration the propagation
delay. Our stability analysis identiﬁes the sufﬁcient conditions for ECCP system stability. In
addition, this research shows that the stability of the ECCP system is ensured by the sliding
mode motion. However, the stability of ECCP depends not only on its parameters but also on
the network conﬁgurations.
Several simulations were driven to verify our ECCP stability analysis. The obtained numerical
results reveal that the ECCP system is stable when the delay is bounded. Finally, a Linux-based
testbed experimentation is conducted to evaluate ECCP performance.
As a perspective of this work, we are presently (i) studying the effect of available bandwidth es-
timation error on ECCP stability, (ii) evaluating ECCP in larger and various network topologies
using our simulator.
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3.1 Abstract
DCN brought a new era of data-intensive applications such as HPC, cloud computing, SAN
and VXLAN which raise new challenges to network researchers. Such applications require
minimum network latency, no packet loss and fairness between ﬂows. Therefore, IEEE DCB
Task Group presents several enhancements for Ethernet network to fulﬁll these requirements.
In this context, we explore the possibility of controlling congestion in Ethernet layer to achieve
those requirements. We propose HetFlow as a delay-based congestion control mechanism that
controls congestion while achieving minimum queue length, minimum network latency, and
high link utilization. HetFlow guarantees fairness between ﬂows of different packet sizes and
different RTTs. In addition, we present a mathematical model, stability analysis and scalability
study of the proposed protocol.
3.2 Introduction
The emergence of DCN and its applications raise the need for stable, robust and fair transport
network in data centers. TCP is considered as the main transport protocol in data centers. How-
ever, TCP has major problems; e.g. TCP reacts upon packet loss event whereas in most data
center applications, packet loss causes a huge degradation in performance such as converged
SAN, HPC, cloud computing and FCoE. Additionally, TCP consumes, on average, over 20%
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of CPU power and at small packet sizes, CPU becomes the bottleneck and cannot saturate the
link because of TCP overhead (Zhu et al., 2015).
Other signiﬁcant challenges that face current congestion control mechanisms are Fairness be-
tween ﬂows of different packet sizes and different RTTs. Most network devices detect con-
gestion when their queue level reaches a maximum length in bits, while congestion control
mechanisms react per packet. Thus, in traditional congestion control mechanisms, small-
packet ﬂows experience a higher number of packet loss than large-packet ﬂows. Therefore,
small-packet ﬂows get react by reducing their rates more which result of over-controlling their
rates and unfairness issue (Shah et al., 2012; Wilson, 2008). Further, different RTTs strongly
reduces the performance of congestion control mechanisms. An experiment is conducted in
(Holman et al., 2012) using FreeBSD TCP-NewReno demonstrating that ﬂows with high la-
tency suffer the most when sharing a bottleneck link with low latency ﬂows. Small RTT ﬂows
complete more round trips in the same period comparing to large RTT ﬂows which lead to
faster recovery. Therefore, short RTT ﬂows get a higher share of the available bandwidth.
To this end, it is widely accepted that Ethernet is the best option for the data center fabric.
Therefore, several approaches strive to ﬁnd a congestion control for Ethernet network. IEEE
has recently standardized enhancements to Ethernet in the form of DCB (802.1, 2013) to cre-
ate a consolidation of I/O connectivity across the data center. The set of standards, deﬁned by
the DCB task group within IEEE 802.1 is popularly known as Converged Enhanced Ethernet
(CEE) and it comprises PFC (IEEE Standard Association, 2011) and QCN (IEEE 802.1Qau,
2010; Alizadeh et al., 2008) that address congestion control in Ethernet layer. PFC is a link
level (hop-by-hop) mechanism that generates and sends PAUSE messages to the sender when
the receiver buffer reaches a certain threshold. In contrast, QCN is an end-to-end control mech-
anism that aims to keep queue length at a predeﬁned level. QCN calculates a feedback value
that reﬂects the severity of congestion and sends this calculated value to the ﬂow responsible
for congestion. Yet, PFC and QCN face some issues that we discuss in detail in section 3.3.
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Moreover, RoCE v1 (Association et al., 2010) and v2 (Association et al., 2014) are presented
as new network protocols which allow performing RDMA over Ethernet network. The reason
behind adopting such design is the limitations that face the original design of RDMA over IB,
such as the requirement of adopting new network infrastructure which has experienced limited
success in enterprise data centers. RDMA technology offers high throughput, low latency, and
low CPU overhead, by allowing network interface cards (NICs) to transfer data in-and-out of
the host’s memory directly. RoCE presents an intermediate layer with IB as an upper interface
to support RDMA and Ethernet as a lower interface. This allows using RDMA over standard
Ethernet infrastructure with speciﬁc NICs that support RoCE. Yet, such protocol requires a
congestion control mechanism in Ethernet network (Association et al., 2014).
In this research, we aim to design an Ethernet congestion control mechanism that achieves a
robust and reliable data center fabric by achieving i) high link utilization, ii) close-to-zero queue
length, iii) low latency, iv) fairness between ﬂows of different packet sizes and v) fairness
between ﬂows of different RTTs. We propose HetFlow, an Ethernet end-to-end distributed
congestion control mechanism that prevents congestion by controlling hosts’ transmission rate.
HetFlow is designed with consideration of Ethernet network characteristics that differ from
Internet network namely (i) propagation delay is negligible compared to processing delay (few
hundred meters), (ii) no per-packet acks, (iii) packet pausing may cause congestion spreading
(as in PFC), (iv) Ethernet switches have shallow buffers.
In summary, our main contributions are i) introducing HetFlow as an Ethernet congestion con-
trol, ii) proposing a mathematical model for HetFlow, iii) studying the stability and the fairness
of HetFlow both mathematically and heuristically. In addition, a testbed implementation of our
proposed mechanism is carried out using Intel’s Data Plane Development Kit (DPDK) (Intel,
2014). Furthermore, several simulation experiments are conducted for the sake of the compari-
son between our proposal, TIMELY (Mittal et al., 2015) and QCN (IEEE 802.1Qau, 2010). We
chose TIMELY for comparison because both HetFlow and TIMELY are delay-based conges-
tion control protocols. In addition, a comparison with QCN is presented because both HetFlow
and QCN are Ethernet end-to-end congestion control protocols.
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The rest of this paper is organized as follows. A background on congestion control protocol
is presented in section 3.3. Section 3.4 presents our proposed congestion control mechanism.
Section 3.5 and 3.6 depict a stability analysis and a scalability study of HetFlow respectively.
Section 3.7 depicts the performance evaluation of HetFlow with ﬂows of different RTTs and
different packet sizes. A DPDK implementation of HetFlow is presented in section 3.8. Sum-
mary and some implementation remarks about our proposal are presented in section 3.9. Re-
lated work is presented in section 3.10. Finally, section 3.11 introduces conclusion and future
work.
3.3 Background
In this section, we present some research work that is closely related to congestion control
in data centers at both Ethernet layer and transport layer. IEEE has recently presented DCB
(802.1, 2013) that comprise several enhancements to Ethernet network in data centers. DCB
aims to eliminate packet loss due to queue overﬂow. Ethernet PAUSE IEEE 802.3x and PFC
(IEEE Standard Association, 2011) are presented in DCB as link level (hop-by-hop) mecha-
nisms. Ethernet PAUSE was issued to solve packet loss problem by sending a PAUSE request
to the sender when the receiver buffer reaches a certain threshold. Thus, the sender stops send-
ing any new frames until a local timer expires or a notiﬁcation message is received to resume
transmission. Ethernet PAUSE is a coarse-grained protocol that causes HOL blocking. PFC is
proposed to address Ethernet PAUSE limitations by discriminating data trafﬁc into eight classes
that are deﬁned by IEEE 802.1p standard (Ek, 1999). Each class could be controlled individu-
ally which reduces HOL blocking, however, PFC does not eliminate HOL blocking (Stephens
et al., 2014). In addition, PFC propagates congestion along data path in a phenomenon called
tree saturation (Hanawa et al., 1996).
An example explaining the HOL blocking and congestion spreading in PFC is illustrated in
Figure 3.1. In this scenario, hosts H11 and H12 are sending data to host H3x and host H1x to
H2x. Switch 1 executes ECMP and distributes the trafﬁc on both Spine 1 and Spine 2. The
trafﬁc destined to H3x causes congestion at Switch 3 at the output port that is connected to
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Figure 3.1 PFC HOL Blocking
H3x. Switch 3 reacts by sending pause messages for all adjacent switches/ hosts that transmit
data to this port (Spine 1 and Spine 2). The process takes place at Spine 1 and 2 where two
pause messages are sent to Switch 1 on both its upward connections. As a ﬁnal step, Switch 1
reacts by sending pause messages to all adjacent nodes that send trafﬁc to Spine 1 and 2. It is
clearly shown that PFC spreads the congestion over the datapath causing what is known as tree
saturation (Hanawa et al., 1996) or congestion spreading. In addition, trafﬁc that is originated
from host H1x and destined to H2x is throttled at Switch 1 due to a congestion that is originally









Figure 3.2 QCN framework: CP in the bridge, and RP in the host’s NIC
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QCN (IEEE 802.1Qau, 2010; Alizadeh et al., 2008) is an end-to-end control mechanism which
aims to keep queue length at a predeﬁned level called equilibrium queue length (Qeq). QCN
consists of two parts, (i) a CP (in bridges) and (ii) a RP (in hosts) (Fig. 3.2). The CP measures
the queue length (Q), and calculates a feedback (Fb) value, in a probabilistic manner, to reﬂect
the congestion severity (Equation 3.1).
Fb=−((Q−Qeq)+w× (Q−Qold)). (3.1)
Where Qold is the previous queue length and w is a constant which equals 2 (for more details
refer to (IEEE 802.1Qau, 2010)). If the calculated Fb is negative, the CP creates a CNM and
sends it to the CP. At end host level, when CP receives CNM, it decreases its transmission
rate accordingly. If no CNM is received, the CP increases its transmission rate according to a
three-phase rate increase algorithm (IEEE 802.1Qau, 2010).
Due to the probabilistic manner of calculating Fb, QCN experiences several issues regarding
fairness (Kabbani et al., 2010; Zhang & Ansari, 2013) and queue length ﬂuctuation (Tani-
sawa & Yamamoto, 2013). Moreover, both PFC and QCN functionalities are deeply integrated
into switch ASICs that requires switch modiﬁcation which we aim to avoid.
TIMELY (Mittal et al., 2015) is a delay-based congestion control scheme for data centers.
It uses the deviation of RTT to identify the congestion. TIMELY relies on the capability of
NIC hardware to obtain ﬁne-grained RTT measurements. In TIMELY, the receiver sends an
acknowledge per segment of data of size 16 - 64 KB. At the sender, Upon receiving an ACK,
RTT is calculated and the gradient of RTT in order to control the transmission rate. TIMELY
deﬁnes RTT as the propagation and queuing delay only. Thus, segment serialization time (time
to put the segment on the wire) is subtracted from the completion time in order to calculate
RTT as shown in Fig. 3.3.
TIMELY is a rate-based protocol that computes a new rate after receiving each ACK based on








Figure 3.3 RTT calculation in TIMELY
i. If RTT < Tlow, TIMELY increases transmission rate R additively by a constant δ .
ii. If RTT > Thigh, TIMELY decreases R multiplicatively by a factor β .
iii. if Tlow ≤ RTT ≤ Thigh, TIMELY calculates the gradient of RTT, g = RTT−RTToldDminRTT and
controls the transmission rate using (3.2).
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
R← R+δ If RTT < Tlow
R← R× (1−β (1− ThighRTT ) If RTT > Thigh⎧⎪⎨⎪⎩R← R+N×δ If g≤ 0R← R× (1−β ×g) If g> 0 Otherwise.
(3.2)
TIMELY uses a per-packet pacing to apply the newly calculated rate.
3.4 HetFlow: Heterogeneous Flow congestion control mechanism
In this section, we give a detailed description of the HetFlow architecture and we explain the
interactions between its internal components. HetFlow is a delay-based congestion control
mechanism for Ethernet networks. It is a distributed algorithm that runs on end-hosts without
the need for switch participation. HetFlow recognizes congestion by detecting the variation of
one-way delay (OWD), then it sends back a CNM to the source responsible for the congestion
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to reduce its transmission rate. Table 3.1 lists all HetFlow notations that is used in the rest of
the paper.








N Number of ﬂows
Ns Sample size in frames
OWD One-way delay per frame
owd Average OWD per sample
owdold Average OWD of the previous sample
prop_delay The propagation delay
Qreq The required buffer capacity
R transmission rate
R̂ The target rate for the recovery phase
t time
t̂ The execution time of the last CNM
T Sampling timer
ttr Frame transmission time
ttr_next Next frame transmission time
η The period between two samples
σ The recovery time
τ The propagation delay
Table 3.1 HetFlow notations
3.4.1 HetFlow Components
HetFlow comprises four components namely (i) Time Stamper, (ii) Rate Pacing, (iii) Data
Sampler, and (iv) CNMGenerator as depicted in Fig. 3.4. HetFlow operates on a per-ﬂow basis
while a ﬂow is deﬁned as source-MAC/Destination-MAC/priority triple. The functionality of













From Sender To Receiver
Figure 3.4 HetFlow components
HetFlow control cycle starts by adding a timestamp to data packets using the Time Stamper
module1.
At the receiver side, the Data Sampler samples the received data based on a byte counter
(BCr) and a timer T whichever expires ﬁrst. Sampling based on byte counter forces HetFlow
to have a bit-based reaction, therefore, it achieves fairness between ﬂows of different packet
sizes. In addition, the timer T is used to activate the congestion reaction for large number of
low-rate ﬂows and the byte counter did trigger the reaction process. The Data Sampler extracts
time stamp information of Ns packets. Next, the time stamp information of those Ns packets
is acquired and then relayed to the CNM Generator. Thereafter, HetFlow CNM Generator
calculates the following parameters: (i) the delay for each packet within the sample, (ii) owd,
the average OWD within each sample and (iii) dv, the delay variation related to the previous






Where owdold is the weighted moving average (EWMA) of OWD of the previous sample, and
η is the period between two samples which is a function BCr. Therefore, dividing the delay
variation dv by η cancels its dependency on the packet size which produces a congestion metric
1 the timestamp can be sent within the packet as meta-data, for example as a header extension at the
IPv6 level, in the option ﬁeld at IPv4 level, or in an extra ﬁeld in the Ethernet frame header as a new
standard.
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that reﬂects ﬂow rate regardless of its packet sizes. By doing so, HetFlow congestion control
mechanism endeavors to achieve fairness between ﬂows of different packet sizes. Ultimately,
the HetFlow CNM Generator calculates a congestion metric, so-called feedback Fb, using
(3.4). If Fb is greater than zero, a CNM message is sent back to the Rate Pacing. If a CNM
message is lost on its way back to the source, the HetFlow CNM Generator detects that the
host is not reacting, and it generates another CNM message. This comes at the cost of queue
length increasing but thanks to the early reaction of HetFlow, queue length increase will not be
noticeable.
Fb= KC×dv. (3.4)
Where KC is a scaling factor that is used to scale the dv values to the Fb range as in QCN
([−64,64]). Congestion detection pseudo code is shown in algorithm 3. As the algorithm
depicts, parameter initialization is carried out at line 2. For each received packet, reading time
stamp information and updating OWD and BCr are carried out at lines 4 - 6. At line 7, HetFlow
veriﬁes if either the timer or the byte counter expired, then it starts sampling data frames and
calculates owd of Ns packets (lines 7). Once these Ns packets are received, the average OWD,
dv, and Fb are calculated in lines 9 to 14. Further, for positive Fb, HetFlow sends a CNM back
to the source at line 16. After each sample, HetFlow reinitializes its parameters at lines 18 -
19.
HetFlow uses a rate-based control scheme instead of a window-based one. The latter faces
several hurdles particularly with the rapid increase of propagation delay to the transmission
time ratio in today’s networks (Charny et al., 1995; Jain, 1998). HetFlow Rate Pacing reacts
upon receiving CNM by extracting Fb value and reducing the transmission rate R based on
(3.5). ⎧⎪⎨⎪⎩R̂← RR← R(1−Gd×Fb). (3.5)
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Algorithm 3: Congestion detection and Fb calculation process
1 initialization;
2 BCr = 0; sample_time= current_time; Timer ← T ;
3 foreach Received frame do
4 OWD← receiving_time− sending_time ;
5 len← read(packetlength) ;
6 BCr+= len;
7 if ((BCr > BC_Limit) OR Timer expired) then
8 dsum+= OWD;
9 if Ns packets received then
10 owd = dsum/Ns;
11 η = current_time− sample_time;
12 dv= owd−owdoldη ;
13 owdold = EWMA(owd);
14 Fb= KC×dv;
15 if (Fb> 0) then
16 send CNM;
17 end
/* Parameter reinitialization */




Where Gd is a constant taken so that Gd×Fbmax = 1/2, i.e. the transmission rate can decrease
by 50% in the worst case, and R̂ is the target rate for the recovery phase which corresponds to
the transmission rate before congestion. Moreover, when the HetFlow Rate Pacing does not
receive any CNM message within a period deﬁned by a timer (T ), it executes a rate increase








Where t is the current time, F̂b is the last executed feedback value, t̂ is the execution time of the















Recovery Phase After-Recovery Phase
Figure 3.5 HetFlow rate control operation
Based on (3.6), one can notice that HetFlow divides rate increase process into two phases
namely (i) recovery phase, and (ii) after-recovery phase (Fig. 3.5). In the beginning of the
recovery phase, HetFlow increases the transmission rate R rapidly. Then, HetFlow slows down
the increase process as it approaches R̂. Finally, when HetFlow passes R̂ successfully and
reaches the after-recovery phase, it starts increasing R rapidly again. One can notice that the
formula does not depend on RTT, which eliminates the effect of RTT on HetFlow performance;
therefore, it achieves fairness between ﬂows of different RTTs.
Algorithm 4 presents the pseudo code of HetFlow’s rate decreasing processes. Once HetFlow
receives a positive Fb, it updates R̂, and decreases the rate R by a factor that is equal to (1−
Gd×Fb) at lines 4 and 5 respectively. At lines 6 and 7, t̂ and RateIncreaseActive are set. They
will be used later to start executing the rate increase process (Algorithm 5).
Algorithm 5 depicts the pseudo code of HetFlow’s rate increase processes. It veriﬁes if the rate
increase process is active at line 2 (RateIncreaseActive == TRUE), then it executes the rate
update (line 3). In addition, it veriﬁes, if the maximum local link capacity is reached, then it
disables the rate increase process (lines 4 to 6).
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Algorithm 4: HetFlow rate decrease process
1 foreach CNM message do
2 read(Fb) ;
3 if (Fb≥ 0) then
4 R̂← R ;
5 R← R(1−Gd ×Fb) ;
/* Start rate increase process */
6 t̂ ← current_time ;
7 RateIncreaseActive← TRUE ;
8 end
9 end
Algorithm 5: HetFlow rate increase process
1 foreach timeout do









4 if (R> linkCapacity) then
5 R← linkCapacity ;





In this section, we develop a ﬂuid model for HetFlow and validate the model through simula-
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Fluid Model OMNeT++
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Figure 3.6 Comparison of HetFlow ﬂuid model and OMNeT++ simulations
















Therefore, feedback could be represented by (3.10):




Hence, HetFlow rate decrease subsystem equation (3.5) and rate increase subsystem equation



















If Fb< 0 (3.12)
where τ is the propagation delay. Therefore, we induce the delay differential equations for















)2× R̂ Otherwise (3.13)
Fig. 3.6 shows the comparison results of the HetFlow ﬂuid model and the HetFlow simulation,
for a different number of ﬂows (N = 2 , 5, and 10 hosts). It shows that our proposed ﬂuid model
matches the simulation one.
3.5 HetFlow Stability
In this section, we study the stability of our proposal.
3.5.1 HetFlow Stability Analysis
Lemma 3.1. HetFlow has a unique ﬁxed point of ﬂow rates R=C/N, and R′ = 0.
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Proof. We ﬁrst obtain the ﬁxed point of the system and study the derivative of the rate around
this ﬁxed point. For any ﬁxed point of HetFlow (if they exist) the derivative of the rate R′ and
one-way delay owd′ must be zero. By setting the left hand side of (3.9) to zero, we can notice
that it satisﬁes the ﬁxed point criteria where R=C/N and Fb= 0. In addition, by substituting
R=C/N in 3.13, we get R′ = 0. Therefore, at the ﬁxed point, the one-way delay become stable
(owd′ = 0) and ﬂow rates become stable at R=C/N.
Lemma 3.2. For N ﬂows, HetFlow control function converges to the stable point (R = R∗ =
C/N,R′ = 0).
Proof. In order to prove the stability of HetFlow’s differential equations, we assert that for any
function f (R) = d R(t)dt , the derivative around its ﬁxed point approaches to zero; i.e. it is positive
for all R< R∗ and negative for all R> R∗, where R∗ is the ﬁxed point value. Therefore, for all
values of y, HetFlow converges to the stable point R∗. Equation 3.14 represents this concept
mathematically. ⎧⎪⎨⎪⎩ f (R)− f (R
∗) < 0 If R> R∗
f (R)− f (R∗) > 0 If R< R∗
(3.14)
By dividing equation (3.14) by (ΔR= (R−R∗)), we get:
f (R)− f (R∗)
R−R∗ < 0 For all R (3.15)




Therefore, by asserting that inequality (3.16) is satisﬁed around the ﬁxed point, we prove that
the system is stable.
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For the rate decrease subsystem, we get the derivative dR
′
dR of rate decrease part of (3.13) and
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( 1Gd×Kc −1)η − τ
(3.18)
From the design of HetFlow Gd×Kc ≤ 0.5, therefore, 1/(Gd×Kc) ≥ 2. Hence, one can
conclude that for ﬂow rates that are greater than the ﬁxed point (R=C/N,R′ = 0) and η > τ ,
dR′
dR < 0 and HetFlow converges towards the ﬁxed point (the right side of Fig. 3.7).
76
For the rate increase subsystem in (3.13), we calculate the derivative dR
′

















σ3 × R̂× (t− t̂−σ)
3×Gd×F̂b





One can notice that during the recovery phase where t− t̂ < σ , dR′dR < 0 and HetFlow converges
to the ﬁxed point (the left side of Fig. 3.7). Otherwise, when t− t̂ > σ , the system switches
to the right side and moves left towards the ﬁxed point. Therefore, HetFlow system is stable





Figure 3.7 HetFlow convergence around its ﬁxed point.
3.5.2 HetFlow Stability Evaluation
To evaluate the performance of the proposed mechanism, we use OMNeT (Varga, András
and Hornig, Rudolf, 2008) to build a simulation model for HetFlow. In our implementation,
HetFlow parameters are set as shown in Table 3.2 unless otherwise mentioned. Besides, data
sources send variable packet sizes based on normal distribution (Average = 600 Bytes, standard
deviation = 150). Several experiments are conducted in this simulation environment to evaluate
the performance of HetFlow and to compare it with TIMELY and QCN.
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TIMELY and QCN parameters are set as in (Mittal et al., 2015) and (Alizadeh et al., 2008)
respectively 2. Further, in this simulation, a per-packet pacing is used to apply the newly
calculated rate.





Sample size Ns = 32 packets
Receiver byte
counter
BCr = 100 KByte
Scaling factor KC = 1500
Recovery time σ = 10ms
Data Senders Parameters
Frame size Normal distribu-
tion
(avg = 600,σ =
150)
Min Frame size 200 Bytes
Max Frame size 1500 Bytes
The simulation is conducted on a dumbbell topology as shown in Fig.3.8. In this topology, N
data sources send data to N receivers. Hosts start sending at 80% of the bottleneck link capacity
and increase linearly till the link becomes saturated. All hosts are connected to the switches
using 10-Gbps links.
Figure 3.9 shows the simulation results for a different number of ﬂows (N = 4, 10) while using
HetFlow, QCN and TIMELY. The ﬁgure shows that HetFlow achieves fairness between ﬂows
(Fig. 3.9a and 3.9d). One can notice that due to the probabilistic behavior of QCN, fairness
between ﬂows is difﬁcult to achieve (Fig. 3.9b and 3.9e). These results are corroborated by
2 TIMELY parameters: β = 0.8, α = 0.875, Tlow = 50μs, Thigh = 500μs, DminRTT = 20μs. QCN


























Figure 3.8 Simulation topology
the ﬁndings of (Zhang & Ansari, 2013; Kabbani et al., 2010). Fig. 3.9c and 3.9f show that
TIMELY could not achieve fairness between ﬂows because it does not have a ﬁxed point.
Indeed, it is shown in (Zhu et al., 2016) that TIMELY has multiple ﬁxed point. HetFlow, QCN
and TIMELY are able to control the cross trafﬁc as shown in ﬁgures 3.9g and 3.9i. However,
HetFlow outperforms both QCN and TIMELY in terms of queue length stability as shown in
ﬁgure 3.9h and 3.9j.
3.6 HetFlow Scalability
In this section, we study the scalability of HetFlow mathematically, and we use simulations to
verify our mathematical analysis.
3.6.1 HetFlow Scalability Analysis
HetFlow scalability is controlled mainly by the required buffer capacity as the number of ﬂows
grow. Therefore, we study the minimum required buffer capacity Qreq for HetFlow in order to
prevent packet loss.
Lemma 3.3. For HetFlow, the minimum required buffer capacity is proportional to ∝ (N×
R̂−C) which approaches zero at the ﬁxed point. Therefore, ﬂow number has a minor effect on
HetFlow stability.
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Figure 3.9 Transmission rate for N = 4 and 10 hosts
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(3.21)
At the beginning of the rate increase process, N× R̂≥C. Thus, after substituting that in (3.21),
we get:
Qreq ≥ Gd× F̂b×C8σ3
(
T 4−3T 3σ +6T 2σ2−4Tσ3
)
+
(N× R̂−C)× (T )
(3.22)
One can notice that the ﬁrst part of the right hand side of (3.22) does not depend on the number
of ﬂows. Therefore, the minimum required buffer capacity Qreq depends mainly on the second
part of the right hand side of the equation namely (N× R̂−C) which approaches zero as the
system approaches the ﬁxed point where R̂≈C/N. Therefore, the number of ﬂows has a minor
effect on the HetFlow’s required buffer capacity.
3.6.2 HetFlow Scalability Evaluation
In this experiment, we evaluate the scalability of HetFlow by increasing the number of ﬂows
to 38 in the simulation while using the same dumbbell topology depicted in Fig. 3.8. The
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Figure 3.10 HetFlow scalability evaluation (38 hosts in a 10-Gbps network)
number of ﬂows in this experiment was chosen to keep HetFlow sampling process controlled
by the byte counter BCr (bit-based controlled) which achieves batter fairness. Increasing the
number of ﬂow further triggers the sampling process by the timer T which reduces the fairness
while keeping the congestion under control. In this experiment, we ran the simulation twice,
one for a 10-Gbps network and another for a 100-Gbps network. The senders send data with
the desired rates shown in Fig. 3.10a. In order to endure a high number of low-rate ﬂows, we
set the receiver byte counter KC = 20 KB. Fig. 3.10b shows that HetFlow scaled successfully
to this number of ﬂows and controlled the transmission rates to prevent congestion. Fig. 3.10c
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Figure 3.11 HetFlow scalability evaluation (38 hosts in a 100-Gbps network)
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and Fig.3.10d depict the transmission rates while using QCN and TIMELY respectively. One
can notice that HetFlow outperforms both QCN and TIMELY in terms of fairness between
ﬂows. In addition, Fig. 3.10f shows that HetFlow, QCN and TIMELY achieve cross trafﬁc
XR close to the maximum link capacity. However, Fig. 3.10e depicts that QCN causes queue
saturation for a long period before stabilizing the queue length. Whereas, HetFlow succeeded
in maintaining the queue at a close-to-zero level after a narrow peak at the starting time which
matches our analytic prediction. TIMELY, on the other hand, causes queue ﬂuctuation around
the equivalent of Tlow which raises the following issue. TIMELY performance depends on its
parameter tuning which means that TIMELY requires ﬁne-tuning based on network topology.
Hence, we conclude that HetFlow outperforms QCN and TIMELY in terms of queue stability
and fairness between ﬂows.
Further, the same experiment is repeated using a 100-Gbps network and the same desired rate
(Fig. 3.10a). In order to stabilize QCN queue in this environment, we had to increase Qeq
to 50% of the maximum buffer size which increases the probability of picking the culprit
ﬂow within the sample. In addition, we set Thigh = 250μs for TIMELY in order to limit the
queue overﬂow and prevent packet loss. The obtained results are illustrated in Fig. 3.11. It
is clearly shown that HetFlow achieves better fairness between ﬂows (Fig. 3.11a, Fig.3.11b.
Fig. 3.11e reveals that TIMELY achieves a relatively good fairness. However, after plotting
the cumulative distribution function (CDF) of the transmission rates during the stable period
(time= 0.4sec−1sec), it becomes clear that HetFlow achieves better fairness (Fig. 3.11b). On
the other hand, Fig. 3.11f depicts that TIMELY achieves a better fairness than QCN (3.11d).
However, TIMELY induces high queue length as shown in Fig. 3.11g. In contrast, HetFlow
had fulﬁlled our analytical prediction and succeeded in achieving a close-to-zero queue length
which induces faster response time, and minimum network latency.
3.7 Performance Evaluation
One of our main claims is the ability of HetFlow to achieve fairness between ﬂows of different
RTTs and different packet sizes. Dissimilar to TCP-like protocols that face this unfairness
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Figure 3.12 Simulation results (Fairness between ﬂows of different RTTs)
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Figure 3.13 Simulation results (Fairness between ﬂows of different packet-sizes)
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issue. HetFlow derives the fairness between ﬂows by eliminating the dependency on RTT in
both the rate increase and rate decrease processes represented by 3.6 and 3.5 respectively. In
this section, we conduct several simulations to evaluate that claim.
3.7.1 Experiment I - Fairness Between Flows of Different RTTs
In this experiment, we investigate the fairness between ﬂows of different RTTs using the same
simulation topology shown in Fig. 3.8. In this simulation, all ﬂows send using the desired rate
shown in Fig. 3.12a. Flow 0, 1, 2, and 3 experience RTTs equal 60, 100, 140, and 180 μs
respectively. Fig. 3.12b shows that HetFlow achieves better fairness between ﬂows compared
to QCN and TIMELY as shown in Fig. 3.12c and Fig. 3.12d respectively. This behavior
matches our expectation and conﬁrms that HetFlow is not affected by RTT. In contrast, the
RTT-based reaction of TIMELY forces TIMELY to achieve multiple stable points as shown
in Fig. 3.12d. Fig. 3.12e depicts that both HetFlow and QCN succeeded in keeping cross
trafﬁc XR limited to the maximum link capacity. However, TIMELY, response time is larger
and requires a longer time to saturate the link. Bandwidth recovery could be accelerated by
increasing δ which could reduce queue stability and causes queue ﬂuctuation. In addition, Fig.
3.12f shows that QCN experiences queue ﬂuctuations while HetFlow and TIMELY kept the
queue length close-to-zero.
3.7.2 Experiment II - Fairness Between Flows of Different Packet-sizes
In this experiment, we investigate the fairness between ﬂows of different packet sizes using
the simulation topology shown in Fig. 3.8. In this simulation, we consider 4 ﬂows (Flow 0,
1, 2, and 3) that send with desired rates as shown in Fig. 3.13a. Flows 0, 1, 2, and 3 send
data with average packet sizes equal to 200, 600, 1000, 1400 Bytes respectively. Fig. 3.13b
shows that HetFlow succeeded in achieving better fairness between ﬂows compared to QCN
(Fig. 3.13c). TIMELY subtracts the serialization time while calculating RTT which forces
RTT to represent network delay purely. However, this assumption is valid only for cut-through
switches and when data frames do not experience queuing through the data-path. Therefore,
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in real networks when data frames get queued, this serialization time is accumulated at each
switch. Therefore, this assumption becomes no longer valid. In addition, store-and-forward
switches add this serialization time at each hop, which invalidates this assumption too. Since
the serialization time depends on the packet size, it is expected that TIMELY will react poorly
when packet sizes vary which is clearly shown in Fig. 3.13d.
Fig. 3.13e reveals that HetFlow, QCN and TIMELY prevented congestion by keeping the cross
trafﬁc limited to the maximum link capacity. Nevertheless, HetFlow achieves a better queue
stability as shown in Fig. 3.13f. In fact, HetFlow kept the queue length close-to-zero while
QCN suffered from queue ﬂuctuations and TIMELY has a higher queue length.
3.8 Testbed Implementation
In this section, we present a testbed implementation to validate the performance of HetFlow.
HetFlow testbed is implemented using DPDK. The testbed contains 3 Linux hosts that are
connected to a 10-Gbps switch (Fig. 3.14). In our implementation, HetFlow parameters are set
as shown in Table 3.2. In addition, we collect testbed statistics using a third host in order to
plot transmission rates R, and cross trafﬁc rate XR.
Switch
Data Source 0








Figure 3.14 Testbed network
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HetFlow rate controller is implemented in DPDK by injecting a pacing delay between packets.






Where L is the last served packet length and ttr is its transmission time. Thus, when a new
packet arrives, HetFlow delays this packet until ttr_next passes before forwarding it. Otherwise,
HetFlow sends this packet instantly. In this experiment, all data sources use UDP. Data source
0 and source 1 generate ﬂow 0 and ﬂow 1 respectively. Both ﬂow 0 and 1 have a desired rate
= 6 Gbps, and ﬁxed frame size = 1500 Byte. Fig. 3.15a shows that HetFlow succeeded in
preventing congestion by controlling the transmission rates of both ﬂow 0 and 1. Fig. 3.15b
depicts that HetFlow succeeded in limiting the cross trafﬁc XR to the maximum link capacity.
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Figure 3.15 Testbed results
Fig. 3.15a and Fig.3.15b reveal that the HetFlow succeeded in controlling hosts’ transmission
rates to prevent packet loss.
3.9 Summary
The emergence of Ethernet-based applications such as DCN, VXLAN, and RoCE raise the
need for robust and scalable transport network. In this paper, we present HetFlow as a delay-
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based Ethernet congestion control that achieves close-to-zero queue length. In addition, we
present a comparison of HetFlow with an Ethernet congestion control mechanism (namely
QCN) and a delay-based congestion control mechanism (namely TIMELY). Based on the sim-
ulation and the experimental results we can summarize the differences between HetFlow, QCN,
and TIMELY in Table 3.3.
Table 3.3 Comparison between HetFlow, QCN and TIMELY
HetFlow TIMELY QCN
Congestion metric Delay Delay Queue length
Reaction Time Fast Fast Medium
Queue length Close-to-zero Low Medium
Rate Fluctuation Stable Fluctuate Fluctuate
Fairness (different RTTs) Fair Not fair Medium
Fairness (packet sizes) Fair Not fair Medium
Scalability High Medium Medium
HetFlow outperforms QCN and TIMELY in terms of reaction time, queue length, rate ﬂuctu-
ation, and fairness. One can notice that due to the probabilistic behavior of QCN, it requires
several iterations of Fb calculation to achieve fairness. Therefore, QCN faces slow reaction
time and fairness issues. Also, TIMELY achieves a lower queue length compared to QCN
because TIMELY tries to keep a bounded delay between Tlow and Thig. In addition, TIMELY
builds its response on RTT which causes fairness issue when ﬂows of different RTTs share the
same data path. Further, because the serialization delay depends on frame size, TIMELY also
faces fairness issue when ﬂows of different packet sizes share a data path.
Implementation remarks: HetFlow implementation requires addressing the following re-
marks. First, when HetFlow-capable ﬂows share the same data path with non-HetFlow-capable
ﬂows, it is most likely that the latter will monopolize the bandwidth. This issue can be eas-
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ily solved by isolating HetFlow-capable ﬂows in a separate priority class using IEEE 802.1p
Ethernet classiﬁcation.
Second, even though HetFlow uses OWD to detect congestion, no clock synchronization be-
tween hosts is required. As HetFlow uses OWD variation, any clock shift will be canceled
when included in both parts of (3.3).
Third, we ought to mention the issue of clock drift between hosts. Based on our testbed im-
plementation, the measured clock drift is around 10μs per second. For a 10-Gbps link, the
time between two consecutive samples η = 8e−5s. Thus, the clock drift per sample will be
around (10e− 6× 8e− 5 = 80e−11s = 0.8ns) which is negligible compared to an extra delay
of serializing a 1500-byte packet on a 10-Gbps link (1.2μs).
Finally, both HetFlow and TIMELY adopt a derivative approach to control congestion. In
contrast, a better approach would be a proportional-derivative control loop. However, using the
delay as a congestion metric is not reliable because once the packet is enqueued, a serialization
delay is added and can’t be encountered for in the equations. Therefore, using the queue length
and the delay variation would present a better proportional-derivative control system. In order
to keep our commitment to not changing network switches, we consider using ECN marking
as the proportional part of the control system. In addition to delay variation as the derivative
part. Hence, we leave this approach for future work.
3.10 Related Work
Vast amount of research is done to reduce queuing delay in both transport and Ethernet layers
in data center networks. Here, we cover few closely related ideas that we have not discussed
elsewhere in the paper. In order to avoid the loss-based behavior of TCP, DCTCP is presented
in (Alizadeh et al., 2010). DCTCP uses ECN marking to detect congestion and requests ﬂows
to slow down.
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DCQCN (Zhu et al., 2015) overcomes the need of switch modiﬁcation in DCQCN by using
ECN marking similar to DCTCP. DCQCN tries to achieve QCN-like behavior while using
the Explicit Congestion Notiﬁcation (ECN) marking feature that is available in ECN-aware
switches. Using ECN-marking as a congestion metric introduces limited information compared
to the QCN feedback parameter. Therefore, in this paper we compared our proposal with the
standard QCN protocol. However, we believe it would be interesting to compare HetFlow and
DCQCN in future work.
Trading a little bandwidth in order to achieve low queue length and low latency is discussed in
a number of papers. For example, HULL (High-bandwidth Ultra-Low Latency) is presented in
(Alizadeh et al., 2012) to reduce average and tail latencies in data center network by sacriﬁcing
a small amount of bandwidth (e.g., 10%). HULL presents the Phantom Queue (PQ) as a new
marking algorithm based on link utilization rather than queue occupancy (by setting ECN bit).
The challenges of HULL are the need of switch modiﬁcation.
Few centralized solutions are proposed in the literature. For example, Fastpass (Perry et al.,
2014) embraces central control for every packet transmission which raises a scalability issue.
3.11 Conclusion and Future Work
In this paper, we presented HetFlow as a congestion control that aims to avoid congestion
in Ethernet layer. HetFlow is a delay-based congestion control mechanism that exploits the
delay information to detect congestion. A stability analysis and scalability study of HetFlow
is presented and evaluated by simulations. Moreover, The overall feasibility and performance
of HetFlow are assessed and evaluated by simulation and testbed implementations. Our results
conﬁrm that HetFlow mechanism outperforms QCN and TIMELY. It depicts that HetFlow
succeeds in preventing frame loss in Ethernet network, keeps switch queue length close to zero
and, consequently, reduces network latency to the minimum. In addition, HetFlow achieves
fairness even between ﬂows of different packet sizes or different RTTs.
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For future work, studying a proportional-derivative congestion control mechanism based ECN
marking, as the proportional part, and delay variation, as the derivative part, is considered




ON USING CPRI OVER ETHERNET IN 5G FRONTHAUL: A SCHEDULING
SOLUTION
Mahmoud Bahnasy1, Halima Elbiaze2
1 Département de Génie électrique, École de technologie supérieure,
1100 Notre-Dame Ouest, Montréal, Québec, Canada H3C 1K3
2 Département d’informatique, Université du Québec à Montréal
This article was submitted at «IEEE/ACM Transactions on Networking » in December 2017.
4.1 Abstract
CPRI is currently the most widely used protocol for fronthaul transport between the REC and
the RE. However, CPRI has very stringent requirements regarding delay and jitter. Tradition-
ally, these requirements are met using point-to-point ﬁber optics which increases both CAPEX
and OPEX of mobile networks. Using Ethernet as a transport network for fronthaul draws
signiﬁcant attention of both academia and industry. The Ethernet-based fronthaul network pro-
vides several advantages such as i) low-cost equipment, ii) sharing existing infrastructure, as
well as iii) the ease of OAM.
In this paper, we introduce DTSCoE as a distributed scheduling algorithm for IEEE 802.1Qbv
to support CPRI trafﬁc over Ethernet. The results obtained through simulation shows that in-
tegrating DTSCoE and Ethernet provides a feasible solution to support CPRI trafﬁc to achieve
minimum network latency and zero jitter.
4.2 Introduction
The exponential increase in mobile network users and the enormous bandwidth required by new
mobile applications lead to massive increase in mobile data trafﬁc. It is anticipated that by 2021
smartphone subscriptions will double to 6.4 billion subscriptions exchanging 1.6 Zettabytes of
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data (Ericsson, 2016). These characteristics require the envisioned 5G mobile networks to
provide very high rates (up to 10 Gbps per user) and sub-milliseconds latency, particularly for
time-critical applications. To achieve ultra-high user data rates, 5G networks require higher
transmission frequencies which lead to shorter radio transmission distance. This could be
achieved by distributing the RRHs into smaller cells.
A promising approach to reconcile these requirements, with conservative investments, is to
split the mobile network node into REC (i.e. a BBU which processes baseband signals and is
located in a central ofﬁce) and the RE (i.e. RRHs that are distributed in each cell and consist
of an antenna and basic radio functionality).
Originally, this solution was called C-RAN since many lightweight RRHs are deployed in
smaller cells and connected to fewer BBUs in a centralized BBU pool. The emergence of
virtualization and cloud computing with its cost efﬁciency, high performance, scalability, and
accessibility led to a novel approach that virtualizes the BBU pool in the cloud. Therefore, the
solution name changed from centralized RAN to cloud RAN C-RAN (Mobile, 2013). More-
over, an analysis on statistical multiplexing gain is performed in (Namba et al., 2012). The
analysis shows that in Tokyo metropolitan area, the number of BBUs can be reduced by 75%
compared to the traditional RAN architecture. Further, virtualized RECs can move across dif-
ferent REC pools according to trafﬁc/load requirements. Tidal effect is an example that shows
the advantages of this virtualized proposal. Base stations are often dimensioned for busy hours,
and users move between cells. Thus, in a given period when users move, for example, from
ofﬁce to residential areas, a huge amount of processing power is wasted in the regions where
the users have left. By moving the digital processing units into a centralized location, net-
work resources (in this case a BBU pool) could be allocated/deallocate based on trafﬁc load.
Consequently, it increases network efﬁciency and reduces cost.
In C-RAN, the separation between REC and RE introduces the Fronthaul network as shown
in Fig. 4.1. This fronthaul network is responsible for carrying digitized complex I/Q radio
samples between the RRHs and the BBUs.
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Figure 4.1 CPRI over Ethernet overview
Several ongoing projects, such as Time-Sensitive Networking for Fronthaul IEEE 802.1CM
(Institute of Electrical & Electronic Engineers, 2017a), Packet-based Fronthaul Transport Net-
works IEEE P1914.1 (Institute of Electrical & Electronic Engineers, 2017b) and RoE Encap-
sulations and Mappings IEEE P1914.3 (Institute of Electrical & Electronic Engineers, 2017c)
strive to deﬁne an interface between REC and RE. CPRI (Ericsson AB, Huawei Technologies
Co. Ltd, NEC Corporation, Alcatel Lucent, and Nokia Networks, 2015) is deﬁned as the in-
ternal interface between REC and RE. CPRI is designed based on the digital radio over optical
ﬁber concept where the radio signal is sampled, quantized and transmitted over optical net-
work. However, optical networks could be cost inefﬁcient in some scenarios; e.g. building an
optical network to connect RRHs, that are distributed in a skyscraper ﬂoors, is cost-inefﬁcient.
Whereas, building an Ethernet network or using existing networks introduces huge cost reduc-
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tion. Therefore, a cost-efﬁcient, ﬂexible and re-conﬁgurable mobile fronthaul that supports
emerging network paradigms becomes imperative.
Transporting CPRI over Ethernet network has recently drawn the attention of both the indus-
try and the academia because of its cost efﬁciency. Ethernet network is widely used in access
and data-center networks. It has also shown huge capacity growth lately. Accordingly, en-
capsulating CPRI trafﬁc over Ethernet introduces signiﬁcant savings in CAPEX and OPEX.
Furthermore, the OAM capabilities of Ethernet provide standard methods for network man-
agement and performance monitoring. However, CPRI trafﬁc has very stringent requirements
in terms of jitter, latency, bandwidth, bit error rate BER, and network synchronization that must
be satisﬁed by the transport network.
4.3 CPRI: Challenges and Requirements
CPRI is a serial line interface that transmits isochronous data frames in the fronthaul network;
i.e. CPRI ﬂows have regular inter-frame intervals. CPRI provides the physical and the data
link layer to transport radio information between REC and RE. Fig. 4.1 presents the downlink
processing for CPRI. The REC generates the radio signal, samples, quantizes, and sends it to
the RE (Fig. 4.1a). At Ethernet network edges, CPRI ﬂows are encapsulated, multiplexed and
transmitted through the network (Fig. 4.1b). The RE reconstructs the signal and transmit it
over the air (Fig. 4.1c). The inverse occurs in the uplink stream. Consequentially, the RE is
simpliﬁed and does not require digital processing.
Ethernet Transport Network (ETN) is used as a fronthaul service to carry CPRI trafﬁc (Fig.
4.1b). A CPRI over Ethernet mapping module is installed in the boundary between BBUs
and the Ethernet transport network. This is where the CPRI signal arrives at the ETN (for
both the radio side and the baseband side), and where the CPRI signal departs the ETN (for
both the radio side and the baseband side). CPRI at each baseband side runs with its original
clock, which is likely asynchronous to the ETN’s clock. Besides, CPRI’s latency measurement
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mechanism uses its local Time of Day (ToD), independent of the Ethernet ToD, and requires a
symmetric uplink and downlink.
4.3.1 Delay/Jitter Requirement
CPRI interface must satisfy fronthaul network requirements in terms of delay, jitter and band-
width. In C-RAN, the base stations are required to prepare an ACK/NACK within 3 ms includ-
ing BBU processing time (≈ 2700μs) and RRH processing time (≈ 50μs), besides propagation
delay, which leaves 100−200 μs for fronthaul one-way delay (Mobile, 2013).
Fronthaul network also has a stringent requirement of several nanoseconds in terms of jitter in
order to reconstruct the waveform. Traditionally, jitter requirement is addressed using buffering
at egress devices. However, implementing buffering at egress devices must accommodate the
worst-case delay which introduces a ﬁxed delay that is equal to the worst-case delay. While this
is suitable for data streaming, it introduces an extra delay that might degrade the performance
of CPRI trafﬁc.
4.3.2 Data Rate Requirement
Due to the high data rate requirement of 5G networks, CPRI entails stringent requirement in
terms of transmission rate. CPRI transmission rate increases proportionally with the number
of antennas per sector, the sampling rate and sample width (bits/sample). For example, a four-
antenna site, 2× 2 multiple-input and multiple-output MIMO channel of 20 MHz bandwidth,
requires 9.83 Gbps (de la Oliva et al., 2016). These requirements are currently met with point-
to-point ﬁber optics. However, Ethernet networks introduce huge cost reduction compared to
optical networks in some scenarios.
Moreover, CPRI compression in the fronthaul network is presented in the literature to address
the high rate requirement. Once CPRI trafﬁc is compressed, it can be encapsulated and trans-
mitted according to one of two options (i) size-based encapsulation (ﬁt as many samples into
one frame), or (ii) time-based encapsulation (constant number of samples per packet). The ﬁrst
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option reduces link overhead caused by frame header. However, it can increase the queuing
delay because the sender needs to wait until there is enough data to ﬁll an entire frame which
causes variable delays (jitter). Therefore, the second approach is preferred by mobile network
providers because it produces trafﬁc with steady delays (low jitter) (Valcarenghi et al., 2017).
4.3.3 Frequency Synchronization and Timing Accuracy
The separation between radio channels in mobile networks must be fulﬁlled with a minimum
frequency accuracy of ±50 parts-per-billion (ppb) (LTE, ETSI, 2009). Consequently, time
alignment error between I/Q samples (i.e. clock shift) shall not exceed 65 ns. This raises the
need for stringent clock synchronization between REC and RE in fronthaul network.
IEEE 1588 Precision Time Protocol (PTP) is developed as part of G.8275.1 standard to provide
synchronization at Layer 2 and above for different network technologies. Also, ITU-T has
deﬁned Synchronous Ethernet (Sync-E) in G.8261 standard that requires all network nodes to
participate in clock synchronization. Other research such as Network Time Protocol (NTP)
provides synchronization at Layer 3. Therefore, it is expected that the fronthaul network must
use one of the clock synchronization protocols mentioned earlier.
4.4 Time-Sensitive Network Standards and CPRI over Ethernet
The Time-Sensitive Network (TSN) task group, in IEEE 802.1, is working on a set of stan-
dards aiming to provide synchronized, low latency, and high bandwidth services for Ethernet
networks. IEEE 802.1 was not developed originally for fronthaul trafﬁc. Therefore, Time-
sensitive networking for fronthaul (IEEE 802.1CM) project was proposed as a TSN proﬁle for
Fronthaul network. TSN project consists of tools such as:
• IEEE 802.1Qbu: Frame Preemption.
• IEEE 802.1Qbv: Enhancements for Scheduled Trafﬁc.
• IEEE 802.1Qcc: Stream Reservation Protocol (SRP).
99
In IEEE 802.1Qbu frame preemption, when a Time-Critical Frame (TCF) is received while
transmitting Non-Time-Critical Frame (NTCF), the switch stops processing the NTCF and
begins processing the TCF.
IEEE 802.1Qbv is a time-aware trafﬁc shaper that opens or closes the output port gate for
a particular trafﬁc class. High priority trafﬁc is transmitted as soon as its gate opens which
can reduce jitter. Since IEEE 802.1Qbv does not specify any scheduling algorithm, a proper
scheduling algorithm is crucial to reduce jitter on Ethernet-based fronthaul. Several simulation
experiments are presented in (Wan & Ashwood-Smith, 2015) which demonstrate promising
results using a simple IEEE 802.Qbv scheduling algorithm. This algorithm reserves timeslots
for IEEE 802.1Qbv at each network node independently. Such an algorithm resolves contention
at each network node by queuing CPRI frames which shift their timeslots without coordination
with the other network nodes. This lack of coordination causes extra delay/jitter, in some cases,
as shown by their results where the jitter increases up to 1000 ns when packet or timeslot sizes
vary.
In addition, IEEE 802.1Qcc SRP is introduced as part of TSN project to be implemented on
top of the existing Multiple Registration Protocol (MRP) 802.1Qak. The MRP protocol allows
streams to register their attributes (e.g. bit rate, maximum delay) across the network.
In light of that, we present a solution using Ethernet technology as a fronthaul network while
fulﬁlling the delay and jitter requirements.
4.5 Distributed Timeslot Scheduler for CPRI over Ethernet
To address CPRI requirements regarding delay and jitter, we propose DTSCoE as a distributed
timeslot scheduling algorithm for IEEE 802.1Qbv. DTSCoE uses IEEE802.1cc SRP to declare
and register timeslots as resources for certain ﬂows. Our proposed solution adopts a distributed
algorithm to propagate timeslot information through network path without any centralized co-
ordination. This distributed coordination guarantees that each registered CPRI frame passes
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a) Declaration-to-registration process (a use case) b) Ts translation process
Figure 4.2 DTSCoE operations
through the network with no queuing which produces minimum latency and no jitter while
avoiding the scalability issue of centralized solutions. However, such an algorithm distributes
the calculation overhead among all network nodes which might cause extra overhead. There-
fore, a further investigation to the computational overhead induced by DTSCoE is required.
In addition, centralized solutions produce extra complexity because it requires explicit consid-
eration of transmission time and propagation delay (Wan et al., 2016). Therefore, the central-
ized solution requires, in addition to the network topology, network dimensions in terms of
cables’ length and capacity. While in our proposal, the transmission/propagation delay is ap-
plied for reservation requests as well as CPRI frames. Therefore, no need to explicitly consider
it in the calculation as explained in detail in section 4.5.3.
DTSCoE is based on a structure-agnostic encapsulation of CPRI trafﬁc as proposed by IEEE
P1914.3. In CPRI over Ethernet, time-based encapsulation is preferable where a ﬁxed number
of CPRI basic frames are encapsulated in one single Ethernet frame. Thus, we can slide the
encapsulation process within a predeﬁned transmission cycle. Hence, each CPRI source prop-
agates its sending intention to each receiver by deﬁning a sending time Ts within its periodic
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transmission cycle, which we call time window TW . In DTSCoE, CPRI sources do not prop-
agate a time-based timeslot, instead, they deﬁne their timeslot based on the maximum frame
size L. This allows network switches to deﬁne timeslot duration tL based on their link capacity
C as follow tL = L/C.
4.5.1 Declaration-to-registration
Fig. 4.2a depicts a declaration-to-registration use case that takes place by the source as follow:
i. A source (RRH in this case) sends a registration request that contains its stream attributes
(in this case: ﬂow ID, Ts, TW , and L) toward a receiver.
ii. When switch 1 receives this registration request, it adds this request in a local table called
registration table RTab table. This table is used to deﬁne a timeslot occupation vector
TsVec of size equal to the least common multiple LCM of all declared TW s. Then,
switch 1 searches for overlap in its local TsVec vector.
iii. In this case, switch 1 does not ﬁnd any overlaps, consequently, it forwards the registra-
tion request to switch 2.
iv. At switch 2, an overlap is found, therefore, switch 2 allocates a new timeslot, based on
the occupancy of TsVec vector, and slides Ts accordingly. All instances of the newly
allocated timeslot within the LCM window must be available; i.e. all time slots that start
at Tsi = i×TW +Ts where i= {0,1, ... , LCM/TW} must be available.
v. Afterwards, Switch 2 forwards the registration request to the BBU pool and sends an
update acknowledgement backwards to inform the previous network nodes about the
timeslot modiﬁcation ΔTs= Tsalloc−Ts.
vi. Each switch/host, that receives the update acknowledgement, updates its RTab table and
TsVec vector accordingly.
vii. At the BBU pool, a ready/fail acknowledgement is created and sent back to the source.
viii. Finally, the source starts CPRI transmission at the agreed Ts once a ready acknowledge
is received.
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This declaration-to-registration process always occurs in a single direction from the declaring
participant to its adjacent node. Thus, This process is repeated until it reaches the receiver. Ad-
ditionally, each node adds its currently occupied timeslots to the forwarded request. By adding
the occupied timeslots, in the registration request, each node can avoid allocating timeslots that
are already allocated in other nodes, along the data path.
Because DTSCoE is a distributed mechanism, a timeslot overlaps could occur after applying
ΔTs with a recently registered request. To overcome this issue, Each network node serves new
registration requests once all the pending requests are fulﬁlled. Another approach to address
this issue is to serve all requests simultaneously and send a fail/update acknowledge once
overlap is detected. Therefore, the source sends a new registration request upon failure.
4.5.2 Contention Resolution
DTSCoE uses the fact that multiple CPRI basic frames are encapsulated in one single Ether-
net frame and that we can slide the encapsulation process within a predeﬁned time window.
Therefore, in order to avoid long negotiation between network nodes, if the requested timeslot
is occupied, we propose that each CPRI ﬂow registers a timeslot deﬁned by a ﬂexible start
time Ts within a time window TW . Thus, network nodes can reserve a new timeslot within the
requested TW in case of overlap (step (iv) in Fig. 4.2a). We believe this relaxed constraint can
reduce the registration phase to one step rather than renegotiating new timeslot.
By sliding the encapsulation process within the window size, we give the switch enough time
to ﬁnish transmitting each ﬂow frame in its dedicated timeslot. Therefore, CPRI frames are
transmitted sequentially with zero queuing delay. In addition, one queue is required to support
CPRI trafﬁc of all ﬂows, contrary to the proposed solutions in (Wan & Ashwood, 2015; Wan
et al., 2016) that need one queue per CPRI ﬂow.
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4.5.3 Ts Translation Process
DTSCoE requires strict clock synchronization, among network nodes, in order to perform
timeslot reservation. This synchronization requirement could be achieved using protocols such
as Sync-E, IEEE 1588 precision time protocol PTP or network time protocol (NTP).
However, we propose Ts translation as a simple process that aligns Ts across network nodes
without the need for per-node clock synchronization. Yet, CPRI trafﬁc requires clock synchro-
nization between REC and RE1. DTSCoE uses the registration request transmission/receiving
times at each node as reference times; i.e. TW start time is mapped to the transmission time
Ttr, before transmitting the request, and to the arrival time Tarr once it is received as shown at
the switch in Fig. 4.2b. Therefore, the absolute Ts is calculated at each network node using
Equation 4.1 and forwarded Ts∗ is recalculated before re-transmission using Equation 4.2.
Tabs = Ts+Tarr (mod TW ) (4.1)
Ts∗ = (Tabs−Ttr) (mod TW ) (4.2)
Thus, Ts is not an absolute time, rather, it is the period between TW start time (request trans-
mission time Ttr) and the transmission time of CPRI trafﬁc (the absolute sending time Tabs) as
shown in Fig. 4.2b at the RRH.
Performing the same process at each network node forces the request timeslot to be delayed
only by the propagation/transmission delay. We add padding to the registration request to be-
come of the same length as CPRI frames; therefore, the transmission delay becomes identical
for reservation frame and CPRI frames. Hence, shifting the reservation inside TW by the
processing time resolves the per-node synchronization issue while considering the propaga-
tion/transmission delay implicitly.
1 REC-RE synchronization are out of scope of this paper
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Fig. 4.2b, depicts an example of Ts translation process at one switch. It depicts that, when
the switch receives a registration request at Tarr, it recalculates the Ts∗ before transmission as
depicted in Equation 4.2. Therefore, the newly calculated Ts in reference to Ttr matches the
received Ts.
In addition to clock synchronization issue, clock drifting could cause timeslot overlap. To
overcome this issue, each CPRI node updates the registration process after a predeﬁned time
T . Further, we propose using a guard band before the timeslot start time that is equal to the
largest possible time drift per T .
4.6 Numerical Results and Discussions
Simulation experiments are conducted to verify the performance of our proposal while multi-
plexing CPRI ﬂow of different packet sizes, inter-packet gaps, and rates by setting transmission
parameters of each ﬂow as depicted in Table 4.1. In this simulation, we set two aggregation
levels. The ﬁrst level consists of two groups, each group consists of 4 data ﬂows and 4 CPRI
ﬂows that are connected to one switch (Fig. 4.3a). In the second aggregation level, The output
of each the two switches of the ﬁrst level are connected to one switch that is connected, through
another switch, to one BBU pool and one data center (Fig. 4.3a). As depicted in Table 4.1,
each CPRI ﬂow sends with a constant frame size and a ﬁxed inter-packet gap. Data ﬂows vary
their frame sizes using normal distribution (Average = 600 Bytes, standard deviation = 150)
and inter-packet gap using exponential distribution. All links in this topology have a capacity
of 100 Gbps.
In this experiment, we compare the performance of DTSCoE against Ethernet with strict pri-
ority and Ethernet with frame preemption. Fig. 4.3b shows the average delay and its standard
deviation. It shows that DTSCoE outperforms Ethernet with and without frame preemption.
It shows also that DTSCoE achieves no delay variation. Moreover, Fig. 4.3c depicts the jitter
and its maximum and minimum values. The results demonstrate that Ethernet without frame
preemption induces jitter up to 480 ns, while Ethernet with frame preemption introduces jit-
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Frame size Inter-packet gap Rate Average Rate
0 600 B 640 ns 7.5 Gbps 7.5 Gbps
1 600 B 1920 ns 2.5 Gbps 2.5 Gbps
2 750 B 960 ns 6.25 Gbps 6.25 Gbps
3 600 B 1920 ns 2.5 Gbps 2.5 Gbps
4 600 B 640 ns 7.5 Gbps 7.5 Gbps
5 600 B 1920 ns 2.5 Gbps 2.5 Gbps
6 750 B 960 ns 6.25 Gbps 6.25 Gbps
7 600 B 1920 ns 2.5 Gbps 2.5 Gbps
Table 4.1 CPRI/Data transmission parameters
ter as high as 360 ns. In contrast, DTSCoE achieves zero jitter regardless of frame size or
inter-packet gap.
One can foresee that background trafﬁc might experience long queuing delay due to CPRI
trafﬁc timeslot reservation. Therefore, a proper ﬂow control mechanism must be used to control
its transmission (e.g. IEEE 802.1Qbb PFC).
4.7 Conclusion
In this paper, we proposed DTSCoE as a distributed scheduling algorithm for IEEE 802.1Qbv
that allows using Ethernet technology to transport CPRI trafﬁc. In DTSCoE, sources use SRP
(IEEE 802.1Qcc) to declare their intention of transmission by sending a registration request,
which includes sending time Ts, time window TW and maximum frame length L, through data
path. A simulation experiment is conducted to verify the performance of DTSCoE while multi-
plexing CPRI ﬂow of different packet sizes, inter-packet gaps, and rates at multiple aggregation
levels. The simulation results reveal that DTSCoE satisﬁed CPRI requirements and achieved
the minimum network latency and zero jitter.
CONCLUSION AND RECOMMENDATIONS
In this research, we study the enhancements presented by DCB task group for Ethernet net-
work. Then, we study the possibility of providing lossless Ethernet using these enhancements
without modifying Ethernet switches. In this context, we propose three Ethernet applications
that require lossless Ethernet namely i) switch fabric for routers, ii) lossless data center fab-
ric, and iii) zero-jitter fronthaul network for CPRI over Ethernet for 5G network. we present
ECCP as a new congestion control solution that is built on new router architecture to avoid
steady-state congestion altogether. We analyzed ECCP using phase plane method while taking
into consideration the propagation delay. Our stability analysis identiﬁes the sufﬁcient condi-
tions for ECCP system stability. In addition, ECCP performance is veriﬁed by simulation and
Linux-based implementation. The obtained results reveal that the ECCP system is stable, and
it achieves close-to-zero queue length.
Moreover, we present HetFlow as a congestion control that aims to avoid congestion in data
center networks. The overall feasibility and performance of HetFlow are assessed and evalu-
ated by DPDK-based testbed implementation and simulation. Our results conﬁrm that HetFlow
mechanism outperforms QCN and TIMELY and succeeds in preventing frame loss in Ethernet
network, keeps switch queue length close to zero and, consequently, reduces network latency to
the minimum. A mathematical analysis is also presented in this research to study the stability
of HetFlow.
Furthermore, we presented DTSCoE as a distributed scheduling algorithm for IEEE 802.1Qbv
that uses IEEE 802.1Qcc. The overall feasibility and performance of DTSCoE are assessed and
evaluated through simulation. Our results show that Ethernet network is capable of achieving
a network of zero-jitter and minimum latency if integrated with a proper scheduling algorithm.
For future work, we propose designing a proportional-derivative congestion control mechanism
based on delay variation, as the derivative part and ECN marking, as the proportional part. In
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addition, the effect of our proposed solutions on different data center applications needs more
investigation.
APPENDIX I
PROOF OF LEMMA 2.1 (STABILITY CONDITIONS OF THE ECCP RATE
DECREASE SUBSYSTEM)






y(t− τ)+w×T × y′(t−T − τ)
)
(y(t)+ζ ) = 0. (A I-1)
Lyapunov has shown that the stability of nonlinear differential equations in the neighborhood of
equilibrium point can be found from their linear version around the equilibrium point (Arnold,
1978) when the Lipschitz condition is satisﬁed. For delay differential equations (Driver, 2012)
has proven that, delay differential equations is uniformly asymptotic stable if its linearized
version is uniformly asymptotic stable and the Lipschitz condition is satisﬁed.
Consider functions g1 and g2 are deﬁned as follow: g1(t) = y(t) and g2(t) = −GdT (y(t− τ)+
wT y′(t−T − τ))(y(t)+ζ ). Since both g1(t) and g2(t) are polynomials, for anyz= (z1,z2) =
(y(t),y′(t)), there exists L such that ||gi(t,z1)−gi(t,z2)|| ≤ L||z1−z2||, where i = 1,2. Then the
Lipschitz condition is satisﬁed. Hence, the stability of the delay differential equation is deﬁned
by the stability of the linearized part near the equilibrium point.





y(t− τ)+w×T × y′(t−T − τ))= 0. (A I-2)
We use Taylor series to approximate (A I-2) by substituting y(t− τ) and y(t−T − τ) using (A
I-3) and (A I-4) respectively.





y′(t−T − τ)≈ y′(t)− (T + τ)y′′(t). (A I-4)



























y(t)≈ 0 (A I-5)
















= 0. (A I-6)







2T −w(T + τ), b= w+ 1Gdζ −
τ
T , and c=
1
T .
In order to study the stability of ECCP rate decrease subsystem, the roots of (A I-6) must be
either (i) complex roots with negative real part for a system with stable spiral point (Fig. I-1a)
or (ii) negative roots for a system with stable point (Fig. I-1b).
1. System stability with a spiral point
For a stable system with a spiral point, λ1,2 must be complex numbers with negative real parts.
Thus, inequalities (A I-8) and (A I-9) must hold.
b2 < 4ac (A I-8)











(b) Negative real roots
Figure-A I-1 Phase trajectories of the rate decrease subsystem
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−H2−4w> 0. (A I-10)
One can say that the right-hand side (RHS) of (A I-10) represents a convex function (d
2(RHS)
d(τ/T )2 =





Figure-A I-2 Roots r1,2 of a convex function












r1,2 = w− 1Gdζ ±
√
2H2−4wH+4w2+4w. (A I-11)
By substituting with the value of H, we get:





Thus, inequality (A I-8) holds when:
⎧⎪⎨⎪⎩
τ












One can conclude that inequality (A I-8) does not hold because τ/T by deﬁnition must be
limited by a certain value k (τ/T < k, where k∈R+). Therefore, (A I-6) does not have complex
roots and ECCP rate decrease subsystem does not have a stable spiral point.
2. System stability with a stable point
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For a stable system with a stable point, λ1,2 must be negative real number where inequalities
(A I-14) and (A I-15) hold.
b2 > 4ac. (A I-14)
−b±√b2−4ac
2a
< 0. (A I-15)















As τ and T are always greater than zero, we can consider the positive root only.












1−4ac/b2)< 0. (A I-18)
This condition holds in one of the following two states: (i)
⎧⎪⎨⎪⎩−b/a> 01±√1−4ac/b2 < 0. (A I-19)
Or: ⎧⎪⎨⎪⎩−b/a< 01±√1−4ac/b2 > 0. (A I-20)
The second part of the ﬁrst state (A I-19) does not hold in its worst case when we consider
the positive root; i.e 1+
√
1−4ac/b2 will never be less than zero. Thus we consider only the
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−4ac/b2 > 0. (A I-21)
For all b2 > 0 and c = 1/T > 0, we conclude that c must be greater than 0. Consequently, b
must be greater than zero (ﬁrst part of A I-20) when −a is greater than zero.
Hence, to satisfy the second inequality A I-20, these conditions must hold:
−a> 0
























Dissimilar to inequality (A I-10), the RHS of (A I-22) represents a concave function. Thus,





Hence, inequality (A I-22) holds when:
w−
√
w2+2w< τ/T < w+
√
w2+2w. (A I-25)




To conclude, ECCP rate decrease subsystem is stable with a stable point (Fig. I-1b) when
inequalities (A I-17), (A I-23) and (A I-26) hold.
In summary, ECCP rate decrease subsystem is asymptotically stable and the phase trajectories
of the rate decrease differential equation (2.16) are parabolas moving toward a stable node as
shown in Fig. I-1b when τ/T <min
(









STABILITY ANALYSIS OF ECCP RATE INCREASE SUBSYSTEM
In this appendix, we study the stability of the rate increase subsystem by substituting (2.14)












2×TBC . (A II-1)
Equation (A II-1) is an inhomogeneous second order ordinary differential equation (ODE)
which has a characteristic equation of the form:
λ 2+
1




















The phase trajectories of (A II-2) can be drawn using the Isoclinal method (Atherton & Siouris,
1977). Fig. II-1a and II-1b show the phase trajectories of the self-increase subsystem while
(K > 0) and (K < 0) respectively. In general, ECCP reaches self-increase subsystem coming
from the rate decrease subsystem whenM×TR≥ (1−AeqAvT )C. Consequently, K> 0 and the
system follows the trajectory of Fig. II-1a. If ECCP enters the self-increase subsystem phase











(b) (K < 0)
Figure-A II-1 Phase trajectories in the self-increase subsystem (K > 0 and K < 0)












Figure-A II-2 ECCP phase trajectories
Combining Fig. I-1b, II-1a and Fig. II-1b for the rate decrease and self-increase subsystems,
we get Fig. II-2. In this ﬁgure, one can notice that if the system starts in the self-increase
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subsystem, it follows line l1 (K > 0) toward the asymptotic line (Fb = 0) or it follows line l3
(K ≤ 0) for 5 cycles till ECCP enters AI stage and TR is increased. Then it follows l4 toward
the asymptotic line. Afterward, the system follows either line l2 coming from FR stage to rate
decrease subsystem or l5 from the AI stage to the rate decrease subsystem. Both trajectories
lead ECCP toward the equilibrium point as shown in Fig. II-2.
Therefore, ECCP rate increase subsystem is not stable, and the stability of ECCP system mainly
depends on the sliding mode motion (Utkin, 1977) from self-increase subsystem into the rate
decrease subsystem when the system crosses the asymptotic line (Fb= 0).

APPENDIX III
PROOF OF LEMMA 2.2 (BOUNDARY LIMITATIONS FOR THE ECCP)
Proof. To avoid data accumulation in the queue, the integral of the self-increase function from
t to t+(T +2τ) must be less than the available bandwidth margin as depicted by (A III-1).
∫ t+(T+2τ)
t
MR′(t)dt < AvT AeqC. (A III-1)
Since ECCP is a discrete system and R(t) is constant within control cycle, (A III-1) could be
approximated within one control cycle to:




(T +2τ)< AvT AeqC.




(T +2τ)< AvT AeqC
(C−C−AvT AeqC)
2TBC









In summary, ECCP keeps queue length close to zero, if condition A III-2 is satisﬁed.
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