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The rising interest in using cheaper multiple Unmanned Air Vehicles (UAVs) rather 
than a single powerful UAV has propelled the research in algorithms that can result in 
teams of UAVs exhibiting cooperative behaviour. This project seeks to develop 
search algorithms that can bring about a cooperative behaviour of a team of UAVs in 
a search and mark mission based on the local interaction between the UAVs and their 
environment and also between the UAVs. Moreover, the search algorithms are 
implemented in actual hardware to study their robustness in real-life conditions. 
 
Three search algorithms namely the Random, the Memory Based and the Enhanced 
Memory Based Search Algorithms have been developed. They coordinate the UAVs 
in executing the mission where the targets and obstacles positions are unknown. The 
search algorithms do not need global terrain information of the operation area. They 
use information from the inexpensive, commercial-off-the-shelf sensors, thus reduces 
the amount of computational resources. The performance of the search algorithms are 
determined by the time to search all the targets and the coverage obtained by the team 
of UAV(s) as the number of deployed UAVs varies.  
 
The simulation results of the 3 search algorithms showed that the Memory Based and 
the Enhanced Memory Based Search Algorithms performed best in coverage and time 
to find all targets respectively. An optimal deployable size of 2 – 3 UAVs was 
observed from the results. This is comparable to the optimal size of 3 UAVs obtained 
from the established payoff function by Leng [1]. Moreover, field validation of the 
search algorithms showed a 9% difference in results as compared to those obtained 
from the simulation runs using the in-house developed simulator. 
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1. LITERATURE SURVEY 
This project focuses on the search and mark of unknown targets positions by multiple 
UAVs in an operation area where potential obstacles locations are also unknown. In 
order to fulfil the mission, three search algorithms were developed to coordinate the 
multiple UAVs in the operation. The quantification of the search algorithms 
performance are determined by the time to search all the targets and the coverage 
obtained by the team of UAV(s) as the number of UAVs varies. In addition, the 
performance is compared with established results from Leng [1]. This is supported 
and tested using our in-house developed simulator and the field testing of our fully 
integrated UAV system. 
 
In this chapter, the objective of the project is detailed and a review of some of the 
related works is presented. 
  
1.1 Project Objective 
The objective of this project is to develop search algorithm that can bring about a 
cooperative behaviour of a team of UAVs.  
 
This global cooperative behaviour is exhibited as a result of local interactions among 
the UAVs and also with their environment. Local interaction eliminates the need for 
global terrain information of the operation area. It only requires inexpensive, 







The search algorithm which uses local information from the reactive sensors will 
require lesser computational resources. Moreover, the information of the operation 
area will build up as the UAVs explore it.   
 
In order to increase the level of cooperative behaviour, some form of communication 
between the UAVs is still needed. However, the information size is minimal and only 
essential information required for the search algorithms is communicated. Thus, the 
search algorithms should have a high tolerance for loss of communicated information 
and less dependence on precise positioning sensors.  
 
1.1.1 Operation Area 
The expected operation area is a 2-dimensional area with scattered locations of targets 
and obstacles. Thus the search algorithms are tested in the similar layout of the scaled 
operation area of size 60m by 40m both in the simulator and field testings.  
 
The operation area is assumed to be of almost uniform background. This is typical of 
an operation area in the open waters where the background is of almost uniform 
colour. The scenario can be of the search for victims due to collisions between ships 
or even in an airplane crashed in the open waters. Take for example the case of the 
collision between 2 vessels, Republic of Singapore Navy vessel (RSS Courageous) 
and a merchant vessel (ANL Indonesia), in the seas near Horsburgh Lighthouse in 










Figure 1.1: Operation Area of the Collision between 2 vessels 
 
 The collision took place in the open water. The area in the vicinity of the collision is 
of almost similar background, which is the deep blue sea. The crews of the vessels, 
“targets” of this mission, were scattered in the operation area. Some of the crews were 
washed up near the Bintan resort in Indonesia while some of them were trapped in the 
location of collision. The collided ships, the lighthouse and the random location of the 








The targets being defined in this project are coloured targets which is distinguishable 
from the operation area’s background. The targets in the search area are depicted to be 
stationary. 
 
In the scenario of searching for victims of an airplane crashed in open waters, the 
victims will be wearing bright-coloured life jackets. This makes the targets distinct 
from the uniformed coloured open waters. Moreover, if there is little or no strong 




The obstacles being defined in this project are stationary obstacles with their location 
unknown to the UAVs beforehand.   
 
1.1.4 Completion of Search 
The search is deemed to be completed when all the targets in the operation area are 
being located by the UAVs. The time taken to find all the targets is used as one of the 








1.2 Literature Review of Similar Works 
In recent years, advances in technologies especially of those sensors carried onboard 
an UAV allow it to perform sophisticated missions single-handedly. An example is 
the Predator. It is equipped with cutting edge vision sensor, global positioning sensor 
and weaponry systems which is able to take out the enemies without much effort. Its 
capability was proven in the Afghanistan war in 2002 and during the Iraq war from 
2005 to 2006. To-date, the Predator has deployed for more than 200 raids and has 
surveyed more than 18 000 targets. However, the disadvantage of having such well-
equipped single machine would means a total failure if it is being destroyed during the 
mission. Moreover, millions of dollars will be lost as a result of having the most 
sophisticated electronics onboard which goes down with the machine. Examples of 
such cases are the Predator being shot down in Iraq in 2002 when it was performing 
reconnaissance and another in 1999 due to fuel system and icing problems.  
 
In view of the weakness of a single powerful machine, there is an increasing interest 
in exploring the use of multiple yet cheaper machines to fulfil similar mission. Such 
systems will reduce the probability of unsuccessful mission due to the single point of 
failure. However, the use of multiple machines poses great challenges, namely the 
coordination between themselves. This coordination should enable them to fulfil the 
mission as effectively as a single powerful machine, if not better.  
 
Numerous works were done to study the architecture behind the multiple autonomous 
platforms that exhibit cooperative behaviour. Cao and et al [2] did a critical survey on 
all the existing works and highlighted the various issues that aroused in the study of 






architecture for the system, the different approaches to cooperation among the 
different platforms in the system and the conflict resolution among platforms. Such 
issues were further explored in the light of technological constraints and the future 
expansion of this application. Thus it gives a very good and wide framework for the 
cooperative behaviour of multiple autonomous UAVs. These UAVs are being used to 
search for targets in unknown environment. 
 
The most fundamental component in defining the system architecture for the multiple 
autonomous platforms is whether the decision making process is centralised or 
decentralised. The centralised architecture is characterised by a single control agent 
processing and making decision for all the other agents in the system. On the other 
hand, the decentralised architecture gives the autonomy of decision making to each 
and every agent in the system. This is only true for the distributed decentralised 
architecture. As for the hierarchical decentralised architecture, every independent 
decision making agents in the systems is influenced by a higher order control agent.  
 
The decentralised system can be observed easily in nature, especially in the animal 
kingdom. It has equal mixture of both the hierarchical and the distributed 
architectures. The hunting of preys by packs of wolves led by a pack leader is a good 
example of hierarchical architecture. This is the case of a group of coordinated 
individuals following an individual for a communal agenda.  
 
For the distributed decentralised architecture, one may doubt the effectiveness of the 
cooperative behaviours between the agents in the system. This is because individual 






contrary, nature exhibits the efficiency of such distributed system. Take for example, 
the army of ants foraging for food without any coordinating authority from a leader. 
Grasse [3, 4] did a simple decentralised model to study the cooperative behaviour of 
swarms of small, weak, and blind termites that are unresponsive to a coordinating 
authority. Nevertheless, they can coordinate together to build an intricate and complex 
termite nests which are many times larger its individual size. Bruinsma [5] presented 
how a feedback mechanism known as the termite-attracting pheromone, helps in this 
complicated building process. The pheromone governs the cooperative behaviour of 
the termites, thus eliminating the need for centralised control.   
 
The choice of using either a distributed or a centralised decision making process for 
multiple autonomous platforms is still a long-drawn debate. The centralised approach 
is effective in managing all the agents’ actions for collision avoidance.  This is 
highlighted by Asama and et al [6]. Alami [7] also presented a centralised planner to 
allocate tasks to different platforms, making the overall task execution more 
controllable and timely. However, this leads to a significant increase in the 
computational resources of the central planner as the number of agents increases. As 
such, the dominating preference is still the decentralised approach. Moreover, the 
decentralised architecture greatest advantage lies in its overall system fault tolerance 
and system scalability as shown by Beckers and et al [8], Arkin [9], Steels [10] and 
Mataric [11].  
 
The different mechanisms to exhibit multiple platforms’ cooperative behaviours are 
strongly intertwined with the fundamental decision making architecture of the overall 






the multiple platforms, path planning for the different platforms is an option. The path 
planning can be done through a centralised architecture where a universal central 
planner making decision for all the agents. Alternatively, it can be done through a 
decentralised architecture where each agent plans and readjusts its paths when it 
encounters its situation as presented by Fujimura [12].  
 
Although Arai and et al [13] and Latombe [14] held slightly different definition of 
centralised and decentralised path planning, they suggested a hybrid system. In this 
system, one level of planning is centralised while another level of planning is 
decentralised.  Sasiadek and et al [15] also suggested for a path planner which is 
divided into local and global planner. The global planner is centralised and will 
replanned the paths for the platforms when the environment changes. The local 
planner which is decentralised, however, has a disadvantage. It may result in a path 
which is trapped in a criterion function’s local minimum. In order to address this 
shortcoming, Zhu and et al [16] propose a centralised path planning with a novel way-
point-based numerical trajectory generation. A similar approach is also used by Maza 
and et al [17] for a cooperative searching operation.  They used a centralised control 
centre to first partition and assign UAVs in the operation area based on their 
individual capabilities and initial positions.  But the UAVs are free to determine their 
own search directions in their allocated partitions. 
 
To achieve cooperative behaviour, apart from the path planning of individual agents, 
swarm intelligence is another approach that received significant attention. Swarm 
intelligence was first introduced by Beni and et al [18], though Beni and et al [19] 






intelligence, it is a mystery how an individual independent decision of each simple 
agent can result in a complex global cooperative behaviour of the systems. Each agent 
just follows very simple rules in decision making and only interacts with its 
neighbouring agents and local environment. A real-life common example is how the 
independent decision of a person in a concert to start clapping will result in a 
widespread applause of the crowd. The amazing beauty of using swarm intelligence 
for cooperative control is the elimination of a centralised control scheme that decides 
how each agent should behave. This results in a cheap, robust and simple system. 
Moreover, if path planning for a swarm flight is required, it can be reduced to path 
planning for a single platform as mentioned by Pladgie and et al [20]. 
 
According to Flinn [21], NASA had successfully exhibited cooperative behaviour of 2 
UAVs using swarm intelligence in search of a virtual forest fire. Although the test 
was at its infancy stage, NASA hopes that swarm of UAVs are able to conduct aerial 
search in near future. The swarm algorithm was implemented through the use of a 
mathematical tool, known as the boid algorithm, developed in 1986 by Craig 
Reynolds [22]. It adheres to 3 simple rules, namely: heading alignment, collision 
avoidance and cohesion. These rules enable the UAVs to swarm in the same direction 
while keeping the pack close to one another, at the same time keeping them from 







1.3 Chapter Summary 
In this chapter, we defined the project objective and reviewed existing research on 
cooperative search algorithms for multiple UAVs. The operation parameters needed 
to test the search algorithm were also briefly addressed.  
 
The literature review began with the motivation of using cheaper multiple machines 
rather than a single powerful machine.  In order to control the multiple agents in a 
system, the fundamental architecture of the decision making process (centralised or 
decentralised) was discussed. The critical reviews of each of these architectures by 
different literatures were being highlighted. 
 
Eventually, the literature survey looked broadly at 2 different mechanisms, path 
planning and swarm intelligence. They determined the cooperative behaviours for a 
system of multiple agents and are strongly intertwined with the fundamental 
architecture of the system.  
 
Maza and et al [17] hybrid path planning which uses both centralised and 
decentralised decision making processes, is a representative work in the area of path 
planning. Our project modifies and extends this approach by eliminating the 
centralised control centre and the partitioning of the operation area. Instead we focus 
on decentralised control of the UAVs with reactive behaviours based on information 
from onboard sensors and other UAVs.  This is an adaptation from swarm 
intelligence. 





2. DESIGN AND ANALYSIS OF SEARCH ALGORITHMS  
 
2.1 Search Algorithms Developed   
The search algorithm is the brain of the UAVs which decides how the UAVs should 
search in the operation area. In the scenario of multiple UAVs searching for targets in 
the operation area, the search algorithms developed should result in some cooperative 
behaviour of the UAVs. This should lead to a reduction in the time to search for 
targets in the operation area. The three search algorithms developed and described in 
this chapter are based on the idea of UAVs local interaction among themselves and 
with their terrain. This should bring about a global cooperative behaviour of the 
UAVs in executing the search mission. This is an adaptation of the ideas discussed by 
Leng [1, 23] and an extension and modification of Maza and et al [17] works.  
 
Three search algorithms, namely the random search algorithm, the memory based 
search algorithm and the enhanced memory based search algorithm have been 
developed. Description and analysis of the above three search algorithms are detailed 















2.2 Random Search Algorithm  
2.2.1 Description of Search Algorithm  
In the random search algorithm, the waypoints for each UAVs searching in the 
operation area are randomly generated within the operation area. New waypoint 
which must not fall within the circular error probability (CEP) of the positioning 
sensor of the UAV will only be generated if the UAV has reached the current 
waypoint. The current waypoint is considered to have reached if all the following 
conditions are met: 
• Distance from current UAV position to waypoint is greater than the 
distance from previous UAV position to waypoint 
• Distance of current UAV position to waypoint is less than the CEP of 
the positioning sensor of UAV 
If any obstacle is found in the path of the UAV by the Collision Avoidance System 
(CAS), the collision avoidance algorithm will manoeuvre the UAV out of the obstacle 
path. It will then return control to the search algorithm to continue navigating to the 
waypoint just before the collision avoidance algorithm kicks in. The UAV will locate 
any target along its way throughout the whole mission using its Automatic Targeting 
System (ATS). 
 
During the course of navigating to the waypoint, the search algorithm will check if the 
UAV is heading towards the waypoint. If the UAV’s heading does not fall within the 
tolerance of the required heading, the search algorithm will calculate the required yaw 
rate to correct the heading of the UAV. Otherwise, the required yaw rate will be 
default as zero to maintain the current heading of the UAV. A yaw rate command will 
be generated based on the required yaw rate.  





The Figure 2.1 below illustrates the logic flow of the random search algorithm. 
 
Figure 2.1: Logic Flow of Random Search Algorithm 
 
2.2.2 Analysis of Search Algorithm  
The randomness feature of this algorithm reduces the dependencies on precise 
positioning sensor. Although the random search algorithm requires the positioning 
sensor for waypoints navigation, the UAVs can still continue with their search 
mission despite having inaccurate information from the positioning sensor. 
Check if any obstacle 
is in the path of UAV 
Collision Avoidance Algorithm  
YES  
Check if waypoint 
has reached 
 
Randomly generate a new waypoint 
NO  
YES  
Check if new waypoint is 
within operation area & not 
within locating sensor CEP 
Check if UAV is heading 




Calculate directional yaw 
rate to correct UAV heading Set yaw rate to be 0 
NO  
Generate yaw rate command 
YES  





Moreover, this algorithm does not require the positions of other UAVs in the 
operation area to make its decision. This eliminates the reliant on a robust network for 
information to be transferred. However, it may not have utilised the full benefits of 
the multiple UAVs cooperation since information is not shared among them.  
 
In addition, the randomness of this algorithm prevents the UAVs from being trapped 
in any local minimal. This algorithm only requires the UAV to perform 2 basic flight 
manoeuvres, namely: 
• Straight and level flight 
• Yawing while forward flight 
   
2.3 Memory Based Search Algorithm  
2.3.1 Description of Search Algorithm  
In the memory based search algorithm, each UAV’s exploration map keeps a memory 
of the area searched by both the UAV and other UAVs. The exploration map will be 
updated throughout the search mission. The exploration map is discretized into cells 
which have the same size as the field of view of the ATS. The number of visits to the 
cell by the UAVs is updated base on the dwell time of the UAVs at the cell.   
 
In this algorithm, it does not generate yaw rate command based on required waypoints 
navigation as in the random search algorithm described in Section 2.2. Instead, this 
algorithm generates yaw rate command based on heading towards the neighbouring 
cells. The required heading is obtained from one of the 8 discrete directions as shown 
by the different colour codes of the cells in the Figure 2.2 below.  





The number at the top left hand corner of each cell in Figure 2.2 is the number of 
visits by the UAVs to the cell. The algorithm will decide the required heading based 
on the lowest average number of visits for the cells in each of the 8 discrete 
directions. 
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Figure 2.2: Exploration Cells of Memory Based Search Algorithm 
 
This algorithm also caters for the need to vary the numbers of cells required to 
calculate the average number of visits. For example, in Figure 2.2, the algorithm will 
only make use of “2 cells” information from the exploration map. Thus those 
directions which are directly north, south, east and west of the UAV, the average 
number of visits to the 2 cells in those directions will be used. For the other 4 diagonal 
directions, the average number of visits to the 2 X 2 cells will be used instead. Using 
the information in Figure 2.2, the north-west direction to the UAV which is 
highlighted in yellow has the lowest average number of visits. Thus the algorithm will 
set the required heading of the UAV to be 315°.  Throughout the search mission, the 
algorithm will constantly decide on the UAV’s required heading based on the constant 
update of the number of visits to the cells. 





If there are more than 1 direction which have the same least average number of visits, 
priority will go in a clockwise manner starting with bearing 0° with respect to the 
UAV current heading. When the UAV veered off from the boundary of the operation 
area, the algorithm will “bounce” the UAV back into the operation area in the 
direction which is least explored. 
 
If any obstacle is found in the path of the UAV by the CAS, the collision avoidance 
algorithm will manoeuvre the UAV out of the obstacle path before returning control 
to the search algorithm. This algorithm also makes use the exploration visits of each 
cell to estimate the location of the obstacle whenever an obstacle is detected. This is 
done by comparing the numbers of visits for each of the neighbouring cells to that of 
the cell where the UAV is. If the ratio for the number of visits is below a threshold 
known as the “obstacle factor”, the cell is suspected to contain an obstacle. The 
algorithm will then cordon the region of suspected obstacle as no fly zone even 
though it may be unexplored. The UAV will locate any target along its way 
throughout the whole mission using its ATS. 
 
During the course of navigating to the required heading, the search algorithm will 
check if the UAV’s heading is within the tolerance of the required heading. If the 
UAV’s heading does not fall within the tolerance, the search algorithm will calculate 
the required yaw rate to correct the UAV’s heading. Otherwise, the required yaw rate 
will be default as zero to maintain the UAV’s current heading. A yaw rate command 
will be generated based on the required yaw rate. Figure 2.3 below illustrates the logic 
flow of the memory based search algorithm. 






Figure 2.3: Logic Flow of Memory Based Search Algorithm 
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2.3.2 Analysis of Search Algorithm  
The motivation of a memory based algorithm is to attract the UAVs to explore the 
less explored region. Thus this will help to cover the whole operation area evenly as 
fast as possible. Moreover, with the help of the memory based algorithm, the UAVs 
“bounced” back from the boundaries of the operation area based on the direction 
which is least explored. Thus this results in a more intelligent return of the UAVs to 
the operation area. 
 
The UAVs broadcast their positions to each other throughout the mission so that each 
UAV keeps a memory of the area search by itself and its squad mates. This helps to 
avoid duplicate work done by their squad mates. The using of each other information 
(UAVs positions) through communication also helps to increase the cooperation 
between the UAVs. The exploration map for each UAV should be the same at any 
time if there is perfect communications between the UAVs, i.e. no latency and no loss 
in data packets. However, in real life, imperfect communications will result in some 
losses in efficiency of the memory based search algorithm.  
 
This algorithm requires both the reactive sensors and the positioning sensor. The 
accuracy of the positioning sensor is important in this algorithm as inaccurate 
positioning may lead to wrong labelling of no fly zone and wrong update on the 
number of visits to the cells. This will lead to wrong information being used for 
decision making. The importance of having an accurate positioning sensor can be 
mitigated depending on the size of the cell in the exploration map. A larger cell size 
will reduce the need for a precise positioning sensor which is hard to find in real 
application. 





This algorithm has a fixed set of rules in deciding the direction for the required 
UAV’s heading. This makes the algorithm quite deterministic. Thus the results given 
by this algorithm are fixed if the exact scenarios are given. However, the inaccurate 
positioning sensors may help to make the algorithm less deterministic and also to 
reduce the trapping of the UAVs in possible local minima.  
 
This algorithm only requires the UAV to perform 2 basic flight manoeuvres, namely: 
• Straight and level flight 
• Yawing while forward flight 
 
2.4 Enhanced Memory Based Search Algorithm  
2.4.1 Description of Search Algorithm  
The foundational idea of the memory based search algorithm and the random search 
algorithm are being integrated to develop the enhanced memory based search 
algorithm. Similar to the memory based search algorithm, the enhanced memory 
based search algorithm also keeps an exploration map which is discretized into cells. 
The cells have the same size as the field of view of the ATS. However, the key 
difference between the 2 algorithms is that the cells do not only contain the number of 
visits to the cells by the UAVs. Instead they contain an index known as the “Urge to 
Explore” index which has a value between 0 and 1.0. The higher the “Urge to 










The “Urge to Explore” index of each cell depends on the following 4 factors: 
• Numbers of visits in the cell by the UAVs 
• Whether target is found in the cell 
• Whether obstacle is found in the cell  
• Whether target is suspected in the cell 
The first 3 factors will have an inverse effect on the “Urge to Explore” index of the 
cell. The last factor has a proportional effect on the index. The relationship between 
the “Urge to Explore” index and above factors for each cell can summarised by 
Equation 2.1 
 
The number of visits to the cells is updated based on the dwell time of all the UAVs at 
the cells and is updated throughout the search mission. The initial value of the number 
of visits is set as “1” to prevent numerical error when computing the “Urge to 
Explore” index. Moreover, this will ensure that the “Urge to Explore” index has a 
value of between 0 and 1.0. As the number of visits by the UAVs to the cell increases, 
the “Urge to Explore” index of the cell decreases. Thus this will reduce the attractive 
force on the UAVs to the cell since it has been significantly explored by the UAVs. 
 
The target suspected index of the cell has a value of between 0 and 0.5. This index 
helps to increase the robustness of the ATS by reducing the number of phantom 
targets spotted by the ATS. When a target in a cell is first spotted by the ATS, the 
target suspected index of that cell will increase from 0 to a certain value. This value is 
cell
cell
cell Index) Suspected(Target    Visits) of (Nos.
1
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a scaled ratio of the target’s number of pixels seen by ATS to the ATS resolutions. 
This index will be cumulated when the target is being spotted again by the ATS in the 
same cell. Thus as the target suspected index increases, the “Urge to Explore” index 
of the cell will increase correspondingly. This results in greater attractive force on the 
UAVs to explore the cell to confirm the suspected target.  
 
However, once the target suspected index of the cell reach the value of 0.5, a target is 
considered to be found in that cell. The found target position will be broadcast to all 
UAVs and the Ground Control Station (GCS). Whenever a target is confirmed in the 
cell, the “Urge to Explore” index of that cell will be permanently set to be 0 for the 
rest of the search mission. This would signify a no fly zone to the cell.  
 
If any obstacle is found in the path of the UAV by the CAS, the collision avoidance 
algorithm will manoeuvre the UAV out of the obstacle path before returning control 
to the search algorithm. Similar to the memory based search algorithm, this algorithm 
has the same ability to estimate the location of the obstacle whenever an obstacle is 
found. This is done by comparing the numbers of visits for each of the neighbouring 
cells to that of the cell where the UAV is. A threshold for the ratio known as the 
“obstacle factor” will determine whether an obstacle is found. If the ratio is smaller 
than the “obstacle factor”, the cell is suspected to contain an obstacle. The algorithm 
will then mark the cell as no fly zone even though it may be unexplored. This is done 
by setting the “Urge to Explore” index of that cell permanently to 0 for the rest of the 
search mission. 
 





In the enhanced memory based search algorithm, the UAVs navigate to the required 
heading based on the yaw rate command generates by the algorithm. This is similar to 
the memory based search algorithm. However, in this algorithm, the required heading 
is obtained from one of the 4 discrete direction sectors. They are shown by the 
different colour codes of the cells in the Figure 2.4 below. The number at the top left 
hand corner of each cell in Figure 2.4 is the “Urge to Explore” index for the cell.  
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Figure 2.4: Exploration Cells of Enhanced Memory Based Search Algorithm 
 
The algorithm will decide the required heading based on the highest sum of “Prefer 
Direction” index and the average “Urge to Explore” index of the cells in each of the 4 
direction sectors. The number of cells used for calculating the average “Urge to 
Explore” index of the cells in the direction sector spans from the cell where the UAV 
is located to the boundaries of the operation area. Cells which are directly north, 
south, east and west of the UAV located cell (white in colour as shown in Figure 2.4) 
will be used by the direction sectors which are adjacent to them for the calculation of 









cell in the direction sector will be weighted for the calculation of the average “Urge to 
Explore” index. Those cells nearer to the cell where the UAV is located will have a 
higher weightage. This is to attract the UAVs to explore regions that are nearer to 
them first. Equation 2.2 below summarises an example of the calculation for the 
average “Urge to Explore” index of the cells in the direction sector A, shown in 
Figure 2.4. The cell where the UAV is located is assumed to be (m, n) and the 
operation area is assumed to be divided into p X q cells. 
 
The “Prefer Direction” index of the direction sectors is based on the weightage such 
that the direction sectors ahead of the UAVs will have a higher weightage. This is to 
reduce drastic yawing manoeuvre of the UAVs. Take for example the scenario in 
Figure 2.4; the UAV’s current heading is towards direction sector A. Thus the “Prefer 
Direction” index of direction sector A is set to be 0.5 while that of D, B and C are set 
to be 0.2, 0.2 and 0.1 respectively. When the UAV veered off the boundary of the 
operation area, the “Prefer Direction” index and the average “Urge to Explore” index 
of those direction sectors which are outside the operation area are set to be 0. This 
will results in an intelligent return of the UAV to the operation area. 
 
 
- - - Equation 2.2 
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The direction sector which has the highest sum of the “Prefer Direction” index and the 
average “Urge to Explore” index will be chosen. A random direction within the 
chosen direction sector will then be selected as the new required heading of the UAV. 
However, the UAV will maintain its previous required heading if the newly chosen 
direction sector is the same as that of previous time step. This is to prevent the UAV 
from “hunting” its required heading within such a short span of time.  
 
During the course of navigating to the required heading, the search algorithm will 
check if the UAV’s heading is within the tolerance of the required heading. If the 
UAV’s heading does not fall within the tolerance, the search algorithm will calculate 
the required yaw rate to correct the UAV’s heading. Otherwise, the required yaw rate 
will be default as zero to maintain the UAV’s current heading. A yaw rate command 
will be generated based on the required yaw rate. Figure 2.5 below illustrates the logic 
flow of the enhanced memory based search algorithm 
 






Figure 2.5: Logic Flow of Enhanced Memory Based Search Algorithm 
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2.4.2 Analysis of Search Algorithm  
The enhanced memory based search algorithm is the hybrid of both the random search 
algorithm and the memory based search algorithm. It harnesses the advantages of both 
algorithms. Moreover, in this algorithm, some parameters are being redefined from 
the memory based search algorithm in order to look at the exploration of the operation 
area as a whole. This redefinition enhances the decision making process with the use 
of average “Urge to Explore” index of all the cells in the whole operation area for the 
different direction sectors. This algorithm attracts the UAVs to explore the less 
explored region. Moreover, it explored the operation area systematically by exploring 
those areas which are nearer to the UAVs first. Thus it evenly covers the whole 
operation area as fast as possible. This is done through the use of the weighted “Urge 
to Explore” index for each cell. The “Prefer Direction” index for the different 
direction sectors also help to prevent the UAVs from taking drastic manoeuvres. This 
helps to prevent wasting of useful resources.   
 
In this algorithm, the information of the found targets’ location is also being used. 
This helps to increase the cooperation between the UAVs as it prevents other UAVs 
from exploring the area again where the target was already being found. Moreover, 
the addition of the factor for the suspected target found in a cell increases the 
robustness of the ATS. 
 
With the random feature of this algorithm in deciding the required heading from the 
selected direction sectors, it reduces the reliance on precise positioning sensor. In 
addition, it also prevents the trapping of the UAVs in possible local minima. 
 





This algorithm only requires the UAV to perform 2 basic flight manoeuvres, namely: 
• Straight and level flight 
• Yawing while forward flight 
 
2.5 Chapter Summary  
In this chapter, 3 search algorithms namely the random, the memory based and the 
enhanced memory based search algorithm were described. A simple analysis was also 
done on each of the search algorithm. It explains the rationale behind the logic flow 
and the parameters used for the search algorithm in making decision for the UAVs 
navigation. All the 3 algorithms only require the UAVs to perform 2 basic flight 
manoeuvres, namely: straight and level flight, yawing while forward flight. 
 
The 3 algorithms do not need any information of the global terrain to be preloaded 
before the mission commences. Moreover, they do not need any precise information 
of the global terrain throughout the mission. Basically, the algorithms make use of the 
UAVs’ local interaction with their terrain and among themselves to bring about a 
global cooperative behaviour. As such, the algorithms only require information from 
the reactive sensors and the positioning sensors. However, the accuracy of the 
positioning sensors is not stringent.  
 
This chapter introduces the design and architecture of the developed search 
algorithms. The search algorithms effectiveness will be verified through the 






3. HARDWARE IMPLEMENTATION 
 
In Chapter 2, the three different search algorithms developed to study the cooperative 
behaviours of multiple UAVs in a search and mark mission were discussed. However, 
in order to commence testing on the effectiveness of the developed search algorithms, 
4 major subsystems are identified: 
1. ATS 
2. CAS 
3. Autonomous UAVs 
4. GCS 
 
The hardware needed for the above 4 subsystems has to be selected and tested both 
individually and integrated. Testing of the hardware also generates important data so 
that the subsystems can be modelled more accurately in the simulator. In this chapter, 
the different subsystems are discussed in terms of the selection, the testing and the 
integration of their hardware. 
 
Section 3.1 will describe the ATS in greater detail, stating target signatures, targeting 
system performance indicators, and necessary limitations imposed on the flight 
platform. 
 
Section 3.2 will focus on the CAS, modelling collision avoidance manoeuvres which 
result in limitation on flight platforms, and summarizing the CAS sensor performance.  







Section 3.3 will describe the type of UAVs selected for the mission, the process of 
system identifications done on the UAVs for the tuning of gains needed by the 
autopilot and the modelling of the UAVs dynamics for simulation. The flight 
computer which is the central “brain” hardware for the integration of all the 
subsystems will also be discussed. 
 
Section 3.4 will describe the required GCS hardware and software, particularly the 
networking interfaces for controlling multiple UAVs. The in-house developed 
Graphical User Interface and Flight Simulator modules will be discussed. 
 
3.1 ATS 
The ATS is the “eyes” of the UAVs which helps in the searching and the marking of 
the required targets in the search area.  
 
3.1.1 ATS Sensor Selection 
3.1.1.1 Searching Component 
The searching component of the ATS is implemented using the vision sensors. The 
vision sensor is selected due to the following parameters: 
• Able to accommodate complex and multiple targets’ identities 
• Able to work for a larger range of flight altitude 
 
Low cost Commercial Off-the-Shelf (COTS) vision systems with high processing 
speed and light weight are sought after. Table 3.1 below showed the specifications of 
the 2 COTS vision system (CMUCam2+ and EyeCam) that were found to satisfy the 






Table 3. 1: Specifications of the COTS Vision Systems 
Performance indication (P.I.) with the parameters shown in Equation 3.1 is use to 
further assess the decision for the vision systems. The vision system with the highest 




Maximum resolution of the vision system is related to the maximum altitude the 
platform can fly. The maximum frame rate is related to the maximum speed the 
platform can fly. The greater the field of view of the vision system would imply that 
the larger the search area that can be covered by the platform at any one time. 
 
The higher the value of the above 3 factors, the better will be the performance of the 
vision system, thus they are directly proportional to the P.I. The lower the cost and 
the weight of the vision system, the more desirable is the system. Thus they are 
inversely proportional to the P.I. In addition, all the 5 factors indices are 1 as they are 


















(g) Cost (S$) 
1. CMUCam2+ 176 X 255 25 4.9  6 / 200 
26   
(@ 88 X 
143 pixels ) 
40 279 
2 a.  EyeCon EyeBot-Controller M4 - - - 
2 b. EyeCam Camera  C2 640 X 480  60 4.9 
(7.2 V) 
10-15   
(@ 160 X 
120 pixels ) 
216 1 744 
 (Cost)  (Weight)
  View) of (Field  rate) frame (Maximum  )resolution (Maximum













The simple analysis shows that the (P.I.)CMUCam2+ is greater than the (P.I.)EyeCam and 









 Figure 3.1: CMUCam2+ 
 
3.1.1.2 Target Signature Selection  
With the hardware for the searching component of the ATS determined, the target 
signature chosen must match the detection properties of the CMUCam2+. Thus, the 
signature of the targets chosen for the mission must have their colours distinct from 
the targets’ background which is a green field. The green field has an average RBG 
value of 143, 153 and 38 with a tolerance of 25.   
 
Different colour-targets of length 0.5 m were tested under a clear sky of a late 
afternoon against a green background of a field. The results of the test suggested a 
blue coloured target which has an average RBG value of 60, 230 and 230 with a 
tolerance of 50. In order to minimize the fluctuation of the target image’s RBG values 
beyond the tolerance value, the target should be of a light emitting nature rather than 
light reflecting nature. Thus a blue light emitting target is chosen as the target 







3.1.1.3 Marking Component 
Marking of a target by the ATS is a form of communication between the UAVs and 
even with the operators that the target has been located. In the light of the target 
signature chosen in Section 3.1.1.2, the obvious and convenient way of marking the 
target when found is by making sure that the found target no longer emits a detectable 
sensor signature. This would mean turning off the blue colour light emitting targets 
once they are found. However, such marking philosophy of a found target will change 
when the target signature changes. 
 
In order to turn off the target Light Emitting Diodes (LEDs), an infrared emitter and 
receiver will be used. The typical range of the infrared sensor is about 8 m to 15 m. In 
order to mark the target that is found by the CMUCam2+, an infrared transmitter as 
















In addition, an infrared receiver is connected to the target LED array as shown in 
Figure 3.3. The target will turn off its signature once it is being tracked by the 









Figure 3.3: Infrared Receiver Connected to LED Array 
 
3.1.2 CMUCam2+ with Flight Computer Setup 
The flight computer which consists of a PC104 has the hardware capabilities and 
interfaces as a normal personal computer. The only data link between the 
CMUCam2+ and the flight computer is the serial link as shown in Figure 3.4. 











In order to input commands and extracting data to and from the CMUCam2+, high 
level proprietary functions are used. These functions were well documented by the 
Carnegie Mellon University. Since the flight computer is running on a Win32 
Operating System, serial port programming for Win32 Application Programming 
Interface is needed. This will enable the serial port communication for data transfer 
between the CMUCam2+ and the flight computer.   
 
Although the string command for searching a target (“TC [Rmin Rmax Gmin Gmax 
Bmin Bmax] \r”) issued by the flight computer was provided by the CMUCam2+, the 
raw data received from the CMUCam2+ for target acquisition is in string format. 
Thus a source code was written to read this data and manipulate it so that the 
information can be used by the decision maker in the flight computer. The 
information will either be used for the marking purposes or part of the decision 
making criteria for the search algorithms.  
 
3.1.3 Infrared Transmitter with Flight Computer Setup 
In order for the infrared transmitter to transmit infrared signal, it is activated by a 
mechanical switch. However, such a mechanical switch will impose challenges and 
complexity to the interface between the infrared transmitter and the flight computer. 
Modification was done on the infrared transmitter. Thus it can be electronically 
switched on and off by a transistor circuitry, simulating ‘firing’ on the tracked target.  
 
Such modification enables a simple interface between the infrared transmitter and the 
flight computer via the PC104 Digital Input – Output (DIO) board.  The transistor 






of the DIO pin state between ‘high’ and ‘low’ will cause the switching circuitry to 
turn ‘on’ or ‘off’. This will fire the infrared signal from the transmitter momentarily. 
A function code was written to control the DIO pin state onboard the PC104. This 
function code is integrated with the CMUCam2+ searching target data. They will 
determine the output state of the DIO pin which is connected to the infrared 
transmitter switching circuitry.  
 
3.1.4 Experiment done on ATS 
3.1.4.1 Resolution & Field of View of CMUCam2+ 
According to the CMUCam2+ specifications, the vision system can acquire and 
process images in 2 different resolutions, namely: 88 × 143 pixels (at 26 frames per 





      
 
 
Figure 3.5: Same Object Taken with 2 Different Resolutions: 88 × 143 pixels (left) 
& 176 × 255 pixels (right) 
 
The higher resolution (176 × 255 pixels) of the CMUCam2+ was selected as the 






per second). This is twice the estimated overall sampling time of the whole system 
which is about 0.2 seconds (update rate of autopilot, MP2128 is 5 Hz, Section 3.3.2). 
 
An experiment was conducted to determine the minimum resolution of the target 
detectable by CMUCam2+. The detailed experiment can be found in the Appendix. 
The minimum resolution of the target image determined from the experiment is 5 
pixels. Under such circumstances, the CMUCam2+ is still able to track the target 
even under the effect of noise.  
 
An experiment was also conducted to determine the horizontal and the vertical field 
of view when the CMUCam2+ is use in higher resolution. The detailed experiment 
can also be found in the Appendix. The horizontal and vertical fields of view 
determined from the experiment were found to be 43.9° and 32.9° respectively.  
 
3.1.4.2 Laboratory Test on CMUCam2+ Target Acquisition Functionality 
Tests were done in the laboratory as shown in Figure 3.6 to verify the target 
acquisition functionality of the CMUCam2+ as part of the ATS subsystem.  






In these tests, a red target was being moved on a “grid paper” placed at certain known 
distance from the CMUCam2+. As the red target was being moved along the “grid 
paper”, the target acquisition function of the ATS will read out the position of the 
tracked target’s centroid. This position is measured with respect to the centre of the 
CMUCam2+ field of view.    
 
The integrity of the target acquisition function of the ATS was verified by comparing 
the calculated position of the target and the actual position of the target on the “grid 
paper”. Detailed information on the results was presented by Low [25]. 
 
3.1.4.3 Ground Test on Full Functionality of ATS 
With the successful testing mentioned in Section 3.1.4.2, ground test on the full 
functionality of the ATS, namely the target acquisition functionality and the marking 
capability of the ATS, was then conducted. Figure 3.7 shown below is the full ATS 
subsystem mounted on the UAV platform with the blue LED target on the ground.  
 






The ground test of the ATS consisted of 2 different sets of experiments. For both sets 
of the experiments, command was given to the ATS to track and mark different 
colour targets (blue or red). However, the same blue LED array target will be slowly 
pulled towards the ATS field of view. 
 
In the 1st set of the experiment, the ATS was given the command to track and mark 
blue coloured target. When the blue LED array was pulled into the ATS field of view, 
the blue target was found by the ATS. A message was transmitted by the flight 
computer to the GCS that the target was found. Moreover, the infrared transmitter 
was activated by the ATS to turn off the target signature.  
 
In the 2nd set of the experiment, the ATS was given the command to track and mark 
red coloured target. When the blue LED array was pulled into the ATS field of view, 
no target was being found by the ATS since the ATS is searching for a red target. No 
message was being sent by the flight computer and the blue target signature was not 
turned off. 
 
3.1.4.4 Field Test on Full Functionality of ATS 
The full functionality of ATS was tested on the field with the same test procedure as 
the ground test. However, in these tests, the remotely-piloted helicopter with the ATS 
mounted on it, was flying towards the blue LED array as shown in Figure 3.8 below. 
For the 2 different flights, the ATS was given different commands to track and mark 







Figure 3.8: Field Test on Full Functionality of ATS 
 
The field test of the ATS showed similar positive results as the ground test. However, 
there is one area for improvement upon reviewing the field test results. The RBG 
tolerance setting command to the CMUCam2+ for searching the blue target was too 
wide. Thus the ATS was giving false alarm that blue target was found and marked 
even though the helicopter was flying over a green patch of grass. This problem was 
not surfaced during the ground test as the ground test was conducted in the night. 
 
3.1.4.5 Changes to Target Signature and Marking Component of ATS 
After several field testing of the ATS, the field results obtained were quite unreliable. 
The ATS had difficulties searching the blue LED array under the changing lighting 
conditions of the broad daylight. The target signature was thus changed from a light 
emitting target signature to a light reflected target signature. 
 
 






The motivations for the change in target signature are: 
• Different colour LED targets do not appear distinctly to the CMUCam2+ 
when the test flights were held under broad daylight. 
• Different colour LED targets look over-expose (appear as white light) to the 
CMUCam2+ when it is directly above the LED targets. 
• White and blue colour light-reflective targets were more consistent in their 
detection by the CMUCam2+ under the broad daylight condition. Moreover, 
they looked distinct from the reddish brown background of the test flight area 
in Tuas. 
 
The changing of the target signature also resulted in the change of the marking 
method by the ATS marking component. With the use of the light-reflective targets, 
these targets cannot easily change their target signature to signify them being marked. 
Thus, the found targets are considered being marked when the ATS broadcasts the 
found targets positions to other UAVs and GCS. As such, the ATS will not consist of 
the infrared transmitter as the marking component.  
 
3.1.5 Mission Constraints due to ATS 
3.1.5.1 Field of View of CMUCam2+ 
The length and the width of the search area cover by the CMUCam2+ at different 
flight altitude are given by Equation 3.2 and 3.3 where the (Field of View)width = 32.9° 
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From the graph in Figure 3.9, we observed that the greater the flight altitude, the 
larger the area scanned by the CMUCam2+ at any one time. As such using the 
CMUCam2+ at a higher altitude will result in a faster search.  
Figure 3.9: Graph of Flight Altitude against Field of View Area 
 
However, with the use of the CMUCam2+, only one target can be in the field of view 
of the camera in order for the ATS to successfully track the target. As such, using the 
CMUCam2+ at a greater altitude will mean a greater separation between 2 or more 






   Height Flight  2  (Width) ××=
- - - Equation 3. 3 
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Moreover, using the CMUCam2+ at a greater altitude, the minimum target size will 
have to increase correspondingly. This relationship of target size and altitude is taken 
into account in the next Section. 
 
3.1.5.2 Maximum Flight Speed for Target Acquisition 
The scenario in Figure 3.10 is use to determine the mathematical model for the 
maximum flight speed of the ATS. 
Figure 3.10: Model for Determining Maximum Flight Speed for Target Acquisition 
  
To determine the maximum flight speed, it is modelled such that the successive field 
of view of the camera left no gap in the search area nor does it overlapped as shown 
in Figure 3.10. Thus the maximum flight speed, Vmax is given by Equation 3.4 
 
 
       
Assume that the image size of target with length L m is M pixels, in order for 
successful target acquisition; the target image is halved by 2 successive camera 
capture frames, at time t and t + tsampling. Each frame will only capture M/2 pixels.  
m/s            )]
2
)([tan(2 max samplingH t
FOVHV ÷=
- - - Equation 3. 4 









However, target is recognized only if M/2 ≥  ResolutionR pixels in each frame. Thus 
for successful acquisition of target with size L m, the flight height, H, is given by the 
Inequality 3.1  
 
                              - - - Inequality 3. 1 
 
With the CMUCam2+ camera: 
• ResolutionH -  176 pixels 
• ResolutionR - 5 pixels 
• FOVH   - 43.9° 
• tsampling,  - 0.2 seconds 
 
The graphs in the Figure 3.11 and 3.12 show the relationship of Inequality 3.1 and 
Equation 3.4 respectively. From the graphs, if a 0.5 m target is chosen, the maximum 
flight height of the camera is 10.9 m. The corresponding maximum flight speed is 44 
m/s in order for the target to be acquired successfully. The shaded area shown in 
Figure 3.12 shows the region in which the speed of the camera can operate at 
















































                                 Figure 3.11: Graph for Inequality 3.1                           Figure 3.12: Graph for Equation 3.6 
 
































The shaded area in the graph in Figure 3.13 shows the operating region of the ATS. It 
is constraint by the CMUCam2+ for searching purposes and the infrared transmitter 
for marking purposes. Although the infrared transmitter was longer used as the 
marking component of the ATS, the mark constraint on the operation region for the 
ATS is still valid due to the operational height limitation of the autopilot AGL sensor.  
 


































3.1.6 Complete ATS 
3.1.6.1 Hardware and Software Architecture 
The complete ATS software architecture diagram is shown in Figure 3.14. At any 
point of time during the search and mark mission, the ATS will process the RGB 
value of the image captured by the CMUCam2+. If the RGB value of the captured 
image is within the tolerance of the commanded RGB value of the target, the ATS 
will obtain the flight data such as the global position and the flight altitude of the 
flight platform through the autopilot, and the relative position of the found target 
through the CMUCam2+. Using these data, the ATS will compute the global location 
of the found target and will broadcast the information to other UAVs and GCS for 
marking of the newly found target. 
Figure 3.14: ATS Software Diagram 
 
The overall ATS hardware architecture which complements the ATS software 
architecture is shown in the Figure 3.15 below. 
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3.1.6.2 Final Testing of ATS 
The ATS was made more robust through the use of the enhanced memory based 
search algorithm. It helped to reduce the number of phantom targets found by the 
ATS. 
 
In the 1st part of the final testing of the ATS, the ATS was made to search for white 
targets in the Operation Area. 2 white targets and 1 blue target were randomly 
positioned in the Operation Area as shown in Figure 3.16. However, the ATS reported 
to the GCS that, more than 2 white targets were found in the Operation Area as shown 
in Figure 3.17. 
 
The extra phantom white targets found are suspected to be due to the white fumes 
generated by the UAV exhaust.  
 
 In the 2nd part of the final testing, the ATS was commanded to search for blue target 
in the same Operation Area with the same targets location. In this particular test, only 
1 blue target was reported to be found by the ATS as shown in Figure 3.18. From 
Figure 3.18, the found target position was reported some distance away from the 
actual blue target position. This is due to the CEP error of the autopilot GPS. This 
resulted in an error for the UAV’s global position and thus affected the accuracy in 




































































Figure 3.17: Phantom Targets Found by UAV Reported to OCU 






































Any object (other UAVs or stationary objects) that is lying in the path of the UAVs is 
considered as an obstacle to the UAVs. The CAS will help the UAVs to avoid any 
collision with the obstacles in their paths. 
 
3.2.1 Mathematical Modelling of CAS 
The model for the CAS to avoid any kind of obstacles is shown in Figure 3.19. The 
head-on collision between the UAVs and the obstacle will be considered as this is the 
worst case scenario.  
Figure 3.19: CAS Mathematical Modeling 
 
A “no-fly” zone which is assumed to be spherical in shape is set around the obstacle 
with a “no-fly” zone radius Robs. When the UAV is moving towards the “no-fly” zone 
at a speed V, the CAS onboard the UAV detects the obstacle which is taken to be the 
centre of the “no-fly” zone, at a detection distance D. There is a short reaction lag time 











Since the UAV is executing a uniform circular turn, it can be shown that the radial 
acceleration ar is given by Equation 3.5 
 
 
Moreover, if we let D = k Robs, where k is the safety factor (k > 1), we can relate the 
detection range D to the radial acceleration ar, lag time τ and the speed V of the UAV 






The radial acceleration ar of the UAV performing a banking manoeuvre in a uniform 
circular turn is given by Equation 3.8, where n is related to the bank angle θ by 






3.2.1.1 Stationary Obstacle CAS 
From Equation 3.7, we are able to draw a relation between the CAS detection range to 
the speed of the UAVs at different lag time and the “no fly” zone between the UAVs or 
stationary obstacles (otherwise known as the safety distance) in order avoid collision.  
 






- - - Equation 3.5 
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3 different CAS proximity range readings, 150m, 300m and 500m, will be included in 
the following plots. The plots will illustrate the flight constraints imposed by the CAS 
proximity ranges. 
 
3.2.1.1.1 Relation of Detection Range to Maximum Flight Speed at Different 
Lag Time 
The lag time τ is dependent on the UAVs size and the response time of the overall 
sensors / actuators system used by the UAVs. Figure 3.20 below illustrates the relations 
between the CAS detection ranges to the UAVs’ maximum flight speed at different τ 
ranging from 1 to 4 seconds. Safety factor k is set at 3 and the evasive banking 
manoeuvre is carried out with a 45.0° bank angle (ar = 1.0g) level turn. 







3.2.1.1.2 Relation of Detection Range to Maximum Flight Speed at Different 
Safety Factor, k 
Figure 3.21 below illustrates the relation between the CAS detection ranges to the 
UAVs’ maximum flight speed for different safety factors, k ranging from 2 to 5. The 
lag time is set at τ = 2s and the evasive banking manoeuvre is carried out with a 45.0° 
bank angle (ar = 1.0g) level turn. 
Figure 3.21: Effects of Safety Factor, k on Detection Range & UAVs’ Maximum Speed 
 
3.2.1.1.3 Relation of Detection Range to Maximum Flight Speed at Different 
Bank Angles, θ 
Figure 3.22 below illustrates the relation between the CAS detection ranges to the 
UAVs’ maximum speed for different evasive manoeuvres of level turns at banking 






radial acceleration, ar of 0.5g, 1.0g, 1.5g and 2.0g respectively. The safety factor is set 
at k = 3 and lag time, τ = 2s. 
Figure 3.22: Effects of Radial Acceleration, ar on Detection Range and UAVs’ 
Maximum Speed 
 
3.2.1.1.4 Analysis of Operation Limit for Stationary Obstacle CAS 
Figures 3.20, 3.21and 3.22 illustrate the relationship between the CAS detection range 
and the maximum speed of the UAV at different lag times, safety factors and back 
angles respectively. With reference to Figure 3.20, the mark ‘X’ on the plot denotes the 
maximum speed of a Searcher UAV (IAI, max speed 198kph = 55m/s) can fly when 
mounted with a Laser Technology Impulse 200 LR laser range finder (max detection 
range 575m) for successful collision avoidance. Thus with a CAS range of up to 500m, 
the Searcher can fly at a maximum safe speed of close to 52m/s. This is under the 






evasive banking manoeuvre with a 45.0° bank angle (ar = 1.0g) level turn and has its 
safety factor, k set at 3. 
 
Figures 3.21 and 3.22 can be used in the same manner to determine other flight 
constraints at different safety factors and different bank angles. The charts can be used 
to determine flight constraints and operation limits for different configurations provided 
information such as bank angle and lag times are furnished. 
 
3.2.1.2 Inter UAV CAS 
In order to find the relationship between the CAS detection distance D of the UAVs to 
avoid each other when flying at a maximum head-on speed V, Equation 3.7 will be 
used. However, the “V” in Equation 3.7 will be replaced by “2V” since the relative 
speed of one UAV with respect to the other is 2V. Thus the relationship will then result 










=       - - - Equation 3.11 
 
3.2.1.2.1 Analysis of Operation Limit for Inter UAV CAS 
Using the same CAS proximity range readings of 150m, 300m and 500m as in Section 









Figures 3.23, 3.24 and 3.25 below illustrate the relationship between the CAS detection 
distance to the maximum speed of the UAV for successful inter UAV collision 
avoidance with different lag times, safety factors and bank angles respectively. In the 
plot of Figure 3.23, mark “X” denotes the maximum speed the same Searcher UAV 
configuration mentioned in Section 3.2.1.1.4 can now fly at. The maximum speed has 
decrease from 52m/s in Figure 3.20 to 26m/s in Figure 3.23. 
 
Similar trends can be observed in Figures 3.24 and 3.25 for the different safety factors 
and different bank angles. Using the same CAS detection range for the stationary 
obstacles collision avoidance in the inter-UAV collision avoidance, the flight 
constraints are more severely imposed.  







Figure 3.24: Effects of Safety Factor, k on Detection Range & UAVs’ Maximum Speed 
for Moving Obstacles 
 
Figure 3.25: Effects of Radial Acceleration, ar on Detection Range and UAVs’ 






3.2.2 Implication of CAS Mathematical Model 
In Section 3.2.1, the CAS mathematical model was described. The relationship between 
the CAS detection distances, the maximum flight speeds of the UAV, the lag times of 
the overall UAV systems, the safety factors and the bank angles of the UAV for the 
evasive banking manoeuvre were also presented. In order for successful collision 
avoidance, especially in inter-UAVs collision avoidance, large CAS detection range is 
required. The sensors with such capabilities are either too bulky to be mounted on the 
UAVs or are only available to high-end military grade UAVs.  
 
Thus for the inter-UAVs CAS, it will be most easily implemented through a central 
computer station known as the GCS. The GCS obtains the live update of all the global 
position of the UAVs. As such, the inter-UAVs CAS sensor for each UAV is 
implemented through software rather than hardware. The software will calculate 
continually the distance between each UAV so as to prevent the inter UAVs collision. 
In a broad sense, this method of implementing CAS would result in the CAS having 
unlimited detection range. 
 
Such inter-UAVs CAS implementation is not unfamiliar. For example, NASA Ames 
and Dryden Flight Research Centre conducted test flight with two 15-ft wingspan 
UAVs using the boids algorithms presented by Flinn [21]. These boids algorithms 
ensure the UAVs flock together but also prevent collision between each other. The 
boids CAS was implemented through a central computer station. All the UAVs transmit 
their positions to this central computer. The central computer will then re-direct the 
UAVs into new flight path to avoid collision between other UAVs or obstacles that are 






However, the above CAS implementation will not be able to detect any real obstacles in 
the environment if their positions were not made known to both the central computer 
and the UAVs initially. Moreover, in the event of communication breakdown between 
the UAVs and the central computer, such CAS implementation will be rendered 
ineffective. Thus having onboard proximity sensors on each UAV will definitely 
increase the level of CAS robustness. Using commercial-off-the-shelf and inexpensive 
onboard proximity sensors with detection distances ranges from 10m to 100m as part of 
the CAS would impose a lot of restriction on the maximum flight speed of the UAVs. 
Slower maximum flight speed will result in using UAVs with certain flying capabilities 
such as slow flight or hovering. For the purpose of this research project, airspace 
segregation was implemented such that the UAVs fly at different altitudes as part of the 
inter-UAVs CAS. 
 
3.2.3 Complete CAS 
3.2.3.1 Onboard Proximity Sensor for CAS 
The detailed work for the selection of the CAS onboard proximity sensor, the 
development and the testing of the CAS for the project was done by Tan [24]. Figure 
3.26 below shows the onboard proximity sensor, Optilogic RS100 Laser Range Finder 
(LRF), used for the CAS obstacles range detection. The RS100 LRF has a maximum 







Figure 3.26: Optilogic RS100 Laser Range Finder 
 
3.2.3.2 Hardware and Software Architecture 
The complete CAS software and hardware architecture diagrams are shown in Figure 
3.27 and 3.28 respectively. At any point of time during the flight, the BS2x Basic 
Stamp Controller will send PWM signals to the sweeping mechanism servo which thus 
sweep the RS100 LRF. The range reading from the RS100 LRF will be continuously 
sent to and processed by the BS2x Basic Stamp Controller. It will then send the closest 
detection distance and the corresponding bearing data to the flight computer. The CAS 
algorithm which resides in the flight computer will determine if the closest detection 
distance is within the collision avoidance range. A corresponding yaw rate command 







Figure 3.27: CAS Software Diagram 
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3.3 Autonomous UAVs 
In order to have an autonomous UAV, a flying platform which is able to carry the 
payloads of avionics is first needed. Autopilot is needed to stabilise the dynamics 
behaviours of the flying platform. It also responses according to the command given 
by the flight computer. The flight computer makes critical decision using the 
information from other subsystems such as the ATS, CAS, autopilot and even other 
UAVs. It will then issue high level of command to navigate the flying platform 
through the autopilot.  
 
3.3.1 UAV System 
3.3.1.1 Selection of UAV Flight Platform 
From Section 3.1 and 3.2, the constraints imposed by the ATS and CAS subsystems 
on the operating region of the flying platform were discussed. With the limiting 
constraint by the CAS subsystem on the platform’s flight speed to about 5m/s and an 
estimated payload of 3kg, only a rotary wing platform can fulfil these operational 
criteria. 
 
Thus a commercial-off-the shelf radio-controlled helicopter of engine size 0.90 cubic 
inches, such as the Thunder Tiger Raptor 90 shown in Figure 3.29 is selected. 






The detailed specifications of the Thunder Tiger Raptor 90 are as follows: 
Engine Size :  0.90 cubic inches  
Full Length :  1410mm  
Full Width :  190mm  
Height :  465mm 
Main rotor diameter :  1640mm  
Tail rotor diameter :  260mm  
No Payload Weight :  4.8 kg  
Maximum Payload  :  5.0 kg  
Estimated Flight Endurance : 10 – 15 mins  
 
3.3.1.2 Payloads Carried by UAV 





Sweeping Mechanism Servo 
Basic Stamp BS2X 
Flight Computer 
3-Stack PC104 System & Accessories 
WIFI Radio Adapter 
Cooling Fan  
Autopilot MP2128 & Accessories 
Power Plant 4 X Lithium Polymer Battery Packs 
Others 
Avionics Box 
Avionics Supporting Skid 






Most of the payloads carried by the UAV are placed inside the avionics box supported 
by the avionics supporting skids. The supporting skids are securely mounted 
underneath the UAV landing skids as shown in Figure 3.30. The enclosure provided 
by the avionics box helps to prevent exhaust fumes from staining the payloads. It also 
helps to cushion the impact on the electronics during flight crashes.  
Figure 3.30: Avionics Box and Supporting Skids 
 
3.3.1.3 System Identification for the UAV System 
The flying platform and the payloads will form the UAV system. Even though the 
equations of motion for a helicopter are well-documented, it is not possible to obtain 
its simulation model without aerodynamic coefficients included.  
  
Since it is difficult to obtain good aerodynamic data for such a small helicopter UAV, 
especially with the inclusion of payloads to the UAV, System Identification (System 
ID) for the UAV system was performed. System ID can help to obtain the parameters 
which describe the UAV dynamics and are needed for the simulation model. 
Moreover from the System ID, the flight characteristics of the UAV system will be 
better understood. This will help in the tuning of autopilot control loops for stabilising 






Before any System ID could be done on the UAV system, the flight manoeuvres 
required have to be identified. For the purpose of the search and mark missions, flying 
in a small subset of the possible helicopter manoeuvres are needed. The manoeuvres 
identified for the mission are: 
• Straight and level flight with constant body pitch 
• Yawing while forward flight 
 
Most of the System ID’s work was done by fellow colleague, Mr Teoh Wei Lit, with 
the detailed work documented in Oi and et al [26, 27]. 
 
3.3.1.3.1 System Identification Flights & Results 
With the flight manoeuvres needed for the mission, the necessary transfer functions 
for the UAV system are first identified. System ID will then be carried out for each 
flight test set to obtain data for the modelling of the respective transfer functions of 
the UAV system. The transfer functions needed for describing the mission specific 
flight dynamics are: 
• Change in altitude of UAV versus power control  
• Change in forward velocity of UAV versus longitudinal cyclic control 
• Change in pitch attitude of UAV versus longitudinal cyclic control 
• Change in roll attitude of UAV versus lateral cyclic control 
• Change in yaw attitude of UAV versus tail rotor control 
 
In order to capture the data from the System ID flight tests, the autopilot (Micropilot 
MP2128) and the video camera were used to log the states of the UAV. The National 






Using the data collected from the System ID flight tests, a first order system with time 
delay is assumed for the rate(s) of change of the system’s output(s) when control 
input(s) is given. The various transfer functions for describing the flight dynamics of 
the UAV system are defined by Equation 3.12. The various values of Equation 3.12 
parameters for different transfer functions are defined in Table 3.3 
 









































control 0.50s 1.356 12.64 deg/s 
d(Yaw) 
dt Tail rotor control 0.50s 0.76 78.00 deg/s 












It was found from the step-input System ID that the attitudes rates of the helicopter 
UAV are stable. However, as always stated in helicopter literatures, the helicopter 
attitudes are not stable. Thus an autopilot is needed to stabilise the UAV system about 
the attitudes commands given.  
 
 The autopilot which is responsible for the autonomous control of the UAV is the 
Micropilot MP2128, as shown in Figure 3.31. It is an autopilot controller complete 
with sensor suite for the both linear and angular attitudes. The MP2128 is fully 
embedded into a small and compact circuit board. It is able to transmit the UAV 
attitudes and other flight information to the flight computer at an update rate of 5Hz. 
It is able to receive navigation command from the flight computer via the RS232 
serial link.  
Figure 3.31: Micropilot MP2128 
 
3.3.2.1 Micropilot MP2128 Control Loops 
The MP2128 has built-in control loops which are defined as the Proportional-Integral-
Derivative (PID) controllers. The user only needs to set the individual gains for the P, 
I and D terms.  The MP2128 allows user-created control loops for those not available 
in the built-in functions. However, the flight manoeuvres required by the UAV are 
well taken care of by the built-in control loops. The System ID done in Section 3.3.1.3 






Using the transfer functions obtained for the UAV system, PID-type controllers, 
based on the MP2128 examples, are modelled and tested in MATLAB Simulink. 
From the Simulink’s results, the ideal closed loop gains for the autopilot PID 
controllers are as shown in Table 3.4. These gain values are useful as first 
approximate to tuning the autopilot in the actual flight. More importantly, the gain 
values are also used to set the gains of the simulated autopilot in the search algorithms 
simulation. 
 
Most of the work in tuning the PID controllers was also done by fellow colleague, Mr 

































control 0.0300 0.0002 0.0272 









3.3.2.2 Problems Faced with MP2128 
Numerous test flights were carried out to fine-tune the PID gains of the MP2128 
controllers so as to obtain the required flight envelop of the autonomous UAVs. 
However, a major problem experienced in using the MP2128 is its high sensitivity to 
vibration.  
 
Significant effort has been put in to isolate the engine and rotor-induced vibration on 
the avionics box on which the MP2128 is mounted. This was done by mounting 
rubber washers and silicone gel-sheets between the helicopter UAV main frame and 
the avionics supporting skids. Moreover, the MP2128 is rested on a gel mounting, as 
shown in Figure 3.32. 
Figure 3.32: Vibration Isolation Schemes for Autonomous UAV 
 









Successful flight tests demonstrated that the roll, pitch and yaw control loops of the 
MP2128 were able to stabilise the UAV system individually. However, the 
combination of the control loops to obtain autonomous UAVs first was aborted due to 
faulty MP2128. An emergency backup which involved the designing and 
implementing of an in-house controller was used instead. This was due to the long 
lead-time in replacing the faulty MP2128. Thus the MP2128 has since been used only 
as a sensor suite which transmits the UAV attitudes and other flight information to the 
flight computer. 
 
3.3.3 Flight Computer 
The flight computer is the hardware for the “brain” of the autonomous UAV. The 
search algorithms and the collision avoidance algorithms reside in the flight computer 
and thus make the “brain” intelligent. The flight computer is also the main host and 
hub for all the other subsystems such as the ATS, CAS and MP2128. These 
subsystems provide important information for the algorithms to make wise decision. 
Thus the flight computer must be able to process all the flight information and make 
decision fast enough. It must also have easy-to-implement interfaces to communicate 
with the subsystems. Moreover, the flight computer must be able to serve as a 
communication hub whereby it is able to send and receive messages from other UAVs 
and GCS via the networking interface. Thus the flight computer must have an easy-to-
implement interface to the wireless network hardware layer which can support User 
Datagram Protocol (UDP) communication. The PC104 3-stack system, as shown in 







Figure 3.33: PC104 3-Stack System 
Stack # Board Type Functions 
1 
Main Board – 650MHz ULV 
Celeron, 512MB RAM, 2GB 
CF Card Storage 
USB interface for WiFi adapter and 
external I/O devices 
RS-232 interface for CMUCam2+, 
MP2128 and BS2X 
VGA interface for external monitor 
2 Digital I/O Board 
Digital I/O interface for in-house yaw 
loop controller 
3 
5V / 12V Regulated Power 
Supply 
Supplies regulated 5V and 12V DC to 
relevant Avionics and Main Board 
Table 3.5: PC104 Boards & Their Detailed Descriptions 
 
The flight computer, 3-stack PC104 system is housed inside the avionics box. Since 
the avionics box is sealed to prevent exhaust fumes from entering, overheating of the 
PC104 will be resulted. The overheating has caused the repeatedly shut down of the 
PC104. Putting an axial fan inside the avionics box was the solution. It helps to 
circulate the air inside thus reducing local heating. The all-metal avionics box also 
acts as a heat sink to ensure effective overall heat dissipation to the surrounding, aided 
by the main rotor downwash. A heat stress test for the cooling fan concept was 
conducted. The avionics box was placed under the noon sun as shown in Figure 3.34. 






of heat generation. The avionics was able to operate normally for 45 minutes as 
compared to the 5 minutes of normal operation without the cooling fan installation.  
Figure 3.34: Avionics Heat Stress Test 
 
3.3.4 Final Version of Autonomous UAVs 
Autonomous UAVs are flying platforms which are able to navigate and perform 
missions by themselves according to the decisions made by the flight computer. In 
this project’s search and mark mission, 2 specific manoeuvres are required by the 
autonomous UAVs, namely: 
• Straight and level flight with constant body pitch 
• Yawing while forward flight 
 
Due to the faulty MP2128 after several flight crashes, it was unable to support the 
above 2 manoeuvres required by the autonomous UAVs. This was worsen with the 
long lead-time in delivery for repaired and new units of MP2128. A backup system 
was required. In this backup system, the yaw control loop was identified as the 
essential loop which needs to be autonomous. This control loop controls the yawing 
while doing a forward flight manoeuvre. This manoeuvre is needed for the proof of 






manoeuvre which encompasses the roll, pitch, altitude and forward speed controls can 
be controlled by human pilot. This will results in a semi-autonomous UAV. 
 
The hardware for the yaw control loop was developed in-house using a commercial-
off-the-shelf GY401 head holding gyroscope, Onyx Digital I/O PC104 board and PIC 
16F84A microchip. This is built upon the hardware designed by Oi [28].  
 
The collision avoidance and search algorithms will constantly generate yaw rate 
commands based on the decisions made for the navigation of the UAV. Based on the 
different yaw rate commands, the Onyx Digital I/O PC104 board will generate a 
unique single byte of digital information to be sent to the PC16F84A microcontroller 
unit. It will in turn generate the appropriate pulse width signal, as per Radio Control 
specification, to the GY401. The GY401 is connected to the yaw actuator of the 
helicopter UAV.   
 
The PIC16F84A microcontroller unit was used to generate the pulse width signal 
instead of the PC104. This was due to its high reliability in generating time-sensitive 
signals and the finer resolution of the pulse width. By hardware design, the GY401 
“sits” between the yaw actuator and the PIC16F84A microcontroller unit. The GY401 
maintains the current heading of the UAV if there is no yaw rate command issued by 
the collision avoidance and search algorithms.  
 
The semi-autonomous UAV system has been tested in numerous test flights and was 
found to be successful. The overall hardware architecture for the autonomous control 








Figure 3.35: Semi-Autonomous UAV System Hardware Components Diagram 
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The GCS primarily acts as the network server for controlling multiple UAVs through 
a wireless Local Area Network (LAN). It provides information on the states of the 
“Avatars” (i.e. UAVs, Targets and Obstacles) and the progress of the mission to the 
user. Secondarily, the GCS also forms part of the flight simulator which enables the 
user to run simulations for the collision avoidance and search algorithms testings. In 
this section, the hardware and software needed to develop the in-house GCS to 
perform the above functions will be discussed. 
 
3.4.1 Software Support for GCS 
3.4.1.1 Networking Interfaces 
The sending and receiving of data messages between the GCS and the UAVs and 
among the UAVs is based on the Joint Architecture for Unmanned Systems (JAUS) 
sponsored by the United States Department of Defence.  JAUS defines messages that 
are independent of technology, computer hardware, operator use, vehicle platforms 
and mission profile. The technology-independent nature of the JAUS messaging 
system makes it suitable for a scalable cooperative system too. All nodes (in this case, 
UAVs or GCS) in the same physical wide-area network will communicate using the 
JAUS-defined interface regardless of their internal function(s), node type(s)  and 
network type (as long as a router / bridge is used). The nodes only know each other as 
a JAUS component with a unique JAUS-ID being hard coded into each component. 
Therefore, it makes communication easier and efficient. The respective component(s) 
which needs to be communicated with, can ‘dial’ into each other; and at the same 







The JAUS message library developed and supplied by Mr Mark Gossage at the DSO 
National Laboratories has been expanded with several new JAUS messages in order 
to support mission capabilities by fellow colleague, Mr Teoh Wei Lit. The work was 
detailed in Oi and et al [27, 29]. A summary of the JAUS messages that were being 
used is found in Table 3.6 below. 
Message Name Function 
SET_TIME Starts mission 
STANDBY Suspends mission 
RESUME Resume mission 
SHUTDOWN Stops mission 
 
SET_GLOBAL_POSE Sets global start positions for UAVs  
REPORT_GLOBAL_POSE Broadcast global positions of UAVs 
 
SET_TARGET_POSE Sets local start positions for targets 
QUERY_TARGET_POSE Queries target position (if found) 
REPORT_TARGET_POSE Broadcast target position (if found) 
 
SET_OBSTACLE_POSE Sets local start positions for static obstacles 
QUERY_OBSTACLE_POSE Queries obstacle position (if found) 
REPORT_OBSTACLE_POSE Broadcast obstacle position (if found) 
 
QUERY_VELOCITY_STATE Queries UAVs’ velocities states  
REPORT_VELOCITY_STATE Broadcast UAVs’ velocities states 
 
SET_AREA_SPECIFICATION Specifies operational area   (GPS East & GPS North)  
 
SET_SIM_PARAMETERS Specifies simulation parameters  
QUERY_SIM_PARAMETERS Queries for simulation parameters 
REPORT_SIM_PARAMETERS Reports current simulation parameters 
 
QUERY_SIM_PLATFORM_PARAMS Queries simulated UAV for its parameters  
REPORT_SIM_PLATFORM_PARAMS Reports simulated UAV parameters 






The communicating of JAUS messages is done using standard internet-based 
computer network protocols, namely the UDP / Internet Protocol (IP). Thus the kernel 
for all nodes is the JAUS communication class. This communication class contains 
the Practical Socket class for UDP communication within a wired / wireless IP 
network. 
 
3.4.1.2 Graphical User Interface (GUI) 
The GUI allows the users to view the “Avatars” (i.e. UAVs, Targets and Obstacles) 
states which are broadcasted by the UAVs, both graphically and in text. Users can 
also issue commands to the UAVs to start or stop the mission through the GUI. This 
is done via keyboard and mouse commands.  
 
Figure 3.36 below shows the GUI, on which the parameters for the mission can be 
input by the users. These mission parameters will be sent to the UAVs before the 
mission commences.  
 






Several fail safe features were implemented in the GUI. These prevent wrongly keyed 
inputs which may cause the program to crash, from entering the system. The safety 
mechanism will check the users input and will warn the users if there is any suspected 
error. The warnings can lead to prevention of further program execution if the 
suspected error is serious. The warnings can also be just an alert warning to the user if 
the suspected error is minor and user can choose to ignore them. 2 examples of such 
GUIs which featured the fail safe mechanism are found in Figure 3.37 below. 
Figure 3.37: GUIs Featuring Fail Safe Mechanism 
 
The maps for the operation area displayed in the GUI can only be in bitmap images 
(*.bmp) format. These are sourced from Google Earth. The size of the maps must 
scale according to the actual size of the operation area. The map is loaded together 
with the GPS coordinates of the operation area origin via the “Load Mission” 
pushbutton of the mission parameters GUI shown in Figure 3.36. The real-time 
display of the UAVs positions in the operation area will be shown in the GCS. The 
UAVs states which are being broadcast, other than their global positions, will be 
logged by the GCS in a text file. Some of these states have the option of displaying 
them on the GCS in real time. Figure 3.38 below shows the display of the operation 








Figure 3.38: GUI Showing Operation Area in Holland Road with “Avatars” Positions 
 
3.4.2 Hardware Support for GCS 
The hardware needed for GCS can be categorized into 2 main components; a 
computer which can host the GCS and a wireless network hardware layer which can 
support the UDP communication. The GCS host can be any windows-based Pentium 
IV laptop.   
 
JAUS messages come in variable length and the maximum JAUS message size is 
4080 bytes. However, most of the JAUS messages needed are of smaller size of about 
1460 bytes. With the selection of the LINKSYS WRT-54 G Router and the WUSB-54 
G Wireless Adapter as shown in Figure 3.39, they can support a maximum of 8 – 30 
UAVs if the JAUS message size is limited to 4080 and 1460 bytes respectively for a 









and the WUSB-54 G Wireless Adapter has a 54 Mbps data link. The operational 
radius for the 54 Mbps bandwidth is limited to about 100 metres due to power limits 
set by the Singapore telecommunication regulations. From numerous field testings of 
the wireless network, it can only support a maximum of 3 JAUS wireless components 
(in this case, UAVs) using a 5Hz update rate. This is due to the packet loss and the 
packet delay jitter of 26.5ms of this wireless network. However, the WRT-54 G 
Router can support an additional 4 Ethernet-connected components 
Figure 3.39: Hardware to Support the Networking Interfaces 
 
Thus the GCS will be connected to the WRT-54 G Router through the Ethernet port 
while the UAVs flight computers are connected to the WUSB-54 G Wireless 
Adapters. The wireless network testings were done by fellow colleague, Mr Teoh Wei 









3.4.3 Overall GCS 
The complete GCS hardware architecture is a Pentium IV laptop which is connected 
to the LINKSYS WRT-54G Router through the Ethernet port.  
 
The software for the GCS is written as a Win32 application. Due to compiler 
incompatibilities, high-level C++ compliance is not possible. The software 
architecture for the GCS is shown in Figure 3.40 below. The GCS is a dual-threaded 
application. The main thread drives the graphical display, while the secondary thread 
runs the networking and communications interfaces.   
Figure 3.40: GCS Software Diagram 
 
 
The main thread of the GCS runs the graphical rendering system based on the states 
of the “Avatars”. The graphical display is updated at a regular interval. It also reads 
user input commands to the GUI which will then be sent out by the secondary thread. 
Figure 3.41 below illustrates the execution sequence for the main thread.  
 
The secondary thread constantly processes the JAUS messages receive from the 
network and update the “Avatars” states accordingly. Moreover, it also sends 
appropriate commands to all the UAVs using the JAUS messaging system. This is 






















Figure 3.41: GCS Main Execution Thread 
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3.5 Chapter Summary 
From Section 3.1 to Section 3.4, each individual subsystem namely, the ATS, the 
CAS, the Autonomous UAVs and the in-house developed GCS were described. The 
subsystems selection, functionality, hardware implementation and implementation 
issues, if any, were detailed. Each subsystem’s hardware was tested and was verified 
to be able to perform for its mission requirement. 
 
This section will summarise the integration of all the subsystems, in terms of 
hardware and software, so as to fulfil the mission’s requirement. The integration of 
the subsystems can be divided into main 2 categories, the UAVs and the GCS.  
 
The integration of all the subsystems’ hardware for the UAVs was done through their 
interfaces with the UAVs flight computer. This was previously illustrated in Table 3.5 
of Section 3.3.3.  
 
The integration of all the subsystems’ software for the UAVs was done using a single 
console dual-threaded application, “UAV_Unified”. This application runs in the 
UAVs flight computer. The software architecture for the “UAV_Unified” is shown in 
Figure 3.43 below.  
 
The main thread of the “UAV_Unified” will poll the ATS sensor, the CAS sensor and 
the autopilot sensor to get regular sensors updates. Based on the most current 
information from the sensors and the “Avatars”, the search and collision avoidance 
algorithms will generate the necessary yaw rate command. This command will then 






The secondary thread will constantly process the JAUS messages receive from the 
network via UDP communication and update the “Avatars” states accordingly. 
Moreover, it also broadcasts the most current UAV’s states (at regular interval) and 
the target’s states (when target is found) received from the main thread using JAUS 











Figure 3.43: “UAV_Unified” Software Diagram 
 
 
Figure 3.44 and Figure 3.45 below illustrate the execution sequence for the main 
thread and the communication sequence for the secondary thread respectively.  
 
The integration of the subsystems for GCS is basically the same as the GCS which 
was described in Section 3.4.  
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Figure 3.44: UAV_Unified Main Execution Thread 
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Figure 3.45: UAV_Unified Communication Thread 
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4. SEARCH ALGORITHMS SIMULATION AND FIELD 
VALIDATION 
 
Previously, the details of the developed search algorithms which make use of the 
UAVs local interaction with each other and their terrain were described. The UAVs 
local interaction aims to bring about a global cooperative behaviour of the UAVs.  It 
relies only on reactive sensors and inexpensive positioning sensors. This chapter will 
study the effectiveness of the developed search algorithms.  
 
In this chapter, the study of the search algorithms effectiveness was done using the 
results obtained from the simulations and field testings. Moreover, the performance of 
the search algorithms is also compared with existing results presented by Leng [1]. 
 
4.1 Simulation Validation  
4.1.1 Measurable Variables  
In order to study the effectiveness of the search algorithms, 2 measurable variables are 
chosen. The 2 variables are as listed below: 
• Coverage of the operation area by the UAVs system 
• Time to find all targets by the UAVs system 
These 2 variables are measured and logged for both the simulation and field 
validations using the GCS. This is done when the UAVs report their positions and 
found-target messages to the GCS. 
 
The above 2 variables are chosen as they provide insight to how fast and effective the 
UAVs can search for targets and explore the operation area. 
 





From the studies conducted by Leng [1], there are similar qualitative characteristics 
for cooperative systems executing search missions. This was observed even when the 
systems are controlled by different algorithms and operate in different operational 
scenarios. In general, any cooperative systems will exhibit a initial increase in 
efficiency but followed by a diminishing payoff as the number of deployed platforms 
increases.  Putting it in simpler terms, ‘Cooperation is a balance between “many 
hands make light work’ and “too many cooks spoiling the soup” ’, quoted from Leng 
[1]. So the fundamental question for any cooperative systems is the optimal number of 
platforms to deploy. 
 
Leng [1] presented that the optimal size of deployed platforms can be obtained from a 
non-dimensional payoff function. This function takes into consideration of the 
benefits and the costs of cooperation. It is useful as a quantitative basis for future 
development of cooperative systems. Optimal size of deployed UAVs obtained from 











4.1.2 Simulator Description  
The simulator which was developed in-house to support the study of the search 
algorithms effectiveness, will be presented in this section. Basically, the framework 
for the simulator is similar to that of the hardware implementation of the autonomous 
UAVs with their ATS and CAS subsystems.  
 
The simulator will simulate the flight dynamics of the virtual UAV(s) which were 
obtained from the UAV System ID. The simulated autopilot for the virtual UAV 
system is modelled based on the hardware implementation described in Chapter 3. 
The PID gain values for the actual autopilot were also used to set the gains of the 
simulated autopilot. In addition, the virtual ATS and CAS subsystems are also 
simulated based on their hardware implementation with properties such as the update 
rates, ranges and etc. The modelling of each virtual subsystems and the UAV are as 
close to the hardware implementation as possible to ensure realistic simulation results.  
 
Figure 4.1 below shows the “hardware” implementation of the simulator which 
consists of the virtual UAV(s) and the GCS. Each software application for the virtual 
UAV (“vUAV_Unified”) can be run in different computers. This makes it similar to 
the real UAV in the viewpoint of the GCS. Thus there is no need to redesign the 
architecture of the GCS to suit the needs of the simulator. The virtual UAV(s) can 
reside in one computer or even in the GCS computer. The wireless network between 
the Virtual UAV(s) and the GCS router can also be replaced by the faster Ethernet 
connection for the simulator. 
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The software architecture for the virtual UAV was done using a single console dual-
threaded application, “vUAV_Unified”. This is similar to the “UAV_Unified” 
described in Chapter 3. The main thread executes the main simulation loop. It 
contains the search and collision avoidance algorithms, the closed loop PID-based 
autopilot model and a basic 1st order helicopter dynamics model. The main simulation 
loop also executes simulation for the ATS and CAS models.  
 
The main thread of the “vUAV_Unified” will poll for updated sensors readings of the 
virtual ATS, CAS and autopilot sensors at regular interval. This is determined by the 
update rates of the actual sensors. The virtual ATS and CAS sensors will get their 
readings from the virtual environment. This is done through determining the distances 
from the virtual sensors to any of the targets and obstacles. The virtual autopilot 
sensor will get the virtual UAV states from the simulation runs of the UAV dynamics 
model. Based on the most current virtual sensors readings and the “Avatars” states, 
the search and collision avoidance algorithms will generate the necessary yaw rate 
command. This command will then be sent out to the virtual yaw controller to control 
and stabilise the virtual UAV heading. The virtual autopilot will stabilise the other 
attitudes and maintain the speed of the virtual UAV.  
 
The secondary thread runs the networking interfaces and communications to handle 
the JAUS input / output. It will constantly process the JAUS messages receive from 
the network and update the “Avatars” states accordingly. Moreover, it also broadcast 
the current UAV’s states and the found target’s states received from the main thread. 
Figure 4.2 below illustrates the execution sequence for the main thread. The 
secondary thread is exactly the same as the “UAV_Unified” in Chapter 3. 






Figure 4.2: vUAV_Unified Main Execution Thread 
Run virtual CAS sensor model  
Run virtual ATS sensor model 
Run guidance algorithm 
(Search) 
Run guidance algorithm 
(Collision Avoidance) 
Obstacles detected? 
Issue yaw rare command 







Update UAV states 
New target 
found? 
Create New Target 
Avatar object & set 
target found flag 
YES
NO 
Check “Stop” Command Flag 
Flag is set? YES 
NO 
Calculate and send new PID controller 
outputs of virtual autopilot and virtual 
yaw controller to UAV dynamics model 
Simulate UAV dynamics model 





4.1.3 Simulation Results  
In order to study the performance of the search algorithms, 1000 simulation runs were 
conducted. The following parameters were fixed while the numbers of UAVs being 
deployed were varied for each search algorithm: 
• Targets:   Global positions 
Size of 0.5m 
3 targets deployed 
 
• Obstacles:    Global positions 
Size of 1m 
1 obstacle deployed 
 
• Operation Area:  Same parameters as mentioned in Chapter 1.1.1 
 
• CAS:    Same parameters as mentioned in Chapter 3.2 
 
• ATS:    Same parameters as mentioned in Chapter 3.1  
Detection probability of 0.9 
 
• UAV:   Same parameters as mentioned in Chapter 3.3  
Flight height of 4m 
Flight velocity of 2m/s 
(Starting positions of all UAVs for each 
simulation runs were randomly chosen.) 
 





In Chapter 4.1.3.1, the performance of the 3 search algorithms for different number of 
UAVs deployed in the mission, were being discussed. The performance was measured 
in terms of the normalised coverage and normalised target found. A maximum flight 
time of 600 seconds was used for the simulation. This was based on the actual flight 
endurance of the hardware. 
 
In Chapter 4.1.3.2, the performance of the 3 search algorithms was compared against 
each other. This was done for different number of UAVs deployed in the mission. The 
performance was measured in terms of the time taken to find all the targets and the 
time taken to obtain 90% coverage of the Operation Area. The optimal size of the 
deployed UAVs for the 3 search algorithms will be estimated from the performance 
charts. These optimal UAVs deployed size will be compared with those obtained from 
the payoff function by Leng [1].  
 
4.1.3.1 Search Algorithms Performance versus Numbers of UAVs Deployed 
4.1.3.1.1 Random Search Algorithm 
From Figure 4.3 and Figure 4.4, there is a general increasing trend in the performance 
of the algorithm when the number of UAVs deployed for the mission increases. This 
was observed for both the normalised coverage and normalised target found charts. 
This is not alarming for this algorithm as it makes use of random number to decide the 
movement of the UAVs. Each area has equal opportunity to be explored by the 
UAVs. When the number of UAVs deployed increases, the probability of exploring 
each area increases correspondingly. Thus, it tallies with the trend shown in Figure 
4.3 and Figure 4.4. 
 





However, the increase in the performance of the algorithm decreases as the number of 
UAVs deployed increases. There is a need to optimise the increase in the performance 
of the algorithm with the increase in resources cost of deploying more UAVs. No 
information in terms of their coverage and target found was shared between and 
within the UAVs in this algorithm. Moreover, this algorithm does not keep any 
exploration history of the UAVs. Thus this algorithm performance becomes the 
baseline to compare the performances of the other 2 algorithms, namely the Memory 
Based and Enhanced Memory Based Search Algorithms. 
   
 
 
Figure 4.3: Performance of Random Search Algorithm (Normalised Coverage) for 
Different Numbers of UAVs Deployed 






Figure 4.4: Performance of Random Search Algorithm (Normalised Target Found) for 
Different Numbers of UAVs Deployed 
 
4.1.3.1 .2 Memory Based Search Algorithm 
In the Memory Based Search Algorithm, the UAVs stored the exploration history of 
all the UAVs deployed in the mission. The algorithm will decide on the movement of 
each UAVs based on the exploration history. This is to attract the UAVs to explore 
the less explored region in the Operation Area. This algorithm also caters for the 
different number of cells to look ahead. This will vary the amount of exploration 
history information used for the decision making of the UAVs movement.  
 
From Figure 4.5 and Figure 4.6, it was observed that there is a significant 
improvement in the normalised coverage performance when the exploration history 
information increases from 1 cell ahead to more than 3 cells ahead. This trend was 
observed irregardless of the number of UAVs being deployed for the mission.  





It is also note-worthy to observe that there is no significant improvement in the 
normalised coverage when the information of the exploration history exceeded more 
than 3 cells. Thus it will not be worthwhile to invest in more resources to process 
information beyond 3 cells ahead especially for flight time more than 300 seconds. 
For flight time below 300 seconds, there is still some benefit to process more 
information using between 3 cells ahead and 10 cells ahead. This benefit is more 




Figure 4.5: Performance of Memory Based Search Algorithm (Normalised Coverage) 
for 1 UAV with Different Numbers of Cells Ahead 






Figure 4.6: Performance of Memory Based Search Algorithm (Normalised Coverage) 
for 4 UAVs with Different Numbers of Cells Ahead 
 
From Figure 4.7 and Figure 4.8, similar trends were observed in the performance of 
normalised target found when compared to normalised coverage illustrated in Figure 
4.5 and Figure 4.6. There is a significant improvement in the normalised target found 
when the exploration history information increases from 1 cell ahead to more than 3 
cells ahead.   
 
There is no significant improvement in the performance for this algorithm when the 
information of the exploration history exceeded more than 3 cells. As such, 3 cells 
ahead information will be used to study the performance of this algorithm when 
different number of UAVs is deployed for the mission. The performance will be 
measured in terms of normalised coverage and normalised target found. 






Figure 4.7: Performance of Memory Based Search Algorithm (Normalised Target 
Found) for 1 UAV with Different Numbers of Cells Ahead 
 
 
Figure 4.8: Performance of Memory Based Search Algorithm (Normalised Target 
Found) for 4 UAVs with Different Numbers of Cells Ahead 





From Figure 4.9 and Figure 4.10 for Memory Based Search Algorithm using 3 cells 
ahead’s information; there is a general increasing trend in the algorithm’s 
performance when the number of UAVs increases. This trend was observed for both 
the normalised coverage and the normalised target found charts. This is similar to that 
of Random Search Algorithm.  
 
This algorithm keeps a memory of all the UAVs exploration history and makes 
decision based on the least explored area. Thus, with an increase in the number of 
UAVs, the amount of area covered will increase for the same amount of time. This 
results in a general increase of the algorithm performance. However, the increase in 




Figure 4.9: Performance of Memory Based Search Algorithm (Normalised Coverage) 
for Different Numbers of UAVs Deployed 






Figure 4.10: Performance of Memory Based Search Algorithm (Normalised Target 
Found) for Different Numbers of UAVs Deployed 
 
4.1.3.1 .3 Enhanced Memory Based Search Algorithm 
From Figure 4.11 and Figure 4.12, there is a general increasing trend in the 
performance of the algorithm when the number of UAVs deployed for the mission 
increases. This was observed in both the normalised coverage and normalised target 
found charts, similar to the previous 2 algorithms.  
 
This algorithm keeps a memory of all the UAVs exploration history, suspected targets 
locations and target found locations. It will make decision based on all these 
information. With an increase in the number of UAVs deployed, the amount of area 
covered will increase for the same amount of time. This results in a general increase 
of the algorithm performance. However, the increase in the performance of the 
algorithm decreases as the number of UAVs deployed increases.  






Figure 4.11: Performance of Enhanced Memory Based Search Algorithm (Normalised 
Coverage) for Different Numbers of UAVs Deployed 
 
 
Figure 4.12: Performance of Enhanced Memory Based Search Algorithm (Normalised 
Target Found) for Different Numbers of UAVs Deployed 





4.1.3.2 Comparison of Search Algorithms 
4.1.3.2.1 Coverage Time 
Figure 4.13 below showed the time required for the system of UAV(s) using the 3 
different search algorithms to cover 90% of the operation area. It was illustrated with 
different number of UAV(s) being deployed for the mission. There is a general trend 
of lesser time required to cover 90% of the operation area as the number of deployed 
UAVs increases. However, there is a diminishing return for the 3 algorithms when 




Figure 4.13: Performance of Different Search Algorithms (90% Coverage Time) 









In order to obtain the optimal UAVs deployed size, two tangents are drawn on the 
curves in Figure 4.13. A tangent is drawn at the point where there is 1 UAV while the 
other is drawn where there is 4 UAVs. The interception point of the tangents for each 
algorithm curve will be its optimal UAVs deployed size. In Figure 4.13, it can be 
estimated that the optimal deployed size for the 3 algorithms is about 2 – 3 UAVs. 
Using the payoff function by Leng [1], the optimal UAVs deployed size is 3 UAVs.  
 
From Figure 4.13, it was observed that both the Memory Based and Enhanced 
Memory Based Search Algorithms perform better than the Random Search 
Algorithm. The using of the exploration history by both the algorithms helped the 
UAVs to efficiently use their time to explore the unexplored regions. Unlike the 
Random Search Algorithm, they minimise the UAVs from threading over previously 
explored regions. 
  
Moreover, the Memory Based Search Algorithm performs better than the Enhanced 
Memory Based Search Algorithm. The motivation behind the Memory Based Search 
Algorithm is primarily to explore the unexplored regions in the shortest possible time. 
This is done without giving any consideration to the location of the suspected targets 
and the found target. However, the Enhanced Memory Based Search Algorithm 
strikes a balance between exploring the unexplored regions in the shortest possible 
time and revisiting previously explored regions where there were suspected targets. 
Thus, such revisitation of previously explored regions for confirmation of targets 
results in the latter algorithm faring slightly weaker than the former algorithm. 
 





4.1.3.2.2 All Targets Found Time 
Figure 4.14 below showed the time required for the system of UAV(s) using the 3 
different search algorithms to find all the targets in the operation area. It was 
illustrated with different number of UAV(s) being deployed for the mission. There is 
a general trend of lesser time required to find all the targets as the number of deployed 
UAVs increases. However, there is a diminishing return for the 3 algorithms when 




Figure 4.14: Performance of Different Search Algorithms (All Target Found Time) 









In order to obtain the optimal UAVs deployed size, two tangents will be drawn on the 
curves in Figure 4.14. A tangent is drawn at the point where there is 1 UAV while the 
other is drawn where there is 4 UAVs. The interception point of the tangents for each 
algorithm curve will be its optimal UAVs deployed size. In Figure 4.14, it can be 
estimated that the optimal deployed size for the 3 algorithms is about 2 – 3 UAVs. 
Using the payoff function by Leng [1], the optimal UAVs deployed size is 3 UAVs.  
 
From Figure 4.14, it was observed that the Random Search Algorithm perform better 
than the Memory Based Search Algorithm when more than 2 UAVs were being 
deployed. The main focus of the Memory Based Search Algorithm is to cover the 
operation area as fast as possible, giving little attention to confirm suspected targets. 
However, for the Random Search Algorithm, due to the random nature of this 
algorithm, there are possibilities for the UAVs to revisit those areas with suspected 
targets and thus finding the targets. This leads to a better performance of the Random 
Search Algorithm as compared to the Memory Based Search Algorithm. 
  
The Enhanced Memory Based Search Algorithm performs the best in reducing the 
time required to find all the targets in the operation area. This is due to the deliberate 
consideration of this algorithm to explore regions where targets were suspected to be 










4.2 Field Validation 
4.2.1 Field Validation Setup 
In Chapter 4.1, the performance of the 3 search algorithms were compared in terms of 
coverage and time to find all targets in the operation area. In terms of coverage, the 
Memory Based Search Algorithm performs the best. This was due to its great 
emphasis to explore unexplored region over the confirmation of the presence of 
suspected targets. In terms of time to find all targets, the Enhanced Memory Based 
Search Algorithm performs the best. This algorithm takes into account of the presence 
of suspected targets and the desire to explore unexplored region. Moreover, in terms 
of coverage, the Enhanced Memory Based Search Algorithm performs 2nd. 
 
The optimal UAVs deployed size for the 3 algorithms was estimated to be 2 – 3 
UAVs. This result was found to be comparable with the results of the established 
payoff function by Leng [1]. The payoff function estimated an optimal deployed size 
of 3 UAVs.   
 
For the simulations, the sensors and the dynamics model of the UAVs were modelled 
as close as possible to their actual counterparts. The field validation of the search 
algorithms has similar setup as the simulations. As such, this will validate the 
accuracy of the sensors and the dynamics model of the UAVs used in the simulations. 
Moreover, the field validation will assess the tolerance of the search algorithms to real 
life conditions.  
 
 





The approach to obtain the field results was to deploy the integrated hardware loaded 
with the 3 different search algorithms. The field results which contained the coverage 
and the time to find all targets were recorded in the GCS. The specifications for the 
operation area, the targets and the obstacles used for the actual field testing were the 
same as those simulated in the simulator. A maximum of 4 UAVs was deployed for 
the field validation. Figure 4.15 shows the actual operation area in Tuas with the 





















For each of the field validation runs, it will take about 2 – 3 hours. This is inclusive of 
all the time required to prepare for logistical support. In view of the extensive amount 
of time and cost required to support the field validation runs, a maximum of 10 runs 
will be done for the followings: 
• 3 different search algorithms (Random, Memory Based and Enhanced 
Memory Based Search Algorithms) 
• Different numbers of UAVs deployed for each search algorithm 
(Maximum of 2 real UAVs and at least 2 virtual UAVs) 
 
The deployment of a maximum of 2 real UAVs was due to the budget constraint in 
the acquisition of more hardware and in the engaging of more professional pilots for 
safety recovery. In addition, the real UAVs are semi-autonomous. The simultaneous 
deployment of both real and virtual UAVs can be a stepping stone for future projects 
involving virtual reality simulations for UAVs’ search mission. This will help in the 
reduction in cost and yet producing reliable and realistic results. 
 





4.2.2 Field Validation Results 
For the field validation runs using the Random Search Algorithm, the average time to 
find all the targets using 1 UAV was found to be 720 seconds. This is about 9% more 
than the 662 seconds required when similar scenarios were simulated in the simulator. 
This was probably due to the actual ATS detection rate falling below 90% as 
compared to the constant detection rate of 90% in the simulation runs. 
 
The reduction of the actual ATS detection rate could be due to the exhaust fumes of 
the UAVs covering the ATS’s camera lens. This intermittent effect could be the result 
of the direction of the wind in relation to the UAVs. Moreover, the dynamics changes 
in the lighting condition of the operation area could also reduce the detection rate of 
the ATS.  
 
In the same field validation runs, it was observed that the found targets positions were 
in average of 1.5 m away from the actual targets positions. These differences in the 
target positions could be due to the CEP error of the GPS sensor onboard the UAVs. 
 
Unfortunately, further field validations runs for other parameters were unable to carry 
out as planned. This was due to the long lead time for sensor replacement when the 
Micropilot sensors broke down. This was further worsened by the down time in 
repairing the badly damaged UAVs after crashes. 
 





4.3 Chapter Summary  
In this chapter, both the simulation and field validation of the 3 search algorithms 
were illustrated. In order to study the performance of the search algorithms, 2 
performance indicators were used to assess the algorithms, namely: the coverage and 
the time to find all the targets by the UAVs. 
 
From the simulation results, there is a general trend for all the search algorithms that 
their performance increases as the number of deployed UAVs increases. However, the 
increase in performance of the algorithms decreases as the number of deployed UAVs 
increases. Thus, there is a need to balance the increasing cost and the increasing 
performance of deploying more UAVs. From the simulation results of the 3 
algorithms, the optimal UAVs deployed size is estimated to be 2 – 3 UAVs. This 
result is comparable to the result of the established payoff function by Leng [1] which 
estimated an optimal size of 3 UAVs.  The optimal UAVs deployed size for all the 3 
algorithms can be obtained easily from the payoff function by Leng [1] for any further 
expansion of the mission profile.  
 
When comparing the different search algorithms’ coverage, the Memory Based 
Search Algorithm performed the best while the Enhanced Memory Based Search 
Algorithm performed 2nd. The good performance of the Memory Based Search 
Algorithm was primarily due to the great emphasis of the algorithm to explore the 
unexplored region. This feature of the algorithm will be an added advantage in terms 
of finding all the targets if the ATS has a 100% detection rate. 
 





When comparing the different search algorithms’ time to find all targets, the 
Enhanced Memory Based Search Algorithm performs the best. This algorithm takes 
into account of the presence of suspected targets and makes decision based on 
weighing the balance between going back to explored region where suspected targets 
were and exploring unexplored regions. 
 
The Memory Based Search Algorithm performed the worst even with the ATS having 
a 90% detection rate. This is attributed to its emphasis in exploring unexplored 
regions. Thus, if the target was in the explored regions and was not detected 
previously by the ATS, the UAVs will less likely to return there. The Random Search 
Algorithm requires lesser time compares to the Memory Based Search Algorithm as 
there is equal opportunity for the UAVs to go back to the explored regions where the 
targets were missed previously by the ATS.  
 
In this chapter, the setup of the field validation runs with the integrated hardware was 
detailed. Based on the optimal UAVs deployed size obtained from the simulation 
results, a maximum of 4 UAVs were considered for field validation deployment. 
From the field validation runs, it was found that 9% more time was needed to find all 
the targets as compared to simulation. This result was obtained based on the scenario 
of 1 UAV being deployed using the Random Search Algorithm. The difference in the 







5. CONCLUSION  
The objective of this project is to develop search algorithm that can bring about a 
cooperative behaviour of a team of UAVs. This cooperative behaviour should result 
in the team of UAVs having better coverage and reducing the time to search for all the 
targets in the operation area. These 2 factors are also the performance indicators to 
measure the effectiveness of the developed algorithms.  
 
This project modifies and extends the work of Maza and et al [17] hybrid path 
planning. This was done by eliminating the centralised control centre and the 
partitioning of the operation area. Instead this project focuses on decentralised control 
of the UAVs with reactive behaviours as a result of information from onboard sensors 
and other UAVs.  This is an adaptation from swarm intelligence. This project strives 
to demonstrate global cooperative behaviour of the UAVs based on their local 
interaction with other UAVs and the environment.  
 
In this project, the scenario was set as a search and mark mission of unknown targets 
positions by multiple UAVs. Moreover, potential obstacles locations in the operation 
area are unknown to the UAVs. Three search algorithms namely the Random, the 
Memory Based and the Enhanced Memory Based Search Algorithms have been 
developed to bring about a global cooperative behaviour of the UAVs. The motivation 
of using local interaction for these search algorithms is to exploit the use of the 
inexpensive, commercial-off-the-shelf sensors. Moreover, the search algorithms do 
not need global information of the operation area’s terrain with the use of reactive 







The level of communication between the UAVs and the information used for decision 
making of the search algorithms increases from the Random Search Algorithm to the 
Memory Based Search Algorithm and finally to the Enhanced Memory Based Search 
Algorithm. However, the information size is minimal and only contains essential 
information for the search algorithms.  
 
The UAVs and the necessary sensors for the subsystems were selected. The individual 
subsystem was successfully tested in flight and was eventually integrated for the 
testing of the search algorithms. The sensors models and the UAVs dynamics model 
needed for the simulator were modelled as close to their actual counterparts. These 
were done so that a realistic in-house simulator was developed to test the search 
algorithms in simulation runs. 
 
Simulation results for the 3 search algorithms showed that there is a general trend of 
increasing performance of the search algorithms as the number of deployed UAVs 
increases. However, the increase in performance of the algorithms decreases as the 
number of deployed UAVs increases. Thus, there is a need to balance the increasing 
cost and the increasing performance of deploying more UAVs.  
 
From the simulation results of the 3 algorithms, the optimal UAVs deployed size is 
estimated to be 2 – 3 UAVs. This result is comparable to the result of the established 
payoff function by Leng [1] which estimated an optimal size of 3 UAVs.  The optimal 
UAVs deployed size for all the 3 algorithms can be obtained easily from the payoff 







When comparing the search algorithms’ performance, in terms of coverage and time 
to find all the targets, there is a strong indication of better performance as the relevant 
information used for decision making increase. For example, the Memory Based 
Search Algorithm performs the best in coverage as it uses relevant information of 
unexplored region for decision making. The Enhanced Memory Based Search 
Algorithm performs the best in having the shortest time to find all the targets. It uses 
relevant information of suspected targets positions in its decision making, thus finds 
the targets more efficiently.  
 
Using more information in the decision making process does not necessarily leads to 
the best performance of the search algorithm for both performance indicators. This is 
clearly shown in the case of Enhanced Memory Based Search Algorithm. Its 
resources are distributed to satisfy the conditions of the 2 performance indicators. 
Nonetheless, the distribution of resources enables it to perform well in both the 
performance indicators. 
 
Field validation of the search algorithms with the same scenario as the simulation runs 
was conducted. This studies the robustness of the search algorithms when 
implemented in actual integrated hardware as compared to the simulator. From the 
field validation results, it was found that 9% more time was needed to find all the 
targets as compared to the simulation. This result was obtained based on the scenario 
of 1 UAV being deployed using the Random Search Algorithm. The difference in the 
results was attributed to the interaction of the actual sensors with the unexpected 
environmental conditions. It was concluded that the search algorithm is fully 






Several areas are identified for future development. Firstly, the algorithms except the 
Random Search Algorithm marked the area of the obstacles as no-fly zone. Currently, 
such method is only effective for stationary obstacles. Further tests have to be 
conducted to quantify the effectiveness of the search algorithms when dealing with 
moving obstacles. If necessary, the search algorithms have to be upgraded to take into 
account of moving obstacles.  
 
The 2nd area identified for future development is to vary the amount of information to 
be processed with the distance where the information is transmitted. Processing the 
information which comes from the event that happens miles away may cause a system 
to be too paranoid and thus paralyzed. Whereas processing information only when the 
event happens at the door step may leads to instability of the system as it is unable to 
react on time. Such situation can be observed in massive traffic jams when 
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MINIMUM RESOLUTION OF TARGET DETECTABLE BY CMUCAM2+ 
(CHAPTER 3) 
 
In view of the amount of image data that is available for image processing due to 
noise, the minimum horizontal resolution of the target image is set to 5 pixels. Only 
horizontal resolution will be considered since the vertical resolution of the 
CMUCam2+ is larger than its horizontal resolution.  
 
An experimental setup will be use to verify the minimum resolution of the target that 
is detectable by the CMUCam2+. The 6 cm and 10 cm square size red targets will be 




1) With the minimum horizontal resolution of 5 pixels, calculate the (Max 





2) Place the target at the corresponding distance calculated in Step (1). 
 
3) Capture the image of the red target using the CMUCam2 GUI. 
 
4)  Obtain the maximum and 
minimum colour values of the red 
target which are displayed in the 
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5) Exit from the CMUCam2 GUI and activate the “HyperTerminal” program to 
communicate with the CMUCam2+. As shown in the Figure below, run the 
code in the text window of the “HyperTerminal” to obtain 2 data (x and y 
coordinates of the top-left corner and bottom-right corner of the target image) 
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/* Code to obtain the resolution of target image */ 
 
>>GV /* Check that the CMUCam2+ is 
communicating with the computer */ 
 
>>HR /* Change the resolution of CMUCam2+ to 
higher resolution of 176 × 255 */ 
 
>>TC 110 185 0 50 0 30 /* This command takes in the maximum and 
minimum RGB values of the target image 
which is to be tracked. These values are 
input to the parameters as follows: 









1) The results in the experiment showed that if the maximum flight height is 
constrained in such a way that the minimum horizontal resolution of the target 
image is 5 pixels, the CMUCam2+ will still be able to track the target even 
under the effect of noise as at least the horizontal resolution of 2 pixel of the 
target image will be captured. 
 
2) The pictures below show some of the images of the different target sizes 






















FIELD OF VIEW OF CMUCAM2+ (CHAPTER 3) 
 
An experimental setup in the Figure below shows a red colour target measuring 0.5 m 
by 0.5 m, being placed at a distance of 0.9 m away from the CMUCam2+ in order to 
















1) Capture the image of the red target using the CMUCam2 GUI. 
 
2)  Obtain the maximum and minimum colour values of the red target which are 










3) Exit from the CMUCam2 GUI and activate the “HyperTerminal” program to 
communicate with the CMUCam2+. As shown in the Figure below, run the 
code in the text window of the “HyperTerminal” to obtain 10 data (x and y 
coordinates of the top-left corner and bottom-right corner of the target image) 













4) With the resolution of the target image obtained in Step (3), calculate the 






5) Repeat Step (1) to (4) with other red targets of size 30 cm by 30 cm and 10 cm 
by 10 cm placed at the same distance away from the CMUCam2+. 
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/* Code to obtain the resolution of target image */ 
 
>>GV /* Check that the CMUCam2+ is 
communicating with the computer */ 
 
>>HR /* Change the resolution of CMUCam2+ to 
higher resolution of 176 × 255 */ 
 
>>TC 110 185 0 50 0 30 /* This command takes in the maximum and 
minimum RGB values of the target image 
which is to be tracked. These values are 
input to the parameters as follows: 
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1) The vertical field of view of the CMUCam2+ is rather consistent with a 
maximum difference of 0.6°.  This is because the resolution of the vertical 
resolution (255 pixels) is high enough to detect targets of size from 10 cm to 
50 cm at a distance of 0.9 m away from the CMUCam2+.  
 
2) The horizontal field of view of the CMUCam2+ is rather consistent with a 
maximum difference of 0.2° for target sizes of 50 cm and 30 cm.  However, 
the value obtain from the 10 cm target deviated quite significantly (4.2°) from 
the other targets. This is because the resolution of the horizontal resolution 
(176 pixels) is too low to detect target size of 10 cm at a distance of 0.9 m 
away from the CMUCam2+. Any noise affecting the target image’s data will 
result in a significant change in the horizontal field of view. 
 
3) As such, the result obtain from the 10 cm  by 10 cm target will not be used in 
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