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Ocean data assimilation is increasingly recognized as crucial for the accuracy of real-
time ocean prediction systems and historical re-analyses. The current status of ocean
data assimilation in support of the operational demands of analysis, forecasting and
reanalysis is reviewed, focusing on methods currently adopted in operational and real-
time prediction systems. Significant challenges associated with the most commonly
employed approaches are identified and discussed. Overarching issues faced by ocean
data assimilation are also addressed, and important future directions in response to
scientific advances, evolving and forthcoming ocean observing systems and the needs
of stakeholders and downstream applications are discussed.
Keywords: data assimilation, calculus of variations, Kálmán filters, ensembles, modeling
INTRODUCTION
A cornerstone of all ocean analysis and forecasting efforts is data assimilation (DA; see Carrassi
et al., 2018), the rigorous and systematic combination of ocean observations and ocean models
that yields an optimal estimate of the ocean state (both physical and biogeochemical conditions).
The term optimal implies that of all possible combinations of the observations and model, it is the
resulting best estimate that is sought according to some specified criteria. The founding principles of
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DA are rooted in Bayes’ theorem, the axioms that govern
probability (Bayes, 1763), although similar methods arise in the
field of control theory (see Talagrand, 2014). In brief, given
a priori information about the laws governing the ocean state in
the form of a model, an a priori state estimate from that model,
and direct, but incomplete, ocean observations, an a posteriori
state estimate is computed that weights all available information
according to the hypothesized uncertainties in the model and
observations. In a Bayesian framework, the optimal state estimate
is that which coincides with the maximum a posteriori probability
(Wikle and Berliner, 2007).
While the DA problem can be formulated precisely, the
solution is challenging for the vast dimension of the ocean state
simulated by operational ocean models that represent many
complex non-linear processes. To make the problem tractable,
it is necessary to make many simplifying assumptions about, for
example, the nature of the a priori errors, so that while formally
the resulting ocean state estimate is suboptimal, it is nonetheless
useful. The most common DA approaches currently employed
in operational oceanography are based on either variational or
ensemble methods. In the former case, variational calculus is
used to identify the ocean state that maximizes the conditional
probability of the unknown ocean state given the observations,
while for ensemble approaches the evolution of the conditional
probability density function is estimated from the observations
and an ensemble of plausible ocean states. Both approaches are
accompanied by a litany of challenges and shortcomings which
are briefly reviewed next.
THE CURRENT STATE-OF-THE-ART OF
OCEAN DA
Ocean data assimilation is a mainstay at many operational
and academic centers, at both global (e.g., Martin et al., 2015)
and regional scales (e.g., Edwards et al., 2015). While the
tremendous ongoing efforts of many groups are recognized and
acknowledged, individual systems will not be discussed per se.
The focus instead will be on the general state of the field and
ongoing challenges, with a view to the future in the Section “The
Future of Ocean DA”.
At present, there are two general approaches to ocean
DA that serve the needs of different communities. The first
approach closely parallels the procedures employed in numerical
weather prediction (NWP; see Kalnay, 2003) in which ocean
state estimates are computed sequentially through time, and the
resulting estimates updated when sufficient new observations
become available. Similar methods are also used for producing
ocean re-analyses (see Storto et al., unpublished, this issue).
However, the continual restarting of the model and ingestion
of data means that, in general, the conservation laws of the
system may not be continuously respected. This can present a
challenge when using the resulting ocean analyses to compute
budgets, unless the contribution from the analysis increments is
also explicitly included in budget calculations (e.g., Valdivieso
et al., 2015; Storto et al., 2017). Thus, an alternative approach
can be used in which ocean data are continuously assimilated
over a very long (i.e., multi-decade) time-window during
which all conservation properties of the ocean are implicitly
respected during the model integrations. This latter approach is
advantageous for studying the ocean state on climate timescales,
although it too presents its own set of challenges (see Heimbach
et al., 2019, this issue). That said, the primary focus of this article
will be sequential DA methods for operational and real-time
applications and historical re-analyses.
As previously noted, two flavors of sequential ocean DA
are commonly used at most operational centers, namely
variational methods or ensemble approaches. The advantages
and shortcomings of each approach will be considered
separately followed by a discussion of some overarching
challenges common to both.
Variational Methods
Variational (Var) DA can be employed as either 3-dimensional
Var (3D-Var) or 4-dimensional Var (4D-Var). During 3D-
Var, all data collected within a short time window (∼
days) are assimilated as though collected at a single time.
The most recent model forecast during the time window
is interpolated to the observation locations close to the
observation time, and the observation minus forecast differences
(known as the innovations) are used as prior information
[a procedure referred to as the first-guess at appropriate
time (FGAT)]. A variational approach (called 3D-Var FGAT)
is used to identify the optimal ocean state assuming that
the innovations are valid at one time. In principle, 3D-
Var FGAT is relatively straightforward and computationally
affordable since only the non-linear forecast model is involved.
During 4D-Var, the actual observation times are respected,
and measurement information is implicitly interpolated in
space and time (over the observation time window) by the
governing model equations. Formally the non-linear problem
is solved via a sequence of linear approximations involving a
linearized version of the forecast model [usually a simplified
form of the tangent-linear model (TLM)] and its adjoint
(Courtier et al., 1994). As a result, 4D-Var is considerably more
demanding than 3D-Var, not only because of the additional
computational expense, but also because the TLM and its
adjoint must be developed and maintained. However, the
TLM and adjoint model have considerable practical utility
beyond DA (e.g., Moore et al., 2004).
The first-guess for Var is also commonly referred to as the
background, and an estimate of the errors in the background
is required. A common underlying assumption of Var is
that all errors have zero mean (i.e., are unbiased) and are
described by Gaussian probability distributions, in which case
they are completely characterized by the error covariance matrix.
Furthermore, it is assumed that errors in the background
and observations are uncorrelated. For some state variables,
such as biogeochemical tracer concentrations, the errors are
fundamentally non-Gaussian but can be transformed into new
variables that are approximately Gaussian (e.g., Simon and
Bertino, 2009; Fletcher, 2010).
The error covariance matrices for the background are
traditionally denoted as P (Ide et al., 1997). By necessity,
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the corrections that the observations make to the first-
guess/background must lie in the space spanned by P and, as
such, P has been the subject of much research because of the
central role it plays in DA. In basic Var DA, P is prescribed
at the start of each data assimilation cycle meaning that it is
generally only weakly dependent on the background. In some 3D-
Var systems, though, flow-dependence is introduced by way of
a tensor (Weaver and Courtier, 2001) that spreads innovations
along rather than across background field contours, which is
particularly desirable in frontal regions where cross- and along-
front correlations typically have very different scales. On the
other hand, during 4D-Var the TLM and adjoint model implicitly
introduce a flow-dependence in the error covariance via the time
evolution of the background.
Choosing appropriate forms for P and representing them
efficiently in a DA system remains one of the most significant and
fundamental challenges for variational ocean DA. For example,
estimating the actual level of uncertainty of the first-guess is
very difficult, and choosing a P that accurately reflects the
inhomogeneity and anisotropic nature of the errors across the
broad range of space- and time-scales that characterize the ocean
is challenging, although innovative methods for multi-scale DA
are being explored (e.g., Li et al., 2015; Mirouze et al., 2016).
Another critical aspect in the specification of P is in the transfer
of information from the observed variables to other variables,
such as spreading information from sea level observations onto
the sub-surface. This can be achieved using physically based
parameterizations (e.g., Weaver et al., 2005) or using covariance
information derived from long model simulations. However,
building a database of errors from which P can be computed is
non-trivial, and usual approaches rely on anomalies with respect
to means, ensemble anomalies, or lagged forecast differences.
While experience at some NWP centers has demonstrated
superior performance of 4D-Var relative to 3D-Var (e.g., Lorenc
and Jardak, 2018) the cost-versus-benefit of the two approaches
is still an open question for the ocean. Traditional 4D-Var
methods are iterative sequential algorithms and are not readily
parallelizable in time on modern computer architectures since
each iteration depends on the previous iterations. Ensemble
methods, discussed next, are free of this limitation, although
parallel approaches to 4D-Var are being developed (e.g., D’Amore
et al., 2014; Fisher et al., 2016).
Ensemble Methods
The sequential DA problem can also be formally solved in
the form of the Kálmán-Bucy Filter (KF). However, the large
dimension of the system prohibits use of the KF as originally
formulated because of the need to evolve the error covariance
matrix P in time. A practical solution to this problem is to
use an ensemble approach (akin to a Monte Carlo method) to
approximate P. The literature abounds with many flavors of
ensemble-based KFs (EnKF; Houtekamer and Zhang, 2016) in
which a standard feature is an ensemble of non-linear model
solutions that reflect the distribution of the errors in the first-
guess ocean state resulting from uncertainties in the model
inputs and physics. Ensemble generation is by no means a trivial
undertaking, however, and care must be exercised when creating
an ensemble. Since each ensemble member will typically require
a run of the forecast model, the size of the resulting ensemble will
usually be much smaller than the dimension of the system. As
such, covariance localization and covariance inflation are essential
ingredients of any practical EnKF.
Covariance localization is a procedure employed to eliminate
spurious covariances arising from the limited size of the
ensemble. The method involves applying a point-wise weighting
(“localization”) function to the ensemble-derived P which can
be a costly procedure. Furthermore, localization can degrade
the dynamical consistency of the computed analyses (e.g.,
Cummings, 2005; Oke et al., 2007), and subsequent forecast.
Nevertheless, localization can be useful when accounting for
the wide range of circulation scales by using scale-dependent
localization functions (e.g., Buehner and Shlyaeva, 2015). The
limited size of the ensemble can also lead to an underestimate
of the true covariance P, and sophisticated methods for inflating
the covariance have been developed to address this problem
(e.g., Anderson, 2009).
For some applications, the computational cost of an EnKF can
be prohibitive, so less-optimal and more practical approaches,
such as ensemble optimal interpolation (EnOI; that uses a time-
invariant ensemble to estimate P), are sometimes used (Oke et al.,
2002; Evensen, 2003; Sakov and Sandery, 2015). Other simplified
EnKF approaches include using the leading eigenvectors of P
(e.g., Brasseur and Verron, 2006; Lellouche et al., 2013).
While there is still debate about the minimum required
ensemble size for ocean applications, the EnKF is attractive
because, like 3D-Var, only the non-linear forecast model is
needed, and the ensemble generation is highly parallelizable,
which is an additional appeal for operational applications. The
ensemble also provides information about uncertainty in the
forecasts which can be useful for downstream applications.
Observation Streams and Observation
Errors
Real-time data streams are obviously a critical component of
any operational ocean DA system, and include satellite remote
sensing observations in the form of sea surface temperature, sea
surface height, sea surface salinity, and ocean color. Additional
remotely sensed observations of surface currents from coastal
high-frequency radars are another important source of data in
regional systems. Critical subsurface hydrographic information
is provided by profiling Argo floats, permanent mooring arrays
(e.g., TAO/TRITON, PIRATA, and RAMA), and CTD and
XBT measurements from research vessels, ships of opportunity
and tagged marine mammals. Observations from autonomous
vehicles and ocean gliders have also become an important data
source in recent years. However, regardless of the data stream,
quality control is also a critical component of DA.
A significant challenge for ocean DA is characterization of
observation errors described by the observation error covariance
matrix, R. In addition to instrument errors, R also formally
includes the influence of errors due to interpolation of the
model fields to the observation points, as well as errors
associated with the inability of the model to represent all of
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the processes captured by an observation. The latter is probably
the most significant contributor to R and is perhaps the least
well understood (e.g., Oke and Sakov, 2008). Furthermore,
quantifying and accounting for spatial and temporal correlations
in satellite observation errors is a challenge, but can have a
significant impact on the ocean state estimate (Chabot et al.,
2015). Not accounting for such correlations therefore can also
significantly limit the capabilities of ocean DA to capitalize fully
on the dense observations that are now available from many
different platforms.
In modern DA systems, the impact of each observing
platform on the analyses and forecasts can be quantified and
continuously monitored. This can provide valuable feedback
to instrument operators in cases where platform impacts
systematically drift from the norm and become outliers. Such
quantitative information can also help government agencies
lobby for resources to maintain or expand existing high impact
observing systems.
Overarching Challenges for Ocean DA
While variational and ensemble DA methods present their
own particular difficulties, some challenges transcend both
approaches. For instance, model error is a significant limiting
factor in all DA systems. Sources of model error include
numerical approximations due to constraints on grid resolution
and the limitations of parameterizations of important physical
and biogeochemical processes. While model errors can be
formally accounted for during DA (Bennett, 2002), specification
of the model error covariance matrix is a major challenge.
Surface and lateral boundary condition errors also represent a
significant source of error, particularly at open boundaries in
regional models.
Another significant obstacle for many ocean DA systems
is systematic errors in the form of bias, which violates the
fundamental assumption that underpins current approaches to
DA. Sources of bias include model error and boundary condition
error. While bias-correction techniques are currently employed
at some centers in an attempt to minimize the impact of model
error (e.g., Balmaseda et al., 2007), ultimately the root-cause of
systematic error must be identified and eliminated. Observation
bias is also an issue (particularly in satellite observations due
to instrument differences), and care must be taken to account
for bias either before or during the DA process (e.g., Lea et al.,
2008; While and Martin, unpublished). As coupled Earth system
modeling becomes the new norm, the need for DA methods
that can simultaneously estimate the systematic model bias and
the time-evolving model state will need to be addressed. In
uncoupled systems, such model biases have traditionally been
attributed to errors in atmospheric forcing. However, such a one-
sided view will not be possible in Earth system models where the
forecast must satisfy the initial constraints and model equations
of all components.
More often than not, DA upsets the dynamical balances in the
model, and the ensuing readjustment of the system can introduce
unrealistic and intermittent levels of wave energy. This long-
standing and ubiquitous problem is referred to as “initialization
shock” and has received much attention in NWP where its effect
on a forecast can be calamitous if left unchecked. In ocean
DA it has received much less attention, although many centers
apply ad-hoc techniques [such as Incremental Analysis Updates
(IAU)] to mitigate the problem. However, the ensuing ocean
wave activity resulting from initialization shocks can be especially
pernicious for some applications, such as biogeochemical
modeling (e.g., Raghukumar et al., 2015; Waters et al., 2017).
THE FUTURE OF OCEAN DA
There are many exciting new directions and future opportunities
for discovery in ocean DA. Perhaps the most immediate
development borrowed from NWP is the merger of ensemble
and variational methods that draws on the strengths of both
approaches. Specifically, the static estimate of P used in Var
and the flow-dependent estimate of P from an ensemble
are combined to form a “hybrid” P that is employed in
a DA system (e.g., Lorenc et al., 2015). In this way, the
dynamical interpolation properties of the adjoint and the
flow-dependent covariance information from the ensemble are
simultaneously exploited. Experience in NWP suggests that the
performance of hybrid approaches can improve the performance
of an analysis-forecast system (Lorenc and Jardak, 2018),
and efforts are underway to develop similar procedures for
global (e.g., Penny et al., 2015; Frolov et al., 2016; Storto
et al., 2018) and regional (e.g., Oddo et al., 2016) ocean
prediction systems.
DA analysis and re-analysis products at higher horizontal and
vertical resolution will continue to be a priority and a challenge.
As such, the need for regional DA systems will likely increase,
either stand-alone or embedded in global or other regional
models. Therefore, the development of DA capabilities in nested
models is an important and emerging research area.
While DA in coupled Earth system models is a high priority
(see Penny et al., unpublished, this issue), DA in coupled sub-
component models is also of considerable interest. For example,
DA in ocean-sea-ice models (e.g., Buehner et al., 2017), physical-
biogeochemical ocean models (Fennel et al., unpublished) and
acoustic-physical models (Lermusiaux and Chiu, 2002) targets
pressing environmental and operational concerns.
Various community DA resources are being developed, such
as the Data Assimilation Research Testbed (DART; Anderson
et al., 2009), the Object-Oriented Prediction System (OOPS),
the Joint Effort for Data assimilation Integration (JEDI), EnKF-
C (Sakov, 2014), and the Parallel Data Assimilation Framework
(PDAF; Nerger and Hiller, 2013). These are likely to play a more
significant role in the development of existing and new ocean
DA capabilities. Since the development of DA systems requires
a considerable investment of time and resources, community
resources such as these will be vital for streamlining the process.
The development of DA methods that do not rely on the
assumption of unbiased, Gaussian distributed errors (such as
particle filters, van Leeuwen et al., 2015) is also actively being
pursued to deal, for example, with the typically non-Gaussian
distribution of biogeochemical variables in coupled physical-
biological systems.
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Responding to new and emerging observing platforms is
also a crucial ongoing endeavor in ocean DA. For example,
the planned launch in 2021 of the Surface Water and
Ocean Topography (SWOT) mission promises to deliver an
unprecedented level of detail about the ocean topography,
and ocean DA systems must be ready to make efficient use
of this new data stream (e.g., Carrier et al., 2016). SWOT
will also usher in DA at the ocean sub-mesoscale (∼0.1
to ∼10 km), and considerably enhance the utility of high-
resolution satellite radiometers and rapid sampling in situ
probes deployed on ocean gliders and AUVs. Satellite-derived
surface salinity also lends support to other observations
currently assimilated by most operational systems (e.g., Toyoda
et al., 2015; Martin et al., 2019), and there is a need for
concomitant physical and biogeochemical measurements in
support of coupled physical-biogeochemical DA to ensure
consistency between the different fields. Finally, DA-based
tools for designing adaptive sampling arrays are also
emerging, heralding a new era of model-informed ocean
observing systems.
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