Abstract. We investigate the self-adjointess of the operator H := −iα · ∇ + mβ + V(x), for m ∈ R, and V(x) = |x| −1 (νI4 + µβ − iλα · x/|x| β), for ν, µ, λ ∈ R. We describe the self-adjoint realizations of this operator in terms of the behaviour of the functions of the domain in the origin, and we provide Hardy-type estimates on them. Finally, we give a description of the distinguished extension. Main strategy of the proof is the study of the properties of H on the partial wave subspaces.
Introduction
In this paper we are interested in the self-adjoint realizations of the differential operator H := H 0 + V, where H 0 is the free Dirac operator in R 3 defined by The Coulomb potential V C is defined as
with ν = e 2 Z/ , where Z is the atomic number, e is the charge of the electron and is the Plank's constant (we set = 1). The operator H 0 + V C describes relativistic spin-In quantum mechanics, observables correspond to self-adjoint operators. For this reason, it is physically interesting to study of the self-adjointness of the operator H 0 + V C . The first contribution was made by Case in [5] : in this work, the author was the first to observe that some boundary conditions are required at zero. Anyway, the first result of self-adjointness is due to Kato in [12] and it is based on Hardy inequality
and the Kato-Rellich Theorem. He could prove that for |ν| ∈ 0, 1 2 , the operator H 0 + V C is essentially self-adjoint on C ∞ c (R 3 ) 4 and self-adjoint on D(H 0 ) = H 1 (R 3 ) 4 . Kato's approach could be used independently on the spherical symmetry of the potential: it is possible to consider a 4 × 4 Hermitian real-valued matrix potential V such that
with b ∈ R and a < 1/2, see [14, Theorem V 5.10] .
The result of Kato does not cover the whole range of ν on which the Dirac-Coulomb operator is essentially self-adjoint. In fact several different approaches were developed in order to expand the range of admissible ν. In [21] by Rellich and in [26] by Weidmann, using the partial wave decomposition and the Weyl-Stone theory for systems of ordinary differential equations, the range |ν| ∈ 0, in [10] with Gustafson. Finally, in [23] , Schmincke considered H 0 + V C = (H 0 + S) + (V C − S), being S a suitable intercalary operator. Then, he proved the self-adjointness of H 0 + V showing that H 0 + S is self-adjoint and V C − S is a small perturbation of H 0 + S, in the sense of the Kato-Rellich Theorem.
This range of ν such that the operator H 0 + V C is essentially self-adjoint on C ∞ c (R 3 ) 4 is optimal, in fact for |ν| > √ 3/2 H 0 + V C is not essentially self-adjoint and several self-adjoint extensions can be constructed. The main interest was the study, among all, of the most physically meaningful extension. The first work is [22] by Schmincke: for |ν| ∈ √ 3 2 , 1 and by means of a multiplicative intercalary operator, he proved that H 0 +V C admits a unique self-adjoint extention H S such that
Another explicit construction of a distinguished self-adjoint extension was made by Wüst in [27] : using a cut-off procedure, he built a sequence of self-adjoint operators that converges strongly in the operator graph topology to a self-adjoint extension of H 0 + V C , whose domain is contained in D(r −1/2 ). Moreover in [18] , Nenciu proved the existence of a unique self-adjoint extension of H 0 + V C whose domain is contained in the Sobolev space H 1/2 (R 3 ) 4 . Finally, Klaus and Wüst showed in [15] that these self-adjoint extensions coincide. We also cite [4] : in this work, using the partial wave decomposition and the Von Neumann theory, the authors could characterize the distinguished self-adjoint extension by the fact that the energy of the ground state is continuous in ν. In [9] , applying the Kreȋn-Višik-Birman extension theory, Gallone and Michelangeli described the self-adjointness of H 0 + V C for ν < 1, in terms of boundary conditions at the origin for the functions in the domain.
In [1] , Arai considered matrix-valued potentials as in (1.1). Defining (1.4) δ := (k + λ) 2 − ν 2 + µ 2 , for any k ∈ Z \ {0}, he proved that a necessary and sufficient condition for the essential self-adjointness of H 0 + V is δ ≥ 1/4 for any k. This proved that, in the case of general matrix valued potentials, the threshold 1/2 is optimal for the essential self-adjointness. For δ > 0 for all k, he proved that the operator admits infinitely many self-adjoint extensions. Kato in [13] considered a general 4 × 4 matrixvalued measured function V such that for any x = 0, |V i,j (x)| ≤ |x| −1 . Setting H(κ) := H 0 + κV, he constructed a unique holomorphic family of self-adjoint operators for |κ| < 1, which reduced to the self-adjioint operator H 0 + κV defined on H 1 (R 3 ) 4 for |κ| < 1/2. Moreover he proved that, in the case of V = V C = 1 |x| I 4 , this family coincides with the distinguished self-adjoint extension defined by Wüst and Nenciu. With a similar idea, in [3] Arrizabalaga, Duoandikoetxea and Vega were able to characterize the distinguished self-adjoint extension by means of the Kato-Nenciu inequality
The self-adjointness in the range of critical values |ν| ≥ 1 has been aim of several recent works: in the case of the Coulomb potential and using the spherical symmetry of the potential, with different approaches Xia in [28] , Voronov in [25] , Hogreve in [11] could characterize via boundary conditions all the self-adjoint extensions. In [7] , Esteban and Loss could consider a general electrostatic potential, that is a function V : R 3 → R such that that for some constant c(V ) ∈ (−1, 1), Γ := sup(V ) < 1 + c(V ) and for every ϕ ∈ C ∞ c (R 3 , C 2 ),
Setting V := V I 4 , they proved that the operator H 0 + V is self-adjoint on a suitable domain. Although the free Dirac operator is not semi-bounded, they defined a reduced operator acting only on the two first components of the wave function, for which the Friedrichs extension can be defined thanks the inequality (1.5). Once this is done, they extended the whole operator in a straightforward way. This allows treating all the potentials of the form V (x) = − ν |x| for ν ∈ (0, 1]. In the sub-critical case, i. e. 0 < ν < 1, the self-adjoint extension that they described coincides with the distinguished self-adjoint extension given by Wüst and Nenciu; in the critical case, i. e. ν = 1, they stated that the distinguished the self-adjoint extension that they are describing is the distinguished one since it can be covered by continuous prolongation of the sub-critical case. Recently, in [6] , Esteban, Lewin and Séré have given more properties of this domain: they showed that the self-adjoint extension given by Esteban and Loss could be obtained as the limit of the cut-off procedure and, in the Coulomb case, it is the only extension containing the ground states.
The aim of this paper is to give a simple and unified approach to the problem of the selfadjointness of H := H 0 + V, with V as in (1.1). This particular choice of the class of potentials is related to the fact that the action of H 0 + V leaves invariant the partial wave subspaces. In detail, setting
for real valued v el , v sc , v am , the potentials V el , V sc , V am are said respectively an electric, scalar, and anomalous magnetic potential.
The strategy of the proof is to consider the self-adjointness of the reduction of H 0 + V to the partial wave subspaces and, using weighted Hardy-type inequalities and trace theorems, we describe the domain of the maximal operator, namely the set of functions ψ ∈ L 2 such that Hψ ∈ L 2 . Then, we describe the domains of the self-adjoint extensions by means of boundary conditions at the origin.
Despite this case is somehow simpler, still a complete description of the phenomena was not available. In fact, Arai in [1] , analysed potentials as in (1.1) and he connected the problem of self-adjointess to the quantity δ defined in (1.4). But still, he could only analyse the cases in which δ > 0 for any k > 0: we do not add any restriction on δ.
In this context the case δ > 0 is sub-critical, while it is critical if δ = 0 for some k and supercritical if δ < 0 for some k. This formulation of criticality is different from the one in [13, 3, 2] but it appears to be suited to this problem, where a particular structure of V is assumed. In fact, in the particular case that λ = ν = 0 and V = µ |x| β for all µ ∈ R, the operator H is essentially self-adjoint on C ∞ c (R 3 ) 4 and self-adjoint on D(H 0 ) = H 1 (R 3 ) 4 , see Corollary 1.6. Finally we focus on the distinguished self-adjoint extension: we give a precise description of the domain of the distinguished self-adjoint extension for H in the sub-critical and critical cases. In the sub-critical case our result refine the known theory: Schmincke's condition (see 1.3) selects a self-adjoint extension and we prove that the functions in its domain fulfil an improved integrability condition. Moreover, from the algebra of the problem we select a suitable linear combination of both components of the spinor: we show that the distinguished self-adjoint extension can be characterized by the fact that this linear combination belongs to H 1 (see Proposition 1.7) and we extend continuously this condition to the critical case for (ν, µ) = 0 in (1.1) (see Proposition 1.8) . With this definition and in the case of Coulomb potentials, we show that distinguished self-adjoint extension is the unique one that contains the ground state and so it coincides with the self-adjoint extension defined by Esteban and Loss in [7] , see Remark 1.11. In the critical case and for ν = µ = 0 we can not define the distinguished self-adjoint extension: in this very particular case a coherent definition of distinguished self-adjoint extension can not be given, see Remark 1.12.
In order to state our results we need to introduce some notations and well known results. It is well-known that the free Dirac operator H 0 is essentially self-adjoint on C ∞ c (R 3 ) 4 and self-adjoint on D(H 0 ) := H 1 (R 3 ) 4 , see [24, Theorem 1.1] . We define the maximal operator H max as follows:
where Hψ ∈ L 2 (R 3 ) 4 has to be read in the distributional sense: the linear form
and by the Riesz Theorem there exists a unique
We define the minimal operator H min as follows: In this paper we describe self-adjoint extensions T of the minimal operator H min . T is consequently a restriction of the maximal operator, i.e.
In fact the main focus of this paper is studying in detail the restrictions of the maximal operator Let Y l n be the spherical harmonics. They are defined for n = 0, 1, 2, . . . , and l = −n, −n + 1, . . . , n, and they satisfy ∆ S 2 Y l n = n(n + 1)Y l n , where ∆ S 2 denotes the usual spherical Laplacian. Moreover, Y l n form a complete orthonormal set in L 2 (S 2 ). For j = 1/2, 3/2, 5/2, . . . , and m j = −j, −j + 1, . . . , j, set
where σ = (σ 1 , σ 2 , σ 3 ) is the vector of Pauli's matrices. For k j := ±(j + 1/2) we set
Then, the set {Φ
We define now the following space:
From [24, Theorem 4.14] we know that the operators H 0 ,H min and H max leave the partial wave subspace H m j ,k j invariant and their action can be decomposed in terms of the base
,...
where " ∼ =" means that the operators are unitarily equivalent, and the action of H 0 is represented by
the action ofH min is represented by
and the action of H max is represented by
(1.10)
has to be read in the distributional sense as done in (1.6).
Finally, by construction, h *
In this framework the operator T can be decomposed as
We will characterize all the self-adjoint operators T such that every t m j ,k j is sef-adjoint: this property is linked to the quantity
We can now state the following theorems, main results of this paper. In these we fix j ∈ {1/2, 3/2, . . .}, m j ∈ {−j, . . . , j}, k j ∈ {j + 1/2, −j − 1/2} and let δ as in (1.11).
be defined respectively as in (1.9) and (1.10) for ν, µ, λ ∈ R, and δ ∈ R as in (1.11). Assume δ ≥ 
where D ∈ R 2×2 is invertible and
and only if there exists (A + , A − ) ∈ C 2 such that 
where D ∈ C 2×2 is invertible and equals
.
Remark 1.4. The quantity δ in (1.11) was already considered in [1] : in Theorem 2.7 Arai studies properties of self-adjointness for the restriction of T on the partial wave subspaces for δ > 0, by means of the Von Neumann deficiency indexes theory. We can treat the general case δ ∈ R, and our approach has the value of giving more informations on the domain of self-adjointness.
Remark 1.5. In the proof of Theorems 1.1, 1.2 and 1.3 we rely on the properties of V
where K is the spin-orbit operator defined as
Indeed from (1.18) we have that V leaves the partial wave subspaces H m j ,k j invariant and from (1. 19) we have that V is critical with respect to the scaling associated to the gradient. A general potential of this kind is represented in the basis of H m j ,k j by the complex hermitian matrix
with ν, µ, λ, ξ ∈ R. Such a matrix describes the potential
thanks to the fact that, with respect to the basis {Φ
The term in ξ in (1.21) can be removed with a change of gauge, since e iξ log|x| ξα · x|x| −2 = −iα · ∇e iξ log|x| . For these reasons we are considering potentials as in (1.1) in our results, and they are the most general potentials that can be treated with this approach. This rigidity is not essential, since the self-adjointness is stable under L ∞ perturbations: for potentials
for some λ, µ, ν ∈ R and C > 0. More general perturbation results are possible, for example exploting the Kato-Rellich perturbation theory, and they will be matter of future investigation. Corollary 1.6 (Lorentz-scalar Potential). Let V, T max and T min be defined as in (1.1), (1.6), (1.8) respectively, with λ = ν = 0. Then then for all µ ∈ R, T min is essentially self-adjoint on
In the case 0 < δ < 1/4, the distinguished self-adjoint extension is of particular interest among the self-adjoint extensions given in Theorem 1.2. We need the following notation: for a ∈ R set
and, for
In the following we will simply write D(r −a ), since it will be clear from the context to which set we are referring.
In the literature, the distinguished self-adjoint extension is defined as the unique one whose domain is contained in D(r −1/2 ) (among other definitions, see [8] ), but this definition is no longer valid in the critical case, since no extension verifies such a property. From a more physical perspective, such extension is characterized by the fact that a space of regular functions is dense (in some sense) in its domain. In this context, from the algebra of the problem, we deduce a norm and we say that the distinguished extension is the one that can be characterized by the following fact: regular function approximate in such norm a particular linear combination (deduced by the particular algebra of the problem) of both components of the spinor. Then we extended this definition to the critical case. Nevertheless this definition does not work in the particular case of V defined in (1.1) being purely anomalous magnetic (i. e. ν = µ = 0). In this case we deduce a notion of distinguished extension cannot be given.
This motivates the following propositions, where we collect properties of the distinguished self-adjoint extension in the case 0 ≤ δ < 1/4. Proposition 1.7 (Distinguished Self-Adjoint Extension for the subcritical case). Let 0 < γ < Then the following are equivalent: 
we have ϕ
(ii) θ = arccot
Remark 1.9. The space J is the completion of C ∞ c (0, +∞) with respect to the norm
Such a norm arises naturally from the study of the operator H. We prove this density and give more details about the space J in Section 4.
Remark 1.10. Under the assumptions of Proposition 1.8, from (1.14) we get that, among all the self-adjoint extensions in the family t(θ) m j ,k j θ∈[0,π) described by Proposition 1.8, there is a unique one that has no logarithmic decay at the origin. Indeed, this is a consequence of the fact that the kernel of the matrix M defined in (1.15) has complex dimension one. Thanks to (1.14) we deduce that the unique self-adjoint extension that has no logarithmic decay at the origin is the distinguished one described in Proposition 1.8. 
i.e. ψ a is an eigenfunction for the Dirac-Coulomb operator of eigenvalue a. Remembering that
it is easy to show that, for ν ∈ ( √ 3/2, 1), ψ a ∈ D(T (0, 0, 0, 0)) where ⊕ t
thanks to the explicit characterization of these domains given by Theorem 1.2. Finally, this implies that these extensions are the ones considered in [6, Section 1.5] in the case V(x) = ν/|x|, for ν ∈ (0, 1]. This incongruence can be observed using a different approach: in the sub-critical case, we find a spectral condition that characterizes the distinguished self-adjoint extension and we realize that it is not possible to extend continuously this condition to the critical case. Indeed, let 0 < γ < 1/2 and assume that t(θ) m j ,k j θ∈[0,π) is the one-parameter family of self-adjoint extension defined in Theorem 1.2. Let us find eigenvalues for t(θ) m j ,k j . The L 2 -solutions of the following equation for a ∈ (−m, m): 25) where K is the second-order modified Bessel function and A = 0. By [19, Equation 10 .30.2], we get that as r → 0
We realize that, for any a ∈ (−m, m) there exists only one θ ∈ [0, π) such that (f + , f − ) defined in (1.25) belongs to D t(θ) m j ,k k . Such θ is uniquely determined by the condition
Thus, the distinguished self-adjoint extension t(0) m j ,k j does not have any eigenvalue a ∈ (−m, m), but it is characterized by the fact that if k j + λ > 0, it has m as a resonance and if k j + λ < 0, it has −m as a resonance. This spectral relation depends on the sign of k j + λ and so it does not have any continuous prolongation to the critical case where k j + λ = 0.
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Trace theorems and Hardy-type inequalities
This section is devoted to Trace theorems and Hardy-type inequalities. These are very useful tools that we will use to prove Theorem 1.1, 1.2, and Theorem 1.3. For sake of clarity we prove the following well-known result:
Proof. For any t ∈ [a, b] we set
Thanks to the integrability of f ′ we get that g ∈ AC[a, b] and so g is differentiable almost everywhere on [a, b]. Then for almost every t ∈ [a, b]
where in the last equality we used Lebesgue differentiation Theorem. Thanks to (2.2) there exists c ∈ C such that f = g + c in the sense of distributions, that gives f ∈ AC[a, b] and (2.1).
Let us give some trace properties.
Proposition 2.2. Let f be a distribution on (0, +∞). Let us assume that there exist a ∈ R such that
Then f ∈ AC[ǫ, M ] for any 0 < ǫ < M < +∞ and the following hold:
Remark 2.3. The function r ∈ (0, +∞) → r a is C ∞ (0, +∞), then the distribution f ′ r a is well defined. Equation (2.3) has to be understood in the sense of distributions, i.e. we will assume that there exists C > 0 such that for any test function ϕ ∈ C ∞ c (0, +∞)
Thanks to (2.7) and the density of C ∞ c in L 2 we get that there exists a unique linear and bounded functional T : L 2 → C that extends the linear functional f ′ r a . By Riesz theorem, there exists a unique g ∈ L 2 such that T = ·, g L 2 . In particular, for any test function ϕ we get that f ′ r a , ϕ = gϕ, that is f ′ r a = g, which gives f ′ = gr −a ∈ L 1 loc (0, ∞) and (2.3).
Proof. Let 0 < ǫ < M < +∞. From (2.3) we get that f ′ is integrable on (ǫ, M ). Then (2.1) holds and so f ∈ AC[ǫ, M ].
(i) Let us assume a < 1 2 . By the Hölder inequality, we get that 
Thanks to (2.3) and by the absolute continuity of Lebesgue integral, (2.4) is proved.
(ii) We assume now that a > 1 2 . By the Hölder inequality, we get that (2.9)
that is f ′ ∈ L 1 (1, +∞). We will assume that f is real-valued: for a complex-valued f the same reasoning can be repeated for its real part and its imaginary part. Let us fix s ∈ [1, +∞). Since a > 1 2 , thanks to (2.1) and reasoning as in (2.9) for any t ∈ (1, +∞) we get (2.10)
Thanks to the triangular inequality we can conclude that f is bounded on [1, +∞). We set
Thanks to (2.10) we get that
Since a > 1 2 , if s → +∞ in the previous expression, we get that f + (+∞) = f − (+∞) =: f (+∞). Finally (2.10) yields (2.5) too.
(iii) In the last case a = In the following Proposition we gather some weighted Hardy-type inequalities. Such results are very well known, but since we are focusing on the values of the function on the boundaries of the integration domain, we give the proof for the sake of clarity. We refer to [16] and [17] for details and references.
Proposition 2.4. Let f be a distribution on (0, +∞) as in Proposition 2.2. Then the following hold:
Remark 2.5. The inequalities (2.11), (2.12) and (2.13) are sharp (in the sense that the constants on the left hand side cannot be improved) but they do not admit no-trivial extremizers. In fact, for a = 1/2 we set f a (r) := r 1 2 −a . Then (2.14) lim
Nevertheless f a does not verify (2.3), because |f ′ a (r)| 2 r a = 1 r that is integrable neither close to 0 nor to +∞. This is the reason why we used the limiting formulation in (2.14). If a = 1/2 the same argument can be repeated for f 1/2 (r) := log 
We integrate by parts the last term at right hand side: since a < 1 2 , we can estimate from above neglecting the value on the boundary M , and we get that
Thanks to (2.15) and (2.16), we get
Passing to the limit for M → +∞ and ǫ → 0, thanks to (2.4), (2.11) is proved.
(ii) We assume now that a > 1 2 . Let 0 < ǫ < M . With an explicit computation:
We integrate by parts the last term at right hand side: since a > 1 2 , we can estimate from above neglecting the value on the boundary ǫ, and we get that
Thanks to (2.17) and (2.18), we get
Passing to the limit for ǫ → 0 and M → ∞, thanks to (2.5) we get that (2.12) is proved.
(iii) Let us finally consider the case a = 1 2 . Let R > 0 and take 0 < ǫ < 1 < M , such that R ∈ [ǫ, M ]. With explicit computations:
We integrate by parts and notice that the boundary contributions are negative, since M > 1 and ǫ < 1. Consequently we get
Passing to the limit for ǫ → 0 and M → ∞, (2.13) is proved.
3. Proof of Theorems 1.1, 1.2, 1.3
We fix j ∈ {1/2, 3/2, . . .}, m j ∈ {−j, . . . , j} and k j ∈ {j + 1/2, −j − 1/2}. In this section we will simplify the notations and denote
We remind thath is symmetric and its adjoint on L 2 (0, +∞) 2 is h * . In the following Proposition we give some details on the domain D(h * ).
Proposition 3.1. Set δ := (λ + k) 2 + µ 2 − ν 2 and γ := |δ|. Then the following hold:
, let D ∈ R 2×2 be the invertible matrix
Moreover, for any (f + , f − ) ∈ D(h * ) we have
(iv) If δ = 0, then let M ∈ R 2×2 , M 2 = 0 defined as follows:
Moreover, for any ( f + , f − ) ∈ D(h * ) we have we have
Moreover, for any (
Proof. We start noticing that for a general (f + , f − ) ∈ D(h * ), using the matrix representation of h * defined in (1.10), we can deduce that
We consider the matrices
In the case δ > 0 at least one matrix in (3.11) is invertible: let M be the first matrix if this is invertible and the second otherwise. In the case δ = 0 we can choose M to be the first or the second one (in fact they are unitarily equivalent): we choose the first one. Finally, in the case δ < 0 we can choose M to be the first or the second one (in fact they are both invertible and unitarily equivalent): we choose the first one. Setting
we get with an easy computation
Moreover it is easy to observe that, for all a ∈ C and f regular enough we have (3.14)
Combining (3.9), (3.13) and (3.14) we have
We assume now δ ≥ 0, that is √ δ = γ. In this case M is a real matrix.
From (3.15) we deduce that
We can immediately get informations on the function ϕ − . Indeed,
2 we get that ϕ − ∈ C[0, +∞) and there exists a constant A − ∈ C, depending on ϕ − , such that
Moreover, thanks to (2.11), we get
In order to get informations on the function ϕ + , we need to distinguish various cases, depending on the size of γ.
observing that under our assumptions ϕ + (+∞) = 0. Thanks to (2.12) and from (3.16) we have that (3.19)
Moreover, since ϕ − ∈ L 2 (0, +∞) behaves like A − r −γ next to the origin (i.e. (3.18) holds), we have that
Since γ > 1/2, necessarily this implies A − = 0 in (3.18). Combining (3.16), (3.18) (for A − = 0) and (3.19) we can conclude, thanks to the invertibility of M ,
Thanks to (1.7), we get D(h 0 ) ⊂ D(h * ). From (3.21) and the by the definition of D(h * ) (see (1.10)) we get that ∂ r ± k r f ± ∈ L 2 (0, +∞) and so D(h * ) = D(h 0 ).
Case γ = 1/2. Reasoning as in the previous step, we get that (3.18) holds for A − = 0. Thanks to (iii) of Proposition 2.2 we have that ϕ + ∈ C(0, +∞) and by (2.13)
for R > 0 a finite constant, that implies that
We can conclude (3.2) thanks to (3.17) (with A − = 0) and (3.22) , remarking the property of the inferior limit:
when lim x→x 0 g(x) exists.
2 we have that ϕ + ∈ C[0, +∞) and there exists a constant A + ∈ C, depending on ϕ + , such that
and moreover, by (2.11), we get (3.24)
We set D := M −1 . Thanks to (3.12) 
Thanks to (3.12), (3.17) , (3.23) observing that the first four terms at right hand side are infinitesimal for r → 0, we can conclude (3.4).
Case γ = 0. We recall that, in this case, the two possibilities we give for the matrix M in (3.11) are unitarily equivalent. For this reason we will always choose the first one, that is
We remind that (3.9) now reads
Moreover, choosing a = 0 in (i) of Proposition 2.2 we get from (3.16) that (ϕ + , ϕ − ) ∈ C[0, +∞) 2 and there exists (B + , B − ) ∈ C 2 , such that
Moreover by (2.11), we get
In particular, this shows that
Thanks to (3.26) and (3.27) we get that
Applying again (i) of Proposition 2.2 with a = 0 we get that f ± − B ± log r ∈ C[0, +∞) and there exist constants A ± ∈ C, such that
moreover, by (2.11), we get
Since M 2 = 0, from (3.12) and (3.27) we get
that implies M (B + B − ) t = 0. As a consequence, from (3.29) we get that
Such a condition and (3.27) gives that
that lets us conclude (3.5) thanks to (3.28) .
In order to exploit the linearity of the determinant in the columns, in the following we commit abuse of notation, denoting We have that
Since M 2 = 0 we get det(I 2 + M log r) = 1. Thanks to the first equation in (3.5), the first three terms at right hand side tend to 0 as r → 0, and we can conclude (3.6).
3.0.1. Case δ < 0. We √ δ = iγ. In this case M is an invertible complex matrix with inverse D := M −1 given by (1.17) . Denoting with D the complex conjugate matrix of D we have
Since |r ±iγ | = 1, from (3.15) we deduce
Choosing a = 0 in (i) of Proposition 2.2 we get that r ∓iγ ϕ ± ∈ C[0, +∞) and there exist two constants A ± ∈ C, depending on ϕ ± , such that
We deduce (3.7) from (3.12), (3.33), (3.34) . Finally, with the abuse of notations in (3.31), from (3.32) we get
We prove immediately (3.8) from (3.35), reasoning as in the proof of (3.25).
We can now finally prove Theorems 1.1, 1.2, 1.3.
Proof of Theorem 1.1. (i) Thanks to (i) in Proposition 3.1, we already know that
This gives immediately that h * is symmetric, that is h is essentially self-adjoint on C ∞ c (0, +∞) 2 .
(ii) We show that h * is symmetric on D(h * ), that implies the essential self-adjointness of h.
for any (ǫ n ) n , ǫ n → 0. The limit in (3.36) exists for every choice of the sequence (ǫ n ) n , ǫ n → 0,
Moreover, taking the sequence associated to the inferior limit, it vanishes thanks to (3.2). Finally, it is easy to show that
For the proof of Theorem 1.2 we will need the following Lemma. 
Proof. It is easy to prove that (i) is equivalent to (ii) and that (iii) implies (ii). Let us prove that (ii) implies (iii). Let V be as in (ii): V can not be the whole C 2 , so V is a proper subspace of C 2 , i.e. it has dimension zero or one. In the first case V = {(0, 0)}. Let us suppose now that V has dimension one, that is V = (A We can always suppose that p ≥ 0 (otherwise we replace (p, q) with (−p, −q)) and |p| 2 + |q| 2 = 1 (otherwise we replace (p, q) with (p 2 + q 2 ) −1/2 (p, q)). Then p = sin θ and q = cos θ for θ ∈ [0, π).
Proof of Theorem 1.2. (i)
Let t be a self adjoint extension of h, that is h ⊆ t = t * ⊆ h * . Thanks to (iii) in Proposition 3.1, we have that for all (f + , f − ) ∈ D(t) there exist constants A ± ∈ C such that
where D is the invertible real matrix defined in (1.13). Moreover, the map (f + , f − ) ∈ D(t) → (A + , A − ) ∈ C 2 is a homomorphism of linear spaces, thus its image is a linear subspace of C 2 : we will denote it V .
Since t ⊆ t * ⊆ h * , for all (f + , f − ) ∈ D(t) then necessarily, as in the proof of (ii) of Theorem 1.1,
The equations (3.37) and (3.4) imply that
Thanks to Lemma 3.2, V = V θ := (A + , A − ) ∈ C 2 : A + sin θ + A − cos θ = 0 for some θ ∈ [0, π) or V = {0}. This last case can not happen, since t can not have proper symmetric extensions, being self-adjoint. In conclusion, all the self-adjoint extensions of h are of the form t(θ) for θ ∈ [0, π), and (1.12) holds.
Conversely, we prove that for all θ ∈ [0, π) the operators t(θ) are self-adjoint. It is easy to check that they are symmetric and that they extend h.
and this happens if and only if (3.38)
In particular, we choose ( A + , A − ) = (0, 0) in order to guarantee a = 0: we have that
(ii) The proof of this case is analogous to the one of (i), for this reason we will omit some details. Let t be a self-adjoint extension of h. Then, thanks to (iv) of Proposition 3.1 we have that for all (
where M is the real matrix defined in (1.15). Let V be the linear subspace of C 2 defined as the image of the homomorphism (
Since t is symmetric, we get that for (f + , f − ) ∈ D(t):
and, thanks to (3.6), it happens if and only if
Applying Lemma 3.2 we deduce that
Conversely, let us prove that any t(θ) is self-adjoint. It is clearly symmetric and it extends h. Moreover, Let (f + , f − ) ∈ D (t(θ) * ): by the definition we get that for any ( f + , f − ) ∈ D (t(θ)) (3.39) t(θ)
Since t(θ) extends h, using the same notation of (iv) of Proposition 3.1, we can affirm that (3.39) holds if and only if
From this and thanks to the fact that ( A + , A − ) ∈ V θ we deduce that (A + , A − ) ∈ V θ , that is (f + , f − ) ∈ D (t(θ)).
For the proof of Theorem 1.3 we need the following Lemma. Proof. We prove that (i) implies (ii), since the other implication is obvious. Let V be as in (i): V can not be the whole C 2 , so V is a proper subspace of C 2 , i.e. it has dimension zero or one. In the first case V = {(0, 0)}. Let us suppose now that V has dimension one, that is V = (A Let us give some useful instruments before starting the proof of Proposition 1.7 and Proposition 1.8. Let a ∈ R \ {−1/2}. For any ϕ, χ ∈ C ∞ c (0, +∞) we set ϕ, χ Ja := +∞ 0 ∂ r (r a ϕ(r))∂ r (r a χ(r))r −2a dr.
Thanks to (2.11) and (2.12), ·, · Ja defines a scalar product on C ∞ c (0, +∞). Therefore, if || · || Ja is the norm induced by ·, · Ja , we get that J a := C ∞ c (0, +∞) ||·|| Ja is a Hilbert space.
Let ϕ ∈ C ∞ c (0, +∞). Integrating by parts we get: Let us prove that J ⊂J : let (u n ) n ⊂ C ∞ c (0, +∞) be a Cauchy-sequence in || · || J . Thanks to (2.11) we get that for any n, m ∈ N ||u m − u n || Moreover, u ′ n → u ′ in the sense of distribution. By the uniqueness of the limit we deduce that u ′ =ũ and so u ∈J .
To prove thatJ ⊂ J we will follow the approach of [6, Section 4] . Let u ∈J and firstly assume that its support is a compact subset of (0, +∞). Let (ϕ n ) n be a sequence of mollifier function and set u n := ϕ n * u. By construction (u n ) n ⊂ C ∞ c (0, +∞) and u n → u in J , that gives u ∈ J . Let us finally assume that the support of u is not compact. We set Finally, for any n ∈ N, we set η n (r) := η(nr), ζ n (r) := ζ r n and u n := (η n + ζ n ) u. For any n ∈ N, u n ∈ J because its support is compact by construction and u n ∈J . Indeed: u n ∈ AC[0, M ] for any M > 0 and un r ∈ L 2 because the support of u n is compact. Moreover u ′ n = (η n + ζ n )u ′ + (η n + ζ n ) ′ u ∈ L 2 because, on the right-hand side, both are L 2 function on compact subsets of (0, +∞). Regarding the first term we see that 
