Recent developments in laboratory techniques adopting highly precise local instrumentation have made possible the determination of all five independent elastic parameters necessary for describing the small-strain stiffness in cross-anisotropic soils. However, the techniques and the derivation procedures are not necessarily straightforward, and different processes sometimes lead to apparently inconsistent sets of parameters, revealing their complex and sensitive nature. This paper firstly reports a new fully-instrumented triaxial system that was optimised to test Japanese standard-sized (∅70-75 mm) clay samples. The testing techniques and procedures to obtain the five cross-anisotropic elastic parameters, defined in this paper for recoverable strain smaller than 0.001%, are reviewed. Some updates, including notes on how to deal with creep in soft clays and the optimisation of drained probe rates, are described. A simplified procedure is proposed for completing the parameter determination, without actually measuring the radial displacement, by inverting the relationship between the undrained Young's modulus and the drained elastic parameters in saturated soils. The validity of this approach is demonstrated by comparing the parameters of sedimentary clays obtained with and without radial measurements. By eliminating the need for complex radial instrumentation, this approach will make the quantification of stiffness anisotropy more accessible in less-equipped laboratories.
Introduction
Sedimentary soils, having been deposited slowly under gravity, normally possess a cross-anisotropic nature, characterised by a vertical axis of symmetry in their mechanical properties. Although subsequent geological processes, such as diagenesis and tectonics, may disturb the symmetry, some studies have demonstrated that initial cross-anisotropic structures are dominant in stiffness of overconsolidated clays and fairly robust against straining, while subjecting the clays to normal consolidation or large-scale shear may eventually alter the anisotropy (e.g., Jovičić and Coop, 1998; Kawaguchi et al., 2008; Cho et al., 2011) . It is now clear from studies in the 80s and 90s that soil behaviour at small strains is broadly linear elastic and time-independent (e.g., Tatsuoka and Shibuya, 1991; Jardine, 1992; Tatsuoka et al., 1997) . Although the exact strain 'threshold' value, below which soils behave truly elastically, is still being debated, elasticity is at least considered to be a close approximation for the behaviour at strains smaller than 0.001% for uncemented soils (Tatsuoka and Shibuya, 1991; Jardine, 1992) . The engineering significance of the stiffness anisotropy is often invoked in predicting ground deformation induced by tunnel excavations (Lee and Rowe, 1989; Simpson et al., 1996; Addenbrooke et al., 1997; Wongsaroj et al., 2007) , but relevant to any two-or three-dimensional problems.
To account for stiffness anisotropy, Graham and Houlsby (1983) introduced a 'three-modulus' cross-anisotropy model, although their original focus was on much larger strains than discussed above. Lings et al. (2000) and Lings (2001) presented a comprehensive review of the cross-anisotropy formulations in soil mechanics and proposed an experimental method combining a set of static small-strain probe loadings and shear wave velocity measurements in a triaxial cell to determine all five independent elastic parameters in the 'full' cross-anisotropy formulation. The same technique was adopted around the same time by Kuwano et al. (2000) and Kuwano and Jardine (2002) for sand, later by Gasparre et al. (2007) for London Clay, and Brosse et al. (2011) and Hosseini Kamal (2012) for several types of mudrock.
A different approach using a calibration chamber fitted with geophysical probes to measure P and S waves was taken by Bellotti et al. (1996) to test dry sand. This method, employing a dynamic method in compressibility measurements, is applicable only to coarse-grained dry soils, in which the compressive behaviour may be insensitive to the drainage conditions of pore fluids.
Another approach is to use a hollow cylinder apparatus (HCA) with independent control of the inner and outer cell pressures (e.g., Minh et al., 2011) . By virtue of the ability to control four stress components independently, it allows the determination of the elastic parameters without assuming compatibility between the static and dynamic measurements. This method was adopted by Zdravković (1996) for silt, HongNam and Koseki (2005) and Blanc et al. (2011) for sands, and Minh (2006) and Minh et al. (2011) for London Clay.
The most limiting disadvantage in using an HCA in practice, in addition to its very complex operation and costly instrumentation, is its required specimen size. The above studies on London Clay used specimens 100 mm in outer diameter; those reported in the other studies were 200 mm or greater. The standard pushed tube samplers or rotary core samplers in Japan retrieve samples with diameters of 70-75 mm, and testing them in a fully-instrumented HCA is difficult with the current instrumentation technologies. For this reason, the present study adopts the static-dynamic hybrid triaxial apparatus and optimises the system for specimens 70-75 mm in diameter. According to the author's personal experience, one of the difficulties of this approach is the reliable measurement of radial displacements. This paper firstly reports the carefully designed apparatus and the techniques applied to obtain parameter datasets of the best quality. Using the results as reference, the latter part of the paper assesses the validity of the newly proposed procedures that go way around the problem of radial measurements by conducting undrained probe loading in addition to drained probe loading and then by indirectly deriving all the elastic parameters. The validity of the approach will be further assessed against tests on a horizontally cut specimen, with which the horizontal Young's modulus is more directly measurable.
Brief review of elastic modulus derivation from triaxial tests
The theory of cross-anisotropy has been formalised by Love (1927) , Pickering (1970) , and Raymond (1970) , among others, and a thorough review was provided by Lings et al. (2000) and Lings (2001) . The cross-anisotropically elastic constitutive equation is where the prime indicates that the parameters are obtained under drained conditions, and hence, defined in terms of the effective stress. Among the eight parameters shown, five of them are independent after considering the following three relationships:
There are theoretical bounds to the values which these parameters can take (Raymond, 1970; Pickering, 1970; Lings, 2001 ), but they are not discussed here in detail, as they are seldom violated.
Conventional procedures with full instrumentation
The subscripts in Eq. (1) are redefined to consider triaxial tests, with z replaced by v (vertical ¼ axial) and x and y replaced by h (horizontal¼ radial). By conducting an 'axial probe loading', in which s 0 v is changed by a small amount (4), thus completing the determination of all the parameters. It is also known that the same coupling of a radial probe and G hh measurement, with the further addition of Eq. (3), yields ν 0 vh again, via a route completely independent of the axial probe described above.
Simplified procedures without radial instrumentation
In saturated soils, the undrained conditions are practically equivalent to a constant-volume condition, namely,
By using the drained elastic parameters (Lings, 2001) . This relationship can be transformed in terms of E 0 h with the aid of the earlier equations as
Compliance a is measured only with axial strain measurements. With E 0 v and G hh , determined with axial strain measurements and V hh measurements only, the determination of E u v with axial strain measurements in an undrained axial probe completes the quantification of the five parameters without the necessity for the radial strain measurements. These procedures have two advantages. The first is, obviously, that an instrumentation system without radial strain measurements can be cheaper, simpler, and easier to operate. The second is that the axial strain measurements generally have better resolutions and higher accuracy than radial strain measurements when a standard-shaped, cylindrical specimen is tested. The approach described above can exploit the axial instrumentation's accuracy at the cost of conducting an additional undrained probe loading, which is not a time-consuming process. The approaches described in this section are graphically summarised in Fig. 1 .
Triaxial apparatus and material tested

Loading systems
The current study adopted a stepping-motor-driven triaxial apparatus, described by Shibuya and Mitachi (1997) , as the base machine. The PC-controlled motor has a large gear reduction ratio, allowing control of the ram movement by a resolution of 10 À 5 mm. It can test specimens of a few different sizes by exchanging some components, but this paper reports only tests performed on specimens nominally with a diameter of 75 mm and a height of 100-110 mm. These dimensions are derived from a common practice in Japan to store samples by cutting them to a length of 100 mm after retrieval in the field. Without radial trimming, the height-to-diameter ratio is smaller than 1.5-2.0, generally recommended to eliminate the undesirable end effects. It 
Measuring systems
The local instrumentation system combines a pair of miniature LVDTs for axial displacements (Cuccovillo and Coop, 1997; Gasparre et al., 2007) and three electro-magnetic gap sensors for radial displacements. The arrangements of the instrumentation and the performance, in terms of resolution and accuracy, are shown in Fig. 2 and Table 1 , respectively. The quoted accuracy is obtained after applying analogue low-pass filtering and amplification, 16-bit A/D conversion, and digital arithmetic averaging of 500 pieces of data sampled at 1 kHz.
Measuring local axial displacements is an established routine in advanced soil laboratories, and can be undertaken successfully with a variety of different devices deployed in similar, vertical pair arrangements (electrolevel inclinometers: Jardine et al., 1984; Hall-effect gauges: Clayton and Katrush, 1986 ; "LDT" strain-gauge strips: Goto et al., 1991; LVDTs: Goto et al., 1991 and Takehara et al., 2009 ). However, the performance of radial strain measurements has frequently met with difficulties. These difficulties are not always clear in the literature, but have been experienced by operators and are implied by the fact that the radial instrumentation has not reached as universal an arrangement as the axial instrumentation. A variety of arrangements are in use today, with different degrees of success. For example, a radial belt (e.g., Gasparre et al., 2007; Cho et al., 2011) has the advantage of measuring changes in diameter, thereby having finer resolution than methods that measure changes in radius. For smallerdiameter specimens with larger curvatures, however, its mechanism involving changes in non-linear geometry has been reported to function unsatisfactorily, apparently due to friction between the armature and the LVDT inner surface (Hosseini Kamal, 2012) .
The present study's instrumentation adopts a non-contact method, and thus, avoids the above problem. However, it is subject to errors arising from the overall distortion of the apparatus due to cell pressure changes and temperature fluctuations. While the employed apparatus was sufficiently rigid so as to remain unaffected by the small changes in pressure during the probe loadings, the temperature effect was palpable, as demonstrated in Fig. 3 . In the author's laboratory, the heating system activated in winter has more precise control, due to a fine thermostat setting, than the cooling system activated in summer. As a consequence, the apparent radial displacements in phase with the temperature were registered during the summer by the Fig. 2 . Instrumentation system in triaxial apparatus adopted in the present study. gap sensors even for a dummy steel specimen under constant pressure. The problem was not encountered during the winter, when temperature changes are kept within 70.2 1C. Gasparre and Coop (2006) suggested using simple insulation around the cell to buffer the fluctuation in temperature, but this countermeasure proved to be unnecessary in winter and ineffective in summer in the author's laboratory. Calibrating the apparent measurement fluctuations against temperature alleviates the error, but not to the level desired in this study.
A strategy to be adopted in view of the above problem shall then be as follows. During the winter, the determination of the small-strain elastic modulus is undertaken by both approaches described earlier, with and without radial measurements. After thus assessing the validity of the latter approach, as will be discussed in a later section, it shall be adopted during the summertime (from July to September).
Bender elements
Two pairs of bender elements (BE) were deployed, with one pair protruding from the pedestal and the loading platen, for measuring V vh , and the other inserted into the specimen's side through a latex membrane, for measuring V hh (see Fig. 2 ). The embedment was 6 mm for both transmitters and receivers, and the used frequency ranged from 4 to 18 kHz, ensuring that the wave length was shorter than 1/2 of the travel length to avoid the nearfield effect (Arroyo et al., 2003) . An alternative method would be to measure V hv in lieu of or in addition to V vh in the same arrangement as for V hh (i.e., horizontal mounting; see Pennington et al., 1997) . A good agreement between them has been reported by Jovičić and Coop (1998) and, without obvious horizontal layering in the tested samples, the present study also confirmed that the difference between G hv and G vh was within 10% without obvious bias under unconfined conditions, as will be discussed in the next subsection. The results shown later (Fig. 4 and Table 3 ) confirmed that ratios G hh /G vh measured under unconfined benchtop states were broadly the same as the G hh /G vh measured at isotropic stresses in the triaxial cells. A possible explanation for the moderate difference of around 0.3 between the two differently measured ratios, observed in the Ma13 and Izumi samples, may be due to the end-platen effects. There has been a report of underestimating G vh under confined states due to the rigid end effects (Pennington, 1999) ; however, it was not a consistent trend Fig. 4 . Shear moduli anisotropy measured by bender elements at unconfined states (some data points missing due to specimen surface disturbances). to have smaller G hh /G vh ratios under confined states in the present tests. Further efforts will be necessary to resolve this imperfect matching of G vh and G hh under different conditions. Noting the above problem and other uncertainty involved in the BE probing, some of the specimens tested in the triaxial apparatus were transferred to locally-instrumented hollow cylinder apparatus (HCA) for further testing to link the BE measurements to the statically measured G vh . The G vh value statically obtained in the HCA was used as a guide to interpret the arrival of the signal in the BE tests, as will be discussed later. By anchoring the BE test interpretation to a static measurement in this way, the uncertainty involved in the G vh derivation, and the G hh derivation to some extent, was reduced.
Materials tested
This paper shows some of the results obtained for different clay samples from Osaka Clay strata. The main physical properties are shown in Table 2 . Ma13 and Ma12 are Holocene and Pleistocene marine deposits, respectively, both normally consolidated in a geological sense. They were retrieved from the offshore Kansai International Airport site by pushed thinwall samplers. The samples from Izumi are older Pleistocene clay of lacustrine origin, stratigraphically located beneath Ma2 (the number indicates the age in descending order), retrieved from an onshore excavation by block sampling. The sampling depth was 2 m, and the clay is estimated to have experienced a maximum burial of more than 90 m in the past, making it heavily over-consolidated and slightly fissured. The Ma12 samples were also reconstituted one-dimensionally, at the vertical effective stress of 400 kPa, and tested. More complete descriptions of the samples and all the test results will be published elsewhere when the ongoing test series has been completed. For this paper's purpose, it suffices to state that these three natural samples and one reconstituted sample cover soft to stiff, and low to high OCR conditions.
The central premise of the present research is that the soils tested are cross-anisotropic in stiffness. Strictly confirming this would require a 6-DOF loading device. With such a device unavailable in practice, only the necessary, but not sufficient, conditions for cross-anisotropy can be explored. Such conditions include that the shear moduli, G vh , G hh , and G hv , are all independent of how a horizontal direction is defined within the horizontal plane. As illustrated in the inset of Fig. 4 , the moduli were measured at an unconfined state using bender elements, polarising or propagating shear waves in different directions. Fig. 4 indicates the occasional direction of small anomaly, but the axi-symmetry holds broadly. It was also confirmed that G vh E G hv . Another way of exploring crossanisotropy is to check the normal strains developing in two orthogonal horizontal directions against vertical loading. However, this observation was not possible in the adopted setup with only three gap sensors for which the slight irregular deformation masks the individual readings of the sensors, making only the averaged value meaningful.
Experimental schemes
The general characteristics of clays, namely, low permeability and pronounced visco-plasticity, must be fully taken into account in order to devise the appropriate schemes to implement the small-strain probes and to interpret the measurements. In particular, background creep rates during probe loadings, the rate of probe loadings, and the balance between them are of great significance. Rational and realistic schemes to observe the elastic behaviour are discussed below.
Background creep rates and necessary measures
In a standard interpretation of soil behaviour, based on elastoplasticity, the creep phenomenon is attributed to plasticity and superimposed on underlying elasticity. The creep observed after a significant stress excursion from a stationary state around which the elastic domain evolves (e.g., Jardine, 1992) therefore masks the elastic behaviour. Without allowing for this background creep, a modulus would exhibit apparent dependency on the stressincrement directions (e.g., Atkinson et al., 1990; Clayton and Heymann, 2001; Lings et al., 2000; Santagata, 2008) , which the purely elastic component, by definition, should not possess. Jardine (1992) proposed a criterion for initiating shear loading, by which the creep strain rate should be less than 1/100 of the probe loading rate. Thus, the error in estimated elastic modulus is less than 1%. For the drained probe rate of, say, 0.001%/h, as quoted later, however, the corresponding convergence of creep to 10 À 5 %/h is an unrealistically stringent condition, requiring months of rest. Three countermeasures are conceivable: (i) by performing cyclic probe loading and applying regression to the obtained (unclosed) stress-strain loop, the effect of one-way creep is mathematically cancelled to some degree; (ii) by waiting until the creep rate can be accurately approximated as constant, a correction is made for the creep to obtain the underlying purely elastic stress-strain relationships; and (iii) by passing a target stress point by a small amount (e.g., 10% of the path) during a stress excursion and then following the path back to reach a target stress point, the creep tendencies are cancelled out in two opposite directions. The three countermeasures are illustrated in Fig. 5 .
In this study, the creep during probe loadings was allowed until its rates dwindled down to less than 0.0002%/h. Approach (iii) was necessary with soft specimens Ma13 and Ma12R, but the rest of the samples, being firm to stiff, reached this rate within a week after the one-way stress excursions were completed. With this background creep rate, approaches (i) and (ii) did not result in significantly different values for the derived moduli, and approach (ii) was eventually adopted. In some of the stiffest samples, such as the Izumi sample in this paper, a creep rate of practically zero was observed, as was noted by Gasparre and Coop (2006) .
Optimum loading rates
One of the difficulties involved in conducting drained tests on clay is to maintain a high degree of consolidation during loading (greater than 95%, for example) across the specimen.
This requirement leads to adopting slower strain rates, although such rates have the disadvantages of possible sensor drifts and the background creep masking the elastic behaviour. In exploring allowable rates, some researchers employed a mid-height pore water pressure sensor (e.g., Hight, 1982; Gasparre and Coop, 2006; Brosse et al., 2011) to measure the pore water pressure on the lateral side of the specimen and to confirm that it was not too much lagging behind the value registered at the base. However, the mid-height sensor is less useful when filter paper strips are attached to the lateral side. This study explored an allowable rate of loading by a different method, namely, by changing the loading rate and observing the dependence of the measured parameters on the rate.
The 'apparent' drained moduli measured in the axial and radial probes, conducted with different locally measured strain rates, are shown in Fig. 6 . They are apparent values, because they are computed by assuming δs ¼ δs' despite the fact that the faster rates obviously do not permit full drainage. Moreover, undrained vertical Young's moduli, obtained from undrained axial probes (i.e., with the drainage valve closed), are shown with two different strain rates. The undrained vertical Young's modulus, E v u , indicated apparent dependency on the strain rate. It is likely, however, that this behaviour is derived from the system compliance, as Skempton's B value was slightly less than 1.0, at around 0.95, in the present test. The full reaction time of the pore water pressure transducer was also significant, at a few minutes. With this inevitable compliance, a slower loading would lead to more accurate measurements of the excess pore water pressure at the expense of the representative undrained modulus, while the effects would be opposite under a faster loading. Therefore, the present study, focusing on the modulus rather than the excess pore water pressure measurement, adopted the faster rate (the globally measured rate of 0.02%/h, or 20 times the rate for the drained probes, with the valve closed) for undrained probes. It is indeed the undrained Young's modulus values measured at this rate that exhibited excellent compatibility with those theoretically derived from drained modulus values, as will be discussed later.
It is estimated by the extrapolation in Fig. 6 that the moduli measured under strain rates smaller than 0.001%/h were little affected by the rate, indicating convergence to the fully drained moduli. This is also confirmed by the stress-strain relationships shown in Fig. 7 , in which a loop develops for faster loadings due to delayed deformation, while the slower rates resulted in linear elastic behaviour. The convergence to single values at smaller strains suggests that the observed ratedependency is due more to delayed drainage than to the intrinsic viscosity of the soil skeleton.
Adopted probing procedures
Taking account of the above issues, the eventually established procedures for a probe set involved (i) six cycles of drained axial probe loadings at the global rate of _ ε v ¼ 0.001%/h, (ii) six cycles of drained radial probe loadings at _ s 0 h ¼ 0.2-1.0 kPa/h (corresponding to the local rate of _ ε h % 0.001%/h, (iii) six cycles of undrained axial probe loadings at the global rate of _ ε v ¼ 0.02%/h (72 min in total), and (iv) bender element probes. With the specified rates and amplitudes, each set of six drained cycles takes 24 h. This daily routine would allow noting any potential diurnal noises and drifts in the measurements, which the present study did not detect throughout most of the research period. The correction for background creep, if necessary, was applied as described earlier. Although casual electric noises occasionally disturbed the data in one of the six cycles, multiple cycles ensured sufficient redundancy.
Interpretation of shear wave arrival
The interpretation of shear wave arrivals in the bender element (BE) readings is still an unresolved problem, although new insights have been reported in recent years (Yamashita et al., 2008). The present study, in addition to heeding theoretical and experimental findings in the literature, attempted to ensure consistency between the statically measured shear moduli and the BE-based moduli through a direct comparison. Some of the samples tested in the triaxial apparatus were re-tested in a hollow cylinder apparatus (HCA), which was capable of measuring local torsional shear strain smaller than 0.001%, enabling the calculation of static G vh values. An example is shown in Fig. 8 , in which a comparison is made between the static G vh values and the BEbased G vh values deduced from different time-domain interpretations of the arrival time. The soil tested in this example was an Izumi clay sample and the isotropic effective stress applied was well below the yield stress (see Table 2 ). The interpretation schemes are illustrated in Fig. 9 ; depending on which point in the output signal is considered as the arrival time, the "trough" and the "zero-up-cross" interpretations are defined. By considering the time between the input and the output crests, the "peak-to-peak" interpretation is defined.
Higher frequencies generally led to faster arrivals. However, the difference seemed to converge at very high frequencies and this arrival time was regarded as the "stiffer bound", while that at the lowest frequency (i.e., satisfying the aforementioned criterion of wave length) was regarded as the "softer bound". From Fig. 8 , adopting the "zero-up-cross" or the "peak-to-peak", the difference in the G vh values between the static and the BE measurements is less than 10%. This difference may not be entirely due to the testing methods; the modulus decreases slightly for a given stress after unloading from the maximum stress. Comparing G vh from BE at Sequences I and IV, it is seen that some of the 10% difference is probably explained by slight soil destructuration as the stress changes below the yield stress, although no significant change in the void ratio was observed throughout the two tests. The dynamic and static methods should then be more consistent than they appear to be in Fig. 8 . In conclusion, the present study adopts the zero-up-cross method, and the potential overestimation of the static G vh is 10% at largest, and probably smaller than this. Although the same direct dynamic-static comparison cannot be conducted in the hh-direction, it is assumed that the same accuracy holds for G hh , seeing that the received signals are similar to those in the vh-direction.
Precision of measurements and consistency between moduli
Examples of the stress-strain and strain-strain relationships from axial and radial probes are shown in Fig. 10 , while the parameters derived from these are summarised in Table 3 . Although the much enlarged axis scales of the figures and the long duration of the probes may make the stress-strain lines appear thick, the 'primary' stiffness parameters, or those that can be derived directly from a single stress-strain relationship, such as E 0 v , F 0 h , and E u v , are well defined, typically with the coefficient of variation of 3%. Corrected for the one-way background creeps in soft samples (Ma13 and Ma12R), the behaviour is virtually linear elastic, with locally measured axial and radial strain amplitudes within 0.001%.
For bender element measurements, averaging was conducted on the oscilloscope during the operation by stacking the received signals against more than 50 discrete pulses to reduce the noise-to-signal ratio. Thus, the G vh and G hh values reported in this paper reflect the averages of a sufficiently large number of data samples. The anisotropy, evaluated in terms of G hh /G vh and E literature. The values reported for high-OCR stiff London Clay (Gasparre et al., 2007) are around 2 or larger, and the values obtained here are in the slightly smaller range. A more detailed discussion on the clays' physical features and their anisotropy will be made once more test data have become available.
In deriving the rest of the parameters, arithmetic procedures matter if the scatters of the 'primary' moduli (E 0 v , F 0 h , G vh , and G hh ) are large; that is, the remaining moduli's values are different if the primary moduli's averages are taken first from the six cycles and fed into the derivation flows, or if the derivation is performed first for each cycle and then the average is taken. With this study's accuracy, however, both approaches led to insignificant differences, and the latter approach was adopted in producing Table 3 .
Among all the parameters, the greatest uncertainty is suffered when determining Poisson's ratios, with the past studies sometimes failing to satisfy the inter-ratio relationships, such as Eq. (3) (e.g., Gasparre et al., 2007 ). Poisson's ratios measured for the Osaka Clays were all very small, typically less than 0.1. This finding for the Osaka Clay samples is similar to that for the Gault Clay reported by Lings et al. (2000) , the London Clay by Gasparre et al. (2007) , and shale by Wong et al. (2008) . As discussed earlier, there are two independent ways to derive ν 0 vh , as indicated by Flows 1 and 2 in Fig. 1 . The values from Flow 1, which is a more direct method giving ν 0 vh as the primary product, tend to be slightly larger, by 0.03-0.12, than those from Flow 2. With these modest differences and the much larger scatters of the former values (standard deviations up to 0.07), however, it cannot be definitely concluded that one is more representative of the true values than the other. For materials with such small Poisson's ratios, the strains in the passive directions during small-strain probes are even smaller by another order, and the overall uncertainty of 0.1 had to be accepted. The values from Flow 2 exhibited much smaller scatters because they are calculated from axial strains, which were measured with the more stable LVDTs over a larger gauge length (70 mm as opposed to the radius of 37.5 mm used as the gap sensor gauge length; see Fig. 2 ). The present study therefore favours Flow 2 over Flow 1.
The fact that the ν 0 hh values were always measured as negative may seem unnatural, if not physically inadmissible. Noting the earlier finding that the G hh values might be overestimated up to 10% by the bender elements, adopting 10% smaller G hh values still leaves ν 0 hh as a negative value. In the Izumi sample, for example, bringing ν 0 hh to a positive value requires that the G hh values be smaller by 35% or more, which is not justifiable by any BE interpretation. Such an attempt also puts the calculated E 0 h value in stark incompatibility with that measured directly in a horizontally cut specimen (see the next section). In conclusion, slightly negative ν 0 hh values cannot be due to obvious instrument errors. They may either reflect the clays' true nature or result from the fact that their potentially imperfect cross-anisotropy is not sufficiently captured in the present modelling.
The undrained Poisson's ratio, ν u vh , measured as À δε h =δε v during an undrained axial probe, is ideally 0.50. The actually measured values, shown in Table 3 , confirm that this is satisfied broadly, indicating that the barrel-shaped non-uniform deformation arising from the relatively small height-todiameter ratio of 1.33 in this study was effectively prevented by the careful end lubrication.
Validation of modulus derivation without radial measurements
With confidence obtained in the precision of determining all the elastic parameters with full instrumentation, these measurements were used to assess the proposed method for deriving the parameters without radial displacement measurements by conducting an undrained axial probe. Fig. 11 compares the E u v values directly measured in the undrained probes with those derived from the drained parameters based on Eq. (5). Note that a set of parameters was obtained at 3-5 different stress states for each sample; the corresponding numbers of data points are shown in this figure. The stress states were all within the over-consolidated domain, with K ¼ s 0 h =s 0 v of 0.5-2.0. The stress-path scheme and its intention will be discussed in detail in another paper. For most of the data representing soft to stiff soil conditions, the measured and the calculated values agreed within 5%. The E u v values were then fed into Eq. (6), along with a measured (only with axial instrumentation) in the radial probes, to compute E 0 h by following Flow 3 in Fig. 1 . The computed values are compared in Fig. 12 with those derived from F 0 h (measured by the radial instrumentation during the radial probes) and G hh (i.e., Flow 1). Fig. 12 , reflecting an inverse relationship to that shown in Fig. 11 , confirms again that the E 0 h obtained by the two methods agreed within 5%, without any discernible bias. In relation to the small drainage system compliance, mentioned earlier, a slower undrained probe, such as the one attempted in Fig. 6 , might have underestimated the E 0 h value. While this observed consistency demonstrates that fullparameter determination is possible even without radial instrumentation in saturated soils, it may still be argued that E 0 h is a secondary product in both methods, requiring G hh from bender element probes and subject to its potential error. In order to further ascertain the reliability of the methods, an additional test under isotropic stress was performed on an Izumi clay specimen, cut horizontally from the same block sample as that used for the triaxial test. In this arrangement, only E 0 h is directly measured from δs 0 h and δε h in the axial probes (note that subscript h refers to the direction before cutting out the specimens; it means 'axial' in this context), while the other parameters cannot be determined due to the non-coaxiality of the anisotropy's symmetry and the applicable stress regime's symmetry. The E 0 h values measured in the horizontally cut specimen are compared with those from the vertically cut specimens in Fig. 13 . A good agreement is observed at the isotropic effective stress of 110 kPa, at which the data from the two tests overlap. The effective stressdependency of the modulus was also confirmed to be similar in the two specimens, by noting the overall inclination in the data group. The unique dependence of Young's modulus, E 0 h , on ðs 0 h =s 0 h0 Þ n was assumed here (e.g., Hoque et al., 1996; Kuwano and Jardine, 2002) , where s 0 h0 is an arbitrary reference stress for non-dimensionalisation and n an exponent indicating the sensitivity of the modulus to stress. The E 0 h -s 0 h relationship would become unique under this assumption when plotted in double log scales. The void ratio was within the range of 0.919-0.945 for all the data points shown, so that no correction of E 0 h based on a void ratio function was made. Fig. 13 confirms that the differences in the measured E 0 h values are small enough to be explained by potential sample variability.
The E 0 h values from the three different measurement methods thus converged, further assuring each method's validity. This result also confirms that the bender element interpretation had been satisfactorily calibrated, as inaccurate measurements of G hh would have led to inaccurate values for E 0 h only in the vertically cut specimens. The knowledge of this accuracy greatly reduces the uncertainty that might be perceived in the rather tortuous routes of deriving all the parameters.
While this paper focuses on updating and appraising the methodology of quantifying anisotropic elastic parameters, an ongoing experimental programme explores the relationship between anisotropy and the geological background by testing clays from a variety of depths, the OCR, the origin, and age. Their results will be reported elsewhere.
Conclusions
This study firstly reviewed the existing methods for measuring the deformation properties of soils based on the crossanisotropic elasticity theory. For such methods to be practical, a sample of standard sampler sizes (a diameter of 70-75 mm in Japan) must be accommodated. Adopting high-precision loading, measuring devices, and multi-axial bender elements, the triaxial apparatus was updated with the size-related constraints in mind. With carefully tuned sensor installation, signal conditioning, and data acquisition, the strains were stably resolvable to 0.0001% even for very slow strain rates (order of 0.001%/h) necessary in drained tests on clays.
The drained (i.e., effective-stress-based) elastic parameters need to be obtained under slow loading conditions, satisfying a near-full degree of consolidation, while too slow a rate would lead to lower quality data masked by casual electric noises, sensor drifts, and among others, background creep strain resulting from preceding stress excursions. It was shown that the adopted rate of 0.001%/h is satisfactory on these accounts for the tested Osaka Clay samples. Several simple strategies to eliminate the creep effect were discussed and implemented.
The primarily determined moduli, such as E 0 v , F 0 h , and E u v , exhibited good precision, typically within 3%. Poisson's ratios were all very small in the Osaka Clays, and hence, the measured values were subject to relatively larger variability. However, the overall uncertainty of 0.1 in the ν 0 vh determination, encompassing values from two different derivation processes, is acceptable in most practical situations and better than in many past studies. The E u v values directly measured by undrained axial probes agreed well with those derived theoretically from the drained parameters. The newly proposed method inverts this process and obtains E This study demonstrated the consistency between the smallstrain elastic parameters when interpreted with the crossanisotropy theory and that, as far as saturated soils are concerned, the full characterisation may be achieved with more basic equipment lacking radial instrumentation.
