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Resumo
Neste trabalho realizamos um estudo sobre a func¸a˜o de Wigner cova-
riante e suas aplicac¸o˜es na descric¸a˜o da mate´ria nuclear, sime´trica e imersa
em um campo magne´tico forte. Calculamos a func¸a˜o de Wigner no equilı´brio
termodinaˆmico e a utilizamos para o ca´lculo das equac¸o˜es de estado do sis-
tema. Deduzimos uma equac¸a˜o de transporte para a func¸a˜o de Wigner. Mos-
tramos que no limite cla´ssico e para um sistema de spin saturado esta equac¸a˜o
se reduz a uma equac¸a˜o de Vlasov. Posteriormente, utilizamos a equac¸a˜o de
Vlasov para calcular uma generalizac¸a˜o quaˆntica e relativı´stica dos modos
de propagac¸a˜o cla´ssicos de Bernstein. Mostramos os efeitos dos nı´veis de
Landau sobre as equac¸o˜es de estado e os modos de Bernstein.
Palavras-chave: func¸a˜o de Wigner, nı´veis de Landau, mate´ria nuclear,
campo magne´tico forte.
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Abstract
In this work we make a study of the covariant Wigner function and
their applications in symmetric nuclear matter in a external and strong ma-
gnetic field. We calculate the Wigner function in thermal equilibrium and use
it for calculating the system equation of state. We derive a transport equation
for the Wigner function. We show that for a saturated spin system and in the
classical limit this transport equation is the relativistic Vlasov equation. In
the sequel, we use the Vlasov equation to calculate a quantum and relativis-
tic generalization of the classical propagation Bernstein modes. We show the
effects of Landau levels in the equation of state and the Bernstein modes.
Keywords: Wigner function, Landau levels, nuclear matter, strong magnetic
field.
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0 NOTAC¸O˜ES E CONVENC¸O˜ES
Utilizamos os seguintes sı´mbolos para infereˆncia lo´gica :
→ significa : introduzindo a premissa ,
⇒ significa : implica em .
(1)
Para denotar um tensor tridimensional utilizamos ı´ndices latinos, no
caso especial de vetores utilizamos a notac¸a˜o usual ou ı´ndices latinos :
~r = ri = (r1, r2, r3) .
Para denotar a base canoˆnica do sistema de coordenadas cartesianas tridimen-
sional usamos {eˆ1, eˆ2, eˆ3}. Para denotar um tensor quadrimensional utiliza-
mos ı´ndices gregos, no caso de quadrivetores utilizamos uma letra em ita´lico
com ı´ndices gregos :
xµ = (x0,x1,x2,x3) .
Para denotar a dependeˆncia de uma func¸a˜o ou um operador com um quadri-
vetor, somente usamos uma letra em ita´lico ou a notac¸a˜o acima :
f (x) = f (xµ) = f (t,~r) .
Utilizamos a notac¸a˜o de Einstein para simplificar equac¸o˜es envolvendo mui-
tos ı´ndices :
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ripi ≡
3
∑
i=1
ripi = r1p1+ r2p2+ r3p3 ,
xµ pµ ≡
3
∑
µ=0
xµ pµ = x0 p0+ x1 p1+ x2 p2+ x3 p3 .
O operador nabla quadrimensional em relac¸a˜o a` coordenada contravariante
xµ , e´ um quadrivetor covariante denotado por :
∂ xµ ≡ ∂µ ≡
(
∂
∂x0
,
∂
∂x1
,
∂
∂x2
,
∂
∂x3
)
.
Utilizamos o acento circunflexo para denotar um operador linear definido
sobre o espac¸o dos vetores de estado do sistema, por exemplo :
ψˆ(~r)|Φ> , Ωˆ|ω > ,
onde |Φ> , |ω > , sa˜o vetores de estado.
Para denotar o comutador e o anticomutador de um operador, utiliza-
mos respectivamente:
[
Hˆ, ρˆ
]
,
[
Hˆ, ρˆ
]
+
.
O elemento de matriz de um operador, e´ denotado por :
< i|Hˆ| j >= Hi j ,
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onde | j > e´ um vetor de estado independente de representac¸a˜o e < i| e´ o vetor
adjunto de |i > .
Quando o ı´ndice estiver entre pareˆntesis, este estara´ se referindo a uma
espe´cie de partı´cula. Por exemplo, a matriz de Wigner(definida no capı´tulo
3) para os pro´tons pode ser escrita como :
F(p)(x, p) .
(2)
O trac¸o de uma matriz e´ denotado por :
Tr
[
ψˆ†(x)ψˆ(x)
]
= ∑
α
∫
d4x ψˆ†α(x)ψˆα(x) ,
Sp [ψˆ(x)ψˆ(x)] = ∑
α
ψˆα(x)ψˆα(x) , (3)
onde Sp e´ o trac¸o somente sobre os ı´ndices espinoriais.
Quando omitirmos os ı´ndices no produto ψˆ†(x)ψˆ(x), estara´ implı´cito
que se trata de uma contrac¸a˜o nos ı´ndices espinoriais :
ψˆ†(x)ψˆ(x) =
3
∑
α=0
ψˆ†α(x)ψˆα(x) .
(4)
O produto exterior sera´ denotado por :
ψˆ†(x)⊗ ψˆ(x) =

ψˆ∗0 (x)ψˆ0(x) ψˆ
∗
1 (x)ψˆ0(x) ψˆ
∗
2 (x)ψˆ0(x) ψˆ
∗
3 (x)ψˆ0(x)
ψˆ∗0 (x)ψˆ1(x) ψˆ
∗
1 (x)ψˆ1(x) ψˆ
∗
2 (x)ψˆ1(x) ψˆ
∗
3 (x)ψˆ1(x)
ψˆ∗0 (x)ψˆ2(x) ψˆ
∗
1 (x)ψˆ2(x) ψˆ
∗
2 (x)ψˆ2(x) ψˆ
∗
3 (x)ψˆ2(x)
ψˆ∗0 (x)ψˆ3(x) ψˆ
∗
1 (x)ψˆ3(x) ψˆ
∗
2 (x)ψˆ3(x) ψˆ
∗
3 (x)ψˆ3(x)
 .
(5)
4 Notac¸o˜es e Convenc¸o˜es
Neste trabalho usamos o sistema de unidades naturais, onde :
h¯ = c = 1 .
Quando necessa´rio, explicitaremos h¯ ou c. Usamos a representac¸a˜o de Dirac,
onde γµ e´ um quadrivetor contravariante definido por:
γµ = (γ0,γ1,γ2,γ3)
γ0 =
(
12 0
0 −12
)
, γ i =
(
0 σi
−σi 0
)
12 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
−i 0
)
,
σ3 =
(
1 0
0 −1
)
.
A matriz γ5 e´ definida como :
γ5 ≡ γ5 ≡ iγ0γ1γ2γ3 , (6)
na representac¸a˜o de Dirac, a matriz γ5 fica :
γ5 =
(
0 12
12 0
)
. (7)
Agora usando a convenc¸a˜o de Bjorken e Drell [1] para o tensor me´trico do
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espac¸o de Minkowski, o quadrivetor covariante γµ e´ dado por :
γµ = gµνγν
gµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

O conjugado de Dirac e´ denotado por ψ¯ = ψ†γ0 .
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1 INTRODUC¸A˜O
Em 1968, J. Bell e A. Hewish descobriram objetos emitindo pulsos de
ra´dio de forma extremamente regular. Posteriormente, estes objetos conhe-
cidos como pulsares foram identificados como sendo estrelas de neˆutrons
magnetizadas girando rapidamente. O pulsar mais famoso e´ o pulsar PSR
B0531+21 localizado na nebulosa do Caranguejo e que e´ o remanescente de
uma explosa˜o de uma supernova observada pelos chineses em 1054. Este pos-
sui um perı´odo de rotac¸a˜o de 33ms, que diminui cerca de 1,3ms por se´culo.
Acredita-se que a magnitude do seu campo magne´tico, assim como na maio-
ria dos pulsares em ra´dio, e´ de cerca de 1011G a 1013G. Em 1978, foram
descobertos uma nova classe de objetos, estes emitiam um pulso de radiac¸a˜o
gama de alta intensidade(raios gamas duros) seguido de uma sequ¨eˆncia de
pulsos de intensidade decrescente (raios gamas moles). Estes objetos sa˜o de-
nominados de repetidores de raios gamas moles (SGR). Em 1992, R. Duncan
e C. Thompson[2] propuseram que a origem destas erupc¸o˜es de raios gamas
e´ uma estrela de neˆutrons cuja magnitude do campo magne´tico excede em ate´
mil vezes a magnitude de uma estrela de neˆutrons comum e que nascem com
um perı´odo de rotac¸a˜o menor que 10ms. Logo apo´s o nascimento, o campo
magne´tico atua como um freio para a rotac¸a˜o, fazendo com que a rotac¸a˜o da
estrela diminua com o tempo. Atrave´s de medic¸o˜es do aumento do perı´odo de
rotac¸a˜o de SGRs, as proposic¸o˜es de R .Duncan e C. Thompson foram confir-
madas por uma equipe liderada por G. Kouveliotou[4]. Estes objetos foram
denominados de magnetares por R.Duncan e C.Thompson.
Magnetares sa˜o estrelas de neˆutrons com um forte campo magne´tico
(B> 1014G)[2] e girando rapidamente logo apo´s seu nascimento com perı´odo
de rotac¸a˜o inferior a 10ms. Esta magnitude de campo magne´tico e´ maior que a
magnitude do campo magne´tico crı´tico para os ele´trons BC = 4,414×1013G1.
O campo magne´tico crı´tico e´ definido como sendo o campo onde a energia
cı´clotron cla´ssica das partı´culas e´ igual a energia relativı´stica de repouso des-
tas partı´culas, ou seja, wc = mc2. Para magnitudes maiores que a magnitude
do campo crı´tico os efeitos relativı´sticos se tornam importantes e na˜o podem
ser desprezados. Acredita-se que a gerac¸a˜o dos campos magne´ticos em estre-
las e´ dada por um fenoˆmeno conhecido como ac¸a˜o de dı´namo. Este fenoˆmeno
consiste na conversa˜o da energia cine´tica do fluido composto por partı´culas
carregadas presente na estrela em energia magne´tica. Para a ac¸a˜o de dı´namo
operar globalmente em uma estrela, formando assim um campo magne´tico
1O campo crı´tico para os pro´tons e´ de BC = 1,487×1020G
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em grande escala, e´ necessa´rio que o perı´odo de rotac¸a˜o da estrela seja menor
que o perı´odo de convecc¸a˜o. Estima-se [3] que para uma estrela de neˆutrons
rece´m nascida o fluido do seu interior tem um perı´odo de convecc¸a˜o de 10ms
ou menos. Os magnetares [2] nascem com um perı´odo de rotac¸a˜o abaixo
de 10ms podendo assim desenvolver um campo magne´tico em larga escala e
muito forte. Por exemplo, o pulsar PSR B0531+21 e´ uma estrela de neˆutrons
que nasceu com um perı´odo de rotac¸a˜o de 20ms, que e´ mais lento do que o
perı´odo de convecc¸a˜o de 10ms. Portanto, este pulsar desenvolve um campo
magne´tico de uma estrela de neˆutrons normal(pulsar comum) que e´ da ordem
de mil vezes menor que o campo magne´tico de um magnetar. Em uma conta-
gem feita por G. Kouveliotou [4], estima-se que 10% das estrelas de neˆutrons
do universo sa˜o magnetares.
A composic¸a˜o interna dos magnetares, bem como das estrelas de
neˆutrons comuns e´ ainda desconhecida. Modelos teo´ricos podem ser pro-
postos considerando que a mate´ria estelar e´ composta por um ga´s degenerado
de ha´drons [5]. O intuito destes modelos e´ calcular a equac¸a˜o de estado para
a mate´ria estelar em equilı´brio. Esta equac¸a˜o e´ muito importante pois permite
o ca´lculo da massa total e do raio da estrela, que podem ser obtidos atrave´s de
observac¸o˜es astrofı´sicas. Assim, pode-se ter uma confirmac¸a˜o experimental
do modelo.
No regime onde os campos magne´ticos ultrapassam em magnitude o
campo crı´tico BC, os processos fı´sicos sa˜o profundamente afetados e existe a
introduc¸a˜o de novos efeitos que na˜o sa˜o observados fora deste regime. Ma-
gnetares sa˜o laborato´rios para se testar e confirmar estes novos efeitos, tal
como o predito na sec¸a˜o 4.1. De outro ponto de vista, o entendimento da
fı´sica de campos magne´ticos fortes, tal como o predito na subsec¸a˜o 3.3.2, e´
necessa´ria para a compreensa˜o da natureza dos magnetares.
A busca por uma equac¸a˜o de estado para a mate´ria estelar e a descric¸a˜o
de novos fenoˆmenos fı´sicos na mate´ria submetida a campos magne´ticos fortes
sa˜o nossas motivac¸o˜es para a realizac¸a˜o deste trabalho.
Neste trabalho construı´mos um modelo teo´rico simples para descric¸a˜o
da mate´ria estelar. Este modelo na˜o e´ realista, pois na˜o inclui ele´trons e ou-
tras partı´culas que existem em quantidade significante na mate´ria estelar real.
Mas, este servira´ como base para que em trabalhos posteriores fac¸amos uma
generalizac¸a˜o para modelos mais realistas. Usamos um modelo que consiste
de mate´ria nuclear sime´trica, interagente e imersa em um campo magne´tico
forte (B > 104G) e homogeˆneo. Neste modelo os pro´tons e neˆutrons in-
teragem entre si via interac¸a˜o forte. Os pro´tons, ale´m de interagir com os
neˆutrons, interagem com o campo magne´tico externo. Devido a esta interac¸a˜o
1 INTRODUC¸A˜O 9
os pro´tons teˆm, do ponto de vista cla´ssico, seu movimento descrito por o´rbitas
no plano perpendicular a direc¸a˜o do campo magne´tico. A quantizac¸a˜o deste
movimento resulta em nı´veis discretos. Estes nı´veis sa˜o chamados de nı´veis
de Landau. A interac¸a˜o forte e´ descrita com a utilizac¸a˜o do modelo de Wa-
lecka, ou seja, consideramos apenas os campos dos me´sons escalar σˆ e ve-
torial ωˆ . Utilizamos a aproximac¸a˜o de campo me´dio, que consiste em trocar
os operadores de campo σˆ e ωˆ pelos seus valores cla´ssicos. Devido a esta
aproximac¸a˜o, as partı´culas se comportam como em um plasma quaˆntico. Ou
seja, como em um ga´s de partı´culas que na˜o colidem, que interagem atrave´s
de um potencial externo e obedecem o princı´pio de Pauli.
A teoria dos plasmas cla´ssicos e´ bem descrita atrave´s da utilizac¸a˜o de
uma func¸a˜o de distribuic¸a˜o de um corpo f1(~r,~p, t). Quando desprezamos as
coliso˜es entre as partı´culas e consideramos que estas interagem atrave´s de um
campo externo, a dinaˆmica da func¸a˜o de distribuic¸a˜o e´ dada pela equac¸a˜o de
Vlasov (3.9). Esta equac¸a˜o e´ responsa´vel pela predic¸a˜o de va´rios fenoˆmenos
fı´sicos na teoria cla´ssica, tais como o amortecimento de Landau, amorteci-
mento cı´clotron, modos normais de Bernstein, modos normais de Langmuir,
modos normais de Van A´lfven e outros. Estes fenoˆmenos sa˜o amplamente
confirmados atrave´s de experimentos em laborato´rio e em observac¸o˜es as-
trofı´sicas. Visando aproveitar os desenvolvimentos da teoria cla´ssica dos
plasmas, procuramos descrever o nosso sistema atrave´s de um formalismo
que facilite a transic¸a˜o da teoria cla´ssica para a teoria quaˆntica. Portanto, pre-
cisamos de uma func¸a˜o de distribuic¸a˜o de um corpo que seja a extensa˜o da
func¸a˜o f1(~r,~p, t) a` mecaˆnica quaˆntica relativı´stica. Esta func¸a˜o e´ a func¸a˜o de
Wigner definida na equac¸a˜o (3.20). Com a utilizac¸a˜o desta func¸a˜o podemos
estabelecer a conexa˜o entre o nosso plasma quaˆntico e relativı´stico em estudo
e um plasma cla´ssico. Esta conexa˜o fica evidente na sec¸a˜o 3.2.2, onde efetua-
mos o limite cla´ssico sobre a equac¸a˜o de movimento para a func¸a˜o de Wigner.
Demonstraremos que, quando tomamos o limite cla´ssico, a evoluc¸a˜o temporal
da func¸a˜o de Wigner e´ dada pela equac¸a˜o de Vlasov. A utilizac¸a˜o da func¸a˜o
de Wigner, cuja dinaˆmica e´ dada pela equac¸a˜o cla´ssica de Vlasov, pode ser
considerada como sendo uma aproximac¸a˜o semi-cla´ssica. Esta considerac¸a˜o
pode ser feita, pois mesmo a dinaˆmica sendo dada por uma equac¸a˜o cla´ssica,
a func¸a˜o de Wigner conte´m informac¸a˜o quaˆntica do sistema.
Este trabalho esta´ organizado da seguinte maneira: no capı´tulo 2 faze-
mos uma apresentac¸a˜o do sistema fı´sico que sera´ o objeto de nosso estudo.
Definimos o termo mate´ria nuclear e introduzimos os campos de interac¸a˜o.
Neste capı´tulo tambe´m sa˜o expostas as aproximac¸o˜es para mate´ria nuclear
densa em equilı´brio e a aproximac¸a˜o de Hartree. A introduc¸a˜o do campo ele-
10 1 INTRODUC¸A˜O
tromagne´tico Aµ(x) e´ feita na lagrangiana de campo me´dio (2.36) e (2.39).
Mostramos como as partı´culas comportam-se nestas aproximac¸o˜es e calcula-
mos suas autofunc¸o˜es evidenciando os nı´veis de Landau.
No capı´tulo 3 introduzimos a func¸a˜o de Wigner, deduzimos algumas
propriedades e calculamos a equac¸a˜o de movimento para esta. Tomamos o li-
mite cla´ssico e mostramos que o nosso sistema comporta-se como um plasma
quaˆntico. Apo´s isto, calculamos a func¸a˜o de Wigner para o nosso sistema em
equilı´brio termodinaˆmico e a partir desta calculamos as equac¸o˜es de estado
do sistema a` temperatura nula. Chegamos em equac¸o˜es autoconsistentes para
a densidade de energia e para a pressa˜o parametrizadas em termos da densi-
dade barioˆnica. Para resolveˆ-las implementamos um algoritmo simples em
linguagem Fortran 90.
O capı´tulo 4 trata do ca´lculo da resposta linear a uma perturbac¸a˜o ex-
terna. Resolvemos analiticamente a equac¸a˜o de Vlasov (3.57) para o caso
de uma perturbac¸a˜o ele´trica em forma de onda plana longitudinal se propa-
gando em uma direc¸a˜o perpendicular a` direc¸a˜o do campo magne´tico. Na teo-
ria cla´ssica dos plasmas estas ondas sa˜o conhecidas como ondas de Bernstein
[6]. O nosso desenvolvimento na sec¸a˜o 4.1 consiste em uma generalizac¸a˜o
quaˆntica e relativı´stica para os modos de Bernstein cla´ssicos.
2 MATE´RIA NUCLEAR DENSA EM CAMPO MAGNE´TICO
FORTE
O objeto de estudo do nosso trabalho e´ um sistema fı´sico formado
pela mate´ria nuclear1, densa e sime´trica sob efeito de um campo magne´tico
externo com intensidade maior que 1014G. Neste capı´tulo apresentamos
um modelo para este sistema fı´sico, que servira´ de ponto de partida para a
formulac¸a˜o de uma teoria de transporte. Por ser um modelo simples, co-
variante, facilmente generaliza´vel e descrever importantes propriedades da
mate´ria nuclear escolhemos o modelo σ −ω acrescido do campo magne´tico.
2.1 Mate´ria Nuclear
Considere um nu´cleo de um a´tomo com nu´mero de massa A, nu´mero
de pro´tons Z e nu´mero de neˆutrons N. Numa situac¸a˜o hipote´tica a` tem-
peratura nula (nu´cleo no estado fundamental), podemos imaginar o raio do
nu´cleo tender ao infinito R → ∞ e simultaneamente Z,N → ∞. Efetua-
mos o limite de modo que a densidade de pro´tons ρ(p) e de neˆutrons ρ(n)
permanec¸am constantes, ou seja com os pro´tons e neˆutrons ocupando uni-
formemente o espac¸o das configurac¸o˜es. Tambe´m, levamos este sistema ate´
o estado onde todas as varia´veis macrosco´picas permanec¸am constantes (es-
tado de equilı´brio termodinaˆmico). Neste nu´cleo de raio R→ ∞ e densidade
de pro´tons constante desprezamos a interac¸a˜o Coulombiana entre os pro´tons.
Este sistema hipote´tico nomeamos de mate´ria nuclear. Denominamos de
mate´ria nuclear sime´trica, a mate´ria nuclear onde ρ(p) = ρ(n).
Uma grandeza importante relacionada com a mate´ria nuclear e´ a den-
sidade de energia ε(ρ(p),ρ(n)). Como cada nucleon2 tem uma energia fi-
nita e positiva E(i) e na mate´ria nuclear temos A→ ∞, conve´m trabalharmos
com uma quantidade de energia de um certo nu´mero de nucleons divido pelo
volume de espac¸o ocupado pelos mesmos, ou seja, uma densidade de ener-
gia. A func¸a˜o que relaciona ε com as densidades ρ(p),ρ(n) e´ denominada de
equac¸a˜o de estado da mate´ria nuclear. O conhecimento da equac¸a˜o de estado
para mate´ria nuclear em diferentes regimes de temperaturas, na presenc¸a de
1O termo mate´ria nuclear remete a definic¸a˜o dada na sec¸a˜o 2.1 .
2O termo nucleon designa genericamente o pro´ton ou o neˆutron .
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campos externos e em outros regimes e´ importante para va´rios campos de
pesquisa, tais como em simulac¸o˜es de estrelas de neˆutrons e supernovas e em
reac¸o˜es envolvendo ı´ons pesados.
Experimentalmente [7], verificamos que a mate´ria presente na regia˜o
central do nu´cleo dos a´tomos com A > 40 apresenta densidade de nucleons
constante ρ(p)+ ρ(n) = ρ0 ≈ 0,153fm−3. A mate´ria presente no caroc¸o de
nu´cleos finitos difere da mate´ria nuclear apenas quanto a` interac¸a˜o Coulom-
biana e efeitos de tamanho finito. Enta˜o, temos uma fartura de dados experi-
mentais em uma regia˜o da mate´ria nuclear, onde ρ ≈ ρ0 e T ≈ 0. Estes dados
sa˜o u´teis para construc¸a˜o da equac¸a˜o de estado para mate´ria nuclear dentro
desta regia˜o limitada.
Na mate´ria nuclear sime´trica, para um determinado valor fixo de ρ ,
temos tambe´m um valor fixo para ε(ρ). Se dividirmos ε(ρ) por ρ teremos
uma energia por nucleon, subtraindo a energia de repouso ficamos com uma
energia de ligac¸a˜o por nucleon B0A . Esta u´ltima grandeza denotamos por:
B0
A
= aV ,
onde aV pode ser determinada experimentalmente [8] para a mate´ria nuclear
presente no caroc¸o dos nu´cleos atoˆmicos, tendo valor aV ≈ −15,75MeV.
A densidade ρ0 = 0,153fm−3 e a energia de ligac¸a˜o por nucleon
B0
A = −15,75MeV sa˜o conhecidos como pontos de saturac¸a˜o da mate´ria
nuclear.
Uma outra grandeza importante e´ a incompressibilidade nuclear, defi-
nida por:
K(ρ) = 9ρ
∂ 2ε
∂ρ2
.
A incompressibilidade nuclear para a mate´ria nuclear no ponto de saturac¸a˜o
K0 pode ser medida por me´todos indiretos (por exemplo, determinada atrave´s
de medidas da energia de ressonaˆncia magne´tica gigante de monopolo isos-
calar [9], dando K0 ≈ 220Mev). E devido a sua relac¸a˜o com ε , ela pode ser
u´til para extrapolarmos a equac¸a˜o de estado ε(ρ) para outros regimes ale´m
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Um estudo da mate´ria nuclear fora do equilı´brio termodinaˆmico
tambe´m consiste em um elemento importante nos mesmos campos de
pesquisa citados no para´grafo 3. Atrave´s deste estudo podemos predizer
propriedades o´ticas, ele´tricas, magne´ticas, investigar o comportamento da
pressa˜o, investigar a ocorreˆncia de modos coletivos de oscilac¸a˜o, e outros.
2.2 Modelo σ −ω
De acordo com a definic¸a˜o dada na sec¸a˜o 2.1, a mate´ria nuclear
consiste de um sistema composto por A→ ∞ nucleons interagindo atrave´s
da interac¸a˜o forte. A interac¸a˜o forte, assim como todas as outras interac¸o˜es
fundamentais, pode ser entendida3 como o acoplamento entre partı´culas
materiais e partı´culas de campo. Denominamos todas estas partı´culas ele-
mentares envolvidas na interac¸a˜o forte de ha´drons. Utilizamos tambe´m,
por razo˜es histo´ricas, uma nomenclatura baseada na massa das partı´culas,
onde os nucleons (massa pesada) sa˜o chamados de ba´rions e as partı´culas de
campo na interac¸a˜o forte (massa mediana) sa˜o chamadas de me´sons.
No regime de altas densidades e sob um forte campo magne´tico ex-
terno, os ba´rions presentes na mate´ria nuclear adquirem velocidades rela-
tivı´sticas. Enta˜o, precisamos de uma teoria que descreva um sistema de mui-
tos corpos quaˆntico e relativı´stico. Umas das melhores teorias que descreve
tais sistemas e´ a teoria quaˆntica de campos baseada em uma densidade la-
grangiana local e invariante por transformac¸o˜es de Lorentz, onde os campos
de ba´rions e me´sons sa˜o tomados como sendo as coordenadas generalizadas
da densidade lagrangiana. Esta teoria e´ chamada de hadrodinaˆmica quaˆntica
QHD. Ela e´ classificada como uma teoria efetiva, pois os ha´drons sa˜o for-
mados por conjunto de quarks interagentes. A teoria quaˆntica de campos
aplicada aos quarks e´ conhecida como cromodinaˆmica quaˆntica ou QCD.
3O trabalho [10] pioneiro foi apresentado por Yukawa em 1935.
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No modelo σ −ω incluı´mos os seguintes campos:
• Um campo barioˆnico para os neˆutrons(spin- 12 ) Ψ(n)(x)4.
• Um campo barioˆnico para os pro´tons(spin- 12 ) Ψ(p)(x).
• Um campo escalar neutro associado aos me´sons σ(x)(spin-0) aco-
plado com a densidade escalar Ψ†Ψ.
• Um campo vetorial neutro associado aos me´sons ωµ(x)(spin-1) aco-
plado com a corrente barioˆnica Ψ¯γµΨ.
O campo Ψ tem oito componentes dadas por:
Ψ(x) =
(
Ψ(n)(x)
Ψ(p)(x)
)
. (2.1)
Como pro´tons e neˆutrons teˆm aproximadamente a mesma massa e este mo-
delo na˜o diferencia estas duas partı´culas, assumiremos que o campo Ψ e´ for-
mado unicamente por partı´culas de massa M.
Os acoplamentos que precisamos incluir na densidade lagrangiana
sa˜o:
gsΨ†(n)(x)σ(x)Ψ(n)(x)+gsΨ
†
(p)(x)σ(x)Ψ(p)(x) ,
gvΨ¯(n)(x)γµωµ(x)Ψ(n)(x)+gvΨ¯(p)(x)γµωµ(x)Ψ(p)(x) . (2.2)
Conforme demonstrado na refereˆncia [11], a troca de me´son σ e ω
entre dois nucleons (espalhamento) no limite onde temos ba´rions pesados
4Aqui e na maior parte do texto suprimimos o ı´ndice espinorial de Ψα . Este ı´ndice sera´
explicitado somente quando necessa´rio.
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(M→ ∞) e esta´ticos leva a um potencial efetivo dado por:
Ve f (|~r|) = g
2
v
4pi
e−mv|~r|
|~r| −
g2s
4pi
e−ms|~r|
|~r| , (2.3)
onde gv e gs sa˜o as constantes de acoplamento, mv e ms sa˜o a massa de me´son
ω e do me´son σ respectivamente e |~r| e´ a distaˆncia entre os nucleons. Estas
constantes sa˜o ajustadas para a teoria reproduzir a densidade de saturac¸a˜o ρ0
e a energia de ligac¸a˜o por nucleon B0A no ponto de saturac¸a˜o. Neste trabalho
utilizamos os seguintes paraˆmetros [12]:
M(MeV) ms(MeV) mv(MeV) gs gv
939 520 783 10,5 13,8
Tabela 2.1: Paraˆmetros do modelo σ −ω utilizados neste trabalho.
Com a escolha de paraˆmetros dada pela tabela 2.1, o potencial efetivo
Ve f (|~r|) mostra que a troca de me´sons σ leva a uma interac¸a˜o atrativa de
longo alcance e troca de me´sons ω leva a uma interac¸a˜o repulsiva de curto
alcance. Estes me´sons sa˜o os mais importantes na descric¸a˜o das principais
propriedades da mate´ria nuclear sime´trica [11].
Levando em considerac¸a˜o os campos e acoplamentos mencionados,
fazemos a escolha pela seguinte densidade lagrangiana:
L = Ψ¯(x)
[
γµ (i∂ µ −gvωµ(x))− (M−gsσ(x))
]
Ψ(x)+
+
1
2
(
∂µσ(x)∂ µσ(x)−m2sσ2(x)
)− 1
4
ΩµνΩµν +
1
2
m2vωµ(x)ω
µ(x) ,
(2.4)
onde
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Ωµν = ∂µων(x)−∂νωµ(x) . (2.5)
O princı´pio de Hamilton pode ser enunciado como:
δ S = δ
∫
Γ
d4xL (qi(x),∂ µqi(x)) = 0 , qi =Ψ(x) , σ(x) , ω(x) , (2.6)
onde S =
∫
Γ d
4xL e´ denominada ac¸a˜o do sistema e Γ e´ um regia˜o arbitra´ria
da espac¸o-tempo, cujas variac¸o˜es do campo se anulam em sua superfı´cie. Uti-
lizando o princı´pio de Hamilton deduzimos as equac¸o˜es de Euler-Lagrange:
∂µ
(
∂L
∂ (∂µqi)
)
− ∂L
∂qi
= 0 . (2.7)
Introduzindo a lagrangiana5 (2.4) nas equac¸o˜es de Euler-Lagrange te-
mos as seguintes equac¸o˜es de movimento para os campos:
∂µ∂ µσ(x)+m2sσ(x) = gsΨ¯(x)Ψ(x) (2.8)
∂µΩµν +m2vω
ν(x) = gvΨ¯(x)γνΨ(x) (2.9)
[
γµ(i∂ µ −gvωµ(x))− (M−gsσ(x))
]
Ψ(x) = 0 (2.10)
Agora procederemos com a quantizac¸a˜o canoˆnica do sistema, onde
5Daqui por diante nos referimos a` densidade lagrangiana simplesmente como lagrangiana,
como e´ usual na teoria de campos.
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trocamos os campos cla´ssicos e os campos conjugados por operadores na
imagem de Heisenberg definidos sobre o espac¸o de Fock do sistema:
Ψ(x) → Ψˆ(x) , piΨ(x) → pˆiΨ(x) (2.11)
σ(x) → σˆ(x) , piσ (x) → pˆiσ (x) (2.12)
ωµ(x) → ωˆµ(x) , piµω (x) → pˆiµω (x) . (2.13)
O campo canonicamente conjugado pii e´ definido por:
pii =
∂L
∂ (∂0qi)
, qi = Ψ , σ , ω . (2.14)
Enta˜o, de acordo com a definic¸a˜o (2.14), temos:
piΨ = iΨ† , piσ = ∂0σ , pi
µ
ω = ∂0ωµ ,piΨ¯ = 0 . (2.15)
Agora impomos as seguintes relac¸o˜es de anticomutac¸a˜o(fe´rmions) e
comutac¸a˜o(bo´sons) a tempos iguais, que satisfazem o princı´pio6 da micro-
causalidade:
6Medidas em dois pontos do espac¸o-tempo que tem uma separac¸a˜o do tipo espac¸o, na˜o inter-
ferem entre si.
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[
Ψˆα(t,~r),Ψˆ†β (t,~r
′
)
]
+
= δαβδ (3)(~r−~r
′
) ,[
Ψˆα(t,~r),Ψˆβ (t,~r
′
)
]
+
=
[
Ψˆ†α(t,~r),Ψˆ
†
β (t,~r
′
)
]
+
= 0 (2.16)
[
σˆ(t,~r),∂0σˆ(t,~r
′
)
]
= iδ (3)(~r−~r′) ,[
σˆ(t,~r), σˆ(t,~r
′
)
]
=
[
∂0σˆ(t,~r),∂0σˆ(t,~r
′
)
]
= 0 (2.17)
[
ωˆµ(t,~r),∂0ωˆν(t,~r
′
)
]
= igµνδ (3)(~r−~r′) ,[
ωˆµ(t,~r), ωˆν(t,~r
′
)
]
=
[
∂0ωˆµ(t,~r),∂0ωˆν(t,~r
′
)
]
= 0 , (2.18)
onde usamos x = (t,~r). A evoluc¸a˜o temporal dos operadores de campo na˜o
e´ dada necessariamente [13] pela mesma equac¸a˜o de movimento dos campos
cla´ssicos(equac¸o˜es (2.8),(2.9) e (2.10)). A evoluc¸a˜o temporal e´ dada pela
equac¸a˜o de Heisenberg:
i∂tOˆ(t) =
[
Oˆ(t), Hˆ
]
, (2.19)
onde Hˆ e´ operador hamiltoniano do sistema. Este operador e´ obtido
aplicando-se as transformac¸o˜es (2.11),(2.12) e (2.13) nos campos presentes
no hamiltoniano cla´ssico H. O hamiltoniano cla´ssico H e´ calculado atrave´s
da densidade hamiltonianaH :
H =
∫
d3rH . (2.20)
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A densidadeH e´ dada por uma transformac¸a˜o de Legendre da densidadeL :
H =∑
i
pii(∂tqi)−L , qi =Ψ,Ψ¯,σ ,ω . (2.21)
O operador Ψˆ pode ser expandido em uma se´rie de espinores de um ba´rion
ψ+λ (x) e um antiba´rion ψ
−
λ (x) e seus operadores de aniquilac¸a˜o e criac¸a˜o
respectivamente:
Ψˆ(x) =∑
λ
(
ψ+λ (x)aˆλ +ψ
−
λ (x)bˆ
†
λ
)
, (2.22)
onde ψ+ descreve um ba´rion com energia positiva e ψ− descreve um an-
tiba´rion com energia positiva(ou ba´rion com energia negativa). Os opera-
dores aˆλ , bˆ
†
λ sa˜o operadores de aniquilac¸a˜o e criac¸a˜o de ba´rions e antiba´rions
respectivamente e obedecem as regras de anticomutac¸a˜o (2.16). O ı´ndice λ
representa todos os nu´meros quaˆnticos que caracterizam o sistema. O va´cuo
fı´sico |0 > e´ definido como o estado que na˜o conte´m partı´culas nem anti-
partı´culas:
aˆλ |0 >= 0 , bˆλ |0 >= 0 . (2.23)
O espac¸o de Fock pode ser construı´do pela repetida aplicac¸a˜o dos operadores
de criac¸a˜o aˆ†, bˆ† sobre o va´cuo:
|Φ>=∏
λ
aˆ†λ |0 >⊗∏
λ
bˆ†λ |0 > . (2.24)
Neste trabalho desprezamos as antipartı´culas7. Nesta aproximac¸a˜o temos
7Tambe´m conhecida como no-sea approximation.
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simplesmente que:
aˆλ=vazio|Φ>= 0 , aˆ†λ=ocupado|Φ>= 0
bˆλ |Φ>= 0 , ∀ λ , (2.25)
onde os valores esperados de um operador qualquer devem ser efetuados
usando ordenamento normal [11][14], por exemplo a corrente barioˆnica e´
dada por:
< jˆµB >=<Φ| : ˆ¯Ψ(x)γµΨˆ(x) : |Φ> (2.26)
Seguindo a teoria quaˆntica usual [11], farı´amos a caracterizac¸a˜o da
teoria atrave´s das regras de Feynman para o propagador barioˆnico definido
por:
iGαβ (x1,x2)≡<Φ|T
[
Ψˆα(x1), ˆ¯Ψβ (x2)
]
|Φ> , (2.27)
onde podemos calcular os valores esperados da teoria, como o (2.26), para
qualquer ordem N de interac¸a˜o(diagramas de Feynman de ordem N). No´s
seguiremos por outro caminho, onde calculamos os valores esperados de um
operador atrave´s da Func¸a˜o de Wigner. A pro´xima sec¸a˜o e´ dedicada a uma
exposic¸a˜o da aproximac¸a˜o de campo me´dio, que servira´ de ferramenta para o
ca´lculo da func¸a˜o de Wigner no capı´tulo 3.
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2.3 Aproximac¸a˜o de Campo Me´dio para Mate´ria Nuclear
A aproximac¸a˜o de campo me´dio consiste em trocar o operador de
campo pelo seu valor esperado:
qˆi(x) → < qi(x)> , qi = σ , ωµ , Aµ , etc . (2.28)
Podemos justificar esta aproximac¸a˜o para os campos de me´sons na
mate´ria nuclear da seguinte maneira. Considere um sistema esta´tico e uni-
forme, de modo que a corrente barioˆnica ~jB se anule e que Ψ¯(x)Ψ(x) e j0B
sejam independentes de xµ . De acordo com as equac¸o˜es (2.8) e (2.9), temos
que:
∂µ∂ µσ(x)+m2sσ(x) = gsΨ¯(x)Ψ(x) → m2sσ0 = gsΨ¯(x)Ψ(x) (2.29)
∂µΩµν+m2vω
ν(x)= gvΨ¯(x)γνΨ(x) → m2vω0 = gvΨ¯(x)γ0Ψ(x)= gvΨ†(x)Ψ(x) ,
(2.30)
onde atrave´s da u´ltima equac¸a˜o vemos que a imposic¸a˜o de que ~jB = 0 implica
em ~ω = 0. Definindo a densidade escalar como ρs ≡ Ψ¯(x)Ψ(x) e reescre-
vendo as equac¸o˜es acima, temos:
σ0 =
gs
m2s
ρs , ω0 =
gv
m2v
ρB , (2.31)
onde vemos que os valores cla´ssicos para os campos crescem linearmente
com as densidades. Enta˜o no regime de altas densidades barioˆnica e esca-
lar, os campos σ0 e ω0 sa˜o intensos o suficiente para que a quantizac¸a˜o dos
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mesmos seja imperceptı´vel. Usando o mesmo argumento, tambe´m trocamos
os operadores ρˆs e ρˆB por seus valores esperados. Como estamos com um
sistema esta´tico e uniforme, calculamos os valores esperados no estado fun-
damental |Φ0 > do sistema:
ˆ¯ΨΨˆ → <Φ0| : ˆ¯ΨΨˆ : |Φ0 >= ρs (2.32)
Ψˆ†Ψˆ → <Φ0| : Ψˆ†Ψˆ : |Φ0 >= j0B = ρB . (2.33)
Agora reescrevemos a lagrangiana (2.4) para um sistema denso,
esta´tico e uniforme usando a aproximac¸a˜o de campo me´dio:
L0 = Ψ¯(x)
[
γµ i∂ µ −gvγ0ω0− (M−gsσ0)
]
Ψ(x)− 1
2
m2sσ
2
0 +
1
2
m2vω
2
0 .
(2.34)
Denominamos esta lagrangiana de aproximac¸a˜o L0. Agora analogamente
aos campos cla´ssicos mesoˆnicos, tambe´m aplicamos a aproximac¸a˜o de campo
me´dio ao campo magne´tico intenso, externo e constante Aµ = (0,0,B0x,0).
Este campo esta´ alinhado com o versor eˆ3:
~B = ∇×~A = ∇×B0xeˆ2 = B0eˆ3 . (2.35)
Introduzimos o campo Aµ na lagrangiana anterior (2.34), acoplado com a cor-
rente barioˆnica de pro´tons, com constante de acoplamento e = 1,6×10−19C,
temos que:
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L0M = Ψ¯(p)(x)
[
γµ i∂ µ −gvγ0ω0− eAµ −
(
m(p)−gsσ0
)]
Ψ(p)(x)−
1
2
m2sσ
2
0 +
+
1
2
m2vω
2
0 +
1
2
B20+ Ψ¯(n)(x)
[
γµ i∂ µ −gvγ0ω0−
(
m(n)−gsσ0
)]
Ψ(n)(x) .
(2.36)
Denominamos esta lagrangiana de aproximac¸a˜o L0M . Nesta aproximac¸a˜o,
as partı´culas comportam-se como partı´culas livres obedecendo o princı´pio de
Pauli e interagindo com os campos externos. Assim, com esta lagrangiana
reduzimos o problema de muitos corpos para o problema de uma simples
partı´cula em um campo externo obedecendo as seguintes equac¸o˜es:
[
γµ i∂ µ −gvγ0ω0− (m(n)−gsσ0)
]
ψ(n)(x) = 0 (2.37)
[
γµ i∂ µ −gvγ0ω0− eγµAµ − (m(p)−gsσ0)
]
ψ(p)(x) = 0 . (2.38)
De um modo mais geral, os campos me´dios σ e ω dependem de xµ .
Enta˜o a lagrangiana anterior fica:
LHM = Ψ¯(p)(x)
[
γµ(i∂ µ −gvωµ(x)− eAµ)−
(
m(p)−gsσ(x)
)]
Ψ(p)(x)+
− 1
2
m2sσ
2(x)+
1
2
m2vω
µ(x)ωµ(x)+
1
2
B20+
1
2
∂µσ(x)∂ µσ(x)− 14ΩµνΩ
µν
+ Ψ¯(n)(x)
[
γµ(i∂ µ −gvωµ(x))−
(
m(n)−gsσ(x)
)]
Ψ(n)(x) . (2.39)
Denominamos esta lagrangiana de aproximac¸a˜o LHM . Esta aproximac¸a˜o e´
conhecida como aproximac¸a˜o de Hartree, por isso utilizamos o ı´ndice H. A
densidade hamiltoniana para esta lagrangiana e´:
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HHM =∑
i
qipii−LHM
= Ψ†
(n)(−i~α.∇+βm∗(n))Ψ(n)+ Ψ¯(n)(gvγµωµ(x))Ψ(n)+Ψ†(p)(−i~α.∇+
+ βm∗(p))Ψ(p)+ Ψ¯(p)(gvγµω
µ(x)+ eγµAµ)Ψ(p)+ f (ωµ ,σ)−
1
2
B20 ,
(2.40)
onde m∗(i) = m(i)− gsσ e f (ωµ ,σ) e´ um funcional de ωµ e σ . O operador
hamiltoniano dado pela equac¸a˜o (2.20) fica:
Hˆ =
∫
d3x
[
Ψˆ†
(n)(−i~α.∇+βm∗(n))Ψˆ(n)+ ˆ¯Ψ(n)(gvγµωµ(x))Ψˆ(n)
]
+
+
∫
d3x
[
Ψˆ†
(p)(−i~α.∇+βm∗(p))Ψˆ(p)+ ˆ¯Ψ(p)(gvγµωµ(x)+ eγµAµ)Ψˆ(p)
]
+
+
∫
d3x
[
f (ωµ ,σ)− 1
2
B20
]
. (2.41)
Agora, usando a equac¸a˜o de Heisenberg (2.19), calculamos as equac¸o˜es de
movimento para os operadores Ψˆ(n) e Ψˆ(p):
i∂0Ψˆ(n) = [Ψˆ(n), Hˆ] ⇒
[
γµ(i∂ µ −gvωµ(x))− (m(n)−gsσ(x))
]
Ψˆ(n)(x) = 0
(2.42)
i∂0Ψˆ(p)= [Ψˆ(p), Hˆ] ⇒
[
γµ(i∂ µ −gvωµ(x)− eAµ)− (m(p)−gsσ(x))
]
Ψˆ(p)(x)= 0 .
(2.43)
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2.3.1 Valores Esperados
O Valor esperado do operador densidade barioˆnica pode ser escrito
em func¸a˜o dos espinores de Dirac8 de uma partı´cula ψ(x). Desprezando os
antiba´rions, reescrevemos o operador densidade da seguinte maneira:
ρB = <Φ0|Ψˆ†Ψˆ|Φ0 >=<Φ0|∑
αβ
aˆ†α aˆβ |Φ0 > ψ†+α (x)ψ+β (x)
= ∑
αβ
nαβδαβψ†+α (x)ψ
+
β (x) =∑
α
nαψ†+α (x)ψ
+
α (x) , (2.44)
onde utilizamos as propriedades de ortonormalidade dos vetores de estado
de n-partı´culas |Φ > e nα e´ o nu´mero de ocupac¸a˜o do estado |α > de uma
partı´cula. Podemos reescrever a equac¸a˜o anterior como:
<Φ0|ρˆB(x)|Φ0 > = ∑
αβ
nαβδαβψ†+α (x)ψ
+
β (x) =∑
α
nαψ†+α (x)ψ
+
α (x)
= < x|∑
α
nα |α >< α|x >=< x|nˆB|x > , (2.45)
onde nˆB e´ o operador densidade barioˆnica atuando sobre o espac¸o dos espi-
nores de um ba´rion(operador de um corpo) e α ou β formam um conjunto
completo de nu´meros quaˆnticos. O operador nˆB e´ a representac¸a˜o do opera-
dor ρˆB, que atual sobre o espac¸o de Fock, no espac¸o dos espinores de Dirac
de uma partı´cula.
De um modo geral, podemos calcular o valor esperado de um operador
aditivo Rˆ=∑ Rˆ1, onde Rˆ1 atua sobre o espac¸o dos espinores de uma partı´cula.
O valor esperado no estado fundamental Φ0 fica:
8No texto que segue adiante, todos os espinores sa˜o espinores de Dirac. Enta˜o, nos referimos
a eles simplesmente como espinores.
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<Φ0|Rˆ|Φ0 > = Tr
[
nˆBRˆ1
]
=∑
α
< α|Rˆ1|α > nα . (2.46)
Para calcularmos os valores esperados na aproximac¸a˜oL0M devemos
conhecer os espinores das equac¸o˜es (2.37) e (2.38). A resoluc¸a˜o da equac¸a˜o
(2.37) para o espinor ψ+
(n)(x) e´ encontrada no Apeˆndice A.1 e sua soluc¸a˜o e´
dada por:
ψ+(n),s=+1(x) =
1
(2pi)
3
2
(
E∗+m∗(n)
2E∗
) 1
2

1
0
Πz
E∗+m∗
(n)
Πx+iΠy
E∗+m∗
(n)
ei~Π.~re−iEt , (2.47)
e :
ψ+(n),s=−1(x) =
1
(2pi)
3
2
(
E∗+m∗(n)
2E∗
) 1
2

0
1
−Πz
E∗+m∗
(n)
Πx−iΠy
E∗+m∗
(n)
ei~Π.~re−iEt , (2.48)
onde:
E = gvω0+
√
Π2+m∗2
(n) , E
∗ = E−gvω0 . (2.49)
A resoluc¸a˜o da equac¸a˜o (2.38) para o espinor ψ+
(p)(x) e´ encontrada no
Apeˆndice A.2 e sua soluc¸a˜o e´ dada por:
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ψ+(p)(x) = N hs(ξ )e
iΠyy+iΠzze−iE(l,Πz)t , (2.50)
onde o nu´mero quaˆntico l e´ conhecido como nı´vel de Landau e:
E = gvω0+
√
Π2z +m∗2(p)+2(l+
1
2
(−s+1))eB0 , E∗ = E−gvω0 (2.51)
vn(ξ ) =
1√
pi1/22nn!
Hn(ξ )e−
ξ2
2 (2.52)
ξ = (eB0)
1
2 (x− Πy
eB0
) , (2.53)
e:
hs=+1 =

(E∗+m∗(p))vl(ξ )
0
Πzvl(ξ )
−i√2leB0vl−1(ξ )
 (2.54)
hs=−1 =

0
(E∗+m∗(p))vl(ξ )
i
√
2(l+1)eB0vl+1(ξ )
−Πzvl(ξ )
 (2.55)
N = (eB0)
1
4
1
2pi
(
2E∗(E∗+m∗(p))
)− 12
. (2.56)
n = l+
1
2
(−s+1), l = 0,1,2, ... , s =±1 , (2.57)
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3 FUNC¸A˜O DE WIGNER
Devido ao trabalho pioneiro de Max Born [15], no´s podemos inter-
pretar a mecaˆnica quaˆntica como sendo uma teoria de natureza estatı´stica.
De acordo com este, as predic¸o˜es da mecaˆnica quaˆntica para um sistema
composto por uma partı´cula na˜o devem corresponder a uma simples me-
dida. Estas devem corresponder a um valor me´dio obtido por uma se´rie de
repetic¸o˜es da mesma medida, ou seja, a uma me´dia sobre um ensemble1 des-
tas partı´culas. Na mecaˆnica cla´ssica, um ensemble pode ser descrito por uma
func¸a˜o P(~q(N),~Π(N), t), que e´ a probabilidade do sistema ser encontrado
em um determinado microestado (~q(N),~Π(N)) no instante t. Baseado nesta
ide´ia somos instigados a procurar uma nova representac¸a˜o para a mecaˆnica
quaˆntica, onde fique evidente a reduc¸a˜o da mecaˆnica quaˆntica a` mecaˆnica
estatı´stica cla´ssica no limite cla´ssico(h¯→ 0). A mecaˆnica quaˆntica para um
sistema de N→ ∞ corpos e´ descrita pelo operador densidade ρˆ e a mecaˆnica
cla´ssica e´ bem descrita por uma func¸a˜o de distribuic¸a˜o de um corpo(definida
na pro´xima sec¸a˜o) f1(~r,~Π). Enta˜o, conve´m buscarmos uma representac¸a˜o do
operador densidade ρˆ na base das coordenadas~r e dos momentos2 ~Π. Esta
nova representac¸a˜o, que denominaremos representac¸a˜o de Wigner F(~r,~Π),
foi desenvolvida originalmente por Wigner [16] para um sistema com uma
partı´cula em uma dimensa˜o, cujo estado denotaremos por |φ >. Obviamente,
para este sistema o conjunto de vetores (x,Π) formam o espac¸o de fase do
sistema. Em seu artigo pioneiro, Wigner definiu a seguinte func¸a˜o:
F(x,Π) =
1
2pi h¯
∫ ∞
−∞
dζ e−
i
h¯Πζ < x+
ζ
2
|ρˆ|x− ζ
2
> . (3.1)
Wigner demonstrou [17] que F(x,Π) dada pela equac¸a˜o (3.1) e´ a u´nica es-
colha possı´vel se impusermos as seguintes condic¸o˜es:
• Existe um operador Hermitiano Fˆ , tal que F(x,Π)=< φ |Fˆ(x,Π)|φ >.
1Uma colec¸a˜o imagina´ria de sistemas ideˆnticos em composic¸a˜o, mas em diferentes microes-
tados.
2Aqui va´rios autores fazem confusa˜o com os termos momento cine´tico e momento canoˆnico
conjugado a uma coordenada, buscamos elucidar estas confuso˜es com este trabalho.
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• ∫ dxdΠ F(x,Π) = 1.
• F(x,Π) se transforma da mesma maneira que φ(x) quando subme-
tido a translac¸o˜es e reflexo˜es no espac¸o de fase e inversa˜o temporal.
• Quando desprezamos termos de ordem quadra´tica ou maiores em h¯,
a dinaˆmica de F(x,Π) e´ a mesma de f1(x,Π) cla´ssica.
O nosso grande interesse consiste em utilizar a func¸a˜o de Wi-
gner para o ca´lculo de valores esperados e na˜o especificamente em sua
interpretac¸a˜o fı´sica. Pela proximidade das equac¸o˜es da mecaˆnica quaˆntica
na formulac¸a˜o de Wigner com as da mecaˆnica estatı´stica cla´ssica, podemos
usar os me´todos matema´ticos cla´ssicos para resolver problemas quaˆnticos
em uma aproximac¸a˜o semi-cla´ssica. Portanto, a func¸a˜o de Wigner consiste
em uma magnı´fica ferramenta matema´tica. Neste trabalho vamos utilizar
uma generalizac¸a˜o relativı´stica e para um sistema de N → ∞ corpos da
equac¸a˜o (3.1). Para isto, apresentamos na pro´xima sec¸a˜o, uma curta revisa˜o
da mecaˆnica estatı´stica cla´ssica no espac¸o de fase.
3.1 Mecaˆnica Estatı´stica Cla´ssica no Espac¸o de Fase
Na mecaˆnica cla´ssica, um ponto no espac¸o de fase representa um es-
tado fı´sico do sistema. Se o sistema fı´sico e´ composto por N partı´culas, o
espac¸o de fase e´ o um espac¸o cartesiano de 6N dimenso˜es cujos pontos sa˜o re-
presentados pelos vetores (~q(N),~Π(N)) =
(
~q1, ...,~qN ,~Π1, ...,~ΠN
)
, onde~qi sa˜o
as coordenadas generalizadas que descrevem a partı´cula i e ~Πi sa˜o os momen-
tos canoˆnicos conjugados a`s~qi. Uma curva no espac¸o de fase com paraˆmetro
t representa a evoluc¸a˜o temporal do sistema. Para um sistema fı´sico realista
composto por um nu´mero N muito grande de partı´culas e dinaˆmico e´ im-
pratica´vel o ca´lculo destas curvas. Enta˜o, usamos um argumento estatı´stico
para construir uma func¸a˜o P(~q(N),~Π(N), t) que representa a probabilidade
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do estado fı´sico estar contido no elemento de volume d3Nqd3NΠ centrado em
(~q(N),~Π(N)) no instante t. P(~q(N),~Π(N), t) corresponde a uma densidade de
microestados em um ensemble e sua evoluc¸a˜o temporal e´ ana´loga a evoluc¸a˜o
de um fluı´do incompressı´vel, ou seja, estabelecemos o teorema de Liouville
[18]:
d
dt
P = ∂tP+{P,H}= 0 , (3.2)
onde H e´ o Hamiltoniano cla´ssico do sistema e {,} e´ o pareˆntesis de Poisson
definido por:
{P,H}=
3N
∑
k=1
(
∂P
∂qk
∂H
∂Πk
− ∂P
∂Πk
∂H
∂qk
)
. (3.3)
Agora vamos utilizar a notac¸a˜o (~qi,~Πi) = zi e considerar o sistema for-
mado por partı´culas ideˆnticas. No´s podemos reduzir a densidade P(z(N), t)
para a densidade fs(z(s), t) atrave´s de uma integrac¸a˜o. fs(z(s), t) e´ uma func¸a˜o
de um subgrupo de coordenadas (z1, ...,zs) do sistema, onde s < N. A densi-
dade reduzida fica:
fs(z1,z2, . . . ,zs, t) =
N!
(N− s)!
∫
dzs+1 . . .
∫
dzNP(z1,z2, . . . ,zN , t) . (3.4)
Se assumirmos que~q =~r e normalizarmos a densidade f1(z) = f1(~r,~Π, t) da
seguinte maneira:
∫
d3rd3Π f1(~r,~Π, t) = N , (3.5)
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podemos interpretar f1 como sendo o nu´mero de partı´culas dentro do ele-
mento de volume d3r centrado em~r e com momento canoˆnico dentro de d3Π
centrado em ~Π. Atrave´s da func¸a˜o f1(~r,~Π, t), que denominamos func¸a˜o de
distribuic¸a˜o de um corpo, podemos calcular os valores me´dios na mecaˆnica
cla´ssica. Por exemplo, a densidade de partı´culas e´ dada por:
ρ(~r, t) =
∫
d3Π f1(~r,~Π, t) , (3.6)
a corrente de partı´culas:
~j(~r, t) =
∫
d3Π~v f1(~r,~Π, t) . (3.7)
O valor me´dio de uma varia´vel dinaˆmica A(~r,~Π, t):
A¯(t) =
∫
d3rd3Π A(~r,~Π, t) f1(~r,~Π, t) . (3.8)
Aplicando o teorema de Liouville na equac¸a˜o (3.4), deduzimos [19]
uma se´rie de equac¸o˜es de movimento acopladas para as func¸o˜es reduzidas
fs(z(s), t). Esta se´rie e´ conhecida como hierarquia BBGKY. Se truncarmos
esta se´rie no termo de um corpo, considerarmos que as partı´culas interagem
somente com um potencial externo e efetuarmos a mudanc¸a de varia´vel ~Π →
~p [20] obtemos a equac¸a˜o de Vlasov3:
[
∂t +~˙r.∇+
(
~˙p.∇p
)]
f1(~r,~p, t) = 0 , (3.9)
3A equac¸a˜o de Vlasov tem a mesma forma na relatividade restrita [18] quando utilizamos
uma forc¸a invariante por transformac¸o˜es de Lorentz~˙p.
3.2 Func¸a˜o de Wigner Covariante 33
onde~˙p e´ a forc¸a externa aplicada sobre cada partı´cula.
3.2 Func¸a˜o de Wigner Covariante
Nesta sec¸a˜o vamos definir uma generalizac¸a˜o quaˆntica, relativı´stica
e para partı´culas de spin 12 da func¸a˜o de distribuic¸a˜o de um corpo cla´ssica
f1(~r,~Π, t). Esta definic¸a˜o na˜o e´ u´nica 4 e na˜o e´ sempre positiva, portanto na˜o
pode ser interpretada como uma distribuic¸a˜o de probabilidade. Neste trabalho
usamos a seguinte definic¸a˜o [22],[23],[24] para a matriz de Wigner covariante
de um corpo:
F(x,Π)≡ 1
(2pi)4
∫
d4R exp[−iΠµRµ ]<: ˆ¯Ψ(x+ 12R)⊗ Ψˆ(x−
1
2
R) :> ,
(3.10)
cujo elementos de matriz sa˜o nu´meros reais dados por:
Fαβ (x,Π)≡
1
(2pi)4
∫
d4R exp[−iΠµRµ ]<: ˆ¯Ψβ (x+
1
2
R)Ψˆα(x− 12R) :> ,
(3.11)
onde α,β correm de 1 ate´ 8, Πµ e´ o momento canoˆnico cla´ssico conjugado
a` coordenada xµ e <: ˆ¯Ψβ (x+ 12 R)Ψˆα(x− 12 R) :> denota a me´dia estatı´stica
quaˆntica sobre o produto dos operadores ˆ¯Ψβ (x+ 12 R)Ψˆα(x− 12 R) em ordena-
mento normal.
Agora dividiremos o problema em duas partes, uma correspondendo
a mate´ria composta por pro´tons e outra pelos neˆutrons. Esta decomposic¸a˜o
nos graus de liberdade de isospin levara´ a equac¸o˜es diferentes para pro´tons e
4Os autores do trabalho [21] definem esta generalizac¸a˜o de outra maneira.
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neˆutrons, mas acopladas pelos campos σ e ω . Considerando um espac¸o de
fase para pro´tons e outro para os neˆutrons, vamos definir a matriz de Wigner
para pro´tons, como sendo:
F(p)(x,Π)=
1
(2pi)4
∫
d4R exp[−iΠµ
(p)Rµ ]<:
ˆ¯Ψ(p)(x+
1
2
R)⊗Ψˆ(p)(x−
1
2
R) :> ,
(3.12)
onde Πµ
(p) = p
µ + eAµ + gvωµ [25] e agora α,β sa˜o ı´ndices espinoriais que
correm de 1 ate´ 4. Similarmente, para os neˆutrons definimos:
F(n)(x,Π)=
1
(2pi)4
∫
d4R exp[−iΠµ
(n)Rµ ]<:
ˆ¯Ψ(n)(x+
1
2
R)⊗Ψˆ(n)(x−
1
2
R) :> ,
(3.13)
onde Πµ
(n) = p
µ +gvωµ e α,β sa˜o ı´ndices espinoriais que correm de 1 ate´ 4.
Agora observemos a importante propriedade que justifica as
definic¸o˜es. Vamos reescrever o valor esperado de um operador aditivo
de um corpo Oˆ, que na˜o tem dependeˆncia com o isospin5, como (eq. 2.46):
< Oˆ > = <Φ0|Oˆ|Φ0 >=∑
λ
< λ |Oˆ1|λ > nλ , (3.14)
onde λ sa˜o os nu´meros quaˆnticos que caracterizam o sistema e nλ agora e´
interpretado como sendo o peso estatı´stico do estado λ . Enta˜o podemos re-
screver o valor esperado [26], representando Oˆ em termos dos operadores ˆ¯Ψ
e Ψˆ e explicitando os ı´ndices espinoriais.
5Ou seja, na˜o diferencia pro´ton de neˆutron. De modo geral os operadores tera˜o dependeˆncia
com o isospin. Esta dependeˆncia com o isospin sera´ evidenciada quando necessa´rio.
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< Oˆ > = <:
∫
d4x ˆ¯Ψ(x)Oˆ1(x)Ψˆ(x) :>
= <:
∫
d4x ˆ¯Ψ(p)(x)Oˆ1(x)Ψˆ(p)(x)+
∫
d4x ˆ¯Ψ(n)(x)Oˆ1(x)Ψˆ(n)(x) :>
=
∫
d4x Sp
[
Oˆ1(x)<: ˆ¯Ψ(p)(x)⊗ Ψˆ(p)(x) :>
]
+∫
d4x Sp
[
Oˆ1(x)<: ˆ¯Ψ(n)(x)⊗ Ψˆ(n)(x) :>
]
=
∫
d4xd4R δ (4)(R)Sp
[
Oˆ1(x)<: ˆ¯Ψ(p)(x+
1
2
R)⊗ Ψˆ(p)(x−
1
2
R) :>
]
+
∫
d4xd4R δ (4)(R)Sp
[
Oˆ1(x)<: ˆ¯Ψ(n)(x+
1
2
R)⊗ Ψˆ(n)(x−
1
2
R) :>
]
=
∫
d4xd4Π(p) Sp
[
Oˆ1(x)F(p)
]
+
∫
d4xd4Π(n) Sp
[
Oˆ1(x)F(n)
]
, (3.15)
onde Sp e´ o trac¸o sobre os ı´ndices espinoriais definido pela eq. (2) e utiliza-
mos a seguinte propriedade da func¸a˜o delta:
1
(2pi)4
∫
d4Π e−iΠ
µRµ = δ (4)(R) . (3.16)
Enta˜o, vemos que a func¸a˜o de Wigner e´ uma ferramenta para o ca´lculo
de valores esperados similar a` func¸a˜o de distribuic¸a˜o cla´ssica f1(~r,~Π, t). A
densidade escalar de pro´tons equac¸a˜o (2.32) e a densidade de pro´tons ficam:
ρ(p)s(x) =< ˆ¯Ψ(p)Ψˆ(p) >=
∫
d4Π Sp
[
F(p)(x,Π)
]
(3.17)
ρ(p)(x) =< ˆ¯Ψ(p)γ0Ψˆ(p) >=
∫
d4Π Sp
[
γ0F(p)(x,Π)
]
. (3.18)
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Utilizamos o fato de que d4xd4Π(p)= d4xd4 p conforme demonstrado6
no apeˆndice B.1. Podemos reescrever a densidade de pro´tons da seguinte
maneira:
ρ(p)(x) =
∫
d4 p Sp
[
γ0F(p)(x, p)
]
=
∫
d3p f(p)(~r,~p, t) , (3.19)
ou seja, omitindo o ı´ndice (1) em f1 aqui e em diante, a equac¸a˜o acima im-
plica em:
f(p)(~r,~p, t) =
∫
dp0 Sp
[
γ0F(p)(x, p)
]
, (3.20)
e analogamente para os neˆutrons:
f(n)(~r,~p, t) =
∫
dp0 Sp
[
γ0F(n)(x, p)
]
. (3.21)
3.2.1 Equac¸a˜o de Movimento
Nesta sec¸a˜o vamos deduzir uma equac¸a˜o de movimento para a matriz
de Wigner. Para isto usamos as equac¸o˜es de movimento para os operadores
de campo na aproximac¸a˜o de Hartree LHM(equac¸o˜es (2.42) e (2.43)) e as
definic¸o˜es dadas pelas equac¸o˜es (3.12) e (3.13). Vamos deduzir esta equac¸a˜o
6Alguns autores trocam de maneira errada o momento canoˆnico pela momento cine´tico
quando esta˜o lidando com equac¸o˜es no espac¸o de fase. No entanto [20], estes teˆm acertado
em suas predic¸o˜es devido a` equivaleˆncia entre os elementos de volume demonstrada no apeˆndice
B.1
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de movimento para a Matriz de Wigner definida para os pro´tons. A equac¸a˜o
de transporte para a matriz de Wigner dos neˆutrons pode ser deduzida de
maneira ana´loga, onde devemos apenas suprimir o campo Aµ(x).
Suprimindo o ı´ndice (p) na definic¸a˜o (3.11), fazendo a troca de
varia´veis x1 = x+ 12 R e x2 = x− 12 R e derivando em relac¸a˜o a` xµ , temos:
[∂ µ −2iΠµ ]F
=
2
(2pi)4
∫
d4R exp[−iΠµRµ ]<: ˆ¯Ψ(x1)⊗
(
∂ νx2Ψˆ(x2)
)
:> ,[
γµ(∂ µ −2iΠµ)+2im
]
F
=
2
(2pi)4
∫
d4R exp[−iΠµRµ ]<: ˆ¯Ψ(x1)⊗
(
γν∂ νx2Ψˆ(x2)+ imΨˆ(x2)
)
:> ,
(3.22)
onde na u´ltima linha multiplicamos por γµ e somamos 2imF respectivamente.
Agora usando a equac¸a˜o de movimento para os operadores de campo(eq.
2.43):
[
γµ(i∂ µ −gvωµ(x)− eAµ)− (m−gsσ(x))
]
Ψˆ(x) = 0
(γµ∂ µ + im)Ψˆ(x) = i(gsσ(x)−gvγµωµ(x)− eγµAµ)Ψˆ(x) , (3.23)
o lado direito da equac¸a˜o (3.22) fica:
2i
(2pi)4
∫
d4R exp[−iΠµRµ ]×
×<: ˆ¯Ψ(x1)⊗ (gsσ(x2)−gvγµωµ(x2)− eγµAµ(x2))Ψˆ(x2) :> .
(3.24)
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Devido a aproximac¸a˜o de campo me´dio, os campos σ(x2), ωµ(x2)
e Aµ(x2) podem ser extraı´dos da me´dia < || >. Estes tambe´m podem ser
reescritos como:
σ(x2) = σ(x− 12R) = e
− 12 Rµ∂
µ
x σ(x)
ωµ(x2) = ωµ(x− 12R) = e
− 12 Rµ∂
µ
x ωµ(x)
Aµ(x2) = Aµ(x− 12R) = e
− 12 Rµ∂
µ
x Aµ(x) , (3.25)
resultando em:
2i
(2pi)4
∫
d4R e−iΠ
µRµ e−
1
2 Rµ∂
µ
x (gsσ(x)−gvγµωµ(x)− eγµAµ(x))×
×<: ˆ¯Ψ(x1)⊗ Ψˆ(x2) :>
=
2i
(2pi)4
e−
1
2 ∂
Π
µ ∂
µ
x
∫
d4R e−iΠ
µRµ (gsσ(x)−gvγµωµ(x)− eγµAµ(x))×
×<: ˆ¯Ψ(x1)⊗ Ψˆ(x2) :>
= 2ie−
1
2 ∂
Π
µ ∂
µ
x (gsσ(x)−gvγµωµ(x)− eγµAµ(x))F , (3.26)
onde no operador e−
1
2 ∂
Π
µ ∂
µ
x , a derivada ∂Πµ atua somente sobre a matriz de
Wigner F e a derivada ∂ µx atua somente sobre os campos σ(x),ωµ(x) e Aµ(x).
Substituindo o resultado acima na equac¸a˜o (3.22) chegamos a uma equac¸a˜o
de movimento para a matriz de Wigner:
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[
γµ(∂ µ −2iΠµ)+2im
]
F(x,Π) =
= 2ie−
1
2 ∂
Π
µ ∂
µ
x (gsσ(x)−gvγµωµ(x)− eγµAµ(x))F(x,Π) . (3.27)
Chegamos a um conjunto de 16 equac¸o˜es acopladas pelos campos de
interac¸a˜o que determinam a dinaˆmica da matriz de Wigner. Este conjunto
de equac¸o˜es constitui um formida´vel problema matema´tico e na˜o sera´ re-
solvido completamente neste trabalho. Na pro´xima sec¸a˜o descrevemos duas
aproximac¸o˜es que permitem reduzir o problema acima(equac¸a˜o (3.27)) a
uma equac¸a˜o com a mesma forma funcional da equac¸a˜o (3.9), ou seja, uma
equac¸a˜o de Vlasov.
3.2.2 Limite Cla´ssico e Aproximac¸a˜o de Spin Saturado
Com a intenc¸a˜o de simplificar a equac¸a˜o (3.27), vamos usar duas
aproximac¸o˜es. A primeira e´ considerar a matriz de Wigner como sendo uma
func¸a˜o suave no espac¸o (x,Π), expandir a equac¸a˜o (3.27) em uma se´rie de
poteˆncias de ∂Πµ ∂
µ
x e restringir nosso estudo para a primeira ordem em ∂Πµ ∂
µ
x .
A segunda aproximac¸a˜o consiste em restringir nosso estudo para um sistema
de spin saturado , ou seja, onde desprezamos a contribuic¸a˜o do spin para
as correntes calculadas atrave´s da matriz de Wigner. Para usar a segunda
restric¸a˜o efetuamos uma decomposic¸a˜o da matriz de Wigner em uma parte
convectiva e outra dependente do spin [27][21], similar a decomposic¸a˜o de
Gordon para o operador corrente [28]. Efetuamos o limite cla´ssico nesta
decomposic¸a˜o e eliminamos a parte dependente do spin e dependente de h¯.
Estas duas aproximac¸o˜es e o limite cla´ssico implicam na obtenc¸a˜o de uma
equac¸a˜o equivalente a equac¸a˜o de Vlasov para um plasma cla´ssico. Um tra-
tamento que leva em considerac¸a˜o o grau de liberdade de spin da matriz de
Wigner e todas as ordens em h¯ no contexto da QED pode ser encontrado em
[29].
Vamos comec¸ar com a expansa˜o em h¯, explicitando h¯ na equac¸a˜o
(3.27) temos:
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[
γµ(h¯∂ µ −2iΠµ)−2im
]
F(x,Π) =
= 2ie−
1
2 h¯∂
Π
µ ∂
µ
x (gsσ(x)−gvγµωµ(x)− eγµAµ(x))F(x,Π) . (3.28)
Considerando que F possui elementos de matrizes que sa˜o func¸o˜es
suaves no espac¸o (x,Π), expandimos o operador exponencial na equac¸a˜o an-
terior e desconsideramos os termos de ordem maior que um nas derivadas.
Esta simplificac¸a˜o resulta em:
e−
1
2 (ih¯∂
Π
µ ∂
µ
x ) =
∞
∑
n=0
(− 12 ih¯∂Πµ ∂ µx )n
n!
∼= 1− 1
2
ih¯∂Πµ ∂
µ
x ,[
γµ(h¯∂ µ −2iΠµ)+2im
]
F =
= 2i
(
1− 1
2
ih¯∂Πν ∂
ν
x
)(
gsσ(x)−gvγµωµ(x)− eγµAµ(x)
)
F ,
2i
[−γµ(Πµ −gvwµ − eA)+m−gsσ]F =
=−γµ h¯∂ µ + h¯∂Πν ∂ νx
(
gsσ(x)−gvγµωµ(x)− eγµAµ(x)
)
F .
(3.29)
De acordo com a definic¸a˜o (3.10), a matriz de Wigner possui ele-
mentos de matrizes reais. Sendo assim, a parte imagina´ria e a parte real da
equac¸a˜o acima devem ser satisfeitas separadamente. A parte imagina´ria da
equac¸a˜o anterior e´:
((γµ pµ)−m∗)F = 0
pµ = Πµ −gvwµ − eAµ , m∗ = m−gsσ , (3.30)
e a parte real :
γµ∂ µ −∂Πν ∂ νx
(
gsσ(x)−gvγµωµ(x)− eγµAµ(x)
)
F = 0 . (3.31)
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De acordo com o apeˆndice C, em um sistema de spin saturado e no
limite cla´ssico, podemos escrever a matriz de Wigner como:
F(x,Π) =F (x,Π)14+ γµVµ(x,Π) , (3.32)
onde:
F ≡ 1
4
Sp[F ]
Vµ ≡ 14Sp
[
γµF
]
.
(3.33)
Aplicando o trac¸o na equac¸a˜o (3.30) e usando a expansa˜o (3.32), te-
mos:
Sp
[
γµ pµF
]
= Sp [m∗F ]
pµV µ = m∗F . (3.34)
Aplicando o trac¸o na equac¸a˜o (3.31) e usando a expansa˜o (3.32), te-
mos:
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Sp
[
∂Πν ∂
ν
x gsσ(x)F
]
=
= Sp
{[
∂µγµ +∂Πν ∂
ν
x
(
gvωµ(x)γµ + eAµ(x)γµ
)]
F
}
,[
∂µ +∂Πν ∂
ν
x
(
gvωµ(x)+ eAµ(x)
)]
V µ = gs∂Πν ∂
ν
x (σ(x)F ) .(3.35)
Multiplicando a equac¸a˜o (3.30) por (γν pν +m∗) e considerando que
F e´ na˜o nula, temos:
((γν pνγµ pµ)−m2∗)F = 0
((γν pνγµ pµ)−m2∗)14) = 0
Sp
[
(γν pνγµ pµ)−m2∗)14
]
=
[
4gµν pν pµ −4m2∗
]
= 0 ⇒ p2 = m2∗ .
(3.36)
A igualdade anterior e´ conhecida como condic¸a˜o de camada de massa.
Utilizando esta condic¸a˜o e a equac¸a˜o (3.34) podemos reescrever a equac¸a˜o
(3.35) como:
(
∂µ +∂Πν ∂
ν
x
(
gvωµ(x)+ eAµ(x)
))
pµ
F
m∗
=−m∗ [∂Πν ∂ νx m∗(x)] Fm∗ . (3.37)
Agora, usando as restric¸o˜es:
∂µωµ = 0 (3.38)
∂µAµ = 0 condic¸a˜o de Lorenz , (3.39)
(3.40)
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conforme demonstrado no apeˆndice B.3 o seguinte comutador se anula:
[
∂µ +∂Πν ∂
ν
x
(
gvωµ(x)+ eAµ(x)
)
, pµ
]
= 0 . (3.41)
Usando o comutador anterior na equac¸a˜o (3.37), ficamos com:
[
pµ∂ µx +(gv pµ∂
ν
x ω
µ + epµ∂ νx A
µ)∂Πν +m
∗(∂ νx m
∗)∂Πν
] F
m∗
= 0 .
(3.42)
De acordo com o apeˆndice B.2, fazendo a troca de varia´veis (x,Π) por
(x, p), onde pν =Πν −gvwν − eAν , a derivada ∂ µx deve ser trocada por:
[∂ µx F (x
µ ,Πµ)] =
= [∂ µx F (x, p)]−gv (∂ µx wν(x))∂ pνF (x, p)− e(∂ µx Aν(x))∂ pνF (x, p) .
(3.43)
A derivada em relac¸a˜o ao momento canoˆnico fica:
∂Πµ =
∂ pν
∂Πµ
∂ pν = ∂
p
µ . (3.44)
Introduzindo as equac¸o˜es (3.43) e (3.44) na equac¸a˜o (3.42) ficamos
com:
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[pµ∂ µx +(gv pµ(∂
ν
x ω
µ −∂ µx ων)+
+epµ(∂ νx A
µ −∂ µx Aν))∂ pν +m∗(∂ νx m∗)∂ pν ]
F (x, p)
m∗
= 0 .
(3.45)
Esta u´ltima e´ a equac¸a˜o de Vlasov em sua forma manifestamente covariante:
[
pµ∂ µx +(gv pµΩ
νµ + epµFνµ +m∗(∂ νx m
∗))∂ pν
] F
m∗
= 0 , (3.46)
onde Ωνµ = ∂ νx ωµ −∂ µx ων e Fνµ = ∂ νx Aµ −∂ µx Aν .
Podemos eliminar a varia´vel p0 da equac¸a˜o anterior utilizando a
condic¸a˜o (3.36):
p2 = (m∗)2
F = Θ(p0)δ (p2− (m∗)2)Ξ(~r,~p, t)
→ δ (x2−α2) = 1
2x
[δ (x−α)+δ (x+α)]
⇒ F = 1
2p0
Θ(p0)δ (p0−
√
p2+(m∗)2)Ξ(~r,~p, t) , (3.47)
onde a func¸a˜o Θ representa a selec¸a˜o apenas de partı´culas com energia posi-
tiva (desconsiderando antipartı´culas) e Ξ(~r,~p, t) e´ uma func¸a˜o independente
de p0. Substituindo a equac¸a˜o anterior na equac¸a˜o (3.46), ficamos com:
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[
pµ∂ µx +(gv pµΩ
νµ + epµFνµ +m∗(∂ νx m
∗))∂ pν
]×
× 1
2p0
Θ(p0)δ (p0−
√
p2+(m∗)2)
Ξ
m∗
= 0 ,
(3.48)
que pode ser simplificada, pois:
∂p0
[
1
p0
Θ(p0)δ (p0−
√
p2+(m∗)2)
Ξ
m∗
]
=
−2
p20
Θ(p0)δ (p0−
√
p2+(m∗)2)
Ξ
m∗
+
1
p0
∂p0
[
Θ(p0)δ (p0−
√
p2+(m∗)2)
Ξ
m∗
]
→ 1
p0
[
∂p0Θ(p0)δ (p0−
√
p2+(m∗)2)
Ξ
m∗
]
=
1
p0
δ (p0)δ (p0−
√
p2+(m∗)2)
Ξ
m∗
+
[
∂p0δ (p0−
√
p2+(m∗)2)
]
1
p0
Θ(p0)
Ξ
m∗
→
∫ [ d
dx
δ (x)
]
f (x)dx =
∫
(−1)δ (x)
[
d
dx
f (x)
]
dx
⇒ 1
p0
[
∂p0Θ(p0)δ (p0−
√
p2+(m∗)2)
Ξ
m∗
]
=
2
p20
Θ(p0)δ (p0−
√
p2+(m∗)2)
Ξ
m∗
⇒ ∂p0
[
1
p0
Θ(p0)δ (p0−
√
p2+(m∗)2)
Ξ
m∗
]
= 0 .
(3.49)
Onde estas operac¸o˜es sa˜o realizadas no integrando de uma integral sobre p0,
que omitimos. Substituindo a igualdade anterior na equac¸a˜o (3.48), temos:
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[
pµ∂ µx +(gv pµΩ
kµ + epµFkµ +m∗(∂ kx m
∗))∂ pk
]
×
×Θ(p0)δ (p0−
√
p2− (m∗)2) Ξ
m∗
= 0 k = 1,2,3 .
(3.50)
Agora vamos calcular individualmente cada termo da equac¸a˜o (3.50).
O terceiro termo e´ a forc¸a de Lorentz covariante :
Fνµ =

0 −Ex −Ey −Ez
Ex 0 −Bz By
Ey Bz 0 −Bx
Ez −By Bx 0

epµFkµ = eFkµ pµ = e
 Ex 0 −Bz ByEy Bz 0 −Bx
Ez −By Bx 0


p0
−px
−py
−pz

= e(p0~E +~p×~B)
~E = −∇φ(~r, t) ~B = ∇×~A(~r, t) . (3.51)
O segundo termo fica:
gv pµΩkµ = gv(p0~C+~p×~D)
~C = −∇ω0(~r, t) ~D = ∇×~ω(~r, t) . (3.52)
E para o primeiro termo temos:
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pµ∂ µx = p0∂t +~p.∇ . (3.53)
Somando todos os termos ficamos com:
[
p0∂t +~p.∇+
(
e(p0~E +~p×~B)+gv(p0~C+~p×~D)+m∗(∇m∗)
)
.∇p
]
×
×Θ(p0)δ (p0−
√
p2+(m∗)2)
Ξ
m∗
=
[
∂t +~˙r.∇+
(
e(~E +~˙r×~B)+gv(~C+~˙r×~D)+ m
∗
p0
(∇m∗)
)
.∇p
]
×
×Θ(p0)δ (p0−
√
p2+(m∗)2)
Ξ
m∗
=
[
∂t +~˙r.∇+
(
e(~E +~˙r×~B)+gv(~C+~˙r×~D)+ m
∗√
p2+(m∗)2
(∇m∗)
)
.∇p
]
×
×Θ(
√
p2+(m∗)2)
Ξ
m∗
.
(3.54)
Mas, lembrando das equac¸o˜es (3.34) e (3.47):
f (~r,~p, t) =
∫
dp0Sp
[
γ0F
]
= 4
∫
dp0V 0 =
= 4
∫
dp0
p0
m∗
F = 4
∫
dp0
p0
m∗
1
2p0
Θ(p0)δ (p0−
√
p2− (m∗)2)Ξ
= 2
∫
dp0Θ(p0)δ (p0−
√
p2− (m∗)2) Ξ
m∗
= 2Θ(
√
p2+(m∗)2)
Ξ
m∗
. (3.55)
A equac¸a˜o (3.48) pode ser reescrita como:
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[
∂t +~˙r.∇+
(
~˙p.∇p
)]
f (~r,~p, t) = 0 ,
(3.56)
onde:
~˙p =
(
e(~E +~˙r×~B)+gv(~C+~˙r×~D)+ m
∗√
p2+(m∗)2
(∇m∗)
)
,
~˙r =
~p
p0
. (3.57)
Enta˜o, na aproximac¸a˜o feita nesta sec¸a˜o, a equac¸a˜o (3.27) para os pro´tons
fica:
∂
∂ t
f(p)+~˙r.∇r f(p)+
[
e
(
~E +(~˙r×~B)
)
+gv
(
~C+(~˙r×~D)
)
+~F
]
.∇p f(p) = 0 ,
(3.58)
onde C e D sa˜o definidos na equac¸a˜o (3.52). Podemos fazer e= 0 na equac¸a˜o
anterior e chegamos em uma equac¸a˜o para os neˆutrons:
∂
∂ t
f(n)+~˙r.∇r f(n)+gv
[(
~C+(~˙r×~D)
)
+~F
]
.∇p f(n) = 0 . (3.59)
Na equac¸a˜o anterior utilizamos:
~F ≡ m
∗√
p2+(m∗)2
(∇m∗) . (3.60)
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3.3 Func¸a˜o de Wigner no Equilı´brio Termodinaˆmico
De acordo com a definic¸a˜o (3.10) dada na sec¸a˜o 3.2, os colchetes <
|| > denotam uma me´dia estatı´stica do sistema. Na mecaˆnica estatı´stica de
equilı´brio, esta´ me´dia e´ uma me´dia sobre um ensemble de equilı´brio. Um
ensemble e´ dito de equilı´brio se a densidade de probabilidadeP definida na
sec¸a˜o 3.1 na˜o depender explicitamente do tempo, ou seja:
∂P
∂ t
= 0 . (3.61)
Esta suposic¸a˜o implica que a func¸a˜o de distribuic¸a˜o de um corpo f (~r,~p) dada
pela equac¸a˜o (3.20) deve ser independente do tempo. Consequ¨entemente os
valores me´dios, tambe´m sa˜o independentes do tempo. O ensemble micro-
canoˆnico e´ caracterizado por P constante7 para microestados de uma dada
energia e zero em caso contra´rio.
No caso da mecaˆnica quaˆntica, um ensemble conveniente para utilizar-
mos e´ o ensemble grande canoˆnico. Para um sistema composto por fe´rmions
indistinguı´veis, em equilı´brio com um reservato´rio te´rmico na temperatura
T e com um reservato´rio de partı´culas com potencial quı´mico µ o ensemble
grande canoˆnico implica [30] no seguinte peso estatı´stico nλ :
nλ =
1
1+ eβ (E−µ)
, (3.62)
onde β = 1T e µ tambe´m e´ identificado como sendo a energia de Fermi do
sistema EF . Este peso e´ conhecido como peso estatı´stico de Fermi-Dirac.
Note que na˜o vamos considerar estados de energia negativa.
Nesta sec¸a˜o vamos calcular a func¸a˜o de Wigner para a mate´ria nuclear
na aproximac¸a˜o LHM8, no equilı´brio termodinaˆmico, ou seja, com a me´dia
< ||> dada pela equac¸a˜o (2.44) onde nα e´ o peso de Fermi-Dirac. Usando os
7Esta definic¸a˜o e´ tambe´m conhecida como postulado das probabilidades iguais a priori.
8Mate´ria nuclear densa em um campo magne´tico forte na aproximac¸a˜o de Hartree. Veja sec¸a˜o
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espinores de Dirac para os neˆutrons (2.47) e (2.48), de acordo com o apeˆndice
D.1, a func¸a˜o de Wigner (3.21) fica:
f(n)(~p)(eq.) =
2
(2pi)3
1
1+ eβ (E(p)−EF )
. (3.63)
A func¸a˜oF(n)(p)(eq.), equac¸a˜o (3.31), fica:
F(n)(p)(eq.) =
1
2(2pi)3
m∗
E∗
δ (E∗− p0)
1+ eβ (E(p)−EF )
. (3.64)
Procedendo da mesma maneira, de acordo com o apeˆndice D.2, calculamos
as func¸o˜es f(p)(~p)(eq.) eF(p)(p)(eq.), que ficam:
f(p)(~p)(eq.) =
2
(2pi)3
e−b
2
3 ×
×
[
L0(2b23)
1+ eβ (E0−EF )
+
∞
∑
l=0
(−1)l
1+ eβ (El+1−EF )
(Ll(2b23)−Ll+1(2b23))
]
,
(3.65)
F(p)(p)(eq.) =
1
2(2pi)3
e−b
2
3
δ (E∗0 − p0)
1+ eβ (E0−EF )
m∗(p)
E∗0
L0(2b23)+
+
1
2(2pi)3
e−b
2
3
[
∞
∑
l=0
m∗(p)
E∗l+1
(−1)lδ (E∗l+1− p0)
1+ eβ (El+1−EF )
(Ll(2b23)−Ll+1(2b23))
]
.
(3.66)
onde b23 =
1
eB0
(p2x +p
2
y) =
p2⊥
eB0
e Ll(2b23) e´ o polinoˆmio de Laguerre de ordem
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l com argumento 2b23.
Vamos representar graficamente a func¸a˜o de distribuic¸a˜o para os
neˆutrons f(n)(~p)(eq.) em func¸a˜o de (px,py,pz = 0), utilizando os seguintes
paraˆmetros:
m(n)[MeV] gsσ0[MeV] EF [MeV] T [MeV]
939 400 783 0,1
Tabela 3.1: Paraˆmetros utilizados no gra´fico abaixo
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Figura 3.1: Func¸a˜o de Wigner para os Neˆutrons. As varia´veis px e py dadas
em MeV .
Vemos que esta e´ ideˆntica a distribuic¸a˜o de partı´culas em um ga´s de
Fermi [31]. Em um ga´s na˜o interagente, as partı´culas sa˜o livres e suas func¸o˜es
de onda sa˜o ondas planas de acordo com equac¸o˜es (2.47) e (2.48). Se fizermos
a integrac¸a˜o sobre d3p, no´s obteremos uma densidade ρ(n) constante.
Na func¸a˜o de distribuic¸a˜o para os pro´tons f(p)(~p)(eq.), podemos re-
presentar os termos do somato´rio sobre os nı´veis de Landau em um gra´fico.
Fazemos os gra´ficos de cada termo em func¸a˜o de (px,py,pz = 0). Utilizando
os paraˆmetros dados pela tabela abaixo, temos os seguintes gra´ficos:
m(n)[MeV] gsσ0[MeV] EF [MeV] T [MeV] B0[G]
939 400 607 10 1019
Tabela 3.2: Paraˆmetros utilizados nos gra´ficos abaixo
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Figura 3.2: Termo de ordem zero na func¸a˜o de Laguerre contida na Func¸a˜o
de Wigner para os Pro´tons. As varia´veis px e py dadas em MeV .
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Figura 3.3: Termo de ordem 10 na func¸a˜o de Laguerre contida na Func¸a˜o de
Wigner para os Pro´tons. As varia´veis px e py dadas em MeV .
A figura 3.3 e´ um gra´fico do termo de de´cima ordem na func¸a˜o de
Laguerre contida na func¸a˜o f(p)(~p)(eq.). O gra´fico 3.4 apresentado abaixo e´
uma intersecc¸a˜o da curva apresentada em 3.3 com o plano py = 0, vemos que
a func¸a˜o f(p)(~p)(eq.) apresenta valores negativos para um certo conjunto de
pontos px. Esta propriedade da func¸a˜o de Wigner e´ uma consequ¨eˆncia do
cara´ter ondulato´rio das partı´culas que compo˜em o sistema [32], portanto e´
uma fenoˆmeno quaˆntico associado a func¸a˜o de distribuic¸a˜o f(p)(~p)(eq.). De-
vido a este fenoˆmeno na˜o podemos interpretar f(p)(~p)(eq.) como sendo uma
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Figura 3.4: Intersecc¸a˜o da curva anterior com o plano py = 0.
densidade de probabilidades no espac¸o (~r,~p), assim como fazemos com a
func¸a˜o cla´ssica 3.5 f1(~r,~p, t). A func¸a˜o de Wigner e´ chamada de uma func¸a˜o
de quase-probabilidade. O cara´ter negativo da func¸a˜o de Wigner tem sido
alvo de experieˆncias realizadas recentemente [33]. Nestas reconstro´i-se a
func¸a˜o de Wigner atrave´s de medidas experimentais e evidencia-se a conexa˜o
entre seu comportamento negativo e a interfereˆncia entre os pacotes de onda.
3.3.1 Tensor de Energia-Momento
De acordo com o teorema de Noether [34], a invariaˆncia das equac¸o˜es
de movimento e da forma funcional da lagrangiana, quando submetidas a uma
translac¸a˜o infinitesimal no espac¸o-tempo x
′
µ→ xµ+εµ , implicam na seguinte
lei de conservac¸a˜o:
∂
∂xµ
Tµν = 0 , (3.67)
onde Tµν e´:
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Tµν =−gµνL +∑
i
∂νqi
(
∂L
∂ (∂ µqi)
)
, (3.68)
e e´ conhecido como tensor de energia-momento. Esta denominac¸a˜o e´ dada,
pois a equac¸a˜o anterior implica na conservac¸a˜o do quadrivetor energia-
momento Pν :
∂
∂ t
∫
d3x T0ν =
∂
∂ t
∫
d3x
[
∑
i
pii
∂qi
∂xν
−g0νL
]
=
∂
∂ t
Pν = 0 , (3.69)
onde Pν = (H,~P).
Agora, substituindo a LagrangianaL0M , equac¸a˜o (2.36) , na equac¸a˜o
(3.68) obtemos:
(
Tµν
)
0M = iΨ¯(p)γµ∂νΨ(p)+iΨ¯(n)γµ∂νΨ(n)−
(
1
2
B20+
1
2
m2vω
2
0 −
1
2
m2sσ
2
0
)
gµν .
(3.70)
Este tensor e´ tambe´m chamado de canoˆnico. Podemos expressar os termos
envolvendo os camposΨ(p),Ψ(n) deste tensor em termos da func¸a˜o da Wigner
(3.33) [23]:
iΨ¯(p)γµ∂νΨ(p) =
4
m∗
(p)
∫
d4 p pµ pν F(p)(x, p)+gvων jµ(p) ,
(3.71)
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iΨ¯(n)γµ∂νΨ(n) =
4
m∗
(n)
∫
d4 p pµ pν F(n)(x, p)+gvων jµ(n) .
(3.72)
Levando os dois u´ltimos resultados na equac¸a˜o (3.70), ficamos com:
(
Tµν
)
0M =
4
m∗
(p)
∫
d4 p pµ pν F(p)(x, p)+
4
m∗
(n)
∫
d4 p pµ pν F(n)(x, p)+
+ gvων jµ −
(
1
2
B20+
1
2
m2vω
2
0 −
1
2
m2sσ
2
0
)
gµν .
(3.73)
A equac¸a˜o anterior pode ser interpretada como o fluxo de momento pν dos
pro´tons atrave´s da superfı´cie perpendicular a pµ mais o fluxo de momento pν
dos neˆutrons atrave´s da superfı´cie perpendicular a pµ .
Para o sistema em equilı´brio termodinaˆmico dado na sec¸a˜o 3.3, as
func¸o˜es F(p)(x, p) e F(n)(x, p) sa˜o dadas pelas equac¸a˜o (3.64) e equac¸a˜o
(3.66) respectivamente. Podemos notar na equac¸a˜o (3.66), que esta e´ ani-
sotro´pica na distribuic¸a˜o dos momentos, ou seja, a forc¸a exercida por este
fluxo de momento sobre um elemento de a´rea daeˆa sera´ dependente da
orientac¸a˜o eˆa deste elemento de a´rea. Este fato implica em uma pressa˜o
perpendicular P⊥ cine´tica de magnitude diferente da pressa˜o P‖ cine´tica e
paralela a` orientac¸a˜o do campo magne´tico. Se no´s computarmos a pressa˜o
exercida pela forc¸a de Lorentz PM originada pela corrente diamagne´tica,
denominada pressa˜o magne´tica [36][37], as presso˜es P⊥ e P‖ va˜o se igualar.
Esta e´ uma condic¸a˜o para o equilı´brio em um plasma [37]. Este resultado
e´ consistente termodinamicamente, pois para um sistema em equilı´brio
termodinaˆmico e´ preciso que a pressa˜o9 seja isotro´pica.
Na mecaˆnica cla´ssica dos meios contı´nuos, podemos reescrever o ten-
sor de energia-momento para um sistema uniforme e em equilı´brio termo-
dinaˆmico em func¸a˜o da densidade de energia ε e da pressa˜o P. Vamos escol-
her um sistema de refereˆncia onde o fluı´do esta´ em repouso, ou seja, onde a
velocidade convectiva de um elemento de fluı´do seja uµ = (1,0,0,0). Neste
sistema o campo externo e´ Aµ = (0,0,B0x,0), ou seja ~B = (0,0,B0). De-
9A pressa˜o [35] e´ uma varia´vel de campo termodinaˆmico e precisa assumir o mesmo valor
para cada parte do sistema.
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finindo um quadrivetor unita´rio tipo espac¸o u
′
paralelo ao campo B , u
′ ≡
(0,0,0,1), podemos reescrever o tensor de energia-momento como [22],[21]:
Tµν = εuµuν −P⊥∆µν +P‖u
′
µu
′
ν , (3.74)
onde P‖ = P⊥+PM [36] . ∆µν e´ o projetor em uma direc¸a˜o ortogonal a u , u
′
e e´ definido por:
∆µν = gµν −uµuν +u′µu
′
ν . (3.75)
Na pro´xima sec¸a˜o calcularemos cada um destes termos e esboc¸aremos
uma equac¸a˜o de estado para este sistema.
3.3.2 Equac¸a˜o de Estado
Nesta subsec¸a˜o calculamos as equac¸o˜es de estado para a mate´ria nu-
clear sime´trica, que e´ descrita pela aproximac¸a˜o L0M definida na sec¸a˜o 2.3.
Utilizamos a parametrizac¸a˜o dada pela tabela 2.1, onde consideramos que o
neˆutron tem a mesma massa do pro´ton dada por M.
O estado macrosco´pico do sistema em equilı´brio fica determinado pelo
conjunto das chamadas varia´veis de estado do sistema. A equac¸a˜o termo-
dinaˆmica que relaciona as varia´veis de estado e´ conhecida como equac¸a˜o de
estado do sistema. No presente caso, calcularemos uma equac¸a˜o que rela-
ciona as varia´veis ε e P. As varia´veis de estados ρB, T e µ = EF sera˜o os
paraˆmetros das varia´veis ε e P. As varia´veis ε e P sa˜o dadas pelos elementos
de matriz do tensor Tµν . Na aproximac¸a˜o L0M , de acordo com a equac¸a˜o
(3.73), elas sa˜o dadas por:
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ε = T00 =
4
m∗
(p)
∫
d4 p p0 p0 F(p)(p)eq.+
4
m∗
(n)
∫
d4 p p0 p0 F(n)(p)eq.
+
(
1
2
B20+
1
2
m2vω
2
0 +
1
2
m2sσ
2
0
)
(3.76)
P = Tzz = Txx+PM =
4
m∗p
∫
d4 p p‖p‖ F(p)(p)eq.+
4
m∗n
∫
d4 p pzpz F(n)(p)eq.
+
(
1
2
B20+
1
2
m2vω
2
0 −
1
2
m2sσ
2
0
)
.
(3.77)
De acordo com o apeˆndice E, as integrais acima podem ser reescritas como:
ε =
eB0
(2pi)2
∫ ∞
−∞
dp‖
∞
∑
l=0
glE∗l(p)nl(p)+
2
(2pi)3
∫
d3p E∗(n)n(n)(p)
+
(
1
2
B20+
1
2
m2vω
2
0 +
1
2
m2sσ
2
0
)
.
(3.78)
P =
eB0
(2pi)2
∫ ∞
−∞
dp‖
∞
∑
l=0
gl
p2‖
E∗l(p)
nl(p)+
2
3(2pi)3
∫
d3p
p2
E∗
(n)
n(n)(p)
+
(
1
2
B20+
1
2
m2vω
2
0 −
1
2
m2sσ
2
0
)
.
(3.79)
onde:
n(i) =
1
1+ eβ (E(i)−EF )
, i = p,n . (3.80)
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Sistema a` Temperatura Nula
As equac¸o˜es para densidade de energia e pressa˜o calculadas na sec¸a˜o
anterior podem ser simplificadas e resolvidas analiticamente se efetuarmos
o limite T → 0. Efetuando este limite na distribuic¸a˜o de Fermi-Dirac 3.80,
temos o seguinte resultado:
lim
T→0
[
n(i)
]
= θ(E(i)−EF(i)) , i = p,n , (3.81)
onde EF(i) e´ a energia de Fermi do sistema formado pelas partı´culas de
espe´cie (i), ou seja, a energia do nı´vel mais alto ocupado por uma partı´cula
de espe´cie (i). De acordo com o apeˆndice E.1, ao efetuarmos o limite T → 0,
as equac¸o˜es (3.78) e (3.79) adquirem a seguinte forma:
ε =
eB0
2pi2
NF
∑
l=0
gl(m∗2(p)+2leB0)
[
Xl
√
X2l +1+ ln
(
Xl +
√
X2l +1
)]
+
+
m∗4(n)
(pi)2
[
pF
4m∗
(n)
Y3− pF
8m∗
(n)
Y− 1
8
ln
(
pF
m∗
(n)
+Y
)]
+
+
(
1
2
B20+
1
2
m2vω
2
0 +
1
2
m2sσ
2
0
)
,
(3.82)
P =
eB0
2pi2
NF
∑
l=0
gl(m∗2(p)+2leB0)
[
Xl
√
X2l +1− ln
(
Xl +
√
X2l +1
)]
+
+
m∗4(n)
24(pi)2
[
2pF
m∗
(n)
Y3− 5pF
m∗
(n)
Y+
1
8
ln
(
pF
m∗
(n)
+Y
)]
+
+
(
1
2
B20+
1
2
m2vω
2
0 −
1
2
m2sσ
2
0
)
.
(3.83)
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Onde Xl =
p‖F√
m∗2
(p)+2leB0
, Y =
√
p2F
m∗2
(n)
+1. NF e´ o u´ltimo nı´vel de Landau
ocupado pelos pro´tons e e´ relacionado com o momento paralelo de Fermi dos
pro´tons p‖F e a energia de Fermi EF(p) atrave´s da seguinte equac¸a˜o:
EF(p) =
√
p2‖F +m
∗2
(p)+2NF eB0 . (3.84)
Enta˜o, para uma determinada energia de Fermi finita EF(p), NF e´ tomado [5]
como sendo o nu´mero inteiro, na equac¸a˜o acima, que precede o primeiro valor
negativo de p2‖F .
Os campos ω0 e σ0 podem ser calculados atrave´s das equac¸o˜es de
movimento (2.31). De acordo com o apeˆndice E.1 e a equac¸a˜o (2.31) o campo
ω0 e´ dado por:
ω0 =
gv
m2v
ρB =
gv
m2v
(
eB0
2pi2
∞
∑
l=0
glp‖F(NF) +
1
3pi2
p3F
)
.
(3.85)
Para mate´ria nuclear sime´trica no modelo σ −ω , a massa de pro´ton e do
neˆutron sa˜o consideradas iguais e portanto a definic¸a˜o da massa efetiva im-
plica em σ0 = M−M
∗
gs
. Onde M e´ a massa do pro´ton ou do neˆutron, dado pela
tabela 2.1. Utilizando a equac¸a˜o (2.31), podemos eliminar a varia´vel σ0 e
massa efetiva pode ser reescrita como:
M∗ = M− g
2
s
m2s
ρs .
(3.86)
Utilizando o valor de ρs a` temperatura nula calculado no apeˆndice E.1, fica-
mos com:
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M∗ = M− g
2
s
m2s
eB0
2pi2
∞
∑
l=0
glM∗ ln
[
Xl +
√
X2l +1
]
+
− 1
2pi2
M∗2
[ pF
M∗
Y− ln
( pF
M∗
+Y
)]
.
(3.87)
Enta˜o, para eliminar a massa efetiva M∗ das equac¸o˜es para densidade de ener-
gia e pressa˜o, precisamos resolver a equac¸a˜o autoconsistente acima.
Para mate´ria nuclear sime´trica as densidades de pro´tons e neˆutrons
devem ser iguais. Esta imposic¸a˜o implica na seguinte relac¸a˜o entre pF , p‖F e
NF :
ρ(p) = ρ(n) ⇒ ρB = 2ρ(n)
eB0
2pi2
∞
∑
l=0
glp‖F(NF) =
1
3pi2
p3F .
(3.88)
Assim, para determinado nı´vel de Landau, podemos encontrar p‖F como
func¸a˜o de pF . Para os primeiros nı´veis de Landau NF temos:
NF = 0 ⇒ p‖F =
2
3eB0
p3F ,
NF = 1 ⇒ p‖F =
2
9eB0
p3F ,
NF = 2 ⇒ p‖F =
2
15eB0
p3F ,
...
NF = j ⇒ p‖F =
2
(3+6 j)eB0
p3F .
(3.89)
Agora, podemos implementar um algoritmo simples que resolve a
equac¸a˜o autoconsistente (3.87) e representar graficamente as equac¸o˜es de es-
tado P × ε , ε ×ρB e P×ρB. Utilizamos a parametrizac¸a˜o dada pela tabela
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2.1, trac¸amos os gra´ficos para diferentes regimes de magnitude para B0 e di-
ferentes nı´veis ma´ximos de Landau NF .
Na confecc¸a˜o dos gra´ficos e´ conveniente redefinir a unidade do
campo magne´tico, deixando-a adimensional atrave´s da introduc¸a˜o do campo
magne´tico crı´tico para os pro´tons Bc. Bc e´ o campo onde a energia cı´clotron
cla´ssica10 h¯wc se iguala a energia relativı´stica de repouso mpc2:
Bc =
m2pc
3
eh¯
= 1,49 × 1020G .
(3.90)
Enta˜o o termo magne´tico eB0 pode ser reescrito como m2(p)c
4B∗, onde B∗ e´
uma quantidade adimensional dada por B∗ = BBC e B tem como unidade o
Gauss.
10Este e´ encontrada, quando tomamos o limite cla´ssico da frequ¨eˆncia cı´clotron definida na
sec¸a˜o 4.1, resultando em wc = eBmpc .
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Para a pressa˜o em func¸a˜o da densidade de energia temos as seguintes
curvas:
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Figura 3.5: Pressa˜o versus densi-
dade de energia para l = 0
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Figura 3.6: Pressa˜o versus densi-
dade de energia para l = 3
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Figura 3.7: Pressa˜o versus densi-
dade de energia para l = 15
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Figura 3.8: Pressa˜o versus densi-
dade de energia para l = 30
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Para a pressa˜o e a densidade de energia em func¸a˜o da densidade
barioˆnica temos as seguintes curvas:
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Figura 3.9: Pressa˜o versus densi-
dade barioˆnica para l = 0
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Figura 3.10: Pressa˜o versus densi-
dade de barioˆnica para l = 3
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Figura 3.11: Densidade de energia
versus densidade barioˆnica para l =
0
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Figura 3.12: Densidade de energia
versus densidade barioˆnica para l =
3
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As figuras 3.5, 3.6, 3.7 e 3.8 mostram curvas da pressa˜o versus a den-
sidade de energia para diferentes valores de magnitude do campo magne´tico
B0 e diferentes nı´veis de Landau ma´ximos NF ocupados pelos pro´tons do
sistema. A curva B0 e´ uma curva extraı´da do modelo σ −ω sem campo
magne´tico. A reta P = ε e´ o limite causal do sistema, ou seja, para curvas
acima desta reta a velocidade do som e´ maior que a velocidade da luz neste
meio e para curvas abaixo desta reta a velocidade do som e´ menor que a velo-
cidade da luz satisfazendo assim o princı´pio da causalidade. Estas duas curvas
que acabamos de citar servem para testarmos a validade das equac¸o˜es de es-
tado. Para ”boas curvas”, e´ necessa´rio que elas estejam abaixo da reta P = ε
e que no limite NF → ∞ simultaneamente com B0 → 0 elas se aproximem
da curva com B0 = 0. Observamos que isto acontece em nossas curvas. As
figuras 3.9, 3.10 mostram curvas da pressa˜o (em escala logarı´tmica) versus a
densidade barioˆnica para NF = 0 e NF = 3.
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4 TEORIA DA RESPOSTA LINEAR
De acordo com a deduc¸a˜o feita na subsec¸a˜o 3.2.2, no limite cla´ssico e
em um sistema de spin saturado, a evoluc¸a˜o temporal das func¸o˜es de Wigner
f(p),(n)(~r,~p, t) sa˜o dadas pelas equac¸o˜es de Vlasov (3.58) e (3.59). O limite
cla´ssico h¯→ 0 na˜o e´ tomado sobre f(p),(n), ele e´ tomado apenas sobre os ope-
radores que atuam sobre f(p),(n). A func¸a˜o f(p),(n) e´ uma me´dia estatı´stica
quaˆntica, e carrega informac¸a˜o quaˆntica. Por tanto, a equac¸a˜o de Vlasov cuja
func¸a˜o de distribuic¸a˜o de partı´culas f(p),(n) e´ a func¸a˜o de Wigner, pode ser en-
tendida como uma aproximac¸a˜o semi-cla´ssica para a dinaˆmica do problema.
A equac¸a˜o de Vlasov e´ a equac¸a˜o que descreve a evoluc¸a˜o temporal,
na auseˆncia de coliso˜es, da func¸a˜o de distribuic¸a˜o de um corpo(ele´trons e
ı´ons) na teoria dos plasmas. Esta equac¸a˜o e´ uma ferramenta para o ca´lculo
da func¸a˜o de distribuic¸a˜o fe,i para regimes onde o sistema se encontra fora
do equilı´brio termodinaˆmico(Sec¸a˜o 3.3). Na teoria dos plasmas cla´ssicos,
para sistemas tirados do equilı´brio atrave´s de um impulso fper., onde fper. <<
feq. e feq. e´ uma distribuic¸a˜o Maxwelliana1, podemos resolver a equac¸a˜o de
Vlasov linearizada analiticamente. A equac¸a˜o de Vlasov linearizada implica
[36] em fenoˆmenos fı´sicos lineares exclusivos do plasma, como o amorte-
cimento de Landau, amortecimento cı´clotron, modos normais de Bernstein,
modos normais de Langmuir, modos normais de Van A´lfven e outros. Estas
predic¸o˜es sa˜o amplamente confirmadas em experimentos envolvendo plasmas
controlados em laborato´rios [38][39].
Neste capı´tulo, procuramos demonstrar a existeˆncia de fenoˆmenos
ana´logos aos citados no para´grafo anterior, mas agora, ocorrendo na mate´ria
nuclear. Para isso, vamos proceder de maneira similar ao que e´ feito na teo-
ria cla´ssica. Vamos considerar o sistema inicialmente em equilı´brio descrito
pelas func¸o˜es (3.63) e (3.65). Aplicamos neste sistema uma perturbac¸a˜o de
pequena magnitude fper. e resolveremos a equac¸a˜o de Vlasov perturbada re-
tendo apenas termos de perturbac¸a˜o lineares. Na pro´xima sec¸a˜o, calculamos
a relac¸a˜o de dispersa˜o para ondas eletrosta´ticas longitudinais se propagando
na mate´ria nuclear. Estes modos de oscilac¸a˜o sa˜o uma generalizac¸a˜o quaˆntica
e relativı´stica dos modos de Bernstein mencionados no para´grafo anterior.
1Denominamos de Maxwelliana a curva dada por : f (~r,~v) = ρ(~r)(βm)
3
2 e−
m
2 βv
2
.
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4.1 Modos de Bernstein na Mate´ria Nuclear
Em 1958 [6], Bernstein resolveu a equac¸a˜o de Vlasov linearizada para
um plasma de ele´trons em um campo magne´tico forte, uniforme e externo.
Nesta resoluc¸a˜o, ele utiliza como perturbac¸a˜o ondas eletrosta´ticas longitudi-
nais se propagando em uma direc¸a˜o perpendicular ao campo magne´tico. A
relac¸a˜o de dispersa˜o para estas ondas sa˜o conhecidas como modos de Bern-
stein. Nesta sec¸a˜o vamos proceder de maneira similar a` realizada por Bern-
stein [6] e outros autores [36][37], mas agora, trabalhando com um sistema
quaˆntico e relativı´stico(dado pela func¸a˜o de Wigner).
Vamos calcular a resposta fper. e a relac¸a˜o de dispersa˜o para uma
perturbac¸a˜o externa do tipo Eper. ∝ ei(
~k.~r−wt) se propagando na mate´ria nu-
clear sime´trica em equilı´brio descrita pelas func¸o˜es de Wigner 3.63 e 3.65.
Consideramos que a perturbac¸a˜o e´ uma onda plana longitudinal se propa-
gando perpendicularmente ao campo magne´tico externo ~B0, ou seja, escol-
hendo um sistema de coordenadas cartesianas onde ~B0 esta´ alinhado com o
eixo eˆ3 temos que ~Eper. = Eyeˆ2ei(kyy−wt). Vamos considerar que a forc¸a~˙p que
atua sobre a func¸a˜o de Wigner e´ composta apenas pela perturbac¸a˜o ele´trica
e~Eper. e pela forc¸a originada pelo campo magne´tico externo e(~˙r×~B0), despre-
zando assim as forc¸as que teˆm como origem a interac¸a˜o forte. Enta˜o, nesta
aproximac¸a˜o a distribuic¸a˜o de neˆutrons permanece inalterada e resolveremos
apenas a equac¸a˜o (3.58) para os pro´tons:
∂
∂ t
f(p)+~˙r.∇r f(p)+
[
e
(
~Eper.+(~˙r×~B0)
)]
.∇p f(p) = 0 . (4.1)
Agora, substituindo f = feq.+ fper., omitindo o ı´ndice (p) e retendo apenas
termos lineares nas perturbac¸o˜es ficamos com:
∂
∂ t
fper.+~˙r.∇r fper.+ e(~˙r×~B0).∇p fper.+ e~Eper..∇p feq. = 0 .
(4.2)
Esta equac¸a˜o pode ser reescrita como:
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d
dt
fper.+ e~Eper..∇p feq. = 0 ,
onde
d
dt
fper. =
∂
∂ t
fper.+~˙r.∇r fper.+(~˙r×~B0).∇p fper. .
(4.3)
A primeira equac¸a˜o pode ser integrada no tempo ao longo da o´rbita cla´ssica
das partı´culas, resultando em:
fper.(t)− fper.(t0) =−
∫ t
t0
dt
′
e~Eper..∇p feq. , (4.4)
onde a integral tambe´m deve ser efetuada sobre a o´rbita cla´ssica das
partı´culas. Para partı´culas relativı´sticas em um campo magne´tico uniforme, a
dinaˆmica e´ dada por d~pdt = e~˙r×~B0 que tem como soluc¸a˜o as seguintes o´rbitas
[40]:
y(t
′
)−y(t) = rL
{
sen
[
wc(t
′ − t)+φ
]
− senφ
}
,
x(t
′
)−x(t) = −rL
{
cos
[
wc(t
′ − t)+φ
]
− cosφ
}
,
(4.5)
onde rL =
p⊥
eB0
e´ o raio de Larmor e wc =
eB0
p0
e´ a frequ¨eˆncia cı´clotron
que e´ constante ao longo da o´rbita. Introduzindo a perturbac¸a˜o ~Eper. =
Eyeˆ2eikyy(t
′
)−iwt ′ e a o´rbita y(t ′) dada pela equac¸a˜o anterior, a equac¸a˜o (4.4)
fica:
fper.(t)− fper.(t0) =
=−eEy
∫ t
t0
e−ikyrLsenφeikyy(t)e
[
ikyrL
(
sen(wc(t
′−t)+φ)
)
−iwt ′
]
(
∂
∂ py
feq.)dt
′
.
(4.6)
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Introduzindo agora a varia´vel τ = t ′ − t, fazendo t0 → ∞ no limite inferior
e considerando que fper.(t) e´ amortecida, ou seja se anula quando t → ∞, a
equac¸a˜o anterior pode ser reescrita como:
fper.(t) = −eEyeikyy(t)−iwt
∫ 0
∞
e−ikyrLsenφe[ikyrL(sen(wcτ+φ))−iwτ](
∂
∂ py
feq.)dτ .
(4.7)
Podemos simplificar o integrando usando a func¸a˜o geradora das func¸o˜es de
Bessel( equac¸a˜o (9.1.41) da refereˆncia [41]) e a derivada em coordenadas
cilı´ndricas:
eikyrLsen(wcτ+φ) =
∞
∑
n=−∞
(
ei(wcτ+φ)
)n
Jn(kyrL)
∂ feq.
∂ py
=
py
p⊥
∂ feq.
∂ p⊥
= cos(wcτ+φ)
∂ feq.
∂ p⊥
.
(4.8)
Com a utilizac¸a˜o destas duas u´ltimas relac¸o˜es, o lado direito da equac¸a˜o (4.6)
fica:
−eEyeikyy(t)−iwt
∫ 0
∞
n,m=∞
∑
n,m=−∞
(
ei(wcτ+φ)
)n
Jn(kyrL)
(
e−iφ
)m
Jm(kyrL)×
×e−iwτcos(wcτ+φ)( ∂∂ p⊥ feq.)dτ
= − e
2
Eyeikyy(t)−iwt
∫ 0
∞
n,m=∞
∑
n,m=−∞
(
ei(n+1)(wcτ+φ)+ ei(n−1)(wcτ+φ)
)
×
×e−iwτJn(kyrL)Jm(kyrL)e−imφ ( ∂∂ p⊥ feq.)dτ
= − e
2
Eyeikyy(t)−iwt
n,m=∞
∑
n,m=−∞
Λm,nJn(kyrL)Jm(kyrL)e−imφ (
∂
∂ p⊥
feq.)dτ ,
(4.9)
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onde Λm,n e´ dado por:
Λm,n =
[
ei(n+1)φe(i(n+1)wc−iw)τ
(i(n+1)wc− iw) +
ei(n−1)φe(i(n−1)wc−iw)τ
(i(n−1)wc− iw)
]0
∞
.
(4.10)
Se tivermos uma onda amortecida, enta˜o w=wr+ iς com ς > 0. Substituindo
os limites acima, e usando uma onda amortecida, temos:
Λm,n =
[
ei(n+1)φe(i(n+1)wc−iwr)τe−ςτ
(i(n+1)wc− iw) +
ei(n−1)φe(i(n−1)wc−iwr)τe−ςτ
(i(n−1)wc− iw)
]0
∞
Λm,n =
[
ei(n+1)φ
(i(n+1)wc− iw) +
ei(n−1)φ
(i(n−1)wc− iw)
]
.
(4.11)
Ainda, podemos simplificar Λm,n fazendo uso da relac¸a˜o de recorreˆncia
Jν−1(x)+ Jν+1(x) = 2νx Jν(x)(equac¸a˜o (9.1.27) da refereˆncia [41]):
n=∞
∑
n=−∞
Jn(kyrL)Λm,n =
n=∞
∑
n=−∞
Jn(kyrL)
[
ei(n+1)φ
(i(n+1)wc− iw) +
ei(n−1)φ
(i(n−1)wc− iw)
]
=
ν=∞
∑
ν=−∞
eiνφ
i(νwc−w) [Jν−1(kyrL)+ Jν+1(kyrL)]
=
ν=∞
∑
ν=−∞
eiνφ
i(νwc−w)
2ν
kyrL
Jν(kyrL) .
(4.12)
Levando o resultado (4.11) e o (4.8) na equac¸a˜o (4.6), chegamos no seguinte
resultado para a perturbac¸a˜o fper.:
fper.(t) =−eEyeikyy(t)−iwt
m,n=∞
∑
m,n=−∞
ei(n−m)φ
i(nwc−w)
n
kyrL
Jn(kyrL)Jm(kyrL)
∂ feq.
∂ p⊥
.
(4.13)
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Agora vamos calcular a relac¸a˜o de dispersa˜o utilizando a equac¸a˜o de Poisson:
ikyEper. =
e
ε0
∫
fper.dp =
e
ε0
∫
fper. dp‖p⊥dp⊥dφ .
(4.14)
Substituindo fper. (equac¸a˜o (4.12)) na equac¸a˜o anterior e notando que a in-
tegral sobre φ pode ser resolvida dando
∫
dφ ei(m−n)φ = 2piδmn, a equac¸a˜o
anterior fica:
k2y = eB0
2pie2
ε0
∞
∑
n=−∞
n
(nwc−w)
∫
[Jn(kyrL)]
2 ∂ feq.
∂ p⊥
dp‖dp⊥ .
(4.15)
4.1.1 Sistema a` Temperatura Nula e no Primeiro Nı´vel de Landau
Nesta subsec¸a˜o consideramos o sistema a` temperatura nula e ocupando
apenas o primeiro nı´vel de Landau(n=0). Assim a relac¸a˜o de dispersa˜o (4.14)
pode ser simplificada e representada graficamente.
A mate´ria nuclear composta por pro´tons no equilı´brio termodinaˆmico
e´ descrita pela func¸a˜o de Wigner (3.65):
f(p)(~p)(eq.) =
2
(2pi)3
e−b
2
3 ×
×
[
L0(2b23)
1+ eβ (E0−EF )
+
∞
∑
l=0
(−1)l
1+ eβ (El+1−EF )
(Ll(2b23)−Ll+1(2b23))
]
,
(4.16)
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onde b23 =
1
eB0
(p2x + p
2
y) =
1
eB0
p2⊥. A` temperatura nula a expressa˜o anterior
resulta em:
f(p)(~p)(eq.) =
2
(2pi)3
e−b
2
3 ×
×
[
L0(2b23)θ(E0−EF)+
∞
∑
l=0
(−1)lθ(El+1−EF)(Ll(2b23)−Ll+1(2b23))
]
.
(4.17)
Se considerarmos apenas o primeiro termo do somato´rio (l=0) e substi-
tuirmos o polinoˆmio de Laguerre, a equac¸a˜o anterior fica da seguinte forma:
f(p)(~p)(eq.) =
2
(2pi)3
e−
1
eB0
p2⊥
[
θ(E0−EF)+θ(E1−EF)(1− (1− 2eB0 p
2
⊥))
]
=
2
(2pi)3
e−
1
eB0
p2⊥
[
θ(E0−EF)+θ(E1−EF) 2eB0 p
2
⊥
]
.
(4.18)
Agora, substituindo a equac¸a˜o (4.17) na equac¸a˜o (4.14), a integral
sobre p⊥ pode ser resolvida facilmente resultando em
∫
dp‖θ(E0 − EF) ≡
2p‖0F . Assim, a equac¸a˜o (4.14) resulta em:
k2y =
2e2
pi2ε0
∞
∑
n=−∞
n
(nwc−w)
∫ ∞
0
p⊥ (Jn(kyrL))2 e
− p
2⊥
eB0
(
2p‖1F −p‖0F
)
dp⊥+
− 2e
2
pi2ε0
∞
∑
n=−∞
n
(nwc−w)
∫ ∞
0
2
eB0
p‖1F (Jn(kyrL))
2 e−
p2⊥
eB0 p3⊥dp⊥ .
(4.19)
Agora, notando que (Jn(kyrL))
2 = (J−n(kyrL))2 e que o termo com n = 0 se
anula, podemos reescrever a expressa˜o acima como:
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k2y =
4e2
pi2ε0
∞
∑
n=1
n2wc
(w2−n2w2c)
∫ ∞
0
p⊥ (Jn(kyrL))2 e
− p
2⊥
eB0
(
p‖0F −2p‖1F
)
dp⊥+
+
4e2
pi2ε0
∞
∑
n=1
n2wc
(w2−n2w2c)
∫ ∞
0
2
eB0
p‖1F (Jn(kyrL))
2 e−
p2⊥
eB0 p3⊥dp⊥ .
(4.20)
A equac¸a˜o acima pode ser simplificada com a ajuda da seguinte identidade
[42]:
∫ ∞
0
(Jn(x))
2 e−
x2
2c2 xdx = c2e−c
2
In(c2) , n >−1
(4.21)
onde In(c2) e´ a func¸a˜o de Bessel modificada de ordem n. p‖0F e p‖1F sa˜o
os momentos de Fermi paralelos onde NF = 0 e NF = 1 respectivamente.
Usando a identidade acima a equac¸a˜o (4.19) pode ser reescrita como:
k2y =
2e2
pi2ε0
∞
∑
n=1
n2wc
(w2−n2w2c)
eB0p‖0F e
− k
2
y
eB0 In(
k2y
eB0
)+
+
2e2
pi2ε0
∞
∑
n=1
n2wc
(w2−n2w2c)
p‖1F e
− k
2
y
eB0 k2y
[
In(
k2y
eB0
)+
1
2
(In−1(
k2y
eB0
)+ In+1(
k2y
eB0
))
]
.
(4.22)
O primeiro termo do lado esquerdo da igualdade da equac¸a˜o acima e´ semel-
hante ao calculado por Bernstein [6],[36] para um plasma cla´ssico na˜o rela-
tivı´stico. O segundo termo consiste em uma correc¸a˜o quaˆntica e relativı´stica
para os modos de Bernstein. Podemos reescrever a equac¸a˜o (4.21) da seguinte
maneira:
k2y =
2e2wc
pi2ε0
α(w,λ )
(4.23)
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onde λ = k
2
y
2eB0
e a func¸a˜o α(w,λ ) e´ dada por:
α(w,λ ) =
∞
∑
n=1
n2wc
(w2−n2w2c)
eB0p‖0F e−λ In(λ )
+
∞
∑
n=1
n2wc
(w2−n2w2c)
2eB0p‖1F e−λλ
[
In(λ )+
1
2
(In−1(λ )+ In+1(λ ))
]
.
(4.24)
Os momentos de Fermi paralelos p‖1F e p‖0F podem ser calculados com
auxı´lio da equac¸a˜o (3.89).
NF = 0 ⇒ p‖0F =
2
3eB0
p3F ,
NF = 1 ⇒ p‖1F =
2
9eB0
p3F .
(4.25)
Agora, representamos graficamente a func¸a˜o α em func¸a˜o de wwc , para λ = 1
e usando os paraˆmetros mostrados na tabela abaixo.
ρ(p)[fm−3] B0[G] λ
0,153 1019 1
Tabela 4.1: Paraˆmetros utilizados nos gra´ficos abaixo
A equac¸a˜o (4.22) implica que a func¸a˜o α(w,λ ) e´ maior que zero.
Enta˜o, a figura 4.1 mostra regio˜es proibidas para w, ou seja, as regio˜es onde
α assume valores negativos.
Podemos analisar a relac¸a˜o de dispersa˜o dada pela equac¸a˜o (4.21) efe-
tuando os limites para ky→ ∞ e para ky→ 0. No limite ky→ ∞ a frequ¨eˆncia
w assume os valores mu´ltiplos da frequ¨eˆncia cı´clotron w = nwc, pois o de-
nominadores da frac¸a˜o na equac¸a˜o (4.21) deve se anular. No limite ky → 0,
a func¸a˜o de Bessel modificada pode ser substituı´da por In(
k2y
2eB0
) =
(
k2y
2eB0
)n
n! .
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α
 
 
[ fm
-1 ]
w / w c
Figura 4.1: Regio˜es proibidas para w.
Substituindo esta propriedade na equac¸a˜o (4.21), no limite ky→ 0, apenas o
termo com n = 1 na˜o se anula. Neste limite a equac¸a˜o (4.21) fica:
w2 =
e2wc
pi2ε0
p‖0F︸ ︷︷ ︸
≡w2pq
+w2c ≡ w2H .
(4.26)
Onde wH e´ denominada frequ¨eˆncia hı´brida superior, pois e´ uma mistura da
frequ¨eˆncia wc com a frequ¨eˆncia wpq. A representac¸a˜o gra´fica da relac¸a˜o de
dispersa˜o para os quatro primeiros nı´veis, fazendo wwc versus kyrl e escolhendo
wH entre o primeiro e o segundo nı´vel harmoˆnico, e´ dada por:
O gra´fico acima apresenta quatro frequ¨eˆncias harmoˆnicas da
frequ¨eˆncia cı´clotron(linhas tracejadas). As linhas contı´nuas apresentam
as frequ¨eˆncias das ondas eletrosta´ticas se propagando na mate´ria nuclear per-
pendicularmente a` direc¸a˜o do campo magne´tico. Estas ondas sa˜o chamadas
de ondas de Bernstein.
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w / w C
k r L
w H
Figura 4.2: Relac¸a˜o de dispersa˜o w/wc versus kyrL.
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5 CONCLUSO˜ES
Nesta dissertac¸a˜o, realizamos um estudo sobre a mate´ria nuclear
sime´trica, a` temperatura nula e imersa em um campo magne´tico forte. Cal-
culamos algumas propriedades da mate´ria em equilı´brio e fora do equilı´brio.
Para que isto fosse possı´vel, desenvolvemos ao longo do capı´tulo 3 um estudo
sobre uma teoria de transporte baseada na func¸a˜o de distribuic¸a˜o de Wigner.
Este estudo e´ feito de forma detalhada, de modo que, toda a teoria necessa´ria
para a realizac¸o˜es de predic¸o˜es sobre equac¸o˜es de estado, respostas lineares
e modos de oscilac¸a˜o esta presente no texto desta dissertac¸a˜o. A teoria de
transporte desenvolvida neste trabalho sera´ generalizada em trabalhos futu-
ros. Estes trabalhos podera˜o descrever a mate´ria estelar realista no lugar da
mate´ria nuclear sime´trica. As predic¸o˜es feitas neste trabalho esta˜o expostas
na subsec¸a˜o 3.3.2 e na subsec¸a˜o 4.1.1.
Na sec¸a˜o 3.3.2, calculamos as equac¸o˜es de estado para mate´ria nuclear
em equilı´brio e esboc¸amos seus gra´ficos. Na literatura encontramos estas
curvas para a mate´ria estelar[5] composta por pro´tons, neˆutrons e ele´trons em
equilı´brio beta. O nosso modelo na˜o considera ele´trons e considera a mate´ria
nuclear como sendo sime´trica, mas mesmo assim quando comparados com
as curvas para mate´ria estelar do autor [5], suas curvaturas sa˜o semelhantes.
Em trabalhos futuros calcularemos estas curvas para a mate´ria estelar, onde
incluiremos os ele´trons e outras partı´culas de campo no modelo.
No capı´tulo 4, calculamos a resposta linear a uma perturbac¸a˜o externa
ele´trica, longitudinal, perio´dica e se propagando em uma direc¸a˜o perpendicu-
lar ao campo magne´tico. Usamos enta˜o esta resposta para calcular a relac¸a˜o
de dispersa˜o a` temperatura nula e para os pro´tons concentrados no primeiro
nı´vel de Landau. Calculamos a frequ¨eˆncia superior hı´brida wH , que e´ uma
generalizac¸a˜o quaˆntica e relativı´stica para a frequ¨eˆncia superior hı´brida cal-
culada para um plasma cla´ssico[37], [6] imerso em um campo magne´tico
forte. Esta frequ¨eˆncia e´ denominada de superior porque o aˆngulo de 90o,
que e´ o aˆngulo entre a direc¸a˜o de propagac¸a˜o da perturbac¸a˜o e a direc¸a˜o do
campo magne´tico, e´ tomado com sendo o limite superior. Tambe´m pode-
mos calcular a frequ¨eˆncia wH para aˆngulos inferiores a 90o, quando o aˆngulo
for 00 a frequ¨eˆncia wH e´ denominada de inferior. Esta frequ¨eˆncia e´ denomi-
nada de hı´brida porque em um plasma cla´ssico ela e´ dada por wH = wp+wc,
onde wp = (
ρe2
ε0m
)
1
2 e´ a frequ¨eˆncia caracterı´stica do plasma cla´ssico. Esta
frequ¨eˆncia caracterı´stica e´ obtida para um plasma sofrendo influeˆncia ape-
nas da perturbac¸a˜o ele´trica, sem a presenc¸a de campos externos σ e ω .
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Na subsec¸a˜o 4.1.1 encontramos a frequ¨eˆncia caracterı´stica ana´loga ao caso
cla´ssico, esta e´ dada por :
wpq =
[
e2wc
pi2ε0
p‖0F
] 1
2
.
(5.1)
Na teoria cla´ssica, a figura 4.2 e´ conhecida como sendo a relac¸a˜o de
dispersa˜o para as ondas de Bernstein. A figura 4.1 apresenta as regio˜es proi-
bidas para w. Estas duas curvas tem um comportamento semelhante as curvas
calculadas para um plasma cla´ssico[36],[37].
5.1 Sugesto˜es para Pesquisas Futuras
O estudo desenvolvido neste trabalho pode servir como ponto de
partida para pesquisas futuras. Podemos generalizar a teoria desenvol-
vida no capı´tulo 3. Esta generalizac¸a˜o pode ser feita para englobar outras
partı´culas, tais como ele´trons, me´sons pi , hı´perons e outras que sa˜o levadas
em considerac¸a˜o em modelos mais realistas que o modelo σ−ω apresentado
no capı´tulo 2. Assim podemos calcular equac¸o˜es de estado para a mate´ria
estelar mais realista. Tambe´m podemos, na˜o usando as aproximac¸o˜es feitas
na subsec¸a˜o 3.2.2, levar em conta a influeˆncia do spin e isospin das partı´culas
na equac¸a˜o de movimento da func¸a˜o de distribuic¸a˜o (equac¸o˜es (3.58) e
(3.59)).
Em pesquisas futuras, podemos calcular os coeficientes de transporte
da equac¸a˜o de Vlasov (equac¸o˜es (3.58) e (3.59)), onde utilizamos a func¸a˜o
de Wigner. Estes coeficientes, como por exemplo o tensor de condutivi-
dade ele´trica, va˜o carregar informac¸a˜o quaˆntica proveniente da func¸a˜o de Wi-
gner. Ca´lculos deste tipo sa˜o efetuados pela em [43] e [21] para um ga´s de
ele´trons na˜o relativı´stico e relativı´stico respectivamente. No´s podemos efe-
tuar ca´lculos ana´logos, ou seja, utilizando os mesmos me´todos matema´ticos
para a mate´ria estelar.
APEˆNDICE A – EQUAC¸A˜O DE DIRAC
A.1 Equac¸a˜o para os Neˆutrons
A equac¸a˜o de movimento para um neˆutron na aproximac¸a˜o L0M e´
dada pela equac¸a˜o (2.37):
[
γµ i∂ µ −gvγ0ω0− (mn−gsσ0)
]
ψ(n)(x) = 0 . (A.1)
Podemos reescrever esta equac¸a˜o em func¸a˜o das matrizes ~α e β :
[
i∂t + i~α.∇−gvω0−βm∗n
]
ψ(n)(x) = 0 . (A.2)
Agora vamos utilizar o ansatz:
ψ(ε)(~r, t) = N f (E,~Π)eiε~Π.~re−iεEt , (A.3)
onde E e´ um nu´mero real positivo e o ro´tulo ε identifica soluc¸o˜es com energia
positiva (+) e negativa (-). Substituindo o ansatz na equac¸a˜o (A.2) obtemos:
[
εE−gvω0−m∗(n) −ε~σ .~Π
−ε~σ .~Pi εE−gvω0+m∗(n)
]
f (E,~Π) = 0 . (A.4)
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Agora, definindo :
E∗ = E−gvω0 , f (E,~Π) =
[
ua
ub
]
, (A.5)
podemos reescrever a equac¸a˜o (A.4) como:
[
E∗−m∗(n) −ε~σ .~Π
−ε~σ .~Π E∗+m∗(n)
][
ua
ub
]
= 0 . (A.6)
Para obtermos soluc¸o˜es na˜o triviais devemos impor que o determinante da
equac¸a˜o acima seja nulo. Esta imposic¸a˜o implica em:
E∗ = ε
√
Π2+m∗2
(n) ⇒ εE = gvω0+ ε
√
Π2+m∗2
(n) . (A.7)
A equac¸a˜o matricial (A.6) implica na seguinte relac¸a˜o entre ua e ub:
ua =
ε~σ .~Π
E∗−m∗
(n)
ub , ub =
ε~σ .~Π
E∗+m∗
(n)
ua . (A.8)
Escolhendo ua =
[
1
0
]
e explicitando as matrizes de Pauli, podemos escrever
o espinor ψ(ε),s=+1n como:
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ψ(ε)(~r, t) = N

1
0
εΠz
E∗+m∗
(n)
ε(Πx+iΠy)
E∗+m∗
(n)
eiε~Π.~re−iεEt . (A.9)
Escolhendo ua =
[
0
1
]
, podemos escrever o espinor ψ(ε),s=−1
(n) como:
ψ(ε)
(n) (~r, t) = N

0
1
−εΠz
E∗+m∗
(n)
ε(Πx−iΠy)
E∗+m∗
(n)
eiε~Π.~re−iεEt . (A.10)
Agora, podemos calcular a constante N, para termos satisfeita a
normalizac¸a˜o:
∫
d3r ψ(ε)Π (~r, t)
†ψ(ε
′
)
Π′
(~r, t) = δεε ′ δ (~Π−~Π
′
) , (A.11)
obtendo:
N =
1
(2pi)
3
2
(
E∗+m∗(n)
2E∗
) 1
2
. (A.12)
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A.2 Equac¸a˜o para os Pro´tons
Nesta sec¸a˜o resolvemos a equac¸a˜o (2.38) usando os mesmos procedi-
mentos adotados na refereˆncia[44]. A equac¸a˜o de movimento para um pro´ton
na aproximac¸a˜oL0M e´ dada pela equac¸a˜o (2.38):
[
γµ i∂ µ −gvγ0ω0− eγµAµ)− (m(p)−gsσ0)
]
ψ(p)(x) = 0 , (A.13)
onde Aµ = (0,0,B0x,0). Escrever esta equac¸a˜o em func¸a˜o das matrizes ~α e
β , temos:
[
i∂t + i~α.∇−gvω0+ e~α.~A−βm∗(p)
]
ψ(p)(x) = 0 . (A.14)
Agora vamos utilizar o ansatz:
ψε(x) = N h(ε)(x)eiεΠyy+iεΠzze−iεEt , (A.15)
onde E e´ nu´mero real positivo, ε =+(−) corresponde aos estados de energia
positiva(negativa) e h(ε) representa um espinor de Dirac que determinaremos
substituindo ψε(p) na equac¸a˜o (A.14). Realizando esta substituic¸a˜o ficamos
com:
[
(E∗−m∗(p))12 iσ1∂x− εσ2Πy− εσ3Πz+ eσ2B0x
iσ1∂x− εσ2Πy− εσ3Πz+ eσ2B0x (E∗+m∗(p))12
]
h(ε)= 0 .
(A.16)
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Usando as representac¸o˜es das matrizes de Pauli convencionadas neste tra-
balho, obtemos a seguinte identidade:
iσ1∂x− εσ2Πy− εσ3Πz+ eσ2B0x =
=
[
εΠz i∂x+ iεΠy− ieB0x
i∂x− iεΠy+ ieB0x −εΠz
]
. (A.17)
Substituindo a u´ltima relac¸a˜o na equac¸a˜o (A.16) obtemos:

−E∗+m∗(p) 0 εΠz Oˆ1
0 −E∗+m∗(p) Oˆ2 −εΠz
εΠz Oˆ1 −E∗−m∗(p) 0
Oˆ2 −εΠz 0 −E∗−m∗(p)


h1
h2
h3
h4
= 0 ,
(A.18)
onde definimos:
Oˆ1 =−i(∂x+ εΠy− eB0x) , Oˆ2 =−i(−∂x− εΠy+ eB0x) . (A.19)
Por convenieˆncia vamos definir a varia´vel:
ξ = (eB0)
1
2 (x− εΠy
eB0
) , (A.20)
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e com esta obtemos:
Oˆ1 =−i(eB0) 12
(
−ξ + ∂
∂ξ
)
, Oˆ2 =−i(eB0) 12
(
ξ +
∂
∂ξ
)
. (A.21)
Para obtermos h(ε) vamos usar as propriedades das func¸o˜es de onda
do oscilador harmoˆnico unidimensional:
(
−ξ + ∂
∂ξ
)
vn(ξ ) = −
√
2(n+1)vn+1(ξ )(
ξ +
∂
∂ξ
)
vn(ξ ) =
√
(2n)vn−1(ξ )
vn(ξ ) =
1√
pi1/22nn!
Hn(ξ )e−
ξ2
2 . (A.22)
Observando as propriedades acima, construı´mos o seguinte ansatz:
h(ε)(x) =

h1(x)
h2(x)
h3(x)
h4(x)
=

C(ε)1 vn(ξ )
C(ε)2 vn−1(ξ )
C(ε)3 vn(ξ )
C(ε)4 vn−1(ξ )
 . (A.23)
Substituindo este ansatz na equac¸a˜o (A.18) obtemos a seguinte relac¸a˜o entre
os coeficientes:
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
−E∗+m∗(p) 0 εΠz i
√
2neB0
0 −E∗+m∗(p) −i
√
2neB0 −εΠz
εΠz i
√
2neB0 −E∗−m∗(p) 0
−i√2neB0 −εΠz 0 −E∗−m∗(p)


C(ε)1
C(ε)2
C(ε)3
C(ε)4
= 0 .
(A.24)
Para obtermos soluc¸o˜es na˜o triviais a matriz deve ter determinante
nulo. Esta condic¸a˜o implica na seguinte relac¸a˜o:
E∗ = ε
√
Π2z +m∗2(p)+2neB0 ⇒ εE = gvω0+ ε
√
Π2z +m∗2(p)+2neB0 .
(A.25)
Analisando a equac¸a˜o (A.24), pode-se mostrar que os coeficientes
C(ε)i , i = 1−4, satisfazem as relac¸o˜es:
C(ε)3 =
1
E∗+m∗
(p)
(
εΠzC
(ε)
1 + i
√
2neB0C
(ε)
2
)
C(ε)4 = −
1
E∗+m∗
(p)
(
i
√
2neB0C
(ε)
1 + εΠzC
(ε)
2
)
, (A.26)
que podem ser reescritas como:
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
C(ε)1
C(ε)2
C(ε)3
C(ε)4
=

1
0
εΠz
E∗+m∗
(p)
− i
√
2neB0
E∗+m∗
(p)
C(ε)1 +

0
1
i
√
2neB0
E∗+m∗
(p)
− εΠzE∗+m∗
(p)
C2 . (A.27)
Os estados de energia positiva dependem de duas constantes independentes e,
portanto, sa˜o duplamente degenerados. Ja´ o estado fundamental na˜o e´ dege-
nerado, pois, devido a equac¸a˜o (A.23) devemos ter um u´nico estado em n=0
( quando n=0 os coeficientes C(ε)2 e C
(ε)
4 se anulam). A degeneresceˆncia pode
ser associada a um ro´tulo de spin:
n = l+
1
2
(−s+1), l = 0,1,2, ... , s =±1 , (A.28)
onde:
h(ε)s=+1 =

(E∗+m∗(p))vl(ξ )
0
εΠzvl(ξ )
−i√2leB0vl−1(ξ )
 ,
[
C(ε)1
C(ε)2
]
=
[
E∗+m∗(p)
0
]
(A.29)
h(ε)s=−1 =

0
(E∗+m∗(p))vl(ξ )
i
√
2(l+1)eB0vl+1(ξ )
−εΠzvl(ξ )
 ,
(
C(ε)1
C(ε)2
)
=
[
0
E∗+m∗(p)
]
.
(A.30)
A normalizac¸a˜o dos estados fica:
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ψ(ε)λ = Nh
(ε)
s (ξ )eiεΠyy+iεΠzze−iεEt (A.31)
∫
d3r ψ(ε
′
)
λ ′
(~r, t)†ψ(ε)λ (~r, t) = δλ ′λδεε ′ = δl′ lδs′ sδε ′ εδ (Π
′
y−Πy)δ (Π
′
z−Πz) ,
(A.32)
onde λ ′ e λ representam conjuntos completos(l,s,Πy,Πz) de nu´meros
quaˆnticos que especificam os estados univocamente. Usando as seguintes
relac¸o˜es:
1
2pi
∫ ∞
−∞
dx eiε(p
′−p)x = δ (p
′ −p) ,
∫ ∞
−∞
dξ vn′ (ξ )vn(ξ ) = δn′n , (A.33)
obtemos:
δλ ′λδεε ′ =
N2
(eB0)
1
2
2E∗(E∗+m∗p)δl′ lδs′ s(2pi)
2δ (Π
′
y−Πy)δ (Π
′
z−Πz) .
(A.34)
Enta˜o, para satisfazer a equac¸a˜o (A.34), devemos ter:
N = (eB0)
1
4
1
2pi
(
2E∗(E∗+m∗(p))
)− 12
. (A.35)
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APEˆNDICE B – TROCAS DE VARIA´VEIS E ALGUMAS RELAC¸O˜ES
U´TEIS
B.1 Ca´lculo do Jacobiano
∂
(
xµ ,Πµ
(p)
)
∂ (xµ ,pµ )
Vamos calcular o Jacobianos da transformac¸a˜o de varia´veis
d4xd4Π(p)→ d4xd4 p:
dΠ0
(
d4xd3Π(p)
)
= dΠ0
(
J d4xd3p
)
= dp0
(
J d4xd3p
)
(B.1)
pois ∂Π
0
∂ p0 = 1 e Π
µ
(p) = p
µ + gvωµ(x) + eAµ(x) com Aµ(x) e ωµ(x) sendo
func¸o˜es somente do espac¸o-tempo. J e´ o jacobiano da transformac¸a˜o, ou seja,
e´ um determinante funcional de se´tima ordem definido por:
J =
∂
(
xµ ,Π1(p),Π
2
(p),Π
3
(p)
)
∂ (xµ , p1, p2, p3)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
∂x0Π1 ∂x1Π1 ∂x2Π1 ∂x3Π1 1 0 0
∂x0Π2 ∂x1Π2 ∂x2Π2 ∂x3Π2 0 1 0
∂x0Π3 ∂x1Π3 ∂x2Π3 ∂x3Π3 0 0 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 1
(B.2)
B.2 Derivadas
Quando estamos fazendo a mudanc¸a de varia´vel (x,Π)→ (x, p), po-
demos escrever uma regra da cadeia para os quadrivetores:
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∂
∂Πµ
=
∂ pν
∂Πµ
∂ pµ = δµν
∂
∂ pν
=
∂
∂ pµ
, (B.3)
onde Πν = pν + gvων + eAν . Para a derivada em relac¸a˜o a`s coordenadas
temos:
∂ µx F (x,Π(x))|Π=const = dµxF (x, p(x)) = ∂ µx F (x, p)|p=const.+
+ (
∂ pν
∂xµ
)
∂
∂ pν
F (x, p)
= ∂ µx F (x, p)−gv(∂ µx ων)∂ νpF (x, p)+
− e(∂ µx Aν)∂ νpF (x, p)
= ∂ µx F (x, p)−gv(∂ µx ων)∂ pνF (x, p)+
− e(∂ µx Aν)∂ pνF (x, p) (B.4)
B.3 Ca´lculo do Comutador (3.41)
Vamos calcular o comutador dado pela equac¸a˜o (3.41):
[
∂µ +∂Πν ∂
ν
x
(
gvωµ(x)+ eAµ(x)
)
, pµ
]
ψ , (B.5)
utilizando as seguintes condic¸o˜es:
∂µωµ = 0 (B.6)
∂µAµ = 0. (B.7)
(B.8)
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As seguintes condic¸o˜es acima implicam em [∂µ , pµ ] = 0, onde pµ = Πµ +
gvωµ + eAµ , pois:
∂µ pµ = ∂µΠµ +gv∂µωµ + e∂µAµ = 0 . (B.9)
Trocando o momento cine´tico pelo canoˆnico pµ = Πµ −gvωµ − eAµ
e usando o resultado acima temos:
[
∂µ +∂Πν ∂
ν
x
(
gvωµ(x)+ eAµ(x)
)
, pµ
]
ψ =
=
[
∂Πν ∂
ν
x
(
gvωµ(x)+ eAµ(x)
)
, pµ
]
ψ
=
[
∂Πν ∂
ν
x
(
gvωµ(x)+ eAµ(x)
)
, Πµ −gvωµ − eAµ
]
ψ
= ∂Πν ∂
ν
x
(
gvωµ(x)+ eAµ(x)
)
(Πµψ)−Πµ∂Πν ∂ νx
(
gvωµ(x)+ eAµ(x)
)
ψ+
− ∂Πν ∂ νx
(
gvωµ(x)+ eAµ(x)
)
(gvωµ + eAµ)ψ +
+ (gvωµ + eAµ)∂Πν ∂
ν
x
(
gvωµ(x)+ eAµ(x)
)
ψ ,
(B.10)
onde o primeiro termo pode ser simplificado da seguinte forma:
∂Πν ∂
ν
x
(
gvωµ(x)+ eAµ(x)
)
(Πµψ) =
= ∂ νx
(
gvωµ(x)+ eAµ(x)
)
(∂Πν Π
µ)ψ + ∂ νx
(
gvωµ(x)+ eAµ(x)
)
Πµ(∂Πν ψ)
= ∂ νx
(
gvωµ(x)+ eAµ(x)
)
δµνψ + Πµ∂ νx
(
gvωµ(x)+ eAµ(x)
)
(∂Πν ψ)
= ∂ µx
(
gvωµ(x)+ eAµ(x)
)
ψ + Πµ∂ νx
(
gvωµ(x)+ eAµ(x)
)
(∂Πν ψ) =
= Πµ∂ νx
(
gvωµ(x)+ eAµ(x)
)
(∂Πν ψ) .
(B.11)
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O terceiro termo pode ser simplificado da seguinte forma:
−∂Πν ∂ νx
(
gvωµ(x)+ eAµ(x)
)
(gvωµ + eAµ)ψ =
= −∂ νx
(
gvωµ(x)+ eAµ(x)
)
(gvωµ + eAµ)∂Πν ψ =
= −(gvωµ + eAµ)∂ νx
(
gvωµ(x)+ eAµ(x)
)
∂Πν ψ =
= −(gvωµ + eAµ)∂Πν ∂ νx
(
gvωµ(x)+ eAµ(x)
)
ψ .
(B.12)
Enta˜o o primeiro termo cancela o segundo e o terceiro cancela o
quarto, portanto o comutador e´ nulo:
[
∂µ +∂Πν ∂
ν
x
(
gvωµ(x)+ eAµ(x)
)
, pµ
]
= 0 (B.13)
APEˆNDICE C – DECOMPOSIC¸A˜O ESPINORIAL DA MATRIZ DE
WIGNER
Neste apeˆndice fazemos uma decomposic¸a˜o da matriz de Wigner F
similar a decomposic¸a˜o feita na refereˆncia [24]. De um modo geral, qualquer
matriz 4 × 4 pode ser expandida em uma base de 16 matrizes. Conforme
demonstrado na refereˆncia [45], uma base completa para as matrizes Ψ¯⊗Ψ
consiste no conjunto das seguintes 16 matrizes:
Γi =
{
14 , γµ , σµν =
i
2
[γµ ,γν ] , γ5γµ , γ5
}
, (C.1)
onde o conjunto γ0,γ1,γ2,γ3 formam uma base para a a´lgebra de Clifford
associado ao quadri-espac¸o de Minkowski. O conjunto de matrizes Γi gozam
das seguintes propriedades:
Sp
[
Γi
]
= 0 , exceto para Γi = 14 (C.2)
(Γi)2 =±14 . (C.3)
Enta˜o podemos reescrever a matriz F como uma combinac¸a˜o linear das ma-
trizes Γi da seguinte maneira [46],[24]:
F =F + γµVµ + iγ5Q+ γµγ5Aµ +
1
2
σµνJµν , (C.4)
onde:
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F ≡ 1
4
Sp [F ]
Q ≡ −1
4
iSp
[
γ5F
]
Vµ ≡ 14Sp
[
γµF
]
Aµ ≡ 14Sp
[
γ5γµF
]
Jµν ≡ 14Sp
[
σµνF
]
.
(C.5)
Estes vetores de base sa˜o reais e quando submetidos a uma transformac¸a˜o de
Lorentz se comportam como um escalar, pseudoescalar, vetor, vetor axial e
tensor antisime´trico respectivamente.
Agora, utilizando a equac¸a˜o de movimento linearizada (3.29), vamos
eliminar os vetores de base Q,Vµ ,Jµν reescrevendo-os em func¸a˜o de F e
Aµ . Reescrevendo a equac¸a˜o (3.29), temos:
(
γµKµ −m∗
)
F = 0 , (C.6)
onde Kµ ≡ pµ + 12 h¯∇µ ≡ pµ + 12 ih¯
[
∂ µ −∂Πν ∂ νx ( gs4 σ(x)γµ −gvωµ − eAµ)
]
.
Usando as propriedades (C.2) e (C.3), podemos decompor a equac¸a˜o (C.6)
similarmente a` equac¸a˜o (C.4), resultando no conjunto de equac¸o˜es acopladas:
KµVµ −m∗F = 0
iKµAµ +m∗P = 0
KµF − iKνJµν −m∗Vµ = 0
iKµQ+
1
2
εµνληKνJ λη −m∗Aµ = 0
i(KµVν −KνVµ)− εµνληKλA η −m∗Jµν = 0 ,
(C.7)
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onde εµνλη e´ um o tensor de Levi-Civita totalmente antisime´trico. Os vetores
em (C.5) sa˜o reais, mas Kµ e´ imagina´rio. Enta˜o explicitando Kµ , as partes
imagina´ria e real das equac¸o˜es acima devem ser satisfeitas separadamente. A
parte real do conjunto acima implica em:
pµVµ = m∗F (C.8)
h¯∇µAµ = 2m∗Q (C.9)
pµF +
1
2
h¯∇νJµν = m∗Vµ (C.10)
−h¯∇µQ+ εµνλη pνJ λη = 2m∗Aµ (C.11)
1
2
h¯(∇µVν −∇νVµ)+ εµνλη pλA η = m∗Jµν , (C.12)
e a parte imagina´ria implica em:
h¯∇µVµ = 0 (C.13)
pµAµ = 0 (C.14)
1
2
h¯∇µF = pνJµν (C.15)
pµQ = −14 h¯εµνλη∇
νJ λη (C.16)
pµVν − pνVµ = 12 h¯εµνλη∇
λA η . (C.17)
Resolvendo paraQ,Vµ eJµν as equac¸o˜es (C.9), (C.10) e (C.12) em termos
de Aµ eF ficamos com:
Q =
h¯
2m∗
∇µAµ (C.18)
Vµ =
pµ
m∗
F +
1
2m∗2
h¯εµνλη∇ν pλA η (C.19)
Jµν =
1
m∗
εµνλη pλA η +
1
2m∗2
h¯(∇µ pν −∇ν pµ)F . (C.20)
A equac¸a˜o (C.19) e´ semelhante a decomposic¸a˜o de Gordon da quadricorrente
[28], ou seja, separa´-la em uma parte convectiva e outra correspondente a
contribuic¸a˜o do spin:
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jµ =
i
2m
ψ¯∂ µψ︸ ︷︷ ︸conv. −∂µ
[
ψ¯σµλψ
]
︸ ︷︷ ︸
spin
 . (C.21)
A equac¸a˜o (C.20) pode ser interpretada como um termo correspondendo ao
acoplamento cla´ssico entre o tensor de spin e uma quadricorrente axial acres-
cido de uma correc¸a˜o quaˆntica de primeira ordem em h¯.
Para que as equac¸a˜o (C.20) e (C.19) possam ser interpretados desta
maneira e´ preciso estabelecer a conexa˜o entre a quadricorrente axial Aµ e
o spin. Na pro´xima sec¸a˜o estabeleceremos esta conexa˜o utilizando o limite
cla´ssico h¯→ 0.
C.1 Interpretac¸a˜o Fı´sica no Limite Cla´ssico
Levando o limite cla´ssico h¯→ 0 nas equac¸o˜es (C.18), (C.19) e (C.20)
ficamos com:
Q = 0
γµVµ =
1
m∗
γµ pµF
1
2
σµνJµν =
1
2m∗
σµνεµναβ pαA β
=
−i
m∗
γ5σαβ pαA β
=
1
m∗
γ5γαγβ pαA β . (C.22)
Na u´ltima linha fizemos uso da equac¸a˜o (C.14) e usamos as seguintes pro-
priedades das matrizes de Dirac:
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γ5σµν =
i
2
εµνρσσρσ ,
(C.23)
γµγν = gµν − iσµν .
(C.24)
Fazendo uso das equac¸o˜es (C.22), a matriz (C.4) pode ser reescrita como:
F = F +
1
m∗
γµ pµF + γµγ5Aµ +
1
m∗
γ5γαγβ pαA β
=
1
m∗
(
m∗+ γµ pµ
)(
F − γ5γµAµ
)
.
(C.25)
Vamos reescrever a matriz F em termos dos operadores de projec¸a˜o
de spin:
P(±s) = 1
2
(
1± γ5γµsµ
)
, (C.26)
onde[45] P(+s)(P(−s)) projeta um estado arbitra´rio no estado com autovalor
+ 12 (− 12 ). sµ e´ um quadrivetor do tipo espac¸o unita´rio e ortogonal a pµ , ou
seja, satifaz a seguinte condic¸a˜o:
sµsµ =−1 . (C.27)
Agora, reescrevendo o segundo fator na equac¸a˜o (C.25) em termos de P(s):
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(
F − γ5γµAµ
)
=
1
2
(
1+ γ5γµsµ
)(
F + sµAµ
)
+
1
2
(
1− γ5γµsµ
)(
F − sµAµ
)
= P(+s)N++P(−s)N− , (C.28)
ondeN+(N−) e´ a densidade de spin + 12 (− 12 ) no espac¸o de fase e e´ dada por:
N± =F ± sµAµ . (C.29)
IsolandoF e Aµ na u´ltima equac¸a˜o, ficamos com:
F =N++N− , (C.30)
Aµ =−sµ (N+−N−) . (C.31)
Observando as u´ltima duas equac¸o˜es fica evidente a conexa˜o de F e
Aµ com o spin. Assim para um sistema de spin saturado no limite cla´ssico, as
densidades N+ e N− se igualam e Aµ se anula. Consequ¨entemente a parte
tensorialJµν se anula e a matriz de Wigner equac¸a˜o (C.4) pode ser reescrita
como:
F =F + γµVµ . (C.32)
APEˆNDICE D – CA´LCULO DA FUNC¸A˜O DE WIGNER NO
EQUILI´BRIO TERMODINAˆMICO
D.1 Func¸a˜o de Wigner para os Neˆutrons
Nesta sec¸a˜o calculamos a seguinte func¸a˜o:
f(n)(~r,~p, t) =
∫
dp0 Sp
[
γ0F(n)(x, p)
]
, (D.1)
onde F(n)(x, p) e´ dado pela equac¸a˜o (3.13) e os espinores de Dirac sa˜o dados
pela equac¸o˜es (2.47) e (2.48). No equı´librio termodinaˆmico a equac¸a˜o acima
fica:
f(n)(~p)(eq.) =
∫
dp0
1
(2pi)4
∫
d4Re−iΠ
µRµ ×
×Sp
[
γ0 <: ˆ¯Ψ(n)(x+
1
2
R)⊗ Ψˆ(n)(x−
1
2
R) :>(eq.)
]
=
∫
dp0
1
(2pi)4
∫
d4Re−i(p
µ+gvωµ )Rµ ×
×<: ˆ¯Ψ(n)(x+
1
2
R)γ0Ψˆ(n)(x−
1
2
R) :>(eq.)
=
∫
dp0
1
(2pi)4
∫
d4Re−i(p
µ+gvωµ )Rµ ×
×<: Ψˆ†
(n)(x+
1
2
R)Ψˆ(n)(x−
1
2
R) :>(eq.)
=
∫
dp0
1
(2pi)4
∫
d4Re−i(p
µ+gvωµ )Rµ ×
×∑
α
nαψ†+(n)α(x+
1
2
R)ψ+(n)α(x−
1
2
R)
(D.2)
onde fizemos uso da equac¸a˜o (2.44) e nα e´ o peso estatı´stico de Fermi-Dirac:
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nα =
[
1+ eβ (Eα−EF )
]−1
, (D.3)
e o somato´rio corre sobre os seguintes valores:
∑
α
= ∑
s=±1
1
(2pi)3
∫
d3Π . (D.4)
Usando os espinores de Dirac (2.47) e (2.48) e usando o peso dado
pela equac¸a˜o (D.3), a equac¸a˜o (D.2) fica:
f(n)(~p)(eq.) =
2
(2pi)3
∫
dp0
δ (E∗− p0)
1+ eβ (E(p)−EF )
=
2
(2pi)3
1
1+ eβ (E(p)−EF )
.
(D.5)
Se introduzirmos γ0 entre os espinores de Dirac na equac¸a˜o (D.2) e o
fator 14 , de acordo com a definic¸a˜o (3.33) obtemos a func¸a˜oF(n):
F(n)(p) =
1
2(2pi)3
m∗(n)
E∗
δ (E∗− p0)
1+ eβ (E(p)−EF )
. (D.6)
D.2 Func¸a˜o de Wigner para os Pro´tons
Nesta sec¸a˜o Calculamos a seguinte func¸a˜o:
f(p)(~r,~p, t) =
∫
dp0 Sp
[
γ0F(p)(x, p)
]
, (D.7)
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onde F(p)(x, p) e´ dado pela equac¸a˜o (3.12) e os espinores de Dirac sa˜o dados
pela equac¸a˜o (2.50). No equı´librio termodinaˆmico a equac¸a˜o acima fica:
f(p)(~p)(eq.) =
∫
dp0
1
(2pi)4
∫
d4Re−iΠ
µRµ∑
α
nαψ†+(p)α(x+
1
2
R)ψ+(p)α(x−
1
2
R)
(D.8)
e o somato´rio em α corre sobre os seguintes valores:
∑
α
=
∞
∑
l=0
∑
s=±1
1
(2pi)2
∫ ∞
−∞
dΠydΠz . (D.9)
Vamos introduzir as seguintes varia´veis auxiliares:
ζ− ≡ (eB0) 12 (x− 12Rx−
Πy
eB0
) , ζ+ ≡ (eB0) 12 (x+ 12Rx−
Πy
eB0
) . (D.10)
Em termos destas varia´veis os espinores de Dirac ficam:
ψ†+
(p)(x+
1
2
R) = Nh†s (ζ
+)e−iΠy(y+
1
2 Ry)−iΠz(z+ 12 Rz)eiE(t+R0)
ψ+(p)(x−
1
2
R) = Nh†s (ζ
−)eiΠy(y−
1
2 Ry)+iΠz(z− 12 Rz)e−iE(t−R0) .
(D.11)
Omitindo o ı´ndice (p), o produto do espinor acima e seu adjunto fica:
ψ†+(x+
1
2
R)ψ+(x− 1
2
R) =N2h†s (ζ
+)hs(ζ−)e−iΠyRye−iΠzRzeiER0 . (D.12)
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Agora, vamos trocar o momento canoˆnico cla´ssico pelo cine´tico no expoente
da func¸a˜o de Wigner (D.8) e rearranjar os termos da seguinte maneira:
f(p)(~p)(eq.) =
∫
dp0 ∑
α
[
1+ eβ (Eα−EF )
]−1 1
(2pi)4
×
×
∫
d4Re−i(pµ+gvω
µ+eAµ )Rµψ†+α (x+
1
2
R)ψ+α (x−
1
2
R) .
(D.13)
Utilizando os valores estabelecidos na aproximac¸a˜oLHM , o expoente
da equac¸a˜o anterior fica:
e−i(p
µ+gvωµ+eAµ )Rµ = e−i(p0R0+gvω
0R0−(py+eB0x)Ry−pxRx−pzRz) , (D.14)
Enta˜o, temos o seguinte resultado para o produto da equac¸a˜o (D.12)
com a equac¸a˜o anterior:
e−i(p
µ+gvωµ+eAµ )Rµψ†+(x+
1
2
R)ψ+(x− 1
2
R) =
= N2h†s (ζ
+)hs(ζ−) eiR0(E−gvω
0−p0)eiRz(pz−Πz)eiRxpx eiRy(py+eBox−Πy) .
(D.15)
Integrando a equac¸a˜o anterior em dR0dRydRz e usando a propriedade (A.33)
da func¸a˜o delta de Dirac, obtemos:
(2pi)3δ (E∗− p0)δ (pz−Πz)δ (py+ eB0x−Πy)eiRxpx , (D.16)
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onde δ (E∗− p0) = δ (
√
p2z +m∗2(p)+2enB0− p0)e´ a condic¸a˜o de camada de
massa (3.47). Usando o resultado (D.11) e integrando sobre dΠydΠzdp0, a
equac¸a˜o (D.13) pode ser reescrita como:
f(p)(~p)(eq.)=
N2
(2pi)3 ∑l,s
{[
1+ eβ (El,s−EF )
]−1 ∫
dRxeipxRx h†s (b1+ a)hs(b1− a)
}
,
(D.17)
onde usamos as varia´veis auxiliares b1 = − py
(eB0)
1
2
e a = (eB0)
1
2
2 Rx. Vamos
calcular agora o produto h†s (b1 + a)hs(b1− a) usando a equac¸a˜o (2.54). O
termo de s = 1 fica :
h†s=1(b1+ a)hs=1(b1− a) =
=

(E∗+m∗(p))vl(b1+ a)
0
Πzvl(b1+ a)
−i√2leB0vl−1(b1+ a)

†
(E∗+m∗(p))vl(b1− a)
0
Πzvl(b1− a)
−i√2leB0vl−1(b1− a)

= (E∗+m∗(p))
2vl(b1+ a)vl(b1− a)+Π2z vl(b1+ a)vl(b1− a)+
+ 2leB0vl−1(b1+ a)vl−1(b1− a)
= ((E∗0 +m
∗
(p))
2+Π2z )v0(b1+ a)v0(b1− a)+
+ ((E∗+m∗(p))
2+Π2z )(vl+1(b1+ a)vl+1(b1− a)
+ 2(0eB0)v0(b1+ a)v0(b1− a)+2(l+1)eB0vl(b1+ a)vl(b1− a)
(D.18)
O termo de s =−1 fica:
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h†s=−1(b1+ a)hs=−1(b1− a) =
=

0
(E∗+m∗(p))vl(b1+ a)
i
√
2(l+1)eB0vl+1(b1+ a)
−Πzvl(b1+ a)

†
0
(E∗+m∗(p))vl(b1− a)
i
√
2(l+1)eB0vl+1(b1− a)
−Πzvl(b1− a)

= (E∗+m∗(p))
2vl(b1+ a)vl(b1− a)+Π2z vl(b1+ a)vl(b1− a)+
+ 2(l+1)eB0vl+1(b1+ a)vl+1(b1− a) .
(D.19)
Somando a (D.18) com (D.19) e multiplicando pelo fator de normalizac¸a˜o
(A.35), temos:
∑
s=±1
h†s (b1+ a)hs(b1− a) = v0(b1+ a)v0(b1− a)+ vl(b1+ a)vl(b1− a)
+ vl+1(b1+ a)vl+1(b1− a) . (D.20)
Vamos integrar o segundo termo da equac¸a˜o anterior em dRx :
∫
dRxeipxRx vl(b1+ a)vl(b1− a) =
=
2
pi
1
2 2l l!
∫
da e2ib2ae−
1
2 [(b1+a)
2+(b1−a)2]Hl(b1+ a)Hl(b1− a) ,
(D.21)
onde usamos a varia´vel auxiliar b2 =
px
(eB0)
1
2
. Agora usando a seguinte identi-
dade [43]:
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∫
da e2ib2ae−
1
2 [(b1+a)
2+(b1−a)2]Hl(b1+ a)Hl(b1− a) =
= (−1)l2l l!(pi) 12 e−(b21+b22)Ll(2(b21+b22)) , (D.22)
onde Ll(x) = ex d
l
dxl (x
le−x) e´ o polinoˆmio de Laguerre de ordem l, a equac¸a˜o
(D.21) resulta em:
2(−1)le−(b21+b22)Ll(2(b21+b22)) . (D.23)
Integrando sobre em dRx os outros dois termos restantes na equac¸a˜o (D.20) e
levando resultado na equac¸a˜o (D.17), ficamos com:
f(p)(~p)(eq.) =
=
2
(2pi)3
e−b
2
3
[
L0(2b23)
1+ eβ (E0−EF )
+
∞
∑
l=0
(−1)l
1+ eβ (El+1−EF )
(Ll(2b23)−Ll+1(2b23))
]
,
(D.24)
onde fizemos b23 =
1
eB0
(p2x + p
2
y).
Calculamos a func¸a˜oF(p) dado pela equac¸a˜o (3.33) inserindo a matriz
γ0 entre os espinores de Dirac nas equac¸o˜es (D.18) e (D.19), acrescentando
o fator 14 e na˜o executando a integral em dp0. Fazendo este procedimento
chegamos em resultado similar ao encontrado por [27]:
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F(p)(p)(eq.) =
1
2(2pi)3
e−b
2
3
δ (E∗0 − p0)
1+ eβ (E0−EF )
m∗(p)
E∗0
L0(2b23)+
+
1
2(2pi)3
e−b
2
3
∞
∑
l=0
m∗(p)
E∗l+1
(−1)lδ (E∗l+1− p0)
1+ eβ (El+1−EF )
(Ll(2b23)−Ll+1(2b23)) .
(D.25)
APEˆNDICE E – CA´LCULO DA DENSIDADE DE ENERGIA E DA
PRESSA˜O
Neste capı´tulo calculamos de forma detalhada a densidade de energia
dada pela equac¸a˜o (3.76) e pressa˜o dada pela equac¸a˜o (3.77). Conforme a
subsec¸a˜o 3.3.2, a equac¸a˜o (3.76) tem a seguinte forma:
ε = T00 =
4
m∗
(p)
∫
d4 p p0 p0 F(p)(x, p)+
4
m∗
(n)
∫
d4 p p0 p0 F(n)(x, p)
+
(
1
2
B20+
1
2
m2vω
2
0 +
1
2
m2sσ
2
0
)
,
(E.1)
onde, no equilı´brio termodinaˆmico, as func¸o˜es de Wigner sa˜o dadas por:
F(n)(p)(eq.) =
1
2(2pi)3
m∗(n)
2E∗
(n)
δ (E∗(n)− p0)
1+ eβ (E(n)(p)−EF )
, (E.2)
F(p)(p)(eq.) =
1
2(2pi)3
e−b
2
3
δ (E∗0 − p0)
1+ eβ (E0−EF )
m∗
E∗0
L0(2b23)+
+
1
2(2pi)3
e−b
2
3
∞
∑
l=0
m∗
E∗l+1
(−1)lδ (E∗l+1− p0)
1+ eβ (El+1−EF )
(Ll(2b23)−Ll+1(2b23)) .
(E.3)
Fazendo uso da indentidade
∫
dx xe−x2Ln(2x2) =
(−1)n
2 , a primeira integral
na equac¸a˜o (E.1) pode ser reescrita da seguinte maneira:
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2
(2pi)3
∫
d3pe−
p2⊥
eB0 ×
×
[
E∗0(p)n0L0(2
p2⊥
eB0
)+
∞
∑
l=0
(−1)lE∗l+1(p)nl+1(Ll(2
p2⊥
eB0
)−Ll+1(2
p2⊥
eB0
))
]
=
2
(2pi)3
∫ ∞
−∞
dp‖
∫ ∞
0
p⊥dp⊥
∫ 2pi
0
dφe−
p2⊥
eB0 ×
×
[
E∗0(p)n0L0(2
p2⊥
eB0
)+
∞
∑
l=0
(−1)lE∗l+1(p)nl+1(Ll(2
p2⊥
eB0
)−Ll+1(2
p2⊥
eB0
))
]
=
2eB0
(2pi)2
∫ ∞
−∞
dp‖
[
E∗0(p)n0
1
2
+
∞
∑
l=0
(−1)lE∗l+1(p)nl+1(
(−1)l
2
− (−1)
l+1
2
)
]
=
eB0
(2pi)2
∫ ∞
−∞
dp‖
∞
∑
l=0
glE∗l(p)nl(p) ,
(E.4)
onde nl = 1
1+e
β (El(p)−EF ) e gl =
{
1 se l = 0
2 se l > 0
}
. Para a segunda integral na
equac¸a˜o (E.1) temos:
4
∫
d4 p p0 p0 F(n)(x, p) =
2
(2pi)3
∫
d3p E∗(n)n(n)(p) . (E.5)
Levando as duas integrais na equac¸a˜o (E.1), ficamos com:
ε =
eB0
(2pi)2
∫ ∞
−∞
dp‖
∞
∑
l=0
glE∗l(p)nl(p)+
2
(2pi)3
∫
d3p E∗(n)n(n)(p)
+
(
1
2
B20+
1
2
m2vω
2
0 +
1
2
m2sσ
2
0
)
.
(E.6)
Agora, vamos calcular a pressa˜o dada pela equac¸a˜o (3.77):
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P = Tzz = Txx+PM =
4
m∗
(p)
∫
d4 p pzpz F(p)(p)eq.+
+
4
m∗
(n)
∫
d4 p pzpz F(n)(p)eq.+
(
1
2
B20+
1
2
m2vω
2
0 −
1
2
m2sσ
2
0
)
.
(E.7)
Fazendo uso da identidade
∫
dx xe−x2Ln(2x2) =
(−1)n
2 , a primeira integral na
equac¸a˜o acima pode ser reescrita da seguinte maneira:
2
(2pi)3
∫ ∞
−∞
dp‖p2‖
∫ ∞
0
p⊥dp⊥
∫ 2pi
0
dφF(p)(p)eq.
=
2eB0
(2pi)2
∫ ∞
−∞
dp‖ p2‖
[
n0
E∗0(p)
1
2
+
∞
∑
l=0
(−1)l nl+1(p)
E∗l+1(p)
(
(−1)l
2
− (−1)
l+1
2
)
]
=
eB0
(2pi)2
∫ ∞
−∞
dp‖
∞
∑
l=0
gl
p2‖
E∗l(p)
nl(p) .
(E.8)
A segunda integral na equac¸a˜o (E.7), pode ser simplifica resultando em:
4
∫
d4 p p2‖ F(n)(x, p) =
2
3(2pi)3
∫
d3p
p2
E∗
(n)
n(n)(p) . (E.9)
Levando a equac¸a˜o (E.8) e a (E.9) na (E.7), a pressa˜o pode ser reescrita como:
P =
eB0
(2pi)2
∫ ∞
−∞
dp‖
∞
∑
l=0
gl
p2‖
E∗l(p)
nl(p)+
2
3(2pi)3
∫
d3p
p2
E∗
(n)
n(n)(p)
+
(
1
2
B20+
1
2
m2vω
2
0 −
1
2
m2sσ
2
0
)
.
(E.10)
Podemos calcular tambe´m a densidade barioˆnica do sistema em
equilı´brio, resolvendo a seguinte integral:
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ρB = ρ(p)+ρ(n) =
∫
d3p feq.(p)(~p)+
∫
d3p feq.(n)(~p) .
(E.11)
Usando a equac¸a˜o (D.24) e procedendo de maneira similar a` empregada nos
ca´lculos da densidade de energia e pressa˜o efetuados acima, a primeira inte-
gral na equac¸a˜o anterior pode ser reescrita como:
ρ(p) =
2
(2pi)3
∫
d3pe−
p2⊥
eB0 ×
×
[
n0(p)L0(2
p2⊥
eB0
)+
∞
∑
l=0
(−1)lnl+1(p)(Ll(2
p2⊥
eB0
)−Ll+1(2
p2⊥
eB0
))
]
=
2
(2pi)3
∫ ∞
−∞
dp‖
∫ ∞
0
p⊥dp⊥
∫ 2pi
0
dφe−
p2⊥
eB0 ×
×
[
n0(p)L0(2
p2⊥
eB0
)+
∞
∑
l=0
(−1)lnl+1(p)(Ll(2
p2⊥
eB0
)−Ll+1(2
p2⊥
eB0
))
]
=
2eB0
(2pi)2
∫ ∞
−∞
dp‖
[
n0(p)
1
2
+
∞
∑
l=0
(−1)lnl+1(p)(
(−1)l
2
− (−1)
l+1
2
)
]
=
eB0
(2pi)2
∫ ∞
−∞
dp‖
∞
∑
l=0
glnl(p) .
(E.12)
A segunda integral na equac¸a˜o (E.11) pode ser reescrita como:
ρ(n) =
2
(2pi)3
∫
d3p n(n)(p) .
(E.13)
Levando a equac¸a˜o (E.12) e a (E.13) na (E.11), a densidade barioˆnica pode
ser reescrita como:
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ρB = ρ(p)+ρ(n) =
eB0
(2pi)2
∫ ∞
−∞
dp‖
∞
∑
l=0
glnl(p)+
2
(2pi)3
∫
d3p n(n)(p) .
(E.14)
Podemos calcular tambe´m a densidade escalar do sistema em
equilı´brio, resolvendo a seguinte integral:
ρs = ρs(p)+ρs(n) = 4
∫
d4 pFeq.(p)(p)+4
∫
d4 pFeq.(n)(p) .
(E.15)
Procedendo de maneira ana´loga ao ca´lculo da pressa˜o, chegamos em:
ρs =
eB0
(2pi)2
∫ ∞
−∞
dp‖
∞
∑
l=0
gl
m∗(p)
E∗l(p)
nl(p)+
2
(2pi)3
∫
d3p
m∗(n)
E∗
(n)
n(n)(p)
(E.16)
E.1 Sistema a` Temperatura Zero
Se o sistema estiver na temperatura zero, as equac¸o˜es para densidade
de energia, pressa˜o e densidade barioˆnica podem ser simplificadas e integra-
das analiticamente. Efetuando o limite T → 0 na equac¸a˜o (E.6), o primeiro
termos fica:
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lim
T→0
[
eB0
(2pi)2
∫ ∞
−∞
dp‖
∞
∑
l=0
glE∗l(p)
1
1+ eβ (El−EF )
]
=
=
2eB0
(2pi)2
∫ ∞
0
dp‖
∞
∑
l=0
glE∗l(p)θ(El−EF)
=
2eB0
(2pi)2
∫ p‖F
0
dp‖
NF
∑
l=0
gl
√
p2‖+m
∗2+2leB0
=
eB0
2pi2
NF
∑
l=0
gl(m∗2+2leB0)
[
Xl
√
X2l +1+ ln
(
Xl +
√
X2l +1
)]
,
(E.17)
onde usamos Xl =
p‖F√
m∗2+2leB0
. O segundo termo da equac¸a˜o (E.6), fica:
lim
T→0
[
2
(2pi)3
∫
d3p E∗(n)n(n)(p)
]
=
1
(pi)2
∫ ∞
0
dp p2
√
p2+m∗2θ(E−EF)
=
1
(pi)2
∫ pF
0
dp p2
√
p2+m∗2 =
m∗4
(pi)2
[
pF
4m∗
Y3− pF
8m∗
Y− 1
8
ln
( pF
m∗
+Y
)]
,
(E.18)
onde Y =
√
p2F
m∗2 +1. Enta˜o, somando a (E.17) e a (E.18), a equac¸a˜o (E.6) na
temperatura zero pode ser reescrita como:
ε =
eB0
2pi2
NF
∑
l=0
gl(m∗2+2leB0)
[
Xl
√
X2l +1+ ln
(
Xl +
√
X2l +1
)]
+
+
m∗4
(pi)2
[
pF
4m∗
Y3− pF
8m∗
Y− 1
8
ln
( pF
m∗
+Y
)]
+
(
1
2
B20+
1
2
m2vω
2
0 +
1
2
m2sσ
2
0
)
.
(E.19)
Tomando o limite T → 0, o primeiro termo da equac¸a˜o para a pressa˜o
(E.10) fica:
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lim
T→0
[
eB0
(2pi)2
∫ ∞
−∞
dp‖
∞
∑
l=0
gl
p2‖
E∗l(p)
n(p)
]
=
=
eB0
(2pi)2
∫ ∞
−∞
dp‖
∞
∑
l=0
gl
p2‖√
p2‖+m
∗2+2leB0
θ(El−EF)
=
2eB0
(2pi)2
∫ p‖F
0
dp‖
NF
∑
l=0
gl
p2‖√
p2‖+m
∗2+2leB0
=
eB0
2pi2
NF
∑
l=0
gl(m∗2+2leB0)
[
Xl
√
X2l +1− ln
(
Xl +
√
X2l +1
)]
.
(E.20)
O segundo termo da equac¸a˜o (E.10), fica:
lim
T→0
[
2
3(2pi)3
∫
d3p
p2√
p2+m∗2
1
1+ eβ (E−EF )
]
=
=
8pi
3(2pi)3
∫ ∞
0
dp
p4√
p2+m∗2
θ(E−EF)
=
8pi
3(2pi)3
∫ pF
0
dp
p4√
p2+m∗2
=
=
m∗4
24(pi)2
[
2pF
m∗
Y3− 5pF
m∗
Y+
1
8
ln
( pF
m∗
+Y
)]
.
(E.21)
Levando o resultado (E.20) e (E.21) na equac¸a˜o (E.10), a pressa˜o fica :
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P =
eB0
2pi2
NF
∑
l=0
gl(m∗2+2leB0)
[
Xl
√
X2l +1− ln
(
Xl +
√
X2l +1
)]
+
+
m∗4
24(pi)2
[
2pF
m∗
Y3− 5pF
m∗
Y+
1
8
ln
( pF
m∗
+Y
)]
+
+
(
1
2
B20+
1
2
m2vω
2
0 −
1
2
m2sσ
2
0
)
.
(E.22)
Para a densidade barioˆnica a` temperatura zero, temos :
ρB = ρ(p)+ρ(n) =
eB0
2pi2
∞
∑
l=0
glp‖F(NF) +
1
3pi2
p3F .
(E.23)
Para a densidade escalar, primeiro vamos calcular o primeiro termo da
equac¸a˜o (E.16):
eB0
(2pi)2
∫ ∞
−∞
dp‖
∞
∑
l=0
gl
m∗(p)
E∗l(p)
θ(El(p)−EF) =
=
2eB0
(2pi)2
∫ ∞
0
dp‖
∞
∑
l=0
gl
m∗(p)√
p2‖+m
∗2
(p)+2leB0
=
2eB0
(2pi)2
∞
∑
l=0
glm∗(p) ln
[
Xl +
√
X2l +1
]
. (E.24)
O segundo termo na equac¸a˜o (E.16) resulta em:
2
(2pi)3
∫
d3p
m∗(n)√
p2+m∗2
(n)
θ(E(n)−EF) =
1
(pi)2
∫ pF
0
dp m∗(n)
p2√
p2+m∗2
(n)
=
1
2pi2
m∗2(n)
[
pF
m∗
(n)
Y− ln
(
pF
m∗
(n)
+Y
)]
, (E.25)
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Os dois u´ltimos resultados implicam na (E.16) a` temperatura zero:
ρs =
eB0
2pi2
∞
∑
l=0
glm∗(p) ln
[
Xl +
√
X2l +1
]
+
1
2pi2
m∗2(n)
[
pF
m∗
(n)
Y− ln
(
pF
m∗
(n)
+Y
)]
.
(E.26)
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