Abstract-In this paper, we employed an efficient numerical scheme by combining Adams and Newmark-β algorithms to solve highly-dimensional nonlinear oscillators containing fractional derivatives (FDs). The method solves the original equations directly by incorporating the Adams and Newmark-β algorithms to handle FDs and integer derivatives, respectively. It also provides a strategy to avoid nonlinear algebraic equations arising in the Newmark-β algorithm. Both analytical estimations and numerical results show that the presented method is second-order accurate. The applicability and efficiency of the presented method are demonstrated by a simple and feasible extension to solve time fractional nonlinear diffusion-wave equations.
INTRODUCTION
Fractional derivatives (FDs) have shown promising potential in wide applications during the recent decades, due to its simplicity and accuracy in modeling many problems arising in viscoelastic materials [1] [2] , soft matter [3] [4] , anomalous diffusion [5] [6] , control theory [7] [8] , signal and image processing [9] [10] , to mention a few. Specifically, constitutive modelling of complex viscoelastic materials is one of the most extensive applications of FDs. As viscoelastic damping materials are utilized more and more widely in the vibration suppression design of structures, the oscillation especially nonlinear oscillation systems containing FDs have stimulated the curiosities and interests for many researchers [11] [12] .
Well-known, it is different to obtain exact analytical solutions for oscillation systems containing FDs, which are usually described by fractional differential equations (FDEs). Numerical solution techniques have attracted most of the interests of researchers. A large group of numerical algorithms take advantage of the fact that, in certain occasions FDEs can be reduced to Volterra integral equations. For this reason, these methods can be generally called as integral equation methods. For instance, Diethelm et al. [13] [14] extended the AdamsBashforth-Moulton type predictor-corrector scheme to FDEs. Kumar and Agrawal [15] construct a linear multi-step method to solve the initial value problem of fractional differential equations. Huang [16] analytically estimated that the convergence order of this scheme is at least three. Cao et al. [17] modified the computational efficiency of this multistep method, and proved the stability and convergence of this method. By using the piecewise quadratic interpolation and Simpson method, Li et al. [18] design a four order algorithm for fractional differential equations. Yaghoobi [19] proposed a high order precise scheme for variable-order fractional order integrals based on a cubic spline interpolation technique.
In this study, we consider a general nonlinear oscillator with fractional dampings [1] [2] [20] [21] [22] [23] .. . , and λ is the great common divisor (gcd) of α and 1, e.g. λ=gcd(1, α). The induced vector variable, y,will be of dimension
. The inhomogeneous vector of the same dimension can be given as
. It should be noted that, the dimension of Eq. (2) will become quite high as the gcd, i.e., λ, is relatively small. It may require a huge of computational efforts to calculate the weights of fractional derivatives. Even worse, it will cease to be valid to derive Eq. (2) from (1) because one cannot determine λ for the case when α takes an irrational value. To avoid these drawbacks, Edwards [20] is to use a hybrid system where the equations contain the fractional and integer order. Based on the hybrid system, Liu et al [21] suggested an explicit hybrid algorithm by employing the Adams and RungeKutta schemes.
It may be an alternative choice to implement numerical schemes to avoid the system dimension increasing, especially when it is incapable to convert Eq. (1)to an equivalent one described as (2) . This kind of approaches take advantage of the fact that, the fractional and integer time derivatives are usually directly discretized, respectively, for instance the finite element method [23] , finite difference method [24] , and spectral method [25] , to mention a few.
Well-known, Newmark-type methods can be directly applied to solve vibration equations of second order without transforming them into first-order ones. This provides us with a possible way to solve Eq. (1) without converting it to (2). Zhang and Shimizu proposed a numerical scheme for linear fractional oscillator, in which the integer-order time derivative term is approximated by a Newmark type formulations and the fractional derivative is treated by the product trapezoidal method [26] . Galucio et al [27] combined the Gear-scheme and Newmark-β method to solve a fractional damped oscillator. Bucher and Pirrotta [28] utilized the constant average acceleration method in conjunction a discrete version of the Grünwald-Letnikov representation of Caputo fractional derivative, to analyze the earthquake responses of a multi-storey building. Deü and Matignon [29] combined the Newmark timeintegration method and a memory-free transformation principle to solve second-order mechanical systems with fractional derivatives.
As we know, it requires solving nonlinear algebraic equations, if the above-mentioned Newmark-β type schemes are directly applied to nonlinear fractional oscillators. Generally speaking, it is time-consuming, even scarcely possible to do so. In order to avoid this disadvantage, Spanos and Evangelatos [30] derived an increment equilibrium equation for a fractional nonlinear oscillator system. However, it would double the computational efforts of the fractional weights when deducing the increment of a fractional derivative.
To avoid solving nonlinear algebraic equations without increasing in the computation costs in calculating fractional weights, recently we proposed an efficient numerical scheme by combining the Adams and Newmark-type algorithms [31] . Here in this paper we employed this efficient hybrid scheme for solving both highly-dimensional fractional oscillators. Furthermore, the proposed can be straightforwardly extended to time fractional nonlinear diffusion-wave equations by incorporating a centre finite difference scheme.
II. SOLUTION PROCEDURES
When the above method is directly applied to a fractional nonlinear oscillator, it needs solve nonlinear algebraic equations at each of iteration. This section will introduce a strategy to avoid solving nonlinear algebraic equations without loss of computation precision [31] .
Our algorithm is based on the analytical property that the initial problem (1) is equivalent in to the Volterra integral equation 
One term in Eq. (4) is calculated by the piecewise linear interpolation such as
The Newmark-type formula is applied to determine the acceleration in (5) .. . .. . .
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Note that, there exists no terms associated with n t in the right hand of Eq. (7). That means, it succeeds in avoiding the nonlinear algebraic equation at each of iteration process. Finally, the last term in Eq. (5) 
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where
Substituting Eqs. (5-8) into (1), we can deduce the following iteration formula
. .
. . 
So far, we have completed the description of our numerical algorithm for fractional nonlinear vibrations.
III. NUMERICAL EXAMPLES
In this section, we will present several numerical illustrations to test the accuracy and efficiency of the proposed method. Concretely, the main effort is to verify the convergence order of the numerical solution with respected to the step size ∆t and fractional order α. The comparison of absolution errors caused by the presented method and Zhang-Shimizu algorithm [16] , with step size ∆t=0.3, as shown in Figure II . It can be seen that the presented scheme is more accurate, seen the black quadrates. Notice that, in this case, the presented algorithm is also of second-order accurate. Example II. Consider a chain-like n-degree of freedom, which n different mass mi(i=1,2,...,n) connected with each other by fractional Kelvin-Voigt elements. Equations of motion of such a system have the form [32] ..
here, 
This example illustrates the accuracy and efficiency of the presented scheme for high-dimensions linear fractional oscillators. Choose the following parameters as α=0.2, n=10 and )
. Generally, it is very hard to get a closed-form solution for system (21) , when each of oscillators is subjected to cosine external forces as
For the sake of comparison, we display our results and those obtained by the famous predictor-corrector (PC) algorithm [14] , as shown in Fig. 3 . It is observed that as the time step decrease, the PC approximations gradually tend to the Newmark-β solution. Even, the PC algorithm with ∆t=1/800 cannot reach the accuracy of proposed method with ∆t=1/100. This means that the proposed method is much more accurate than the PC algorithm for high-dimensions linear fractional oscillators. FIGURE III. COMPARISON OF THE TIME HISTORY RESPONSES BETWEEN THE PC AND PROPOSED METHODS FOR APPROXIMATING SYSTEM (11) In this case, if the PC algorithm is implemented, system (11) should be converted to a set of one hundred dimensions equations because the gcd(0.2,1) is 0.2, which is timeconsuming due to computing the abundant additional fractional calculus. Figure IV compares the running time of the proposed method and PC algorithm as a function of the number of grid nodes. It is observed that the running time of PC algorithm is growing a lot faster than proposed scheme, about ten times. 
IV. CONCLUSIONS
Based on an efficient and accurate scheme that combines the Newmark-β method and a modified explicit Adams algorithm, we solved the solution of highly-dimensional linear as well as nonlinear fractional oscillators. The presented method avoids the construction of excessively large systems because the fractional and integer time derivatives are directly discretized. Thus, it can handle with the nonlinear fractional oscillators with arbitrary fractional order, even irrational order. In addition, the proposed scheme can save lots of running time, due to it provides a strategy to avert the solve the nonlinear algebraic equations. Thus, it is especially suitable for simulating a high-dimensions nonlinear oscillator containing fractional derivatives. With such capability in solving highly-dimensional systems, the presented method was further extended to solve a time fractional nonlinear diffusion-wave equation.
