In this supplementary materials, we first prove a useful matrix inequality and then the convergence of Algorithm 1.
Important Matrix Inequalities
To prove Algorithm 1, we need the following matrix inequalities: (A) Inequality involving quadratic form of matrix G among 2 other matrices where we used the inequality [ [1] ]
where P, Q ∈ ℜ K×K +
, and
. The inequality was proved in [ [1] ].
Another useful inequality involving quartic form of matrix H and 2 other matrices 
where A, B ∈ ℜ n×n + . This inequality is useful when analyzing objective functions involving 4-th order matrix polynomials, such as the NMF of Eq.(1). We will use this inequality to prove the convergence of the algorithm of Eq.(S2).
Proof of the inequality Eq.(S3)
The 1st term in RHS of Eq.( S3 ) is 
Thus
This is Eq.(S10).
Convergence Proof of Algorithm 1

Proof. We use the auxiliary function approach[15]. Function Z(G, G ′ ) is an auxiliary function of J(G) if it satisfies
Once an auxiliary function is found, we define
Then, by construction, we have
This proves that J(G 
This is done by introducing the upper bounds of the first two terms of Eq.(S16) and the lower bounds of the last two terms (ignoring the negative sign).
The upper bounds of the first terms of Eq.(S16) is
and (derived from 2gg
Clearly, Eq.(S18) becomes equality when G = G ′ , satisfying Eq.(S13).
The upper bound of 2nd term is
where
The lower bound of 3rd term is
where we use z ≥ 1 + log z, z > 0 and setting z =
. Eq.(S21) becomes equality when G = G ′ , satisfying Eq.(S13).
The lower-bound of 4th term is
where 
∂Z(G, G
The Hessian (2nd derivative) are
