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1   
Einleitung 
Wir leben in einer zunehmend digitalisierten und vernetzten Welt. Viele privatwirt-
schaftliche und staatliche Angebote werden durch Angebote im Internet ergänzt oder 
gar ersetzt. Diese Angebote gehen überwiegend mit der Sammlung personenbezoge-
ner Daten einher. Die Spielregeln hierfür definieren vor allem die anbietenden Organi-
sationen, während die Nutzer* meist nur entscheiden können, ob sie die Angebote 
nach diesen Regeln oder gar nicht nutzen wollen. Technik, mit der die Sammlung und 
Auswertung von Daten automatisiert und über breitbandige Netzwerke in alle Welt 
übermittelt werden kann, hat diese Machtasymmetrie weiter verstärkt. Dieser Zusam-
menhang und die Auswirkungen auf die Privatheit und Grundrechte sind den meisten 
Bürgern meist nur schemenhaft bewusst, obwohl die Medien bereits seit Jahren über 
„Datenpannen“ und staatliche Überwachung berichten.1 
Der Datenschutz thematisiert diese Machtasymmetrie zwischen Organisationen und 
Individuen und hat die Aufgabe, die Betroffenenrechte zu gewährleisten. Dabei wird 
zunächst jede Organisation als potenzieller Angreifer2 auf die Rechte des Individuums 
als strukturell schwächeren Risikonehmer betrachtet, dessen faktisch notorische Über-
griffe abgewehrt werden müssen.3 
Definition: 
Eine Datenschutz-Folgenabschätzung (DSFA) ist ein Instrument, um das Risiko zu er-
kennen und zu bewerten, das für das Individuum in dessen unterschiedlichen Rollen 
(als Bürger, Kunde, Patient etc.) durch den Einsatz einer bestimmten Technologie oder 
eines Systems durch eine Organisation entsteht. 
Ziel einer DSFA ist es, Kriterien des operationalisierten Grundrechtsschutzes zu definie-
ren, die Folgen von Datenverarbeitungspraktiken möglichst umfassend zu erfassen 
sowie objektiv und nachvollziehbar mit Blick auf die verschiedenen Rollen und damit 
verbundenen Interessen so zu bewerten, dass typischen Angriffen durch Organisatio-
nen mit adäquaten Gegenmaßnahmen begegnet werden kann. 
Dass eine Folgenabschätzung vor dem Einsatz einer bestimmten Technologie, oder gar 
vor deren Entwicklung, sinnvoll ist, hat sich seit den 1960er Jahren unter dem Begriff 
der „Technikfolgenabschätzung“ (TA) weitgehend durchgesetzt – allerdings zunächst 
vor allem mit Blick auf Folgen für Gesundheit und Umwelt. Die Ausweitung auf Fragen 
des Datenschutzes hat erst sehr viel später begonnen. Im Rahmen der Reform der Da-
tenschutzvorschriften in der EU wurde die Idee aufgegriffen, Technikfolgen auch für 
das Recht auf Achtung des Privatlebens (Art. 7 Charta der Grundrechte der Europäi-
schen Union; Charta) und den Schutz personenbezogener Daten (Art. 8 Charta) abzu-
schätzen. So wird es mit der Anwendbarkeit (Mai 2018) der Vorschriften der europäi-
schen Datenschutz-Grundverordnung (DS-GVO)4 unter bestimmten Bedingungen ver-
pflichtend sein, eine DSFA durchzuführen.  
Der Text der DS-GVO lässt freilich weitgehend offen, wie und nach welchen Kriterien 
eine solche DSFA durchzuführen ist. Es ist zu erwarten, dass nach Verabschiedung der 
DS-GVO rasch Modelle für die Durchführung einer DSFA vorgelegt werden. Dabei wird 
voraussichtlich auf Vorschläge zurückgegriffen werden, die in den vergangenen Jahren 
 
* Aus Gründen der Lesbarkeit wird im Folgenden auf das Gendern von Personengruppen verzichtet. Die 
Verwendung des generischen Maskulinums schließt ausdrücklich alle Geschlechterformen mit ein. 






in verschiedenen EU-Mitgliedstaaten, von staatlichen wie privatwirtschaftlichen Akteu-
ren, für spezielle Datenverarbeitungen entwickelt wurden. 
Mit diesem White Paper soll eine erste grundlegende Information für alle Akteure be-
reitgestellt werden, die sich in Kürze aus unterschiedlicher Perspektive mit dem Thema 
DSFA beschäftigen müssen: 
 Politische Entscheider und Datenschutzbehörden sind gefordert zu definieren, wel-
che Anforderungen an einen DSFA-Prozess gestellt werden. 
 Datenschutzbehörden und Datenschutzbeauftrage müssen sich damit auseinander-
setzen, wie das neue Instrument in ihre tägliche Arbeit integriert und produktiv für 
den Schutz der Betroffenen eingesetzt werden kann. 
 Forscher, Komponentenentwickler, Systemaggregatoren sowie Datenverarbeiter 
müssen sich Klarheit darüber verschaffen, welche neuen Anforderungen auf sie zu-
kommen, wie sie diesen gerecht werden können und wie sie ihre Tätigkeit ggf. än-
dern müssen. 
  
Es soll dabei dafür geworben werden, die DSFA nicht nur als gesetzlich vorgeschriebe-
ne Pflichtaufgabe zu verstehen, derer man sich mit möglichst geringem Aufwand „ent-
ledigt“. Sie soll vielmehr als Instrument vorgestellt werden, das hilft, ungewollte Daten-
schutzrisiken zu erkennen und im Sinne von „Privacy by Design“ zu vermeiden. Damit 
können Organisationen nicht nur sicher sein, alle rechtlichen Anforderungen zu erfül-
len, sondern auch damit werben, aktiv und nachvollziehbar die Interessen der Betroffe-
nen zu schützen. Über eine Zertifizierung oder ein Datenschutzsiegel kann sich dies zu 
einem Wettbewerbsvorteil entwickeln.  












2   
Datenschutz-Folgenabschätzungen – Entwicklung und 
gegenwärtige Praxis 
Mit dem Fortschritt insbesondere elektronischer Datenverarbeitungstechnologien und 
dem Aufkommen immer größerer Mengen personenbezogener Daten hat sich bereits 
seit frühester Zeit die Frage gestellt, wie die Folgen, die diese Technisierung auf die 
Persönlichkeitsrechte der Betroffenen und anderer Verfassungsziele wie Demokratie 
und Gewaltenteilung hat, systematisch analysiert und entsprechende Handlungsmaß-
nahmen ergriffen werden können. Hierzu werden sogenannte Folgenabschätzungen 
durchgeführt. Auch einige Rechtsordnungen haben sich in der Vergangenheit bereits 
mit dieser Frage beschäftigt. Der folgende Abschnitt erläutert kurz die Unterschiede der 
verschiedenen Begriffe sowie die Anfänge und Ausprägungen der sogenannten Privacy 
Impact Assessments (PIA) und Folgenabschätzungen. 
2.1 Begriffsbestimmung 
Folgenabschätzungen blicken auf eine lange Geschichte zurück. Erste Anfänge lassen 
sich bereits in den 1960er Jahren ausmachen, als Technologien zunehmend komplex 
wurden und damit potenzielle negative Auswirkungen auf Umwelt und Gesellschaft 
stiegen. Im Bereich der Informations- und Kommunikationstechnologien finden sich 
vorrangig die Begriffe Technikfolgenabschätzung, Datenschutz-Folgenabschätzung und 
Privacy Impact Assessment.  
Technikfolgenabschätzung ist eine Wissenschaftsdisziplin, die sich mit dem wissen-
schaftlich-technischen Fortschritt und dessen Folgewirkungen auf die Gesellschaft und 
das Recht beschäftigt. Technikfolgenabschätzung hat eine zukunftsorientierte Technik-
analyse und -bewertung zum Gegenstand.5 Die Chancen und Risiken der Technik für 
die Gesellschaft sowie deren Akzeptanz werden unter einem ganzheitlichen und damit 
interdisziplinären Winkel erforscht und zum Beispiel durch verfassungs-, sozial-, oder 
umweltverträgliche Technikgestaltung methodisch gesteuert, so dass zum einen techni-
sche Sachzwänge vermieden, aber auch kumulative Folgewirkungen besser abge-
schätzt werden können.6 Bereits in den 1970er Jahren wurde Technikfolgenabschät-
zung in parlamentarischen Beratungsgremien institutionalisiert. Dies geschah zuerst 
1973 in den USA, wo das Office of Technology Assessment (OTA) den 
US-amerikanischen Kongress beriet.7 Es folgten weltweite Nachfolger, etwa das Büro 
für Technikfolgen-Abschätzung beim Deutschen Bundestag (TAB),8 das zusammen mit 
anderen parlamentarischen Beratungsgremien europaweit vernetzt ist.9 Spezielle Aus-
prägungen der Technikfolgenabschätzung gibt es überdies im Gesundheitssektor 
(Health Technology Assessment)10 sowie im Bereich der Privatwirtschaft.11  
Wissenschaftliche Technikfolgenabschätzung hat in Deutschland eine lange Tradition. 
Bereits mit der kommerziellen Nutzung der Atomenergie stellte sich die Frage, welche 
Auswirkungen für die Gesellschaft zu erwarten seien.12 Seit den 1990er Jahren werden 
Technikfolgenabschätzungen zunehmend auch für den Bereich der Informations- und 
Kommunikationstechnologien durchgeführt. Dabei geht es um die prospektive Bewer-




Demgegenüber fokussieren sich Datenschutz-Folgenabschätzungen im engeren Sinne 
(s. u.) auf die Bewertung konkreter Datenverarbeitungsvorgänge. Sie sind häufig in 
gesetzlichen Bestimmungen oder behördlichen Empfehlungen niedergelegt und wer-
den im Folgenden näher erläutert. 
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2.2 Folgenabschätzungen in den Bundes- und Landes-
gesetzen Deutschlands 
Bereits seit den Anfängen der Datenschutzgesetzgebung in Deutschland waren Daten-
schutz-Folgenabschätzungen vorgesehen. Sie firmierten zwar nicht unter dieser Be-
zeichnung, waren aber als Institution angelegt. Als Prüfungsmaßstab der Folgenab-
schätzung diente der Gesetzeszweck. Zweck des Gesetzes war nicht nur der Schutz des 
Menschen vor Missbrauch seiner personenbezogenen Daten,14 sondern galt darüber 
hinaus dem Schutz des verfassungsmäßigen Gefüges des Staates vor einer Verände-
rung durch automatisierte Datenverarbeitung.15 Der Verantwortliche* hatte hierzu si-
cherzustellen, dass die vorgegebenen Ziele durch technische und organisatorische 
Maßnahmen eingehalten wurden.16 § 7 Abs. 3 Niedersächsisches Datenschutzgesetz 
(NDSG 1993) schrieb beispielsweise ausdrücklich vor, dass automatisierte Datenverar-
beitung nicht ohne umfassende Prüfung der Auswirkungen auf die Rechte der Betrof-
fenen und Wirkmöglichkeiten der Verfassungsorgane zum Einsatz gelangen darf. 
Im Zuge verschiedener Gesetzgebungsnovellen erfolgten umfangreiche Änderungen 
der gesetzlichen Zielbestimmungen. Während die Fraktion Bündnis 90/Die Grünen in 
ihrem Entwurf eines neuen Bundesdatenschutzgesetzes (BDSG)17 noch eine Vorabkon-
trolle im Umfang einer Technikfolgenabschätzung18 vorsah und der Zweck des Geset-
zes im Bundesdatenschutzgesetz von 1978 noch der Schutz der Grundrechte war, fan-
den diese Vorschläge im Zuge der Gesetzesnovellierungen des Bundesdatenschutzge-
setzes in den 1990er Jahren keinen Anklang; das neu gestaltete Bundesdatenschutzge-
setz 2003 trug der Technikfolgenabschätzung keine Rechnung. Der Zweck des Geset-
zes wurde auf den Schutz des Persönlichkeitsrechts19 bzw. der informationellen Selbst-
bestimmung20 reduziert. Statt einer umfassenden Technikfolgenabschätzung verpflich-
teten Landes- und Bundesdatenschutzgesetze lediglich den Verantwortlichen selbst 
dazu, technische und organisatorische Maßnahmen zu ergreifen, um Datensicherheit 
zu gewährleisten und so die informationelle Selbstbestimmung der Betroffenen zu 
wahren.21 Selbst § 7 Abs. 3 NDSG 2002 reduzierte den Prüfungsmaßstab für die vorge-
sehene Technikfolgenabschätzung nur noch auf mögliche Gefahren für Rechte der 
Betroffenen. Die Auswirkungen auf Verfassungsorgane und damit zusammenhängende 
gesamtgesellschaftliche Gefahren, etwa für die demokratische Willensbildung, blieben 
nunmehr außer Betracht. 
Daneben wurden neue Vorschriften eingeführt, die eine Technikfolgenabschätzung 
gleichwohl inhaltlich nicht ersetzen. So fordert § 4d Abs. 5 BDSG zwar eine Vorabkon-
trolle des Verfahrens.22 Dadurch sollen besondere Risiken für die Rechte und Freiheiten 
der betroffenen Person durch automatisierte Verfahren identifiziert werden.23 Auch 
diese Prüfung obliegt jedoch nicht einer unabhängigen Instanz, sondern dem Verant-
wortlichen selbst. Die Vorschrift geht auf Art. 20 Datenschutzrichtlinie (DSRL)24 zurück; 
darin wird ein grundsätzlich weites Verständnis von „spezifischen Risiken für die Rechte 
und Freiheiten“ zugrunde gelegt,25 überlässt den Mitgliedstaaten bei der Umsetzung 
allerdings einen großen Handlungsspielraum. Die Umsetzung in § 4d Abs. 5 BDSG legt 
nahe, dass spezifische Risiken nur in besonderen Verarbeitungssituationen angenom-
men werden; § 4d Abs. 5 BDSG nennt die Verarbeitung besonderer personenbezoge-
ner Daten nach § 3 Abs. 9 BDSG sowie Datenverarbeitung zur Profilbildung. Selbst in 
 
* Anstelle des in der bisherigen Datenschutzgesetzgebung in Deutschland bekannten Begriffs „Verantwortli-
che Stelle“ für jede natürliche oder juristische Person, Behörde, Einrichtung oder andere Stelle, die allein 
oder gemeinsam mit anderen über die Zwecke und Mittel der Verarbeitung von personenbezogenen Daten 
entscheidet, verwendet die DS-GVO den Begriff „Verantwortlicher“. 












diesen Fällen sind jedoch weitreichende Rückausnahmen vorgesehen, wenn eine ge-
setzliche Pflicht oder Einwilligung des Betroffenen zur Datenverarbeitung besteht. Die 
Pflicht zur Vorabkontrolle besteht damit nur eingeschränkt; zudem ist die Prüfung le-
diglich auf das konkrete Verfahren beschränkt und erstreckt sich nicht auf die Entwick-
lung und Gestaltung eines Systems im Allgemeinen.26 Dadurch fehlt es auch an einer 
Gesamtbetrachtung der Auswirkungen einer technologischen Entwicklung auf die ver-
fassungsrechtlichen Schutzgüter. Unter diesen Voraussetzungen kommt der Vorabkon-
trolle statt einer Gestaltungswirkung eher eine Beanstandungswirkung zu, da diese erst 
vorgesehen ist, wenn das System bereits etabliert und einsatzfertig ist.27  
Statt einer Vorabkontrolle sieht zum Beispiel § 6 Abs. 1 Nr. 11 in Verbindung mit § 7 
Abs. 6 Satz 3 Hessisches Datenschutzgesetz (HDSG) lediglich vor, Auswirkungen eines 
Verfahrens28 auf die Rechte der Betroffenen im Sinne des § 1 Abs. 1 Nr. 1 HDSG zu 
prüfen und das Ergebnis in einem Verfahrensverzeichnis niederzulegen. Dieser Prüfung 
kommt keine vergleichbare Wirkung wie eine Folgenabschätzung zu, da sie sich nur 
auf bestimmte Datenverarbeitungsvorgänge und Verantwortliche beschränkt sowie auf 
die Risiken, die direkt mit den Rechten der Betroffenen verbunden sind, nicht jedoch 
den größeren Gesamtzusammenhang in den Blick nimmt. 
Festhalten lässt sich, dass die Technikfolgenabschätzung in der deutschen Gesetz-
gebung hoffnungsvoll begonnen hat, durch verschiedene Gesetzgebungsnovellen je-
doch bis zur Unkenntlichkeit verwässert wurde. Die geltenden gesetzlichen Vorschriften 
sehen allenfalls Datenschutz-Folgenabschätzungen in begrenztem Maße vor. Da jeder 
Verantwortliche selbst zur Durchführung der Datenschutz-Folgenabschätzung für die 
von ihm konkret durchgeführten Datenverarbeitungsvorgänge verpflichtet ist, bleiben 
insbesondere kumulative Wirkungen auf Persönlichkeitsrechte und andere Verfas-
sungsziele, die sich aus dem Zusammenspiel verschiedener Technologien ergeben kön-
nen, außer Betracht. Vorgaben, die eine unabhängige, nicht von Einzelinteressen gelei-
tete Technikfolgenabschätzung mit Blick auf übergeordnete Verfassungsziele zum Ziel 
haben, fehlen indes. 
2.3 Angelsächsischer Rechtsraum 
Im angelsächsischen Rechtsraum, genauer in Kanada, fanden Ansätze zu einem PIA 
bereits in den 1970er Jahren das erste Mal Erwähnung.29 Erste behördliche Stellung-
nahmen und Empfehlungen zum Einsatz eines Privacy Impact Assessments wurden 
allerdings erst Mitte der 1990er Jahre abgegeben, 1996 durch die US-amerikanische 
Steuerbehörde sowie 1999 durch die kanadische Verwaltungsbehörde.30 Infolgedessen 
erschienen in mehreren Ländern des angelsächsischen Rechtskreises Handreichungen 
zur Durchführung eines Privacy Impact Assessments, unter anderem in Kanada im Jahre 
2002,31 in Neuseeland erstmals 2002,32 in den USA im Jahre 200433 und in Australien 
2006.34 In Europa erließ die britische Regierung im Dezember 2007 ein Handbuch zu 
Privacy Impact Assessments.35 
Trotz der Verbreitung quer durch den angelsächsischen Rechtsraum herrscht allerdings 
kein einheitliches Verständnis über die Methode „Privacy Impact Assessment“. Zwar 
weisen die Empfehlungen einige Gemeinsamkeiten etwa hinsichtlich des Prüfungsge-
genstands „privacy“ und des Ziels der Risikovorsorge auf, unterscheiden sich aber doch 
in speziellen Aspekten.36 So stellt jedes Land eigene Anforderungen an die Umsetzung 
eines Privacy Impact Assessments. Viele Länder verstehen darunter zudem keinen inter-
disziplinären Ansatz, in dem neben Technologieexperten weitere Expertisen einfließen. 
Auch wird ein PIA nicht immer als Prozess verstanden, der die Technik begleitet, son-
dern nur als abschließende Evaluation vor Inbetriebnahme einer Technologie. Nur sel-
ten ist ein PIA gesetzlich vorgeschrieben; häufig handelt es sich lediglich um Empfeh-
lungen, denen jedoch Kontroll- und Durchsetzungsmechanismen fehlen. Überdies rich-
ten sich diese Gesetze oder Empfehlungen nicht immer an öffentliche und nicht-
öffentliche Verantwortliche, sondern verpflichten nur öffentliche Stellen, also Behör-
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den, beim Einsatz von Datenverarbeitungsanlagen. Schließlich werden kaum Kontrollen 
durch unabhängige Dritte vorgeschrieben; meist werden lediglich die Verantwortlichen 
selbst verpflichtet.37 
Zusammenfassend ist festzustellen, dass PIAs im angelsächsischen Raum bereits seit 
Mitte der 1990er Jahre vielfach Erwähnung gefunden hat. Allerdings verbergen sich 
dahinter weder eine einheitliche Methode noch einheitliche Anforderungen an die 
Umsetzung. In jedem Fall beschränkt sich Privacy Impact Assessment jedoch auf die 
Prüfung von Auswirkungen spezifischer datenverarbeitender Projekte, Programme, 
Produkte oder Dienstleistungen auf „privacy“ und den Schutz personenbezogener 
Daten, ohne übergeordnete Auswirkungen auf die gesellschaftliche Ordnung und an-
dere Rechtsgüter mit in den Blick zu nehmen. 
2.4 PIA in der Europäischen Union 
2.4.1 Großbritannien: Der „Privacy Impact Assessment Code of Practice“ des 
Information Commissioner’s Office 
Die britische Datenschutzaufsichtsbehörde Information Commissioner’s Office (ICO) hat 
ein eigenes generisches, d. h. nicht nur auf eine Technologie anwendbares, PIA-Modell 
entwickelt. In dem 2014 veröffentlichten Handbuch „Conducting privacy impact 
assessments – code of practice“38 des ICO wird ein PIA als Prozess definiert, der einer 
Organisation hilft, die Risiken eines Projektes für die Privatheit zu identifizieren und zu 
reduzieren. 
Laut ICO ist ein effektives PIA während der gesamten Entwicklung und Umsetzung 
eines Projektes im Rahmen etablierter Projektmanagementprozesse anzuwenden. Die 
Organisation kann so systematisch und umfassend analysieren, welche Auswirkungen 
ein bestimmtes Projekt oder System auf die Privatheit der Betroffenen hat. „Projekt“ ist 
hierbei als jeder Plan oder Vorschlag innerhalb einer Organisation zu verstehen.39 Um 
das Konzept des Datenschutzes durch Technikgestaltung („Privacy by Design“) best-
möglich umzusetzen, ist ein PIA so früh wie möglich durchzuführen, wozu das ICO 
sechs Phasen vorschlägt:  
1. Zunächst ist die Notwendigkeit eines PIA zu prüfen. Dabei betont das ICO, dass der 
Umfang eines PIA variieren kann. Dies hängt insbesondere davon ab, inwieweit 
sensible persönliche Daten verarbeitet werden oder wie viel Personal und Ressour-
cen zur Verfügung stehen.40  
2. Im Anschluss sollen die Datenflüsse von der Erhebung, Speicherung und Nutzung 
bis zur Löschung sowie die Zugangsrechte beschrieben werden.41  
3. Sodann können Risiken für die Privatheit sowie ihre Lösungen identifiziert werden. 
Als Risiken führt das ICO solche für die Privatheit von Individuen und Compliance 
sowie andere Risiken für die Organisation selbst auf.  
4. Beim Zugang Unbefugter oder der Nutzerüberwachung drohen nicht nur dem 
Individuum Schaden, sondern die Organisation setzt sich auch Haftungsrisiken 
aus.42 
5. Die Organisation soll im nächsten Schritt Lösungen für die identifizierten Risiken 
erarbeiten, etwa die Vermeidung von Datenerhebungen, die Schulung von Mitar-
beitern im Umgang mit personenbezogenen Daten oder die Umsetzung techni-
scher Sicherheitsmaßnahmen zum Schutz der Daten.43 Dabei soll nach einem drei-
stufigen Schema beurteilt werden, ob das Risiko dadurch beseitigt, verkleinert oder 
akzeptiert wird, wobei der Nutzen von Maßnahmen auch mit deren Kosten in Rela-
tion gesetzt werden darf.44 Das ICO betont aber die Notwendigkeit der vollständi-
gen Einhaltung der rechtlichen Anforderungen vor der Umsetzung des Projekts.45 
6. Abschließend sollen die Ergebnisse gesichert und in den Projektplan eingearbeitet 
werden.46  












Während all dieser Phasen unterstreicht das ICO die wichtige Rolle interner sowie ex-
terner Konsultationen. Bei der internen Konsultation geht es darum, alle Ebenen des 
Projekts vom Beschaffungswesen und der IT, bis in das Management einzubinden.47 Bei 
den externen Konsultationen geht es um eine Einbindung der Betroffenen, um ihre 
Rechte und eine transparente Datenverarbeitung zu gewährleisten.48 
2.4.2 Frankreich: Das „Privacy Impact Assessment” der Commission Nationale 
de l’Informatique et des Libertés 
Die Commission Nationale de l’Informatique et des Libertés (CNIL) ist die französische 
Behörde für Datenschutz und Informationsfreiheit. Auch sie hat sich wiederholt mit den 
Anforderungen an ein PIA beschäftigt und gibt in aktuell drei Dokumenten Empfehlun-
gen hinsichtlich Methodologie49, Maßnahmen50 und sog. „good practices“51 zum Um-
gang mit Datenschutzrisiken, insbesondere Risiken für die (Freiheits-)Rechte der Betrof-
fenen. 
Einleitend führt die CNIL in ihrem im Sommer 2015 veröffentlichten Dokument zur 
Methodologie eines PIA aus, dass fundamentale Prinzipien und Rechte unabhängig von 
Art, Schwere oder Wahrscheinlichkeit eines Risikos unverzichtbar seien und nicht ab-
dingbar. Bei einem PIA geht es demnach darum, mittels technischer und organisatori-
scher Kontrollen Risiken, die für die Betroffenenrechte bestehen, zu begegnen. Das 
Dokument richtet sich in erster Linie an alle Verantwortlichen (als Haftungspflichtige), 
sowie an Produktentwickler, die dem Ansatz des Datenschutzes durch Technik („Priva-
cy by Design“) folgen wollen. 
Die CNIL beschreibt ihren PIA-Prozess als Kreislauf, der kontinuierlich wiederholt wer-
den muss: Zunächst ist der Zusammenhang, in dem personenbezogene Daten verarbei-
tet werden, zu definieren und beschreiben. Es sind insbesondere die Zwecke, Beteilig-
ten, personenbezogenen Daten (Kategorien), der Prozess und Hilfsmittel zu benennen. 
Dann müssen existierende oder geplante Kontrollmechanismen betrachtet werden, um 
eine Einhaltung der Datenschutzgesetze und die Verhältnismäßigkeit zu gewährleisten. 
Der rechtlichen Überprüfung unterliegen hierbei insbesondere Zweck, Information der 
Betroffenen und Gewährleistung der Rechte der Betroffenen. Daneben ist zu überprü-
fen, ob und wie geplant ist, Risiken im Hinblick auf den Umgang mit personenbezoge-
nen Daten zu begegnen. Angesprochen sind hiermit insbesondere organisatorische 
Maßnahmen, Datensicherheits- und Zugangskontrollmaßnahmen. 
Im Anschluss sind die Datenschutzrisiken einzuschätzen, um sicherzustellen, dass ihnen 
in geeigneter Weise begegnet wird. Dazu müssen zunächst die Risikoquellen („wer“ 
und „wieso“) ausgemacht werden. Dann ist festzustellen, welche Handlungen/Unter-
lassungen/Umstände genau eintreten könnten, wie, bzw. wie schwer diese jeweils die 
Persönlichkeitsrechte der Betroffenen verletzen würden und inwiefern eine Bedrohung 
im Zusammenhang mit den konkret verwendeten (technischen) Hilfsmitteln liegen 
kann. Aus Schwere und Wahrscheinlichkeit des Eintritts des Ereignisses bzw. der Be-
drohung sind die individuellen Risiken zu ermitteln. Über die identifizierten Risiken, 
geordnet nach ihrer Schwere, ist eine Übersicht zu erstellen. 
Schließlich ist eine Entscheidung zu treffen, die das geplante (bzw. bestehende und 
durch das PIA nur überprüfte) Vorgehen bestätigt oder die dazu auffordert, die voran-
gegangenen Schritte zu wiederholen. Ergibt die Evaluation, dass das Ergebnis zufrie-
denstellend ist, muss ein Umsetzungsplan erstellt und beschlossen werden. Wenn 
nicht, müssen die Ziele, deren Behandlung als nicht zufriedenstellend befunden wurde, 
(neu) betrachtet werden. 
Jedenfalls ist bei signifikanten Änderungen des Zusammenhangs, der Kontrollmaß-
nahmen, der Risiken etc. der Prozess zu wiederholen. Im Übrigen aber ist dies in regel-
mäßigen Abständen erforderlich, um Veränderungen bemerken zu können. 
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Über die Durchführung des PIAs ist zudem ein Report anzufertigen, der (auf Anfrage) 
der zuständigen Datenschutzbehörde zur Verfügung gestellt werden muss. Der Report 
soll den fraglichen Datenverarbeitungsvorgang beschreiben, Rahmen, rechtliche und 
Risikokontrollmaßnahmen sowie eine Darstellung der Risiken enthalten und die nach 
dem PIA gefallene Entscheidung dokumentieren. Im Anhang sollen sich detaillierte 
Beschreibungen dieser Punkte und der Umsetzungsplan befinden. 
2.4.3 EU-Rahmen für Datenschutz-Folgenabschätzungen bei RFID-
Anwendungen und Smart Meters Cloud Computing 
Trotz der fehlenden Pflicht zur Durchführung einer DSFA, verabschiedete die Europäi-
sche Kommission Empfehlungen im Zusammenhang mit der Einführung neuer Techno-
logien wie RFID (RFID-Empfehlung)52 und Smart Meters (Smart Meters-Empfehlung)53, 
die die Durchführung einer DSFA durch die Unternehmen und die Bereitstellung der 
Ergebnisse an die nationalen Datenschutzbehörden fordern. Die Ergebnisse der auf 
diesen Empfehlungen basierenden Vorschläge wurden jeweils von der Artikel-29-
Datenschutzgruppe kritisch beurteilt, wobei diese auch erstmals allgemeine Anforde-
rungen an DSFAen stellte.54 
Der Kommission zufolge sollten die Mitgliedstaaten in Zusammenarbeit mit der Zivilge-
sellschaft einen Rahmen für solche Abschätzungen entwickeln. In dem von Branchen-
vertretern im März 2010 vorgelegten Rahmen zur Abschätzung des Einsatzes von RFID-
Anwendungen wurden diese in vier verschiedene Stufen unterteilt, je nachdem in wel-
chem Ausmaß personenbezogene Daten verarbeitet werden. Je nach Stufe musste in 
dem vorgeschlagenen Rahmen eine vierteilige Abschätzung vorgenommen werden, 
deren Prüfungsdichte in Abhängigkeit von den Auswirkungen der Datenverarbeitung 
stieg: Auf eine Beschreibung der Anwendung folgten Vorschläge zu Kontroll- und 
Sicherheitsmaßnahmen, während der dritte Teil die Benachrichtigung der Nutzer über 
ihre Rechte vorsah. Abschließend sollte festgestellt werden, ob die Anwendung durch-
geführt werden dürfe. 
Die Artikel-29-Datenschutzgruppe lehnte den vorgeschlagenen Rahmen insgesamt in 
dieser Form jedoch ab.55 Sie kritisierte insbesondere, dass er keinerlei verbindliche Vor-
gaben zur Ermittlung der mit der Anwendung verbundenen Datenschutzrisiken enthal-
te, obwohl dies ein zentrales Element einer DSFA sein müsse.56 Weiterhin wurde her-
vorgehoben, dass eine Konsultation der Beteiligten, auf die sich der Einsatz der Technik 
auswirke, vorzunehmen sei.57 Zudem müsse der Prozess in Übereinstimmung mit Art. 8 
DSRL die Voraussetzungen für die Verarbeitung von besonderen Datenkategorien, z. B. 
die ethnische Herkunft, politische oder religiöse Überzeugungen sowie Gesundheitsda-
ten, erfüllen.58 
In ihrer Smart-Meter-Empfehlung befürwortete die Europäische Kommission, dass die 
Mitgliedstaaten ein Muster für eine DSFA annehmen und anwenden sollten, das von 
der Kommission entwickelt und der Artikel-29-Datenschutzgruppe überprüft werden 
sollte.59 Die Kommission stellte als Anforderung auf, dass das Muster, neben Abfragen 
bezüglich der Erfüllung der Anforderungen der Datenschutzrichtlinie, eine Beschrei-
bung der Verarbeitungsprozesse und eine Bewertung der Risiken für die Rechte und 
Freiheiten der betroffenen Personen enthalten sollte. Die Artikel-29-Datenschutzgruppe 
hielt zunächst allgemein fest, dass aufgrund der gewählten Handlungsform der Kom-
mission – Empfehlungen sind gemäß Art. 288 des Vertrags über die Arbeitsweise der 
Europäischen Union (AEUV) nicht rechtsverbindlich – auch mit der Smart-Meter-
Empfehlung keine Rechtspflicht zur Durchführung einer DSFA bestehe. Allerdings kön-
ne es mit Blick auf den damals schon von der Kommission vorgelegten Entwurf der DS-
GVO, die eine solche Pflicht erstmals in den Gesetzestext aufnahm, für die Branchen-
vertreter sinnvoll sein, das vorgeschlagene Muster als eine frühzeitige Umsetzung dieser 
zukünftigen Rechtspflicht anzusehen. Aus diesem Grund seien auch Beurteilungsspiel-
räume hinsichtlich der Durchführung einer solchen Abschätzung eng auszulegen.60 Die 
Artikel-29-Datenschutzgruppe bemängelte an dem Muster, dass die Pflicht der Ver-












antwortlichen, die Datenschutzaufsichtsbehörden vor der Durchführung der Abschät-
zung zu konsultieren, nicht vollständig in dem Entwurf umgesetzt wurde, hob aber 
hervor, dass – im Gegensatz zu der Beurteilung des für RFID-Anwendungen vorge-
schlagenen Rahmens – die Risikoabschätzung bezüglich der Folgen für die Rechte der 
Betroffenen besser umgesetzt werde, wobei Detailregelungen noch zu vereinheitlichen 
seien.61 Außerdem wurde die Bedeutung des Umgangs mit Datenschutzzielen als einer 
der wichtigsten Schritte einer DSFA hervorgehoben. Die Artikel-29-Datenschutzgruppe 
betonte zudem, dass es im Rahmen des Datenschutzrechts einen entscheidenden Un-
terschied zum Sicherheitsbereich, für den Risikofolgenstrategien ursprünglich entwi-
ckelt wurden, gibt: Zwar könne man grundsätzlich diesen Ansatz auch auf das Daten-
schutzrecht übertragen, allerdings seien Bereiche, die durch die Datenschutzrichtlinie 
geregelt sind, ausgeschlossen. Im Rahmen geltenden Rechts bestünde bezüglich dessen 
Umsetzung kein Beurteilungsspielraum und es gebe auch keine annehmbaren Abwei-
chungen von den bindenden Vorschriften. Die Anforderungen der Datenschutzrichtlinie 
müssten in jedem Fall vollständig umgesetzt werden, was in dem vorgelegten Muster 
noch klarer formuliert werden sollte.62 Abschließend stellte die Artikel-29-
Datenschutzgruppe fest, dass das entwickelte Muster genauer ausgestaltet werden 
müsse, aber dass es, soweit dies anhand der Änderungsvorschläge erfolge, in Zukunft 
erfolgreich eingesetzt werden könne.63 
 





Folgenabschätzungen in der EU-
Datenschutz-Grundverordnung 
 
3   
Datenschutz-Folgenabschätzungen in der EU-
Datenschutz-Grundverordnung 
Die Datenschutz-Grundverordnung wurde am 4. Mai 2016 im Amtsblatt der EU veröf-
fentlicht. Sie ist ab dem 25. Mai 2018 nach einer zweijährigen Übergangsfrist anwend-
bar und wird die bisherige DSRL ablösen. Als Verordnung hat sie grundsätzlich direkt in 
allen Mitgliedstaaten Geltung (Art. 288 Abs. 2 AEUV). 
Wie auch schon in allen Entwurfsfassungen vorgesehen, ist mit dem konsolidierten 
Gesetzestext nunmehr erstmals die ausdrückliche Normierung einer DSFA (die englische 
Fassung verwendet den Begriff „Data Protection Impact Assessment“; DPIA) im euro-
päischen Recht vorgesehen. Aus den Erwägungsgründen der Verordnung ist zu erken-
nen, dass die DSFA insbesondere gedacht ist, um die bislang obligatorische, verwal-
tungsintensive und dennoch datenschutzrechtlich nicht als förderlich erwiesene, gene-
relle Benachrichtigung der Aufsichtsbehörden vor Aufnahme bestimmter Datenverar-
beitungsvorgänge zu ersetzen (Erwägungsgrund 89), bzw. zu optimieren: Die Verant-
wortlichen sollen bei kritischen (geplanten) Datenverarbeitungen zunächst eine DSFA 
durchführen und das Ergebnis sodann ggf. der Aufsichtsbehörde übermitteln (Erwä-
gungsgrund 94). Ergibt die DSFA, dass ohne Maßnahmen des Verantwortlichen zur 
Eindämmung des Risikos ein hohes Risiko für die Betroffenenrechte bestünde, besteht 
eine Rechtspflicht, die Aufsichtsbehörde zu konsultieren (Art. 36 Abs. 1 DS-GVO).  
3.1 Gründe für die Durchführung einer Datenschutz- 
Folgenabschätzung 
Gemäß Art. 35 Abs. 1 DS-GVO ist eine DSFA „insbesondere“ durchzuführen, wenn 
durch die Verwendung neuer Technologien, wobei Art, Umfang, Umstände und Zwe-
cke der Datenverarbeitung zu berücksichtigen sind, voraussichtlich ein hohes Risiko 
besteht, dass Rechte und Freiheiten Betroffener verletzt werden. Art. 35 Abs. 2 nennt 
sodann Regelbeispiele für Datenverarbeitungen, bei denen eine Durchführungspflicht 
besteht. Dies soll der Fall sein bei: 
 (a) systematischer und umfassender Bewertung persönlicher Aspekte natürlicher 
Personen, die sich auf automatisierte Verarbeitung einschließlich Profiling gründet 
und die ihrerseits als Grundlage für Entscheidungen dient, die Rechtswirkung ge-
genüber natürlichen Personen entfalten oder diese in ähnlicher Weise erheblich be-
einträchtigen; 
 (b) umfangreicher Verarbeitung besonderer Kategorien von personenbezogenen 
Daten gemäß Art. 9 Abs. 1 oder von Daten über strafrechtliche Verurteilungen und 
Straftaten gemäß Art. 10, sowie 
 (c) systematischer umfangreicher Überwachung öffentlich zugänglicher Bereiche. 
Die Aufsichtsbehörden haben zudem gemäß Art. 35 Abs. 4 DS-GVO (im Rahmen ihres 
jeweiligen Zuständigkeitsbereichs) eine Liste der Verarbeitungsvorgänge zu erstellen 
und zu veröffentlichen, für die eine DSFA nach Abs. 1 durchzuführen ist. Art. 35 Abs. 5 
DS-GVO enthält auch eine Ermächtigung der Aufsichtsbehörden, eine Liste mit Arten 
von Datenverarbeitungsvorgängen zu erstellen und zu veröffentlichen, bei denen expli-
zit keine DSFAen durchgeführt werden müssen. Beide Listen sind an den in Art. 68 
DS-GVO genannten Ausschuss (Europäischer Datenschutzausschuss) zu übermitteln. 
Sofern die gelisteten Verarbeitungstätigkeiten bestimmte europarechtliche Bezüge 
aufweisen (könnten), ist vor ihrer Festlegung das Kohärenzverfahren nach Art. 63 DS-
GVO durchzuführen (Art. 35 Abs. 6 DS-GVO). Durch Art. 35 Abs. 10 DS-GVO wird 
indes bereits verordnungsseitig eine große Ausnahme von der Durchführungspflicht im 











Einzelfall getroffen: Soweit Daten aufgrund einer im konkreten Fall einschlägigen euro-
päischen oder mitgliedstaatlichen Rechtsvorschrift verarbeitet werden, wird es weitest-
gehend ins Ermessen der Mitgliedstaaten gestellt, ob die Durchführung einer DSFA 
nach Art. 35 Abs. 1-7 DS-GVO im Einzelfall „erforderlich“ ist. Hierzu müssen die fol-
genden Voraussetzungen kumulativ gegeben sein: Es muss sich um Verarbeitungsvor-
gänge handeln, die entweder zur Erfüllung einer rechtlichen Verpflichtung erforderlich 
sind, der der Verantwortliche unterliegt (Bsp.: Speicherung zur Erfüllung von Aufbe-
wahrungspflichten), oder die zur Wahrnehmung einer Aufgabe erforderlich sind, die im 
öffentlichen Interesse liegt oder in Ausübung öffentlicher Gewalt erfolgt, die dem Ver-
antwortlichen übertragen wurde (Bsp.: Steuerverwaltung). Die zu beurteilende Verar-
beitung muss auf einer anwendbaren europäischen oder mitgliedstaatlichen Rechtsvor-
schrift beruhen, die diese Verarbeitung(en) auch konkret regelt. Zu fordern dürfte inso-
fern eine Bestimmung der jeweiligen Verarbeitung(en) nach Art, Umfang, Umständen 
und Zweck sein. Schließlich muss im Rahmen der allgemeinen Folgenabschätzung bei 
Erlass der Rechtsvorschrift bereits eine DSFA vorgenommen worden sein. 
Im Ergebnis wird es damit insbesondere in das Ermessen der Mitgliedstaaten gestellt, 
ob sie an sich selbst – ihre eigenen Behörden und Ämter – die gleichen Datenschutzan-
forderungen stellen wie an die private Wirtschaft. Zugleich wird die staatliche Verwal-
tung immer mehr digitalisiert, und die Bürger haben in diesen Fällen in aller Regel auch 
nicht die Möglichkeit, auf einen „datenschutzfreundlicheren Anbieter“ auszuweichen. 
Weiterhin ist eine gewisse Eindimensionalität in der Betrachtung der DSFA zu erken-
nen: Auch wenn man im Gesetzgebungsverfahren die „Folgen“ für den „Datenschutz“ 
– letztlich: die Rechtmäßigkeit eines gesetzlich definierten Datenverarbeitungsvorgangs 
– im Grundsatz wird abschätzen können, heißt das nicht, dass die Anwendung im Ein-
zelfall – d. h. in der ausführenden Behörde – immer in blaupausenartig-gleicher Quali-
tät erfolgt. Die Regelung konterkariert insofern das eigentliche Ziel einer DSFA, den 
Schutz der Daten des Einzelnen gegenüber einer Institution zu gewährleisten, indem 
die Institution angehalten wird, sich selbst zu hinterfragen. Eine umfassende DSFA wird 
auf abstrakter, legislativer Ebene nur eingeschränkt möglich sein. Dennoch sollte der 
hier vorgeschlagene Prozess soweit wie möglich im Gesetzgebungsverfahren adaptiert 
und in der Gesetzesbegründung entsprechend dokumentiert werden. 
3.2 Anforderungen an eine Datenschutz-Folgenabschätzung 
Der Text der DS-GVO stellt allgemeine Vorgaben hinsichtlich der Anforderungen an 
eine DSFA auf. Er formuliert in Art. 35 Abs. 7 DS-GVO klar, dass es sich insofern um 
Mindestanforderungen handelt. Demnach hat der Verordnungstext nicht den An-
spruch, sich insbesondere praktisch stellende Fragen abschließend zu beantworten. Die, 
sich für den Rechtsanwender ergebenden, tatsächlichen – inhaltlichen wie organisatori-
schen – Anforderungen in ein praktikables System zu bringen, wird der Rechtspraxis 
überlassen bleiben.  
Abs. 3 verlangt (a) eine systematische Beschreibung der geplanten Verarbeitungsvor-
gänge und der Zwecke der Verarbeitung, gegebenenfalls einschließlich der von dem 
Verantwortlichen verfolgten berechtigten Interessen; (b) eine Bewertung der Notwen-
digkeit und Verhältnismäßigkeit der Verarbeitungsvorgänge in Bezug auf den Zweck; 
(c) eine Bewertung der Risiken für die Rechte und Freiheiten der betroffenen Personen 
gemäß Abs. 1; sowie (d) die zur Bewältigung der Risiken geplanten 
Abhilfemaßnahmen, einschließlich Garantien, Sicherheitsvorkehrungen und Verfahren, 
durch die der Schutz personenbezogener Daten sichergestellt und der Nachweis dafür 
erbracht wird, dass diese Verordnung eingehalten wird, wobei den Rechten und be-
rechtigten Interessen der betroffenen Personen und sonstiger Betroffener Rechnung 
getragen wird.  
Generell zielt die DS-GVO mit dem Instrument der DSFA darauf ab, dass der Verant-
wortliche bei Verarbeitungsvorgängen, die aufgrund ihrer Art, ihres Umfangs, ihrer 
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Umstände und ihrer Zwecke wahrscheinlich ein hohes Risiko für die Rechte und Freihei-
ten natürlicher Personen mit sich bringen, eine Bewertung vornimmt. Anhand dieser 
Abschätzung sollen sodann – entsprechend – geeignete Maßnahmen zur Eindämmung 
des identifizierten Risikos gefunden werden (Erwägungsgrund 90). Dies soll auch die – 
in einigen Mitgliedstaaten sehr umfangreich bestehenden – allgemeinen Meldepflich-
ten ablösen (Erwägungsgrund 89). 
Neben diesen inhaltlichen Vorgaben werden weitere Regelungen bzgl. zu berücksichti-
gender Punkte getroffen. So soll bei der Einschätzung der datenschutzrechtlichen Aus-
wirkungen etwa die Einhaltung allgemeiner – noch aufzustellender – „codes of 
conduct“64 („genehmigte Verhaltensregeln“) durch den Verantwortlichen bzw. seinen 
Auftragsverarbeiter zu berücksichtigen sein (Art. 35 Abs. 8 DS-GVO). “Gegebenenfalls“ 
soll der Verantwortliche auch die Betroffenen oder ihre Interessenvertreter anhören 
(Art. 35 Abs. 9 DS-GVO). 
Nach Art. 35 Abs. 11 DS-GVO ist schließlich „erforderlichenfalls“ durch den Verant-
wortlichen zu überprüfen, ob die Verarbeitung gemäß der DSFA durchgeführt wird. 
Zumindest gilt dies, wenn eine Änderung des mit den Verarbeitungsvorgängen beste-
henden Risikos eintritt. Unabhängig davon ist es empfehlenswert, in regelmäßigen 
Abständen die Rechtskonformität der betreffenden Verarbeitungsvorgänge zu überprü-
fen, auch um Änderungen des Risikos zeitnah feststellen zu können. 
Hinsichtlich der Dokumentation der DSFA oder auch der Zusammenfassung ihrer Er-
gebnisse in einem Bericht werden explizit keine Vorgaben gemacht. In Art. 36 DS-GVO 
wird bestimmt, in welchen Fällen die Aufsichtsbehörde – im Anschluss an die DSFA, 
aber vor Aufnahme der Verarbeitung – zu konsultieren ist. Hierbei geht es um Fälle, in 
denen ohne die von dem Verantwortlichen getroffenen Schutzmaßnahmen ein hohes 
Risiko bestünde (Art. 35 Abs. 1 DS-GVO). Art. 35 Abs. 3 DS-GVO listet dazu auf, wel-
che Angaben gegenüber der Aufsichtsbehörde zu machen sind und macht so – schein-
bar – mittelbar auch Vorgaben zum Inhalt des Berichts: Der Verantwortliche soll „ge-
gebenenfalls“ die jeweiligen Zuständigkeiten der gemeinsam Verantwortlichen und 
beteiligten Auftragsverarbeiter mitteilen; insbesondere im Falle der Verarbeitung inner-
halb einer Gruppe von Unternehmen (a). Auch die Zwecke und die Mittel der beabsich-
tigten Verarbeitung (b), die zum Schutz der Rechte und Freiheiten der betroffenen 
Personen gemäß der DS-GVO vorgesehenen Maßnahmen und Garantien (c) und die 
Kontaktdaten des Datenschutzbeauftragten – soweit vorhanden – (d) sind mitzuteilen. 
Weiterhin heißt es dann jedoch, dass „die Datenschutz-Folgenabschätzung gemäß 
Artikel 35“ (e) und „alle sonstigen von der Aufsichtsbehörde angeforderten Informati-
onen“ (f) zu übermitteln sind. Im Ergebnis werden also lediglich Vorgaben hinsichtlich 
mitzuteilenden „organisatorischen Informationen“ gemacht. Über Art. 35 DS-GVO 
hinausgehende Anhaltspunkte für den Aufbau einer DSFA oder den über sie anzuferti-
genden Bericht ergeben sich nicht. 
Erfüllung der rechtlichen Vorgaben durch die Modelle von ICO und CNIL 
Die DS-GVO stellt nur sehr allgemeine Mindestanforderungen auf, es besteht aber 
erstmals eine konkrete Rechtspflicht zur Durchführung einer Datenschutz-
Folgenabschätzung. Es werden auch die (ebenfalls allgemein formulierten) Punkte der 
Artikel-29-Datenschutzgruppe aufgegriffen, die die Ermittlung der Datenschutzrisiken 
für die Rechte der Betroffenen als zentrales Element der Datenschutz-Folgenab-
schätzung hervorhob.  
Der vom ICO entwickelte PIA Code of Practice erfüllt die sehr allgemeinen Mindestan-
forderungen der Entwürfe teilweise. Allerdings ist zu beachten, dass es sich aufgrund 
der bisher fehlenden Rechtspflicht bezüglich der Durchführung einer DSFA nur um 
Empfehlungen handelt.  











Ein zentraler Punkt des Code of Practice ist die Identifizierung der Risiken für die Betrof-
fenen. Darauf aufbauend sollen Lösungen, die den Schutz der Privatheit sicherstellen, 
gefunden und bewertet werden. Dabei wird auch explizit darauf hingewiesen, dass es 
eine Lösung sein kann, bestimmte Daten nicht zu erheben, wie es in Punkt 2 der Min-
destanforderungen vorgesehen ist, und auch eine Festlegung von Löschfristen wird 
erwähnt. Allerdings haben diese Punkte einen Empfehlungscharakter und sollen mit 
den Kosten, die durch die Umsetzung entstehen, abgewogen werden. Das Prinzip der 
datenschutzfreundlichen Voreinstellungen („Data protection by design and by de-
fault“), wie es in Art. 23 DS-GVO nunmehr festgeschrieben wird, ist in dem Code of 
Conduct noch nicht berücksichtigt.  
Die Dokumente der CNIL zur Durchführung eines PIAs haben zum Ziel, die Einhaltung 
bestehender Datenschutzgesetzgebung zu systematisieren und zu dokumentieren. 
Nach der Feststellung, dass die Grundrechte der Betroffenen nicht verhandelbar seien, 
ist auch dieser Ansatz vornehmlich als Empfehlung formuliert. Lediglich darauf, dass die 
Vorgaben des Datenschutzrechts und ihre Einhaltung obligatorisch und daher zu kon-
trollieren sind, wird hingewiesen.65 Die verpflichtenden Vorgaben der der DS-GVO hin-
sichtlich des Inhalts eines PIAs werden durch das Modell der CNIL voraussichtlich un-
problematisch erfüllt: Es zielt auf die Risiken für die Betroffenenrecht ab, betont inso-
weit den Unterschied zu Risiken für die Organisation selbst (etwa Imageverlust, finanzi-
eller Schaden etc.) und fordert eine Beschreibung der Verarbeitungsvorgänge sowie 
eine Risikoeinschätzung. Auch nennt es mögliche Maßnahmen für diverse konkrete 
Anwendungsfälle und schreibt die Dokumentation des gesamten Prozesses und eine 
regelmäßige Wiederholung vor. Für alle vorzunehmenden Schritte werden Beispielsfälle 
und -maßnahmen genannt. Allerdings ist bislang nicht ersichtlich, wie die CNIL in der 
Praxis nicht unübliche widersprüchliche Ergebnisse des Analyseprozesses auflösen will. 
Es wird keine Systematik an die Hand gegeben, die es ermöglicht, planvoll – im Sinne 
eines Gesamtkonzeptes – auf widersprüchliche Anforderungen zu reagieren und in 
jedem Einzelfall eine gute Balance zu erreichen. 
3.3 Risikoansatz vs. Grundrechtsgewährleistung 
Mit der konsolidierten Fassung der DS-GVO wurde der sogenannte Risikoansatz explizit 
formuliert.66 Der Verantwortliche muss demnach mögliche Risiken analysieren und je 
nach Ergebnis der Analyse unterschiedliche Auflagen erfüllen, beispielsweise die Durch-
führung einer DSFA, soweit die beabsichtigte Art der Datenverarbeitung wahrscheinlich 
zu einem hohen Risiko für die Betroffenenrechte führen wird (vgl. soeben unter 3.1). 
Insbesondere im Rahmen der Verhandlungen des Verordnungstexts im Rat der EU wur-
de darüber spekuliert, ob mit dem Risikoansatz „die Rechte der Betroffenen beschnit-
ten und die Pflichten für Unternehmen und Behörden reduziert werden“ sollten.67 Tat-
sächlich ist der Risikoansatz vom Risikomanagement zu unterscheiden; es gibt einige 
grundsätzliche Unterschiede zwischen den Prinzipien des Datenschutz und des Risiko-
managements: Datenschutz stellt das Individuum als Betroffenen von Datenverarbei-
tung in den Fokus und betrachtet jede Organisation als potenziellen Angreifer auf die 
Betroffenenrechte. Das klassische Risikomanagement adressiert hingegen Risiken für 
die Organisation und deren Tätigkeit. Im Rahmen einer umfassenden DSFA ist es aber 
sinnvoll, Organisationen zusätzlich auf die Risiken hinzuweisen, die durch die Verlet-
zung von Betroffenenrechten entstehen – direkt durch Sanktionen der Aufsichtsbehör-
den oder indirekt durch Imageverlust o. ä. 
Während es dem Datenschutz darum geht, die Rechte jedes Einzelnen zu garantieren, 
ist das Ziel des Risikomanagements die Reduktion von Risiken auf ein für die Organisa-
tion akzeptables Maß. Was für eine Organisation akzeptabel ist, hängt dabei davon ab, 
welche Mittel zur Abstellung von Risiken zur Verfügung stehen und wie risikofreudig 
die Organisation (bzw. deren Entscheider) ist. Dies führt dazu, dass Risiken, die selten 
eintreten, nur mit geringem Schaden verbunden sind oder nur wenige Personen betref-
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fen, als akzeptabel eingeschätzt werden. Im Gegensatz dazu hat der Datenschutz zum 
Ziel, jede Beeinträchtigung von Betroffenenrechten vollständig zu vermeiden oder zu 
beseitigen (es sei denn, eine gesetzliche Erlaubnis oder Einwilligung liegt vor).68 Im 
Grundsatz gilt für den Datenschutz, dass jede Verarbeitung personenbezogener Daten 
durch Organisationen, auch wenn diese durch Gesetz legitimiert ist, einen Grund-
rechtseingriff darstellt. 
Eine DSFA, zumal wenn sie von dem Verantwortlichen selbst durchgeführt werden soll, 
sollte eine systemische Perspektive haben, bei der alle Akteure mit ihren spezifischen 
Interessen im Blick sind. Auch eine Grundrechtsgewährleistung ist im Rahmen einer 
Risikoanalyse wie sie in der DS-GVO gefordert wird möglich, wenn berücksichtigt wird, 
dass die Erfüllung der sich aus den Grundrechten der Betroffenen ergebenden Anfor-
derungen nicht von der Verfügbarkeit finanzieller und personeller Mittel abhängig sein 
darf.  
Der im folgenden Kapitel skizzierte Prozess zur Durchführung von DSFAen versucht den 
Brückenschlag zwischen dem Risikoansatz sowie dem Ansatz zur Grundrechtsgewähr-
leistung und kombiniert die als sinnvoll erachteten Elemente mit dem Ziel, ein für alle 
Beteiligten nützliches Werkzeug zu schaffen. 










4   
Elemente eines Prozesses zur Datenschutz-
Folgenabschätzung 
Wie erläutert gibt es eine Vielzahl unterschiedlicher Ansätze für Datenschutz-
Folgenabschätzungen sowie Prozesse zu deren Durchführung. Abb. 01 zeigt einen 
prototypischen Prozess, der auf einer umfangreichen Analyse bestehender organisatori-
scher Abläufe basiert und solche Elemente kombiniert, mit denen in der Praxis die 
bestmöglichen Resultate erzielt wurden.69 Obwohl der Prozess als weitgehend linear 
dargestellt ist, kann es notwendig sein, bestimmte Schritte mehrfach zu durchlaufen, 
bis eine akzeptable Lösung gefunden ist. 
Der Ansatz stellt die Reproduzierbarkeit und Überprüfbarkeit der Ergebnisse sicher. 
Damit ist es für Dritte (u.a. die zuständigen Datenschutzbehörden) möglich zu kontrol-
lieren, ob rechtliche Vorgaben eingehalten werden. Ein standardisiertes Verfahren ver-
setzt Kunden bzw. Betroffene zudem in die Lage, die Datenschutzfolgen verschiedener 
Lösungen miteinander zu vergleichen. Schließlich fokussiert das Verfahren nicht nur auf 
eine Technologie oder Anwendung, sondern ist technologieneutral formuliert. Dies 
hilft, den Aufwand für die wiederholte Durchführung gering zu halten.  
Der Gesamtprozess (Abb. 01) gliedert sich in drei Phasen, eine Vorbereitungsphase, die 
zur Organisation der Datenschutz-Folgenabschätzung dient, die eigentliche Bewer-
tungsphase sowie eine Berichts- und Maßnahmenphase. In den folgenden Abschnitten 
werden die drei Phasen und die darin zu durchlaufenden Schritte näher erläutert.70 
 
Abb. 01: Vorgehensweise für 
die Durchführung einer DSFA 









Zunächst muss sich der Verantwortliche mit der Frage auseinandersetzen, ob im kon-
kreten Fall die Durchführung einer DSFA überhaupt notwendig ist.  
DS-GVO definiert die gesetzliche Relevanzschwelle in Art. 35 Abs. 1 und nennt in Art. 
35 Abs. 3 sodann einen nicht abschließenden Katalog mit Anwendungsfällen. Art. 35 
Abs. 1 DS-GVO bestimmt, dass wenn „aufgrund der Art, des Umfangs, der Umstände 
und der Zwecke der Verarbeitung voraussichtlich ein hohes Risiko für die persönlichen 
Rechte und Freiheiten“ der Betroffenen besteht, eine DSFA durchzuführen ist. Dies 
impliziert, dass die bloße Datenverarbeitung als solche keine Rechtspflicht auslöst. Al-
lerdings ist zu bedenken, dass um überhaupt seriös feststellen zu können, ob ein „ho-
hes Risiko“ besteht, bereits eine Abschätzung vorgenommen werden muss. Auch eine 
solche kann in Form des im Folgenden dargestellten Prozess erfolgen. Weiterhin ist zu 
beachten, dass Verantwortliche selbstverständlich bestehende Gesetze einzuhalten 
haben und dies auch gegenüber der Aufsichtsbehörde nachweisen können müssen. 
Die Analyse der eigenen Datenverarbeitung im Vorfeld und die Dokumentation dieser 
können die Kommunikation mit der Aufsichtsbehörde wesentlich erleichtern.  
Verpflichtend ist eine DSFA gemäß Abs. 3 insbesondere bei folgenden Verarbeitungs-
vorgängen durchzuführen: 
 bei systematischer und umfassender Bewertung persönlicher Aspekte natürlicher 
Personen, die sich auf automatisierte Verarbeitung einschließlich Profiling gründet 
und die ihrerseits als Grundlage für Entscheidungen dient, die Rechtswirkung ge-
genüber natürlichen Personen entfalten oder diese in ähnlicher Weise erheblich be-
einträchtigen; 
 bei umfangreicher Verarbeitung besonderer Kategorien von personenbezogenen 
Daten gemäß Artikel 9 Abs. 1 oder von Daten über strafrechtliche Verurteilungen 
und Straftaten gemäß Artikel 10;  
 bei systematischer weiträumiger Überwachung öffentlich zugänglicher Bereiche. 
Darüber hinaus werden die Aufsichtsbehörden verpflichtet, weitere Fälle von Datenver-
arbeitungen festzulegen und zu veröffentlichen, in denen vorab eine DSFA vorzuneh-
men ist (Art. 35 Abs. 4 DS-GVO). Ebenso werden Aufsichtsbehörden ermächtigt, Fälle 
zu definieren und zu veröffentlichen, in denen eine DSFA explizit nicht vorzunehmen ist 
(Art. 35 Abs. 5 DS-GVO). Zu weiteren Ausnahmen von der Durchführungspflicht vgl. 
3.1. 
4.1.2 Prüfplanung 
Wenn sich bei der Prüfung der Relevanzschwelle ergeben hat, dass eine DSFA durchzu-
führen ist, sollten zunächst die damit verbundenen Ziele und Rahmenbedingungen 
festgelegt und ein geeignetes Team zusammengestellt werden. 
Anspruch der Datenschutz-Folgenabschätzung 
Zunächst ist der Charakter der DSFA festzulegen. Dies ist später auch bei der Veröffent-
lichung der Ergebnisse zu kommunizieren. In der bisherigen Praxis finden sich drei Ty-
pen von DSFA.71 Dabei ist zu betonen, dass von den im Folgenden genannten Typen 
nur die DSFA im engeren Sinne die Anforderungen der DS-GVO an eine rechtlich gebo-
tene DSFA vollumfänglich kann. 
Marketing-DSFA haben i. d. R. das Ziel, mit geringem Aufwand Kunden (und Auf-
sichtsbehörden – die sich indes nicht mit diesen vergleichsweise oberflächlichen Analy-
sen zufriedengeben sollten) einen Nachweis über die Erfüllung datenschutzrechtlicher 










Anforderungen zu erbringen. Zu diesem Zweck wird häufig ein formal korrekt durchge-
führtes Verfahren nach einem der vielen in Europa gebräuchlichen Vorgehensweisen 
(z. B. ISO-Standard, ICO Handbook etc.) durchgeführt, allerdings wird meist eine sehr 
enge Systemdefinition verwendet. Die darauf angewendeten Kriterien sind vielfach 
intransparent, häufig werden dabei auch die Kriterien der Informationssicherheit mit 
denen des Datenschutzrechts gleichgesetzt. Die Ergebnisse von Marketing-DSFAen 
versuchen in der Regel, Aufsichtsbehörden und die Öffentlichkeit von der Risikolosig-
keit einer Technologie oder eines Systems zu überzeugen. Die Identifikation negativer 
Folgen wird meist von vorherein vermieden und schon gar nicht veröffentlicht. Aus 
rechtlicher Sicht ist fraglich, welche Relevanz diese Art von DSFA besitzt bzw. ob sie 
den Anforderungen der DS-GVO genügen wird.72 Nach zutreffender Ansicht ist dies zu 
verneinen, da ein effektiver Schutz der Betroffenenrechte so keinesfalls erreicht werden 
kann. 
Standard-Datenschutz-Folgenabschätzungen (DSFA im engeren Sinne) sind solche, die 
am ehesten den Vorstellungen des europäischen Gesetzgebers entsprechen dürften 
und die das Ziel haben, den Nachweis zu liefern, dass ein konkretes Datenverarbei-
tungssystem konform mit den datenschutzrechtlichen Anforderungen ist, oder geeig-
nete Schutzmaßnahmen für dieses System zu identifizieren. Bei solchen DSFAen wird 
auf einen vordefinierten Katalog an Bewertungskriterien und -maßstäben sowie 
Schutzmaßnahmen zurückgegriffen, um die Bewertung für die Aufsichtsbehörden und 
die Öffentlichkeit nachvollziehbar zu machen. Die Ergebnisse einer DSFA im engeren 
Sinne werden in einer standardisierten Form dokumentiert und veröffentlicht (ggf. 
unter Weglassung von Teilen, die Betriebs- und Geschäftsgeheimnisse enthalten).  
Schließlich gibt es auch wissenschaftliche Datenschutz-Folgenabschätzungen (DSFA im 
weiteren Sinne), die sich eher in der Tradition wissenschaftlicher Technikfolgenabschät-
zungen verstehen. Sie haben den Zweck, unbekannte Eigenschaften und Risiken einer 
Technologie oder eines Systems aufzudecken. Zu diesem Zweck ist eine wissenschaftli-
che DSFA meist sehr breit angelegt, beschränkt sich nicht auf einen konkreten Anwen-
dungsfall und bewertet nicht nur Aspekte des Daten- und Privatheitsschutzes, sondern 
auch weitere Aspekte. Dazu gehören vor allem ethische, ökonomische und Sicherheits-
Aspekte.73 In diesem Zusammenhang gibt es Bestrebungen, unterschiedliche Verfahren 
der Technikbewertung in einem integrierten Bewertungsrahmen zusammenzufassen.74 
Da die Datenschutz-Folgenabschätzung nicht nur aktuelle, sondern auch künftige Risi-
ken adressiert, ist das Vorgehen prospektiv und arbeitet häufig mit (spekulativen) Sze-
narien, die oftmals keiner so engen Zweckbindung wie für Forschungsdaten unterwor-
fen werden können, wie es rechtlich vielfach gefordert ist. Allerdings ist zur Kompensa-
tion möglicherweise für Einzelpersonen riskanter Folgen und Forschungen zu fordern, 
dass die Ergebnisse der Folgenabschätzungen allgemein öffentlich zugänglich sind und 
einen gewissen kompensatorischen Nutzen für diese Personen entfalten können. Das 
Wissen aus einer wissenschaftlichen DSFA darf dann nicht exklusiv gehalten und nur 
wenigen Organisationen vorbehalten sein.  
Wegen der prognostischen Unsicherheiten ist es nicht ausreichend, einen fest definier-
ten Katalog an Kriterien und Maßnahmen abzuarbeiten (was nicht bedeutet, dass In-
formationssicherheits- und/oder Datenschutzstandards ignoriert werden sollten); statt-
dessen sind ein partizipatives Vorgehen und ein risikoorientierter Ansatz sinnvoll. Insbe-
sondere können fehlende Rechtsgrundlagen angesprochen und entsprechende Emp-
fehlungen gegeben oder auch geeignete Normentexte, seien diese Gesetzesentwürfe 
oder Einwilligungserklärungen, entworfen werden. Eine wissenschaftliche Datenschutz-
Folgenabschätzung ist ergebnisoffen angelegt und auch negative Prüfergebnisse wer-
den publiziert.  
Team 
Bei der Zusammenstellung des Teams ist es wichtig, eine Balance zwischen Unabhän-
gigkeit und Verantwortlichkeit herzustellen. Zum einen ist es für die Objektivität und 
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Glaubwürdigkeit der Ergebnisse entscheidend, dass das Team in der Lage ist, eine wir-
kungsvolle Prüfung vorzunehmen. Dafür ist zum einen sicherzustellen, dass ausrei-
chend Ressourcen (Zeit, Personal, Kompetenzen) zur Verfügung stehen: Auf der ande-
ren Seite muss gewährleistet sein, dass sich die Datenschutz-Folgenabschätzung nicht 
anderen Zielen der Organisation unterzuordnen hat. Damit die Prüfung die gewünsch-
ten Ziele erreichen kann, insbesondere die Änderung von als kritisch bewerteten Ele-
menten, ist gleichzeitig zu gewährleisten, dass die für die Entwicklung oder Einführung 
verantwortlichen Personen in den Prozess eingebunden sind, idealerweise als Verant-
wortlicher für die Durchführung der DSFA. Um Interessenkonflikte zu vermeiden, ist die 
Einbeziehung einer neutralen Stelle (z. B. Qualitätssicherung) zu erwägen. Verpflich-
tend ist nunmehr gem. Art. 35 Abs. 2 DS-GVO (sofern vorhanden) den Rat des internen 
Datenschutzbeauftragten einzuholen. Zumindest sollte dies Gegenstand einer (nach-
träglichen) Überprüfung sein. 
4.1.3 Was wird betrachtet? 
Im ersten inhaltlichen Schritt ist zu definieren, was im Rahmen der DSFA geprüft wird, 
also der Prüfgegenstand (engl. target of evaluation). Zur Beschreibung des Prüfgegen-
standes gehören neben Zweck und Kontext vor allem drei Komponenten, die zu unter-
scheiden und einzeln abzuhandeln sind: 
 Daten und deren Formate beim Speichern oder Transferieren (Protokolle),  
 verwendete IT-Systeme und deren Schnittstellen sowie  
 Prozesse und Funktionsrollen.  
Mit Blick auf das durch die DSFA angestrebte Ziel bzw. den Grund ihrer Durchführung 
lassen sich auch hier unterschiedliche Typen von DSFA unterscheiden: 
 Eine konkrete DSFA, wie sie einer Datenschutzaufsichtsbehörde gem. Art. 35 DS-
GVO vorgelegt werden muss, darf sich nicht auf einzelne Komponenten oder Ver-
fahrensweisen beschränken, sondern muss den vorab definierten Prüfungsgegen-
stand in seiner Gesamtheit beschreiben. Dazu zählt nicht nur die technische Realisie-
rung, sondern auch die organisatorische Gestaltung und Einbettung bei dem Ver-
antwortlichen. Um eine ganzheitliche Perspektive auch bei der Bewertung von Ein-
zelverfahren und Komponenten beibehalten zu können, müssen die Anwendungs-
fälle innerhalb der Organisation des Verantwortlichen möglichst realistisch und prä-
zise beschrieben werden. Insbesondere müssen die Zwecke der Datenverarbeitung 
abschließend definiert werden, um den datenschutzrechtlichen Prinzipien der 
Zweckbindung (Art. 5 Abs. 1 lit. b DS-GVO) und der Datensparsamkeit, bzw. „Da-
tenminimierung“, (Art. 5 Abs. 1 lit. c DS-GVO) genügen zu können und – soweit er-
forderlich – eine rechtliche Güterabwägung zur Gewährleistung des Grundrechts-
schutzes vornehmen zu können. 
 Generische DSFA betrachten dagegen Technologie, Verfahren oder Komponenten 
ohne Berücksichtigung eines konkreten Einsatzkontexts. Meist handelt es sich hier-
bei um prognostische wissenschaftliche DSFAen. Dabei werden grundsätzliche Risi-
ken untersucht, die sich nicht auf Fragen des Datenschutzes beschränken müssen. 
Um den damit verbundenen prognostischen Unsicherheiten zu begegnen, werden 
normalerweise mehrere für typisch erachtete Szenarien für Einsatzkontexte definiert. 
Bei der Bewertung kann dann auf existierendes Wissen über diese Einsatzkontexte 
zurückgegriffen und für das zu prüfende Verfahren extrapoliert werden. Diese Form 
der DSFA kann in zweierlei Weise genutzt werden: intern im Rahmen einer Privacy-
by-Design-Strategie für die technische Weiterentwicklung und extern in Form von 
Empfehlungen für die Konfiguration und den datenschutzgerechten Einsatz.  
In der Praxis bietet sich allerdings eine Kombination beider Formen an. Hersteller und 
Vertreiber führen eine generische DSFA durch und weisen darin auf generelle Risiken in 
verschiedensten Kategorien hin. Für die Nutzung in einem konkreten Kontext – und zur 










Erfüllung ihrer gesetzlichen Pflicht nach Art. 35 DS-GVO – führt der Verantwortliche 
dann eine konkrete DSFA durch, die ggf. auf der generischen DSFA aufbaut. 
4.1.4 Wer sind die beteiligten Akteure? 
Ebenso wichtig wie die umfassende Beschreibung des Systems und seines Einsatzkon-
textes ist die Identifikation der handelnden und betroffenen Akteure. Darunter fallen 
nicht nur Organisationen und Personen, die im Rahmen der Entwicklung oder Verwen-
dung eine bestimmte Rolle einnehmen und damit potenzielle Angreifer sind, sondern 
vor allem die Personen, die mittelbar oder unmittelbar durch den Einsatz betroffen 
sind. Konkret fallen darunter: 
 die Hersteller des Prüfungsgegenstands; 
 Betreiber des Prüfungsgegenstands als Dienstleister etwa im Rahmen einer Auf-
tragsdatenverarbeitung (Rechenzentrum, Internet-Provider);  
 Mitarbeiter der für den Einsatz des Prüfungsgegenstands verantwortlichen Organisa-
tion75;  
 die betroffenen Personen in ihren Rollen als Bürger, Patient, Kunde, Arbeitnehmer 
etc. (je nach Anwendungskontext); 
 Dritte, die im Zuge des Einsatzes des Prüfungsgegenstandes Kenntnis von personen-
bezogenen Daten nehmen, entweder zufällig (z. B. zufällig anwesende, mithörende 
Dritte) oder absichtlich (Sicherheitsbehörden). 
Für jede dieser Akteursgruppen ist zu beschreiben, welche Rolle sie bei der Datenverar-
beitung spielen, welche Rechtsbeziehungen zwischen ihnen bestehen und welche Inte-
ressen bei ihnen vorliegen. Die Besonderheit einer DSFA besteht darin, dass neben dem 
Risiko missbräuchlicher Datennutzung durch unbefugte Dritte vor allem das Risiko be-
trachtet wird, das durch die missbräuchliche, den eigentlichen Zweck überdehnende 
oder überschreitende – sowie sogar bestimmungsgemäße – Nutzung von Daten durch 
die Organisation selbst entsteht. Insofern ist bei der Identifikation der Betroffenen stets 
zu eruieren, welche Motive zur Nutzung von Daten durch andere Abteilungen einer 
Organisation sowie insbesondere der Zugriff auf Verfahren und deren Daten durch 
Sicherheitsbehörden, Konkurrenzunternehmen oder Forschungsinstitute bestehen kön-
nen. 
4.1.5 Identifikation der maßgeblichen Rechtsgrundlagen  
Die Identifikation der maßgeblichen Rechtsgrundlagen ist der nächste Schritt in der 
Vorbereitungsphase. Diese soll nicht nur die Gewährleistung der Rechte der Betroffe-
nen sicherstellen, sondern liegt auch im Interesse des Verantwortlichen, eigenen Pflich-
ten nachzukommen. 
Zunächst ist das anzuwendende Recht zu bestimmen. Werden personenbezogene Da-
ten im Rahmen der Tätigkeit einer Niederlassung in der Europäischen Union verarbeitet 
oder werden personenbezogene Daten einer in der Union ansässigen Person verarbei-
tet, ist der Anwendungsbereich der DS-GVO eröffnet und mithin europäisches Recht 
anzuwenden.76 So kann nicht-europäisches Recht anwendbar sein, wenn ein Verant-
wortlicher seinen Sitz in einem anderen Staat hat und keine personenbezogenen Daten 
von in der Union ansässigen Personen verarbeitet. 
Die konkret zu identifizierenden Rechtsgrundlagen sind abhängig vom spezifischen 
Prüfgegenstand. Zunächst immer zu beachten ist das Datenschutzrecht. Das einschlä-
gige Datenschutzrecht bestimmt sich nach der DS-GVO.77 Diese hat zukünftig Anwen-
dungsvorrang vor nationalem Datenschutzrecht. Über entsprechende Öffnungsklau-
seln, also Vorschriften, die die Ausgestaltung oder Beschränkung des Regelungsinhalts 
den Mitgliedstaaten überlassen,78 zur Ausfüllung unbestimmter Rechtsbegriffe oder 
durch Regelungslücken79 in der DS-GVO, können gegebenenfalls auch weiterhin natio-
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nale Vorschriften Anwendung finden, soweit die DS-GVO keine abschließende Rege-
lung trifft. Diese können sich zum Beispiel aus dem Bundesdatenschutzgesetz, den 
Landesdatenschutzgesetzen, aus dem Telemedien- oder Telekommunikationsgesetz 
ergeben, aber auch aus weiteren bereichsspezifischen Vorschriften, etwa den Sozialge-
setzen oder dem Strafrecht. Die Beachtung der Rechtsgrundlagen dient auch dem Ver-
antwortlichen, um die Verwirklichung von Straftatbeständen zu verhindern. Besonders 
relevant ist dies etwa für diejenigen Verantwortlichen, die dem Berufsgeheimnis unter-
liegende personenbezogene Daten verarbeiten. Diese müssen sicherstellen, dass keine 
Daten unbefugt offenbart werden können. 
Je weiter der Prüfgegenstand, desto mehr zusätzliche Rechtsgrundlagen sind potenziell 
zu beachten. Dazu gehören alle rechtlichen Vorschriften, die im Rahmen der elektroni-
schen Datenverarbeitung Anwendung finden können, etwa Vorgaben zu AGB- und 
sonstigem Verbraucherrecht oder Minderjährigenschutz. Da im Rahmen der Daten-
schutz-Folgenabschätzung jedoch vorrangig Prozesse und technische Abläufe geprüft 
werden, kommen solche Rechtsgrundlagen im Rahmen der DSFA nur dann in Betracht, 
wenn deren Anforderungen direkt im technischen Prozess umgesetzt sind. Andernfalls 
sind diese vorrangig im Rahmen der Compliance sicherzustellen. 
4.1.6  
Dokumentation der Problem- und Aufgabendefinition 
Die Ergebnisse der Vorbereitungsphase sind vom Verantwortlichen des DSFA-Prozesses 
in Form eines „Scoping-Berichts“ zu dokumentieren. Die Darstellung sollte nach einer 
standardisierten Gliederung erfolgen, die auch später bei der Dokumentation der Prüf-
ergebnisse verwendet wird. Dieser Bericht gibt den verbindlichen Rahmen für die nach-
folgenden Bewertungsschritte vor. 
4.2 Bewertungsphase 
4.2.1 Identifikation von Schutzzielen 
Es hat sich im Bereich der IT-Sicherheit bzw. Informationssicherheit bewährt, Anforde-
rungen als Schutzziele zu formulieren.80 Die Anforderungen des Datenschutzes sind 
gesetzlich normiert. Diese Anforderungen lassen sich ebenfalls mit Hilfe von Schutz-, 
bzw. Gewährleistungszielen81 umsetzen, die in kompakter und methodisch zugängli-
cher Form die operativen Risiken explizit machen, vor denen es durch eine angemesse-
ne Verfahrensgestaltung und Maßnahmen zu schützen gilt.  
Sechs Schutzziele gelten derzeit im Bereich des Datenschutzes als etabliert (Abb. 02). 
Den Risiken der Informationssicherheit wird klassisch mit der Sicherung der drei Schutz-
ziele (1) Verfügbarkeit, (2) Integrität und (3) Vertraulichkeit begegnet. Aufbauend hie-
rauf werden zusätzlich als spezifische Datenschutzschutzziele formuliert: (4) 
Nichtverkettbarkeit, (5) Transparenz und (6) Intervenierbarkeit.82  
Die Schutzziele thematisieren insgesamt wesentliche datenschutzrechtliche Risiken 
bzw. Anforderungen. Dabei stehen hinter jedem Schutzziel weitere, von ihnen abgelei-
tete Schutzziele. So nimmt das Schutzziel Nichtverkettbarkeit die im Datenschutzrecht 
zentrale Anforderung der Zweckbindung einer Verarbeitung personenbezogener Daten 
auf, in einer Form, die der technischen und organisatorischen Umsetzung der Anforde-
rung an Zweckbindung, die wiederum die Anforderungen der Datensparsamkeit und 
Erforderlichkeit reguliert, entgegenkommt.83 Die Revisionsfähigkeit ist ein wesentlicher 
Aspekt der Sicherung der Transparenz, und die Sicherung der Authentizität ist ein we-
sentlicher Aspekt der Sicherung der Integrität in einer Kommunikationsbeziehung. Das 
Schutzziel der Intervenierbarkeit dient der operativ zugänglichen Gewährleistung der 
Betroffenenrechte. 











Hinter jedem dieser Schutzziele steht vor allem ein Katalog mit Maßnahmen zur Errei-
chung der Schutzziele in der Praxis. Generell lassen sich alle Schutzziele aus verschiede-
nen Normen des BDSG ableiten bzw. die zentralen Grundsätze des Datenschutzrechts 
jeweils einem oder mehreren Schutzzielen zuordnen. Das Schutzzielekonzept kann 
dabei jedoch nicht jede einzelne rechtliche Festlegung erfassen, was bspw. die Lösch- 
bzw. Aufbewahrungsfristen, Zustimmungserklärungen und ähnliches mehr, betrifft. 
Solche Regelungen im Detail sind insofern zusätzlich zu beachten.  
Die Schutzziele befinden sich in einem doppelten Spannungsfeld. Jeweils zwei Schutz-
ziele können als entgegengesetzte Pole auf einem Graphen betrachtet werden. Das 
Spannungsfeld entsteht, da bei dem Fokus auf ein Schutzziel, z. B. durch besonders 
hohe Anforderungen, die umzusetzen sind, beim gegenüberstehenden Schutzziel 
zwangsläufig Abstriche gemacht werden müssen. Im Rahmen der Bewertung ist im 
Einzelfall eine Abwägung zu treffen, in welchem Umfang die Erreichung eines Schutz-
ziels zu Lasten des konkurrierenden Schutzziels erfolgen soll. Beispielsweise kann ein 
System, mit dem als sehr vertraulich eingeschätzte Daten verarbeitet werden, nicht 
gleichzeitig in hohem Maß Verfügbarkeit für die Daten garantieren. Das erforderliche 
hohe Maß an Vertraulichkeit bedingt die Notwendigkeit der Implementierung strenger 
personeller und räumlicher Zugangskontrolle, was die Verfügbarkeit einschränkt. 
4.2.2 Identifikation von möglichen Angreifern, Angriffsmotiven und -zielen 
Bei der Betrachtung der Schutzziele ist darüber hinaus zu berücksichtigen, dass konse-
quent die Betroffenenperspektive eingenommen wird. Insbesondere die Schutzziele der 
Informationssicherheit werden in der Regel aus der Risikoperspektive der Organisation 
betrachtet, bei der die Sicherung der Geschäftsprozesse im Vordergrund steht. Die 
Angreifer sind in dieser Sichtweise grundsätzlich externe Dritte und nicht regelkonform 
handelnde interne Nutzer.  
Bei einer DSFA muss aber von einer anderen Konstellation ausgegangen werden: Zu 
schützen sind in diesem Fall nicht die Geschäftsprozesse, sondern die Interessen und 
Rechte der Kunden, Arbeitnehmer etc. einer Organisation. Als Risiko für den Daten-
schutz müssen hingegen vor allem Organisationen, wie zum Beispiel Behörden und 
Unternehmen, betrachtet werden, die Daten erfassen, verarbeiten und weitergeben, 
bzw. solche Organisationen, die sich Zugriff zu Daten verschaffen können. Dabei geht 
es vor allem um Risiken, die aus der illegitimen Überdehnung des Zwecks durch den 
Betreiber selbst entstehen, aber auch um Risiken, die aus dem potenziellen Interesse 
anderer Institutionen an den schon bei einem Betreiber vorliegenden Datenbestand 
resultieren. Insofern muss im Rahmen einer DSFA standardmäßig überprüft werden, ob 
Abb. 02: Systematik der 
Schutzziele 
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folgende Organisationen ein Risiko für die Rechte des Einzelnen und die Privatheit dar-
stellen: 
 Staatliche Stellen, z. B. 
 Sicherheitsbehörden: Innenministerien, Polizei, Geheimdienste, Militär etc. 
 Staatliche Leistungsverwaltung: Leistungsträger für Arbeitslosengeld II („Hartz 
IV“), Rentenversicherungsträger etc.  
 Statistische Ämter 
 Versagende Aufsichtsbehörden, die durch das Hinterlassen rechtsfreier Räume 
Angriffe anderer Akteure ermöglichen 
 Unternehmen84, z. B. 
 Technologiehersteller, Systemintegratoren, IT-Diensteanbieter (Zugang, Inhalte 
etc.) 
 Banken, Versicherungen 
 Wirtschaftsauskunfteien, Adress- und Datenhandel, Marktforschung 
 Werbebranche 
 Interessenvereinigungen, Verbände 
 Arbeitgeber 
 Gesundheitswesen, z. B. 
 Krankenhäuser, Ärzte 
 gesetzliche und private Krankenversicherungen 
 Forschung, z. B. 
 Medizinforschung 
 Sozialforschung 
 Universitäten  
Es ist offensichtlich, dass es einen Interessenkonflikt gibt, wenn die Organisation, die 
die DSFA durchführt, gleichzeitig ein gewichtiges Risiko für den Datenschutz darstellt. 
Um auszuschließen, dass sich die Organisation in den blinden Fleck der Risikoanalysen 
setzt, sollte wenigstens eine nachträgliche Überprüfung durchgeführt werden. Auch 
vom internen Datenschutzbeauftragten ist zu erwarten, dass er die Betroffenenper-
spektive einnimmt und seine eigene Organisation „von außen" betrachtet. Idealerweise 
sollte die DSFA aber von einer unabhängigen Instanz (jedoch in enger Kooperation mit 
der den Prüfgegenstand betreibenden Organisation) durchgeführt werden.  
4.2.3 Identifikation von Bewertungskriterien und -maßstäben 
Für die Bewertung eines Risikos haben sich die Schutzbedarfsabstufungen bewährt, die 
das Bundesamt für Sicherheit in der Informationstechnik (BSI) in seinen IT-Grundschutz-
Katalogen empfiehlt.85 
Allerdings ist eine direkte Übertragung dieser auf Informationssicherheit abzielenden 
Sichtweise auf Datenschutzaspekte nicht zielführend. Um dem auf Grundrechtsschutz 
angelegten Datenschutz gerecht zu werden, kann der Schutzbedarf nicht allein anhand 
von Schadenshöhen und Eintrittswahrscheinlichkeiten bestimmt werden. Vielmehr ist 
primär anzuerkennen, dass jede – auch eine völlig rechtskonforme – Datenverarbeitung 
einen Eingriff in die Grundrechte der Betroffenen aus Art. 7 und 8 der EU-
Grundrechtecharta darstellt. Allein daraus folgt bereits ein „normaler“ Schutzbedarf. 
Aufgrund spezifischer Arten der Datenverarbeitung bzw. Verarbeitung von speziellen 
Arten von Daten kann sodann eine noch höhere Eingriffsintensität und damit die An-
nahme eines hohen oder sogar sehr hohen Schutzbedarfs impliziert sein.86 Die Schutz-
bedarfsabstufungen lassen sich wie folgt zusammenfassen: 
 Normal: Es werden personenbezogene Daten verarbeitet, ohne dass Verarbeitungs-
szenarien mit potenziell erhöhter Eingriffsintensität gegeben sind. 
 Hoch: Es werden personenbezogene Daten verarbeitet, die der Kategorie „besonde-
rer Arten personenbezogener Daten“ zuzuordnen sind und als solche de lege lata 










hohen Schutzbedarf aufweisen, und/oder die Betroffenen sind von den Entschei-
dungen bzw. Leistungen der Organisation abhängig, wobei 
 die hohe Eingriffsintensität der Datenverarbeitung zu erheblichen Konsequenzen 
für die Betroffenen führen kann und/oder 
 keine effektiven Interventions-/Selbstschutzmöglichkeiten für die Betroffenen be-
stehen; hierzu zählt auch das Fehlen realistischer Möglichkeiten gerichtlicher 
Überprüfung. 
 Sehr hoch: Es werden personenbezogene Daten mit hohem Schutzbedarf verarbei-
tet, und zusätzlich sind die Betroffenen von den Entscheidungen bzw. Leistungen 
der Organisation unmittelbar existenziell abhängig und es bestehen zusätzliche Risi-
ken durch unzureichende Informationssicherheit oder unzulässige Zweckänderung 
seitens der Organisation, ohne dass die Betroffenen solche direkt bemerken 
und/oder korrigieren können.  
Zudem kann sich durch „Kumulierungseffekte“ ein hoher Schutzbedarf auch bei Da-
tenverarbeitungen mit – einzeln betrachtet – nur normalem Schutzbedarf ergeben. Dies 
kann der Fall sein, wenn Daten von sehr vielen Personen erhoben werden („Kumulie-
rung vieler Daten“) oder aber wenn Daten durch einzelne Personen (z. B. Administrato-
ren) zu verschiedenen Zwecken erhoben werden, wobei sich die betroffenen Personen 
jeweils in verschiedenen Rollen befinden („Kumulierung vieler Berechtigungen“). 
4.2.4 Bewertung des Risikos 
Der Kern des Bewertungsvorgangs besteht im Vergleich der, von den Verantwortlichen, 
geplanten bzw. in der Prüfung festgestellten Maßnahmen mit einem Katalog von Refe-
renzmaßnahmen. Probst (2012) hat einen ersten Vorschlag zu einem Katalog mit gene-
rischen Schutzmaßnahmen vorgelegt. Gegenwärtig (2016) erarbeitet eine Arbeitsgrup-
pe des Arbeitskreises Technik („AK Technik“) der Datenschutzbeauftragten des Bundes 
und der Länder einen solchen Katalog mit, unter den deutschen Aufsichtsbehörden 
abgestimmten, Datenschutzmaßnahmen.87  
Schutzziel  Komponente Maßnahmen 








Systeme Einschränkung von Schreibrechten, regelmä-
ßige Integritätsprüfungen  
Prozesse Festlegung von Referenzwerten (min/max), 
Steuerung der Regulation 
Sicherstellung von 
Vertraulichkeit 
Daten, Systeme Verschlüsselung 





Daten Anonymität, Pseudonymität, attributbasierte 
Credentials 
Systeme Trennung (Isolierung) von Datenbeständen, 
Systemen und Prozessen 




Tab. 01: Beispiele für  
generische Schutzmaßnahmen 
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Daten Dokumentation, Protokollierung 
Systeme Systemdokumentation, Protokollierung von 
Konfigurationsänderungen 





Daten Zugriff auf Daten für den Betroffenen (Aus-
kunft, Berichtigung, Sperrung, Löschung) 





Diese Liste führt auf, welche Maßnahmen zur Gewährleistung der verschiedenen 
Schutzziele ergriffen werden können. Der bislang noch in Erarbeitung befindliche 
Maßnahmenkatalog des AK Technik sieht eine Reihe von Maßnahmen vor (ähnlich Tab. 
01). Es ist künftig sicherzustellen, dass die Liste stets die technisch besten verfügbaren 
Maßnahmen aufführt.89 
Im Rahmen der Risikobewertung sind Abweichungen danach zu gewichten und zu 
beurteilen, inwieweit sie das Erreichen der Schutzziele gefährden (Abb. 03). Aus Sicht 
der Aufsichtsbehörden besteht ein datenschutzrechtlicher Mangel, wenn eine solche 
Analyse ergibt, dass die Schutzziele nicht in ausreichendem Maße erfüllt werden. Im 
Rahmen ihres Beratungsauftrags kann die Aufsichtsbehörde zur Beseitigung eines sol-
chen Mangels dann konkrete Hilfestellung leisten.  
In der Praxis lässt sich mit nur geringem Aufwand feststellen, dass Anforderungen nicht 
erfüllt werden, weil die zugeordneten Maßnahmen und die gebotene Qualität der Um-
setzung entsprechend dem Schutzbedarf sofort ersichtlich fehlen. Komplizierter ist der 
Fall, wenn die zu prüfende Stelle andere als die Referenz-Schutzmaßnahmen gewählt 
hat. Auch wenn diese als grundsätzlich geeignet beurteilt werden können, kann in 
Zweifel stehen, dass sie in ihrer konkreten Ausgestaltung dem festgestellten Schutzbe-
darf entsprechen. Hier ist dann der Nachweis zu führen, dass die getroffene Schutz-
maßnahme mindestens denselben Schutz wie die Referenz-Schutzmaßnahme bietet.90 
Aufbauend auf den bisherigen Ergebnissen ist sodann abschließend eine „klassische“ 
Risikoanalyse vorzunehmen, d. h. zu fragen, ob und mit welcher Wahrscheinlichkeit die 
Tab. 01 (Fortsetzung):  
Beispiele für generische 
Schutzmaßnahmen 
Abb. 03: Soll-Ist-
Vergleich im Rahmen 
der Risikobewertung 










Organisation die Datenschutzbestimmungen nicht einhalten wird (organisationsinterne 
Gründe). Insbesondere folgende Aspekte sollten betrachtet werden: 
 Motivation der Organisation, den Verarbeitungszweck unbefugt zu ändern 
 Operative Möglichkeiten der Organisation, den Zweck unbefugt zu ändern 
 (Auftrags-)Verarbeitung der Daten in Drittstaaten (möglicherweise abweichendes 
Schutzniveau, weniger Kontroll- und Rechtsschutzmöglichkeiten) 
 Erreichen der festgelegten Anforderungen durch die getroffenen Schutzmaßnah-
men, insbesondere Vorliegen von Prozessen zur Konfliktresolution zwischen Infor-
mationssicherheit (für Geschäftsprozesse) und operativer Sicherung der Betroffenen-
rechte. 
4.3 Bewertungsphase – ein alternatives Verfahren für  
wissenschaftliche Datenschutz-Folgenabschätzungen 
Für eine wissenschaftliche DSFA bietet sich neben der oben dargestellten Bewertung 
anhand von standardisierten Katalogen ein offeneres Bewertungsverfahren an, das an 
Methoden des Risikomanagements nach ISO 31000:200991 angelehnt ist und auf einer 
intensiven Einbeziehung alle Beteiligten basiert. Reines Risikomanagement erfüllt aller-
dings nach zutreffender Ansicht nicht die Anforderungen der DS-GVO. Ein solcher 
Bewertungsprozess wird im Folgenden kurz skizziert (vgl. Abb. 04).92  
Ausgangspunkt einer partizipativen wissenschaftlichen DSFA ist die Überlegung, auf 
welche Weise welche Akteursgruppen und Interessen im Evaluationsprozess einer 
Technik- oder Datenschutz-Folgenabschätzung repräsentiert werden können. Dem 
trägt auch Art. 35 Abs. 9 DS-GVO Rechnung, der vorsieht, dass der Verantwortliche 
gegebenenfalls die Standpunkte der betroffenen Personen einholt. Mit der elaborierten 
Expertise technischer Experten allein geht die Gefahr einer verengten Sichtweise und 
folglich einer technokratisch-paternalistischen Bevormundung Technik-nutzender Bür-
ger einher. Technikfolgenabschätzungsverfahren sind damit immer auch politische 
Veranstaltungen und die Frage nach dem Einbezug von Betroffenen ist entsprechend 
als Frage nach der demokratischen Qualität von Technikgestaltung zu verstehen. Schon 
das Prozedere der relevanten Gruppen weist insofern politische Qualität auf. Wir stellen 
im Folgenden ein alternatives Modell vor, d. h. ein offeneres Bewertungsverfahren, das 
zumindest versucht, auf die Frage nach der Demokratisierung von Bewertungsverfah-
ren Antworten zu finden. 
Vor allem bei neuen Technologien ist es häufig nicht ausreichend, diese anhand eines 
bereits existierenden Katalogs zu überprüfen, da sich die Datenschutz- und Privatheits-
risiken mit der technischen Entwicklung erheblich verändern.93 Darüber hinaus kann 
sich nicht nur die Bewertung von Risiken zwischen unterschiedlichen Akteursgruppen 
erheblich unterscheiden, häufig entspricht auch das von den Bürgern wahrgenommene 
nicht dem tatsächlich vorhandenen Risiko.94 Beide Effekte sollten aber für die Gestal-
tung von gesellschaftlich akzeptablen technischen Systemen berücksichtigt werden. 
Abb. 04: Elemente eines 
partizipativen Bewertungs-
prozesses 
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Zentral für diesen Ansatz ist die Einbeziehung möglichst aller relevanten Akteure, die 
bereits während der Vorbereitungsphase identifiziert wurden. Dabei sollte die Frage im 
Blick behalten werden, welche Akteure überhaupt als „relevant“ gelten und wer darü-
ber entscheidet. 
Solch eine partizipative Bewertung stellt allerdings Anforderungen an Zeitpunkt und 
Umstände: 
 Bei einer DSFA, die vor der Markteinführung bzw. parallel zum Entwicklungsprozess 
durchgeführt wird, kann die Einbeziehung von externen Personengruppen u. U. un-
erwünscht sein, nicht nur weil Betriebs- und Geschäftsgeheimnisse betroffen sind, 
sondern auch weil aus Imagegründen keine unausgereiften Lösungen präsentiert 
werden sollen. Es ergibt sich daraus die Anforderung, frühzeitig eine konstruktive 
Form der Einbindung zu wählen. 
 Die Einbeziehung von Betroffenen kann problematisch sein, da eine sorgfältige und 
systematische Bewertung meist Fachwissen erfordert, das bei technischen Laien nicht 
vorausgesetzt werden kann. Hier ist somit die Frage maßgeblich, wie sich dieses 
Fachwissen vermitteln lässt. 
 Das für das Bewertungsverfahren verwendete Vokabular hat Folgen für die Intensität 
und Qualität der Einbeziehung unterschiedlicher Akteursgruppen. So dürften be-
stimmte Formulierungsweisen etwa besonders technophile Akteure oder solche mit 
Rechtskenntnissen begünstigen. Fraglich ist daher, wie sich Übersetzungsprozesse 
zwischen den beteiligten Gruppen erfolgreich gestalten lassen. 
Partizipative DSFAen unter Einbeziehung von Externen werden vermutlich schon des-
wegen eher die Ausnahme bleiben, da dieser Prozess zeitaufwendiger ist und es an-
sonsten bei bestimmten Akteursgruppen rasch zu einer „Konsultationsmüdigkeit“ 
kommen könnte. 
Methodisch stehen verschiedene partizipatorische Verfahren zur Verfügung, wobei sich 
beispielsweise die Nutzung von Fokusgruppen anbietet, mit denen viele Unternehmen 
in den Bereichen Produktgestaltung und Marketing Erfahrung haben.95  
 
Im Rahmen der Konsultation wird mit allen Beteiligten Folgendes analysiert: 
 Welche Werte bzw. Schutzziele werden bei der betrachteten Technologie bzw. dem 
betrachteten System als besonders relevant erachtet? Dabei sind die Schutzziele des 
Datenschutzes (Abschnitt 4.2.1) Ausgangspunkt der Analyse. Sie sollte sich aller-
dings nicht darauf beschränken. Vielmehr sollen auch andere Werte diskutiert wer-
den, die durch die Technik berührt werden und ggf. im Wechselverhältnis zueinan-
der stehen. Dazu können etwa Fragen der Gerechtigkeit bzw. Diskriminierungsfrei-
heit, der Kosten oder der Sicherheit gehören, die von den verschiedenen Beteiligten 
durchaus als unterschiedlich wichtig erachtet werden können.96 
 Was sind Risiken (Schadensereignisse), die es mit Blick auf die Schutzziele zu vermei-
den gilt?97 
 Was sind die Ursachen eines Risikos (Bedrohung): Wer ist bei diesen Schadensereig-
nissen der Angreifer? Was sind die Motive des Angreifers? Über welche Schwach-
stelle findet der Angriff statt? Welche Fähigkeiten und Ressourcen sind für die er-
folgreiche Durchführung eines Angriffs notwendig? Wie groß ist die Wahrschein-
lichkeit eines erfolgreichen Angriffs? 
 Welche Folgen hat die Realisierung eines Risikos: Auf welche Weise treten Schäden 
auf? Wer wird geschädigt? Welchen Charakter haben die Schäden? Welches Scha-
densausmaß ist zu erwarten?  
Auch die Bewertungskriterien und -maßstäbe können im Austausch zwischen den be-
teiligten Gruppen festgelegt werden. Da es sich allerdings meist um qualitative Bewer-
tungen handelt, ist auch bei einer partizipativen Bewertung der Datenschutzfolgen die 
Nutzung der in Abschnitt 4.2.3 erläuterten Skala für die Beurteilung des Schadensaus-










maßes sinnvoll. In ähnlicher Granularität sollte auch die Eintrittswahrscheinlichkeit der 
verschiedenen Angriffe bewertet werden (beispielsweise in fünf Stufen von unwahr-
scheinlich bis sehr wahrscheinlich). Die Größe des Risikos wird dann als Produkt von 
Eintrittswahrscheinlichkeit und Schadensausmaß bestimmt. 
Im abschließenden Schritt werden die Wahrscheinlichkeit und das Schadensausmaß für 
jedes Risiko in einer Risikomatrix eingetragen (vgl. Abb. 05). 
 
Je nach der Lage innerhalb der Matrix kann dann festgelegt werden, welchen Risiken 
prioritär zu begegnen ist und welche Risiken ggf. akzeptabel sind. Dabei kann auch 
berücksichtigt werden, dass in der Regel die finanziellen und/oder personellen Ressour-
cen begrenzt sind, die zur Vermeidung von Risiken zur Verfügung stehen (sog. ALARP-
Prinzip – as low as reasonably practicable). Eine hohe Priorität des Handelns besteht bei 
solchen Risiken, die eine hohe Eintrittswahrscheinlichkeit haben und potenziell großen 
Schaden verursachen können. Akzeptabel können solche Risiken sein, die entweder 
wenig wahrscheinlich sind oder nur geringen Schaden nach sich ziehen.  
Eine solche Bewertung lässt die Einhaltung gesetzlicher Vorgaben unberührt. So kann 
die Risikobewertung zu dem Schluss führen, dass das Risiko aus Sicht einer Organisati-
on akzeptabel ist, weil nur die Rechte Einzelner betroffen sind. Das genau widerspricht 
aber dem Verständnis des Datenschutzes als Grundrechtsschutz. 
Dennoch kann die probabilistische Bewertung des Risikos hilfreich sein, da sie es er-
möglicht, unterschiedliche Interessen und Rahmenbedingungen im Wechselspiel zu 
betrachten. Im Fall von fundamentalen Konflikten zwischen Werten und/oder Akteuren 
können so Anstöße zur Um- oder Neugestaltung entstehen.  
4.4 Schutzmaßnahmen, Veröffentlichung und Überprüfung 
4.4.1 Identifikation und Implementierung passender Schutzmaßnahmen 
Auf Grundlage der Bewertungsergebnisse ist ein Plan zur Risikobehandlung zu erstel-
len. Dabei ist zu beachten, dass es in vielen Fällen – insbesondere bei Auswirkungen 
auf verfassungsmäßig geschützte Individualrechte – nicht möglich ist, ein Risiko mit 
Hinweis auf die u. U. geringe Zahl der Geschädigten als akzeptabel einzustufen und 
Abb. 05: Risikomatrix 
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nur Maßnahmen zur Verminderung der Schäden zu ergreifen. Insbesondere bei dem in 
Abschnitt 4.3 geschilderten Bewertungsverfahren besteht allerdings die Möglichkeit, 
Risiken zu priorisieren, um dann im Rahmen der rechtlichen Vorgaben und der zur 
Verfügung stehenden Ressourcen diejenigen Maßnahmen zu ergreifen, die zusam-
mengenommen den größten Nutzen für die Betroffenen haben.  
Der Maßnahmenplan sollte explizit benennen, 
 welche Schutzmaßnahmen ergriffen werden sollen, um den Grundrechtseingriff und 
konkrete Schäden für Betroffene zu vermeiden oder zu verringern, 
 wer für die Umsetzung der Schutzmaßnahmen verantwortlich und wer daran zu 
beteiligen ist, 
 bis wann diese Schutzmaßnahmen umgesetzt sein sollen und welche Mittel dafür 
zur Verfügung gestellt werden, 
 nach welchen Kriterien der Erfolg einer Schutzmaßnahme beurteilt werden soll und 
 wer diese Beurteilung durchführt und dokumentiert. 
Um die Wahl geeigneter Schutzmaßnahmen zu erleichtern, kann die Liste der generi-
schen Schutzmaßnahmen genutzt werden, die bereits für die Bewertung des Risikos 
(vgl. Abschnitt 4.2.4) eingesetzt wurde.  
4.4.2 Dokumentation und Veröffentlichung des Ergebnisberichts 
Damit eine DSFA die anfangs erwähnten Effekte erzielen kann, ist es notwendig, dass 
der Prozess umfänglich dokumentiert und in Form eines Berichts öffentlich zugänglich 
gemacht wird. Ein solcher DSFA-Bericht sollte – wie schon der Scoping-Bericht – einer 
standardisierten Gliederung folgen, die es Aufsichtsbehörden, Unternehmen und der 
Öffentlichkeit erleichtert, die Ergebnisse zu bewerten und zu vergleichen. 
Wenn der Bericht auch Details über Betriebs- und Geschäftsgeheimnisse enthält, kann 
für die Öffentlichkeit eine gekürzte Fassung erstellt werden. Der Kurzbericht soll aber 
genau wie der vollständige Bericht alle Elemente der DSFA dokumentieren und darf 
keinesfalls mögliche negative Effekte verschweigen.98 Die Entscheidung, dass bestimm-
te Informationen nicht zu veröffentlichen sind, sollte nur aus berechtigten und zu do-
kumentierenden Gründen erfolgen. 
Aus Gründen der Transparenz ist es angeraten, den DSFA-Bericht zu veröffentlichen; er 
sollte auf der Internetseite der Organisation leicht auffindbar und kostenlos zu bezie-
hen sein, obwohl dies nicht explizit in der DS-GVO gefordert ist. Ggf. kommt auch eine 
Hinterlegung von DSFA-Berichten bei der zuständigen Aufsichtsbehörde in Betracht. 
Der vollständige Bericht ist Grundlage der Prüfung der DSFA und sollte auch als Grund-
lage für Kontrollen durch Datenschutzaufsichtsbehörden dienen können.  
4.4.3 Unabhängige Prüfung der Prüfergebnisse 
DSFA-Berichte sollten in der Regel durch eine unabhängige dritte Stelle – ggf. auch 
durch die zuständige Datenschutzaufsicht – geprüft werden, um sicherzustellen, dass 
der DSFA-Prozess ordnungsgemäß durchgeführt wurde. Insbesondere soll die Überprü-
fung sicherstellen, dass 
 angemessen mit Interessenkonflikten umgegangen wurde, 
 die Interessen der Betroffenen bei der Risikobewertung und der Auswahl von 
Schutzmaßnahmen in ausreichendem Umfang berücksichtigt wurden, 
 die Öffentlichkeit in ausreichendem Umfang über die Ergebnisse der DSFA informiert 
wird und 
 die Implementierung der vorgeschlagenen Schutzmaßnahmen tatsächlich in Angriff 
genommen wurde. 











4.4.4 Überwachung und Fortschreibung 
Die Abschätzung von Datenschutzfolgen ist kein einmaliger und linearer Prozess, son-
dern muss über die Lebensdauer eines Prüfgegenstands ggf. mehrfach wiederholt wer-
den. Insofern ist kontinuierlich zu überwachen, ob sich die Rahmenbedingungen des 
Einsatzes in technischer, organisatorischer oder rechtlicher Weise ändern, die neue 
Datenschutzrisiken nach sich ziehen. Auch ist zu überwachen, ob die gewählten 
Schutzmaßnahmen den erwarteten Nutzen haben oder ob andere Maßnahmen zu 
ergreifen sind. Die Dokumentation der DSFA ist mit solchen Informationen kontinuier-
lich fortzuschreiben. 








5   
Diskussion – Was kann eine Datenschutz-
Folgenabschätzung leisten? 
Eine Datenschutz-Folgenabschätzung (DSFA) ist ein relativ neues Instrument zur Identi-
fikation von Risiken, die durch den Einsatz von (neuen) vorwiegend datenverarbeiten-
den Technologien und Systemen für die Grundrechte der Bürger auf Achtung des Pri-
vatlebens und den Schutz personenbezogener Daten nach Art. 7 und 8 Charta entste-
hen. Die Nutzung dieses Instruments wird durch die Datenschutz-Grundverordnung in 
bestimmten Fällen obligatorisch vorgeschrieben. Da es bislang keinen allgemein akzep-
tierten Standard für die Durchführung einer DSFA gibt, haben wir in diesem White 
Paper Vorschläge für einen Prozess gemacht, mit dem – je nach angewandtem Modell 
– nach wissenschaftlichen Erkenntnissen bzw. Erfahrungen aus der Praxis der Daten-
schutzbehörden die Analyse einer Technologie oder eines Systems auf Einhaltung der 
Datenschutzgesetze erfolgen kann. Im Folgenden soll kurz diskutiert werden, welchen 
Nutzen eine DSFA für die unterschiedlichen Akteure haben kann, aber auch, wo die 
Grenzen eines solchen Instruments liegen. 
Die DSFA ist in erster Linie ein „Frühwarnsystem“, das es den beteiligten Akteuren 
ermöglicht, über die Folgen technischer Entwicklungen und deren Nutzung systema-
tisch nachzudenken sowie mögliche Mängel zu erkennen und zu beseitigen. Dabei ist 
es entscheidend, vorab festzulegen, welches Ziel mit der DSFA verfolgt wird. Geht es 
um Erfüllung der neuen gesetzlichen Pflicht nach DS-GVO, muss die Perspektive der 
Betroffenen eingenommen werden, deren Grundrechte es durch entsprechende Sys-
tem- und Technikgestaltung zu schützen gilt (Standard-DSFA). Aber auch bei einer 
wissenschaftlichen DSFA sind die Interessen und Befindlichkeiten anderer Gruppen und 
insbesondere der Betroffenen zu berücksichtigen, die nicht unmittelbar in den Entwick-
lungsprozess einer Technik oder in die Entscheidung über deren Einsatz beteiligt sind, 
jedoch in erster Linie von den Folgen berührt sind.  
Je nach Zielsetzung, kann eine gute DSFA dabei – über die bloße Pflichterfüllung hinaus 
– verschiedene Aufgaben erfüllen:  
 Für Technikanbieter und Systembetreiber: 
 Eine DSFA stellt eine zuverlässige und nachvollziehbare Quelle dar, die eine infor-
mierte Diskussion über Risiken und deren Ursachen ermöglicht. 
 Die Analysen im Rahmen einer DSFA machen Verantwortlichkeiten und Zustän-
digkeiten zur Gewährleistung von Datenschutzvorkehrungen auf unterschiedlichs-
ten Ebenen in einer Organisation klar. 
 Eine frühzeitige Durchführung einer DSFA ermöglicht bessere Entscheidungen 
schon in der Entwurfsphase einer Technologie oder eines Systems und verhindert 
so, dass später aufwändige (und oftmals dennoch unzureichende) Nachbesserun-
gen vorgenommen werden müssen.  
 Eine DSFA kann Datenpannen vorbeugen, die Kosten für deren Behebung, Scha-
densersatzansprüche, einen Imageschaden in der Öffentlichkeit oder ggf. Sankti-
onen durch die Aufsichtsbehörden nach sich ziehen können.  
 Zusammengenommen ist eine DSFA ein nützliches Instrument, mit dem Unter-
nehmen nachweisen können, dass sie rechtskonforme Produkte und Dienstleis-
tungen anbieten. Damit fördert sie das Vertrauensverhältnis zwischen Unterneh-
men, Kunden und Bürgern und kann somit zum Wettbewerbsvorteil werden. 
 Für die Öffentlichkeit: 
 Eine DSFA macht deutlich, in welcher Weise ein Anbieter oder Betreiber Betroffe-
nenrechte berücksichtigt hat, insbesondere wenn die DSFA unabhängig überprüft 
oder sogar mit einer Zertifizierung kombiniert wurde.  











 Auf diese Weise können Bürger und Kunden eine (besser) informierte Entschei-
dung darüber treffen, ob sie bestimmte Angebote nutzen wollen oder nicht. 
 Für die Aufsichtsbehörden: 
 Standardisierte DSFA erleichtern den Aufsichtsbehörden die Erfüllung ihrer Auf-
sichtspflicht, d. h. mögliche Schwächen oder Rechtsverstöße zu erkennen und  
 den Anbietern im Rahmen ihrer Beratungsaufgabe Hilfestellung zur Verbesserung 
ihrer Produkte bzw. Datenverarbeitung zu geben. 
Damit sich das volle Potenzial wirklich entfalten kann, muss allerdings sichergestellt 
werden, die DSFA nicht nur als einmalige Aktion zu verstehen, sondern als kontinuierli-
chen Prozess, der während des Produktlebenszyklus bzw. der Durchführung der kon-
kreten Datenverarbeitung ganz oder teilweise mehrfach durchgeführt werden sollte. 
Der Grund hierfür liegt im sogenannten Steuerungsdilemma, das aus dem Bereich der 
klassischen Technikfolgenabschätzung bekannt ist:99 Kern dieses Dilemmas ist die For-
derung, dass eine Folgenabschätzung möglichst frühzeitig erfolgen sollte, um noch 
Änderungen in der Gestaltung vornehmen zu können. Gleichzeitig ist es aber notwen-
dig, die zu bewertende Technologie oder den zu bewertenden Prozess so genau wie 
möglich zu beschreiben und zu charakterisieren, was erst in späteren Entwicklungspha-
sen möglich ist, wenn grundsätzliche Gestaltungsentscheidungen längst gefallen sind 
und nicht mehr ohne Weiteres geändert werden können. 
Wenig zielführend sind aus diesem Grund auch in großer Eile und unmittelbar vor Pro-
dukteinführung durchgeführte DSFAen, die vor allem den Zweck haben, der Öffent-
lichkeit und den Aufsichtsbehörden ein positives Bild zu vermitteln, indem bestimmte 
Probleme ausgeklammert werden. Dies kann etwa durch einen zu engen Fokus beim 
Prüfgegenstand wie die Ausklammerung technischer und organisatorischer Fragen und 
die Fokussierung auf rein rechtliche Fragestellungen erfolgen. 
Es darf allerdings nicht unerwähnt bleiben, dass eine DSFA (wie jedes formalisierte 
Verfahren) auch festlegt, was außerhalb des Bewertungsrahmens bleiben muss. Aus 
diesem Grund sind wissenschaftlich orientierte DSFAen z. B. für den Bereich der For-
schung und Entwicklung sinnvoll, auch wenn sie die Anforderungen der DS-GVO an 
eine DSFA nicht unbedingt erfüllen. Sie ermöglichen es aber, Fragen des Datenschutzes 
in das Risikomanagement der Technikproduzenten und Systembetreiber zu integrieren. 
Damit kann eine in der Technikfolgenabschätzung häufig vermisste Balance zwischen 
dem Verlangen nach Normativität auf der einen und nach Operationalisierung auf der 
anderen Seite100 hergestellt werden. 
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