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RESUMEN
En este documento se ilustran las técnicas de fu-
sión de imágenes para complementar y calibrar 
la información meteorológica presente en imáge-
nes de radares terrestres con el uso de imágenes 
satelitales meteorológicas. Para realizar la cali-
bración de las imágenes de radares terrestres se 
implementó un método de fusión de imágenes 
basado en la herramienta matemática transforma-
da wavelet discreta. Ya que existe una familia de 
wavelets, es necesario determinar cuál wavelet 
ofrece el mejor resultado; para esto se determi-
na la correlación existente entre los resultados de 
fusión de diferentes wavelets y las imágenes uti-
OL]DGDVHQFDGDIXVLyQ6HGH¿QHXQDPHWRGRORJtD
para selección de umbral global de segmentación 
y una metodología para realizar la calibración de 
investigación
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las imágenes de radares terrestres. Siguiendo la 
metodología de calibración de imágenes, se gene-
ran algunos resultados y se muestran sus ventajas.
ABSTRACT
This paper shows the image fusion techniques 
to complement and calibrate weather radar im-
ages present in terrestrial using meteorological 
satellite images. To calibrate the images weather 
radar images implemented a fusion method was 
used discrete wavelet transform (DWT) math-
ematics tool. As there is a family of wavelets, 
wavelets is necessary to determine which offers 
the best results, and it was determined, with the 
correlation between the results of different wave-
let and fusion of the images used in each fusion. 
:H GH¿QHG D PHWKRGRORJ\ IRU VHOHFWLQJ JOREDO
threshold segmentation and a methodology for 
calibration of terrestrial radar images. Following 
the methodology of calibration images, some re-
sults are generated and displayed its advantages. 
The methodology of calibration images, some re-
sults are generated and displayed its advantages.
INTRODUCCIÓN
El funcionamiento de un radar meteorológico 
está basado en radiaciones de ondas electromag-
QpWLFDVTXHOXHJRVRQUHÀHMDGDVSRUORVFXHUSRV
EODQFRVHQHOHVSDFLR/DHQHUJtDUHÀHMDGDSRU
los blancos es recibida por el radar y converti-
da en datos digitales para ser procesados por un 
VRIWZDUH especializado que interpreta y genera 
SURGXFWRVFRPRLPiJHQHVGHUHÀHFWLYLGDG=WR-
pes de ecos, acumulaciones, indicador de plan de 
posición, etc.
En el cielo hay más que lluvia, nieve y viento; 
otros objetos (migración de aves, insectos a ba-
MDVDOWLWXGHVPRQWDxDVHGL¿FDFLRQHVDHURQDYHV
etc.) pueden ser mal interpretados como lluvia 
por el radar meteorológico. Es posible eliminar 
algunos falsos ecos con equipos más complejos 
en el postratamiento de datos, los cuales usan re-
ÀHFWLYLGDG GH UDGDUHV'RSSOHURPDSDV GH HFRV
IDOVRV=KL\LQJHWDO, 2010); pero en última ins-
tancia el ojo humano entrenado es el que pue-
de distinguir estos objetos, utilizando para ello 
las características especiales que los diferencian 
de un fenómeno meteorológico. No obstante, 
en ocasiones el ojo humano falla y se generan 
falsas alertas metrologías (tornados, huracanes, 
tormentas, etc.), que generan retrasos en el trans-
porte aéreo, impacto económico y pánico en la 
población supuestamente afectada por el fenó-
meno meteorológico. 
Existen nubes precipitantes y no precipitantes; 
una nube no precipitante puede estar formada 
por pequeñas gotas de agua o por pequeños cris-
tales de hielo, que se mantienen suspendidos en 
el aire (Rinehart, 2004). Cuando hay cambios de 
temperatura o fuertes corrientes de aire, las pe-
queñas gotas de agua en las nubes pueden crecer 
y la nube puede convertirse en precipitante rápi-
damente. Se podría decir que las nubes no preci-
pitantes son de gran importancia para una buena 
predicción del clima. Pero los radares meteoro-
lógicos están limitados para detectar este tipo de 
nubes, ya que solo detectan nubes precipitantes. 
Con la fusión de imágenes de radares meteoro-
lógicos y las imágenes de satélites geoestaciona-
rios de operación ambiental (GOES) se podrían 
obtener imágenes con nubes precipitantes y no 
precipitantes de una región y, además, calibrar la 
imagen de los radares meteorológicos terrestres 
para que se muestre la menor cantidad de ecos 
falsos en la imagen y así poder mejorar la repre-
sentación del estado del clima.
En la primera parte del artículo se muestra el es-
quema metodológico para realizar la calibración 
investigación
14 Tecnura    Vol. 18    No. 41    julio - septiembre de 2014
de imágenes; en la segunda parte se muestra una 
explicación del método de segmentación em-
pleado y el método de calibración de imágenes 
\¿QDOPHQWHVHPXHVWUDQORVUHVXOWDGRVREWHQL-
dos con la transformada wavelet discreta selec-
cionada.
METODOLOGÍA
Método de calibración de imágenes
El método de calibración planteado para integrar 
la información de las imágenes satelitales meteo-
rológicas con las imágenes de radares meteoro-
lógicos terrestres está basado en la segmentación 
por umbralización, en la transformada wavelet 
discreta y la familia de wavelets. Para realizar la 
calibración de las imágenes de radar se crearon 
los siguientes pasos:
 Ɣ Filtrar imágenes satelitales: ya que las imáge-
nes satelitales contienen objetos no meteoro-
OyJLFRVHVWRVLQWHU¿HUHQFRQODVHJPHQWDFLyQ
de las imágenes satelitales. Para mejorar de 
alguna manera la imagen digitales necesario 
hacer un pre-procesamiento de la imagen, y así 
prepararla para una posterior segmentación. 
(VWHSULPHUSDVR VH UHDOL]D FRQXQ¿OWURGL-
gital píxel a píxel, que retira cualquier objeto 
TXHLQWHU¿HUDFRQODVHJPHQWDFLyQGHODVQX-
bes presentes en las imágenes. En este caso 
en particular el procedimiento solo se hace en 
las imágenes satelitales, ya que son las únicas 
que cuentan con objetos (desiertos, montañas, 
UtRVHWFTXHLQWHU¿HUHQFRQODH[WUDFFLyQGH
las nubes. 
 Ɣ Segmentar imágenes satelitales: en este pro-
cedimiento se realiza la extracción de las nu-
bes presentes en las imágenes satelitales. La 
extracción se hace con el método de umbrali-
]DFLyQGHQLYHOHVGHJULVHVVHGH¿QHXQXP-
bral único y se realiza una comparación píxel 
a píxel para dejar solo nubes en la imagen.
 Ɣ Ajustar dimensiones de imágenes: para poder 
fusionar las imágenes es necesario que estas 
tengan la misma dimensión. A simple vista 
pareciera que son iguales, pero las imágenes 
de radar obtenidas son ligeramente más pe-
queñas, y es necesario ajustarlas a las dimen-
siones de las imágenes satelitales.
 Ɣ Seleccionar wavelet: se selecciona una wave-
let diferente de la familia de wavelets (Haar, 
'DXEHFKLHV 6\POHW %LRUWRJRQDO &RLÀHW
Discrete Meyer y Reverse Biortogonal) en 
cada iteración, hasta implementar las todas.
 Ɣ 2EWHQFLyQGHORVFRH¿FLHQWHVZDYHOHWGHODV
imágenes: en este procedimiento se utilizan 
las wavelets seleccionadas en el paso anterior, 
para descomponer las imágenes en los coe-
¿FLHQWHVGHDSUR[LPDFLyQGHWDOOHKRUL]RQWDO
detalle vertical y detalle diagonal.
 Ɣ &RPELQDUORVFRH¿FLHQWHVZDYHOHWGHODVLPi-
genes: en este procedimiento se implementa 
un criterio de calibración y un criterio de fu-
sión (máximos, mínimos, media aritmética, 
HWF SDUD FRPELQDU ORV FRH¿FLHQWHV GH ODV
imágenes de radar con los de las imágenes 
satelitales.
 Ɣ Aplicar la transformada inversa wavelet: en 
este último procedimiento se reconstruye 
XQDLPDJHQGHORVFRH¿FLHQWHVZDYHOHWFRP-
binados, para poder obtener y visualizar la 
imagen de radar calibrada.
Método de selección de umbral  
de segmentación
Para realizar la segmentación de las nubes es ne-
cesario escoger el umbral global óptimo. Para 
realizar esta elección se diseñó una metodología, 
que sigue los siguientes pasos:
 Ɣ Filtrar imagen satelital: este primer paso se 
UHDOL]DFRQXQ¿OWURGLJLWDOSt[HODSt[HOTXH
UHWLUD FXDOTXLHU REMHWR TXH LQWHU¿HUD FRQ OD
investigación
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segmentación de las nubes de las imágenes. 
En este caso en particular, el procedimiento 
solo se hace en la imagen satelital, ya que es 
la única que cuenta con objetos (desiertos, 
PRQWDxDVUtRVHWFTXHLQWHU¿HUHQFRQODH[-
tracción de las nubes las imágenes. 
 Ɣ Segmentar imagen con umbral de prueba: en 
este procedimiento se realiza la extracción de 
las nubes presentes en las imágenes satelitales 
con varios umbrales.
 Ɣ Segmentación con el VRIWZDUHSistema de In-
IRUPDFLyQ*HRJUi¿FR6,* ,QWHJUDWHG/DQG
and Water Information System (ILWIS): se 
realiza la segmentación de las nubes con el 
método de clustering, que consiste básicamen-
te en agrupar pixeles similares (Kim HW DO, 
6DUDVZDWKL\$OOLUDQL ,VDHWDO, 
2009). La imagen resultado de este paso va 
a ser usada como referencia (valor esperado) 
para medir la efectividad de la segmentación 
con diferentes umbrales. 
 Ɣ Calcular el error cuadrático medio: como cri-
terio de evaluación de la segmentación conse-
guida con cada umbral de prueba, se mide el 
promedio de los cuadrados de las diferencias 
entre los valores pronosticados y observados. 
Ver ecuación (1).
       (1)
En este paso se calcula el error cuadrático me-
dio entre los valores de la imagen segmentada 
con un umbral de prueba (valores obtenidos) 
y los valores de la imagen segmentada con 
el VRIWZDUH ILWIS (valores esperados). Y se 
obtiene una medida que permite medir la si-
militud entre las dos imágenes segmentadas 
(Arathi y Soman, 2009).
 Ɣ Por último se compara cada uno de los errores 
obtenidos hasta encontrar el mejor umbral.
PROCESAMIENTO DIGITAL  
DE IMÁGENES
El procesamiento digital de imágenes es un con-
junto de técnicas que busca mejorar la calidad 
de las imágenes para la interpretación humana, y 
facilitar la búsqueda de información en las imá-
genes. Esto surgió desde que se cuenta con tecno-
logía necesaria para captar y manipular grandes 
cantidades de información espacial en forma de 
matrices de valores (Esqueda y Palafox, 2005).
Para el análisis de imágenes existen dos dominios, 
el espacial y el de la frecuencia, en el dominio es-
pacial se opera directamente sobre los píxeles con 
WpFQLFDVFRPR¿OWURVSDVDEDMRVHVSDFLDOVXDYL]D
ODLPDJHQ¿OWURSDVDDOWRVDXPHQWDHOFRQWUDV-
WH¿OWURVGHWHFFLyQGHERUGHV¿OWURGHGLUHFFLyQ
En el dominio de la frecuencia contamos con he-
rramientas como: transformada de Fourier, trans-
formada discreta coseno y transformada wavelet.
En el dominio de la frecuencia las imágenes son 
representadas por la suma de señales periódicas 
con diferentes frecuencias (Esqueda y Palafox, 
2005). Con el procesamiento en el dominio de 
OD IUHFXHQFLD HV SRVLEOH UHDOL]DU H¿FLHQWH \ H¿-
cazmente la eliminación de ruido en imágenes 
%LVZDV\2P3DUPDU\3DWLOE~V-
queda de información en las imágenes, fusión de 
imágenes (Sruthy HWDO3UDGQ\D\6DFKLQ
.DSODQ\(UHUFRPSUHVLyQGHLPi-
JHQHV;LHHWDODPSOL¿FDFLyQGHLPiJH-
nes, etc.
Segmentación por umbralización de niveles 
de grises
/DVHJPHQWDFLyQSHUPLWHLGHQWL¿FDUVHFFLRQHVFR-
munes en la imagen, sin descartar las característi-
cas relevantes en esta (Díaz y de Haro, 2004). De 
una buena segmentación se pueden obtener mejo-
res resultados en el análisis o el procesamiento de 
las imágenes. El nivel de segmentación se realiza 
hasta obtener los objetos deseados. Para poder 
investigación
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realizar la segmentación debe existir una simili-
tud entre los píxeles del objeto y una diferencia 
con el resto (Alam HWDO/RVDOJRULWPRV
de segmentación de imagen que utilizan los nive-
les de gris de la imagen se concentran en dos pro-
piedades básicas: discontinuidad y similitud entre 
ORVQLYHOHVGHJULVGHORVSt[HOHVYHFLQRV=DIUD
2008). En esta investigación se desea separar las 
nubes del resto de objetos (ríos, lagos, mar, conti-
nente, montanas) presentes en la imagen, y el mé-
todo de segmentación por umbralización niveles 
de grises permite realizar esta tarea (Gómez HWDO, 
:HQORQJHWDO, 2009).
La segmentación por umbralización de niveles de 
grises tiene como objetivo resaltar las regiones 
de características similares en una imagen. Este 
método trabaja bien cuando los objetos de la 
imagen tienen una intensidad de grises que los 
GLVWLQJXHQGHOIRQGRGHODLPDJHQ=DIUD
;LDQJHW DO, 2004). El histograma se construye 
calculando para cada nivel de grises el número 
de píxeles en la imagen que tienen ese nivel de 
grises (Angulo y Serra, 2005). Al analizar el his-
WRJUDPDVHSXHGHGH¿QLUHOXPEUDO(VWHXPEUDO
podría ser el punto medio entre los dos máximos 
principales del histograma, o podría obtenerse de 
manera óptima maximizando la varianza entre 
clases (método de Otsu), mediante una búsqueda 
H[KDXVWLYD3HSVL\0DOD&RQHOXPEUDO
(T) se toma la imagen en escala de grises, f(x,y) y 
se convierte todo lo que pertenece al objeto en 1 y 
lo que pertenece al fondo en 0, consiguiendo con 
esto una imagen binarizada. Cuando el objeto es 
más claro que el fondo se aplica la ecuación (2).
 
 (2)
Pero si el objeto es más oscuro que el fondo de la 
LPDJHQVHDSOLFDODHFXDFLyQ
 
 
Ya que en esta investigación el objeto de interés 
son las nubes presentes en las imágenes y estas 
son menos oscuras que el fondo, se podría utili-
zar la primera regla. Con la imagen binarizada 
g(x,y) se puede separar el objeto del resto de la 
LPDJHQ \ FRQVHJXLU HO REMHWLYR ¿QDO GH OD VHJ-
mentación. Este método de segmentación es el 
ideal para esta investigación, ya que existe una 
similitud en los niveles de grises de las nubes y 
una considerable diferencia entre los niveles de 
grises de las nubes y el fondo de las imágenes 
meteorológicas que se va a usar.
Transformada wavelet
La transformada de wavelet es una herramienta 
matemática que cuenta con la capacidad de ana-
lizar señales no estacionarias y de rápida tran-
sitoriedad; para lograr esto el análisis espectral 
de la señal se realiza dependiendo del tiempo 
'UDJRWWL\9HWWHUOL6XIXQFLRQDPLHQWRHV
similar al de la transformada de Fourier con ven-
tana, donde la señal es dividida en segmentos de 
tiempo (ventana) y se puede aplicar la transfor-
mada de Fourier localmente. La diferencia entre 
estas dos herramientas es que en la transformada 
GHZDYHOHWODYHQWDQDQRHV¿MD\VHDGDSWDDODV
frecuencias de la señal. Con dicha diferencia la 
transformada de wavelet obtiene un mejor com-
portamiento con este tipo de señales. Además del 
análisis local de señales no estacionarias, esta 
herramienta es comúnmente usada en el procesa-
miento de imágenes, fusión, compresión y reco-
nocimiento de patrones.
Una ventaja de esta transformada frente a otras 
técnicas matemáticas es que dispone de una am-
plia familia de transformadas que permiten tra-
tar imágenes de diferentes índoles (Hernández, 
2010).
La wavelet es una pequeña onda que tiene una ca-
racterística de oscilación ondulatoria y una ener- 
JtDFRQFHQWUDGDHQHO WLHPSR(Q OD¿JXUD VH
muestra una ilustración de una onda sinusoidal y 
una wavelet.
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La principal diferencia entre una onda y una wa-
velet es que una onda usualmente es de forma re-
gular y suave, y puede ser eterna, mientras que 
una wavelet puede ser de forma irregular y nor-
malmente dura un periodo límite. Una wavelet 
puede servir como una plantilla determinista y no 
determinista para analizar variables en el tiempo 
o señales no estacionarias por descomposición de 
la señal en el dominio del tiempo y la frecuencia 
(Gao y Yan, 2010; Fernández, 2007).
Matemáticamente una wavelet es una función de 
FXDGUDGRLQWHJUDEOHȥWTXHVDWLVIDFH ODFRQGL-
ción de admisibilidad. Ver ecuación (4).
        (4)
La transformada wavelet está compuesta por unas 
funciones base llamadas wavelets. Esta familia de 
wavelets es generada a partir de la wavelet madre 
ȥ(W), con la ecuación (5) por medio de translación 
y dilatación. 
           (5)
6HVHOIDFWRUGHGLODWDFLyQ\ĲHVHOIDFWRUGHWUDV-
lación.
La transformada wavelet de una función ƒ(W) es 
la descomposición de ƒ(W) en un conjunto de fun-
ciones ȥs,Ĳ(W) llamadas wavelets. La transformada 
ZDYHOHWVHGH¿QHPHGLDQWHODHFXDFLyQ
  (6)
Reemplazando la ecuación (5) en la ecuación (6) 
se obtiene la ecuación (7).
  (7)
En general con la transformada wavelet de la 
ecuación (7) se pueden extraer características de 
una señal, que no serían reveladas en su forma 
original. Por último, para recuperar la señal ori-
ginal ƒ(W) existe la transformada wavelet inversa, 
que corresponde a una integral de los parámetros 
a y EVer ecuación (8).
 (8)
RESULTADOS CALIBRACIÓN  
DE IMÁGENES 
En esta investigación se utilizan imágenes sateli-
tales del continente australiano, que se encuentra 
ubicado en el hemisferio sur entre los océanos 
ËQGLFR\3DFt¿FRHQWUHODVODWLWXGHV6\6
\HQWUH ODV ORQJLWXGHV(\6HXVDUiQ
imágenes GOES infrarrojas combinadas con 
LPiJHQHVHVWiWLFDVGHODVXSHU¿FLHGHODWLHUUD\
el océano del continente australiano. Las imáge-
nes infrarrojas son derivadas de la radiación emi-
tida por la tierra y su atmósfera en longitudes de 
onda del infrarrojo térmico (10-12 micras). Son 
imágenes de onda corta (IRCH2) que permiten 
tener una percepción de la nubosidad existente 
sin importar la luz solar (operativa de noche) y 
proporcionan información sobre la temperatura 
las nubes. Estas imágenes se combinarán con 
imágenes de radares meteorológicos terrestres 
GH ODPLVPD ]RQD JHRJUi¿FD /DV LPiJHQHV GH
ORV UDGDUHV FRQWLHQHQ LQIRUPDFLyQGH UHÀHFWLYL-
GDG = HQ GHFLEHOLR G%= TXHPXHVWUDQ OD LQ-
tensidad de lluvia que se encuentra en el radio 
de alcance de cada radar. Para la implementación 
de esta técnica de segmentación se desarrolló un 
VRIWZDUHen Matlab, que permite cargar la imagen 
de radar y de satélite correspondientes al mismo 
espacio de tiempo.
Figura 1. Representación de una señal y una wavelet. 
a) Onda sinusoidal y b) una wavelet
Fuente: tomada de Gao y Yan (2010).
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El primer objetivo en la investigación es seg-
mentar las nubes de la imagen satelital. Ya que la 
segmentación es por umbralización y es necesa-
rio escoger un umbral global óptimo. Siguiendo 
la metodología de selección de umbral, se realizó 
la segmentación de 10 imágenes con 5 umbrales 
diferentes; cada segmentación se comparó con la 
segmentación hecha en la herramienta ILWIS, y 
se obtuvo los resultados de la tabla 1.
Si se observan los resultados de los promedios de 
errores cuadráticos medios de la tabla 1, se puede 
determinar que el 12,71Ԝ%, que se obtuvo con un 
umbral de 70 y con 10 imágenes, es determinante 
para escogerlo como el umbral global óptimo de 
segmentación.
En la investigación se encontró un problema al 
VHJPHQWDUODVQXEHVGHODLPDJHQGHOD¿JXUD
Estas imágenes satelitales meteorológicas cuen-
tan con un suelo que se confunde con las nubes 
durante el proceso de segmentación. A pesar de 
que en Gómez HW DO  VH FRPSUREyTXH OD
técnica de segmentación por umbralización es la 
óptima para segmentar las nubes de una imagen 
satelital GOES, esto no aplica para algunas imá-
genes de ciertas partes de mundo. Para las imáge-
nes de esta investigación es necesario realizar un 
SUH¿OWUDGR
6HGLVHxyXQ¿OWURTXHWUDEDMDSt[HODSt[HOVREUH
la imagen satelital original en color, sobre los tres 
planos (RGB) de la imagen, con el objetivo de no 
dejar pasar los objetos con un patrón de colores 
diferentes al de las nubes.
(QOD¿JXUDYHPRVHOUHVXOWDGRGHDSOLFDUHO¿O-
WURGLJLWDODODLPDJHQGHOD¿JXUD\SRGHPRV
observar que todo el continente australiano es re-
tirado de la imagen y así evitamos que los tonos 
GHO VXHOR LQWHU¿HUDQFRQ OD VHJPHQWDFLyQGH ODV
nubes.
&RQ OD LPDJHQ VDWHOLWDO¿OWUDGDSRGHPRV UHDOL]DU
ODVHJPHQWDFLyQYHU¿JXUD\FRQVHJXLUTXHHO
umbral para la segmentación sea un poco más bajo 
y se pueda extraer la mayor cantidad de nubes.
Tabla 1. Resultados de error cuadrático medio entre la 
imagen segmentada con el software ILWIS 
y la segmentación hecha en MATLAB a di-
ferentes umbrales
Imagen UB=70 UB=82 UB=93 UB=116 UB=127
Img 1 1,4933 5,1693 6,1273 7,1674 7,4727
Img 2 1,4391 5,2999 6,3022 7,3887 7,7023
Img 3 1,4128 5,3266 6,4467 7,721 8,1176
Img 4 1,393 5,3316 6,6699 7,7707 8,0562
Img 5 1,3352 5,1817 6,5207 7,5873 7,8925
Img 6 0,894 3,4022 5,131 7,8351 9,0107
Img 7 1,2409 4,6639 6,1086 6,9756 7,2929
Img 8 1,188 4,7587 6,0856 8,1701 9,0094
Img 9 1,197 4,3187 5,8123 7,8313 9,037
Img 10 1,1239 4,3137 6,575 8,4736 9,1
Prome-
dio
1,27172 4,77663 6,17793 7,69208 8,26913
Fuente: elaboración propia.
Figura 2. Imagen meteorológica de Australia del 9 de 
marzo de 2012
Fuente: tomada del sitio web http://www.bom.gov.au/pro-
ducts/national_radar_sat.loop.shtml.
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Figura 4. Segmentación de la imagen de la Figura 3 
con un umbral de 70
Fuente: elaboración propia.
(QOD¿JXUDVHQRWDFyPRGHVSXpVGH¿OWUDGDOD
LPDJHQGHOD¿JXUDVHSXHGHQREWHQHUPHMRUHV
resultados en la segmentación de las nubes. Ya es 
posible extraer únicamente la información de nu-
bosidad presente en la imagen, de esta manera se 
logra el primer objetivo.
Con la imagen satelital segmentada podemos ha-
cer la fusión con la imagen de radar. Para reali-
zar la fusión por medio de wavelet es necesario 
utilizar una función madre. Existe una familia de 
wavelets de las que seleccionamos las que son 
comúnmente utilizadas para fusionar imágenes: 
Discrete Meyer, Haar, Daubechies, Biorthogonal, 
5HYHUVH%LRUWKRJRQDO\&RLÀHWV
De igual manera, existen varios criterios de fu-
VLyQGHSt[HOHVTXHGH¿QHODIRUPDHQTXHLQWH-
ractúan los píxeles de las imágenes por fusionar. 
Entre estos métodos tenemos los siguientes: 
 Ɣ Linear: C = A*paramMETH + B*(1-param-
METH), donde 0>=paramMETH<=1.
 Ɣ Max : D = abs(A)abs(B) ; C = A(D) + B(~D) 
 Ɣ Min D = abs(A)abs(B) ; C = A(D) + B(~D) 
 Ɣ Mean : C = (A+B) / 2 ; D = ones(size(A))
 Ɣ Rand : C = A(D) + B(~D); D is a Boolean 
random matrix 
 Ɣ Img1 : C = A 
 Ɣ Img2 : C = B
Después de realizar varias pruebas con cada uno 
de estos criterios de fusión se pudo determinar, 
por medio de la correlación entre las dos imáge-
nes origen y la fusionada, que el mejor método es 
“Max” para aproximaciones y detalles.
La correlación entre dos imágenes consiste en la 
LGHQWL¿FDFLyQ DXWRPiWLFD GH SXQWRV KRPyORJRV
entre una o varias imágenes digitales. Esta corre-
lación se calcula con la ecuación (8).
 
(8)
Figura 3. 9LZ\S[HKVKLSÄS[YVKPNP[HSHWSPJHKVHSHPTH-
NLUKLSHÄN\YH
Fuente: elaboración propia.
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Para encontrar la correlación entre la imagen de 
satélite y la imagen fusionada se tuvo en cuenta 
que estas imágenes están formadas por tres pla-
nos RGB (Red, Green, Blue), y es necesario en-
contrar la correlación de cada plano (ecuaciones 
(9), (10), (11) y (12)) para encontrar la correla-
ción total entre las dos imágenes. Para encontrar 
la correlación de cada plano se utilizó una fun-
ción de Matlab (corr2) que recibe como paráme-
tro dos matrices y retorna la correlación entre 
estas dos matrices.
      (9)
  (10)
    (11)
    (12)
Además las ecuaciones (9), (10), (11) y (12) se 
utilizan para encontrar la correlación de la ima-
gen fusionada con la imagen de radar. Como 
último paso se encuentra el promedio entre la 
correlación de la imagen fusionada y la imagen 
satelital y la correlación de la imagen fusionada y 
la imagen de radar, denominada correlación total 
FRPRVHPXHVWUDHQODHFXDFLyQ
     
/DHFXDFLyQSHUPLWHGHWHUPLQDUTXpWDQSD-
recida es la imagen fusionada con las imágenes 
(imagen de radar y la imagen satelital) que la ge-
neraron. Esta medida es un buen indicador de la 
calidad del método de fusión, ya que indica qué 
tanta información se logró pasar a la imagen fu-
sionada de las dos originales.
Se realizaron pruebas con cada una de wavelets 
mencionadas con 100 imágenes de radar y satéli-
tes; se evaluó la efectividad de la fusión con cada 
una de la familia de wavelets por medio del pro-
medio de la correlación existente entre la ima-
gen fusionada y la imagen de radar y la imagen 
satelital. Aunque la diferencia no es mucha, en 
la tabla 2 se ve claramente que la wavelet que 
conserva mejor la información de las imágenes 
de radares y de satélites en el proceso de fusión 
es Biorthogonal 2.2.
A continuación vamos a ver una serie de resulta-
dos de calibración de imágenes de radar genera-
dos con el VRIWZDUH implementado. Se mostrará 
una imagen de radar, una imagen de satélite y el 
resultado, respectivamente.
Tabla 2. =HSVYLZKLJVYYLSHJP}UKLSHZWYPTLYHZPTmNLULZ\[PSPaHKHZLUSHÄN\YHWHYHKPMLYLU[LZ^H]LSL[Z
Imagen Daubechies 2 Haar Biorthogonal 2.2 Reverse  Biorthogonal 2.2 *VPÅL[Z Discrete Meyer
IMAGEN_1 0,7150 0,7164 0,7208 0,7069 0,7147 0,7135
IMAGEN_2 0,7047 0,7053 0,7103 0,6968 0,7036 0,7021
IMAGEN_3 0,7096 0,7109 0,7156 0,7020 0,7089 0,7076
IMAGEN_4 0,7257 0,7263 0,7310 0,7170 0,7246 0,7234
IMAGEN_5 0,7151 0,7157 0,7235 0,7046 0,7148 0,7136
IMAGEN_6 0,7214 0,7219 0,7295 0,7106 0,7211 0,7201
IMAGEN_7 0,7294 0,7296 0,7388 0,7179 0,7296 0,7283
IMAGEN_8 0,7282 0,7290 0,7372 0,7167 0,7284 0,7269
IMAGEN_9 0,6807 0,6815 0,6835 0,6780 0,6805 0,6796
IMAGEN_10 0,6843 0,6854 0,6881 0,6784 0,6836 0,6822
IMAGEN_11 0,6883 0,6894 0,6917 0,6832 0,6880 0,6866
Continúa
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IMAGEN_12 0,6694 0,6705 0,6722 0,6660 0,6691 0,6681
IMAGEN_13 0,6686 0,6698 0,6713 0,6656 0,6683 0,6670
IMAGEN_14 0,7574 0,7578 0,7625 0,7494 0,7569 0,7559
IMAGEN_15 0,7557 0,7558 0,7602 0,7473 0,7550 0,7540
IMAGEN_16 0,7546 0,7556 0,7601 0,7474 0,7548 0,7539
IMAGEN_17 0,7548 0,7554 0,7602 0,7470 0,7544 0,7535
IMAGEN_18 0,6985 0,6987 0,7000 0,6953 0,6978 0,6973
IMAGEN_19 0,7030 0,7036 0,7046 0,6991 0,7020 0,7012
IMAGEN_20 0,7072 0,7081 0,7092 0,7028 0,7066 0,7052
IMAGEN_21 0,7088 0,7096 0,7111 0,7048 0,7085 0,7075
IMAGEN_22 0,6892 0,6902 0,6932 0,6839 0,6883 0,6868
IMAGEN_23 0,6949 0,6954 0,6980 0,6895 0,6939 0,6926
IMAGEN_24 0,6987 0,6991 0,7020 0,6924 0,6974 0,6962
IMAGEN_25 0,6999 0,7014 0,7044 0,6944 0,6995 0,6982
IMAGEN_26 0,7351 0,7354 0,7399 0,7292 0,7351 0,7342
IMAGEN_27 0,7387 0,7389 0,7433 0,7322 0,7382 0,7375
IMAGEN_28 0,7434 0,7443 0,7491 0,7368 0,7434 0,7423
IMAGEN_29 0,7449 0,7450 0,7491 0,7385 0,7442 0,7434
IMAGEN_30 0,6837 0,6843 0,6856 0,6801 0,6833 0,6827
IMAGEN_31 0,6820 0,6827 0,6840 0,6786 0,6817 0,6809
IMAGEN_32 0,6792 0,6797 0,6809 0,6754 0,6785 0,6777
IMAGEN_33 0,6772 0,6778 0,6791 0,6733 0,6766 0,6759
IMAGEN_34 0,6968 0,6971 0,6986 0,6928 0,6960 0,6952
IMAGEN_35 0,6962 0,6970 0,6986 0,6926 0,6957 0,6947
IMAGEN_36 0,6940 0,6949 0,6963 0,6910 0,6940 0,6931
IMAGEN_37 0,6946 0,6951 0,6964 0,6911 0,6940 0,6932
IMAGEN_38 0,6941 0,6942 0,6955 0,6901 0,6930 0,6922
IMAGEN_39 0,6957 0,6962 0,6978 0,6922 0,6954 0,6946
IMAGEN_40 0,6970 0,6974 0,6995 0,6930 0,6966 0,6957
IMAGEN_41 0,6983 0,6985 0,7003 0,6939 0,6978 0,6971
IMAGEN_42 0,6979 0,6987 0,7012 0,6934 0,6980 0,6970
IMAGEN_43 0,7009 0,7012 0,7036 0,6963 0,7006 0,6997
IMAGEN_44 0,6992 0,6998 0,7019 0,6950 0,6991 0,6982
IMAGEN_45 0,6978 0,6985 0,7006 0,6932 0,6976 0,6968
IMAGEN_46 0,6978 0,6989 0,7007 0,6936 0,6980 0,6970
IMAGEN_47 0,7154 0,7160 0,7174 0,7097 0,7146 0,7135
IMAGEN_48 0,7185 0,7189 0,7210 0,7114 0,7173 0,7160
IMAGEN_49 0,7192 0,7200 0,7232 0,7125 0,7185 0,7171
IMAGEN_50 0,7262 0,7275 0,7296 0,7197 0,7256 0,7245
Fuente: elaboración propia.
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(QOD¿JXUDVHHQFXHQWUDXQDLPDJHQGHUDGDU
con información anómala que se ve como líneas 
rectas saliendo de la base del radar; están en la 
parte superior izquierda de la imagen.
$OSDVDU ODV LPiJHQHVGH OD¿JXUDV\SRUHO
proceso de calibración, se genera el resultado 
PRVWUDGRHQOD¿JXUD
En este caso el algoritmo de calibración detecta 
que el radar muestra una información que no co-
rresponde con la del satélite y realiza los ajustes 
donde es necesario. En este caso se realizó en la 
parte superior izquierda del continente australiano.
/D LPDJHQGH UDGDUGH OD¿JXUD WDPELpQFRQ-
tiene  información anómala e información certera 
del estado del clima.
$OSDVDU ODV LPiJHQHVGH OD¿JXUDV\SRUHO
proceso de calibración se genera el resultado 
PRVWUDGRHQOD¿JXUD(QHVWDVHYHFyPRHO
algoritmo de calibración detecta las anomalías en 
la imagen de radar y realiza la calibración corres-
pondiente; en este caso se ve en la parte inferior 
derecha del continente.
En los resultados se aprecia visualmente que to-
das las imágenes obtenidas contienen mayor in-
formación que la imagen de radar original. La 
información de la red de radares es complemen-
tada y calibrada con la información de nubosidad 
presente en la imagen satelital meteorológica. La 
información de la imagen satelital en ningún mo-
mento se sobrepone a la información de los ra-
dares y no altera la información de color de los 
radares donde es considerada como correcta.
Figura 5. 0THNLU KL SH KPZ[YPI\JP}U KL YLÅLJ[P]PKHK
Z de la red de radares meteorológicos del 
continente australiano
Fuente: tomada del sitio web http://www.bom.gov.au/pro-
ducts/national_radar_sat.loop.shtml.
Figura 6. Imagen satelital meteorológica del continen-
te australiano
Fuente: tomada del sitio web http://www.bom.gov.au/pro-
ducts/national_radar_sat.loop.shtml.
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Figura 7. Imagen fusionada con wavelet Biorthogonal 
de nivel 2 y con criterio de fusión, el valor 
absoluto máximo para las aproximaciones 
y detalles de las imágenes
Fuente: elaboración propia.
Figura 8. 0THNLU KL SH KPZ[YPI\JP}U KL YLÅLJ[P]PKHK
Z de la red de radares meteorológicos del 
continente australiano
Fuente: tomada del sitio web http://www.bom.gov.au/pro-
ducts/national_radar_sat.loop.shtml.
Figura 9. Imagen satelital meteorológica del continen-
te australiano
Fuente: tomada del sitio web http://www.bom.gov.au/pro-
ducts/national_radar_sat.loop.shtml.
Figura 10. Imagen fusionada con wavelet Biorthogo-
nal de nivel 2 y con criterio de fusión, el va-
lor absoluto máximo para las aproximacio-
nes y detalles de las imágenes
Fuente: elaboración propia.
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CONCLUSIONES
Si bien el método de segmentación por umbra-
lización es óptimo para extraer las nubes de una 
imagen satelital meteorológica, existen zonas con 
objetos que tienen niveles de grises muy pareci-
dos o iguales a los niveles de gris de las nubes; 
esto hace imposible realizar una segmentación 
con buenos resultados. Por esta razón, antes de 
realizar la segmentación de nubes en una imagen 
GOES se debe analizar la zona de estudio y reali-
zar primero el preprocesamiento necesario.
Al realizar la fusión de imágenes con diferentes 
wavelets, se obtuvieron valores de correlación 
muy similares, con los que se pudo establecer que 
la wavelet que conserva la mayor cantidad de in-
formación en la imagen fusionada es la Biortho-
gonal 2.2. El hecho de que se obtuvieran valores 
de correlación muy parecidos indica que todas las 
ZDYHOHWXWLOL]DGDV+DDU%LRUWKRJRQDO&RLÀHWV
Daubechies, Discrete Meyer y Reverse Biortho-
gonal) son muy buenas integrando información 
procedente de dos imágenes. 
Así como es importante elegir la mejor wavelet 
para fusionar las imágenes, también se debe es-
coger un buen criterio de combinación de píxeles 
para lograr una buena fusión. En esta investiga-
ción se escogió el método de máximos para los 
FRH¿FLHQWHVGHDSUR[LPDFLRQHV\ORVGHGHWDOOHV
\VHORJUyPDQWHQHUODLQIRUPDFLyQGHUHÀHFWLYL-
GDG=\QXERVLGDGHQODLPDJHQIXVLRQDGDGHPD-
QHUDH¿FLHQWH
Las imágenes de radares que fueron calibradas 
con el método propuesto tienen información me-
teorológica más acorde al verdadero estado del 
tiempo. Con estas imágenes los meteorólogos no 
tendrán que evaluar qué información del radar es 
verdadera o falsa, ya que estas imágenes están li-
EUHVGHHFRVIDOVRV\GHUHÀH[LRQHVDQyPDODV\
permiten hacer mejores pronósticos del tiempo.
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