In this paper we enhance the notion of anomaly detection and use both neural network (NN) 
Introduction
As the threat becomes a serious matter year by year, intrusion detection technologies are indispensable for network and computer security. Intrusion Detection is the process of monitoring the events occurring in a computer system or network and analyzing them for signs of intrusions, like unauthorized entrance, activity, or file modification. Intrusion Detection Systems serve three essential security functions: they monitor, detect, and respond to unauthorized activity by company insiders and outsider intrusion [1] . The primary aim of Intrusion Detection System (IDS) is to protect the availability, confidentiality and integrity of critical networked information systems.
Depending on the type of analysis carried out, intrusion detection systems are classified as either signature-based or anomaly-based. Signature-based schemes (also denoted as misuse-based) seek defined patterns, or signatures, within the analyzed data. For this purpose, a signature database corresponding to known attacks is specified a priori. On the other hand, anomaly-based detectors attempt to estimate the ''normal'' behavior of the system to be protected, and generate an anomaly alarm whenever the deviation between a given observation at an instant and the normal behavior exceeds a predefined threshold.
Another possibility is to model the ''abnormal'' behavior of the system and to raise an alarm when the difference between the observed behavior and the expected one falls below a given limit [2] .
A wide variety of artificial intelligence techniques have been applied to this challenging task in order to identify anomalous situations taking place within a computer network; Machine learning, data mining, pattern recognition and neural networks [3, 4, 5] .
At first decision tree would applied as a quick tool for detecting known attacks. Then hybrid of Self Organizing Map (SOM) as an unsupervised Neural Network based Intrusion Detection and supervised Neural Network based on Backpropagation would be used for clustering and classifying of network unknown attacks.
The used data in our experiments originates from MIT's Lincoln Lab; a well known dataset. It was developed for intrusion detection system evaluations by DARPA and is considered a benchmark for IDS evaluations [6] . We perform experiments to classify the network traffic patterns according to 5-class taxonomy. The five classes of patterns in the DARPA data are normal, probe, denial of service, user to superuser, and remote to local. This paper is organized as follows: Section 2 briefly introduces intrusion detection techniques, Section 3 proposed the designing method. Section 4 presents the details about KDD cup 99 dataset used for training and detection the IDS and the obtained results
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Intrusion Detection Techniques

Decision Tree
The DT classifier by Quinlan is one of the most well known machine learning techniques. A DT is made of decision nodes and leaf nodes. Each decision node corresponds to a test X over a single attribute of the input data and has a number of branches, each of which handles an outcome of the test X. Each leaf node represents a class that is the result of decision for a case. The process of constructing a DT is basically a divide and conquer process. A set T of training data consists of k classes (c 1 , c 2 ,…..c k ). If T only consists of cases of one single class, T will be a leaf. If T contains no case, T is a leaf and the associated class with this leaf will be assigned with the major class of its parent node. If T contains cases of mixed classes, a test based on some attribute a i of the training data will be carried and will be split into n subsets (T 1 , T 2 ,…..,T n ), where n is the number of outcomes of the test over attribute a i . The same process of constructing DT is recursively performed over each T i , where j ranges from 1 to n, until every subset belongs to a single class [7] . 
Self Organizing Map (SOM)
There is a type of neural networks called the self organizing maps (SOMs) that can be employed for clustering analysis. Proposed by Tuevo Kohenen 1982, its goal is to identify no pre-specified "dependent variable" for the output layer. The SOM is looking for unknown patterns in the data. Using terminology of machine learning, the SOMs is developed for unsupervised learning. Hence there is no training or pre classified example like other clustering algorithms. The unsupervised learning process in SOM can be briefly described in three steps.
In first step the connection weights are assigned with small random numbers at the beginning and choosing the learning rate parameter.
On step two, best matching unit is determined, the method of determining the winner uses the squared Euclidean distance between the input vector and the weight vector and chosen the unit whose weight vector has the smallest Euclidean distance from the input vector.
In the last stage, the weights are updated following Kohonen's learning rule according to the formula 1. The weight update only occurs for the active output neurons. Typically, the unit whose weight vector was closet to the input vector is allowed to learn.
ω is the jth column of the weight matrix, andα , the learning rate, decreases as learning proceeds [8] .
This training process continues until all input vectors are processed. Convergence criterion utilized here is epochs, which defines how many times all input vectors should be fed to the SOM for training.
Backpropagation
One of the most commonly used supervised neural networks algorithm is Backpropagation. The aim of backpropagation is to train the network to achieve a balance between the ability to respond correctly to the input patterns that are used for training (memorization) and the ability to give reasonable responses to input that is similar, to that used in training according figure 2. The training of a network by backpropagation involves three stages: The feed forward of the input training pattern, the calculation and backpropagation of the associated error, and the adjustment of the weights, so that the forward pass produces an output vector for a given input vector based on the current state of the network weights. Since the network weights are initialized to random values, it is unlikely that reasonable outputs will result before training. The weights are adjusted to reduce the error by propagating the output error backward through the network. This An Improved Intrusion Detection Technique based on two Strategies Using Decision Tree and Neural Network Marjan Bahrololum, Elham Salahi, Mahmoud Khaleghi process is where the backpropagation neural network gets its name and is known as the backward pass:
• Compute error values for each node in the output layer.
• Compute the error for the middle layer nodes.
• Adjust the weight values to improve network performance using the Delta rule.
• Compute the overall error to test network performance.
The training set is repeatedly presented to the network and the weight values are adjusted until the overall error is below a predetermined tolerance. Since the Delta rule follows the path of greatest decent along the error surface, local minima can impede training. The momentum term compensates for this problem to some degree [9] . 
Designing the proposed method
This system is process of identifying the abnormal and normal packets in the network that are two phases. The first is the training phase that trained by DT and hybrid the SOM and Backpropagation NN. By the unsupervised NN based on SOM, attacks will be classified into smaller categories considering their similar features, and then unsupervised NN based on Backpropagation will be used for clustering. Next phase is detection phase. This method is shown in Figure 3 .
Training Phase
Feature Extraction
A connection in the KDD-99 dataset is represented by 41 features, each of which is in one of the continuous, discrete and symbolic form, with significantly varying ranges. The features in columns 2, 3, and 4 in the KDD99 dataset are the protocol type, the service type, and the flag, respectively. The value of the protocol type may be tcp, udp, or icmp; the service type could be one of the 66 different network services such as http and smtp; and the flag has 11 possible values such as SF or S2. Other information in these connection are length of the connection; number of data bytes from source to destination and vice versa; number of connections to the same host as the current connection in the past two seconds, etc. A complete listing of the set of features defined for the connection records is given in [10] .
Reducing Features and Pre-Processing
Derived features will be reduced from each of network packets, since may be irrelevant with poor prediction ability to the target patterns, and some of the them may be redundant due to they are highly inter-correlated with one of more of the other features which decreases not only the detection speed but also detection accuracy possibly [11] .
After reducing KDD features from each record, pre-processing will be done by converting each feature from text or symbolic into numerical form. In this conversion, for each symbol an integer code is assigned. For instance, in the case of protocol type feature, 0 is assigned to tcp, 1 to udp, and 2 to the icmp symbol. Attack names were first mapped to one of the five classes, 0 for Normal, 1 for Probe, 2 for DoS, 3 for U2R, and 4 for R2L.
Three features spanned over a very large integer range, namely length [0, 60000], src_bytes [0, 1. For normalizing feature values, a statistical analysis is performed on the values of each feature based on the existing data from KDD Cup's 99 dataset and then acceptable maximum value for each feature is determined.
Proposed Modeling Framework
After the preprocessing phase we use a Decision Tree algorithm for training the attack Packets and make a DT based model. SOM places similar patterns in close proximity in the same group to be more accurate in the neural network .So we apply a hybrid of unsupervised (SOM) and supervised (Backpropagation) neural network for both normal and attack packets which provides better 
Testing Phase
Similar to the training phase, features would be extracted and the same bits removed according to the first phase. The pre-processing will be performed. After it, in view of the fact that the running time of decision trees are intended to be fast they would be an appropriate candidate for finding known attacks, So they would applied for the model derived from the training phase and if they do not recognized as normal, kinds of attack would be assessed, in the case of identifying as normal, neural network model would apply for distinguishing attack packets recognized as normal in processing decision tree. 4 
. Experimental Methodology and Results
The first requirement of each evaluating system is a set of input data for processing and determining the security level. We trained and tested our system using KDD Cup's 99 dataset.
Evaluation Dataset
The 1998 DARPA Intrusion Detection Evaluation Program was prepared and managed by MIT Lincoln Labs. The objective was to survey and evaluate research in IDSs. A standard set of data to be audited, was provided and called "DARPA dataset". This includes a wide variety of intrusions simulated in a military network environment. The 1999 KDD intrusion detection contest uses a version of this dataset [6] . Lincoln Labs set up an environment to acquire nine weeks of raw TCP dump data for a LAN simulating a typical U.S. Air Force LAN.
DARPA dataset is separated into two categories, Testing Dataset and Training Dataset. The raw Testing Dataset was TCP dump data from two weeks of network traffic. This was processed into about two million connection records. These connection records are not labeled. The raw Training Dataset was about four gigabytes of compressed binary TCP dump data from seven weeks of network traffic. This was processed into about five million connection records. Each connection record is labeled as either normal, or as an attack, with exactly one specific attack type that mention in below. In the training dataset there are 23 different attack types, according to Table 1 and in the testing dataset there are 37 different attack types according to Table 2 . 
Types of Attacks in Dataset
In KDD99, Attacks fall into four main categories [12] : DoS (Denial of Service): "Denial of Service" attacks are trying to block normal authorized access to services offered by a single host or a network. Access is blocked by overloading services or even crashing single hosts or networks. Typically such attacks are started from several hosts and are called "Distributed Denial of Service". The following attacks are classified as DoS attacks: "Land", "SYN Flood" (Neptune), "Ping of Death" (POD), and "Smurf", …. User  Root (U2R): Having normal user privileges "U2R" are aiming to gain root access (system administrator privileges). Often intruders first try to get normal user privileges before they try to exploit different security flaws to gain root access. The following attacks are classified as U2R attacks: "Buffer-overflow", "Loadmodule", "Perl", and "Rootkit", ….
Remote  Local (R2L): Attacks of the group "R2L "are aiming at gaining access to a local account from another host or network. The following attacks are classified as "R2L": "Dictionary", "Ftpwrite", "Imap", and "Phf"….
Probing: is a class of attacks where an attacker scans a network to gather information or find known vulnerabilities; surveillance and other probing, e.g., port scanning. eg. IP-sweep, Nmap, Satan. The number of attacks in train and Test set for each of the elements is according to table 3. Total number of training and testing dataset are almost 490,000, 310,000 records respectively from this database. Each connection record consists of about 100 bytes.
The normal data belong to class 1, probe belong to class 2, DoS, U2R and R2L belong to class 3, 4 and 5, respectively.
Experimental Result
The Confusion Matrix obtained for SOM and the proposed method for all features are shown in Table 4 and 5 respectively.
In the middle of the confusion matrix in table 4 shows that 220889 of the actual "Dos" test were predicted to be DoS by this entry. The last column indicates that in total 96.10% of the "DoS" were recognized correctly since in our method 223257 packets are predicted correctly that are in total increased to 97.13%. From the results it can be seen that the performance of proposed IDS method for DoS, Probe and R2L of attacks outperform to SOM classifier.
Conclusion
Due to applying decision tree model for known attacks identification, the processing time will be decreased. Moreover using both unsupervised and supervised neural network for attacks identification causes better training and able to recognize unknown attacks. Experimental results in standard dataset KDD99 prove that this method is able to achieve accuracy better than SOM.
