Nonlinear model-based predictive control (MBPC) in multi-input multi-output (MIMO) process control is attractive for industry. However, two main problems need to be considered: (i) obtaining a good nonlinear model of the process, and (ii) applying the model for control purposes. In this paper, recent work focusing on the use of Takagi±Sugeno fuzzy models in combination with MBPC is described. First, the fuzzy model-identi®cation of MIMO processes is given. The process model is derived from input±output data by means of product-space fuzzy clustering. The MIMO model is represented as a set of coupled multi-input, single-output (MISO) models. Next, the Takagi±Sugeno fuzzy model is used in combination with MBPC. The critical element in nonlinear MBPC is the optimization routine which is nonconvex and thus dicult to solve. Two methods to deal with this problem are developed: (i) a branch-and-bound method with iterative grid-size reduction, and (ii) control based on a local linear model. Both methods have been tested and evaluated with a simulated laboratory setup for a MIMO liquid level process with two inputs and four outputs. Ó 1999 Elsevier Science Inc. All rights reserved. 
Introduction
Model-based predictive control (MBPC) is a powerful tool for the control of multivariable systems. It has become a major research topic during the last few decades and, unlike many other advanced techniques, it has also been successfully applied in industry [1] . The main reason for this success is the ability of MBPC to control multivariable systems under various constraints in an optimal way. However, two major issues limit the possible application of MBPC to nonlinear systems: 1. a model must be made that predicts the process variables over the speci®ed prediction horizon with sucient accuracy, and 2. given a nonlinear process model, a nonlinear (and usually nonconvex) optimization problem must be solved for each sampling period. The ®rst factor hampers the application of MBPC to complex or partially known systems, for which reliable analytical models cannot be obtained. The second factor hampers the application to fast systems, where iterative optimization techniques cannot be used properly, due to short sampling periods. In this article we propose using fuzzy MBPC (FMBPC) to deal with both issues.
To avoid confusion, we explain the term FMBPC, because it has been given several dierent meanings in the literature. First, a fuzzy model can be used as a predictor in MBPC [2±4], second, the constraints or objective functions can be fuzzy [5] , and third, the optimizer, including the control strategy, can be based on fuzzy rules [6] . In this article, the use of Takagi±Sugeno fuzzy models [7] in MBPC is investigated.
Model-based controllers use an internal model to predict future outputs. These future outputs can be calculated by means of dierent optimization methods, depending on the system and objective functions. Generally, preference is given to optimization problems that can be optimized by means of convex optimization methods. Two methods, which combine Takagi±Sugeno models with MBPC are presented in this article: (i) a branch-and-bound method in combination with the nonlinear model, (ii) linear MBPC using either a single or multiple linear models extracted from the Takagi±Sugeno fuzzy model. The ®rst method is a standard MISO branch-and-bound algorithm that has been extended to MIMO systems. Further, a major extension to reduce the associated computational burden has been made. The second technique combines linear MBPC with local linear models that are extracted from the Takagi±Sugeno fuzzy model by a so-called`linearization'. It is not local linearization around a working point (in the sense of Lyapunov). However, it is also not`nonlinearity hiding'. The TS model can be seen as a linear model with time-varying (in fact state-dependent) parameters. Like in certainty-equivalence adaptive control, one can`freeze' these parameters and use the current linear' model in the MBPC optimization. This method is divided into singlestep linearization and multi-step linearization, depending on whether the model is extracted at the current point or at a sequence of points within the prediction horizon. The resulting receding horizon controllers are used in the internal model control (IMC) scheme to eliminate control errors due to disturbances and model mismatch.
The paper is organized as follows. Sections 2 and 3 provide the necessary background information on the Takagi±Sugeno fuzzy model and on MBPC. The main contribution of the paper is presented in Sections 4 and 5: Section 4 describes nonlinear optimization based on the branch-and-bound method, and Section 5 deals with local linearization approaches. Section 6 presents a complete MBPC scheme including an internal model which is used to eliminate control errors due to disturbances. Both developed methods have been tested and evaluated on a simulated laboratory setup. Results and a discussion are given in Section 7. Section 8 draws some conclusion from the presented work.
Fuzzy modeling
Takagi±Sugeno fuzzy models are suitable to model a large class of nonlinear systems [8±10] . Fuzzy modeling and identi®cation from measured data are eective tools for the approximation of uncertain nonlinear systems. So far, most attention has been devoted to single-input, single-output (SISO) or multiinput, single-output (MISO) systems. Recently, also methods have been proposed to deal with multi-input, multi-output (MIMO) systems [11±13] . Most articles deal with various aspects of multivariable relational models, such as the decomposition of fuzzy relations, simpli®cation of the models to avoid memory overload, etc. Relatively little attention has been devoted to the identi®cation of MIMO fuzzy models from input±output data. Babu ska et al. [14] developed a MIMO identi®cation algorithm which uses input±output data. This algorithm is used to obtain MIMO Takagi±Sugeno models which can be used for control purposes.
The fuzzy model is structured as follows. Consider a MIMO system with n i inputs: u P & R ni , and n o outputs: y P & R no . (Note that we use boldface letters to denote vectors and roman letters for matrices.) This system is approximated by a collection of coupled MISO discrete-time fuzzy models. Denote by q À1 the backward shift operator: q À1 yk def yk À 1, where y is a signal sampled at discrete time instants k. Denote by f and g polynomials in q À1 , e.g., f a 0 a 1 q À1 a 2 q À2 Á Á Á. Given two integers, m T n, de®ne an ordered sequence of delayed samples of the signal y as
The MISO models are of the input±output NARX type (Nonlinear Auto Regressive model with eXogenous inputs [15] )
where the regression vector x l k is given by
Here n y and n u are matrices with the number of delays in each output and input, respectively, and n d is the matrix with the numbers of pure (transport) delays from each input to the output. n y is an n o Â n o matrix, and n u Y n d are n o Â n i matrices. F l are rule-based fuzzy models of the Takagi±Sugeno type [7] . With the antecendent in the conjunctive form, the rules are
Here x li is an element from the regression vector (Eq. 3), X li is the antecedent fuzzy set of the ith rule, f and g are vectors of polynomials and h is the oset vector. u l is the number of rules in the lth model. The fuzzy sets X can be de®ned by multivariate membership functions xxk X R p l 3 0Y 1, where p l no j1 n ylj ni j1 n ulj is the dimension of the antecedent space [8] . The MIMO Takagi±Sugeno rules are estimated from input±output system data. A Gustafson±Kessel clustering algorithm is used to obtain multivariate membership functions. Thereafter Takagi±Sugeno rules are derived with a least-squares algorithm. A description of the used method and the MATLAB A T L A B software for automatic MIMO Takagi±Sugeno model extraction is given in [14] .
The choice of the right NARX structure is very important. One can use physical knowledge to choose a proper structure (see Section 6) . Another method is a search through a (large) set of possible structures. The quality of the model depends to a great extent on the information content of the input± output data set. It is dicult to design a good identi®cation signal, especially for MIMO systems. Filtered random signals with additional white noise seem to be appropriate. These signals walk slowly through the whole control domain and continuously excite the system.
The performance of the obtained models is measured by the variance accounted for (VAF) index given by
where is the true output and m is the simulated model output.
Basic elements of model based predictive control
MBPC is a general methodology for solving control problems in the time domain. It is based on three main concepts [16] : 1. Explicit use of a model to predict the process output. 2. Computation of a sequence of future control actions by minimizing a given objective function. 3. The use of the receding horizon strategy: only the ®rst control action in the sequence is applied, the horizons are moved one sample period towards the future, and optimization is repeated. Because of the optimization approach and the explicit use of the process model, MBPC can realize multivariable optimal control, deal with nonlinear processes and handle constraints eciently. The three basic elements of MBPC: (i) a model which describes the process, (ii) a goal, de®ned by an objective function and constraints (optional), and (iii) an optimization procedure, are described in more detail in the sequal.
Process model
The model must describe the system well and it does not matter what type of model is used to this end: a black-box, a gray-box, or a white-box one [17] . The future process outputs yk i for i 1Y F F F Y r p , are predicted over the prediction horizon r p using a model of the process. These values depend on the current process state, and on the future control signals uk i for i 0Y F F F Y r c À 1, where r c T r p is the control horizon. The control variable is manipulated only within the control horizon and remains constant afterwards, i.e., uk i uk r c À 1 for i r c Y F F F Y r p À 1 (see Fig. 1 ).
Objective function
The sequence of future control signals uk i for i 0Y F F F Y r c À 1 is computed by optimizing a given objective (cost) function. The objective function de®nes the process goal from time k 1 to k r p . Often, a system needs to follow a certain reference trajectory de®ned through set points. In most cases, the dierence between system outputs and a reference trajectory is used in combination with a cost function on the control eort. A general objective function is the following quadratic form, mostly referred to as generalized predictive control (GPC) [16] t rp
where P and Q are positive de®nite weight matrices. The ®rst term accounts for minimizing the variance between the process output and the reference, while the second term, Duk uk À uk À 1, represents a penalty on the control eort (related, for instance, to energy). The latter term can also be expressed by u itself, or other ®ltered forms of u, depending on the problem [18] . The elements of P i and Q i de®ne the weighting of the output error and the control eort with respect to each other, and with respect to the prediction step. 1 For systems with a dead time of n d samples, only outputs from time k n d are considered in the objective function, because outputs before this time cannot be in¯uenced by the control signal uk. Similar reasoning holds for nonminimum phase systems. In MBPC, Eq. (6) is mostly used in combination with input and output constraints
Other constraints, e.g. state constraints for state-space models, can be implemented straightforward.
1 Tuning rules were suggested for these parameters [18] . 
The Optimization Problem
The combination of the model and the objective function de®nes the optimization problem. It is well known [19] that with Eq. (6): · For a linear, time-invariant model, and in the absence of constraints, an explicit analytic solution of the above optimization problem can be obtained. · With constraints, the above optimization problem is a Quadratic-Programming (QP) problem, which can eectively be solved numerically (Appendix A). · In the presence of a nonlinear model, a nonconvex optimization problem must be solved at each sampling period. This hampers the application of nonlinear MBPC to fast systems where iterative optimization techniques cannot be properly used, due to short sampling periods and extensive computation times. Moreover, iterative optimization algorithms, such as the Nelder±Mead method or sequential QP, usually converge to local minima, which results in poor solutions of the optimization problem. Two alternative approaches are investigated in this paper; (1) a branch-and-bound method in combination with the Takagi±Sugeno fuzzy model, (2) linear MBPC using local linearizations of a Takagi±Sugeno fuzzy model.
Branch-and-bound method
The nonlinear MBPC optimization problem can be formulated as a search in the discrete space of control actions. A discrete optimization method is used to ®nd an optimal control action. The branch-and-bound method is a structured search technique that belongs to a general class of combinatorial programming methods [20, 21] . The branch-and-bound method solves a problem by dividing it into smaller subproblems, using a tree structure. This method is based on the fact that, in general, only a small number of the possible solutions actually need to be enumerated, so the remaining solutions are eliminated through the application of bounds, i.e., upper and lower bounds for the objective (cost) function are used to decide whether a branch is further examined or not. Dierent search strategies for branch-and-bound are discussed in [22] . Further, several extensions are described which mainly concern the reduction of the computational eort arising from the use of MIMO system models. Fig. 2 illustrates the principle of the branch-and-bound method. yk and uk are the output and the input at time step k, respectively. The input uk takes values from a discrete set B,
De®ne the discretization number, x i , which is the number of elements in i . Usually, the x i values are equally spread in i . Let i 1Y 2Y F F F Y r p denote the level of the tree (i 0 at the initial node) and let j denote the branch corresponding to the control alternative f j . At level i of the tree, x ni control alternatives are considered, yielding a maximum of x ni branches. Clearly, application of the branching alone would result in a search of the entire tree, i.e., x ni r c possibilities, which is computationally prohibitive, except for very small problems. A substantial part of the search space can be eliminated by imposing lower and upper bounds on the cost function. A particular branch j at level i is followed only if the cumulative cost t i, given by
plus the cost from the level i to the terminal level r p is lower than an upper bound on the total cost, denoted t U . The cost from level i to level r p is generally unknown, but can be expressed as a sum of two terms. The ®rst one is the cost t j i, associated with the transition xk 1 f xkY f j , which is computed by evaluating the respective element in the cost function Eq. (10). The second one is an estimated lower bound on the cost over the remaining steps
Hence the condition for branching reads
Note that no branching takes place for i b r c À 1 (beyond the control horizon), i.e., the last control move uk r c À 1 is applied recursively to the model until r p is reached. The eciency of the bounding mechanism depends on the quality of the bound estimates. The upper bound should be as low as possible and the lower bound as large as possible to decrease the number of branches. The availability of these estimates depends on the problem at hand. If no mechanism for computing the bounds is available, the upper bound is initially set to I. The ®rst path in the tree search exploits the`greedy' strategy of choosing the smallest t j i at each level i. When following a constant references or slowly changing references, the terminal cost t r p represents in most cases the optimum, or a close upper limit of it. The upper bound is set to this value, i.e., t U t r p . If at a later stage of the tree search, t r p H`t U is found, t U is replaced by t r p H . In the absence of a better estimate, the lower bound is simply set to t L i 0 for all i 1Y 2Y F F F Y r c À 1. Practical experience with this algorithm shows that even these`worst-case' estimates prevent the algorithm from exploring a large portion of the search space.
The branch-and-bound optimization technique applied to predictive control has three major advantages over other nonlinear optimization methods:
1. The global optimum (minimum in the above formulation) is always found (intrinsic property of the branch-and-bound method). This is a signi®cant advantage, as it guarantees that the controller performs optimally in the discrete space of control alternatives, while no assumptions have to be made about the form of the cost function. Some issues connected with this discretization are discussed below.
2. The algorithm does not need any initial guess and hence its performance cannot be negatively in¯uenced by a poor initialization, as in the case of iterative optimization methods.
3. The branch-and-bound method implicitly deals with constraints. In fact, the presence of constraints improves the eciency of bounding, as it restricts the search space by eliminating the control alternatives that result in violation of the constraints. Many other optimization techniques perform worse when tight constraints are imposed. The branch-and-bound technique also deals with discrete control alternatives in a natural way. In many industrial systems, some of the control variables are restricted to discrete values, which presents problems for numerical techniques based on the computation or estimation of gradients.This method has also two inherent disadvantages:
1. The computational eort is exponentially related to the search space discretization and the control horizon. In the case of MIMO processes, the search space increases very fast, e.g. for a 2 Â 2 MIMO systems with r c 5 and a control discretization of n 10, the number of possible control actions is already 10 5 2 10 10 . This means that this method is generally not applicable to large systems in combination with a long control horizon.
2. The possible control actions are restricted to a set of discrete alternatives. Usually a large grid is used because of the related computational eort. However, the discretization of the control actions in branch-and-bound causes a trade-o between the number of discrete actions and the performance, i.e. a ®ner grid gives a better approximation.In practice, several methods to reduce these disadvantages are proposed:
1. Iterative grid size re®nement [23] , which has been successfully applied to Dynamic Programming algorithms, is a method to reduce the computational eort when a small grid size is desirable, i.e., a small grid gives smoother control signals and often a value of the optimum is found that is nearer to the real optimum is found. A very rough grid size is chosen for discrete optimization in order to reduce the computational eort. The obtained optimal set of control variables is used to initialize a new set B H , with a reduced grid around the obtained optimal control. The grid size is reduced at every iteration by means of the grid size reduction factor c (%). The reduction factor c and the number of iterations ns, determine the ®nal grid size. Suppose B f0Y 2Y 4Y 6Y 8Y 10g, ns is 5, and c is 50, then the initial grid size is 2 and the ®nal grid size is c ns 2 Á 0X5 5 0X03, which is 67 times smaller than at the initialization. This method provides smooth control signals and prevents the system from oscillations between discrete alternatives due to a rough discretization. To gain maximal computational pro®t, one should ®nd an optimum between the number of discretizations, the reduction factor and the number of iterations. A fast reduction will end up in a bad control around the one obtained after the ®rst iteration, while a slow reduction highly increases the calculation eort.
2. A dynamic grid size is proposed by Sousa et al. [24] in order to keep the discretization of the control low, while maintaining a good performance. An adaptive set of discrete control alternatives, based on simple fuzzy criteria, is used. The adaptation is performed by a scaling factor multiplied by a dynamic set of control actions. In the proposed method fuzzy criteria are used for the predicted error and the change of error. The aggregation of these criteria forms the scaling factor. This method was able to calculate smooth control actions and improve the performance for the simulation of a SIMO air-conditioning system. However, this method has not been extended for MIMO systems yet.
3. A`greedy' search often reduces the computational eort. After each branch, the objective function t i is calculated for all possible control actions for this step. These partial costs are sorted, such that the low cost possibilities are assigned a high priority during the search.
4. The last calculated sequence ukY F F F Y k r p À 1 at time k À 1 is a good estimate for the optimal sequence at time k when the reference trajectory is slowly changing. The output yk 1 can be calculated very fast for the estimated input and the accompanying t is used as t max in the branch-and-bound algorithm.
5. Ecient computation of the objective value for several alternative inputs. The Takagi±Sugeno rule structure describes the in¯uence of the inputs on the outputs. Often, several inputs are not included in the rules of some states.
Alternative inputs which are only dierent in these variables will not in¯uence the outcome of the state concerned. The computational load has been diminished by detecting this type of rules and calculating the state only once.
The combination of methods 1, 2, 4 and 5 is used to reduce the computational eort in the branch-and-bound algorithm that is being developed. Control results are presented in section 6.
Local linearization of Takagi±Sugeno model
Local linearization of Takagi±Sugeno fuzzy models is investigated in order to extend the operating range of linear model-based predictive controllers [25] . The fuzzy input±output model from Section 2 is linearized and rewritten into a linear time-varying state-space model. Here, the term`linearization' is used not in a Lyapunov sense but rather as freezing the time-varying components of the Takagi±Sugeno fuzzy model and thus obtaining a local linear model.
First, a single-step linearization approach is explained. Next, the single step linearizing algorithm is extended with multiple linearizations in the prediction horizon. Both algorithms lead to a time-varying incremental controller based on LMBPC. First, the single-step linearization approach is explained.
Linear state-space MBPC
In Linear MBPC [16] , a linear model is used to predict the output y as a function of the predicted control signal ukY F F F Y k r p , with r p the prediction horizon. The objective function, given by Eq. (6), is minimized for a given reference trajectory. Here, the signal u may change over the control horizon r c r c T r p and remains constant between r c and r p . The linear model statespace description is given by
For the locally linearized system, these equations become
where x 0 and u 0 de®ne the linearization point. The local A Ã , B Ã , and C matrices are used in the linear MBPC algorithm (given in appendix A). Note that the A Ã and B Ã matrices in the sequel are written without star (*). Constraints on the control action uY Du and the system output (yY Dy are handled in a straightforward way. The resulting QP problem can be solved eciently with the MATLAB A T L A B function qp which is part of the Optimization Toolbox.
Linearization of Takagi±Sugeno model
At each sample time, calculate the local A Ã , B Ã , and C matrices as follows: ®rst calculate the degrees of ful®llment x i xk of the antecedents, using product as the fuzzy logic and operator. The rule inference gives:
De®ne f Ã l and g Ã l as:
De®ne xY u and y for the state-space description as:
The local linear system matrices are now derived as follows: A Ã is a a 1 Â a 1 matrix, where a 1 no j1 n yj :
B Ã is a a 2 Â a 2 matrix, where a 2 ni j1 n uj :
and C is a n o Â a 2 matrix:
The C matrix is build as a zero-matrix where 1's are added such that y l k Cx l k.
Multi-step linearization
In the single-step linearization, a single linear model wk fA k Y B k Y C k g is used over the entire prediction horizon at time instant k. For multiple-stepahead control, however, the linear model may signi®cantly deteriorate from the nonlinear process and therefore negatively in¯uence the controllers performance. This can be overcome by using multiple linear models derived along the operating trajectory within the prediction horizon, i.e. a sequence of models wi is obtained over i kY F F F Y k r p . This procedure is called multi-step linearization [26] . In the multi-step approach, it was not possible to use the same time-invariant state-space representation as in the previous section. The new time-variant discrete state-space model is given by
where xk 1 is the predicted state vector and Dxk and Duk are the change of the state and input vector. A k , B k and C k are time-variant state, input and output matrices of the model. This formulation can be written iteratively to a form in which predictions of the future process output can be done. At time instant k, both the state vector and future control increment sequence are known. The future states are predicted by successive substitution: 1. Use the already obtained linear model wk to compute the control signal uk over the entire prediction horizon.
2. Take uk to compute y m k 1. 3. Linearize the Takagi±Sugeno model locally around y m k 1Y uk to obtain wk 1. 4. Use wk and wk 1, to compute the new control sequence u over the entire prediction horizon. 5. Now take uk and uk 1 and compute y m k 2. 6. Linearize around y m k 2Y uk 1 to obtain wk 2. 7. Use wk, wk 1 and wk 2 compute new control sequence u over the entire prediction horizon. Steps 5±7 are to be repeated for i k 2Y F F F Y k r p . Then, based on wk, wk 1, F F F, wk r p , the ®nal control u is computed. There are two ways to calculate the control sequence u. At step 1, when only a model wk is available, u is obtained as in the single-step case. Hereafter a set of linear models fwk ig rp i1 is used. The QP problem (Appendix A) is modi®ed as follows:
and the constraints on u, Du, and y:
where I Hpm is a r p m Â r p m unity matrix. The matrices I u Y I Du Y R x Y R u Y dR x and dR u , whereũk i, i 1Y F F F Y r c À 1 is the computed optimal control sequence, are de®ned by:
The matrices dR x1 and dR u1 are de®ned as hypothetical ®rst rows in dR x and dR u : dR x1 C k and dR u1 C k1 B k À C k .
IMC scheme
The MBPC algorithm is used in the IMC scheme which compensates for process disturbances, measurement noise and modeling errors [8, 27] . In general, the IMC scheme consists of four parts [28] : (1) an internal model which predicts the eect of control actions on the process output, (2) a feedback ®lter which achieves robustness, (3) a controller which optimizes the process, and (4) a MBPC controller. Fig. 3 presents the process together with the fuzzy model in the MBPC scheme with an internal model and a feedback loop to compensate for disturbances and modeling errors. Here, y is the output of the fuzzy model. The dierence between the process output y and the model output y is fed back through a feedback ®lter.
The purpose of the internal fuzzy model working in parallel with the process is to subtract the eect of the control action from the process output. If the predicted and the measured process outputs are equal, the error e is zero and the controller works in an open-loop con®guration. If a disturbance acts on the process output, the feedback signal e is equal to the in¯uence of the disturbance and is not aected by the control action. This signal is simply subtracted from the reference. With a perfect process model, the IMC scheme is able to cancel the eect of unmeasured output-additive disturbances. The feedback ®lter is introduced in order to ®lter out the measurement noise and to stabilize the loop by reducing the loop gain.
Two basic properties of the ideal IMC are inherent stability and perfect control. Inherent stability means that if the controller and the process are input±output stable and a perfect model of the process is available, the closed-loop system is input±output stable. If the system is not input±output stable, but it can be stabilized by feedback, IMC can still be applied. Perfect control means that if the controller is an exact inverse of the model, the control is error-free.
The implementation of the IMC scheme for the local linearizing controller is given in Fig. 4 . The ®gure shows the local linearized model in the LMBPC scheme with an internal model and a feedback to compensate for disturbances and modeling errors. y m is the output of the linearized Takagi±Sugeno model. The scheme for the branch-and-bound controller is built up in a similar way.
Example: MIMO liquid level process
In this section, an example is given with a MIMO liquid level process. The example is based on simulations and is easy to interpret. The dynamic structure however, is similar to real applications in industry.
MIMO liquid level process
The two proposed controllers are used to control a MIMO liquid level process in a dual cascaded con®guration (Fig. 5) . The control problem is to follow level set point changes by adjusting the¯ow rates of liquid entering the tanks. The system has two inputs and four outputs. The inputs are the two¯ow rates u p in 1 Y 2 T , and the outputs are the four levels y h 1 Y h 2 Y h 3 Y h 4 T . A physical model of the process is given as 
where 1Yj and 2Yj are the inlet and the outlet area of tank j, g is the gravity constant (equal to 9.81), r iYj is the restriction parameter from vessel i to vessel j and f inYj the water¯ow into vessel j. In this case, the variables are chosen to be: The structure of the MIMO Takagi±Sugeno model is selected by using prior knowledge about the physical structure of the system as follows: The inputs for identi®cation have been made as described in Section 2: a random signal is ®ltered and white noise with a low amplitude is added. Next, the signal is scaled such that the output space is covered. The identi®cation signal is shown in Fig. 6 . The identi®cation data consist of 1000 input±output data points and a sample time s of 10 (s). Because of the symmetry in the system, the same data set with interchanged inputs and outputs can be used for validation, i.e., the outputs h 1 and h 3 replace h 2 and h 4 . The identi®ed model has a VAF value of [99. 3, 98.7, 99.5, 99 .0]% which means that the model describes the the simulated process well. A comparison of the Takagi±Sugeno model with the process data is shown in Fig. 7 . Next, a set of steady states is determined for the system using constant inputs¯ows. These steady states are used to design reference trajectories. Test results for the proposed controllers are described in the following sections. 
The branch-and-bound controller
The branch-and-bound controller performance for the multi-tank system using a step-wise reference signal is shown in Fig. 8 and the corresponding control input in Fig. 9 . The used parameters are described in the caption of these ®gures. Figs. 10 and 11 show the in¯uence of the several parameters on the performance. It can be seen that a discretization of 5 is necessary to obtain acceptable results. The computational load increases exponentially with the control horizon. The control signal is¯uctuates a great deal when a large discretization is used without iterative grid size reduction. The result shown in Fig. 9 is obtained when one uses iterative grid size reduction. The result is a smooth input signal. This option seems to be very powerful for systems with long sample times. Second, it creates the possibility to calculate the maximal feasible results o-line for fast systems. These results can then be compared with other control methods, such as the local linearizing approach.
Local linearizing controller
Both linearization methods were tested in the proposed LMBPC structure. The controller is simulated for various set point changes with r p 5 and r c 3. First, a set of steady states is determined for the system using constant inputs. These steady states are used to make reference trajectories with set point changes. The feedback gain is set at 0.5. Simulation result for a reference trajectory is given in Fig. 12(a) . The weight matrices in Eq. (6) are P diag1Y 1Y 1Y 1 and Q diag0Y 0. The calculated control actions are given in Fig. 12(b) . The four outputs show that the controller using multi-step linearization performs better in all cases. The control signals are smoother as well. However, the computational load is r p times higher than that of the single-step method because the multi-step linearization method performs the linearization around each point within the prediction horizon. 
Comparison between methods and future work
Both the linearizing and the branch-and-bound algorithm can control the system towards the given set points. The branch-and-bound algorithm is computationaly prohibitive if a dense discretization or iterative grid size re®nement is used. This disadvantage increases with the size of MIMO systems. On the other hand, the linearization algorithms also gave good results for large control and prediction horizons. The multi-step linearizing approach gives reasonable improvement for r c 3 and r p 5. Both algorithms can still be improved by tuning the controllers and by using dierent constraints on the inputs and outputs. In the future, both methods will be tested at the two bench marks of the FAMIMO project (see acknowledgements): (i) waste-water treatment process, and (ii) direct-injection engine. The bench marks consist of a real system and a physical model simulation, which is used for the development of fuzzy control and fuzzy identi®cation algorithms. The waste-water treatment process has two inputs and three states. Generally, the sample period is 15 min. Here, main problems are process disturbances and time-varying parameters. The second bench mark, the direct injection engine, has 3 inputs and 6 states. Here, a main problem is the short sample period of approximately 5 ms, necessary to control the system. Both methods will also be compared with other methods developed by partners in the FAMIMO project.
Conclusions
We have introduced the following optimization methods for MBPC with Takagi±Sugeno fuzzy models: (i) a branch-and-bound optimization strategy, and (ii) a local linear MBPC method. The linear MBPC method makes full use of the structure of the Takagi±Sugeno models (linear consequents) and is ef®cient. The resulting QP optimization problem is being solved eciently while taking into account constraints on the output and control variables. This approach shows good (but suboptimal) results for the presented examples. The branch-and-bound algorithm, on the other hand, always calculates the global optimum for the chosen discretization of the control space. Its major disadvantage is the large computational power needed to arrive at the global solution, especially for systems with many manipulated inputs. However, the branch-and-bound method can always be used o-line to calculate the maximal feasible result. This solution can then be compared with other control methods, in this case the local linearizing approach. Other constraints on uY y and x can be incorporated in a similar way [27] .
Appendix B
Takagi±Sugeno rules for the four-vessel liquid level process:
Rules for output 1: 1. If y 1 k is X 11 and y 3 k is X 12 and y 4 k is X 13 then y 1 k 1 9X68 Á 10 À1 y 1 k 2X23 Á 10 À2 y 3 k 5X81 Á 10 À3 y 4 k 2X00 Á 10
À3
2. If y 1 k is X 21 and y 3 k is X 22 and y 4 k is X 23 then y 1 k 1 9X76 Á 10 À1 y 1 k 1X60 Á 10 À2 y 3 k 3X33 Á 10 À3 y 4 k 4X87 Á 10
3. If y 1 k is X 31 and y 3 k is X 32 and y 4 k is X 33 then y 1 k 1 9X55 Á 10 À1 y 1 k 3X46 Á 10 À2 y 3 k 3X66 Á 10 À3 y 4 k À 1X37 Á 10
À4
Rules for output 2: 1. If y 2 k is X 11 and y 3 k is X 12 and y 4 k is X 13 then y 2 k 1 9X66 Á 10 À1 y 2 k 8X29 Á 10 À3 y 3 k 2X76 Á 10 À2 y 4 k À 1X37 Á 10
À3
2. If y 2 k is X 21 and y 3 k is X 22 and y 4 k is X 23 then y 2 k 1 9X76 Á 10 À1 y 2 k 4X91 Á 10 À3 y 3 k 1X82 Á 10 À2 y 4 k 7X74 Á 10
À4
3. If y 2 k is X 31 and y 3 k is X 32 and y 4 k is X 33 then y 2 k 1 9X46 Á 10 À1 y 2 k 4X17 Á 10 À3 y 3 k 6X66 Á 10 À2 y 4 k À 1X48 Á 10
À3
Rules for output 3: 1. If y 3 k is X 11 and u 1 k is X 12 then y 3 k 1 9X51 Á 10 À1 y 3 k 9X43 Á 10 3 u 1 k À 5X15 Á 10
2. If y 3 k is X 21 and u 1 k is X 22 then y 3 k 1 9X75 Á 10 À1 y 3 k 9X24 Á 10 3 u 1 k À 1X47 Á 10 
