I. Introduction
We study the c onstruction of pref ix co cles in the case of unequal probabilities and unequal letter costs . The investig a tion is motivated by and ori e nt e d towards the following problem . Consider the following ternary search tree. It has Apparently, the search strategy is unsymmetric. It is cheaper to follow the pointer to the f irst subtree than to follow the pointer to the second subtree and it is cheaper to locate K) than to locate K 2 ·
We will also assume that the probability of access 15 given for each key and each interval between keys. More precisely, suppose we have n keys B} , . . . ,B n out of an ordered universe with B) < B Z < ... < Bn"
Then 8· denotes the probability of accessing B., < i ~ n, and a.
o < j ~ n. a and ~ have obvious interpretations. a n
In our example n 5 , ~2 is the probability of accessing 4 and 0 4 is the probability of a c cessing X E (4,5). We will always write the distribution of access probabiliti e s as a ,aj,a j , ... ,e ,a . a n n Ternar y trees , in general (t+I) -ar y trees, correspond to pre f ix cocles in a natural way . We are given letters ao,a l , a 2 ,·· .,a 2t of cost co' c 1, c Z ' " .,e 2t respectiv e ly;
> 0 f or 0 < 9, < 2t. Here letter a 2 i corresponds to following the pointer to the (£+ I)-st subtree , 0 < £ < t ,
and lett e r aZ£+l corresponds to a successful search termin a ting in the (£+ I )-st key of a node, 0 < t < t . We will address the following two problems:
weighted path Knuth, Mehlhorn] 1) Given letters, their costs and a probability distribution, find a code with nearly minimal co st.
2) Give goo d a-priori bounds for the co st of the optimal code .
We re fer to these problems as the alphabetic codin g problems.
We will also have to co nsider non-alphabeti c codes, i . Inequalities (1) and (2) provide us with a "Noiseless Coding
Theorem" for alphabetic coding with unequal letter costs and unequal pr o babilities.
The construction of pre f ix codes is an old problem. We close the introduction b y briefly reviewing some results.
Case I: Equal letter costs; i . e. C.
for all i, 0 < i < s.
In the nonalphabetic case an algorithm for the construction of an optimal code dates back to Hu f fmann; it can be implemented to run in time D(n log n) [ van Leeuwen 1. The noiseless coding theorem [ Shannon] gives bounds for the cost of the optimal code, namely In this section we want to prove a lower bound on the cost of every prefix code. We will first treat the non-alphabetic case and then extend the results to the alphabetic case.
II. 1 The non-alphabetic case

II. 1.1 Preliminary Considerations
Consider the binary case first. There are two letters of cost c 1 and c 2 respectively. In the first node of the code tree we split the set of given probabilities into two parts of probability p and I-p respectively. (Fig. I) .
The local information gain per unit cost is then
where H(p,q)
-p log p -q log q. This is equivalent to
The following fact shows that G(p) is maximal for
2 where c is chosen such that
Let xi' y . > 0 for The plausibility argument also suggests an approximation algorithm:
try to split the given set of probabilities into two parts of pro-I -cc I I bability p and I-p respectively so as to make p-2 as smal l as possible. We discuss this approach in section III.
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II. 1 . 2 The Lower Bound in the Non-alphabetic Case
Theorem I : Let P1""'P n be a probability distribution and let C = ( U I ' ••• , U ) be a prefix code over code alphabet {a , .. . , a }. b) Let h E IR, h > 0 and
Remark:
I n equality a) reads in its full form . Define
• where We will only use restriction 1) to improve upon the lower bound.
There see ms to be no way to in c orporate this (comb ina toria l) r es tr ic tion into the proo f of Theo r e m I. Rather we turn th e co mbi na torial restriction into a c onstrai n t on costs by art ificially in c r eas ing t he c ost o f l e tters in:r: d en '~2t and l e t Cos t(C) be the c os t of C with re s p ect In general , the construction process can be described as a recursive pro c edure CODE with parameters
we work on the subproblem °t,a t + I ,··· ,ar'Or 
and Ro
We th en determine for each subinterval the set of skis which lie in that subinterval, say and for the i-th interval. Then the recursive calls are
).
Furthermore, we set Ws = Ual and Ws = VaS' A pictorial representation is given by Fig. 4 . We encode the 27 English letters (including the word space) in alphabetical ordering, i.e. e) = probability of letter a, e 2 = probability of letter b, ... , a 27 = probability of word space, We refer the reader to [Bauer, GODS] i . e . r the same interval. In the first case we Proo f :
We show by induction on n (* ) T(n,t) < d(t+I)·n -e(t+I)·log(n+l)
for some suitable constants d and e (to be determined later). 
Finally if reduces to
n o 5 > n/(t+l) and hence n < 5(t+l) the inequality e(t+l)log(n+I)+at < e(t+l) log 6 + (e(t+I)-a)10g(n-4) or n+1 e(t+l)logn _4 + a 10g(n-4) < e(t+l)log 6 -at Since 5 n < n < 5(t+l) it suffices to show o e(t+ l) log 7/2 + a log 5t < e(t+l) log 6 -at or a(t+log 5t) < e(t+l) log 12/7 for t> 1. Hence we only need to choose e sufficiently large.
In either case one only has to choose e sufficiently large in order to make the induction step go through. Since the validity of the induction base is independent of the value of e the theorem follows. 
