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Constrained approximate null controllability of coupled heat
equation with periodic impulse controls∗
Lijuan Wang† Qishu Yan‡ Huaiqiang Yu§
Abstract
This paper is concerned with the constrained approximate null controllability of heat equation
coupled by a real matrix P , where the controls are impulsive and periodically acted into the system
through a series of real matrices {Qk}
~
k=1. The conclusions are given in two cases. In the case that
the controls act globally into the system, we prove that the system is global constrained approximate
null controllable under a spectral condition of P together with a rank condition of P and {Qk}
~
k=1;
While in the case that the controls act locally into the system, we prove the global constrained
approximate null controllability under a stronger condition for P and the same rank condition as the
above case. Moreover, we prove that the above mentioned spectral condition of P is necessary for
global constrained approximate null controllability of the control problem considered in this paper.
Keywords. Constrained approximate null controllability, Coupled heat equation, Impulse control
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1 Introduction
We start this section with some notations. Let R+ := [0,+∞),N := {0, 1, 2, . . .} and N+ := {1, 2, . . .}.
Let Ω ⊂ RN (N ∈ N+) be a bounded domain with a smooth boundary. Let ~ ∈ N+ and ωk ⊂ Ω
(1 ≤ k ≤ ~) be an open and nonempty subset of Ω with ω := ∩~k=1ωk 6= ∅. Let P ∈ R
n×n and
Qk ∈ Rn×m (n,m ∈ N+, 1 ≤ k ≤ ~). Denote by χE the characteristic function of the set E ⊂ Rn. Write
△n := In△ = diag(△,△, · · · ,△︸ ︷︷ ︸
n
), where In is the identity matrix in R
n×n and △ is the Laplace operator
with domain D(△) := H10 (Ω) ∩H
2(Ω). Define
A := △n + P with D(A) := (H
1
0 (Ω) ∩H
2(Ω))n.
One can easily check that (A,D(A)) generates an analytic semigroup {eAt}t∈R+ over (L
2(Ω))n. Let
L((L2(Ω))n; (L2(Ω))n) denote the space of all linear bounded operators from (L2(Ω))n to (L2(Ω))n. Let
Bδ(0) be the closed ball in (L
2(Ω))n with center at the origin and of radius δ > 0. Let
M~ := {{tj}j∈N : t0 = 0 < t1 < t2 < · · · and tj+~ − tj = t~ for each j ∈ N}.
Then for each {tj}j∈N ∈ M~, we have that
tj+k~ = tj + tk~ = tj + kt~ for all j, k ∈ N. (1.1)
Throughout this paper, C(· · · ) denotes a generic positive constant dependent on what are enclosed in
the bracket.
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1.1 Control problem
For arbitrarily fixed Λ~ = {tj}j∈N ∈ M~, we consider the following impulse controlled heat equation:{
x′(t) = Ax(t), t ∈ R+\Λ~,
x(tj) = x(t
−
j ) + χων(j)Qν(j)uj, j ∈ N
+,
(1.2)
where u := (uj)j∈N+ ∈ l
∞(N+; (L2(Ω))m), x(t−j ) denotes the left limit at tj for the function x(·), ν(j) :=
j − [j/~]~ for each j ∈ N+ and [s] := max{k ∈ N : k < s} for each s > 0. It is clear that
ν(j + k~) = ν(j) = j for each k ∈ N+ and 1 ≤ j ≤ ~. (1.3)
Let B~ = {Bk}
~
k=1 := {χωkQk}
~
k=1. Without loss of generality, we assume that Qk 6= 0 for each 1 ≤ k ≤ ~.
In the rest of this paper, we also denote the system (1.2) by [A,B~,Λ~]. The adjoint operators of A and
Bk (1 ≤ k ≤ ~), denoted by A∗ and B∗k (1 ≤ k ≤ ~) respectively, can be expressed in the following
manner:
A∗ = △n + P
⊤ and B∗k = χωkQ
⊤
k , k = 1, 2, · · · , ~. (1.4)
We denote B∗
~
:= {B∗k}
~
k=1 for simplicity. Here P
⊤ and Q⊤k (1 ≤ k ≤ ~) are the transpose of P and
Qk (1 ≤ k ≤ ~), respectively. For each x0 ∈ (L2(Ω))n and u ∈ l∞(N+; (L2(Ω))m), we denote the
unique solution to the system [A,B~,Λ~] with initial state x(0) = x0 as x(·;x0, u,Λ~). Define the control
constraint set as follows:
U := {u = (uj)j∈N+ ∈ l
∞(N+; (L2(Ω))m) : ‖uj‖(L2(Ω))m ≤ 1 for each j ∈ N
+}.
In order to present the main results of this paper, we introduce the following definition.
Definition 1.1. Let Λ~ ∈M~ be fixed.
(i) Let ε > 0 be fixed. The system [A,B~,Λ~] is called ε-global constrained approximate null controllable
(denoted by (ε-GCAC)~ later), if for any x0 ∈ (L2(Ω))n, there exists a control u ∈ U and k ∈ N so
that x(tk;x0, u,Λ~) ∈ Bε(0).
(ii) The system [A,B~,Λ~] is called global constrained approximate null controllable (denoted by (GCAC)~
later) if [A,B~,Λ~] is (ε-GCAC)~ for each ε > 0.
1.2 Main results
Let 0 < λ1 < λ2 ≤ λ3 ≤ · · · be the eigenvalues of −△ (see [8]), ei ∈ D(△) be the normal eigenfunction
of −△ with respect to λi for each i ∈ N+, and σ(P ) be the spectrum of P . The first main result of this
paper reads as follows.
Theorem 1.2. Let Λ~ ∈ M~ be fixed. Assume that there is a k∗ ∈ N+ so that
rank (e−Pt1Qν(1), e
−Pt2Qν(2), · · · , e
−Ptk∗Qν(k∗)) = n. (1.5)
(i) If ω = Ω and σ(P ) ⊂ {ρ ∈ C : Re(ρ) ≤ λ1}, then the system [A,B~,Λ~] is (GCAC)~.
(ii) If ω ( Ω and 〈Pη, η〉Rn ≤ λ1‖η‖2Rn for each η ∈ R
n, then the system [A,B~,Λ~] is (GCAC)~.
The proof of Theorem 1.2 depends heavily on the following proposition:
Propositon 1.3. Let Λ~ ∈M~ and k ∈ N+ be fixed. The following two claims are equivalent:
(i) rank
(
e−Pt1Qν(1), e
−Pt2Qν(2), · · · , e
−PtkQν(k)
)
= n.
2
(ii) There are two constants θ ∈ (0, 1) (independent of k) and C(k) > 0 so that
‖eA
∗tk+1z‖(L2(Ω))n
≤ C(k)
 k∑
j=1
‖B∗ν(j)e
A∗(tk+1−tj)z‖(L2(Ω))m)
θ ‖z‖1−θ(L2(Ω))n for all z ∈ (L2(Ω))n. (1.6)
The interpolation inequality (1.6) in Proposition 1.3 is a quantitative form of unique continuation for
the coupled heat equation. As we know, it is new. The proof of Proposition 1.3 will be given in Section
2.
The second main result of this paper is as follows.
Theorem 1.4. If there is a ρ ∈ σ(P ) so that Re(ρ) > λ1, then for each ε > 0 and Λ~ ∈ M~, the system
[A,B~,Λ~] is not (ε-GCAC)~.
In [16], the authors stressed that the controlled system (1.2) can be understood by two ways:
(W1) With ~ controllers {Bk}~k=1 and impulse instants {tj}j∈N ∈ M~ in hands, we put periodically the
controllers into the system x′ = Ax at impulse instants.
(W2) With ~ controllers {Bk}~k=1 in hands, we first choose impulse instants {tj}j∈N ∈ M~, and put the
controllers periodically into the system x′ = Ax at the impulse instants.
The third main result of this paper is as follows.
Theorem 1.5. Assume that rank (λIn − P,Q1, · · · , Q~)= n for each λ ∈ C.
(i) If ω = Ω and σ(P ) ⊂ {ρ ∈ C : Re(ρ) ≤ λ1}, then there is Λ~ ∈ M~ so that the system [A,B~,Λ~]
is (GCAC)~.
(ii) If ω ( Ω and 〈Pη, η〉Rn ≤ λ1‖η‖2Rn for each η ∈ R
n, then there is Λ~ ∈ M~ so that the system
[A,B~,Λ~] is (GCAC)~.
It is clear that Theorem 1.2 and Theorem 1.4 correspond to (W1), and Theorem 1.5 corresponds to
(W2).
1.3 Some comments
Some comments are listed as follows.
• Constrained controllability is a very interesting topic in control theory. Among the existing lit-
erature on this topic for the evolution system, the control inputs are usually distributed in the
whole time interval, i.e., they may affect the control system at each instant of time (see, for in-
stance, [1, 3, 4, 7, 9–11, 13, 17, 18]). We call them distributed control for simplicity. However, in
many cases, impulse control can give an efficient way to deal with systems, which can not endure
distributed control inputs, or in some applications, it is impossible to provide distributed control
inputs. Impulse control systems have attracted the attention of many researchers (see, for in-
stance, [5,6,15,16,20]). In these works, controllability, stabilizability and optimal control problems
of impulse control systems were studied. Especially, in [15], when ωk = ω for each 1 ≤ k ≤ ~, the
authors proved that the null controllability of coupled heat equation with impulse controls did not
hold, except for the case ω = Ω. Indeed, for the impulse controlled coupled heat equation, when
ω ( Ω and ωk = ω for each 1 ≤ k ≤ ~, we can only expect the approximate controllability (see
Theorem 1.3 in [15]). Thus, from the viewpoint of controllability, impulse control and distributed
control are intrinsically different in infinite dimensional setting (for the distributed control case,
for example, one can refer to [2]). This motivates us to study the constrained approximate null
controllability of the coupled heat equation with impulse controls.
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• Let Λ~ ∈M~ be fixed. The system [A,B~,Λ~] is (GCAC)~ if and only if the following Claim (H)
holds.
(H) If for each ε > 0 and each x0 ∈ (L2(Ω))n, there exists a control u ∈ U and t ∈ R+ so that
x(t;x0, u,Λ~) ∈ Bε(0).
This conclusion is proved in Appendix A of Section 6.
• When ω = Ω (i.e., the control acts globally into the system [A,B~,Λ~]), we can study the constrained
null controllability of the system [A,B~,Λ~]. The system [A,B~,Λ~] is called constrained null
controllable if for each x0 ∈ (L2(Ω))n, there is a control u ∈ U and k ∈ N so that x(tk;x0, u,Λ~) = 0.
For the constrained null controllability of the system [A,B~,Λ~], we can claim that
Corollary 1.6. Suppose that ω = Ω and there exists a k∗ ∈ N+ so that (1.5) holds. Then, the
system [A,B~,Λ~] is constrained null controllable if and only if σ(P ) ⊂ {ρ ∈ C : Re(ρ) ≤ λ1}.
Under the assumptions of Corollary 1.6, it follows from Corollary 1.6, (i) in Theorem 1.2 and
Theorem 1.4 that the system [A,B~,Λ~] is constrained null controllable if and only if it is (GCAC)~.
In Appendix B of Section 6, we will present the proof of Corollary 1.6.
• Recall P, {Qk}1≤k≤~ and Λ~ = {tj}j∈N ∈ M~ (see the beginning of this paper). Consider the
following impulse controlled ordinary differential equation:{
y′(t) = Py(t), t ∈ R+ \ Λ~,
y(tj) = y(t
−
j ) +Qν(j)vj , j ∈ N
+,
(1.7)
where v := (vj)j∈N+ ∈ l
∞(N+;Rm) and y(·) : R+ → Rn. For each y0 ∈ Rn and v ∈ l∞(N+;Rm),
we denote the solution of (1.7) by y(·; y0, v,Λ~) with y(0) = y0. Define the control constraint set:
W := {v = (vj)j∈N+ ∈ l
∞(N+;Rm) : ‖vj‖Rm ≤ 1 for each j ∈ N
+}.
If for each y0 ∈ Rn, there is a control v ∈ W and k ∈ N so that y(tk; y0, v,Λ~) = 0, then we call
the system (1.7) is constrained null controllable. Using the idea in [7, Theorem 2.6] and by similar
arguments as those to prove Proposition 2.6 and Theorem 1.4, we can show the following result:
Assume that there is a k∗ ∈ N+ so that (1.5) holds. Then the system (1.7) is constrained null
controllable if and only if σ(P ) ⊂ {ρ ∈ C : Re(ρ) ≤ 0}.
• We expect to improve (ii) of Theorem 1.2 as follows: If (a) there is a k∗ ∈ N+ so that (1.5) holds; (b)
ω ( Ω; (c) σ(P ) ⊂ {ρ ∈ C : Re(ρ) ≤ λ1}, then the system [A,B~,Λ~] is (GCAC)~. Unfortunately,
we do not know whether this claim is true or not. Indeed, as we know, for the distributed control
in infinite dimensional setting of abstract framework, when the control acts locally into the system,
how to present the corresponding spectral condition for constrained controllability is also open.
• In Theorem 1.2, the assumption (1.5) is necessary, except for the case σ(P ) ⊂ {ρ ∈ C : Re(ρ) < λ1}.
Indeed, when σ(P ) ⊂ {ρ ∈ C : Re(ρ) < λ1}, we can show easily that there are µ > 0 and C > 0
so that ‖eAt‖L((L2(Ω))n;(L2(Ω))n) ≤ Ce
−µt for each t ∈ R+, which means the system [A,B~,Λ~] is
(GCAC)~ with null control. However, if (a) 〈Pη, η〉Rn ≤ λ1‖η‖2Rn for each η ∈ R
n; (b) there is a
ρ ∈ σ(P ) so that Re(ρ) = λ1; (c) (1.5) does not hold, then we can provide an example to show that
the system [A,B~,Λ~] is not (GCAC)~. This example is given in Appendix C of Section 6.
• In our paper, we assume that ∩~k=1ωk 6= ∅. We only used this assumption in the proof of Proposition
1.3. For the case of ∩~k=1ωk = ∅, we do not know whether Proposition 1.3 holds or not.
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1.4 Plan of this paper
This paper is organized as follows. In Section 2, we present some preliminary results. In Sections 3, 4
and 5, we give proofs of Theorem 1.2, 1.4 and 1.5, respectively. In Section 6, we show some appendices.
2 Preliminaries
We first recall the following interpolation inequality for scalar-valued heat equation.
Lemma 2.1. ( [14]) Let {e△t}t∈R+ be the analytic semigroup generated by△ with domain H
1
0 (Ω)∩H
2(Ω).
Let 0 < t < T < +∞ and ω˜ ⊂ Ω be a nonempty open subset. Then there are two constants θ˜ :=
θ˜(Ω, ω˜, T ) ∈ (0, 1) and C(T, t,Ω, ω˜) > 0 so that
‖e△tf‖L2(Ω) ≤ C(T, t,Ω, ω˜)‖χω˜e
△tf‖θ˜L2(Ω)‖f‖
1−θ˜
L2(Ω) for all f ∈ L
2(Ω).
The next lemma presents the equivalence between a rank condition and an observability inequality
for finite dimensional system.
Lemma 2.2. Let k ∈ N+ and 0 < τ1 < τ2 < · · · < τk < +∞ be fixed. Let P˜ ∈ Rn×n and {Q˜j}kj=1 ⊂
Rn×m. The following two claims are equivalent:
(i) rank
(
e−P˜ τ1Q˜1, e
−P˜ τ2Q˜2, · · · , e−P˜ τkQ˜k
)
= n.
(ii) There is a constant C(k) > 0 so that
‖v‖2Rn ≤ C(k)
k∑
j=1
‖Q˜⊤j e
−P˜⊤τjv‖2Rm for each v ∈ R
n. (2.1)
Lemma 2.2 is easy to prove. However, for the sake of completeness, we give its detailed proof in Appendix
D of Section 6.
Based on Lemma 2.1 and Lemma 2.2, we present the proof of Proposition 1.3.
Proof of Proposition 1.3. The proof is split into the following two steps.
Step 1. We show that (ii)⇒ (i).
By contradiction, there would be a v∗ ∈ Rn \ {0} so that
Q⊤ν(j)e
P⊤(tk+1−tj)v∗ = 0 for all j ∈ {1, 2, . . . , k}. (2.2)
Recalling the first equality in (1.4), we have that
eA
∗t = e(△n+P
⊤)t = e△nteP
⊤t for all t ∈ R+, (2.3)
and
e△nseP
⊤t = eP
⊤te△ns, e△msQ⊤ν(j) = Q
⊤
ν(j)e
△ns for all t, s ∈ R+ and j ∈ N+, (2.4)
where △m := Im△ = diag(△,△, · · · ,△︸ ︷︷ ︸
m
). Take f ∈ L2(Ω) \ {0} and let z∗ = v∗f . It is clear that
z∗ ∈ (L2(Ω))n. According to (2.2)-(2.4), for each j ∈ {1, 2, . . . , k},
B∗ν(j)e
A∗(tk+1−tj)z∗ = χων(j)Q
⊤
ν(j)e
P⊤(tk+1−tj)e△n(tk+1−tj)z∗
= χων(j)e
△(tk+1−tj)fQ⊤ν(j)e
P⊤(tk+1−tj)v∗ = 0.
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This, along with (1.6), implies that eA
∗tk+1z∗ = 0, which, combined with (2.3) again, indicates that
e△tk+1feP
⊤tk+1v∗ = 0. (2.5)
Since f 6= 0, by the backward uniqueness of heat equation and (2.5), we have that eP
⊤tk+1v∗ = 0. Then
v∗ = 0. It contradicts to the fact that v∗ ∈ Rn \ {0}. Hence, (i) holds.
Step 2. We prove that (i)⇒ (ii).
Indeed, according to Lemma 2.1, for each T > 0 and t ∈ (0, T ), there are two constants C(T, t,Ω, ω) >
0 and θ := θ(Ω, ω, T ) ∈ (0, 1) so that
‖e△tf‖L2(Ω) ≤ C(T, t,Ω, ω)‖χωe
△tf‖θL2(Ω)‖f‖
1−θ
L2(Ω) for all f ∈ L
2(Ω). (2.6)
Noting that
‖e△Tf‖L2(Ω) ≤ C(T, t)‖e
△tf‖L2(Ω) for each t ∈ [0, T ],
by (2.6) and Young’s inequality, for each T > 0, t ∈ (0, T ) and ε > 0, we have that
‖e△T f‖2L2(Ω) ≤ C(T, t,Ω, ω)ε
−γ‖χωe
△tf‖2L2(Ω) + ε‖f‖
2
L2(Ω) for all f ∈ L
2(Ω), (2.7)
where γ := (1 − θ)/θ.
We fix z ∈ (L2(Ω))n \{0} arbitrarily (When z = 0, (1.6) is obvious). On one hand, by (2.3), (2.4) and
Lemma 2.2 (where {τj}kj=1, P˜ and {Q˜j}
k
j=1 are replaced by {tj}
k
j=1, P and {Qν(j)}
k
j=1, respectively),
there exists a constant C1(k) > 0 so that
‖eA
∗tk+1z‖2(L2(Ω))n = ‖e
P⊤tk+1e△ntk+1z‖2(L2(Ω))n
≤ C1(k)
k∑
j=1
‖Q⊤ν(j)e
−P⊤tjeP
⊤tk+1e△ntk+1z‖2(L2(Ω))m
= C1(k)
k∑
j=1
‖e△mtk+1Q⊤ν(j)e
P⊤(tk+1−tj)z‖2(L2(Ω))m . (2.8)
Furthermore, it follows from (2.7) (where T = tk+1 and t = tk+1 − tj , 1 ≤ j ≤ k) that for each ε > 0,
‖e△mtk+1Q⊤ν(j)e
P⊤(tk+1−tj)z‖2(L2(Ω))m
≤ C(tk+1, tk+1 − tj ,Ω, ω)ε
−γ‖χωe
△m(tk+1−tj)Q⊤ν(j)e
P⊤(tk+1−tj)z‖2(L2(Ω))m
+ε‖Q⊤ν(j)e
P⊤(tk+1−tj)z‖2(L2(Ω))m .
This, along with (2.8), implies that
‖eA
∗tk+1z‖2(L2(Ω))n
≤ C1(k)
k∑
j=1
(
C(tk+1, tk+1 − tj ,Ω, ω)ε
−γ‖χωe
△m(tk+1−tj)Q⊤ν(j)e
P⊤(tk+1−tj)z‖2(L2(Ω))m
+ε‖Q⊤ν(j)e
P⊤(tk+1−tj)z‖2(L2(Ω))m
)
. (2.9)
On the other hand, by (2.3) and (2.4), for each 1 ≤ j ≤ k, we have that
‖χωe
△m(tk+1−tj)Q⊤ν(j)e
P⊤(tk+1−tj)z‖2(L2(Ω))m
≤ ‖χων(j)Q
⊤
ν(j)e
△n(tk+1−tj)eP
⊤(tk+1−tj)z‖2(L2(Ω))m
= ‖B∗ν(j)e
A∗(tk+1−tj)z‖2(L2(Ω))m . (2.10)
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Moreover, it is clear that there exists a constant C2(k) > 0 so that
k∑
j=1
‖Q⊤ν(j)e
P⊤(tk+1−tj)z‖2(L2(Ω))m ≤ C2(k)‖z‖
2
(L2(Ω))n . (2.11)
It follows from (2.9)-(2.11) that
‖eA
∗tk+1z‖2(L2(Ω))n
≤ C1(k)C2(k)
(
C3(k)ε
−γ
k∑
j=1
‖B∗ν(j)e
A∗(tk+1−tj)z‖2(L2(Ω))m + ε‖z‖
2
(L2(Ω))n
)
, (2.12)
where C3(k) := C
−1
2 (k) max
1≤j≤k
C(tk+1, tk+1 − tj ,Ω, ω).
We next claim that
k∑
j=1
‖B∗ν(j)e
A∗(tk+1−tj)z‖2(L2(Ω))m 6= 0.
Otherwise, according to (2.12),
‖eA
∗tk+1z‖2(L2(Ω))n ≤ εC1(k)C2(k)‖z‖
2
(L2(Ω))n .
This, along with the arbitrariness of ε, implies that eA
∗tk+1z = 0, which, combined with (2.3) and the
backward uniqueness of heat equation, indicates that z = 0. It contradicts to the fact that z 6= 0.
Let
ε :=
(
C3(k)
k∑
j=1
‖B∗ν(j)e
A∗(tk+1−tj)z‖2(L2(Ω))m
/
‖z‖2(L2(Ω))n
) 1
γ+1
.
By (2.12), we conclude that
‖eA
∗tk+1z‖2(L2(Ω))n
≤ 2C1(k)C2(k)C
1
γ+1
3 (k)
( k∑
j=1
‖B∗ν(j)e
A∗(tk+1−tj)z‖2(L2(Ω))m
) 1
γ+1
‖z‖
2γ
γ+1
(L2(Ω))n
≤ 2C1(k)C2(k)C
1
γ+1
3 (k)
( k∑
j=1
‖B∗ν(j)e
A∗(tk+1−tj)z‖(L2(Ω))m
) 2
γ+1
‖z‖
2γ
γ+1
(L2(Ω))n . (2.13)
Since γ = (1− θ)/θ, (1.6) follows from (2.13) with C(k) :=
√
2C1(k)C2(k)C
1
γ+1
3 (k).
Hence, we finish the proof of Step 2.
In summary, we complete the proof of this proposition.
The following definition plays an important role in the proof of Theorem 1.2.
Definition 2.3. Let Λ~ ∈ M~ be fixed. Let δ > 0 and k ∈ N+. If there is a constant D(k, δ) ≥ 0 so that
for all z ∈ (L2(Ω))n,
‖eA
∗tkz‖(L2(Ω))n ≤ D(k, δ)
k∑
j=1
‖B∗ν(j)e
A∗(tk−tj)z‖(L2(Ω))m + δ‖z‖(L2(Ω))n , (2.14)
then we call [A∗,B∗
~
,Λ~] δ-approximate observable in [0, tk], D(k, δ) is called a δ-observability constant in
[0, tk], and
Dop(k, δ) := inf{D(k, δ) : D(k, δ) satisfies (2.14)}
is called the optimal δ-observability constant in [0, tk].
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Remark 2.4. Let Λ~ ∈M~ and k ∈ N+ be fixed.
(i) Let δ > 0. If [A∗,B∗
~
,Λ~] is δ-approximate observable in [0, tk], then for all z ∈ (L2(Ω))n,
‖eA
∗tkz‖(L2(Ω))n ≤ Dop(k, δ)
k∑
j=1
‖B∗ν(j)e
A∗(tk−tj)z‖(L2(Ω))m + δ‖z‖(L2(Ω))n .
(ii) Let 0 < δ1 < δ2 < +∞. If [A∗,B∗~,Λ~] is δ1-approximate observable in [0, tk], then it is also
δ2-approximate observable in [0, tk] and
Dop(k, δ2) ≤ Dop(k, δ1).
Propositon 2.5. Let Λ~ ∈ M~, δ > 0 and γ ∈ N+. Suppose that [A∗,B∗~,Λ~] is δ-approximate observable
in [0, tγ~]. Then for each k ∈ N+, [A∗,B∗~,Λ~] is δk-approximate observable in [0, tkγ~] with observability
constant D(kγ~, δk), where
δk := δ
(
k−1∑
i=0
‖eA
∗tiγ~‖L((L2(Ω))n;(L2(Ω))n)
)/(k−1∑
i=0
‖eA
∗tiγ~‖−1
L((L2(Ω))n;(L2(Ω))n)
)
, (2.15)
and
D(kγ~, δk) := Dop(γ~, δ)
/(k−1∑
i=0
‖eA
∗tiγ~‖−1
L((L2(Ω))n;(L2(Ω))n)
)
. (2.16)
Proof. Since [A∗,B∗
~
,Λ~] is δ-approximate observable in [0, tγ~], by (i) in Remark 2.4, we have that for
each z ∈ (L2(Ω))n,
‖eA
∗tγ~z‖(L2(Ω))n ≤ Dop(γ~, δ)
γ~∑
j=1
‖B∗ν(j)e
A∗(tγ~−tj)z‖(L2(Ω))m + δ‖z‖(L2(Ω))n . (2.17)
We arbitrarily fix k ∈ N+. On one hand, for each 1 ≤ i ≤ k, it follows from (2.17), (1.1) and (1.3) that
‖eA
∗t(k−i+1)γ~z‖(L2(Ω))n
≤ Dop(γ~, δ)
γ~∑
j=1
‖B∗ν(j)e
A∗(t(k−i+1)γ~−tj)z‖(L2(Ω))m + δ‖e
A∗(t(k−i+1)γ~−tγ~)z‖(L2(Ω))n
= Dop(γ~, δ)
γ~∑
j=1
‖B∗ν(j)e
A∗(tkγ~−t(i−1)γ~+j)z‖(L2(Ω))m + δ‖e
A∗t(k−i)γ~z‖(L2(Ω))n
= Dop(γ~, δ)
iγ~∑
j=(i−1)γ~+1
‖B∗ν(j)e
A∗(tkγ~−tj)z‖(L2(Ω))m + δ‖e
A∗t(k−i)γ~z‖(L2(Ω))n . (2.18)
On the other hand, for each 1 ≤ i ≤ k, by (1.1), we have that
‖eA
∗tkγ~z‖(L2(Ω))n = ‖e
A∗(t(i−1)γ~+t(k−i+1)γ~)z‖(L2(Ω))n
≤ ‖eA
∗t(i−1)γ~‖L((L2(Ω))n;(L2(Ω))n)‖e
A∗t(k−i+1)γ~z‖(L2(Ω))n
and
‖eA
∗t(k−i)γ~z‖(L2(Ω))n ≤ ‖e
A∗t(k−i)γ~‖L((L2(Ω))n;(L2(Ω))n)‖z‖(L2(Ω))n .
These, along with (2.18), imply that for each 1 ≤ i ≤ k,
‖eA
∗t(i−1)γ~‖−1
L((L2(Ω))n;(L2(Ω))n)‖e
A∗tkγ~z‖(L2(Ω))n
≤ Dop(γ~, δ)
iγ~∑
j=(i−1)γ~+1
‖B∗ν(j)e
A∗(tkγ~−tj)z‖(L2(Ω))m + δ‖e
A∗t(k−i)γ~‖L((L2(Ω))n;(L2(Ω))n)‖z‖(L2(Ω))n .
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Summing the above inequality with respect to i from 1 to k, we obtain that(
k∑
i=1
‖eA
∗t(i−1)γ~‖−1
L((L2(Ω))n;(L2(Ω))n)
)
‖eA
∗tkγ~z‖(L2(Ω))n
≤ Dop(γ~, δ)
kγ~∑
i=1
‖B∗ν(i)e
A∗(tkγ~−ti)z‖(L2(Ω))m + δ
(
k∑
i=1
‖eA
∗t(k−i)γ~‖L((L2(Ω))n;(L2(Ω))n)
)
‖z‖(L2(Ω))n .
Hence, the result follows from the latter inequality immediately.
At the end of this section, we introduce the following notations and result. Denote
F(k) :=
{
η ∈ Rn : η =
k∑
j=1
e(λ1In−P )tjQν(j)ξj , (ξj)j∈N+ ∈ V
}
for each k ∈ N+ (2.19)
and
F :=
⋃
k∈N+
F(k), (2.20)
where
V := {(ξj)j∈N+ ∈ l
∞(N+;Rm) : ‖ξj‖Rm ≤ 1 for all j ∈ N
+}. (2.21)
Then we have
Propositon 2.6. Let Λ~ ∈M~ be fixed. Assume that there is a k∗ ∈ N+ so that
rank
(
e−Pt1Qν(1), e
−Pt2Qν(2), · · · , e
−Ptk∗Qν(k∗)
)
= n. (2.22)
If σ(P ) ⊂ {ρ ∈ C : Re(ρ) ≤ λ1}, then
F = Rn. (2.23)
Proof. The proof will be organized by three steps.
Step 1. We show that there is a constant C(k∗) > 0 so that
‖ξ‖2Rn ≤ C(k
∗)
k∗∑
j=1
‖Q⊤ν(j)e
(λ1In−P
⊤)tj ξ‖2Rm for all ξ ∈ R
n. (2.24)
Indeed, since
e(λ1In−P )tjQν(j) = e
λ1tje−PtjQν(j) for each 1 ≤ j ≤ k
∗,
we have that
span{(eλ1In−P )t1Qν(1), · · · , e
(λ1In−P )tk∗Qν(k∗)} = span{e
−Pt1Qν(1), · · · , e
−Ptk∗Qν(k∗)}. (2.25)
Here and throughout this paper, span{Q} denotes the linear space generated by the columns of the matrix
Q. It follows from (2.25) and (2.22) that
rank
(
e(λ1In−P )t1Qν(1), e
(λ1In−P )t2Qν(2), · · · , e
(λ1In−P )tk∗Qν(k∗)
)
= n.
This, along with Lemma 2.2 (where k, {τj}kj=1, P˜ and {Q˜j}
k
j=1 are replaced by k
∗, {tj}k
∗
j=1, −λ1In + P
and {Qν(j)}
k∗
j=1, respectively), yields (2.24).
Step 2. We claim that there is a constant δ > 0 so that
Bnδ (0) ⊂ F(k
∗), (2.26)
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where Bnδ (0) := {η ∈ R
n : ‖η‖Rn ≤ δ}.
According to (2.24), the matrix
M :=
k∗∑
j=1
e(λ1In−P )tjQν(j)Q
⊤
ν(j)e
(λ1In−P
⊤)tj
is positive definite. Let
δ := ‖(e(λ1In−P )t1Qν(1), · · · , e
(λ1In−P )tk∗Qν(k∗))‖
−1
Rn×mk
∗‖M−1‖−1
Rn×n
. (2.27)
Now, for each η ∈ Bnδ (0), we set
ζj := Q
⊤
ν(j)e
(λ1In−P
⊤)tjM−1η for each 1 ≤ j ≤ k∗ (2.28)
and
ζ := (ζ1, ζ2, · · · , ζk∗ , 0, 0, · · · ).
Since ‖η‖Rn ≤ δ, by (2.27), we have that ‖ζj‖Rm ≤ 1 for each 1 ≤ j ≤ k∗. This yields that ζ ∈ V .
Moreover, by (2.28), we get that
k∗∑
j=1
e(λ1In−P )tjQν(j)ζj =
k∗∑
j=1
e(λ1In−P )tjQν(j)Q
⊤
ν(j)e
(λ1In−P
⊤)tjM−1η = η.
Hence, η ∈ F(k∗) and (2.26) follows.
Step 3. We prove (2.23).
By contradiction, there would exist ξ ∈ Rn \ F . According to (2.19),
F(k) (∀ k ∈ N+) is convex and F(k1) ⊂ F(k2) if k1 ≤ k2. (2.29)
From the latter, (2.20) and (2.26), it follows that F is convex and has a nonempty interior. By the
Hahn-Banach theorem, there is a φ ∈ Rn \ {0} so that
〈f, φ〉Rn ≤ 〈ξ, φ〉Rn for all f ∈ F . (2.30)
In what follows, we will construct a sequence {fℓ}ℓ∈N+ ⊂ F so that
〈fℓ, φ〉Rn → +∞ as ℓ→ +∞. (2.31)
When (2.31) is proved, by (2.30), we will arrive at a contradiction. Then (2.23) follows.
For this purpose, firstly, we choose a γ ∈ N+ so that k̂ := γ~ ≥ k∗. By (2.26) and the second claim
in (2.29), we have that
Bnδ (0) ⊂ F(k) for any k ≥ k̂. (2.32)
Here δ > 0 is defined by (2.27). Let
zi := δ
e(λ1In−P
⊤)t
ik̂φ
‖e(λ1In−P
⊤)t
ik̂φ‖Rn
for each i ∈ N. (2.33)
This, along with (2.32), implies that
zi ∈ B
n
δ (0) ⊂ F(k̂) for each i ∈ N.
It follows from the latter and (2.19) that for each i ∈ N, there is a sequence (ξ
(i)
j )j∈N+ ∈ V so that
zi =
k̂∑
j=1
e(λ1In−P )tjQν(j)ξ
(i)
j . (2.34)
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Secondly, we set
fℓ := z0 + e
(λ1In−P )tk̂z1 + · · ·+ e
(λ1In−P )tℓk̂zℓ for each ℓ ∈ N
+. (2.35)
Since Λ~ = {tj}j∈N ∈M~, by (2.34), (2.35), (1.1) and (1.3), we have that
fℓ =
k̂∑
j=1
e(λ1In−P )tjQν(j)ξ
(0)
j + e
(λ1In−P )tk̂
k̂∑
j=1
e(λ1In−P )tjQν(j)ξ
(1)
j
+ · · ·+ e(λ1In−P )tℓk̂
k̂∑
j=1
e(λ1In−P )tjQν(j)ξ
(ℓ)
j
=
k̂∑
j=1
e(λ1In−P )tjQν(j)ξ
(0)
j +
k̂∑
j=1
e(λ1In−P )tk̂+jQν(k̂+j)ξ
(1)
j + · · ·+
k̂∑
j=1
e(λ1In−P )tℓk̂+jQν(ℓk̂+j)ξ
(ℓ)
j
=
k̂∑
j=1
e(λ1In−P )tjQν(j)ξ
(0)
j +
2k̂∑
j=k̂+1
e(λ1In−P )tjQν(j)ξ
(1)
j−k̂
+ · · ·+
(ℓ+1)k̂∑
j=ℓk̂+1
e(λ1In−P )tjQν(j)ξ
(ℓ)
j−ℓk̂
.
This, along with the fact that (ξ
(i)
j )j∈N+ ∈ V (for each i ∈ N), (2.19) and (2.20), implies that
fℓ ∈ F((ℓ+ 1)k̂) ⊂ F for each ℓ ∈ N
+.
Finally, we check that {fℓ}ℓ∈N+ defined by (2.35) satisfies (2.31). According to (2.35) and (2.33), for
each ℓ ∈ N+,
〈fℓ, φ〉Rn = δ
(
‖φ‖Rn + ‖e
(λ1In−P
⊤)t
k̂φ‖Rn + · · ·+ ‖e
(λ1In−P
⊤)t
ℓk̂φ‖Rn
)
.
It is clear that {〈fℓ, φ〉Rn}ℓ∈N+ is a strictly monotonically increasing sequence. We will use a contradiction
argument to show (2.31). Otherwise,
‖e(λ1In−P
⊤)t
ℓk̂φ‖Rn → 0 when ℓ→ +∞. (2.36)
On one hand, for any t ≥ k̂, there exists a unique ℓ ∈ N+ so that t ∈ [tℓk̂, t(ℓ+1)k̂). Then
‖e(λ1In−P
⊤)tφ‖Rn = ‖e
(λ1In−P
⊤)(t−t
ℓk̂
)e(λ1In−P
⊤)t
ℓk̂φ‖Rn . (2.37)
By (1.1), we have that
0 ≤ t− tℓk̂ ≤ t(ℓ+1)k̂ − tℓk̂ = tk̂ = tγ~,
which, combined with (2.37), indicates that
‖e(λ1In−P
⊤)tφ‖Rn ≤ C(γ~)‖e
(λ1In−P
⊤)t
ℓk̂φ‖Rn . (2.38)
Here C(γ~) > 0 is a constant independent of ℓ. It follows from (2.36) and (2.38) that
‖e(λ1In−P
⊤)tφ‖Rn → 0 when t→ +∞. (2.39)
On the other hand, we denote σ(λ1In − P⊤) = {µk}sk=1 (s ∈ N
+). Since σ(P ) ⊂ {ρ ∈ C : Re(ρ) ≤ λ1},
we have that
Re(µk) ≥ 0 for each 1 ≤ k ≤ s.
which, combined with (2.39), indicates that φ = 0. It contradicts to the fact that φ 6= 0. Thus (2.31)
follows.
In summary, we finish the proof of Proposition 2.6.
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3 Proof of Theorem 1.2
The proof of Theorem 1.2 will be organized by two subsections.
3.1 Proof of (i)
We divide its proof into the following four steps.
Step 1. We decompose the state space (L2(Ω))n.
Recall that e1 is the eigenfunction of −△ with respect to λ1. Define
H1 := R
ne1 = {ve1 : v ∈ R
n}, (3.1)
the projection operator
P : (L2(Ω))n → H1 (3.2)
and
H⊥1 := (I − P)(L
2(Ω))n. (3.3)
By (3.1)-(3.3), we have that
H1 is a finite dimensional space and (L
2(Ω))n = H1 ⊕H
⊥
1 . (3.4)
Step 2. We show that for each f ∈ H1, there is a k(f) ∈ N+ and a sequence (uj)j∈N+ := (ξje1)j∈N+ ∈
U so that
eAtk(f)f +
k(f)∑
j=1
eA(tk(f)−tj)Bν(j)uj = 0. (3.5)
Indeed, by (3.1) and (2.23), we obtain that
Fe1 = H1.
This, along with (2.20) and (2.19), implies that for each f ∈ H1, there is a k(f) ∈ N+ and a sequence
(ξj)j∈N+ ∈ V (Recall (2.21) for the definition of V) so that
f +
k(f)∑
j=1
e(λ1In−P )tjQν(j)ξje1 = 0,
which indicates that
0 = f +
k(f)∑
j=1
e−Atj |H1Qν(j)ξje1. (3.6)
Let (uj)j∈N+ := (ξje1)j∈N+ . It is clear that (uj)j∈N+ ∈ U and it follows from (3.6) that
0 = eAtk(f)f +
k(f)∑
j=1
eA(tk(f)−tj)Qν(j)uj = e
Atk(f)f +
k(f)∑
j=1
eA(tk(f)−tj)Bν(j)uj .
Hence, (3.5) follows.
Step 3. We show that there is a constant C > 0 so that
‖eAtg‖(L2(Ω))n ≤ Ce
−(λ2−λ1)t/2‖g‖(L2(Ω))n for all g ∈ H
⊥
1 . (3.7)
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To achieve this goal, on one hand, since σ(P ) ⊂ {ρ ∈ C : Reρ ≤ λ1} and 0 < λ1 < λ2, there is a
constant C > 0 so that
‖ePtη‖Rn ≤ Ce
(λ1+λ2)t/2‖η‖Rn for all η ∈ R
n and t ∈ R+. (3.8)
On the other hand, for each g ∈ H⊥1 , there exists a sequence {gi}i≥2 ⊂ R
n so that
g =
+∞∑
i=2
giei and ‖g‖
2
(L2(Ω))n =
+∞∑
i=2
‖gi‖
2
Rn . (3.9)
Thus
eAtg = ePt
+∞∑
i=2
e−λitgiei =
+∞∑
i=2
e−λiteie
Ptgi,
which indicates that
‖eAtg‖2(L2(Ω))n =
+∞∑
i=2
e−2λit‖ePtgi‖
2
Rn .
It follows from the latter, (3.8) and (3.9) that
‖eAtg‖2(L2(Ω))n ≤ C
+∞∑
i=2
e−2λite(λ2+λ1)t‖gi‖
2
Rn ≤ Ce
−(λ2−λ1)t‖g‖2(L2(Ω))n .
Hence, (3.7) follows immediately.
Step 4. We show that for each ε > 0 and x0 ∈ (L
2(Ω))n \ {0}, there is a k ∈ N+ and a control
sequence (uj)j∈N+ ∈ U so that
eAtkx0 +
k∑
j=1
eA(tk−tj)Bν(j)uj ∈ Bε(0). (3.10)
Indeed, according to (3.4), there are x0,1 ∈ H1 and x0,2 ∈ H
⊥
1 so that
x0 = x0,1 + x0,2. (3.11)
On one hand, by (3.5), there is a k0 ∈ N+ and a sequence (vj)j∈N+ ∈ U so that
eAtk0x0,1 +
k0∑
j=1
eA(tk0−tj)Bν(j)vj = 0. (3.12)
On the other hand, by (3.7), there is a k ≥ k0 so that
eAtkx0,2 ∈ Bε(0). (3.13)
Define
uj :=
{
vj if 1 ≤ j ≤ k0,
0 if j ≥ k0 + 1.
(3.14)
Then (uj)j∈N+ ∈ U and it follows from (3.11)-(3.14) that
eAtkx0 +
k∑
j=1
eA(tk−tj)Bν(j)uj = e
A(tk−tk0 )
(
eAtk0x0,1 +
k0∑
j=1
eA(tk0−tj)Bν(j)vj
)
+ eAtkx0,2
= eAtkx0,2 ∈ Bε(0).
Hence, (3.10) holds.
In summary, we finish the proof of (i).
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3.2 Proof of (ii)
We divide its proof into the following three steps.
Step 1. We show that
‖eAt‖L((L2(Ω))n;(L2(Ω))n) ≤ 1 for all t ∈ R
+. (3.15)
For this purpose, on one hand, since
〈Pη, η〉Rn ≤ λ1‖η‖
2
Rn for each η ∈ R
n, (3.16)
we have that
〈Ax, x〉(L2(Ω))n = 〈(△n + P )x, x〉(L2(Ω))n
≤ −λ1‖x‖2(L2(Ω))n + 〈Px, x〉(L2(Ω))n ≤ 0 for all x ∈ D(A).
(3.17)
On the other hand, we fix any positive constant ρ0 > λ1. For any x = (x1, x2, · · · , xn)
⊤ ∈ (H10 (Ω))
n and
y = (y1, y2, · · · , yn)⊤ ∈ (H10 (Ω))
n, we define
π(x, y) := ρ0〈x, y〉(L2(Ω))n − 〈Px, y〉(L2(Ω))n +
n∑
i=1
〈∇xi,∇yi〉(L2(Ω))n .
It is clear that there is a constant C > 0 so that
|π(x, y)| ≤ C‖x‖(H10 (Ω))n‖y‖(H10(Ω))n for all x, y ∈ (H
1
0 (Ω))
n. (3.18)
Moreover, it follows from (3.16) that
π(x, x) ≥
n∑
i=1
〈∇xi,∇xi〉(L2(Ω))n = ‖x‖
2
(H10(Ω))
n for all x ∈ (H
1
0 (Ω))
n. (3.19)
According to (3.18), (3.19) and the Lax-Milgram theorem, for each f ∈ (H−1(Ω))n, there is a unique
xf ∈ (H10 (Ω))
n so that
π(xf , y) = 〈f, y〉(H−1(Ω))n,(H10 (Ω))n for all y ∈ (H
1
0 (Ω))
n,
i.e.,
(ρ0I −A)xf = f in (H
−1(Ω))n, (3.20)
where I is the identity operator in L((L2(Ω))n; (L2(Ω))n). In particular, if f ∈ (L2(Ω))n, by (3.20) and
the definition of D(A), we have that xf ∈ D(A). Hence,
R(ρ0I −A) = (L
2(Ω))n. (3.21)
Here R(ρ0I − A) denotes the range of ρ0I − A. It follows from (3.17), (3.21) and the Lumer-Phillips
theorem (see [12]) that (3.15) holds.
Step 2. We claim that for any δ ∈ (0, 1) and k ∈ N+, [A∗,B∗
~
,Λ~] is δ-approximate observable in
[0, t2kk∗~] and lim
k→+∞
Dop(2kk
∗~, δ) = 0.
Since rank(e−Pt1Qν(1), e
−Pt2Qν(2), · · · , e
−Ptk∗Qν(k∗)) = n, we have that
rank(e−Pt1Qν(1), e
−Pt2Qν(2), · · · , e
−Pt2k∗~−1Qν(2k∗~−1)) = n. (3.22)
According to (3.22) and Proposition 1.3, there are two constants θ ∈ (0, 1) and C > 0 so that for all
z ∈ (L2(Ω))n,
‖eA
∗t2k∗~z‖(L2(Ω))n ≤ C
2k∗~∑
j=1
‖B∗ν(j)e
A∗(t2k∗~−tj)z‖(L2(Ω))m
1−θ ‖z‖θ(L2(Ω))n .
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Then for any δ ∈ (0, 1), there exists a constant C(δ) > 0 so that for all z ∈ (L2(Ω))n,
‖eA
∗t2k∗~z‖(L2(Ω))n ≤ C(δ)
2k∗~∑
j=1
‖B∗ν(j)e
A∗(t2k∗~−tj)z‖(L2(Ω))m + δ‖z‖(L2(Ω))n ,
which indicates that
[A∗,B∗~,Λ~] is δ-approximate observable in [0, t2k∗~].
This, along with Proposition 2.5, implies that for each k ∈ N+,
[A∗,B∗~,Λ~] is δk-approximate observable in [0, t2kk∗~] (3.23)
with observability constant D(2kk∗~, δk). Here, δk and D(2kk
∗~, δk) are defined as (2.15) and (2.16)
(where γ = 2k∗), respectively.
Furthermore, by (3.15), we get that
k−1∑
i=0
‖eA
∗t2ik∗~‖L((L2(Ω))n;(L2(Ω))n) ≤
k−1∑
i=0
‖eA
∗t2ik∗~‖−1
L((L2(Ω))n;(L2(Ω))n) for each k ∈ N
+, (3.24)
and
+∞∑
i=0
‖eA
∗t2ik∗~‖−1
L((L2(Ω))n;(L2(Ω))n) = +∞. (3.25)
It follows from (2.15), (3.24) and (3.23) that for each k ∈ N+, δk ≤ δ, [A∗,B∗~,Λ~] is δ-approximate
observable in [0, t2kk∗~] and
Dop(2kk
∗~, δ) ≤ D(2kk∗~, δk).
This, along with (2.16) and (3.25), implies that lim
k→+∞
Dop(2kk
∗~, δ) = 0.
Step 3. We show that for any ε > 0 and x0 ∈ (L2(Ω))n, there exists a control u ∈ U and k0 ∈ N so
that
x(tk0 ;x0, u,Λ~) ∈ Bε(0). (3.26)
To achieve this goal, for each k ∈ N, we firstly define the reachable set of (1.2) at tk with initial state
x0 as follows:
R(x0, k) := {x(tk;x0, v,Λ~) : v ∈ U}.
It is clear that R(x0, k) is convex and closed. Two cases may occur: x0 ∈ Bε(0) or x0 6∈ Bε(0).
Case 1. x0 ∈ Bε(0). In this case, (3.26) follows immediately with k0 = 0.
Case 2. x0 6∈ Bε(0). In this case, we will use a contradiction argument to prove (3.26). By contradic-
tion, for each k ∈ N, we would have that
ρk := d(L2(Ω))n(R(x0, k), Bε(0)) = d(L2(Ω))n(Bε(0)−R(x0, k), {0}) > 0,
where d(L2(Ω))n(E,F ) := inf
x∈E,y∈F
‖x − y‖(L2(Ω))n and E − F := {x − y : x ∈ E, y ∈ F} for all E,F ⊂
(L2(Ω))n.
On one hand, since Bε(0) − R(x0, k) is a convex set and Bρk/2(0) ∩ [Bε(0) − R(x0, k)] = ∅, by the
Hahn-Banach theorem, there is a x∗0 ∈ (L
2(Ω))n \ {0} so that
〈x∗0, f〉(L2(Ω))n ≤ 〈x
∗
0, x1 − x(tk;x0, v,Λ~)〉(L2(Ω))n (3.27)
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for any f ∈ Bρk/2(0), v = (vj)j∈N+ ∈ U and x1 ∈ Bε(0). Note that (3.27) can be equivalently rewritten
as follows:
〈x∗0, f〉(L2(Ω))n − 〈x
∗
0, x1〉(L2(Ω))n
+
k∑
j=1
〈vj , B
∗
ν(j)e
A∗(tk−tj)x∗0〉(L2(Ω))m ≤ −〈x
∗
0, e
Atkx0〉(L2(Ω))n .
From the latter it follows that
(ε+ ρk/2)‖x
∗
0‖(L2(Ω))n +
k∑
j=1
‖B∗ν(j)e
A∗(tk−tj)x∗0‖(L2(Ω))m ≤ ‖x0‖(L2(Ω))n‖e
A∗tkx∗0‖(L2(Ω))n . (3.28)
On the other hand, according to Step 2, there is a k˜ ∈ N+ so that [A∗,B∗
~
,Λ~] is ε‖x0‖
−1
(L2(Ω))n -approximate
observable in [0, t2k˜k∗~] and Dop(2k˜k
∗~, ε‖x0‖
−1
(L2(Ω))n) ≤ ‖x0‖
−1
(L2(Ω))n . Hence, by Remark 2.4, we get that
‖eA
∗t2k˜k∗~x∗0‖(L2(Ω))n
≤ Dop(2k˜k
∗~, ε‖x0‖
−1
(L2(Ω))n)
2k˜k∗~∑
j=1
‖B∗ν(j)e
A∗(t
2k˜k∗~
−tj)x∗0‖(L2(Ω))m + ε‖x0‖
−1
(L2(Ω))n‖x
∗
0‖(L2(Ω))n
≤ ‖x0‖
−1
(L2(Ω))n
( 2k˜k∗~∑
j=1
‖B∗ν(j)e
A∗(t
2k˜k∗~
−tj)x∗0‖(L2(Ω))m + ε‖x
∗
0‖(L2(Ω))n
)
.
This, along with (3.28), implies that ρ2k˜k∗~‖x
∗
0‖(L2(Ω))n ≤ 0. It leads to a contradiction. Hence, (3.26)
follows.
In summary, we finish the proof of (ii).
4 Proof of Theorem 1.4
By contradiction, there would exist an ε0 > 0 and a Λ~ ∈ M~ so that [A,B~,Λ~] is (ε0-GCAC)~. Let
ρ := ρ1 + iρ2 ∈ σ(P⊤) with ρ1 > λ1, where i is the unit element of pure imaginary number. Then there
is a η ∈ Cn with ‖η‖Cn = 1 so that P⊤η = ρη. Denote η̂ := (η − η)/(2i), where η is the conjugate vector
of η. Two cases may occur: η̂ = 0 or η̂ 6= 0.
Case 1. η̂ = 0. In this case, η ∈ Rn and ρ2 = 0. We can easily check that
eP
⊤tη = eρtη = eρ1tη for all t ∈ R+. (4.1)
Since [A,B~,Λ~] is (ε0-GCAC)~, for each ℓ ≥ 2ε0, there exists a control (u
(ℓ)
j )j∈N+ ∈ U , kℓ ∈ N
+ and
fℓ ∈ Bε0(0) so that
eAtkℓ (ℓηe1) +
kℓ∑
j=1
eA(tkℓ−tj)Bν(j)u
(ℓ)
j = fℓ.
This, along with (2.3) and (4.1), implies that
〈fℓ, ηe1〉(L2(Ω))n
= ℓ〈e△tkℓ e1e
P⊤tkℓη, ηe1〉(L2(Ω))n +
kℓ∑
j=1
〈u
(ℓ)
j , χων(j)Q
⊤
ν(j)e
△(tkℓ−tj)e1e
P⊤(tkℓ−tj)η〉(L2(Ω))m
= ℓe(ρ1−λ1)tkℓ +
kℓ∑
j=1
〈u
(ℓ)
j , χων(j)Q
⊤
ν(j)e
(ρ1−λ1)(tkℓ−tj)e1η〉(L2(Ω))m .
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It follows from the latter that
ℓe(ρ1−λ1)tkℓ ≤ max
1≤j≤~
‖Q⊤j ‖Rm×n
kℓ∑
j=1
e(ρ1−λ1)(tkℓ−tj) + ε0. (4.2)
Noting that
kℓ∑
j=1
e(ρ1−λ1)(tkℓ−tj) ≤
kℓ∑
j=1
e(ρ1−λ1)(tkℓ−tj)(tj − tj−1)
[
min
1≤j≤~
(tj − tj−1)
]−1
and
kℓ∑
j=1
e(ρ1−λ1)(tkℓ−tj)(tj − tj−1) ≤
kℓ∑
j=1
∫ tj
tj−1
e(ρ1−λ1)(tkℓ−s) ds
=
∫ tkℓ
0
e(ρ1−λ1)(tkℓ−s) ds ≤
e(ρ1−λ1)tkℓ
ρ1 − λ1
,
by (4.2), we obtain that
ℓe(ρ1−λ1)tkℓ ≤ max
1≤j≤~
‖Q⊤j ‖Rm×n
e(ρ1−λ1)tkℓ
ρ1 − λ1
[
min
1≤j≤~
(tj − tj−1)
]−1
+ ε0. (4.3)
Thus,
ℓ ≤ max
1≤j≤~
‖Q⊤j ‖Rm×n(ρ1 − λ1)
−1
[
min
1≤j≤~
(tj − tj−1)
]−1
+ ε0.
Passing to the limit for ℓ→ +∞, we arrive at a contradiction and the result follows.
Case 2. η̂ 6= 0. In this case, we first note that
‖e−P
⊤tη̂‖Rn ≤ e
−ρ1t‖η‖Cn = e
−ρ1t for each t ∈ R+. (4.4)
Since [A,B~,Λ~] is (ε0-GCAC)~, for each ℓ ≥ 2ε0/‖ηˆ‖Rn , there exists a control (u
(ℓ)
j )j∈N+ ∈ U , kℓ ∈ N
+
and fℓ ∈ Bε0(0) so that
eAtkℓ ℓη̂e1 +
kℓ∑
j=1
eA(tkℓ−tj)Bν(j)u
(ℓ)
j = fℓ. (4.5)
Recall that eAt = e△ntePt = ePte△nt for each t ∈ R+. It follows from (4.5) that
e−λ1tkℓ ePtkℓ ℓη̂e1 +
kℓ∑
j=1
eP (tkℓ−tj)e△n(tkℓ−tj)Bν(j)u
(ℓ)
j = fℓ.
This implies that
ℓη̂e1 + e
λ1tkℓ
kℓ∑
j=1
e−Ptje△n(tkℓ−tj)Bν(j)u
(ℓ)
j = e
λ1tkℓ e−Ptkℓ fℓ.
Hence,
ℓ‖η̂‖2Rn = 〈ℓη̂e1, η̂e1〉(L2(Ω))n
= 〈η̂e1, e
λ1tkℓ e−Ptkℓ fℓ〉(L2(Ω))n −
〈
η̂e1, e
λ1tkℓ
kℓ∑
j=1
e−Ptje△n(tkℓ−tj)Bν(j)u
(ℓ)
j
〉
(L2(Ω))n
= eλ1tkℓ 〈e−P
⊤tkℓ η̂e1, fℓ〉(L2(Ω))n − e
λ1tkℓ
kℓ∑
j=1
〈e−P
⊤tj η̂e△(tkℓ−tj)e1, χων(j)Qν(j)u
(ℓ)
j 〉(L2(Ω))n ,
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which, combined with (4.4), indicates that
ℓ‖η̂‖2Rn ≤ e
−(ρ1−λ1)tkℓ ε0 +
kℓ∑
j=1
e−(ρ1−λ1)tj‖Qν(j)‖Rn×m
≤ e−(ρ1−λ1)tkℓ ε0 + max
1≤j≤~
‖Qj‖Rn×m
kℓ∑
j=1
e−(ρ1−λ1)tj . (4.6)
By similar arguments as those to show (4.3), we obtain from (4.6) that
ℓ‖η̂‖2Rn ≤ e
−(ρ1−λ1)tkℓ ε0 + max
1≤j≤~
‖Qj‖Rn×m(ρ1 − λ1)
−1
[
min
1≤j≤~
(tj − tj−1)
]−1
≤ ε0 + max
1≤j≤~
‖Qj‖Rn×m(ρ1 − λ1)
−1
[
min
1≤j≤~
(tj − tj−1)
]−1
.
Passing to the limit for ℓ → +∞ in the latter inequality, we arrive at a contradiction and the result
follows.
In summary, we finish the proof of Theorem 1.4.
5 Proof of Theorem 1.5
Before giving the proof of Theorem 1.5, we first introduce the following notations. For any fixed P˜ ∈ Rn×n
and Q˜ ∈ Rn×m, we let
dP˜ := min{π/|Imλ| : λ ∈ σ(P˜ )}
and
q(P˜ , Q˜) := max{dimVP˜ (q˜) : q˜ is a column of Q˜},
where VP˜ (q˜) := span{q˜, P˜ q˜, · · · , P˜
n−1q˜} and we agree that 10 = +∞. The following result can be found
in the proof of Theorem 2.2 in [15].
Lemma 5.1. Let P˜ ∈ Rn×n and Q˜ ∈ Rn×m. For each increasing strictly sequence {τi}
q(P˜ ,Q˜)
i=1 with
τq(P˜ ,Q˜) − τ1 < dP˜ ,
span {eP˜τ1Q˜, eP˜ τ2Q˜, · · · , eP˜ τq(P˜ ,Q˜)Q˜} = span {Q˜, P˜ Q˜, · · · , P˜n−1Q˜}.
Proof of Theorem 1.5. Since rank(λIn − P,Q1, Q2, · · · , Q~) = n for each λ ∈ C, by Lemma 3.3.7 in [19],
we have that
rank(Q1, · · · , Q~, PQ1, · · · , PQ~, · · · , P
n−1Q1, · · · , P
n−1Q~) = n. (5.1)
Set
qj := q(−P,Qj)− 1 for each 1 ≤ j ≤ ~ and q := max
1≤j≤~
qj . (5.2)
Let t~ be a fixed positive constant satisfying that
qt~ < d−P . (5.3)
We arbitrarily choose {tj}
~−1
j=0 with 0 = t0 < t1 < · · · < t~−1 < t~. For each ℓ ∈ N
+, we define {tj+ℓ~}~j=1
as follows:
tj+ℓ~ := tj + ℓt~ for all 1 ≤ j ≤ ~. (5.4)
It is clear that Λ~ := {tj}j∈N ∈M~.
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We next claim that the system [A,B~,Λ~] is (GCAC)~. Indeed, for each 1 ≤ j ≤ ~, by (5.2)-(5.4), we
get that
tj+qj~ − tj ≤ tj+q~ − tj = qt~ < d−P . (5.5)
According to Lemma 5.1 (where P˜ , Q˜ and {τi}
q(P˜ ,Q˜)
i=1 are replaced by −P,Qj and {tj+(i−1)~}
q(−P,Qj)
i=1 ,
respectively), it follows from (5.2) and (5.5) that
span{Qj, (−P )Qj, · · · , (−P )
n−1Qj} = span{e
−PtjQj , e
−Ptj+~Qj , · · · , e
−Ptj+qj~Qj}
⊂ span{e−PtjQj , e
−Ptj+~Qj , · · · , e
−Ptj+q~Qj}.
This implies that for each 1 ≤ j ≤ ~,
span{Qj, PQj, · · · , P
n−1Qj} = span{Qj, (−P )Qj , · · · , (−P )
n−1Qj}
⊂ span{e−PtjQj, e
−Ptj+~Qj, · · · , e
−Ptj+q~Qj}.
Hence,
span{Q1, · · · , Q~, PQ1, · · · , PQ~, · · · , P
n−1Q1, · · · , P
n−1Q~}
⊂ span{e−Pt1Q1, · · · , e
−Pt~Q~, · · · , e
−Pt1+q~Q1, · · · , e
−Pt~+q~Q~},
which, combined with (5.1) and (1.3), indicates that
rank(e−Pt1Qν(1), e
−Pt2Qν(2), · · · , e
−Pt(q+1)~Qν((q+1)~)) = n.
This, along with Theorem 1.2, implies Theorem 1.5.
6 Appendices
6.1 Appendix A
In this subsection, we prove that the system [A,B~,Λ~] is (GCAC)~ if and only if Claim (H) holds.
Indeed, let T := max0≤k<~ |tk+1 − tk| and M := max0≤t≤T ‖eAt‖L((L2(Ω))n;(L2(Ω))n). Since Λ~ ∈ M~,
we have that
T = max
k∈N
|tk+1 − tk|. (6.1)
On one hand, if the system [A,B~,Λ~] is (GCAC)~, then Claim (H) follows directly from Defini-
tion 1.1.
On the other hand, if Claim (H) is true, then for each ε > 0 and each x0 ∈ (L
2(Ω))n, there exists a
control u := (uj)j∈N+ ∈ U and T0 ∈ R
+, so that
‖x(T0;x0, u,Λ~)‖(L2(Ω))n ≤ ε/M. (6.2)
Let k0 ∈ N be such that tk0 ≤ T0 < tk0+1. Two cases may occur: k0 = 0 or k0 6= 0.
Case 1. k0 = 0. In this case, we observe that
x(t1;x0, 0,Λ~) = e
At1x0 = e
A(t1−T0)eAT0x0 = e
A(t1−T0)x(T0;x0, u,Λ~).
This, along with (6.1) and (6.2), implies that
‖x(t1;x0, 0,Λ~)‖(L2(Ω))n ≤M · (ε/M) = ε.
Case 2. k0 6= 0. In this case, we define u˜ = (u˜j)j∈N as follows:
u˜j =
{
uj if 1 ≤ j ≤ k0,
0 if j ≥ k0 + 1.
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It is clear that u˜ ∈ U and
x(tk0+1;x0, u˜,Λ~)
= eA(tk0+1−T0)
(
eAT0x0 + e
A(T0−t1)B1u1 + · · ·+ e
A(T0−tk0 )Bk0uk0
)
= eA(tk0+1−T0)x(T0;x0, u,Λ~). (6.3)
It follows from (6.1)-(6.3) that
‖x(tk0+1;x0, u˜,Λ~)‖(L2(Ω))n ≤M · (ε/M) = ε.
In summary, the system [A,B~,Λ~] is (GCAC)~. The proof is completed.
6.2 Appendix B
Proof of Corollary 1.6. Firstly, we claim that
[A,B~,Λ~] is constrained null controllable ⇒ σ(P ) ⊂ {ρ ∈ C : Re(ρ) ≤ λ1}. (6.4)
Otherwise, there would exist a ρ ∈ σ(P ) so that Re(ρ) > λ1, which, combined with Theorem 1.4, indicates
that the system [A,B~,Λ~] is not constrained null controllable. This leads to a contradiction. Hence,
(6.4) follows.
Next, we show that
σ(P ) ⊂ {ρ ∈ C : Re(ρ) ≤ λ1} ⇒ [A,B~,Λ~] is constrained null controllable. (6.5)
Its proof is split into the following three steps.
Step 1. We prove that there is a constant C(k∗) > 0 so that
‖eA
∗tk∗ z‖2(L2(Ω))n ≤ C(k
∗)
k∗∑
j=1
‖B∗ν(j)e
A∗(tk∗−tj)z‖2(L2(Ω))m for each z ∈ (L
2(Ω))n. (6.6)
Indeed, according to (1.5) and Lemma 2.2, there is a constant C(k∗) > 0 so that
‖v‖2Rn ≤ C(k
∗)
k∗∑
j=1
‖Q⊤ν(j)e
−P⊤tjv‖2Rm for each v ∈ R
n.
This, along with (2.3) and (2.4), yields that for each z ∈ (L2(Ω))n,
‖eA
∗tk∗ z‖2(L2(Ω))n = ‖e
∆ntk∗ eP
⊤tk∗ z‖2(L2(Ω))n
≤ C(k∗)
k∗∑
j=1
‖Q⊤ν(j)e
−P⊤tj e∆ntk∗ eP
⊤tk∗ z‖2(L2(Ω))m (6.7)
≤ C(k∗)
k∗∑
j=1
‖Q⊤ν(j)e
(∆n+P
⊤)(tk∗−tj)z‖2(L2(Ω))m
Here, we used the fact that ‖e∆mt‖L((L2(Ω))m;(L2(Ω))m) ≤ 1 for each t ∈ R
+. Since Ω = ω = ∩~k=1ωk, (6.6)
follows from (6.7) and (1.4) immediately.
Step 2. We show that for each x0 ∈ (L2(Ω))n, there is a control u := (uj)j∈N+ ∈ l
2(N+; (L2(Ω))m) so
that
x(tk∗ ;x0, u,Λ~) = 0 and ‖u‖l2(N+;(L2(Ω))m) ≤
√
C(k∗)‖x0‖(L2(Ω))n , (6.8)
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where C(k∗) is the constant given in (6.6).
To this end, we set
X :=
{(
B∗ν(1)e
A∗(tk∗−t1)z, · · · , B∗ν(k∗−1)e
A∗(tk∗−tk∗−1)z,B∗ν(k∗)z
)
: z ∈ (L2(Ω))n
}
and
Y := (L2(Ω))m × · · · × (L2(Ω))m︸ ︷︷ ︸
k∗
.
It is clear that X is a linear subspace of Y . We define a linear functional F : X → R by setting
F
((
B∗ν(1)e
A∗(tk∗−t1)z, · · · , B∗ν(k∗−1)e
A∗(tk∗−tk∗−1)z,B∗ν(k∗)z
))
:= −〈x0, e
A∗tk∗ z〉(L2(Ω))n . (6.9)
It follows from (6.6) that F is well defined and∣∣∣F ((B∗ν(1)eA∗(tk∗−t1)z, · · · , B∗ν(k∗−1)eA∗(tk∗−tk∗−1)z,B∗ν(k∗)z))∣∣∣
≤
√
C(k∗)‖x0‖(L2(Ω))n
√√√√ k∗∑
j=1
‖B∗ν(j)e
A∗(tk∗−tj)z‖2(L2(Ω))m .
Hence, F is a linear bounded functional on X and
‖F‖L(X;R) ≤
√
C(k∗)‖x0‖(L2(Ω))n .
According to the Hahn-Banach theorem, there is a linear bounded functional G : Y → R so that G = F
on X and
‖G‖L(Y ;R) = ‖F‖L(X;R) ≤
√
C(k∗)‖x0‖(L2(Ω))n .
Then by the Riesz representation theorem, there exists a function (g1, g2, · · · , gk∗) ∈ Y so that for any
(v1, v2, · · · , vk∗) ∈ Y ,
G ((v1, v2, · · · , vk∗)) =
k∗∑
j=1
〈gj , vj〉(L2(Ω))m
and
k∗∑
j=1
‖gj‖
2
(L2(Ω))m = ‖G‖
2
L(Y ;R) ≤ C(k
∗)‖x0‖
2
(L2(Ω))n . (6.10)
Thus,
F
((
B∗ν(1)e
A∗(tk∗−t1)z, · · · , B∗ν(k∗−1)e
A∗(tk∗−tk∗−1)z,B∗ν(k∗)z
))
=
k∗∑
j=1
〈gj , B
∗
ν(j)e
A∗(tk∗−tj)z〉(L2(Ω))m .
This, along with (6.9), implies that〈
eAtk∗x0 +
k∗∑
j=1
eA(tk∗−tj)Bν(j)gj , z
〉
(L2(Ω))n
= 0 for each z ∈ (L2(Ω))n,
which indicates that
eAtk∗x0 +
k∗∑
j=1
eA(tk∗−tj)Bν(j)gj = 0. (6.11)
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Define u := (uj)j∈N+ with
uj :=
{
gj if 1 ≤ j ≤ k∗,
0 if j ≥ k∗ + 1.
(6.12)
Then (6.8) follows from (6.10)-(6.12) immediately.
Step 3. We finish the proof of (6.5).
For each x0 ∈ (L2(Ω))n, we fix it. Let
ε := (M
√
C(k∗))−1 and M := max
 ∑
0≤k≤~−1
‖eA(t~−tk)‖L((L2(Ω))n;(L2(Ω))n), 1
 . (6.13)
By (i) in Theorem 1.2, we have that the system [A,B~,Λ~] is (GCAC)~. Hence, there is a kˆ ∈ N and a
control vˆ := (vˆj)j∈N+ ∈ U so that
x(tkˆ;x0, vˆ,Λ~) ∈ Bε(0). (6.14)
Two cases may occur: kˆ = 0 or kˆ 6= 0.
Case 1. kˆ = 0. In this case, x0 ∈ Bε(0). On one hand, according to (6.8), there is a control
u := (uj)j∈N+ ∈ l
2(N+; (L2(Ω))m) so that
x(tk∗ ;x0, u,Λ~) = 0, (6.15)
and
‖uj‖(L2(Ω))m ≤ ‖u‖l2(N+;(L2(Ω))m) ≤
√
C(k∗)ε for each j ∈ N+. (6.16)
On the other hand, it follows from (6.13) that
√
C(k∗)ε = M−1 ≤ 1. This, along with (6.16), implies
that
‖uj‖(L2(Ω))m ≤ 1 for each j ∈ N
+,
which indicates u ∈ U . Thus, by (6.15), we get that the system [A,B~,Λ~] is constrained null controllable.
Case 2. kˆ 6= 0. In this case, we take a γ ∈ N so that γ~ ≤ kˆ < (γ + 1)~. Let
v˜j :=
{
vˆj if 1 ≤ j ≤ kˆ,
0 if j ≥ kˆ + 1,
(6.17)
and v˜ := (v˜j)j∈N+ . Since vˆ ∈ U , it is clear that
v˜ ∈ U . (6.18)
On one hand, by (1.1), (6.17), (6.14) and the second definition of (6.13), we obtain that
‖x((γ + 1)~;x0, v˜,Λ~)‖(L2(Ω))n = ‖e
A(t(γ+1)~−tkˆ)x(tkˆ;x0, vˆ,Λ~)‖(L2(Ω))n (6.19)
= ‖eA(t~−tkˆ−γ~)x(tkˆ;x0, vˆ,Λ~)‖(L2(Ω))n ≤Mε.
Let xˆ0 := x((γ + 1)~;x0, v˜,Λ~). By (6.8) and (6.19), there is a control uˆ := (uˆj)j∈N+ ∈ l
2(N+; (L2(Ω))m)
so that
x(tk∗ ; xˆ0, uˆ,Λ~) = 0 (6.20)
and
‖uˆj‖(L2(Ω))m ≤ ‖uˆ‖l2(N+;(L2(Ω))m) ≤
√
C(k∗)Mε for each j ∈ N+. (6.21)
On the other hand, it follows from (6.21) and the first definition of (6.13) that
‖uˆj‖(L2(Ω))m ≤ 1 for each j ∈ N
+. (6.22)
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Define
uj :=
{
v˜j if 1 ≤ j ≤ (γ + 1)~,
uˆj−(γ+1)~ if j ≥ (γ + 1)~+ 1,
and u := (uj)j∈N+ . According to (6.18) and (6.22), u ∈ U . Moreover, by (6.20) and (1.1), we observe
that
x(t(γ+1)~+k∗ ;x0, u,Λ~)
= x(t(γ+1)~+k∗ − t(γ+1)~;x(t(γ+1)~;x0, v˜,Λ~), uˆ,Λ~)
= x(tk∗ ; xˆ0, uˆ,Λ~) = 0.
This implies that the system [A,B~,Λ~] is constrained null controllable.
In summary, we finish the proof of (6.5).
Remark 6.1. We observe that if the claim of Step 2 in the proof of Corollary 1.6 holds, then (6.6) is
also true. Indeed, according to (6.8), there exists (u1, · · · , uk∗) ∈ Y so that
k∗∑
j=1
‖uj‖
2
(L2(Ω))m ≤ C(k
∗)‖x0‖
2
(L2(Ω))n
and
eAtk∗x0 +
k∗∑
j=1
eA(tk∗−tj)Bν(j)uj = 0.
It follows from the above equality that
〈eA
∗tk∗ z, x0〉(L2(Ω))n = −
k∗∑
j=1
〈Bν(j)uj, e
A∗(tk∗−tj)z〉(L2(Ω))n for each z ∈ (L
2(Ω))n.
We choose x0 = e
A∗tk∗ z. Then
‖eA
∗tk∗ z‖2(L2(Ω))n = −
k∗∑
j=1
〈uj, B
∗
ν(j)e
A∗(tk∗−tj)z〉(L2(Ω))m
≤
√√√√ k∗∑
j=1
‖uj‖2(L2(Ω))m
√√√√ k∗∑
j=1
‖B∗ν(j)e
A∗(tk∗−tj)z‖2(L2(Ω))m
≤
√
C(k∗)‖eA
∗tk∗ z‖(L2(Ω))n
√√√√ k∗∑
j=1
‖B∗ν(j)e
A∗(tk∗−tj)z‖2(L2(Ω))m .
This implies (6.6) immediately.
6.3 Appendix C
Example. Let ~ := 1, tk := k for all k ∈ N and ω1 ⊂ Ω. Then Λ~ := {tk}k∈N ∈ M~(= M1) and
ων(k) = ω1 for each k ∈ N
+. Let n := 2, m := 1, P := λ1I2 and Q1 :=
(
0
1
)
. It is clear that
〈Pη, η〉R2 = λ1‖η‖
2
R2
for each η ∈ R2, σ(P ) = {λ1} and
e−PtkQν(k) = e
−PtkQ1 = e
−λ1tk
(
0
1
)
for each k ∈ N+.
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Hence, (1.5) does not hold.
Now we claim that the system [A,B~,Λ~] is not (GCAC)~. To this end, for any fixed ε > 0, we let
x0 := 2ε(1, 0)
⊤e1 ∈ (L2(Ω))2. For each k ∈ N+ and u = (uj)j∈N+ ∈ U , we observe that
eA(tk−tj)χων(j)Qν(j)uj = e
△(tk−tj)eP (tk−tj)χω1Q1uj
= eλ1(tk−tj)e△(tk−tj)χω1uj
(
0
1
)
,
for each 1 ≤ j ≤ k,
and
eAtkx0 = 2εe
△tke1e
Ptk
(
1
0
)
= 2εe1
(
1
0
)
.
These imply that
‖x(tk;x0, u,Λ~)‖(L2(Ω))2 =
∥∥eAtkx0 + k∑
j=1
eA(tk−tj)χων(j)Qν(j)uj
∥∥
(L2(Ω))2
=
∥∥∥2εe1( 10
)
+
 k∑
j=1
eλ1(tk−tj)e△(tk−tj)χω1uj
( 0
1
)∥∥∥
(L2(Ω))2
≥ 2ε.
From the latter, it follows that the system [A,B~,Λ~] is not (ε-GCAC)~ by the arbitrariness of k and u.
Thus, the system [A,B~,Λ~] is not (GCAC)~.
6.4 Appendix D
Proof of Lemma 2.2. Firstly, we prove (i)⇒ (ii). By contradiction, if (2.1) were not true, then for each
i ∈ N+, there would exist a vi ∈ Rn with ‖vi‖Rn = 1 so that
‖vi‖
2
Rn > i
k∑
j=1
‖Q˜⊤j e
−P˜⊤τjvi‖
2
Rm . (6.23)
Since ‖vi‖Rn = 1 for each i ∈ N+, there is a subsequence of {vi}i∈N+ , still denoted by itself, and v
∗ ∈ Rn
with ‖v∗‖Rn = 1 so that vi → v
∗ as i→ +∞. Then
k∑
j=1
‖Q˜⊤j e
−P˜⊤τjvi‖
2
Rm →
k∑
j=1
‖Q˜⊤j e
−P˜⊤τjv∗‖2Rm as i→ +∞.
This, along with (6.23), implies that
k∑
j=1
‖Q˜⊤j e
−P˜⊤τjv∗‖2Rm = 0,
which, combined with (i), indicates that v∗ = 0. It contradicts to the fact that ‖v∗‖Rn = 1. Hence, (2.1)
holds.
Next, we show that (ii)⇒ (i). Otherwise, there would exist a v∗ ∈ Rn\{0} so that
Q˜⊤j e
−P˜⊤τjv∗ = 0 for each 1 ≤ j ≤ k.
It follows from this and (ii) that ‖v∗‖Rn = 0, which contradicts to the fact that v∗ 6= 0.
This completes the proof.
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