Herbrand's Fundamental Theorem provides a constructive characterization of derivability in first-order predicate logic by means of sentential logic.
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1 Informal Introduction
Validity in Sentential and in First-Order Logic
The language of classical (i.e. two-valued) sentential logic (also called "propositional logic") is formed by Boolean operator symbols -say conjunction ∧, disjunction ∨, negation ¬ -on sentential variables (i.e. nullary predicate symbols). For simplicity, but without loss of generality, we will consider exactly the these three operators symbols as part of our language of sentential logic in this article. Other operators will be considered just as syntactical sugar; for instance, material implication A⇒B will be considered a metalevel notion defined as ¬A∨B. The interpretation of the Boolean operator symbols is fixed, whereas the sentential variables range over the Boolean values TRUE and FALSE. A sentential formula is valid if it evaluates to TRUE for all interpretations (i.e. mappings to Boolean values) of the sentential variables.
In a first step, let us now add non-nullary predicate symbols, which take terms as arguments. Terms are formed from function symbols and variables over a non-empty domain of individuals, which has to be chosen by any interpretation and is a assumed to be welldetermined and fixed in advance, although it may be infinite. Such a quantifier-free firstorder formula is valid if it evaluates to TRUE for all interpretations of predicate symbols as functions from individuals to Boolean values, of function symbols as functions from individuals to individuals, and of variables as individuals.
Note that this extension is not a substantial one, however, because the notion of validity does not change when we interpret the quantifier-free first-order formulas as sentential formulas, simply by considering the predicates together with their argument terms just as names for atomic sentential variables.
In a second step, we can add quantifiers such as "∀ " ("for all . . . ") and "∃ " ("there is a . . . ") to bind variables. This means that formulas are now formed not only by applying Boolean operators to formulas, but also the singulary operators "∀x." and ∃x.", binding an arbitrary variable symbol x. Evaluation is now defined for these additional formula formations in the obvious way: ∃x. A (or else: ∀x. A) evaluates to TRUE if the single formula argument A (its scope) evaluates to TRUE for some interpretation of x (or else: for all interpretations of x); otherwise it evaluates to FALSE.
With this second step we arrive at first-order predicate logic (with function symbols). This logic is crucially different from sentential logic, because the testing of all domains of individuals becomes now unavoidable for determining validity of a formula in general. Even though it actually suffices to check only one domain for each cardinality (different from 0, but including infinite ones), this cannot be executed effectively in general. As noted above, however, the domains do not matter if no quantifiers occur in a first-order formula.
Definition 1.1 (Sentential Validity)
A first-order formula is sententially valid if it is quantifier-free and valid in sentential logic, provided that we consider the predicates together with their argument terms just as names for atomic sentential variables.
Note that a formula does not change its meaning if we replace a bound variable with a fresh one. For instance, there is not difference in validity between ∀x. Human(x) ⇒ Mortal(x) and ∀y. Human(y) ⇒ Mortal(y) , both expressing that "all humans are mortal" -in a structure where the singulary predicates Human and Mortal have the obviously intended interpretation. Note, however, that none of these equivalent formulas is valid, because we also have to consider the structure where Human is always TRUE and Mortal is FALSE, in which case the formula evaluates to FALSE.
Just like Herbrand, we consider equality of formulas only up to renaming of bound variables. Thus, we consider the two displayed formulas to be identical.
A variable may also occur free in a formula, i.e. not in the scope of any quantifier binding it. We will, however, tacitly consider only formulas where each occurrence of each variable is either free or otherwise bound by a unique quantifier. This excludes ugly formulas such as
The bound variables of such formulas can always be renamed to obtain nicer formulas in our restricted sense, such as Human(x) ∧ ∃z.Mortal(z), ∃x.Human(x) ∧ ∃z.Mortal(z), and ∀x. Human(x) ∧ ∃z.Mortal(z) . Both human comprehension and formal treatment become less difficult by this common syntactical restriction.
Calculi: Soundness, Completeness, Decidability
To get a more constructive access to first-order predicate logic, validity has to be replaced with derivability in a calculus. Such a calculus is sound if we can derive only valid formulas with it, and complete if every valid formula can be derived with it. Luckily, there are sound and complete calculi for first-order logic.
Let us consider formal derivation in a sound and complete calculus for first-order logic. Then there are effective enumeration procedures that, in the limit, would produce an infinite list of all derivable consequences. This means that derivability in first-order logic is semidecidable: If we want to find out whether a first-order formula is derivable, we can start such an enumeration procedure and say "yes" if our formula comes along.
Non-derivability in first-order logic, however, is not semi-decidable: There cannot be an enumeration procedure for those first-order formulas which are not derivable. In other words, derivability is not co-semi-decidable.
A problem is decidable if it is both semi-and co-semi-decidable. Therefore, the problem of derivability in first-order logic is not decidable: There cannot be any effective procedure that, for an arbitrary first-order formula as input, always returns that one of the answers "yes" and "no" that is correct w.r.t. its derivability. Note that the problem of derivability in first-order logic is historically called the Entscheidungsproblem (in engerer Bedeutung), i.e. the decision problem (for first-order logic)); cf. [ Hilbert & Ackermann, 1928, p.,72f. ] , [ Hilbert & Bernays, 2015a, Note 8.6, p. 8 ] .
Sentential logic, however, is decidable.
Therefore, it makes sense to characterize derivability in first-order logic by a semidecision procedure based on validity in sentential logic.
Remark 1.2 (Historical Correctness)
The notion of decidability was developed mainly after Herbrand's death. The Entscheidungsproblem was an open problem during Herbrand's lifetime, because the co-semiundecidability was established only later by Church [ 1936 ] and Turing [ 1936/7 ] .
First Major Aspect of Herbrand's Fundamental Theorem
A major aspect of Herbrand's Fundamental Theorem is that it provides a semi-decision procedure for first-order logic as follows: For a given first-order formula A, this procedure produces a list of quantifier-free first-order formulas
. . such that A is derivable in first order-logic if and only if one of the formulas F T i (F ) is sententially valid. We say that A has Property C of order i if F T i (F ) is sententially valid.
Second Major Aspect of Herbrand's Fundamental Theorem
Another major aspect of Herbrand's Fundamental Theorem is that in Herbrand's modus ponens-free calculus for first-order logic there is a linear derivation of A from F T i (F ) , provided that A has Property C of order i. A derivation is linear if -seen as a treeit has no branching because all inference rules have exactly one premise. In addition, this derivation also has the so-called "sub"-formula property w.r.t. A. Moreover, contrary to all calculi that were invented before, and similar to the calculi of [ Gentzen, 1935 ] , Herbrand's modus ponens-free calculus gives humans a good chance to actually find this linear derivation based on an informal proof. Furthermore, Herbrand's modus ponens-free calculus shows a great similarity with today's approaches to automated theorem proving, greater even than that of the well-known calculi of [ Gentzen, 1935 ] .
Also a Completeness Theorem for First-Order Logic
"Property C" is a name introduced in [ Herbrand, 1930 ] . Without a name, this property occurs already in [ Löwenheim, 1915 ] , where it is shown that a first-order formula is valid if and only if it has Property C of order i, for some positive natural number i -which became famous as the Löwenheim-Skolem Theorem.
In his PhD thesis, Herbrand also showed the equivalence of his own first-order calculi with those of the Hilbert school [ Hilbert & Bernays, 2015b ] and the Principia Mathematica [ Whitehead & Russell, 1910 -1913 . Therefore, as a consequence of the Löwenheim-Skolem Theorem, the completeness of all these calculi is an immediate corollary of Herbrand's Fundamental Theorem.
Herbrand, however, did not trust the notion of first-order validity. As the first follower of Hilbert's finitistic standpoint in proof theory in France, Herbrand was so radically finitistic that -in the area of logic -he did not accept model theory or set theory at all. And so Gödel proved the completeness of first-order logic first when he submitted his thesis [ Gödel, 1930 ] in 1929, in the same year as Herbrand, and the theorem is now called Gödel's Completeness Theorem in all textbooks on logic. Figure: The bridge of the Löwenheim-Skolem Theorem and Herbrand's Fundamental Theorem, based on the sentential Property C standing firm in the river that divides the banks of valid and derivable formulas in the land of first-order predicate logic.
Constructiveness of Herbrand's Fundamental Theorem
Why was the difference between the model-theoretic notion of validity and the constructive notion of derivability in a sound and complete calculus so crucial for Herbrand? The reason, of course, is the undecidability of first-order logic, which essentially requires the non-constructive use of actual infinities in the definition of validity. Hilbert's program in logic -best described in ] -was to show the consistency of such non-constructive methods in mathematics by finitistic methods, i.e. by methods that are even more restrictive than the intuitionistic methods in mathematics following L. E. J. Brouwer.
Herbrand does not accept any model-theoretic semantics unless the models are finite. In this respect, Herbrand is more finitistic than Hilbert, who demanded finitism only for consistency proofs. "Herbrand's negative view of set theory leads him to take, on certain questions, a stricter attitude than Hilbert and his collaborators. He is more royalist than the king. Hilbert's metamathematics has as its main goal to establish the consistency of certain branches of mathematics and thus to justify them; there, one had to restrict himself to finitistic methods. But in logical investigations other than the consistency problem of mathematical theories the Hilbert school was ready to work with set-theoretic notions." [ Heijenoort, 1986a, p.118 ] As a consequence of this "royalist" attitude, Herbrand was very proud on the fact that his Fundamental Theorem is perfectly constructive in the sense that its proof shows how anything claimed can be constructed from anything given: From A, we can construct an arbitrary large part of the sequence
. . . From a derivation of A, we can compute a number i such that A has Property C of order i (i.e. such that F
is sententially valid). If A has Property C of order i, we can construct a linear derivation of A from F T i (F ) -provided that we are explicitly given i as a definite number.
Formal Presentation

Basic Notions and Notation
Before we can present Herbrand's Fundamental Theorem formally, we have to provide some further notions and notation on first-order formulas and several inference rules for first-order logic. Note that we will partly use modern notions, which did not exist at Herbrand's time.
If we want to focus on a certain position in a formula, we write the formula as A [B] . This means that B is a formula that occurs in the context A[. . .] as a sub-formula at a certain fixed position, which, however, is not explicitly given by the notation. Then we denote with A[C] the formula that results from the formula A[B] by replacing the one occurrence of B at the fixed position with the formula C.
We denote with A{x 1 →t 1 , . . . , x n →t n } the result of replacing all occurrences of the distinct variables x 1 , . . . , x n in the formula A in parallel with the terms t 1 , . . . , t n , respectively. Here, {x 1 →t 1 , . . . , x n →t n } is a notation for a substitution, i.e. for a function from variables to terms.
The occurrence of a quantifier in a formula is accessible if it is not in the scope of any other quantifier. For instance, in the valid formula ∀x. ∃y. (x ≺ y) ∨ ∃m. ∀z. ¬(m ≺ z) on the binary predicate symbol ≺ (with infix notation), the occurrences of the quantifiers ∀x. and ∃m. are the only accessible ones. Note that we assume the scopes of our quantifiers to be minimal in the sense that the scope of ∀x. in this formula does not include the subformula ∃m. ∀z. ¬(m ≺ z) -contrary to the formula ∀x. ∃y. (x ≺ y) ∨ ∃m. ∀z. ¬(m ≺ z) , where only the occurrence of ∀x. is accessible. Smullyan [ 1968 ] classified reductive inference rules -and the inference rules of the Hilbert calculi we will consider here can all be seen as such if we read them bottom upinto α (sentential+non-branching), β (sentential+branching), γ, and δ. According to this classification, we introduce the following notion on quantifiers, bearing in mind that ∧, ∨, and ¬ are our only Boolean operators.
The occurrence of a quantifier in formula is γ if it is of the form ∃x. and it is in the scope of an even number of negation symbols, or of the form ∀x. and in the scope of an odd number of negation symbols; otherwise the quantifier is δ. (A γ-quantifier turns up as ∃ in a prenex form of the formula, and a δ-quantifier as ∀.)
The occurrence of a variable in a formula is γ if it is bound by a γ-quantifier; it is δ if it is bound by a δ-quantifier or free (i.e. not bound by any quantifier).
A Modern Version of Herbrand's Modus Ponens-Free Calculus
Now we are prepared to understand the following three inference rules which constitute a slightly improved version of Herbrand's modus ponens-free calculus in the style of Heijenoort [ 1975; 1992; 1986a ] and Wirth [ 2012; 2014 ] .
Note that we may rename bound variables to satisfy the side conditions of the inference rules, because we consider equality of formulas only up to renaming of bound variables.
Generalized rule of γ-quantification:
A Example 2.1 (Application of the generalized rule of γ-quantification) If the variable z does not occur free in the term t, we get the following two inference steps with identical premises by application of the generalized rule of γ-quantification at two different positions:
via the meta-level substitution
via the meta-level substitution Moreover, the generalized rule of γ-simplification is the sub-rule for the case that H is of the form Qy. C and Qy. is a γ-quantifier of A[Qy. C].
Remark 2.2 (Historic Version of Herbrand's Modus Ponens-Free Calculus)
The before-mentioned three rules are to be used for a modern presentation of Herbrand's modus ponens-free calculus. The historical modus ponens-free calculus of Herbrand had the generalized rule of simplification, but only the shallow rules of "γ-and δ-quantification", compensated by the addition of the rules of passage.
Rules of γ-and δ-quantification result from our formalization of the generalized rules by restricting A[. . .] to the empty context (i.e. A[Qx. H], e.g., is just Qx. H).
Rules of Passage:
The following six logical equivalences may be used for rewriting from left to right (prenex direction) and from right to left (anti-prenex direction), resulting in twelve deep inference rules (where B is a formula in which the variable x does not occur free):
(1)
Note that Herbrand did not need rules of passage for conjunction (besides the rules of passage for negation (1, 2) and for disjunction (3, 4, 5, 6)), because he considered conjunction A∧B a meta-level notion defined as ¬(¬A ∨ ¬B).
Herbrand needed his rules of passage (in anti-prenex direction) for the completeness of his historic modus ponens-free calculus because the shallow rules of quantification -contrary to the generalized ones -cannot introduce quantifiers at non-top positions.
Herbrand introduced these rules in § 2.2 of his PhD thesis [ Herbrand, 1930 ] . He named the rules of γ-and δ-quantification "second" and "first rule of generalization" [ Herbrand, 1971, p. 74f. ] , respectively ("deuxième" and "première règle de généralisation" [ Herbrand, 1968, p. 68f. ] ). At the same places, we also find the "rules of passage" ("règles de passage" ). Finally, in § 5.6.A of his PhD Thesis, Herbrand also introduces the generalized rule of simplification [ Herbrand, 1971, p. 175 ] ("règle de simplification généralisée" [ Herbrand, 1968, p. 143 ] ).
Property C Definition (Height of a Term, Champ Fini T n (F ))
We use |t| to denote the height of a term t, which is given by |f (t 1 , . . . , t m )| = 1 + max{0, |t 1 | , . . . , |t m | }.
For a positive natural number n and a formula F , as a finite substitute for a typically infinite, full term universe, Herbrand uses what he calls a champ fini of order n, which we will denote with T n (F ). The terms of T n (F ) are constructed from the symbols that occur free in F : the function symbols, the constant symbols (which we will tacitly subsume under the function symbols in what follows), and the free variable symbols (which can be seen as constant symbols here). Such a champ fini differs from a full term universe in containing only the terms t with |t| ≺ n .
So we have T 1 (F ) = ∅.
To guarantee T n (F ) = ∅ for n ≻ 1, in case that neither constants nor free variable symbols occur in F, we will assume that a fresh constant symbol "•" (which does not occur elsewhere) is included in the term construction in addition to the free symbols of F .
Herbrand's definition of an expansion follows the traditional idea that -for a finite domain -universal (existential) quantification can be seen as a finite conjunction (disjunction) over the elements of the domain: Definition 2.4 (Expansion) Let T be a finite set of terms. To simplify substitution, let A be a formula whose bound variables do not occur in T . The expansion A T of A w.r.t. T is the formula given by the following recursive definition. If A is quantifier-free formula, then A T := A. Moreover:
The outer Skolemized form of a formula A results from A by removing every δ-quantifier and replacing its bound variable x with x δ (y 1 , . . . , y m ), where x δ is a fresh ("Skolem") symbol and y 1 , . . . , y m , in this order, are the variables of the γ-quantifiers in whose scope the δ-quantifier occurs.
Definition 2.6 (Property C) Let A be a first-order formula. Let n be a positive natural number. Let F be the outer Skolemized form of A. A has Property C of order 1 if F is a sentential tautology. For n > 1, the formula A has Property C of order n if the expansion F Tn(F ) is a sentential tautology.
The Theorem and its Lemmas
Theorem 2.7 (Herbrand's Fundamental Theorem à la Heijenoort) Let A be a first-order formula. The following two statements are logically equivalent. Moreover, we can construct a witness for each statement from a witness for the other one.
1. There is a positive natural number n such that A has Property C of order n.
2. There is a sentential tautology B, and there is a derivation of A from B that consists in applications of the generalized rules of simplification, δ-quantification, and γ-quantification (and in the renaming of bound variables).
As we can decide Property C of order n for n = 1, n = 2, n = 3, . . . , Theorem 2.7 immediately provides us with a semi-decision procedure for derivability (and, thus, by the Löwenheim-Skolem Theorem, also for validity) of any first-order formula A given as input.
Note that the witnesses mentioned in Theorem 2.7 are, of course, on the one hand, a concrete representation of the natural number n, and, on the other hand, concrete representations of the formula B and of the derivation of A from B.
To get some more information on the construction of these witnesses, we have to decompose the equivalence of Theorem 2.7 into the two implications found in the following two lemmas, which constitute the theorem.
Lemma 2.8 (From Property C to a Linear Derivation) Let A be a first-order formula. Let F be the outer Skolemized form of A. Let n be a positive natural number. If A has Property C of order n, then we can construct a derivation of A of the following form, in which we read any term starting with a Skolem function as an atomic variable:
Step 1: We start with the sentential tautology F Tn(F ) .
Step 2: Then we may repeatedly apply the generalized rules of δ-and γ-quantification.
Step 3: Then we may repeatedly apply the generalized rule of γ-simplification.
Step 4: Then we rename all bound δ-variables to obtain A.
The proof idea of Lemma 2.8 is to transform the computation of the expansion of the outer Skolemized form into a reduction in Herbrand's modus ponens-free calculus. In this transformation, the reduction with the generalized rules of γ-simplification and γ-quantification models the expansion, and the renaming of bound δ-variables to Skolem terms considered as variable names models the Skolemization, whereas the reduction with the generalized rules of δ-quantification just drops the δ-quantifiers. The critical task in this transformation is to find an appropriate total order of the variable occurrences of the original expansion steps, so that the side conditions of the resulting reductive applications of the inference rules are met.
See [ Wirth, 2014, § 5 ] for an elaborate, but easily conceivable example for an application of a procedure that can actual construct such a derivation. That example also shows how to overcome the inefficiency of this procedure and how to find a proof of a manageable size. As already explained in Remark 2.2, Herbrand's actual calculus was a bit different and had to take the detour via adding quantifiers on top level and then moving them in. This seemed to admit a minor simplification by a detour via the prenex normal form. To reduce a problem to problems of manageable size (divide et impera), the detour via prenex normal form was a leading standard at Herbrand's time. Meanwhile prenex normal form plays a lesser rôle in the better logic courses because of its crucial efficiency problems.
In Herbrand's case this problem turned out to be fatal for the correctness of his proof: Herbrand computed the upper bound for the order of Property C after application of the rules of passage much lower than it actually is. This is well-documented under the name of Herbrand's "False Lemma".
One correction of Herbrand's "False Lemma" is the one that we have presented in this article and that consists in adding -to Herbrand's deep version of his inference rule of simplification -also the deep versions of his inference rules of quantification. Looking at the style in which the great mathematician Jacques Herbrand organized his most creative work in logic we may say that, if anybody had noticed this bug in Herbrand's proof during Herbrand's lifetime, this correction would have been the most straightforward bug fix for him. Moreover, this correction still is the most straightforward and most elegant one today. It was clearly outlined by Jean van Heijenoort, but first sketched in publication in [ Wirth &al., 2009 ] , and first published with an explicit presentation in [ Wirth, 2012 ] .
Conclusion
In this article we have delivered what we consider the very essentials that any logician should know on Herbrand's Fundamental Theorem, and we suggest [ Wirth, 2014 ] and [ Wirth &al., 2014 ] for further reading on Herbrand's Fundamental Theorem, Herbrand's further work in logic, and for a listing of further sources on the subject.
