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We propose a technique for engineering momentum-dependent dissipation in Bose-Einstein con-
densates with non-local interactions. The scheme relies on the use of momentum-dependent
dark-states in close analogy to velocity-selective coherent population trapping. During the short-
time dissipative dynamics, the system is driven into a particular finite-momentum phonon mode,
which in real space corresponds to an ordered structure with non-local density-density correlations.
Dissipation-induced ordering can be observed and studied in present-day experiments using cold
atoms with dipole-dipole or off-resonant Rydberg interactions. Due to its dissipative nature, the
ordering does not require artificial breaking of translational symmetry by an optical lattice or har-
monic trap. This opens up a perspective of direct cooling of quantum gases into strongly-interacting
phases.
PACS numbers: 03.65.Yz, 03.75.Gg, 37.10.Vz, 37.10.De
In condensed matter, structures with non-local correla-
tions, such as crystals or liquids, arise due to conservative
Coulomb forces between electrons and nuclei, giving rise
to equilibrium configurations with some type of spatial
order [1, 2]. At sufficiently low temperatures, such struc-
tures can be treated as closed quantum systems, whose
properties are encoded in the ground state of a corre-
sponding Hamiltonian.
However, if a polyatomic quantum system is open,
i.e. coupled to a fluctuating environment, its proper-
ties can be fundamentally altered. In a number of ap-
plications, such as quantum information processing [3]
and coherent spectroscopy [4], environment-induced dis-
sipation leads to undesired decoherence. In some other
cases, interaction with the environment can lead to novel
effects, such as the localization transition in the spin-
boson model [5], or enhanced efficiency of energy trans-
fer in photo-synthetic complexes [6]. Understanding ef-
fects of the environment represents a formidable chal-
lenge due to the inherent complexity of ‘conventional’
condensed matter systems and uncontrollable character
of dissipation. However, recent experimental progress in
the quantum control of cold atoms, trapped ions, optical
and microwave photons, and defects in solids makes such
an understanding more tractable [7–9]. This allows the
simulation of many-body Hamiltonians with controllable
couplings to a dissipative environment [7, 10].
Furthermore, this degree of controllability can be used
to turn dissipation into a resource for quantum state
preparation as has been shown theoretically [11–16]. The
essence of this approach lies in a suitable engineering of
the system-to-reservoir couplings, such that the dissipa-
tive time evolution drives the system towards an inter-
esting steady state. Using dissipation for quantum state
preparation has been demonstrated in experiments with
trapped ions [17].
Recently Lemeshko and Weimer showed that
dissipation-induced non-conservative forces between
ultracold atoms can result in the formation of
‘dissipatively-bound molecules’ [18, 19]. As a step
forward, we demonstrate here that dissipation can
induce spatial ordering in a many-body system. As
opposed to ‘conventional’ condensed matter systems
whose spatial order occurs due to spontaneous symmetry
breaking in a corresponding Hamiltonian, the structures
discussed here appear as a transient in the short-time
dynamics of a driven-dissipative continuum system, due
to the competition between coherent and incoherent
time-evolution. Unlike for dipolar crystals self-assembled
in a harmonic trap [20], dissipatively ordered structures
can be realized in free space or a uniform trap [21], i.e.
without artificially breaking the translational symmetry.
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FIG. 1. (Color online) (a) Two metastable components of
the ground electronic state, |g〉 and |s〉, are coupled to the
electronically excited state, |e〉, decaying at rate γ. State
|s〉 is coupled to a highly-excited Rydberg level, |r〉, using
a far-detuned field, ∆r  Ωr. This results in the soft-core
interaction between the atoms in the |s〉 states, see Fig. 2(a),
while states |g〉 and |e〉 are non-interacting. (b) Schematics
of the setup: BEC of Rydberg-dressed atoms is confined in a
three-dimensional optical dipole trap, fields Ωg,s are counter-
propagating.
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2We consider a Bose-Einstein Condensate (BEC) of
atoms with internal Λ-type linkage pattern and off-
resonant Rydberg-dressing, see Fig. 1(a). The atoms
are initially prepared in the ground state |g〉; the meta-
stable state |s〉 can be chosen as a different fine or hyper-
fine component of the ground-state manifold. States |g〉
and |s〉 are coupled to an excited state, |e〉, by laser fields
with Rabi-frequencies Ωg and Ωs, respectively. In alkali
atoms, Ωg,s could drive, e.g., the laser-cooling transition,
2S1/2 ↔ 2P3/2. For simplicity we assume that state |e〉
decays to |g〉 and |s〉 with the same spontaneous emission
rate γ.
To introduce interactions into the system, we couple
the state |s〉 to a high-lying Rydberg state, |r〉, via
a field Ωr [22–25]; states |g〉 and |e〉 are not dressed
and therefore are non-interacting. In the regime of a
far-off-resonant coupling, i.e. for ∆r  Ωr, where
∆r = ωr − ωs − ωΩr , state |r〉 can be adiabatically
eliminated. Here ωr, ωs and ωΩr denote the energies
of the atomic levels |r〉, |s〉 and the carrier frequency
of the field Ωr, respectively. This results in an effective
soft-core interaction between the atoms in the |s〉 state,
V (r) = C6/(r
6 + R6c). Here C6 = (Ωr/2∆r)
4
CvdW, the
cutoff radius Rc = (CvdW/2~|∆r|)1/6, and CvdW gives
the strength of the van-der-Waals interaction in the Ry-
dberg state. While the lifetimes of the Rydberg states are
on the order of milliseconds, the effective decay rate of
the dressed states is given by γeff = γΩ
2
r/(2∆r)
2, which
results in the lifetimes as large as several seconds [23].
The behavior of V (r) is shown in Fig. 2(a): one can see
that at short distances, r < Rc, the non-local repulsive
tail ∼ r−6 turns into a plateau. The competition be-
tween the non-local interaction and kinetic energy leads
to the formation of a roton minimum as discussed for,
e.g., Rydberg-dressed atoms in a BEC [23]. It should be
noted that the following discussion remains valid if one
works with dipolar interactions instead of the screened
Rydberg interactions. We focus on a BEC trapped in a
three-dimensional optical dipole trap with fields Ωg and
Ωs counter-propagating, as shown in Fig. 1(b).
Due to the coupling of the atoms to the electromag-
netic fields, the system is subject to spontaneous emission
and hence represents an open quantum system. In the
most general case, this kind of driven-dissipative dynam-
ics is described by a quantum master equation for the
density operator [26]. However, in this work we limit our-
selves to the regime of weak driving, |Ωg,s|2/γ2  1, lead-
ing to weak dissipation. This allows us to obtain the dy-
namics from the solutions of an effective, non-Hermitian
Hamiltonian [27–29]: H = Hat +Hat-field +Hint.
Working in a frame rotating with the optical frequen-
cies, the kinetic energy and spontaneous emission of the
atoms are given by [29] (~ = 1),
Hat =
∑
i,k
k2
2m
Φˆ†i,kΦˆi,k − iγ
∑
k
Φˆ†e,kΦˆe,k. (1)
where Φˆ†i,k (Φˆi,k) is the creation (annihilation) operator
for the bosonic field with momentum k and internal state
i ∈ {g, s, e}, and m is the atomic mass. Neglecting the
jump terms corresponds to post-selection of trajectories
where no jump occurred. If need be the quantum jumps
can be reinstated using the fluctuation dissipation theo-
rem [30]. The interaction with the control fields is given
by
Hat-field =
∑
k
(
ΩgΦˆ
†
e,k+qg
Φˆg,k + ΩsΦˆ
†
e,k+qs
Φˆs,k + h.c.
)
+ δΦˆ†s,kΦˆs,k + ∆Φˆ
†
g,kΦˆg,k, (2)
where qg and qs are the wave-vectors of the corresponding
laser fields with Rabi frequencies Ωg and Ωs. The one-
and two-photon detunings are given by ∆ = ωe−ωg−ωΩg
and δ = ωs − ωg + ωΩg − ωΩs , respectively. Finally, the
interaction between the |s〉-states reads
Hint =
1
2
∑
k,k′,q
vqΦˆ
†
s,k+qΦˆ
†
s,k′−qΦˆs,k′Φˆs,k. (3)
Here vq = (2pi)
3/V × V˜ (q), where V is the vol-
ume of the BEC and V˜ (q) is a 3D Fourier transform
of the soft-core interaction V (r), given by V˜ (ζ) =
2pi2C6
3R3cζ
e−ζ/2
[
e−ζ/2 − cos(√3ζ/2) +√3 sin(√3ζ/2)], with
ζ = Rc|q| (cf. Fig. 2(b)). The presence of a harmonic
trap does not significantly alter the shape of interactions
between Rydberg-dressed atoms [31]. Furthermore, we
assume that the size of the trap substantially exceeds
the length scales of interest, which allows us to neglect
the coupling of atomic motion to the trapping potential.
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FIG. 2. (Color online) (a) Soft-core interaction potential,
V (r), between two Rydberg-dressed atoms separated by the
distance r, and (b) its Fourier transform, V˜ (k). (c) The real
part E(k) (blue), and the imaginary part Γ(k) (red), of the
dispersion relation ε(k), eq. (6), possessing a roton minimum,
obtained using the self-consistent HFB theory. The black dot-
ted line shows ε(k) in the absence of dissipation. Parameters
correspond to Fig. 3(a).
3In the absence of interactions, the Hamiltonian H
exhibits a momentum dependent dark-state |D, k〉 ∼
Ωs |g, k − qg〉 − Ωg |s, k − qs〉, which decouples from all
other states if k = (−2δm + q2g − q2s)/(2(qg − qs)). As a
consequence this dark-state is insensitive to spontaneous
decay and hence long-lived [32]. The existence of this
dark-state constitutes the foundation of velocity selective
coherent population trapping (VSCPT) [33]. The effect
of the interactions is equivalent to a momentum- and
density-dependent two-photon detuning δ(k) [34]. Thus,
the existence and the momentum of the dark-state de-
pend on the many-body properties of the system.
In order to make the above arguments more quan-
titative, we define dark- and bright-states as Ψˆk =
cos θΦˆg,k − sin θΦˆs,k+qg−qs and ψˆk = sin θΦˆg,k +
cos θΦˆs,k+qg−qs , where the mixing angle is given by
tan θ = Ωg/Ωs and Ω
2 = Ω2g + Ω
2
s. The states |g〉 and
|s〉 can be chosen as two hyperfine components of the
electronic ground state, such that the net momentum
transfer, ∆q = qg − qs = (ωΩg − ωΩs)/c ≈ 0, can be
neglected. Furthermore, we set ∆ = δ = 0 in order to
avoid interaction-induced resonances, i.e. points where
the bare detuning and the interaction cancel each other.
Writing the full Hamiltonian H in terms of dark- and
bright-states, we derive an effective Hamiltonian for the
weakly decaying dark-states using perturbation theory.
Under the assumption γ  Ω, v0, we first adiabatically
eliminate the excited states. This results in an effective
Hamiltonian for the dark- and bright-states:
H0 =
∑
k
(
k2
2m
− iΩ
2
γ
)
ψˆ†kψˆk +
k2
2m
Ψˆ†kΨˆk (4)
The interactions are incorporated by assuming the BEC
to be weakly interacting, i.e. as(N/V )
1/3 < 1, where the
s-wave scattering length of the dark-states is given by
as = (mC6)
1/4 sin θ. This allows us to treat the quickly
decaying bright-states to be in vacuum and hence we need
only keep terms up to first order in ψˆk, leading to
Hint =
sin4 θ
2
∑
k,k′,q
vqΨˆ
†
k+qΨˆ
†
k′−qΨˆk′Ψˆk (5)
+
sin3 θ cos θ
2
∑
k,k′,q
vqΨˆ
†
k+q
(
Ψˆ†k′−qψˆk′ + h.c.
)
Ψˆk
In order to solve the many-body problem described
by the Hamiltonian H = H0 + Hint, we first apply
the Bogoliubov approximation Ψˆ0 = 〈Ψˆ0〉 ≡ N0 and
ψˆ0 = 〈ψˆ0〉 = 0 and subsequently eliminate the bright-
states assuming Ω2/γ  v0, 〈k2/(2m)〉. To account for
the far-from-equilibrium behavior of the system, we work
within the Hartree-Fock-Bogoliubov (HFB) approxima-
tion [35–37], taking into account higher-order correla-
tions. This allows us to include the interactions between
different momentum modes and the resulting redistribu-
tion of populations during the dissipative evolution, ab-
sent in the standard Bogoliubov approximation. Apply-
ing the Popov approximation [35, 37, 38] results in a gap-
less spectrum of the fundamental excitations and allows a
proper treatment of the thermal condensate fraction. Af-
ter deriving the HFB equations of motion and performing
the Bogoliubov transformation, Ψˆk = αk bˆk+β
∗
−k bˆ
†
−k, we
obtain the low-energy quasiparticle spectrum:
ε2(k) = ξ(k)
[
ξ(k) + 2 sin4 θgk − iκ4gk(g0 + gk)
]
. (6)
Here ξ(k) = k2/(2m) + [W (k)−W (0)] sin4 θ − iκg20 ; the
interaction strength and dissipation rate parametrized
respectively by gk = vkN0 ∼ C6ρ/R3c and κ =
(γ/Ω2) sin6 θ cos2 θ. The correlation term W (k) =∑
q6=k vq〈Ψˆ†|k+q|Ψˆ|k+q|〉 is a result of the HFB approach
and accounts for the interaction between different k-
modes and has to be evaluated self-consistently (see [35]).
Neglecting W (k) leads to the standard Bogoliubov re-
sults.
The complex relation (6) can be represented as ε(k) =
E(k)−iΓ(k). The real part, E(k), gives the quasi-particle
dispersion, shown by the blue line in Fig. 2(c). For suf-
ficiently strong interactions, the dispersion curve E(k)
shows a roton minimum around krotRc ≈ 4.2 (for the
parameters used in the calculation) due to the negative
part of the potential vk. The emergence of the roton min-
imum has already been discussed in a number of works on
Rydberg-dressed BEC’s [23] and dipolar BEC’s in con-
fined geometries [39–42]. Contrary to these works, we fo-
cus on the dissipative dynamics of the system, given by
the momentum-dependent imaginary part Γ(k), which
is shown by the red line in Fig. 3(a). The behavior of
Γ(k) originates in the shape of the soft-core potential in
the momentum space, vk, cf. Fig. 2(b). Being large
at small momenta, the dissipation rate decreases with
growing k and features a shallow minimum in the region
where vk < 0. The position of the roton minimum can
be tuned in experiment by changing the cutoff radius Rc
and the mixing angle θ, while the driving field Ω sets the
magnitude of the dissipative term Γ(k).
In order to understand the dissipative formation of a
non-local spatial structure, we consider a BEC at low,
but finite temperature T > 0 (although an analogous ar-
gument can be made for T = 0). The phonon modes are
then populated according to the Bose-Einstein distribu-
tion, n(k, T ) = 1/[eE(k)/kBT − 1]. In order to maximize
the visibility of the non-local correlations, we adjust the
parameters of the dissipation such that the decay rate
near the roton minimum is smaller than for the rest of
the populated phonon modes with k < krot. This en-
sures that the roton states, whose thermal population is
already larger than for the rest of the modes, also decay
at a slower rate (cf. Fig. 2(c)). We note that the pres-
ence of the roton minimum facilitates the preparation of
states with a narrow distribution of momenta. During
4the time evolution, the phonon modes undergo photon-
assisted dissipation at rate Γ(k), resulting in a dissipative
shaping of the momentum-distribution or in population
decay due to the trap loss. Since Γ(k) is small around
k = krot, the population in the vicinity of the roton mini-
mum decays slower than that of other momentum classes.
The peak in the momentum distribution emerging after
the evolution time corresponds to density oscillations in
real space, with wavelength λosc ∼ 2pi/krot ≈ 1.5Rc, in
good agreement with our numerical findings and signal-
ing the onset of an ordered structure.
To study the dynamics of the ordering, we evaluate the
structure factor which becomes explicitly time-dependent
due to dissipation [35]:
S(k, t) =
∣∣∣∣ξ(k)ε(k)
∣∣∣∣ [2〈bˆ†k(t)bˆk(t)〉+ 1] , (7)
In the limit of Γ(k) → 0 and T → 0, eq. (7) coin-
cides with the Feynman relation S(k, 0) = k2/[2mE(k)].
To guarantee the validity of our theory, we focus on
the regime of small thermal excitation, i.e. Ne ≡∑
k 6=0〈bˆ†kbˆk〉  N0. As we are operating an open sys-
tem whose true steady-state is the vacuum, there is a
natural upper limit, tf , for the time-scale on which our
theory is valid. This timescale is given by the breakdown
of the HFB theory when Ne(tf ) ≈ N0(tf ) or Tc(tf ) ≈ T ,
where Tc is the density-dependent critical temperature of
the BEC. The breaking of translational symmetry mani-
fests itself as oscillations in the pair correlation function,
g(2)(r, t), which is given by the Fourier transform of the
structure factor [43]:
g(2)(r, t) = 1 +
1
(2pi)3ρ(t)
∫
dk [S(k, t)− 1] e−ik·r, (8)
where ρ(t) is the now time-dependent particle density. A
peak in S(k), corresponding to a minimum in ε(k), hence
leads to an oscillatory behavior with the wave-length de-
termined above.
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FIG. 3. (Color online) Time evolution of the pair correla-
tion function, eq. (8), from time t = 0 (blue dotted lines) to
t = tf (red solid lines), obtained within the self-consistent
HFB approach. The initial BEC temperatures are: (a)
T ≈ 0.05Tc, (b) T ≈ 0.4Tc. The results correspond to the
density ρ = 1013 cm−3 = 10R−3c , the interaction constant
C6 = 5 × 109 a.u., and the Rabi frequency Ω = γ/10, with
γ = 2pi × 5.2 MHz (the 62S1/2 ↔ 62P3/2 transition of a Cs
atom). The mixing angles are θ = 0.95 (a) and θ = 0.65 (b).
Fig. 3(a) shows the time evolution of the pair corre-
lation function for the condensate with initial tempera-
ture T ≈ 0.05Tc(0), where Tc = 56 nK for the parame-
ters used in Fig. 3. To obtain the far-from-equilibrium
dynamics including population-redistribution and inter-
actions between different momentum modes, the HFB
equations were solved self-consistently evaluated at every
time step [35]. At time t = 0 the pair correlation function
is close to unity (blue dashed line), showing the absence
of non-local correlations. During the time evolution, the
driven-dissipative dynamics results in pronounced oscilla-
tions in g(2)(r, t) (red solid line). Due to the dissipation,
the density of the BEC decreases by about a factor of
∼20 due to the loss of atoms from the trap, which results
in T ≈ 0.4Tc(tf ). For the parameters used in Fig. 3, the
evolution time tf ∼ 350 µs. A fingerprint of the onsetting
non-local order that can be most easily detected is the
anti-bunching of g(2)(r) at r = 0 [1, 44, 45]. However, in
order to clearly demonstrate the non-local correlations,
the full off-diagonal pair-correlation function needs to be
measured. This can be done using, e.g., Bragg scatter-
ing [46], noise correlation [47, 48], or time-of-flight [49]
spectroscopy.
If the initial condensate temperature is higher, such
that g(2)(0, 0) is bunched, the presented approach still
leads to similar results. Fig. 3(b) shows g(2)(r, t) evolv-
ing from the initial temperature T ≈ 0.4Tc(0). In this
case the interatomic interactions were decreased by ap-
propriately tuning the mixing angle θ, in order to avoid
the condensate depletion due to the interactions between
populated high-momentum modes. As one can see, at
high temperatures the evolution time of tf ∼ 400µs suf-
fices for formation of visible oscillations in g(2)(r, tf ) that
can be readily detected experimentally. To understand
the crossover between the enhancement of anti-bunching
and bunching, we note that higher temperatures favor
more high-energy fluctuations. However, the dissipation
is minimal around a certain energy range. Hence at suf-
ficiently high temperatures the thermal fluctuations are
not damped but enhanced due to the loss of small en-
ergy excitations, leading to bosonic bunching. Bunching
and anti-bunching in weakly interacting BECs have been
observed in the temporal domain in Refs. [50, 51]. We
note that due to the dissipative nature of the non-local
order, long coherence times of Rydberg dressing are not
required to observe it, as opposed to proposals based on
coherent evolution. The necessary coherence times longer
than the lifetimes of the dark states, tf ∼ 1 ms, can be
achieved in current experiments [45, 52–57].
In summary, we presented a technique for the dissi-
pative preparation of non-local ordered structures in a
BEC of Rydberg-dressed atoms. We showed that us-
ing laser-induced dressing, one can engineer momentum-
dependent dissipation that exhibits an almost dark
phonon mode at a nonzero momentum, resulting in non-
local spatial correlations. The range of the correlations
5is adjustable by tuning the control fields Ωr and ∆r,
as well as the mixing angle θ. Additional control can
be introduced using the bare two-photon detuning, and
thus exploiting interaction induced resonances. Dissi-
patively ordered structures can be created and studied
in current experiments with ultracold atoms. While the
presence of harmonic confinement can alter the phonon
spectrum [58, 59], compared to ‘flat traps’ [21], the
dissipation-induced effects are expected to hold in con-
fined geometries. Although we exemplified the tech-
nique with Rydberg-dressed atoms, a similar behavior
can be observed in dipolar gases confined to one- and
two-dimensional optical traps [39–42]. This allows to
apply the technique to strongly magnetic atoms [60]
or laser-cooled molecules [61] dressed with microwave
fields [62]. Extensions to interactions with different sym-
metries, such as electric quadrupole-quadrupole ones [63],
also seem possible.
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