In this paper, we give an algorithm for the control of the unitary evolution operator for the system of two spin 1 2 's interacting through Heisenberg interaction. This algorithm allows for arbitrarily bounded control. The results extend previous ones that only concerned the control of a pure state. A Lie group decomposition technique is used to this goal and the problem is reduced to a two level problem with constraints. We also show how the control result allows to obtain information on the initial state through a series of evolutions and measurements.
Introduction and model to be studied
In a recent paper [16] , an algorithm was given for the control of two spin 1 2 's interacting through Heisenberg interaction. This algorithm allowed to control a pure state from an arbitrary value to an eigenstate of the free (uncontrolled) Hamiltonian. The algorithm consisted of a (theoretically) infinite sequence of two level problems that were solved with the use of an energy function technique [1] . In the present paper we improve this result in several aspects. We present an algorithm which allows to control the unitary evolution operator. This is more general than controlling the pure state only. Moreover, the control algorithm allows to drive the state to a desired value in finite time and it is possible to use two controls only rather than the three controls used in [16] (see Remark 2.1 below). Our control algorithm, as the one [16] , also allows to incorporate arbitrary bounds on the control in the control design. A further contribution of this paper is that we show how to use the control result for state determination. We still resort to a Lie algebraic decomposition as in [16] , in order reduce the problem to a two level problem. However, instead of solving a sequence of two level problems, we solve a finite set of these problems with appropriate constraints.
We shall deal with an Heisenberg Hamiltonian H of the form
The free Hamiltonian H 0 has the isotropic Heisenberg form H 0 := J(S x ⊗S x +S y ⊗S y +S z ⊗S z ) where J is the coupling constant and S x,y,z are the Pauli matrices defined by
The matrices H j , j = x, y, z are defined as H j (t) := (γ 1 S j ⊗ 1 + γ 2 1 ⊗ S j ), where γ 1 and γ 2 are the gyromagnetic ratios of particles 1 and 2, respectively. The controls u x,y,z are x, y and z components of the externally applied driving electro-magnetic field. The control problem is to steer the unitary evolution operator X solution of the Schrödinger equation,
to any desired special unitary final value X f ∈ SU (4), in finite time. This problem has a solution if γ 1 = γ 2 since in this case (and only in this case) the system is controllable. This can can be easily verified by evaluating the Lie algebra generated by {iH 0 , iH x,y,z } [7], [8] .
Following [3] , [16] , it will be convenient to rewrite equation (3), after a change of coordinates and re-scaling of the time and the control variables, aṡ
In (4), we have
where r := γ 2 γ 1 . To simplify formulas, we shall assume r = 2 in the following. There are several motivations to study Heisenberg spin systems. They model experiments in Electron Paramagnetic Resonance [14] and Nuclear Magnetic Resonance [6] . They are also a good model for magnetic molecules (see e.g. [15] ) under the action of a time varying electro-magnetic field. The strategies to control these model have to be different from the ones used to control two spin 1 2 coupled via Ising interaction as described in [2] , [9] . The main difference is that, in this case the coupling parameter J is typically very large and it is in practice not possible to use very large controls in very short time so as to cancel the effect of the drift AX in equation (4) . In this respect the technique of control we shall describe in this paper is closer in spirit to the techniques without 'hard pulses' described in [3] , [12] . The technique uses the drift constructively in order to obtain control to the desired value for the unitary evolution operator.
In the following section, we describe our approach in more detail and show how the problem of control for system (4) can be reduced to a finite number of two level problems with constraints. We show how to solve this type of problems in Section 3. In Section 4, we consider an application of the control algorithm. In particular, we consider the problem of determining the initial state of the Heisenberg two spin system through a series of evolutions and Von Neumann measurements of the total magnetization. We show how the control result can be used to extract the maximum amount of information on the initial state. We present some conclusions in Section 5.
Reduction of the problem
Every matrix X f in SU (4) can be written as [11] X f = D(α 1 , α 2 , α 3 )U 12 (θ 1 , σ 1 )U 13 (θ 2 , σ 2 )U 23 (θ 3 , σ 3 )U 14 (θ 4 , σ 4 )U 24 (θ 5 , σ 5 )U 34 (θ 6 , σ 6 ), (9) where D(α 1 , α 2 , α 3 ) is a diagonal matrix diag(e iα 1 , e iα 2 , e iα 3 , e −i(α 1 +α 2 +α 3 ) ) for some real parameters α 1 , α 2 , α 3 and the matrix U kl (θ, σ) (1 ≤ k < l ≤ 4) is equal to the identity except for the entries at the intersection of the k−th and l−th rows and columns which are occupied by the 2 × 2 submatrixŪ
The parameters α 1,2,3 , θ 1,2,...,6 , σ 1,2,...,6 completely parametrize SU (4). The important feature of the decomposition (9), for our purposes, is that the parameters, and therefore the factors in (9) can be explicitly calculated using a very simple procedure. Starting with X f , one first finds θ 6 and σ 6 so as to introduce a zero in the (4, 3) entry of the matrix
Then one finds θ 5 and σ 5 in order to introduce a zero in the (4, 2) entry
This does not affect the zero previously introduced. Continuing this way, at each step one selects [U kl ] −1 in order to introduce a zero in the (l, k)−th position. At the end of the procedure one obtains a diagonal matrix
from which the parameters α 1,2,3 can be directly read. More details on this construction and extensions to the Lie groups SU (n) and U (n), for general n, can be found in [11] .
We will, in the following, factorize X f using matrices in the following Lie subgroups of SU (4):
• G x , which is generated by matrices of the form
• G y , which is generated by matrices of the form
• G z , which is generated by matrices of the form
In the above definitions, the entries labeled by u form an arbitrary special unitary matrix in SU (2). The entries labeled with s form an arbitrary orthogonal matrix in SO (2) . We shall use the following fact in the sequel. Fact: From the factorization (9), a factorization in terms of elements of G x , G y and G z only, can be derived. In fact, the factors in (9) can all be obtained as products of elements from G x , G y and G z .
In order to see this, notice that
The matrix D(α 1 , α 2 , α 3 ) can be obtained as a product of diagonal matrices from G x , G y and G z .
In view of the above fact and the right invariance of system (4), the control problem of steering the state X from the identity to a desired X f will be solved if we are able to steer X from the identity to any matrix in G x,y,z . In particular, we consider the controls that steer the identity to each matrix in the factorization of X f , in the order from the right to the left. The control obtained by concatenating these controls, by right invariance, will steer the state to X f . The technique of using Lie group decompositions for steering control has been discussed in several other papers (see e.g. [3] , [9] ).
We will now see that the problem of steering the state from the identity to an element of G x,y,z is essentially a two level problem (namely a problem on SU (2)) with an additional (isoperimetric type of) constraint. The solution of this problem will be presented in the next section. We discuss this for a target state in G x . Everything we say can be said, with the obvious changes, for G y and G z .
If we set all the components of the control except u x equal to zero, then the state of system (4) varies on the connected Lie group associated to the Lie algebra generated by A and B x . This Lie algebra L has the direct sum decomposition which corresponds to a Levi decomposition [5] L
The simple Lie algebra S is spanned by matrices that have all the entries equal to zero except the entries at the intersection of first and fourth rows and columns, which are occupied by an arbitrary matrix in su (2) . The one dimensional Lie algebra A 1 is spanned by A 1 := diag(i, −i, −i, i) while the one dimensional Lie algebra A 2 is spanned by
We also have [S,
Moreover, the Lie algebra S ⊕A 2 is the Lie algebra of G x . It is convenient to rewrite equation (4) by separating, in the right hand side, the matrices in S, A 1 and A 2 . We obtaiṅ
HereS z,y is the 4 × 4 matrix which has in the entries (1, 1), (1, 4) , (4, 1) and (4, 4) the Pauli matrix S z,y in (2) . For a given control u x , it follows from (18) that the solution of (19) can be written as
where X 1 (t) is the solution oḟ
and
It follows from (20) that, in order to steer the state of the system to a value in G x , we have to find a control u x to steer the state X 1 of (21) to a desired value. Moreover θ(t) in (22) has to be equal to a given value modulo a multiple of 2π, and the total time of transfer has to be a multiple of 2π in order for the first factor of (20) to be equal to the identity. Notice that the problem of control of system (21) is equivalent to the problem of control for the 2 × 2 system on SU (2)Ẋ
Moreover, notice that if we are able to steer the state of (23) to arbitrary values in SU (2) we can do that in arbitrary time, as long as this time is larger than a prescribed one. In order to see this, we can concatenate every control to a control steering to
along with a control identically zero for time T and then a control steering to P −1 1 and then a control equal to zero for time T again. The net result is a matrix
which does not affect the state transfer but affects the time which we can adjust arbitrarily since T is arbitrary. Notice also that the above control sequence affects the integral (22) in a known way independent of T , since we set u x ≡ 0 during time T which does not give contribution to the integral. Therefore the requirement on the first factor of (20) can be dropped and we can say that we solve the control problem to drive the state of (4) to any value in G x if we can solve the following two level problem with constraints Problem: Given an arbitrary X f ∈ SU (2) and γ ∈ IR, drive the state of the systeṁ
to X f , in time t, with a control u x satisfying
for some k ∈ Z Z.
We shall solve this problem and therefore the whole control problem in the next section. Our solution will allow for arbitrarily bounded control. We conclude with the following remark Remark 2.1 Notice that two of the subgroups G x,y,z generate the other one. This implies, in view of the above described control procedure, that we can just use two of the controls u x,y,z and set the third one identically equal to zero.
Solution of a two level control problem with constraints
In this section, we will solve the two level problem with constraints given by equations (26) and (27). We will see that the problem can be solved even if we fix a bound on the control. Thus to get to the desired final state, we do not need very large controls. On the contrary the control can be chosen arbitrary small. More precisely the following holds.
(P ) Given any X f ∈ SU (2), any γ ∈ IR, and any M > 0, there exists a time T > 0 and a piecewise constant controlū(·), defined on [0, T ], such that:
A straightforward calculation shows that: 
Now, any matrix X f ∈ SU (2) can be written as:
for some fixed parameters σ 1 , σ 2 , θ ∈ IR. This is the classical Euler's decomposition as we have 
The parameters of Euler's decomposition can be easily calculated by known methods (see e.g. [13] ). From (32) it follows that if we solve the problem (P ) with final state equal to e −iSyθ , then we also solve the same problem with final state X f . In fact, first notice that for k ∈ Z Z, e D(0)kπ = I 2×2 , thus we can assume that t 1 = σ 1 −σ 2 4 and t 2 = σ 1 +σ 2 4 are both positive. In fact, if this is not the case, we can add arbitrary multiple of π to make them positive. Assume thatū(·) is the control defined on some interval [0, T ], satisfying i) and ii) of (P ), which drives the I 2×2 to e −iSyθ , then a controlũ(·) satisfying i) and ii) of (P ), which drives the I 2×2 to X f can be constructed as follows. We first apply on [0, t 1 ) the controlũ(·) ≡ 0, then we apply on [t 1 , T + t 1 ) the controlũ(τ ) =ū(τ − t 1 ), finally we apply on [T + t 1 , T + t 1 + t 2 ], the controlũ(·) ≡ 0. This controlũ(·) defined on [0, T + t 1 + t 2 ] clearly satisfies again i) and ii) of (P ), and, by right invariance, drives I 2×2 to X f , as desired. Therefore to obtain (P ), we will prove that:
(Q) Given any θ ∈ IR, any γ ∈ IR, and any M > 0, there exist m ∈ IN, t 1 , t 2 ∈ IR, t > 0, and a value 0 <ū ≤ M such that:
It is clear that, if (Q) holds, by using the decomposition (33) and arguing as before, we are able to find a piecewise constant control u(·) equal either to 0 or toū which drives I 2×2 to e −iSyθ . Moreover, this control satisfies i) sinceū ≤ M , and ii) is exactly condition (34).
We have that: 
Notice that (34) holds if, for u > 0,
By substituting (37) into (36), we get:
For u > 0, we let
The map g is a diffeomorphism from (0, +∞) to (1, +∞) 
In the variable v (38) becomes:
Thus to get (Q), it suffices to prove that for any θ ∈ IR, any γ ∈ IR, and any α > 1, there exist m ∈ IN, k ∈ Z Z, andv ≥ α such that
with c km = γ 3m + 2kπ 3m > 0.
We can assume, without loss of generality, that sin (2πα) = 0. In fact, if sin (2πα) = 0, we may choose anyα > α, for which sin (2πα) = 0, and we will find a valuev ≥α (so alsō v ≥ α) for which (41) 
and, by continuity of the map f , we also have lim m→+∞, k=3m
Now, to get (41), it is enough to observe that
• If we choose < δ/2, we have that there existsm such that for all m ≥m:
• f assume the value 1 at all the points v l := lπ c km whose limit as l → +∞ is +∞. Thus, in particular, f (β) = 1 for some β > α.
Since f is a continuous function it assumes all values in the interval [ 
Thus, there exists av ≥ α for which equality (41) holds.
In conclusion, in order to find the value the control for given θ, γ, and α := g(M ), we proceed as follows. First, we set k = 3m in (41), then we choose an arbitraryα ≥ α, with δ := sin 2 (2πα) 
Applications of the control algorithm: Determination of the initial state
One of the most important problems in experiments with quantum systems is the determination of their state from appropriate measurements. Techniques of state determination go under the name of quantum state tomography and a review can be found in [10] . In [4] the problem was looked at from the point of view of control theory. In particular it was investigated whether it is possible to obtain information on the initial state by alternating appropriate evolutions and Von Neumann measurements. Such a method assumes that we are able to use control to drive the unitary evolution to any desired target. In [4] it was assumed that we measured the mean value of a nondegenerate observable and a general algorithm was given to determine the parameters of the initial density matrix. In the case of non degenerate observable at most n − 1 independent parameters of the initial density matrix can be determined.
We consider now the problem of initial state determination for the spin Heisenberg system of this paper. We assume that we are measuring the mean value of the total magnetization in the z-direction given by the matrix (in the original coordinates)
where 1 is the 2 × 2 identity matrix and S z is the Pauli matrix defined in (2) . After a Von Neumann measurement of the mean value of S T OT z , the density matrix ρ is modified as
Here the projection Π j projects onto the eigenspace of the j-th eigenvector of S T OT z . These matrices are given by Π 1 := diag(1, 0, 0, 0), Π 2 := diag(0, 1, 1, 0), and Π 3 := (0, 0, 0, 1). In our case, the observable S T OT z is degenerate since the eigenvalue zero has multiplicity 2. Therefore we cannot directly apply the results of [4] . All the matrices of the form P(F ) have a block diagonal structure of the type diag(A 11 , A 22 , A 33 ) where A 11 and A 33 are 1 × 1 and
