This paper reviews the basic principles of radiometric geochronology as implemented in a new software package called IsoplotR, which was designed to be free, flexible and future-proof. IsoplotR is free because it is written in non-proprietary languages (R, Javascript and HTML) and is released under the GPL license. The program is flexible because its graphical user interface (GUI) is separated from the command line functionality, and because its code is completely open for inspection and modification. To increase future-proofness, the software is built on free and platform-independent foundations that adhere to international standards, have existed for several decades, and continue to grow in popularity.
Introduction
Geology is, in essence, a historical science in which timing is of the utmost importance. Geochronology underpins the study of Earth history and puts fundamental constraints on the rate of biological evolution (Chen and Benton, 2012; Gradstein et al., 2012) . Technological advances in mass spectrometry, such as the widespread availability of multi-collector instruments, are ever increasing the precision of the isotopic data that form the basis of the chronostratigraphic timescale. A plethora of mathematicalstatistical techniques are available to extract chronological constraints from these isotopic measurements. Examples of this include isochrons, concordia diagrams, age spectra and frequency distributions. Implementing these methods in a rigorous and selfconsistent manner requires appropriate software. For many years, a Microsoft Excel add-in called Isoplot has served this purpose extremely well.
Developed by Kenneth R. Ludwig over a period of two decades, Isoplot is a user-friendly toolbox that allows geologists to calculate and visualise geochronological data within a familiar spreadsheet environment (Ludwig, 1988 (Ludwig, , 1999 (Ludwig, , 2003a (Ludwig, , 2012 . Few computer programs have been as widely used in the Earth Sciences as Isoplot. Written in Visual Basic for Applications (VBA), Isoplot takes isotopic data as input and produces publication-ready figures as output. Unfortunately, recent versions of Excel are incompatible with Isoplot, whose creator has retired and no longer maintains the code. These software issues are a major problem for the field of radiometric geochronology, to the point where some laboratories keep an old Windows XP computer with Excel 2003 around for the sole purpose of running Isoplot.
This paper introduces a new computer code called IsoplotR as a free, open and more future-proof alternative for Isoplot. The principal aim of this paper is to provide a general overview of the design philosophy and basic operating principles behind the software, rather than a detailed manual of all its components. Section 2 discusses the software architecture, which uses a modular design with future-proofness and extendability in mind. Section 3 presents three fundamental types of input format that are used by IsoplotR to capture the covariance structure of isotopic ratio data. We will see that this covariance structure plays a fundamental role in all of IsoplotR's methods.
Section 4 reviews the important subject of linear regression, which underpins the construction of isochrons. IsoplotR currently implements three different types of (error weighted) linear regression algorithms that account for error correlations between variables and between aliquots in two or three dimensions. Section 5 explains how these three methods represent different approaches of dealing with overdispersion. Section 6 introduces a weighted mean plot to visualise multiple age estimates and proposes a heuristic method to detect outliers. Section 7 presents three approaches to construct uncertainty bounds for isochron ages, weighted means and so forth. It introduces a profile log-likelihood method for the calculation of asymmetric confidence intervals.
Section 8 discusses three further methods to visualise multialiquot collections of ages. Cumulative age distributions (CADs) and kernel density estimates (KDEs) show the frequency distribution of the age measurements but do not explicitly take into account the analytical uncertainties. The radial plot is introduced as a more appropriate data visualisation tool for 'heteroscedastic' data (i.e. data with unequal measurements uncertainties). The radial plot provides a good vehicle to assess the dispersion of multialiquot datasets. Overdispersed datasets require further processing using continuous or discrete mixture models that are discussed in Section 9.
Sections 10e15 provide specific details about the Rb-Sr, Sm-Nd, Lu-Hf, Re-Os, 40 Ar/ 39 Ar, U-Pb, Pb-Pb, U-Th-He, fission track and Useries dating methods. Section 16 introduces a selection of statistical methods to help interpret collections of multiple geochronological datasets that are useful in detrital geochronology. Finally, Section 17 sets out a roadmap for future developments to improve the accuracy and precision of geochronological data, and to provide closer integration of IsoplotR with earlier steps of the data processing chain.
Software architecture
There are three ways to use IsoplotR: online, offline and from the command line.
The online version can be accessed at http://isoplotr.londongeochron.com (see Supplementary Information), and is convenient in several ways. First, it requires no software installation. Second, the IsoplotR website is perfectly platform-independent. It renders on any modern HTML-5 compatible web browser, including those installed on smartphones and tablet computers. Third, by using the online version, the user is guaranteed to have accessed the most up-to-date version of the software.
An offline version of the GUI is provided for use on computers that are not (permanently) connected to the internet. This is often the case for machines that are connected to mass spectrometers, as a safety precaution. The offline version of the GUI works by emulating a web server within the default browser on the user's system. Installation instructions are provided on the IsoplotR website and on GitHub.
The third way to access the full functionality of IsoplotR is through the command line within the R programming environment (see Supplementary Information). The command line offers the greatest flexibility to automate, modify and extend IsoplotR's functionality.
The code base for the GUI and the core data processing algorithms are surgically separated. The command-line functionality is grouped in a lightweight package called IsoplotR that may be installed from the 'Comprehensive R Archive Network' (CRAN) by typing install.packages('IsoplotR') at the command prompt. Once installed, the package can be loaded into memory by typing library(IsoplotR). The IsoplotR package has minimal dependencies and should work on a basic R installation. In contrast, the GUI is written in HTML and Javascript and interacts with IsoplotR via an interface package (Chang et al., 2017) . It is provided in a second R package called IsoplotRgui that is available from GitHub (see the IsoplotR website for details). IsoplotRgui is separate from but depends on IsoplotR.
The clean separation between the two programs allows IsoplotR to remain light and easy to install. This is important for any future R packages that may wish to incorporate IsoplotR functions. A second reason for keeping the code base of the GUI and command line functionality separated is that other user interfaces are planned, for example within Excel (Section 17). Incorporating all these additional functions into a single package would add unnecessary bulk and redundancy. IsoplotR and IsoplotRgui are free and open software. The computer code for both programs is made available under the GPL license, which permits re-use and modification provided that any derived code is released under the same conditions (Free Software Foundation, 2007) .
Input formats
In an abstract sense, IsoplotR is a set of functions F that take some isotopic data A as input and generate some numerical and/or graphical output B: Sr-measurements and B a vector with the slope and intercept of an isochron fit to these data. A may also include decay constants, stable isotope ratios and other parameters that are associated with analytical uncertainty.
Regardless of the application, the error propagation of B is as important as estimation of B itself (Ludwig, 2003a) . Without analytical uncertainties, it is impossible to ascertain whether the difference between two geochronological dates is real, or simply an artifact of analytical imprecision. IsoplotR propagates the analytical uncertainty of B using one of two methods. If F is a likelihood function, then the error propagation is done by inverting the (negative) matrix of its second derivatives. In all other cases, the uncertainties are obtained by standard error propagation:
where S A is the covariance matrix of the input data A, S B is the covariance matrix of the estimated parameters B, J F is the Jacobian matrix with the partial derivatives of the function F with respect to the measurements A, and J T F is the transpose of the Jacobian matrix. If A is a vector of n measurements and B is a vector of m estimated parameters, then S A and S B are n Â n and m Â m matrices with the variances of the As and Bs on the diagonal and their covariances on the off-diagonal terms; and J F is an n Â m matrix of partial derivatives.
In order to use Eqs.
(1) and (2), IsoplotR requires not only the isotopic measurements and their analytical uncertainties, but also the covariances between these quantities. For example, in the case of the aformentioned 40 
from which the covariance between X and Y can be inferred as
It is important to note that this approach assumes that all three standard errors (s[X], s[Y] and s [Z] ) are based on the same number of data points. If some data has been rejected from one ratio but not another, then this relation will not work.
Finally, for isotopic data that are analysed asynchronously, such as Rb-Sr or Sm-Nd measurements involving liquid chromatography, the covariance can be obtained from the parent and daughter element concentrations and the daughter isotopic ratio. 
Regression
Isochrons are an important instrument of high precision, high accuracy geochronology. Given several aliquots from a single sample, they allow the non-radiogenic component of the daughter nuclide to be quantified and separated from the radiogenic component. In its simplest form, an isochron is obtained by setting out the amount of radiogenic daughter against the amount of radioactive parent, both normalised to a non-radiogenic isotope of the daughter element, and fitting a straight line through these points by least squares regression (Nicolaysen, 1961 ). The slope and intercept then yield the radiogenic daughter-parent ratio and the non-radiogenic daughter composition, respectively.
There are several ways to fit an isochron. The easiest of these is ordinary least squares regression, which weights all data points equally. In the presence of quantifiable analytical uncertainty, it is equally straightforward to use the inverse of the y-errors as weights. It is significantly more difficult to take into account uncertainties in both the x-and y-variable. The York (1966) method assumes that the analytical uncertainties of the x-and y-variables are independent of each other. IsoplotR uses this method to construct U-Th-He isochrons (Section 14). But for other chronometers, the assumption of uncorrelated uncertainties is generally not valid. York (1969) addressed this issue with a bivariate error weighted linear least squares algorithm that accounts for covariant errors in both variables (Fig. 1a) . This algorithm was further improved by York et al. (2004) to ensure consistency with the maximum likelihood approach of Titterington and Halliday (1979) . IsoplotR uses the York et al. (2004) algorithm for its 40 Ar/
39
Ar, Pb-Pb, Rb-Sr, SmNd, Re-Os and Lu-Hf isochrons (Section 10). The maximum likelihood algorithm of Titterington and Halliday (1979) was generalised from two to three dimensions by Ludwig and Titterington (1994) for U-series disequilibrium dating. Also this algorithm is implemented in IsoplotR (Section 13).
Finally, the 3-dimensional maximum likelihood approach of Ludwig and Titterington (1994) was further modified by Ludwig (1998) to fit so-called 'Total Pb-U isochrons', which are constrained to a radiogenic endmember composition that falls on the concordia line (Section 12). In its most sophisticated form, this algorithm does not only allow for correlated errors between variables, but also between aliquots. IsoplotR currently uses this algorithm to propagate decay constant uncertainties in its total Pb-U isochron ages. Future versions of the program will generalise this approach to other chronometers as well (Section 17).
The extent to which the observed scatter in the data can be explained by the analytical uncertainties can be assessed using a chi-square test. To this end, we define the chi-square statistic as:
where X are the data, b X are the fitted values, and S X is the covariance matrix of X. For example, in the case of a 3-dimensional Useries isochron comprised of n aliquots, X is a 
Dealing with overdispersion
Let us consider the simple case of a 2-dimensional dataset {x 1 , y 1 },.,{x i , y i },.,{x n , y n }. Data are overdispersed with respect to the analytical uncertainties if:
where b x i and b y i are the fitted values, and
IsoplotR provides three alternative strategies ('models') to deal with overdispersed data. A first way ('model-1') to account for overdispersion is to inflate all analytical uncertainties by a common factor f, which is chosen so as to reduce the MSWD to unity:
from which it is easy to show that f ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi MSWD p . A second option ('model-2') for dealing with overdispersion is to simply ignore the analytical uncertainties and perform an ordinary least squares regression. This option is offered for the sake of completeness but is inherently flawed, because (1) its results may differ depending on which ratio is chosen as the dependent variable; (2) it assumes that only the dependent variable is subject to scatter; and (3) this results in unreliable error calculations (Ludwig, 2003b, p. 648) .
Finally, a third option ('model-3') is to attribute the overdispersion to geological scatter in the ages or in the non-radiogenic isotope composition. The latter hypothesis can be formalised as follows:
where u is the overdispersion term, which can be found iteratively.
This term has geological significance and is reported separately by IsoplotR. The third strategy is arguably the most sensible one, because geological scatter is a very common phenomenon. For example, not all aliquots in a multi-mineral Rb-Sr isochron may have formed with exactly the same initial 87 Sr/ 86 Sr ratio (McIntyre et al., 1966) . As the analytical precision of mass spectrometers has increased over the years, geochronologists' ability to detect even the smallest amount of geological dispersion has steadily grown as well. It is reasonable to assume that this trend will continue into the future, and that overdispersed datasets will become ever more common.
It is important to emphasise that the overdispersion of geochronological datasets contains meaningful geological information. For example, the dispersion of igneous zircon U-Pb dates bears information on the magmatic residence time of these crystals (Matzel et al., 2006; Rioux et al., 2012) . Thus, the increasing prevalence of overdispersed datasets should be seen as a positive trend rather than a nuisance.
Weighted means
Let t ¼ {t 1 ,.,t n } be a set of n age estimates determined on different aliquots of the same sample, and let {s[t 1 ],.,s[t n ]} be their respective analytical uncertainties. IsoplotR calculates the weighted mean of these data assuming a Normal distribution with two sources of variance:
where p(ajb,c) stands for "the probability of observing a given b and c"; N (djm,s 2 ) stands for "the probability of observing d under a
Normal distribution with mean m and variance s 2 ; and u is the overdispersion. The latter parameter is equivalent to its namesake from Section 5. Eq. (5) (4) and dividing by df ¼ nÀ2 degrees of freedom yields the MSWD value for age homogeneity. With regards to error propagation, it is important to make a distinction between random and systematic sources of uncertainty (Horstwood et al., 2016) . Random uncertainties can be reduced to arbitrarily low levels by averaging an arbitrarily large number of aliquots. In contrast, systematic uncertainties impose absolute limits on the precision of geochronological dates. For example, no absolute age determination can be more precise than the decay constants involved. Similarly, for dating methods such as 40 Ar/ 39 Ar or fission tracks, no sample date can be more precise than the J and z calibration factors, respectively (see Sections 11 and 15). When solving Eq. (5), IsoplotR only incorporates the random sources of uncertainty into s[t i ]. If the user wishes to include the systematic uncertainties as well, then this is done by first computing the isotopic composition corresponding to the weighted mean age (and its uncertainty), and then re-propagating the analytical uncertainty of the weighted mean age, this time including the decay or calibration constant uncertainties.
Note that this procedure is unable to handle the systematic uncertainties associated with stable isotope ratios, molar masses etc. Those comparably small uncertainties demand a different approach in which not the ages but the isotopic data are averaged. Doing so would require the addition of new input formats that can trace error correlations between samples (Section 17). It would also require the development of a new generation of low-level dataprocessing software McLean et al., 2016) .
IsoplotR uses a modified version of Chauvenet's criterion for outlier detection. The conventional version of this criterion proceeds as follows:
1. Compute the (unweighted) arithmetic mean (t À ) and standard deviation (s[t]) of the n age determinations:
2. For each of the t i s, compute the probability p i that
05/n, then reject the jth date, reduce n by one (i.e., n / n À 1) and repeat steps 1 through 3 until all the surviving dates pass the third step.
Although this procedure is effective at removing outliers in homoscedastic datasets, in which all datapoints are derived from a single Normal distribution, it is unable to account for heteroscedasticity, in which different samples are characterised by different analytical uncertainties (s[t i ] in Eq. (5)). IsoplotR introduces a heuristic modification to Chauvenet's criterion that detects outliers among heteroscedastic data:
1. Compute the error-weighted mean of the n age determinations t i using their analytical uncertainties s[t i ] by solving Eq. (5) 
If the analytical uncertainties are small compared to the scatter between the dates (i.e., if u [ s[t i ] for all i), then this generalised algorithm reduces to the conventional Chauvenet criterion. If, on the other hand, the analytical uncertainties are large and the data do not exhibit any overdispersion, then the heuristic outlier detection method is similar to Ludwig (2003a)'s 'modified 2-sigma' approach. The weighted mean calculation is accompanied by a diagram that consists of a number of rectangular boxes (one for each date) whose vertical position and height reflect the dates and their analytical uncertainties, respectively (Fig. 1b) . Outliers are marked in a different colour if so requested. The weighted mean plot offers an effective way, although arguably not the most effective way, to assess the dispersion of geochronological data. Some better alternatives are discussed in Section 8.
Confidence intervals
By default, IsoplotR requires that the analytical uncertainties of the input data are provided as standard errors (sensu Kenney and Keeping, 1954, p. 187) . The analytical uncertainties for the output are reported as paired standard errors and confidence intervals. In the limit of infinite sample size, the width of a 95% confidence interval for the mean, slope and many other statistical estimates may be obtained by simply multiplying the standard error with a factor of 1.96. This forms the rationale for the common practice in geochronology to quote analytical uncertainty on a 'two sigma' level. But for smaller sample sizes, this simple method is usually not accurate.
To obtain confidence intervals for model-1 and -2 regression (Section 4), the propagated uncertainty must be augmented by the corresponding percentile of a t-distribution with the appropriate degrees of freedom (Ludwig and Titterington, 1994) . For model-1 regression of overdispersed datasets, IsoplotR reports the results as t AE xjyjz where t stands for the isochron age, x is the standard error, y is the (95%) confidence interval without and z with overdispersion.
The studentised confidence intervals do not generally apply to model-3 regression, weighted means and mixture models. In those cases, IsoplotR uses the profile log-likelihood method (Galbraith, 2005, p. 200) . For example, in the case of the weighted mean, the log-likelihood corresponding to Eq. (5) is given by: A final point worth mentioning is that IsoplotR enforces a consistent level of confidence for all numerical and graphical results. In this spirit, the program plots confidence ellipses at a 95% (or any other desired) level of confidence, rather than the '2-sigma' ellipses used elsewhere. The latter only cover 86% of a bivariate Normal distribution (Horstwood et al., 2016) , which may confuse some users. Those who insist on using '2-sigma' error ellipses can easily do so by reducing the desired confidence level from a ¼ 0.05 to a ¼ 0.14 in the preferences.
Frequency distributions and radial plots
Empirical cumulative distribution functions or 'Cumulative Age Distributions' (CADs) are the most straightforward way to visualise the frequency distribution of multiple dates. A CAD is a step function that sets out the rank order of the dates against their numerical value:
where 1( * ) ¼ 1 if * is true and 1( * ) ¼ 0 if * is false. CADs have two desirable properties (Vermeesch, 2007) . First, they do not require any pre-treatment or smoothing of the data. This Section will show that this is not the case for all data visualisation methods. Second, it is easy to superimpose several CADs on the same plot. This facilitates the intercomparison of multiple samples. The interpretation of CADs is straightforward but not very intuitive. The prominence of individual age components is proportional to the steepness of the CAD (Fig. 1c) . This is different from probability density estimates such as histograms, in which such components stand out as peaks (Fig. 1d) . Peaks are arguably easier to identify than inflection points and this is probably why CADs are not more widely used as a data visualisation tool. But the ease of interpretation of density estimates comes at a cost, as they require smoothing and cannot be combined as easily as CADs. IsoplotR implements two kinds of density estimates.
Histograms smooth data by binning. IsoplotR uses Sturges' Rule (log 2 [n]þ1, where n is the number of data points) to determine the default number of histogram bins, but this can be changed to any other positive integer by the user. Alternatively, kernel density estimates (KDEs Vermeesch, 2012) smooth data by applying a (Gaussian) kernel:
where h i is the smoothing parameter or 'bandwidth' of the kernel density estimate. Using a constant value for h i across the entire range of measurements produces a 'fixed' bandwidth estimator. If h i varies between the sample points, then KDE(t) is known as an 'adaptive' KDE. The rationale behind adaptive kernel density estimation is to use a narrower bandwidth near the peaks of the sampling distribution (where the ordered dates are closely spaced in time), and a wider bandwidth in the distribution's sparsely sampled troughs and tails. Thus, the resolution of the density estimate is optimised according to data availability.
The default bandwidth used by IsoplotR is calculated using the algorithm of Botev et al. (2010) and modulated by the adaptive smoothing approach of Abramson (1982) , whereby:
in which kde(t i ) is the 'pilot density' using a fixed bandwidth (h) evaluated at t i , and G is the geometric mean of the pilot density over all the sample points (Van Kerm, 2003) .
Kernel density estimates are not to be confused with Isoplot's 'probability density plots' (PDPs). The mathematical definition of a PDP closely resembles that of the KDE, the only difference being the substitution of the bandwidth h i by the analytical uncertainty s[t i ] in Eq. (6). This similarity in appearance and definition is the source of much confusion.
The rationale behind PDPs is to emphasise the 'good' data (the most precise measurements stand out as peaks), and to reduce the prominence of 'bad' data (imprecise measurements are smoothed out by a broad kernel). Reasonable though this procedure might seem at first glance, it does not stand up to further scrutiny. For example, when applied to high precision datasets, where s[t i ] is very small compared to the range of t i -values, the PDP breaks down into a sequence of spikes. Further examples and a more complete discussion of the case against PDPs are presented by Vermeesch (2012 Vermeesch ( , 2018b .
This discussion leaves us with one question: if PDPs are not a valid data visualisation tool, then how should one account for the heteroscedasticity of geochronological data? IsoplotR implements two alternative options. The first of these is the weighted mean plot (Section 6). Although this diagram does show both the individual age estimates and their analytical uncertainties, it is not very effective at revealing components of clustered ages, especially in large (n > 50, say) datasets. The second option is the radial plot.
The radial plot is a graphical device that was specifically designed to display heteroscedastic data, and is constructed as follows. 
, in which z + is some reference value such as the mean. The slope of a line connecting the origin of this scatter plot with any of the (x i ,y i )s is proportional to z i and, hence, a function of the date t i .
It is helpful to draw a radial scale at some convenient distance from the origin and annotate it with labelled ticks at the appropriate angles. While the angular position of each data point represents the date, its horizontal distance from the origin is proportional to the precision. Imprecise measurements plot on the left-hand side of the radial plot, whereas precise age determinations are found further towards the right. Thus, radial plots allow the observer to assess both the magnitude and the precision of quantitative data in one glance (Fig. 1e) .
Radial plots are widely used in fission track and luminescence dating (Galbraith, 1990; Galbraith et al., 1999) , but are yet to find their way into other branches of geochronology. IsoplotR generalises this valuable tool to all types of geochronological data. In addition to being an effective way to visualise heteroscedastic data, the radial plot also represents a convenient vehicle for further data interpretation and modelling, as will be discussed in the next section.
Mixture modelling
The weighted mean algorithm outlined in Section 8 and formalised by Eq. (5) assumes that geochronological data obey Normal statistics. This assumption may be approximately correct for high precision datasets but must inevitably be incorrect for low precision ones.
Geologic time is a strictly positive quantity that is incompatible with the symmetric Gaussian bell curve, which is defined over the range of values from ÀN to þN. Because geochronological datasets must be strictly positive, their uncertainty distributions must be asymmetric, with skewness being inversely proportional to precision. This asymmetry is removed by the logarithmic transformation that is used to construct radial plots. We can reformulate Eq. (5) in terms of the transformed variables z i :
which can be solved by the method of maximum likelihood as before, yielding two estimates b m and b u. The central age is defined as expðb mÞ, and b u represents the (over)dispersion of the data. This is a relative quantity (due to the log-transform) that estimates the coefficient of variation of the true ages. The difference between the central age and the weighted mean age is usually small unless the data are imprecise and/or strongly overdispersed. In those cases, the central age yields the geologically most meaningful value. The model represented by Eq. (7) is referred to as a continuous mixture model. It assumes that the overdispersion of the data is caused by a continuous process that yields a (log)normal distribution of true ages. One example of such a process is the fractional crystallisation of plutons, which may take hundreds of thousands of years, resulting in a range of zircon U-Pb ages (Matzel et al., 2006; Rioux et al., 2012) .
A second example is the gradual cooling of tectonic blocks during exhumation, which may cause the fission track system in compositionally heterogeneous apatite populations to 'close' at different times (Green et al., 1986) . However, such continuous processes are by no means the only cause of overdispersion in geochronology.
Consider, for instance, a detrital mixture originating from two or more differently aged sources. Such a discrete mixture is more adequately described by the following equation:
where k is the number of components, m j is the mean of the jth component (so that exp[m j ] is the corresponding age), and p j is the proportion of the population that belongs to the jth component. Eq.
(8) comprises n measurements and 2k À 1 unknowns (m j and p j for 1 j k with p k ¼ 1 À P kÀ1 j¼1 p j ). It can be solved by the method of maximum likelihood.
Choosing the right number of components (k) is a problem that merits further discussion. IsoplotR implements the Bayes Information Criterion (BIC) as a way to automatically pick the 'optimal' value of k for any given dataset (Section 5.6 of Galbraith, 2005) . But this option should be used with caution because, for real datasets, the number of components always increases with sample size. This happens because the power of Eq. (8) to resolve even the smallest degree of overdispersion increases with sample size.
Suppose that one uses the youngest component produced by the BIC algorithm to estimate the maximum depositional age of a sedimentary sequence. Then the resulting value would never converge to a specific value. Instead, one would find this minimum age to drift to ever younger values until a point where the youngest age component in a large dataset becomes younger than the actual depositional age (Figure 3 of Vermeesch, 2018a) . In most cases it is, therefore, best to resist the temptation to use the automatic peak fitting option. It is better to choose a specific number of components instead, based on geological considerations.
If one is mainly interested in the youngest age component, then it is more productive to use an alternative parameterisation, in which all grains are assumed to come from one of two components, whereby the first component is a single discrete age peak (exp[m], say) and the second component is a continuous distribution such as Eq. (7), but truncated at this discrete value (van der Touw et al., 1997; Galbraith, 2005, p.107) .
One caveat is that, if this minimum age model is applied to relatively small and/or high precision datasets such as most U-Pb measurements, then the minimum age estimate will simply be equal to the youngest date. It is only for large and/or low precision datasets (such as fission tracks), that the minimum age estimate will be older than then youngest grain. Crucially, this value will not drift to smaller values with increasing sample size, but will converge to a distinct minimum age (Fig. 1e) .
Simple parent-daughter pairs
Let P be a radioactive parent nuclide that decays to a single stable nuclide D with a decay constant l P , and let [P] and [D] be the amounts of P and D that were measured in a sample. Then we can estimate the time (t) elapsed since the isotopic closure of the system as: Hf), which all behave similarly from a mathematical-statistical point of view.
In most cases, the non-radiogenic component is unknown and must be estimated from the data. This can be done by jointly considering multiple (1 i n) aliquots and recasting Eq. (9) as: (Fig. 1a) . These two parameters and their uncertainties may be estimated by linear regression using the methods described in Section 4.
The residuals of the linear fit can be inspected on a radial plot, a weighted mean diagram, a CAD or a KDE. IsoplotR does this by taking the non-radiogenic component obtained from the isochron intercept, and plugging it into Eq. (9) to calculate the ages of the different aliquots.
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. 40 Ar-signal. IsoplotR automatically computes and converts these error correlations from the input data.
Because argon is a noble gas, it can be released from the sample in steps by incremental heating. Thus, it is possible to quantify the degree of isotopic heterogeneity within a sample, which encodes valuable thermal history information (McDougall and Harrison, 1999) . The 40 Ar/ 39 Ar-age spectrum is a useful tool to visualise stepwise heating measurements. Its appearance is based on the weighted mean plot of Section 6, with the different heating steps arranged in order of increasing degree of degassing along the horizontal axis, and the width of the different sample boxes proportional to the corresponding amounts of 39 Ar (Fig. 1g) .
IsoplotR defines the 'plateau age' as the weighted mean age of the longest sequence (in terms of cumulative 39 Ar content) of consecutive heating steps that pass the modified Chauvenet criterion of Section 6. Note that this definition is different (and simpler) than the one used by Isoplot (Ludwig, 2003a) . However, it is important to mention that all definitions of an age plateau are heuristic by nature and should not be used for quantitative inference.
U-Pb and Pb-Pb
Uranium has two long-lived isotopes ( 238 U and 235 U) that occur at a nearly constant ratio of 137.818 AE 0.045 in igneous accessory minerals (Hiess et al., 2012 Pb with a half-life of 703.8 million years (Jaffey et al., 1971) .
During its radioactive decay, uranium produces numerous short-lived intermediate daughters that form the basis of U-series disequilibrium dating (Section 13). It also produces seven (for (Wetherill, 1956) .
Alternatively, a 'Tera-Wasserburg concordia' diagram plots the 207 Pb/ 206 Pb-ratios against the 238 U/ 206 Pb-ratios (Tera and Wasserburg, 1972) . The subspace of all compositions that yield consistent ages between both clocks is called the 'concordia line'. Samples that plot on or near this line represent the gold standard in geochronological reliability (Fig. 2a) . Samples that plot further away from the concordia line can do so for several reasons: (1) the existence of an inherited non-radiogenic component; (2) the partial loss of radiogenic lead during metamorphism; (3) initial daughter disequilibrium; and (4) the mixture of different growth zones of different age during isotopic analysis. Only the first three mechanisms can be corrected for by a posteriori mathematical procedures .
IsoplotR implements six different methods to correct for the presence of non-radiogenic ('common') lead. This includes three strategies tailored to datasets that include 204 Pb-ratio of a cogenetic feldspar, assuming that this is representative for the common-Pb composition of the entire sample (e.g., Chew et al., 2014) . A second option is to determine the non-radiogenic isotope composition by fitting an isochron line through multiple aliquots of the same sample, using the 3-dimensional regression algorithm of Ludwig (1998) .
Unfortunately, neither of these two methods is applicable to detrital samples, which generally lack identifiable cogenetic minerals and aliquots. For such samples, IsoplotR can infer the common-Pb composition from the two-stage crustal evolution model of Stacey and Kramers (1975 (12) and (13) Stacey and Kramers (1975) model. Besides the common-Pb problem, a second reason for U-Pb discordance is radiogenic Pb-loss during igneous and metamorphic activity. This moves the data away from the concordia line along a linear array, forming an isochron or 'discordia' line. IsoplotR fits this line using the Ludwig (1998) algorithm. If the data are plotted on a Wetherill concordia diagram, the program will not only report the usual lower intercept with the concordia line, but the upper intercept as well. Both values are geologically meaningful as they constrain both the initial igneous age as well as the timing of the partial resetting event.
Initial daughter disequilibrium is the third and final correctable mechanism for U-Pb discordance. It occurs because the partition coefficients for U, Th (and Pa) may differ significantly between the magma and the dated mineral. Th-disequilibrium correction requires the measurement of 208 Th, which is not currently accommodated by any of IsoplotR's input formats. This may change in future versions of the program. In the meanwhile, the user is advised to apply the disequilibrium correction before entering their data into IsoplotR . The Pb-Pb method is based on the same radioactive decay scheme as the U-Pb method but only involves the isotopic ratios of one element, Pb (assuming that the 235 U/ 238 U-ratio is independently known): (Moore, 1967) . The first mechanism occurs in young volcanic rocks, which are often enriched (and occasionally depleted) in Th relative to U with respect to the magma from which they were derived, but whose U-system with time is described by:
where using the least squares method of York et al. (2004) . Eq. (15) forms a 'Rosholt'-type isochron, which is akin to a 'normal' isochron in Rb-Sr or Ar-Ar geochronology (Rosholt, 1976) . Using A[ 238 U] as the normalising factor instead of 232 Th yields an 'Osmond'-type isochron, which is akin to an 'inverse' isochron in Ar-Ar or Pb-Pb geochronology (Osmond et al., 1970; Ludwig, 2003b U-activity ratios. IsoplotR performs this calculation with the maximum likelihood algorithm of Ludwig and Titterington (1994) .
In addition to (Rosholt and Osmond) isochrons and the usual weighted mean, radial, CAD and KDE plots, U-series data can also be visualised on Th-U evolution diagrams. For carbonate data, these consist of a scatter plot that sets out the U-activity ratios and ages as a set of intersecting lines (Fig. 2b) .
The Th-U evolution diagram has a similar purpose and appearance as the U-Pb concordia diagram, which also displays compositions and dates simultaneously. An alternative way of doing so for carbonate samples is by plotting the initial (Fig. 2c) . In both types of evolution diagrams, IsoplotR provides the option to project the raw measurements along the best fitting isochron line and thereby remove the detrital 230 Th-component. This procedure allows a visual assessment of the degree of homogeneity within a dataset, as is quantified by the MSWD. Neither the U-series evolution diagram nor the 234 U/ 238 U vs. age plot is applicable to igneous datasets, in which 234 U and 238 U are in secular equilibrium. For such datasets, IsoplotR produces an Osmond-style regression plot that is decorated with a fanning set of isochron lines.
U-Th-(Sm)-He
The radioactive decay of uranium produces not only lead (Section 12) and short-lived Ludwig (2003a) that were common-Pb corrected using an isochron intercept obtained with the regression algorithm of Ludwig (1998) , including decay constant uncertainties; the three MSWD-and p-values quantify the goodness-of-fit for equivalence, for concordance and for their combination; (b) 230 Th-U evolution diagram of example data from Ludwig and Titterington (1994) (2008) shown on a logratio plot with the Sm-content (log 10 [Sm]) represented by colours and the central age and composition (white ellipse) calculated from a 'model-3' type fit; (e) the same U-Th-Sm-He data shown on a ternary diagram, with the central age computed using a 'model-1' type fit, and results shown as 't AE xjyjz', where x and y are as in Fig. 1a and z represents the studentised 95% confidence interval augmented by a factor ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi MSWD p ; (f) non-metric multidimensional scaling (MDS) configuration of a detrital zircon U-Pb dataset from Vermeesch and Garzanti (2015) . See Supplementary Information for the R code corresponding to these plots.
Because Sm (1) produces only one a-particle per decay event;
(2) has a very long half-life; and (3) its radioactive isotope 147 only accounts for 14.99% of total samarium, it can be ignored as a parent in all but the most Sm-rich samples. For this reason, some laboratories do not measure Sm at all and hence we will refer to the helium dating method as the 'U-Th-(Sm)-He' method in the remainder of this text. Eq. (16) can be solved for t iteratively. Like argon, helium is a noble gas that is lost to the environment (and eventually to space) at high temperatures by volume diffusion. Additional complication is added by the physical separation of the parent and daughter nuclides in the U-Th-(Sm)-He system. This separation results from the energy released during a-decay, which displaces the a-particles by up to 16 mm and may result in the ejection of helium produced by parent atoms that are sited near the edges of the host mineral (Farley et al., 1996) . That lost helium must be taken into account when interpreting the thermal history of a sample (Meesters and Dunai, 2002) . For rapidly cooled samples, this can be done by applying a geometric correction to the U, Th and Sm-measurements (Ketcham et al., 2011) . IsoplotR assumes that such an 'a-ejection correction' has been applied to the data prior to age calculation.
More often than not, and more often than for other geochronometers, U-Th-(Sm)-He data are overdispersed with respect to the analytical uncertainties (Fitzgerald et al., 2006) . Several mechanisms have been invoked to explain this overdispersion, including compositional effects (Djimbi et al., 2015) , radiation damage (Flowers et al., 2009; Guenthner et al., 2013) , and breakage during mineral separation (Brown et al., 2013) .
IsoplotR implements four different ways to visualise and quantify the overdispersion. The first two of these are the weighted mean and radial plot, which were discussed in Sections 6 and 8. The third way is the isochron plot and age. This uses a first order approximation of the U-Th-(Sm) 
which is accurate to better than 1% for ages less than 100 Ma (Vermeesch, 2008) . A U-Th-(Sm)-He isochron is constructed by plotting the numerator of the right-hand side of Eq. (17) against the denominator and fitting a straight line through several aliquots of the same sample. Because the parent and daughter nuclides are analysed separately on different mass spectrometers, their uncertainties are uncorrelated with each other. Therefore, the isochron regression can be done using the simple least squares fitting method of York (1966) . The fourth and final way to visualise and average U-Th-(Sm)-He data is based on the fact that U, Th, Sm and He are compositional data. This means that it is not so much the absolute concentrations of these elements that bear the chronological information, but rather their relative proportions. Eq. (16) can be recast in terms of the elemental ratios U/He, Th/He and Sm/He, which take on strictly positive values. The space of all possible U-Th-He compositions fits within the constraints of a ternary diagram or 'helioplot' (Vermeesch, 2010) . If Sm is included as well, then this expands to a three-dimensional tetrahedral space (Vermeesch, 2008) .
Conventional statistical analysis of data that fit within these constrained spaces is fraught with theoretical and practical problems. For example, the arithmetic mean of compositional data may yield meaningless values, and their '2-sigma' confidence bounds may include physically impossible negative values (Figures 3 and 5 of Vermeesch, 2006) .
Geologists had been aware of these problems for many decades (e.g., Chayes, 1956) . But it was not until the 1980s that a solution was found to the compositional data conundrum, when Aitchison (1982 Aitchison ( , 1986 showed that all the problems caused by the constant sum constraint can be solved by applying a simple logratio transformation. This idea is similar to the log-transformation that was used for the mixture models of Section 9. In the case of the U-ThHe-(Sm)-He system, logratio analysis is achieved by first defining two (or three) new variables:
uhln½U=He; vhln½Th=Heð; whln½Sm=HeÞ and then performing the desired statistical analysis (averaging, uncertainty propagation, .) on the transformed data (Vermeesch, 2008 (Vermeesch, , 2010 . Upon completion of the mathematical operations, the results can then be mapped back to U-Th-(Sm)-He space using an inverse logratio transformation:
In the context of U-Th-(Sm)-He dating, the central age is defined as the age that corresponds to the arithmetic mean composition in logratio space, which is equivalent to the geometric mean in compositional dataspace (Vermeesch, 2008 ). IsoplotR's helioplot function performs this calculation using the same algorithm that is used to obtain the weighted mean U-Pb composition for the concordia age calculation (Section 12). Overdispersion is treated similarly as in a regression context (Section 4). Thus, there are options to augment the uncertainties with a factor ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi MSWD p (model-1); to ignore the analytical uncertainties altogether (model-2); or to add a constant overdispersion term to the analytical uncertainties (model-3). The helioplot function visualises U-Th-(Sm)-He data on either a ternary diagram or a bivariate ln[Th/U] vs. ln[U/He] contour plot ( Fig. 2d and e) . These diagrams provide a convenient way to simultaneously display the isotopic composition of samples and their chronological meaning. In this respect, they fulfil the same purpose as the U-Pb concordia diagram and the U-series evolution plot.
Fission tracks
238 U is the heaviest naturally occurring nuclide in the Solar System, and the only one that undergoes spontaneous fission. On average only 1 spontaneous fission event occurs for every 1.8 million a-decay events (Holden and Hoffman, 2000) , and so the number of fission tracks that accumulate over geologic time is small enough to be counted by a human observer, using a petrographic microscope. The fission track age is then given by:
where N s is the number of spontaneous fission tracks measured over an area A s , [ , Holden and Hoffman, 2000) , L is the etchable fission track length, and the factor 2 is a geometric factor accounting for the fact that etching reveals tracks from both above and below a polished crystal surface. U. In the most common implementation of this approach, the induced fission tracks are recorded by an external detector made of mica or plastic that is attached to the polished grain surface (Fleischer and Hart, 1972; Hurford and Green, 1983) . The fission track age equation then becomes:
where N i is the number of induced fission tracks counted in the external detector over the same area as the spontaneous tracks, z is a 'zeta'-calibration factor that incorporates both the fission decay constant and the etchable fission track length, and r d is the number of induced fission tracks per unit area counted in a co-irradiated glass of known U-concentration. r d allows the z-factor to be 'recycled' between irradiations. The appeal of the external detector method (EDM) lies in the fact that it imposes a 'paired experimental design' on the fission track method, which makes it insensitive to uranium zoning, and greatly simplifies subsequent statistical analysis (Galbraith, 2010) . Despite the elegance of the EDM, a growing number of laboratories are adopting LAICPMS as an alternative means of determining the 238 U-content of fission track samples (Hasebe et al., 2004; Chew and Donelick, 2012) . The main reasons for this change are the increased throughput achieved by not having to irradiate samples and the ease of double-dating apatite and zircon with the U-Pb method. Unfortunately, abandoning the EDM in favour of LA-ICP-MS also removes the paired experimental design and causes problems in dealing with U-zoning and zero-track grains. Vermeesch (2017) proposed four different strategies to deal with these problems, all of which are implemented in IsoplotR.
A first option is to only count the spontaneous fission tracks that are located within the laser ablation spot, and to plug the resulting track counts, areas and 238 U-concentrations into Eq. (18). Matching the areas over which N s and [
238 U] are measured reduces the detrimental effect of (lateral) U-zoning on the fission track age accuracy. The main limitation of matching the areas is a reduction in precision due to the low number of spontaneous tracks counted within the outline of a small ablation pit. This problem can be circumvented by acquiring multiple 238 U-measurements per grain. In a second approach to LAICPMS-based fission track dating, IsoplotR then jointly considers all the grains that have been analysed multiple times to quantify the degree of U-zoning within the grains.
The accuracy of the two 'absolute dating' approaches discussed thus far is fundamentally limited by the accuracy of the U-concentration measurements, the fission track decay constant and the etching and counting efficiencies. Unfortunately, all these factors are potentially affected by unquantifiable biases.
The third (using a single laser spot per grain) and fourth (using multiple spots) approaches to LAICPMS-based fission track dating remove these systematic errors by normalising to a standard of known fission track age and defining a new 'zeta' calibration constant z icp :
where [ 238 U] may either stand for the 238 U-concentration (in ppm)
or for the U/Ca (for apatite) or U/Si (for zircon) ratio measurement, and A s is the spontaneous track counting area. IsoplotR implements the four approaches to LAICPMS-based fission track dating by giving the user the choice between an 'absolute' and 'z-calibration' option, and between one or more U-measurements per grain. (Vermeesch, 2017) .
Detrital geochronology
The principal aim of the methods and graphical devices discussed thus far has been to extract geologically meaningful information from multiple aliquots of a single sample. However, most geochronological applications nowadays involve multiple samples, and the difference between these samples often has greater scientific significance than any individual date. IsoplotR implements a number of graphical devices to facilitate the interpretation of such multi-sample datasets.
As was discussed in Section 8, the CAD is the easiest way to simultaneously visualise multiple age distributions on a single plot. In contrast, KDEs are better presented in a multi-panel format. To facilitate the intercomparison of multiple age distributions, IsoplotR offers the option to force all panels to use the same kernel bandwidth, to normalise the area under each KDE to a common value, and to plot them all on the same timescale.
Visual comparison of CADs or KDEs can be an effective way to spot general trends and groupings in simple datasets. But this approach becomes impractical when the inter-sample differences are subtle or the datasets are large (>10 samples, say). Such cases call for an additional layer of statistical simplification to emphasise the geologically significant differences whilst removing the less informative similarities. Multi-dimensional scaling (MDS) is one way to achieve this goal.
MDS is a dimension-reducting technique that takes a matrix of pairwise 'dissimilarities' between objects (in our case age distributions) as input and produces a 'map' as output, on which similar samples cluster closely together and dissimilar samples plot far apart (Fig. 2f) . In the context of detrital geochronology, the dissimilarity between samples is given by the statistical distance between age distributions. There are many ways to define this statistical distance (Vermeesch, 2018b) . IsoplotR uses the Kolmogorov-Smirnov (KS) statistic due to its simplicity and the fact that it behaves like a true distance in the mathematical sense of the word (Vermeesch, 2013 (Vermeesch, , 2018b .
The KS-distance is closely related to the CAD-plot that was discussed in Section 8. It is given by the maximum vertical difference between two CAD step functions. Calculating the KS-distance between samples two at a time populates a symmetric dissimilarity matrix with positive values and a zero diagonal. IsoplotR implements two algorithms to convert this matrix into an MDS configuration. The first ('classical' or 'metric') approach uses a sequence of basic matrix manipulations developed by Young and Householder (1938) and Torgerson (1952) to achieve a linear fit between the KS-distances and the fitted distances in the MDS configuration. The second, more sophisticated ('nonmetric') approach subjects the input distances to a transformation f prior to fitting a configuration:
where KS i,j is the KS-distance between samples i and j (for 1 i s j n) and d i,j is the 'disparity' (Kruskal and Wish, 1978 ).
Fitting an MDS configuration then involves finding the disparity transformation that maximises the goodness of fit (or minimises the 'stress') between the disparities and the fitted distances. The latter two quantities can also be plotted against each other as a 'Shepard plot'. Additional options and higher order alternatives to these MDS algorithms are provided in a separate R-package called provenance .
Future developments
IsoplotR is, and always will be, a work in progress. The program will continue to evolve because geochronology itself continues to evolve. Future additions may include techniques such as K-Ar, K-Ca, luminescence-and cosmogenic nuclide dating. New approaches to existing methods, such as LAICPMS-based fission track dating or in-situ U-Th-He geochronology may prompt the addition of new input formats or novel approaches to data visualisation. Additional user interfaces are planned to facilitate the integration of IsoplotR with existing workflows in other programming environments. One example of this is the planned development of an IsoplotR4Excel add-in that will aim to provide the same user experience as K. Ludwig's original Isoplot program.
As was discussed in Section 3, rigorous error propagation requires statistical models that keep track of the error correlations between isotopic ratio measurements. The regression algorithms of York (1969) , Ludwig and Titterington (1994) and Ludwig (1998) take into account the covariant data structure that is embedded within each aliquot of a multi-aliquot set of mass spectrometer measurements. But they do not take into account the uncertainty correlations that may exist between aliquots. These correlations can be very significant due to the detector calibrations and fractionation factors that are shared by all measurements made on the same instrument.
For example, showed that error correlations between subsequent heating steps within a 40 Ar/ 39 Ar-age spectrum can be as high as r > 0.9. Ignoring these correlations when calculating isochrons or weighted means results in imprecise and potentially inaccurate dates. The mathematical solution to this problem is fairly straightforward. Ludwig (1998)'s maximum likelihood approach to U-Pb isochron regression with decay constant uncertainties can serve as a template for a generalised approach to linear regression and averaging. This approach would require a new class of input formats in which all the isotopic ratio measurements are assembled into one large covariance structure along with all the parameters and calibration constants. Similar methods have already been implemented in lower level data acquisition and processing software such as Ar-Ar_Redux and U-Pb_Redux/ ET_Redux McLean et al., 2016) . At the moment there is a disconnect between these programs and IsoplotR. Fortunately, both Ar-Ar_Redux and U-Pb_Redux/ ET_Redux are open source software. It is therefore possible to extend their code base with functions to export processed data in a format that can be imported into IsoplotR.
