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Le but de ce projet est d’e´tudier une partie de la the´orie associe´e aux
alge`bres centrales simples et, plus spe´cifiquement, aux groupes de Brauer sur
un corps.
Notre premier objectif sera de de´montrer le the´ore`me de Wedderburn qui
affirme qu’une alge`bre simple de dimension finie est isomorphe a` un anneau
de matrices construit sur un corps gauche (de´termine´ a` isomorphisme pre`s).
De`s lors, le proble`me de la classification des alge`bres simples est re´duit a` la
classification des corps gauches.
Un outil de´veloppe´ en vue de cette classification est le groupe de Brauer
qui de´finit une structure de groupe sur l’ensemble (quotiente´ par une relation
d’e´quivalence) des alge`bres centrales simples.
On pre´sentera une de´finition du groupe de Brauer et on e´tudiera son com-
portement dans le cas d’extensions de corps pour arriver a` une caracte´risation
des alge`bres centrales simples.
Suite a` cela, on pre´sentera une famille particulie`re d’alge`bres : les qua-
ternions. Sur eux, en utilisant des proprie´te´s des formes quadratiques, on
de´montrera une re`gle de calcul dans le groupe de Brauer.
L’e´tude des alge`bres et des modules sera l’objet du chapitre 1. Le chapitre
2 introduira le produit tensoriel d’alge`bres. En l’utilisant, on pourra de´finir
la loi de composition du groupe de Brauer qui sera de´crit dans le chapitre 3,
ou` on poursuivra e´galement l’e´tude des alge`bres.
Pour finir on introduira, dans le chapitre 4, les formes quadratiques et les
quaternions, avant d’e´tablir un lien entre l’e´quivalence d’espaces quadratiques
et d’alge`bres des quaternions. De`s lors, on pourra utiliser des proprie´te´s lie´es




1.1 De´finition. Une alge`bre (associative) sur un corps F , ou F -alge`bre,
est un ensemble non-vide A, muni de trois ope´rations, appele´es addition
(note´e par +), multiplication (note´e par juxtaposition) et multiplica-
tion scalaire (aussi note´e par juxtaposition), qui satisfont les proprie´te´s
suivantes :
(a) A est un espace vectoriel sur F sous l’addition et la multiplication sca-
laire.
(b) A est un anneau sous addition et multiplication, avec identite´.
(c) Si r ∈ F et a, b ∈ A, alors
r(ab) = (ra)b = a(rb).
Une alge`bre est dite de dimension finie si elle est de dimension finie
en tant qu’espace vectoriel. Une alge`bre est dite commutative si A est
un anneau commutatif. Un e´le´ment a ∈ A est dit inversible s’il existe un
e´le´ment b ∈ A pour lequel ab = ba = 1.
Dans notre de´finition, nous avons demande´ que A soit un anneau avec
identite´, une telle alge`bre est appele´e alge`bre unitaire.
1.2 De´finition. Une sous-alge`bre B d’une F -alge`bre A est un sous-
ensemble de A qui soit un sous-anneau de A (avec la meˆme identite´ que
A) et un F -sous-espace vectoriel de A.
1.3 De´finition. Le centre d’une F -alge`bre A est l’ensemble
Z(A) = {a ∈ A | ax = xa pour tout x ∈ A}
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de tous les e´le´ments de A qui commutent avec chaque e´le´ment de A.
Le centre d’une F -alge`bre A est toujours une sous-alge`bre de A. En effet,
Z(A) est un sous-anneau de A comme, pour tout a, b ∈ Z(A), on a
(a) 1 ∈ Z(A) comme 1x = x1 pour tout x ∈ A,
(b) ab ∈ Z(A) comme abx = axb = xab pour tout x ∈ A,
(c) a− b ∈ Z(A) comme
(a− b)x = ax− bx = xa− xb = x(a− b)
pour tout x ∈ A,
et, de plus, Z(A) est un sous-espace vectoriel de A comme il est stable par ad-
dition (argument identique a` (c) ci-dessus) et il est stable par multiplication
scalaire comme, pour tout a ∈ Z(A), x ∈ A et α ∈ F , on a
(αa)x = α(ax) = α(xa) = x(αa),
i.e. (αa) ∈ Z(A).
On remarque que le centre d’une alge`bre n’est jamais trivial comme il
contient toujours une copie de F :
{r1 | r ∈ F} ⊆ Z(A).
En effet, on a vu que 1 ∈ Z(A) et Z(A) est stable par multiplication scalaire.
1.4 De´finition. Une F -alge`bre A est dite F -centrale si son centre est
re´duit a` la copie de F dans A :
Z(A) = {r1 | r ∈ F},
La proposition suivante donne deux autres conditions e´quivalentes pour
qu’une alge`bre soit centrale.
1.5 Proposition. Soit A une alge`bre sur un corps F . Alors les trois condi-
tions suivantes sont e´quivalentes :
(a) A est F -centrale ;
(b) Z(A) ∼= F en tant que F -espaces vectoriels ;
(c) dimF (Z(A)) = 1.
Preuve. La ve´rification est imme´diate. 
Nous n’avons pas demande´ qu’une alge`bre soit commutative, nous devons
donc en tenir compte dans notre de´finition d’ide´al.
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1.6 De´finition. Un ide´al a` gauche d’une alge`bre A est un sous-groupe I
de A pour l’addition, ferme´ sous multiplication a` gauche par des e´le´ments de
A, i.e.
a ∈ A, i ∈ I ⇒ ai ∈ I.
Un ide´al a` droite d’une alge`bre A est un sous-groupe de A pour l’addi-
tion, ferme´ sous multiplication a` droite par des e´le´ments de A.
Un sous-ensemble I de A est appele´ ide´al bilate`re s’il est a` la fois un
ide´al a` gauche et un ide´al a` droite de A.
Un ide´al de A est dit propre s’il est non-nul et diffe´rent de A.
On remarque que si un ide´al (a` gauche ou a` droite) I d’une alge`bre A
contient 1, alors I = A.
1.7 De´finition. Une alge`bre est simple si
(a) Le produit dans A n’est pas trivial, i.e. ab 6= 0 pour au moins une paire
d’e´le´ments a, b ∈ A,
(b) A n’a pas d’ide´al bilate`re propre.
1.8 De´finition. Une alge`bre D sur un corps F est appele´e corps gauche
si 1D 6= 0D et si tout e´le´ment non-nul de D posse`de un inverse multiplicatif.
Nous avons de´ja` vu que le centre Z(D) d’une alge`bre est un sous-anneau
de D. Dans le cas d’un corps gauche, il s’agit en fait d’un corps. En effet,
comme le centre d’une alge`bre est toujours commutatif, il nous suffit de
montrer que Z(D) est stable par passage a` l’inverse pour conclure. Soit donc
a ∈ Z(D) ayant pour inverse a−1 dans D et soit x ∈ D : on a que ax = xa
implique a−1(ax)a−1 = a−1(xa)a−1, i.e. xa−1 = a−1x, et donc a−1 ∈ Z(D).
Une deuxie`me proprie´te´ inte´ressante des corps gauches est qu’ils sont
toujours simples. En effet, si I est un ide´al bilate`re non-ze´ro d’un corps
gauche D, alors on peut choisir un e´le´ment inversible a dans I et on a, par
de´finition des ide´aux bilate`res, que 1 = a−1a ∈ I, d’ou` on conclut directement
que I = D, i.e. D n’a pas d’ide´al bilate`re propre.
1.9 De´finition. Soit R un anneau avec identite´. Un R-module a` gauche
(ou module a` gauche sur R) est un ensemble non-vide M , muni de deux
ope´rations. La premie`re ope´ration, appele´e addition (note´e par +), assigne a`
chaque couple (u, v) ∈M×M un e´le´ment u+v ∈M . La deuxie`me ope´ration,
appele´e multiplication scalaire (note´e par juxtaposition), assigne a` chaque
couple (r, v) ∈ R ×M un e´le´ment rv ∈ M . De plus, les proprie´te´s suivantes
sont satisfaites :
(a) M est un groupe abe´lien pour l’addition.
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(b) Pour tout r, s ∈ R et u, v ∈M on a
r(u+ v) = ru+ rv,
(r + s)u = ru+ su,
(rs)u = r(su),
1u = u.
L’anneau R est appele´ anneau de base deM et ses e´le´ments sont appele´s
scalaires.
La de´finition d’un R-module a` droite est similaire a` celle d’un R-module
a` gauche, a` la diffe´rence que l’anneau R n’agit plus a` gauche sur M , mais a`
droite.
Un ensemble M est appele´ module bilate`re sur R s’il est a` la fois un
module a` gauche sur R et un module a` droite sur R.
Un espace vectoriel est un type particulier de module : un module avec
un corps comme anneau de base.
On peut toujours construire un R-module a` gauche sur un ide´al a` gauche
I d’un anneau R (avec identite´). En effet, I est alors un groupe abe´lien pour
l’addition, et comme I est un ide´al a` gauche, il est ferme´ par multiplication
a` gauche par un e´le´ment de R, i.e. par multiplication scalaire a` gauche. Les
autres conditions de la de´finition de module a` gauche de´coulent directement
du fait que R est un anneau. Une construction similaire permet de mettre
une structure de module a` droite sur un ide´al a` droite et de module bilate`re
sur un ide´al bilate`re.
1.10 De´finition. Soit M un R-module a` gauche. Un sous-ensemble B de
M est une base s’il est line´airement inde´pendant et s’il engendre M par
combinaisons line´aires. Un R-module a` gauche M est dit libre si M = {0}
ou si M a une base. Si B est une base de M , on dit que M est libre sur B.
Similairement, on de´finit la base d’un R-module a` droite.
Comme pour les espaces vectoriels, on peut facilement voir que la
repre´sentation d’un vecteur v dans un R-module (a` gauche ou a` droite) libre
sur une base B est essentiellement unique (c’est-a`-dire unique modulo une
permutation de l’ordre des termes dans une combinaison line´aire des vecteurs
de base).
De plus, toujours de manie`re similaire au cas des espaces vectoriels, on
peut de´finir un ope´rateur line´aire sur un R-module (a` gauche ou a` droite)
libre simplement en assignant une valeur arbitraire a` chaque e´le´ment d’une
base. En effet, si M et N sont deux R-modules (disons a` gauche) ou` M
est libre sur la base B = {bi | i ∈ I}. Alors on peut de´finir un unique R-
ope´rateur τ : M → N en spe´cifiant les valeurs des τbi arbitrairement pour
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tous les bi ∈ B et en e´tendant τ sur M par line´arite´, i.e. pour tout a1, . . . , an
dans R et i1, . . . , in dans I
τ(a1bi1 + · · ·+ anbin) = a1τbi1 + · · ·+ anτbin .
Module sur un Corps Gauche
Une condition suffisante pour qu’un module (a` gauche ou a` droite) de
ge´ne´ration finie soit libre est que son anneau de base soit un corps gauche.
Nous allons le voir avec le lemme suivant.
1.11 Lemme de de´pendance line´aire. Soit M un module (a` gauche ou
a` droite) de ge´ne´ration finie sur un corps gauche D. Si la liste (v1, . . . , vm)
d’e´le´ments de M est line´airement de´pendante et si v1 6= 0, alors il existe
j ∈ {2, . . . ,m} tel que
(a) vj ∈ span(v1, . . . , vj−1) ;
(b) on peut enlever le je`me terme de la liste (v1, . . . , vm) sans changer le span
de la liste.
Preuve. (tire´e de [1, p. 25]) Nous construisons la preuve dans la cas d’un
module a` gauche. Comme la liste (v1, . . . , vm) est line´airement de´pendante,
il existe des scalaires a1, . . . , an ∈ D pas tous ze´ro dans R tels que
a1v1 + · · ·+ anvn = 0.
Comme le module est sur un corps gauche, si a1v1 = 0 et a1 6= 0, on a
v1 = 1v1 = a
−1
1 a1v1 = 0, ce qui contredit notre hypothe`se sur v1. On a donc
force´ment qu’au moins un facteur parmi a2, . . . , an n’est pas ze´ro.
Soit j ∈ {2, . . . , n} l’indice maximal tel que aj 6= 0. Ainsi,
(1.12) vj = a
−1
j a1v1 + · · ·+ a−1j aj−1vj−1,
ce qui montre la premie`re partie.
Pour voir (b), supposons que u ∈ span(v1, . . . , vn). Alors, il existe des
scalaires b1, . . . , bn tels que
u = b1v1 + · · ·+ bnvn.
Dans cette e´quation, nous pouvons remplacer vj par son expression dans
(1.12), ce qui montre que le span de la liste prive´e de vj reste inchange´. 
Le lemme montre qu’on peut toujours construire une base dans un mo-
dule (a` gauche ou a` droite) de ge´ne´ration finie sur un corps gauche : on part
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d’une liste de vecteurs engendrant le module, puis en utilisant le lemme suc-
cessivement, on obtient une suite de listes engendrant le module de longueur
de´croissante. Le processus s’arreˆte quand on trouve une liste line´airement
inde´pendante, qui est alors une base du module.
On a ainsi le corollaire :
1.13 Corollaire. Tout module (a` gauche ou a` droite) de ge´ne´ration finie
sur un corps gauche est libre.
Une deuxie`me proprie´te´ inte´ressante d’un module de ge´ne´ration finie sur
un corps gauche est que toutes ses bases ont la meˆme longueur. Pour le voir,
il nous faut le the´ore`me suivant.
1.14 The´ore`me. Si M est un module (a` gauche ou a` droite) de ge´ne´ration
finie sur un corps gauche D, alors la longueur de chaque liste finie de vecteurs
engendrant M est au moins la longueur de chaque liste finie de vecteurs
line´airement inde´pendants.
Preuve. (tire´e de [1, p. 25-26]) Soit (u1, . . . , um) une liste de vecteurs de
M line´airement inde´pendants et soit (w1, . . . , wn) une liste engendrant M . Il
nous faut voir que m ≤ n. Nous allons le faire a` travers le processus suivant :
E´tape 1
La liste (w1, . . . , wn) engendre M ; ainsi, lui adjoindre un vecteur pro-
duit une liste line´airement de´pendante. En particulier, la liste
(u1, w1, . . . , wn)
est line´airement de´pendante. Ainsi, par le lemme de de´pendance
line´aire, on peut enlever un wi de cette liste sans changer son span.
On obtient une nouvelle liste B de longueur n contenant u1 et engen-
drant M .
E´tape j
La liste B de l’e´tape j− 1 engendre M ; ainsi, lui adjoindre un vecteur
produit une liste line´airement de´pendante. En particulier, la liste de
longueur (n+ 1) obtenue en ajoutant uj a` B (en le plac¸ant juste apre`s
u1, . . . , uj−1) est line´airement de´pendante. Par le lemme de de´pendance
line´aire, un des vecteurs de la nouvelle liste est alors dans le span des
pre´ce´dents, et, comme (u1, . . . , uj) est line´airement inde´pendante par
hypothe`se, ce vecteur doit eˆtre l’un des wi. On peut donc enlever un
des wi de la liste B pour obtenir une nouvelle liste B (de longueur n),
contenant u1, . . . , uj et le reste des wi, et qui engendre toujours M .
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Apre`s m e´tapes, nous avons ajoute´ tous les ui a` la liste et le processus
s’arreˆte. Si, a` n’importe quelle e´tape, nous n’avions plus eu de wi a` enlever
de la liste, alors nous aurions obtenu une contradiction. Ainsi, il doit y avoir
au moins autant de wi que de ui. 
On remarque que si, dans le the´ore`me, la liste (ui) ⊆ M de vecteurs
line´airement inde´pendants avait e´te´ de taille infinie, alors un raisonnement
similaire a` celui du the´ore`me aurait produit une contradiction. Ainsi, dans
M , toute liste de vecteurs line´airement inde´pendants est finie.
Du the´ore`me, on de´duit que toutes les bases d’un module M (a` gauche ou
a` droite) de ge´ne´ration finie sur un corps gauche ont meˆme longueur. En ef-
fet, si B1 et B2 sont deux bases de M , alors chaque liste est line´airement
inde´pendante et donc de longueur finie. Ainsi on peut leur appliquer le
the´ore`me : en conside´rant que B1 est line´airement inde´pendante et que B2
engendre M , on a que la longueur de B1 est infe´rieure a` celle de B2 ; en
e´changeant les roˆles de B1 et de B2, on obtient l’ine´galite´ inverse et on peut
conclure. Ceci nous permet de de´finir la dimension d’un module (a` gauche
ou a` droite) de ge´ne´ration finie sur un corps gauche.
1.15 De´finition. La dimension d’un module (a` gauche ou a` droite) de
ge´ne´ration finie sur un corps gauche est la longueur d’une base du module.
Alge`bre de Hamilton
L’alge`bre de Hamilton H est un exemple ce´le`bre de corps gauche.
L’ensembleH, dont les e´le´ments sont appele´s quaternions, est le sous-espace
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On constate que H est clos par multiplication. En effet, pour tout
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qui a la forme des e´le´ments de H de´crite ci-avant.
Ainsi, si on munit H de l’addition, de la multiplication scalaire et de
la multiplication standards de M2(C) (vu comme un R-espace vectoriel), H
devient un corps gauche ; et, comme tout corps gauche est simple, il est, avec
cette structure, simple.
Comme les e´le´ments de H s’e´crivent tous comme une combinaison line´aire
d’e´le´ments de la base {1, i, j, k}, la multiplication sur H est entie`rement
de´termine´e par la table suivante :
(a) 1x = x1 = x pour tout x ∈ {1, i, j, k},
(b) i2 = j2 = k2 = −1,
(c) ij = k, jk = i, ki = j,
(d) ji = −k, kj = −i, ik = −j.
Une inspection de cette table nous apprend que H n’est pas commutatif,
comme, par exemple, ik = −ki.
Pour de´crire le centre de H, prenons a+ bi+ cj+ dk ∈ Z(H), qui doit, en
particulier, commuter avec tous les e´le´ments de la base {1, i, j, k}. On pose
la condition sur i :
i(a+ bi+ cj + dk) = (a+ bi+ cj + dk)i.
On trouve, en utilisant la table, c = d = 0, et en re´e´crivant la condition avec
j, on conclut que le centre de H est re´duit a` la copie de R dans H
Z(H) = R1.
Le corps-gauche H est donc R-central.
Notons pour finir que l’on peut assimiler H a` R4 comme H est un R-espace
vectoriel de dimension 4.
1.16 Remarque. On verra, dans le chaptitre 4, une de´finition plus ge´ne´rale
des quaternions.
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Alge`bre des Matrices sur un Corps Gauche
1.17 Notations. Soit R un anneau unitaire et n ≥ 1. On de´finit la matrice
Eij ∈Mn(R) pour i, j = 1, . . . , n par
(Eij)ij = 1 et (Eij)kl = 0, pour tout (k, l) 6= (i, j).
On de´finit aussi la matrice Ei ∈Mn(R) pour i = 1, . . . , n par
Ei = Eii.
1.18 Proprie´te´s. Soit A ∈Mn(R) (avec n ≥ 1) une matrice construite sur
un anneau unitaire R. On a alors
(a) pour i, j = 1, . . . , n
(Ei · A)kl =
{
Akl si k = i,
0 sinon,
et (A · Ej)kl =
{
Akl si l = j,
0 sinon.
Ainsi, multiplier a` gauche par Ei revient a` se´lectionner la i
e`me ligne, et
multiplier a` droite par Ej revient a` se´lectionner la j
e`me colonne.
(b) pour a, b, c = 1, . . . , n
Eab · Ebc = Eac.
Preuve. La ve´rification est une routine. 
1.19 Proposition. Soit D un corps gauche sur un corps F . La F -alge`bre
Mn(D) est simple pour tout n ≥ 1.
Preuve. Soit A ∈Mn(D). Avec les notations de (1.17) et la partie (a) de
(1.18), on a que pour i, j = 1, . . . , n
(Ei · A · Ej)kl =
{
Akl si (k, l) = (i, j),
0 sinon.
Ainsi, si Aij 6= 0,
(1.20) (A−1ij 1n) · (Ei · A · Ej) = Eij
11
Soit I un ide´al bilate`re non-ze´ro de Mn(D). Il existe A ∈ I avec un couple
d’indices i, j tels que Aij 6= 0. En utilisant (1.20), on a que Eij ∈ I. De ceci
(et en utilisant la partie (b) de (1.18)) on de´duit que Ekl ∈ I pour tout couple
k, l d’indices.
Ainsi, I contient la base de Mn(D) (vu comme D-module)
{Ekl | k, l ∈ {1, . . . n}} .
De plus, I est stable par multiplication “scalaire” par un e´le´ment de D
comme, pour M ∈ I et λ ∈ D,
(λ1n)M ∈ I ;
on note enfin que I est stable par addition (car I est un sous-groupe de
Mn(D)). On peut donc conclure que I = M , comme voulu. 
1.21 Proposition. Soit D un corps gauche sur un corps F , et n ≥ 1. Alors
(a) l’inclusion
Φ : Z(D) −→ Z(Mn(D)), x 7−→ x1n,
est surjective ;
(b) si D est F -central, alors Mn(D) est aussi F -central.
Preuve. Partie (a) : Il est clair que
(1.22) {λ1n | λ ∈ Z(D)} ⊆ Z(Mn(D)).
Si nous montrons qu’il y a e´galite´ dans (1.22), alors nous aurons que Φ est
surjective.
Choisissons une matrice m ∈ Z(Mn(D)) quelconque et essayons de trou-
ver des conditions sur sa forme.
Premie`rement, il faut que m commute avec tous les Ei de´finis en (1.17),
or l’e´quation Ei ·m = m · Ei se traduit par








0 0 · · · 0
 =

0 · · · m1i · · · 0




0 · · · mni · · · 0
 .
Ainsi m est une matrice diagonale.
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Notons par z la matrice deMn(D) compose´e uniquement de 1, i.e. (z)ij =
1 pour tout i, j = 1, . . . , n. On doit avoir z ·m = m · z, c’est-a`-dire
m11 m22 · · · mnn




m11 m22 · · · mnn
 =

m11 m11 . . . m11




mnn mnn . . . mnn
 .
Ainsi, tous les mii sont e´gaux, i.e. m est de la forme λ1n pour un certain
λ ∈ D. Nous voulons pouvoir restreindre λ a` Z(D).
Si λ 6∈ Z(D), alors il existe µ ∈ D tel que λµ 6= µλ, et on a m · (µ1n) 6=
(µ1n) ·m, ce qui contredit m ∈ Z(Mn(D)). Ainsi λ ∈ Z(D), ce qui finit de
montrer qu’il y a e´galite´ dans (1.22). On conclut que Φ est surjective.
Partie (b) : Si D est F -central, alors par (a)
Z(Mn(D)) = Φ(Z(D)) = Φ(F1) = (F1)1n = F1n ;
le centre de Mn(D) est donc re´duit a` la copie de F dans Mn(D), on ainsi que
Mn(D) est F -centrale, comme voulu. 
Lemme de Schur
1.23 De´finition. Soient A une alge`bre sur un corps F et M un A-module a`
gauche. On dit que M est simple si {0} et M sont les seuls A-sous-modules
a` gauche de M .
1.24 Proposition. Soient A une alge`bre sur un corps F , M1, M2 deux
A-modules a` gauche et ϕ : M1 −→ M2 un homomorphisme de A-modules.
Alors
(a) ϕ(M1) est un A-sous-module de M2 ;
(b) Si M1 et M2 sont simples et que ϕ 6= 0, alors ϕ est bijective.
Preuve. La partie (a) de´coule de ϕ homomorphisme de A-modules. Pour
la partie (b), on commence par remarquer que ϕ est surjective ; en effet, le
point (a) implique que
ϕ(M1) = {0} ou M2,
et on a suppose´ que ϕ 6= 0. Pour voir l’injectivite´ de ϕ on suppose qu’il existe
x ∈ M1 \ {0} tel que ϕ(x) = 0. Comme Ax est un A-sous module de M1 et
que M1 est simple, on a Ax = M1. Ainsi
ϕ(M1) = ϕ(Ax) = Aϕ(x) = {0} ;
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ce qui contredit ϕ 6= 0. On a donc Ker(ϕ) = {0}, i.e. ϕ est injective. 
1.25 De´finition. Soient A une alge`bre sur un corps F et M un A-module
a` gauche. On note
EndA(M) := {ϕ : M →M | ϕ endomorphisme de A-modules a` gauche}.
l’ensemble des endomorphismes de A-modules a` gauche sur M . On munit
cet ensemble d’une structure de F -alge`bre en de´finissant, pour tout ϕ, ψ ∈
EndA(M), m ∈M et λ ∈ F , l’addition par
(ϕ+ ψ)(m) := ϕ(m) + ψ(m),
la multiplication par
(ϕ ◦ ψ)(m) := ϕ(ψ(m)),
et la multiplication scalaire par
(λϕ)(v) := λ(ϕ(v)).
1.26 Lemme de Schur. Soient A une alge`bre sur un corps F et M un
A-module a` gauche simple. Alors EndA(M) est un corps gauche.
Preuve. On applique la partie (b) de (1.24). 
1.27 Proposition. Soit D un corps gauche sur un corps F et A = Mn(D)
(n ≥ 1) l’anneau des matrices n × n construit sur D. On de´finit, pour k ∈
{1, . . . , n},
Lk := {(aij)i,j=1,...,n ∈ A | aij = 0 pour tout j 6= k} ⊆ A.
Alors
(a) Lk est un A-module a` gauche simple ;
(b) Si M est un A-module a` gauche simple non-ze´ro, alors M est isomorphe
a` Ll pour un l ∈ {1, . . . , n}.
Preuve. Partie (a) : On peut ve´rifier que Lk est un ide´al a` gauche de A,
Lk est donc un A-module a` gauche. Pour voir que Lk est simple, choisissons
un e´le´ment non-ze´ro z d’un A-sous-module a` gauche non-ze´ro L′ de Lk. On
a qu’il existe un indice i tel que zik 6= 0 ; et ainsi, en utilisant les notations
de (1.17) et la partie (a) de (1.18),
(z−1ik 1n) · Ei · z = Eik;
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d’ou` Eik ∈ L′, et comme en sait (partie (b) de (1.18)) que pour tout a ∈
{1, . . . , n}
Eai · Eik = Eak,
on a que la base de Lk
{Eak | a ∈ {1, . . . , n}}
est dans L′, i.e. L′ = Lk.
Partie (b) : On remarque que A =
∑n
k=1 Lk et que {0} 6= M = AM , ainsi










Il existe donc un indice l tel que LlM 6= {0}. On peut ainsi trouver un
couple (l,m) avec l un indice et m ∈ M tels que Llm 6= {0}. On de´finit
l’homomorphisme de A-modules de multiplication a` droite par m
rm : Ll −→M, x 7−→ xm ;
par la partie (b) de (1.24), on a que rm est un isomorphisme. 
Alge`bres Oppose´es
1.28 De´finition. Soit (A,+, ·) une alge`bre sur un corps F . On de´finit son
alge`bre oppose´e (Aop,+, ·op) par
(Aop,+) := (A,+),
et par
a ·op b := b · a pour tout a, b ∈ Aop.
1.29 Proposition. Soit F un corps. Soit M un module a` gauche sur un
F -corps gauche D, tel que dimD(M) = n < ∞. Alors on a l’isomorphisme
de F -alge`bres
EndD(M) ∼= Mn(Dop).
Preuve. Soit B = {m1, . . . ,mn} ⊆ M une base de M . On de´finit un
isomorphisme (de D-modules a` gauche) qui associe a` tout vecteur de M ses
composantes dans B
[ . ]B : M −→ Dn∑n
k=1 xkmk 7−→ [x]B = (x1, . . . , xk).
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On peut alors de´finir
Ψ : EndD(M) −→ Mn(Dop)






Comme le choix des images dans M des e´le´ments d’une base de M permet
de de´finir un endomorphisme (de D-module a` gauche) de M , et ce de manie`re
unique, on a la bijectivite´ de Ψ.
Comme [ . ]B et ( . )i (pour i = 1, . . . , n) sont deux homomorphismes de
D-modules, on de´duit que Ψ est additive et F -homoge`ne.
On constate encore que Ψ(IdM) = 1n. Il nous reste a` voir que, pour ϕ, ξ
dans EndD(M), on a
(1.30) Ψ(ϕ ◦ ξ) = Ψ(ϕ) ·Ψ(ξ)
pour pouvoir conclure que Ψ est bien un isomorphisme de F -alge`bres.










(Ψ(ϕ))ij = ([ϕ(mj)]B)i = aij, et
(Ψ(ξ))ij = ([ξ(mj)]B)i = bij.




































De (1.31) et (1.32), on conclut a` (1.30), comme voulu. 
1.33 Proposition. Soit D un corps gauche sur un corps F , et soit n ≥ 1.
On note A := Mn(D). Alors






∣∣∣∣∣∣∣ d1, . . . , dn ∈ D

est simple ;
(b) il existe un isomorphisme de F -alge`bres
Dop ∼= EndA(Dn).
Preuve. Partie (a) : Soit k ∈ {1, . . . , n}. Il est clair, avec les notations de
(1.27), que Lk ∼= Dn en tant que A-modules a` gauche. Ainsi, comme par la
partie (a) de (1.27), Lk est simple, on a que D
n est simple.
Partie (b) : A` tout d ∈ Dop, on associe l’endomorphisme de A-modules a`












Nous allons voir que
Φ : Dop −→ EndA(Dn), d 7−→ rd
est l’isomorphisme de F -alge`bres que nous cherchons.
(i) Φ homomorphisme de F -alge`bres : soit e, d ∈ Dop, λ ∈ F et x ∈ Dn.
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On calcule
Φ(d+ e)(x) = rd+e(x) = x(d+ e) = xd+ xe = rd(x) + re(x)
= (rd + re)(x) = (Φ(d) + Φ(e))(x),
Φ(λd)(x) = rλd(x) = x(λd) = λ(xd) = λ(rd(x))
= (λrd)(x) = (λΦ(d))(x),
Φ(d ·op e)(x) = rd·ope(x) = x(d ·op e) = x(ed) = (xe)d = rd(xe)
= rd(re(x)) = (rd ◦ re)(x) = (Φ(d) ◦ Φ(e))(x).
(ii) Φ injective : comme Φ(1) = IdDn 6= 0, on a Φ 6= 0. Or Dop est une
F -alge`bre simple (comme un corps gauche est toujours simple). Ainsi,
Ker(Φ) = Dop ou {0},
et comme on vient de voir que Φ 6= 0, on a Ker(Φ) = {0}, i.e. Φ est
injective.
(iii) Φ surjective : soit {e1, . . . , en} la base standard de Dn en tant que D-
module et soit f ∈ EndA(Dn) quelconque. On remarque que pour tout
d ∈ D et x ∈ Dn, on a
f(dx) = f((d1n)x) = (d1n)f(x) = df(x),
i.e. f est aussi un endomorphisme de D-modules a` gauche.
On peut trouver des scalaires d1, . . . , dn ∈ D tels que
f(e1) = e1d1 + · · ·+ endn.
Ainsi, en utilisant les Eij de´finis en (1.17), on a que pour tout vecteur
v =
∑n














λiEi1(e1d1 + · · ·+ endn).









Si A est une alge`bre sur un corps F et si M est un A-module a` gauche,
alors on peut e´quiper M d’une structure de module a` gauche sur l’anneau de
base E := EndA(M) en de´finissant la multiplication scalaire par
ϕ ·m := ϕ(m), pour ϕ ∈ EndA(M) et m ∈M.
1.34 Lemme. Soit A une alge`bre sur un corps F et M un A-module a`
gauche. Alors la multiplication a` gauche de´finie pour a ∈ A par
la : M −→M, m 7−→ am
est un endomorphisme de E-modules a` gauche.
Preuve. Soit m,n ∈M et ϕ ∈ EndA(M). On calcule
la(m+ n) = a(m+ n) = am+ an = la(m) + la(n),
la(ϕ ·m) = a(ϕ ·m) = a(ϕ(m)) = ϕ(am) = ϕ · (am) = ϕ · la(m).

1.35 Lemme. Soit A une alge`bre sur un corps F et M un A-module a`
gauche. Alors l’application
λM : A −→ EndE(M), a 7−→ la
est un homomorphisme de F -alge`bres.
Preuve. Soit a, b ∈ A, m ∈M et µ ∈ F . On calcule
λM(a+ b)(m) = la+b(m) = (a+ b)m = am+ bm
= (la + lb)(m) = (λM(a) + λM(b))(m),
λM(µa)(m) = lµa(m) = (µa)m = µ(am) = µla(m) = (µλM(a))(m),
λM(ab)(m) = lab(m) = (ab)m = a(lb(m)) = la(lb(m))
= (la ◦ lb)(m) = (λM(a) ◦ λM(b))(m).

1.36 Lemme de Rieffel. Soit A une alge`bre simple sur un corps F et L
un ide´al a` gauche de A non-ze´ro. En e´crivant E := EndA(L) et en de´finissant
λL similairement a` (1.35) par
λL : A −→ EndE(L), a 7−→ la
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avec
la : L −→ L, x 7−→ ax,
alors on a que λL est un isomorphisme de F -alge`bres.
Preuve. Injectivite´ : le noyau de l’homomorphisme de F -alge`bres λL est
un ide´al bilate`re de A, ainsi
Ker(λL) = {0} ou A,
il nous suffit donc de voir que λL 6= 0 pour avoir son injectivite´. On remarque
que λL(1) = l1 = IdL 6= 0, comme L 6= (0).
Surjectivite´ : soit x ∈ L quelconque. On commence par de´finir l’endor-
mophisme de A-module a` gauche de multiplication a` droite
rx : L −→ L y 7−→ yx.
On a rx ∈ E. On va utiliser ce fait pour voir que λL(L) est un ide´al a`
gauche de EndE(L). Comme nous savons de´ja` que λL(L) est un sous-groupe
de EndE(L) comme il est l’image d’un groupe par un homomorphisme de
F -alge`bres, il nous suffit de voir qu’il est stable par multiplication a` gauche
par les e´le´ments de EndE(L), i.e. on choisit ϕ ∈ EndE(L) et l ∈ L et on veut
montrer que ϕ ◦ λL(l) ∈ λL(L). Soit x ∈ L, on calcule
(ϕ ◦ λL(l))(x) = ϕ(λL(l)(x)) = ϕ(lx) = ϕ(rx · l)
= rx · ϕ(l) = ϕ(l)x = λL(ϕ(l))(x),







∣∣∣∣∣ n ≥ 1 et (li, ai) ∈ L× A pour i = 1, . . . , n
}
est un ide´al bilate`re non-ze´ro de A, on a LA = A (comme A est simple).
Ainsi, il est possible d’e´crire 1 =
∑n
i=1 liai, pour un certain entier n ≥ 1 et
une liste de couples (li, ai)i=1,...,n ⊆ L × A. Soit maintenant ϕ ∈ EndE(L)
quelconque, on a que pour tout x ∈ L





































et ainsi, ϕ ∈ λL(LA) = λL(A), ce qui montre la surjectivite´ de λL. 
The´ore`me de Wedderburn
1.37 Lemme. Soit A une alge`bre de dimension finie sur un corps F . Alors
il existe un ide´al a` gauche L ⊆ A minimal (non-ze´ro).
Preuve. Si A n’a pas d’ide´al a` gauche propre, il n’y a rien a` faire. En effet,
A est un ide´al a` gauche de A.
Conside´rons l’autre cas, i.e. A posse`de un ide´al a` gauche propre L1.
Comme L1 est, en particulier, un F -sous-espace vectoriel propre de A, on
a dimF (L1) < dimF (A). Si L1 ne contient aucun sous-ide´al a` gauche non-
trivial de A, alors on s’arreˆte. Sinon, il existe un ide´al a` gauche L2 de A
avec
{0} ⊂ L2 ⊂ L1 ⊂ A,
ou` toutes les inclusions sont strictes, i.e.
0 < dimF (L2) < dimF (L1) < dimF (A) ;
ainsi, a` chaque nouvelle e´tape, la dimension de l’ide´al a` gauche Li diminue.
Le processus va donc s’arreˆter apre`s un nombre d’e´tapes borne´ par dimF (A),
et on obtient alors un ide´al a` gauche de A minimal. 
1.38 Lemme. Soit A et B deux alge`bres sur un corps F . S’il existe un
isomorphisme de F -alge`bres
pi : A −→ B
et si LA est un ide´al a` gauche de A. Alors LB := pi(LA) est un ide´al a` gauche




Ψ : EndA(LA) −→ EndB(LB)
ϕ 7−→ Ψ(ϕ) = pi ◦ ϕ ◦ pi−1.
On ve´rifie que Ψ est bien de´finie, i.e. que pour ϕ ∈ EndA(LA), on a
pi ◦ ϕ ◦ pi−1 ∈ EndB(LB).
On ve´rifie de plus que Ψ est un homomorphisme de F -alge`bres.
Pour voir que Ψ est injective, choisissons ϕ dans EndA(LA) tel que Ψ(ϕ) =
0. Pour tout x ∈ LB, on a
pi(ϕ(pi−1(x))) = 0
et donc ϕ(pi−1(x)) = 0. Or pi−1(LB) = LA. Ainsi on a ϕ = 0.
Pour voir la surjectivite´ de Ψ, on remarque que si γ ∈ EndB(LB), alors
Ψ(pi−1 ◦ γ ◦ pi) = pi ◦ pi−1 ◦ γ ◦ pi ◦ pi−1 = γ.

1.39 Lemme. Soit A une alge`bre sur un corps F et M1, M2 deux A-modules
a` gauche.
Si M1 et M2 sont isomorphes en tant que A-modules a` gauche, alors on
a l’isomorphisme de F -alge`bres suivant
EndA(M1) ∼= EndA(M2).
Preuve. On de´finit un isomorphisme Ψ de la meˆme manie`re que dans la
preuve de (1.38). 
1.40 The´ore`me de Wedderburn. Soit A une alge`bre simple de dimension
finie sur un corps F . Alors il existe un entier n ≥ 1 et un corps gauche D sur
F tels qu’il existe un isomorphisme de F -alge`bres
A ∼= Mn(D).
De plus, n est unique et D est unique a` isomorphisme de F -alge`bres pre`s.
Preuve. Existence : On commence par appliquer le lemme (1.37) pour
avoir un ide´al a` gauche L ⊆ A minimal.
Comme A est une alge`bre simple et que L est ide´al a` gauche non-trivial,
on a par le lemme de Rieffel (1.36)
(1.41) A ∼= EndEndA(L)(L)
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en tant que F -alge`bres.
En tant que A-module a` gauche, L ne peut par avoir de sous-A-module
a` gauche non-trivial, car cela contredirait sa minimalite´. Ainsi L est un A-
module a` gauche simple. En appliquant le lemme de Schur (1.26), on a que
EndA(L) est un corps gauche.




en tant que F -alge`bres.
En combinant les e´quations (1.41) et (1.42), on a les isomorphismes de
F -alge`bres
A ∼= EndEndA(L) ∼= Mn(EndA(L)op).
et EndA(L)
op est un corps gauche, comme nous avons vu ci-dessus que
EndA(L) l’est.
Unicite´ : Soient n,m ≥ 1 deux entiers et E,D deux corps gauches tels
qu’on ait les isomorphismes de F -alge`bres suivant
Mn(D) ∼= A ∼= Mm(E).
Soit pi : Mn(D) −→ Mm(E) un isomorphisme de F -alge`bres. On choisit
LD un ide´al minimal de Mn(D) (son existence est assure´e par (1.37)).
On pose LE := pi(LD), qui est un ide´al a` gauche minimal de Mm(E). En
effet, LE est un ide´al a` gauche car c’est l’image par pi d’un ide´al a` gauche
et LE est minimal car s’il existait un ide´al a` gauche non-trivial de Mm(E)
contenu dans LE, alors pi
−1 de cet ide´al serait un ide´al a` gauche non-trivial
de Mn(D) contenu dans LD, ce qui contredirait la minimalite´ de LD.








La premie`re ligne de´coule de (1.38).
Pour avoir l’isomorphisme avec la deuxie`me ligne, on remarque que
comme LD est un Mn(D)-module a` gauche simple non-trivial, on a par la
partie (b) de (1.27) que LD est isomorphe a` D
n en tant que Mn(D)-module.




On proce`de de meˆme pour la partie de droite.
Pour avoir l’isomorphisme avec la troisie`me ligne, on applique la partie
(b) de (1.33).
On de´duit du diagramme l’isomorphisme de F -alge`bres
(1.43) E ∼= D.







Comme LE = pi(LD), on a que LE ∼= LD en tant que F -espaces vectoriels,
d’ou` la premie`re ligne.
On a vu plus haut que LD est isomorphe a` D
n en tant que Mn(D)-
module (et donc aussi en tant que F -espaces vectoriels), et comme par un
raisonnement similaire, on a que LE est isomorphe a` E
m en tant que F -
espaces vectoriels, on peut passer a` la deuxie`me ligne.
Par (1.43), on a En ∼= Dn en tant que F -espaces vectoriels, d’ou` la
troisie`me ligne.
On a donc l’isomorphisme de F -espaces vectoriels
En ∼= Em,




2.1 De´finition. Soit V un espace vectoriel sur un corps F . On de´finit
F V := {f : V → F | f(v) = 0 pour presque tout v ∈ V }.
On peut e´quiper F V d’une structure d’espace vectoriel en de´finissant
(f + g)(v) := f(v) + g(v)
et
(λf)(v) := λf(v)
pour f, g ∈ F V et λ ∈ F .
Une base naturelle de F V est {fv | v ∈ V } ou` fv est de´fini par
fv : V −→ F, w 7−→
{
1 si w = v,
0 sinon.
En effet, les fv sont line´airement inde´pendants : s’il existe un sous-
ensemble I ⊆ V de cardinalite´ finie et des facteurs (λv)v∈I ⊆ F tels que∑




(w) = 0, i.e.
λw = 0, d’ou` on conclut a` l’inde´pendance line´aire.
Pour voir que les fv engendrent F
V , on choisit un f ∈ F V quelconque.
Par de´finition de F V , il existe un ensemble J ∈ V de cardinalite´ finie et des
scalaires (µv)v∈J ⊆ F tels que pour w ∈ V
f(w) =
{
µw si w ∈ J,
0 sinon.
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les fv engendrent donc F
V , ce qui finit de montrer qu’ils sont une base F V .
Comme les deux ensembles V et {fv | v ∈ V } sont mis en bijection par
l’application qui a` v ∈ V associe la fonction fv de F V correspondante, on
e´crira simplement v a` la place de fv par la suite.
2.3 De´finition. Soient V et W deux espaces vectoriels sur un corps F , soit
R ⊆ F V×W le F -sous-espace vectoriel engendre´ par les e´le´ments de la forme
(2.4)
(λv + µv′, w)− λ(v, w)− µ(v′, w), et
(v, λw + µw′)− λ(v, w)− µ(v, w′),
avec v, v′ ∈ V , w,w′ ∈ W et λ, µ ∈ F . On de´finit le produit tensoriel de
V et de W comme
V ⊗F W := F V×W/R.
On de´finit aussi
v ⊗ w := (v, w) +R.
2.5 Proprie´te´s. Soient V , W , F et R comme dans la de´finition. Pour
v, v′ ∈ V , w,w′ ∈ W , λ ∈ F , on a
(a) (v + v′)⊗ w = v ⊗ w + v′ ⊗ w,
(b) v ⊗ (w + w′) = v ⊗ w + v ⊗ w′,
(c) λ(v ⊗ w) = (λv)⊗ w = v ⊗ (λw),
(d) l’e´le´ment neutre pour l’addition dans V ⊗F W est (0, 0) +R.
Preuve. Pour (a), on fait un calcul direct :
(v + v′)⊗ w = (v + v′, w) +R
= (v + v′, w)− ((v + v′, w)− (v, w)− (v′, w)) +R
= (v, w) + (v′, w) +R
= v ⊗ w + v′ ⊗ w.
La ve´rification de (b) est similaire a` celle de (a).
Pour (c), on a que
λ(v ⊗ w) = λ((v, w) +R) = λ(v, w) +R
= λ(v, w) + (λv + 0 · 0, w)− λ(v, w)− 0(0, w) +R
= (λv, w) +R,
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et on proce`de de meˆme pour la deuxie`me e´galite´.
Pour (d), on commence par choisir z +R ∈ V ⊗F W . Alors on a que
(z +R) + ((0, 0) +R) = (z + (0, 0)) +R
= (z + (0, 0) + (0 + 0, 0)− (0, 0)− (0, 0)) +R
= z +R.

Soit z ∈ V ⊗F W . On sait qu’il existe z′ ∈ F V×W tel que z = z′ + R. En
(2.2), on a vu qu’il existe une liste finie de couples (vi, wi)i=1,...,n ⊆ V ×W et























et donc tout e´le´ment de V ⊗FW peut s’e´crire comme une somme de produits
tensoriels d’e´le´ments de V et de W .
Proprie´te´ Universelle
2.6 Proprie´te´ universelle du produit tensoriel. Soient V , W et U trois
espaces vectoriels sur un corps F . On de´finit
t : V ×W −→ V ⊗F W, (v, w) 7−→ v ⊗ w.
et soit b : V ×W → U une forme biline´aire.
Alors, il existe une unique forme line´aire β : V ⊗FW → U avec β(v⊗w) =
b(v, w), c’est-a`-dire telle que le diagramme
















Preuve. L’unicite´ de β est imme´diate, comme, pour tout z ∈ V ⊗W , on
a vu qu’il existait un nombre fini de couples (vi, wi)i=1,...,n ⊆ V ×W tels que
z =
∑n














qui est de´termine´ de manie`re unique.
Pour voir l’existence de β, commenc¸ons par de´finir une forme line´aire
b′ : F V×W → U . Soit x ∈ F V×W , alors on sait qu’il existe une liste finie de
couples (vi, wi)i=1,...,n ⊆ V ×W et des scalaires (λi)i=1,...,n ⊆ F tels que x
s’e´crit de manie`re unique comme x =
∑n





On ve´rifie que pour tous les e´le´ments de la forme de (2.4), b′ vaut ze´ro.
Ainsi, deux fonctions de F V×W dont la diffe´rence est un e´le´ment de R auront
la meˆme valeur par b′. On peut donc de´finir β par
β(z +R) := b′(z),
ou` z +R ∈ F V×W/R.
Comme on peut facilement ve´rifier la line´arite´ de b′, on de´duit la line´arite´
de β ainsi de´finie. Un calcul direct montre que β◦t = b : pour (v, w) ∈ V ×W
on a
(β ◦ t)(v, w) = β(v ⊗ w) = β((v, w) +R) = b′(v, w) = b(v, w).

2.7 Corollaire. Soient U , V et W trois espaces vectoriels sur un corps F .
Alors
(a) il existe un isomorphisme canonique de F -espaces vectoriels
V ⊗F W −→ W ⊗F V, v ⊗ w 7−→ w ⊗ v ;
(b) il existe un isomorphisme canonique de F -espaces vectoriels
F ⊗F V −→ V, λ⊗ v 7−→ λv ;
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(c) le produit tensoriel est associatif, i.e. il existe un isomorphisme canonique
de F -espaces vectoriels
(U ⊗F V )⊗F W −→ U ⊗F (V ⊗F W )
(u⊗ v)⊗ w 7−→ u⊗ (v ⊗ w) ;
(d) il existe un isomorphisme canonique de F -espaces vectoriels
U ⊗F (V ⊕W ) −→ (U ⊗F V )⊕ (U ⊗F W )
u⊗ (v, w) 7−→ (u⊗ v, u⊗ w) ;
(e) si V ′ et W ′ sont deux F -espaces vectoriels tels qu’il existe deux isomor-
phismes de F -espaces vectoriels
pi1 : V
∼=−→ V ′, et pi2 : W
∼=−→ W ′,
alors il existe un ismorphisme de F -espaces vectoriels
V ⊗F W −→ V ′ ⊗F W ′
v ⊗ w 7−→ pi1(v)⊗ pi2(w).
Preuve. Partie (a) : On note par t l’application de V ×W −→ V ⊗F W
qui a` (v, w) associe v⊗w, et par t′ l’application de V ×W −→ W ⊗F V qui
a` (v, w) associe w ⊗ v.
Comme t′ est une forme biline´aire de V ×W dans W ⊗F V , on a, en ap-
pliquant la proprie´te´ universelle du produit tensoriel, l’existence d’une forme
line´aire β : V ⊗F W −→ W ⊗F V tel que le diagramme suivant











On a donc que pour (v, w) ∈ V ×W ,
β(v ⊗ w) = β(t(v, w)) = t′(v, w) = w ⊗ v.
En renversant les roˆles de V et de W , on obtient une autre forme line´aire
γ : W × V −→ V ⊗F W telle que γ(w ⊗ v) = v ⊗ w pour (v, w) ∈ V ×W .
On va voir que γ est l’inverse de β. Pour voir que γ ◦ β = IdV⊗FW , il nous
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suffit de ve´rifier que (γ ◦β)(v⊗w) = v⊗w pour tout couple (v, w) ∈ V ×W ,
comme β et γ sont line´aires et que
{v ⊗ w | (v, w) ∈ V ×W}
engendre V ⊗W . Soit donc (v, w) ∈ W × V , on calcule
(γ ◦ β)(v ⊗ w) = γ(w ⊗ v) = v ⊗ w.
De meˆme, on ve´rifie que β ◦ γ = IdW⊗FV ; β est donc bien un isomorphisme.
Partie (b) : On de´finit b : F × V −→ V, (λ, v) 7−→ λv ; on ve´rifie que b
est une forme biline´aire, ainsi on a, par la proprie´te´ universelle du produit
tensoriel, qu’il existe un unique homomorphisme de F -espaces vectoriels β
tel que le diagramme suivant














commute. On a alors que pour λ⊗ v ∈ F ⊗F V
β(λ⊗ v) = b(λ, v) = λv,
comme voulu. Il nous reste a` voir que β est bijectif. On de´finit γ : V −→
F ⊗F V qui associe a` v ∈ V le produit 1⊗ v. Voyons que γ ainsi de´finie est
l’inverse de β, ce qui nous permettra de conclure.
Il est clair que β ◦ γ = IdV . Pour voir que γ ◦ β = IdF⊗FV , il nous suffit
de le voir sur tout couple (f, v) ∈ F × V , comme γ et β sont line´aires et que
les couples de cette forme engendrent F ⊗F V . Soit donc (f, v) ∈ F × V . On
calcule
(γ ◦ β)(f, v) = γ(fv) = 1⊗ fv = f ⊗ v.
Partie (c) : On commence par de´finir pour w ∈ W arbitraire
ϕ̂w : U × V −→ U ⊗F (V ⊗F W )
(u, v) 7−→ u⊗ (v ⊗ w).
On ve´rifie que ϕ̂w est biline´aire. On a donc, par la proprie´te´ universelle du
produit tensoriel, qu’il existe une unique forme line´aire ϕw : U ⊗F V −→
U ⊗F (V ⊗F W ) telle que le diagramme suivant












On de´finit maintenant une nouvelle fonction a` partir de ϕw :
ϕ̂ : (U ⊗F V )×W −→ U ⊗F (V ⊗F W )
(x,w) 7−→ ϕw(x).
Il s’agit d’une forme biline´aire. En effet, pour tout x, y ∈ U ⊗F V , w,w′ ∈
W , on a
ϕ̂(x+ y, w) = ϕw(x+ y) = ϕw(x) + ϕw(y) = ϕ̂(x,w) + ϕ̂(y, w),
comme ϕv est line´aire. Nous venons de voir que ϕ̂ est additive par rapport a` sa
premie`re variable, nous pouvons donc nous contenter de ve´rifier les proprie´te´s
restantes pour u⊗ v ∈ U ⊗F V . Soit λ ∈ F , on a
ϕ̂(λu⊗ v, w) = ϕw(λu⊗ v) = λϕw(u⊗ v) = λϕ̂w(u, v)
= λu⊗ (v ⊗ w) = u⊗ (v ⊗ (λw)) = ϕ̂λw(u, v)
= ϕλw(u⊗ v) = ϕ̂(u⊗ v, λw),
et
ϕ̂(u⊗ v, w + w′) = ϕw+w′(u⊗ v) = ϕ̂w+w′(u, v) = u⊗ (v ⊗ (w + w′))
= u⊗ (v ⊗ w) + u⊗ (v ⊗ w′) = ϕ̂w(u, v) + ϕ̂w′(u, v)
= ϕw(u⊗ v) + ϕw′(u⊗ v) = ϕ̂(u⊗ v, w) + ϕ̂(u⊗ v, w′).
Donc par la proprie´te´ universelle du produit tensoriel, il existe une unique
forme line´aire ϕ : (U⊗F V )⊗FW −→ U⊗F (V ⊗FW ) telle que le diagramme
suivant






U ⊗F (V ⊗F W )
(U ⊗F V )⊗F W
ϕ
55kkkkkkk
commute. Pour (u, v, w) ∈ U × V ×W , on a
ϕ((u⊗ v)⊗ w) = ϕ̂(u⊗ v, w) = ϕw(u⊗ v) = ϕ̂w(u, v) = u⊗ (v ⊗ w).
Il nous reste a` voir que ϕ est bijectif. Proce´dant de manie`re identique a`
ci-dessus, on obtient un forme line´aire γ : U ⊗ (V ⊗W ) −→ (U ⊗ V ) ⊗W
telle que
γ(u⊗ (v ⊗ w)) = (u⊗ v)⊗ w.
Nous devons voir que γ est l’inverse de ϕ. Pour voir que γ◦ϕ = Id(U⊗FV )⊗FW ,
il nous suffit de ve´rifier que γ ◦ϕ est l’identite´ pour tout couple (u⊗v)⊗w ∈
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(U⊗FV )⊗FW , comme les e´le´ments de cette forme engendrent (U⊗FV )⊗FW
et que γ et ϕ sont line´aires. On calcule
(γ ◦ ϕ)((u⊗ v)⊗ w) = γ(u⊗ (v ⊗ w)) = (u⊗ v)⊗ w,
ce qui montre que γ ◦ ϕ = Id(U⊗FV )⊗FW ; de meˆme, on voit que ϕ ◦ γ =
IdU⊗F (V⊗FW ), ce qui permet de conclure que ϕ est bien l’isomorphisme de
F -espace vectoriel que nous cherchions.
Partie (d) : on commence par de´finir b : U × (V ⊕W ) −→ (U ⊗F V ) ⊕
(U ⊗F W ) par
b(u, (v, w)) := (u⊗ v, u⊗ w).
Il est facile de ve´rifier que b ainsi de´fini est une forme biline´aire. On a
donc, par la proprie´te´ universelle du produit tensoriel qu’il existe une unique
forme line´aire β : U ⊗ (V ⊕ W ) −→ (U ⊗F V ) ⊕ (U ⊗F W ) telle que le
diagramme suivant







(U ⊗F V )⊕ (U ⊗F W )
U ⊗ (V ⊕W )
β
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commute. Ainsi, pour u ∈ U , v ∈ V et w ∈ W , on a que
β(u⊗ (v, w)) = b(u, (v, w)) = (u⊗ v, u⊗ w).
Il nous reste a` voir que β est bijective. Pour de´finir un inverse a` β, com-
menc¸ons par poser
ϕ̂1 : U × V −→ U ⊗F (V ⊕W )
(u, v) 7−→ u⊗ (v, 0),
et
ϕ̂2 : U ×W −→ U ⊗F (V ⊕W )
(u,w) 7−→ u⊗ (0, w).
On ve´rifie facilement que ces deux fonctions sont biline´aires. Par la
proprie´te´ universelle du produit tensoriel, on obtient deux formes line´aires












































commute. On de´finit alors
γ : (U ⊗F V )⊕ (U ⊗F W ) −→ U ⊗F (V ⊕W )
(x, y) 7−→ ϕ1(x) + ϕ2(y).
Avec cette de´finition, on a que pour u, u′ ∈ U , v ∈ V et w ∈ W ,
γ(u⊗ v, u′ ⊗ w) = ϕ1(u⊗ v) + ϕ2(u′ ⊗ w) = ϕ̂1(u, v) + ϕ̂2(u′, w)
= u⊗ (v, 0) + u′ ⊗ (0, w).
Voyons que γ est l’inverse de β. Pour voir que γ ◦ β = IdU⊗F (V⊕W ), il
nous suffit de faire la ve´rification sur les e´le´ments de la forme u ⊗ (v, w) ∈
U ⊗F (V ⊕ W ), comme ils engendrent U ⊗F (V ⊕ W ) et que β et γ sont
line´aires. On calcule
(γ ◦ β)(u⊗ (v, w)) = γ(u⊗ v, u⊗ w) = u⊗ (v, 0) + u⊗ (0, w)
= u⊗ ((v, 0) + (0, w)) = u⊗ (v, w).
i.e. γ ◦β = IdU⊗F (V⊕W ). Pour voir l’autre condition, nous pouvons a` nouveau
nous contenter de faire la ve´rification sur les e´le´ments de la forme (u⊗v, u′⊗
w) ∈ (U ⊗F V )⊕ (U ⊗F W ). On calcule
(β ◦ γ)(u⊗ v, u′ ⊗ w) = β(u⊗ (v, 0) + u′ ⊗ (0, w))
= (u⊗ v, 0) + (0, u′ ⊗ w) = (u⊗ v, u′ ⊗ w),
ce qui finit de montrer le bijectivite´ de β.
Partie (e) : on de´finit une forme biline´aire b : V ×W −→ V ′ ⊗F W ′ par
b(v, w) = pi1(v) ⊗ pi2(w). Par la proprie´te´ universelle de produit tensoriel,
on obtient une forme line´aire β : V ⊗F W −→ V ′ ⊗F W ′ telle que pour
(v, w) ∈ V ×W
β(v ⊗ w) = b(v, w) = pi1(v)⊗ pi2(w).
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En inversant les roˆles de V,W et de V ′,W ′, on obtient une forme line´aire
γ : V ′ ⊗F W ′ −→ V ⊗F W telle que pour v′ ⊗ w′ ∈ V ′ ⊗F W ′
γ(v′ ⊗ w′) = pi−11 (v′)⊗ pi−12 (w′).
On ve´rifie facilement que γ est l’inverse de β pour pouvoir conclure. 
Soient V et W deux espaces vectoriels sur un corps F de bases respectives
(v1, . . . , vn) et (w1, . . . , wm). On a alors, en utilisant les parties (d) et (e) du
corollaire, que

















Ainsi, dim(V ⊗F W ) = dim(V )dim(W ), comme la dimension de Fvi ⊗ Fwj
est 1 pour tout i = 1, . . . , n et j = 1, . . . ,m ; en effet en utilisant les parties
(b) et (e) du corollaire, on a
Fvi ⊗F Fwj ∼= F ⊗F F ∼= F
La liste (vi⊗wj) i=1,...,n
j=1,...,m
contient dim(V ⊗FW ) vecteurs et engendre V ⊗FW ,
il s’agit donc d’une base de V ⊗F W .
Alge`bre sur le Produit Tensoriel
Soient A et B deux alge`bres sur un corps F ; on conside`re leur produit
tensoriel A ⊗F B, qui est un F -espace vectoriel que l’on peut doter d’une
multiplication qui en fasse une F -alge`bre, comme nous allons le voir graˆce a`
la proposition suivante.
2.8 Proposition. Soient n un entier positif, V , W et U trois F -espaces
vectoriels et b : (V ×W )n → U une forme multiline´aire en 2n variables.
Soit encore t : (V ×W )n → (V ⊗F W )n la forme de´finie par
t(v1, w1, . . . , vn, wn) := (v1 ⊗ w1, . . . , vn ⊗ wn).
Alors, il existe une unique forme multiline´aire a` n variables β : (V ⊗F













Preuve. Nous utilisons les meˆmes ide´es que dans la preuve de la proprie´te´
universelle du produit tensoriel.
















∈ (V ⊗F W )n,






























qui est de´termine´ de manie`re unique.



















































On ve´rifie que b′ est multiline´aire (en n variables) et que si dans
x = (x1, . . . , xn) ∈ (F V×W )n
un des xi est une des formes de (2.4), alors b
′(x) = 0. Ainsi, si x et y dans
(F V×W )n ont leurs composantes prises deux-a`-deux toujours se´pare´es par
un e´le´ment de R (avec R de´fini de la meˆme manie`re que dans (2.3)), alors
b′(x) = b′(y). On peut donc de´finir β : (V ⊗W )n → U par
z = (z1 +R, . . . , zn +R)
β7−→ b′(z1, . . . , zn),
pour z ∈ (V ⊗W )n. La multiline´arite´ de β de´coule de celle de b′ et un calcul
direct montre que β ◦ t = b. 
Avec la proposition, on peut de´finir une ope´ration de multiplication dans
le produit tensoriel de deux alge`bres A et B (sur un corps F ).
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Pour ce faire, on commence par de´finir un forme multiline´aire
b : (A×B)2 → A⊗F B
par
b(a, b, c, d) := (ac)⊗ (bd).
On applique alors la proposition pour obtenir une forme biline´aire
β : (A⊗F B)2 → A⊗F B
telle que, pour
∑n
i=1 ai ⊗ bi et
∑m





















2.9 De´finition. On appelle l’ope´ration
β : (A⊗F B)2 → A⊗F B,
construite ci-dessus, la multiplication et on la note par juxtaposition.
Ve´rifions que cette ope´ration de multiplication donne bien un structure
d’alge`bre a` A⊗F B.
Premie`rement, il est clair que l’identite´ pour la multiplication est 1⊗ 1.
De plus, β biline´aire implique la distributivite´ a` gauche et a` droite de la
multiplication par rapport a` l’addition.
Similairement, β biline´aire implique que pour x, y ∈ A⊗F B et λ ∈ F ,
λ(xy) = (λx)y = x(λy).
Comme nous savons que la multiplication est distributive par rapport a`
l’addition, il nous suffit de ve´rifier son associativite´ pour le triplet
a⊗ b, c⊗ d, e⊗ f ∈ A⊗F B.
On calcule
((a⊗ b)(c⊗ d))(e⊗ f) = (ac⊗ bd)(e⊗ f) = ace⊗ bdf
= (a⊗ b)(ce⊗ df) = (a⊗ b)((c⊗ d)(e⊗ f)).
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Centre du Produit Tensoriel d’Alge`bres
2.10 Proposition. Soient U et V deux F -espaces vectoriels et deux listes
de vecteurs u1, . . . , un ∈ U et v1, . . . , vn ∈ V .
Si les ui sont line´airement inde´pendants et si
∑n
i=1 ui ⊗ vi = 0. Alors
vi = 0 pour tout i = 1, . . . , n.
Preuve. (tire´e de [2, p. 367-368]) A` toute forme biline´aire f : U×V → F ,
on peut associer (par la proprie´te´ universelle du produit tensoriel) une forme











pour une forme biline´aire f : U × V → F quelconque. En particulier, si
α ∈ U∗ et β ∈ V ∗, alors on peut de´finir f par
f(u, v) = α(u)β(v) pour (u, v) ∈ U × V,




Comme les ui sont line´airement inde´pendants, on peut toujours trouver, pour
j = 1, . . . , n, un α ∈ U∗ tel que
α(ui) = δij.
Ainsi, on a
β(vj) = 0 pour tout j = 1, . . . , n.
Ceci e´tant vrai pour tout β ∈ V ∗, on peut conclure. 
La proposition (2.10) permet de retrouver le re´sultat que nous avons vu
a` la fin de la section sur la proprie´te´ universelle du produit tensoriel, tout en
l’e´tendant au cas d’espaces vectoriels de dimension infinie.
En effet, si V et W sont deux F -espaces vectoriels de F -bases respectives
{vi | i ∈ I} et {wj | j ∈ J} (avec I et J deux ensembles d’indices quel-
conques). Pour tout x =
∑
k ak⊗ bk ∈ V ⊗F W , on peut toujours trouver des













et la proposition (2.10) nous dit alors qu’il n’existe qu’un choix possible de
coefficents
∑
k ak,nbk,m. En effet, si∑
n,m






















comme les vn sont F -line´airement inde´pendants, on a
cn,m = dn,m
pour tout n,m. Ainsi, les vn ⊗ wm forment une base du F -espace vectoriel
de V ⊗F W .
2.11 Proposition. Soit A et B deux alge`bres sur un corps F . Alors on a
l’e´galite´
Z(A⊗F B) = Z(A)⊗F Z(B),





∣∣∣∣∣ ai ∈ Z(A) et bi ∈ Z(B)
}
⊆ A⊗F B.
par un isomorphisme de F -alge`bres.
(Comme Z(A)⊗F Z(B) et Z ont pour base les produits tensoriels (dans
Z(A)⊗F Z(B) et A⊗F B respectivement) d’e´le´ments d’une base de Z(A) et
d’une base de Z(B), cette identification est imme´diate.)
Preuve. L’inclusion Z ⊆ Z(A⊗F B) est claire. En effet, si z =
∑
i ai ⊗ bi
avec ai ∈ Z(A) et bi ∈ Z(B) et si y =
∑
j cj ⊗ dj ∈ A⊗F B, alors on a






(cjai)⊗ (djbi) = z · y.
Pour voir l’inclusion Z ⊇ Z(A ⊗F B), choisissons x =
∑
i ai ⊗ bi ∈
Z(A ⊗F B) et {ej | j ∈ J} une base de B en tant que F -espace vectoriel,
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avec J un ensemble d’indices. Pour tout bi, il existe un liste nulle presque























On de´finit a˜j :=
∑
i(λijai), qui est uniquement de´termine´ par x et les ej. En
effet, s’il existe des a¯j ∈ A tels que∑
j




alors on a ∑
j
(a˜j − a¯j)⊗ ej = 0,
et la proposition (2.10) nous donne a˜j = a¯j pour tout j.


















avec la proposition(2.10) on peut conclure que aa˜j = a˜ja. Ceci e´tant vrai
pour tout a ∈ A, on a a˜j ∈ Z(A) pour tout j.
Soit {ck | k ∈ K} une base de Z(A) comme F -espace vectoriel, avec K
un ensemble d’indices. Pour tout a˜j, on peut trouver un liste nulle presque



























j µjkej. Par un raisonnement similaire a` celui
de´veloppe´ pour les a˜j, on a que les b˜i sont uniquement de´termine´s par x
et les ci ; et on de´duit aussi de la meˆme manie`re que ci-dessus que les b˜i sont
dans Z(B). Comme les ck sont dans Z(A), on a donc montre´ que
Z(A⊗F B) ⊆ Z,
comme voulu. 
2.12 Corollaire. Soit F un corps et A, B deux alge`bres F -centrales. Alors
A⊗F B est aussi F -centrale.
Preuve. On a
Z(A⊗F B) ∼= Z(A)⊗F Z(B) = (F1)⊗F (F1)






Produit Tensoriel d’Alge`bres Simples
2.13 Proposition. Soit A et B deux alge`bres simples sur un corps F , telles
que A soit F -centrale. Alors A⊗F B est aussi simple.
Preuve. Soit I un ide´al bilate`re non-ze´ro de A ⊗F B. Notre but est de
montrer que I = A⊗F B.
Soit x ∈ I s’e´crivant comme x = ∑ni=1 ai ⊗ bi, pour un certain n ≥ 1.
Dans l’e´criture de x, on peut toujours substituer aux bi leur de´composition
dans une F -base de B. Ainsi, on obtient un nouvelle expression de x ou`
tous les e´le´ments de B entrant en jeu sont, en particulier, F -line´airement
inde´pendants entre eux. On peut donc de´finir un entier m comme suit :





avec a1, . . . , am dans A quelconques et b1, . . . , bm dans B F -line´airement
inde´pendants.
La minimalite´ de m implique que tous les ai sont non-ze´ro. Comme
Aa1A est un ide´al bilate`re non-ze´ro de A, on a Aa1A = A. Il existe donc
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(gj, hj)j=1,...,n ⊆ A× A tels que
∑n




















ainsi on peut supposer que a1 = 1.
Par l’absurde, supposons maintenant que m > 1. Dans ce cas, on doit
avoir a2 ∈ A \ F . En effet, si a2 ∈ F , alors au risque de remplacer b2 par
a−12 b2, on a a2 = 1, et donc




et comme (b1 + b2), b3, b4, . . . , bm est F -line´airement inde´pendante, cette
e´quation contredit la minimalite´ de m. Ainsi on a a2 ∈ A \ F .
Comme A est F -centrale, il existe un z ∈ A tel que za2 6= a2z, on a alors










(zai − aiz)⊗ bi





(zai − aiz)⊗ bi,
ce qui contredit la minimalite´ de m. Ainsi on doit avoir m = 1.
On sait maintenant que x s’e´crit comme 1 ⊗ b pour un certain b ∈ B
non-nul. Comme B est simple, on a BbB = 1. On peut donc trouver
(rj, sj)i=1,...,n ⊆ B ×B tels que
∑n
















d’ou` on conclut que I = A⊗F B, comme voulu. 
2.14 De´finition. Soit A une alge`bre sur un corps F . On dit que A est
centrale simple sur F si A est simple et F -centrale.
2.15 The´ore`me sur les alge`bres centrales simples. Soient A et B deux
alge`bres sur un corps F . On a l’implication
A,B centrales simples sur F =⇒ A⊗F B centrale simple sur F.
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3.1 Proprie´te´s. Soit A une alge`bre simple de dimension finie sur un corps
F et m,n ∈ N. Alors
(a) il existe un isomorphisme de F -alge`bres
Φ : A⊗F Mn(F ) −→ Mn(A)
a⊗ (cij)i,j=1,...,n 7−→ (cij)i,j=1,...,n · a := (cija)i,j=1,...,n ;
(b) Mn(A) est simple ;
(c) si A est centrale simple sur F , alors Mn(A) est aussi centrale simple sur
F ;
(d) il existe un isomorphisme de F -alge`bres
Ψ : Mn(A)⊗F Mm(F ) −→ Mnm(A)
M ⊗ (cij)i,j=1,...,m 7−→
 c1,1M · · · c1,mM... ...
cm,1M · · · cm,mM
 .
Preuve. Partie (a) : On de´finit f : A×Mn(F ) −→Mn(A) par
(a, (cij)i,j=1,...,n)
f7−→ (cija)i,j=1,...,n
qui est une forme biline´aire. On a, par la proprie´te´ universelle du produit
tensoriel, une forme line´aire Φ : A⊗F Mn(F ) −→Mn(A) tel que f = Φ ◦ ⊗.
Ainsi
a⊗ (cij)i,j=1,...,n Φ7−→ (cija)i,j=1,...,n.
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est bien de´finie, et il nous faut maintenant voir qu’il s’agit d’un isomorphisme
de F -alge`bres.
Pour avoir que Φ est un homomorphisme de F -alge`bres, on remarque que
pour a, a˜ ∈ A et m, m˜ ∈Mn(F )
Φ((a⊗m) · (a˜⊗ m˜)) = Φ((aa˜)⊗ (mm˜)) = (mm˜)(aa˜)
= (ma)(m˜a˜) = Φ(a⊗m)Φ(a˜⊗ m˜),
comme les coefficents des matrices m et m˜ commutent avec les e´le´ments de
A.
Pour voir que Φ est bijective, on remarque que
dimF (A⊗F Mn(F )) = dimF (A) · dimF (Mn(F )) = dimF (A) · n2
= dimF (Mn(A)),
ainsi, il suffit de voir la surjectivite´ de Φ. Soit m ∈ Mn(A). Il existe des














Partie (b) : On applique (1.19) et la partie (b) de (1.21) pour avoirMn(F )
centrale simple sur F . On peut alors utiliser (2.13).
Partie (c) : On a vu en (b) que Mn(F ) est centrale simple sur F . On peut
donc appliquer (2.15).
Partie (d) : Si on arrive a` montrer que Mn(A) est une F -alge`bre simple,
alors on pourra appliquer la partie (a) pour avoir l’isomorphisme de F -
alge`bres
Φ : Mn(A)⊗F Mm(F ) −→ Mm(Mn(A))
M ⊗ (cij)i,j=1,...,m 7−→ (cij)i,j=1,...,m ·M := (cijM)i,j=1,...,m.
et comme on peut identifier Mm(Mn(A)) et Mnm(A), cela permettra de
conclure.
Il faut donc voir que Mn(A) est simple. On sait, par le the´ore`me de
Wedderburn (1.40), qu’il existe un F -corps gauche D tel que A ∼= Ml(D)
pour un certain entier l. Ainsi, Mn(A) ∼= Mn(Ml(D)) ∼= Mnl(D), qui est
simple par (1.19). 
3.2 Proposition. Soit A une alge`bre sur un corps F . Alors
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(a) il existe un homomorphisme de F -alge`bres
Φ : A⊗F Aop −→ EndF (A), a⊗ b 7−→
{
A→ A
x 7→ axb ;
(b) Si A est centrale simple sur F avec dimF (A) = n < ∞, alors Φ est un
isomorphisme de F -alge`bres et on a les isomorphismes de F -alge`bres
A⊗F Aop ∼= EndF (A) ∼= Mn(F ).
Preuve. Partie (a) : Comme d’habitude, on commence par de´finir une
forme biline´aire




et la proprie´te´ universelle du produit tensoriel nous donne alors que Φ est
une forme line´aire bien de´finie.
On choisit alors a, a˜ ∈ A et b, b˜ ∈ Aop, et on calcule
Φ((a⊗ b) · (a˜⊗ b˜)) = Φ((a · a˜)⊗ (b ·op b˜)) = Φ((a · a˜)⊗ (b˜ · b))
= (x 7→ aa˜xb˜b) = (x 7→ axb) ◦ (x 7→ a˜xb˜)
= Φ(a⊗ b) ◦ Φ(a˜⊗ b˜).
Partie (b) : Commenc¸ons par voir que Φ est bijective. On remarque que
dimF (A⊗F Aop) = dimF (A)2 = dimF (EndF (A)),
il nous suffit donc de voir l’injectivite´. Comme A est centrale simple sur F ,
le the´ore`me (2.15), nous donne que A ⊗F Aop est centrale simple sur F . Or
Ker(Φ) est un ide´al bilate`re de A⊗F Aop, et, comme Φ 6= 0, on a l’injectivite´.
Ainsi, Φ est un isomorphisme de F -alge`bres.
La proposition (1.29), nous donne l’isomorphisme de F -alge`bres
EndF (A) ∼= Mn(F ),
et nous permet de conclure. 
Soit un corps F et A,B deux F -alge`bres centrales simples sur F avec
dimF (A), dimF (B) <∞. On de´finit la relation d’e´quivalence
A ∼ B ⇐⇒ A⊗F Mr(F ) ∼= B ⊗F Ms(F ),
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en tant que F -alge`bres, pour un certain couple (r, s) ∈ N× N.
La re´flexivite´ et la syme´trie sont e´videntes. Pour voir la transitivite´, il
suffit d’utiliser la partie (d) de (3.1) (dans le cas particulier ou` A = F ). En
effet, si A,B,C sont trois F -alge`bres centrales simples sur F avec
A⊗F Mr(F ) ∼= B ⊗F Ms(F ) et B ⊗F Mt(F ) ∼= C ⊗F Mu(F ),
pour certains r, s, t, u ∈ N, alors
A⊗F Mrt(F ) ∼= A⊗F Mr(F )⊗F Mt(F ) ∼= B ⊗F Ms(F )⊗F Mt(F )
∼= B ⊗F Mt(F )⊗F Ms(F ) ∼= C ⊗F Mu(F )⊗F Ms(F )
∼= C ⊗F Mus(F ).
On note par [A] la classe d’e´quivalence de A.
3.3 De´finition. On appelle groupe de Brauer l’ensemble Br(F ) de toutes
les classes d’e´quivalence des F -alge`bres de dimension finie centrales simples
sur F .
On de´finit une ope´ration de multiplication · sur Br(F ) par
[A] · [B] := [A⊗F B].
3.4 The´ore`me. La multiplication · est bien de´finie et donne une structure
de groupe abe´lien a` Br(F ).
Preuve. Bien de´fini : SiA, A˜, B, B˜ sont quatre F -alge`bres centrales simples
sur F telles que pour certains r, r˜, s, s˜ ∈ N
A⊗F Mr(F ) ∼= A˜⊗F Mr˜(F ) et B ⊗F Ms(F ) ∼= B˜ ⊗F Ms˜(F ),
alors
A⊗F B ⊗F Mrs(F ) ∼= (A⊗F Mr(F ))⊗F (B ⊗F Ms(F ))
∼= (A˜⊗F Mr˜(F ))⊗F (B˜ ⊗F Ms˜(F ))
∼= A˜⊗F B˜ ⊗F Mr˜s˜(F ).
Associativite´ : si A,B,C sont trois F -alge`bres centrales simples sur F ,
alors
([A] · [B]) · [C] = [(A⊗F B)⊗F C] = [A⊗F (B ⊗F C)] = [A] · ([B] · [C]) .
E´le´ment neutre : Si A est une F -alge`bre centrale simple sur F , alors avec
(b) de (2.7)
[A] · [F ] = [A⊗F F ] = [A].
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Inverse : Si A est une F -alge`bre centrale simple sur F , alors avec (b) de
(3.2)
[A] · [Aop] = [A⊗F Aop] = [Mn(F )] = [F ] = 1Br(F ).
Commutativite´ : si A,B sont deux F -alge`bres centrales simples sur F ,
alors
[A] · [B] = [A⊗F B] = [B ⊗F A] = [B] · [A].

3.5 Proposition. Soit un corps F et A,B deux F -alge`bres centrales simples
sur F de dimension finie.
Le the´ore`me de Wedderburn (1.40) nous donne n,m ∈ N et D,E deux
F -corps gauches tels que
A ∼= Mn(D) et B ∼= Mm(E),
en tant que F -alge`bres. Alors
(a) D et E sont centrales simples sur F ;
(b) A ∼ B ⇐⇒ D ∼= E ;
(c) Si N,M ∈ [A] sont deux corps gauches, alors N ∼= M en tant que F -
alge`bres.
Preuve. Partie (a) : Tout corps gauche est simple.
Comme A est F -centrale, Z(Mn(D)) = F1n. Or x ∈ Z(D) implique
x · 1n ∈ Z(Mn(D)) ; par cette inclusion, on a
dimF (Z(D)) ≤ dimF (Z(Mn(D))) = 1,
et donc D est F -central.
Partie (b) : ⇒ On a deux entiers r, s ∈ N tels que A ⊗F Mr(F ) ∼=
B ⊗F Ms(F ). Ainsi Mn(D)⊗F Mr(F ) ∼= Mm(E)⊗F Ms(F ), or
Mn(D)⊗F Mr(F ) ∼= D ⊗F Mn(F )⊗F Mr(F ) ∼= D ⊗F Mnr(F ) ∼= Mnr(D),
et, en raisonnant de meˆme sur E, on trouve finalement
Mnr(D) ∼= Mms(E).
Le the´ore`me de Wedderburn (1.40) permet de conclure que D ∼= E en tant
que F -alge`bres.
⇐ On a que D ⊗F Mnm(F ) ∼= E ⊗F Mnm(F ), d’ou`
Mn(D)⊗F Mm(F ) ∼= Mm(E)⊗F Mn(F ),
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i.e. A⊗F Mm(F ) ∼= B ⊗F Mn(F ).
Partie (c) : Il existe r, s ∈ N tels que N ⊗F Mr(F ) ∼= M ⊗F Ms(F ), d’ou`
Mr(N) ∼= Ms(M),
et par le the´ore`me de Wedderburn (1.40), on a N ∼= M en tant que F -
alge`bres. 
3.6 Proposition. Si F est alge´briquement clos, alors Br(F ) = {1}.
Preuve. Soit D un F -corps gauche central simple sur F de dimension
finie. On choisit une base (xi)i=1,...,n de D en tant que F -espace vectoriel.
Pour i ∈ {1, . . . , n}, F (xi) = F . En effet, F (xi) est une extension de corps
de F (car F = Z(D)), et est alge´brique sur F (car de degre´ fini). On peut
donc utiliser l’hypothe`se F alge´briquement clos.
Ainsi, on a
D = F (x1, . . . , xn) = F.
Soit maintenant [A] ∈ Br(F ). Comme A est centrale simple sur F , il
existe un F -corps gauche D centrale simple sur F tel que A ∼= Mn(D) pour
un certain n ∈ N. Or on sait que D = F , ainsi [A] = 1Br(F ). 
Extensions de Corps
Soient F et K deux corps tels que F ⊆ K, et A une F -alge`bre. On donne
une structure de K-alge`bre a` A⊗F K en de´finissant le produit scalaire
k · (a⊗ l) := (1⊗ k)(a⊗ l) = a⊗ (kl), pour tout k, l ∈ K et a ∈ A.
3.7 Proposition. Soit F ⊆ K deux corps et V un F -espace vectoriel. Alors
(a) a` toute F -base {vi | i ∈ I} de V , on peut faire correspondre une K-base
de V ⊗F K
{vi ⊗ 1 | i ∈ I} ;
(b) en particulier, si dimF (V ) <∞, on a
dimK(V ⊗F K) = dimF (V ).
Preuve. On choisit une F -base {vi | i ∈ I} de V . Soit x ∈ V ⊗F K
quelconque s’e´crivant comme une somme de produits tensoriels d’e´le´ments
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de V et de K. En de´composant chaque e´le´ment de V dans la F -base des vi,





ce qui montre que l’ensemble de vecteurs
{vi ⊗ 1 | i ∈ I}
engendre V ⊗F K par K-combinaisons line´aires. Il nous reste a` voir qu’ils
sont K-line´airement inde´pendants. Supposons qu’il existe un nombre fini de
scalaires µi ∈ K tels que ∑
i
µi(vi ⊗ 1) = 0.
On choisit alors {mj | j ∈ J} une F -base de K. Chaque coefficient µi se











(vi ⊗ 1) = 0,







Par la F -inde´pendance line´aire des mj, on a, par (2.10), que pour tout j∑
i
µijvi = 0.
Or les vi forment une F -base de V , et donc µij = 0 pour tout i, j. Ce qui
finit de de´montrer (a) et (b) 
3.8 Corollaire. Soit L0 ⊆ L1 ⊆ · · · ⊆ LN une suite de corps emboˆıte´s, et
A une L0-alge`bre. On note
AN := (· · · ((A⊗L0 L1)⊗L1 L2) · · · )⊗LN−1 LN .
Alors
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(a) A` toute L0-base {ai | i ∈ I} de A, on peut faire correspondre une LN -base
de AN
{ai ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
N fois
| i ∈ I} ;
(b) En particulier, si dimL0(A) <∞, on a
dimLN (AN) = dimL0(A).
Preuve. Imme´diat de (3.7). 
3.9 Proposition. Soit F un corps et K une extension de F . Pour toute
F -alge`bre A, on a alors
(a) A⊗F K est K-centrale si et seulement si A est F -centrale ;
(b) Si A est F -centrale alors : A ⊗F K est simple si et seulement si A est
simple ;
(c) A⊗F K est centrale simple sur K si et seulement si A est centrale simple
sur F .
Preuve. Partie (a) : ⇒ On a que
K = Z(A⊗F K) = Z(A)⊗F Z(K) = Z(A)⊗F K.
Or dimK(K) = 1 et, par (3.7), dimK(Z(A) ⊗F K) = dimF (Z(A)), ainsi
dimF (Z(A)) = 1, i.e. Z(A) = F .
⇐ On a que
Z(A⊗F K) = Z(A)⊗F Z(K) = F ⊗F K.
On a de´ja` vu que F ⊗F K ∼= K en tant que F -espaces vectoriels. Pour voir
qu’on a F ⊗F K ∼= K en tant que K-espaces vectoriels (et pouvoir alors
conclure par (1.5)), on remarque que dimK(F ⊗F K) = dimF (F ) = 1, par
(3.7).
Partie (b) : ⇒ Par contraposition, on suppose que A n’est pas simple,
i.e. A posse`de un ide´al propre I. On peut ve´rifier que I ⊗F K est un ide´al de
A ⊗F K. Cet ide´al est non-ze´ro comme dimK(I ⊗F K) = dimF (I) > 0. De
plus,
dimK(A⊗F K) = dimF (A) > dimF (I) = dimK(I ⊗F K),
ce qui montre que I ⊗F K est ide´al propre de A ⊗F K qui n’est donc pas
simple.
⇐ De´montre´ en (2.13).
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Partie (c) : De´coule de (a) et (b). 
3.10 Lemme. Soit F,K deux corps tels que F ⊆ K et A,B deux F -alge`bres.
Alors
A ∼= B =⇒ A⊗F K ∼= B ⊗F K,
ou` le premier isomorphisme est un isomorphisme de F -alge`bres, et le second
de K-alge`bres.
Preuve. On a un isomorphisme pi : A→ B de F -alge`bres. On de´finit alors
avec une F -base {ai | i ∈ I} de A un isomorphisme de K-espaces vectoriels
avec les e´le´ments de la K-base {ai ⊗ 1 | i ∈ I} de A⊗F K
ϕ : A⊗F K −→ B ⊗F K, ai ⊗ 1 7−→ pi(ai)⊗ 1,
et on peut ve´rifier qu’il s’agit d’un isomorphisme de K-alge`bres. 
3.11 Lemme. Soit F,K deux corps tels que F ⊆ K, A une F -alge`bre et n
un entier. Alors on a les isomorphismes de K-alge`bres
(a) Mn(A)⊗F K ∼= Mn(A⊗F K) ;
(b) (Mn(F )⊗F A)⊗F K ∼= Mn(A⊗F K).
Preuve. Partie (a) : On choisit {ai | i ∈ I} une F -base de A avec laquelle
on construit une K-base de Mn(A)⊗F K, en utilisant les notations de (1.17),
{(aiErs)⊗ 1 | i ∈ I et r, s = 1, . . . , n }.
On de´finit avec les e´le´ments de cette base un isomorphisme de K-espaces
vectoriels
ϕ : Mn(A)⊗F K −→Mn(A⊗F K), (aiErs)⊗ 1 7−→ Ers(ai ⊗ 1).
La bijecivite´ de ϕ est imme´diate comme les Ers(ai ⊗ 1) avec i ∈ I et r, s =
1, . . . , n forment une K-base de Mn(A⊗F K).
On ve´rifie de plus que ϕ est bien un homomorphisme de K-alge`bres.
Partie (b) : On sait de´ja` que Mn(F ) ⊗F A ∼= Mn(A) en tant que F -
alge`bres. Par (3.10), on a alors que (Mn(F )⊗F A)⊗F K ∼= Mn(A)⊗F K en
tant que K-alge`bres, et avec (a) on peut conclure. 
3.12 Proposition. Soit F,K deux corps tels que F ⊆ K. Alors
(a) l’application
rK/F : Br(F ) −→ Br(K), [A] 7−→ [A⊗F K]
est un homomorphisme de groupes bien de´fini ;
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(b) si L est un corps avec F ⊆ K ⊆ L, alors
rL/F = rL/K ◦ rK/F .
Preuve. Partie (a) :
– Bien de´fini : Nous savons par (3.9) que [A ⊗F K] ∈ Br(K) pour tout
[A] ∈ Br(F ).
Soit A,B deux F -alge`bres centrales simples sur F et membres de la
meˆme classe d’e´quivalence dans Br(F ), i.e. il existe n,m des entiers
tels que
A⊗F Mn(F ) ∼= B ⊗F Mm(F ),
en tant que F -alge`bres. Par (3.10), on a l’isomorphisme de K-alge`bres
(A⊗F Mn(F ))⊗F K ∼= (B ⊗F Mm(F ))⊗F K,
et par (b) de (3.11), on a alors l’isomorphisme de K-alge`bres
Mn(A⊗F K) ∼= Mm(B ⊗F K).
– Homomorphisme de groupe : Pour [A], [B] ∈ Br(F )
rK/F ([A] · [B]) = [(A⊗F B)⊗F K] et
rK/F [A] · rK/F [B] = [(A⊗F K)⊗K (B ⊗F K)].
Nous allons construire un isomorphisme de K-alge`bres de (A⊗F B)⊗F
K a` (A⊗F K)⊗K (B ⊗F K). Premie`rement, on prend {ai | i ∈ I} une
F -base de A et {bj | j ∈ J} une F -base de B, ce qui nous permet de
construire des K-bases de (A⊗F B)⊗F K et de (A⊗F K)⊗K (B⊗F K)
{(ai ⊗ bj)⊗ 1 | i ∈ I, j ∈ J} et {(ai ⊗ 1)⊗ (bj ⊗ 1) | i ∈ I, j ∈ J}.
On de´finit alors un isomorphisme de K-espaces vectoriels par
ϕ : (A⊗F B)⊗F K −→ (A⊗F K)⊗K (B ⊗F K)
(ai ⊗ bj)⊗ 1 7−→ (ai ⊗ 1)⊗ (bj ⊗ 1),
et on ve´rifie qu’il s’agit aussi d’un isomorphisme de K-alge`bres.
Partie (b) : Soit [A] ∈ Br(F ), on doit voir que rL/F [A] = (rL/K ◦ rK/F )[A],
i.e.
[A⊗F L] = [(A⊗F K)⊗K L].
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Nous allons montrer que A⊗F L ∼= (A⊗F K)⊗K L en tant que L-alge`bres.
On commence par prendre {ai | i ∈ I} une F -base de A , ce qui nous permet
de construire des L-bases de A⊗F L et de (A⊗F K)⊗K L
{ai ⊗ 1 | i ∈ I} et {(ai ⊗ 1)⊗ 1 | i ∈ I},
on de´finit alors un isomorphisme de L-espaces vectoriels par
ϕ : A⊗F L −→ (A⊗F K)⊗K L
ai ⊗ 1 7−→ (ai ⊗ 1)⊗ 1,
et on ve´rifie qu’il s’agit aussi d’une isomorphisme de L-alge`bres. 
3.13 Caracte´risation des alge`bres centrales simples. Soit A une
alge`bre de dimension finie sur un corps F et F une cloˆture alge´brique de
F . Alors les conditions suivantes sont e´quivalentes :
(i) A est centrale simple sur F ;
(ii) il existe un F -corps gauche D central simple sur F tel que A ∼= Mn(D)
en tant que F -alge`bres, pour un certain entier n ;
(iii) il existe un isomorphisme de F -alge`bres
A⊗F Aop −→ EndF (A), (a, b) 7−→ (x 7→ axb) ;
(iv) il existe un isomorphisme de F -alge`bres A ⊗F F ∼= Mn(F ) pour un
certain entier n ;
(v) il existe une extension de corps K de F telle que A⊗F K ∼= Mn(K) en












“(i) ⇒ (ii)” Vu en (3.5).
“(ii) ⇒ (i)” Par (1.19) et (1.21).
“(i) ⇒ (iii)” Vu en (3.2).
“(iii) ⇒ (i)” On sait par (1.29) que EndF (A) ∼= Mn(F ) en tant que F -
alge`bres pour un certain entier n, et on a de´ja` vu que Mn(F ) est centrale
simple sur F . Pour voir que A est F -central, on remarque que
1 = dimF (Z(Mn(F ))) = dimF (Z(A)⊗F Z(Aop)) = dimF (Z(A))2.
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Pour voir que A est simple, on proce`de par contraposition. Si A n’est pas
simple, alors il existe un ide´al propre I de A. On peut ve´rifier que I ⊗F Aop
est un ide´al de A⊗F Aop, on alors avec
dimF (I ⊗F Aop) = dimF (I) · dimF (Aop)
et 0 < dimF (I) < dimF (A), que I ⊗F Aop est un ide´al propre de A ⊗F Aop
qui n’est donc pas simple.
“(i) ⇒ (iv)” Par (3.9), A⊗F F est centrale simple sur F , i.e. A⊗F F ∈
Br(F ). Avec (3.6), on peut conclure.
“(iv) ⇒ (v)” Imme´diat.
“(v) ⇒ (i)” On sait que Mn(K) est centrale simple sur K, on peut donc
utiliser (3.9). 
3.14 De´finition. Soit F un corps et A une F -alge`bre centrale simple sur F .
On sait par Wedderbrun (1.40) qu’il existe un (unique) entier n et un (unique
a` isomorphismes de F -alge`bres pre`s) F -corps gauche D tels que A ∼= Mn(D)









indF (A) = degF (D).
(On sait par (3.5) que D est central simple sur F .)
3.15 Proposition. Soit F un corps et A une F -alge`bre (de dimension finie)
centrale simple sur F . Alors
(a) degF (A) et indF (A) sont des entiers ;
(b) indF (A) divise degF (A) ;
(c) pour tout F -corps gauche C centrale sur F , dimF (C) est un carre´ ou∞.
Preuve. Partie (a) : Il suffit de montrer que degF (A) est entier. Par (3.13),
il existe une extension K de F telle que A⊗F K ∼= Mm(K) pour un certain
entier m. Ainsi, avec (3.7),
dimF (A) = dimK(A⊗F K) = dimK(Mm(K)) = m2,
ce qui montre que degF (A) est entier.
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Partie (b) : Soit D un F -corps gauche central simple sur F tel que A ∼=
Mn(D), pour un certain entier n. On a
dimF (A) = dimF (Mn(D)) = dimF (D) · n2,
et en prenant la racine des deux coˆte´s, on peut conclure.
Partie (c) : Tout corps gauche est simple, ainsi si C est un F -corps gauche






Dans cette section, nous introduisons les concepts de base lie´s aux formes
quadratiques qui nous seront utiles dans la section suivante sur les quater-
nions. Comme les formes quadratiques ne sont pas le the`me de ce projet,
le mate´riel pre´sente´ ici est abre´ge´ et presque rien n’est justifie´. Pour des
meilleures introductions, on pourra se re´fe´rer aux deux livres qui ont servi a`
e´crire cette section : [3, p. 1-12, 19-24] et [4, p. 1-15].
Pour toute cette section, F de´signe un corps de caracte´ristique diffe´rente
de 2. On note F˙ = F \ {0} le groupe multiplicatif de F .
4.1 De´finition. Une forme quadratique (n-aire) sur F est un polynoˆme
f en n variables sur F homoge`ne de degre´ 2, i.e. f est de la forme
f(X1, . . . , Xn) =
n∑
i,j=1
aijXiXj ∈ F [X1, . . . , Xn],
avec aij ∈ F pour i, j = 1, . . . n.
En notant X le vecteur colonne avec composantes X1, . . . , Xn et Mf la
matrice des aij, on e´crit f comme
f(X) = X t ·Mf ·X.
La matrice Mf n’est pas ne´cessairement unique. Cependant, il existe une
unique matrice syme´trique repre´sentant f . On peut la construire a` partir












Par la suite, on supposera toujours que la matrice Mf repre´sentant f est
syme´trique (et ainsi unique).
4.2 De´finition. Deux formes quadratiques n-aires f et g sont dites
e´quivalentes s’il existe une matrice inversible C ∈ GLn(F ) telle que
f(X) = g(C ·X),
on note alors f ∼= g.
Il est facile de ve´rifier que “∼=” est bien une relation d’e´quivalence, en
utilisant, par exemple, que f ∼= g e´quivaut a` Mf = Ct · Mg · C pour un
certain C ∈ GLn(F )
4.3 De´finition. Soit f une forme quadratique n-aire. On de´finit
l’application quadratique Qf : F
n → F associe´e a` f par
Qf (x) := f(x) = x
t ·Mf · x,
pour tout vecteur colonne x ∈ F n.
L’application Qf est “quadratique” dans le sens ou`
Qf (ax) = a
2Qf (x), pour tout a ∈ F et x ∈ F n.
La forme quadratique f de´termine Qf , et re´ciproquement on peut retrou-
ver f a` partie de Qf en utilisant les formules
Qf (ei) = (Mf )ii ,
Qf (ei + ej) = (Mf )ii + (Mf )jj + 2 (Mf )ij ,
ou` ei et ej sont des vecteurs de base standards de F
n. (Ici nous utilisons pour
la deuxie`me fois l’hypothe`se que la caracte´ristique de F est diffe´rente de 2).
4.4 De´finition. Soit f une forme quadratique n-aire et Qf l’application
quadratique associe´e. On de´finit la forme syme´trique biline´aire associe´e
a` f
Bf : F
n × F n −→ F
par
Bf (x, y) =
1
2
(Qf (x+ y)−Qf (x)−Qf (y)).
On peut facilement ve´rifier l’e´galite´
Bf (x, y) = x
t ·Mf · y,
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d’ou` on voit que Bf est bien une forme biline´aire (sa syme´trie e´tant directe
a` partir de sa de´finition).
La dernie`re e´quation implique e´galement qu’on peut retrouver Qf a` partir
de Bf , comme on a
Bf (x, x) = Qf (x).
4.5 De´finition. Soit V un F -espace vectoriel de dimension finie. Une ap-
plication Q : V → F est dite application quadratique si elle satisfait les
conditions
(a) Q(av) = a2Q(v), pour tout a ∈ F et v ∈ V ,




(Q(x+ y)−Q(x)−Q(y)), pour tout x, y ∈ V,
est F -biline´aire (et syme´trique).
Ainsi toute application quadratique Q : V → F engendre une forme
biline´aire syme´trique.
Re´ciproquement, toute forme biline´aire syme´trique B : V × V → F en-
gendre une application quadratique qB : V → F de´finie par l’e´quation
qB(x) = B(x, x), pour tout x ∈ V.
De plus, les deux ope´rations sont l’inverse l’une de l’autre. (On pourrait parler
de “polarisation” et de “de´polarisation”).
4.6 De´finition. Soit V un F -espace vectoriel de dimension finie, et B :
V × V → F une forme biline´aire syme´trique. On dit alors que le couple
(V,B) est un espace quadratique, avec pour application quadratique
associe´e qB : V → F de´finie par
qB(x) = B(x, x).
Comme nous avons vu ci-dessus, la donne´e d’une forme biline´aire
syme´trique ou de sa forme quadratique associe´e est e´quivalente. De`s lors,
on pourra noter les espaces quadratiques sous la forme (V,B) ou (V, qB).
On remarque que, pour toute forme quadratique n-aire f , (F n, Bf ) =
(F n, Qf ) est un espace quadratique. On le notera parfois aussi (F
n, f).
Re´ciproquement, tout espace quadratique (V,B) engendre, a` partir de
tout choix de F -base {v1, . . . , vn}, une forme quadratique f de´finie par





telle que pour tout x ∈ V
qB(x) = f(D(x)),
ou` D : V → F n est l’ope´rateur de de´composition dans la base {v1, . . . , vn}.
La forme quadratique f engendre´e par l’espace quadratique (V,B) n’est
pas unique, mais de´termine´e a` e´quivalence de forme quadratique pre`s.






avec λki ∈ F , et ge´ne´rant donc la forme quadratique





(Mf ′)ij = B(wi, wj) =
n∑
k,l=1




λki ·B(vk, vl) · λlj =
(




ou` Λ = (λkl) ∈ GLn(F ). On a donc bien que f ∼= f ′.
Re´ciproquement, on voit par le calcul que nous venons de faire que pour
tout forme quadratique f˜ avec f˜ ∼= f , on peut trouver une F -base de V telle
que la forme quadratique associe´e soit pre´cise´ment f˜ .
Ainsi, (V,B) de´termine une classe dans la relation d’e´quivalence de formes
quadratiques, on la notera par (fB).
On de´finit maintenant une relation d’e´quivalence sur les espaces quadra-
tiques qui corresponde pre´cise´ment a` l’e´quivalence des formes quadratiques :
4.7 De´finition. On dit que deux espaces quadratiques (V,B) et (V ′, B′) sont
isome´triques s’il existe un isomorphisme de F -espaces vectoriels τ : V → V ′
tel que
B′(τ(x), τ(y)) = B(x, y), pour tout x, y ∈ V.
Dans ce cas, on note
(V,B) ∼= (V ′, B′).
On peut montrer que
(V,B) ∼= (V ′, B′) ⇐⇒ (fB) = (fB′).
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Une condition e´quivalente pour (V,B) ∼= (V ′, B′) est qu’il existe un iso-
morphisme de F -espaces vectoriels ϕ : V → V ′ tel que
QB′(ϕ(x)) = QB(x), pour tout x ∈ V,
On note que si l’espace quadratique (V,B) engendre une forme quadra-
tique f , alors (V,B) ∼= (F n, Bf ).
De`s lors, comme la classe d’e´quivalence de f permet de de´terminer la
classe d’e´quivalence de (V,B) et inverse´ment, on pourra, si on travaille a`
e´quivalence pre`s, passer librement des espaces quadratiques aux formes qua-
dratiques et inverse´ment.
4.8 De´finition. Soit d ∈ F˙ = F \ {0} et (V,B) un espace quadratique avec
application quadratique associe´e qB. On dit que qB repre´sente d s’il existe
v ∈ V tel que
qB(v) = d.
On note D(qB) l’ensemble des valeurs dans F˙ repre´sente´es par qB.
S’il n’y a pas d’ambigu¨ıte´ sur la forme biline´aire B, on notera parfois
D(V ) a` la place de D(qB).
Il est facile de voir que D(qB) de´pend uniquement de la classe
d’e´quivalence de (V,B). Ainsi, si (V, qB) engendre sur F
n une forme qua-
dratique f , alors on a que D(qB) = D(Qf ).
Soit (V1, B1) et (V2, B2) deux espaces quadratiques. On de´finit sur V =
V1 ⊕ V2 une nouvelle forme biline´aire syme´trique B : V × V → F par
B((x1, x2), (y1, y2)) := B1(x1, y1) +B(x2, y2).
On peut ve´rifier que (V,B) ainsi de´fini est bien un espace quadratique qui a
la proprie´te´
B(V1, V2) = B(V2, V1) = {0}.
4.9 De´finition. On appelle l’espace quadratique (V,B) de´fini ci-dessus la
somme orthogonale de (V1, B1) et (V2, B2), et on le note V1 ⊥ V2.




2 sont quatre espaces quadratiques tels
que V1 ∼= V ′1 et V2 ∼= V ′2 , alors
V1 ⊥ V2 ∼= V ′1 ⊥ V ′2 .
Pour d ∈ F , on note par 〈d〉 l’espace quadratique (F, q) avec q de´fini par
q(x) = dx2, pour tout x ∈ F.
4.10 Crite`re de Repre´sentation. Soit (V,B) un espace quadratique.
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(a) Si d ∈ D(V ), alors il existe un espace quadratique (V ′, B′) tel que
V ∼= 〈d〉 ⊥ V ′.
(b) Il existe d1, . . . , dn ∈ F tels que
V ∼= 〈d1〉 ⊥ · · · ⊥ 〈dn〉.
Pour simplifier on notera 〈d1, . . . , dn〉 a` la place de 〈d1〉 ⊥ · · · ⊥ 〈dn〉.
La partie (b) implique que tout espace quadratique engendre une forme
quadratique repre´sente´e par une matrice diagonale (avec pour coefficients sur
la diagonale d1, . . . , dn).
4.11 Re`gles de calcul. Soient a, b ∈ F et c, d ∈ F˙ , alors
〈a, b〉 ∼= 〈b, a〉
〈a, b〉 ∼= 〈ac2, bd2〉
4.12 De´finition. Soit f une forme quadratique repre´sente´e par la matrice
(syme´trique) Mf , on de´finit le de´terminant de f dans F˙ /F˙
2 par
d(f) := det(Mf ) · F˙ 2.
On peut ve´rifier que si f ∼= g, alors d(f) = d(g) dans F˙ /F˙ 2.
On e´tend naturellement la de´finition de de´terminant aux espaces qua-
dratiques en de´finissant le de´terminant d(V ) d’un espace quadratique (V,B)
comme d(f), ou` f est une forme quadratique engendre´e par (V,B) (on a
montre´ ci-dessus qu’elle sont toutes e´quivalentes).
L’espace quadratique (V,B) est dit re´gulier si son de´terminant d(V ) est
non-ze´ro.
Une observation imme´diate est que si (V,B) ∼= 〈d1, . . . , dn〉, alors
d(V ) = d1 · · · dn · F˙ 2.
4.13 De´finition. Soit v un vecteur non-ze´ro dans un espace quadratique
(V,B). On dit que v est isotrope si B(v, v) = 0, sinon v est dit anisotrope.
L’espace quadratique (V,B) est dit isotrope s’il contient un vecteur (non-
ze´ro) isotrope, sinon l’espace quadratique est dit anisotrope.
4.14 Proposition. Soit (V,B) est un espace quadratique re´gulier et isotrope
avec dimF (V ) ≥ 2. Alors il existe un espace quadratique (V ′, B′) tel que
V ∼= 〈−1, 1〉 ⊥ V ′.
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On dit que l’espace quadratique 〈−1, 1〉 est le plan hyperbolique. Un
espace quadratique isome´trique a` une somme orthogonale de plans hyperbo-
liques est appele´ espace hyperbolique.
4.15 The´ore`me d’Annulation de Witt. Pour V,W et W ′ trois espaces
quadratiques, on a l’implication
V ⊥ W ∼= V ⊥ W ′ =⇒ W ∼= W ′.
Alge`bres des Quaternions
Les de´monstrations pre´sente´es dans cette section sont tire´es de [3, p. 74-
78] et [4, p. 51-61].
Fixons pour toute cette section un corps F de caracte´ristique diffe´rente
de 2 et a, b ∈ F˙ = F \ {0}.





comme une sous-F -
alge`bre de M2(E), ou` E est une cloˆture alge´brique de F .
On commence par choisir α et β dans E tels que













On ve´rifie par des calculs directs que





, et ij = −ji.
En utilisant tout ceci, on de´duit facilement la table de multiplication suivante
(a` lire dans le sens “ligne multiplie colonne”).
· i j k
i a k aj
j −k b −bi
k −aj bi −ab






espace vectoriel engendre´ par F -combinaisons line´aires de {1, i, j, k} (ou` 1 =
12).
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Comme {1, i, j, k} engendrent (clairement) par E-combinaisons line´aires
le E-espace vectoriel M2(E) (qui est de E-dimension 4), on a ne´cessairement
que {1, i, j, k} sont E-line´airement inde´pendants. Ils sont donc aussi F -




, qui est donc de F -dimension 4.










du produit matriciel standard, on lui donne donc un structure de F -
alge`bre.






est inde´pendante du choix des racines α et β.






des quaternions de a, b sur F .








, on peut choisir comme racines
α = 1 et β = 1,
il apparaˆıt ainsi que, dans ce cas, l’ensemble {1, i, j, k} forme en fait une











et le corps gauche de Hamilton H de´fini dans la section
“Alge`bre de Hamilton” du chapitre 1.



























{ 1⊗ 1, 1⊗ i, 1⊗ j, 1⊗ k }.
Ce qui nous permet de de´finir un isomorphisme de K-espaces vectoriels













ϕ(1⊗ 1) = 1, ϕ(1⊗ i) = i′, ϕ(1⊗ j) = j′, ϕ(1⊗ k) = k′.
On peut facilement ve´rifier qu’il s’agit d’un isomorphisme de K-alge`bres. 
La proposition pre´ce´dente nous permet d’obtenir le re´sultat suivant, qui
relie aux groupes de Brauer l’alge`bre des quaternions.





est centrale simple sur F .







































































x = α + βi+ γj + δk, avec α, β, γ, δ dans F.
On de´finit le conjugue´ de x
x := α− (βi+ γj + δk).
4.23 Proposition. Soit x, y ∈ (a,b
F
)
et r ∈ F . On a les e´galite´s suivantes
x+ y = x+ y, xy = y x, x = x, rx = rx,
i.e. l’ope´ration de conjugaison est une involution.
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Preuve. La seule partie non-e´vidente est xy = y x. Comme la conjugaison
est line´aire, il suffit de le ve´rifier sur les vecteurs de base 1, i, j, k. Par exemple,
on a
ij = k = −k = −ij = ji = (−j)(−i) = j i.
Les autres ve´rifications sont similaires. 






4.24 De´finition. On de´finit le sous-F -espace vectoriel des quaternions
purs A0 ⊆ A par
A0 := {x ∈ A | x = −x}.
Ce qui peut aussi eˆtre de´fini comme
A0 = {βi+ γj + δk ∈ A | β, γ, δ ∈ F}.
Nous avons la caracte´risation suivante des quaternions purs, qui nous
servira a` de´montrer le the´ore`me (4.29).
4.25 Proposition. Si v ∈ A \ {0}, alors
v ∈ A0 ⇐⇒ v 6∈ F et v2 ∈ F.
Preuve. Notons v = α + βi + γj + δk avec α, β, γ, δ dans F . Un calcul
direct montre que
v2 = (α2 + aβ2 + bγ2 − abδ2) + 2α(βi+ γj + δk).
Ainsi, on voit directement que si v est pur, alors v2 ∈ F . Re´ciproquement, si
v 6∈ F (i.e. β, γ ou δ est non-ze´ro) et v2 ∈ F , alors α = 0. 
4.26 Remarque. Une conse´quence de (4.25) est que A0 est inde´pendant du
choix de la base. En ce sens, on a une de´composition canonique
A ∼= (F · 1)⊕ A0,
comme tout quaternion se de´compose de manie`re unique en une partie sca-
laire dans F et une partie pure dans A0.
Soit x ∈ (a,b
F
)
se de´composant en x = x1 + x0 avec x1 ∈ F · 1 et x0 ∈ A0.
On a
xx = (x1 + x0)(x1 − x0) = x21 − x1x0 + x0x1 − x20 = x21 − x20
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Ainsi, xx ∈ F (comme, par la proposition pre´ce´dente, x20 ∈ F ).
4.27 De´finition. L’application N : A → F qui a` x ∈ A associe xx est
appele´e la norme de A.
Pour tout x, y ∈ (a,b
F
)
, on a N(xy) = N(x)N(y). En effet,
N(xy) = xyxy = xyy x = xN(y)x = N(x)N(y).
4.28 Proposition. (A,N) est un espace quadratique.
Preuve. Il faut ve´rifier que
(1) N(ax) = a2N(x) pour tout a ∈ F et x ∈ A, et que
(2) l’application









(N(x+ y)−N(x)−N(y)) = 1
2
(





(xx+ xy + yx+ yy − xx− yy) = 1
2
(xy + yx),
d’ou` on peut assez facilement de´duire la F -biline´arite´. 
En reprenant le calcul fait dans la dernie`re de´monstration, on constate
que




(x− x) = 0,
(b) si x et y sont purs, alors
B(x, y) = −1
2
(xy + yx).
Ainsi, comme i, j, k anticommutent, les vecteurs {1, i, j, k} forment une
base orthogonale du F -espace quadratique (A,N). De plus, on calcule
N(1) = 11 = 1, N(i) = ii = −i2 = −a, N(j) = jj = −j2 = −b
N(k) = kk = −k2 = ab.
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De cela, on de´duit que la de´composition dans la F -base orthogonale {1, i, j, k}
est un isome´trie naturelle entre (A,N) et (F 4, 〈1,−a,−b, ab〉).





, isome´trie et isomorphisme
d’alge`bres sont synonymes, comme le montre le the´ore`me suivant.










avec a, b, a′, b′ ∈ F˙ . Alors
les assertions suivantes sont e´quivalentes :
(a) A et A′ sont isomorphes comme F -alge`bres ;
(b) A et A′ sont isome´triques comme espaces quadratiques ;
(c) A0 et A
′
0 sont isome´triques comme espaces quadratiques.
Avant de de´montrer le the´ore`me, il nous faut le lemme suivant.










avec a, b, a′, b′ ∈ F˙ et ϕ : A → A′
est un isomorphisme de F -alge`bres, alors ϕ(A0) = A
′
0.
Preuve. Il s’agit d’une conse´quence directe de la caracte´risation (4.25).
En effet, si v ∈ A0, alors v 6∈ F et v2 ∈ F , ce qui implique que ϕ(v) 6∈ F et
ϕ(v)2 ∈ F . D’ou` ϕ(A0) ⊆ A′0.
Pour avoir l’inclusion inverse, on choisit un e´le´ment ϕ(w) ∈ A′0 avec
w ∈ A. On a alors ϕ(w) 6∈ F et ϕ(w)2 ∈ F , d’ou` on de´duit directement
w 6∈ F et w2 ∈ F , i.e. w ∈ A0. 
Preuve de (4.29). Les assertions (b) et (c) se re´e´crivent comme
(b) ⇐⇒ 〈1,−a,−b, ab〉 ∼= 〈1,−a′,−b′, a′b′〉,
(c) ⇐⇒ 〈−a,−b, ab〉 ∼= 〈−a′,−b′, a′b′〉.
De`s lors, l’e´quivalence (b)⇔ (c) de´coule du the´ore`me d’annulation de Witt.
Voyons que (a) ⇒ (b). Soit ϕ : A → A′ un isomorphisme de F -alge`bres.
Nous allons voir que ϕ est aussi une isome´trie entre les espaces quadratiques
A et A′. Il faut voir que pour tout x ∈ A,
N ′(ϕ(x)) = N(x),
ou` N et N ′ sont les deux formes quadratiques associe´es a` A et A′ (i.e. les
normes de´finies en (4.27)). Choisissons x ∈ A ; il existe α ∈ F et x0 ∈ A0 tels
que x = α + x0. On peut alors e´crire
ϕ(x) = α + ϕ(x0) et ϕ(x) = α− ϕ(x0).
Par le lemme (4.30), ϕ(x0) ∈ A′0, et ainsi nous avons ϕ(x) = ϕ(x). Cela nous
permet de faire le calcul suivant :
N ′(ϕ(x)) = ϕ(x) · ϕ(x) = ϕ(x) · ϕ(x) = ϕ(xx) = ϕ(N(x)) = N(x).
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Pour terminer la de´monstration, voyons (c)⇒ (a). Soit σ : A0 → A′0 une
isome´trie. On pose i := σ(i) et j := σ(j). On a que
ii = N ′(i) = N ′(σ(i)) = N(i) = −a,
jj = N ′(j) = N ′(σ(j)) = N(j) = −b,
N ′(ij) = ijij = i(jj)i = N(i)N(j) = ab.
De plus, i, j et ij sont orthogonales deux-a`-deux. En effet, en de´signant
par B (resp. B′) la forme biline´aire associe´e a` la norme N (resp. N ′) sur A
(resp. A′), on calcule
B′(i, j) = B′(σ(i), σ(j)) =
1
2




(N(i+ j)−N(i)−N(j)) = 0,
comme i et j sont orthogonales dans A. (On remarque, en passant, que





(ijj + jij) =
1
2
(−ijj + jji) = 1
2





(iji + iij) =
1
2
(−iji + iji) = 0.
Ainsi, on obtient que i, j, ij est une base (orthogonale) de A′0. On peut
de´finir un isomorphisme de F -espaces vectoriels β : A→ A′ par
β(1) = 1, β(i) = i, β(j) = j et β(k) = ij.
Graˆce aux calculs que nous avons fait ci-dessus, on peut facilement ve´rifier
qu’il s’agit en fait d’un isomorphisme de F -alge`bres. 
4.31 Corollaire. Soit a, b ∈ F˙ et A = (a,b
F
)
. Alors les assertions suivantes
sont e´quivalentes :
(a) A ∼= M2(F ) comme F -alge`bres ;
(b) 〈1,−a,−b, ab〉 est hyperbolique ;
(c) 〈−a,−b, ab〉 est isotrope.
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d’ou`, par le the´ore`me (4.29), l’isome´trie d’espaces quadratiques
(4.32) 〈1,−a,−b, ab〉 ∼= 〈1, 1,−1,−1〉.
‘(b) ⇒ (c)’ On a
〈1,−a,−b, ab〉 ∼= 〈1,−1, 1,−1〉 =⇒ 〈−a,−b, ab〉 ∼= 〈−1, 1,−1〉,
par le the´ore`me d’annulation de Witt.
‘(c) ⇒ (a)’ Comme la forme quadratique 〈−a,−b, ab〉 est isotrope, il
existe q ∈ F˙ tel que
〈−a,−b, ab〉 ∼= 〈1,−1, q〉.
On a (ab)2 · F˙ 2 = −q · F˙ 2, ce qui implique q · F˙ 2 = −1 · F˙ 2. Donc on
obtient
〈−a,−b, ab〉 ∼= 〈1,−1,−1〉.
On retrouve ainsi (4.32), qui est e´quivalent a` A ∼= M2(F ) (comme F -
alge`bres), par le the´ore`me (4.29). 










) ∼= (ac2,bd2F ),









) ∼= (a,−1F ).
Preuve. Partie (a) : Comme on a
〈1,−a,−b, ab〉 ∼= 〈1,−b,−a, ab〉,
on peut utiliser (4.29).
Partie (b) : De meˆme, comme
〈1,−a,−b, ab〉 ∼= 〈1,−ac2,−bd2, ac2bd2〉,
on peut utiliser (4.29).
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Partie (c) : Pour pouvoir appliquer (4.31), on doit voir que les formes
quadratiques suivantes sont isotropes :
〈−1,−1, 1〉, 〈−1,−a, a〉, 〈−b, b,−b2〉, et 〈−c, c− 1, c(1− c)〉.
Pour les trois premie`res, c’est imme´diat. Pour montrer que la forme 〈−c, c−
1, c(1−c)〉 est isotrope, on remarque d’abord qu’elle repre´sente−1, et qu’ainsi
il existe r, s ∈ F˙ tels que
〈−c, c− 1, c(1− c)〉 ∼= 〈−1, r, s〉.
Comme
c2(1− c)2 · F˙ 2 = −rs · F˙ 2,
on a s · F˙ 2 = −r · F˙ 2. D’ou`
〈−c, c− 1, c(1− c)〉 ∼= 〈−1, r,−r〉,
qui est isotrope.
Partie (d) : Comme
〈1,−a〉 ∼= 〈−a, 1〉 ∼= 〈−a, a2〉,
on a l’isome´trie
〈1,−a, 1,−a〉 ∼= 〈1,−a,−a, a2〉.
Ce qui nous permet d’appliquer (4.29). 






















Preuve. En utilisant le corollaire (4.33), on a directement le deuxie`me























. Avec elles, nous de´finissons deux nouvelles F -alge`bres
X := F · (1⊗ 1) + F · (i⊗ 1) + F · (j ⊗ j′) + F · (k ⊗ j′), et
Y := F · (1⊗ 1) + F · (1⊗ j′) + F · (i⊗ k′) + F · (−ci⊗ i′).
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Il est facile de ve´rifier qu’il s’agit bien de sous-F -alge`bres de B ⊗F C (de
F -dimension 4). De`s lors, X ⊗F Y et B ⊗F C sont isomorphes en tant que
F -espaces vectoriels car ils ont meˆme dimension.
Pour construire un isomorphisme de F -espaces vectoriels “naturel” σ :
B ⊗F C → X ⊗F Y , on peut commencer par associer
1⊗ 1 7−→ (1⊗ 1)⊗ (1⊗ 1),
i⊗ 1 7−→ (i⊗ 1)⊗ (1⊗ 1),
j ⊗ j′ 7−→ (j ⊗ j′)⊗ (1⊗ 1),
k ⊗ j′ 7−→ (k ⊗ j′)⊗ (1⊗ 1),
1⊗ j′ 7−→ (1⊗ 1)⊗ (1⊗ j′),
i⊗ k′ 7−→ (1⊗ 1)⊗ (i⊗ k′),
−ci⊗ i′ 7−→ (1⊗ 1)⊗ (−ci⊗ i′).
De plus, comme il apparaˆıt que les e´le´ments
1⊗ 1, i⊗ 1, j ⊗ j′, k ⊗ j′, 1⊗ j′, i⊗ k′, −ci⊗ i′.
cre´ent, par multiplication, une F -base de B ⊗F C, on peut chercher a` conti-
nuer la de´finition de σ sur la F -base engendre´e en imposant la condition
(4.35) σ(xy) = σ(x)σ(y), pour tout x, y dans B ⊗F C.
On peut ve´rifier que σ ainsi de´fini est bien un isomorphisme de F -espaces
vectoriels, qui de plus satisfait (4.35) et est donc un isomorphisme de F -
alge`bres. De cela, on obtient
B ⊗F C ∼= X ⊗F Y,
en tant que F -alge`bres. Ce qui de´place notre proble`me a` prouver l’isomor-
phisme de F -alge`bres











Pour ce faire, on commence par poser I := i⊗ 1 et J := j ⊗ j′. On peut
alors re´e´crire X :
X = F · 1 + F · I + F · J + F · (IJ), (avec 1 = 1⊗ 1),
et comme de plus
I2 = i2 ⊗ 1 = a(1⊗ 1), J2 = j2 ⊗ j′ 2 = bc(1⊗ 1),
−IJ = −ij ⊗ j′ = ji⊗ j′ = JI,
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, ce qui comple`te la preuve. 


































Preuve. Pour avoir les deux premie`res e´galite´s, il suffit d’appliquer (4.34)



















= [M2(F )] = 1Br(F ),
ou` on a utilise´, dans l’ordre, (b), (a), et (c) de (4.33). 
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