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Resumen
En este trabajo se presenta la te´cnica del control adaptable de orden fraccionario por modelo de referencia (CAOFMR), aplicada
a los reguladores automa´ticos de voltaje (RAV). El artı´culo se enfoca en el ajuste de las ganancias adaptables y los o´rdenes de
derivacio´n de las leyes de ajuste del controlador CAOFMR, determinados por la minimizacio´n de una funcio´n criterio deﬁnida para
el modelo simpliﬁcado del RAV, mediante la utilizacio´n de la te´cnica de optimizacio´n de algoritmos gene´ticos (AG). En base a un
criterio de evaluacio´n propuesto por otros autores, se realizan comparaciones, por medio de simulaciones, de la te´cnica de control
propuesta con los resultados obtenidos por la te´cnica de control PID de orden entero (OEPID) (Zamani et al., 2009). Se muestra
que el controlador CAOFMR con para´metros optimizados por AG, entrega mejores resultados en te´rminos de robustez frente a
variaciones en los para´metros del sistema controlado y mejoras en relacio´n a la velocidad de convergencia hacia las sen˜ales de
referencia del sistema RAV.
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1. Introduccio´n
Los sistemas ele´ctricos de potencia (SEP) requieren, por un
lado, dispositivos que mantengan y garanticen su estabilidad
incluso en condiciones extremas de trabajo y por otro, e´stos re-
quieren tiempos de respuesta cada vez ma´s ra´pidos. Estos dos
aspectos constituyen los principales motivos que han inspirado
a varios investigadores en busca de mejores resultados. Tam-
bie´n, la combinacio´n de te´cnicas de control y estrategias de op-
timizacio´n se han utilizado en la literatura te´cnica para abordar
este problema en los SEP.
Al realizar el ana´lisis de la literatura te´cnica, muchos de
los autores que trabajan en esta lı´nea de investigacio´n, men-
cionan a Gaing (2004) como su referencia principal. En 2004,
Gaing demostro´ mejoras en la sintonizacio´n de los para´metros
del controlador PID, mediante la minimizacio´n de una funcio´n
objetivo por el me´todo de optimizacio´n de Algoritmos Gene´ti-
cos (AG) (Gaing, 2004). Posteriormente, Conceicao (2008), uti-
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lizo´ el mismo sistema de Gaing (Gaing, 2004) (Modelo Lineal
Simpliﬁcado del RAV) y presento´ mejoras en el proceso de
optimizacio´n, modiﬁcando el algoritmo de AG. Luego, Kim y
Park (2005) sintonizaron los para´metros del controlador utili-
zando una mezcla entre las te´cnicas de AG y optimizacio´n por
enjambre de partı´culas (OEP). En el 2007, Mitra et al. (2007)
introdujeron una te´cnica de control difuso, donde utilizan un
modelo tipo Sugeno, en el cual los para´metros son ajustados a
trave´s del algoritmo de aprendizaje hı´brido, demostrando esta-
bilidad de los sistemas de generacio´n ele´ctrica modelados para
pequen˜a sen˜al .
Todos los autores anteriores consideran variaciones del vol-
taje de referencia ΔVr(t) = 1[pu], con la ﬁnalidad de compa-
rar estrategias de optimizacio´n en te´rminos de la minimizacio´n
de una funcio´n criterio determinada, asociada al modelo lineal
simpliﬁcado del RAV.
Desde el punto de vista de los expertos en SEP, Mukherjee
y Ghoshal (2007) utilizan el mismo modelo anterior (Modelo
Lineal Simpliﬁcado del AVR), sin embargo, emplean ΔVr(t) =
0, 01[pu], minimizando una funcio´n criterio en base al algo-
ritmo AG . Ma´s adelante en el 2009, Chatterjee et al. (2009)
utilizan las mismas caracterı´sticas de (Mukherjee y Ghoshal,
2007), proponiendo una modiﬁcacio´n al me´todo OEP, llamada
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VUR-PSO, demostrando mejoras en te´rminos del mı´nimo de la
misma funcio´n criterio.
En este artı´culo se presenta la te´cnica de Control Adaptable
de Orden Fraccionario por Modelo de Referencia (CAOFMR)
como un problema de optimizacio´n, donde se sintonizan las ga-
nancias adaptables y o´rdenes de derivacio´n de las leyes de ajus-
te, considerando una funcio´n objetivo (FO), para el modelo li-
neal simpliﬁcado del generador reportado por Kundur (Kundur,
1994). Mediante simulaciones se demuestran mejoras en te´rmi-
nos de la funcio´n criterio ya mencionada, reducie´ndola hasta
un 30,48% y mejoras en te´rminos del sobrepaso hasta en un
16,62%, en relacio´n a los encontrados en la literatura (Mukher-
jee y Ghoshal, 2007).
La Seccio´n 2 de este artı´culo presenta los conceptos genera-
les del CAOFMR, los algoritmos de optimizacio´n y el modelo
del generador con el RAV a utilizar. Luego, en la Seccio´n 3 se
establecen las condiciones, caracterı´sticas del controlador y la
funcio´n objetivo que dan origen a las simulaciones presentadas
en este trabajo. La Seccio´n 4 presenta los resultados simula-
dos originales, comparando las distintas te´cnicas de control y
estrategias de optimizacio´n con los encontrados en la literatu-
ra, donde se evalu´an los comportamientos de los esquemas de
control propuestos frente a variaciones parame´tricas, en base a
ı´ndices de rendimiento. Finalmente, en la Seccio´n 5 se presen-
tan las conclusiones del trabajo y se proponen lı´neas futuras de
investigacio´n.
2. Fundamentos Teo´ricos
En esta Seccio´n se presentan las bases teo´ricas necesarias
para abordar los temas desarrollados en el presente artı´culo.
2.1. Deﬁniciones ba´sicas del ca´lculo fraccionario
El ca´lculo de orden fraccionario es una generalizacio´n del
ca´lculo cla´sico o de orden entero y se relaciona con operadores
diferenciales del tipo Dtα, donde α es un nu´mero real o comple-
jo. Segu´n Kilbas et al. (2006) existen varias deﬁniciones de las
derivadas de orden fraccionario, sin embargo la ma´s utilizada
en el campo de la ingenierı´a es la derivada segu´n Caputo, debi-
do a que incorpora las condiciones iniciales de la variable y sus
derivadas de orden entero. Su deﬁnicio´n corresponde a (Kilbas
et al., 2006)
RDα0 f (t) =
1
Γ(n − α)
∫ t
0
f (n)(τ)
(t − τ)α−n+1 dτ (1)
con n = [(α)] + 1; t > α, donde [(α)] es la parte entera de
(α).
El me´todo de Oustaloup (Oustaloup, 1991) es utilizado pa-
ra realizar aproximaciones de la derivada fraccionaria segu´n
Caputo, el cual caracteriza el comportamiento haciendo uso de
la distribucio´n recursiva de polos y ceros, que esta´ dada por
sα ≈ k
N∏
n=1
1 + (s/ωz,n)
1 + (s/ωp,n)
(2)
con α > 0 y las frecuencias de los polos y ceros (ωz,n y ωp,n)
esta´n dados por Zamani et al. (2009). k es un coeﬁciente que
se ajusta tal que la ganancia en ambos lados de (2) sea 1 rads .
La eﬁciencia de la aproximacio´n depende de N, donde para va-
lores bajos de N se generan aproximaciones simples, mientras
que para valores altos de N se generan mejores aproximaciones
para la derivada fraccionaria, cuyo costo asociado se maniﬁes-
ta en el esfuerzo computacional requerido. Esta aproximacio´n
esta´ disponible mediante el bloque Ninteger de Simulink del
Toolbox de Matlab (Vale´rio y da Costa, 2004).
2.2. Control Adaptable de Orden Fraccionario por Modelo de
Referencia
Para comprender los conceptos del control adaptable de or-
den fraccionario por modelo de referencia (CAOFRM), se co-
menzara´ realizando una breve introduccio´n al Control Adap-
table por Modelo de Referencia (CARM) cla´sico, el cual re-
sume las bases teo´ricas contenidas en Narendra y Annaswamy
(2005).
Los detalles del esquema mostrados en la Figura 1 se pue-
den consultar en (Aguila-Camacho y Duarte-Mermoud, 2013).
Sin embargo, cabe destacar algunos conceptos para el caso de
plantas con grado relativo n∗ ≥ 2 (que corresponde al caso de
este estudio) tales como el concepto del error aumentado (t) y
del error auxiliar e2(t), que son necesarios deﬁnir para resolver
este caso, dado que el sistema que aquı´ se analiza genera el de-
nominado Modelo de Error 4 (Narendra y Annaswamy, 2005).
Para el CARM cla´sico los para´metros del controlador son ajus-
tados usando ecuaciones diferenciales de orden entero (Leyes
de Ajuste). En este caso de estudio, nos referimos al CARM
de orden fraccionario (CAOFRM), donde los para´metros son
ajustados adaptativamente siguiendo ecuaciones diferenciales
de orden fraccionario (Leyes de Ajuste de Orden Fraccionario).
Las caracterı´sticas ma´s importantes de este controlador se
muestran en la Tabla 1, donde las dimensiones de las matrices
(Λ, l) y el nu´mero de variables a optimizar sera´n deﬁnidos en la
Seccio´n 3.
Figura 1: Esquema general del CAMR para n∗ ≥ 2
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Tabla 1: Deﬁnicio´n general de variables y para´metros del CAOFRM.
Planta Gp =
bpsp+bp−1 sp−1+...+b1 s+b0
ansn+an−1 sn−1+...+a1 s+a0
Modelo de
Referencia Gm = kmmqsq+mq−1 sq−1+...+m1 s+m0
Leyes de
Control u(t) = θ(t)Tω(t)
θ(t)T = [k(t) θT1 (t) θ0(t) θ
T
2 (t)]
ω(t) = [r(t) ωT1 (t) yp(t) ω
T
2 (t)]
Sen˜ales ω˙1(t) = Λω1(t) + łu(t)
Auxiliares ω˙2(t) = Λω2(t) + łyp(t))
λ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Λ1 0 0 0
0
. . . 0 0
0 0
. . . 0
0 0 0 λn−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
l =
[
1 · · · · · · n−1
]T
Error de
Salida e1(t) = yp(t) − ym(t)
Error
Auxiliar e2(t) = θT (t)ω¯(t) − u¯(t)
Error
Aumentado (t) = e1(t) + k1(t)e2(t)
Otras
Sen˜ales u¯(t) = Gm(s)I2nu(t)
ω¯(t) = Gm(s)I2nω(t)
Leyes
Adaptativas θ˙α(t) = −γ (t)ω¯(t)
1 + ω¯(t)ω¯T (t)
k˙α1 (t) = −γ
(t)e2(t)
1 + ω¯(t)ω¯T (t)
2.3. Algoritmos Gene´ticos
AG es un me´todo utilizado para resolver problemas de opti-
mizacio´n, tanto con restricciones o sin restricciones y se susten-
ta en el concepto de la seleccio´n natural, cuyo proceso se basa
en la evolucio´n biolo´gica (Goldberg, 1989).
En el me´todo de optimizacio´n AG se modiﬁca repetidamen-
te una poblacio´n de posibles soluciones individuales. En cada
paso, el algoritmo gene´tico selecciona individuos al azar de la
poblacio´n actual y los denomina “padres”, los cuales son utili-
zados para producir los “hijos” de la pro´xima generacio´n. Des-
pue´s de varias generaciones, la poblacio´n “evoluciona” median-
te una serie de mecanismos (cruzamiento, mutacio´n etc.) hacia
una solucio´n o´ptima (Holland, 1992). Estos algoritmos pueden
ser aplicados para resolver una variedad de problemas de op-
timizacio´n que no son muy adecuados para los algoritmos de
optimizacio´n esta´ndar, incluyendo problemas en los que la fun-
cio´n objetivo es discontinua, no diferenciable, estoca´stica o al-
tamente no lineal.
El algoritmo gene´tico utiliza tres tipos principales de nor-
mas en cada paso para crear la pro´xima generacio´n de la pobla-
cio´n actual:
Las reglas de seleccio´n, que eligen a los individuos llama-
dos padres, que contribuyen a la poblacio´n en la pro´xima
generacio´n.
Las reglas de cruzamiento, que combinan dos padres para
formar hijos para la pro´xima generacio´n.
Las reglas de mutacio´n, que aplican cambios al azar a los
padres individuales para producir los descendientes.
El proceso general se lleva adelante restringiendo el espa-
cio de bu´squeda mediante la deﬁnicio´n de intervalos para los
para´metros que se desea optimizar, tal como se menciona en la
Seccio´n 3.1.
Para conceptos ma´s detallados acerca de los pasos especı´ﬁ-
cos que sigue el algoritmo gene´tico usado en este estudio, se
puede revisar (MathWork, 2014) que proporciona la Toolbox
de simulacio´n MATLAB de MathWorks. Para la aplicacio´n es-
pecı´ﬁca al RAV, el lector es referido a (Aguila-Camacho y Duarte-
Mermoud, 2013).
2.4. Regulador Automa´tico de Voltaje
El RAV es un sistema cuya tarea es mantener constante la
tensio´n en bornes del generador a trave´s del sistema de exci-
tacio´n de la ma´quina. Esta accio´n de control hace que el vol-
taje sea igual al valor establecido por la referencia (Chapman,
2006). El modelo lineal simpliﬁcado del RAV es representado
en la Figura 2.
Figura 2: Esquema general del RAV usando un modelo lineal simpliﬁcado del
generador.
Como se muestra en la Figura 2, el diagrama de bloques
asociado al modelo del generador hace algunas suposiciones
para obtener el modelo simpliﬁcado del generador, el cual con-
sidera la relacio´n que existe entre el voltaje en bornes y su vol-
taje de campo (Kundur, 1994). El RAV simpliﬁcado, considera
adema´s, 3 componentes; el ampliﬁcador, el excitador y el sen-
sor (Mukherjee y Ghoshal, 2007), cuyos para´metros sera´n deﬁ-
nidos ma´s adelante en la Seccio´n 3.
3. Disen˜o de la Metodologı´a
En este trabajo de investigacio´n se propone utilizar una te´cni-
ca de control asociada a una estrategia de optimizacio´n de los
RAV, para de esa forma mejorar los resultados obtenidos en la
literatura, en te´rminos de ı´ndices de rendimiento propuestos por
otros autores. Para cumplir con este objetivo, a continuacio´n se
detalla la te´cnica propuesta.
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3.1. Deﬁnicio´n de la funcio´n objetivo y para´metros del mode-
lo RAV
Con el ﬁn de encontrar el mejor rendimiento del controlador
y basado en (Zamani et al., 2009) y (Aguila-Camacho y Duarte-
Mermoud, 2013), la funcio´n objetivo (FO) o funcio´n de costo
utilizada para nuestro estudio es mostrada a continuacio´n.
FO = (w1Os)2 + w2t2s +
w3
(max( dvdt ))
2
(3)
Implı´citamente la ecuacio´n (3) contiene los para´metros de
disen˜o del controlador CAOFMR [αT γT ] ∈ 10 restringidos a
0 < α ≤ 2 y 0 < γ ≤ 9 × 108, tal como se explica ma´s adelante.
El intervalo de tiempo que se considera para evaluar la FO
es ti = 0 y t f = 10[s]. Por otro lado, Os es el sobrepaso del sis-
tema controlado asociado a la respuesta a un escalo´n del voltaje
de referencia y ts es el tiempo de establecimiento de la respues-
ta del sistema controlado. max(dv/dt) denota el valor ma´ximo
de la derivada de la sen˜al de voltaje medida en los bornes del
generador, el cual minimiza de manera implı´cita el tiempo de
crecimiento de la sen˜al del sistema bajo control. En cuanto a
los factores de ponderacio´n wi con i = 1, 2, 3 son ﬁjados por el
disen˜ador. En este estudio los valores fueron extraı´dos de (Chat-
terjee et al., 2009) y adoptan los valores de w1 = 10000, w2 = 1
y w3 = 0, 001.
Cabe destacar adema´s, que algunos ı´ndices de rendimien-
to adicionales son propuestos para determinar la eﬁciencia de
cada controlador. Estos ı´ndices son reportados en (Panda et al.,
2012), donde la integral del valor absoluto del error multipli-
cada por el tiempo (ITAE), la integral del valor absoluto del
error (IAE), la integral del cuadrado del error multiplicada por
el tiempo (ITSE) y la integral del cuadrado del error (ISE) son
tomados en cuenta para validar los resultados obtenidos por ca-
da caso de estudio
Tal como se menciono´ en la Seccio´n 2.4, el modelo utili-
zado en este estudio, corresponde al de la Figura 2, donde los
para´metros escogidos son: KA = 10, τA = 0, 1[s], KE = 1,
τE = 0, 4[s], KG = 0, 7, τG = 1[s], KS = 1, y τS = 0,01[s].
Estos para´metros fueron tomados de la referencia (Chatterjee
et al., 2009).
La funcio´n de transferencia en lazo abierto del RAV en
este caso de estudio, corresponde a un modelo de 4to orden.
Esta caracterı´stica hace que el controlador CAOFMR tenga 9
para´metros para ajustar y 18 para´metros para optimizar (o´rde-
nes y ganancias adaptativas). Sin embargo, de acuerdo a Aguila-
Camacho y Duarte-Mermoud (2013), el modelo del RAV pue-
de ser simpliﬁcado a un sistema de orden 2, si se desprecia la
dina´mica del sensor, debido a su ra´pida dina´mica. Con ello el
CAOFRM quedara´ conﬁgurado con 5 para´metros adaptables y
10 para´metros a optimizar.
En cuanto a los para´metros de las sen˜ales auxiliares y el
modelo de referencia, por motivos de comparacio´n se utilizan
los siguientes valores extraı´dos de (Chatterjee et al., 2009): b0 =
7, a4 = 0,0004, a3 = 0,0454, a2 = 0,555, a1 = 1,51, a0 = 1,
Λ = −20, ł = 1, satisfaciendo las condiciones indicadas en
Narendra y Annaswamy (2005). En cuanto a los para´metros del
modelo de referencia para esta etapa, se utilizan la siguiente
funcio´n de transferencia
Gm2 =
630
21s3 + 159,8s2 + 524,8s + 630
(4)
Para el proceso de optimizacio´n, los para´metros y condi-
ciones para el algoritmo de optimizacio´n AG utilizado en este
artı´culo son deﬁnidos a continuacio´n.
Para el me´todo AG, consideramos los para´metros por de-
fecto de la funcio´n ga de MATLAB adicionando para el orden
de aproximacio´n de (2), N = 10. Las ganancias del controla-
dor empleado y los o´rdenes de derivacio´n de las leyes de ajuste
esta´n sujetos a las restricciones 0 < γ ≤ 9x108 y 0 < α ≤ 2. Se
considera adema´s un nu´mero ma´ximo de iteraciones itermax =
1000 y un tiempo de simulacio´n t f = 10[s].
4. Ana´lisis Comparativo de Resultados
Con el disen˜o explicado en la Seccio´n 3, se presentan aquı´ los
resultados de las simulaciones para CAOFMRAG e OEPIDAG.
Los mejores para´metros encontrados por el algoritmo de opti-
mizacio´n AG son presentados en la Tabla 2 y sera´n comparados
con los resultados obtenidos por el controlador OEPIDAG en
(Mukherjee y Ghoshal, 2007).
La Figura 3 muestra la respuesta del sistema bajo control
cuando se aplica un escalo´n unitario del voltaje medido en bor-
nes del generador.
Figura 3: Respuesta al escalno´n del sistema controlado medido en bornes del
generador usando CAOFMRAG y OEPIDAG.
En la Figura 3 se comparan las te´cnicas de control corres-
pondientes a (CAOFMRAG y OEPIDAG). La primera de ellas
corresponde a la propuesta realizada en este estudio y la se-
gunda fue extraı´da de la literatura (Chatterjee et al., 2009). De
la Figura 3 se destaca el sobrepaso cero para el controlador
OEPIDAG. Las ganancias y o´rdenes de las leyes de ajuste fue-
ron sintonizadas por el algoritmo AG, el cual hace que el siste-
ma tenga un menor tiempo de establecimiento ts. Los para´me-
tros del controlador OEPIDAG utilizados son; Kp = 0, 9453,
Ki = 0, 62484 y Kd = 0, 3750.
De la Figura 3 se puede observar que el tiempo de estable-
cimiento ts , del mejor resultado obtenido en este estudio con el
CAOFMRAG , no mejora el tiempo de establecimiento del sis-
tema controlado por OEPIDAG de (Chatterjee et al., 2009). Sin
embargo, las bondades del control adaptable se ven reﬂejadas
cuando existen incertidumbres en el modelo. Estas variaciones
sera´n estudiadas ma´s adelante. En ese sentido el ts del contro-
lador OEPIDAG es menor en un 6, 44% que el que presenta el
CAOFMRAG.
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Tabla 2: O´rdenes y ganancias de las leyes adaptativas del CAOFMR.
o´rdenes (α) Ganancias (γ) FO(x)
1 2 3 4 5 1 2 3 4 5
FOMRAC 0,8680 1,2151 0,0365 0,0193 1,1052 3,53E+08 5,82E+08 4,92E+08 8,25E+08 7,01E+08 2,37E+08
El voltaje en los bornes del generador, es controlado me-
diante el voltaje inducido en el rotor. Este voltaje es ΔVE(t), el
cual es medido para cada te´cnica de control y mostrado en la Fi-
gura 4. El OEPIDAG, que es la mejor respuesta encontrada en la
literatura para este caso de estudio, es alrededor del 100% ma-
yor en relacio´n al CAOFMRAG, siendo e´ste el costo asociado
a la mejora. Sin embargo, la magnitud de esta accio´n de con-
trol esta´ au´n dentro del rango de operacio´n de los sistemas de
excitacio´n.
Figura 4: Sen˜al de control generada por el sistema de excitacio´n.
Figura 5: Convergencia del error de seguimiento de referencia de los controla-
dores CAOFMRAG y OEPIDAG.
Como se menciono´ en la Seccio´n 3, el modelo del generador
es estructurado para pequen˜a sen˜al, por lo cual, ΔVr(t)=0.01pu,
signiﬁca variaciones en el voltaje de referencia del 1% con res-
pecto al valor nominal. En la Tabla 3 se muestra el detalle de
los ı´ndices de rendimiento asociados a cada te´cnica de control
con el respectivo me´todo de optimizacio´n AG. Estos son los
ı´ndices conocidos como IAE, ITAE, ISE y ITSE, que ya fueron
deﬁnidos anteriormente en la Seccio´n 3.1 y resumen el compor-
tamiento del error en toda la ventana de tiempo, es decir [0, 10]
[s], tanto para el control CAOFMRAG como para el controlador
OEPIDAG.
El controlador CAOFMRAG presenta mejoras signiﬁcativas,
basadas en relacio´n a la minimizacio´n de la funcio´n objetivo
(3), tal como se menciono´ en los pa´rrafos anteriores. Explı´ci-
tamente, en la funcio´n objetivo se considera el sobrepaso Os,
Tabla 3: I´ndices de rendimiento asociadas a cada te´cnica de control.
CAOFMR OEPID
AG AG
tr[s] 0.93 0.2454
ts[s] 1.38 12.952
Os[%] 1.54 18.472
max(dv/dt) 0.02 0.0040∑
(Indices) 0.01 0.003
FO 2.37E + 08 3.41 E + 08
el cual es muy importante para los sistemas de potencia. En ese
sentido, el CAOFMRAG mejora considerablemente este para´me-
tro, ya que el Os es 16, 63% menor que el Os del mejor valor
encontrado en la literatura te´cnica, y que corresponde al caso
del controlador tipo OEPID de para´metros ﬁjos, reportado en
(Mukherjee y Ghoshal, 2007).
Considerando que son 2 te´cnicas de control distintas, se
analizan tambie´n los otros 4 ı´ndices de rendimiento adicionales
(IAE, ITAE, ISE y ITSE) donde el error es ec(t) = r(t) − yp(t),
siendo r(t) la referencia. Estos ı´ndices analizan el error de 4
formas distintas, cuya sumatoria es
∑
(Indices) en la Tabla 3,
y nos indica el comportamiento del error para el intervalo de
tiempo [0, 10] [s]. El ma´ximo de ellos es para el OEPIDAG ,
que tambie´n fue reportado en (Mukherjee y Ghoshal, 2007), y
es mostrado en la Tabla 3.
De manera general, la te´cnica de control CAOFMR cuyas
ganancias y o´rdenes de derivacio´n de las leyes de ajuste fueron
optimizadas por el algoritmo AG, propuesto en este artı´culo,
presenta mejoras en te´rminos de la funcio´n objetivo (3), como
se aprecia en la Tabla 3. No obstante, los beneﬁcios reales de
este tipo de control sera´n presentados a continuacio´n.
4.1. Variaciones en los para´metros del sistema
Cuando las condiciones de la carga varı´an, estos cambios
modiﬁcan los para´metros del sistema con respecto a los valores
nominales. Por ello se realizan pruebas de robustez para anali-
zar el rendimiento de los controladores basados en la evaluacio´n
de la FO y la sumatoria de los criterios adicionales (IAE, ITAE,
ISE y ITSE) establecidos en este artı´culo.
El sistema controlado esta´ trabajando en condiciones nor-
males, sin embargo en T = 10[s] ocurren variaciones en los
para´metros de la carga, cambiando los valores desde KG = 0, 7
y τG = 1[s] a 2 y 4 respectivamente. Por otro lado, de acuerdo
a (Aguila-Camacho y Duarte-Mermoud, 2013), los para´metros
del sistema de excitacio´n tambie´n se ven afectados por diferen-
tes motivos. Entonces la funcio´n de transferencia que lo repre-
senta, cambia de 14s+1 a
1
5,8s+1 . Estos cambios signiﬁcan que el
sistema es llevado a situaciones de estre´s ma´ximo, lo cual nos
permitira´ analizar la eﬁciencia de los controladores frente a esta
situacio´n.
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Figura 6: Sistema Controlado por CAOFMRAG y OEPID, frente a variaciones
en los para´metros del sistema.
La Figura 6 muestra el comportamiento del controlador pro-
puesto CAOFMRAG en relacio´n al mejor controlador encontra-
do en la literatura te´cnica para esta estrategia de optimizacio´n
(OEPIDAG).
El controlador CAOFMRAG , cuyas ganancias y o´rdenes de
derivacio´n fueron optimizadas por el algoritmo AG, son uti-
lizadas para realizar estas pruebas. De acuerdo a la literatura
reportada en (Narendra y Annaswamy, 2005), se sabe que los
para´metros del controlador CARM de orden entero se ajustan
dependiendo del error de la Tabla 1. Sin embargo, los para´me-
tros del controlador PID se mantienen constantes sin importar
las variaciones o perturbaciones que existan en el sistema. Por
lo tanto, se propuso utilizar la misma estructura del CARM de
orden entero, adicionando derivadas de orden fraccionario a las
leyes de ajuste. En te´rminos de la FO (3), el sistema controlado
por CAOFMRAG es de 7,16E + 12. En el caso del sistema con-
trolado por OEPIDAG, dicho valor no puede ser determinado ya
que en el intervalo de tiempo asignado de [0, 300] [s] el sistema
no logra estabilizarse todavı´a.
Figura 7: Voltaje de campo medido cuando existen cambios en los para´metros
del sistema.
La Figura 7 muestra el comportamiento del voltaje del sis-
tema de excitacio´n, donde se aprecia que con el sistema con-
trolado por CAOFMRAG la magnitud de voltaje se encuentra
dentro de un rango razonable y ﬁnalmente vuelve a su valor
nominal. En el caso de usar el OEPIDAG el rango de variacio´n
tambie´n es razonable pero el voltaje transcurridos 300 [s] au´n
no se estabiliza en un valor determinado.
Para veriﬁcar el rendimiento de cada te´cnica de control, se
evalu´an ambos esquemas en te´rminos del error de referencia.
Como puede observarse de la Figura 8, no todos los controla-
Figura 8: Voltaje de campo medido cuando existen cambios en los para´metros
del sistema.
dores analizados logran cumplir con su objetivo en el sentido de
satisfacer que el ec(t) tienda al origen en un tiempo razonable.
Por lo tanto, en te´rminos de la sumatoria de los ı´ndices de
rendimiento (IAE, ITAE, ISE y ITSE) y considerando el mis-
mo intervalo de tiempo [0, 300] [s], el sistema controlado por
CAOFMRAG mejora en un 85,11% al sistema controlado usan-
do el OEPIDAG propuesto en (Mukherjee y Ghoshal, 2007), el
cual no logra ser estabilizado.
Si bien, el controlador OEPIDAG presenta un mejor desem-
pen˜o cuando los para´metros de la planta permanecen constan-
tes (Ver la Tabla 2) en te´rminos de tiempo de establecimien-
to ts y de subida tr , con respecto al sistema controlado por
CAOFMRAG, las ventajas ma´s notables de este u´ltimo se mues-
tran en las pruebas de robustez frente a variaciones del sistema
de potencia RAV.
5. Conclusiones y Trabajo Futuro
En base a todos los resultados obtenidos de este estudio
se pueden obtener algunas conclusiones de manera general, las
cuales son presentadas en esta seccio´n. Ası´ mismo, es posible
deﬁnir algunas lı´neas futuras de investigacio´n que se derivan de
este trabajo.
Se ha presentado un esquema de control adaptable de orden
fraccionario por modelo de referencia (CAOFMRAG), el cual
considera la optimizacio´n de sus para´metros de disen˜o median-
te el empleo de algoritmos gene´ticos. Se ha aplicado al caso de
reguladores automa´ticos de voltaje (RAV) en sistemas ele´ctri-
cos de partencia. Los algoritmos gene´ticos fueron considerados
como te´cnicas de optimizacio´n, con respecto a la minimizacio´n
de una funcio´n objetivo FO asociada al modelo lineal simpliﬁ-
cado del sistema RAV.
El ana´lisis de los resultados establece que la respuesta del
sistema controlado frente a una variacio´n del 1% del volta-
je de referencia y considerando el intervalo de tiempo [0, 10]
[s], el controlador CAOFMRAG propuesto en este trabajo, me-
jora en 16,62% el Os del mejor resultado encontrado en la
literatura te´cnica que corresponde al caso de un controlador
OEPIDAG reportado en (Mukherjee y Ghoshal, 2007). Al ser
la FO una funcio´n de costo no lineal y de alta dimensionalidad,
el CAOFMRAG demuestra sus ventajas en esta situacio´n, ya que
mejora en un 30,48% la minimizacio´n de la FO en relacio´n al
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controlador OEPIDAG encontrado en la literatura (Mukherjee y
Ghoshal, 2007).
Por otro lado, para el ana´lisis de las respuestas del sistema
frente a variaciones en los para´metros del sistema, se conside-
ran adema´s de la FO, algunos ı´ndices de rendimiento adiciona-
les que toman en cuenta el comportamiento del error de control
(IAE, ITAE, ISE y ITSE) y que determinan el desempen˜o de
los controladores. En ese sentido, nuevamente el CAOFMRAG
mejora en un 85,12% en relacio´n al controlador OEPIDAG. Es
en este tipo de situaciones donde el controlador de tipo adap-
tativo es mucho mejor en relacio´n a aquellos controladores con
para´metros ﬁjos. Esta cualidad representa las principales venta-
jas del controlador CAOFMRAG y hacen evidentes los beneﬁ-
cios de su aplicacio´n.
Los beneﬁcios del control adaptable son apreciados cuando
existen variaciones en los para´metros del sistema u otras varia-
ciones no consideradas en el disen˜o del controlador. Por ello se
propone como lı´nea de investigacio´n de continuidad, introdu-
cir variables que midan estos aspectos dentro de la funcio´n de
costo. Ası´, adema´s de conseguir las caracterı´sticas de robustez
intrı´nsecas que posee el CAOFMR frente a perturbaciones so-
bre el sistema. A la vez, se estara´ optimizando su rendimiento si
se introducen p.ej. mediciones del margen de fase y de ganan-
cia del sistema controlado dentro de las FO a minimizar. Por
otro lado, existen en la actualidad me´todos bastante conﬁables
para implementar operadores fraccionarios, lo que permitira´ la
implementacio´n de sistemas fraccionarios a los estabilizadores
de ﬂujo de potencia (PSS) de los sistemas de generacio´n ele´ctri-
ca. Esto signiﬁca, inclusio´n de PSS de tipo fraccionario, cuyos
para´metros puedan ser ajustados utilizando estrategias de opti-
mizacio´n en adicio´n a un sistema RAV como el presentado en
este artı´culo.
English Summary
Fractional Adaptive Control Optimized by Genetic Al-
gorithms, Applied to Automatic Voltage Regulators.
Abstract
The technique Fractional Order Model Reference Adaptive
Control (FOMRAC) applied to an Automatic Voltage Regulator
(AVR) is presented in this paper. The work is focused on tuning
the adaptive gains and the derivation order of the adaptive laws
of the FOMRAC, determined through the minimization of a cri-
terion function deﬁned for the simpliﬁed model of the AVR, by
means of the genetic algorithm (GA) optimization technique.
Based on the criterion function proposed by other authors a si-
mulated comparative study is performed, comparing the propo-
sed methodology with the integer order PID control reported
in (Zamani et al., 2009). It is shown that the FOMRAC with
parameters optimized by GA provides better results in terms of
robustness under parameters variations of the system under con-
trol and improvements in the convergence speed of the control
error.
Keywords:
Fractional Order Model Reference Adaptive, Model Refe-
rence Adaptive Control, Fractional Control, Automatic Voltage
Regulator, Genetic Algorithms, Genetic Algorithm Optimiza-
tion.
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