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Barrier Functionals for Output Functional Estimation of PDEs
Mohamadreza Ahmadi, Giorgio Valmorbida, Antonis Papachristodoulou
Abstract— We propose a method for computing bounds on
output functionals of a class of time-dependent PDEs. To this
end, we introduce barrier functionals for PDE systems. By
defining appropriate unsafe sets and optimization problems,
we formulate an output functional bound estimation approach
based on barrier functionals. In the case of polynomial data,
sum of squares (SOS) programming is used to construct the
barrier functionals and thus to compute bounds on the output
functionals via semidefinite programs (SDPs). An example is
given to illustrate the results.
I. INTRODUCTION
A very large class of systems is described by partial
differential equations (PDEs), which include derivatives with
respect to both space and time. To name but a few, mechanics
of fluid flows [1], elastic beams [2], and the magnetic flux
profile in a tokamak [3] are all described by PDEs.
In many engineering design problems, one may merely
be interested in computing a functional of the solution to
the underlying PDE rather than the solution itself (see the
review article [4] for a number of applications in structural
mechanics). The far-field pattern in electromagnetics and
acoustics [5] and energy release rate in elasticity theory [6]
are both functionals of the solutions to the governing PDEs.
Perhaps a more interesting example is in fluid mechanics,
i.e. lift and drag forces acting on an airfoil surrounded by
a compressible flow (described by Euler’s equations) are
defined as functionals of pressure and shear forces over the
surface of the airfoil [7]. To illustrate, the dynamics of a
compressible flow [8] are given by
∂tU + ∂xF + ∂yG = 0,
wherein,
U =


ρ
ρu
ρv
E

 , F =


ρu
ρu2 + p
ρuv
u(E + p)

 , G =


ρv
ρuv
ρv2 + p
v(E + p)

 .
In the above expressions, ρ is the mass density, u and v
are the gas velocities in the x and y directions, p is the
static pressure and E is the total energy per unit volume.
The relation among E, ρ, p, u and v is given by the ideal
gas law
p = (γ − 1)
(
E − ρ
u2 + v2
2
)
,
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where γ is the adiabatic index. Then, the aerodynamic force
F¯A acting on the airfoil Ω is given by the functional
F¯A ≡
∫
∂Ω
p n¯ ds,
where n¯ is the unit normal vector to the surface ∂Ω of the
airfoil. The lift L and the drag D forces are functionals
defined as
L = |F¯A| sin θ, D = |F¯A| cos θ
where θ is the angle between free stream flow and F¯A
(the angle of attack). Estimation of output functionals such
as L and D is a very important problem in aerodynamic
design. Most approaches answer this query by computing
the solution, and then computing the output functional.
The ubiquity of applications like the one mentioned above
has motivated the researchers into developing computational
algorithms for output functional approximation. In [7], an a
posteriori finite element method is proposed for estimating
lower and upper bounds of output functionals for semilinear
elliptic PDEs. In [9], an augmented Lagrangian-based ap-
proach is proposed for calculation of lower and upper bounds
to linear output functionals of coercive PDEs. In [5], adjoint
and defect methods for obtaining estimates of linear output
functionals for a class of steady (time-independent) PDEs
are suggested. In [10], the authors formulate an a posteriori
bound methodology for linear output functionals of finite
element solutions to linear coercive PDEs. Adjoint and defect
methods for computing estimates of the error in integral
functionals of solutions to steady linear PDEs are discussed
in [11]. In [12], an SDP-based bound estimation approach
for linear output functionals of linear elliptic PDEs, based
on the moments problem, is formulated.
However, most of the methods proposed to date require
finite element approximations of the solution, which is sus-
ceptible to inherent discretization errors. Also, the computa-
tional burden increases as the accuracy of an approximated
solution is improved. Furthermore, it is not clear whether
an attained bound from finite element approximations on
the output functionals is an upper or lower bound estimate.
Consequently, we need certificates to corroborate and verify
an obtained bound (see [13], [6], [14] for finite element
based methods with certificates for linear/quadratic output
functionals of steady linear elliptic PDEs). We show that one
approach to certify an obtained bound is through the use of
barrier certificates.
Barrier certificates [15] were first introduced for model
invalidation of ordinary differential equations (ODEs) with
polynomial vector fields and have been used to address safety
verification of nonlinear and hybrid systems [16], safety
verification of a life support system [17], and reachability
analysis of complex biological networks [18]. Moreover,
compositional barrier certificates and converse results were
studied in [19] and [20], respectively.
This paper proposes a framework to compute bounds on
output functionals of a class of time-dependent PDEs using
SDPs, without the need to approximate the solutions. We
generalize the result in [15] to PDE systems by introducing
Barrier Functionals. We show how different output function-
als can be converted into the functional structure suitable
for the formulations given in this paper in terms of integral
inequalities. The integral inequalities are then solved using
the results in [21] which have been applied in [22] for solving
dissipation inequalities for PDEs. For the case of polynomial
PDEs and polynomial output functionals (in both dependent
and independent variables), SOS programming can be used
to construct the barrier functionals and therefore to compute
upper bounds. This reduces the problem to solving SDPs.
The proposed upper bound estimation method is illustrated
with an example.
The rest of the paper is organized as follows. In the next
section, we give a motivating example and formulate the
problem under study. In Section III, we briefly discuss the
method developed in [21] for studying integral inequalities
based on SDPs. Section IV considers the bound estimation
method using barrier functionals. In Section V, we illustrate
the proposed results using an example. Finally, Section VI
concludes the paper and gives directions for future research.
Notation:
The n-dimensional Euclidean space is denoted by Rn and
the space of nonnegative reals by R≥0. The n-dimensional
space of positive integers is denoted by Nn, and the n-
dimensional space of non-negative integers is denoted by Nn0 .
The set of symmetric n×n matrices by Sn. The notation M ′
denotes the transpose of matrix M . A domain Ω is a subset
of R, and Ω is the closure of set Ω. The boundary ∂Ω of set Ω
is defined as Ω\Ω with \ denoting set subtraction. The space
of k-times continuous differentiable functions defined on Ω
is denoted by Ck(Ω). For a multivariable function f(x, y),
we use the notation f ∈ Ck[x] to show k-times continuous
differentiability of f with respect to variable x. If p ∈ C1(Ω),
then ∂xp denotes the derivative of p with respect to variable
x ∈ Ω, i.e. ∂x := ∂∂x . In addition, we adopt Schwartz’s
multi-index notation. For u ∈ Cα(Ω), α ∈ Nn0 , define
Dαu := (u1, ∂xu1, . . . , ∂
α1
x u1, . . . , un, ∂xun, . . . , ∂
αn
x un) .
We denote the ring of polynomials with real coefficients by
R[x], and the ring of polynomials with a sum-of-squares
decomposition by Σ[x] ⊂ R[x]. A polynomial p(x) ∈ Σ[x]
if ∃pi(x) ∈ R[x], i ∈ {1, . . . , nd} such that p(x) =∑nd
i p
2
i (x). Hence, p(x) is clearly non-negative. The set
of polynomials {pi}ndi=1 is called SOS decomposition of
p(x). The converse does not hold in general, that is, there
exist non-negative polynomials which do not have an SOS
decomposition [23]. The test whether an SOS decomposition
exists for a given polynomial can be cast as an SDP (see [24],
[23], [25]).
II. MOTIVATING EXAMPLE AND PROBLEM
FORMULATION
Next, we present a motivating example that is referred to
throughout the paper.
A. Motivating Example:
The heat distribution over a heated rod is described by
∂tu = k∂
2
xu+ f(t, x, u), x ∈ Ω, t > 0 (1)
where Ω = [0, 1], k > 0 is the thermal conductivity, and
f(t, x, u) is the forcing, representing either a heat sink or a
heat source. The initial heat distribution is u(0, x) = u0(x).
We are interested in estimating bounds on the heat flux
emanating from the boundary x = 0; i.e., the time dependent
quantity
y(t) = k∂xu(t, 0), t > 0. (2)
The available approaches for finding bounds on (2) rely
on methods for approximating the solution to (1) and then
computing (2). In addition, some existing methods require
convexity of the output functional y(t).
B. Problem Formulation:
Consider the class of PDE systems governed by
∂tu(t, x) = F (t, x,D
αu(t, x)), x ∈ Ω, t > 0 (3)
y(t) = Gu, t ≥ 0 (4)
subject to u(0, x) = u0(x) and boundary conditions given
by
Q
[
Dα−1u(t, 1)
Dα−1u(t, 0)
]
= 0 (5)
with Q being a matrix of appropriate dimension and
F ∈ R[t, x,Dαu]. We assume Ω = [0, 1]1. The output
functional (4) is defined by the operator G which is of the
form
Gu = G1
(
t,Dβu(t, x)
)
+
∫ t
0
G2
(
τ,Dβu(τ, x)
)
dτ, x ∈ Ω, t > 0, (6)
wherein, {Gi}i=1,2 are given by
Gi(t,D
βu) = g1(t, x,D
βu(t, x))
+
∫
Ω˜
g2(t, θ,D
βu(t, θ)) dθ,
x ∈ Ω, t > 0, i = 1, 2 (7)
with gi ∈ R[t, x,Dβu], i = 1, 2 and Ω˜ ⊆ Ω. In this study,
we discuss the cases where either G1 = 0 or G2 = 0. The
functional given by (4), (6), and (7) represents an output
functional either evaluated
A. at a single point inside the domain (g2 = 0),
1Remark that any bounded domain on the real line can be mapped to
[0,1] using an appropriate change of variables.
B. over a subset of the domain (g1 = 0 and Ω˜ ⊂ Ω)
C. over the whole domain (g1 = 0 and Ω˜ = Ω).
The problem we want to solve can be stated as follows.
Problem 1: Given PDE (3) with initial condition u0 ∈ U0
and boundary conditions (5), and a scalar T ≥ 0, compute
γ ∈ R such that y(T ) ≤ γ, where y is given in (4).
III. INTEGRAL INEQUALITIES
We propose a method to solve Problem 1 which requires
the solution of integral inequalities. This section briefly
presents the results of [21], in which, conditions for the
verification of integral inequalities, defined in a bounded
interval, were proposed. These conditions are obtained by
considering a quadratic-like representation of the integrand
and differential relations among the dependent variables. As
a result, the positivity of the integral is checked via the pos-
itivity of a matrix function, describing the quadratic form in
the integrand, over the domain of integration. The conditions
and the main steps for their derivation are presented below.
Consider the following inequality
F =
∫ 1
0
(Dαu)′F (t, x)(Dαu) dx
−
[
(Dα−1u(t, 1))′F1(t)(D
α−1u(t, 1))
−(Dα−1u(t, 0))′F0(t)(D
α−1u(t, 0))
]
≥ 0.
(8)
with F : R≥0 × [0, 1] → Snα , nα =
∑n
i=1 αi,
Fi(t) : R≥0 → S
nα−1
, nα−1 =
∑n
i=1(αi − 1), i = 0, 1 and
the dependent variable u satisfies
u ∈ Us(Q) :=
{
u | Q
[
Dα−1u(t, 1)
Dα−1u(t, 0)
]
= 0
}
. (9)
In the following, we show how to account for (9) when
solving (8). The lemma below establishes a relation between
the values at the boundary u(t, 1) and u(t, 0) and the inte-
grand and is a straightforward application of the Fundamental
Theorem of Calculus. It will be used to introduce extra terms
in the integral in (8).
Lemma 1: Consider a matrix function H(t, x) ∈ C1[x],
H : R≥0 × [0, 1]→ S
nα−1
. We have
∫ 1
0
d
dx
[
(Dα−1u)′H(t, x)(Dα−1u)
]
dx
=
∫ 1
0 (D
α−1u)′ ∂H(t,x)
∂x
(Dα−1u)
+ 2(Dα−1u)′H(t, x)(Dαu) dx
= (Dα−1u(t, 1))′H(t, 1)(Dα−1u(t, 1))
− (Dα−1u(t, 0))′H(t, 0)(Dα−1u(t, 0)).
(10)
In order to write terms in (10) in a compact form, define
the matrix function H¯(x) ∈ C1[x], H¯ : R≥0 × [0, 1]→ Snα
to be the matrix satisfying
(Dαu)′H¯(t, x)(Dαu)
:= (Dα−1u)′
[
∂H(t, x)
∂x
(Dα−1u) + 2H(t, x)(Dαu)
]
.
(11)
Therefore, (10) gives
0 =
∫ 1
0
(Dαu)′H¯(t, x)(Dαu) dx
−
[
(Dα−1u(t, 1))′H(t, 1)(Dα−1u(t, 1))
−(Dα−1u(t, 0))′H(t, 0)(Dα−1u(t, 0))
]
, (12)
which can be added to (8) to give
F =
∫ 1
0
(Dαu)′
[
F (t, x) + H¯(t, x)
]
(Dαu) dx
−
[
(Dα−1u(t, 1))′ (H(t, 1) + F1(t)) (D
α−1u(t, 1))
−(Dα−1u(t, 0))′ (H(t, 0) + F0(t)) (D
α−1u(t, 0))
]
. (13)
With the above expression we can then formulate conditions
to verify inequality (8) for u satisfying (9) as follows.
Let T ∈ R≥0.
Proposition 1: If
F (t, x) + H¯(t, x) ≥ 0, ∀t ∈ [0, T ], x ∈ [0, 1], (14)
and
(Dα−1u(t, 1))′ (H(t, 1) + F1(t)) (D
α−1u(t, 1))
− (Dα−1u(t, 0))′ (H(t, 0) + F0(t)) (D
α−1u(t, 0)) ≤ 0,
∀u ∈ Us(Q) (15)
then F ≥ 0 for all u ∈ Us(Q) and t ∈ [0, T ].
Proof: Refer to [21].
Remark 1: As outlined in the beginning of this section,
the above results convert the test of (8) into the test of
positivity of the matrix F (t, x) + H¯(t, x) over the domain
x ∈ [0, 1] for all t ∈ [0, T ]. Moreover, the test is performed
for the set of dependent variables belonging to a subspace of
a Hilbert space defined by Us(Q) as in (9). Notice that (14)
and (15) are related via matrix H (which defines the entries
of H¯).
We transform output functionals A-B to the output func-
tional structure C, which we refer as full integral form in
the sequel. This structure is consistent with the method for
solving integral inequalities outlined in this section. The
transformation methods are discussed in Appendix A.
IV. BARRIER FUNCTIONALS
We first recall some results on barrier certificates for ODE
systems. Consider the following ODE system
x˙ = f(t, x), t > 0, x ∈ X ⊂ Rn, (16)
subject to x(0) = x0 ∈ X0 ⊂ X , where
f : [0,∞)× Rn → Rn. The (unsafe) set at time T is denoted
by XT ⊂ X .
Theorem 1 (Theorem 2 in [15]): Let X0,XT ⊂ X , and
T > 0. Consider the ODE system described by (16). If there
exists a function B(t, x) ∈ C1[t, x] such that the following
conditions hold
B(T, x(T ))−B(0, x0) > 0,
∀x(T ) ∈ XT , ∀x0 ∈ X0, (17)
t0
x(t)
XT
T
X0
B(T, x) < B(0, x)
B(T, x) > B(0, x)
Fig. 1: Illustration of the barrier function for ODE systems.
For any solution x(t) starting in the set X0 (shown by shaded
blue color), x(T ) /∈ XT .
(∂xB)f(t, x) + ∂tB ≤ 0, ∀t ∈ [0, T ], ∀x ∈ X , (18)
then there is no solution x(t) of (16) such that x(0) ∈ X0
and x(T ) ∈ XT .
Remark 2: The level sets of B(T, x) for fixed T > 0
represent barrier surfaces in the X space separating X0 and
XT such that no trajectory of (16) starting from X0 enters
XT at time T . This is illustrated in Figure 1 for a single state
ODE system.
For PDE systems, we are interested in finding barrier
certificates to check whether the output functional y as in (4)
satisfies y(T ) ≤ γ for some γ > 0 and T > 0, e.g.,
y(T ) = k∂xu(T, 0) in the motivating example of Section II.
Let UT = {u | y(T ) > γ}. The set UT defines a subset
of function spaces. At this point, we observe that checking
whether y(T ) ≤ γ can be performed via an invalidation or
safety verification method. The key step is to find certificates
that there is no solution u(t, x) to (3) starting at u0(x) ∈ U0
such that u(T, x) ∈ UT . The next theorem asserts that barrier
functionals can be used as certificates for upper bounds on
output functionals.
Theorem 2: Consider the PDE system described by (3)
subject to boundary conditions (5) and initial condition
u0(x) ∈ U0 ⊂ U ⊆ US(Q), where US(Q) is defined in (9).
Assume u ∈ U ⊆ US(Q). Let
UT =
{
u ∈ U |
y(T ) =
∫ 1
0
g(T, x,Dβu(T, x)) dx > γ
}
, (19)
with β > 0, define the unsafe set. If there exists a barrier
functional B(t,Dβu) ∈ C1[t,Dβu], such that the following
conditions hold
B(T,Dβu(T, x))−B(0, Dβu0(x)) > 0,
∀u(T, x) ∈ UT , ∀u0 ∈ U0 (20)
(∂DβuB)D
βF (t, x,Dαu)+∂tB ≤ 0, ∀t ∈ [0, T ], ∀u ∈ U ,
(21)
then it follows that there is no solution u(t, x) of (3) such
that u(0, x) = u0(x) ∈ U0 and u(T, x) ∈ UT for T > 0. In
other words, it holds that y(T ) ≤ γ.
Proof: The proof is by contradiction. Assume there
exists a solution of (3) such that, for some time T > 0,
u(T, x) ∈ UT , i.e., y(T ) > γ. Hence, inequality (20) holds.
From (21), it follows that∫ T
0
dB
dt
dt =
∫ T
0
(
(∂DβuB)D
βF (t, x,Dαu)+∂tB
)
dt ≤ 0.
(22)
Therefore,
B(T,Dβu(T, x))−B(0, Dβu(0, x)) ≤ 0, (23)
which contradicts (20). Hence, y(T ) ≤ γ. This completes
the proof.
Remark 3: The definition of the set UT in Theorem 2
can be different depending on the application. The particular
choice for UT in (19) is due to the bound estimation problem
under study in this research.
Remark 4: From Theorem 2, we can compute upper
bounds on y(T ) by solving the minimization problem (24),
where UT is given by (19).
Thus far, output functionals of type (6) with G2 = 0 were
considered. In some applications, one might be interested in
output functionals of type (6) with G1 = 0. For example,
referring to the motivating example in Section II, we might
be interested in the following quantity which represents the
average temperature of the heated rod for time T > 0
y(T ) =
∫ T
0
∫
Ω
u(t, x) dxdt.
In other words, inequalities of the following type are sought
y(T ) =
∫ T
0
∫ 1
0
g(t, x,Dβu(t, x)) dxdt ≤ γ∗. (25)
Obtaining bounds for this type of output functionals can also
be addressed as delineated in the next corollary.
Corollary 1: Consider the PDE system described
by (3) with boundary conditions (5) and initial condition
u0(x) ∈ U0 ⊂ U ⊆ US(Q), where US(Q) is defined in (9).
Assume u ∈ U ⊆ US(Q). Let
U[0,T ] =
{
(t, u) ∈ [0, T ]× U |∫ 1
0
g(t, x,Dβu(t, x)) dx > ∂tγ(t)
}
, (26)
with β > 0, define the unsafe set. If there exists a barrier
functional B(t,Dβu) ∈ C1[t,Dβu], such that
B(t,Dβu(t, x))−B(0, Dβu0(x)) > 0,
∀u ∈ U[0,T ], ∀u0 ∈ U0, ∀t ∈ [0, T ], (27)
and (21) are satisfied, then it follows that there is no
solution u(t, x) of (3) such that u(0, x) = u0(x) ∈ U0 and
minimizeB [γ(T )]
subject to
B(t,Dβu(t, x))−B(0, Dβu0) > 0, ∀u0 ∈ U0, ∀u ∈ UT , t = T,
(∂DβuB)
(
∂tD
βu
)
+ ∂tB ≤ 0, ∀u ∈ U , ∀t ∈ [0, T ], (24)
u(t, x) ∈ U[0,T ] for t ∈ [0, T ]. Hence, it holds that y(T ) ≤ γ⋆
with y(T ) given by (25) and γ⋆ = γ(T )− γ(0).
Proof: This is a consequence of Theorem 2. If there
exists a function B(t,Dβu(t, x)) satisfying (27) and (21),
then, from Theorem 2, we conclude that there is no solution
u(t, x) of (3) satisfying u(t, x) ∈ U[0,T ] for t ∈ [0, T ]. That
is, it holds that∫ 1
0
g(t, x,Dβu(t, x)) dx ≤ ∂tγ(t), ∀t ∈ [0, T ]. (28)
Integrating both sides of (28) from 0 to T yields
y(T ) =
∫ T
0
∫ 1
0
g(t, x,Dβu(t, x)) dxdt
≤
∫ T
0
∂tγ(t) dt = γ(T )− γ(0). (29)
This completes the proof.
Remark 5: We can compute bounds on γ∗ = γ(T )−γ(0)
via an optimization problem as follows. If there exists a
solution γ∗ = γ(T ) − γ(0) to the minimization problem
(30), then the following inequality holds∫ T
0
∫ 1
0
g(t, x,Dβu(t, x)) dxdt ≤ γ∗. (31)
Remark 6: Notice that in the optimization problem (30),
the unsafe set is a problem variable and is parametrized for
each time t ∈ [0, T ] according to (26). The resulting function
B may not be a barrier for set
U =
{
u ∈ US(Q) |
∫ T
0
∫ 1
0
g(t, x,Dβu(t, x)) dxdt ≤ γ∗
}
.
However, the set described in (26) can be used to compute
the bound as in (25).
In order to formulate conditions of Theorem 2 and Corol-
lary 1 in terms of integral inequalities, we consider the
following structure for barrier functionals
B(t,Dβu) =
∫ 1
0
b(t, x,Dβu) dx. (32)
where b ∈ R[t, x,Dβu].
Remark 7: The order of partial derivatives of the depen-
dent variables with respect to x in b(t, x,Dβu) should be
the same as the output functional y. This is due to the fact
that the barrier functionals serve as barriers in the function
space defined by the output functionals. For instance, for the
output functional y(t) =
∫ 1
0
(
u2(t, x) +
(
∂2xu(t, x)
)2)
dx,
the barrier functional should be of order 2 in u.
V. EXAMPLE
In this section, we describe how to implement the proposed
results using SOS programming by a simple example:
• First, the output functional under study is transformed
into the full integral form (Appendix A).
• Second, depending on the type of output functionals,
the unsafe set is defined as either (19) or (26).
• Finally, the barrier functional of the appropriate struc-
ture is used to find bounds on the output functionals
(Remark 7).
A. SOS Formulation
Consider (1) and output functional (2). Let
f(t, x, u) = f(u) and k = 1, i.e.
∂tu = ∂
2
xu+ f(u), x ∈ [0, 1], t > 0 (33)
y(T ) = ∂xu(T, 0), T > 0 (34)
subject to u(0, x) = u0(x) and Q
[
u(t, 1)
u(t, 0)
]
= 0. We are
interested in bounding y(T ). Let us transform the output
functional to the full integral form using the methods given
in Appendix A. From (A.3), it follows that
y(T ) =
−1
p(0)
∫ 1
0
(
(∂xp(x))∂xu(T, x)+p(x)∂
2
xu(T, x)
)
dx,
for some polynomial p such that p(1) = 0. Setting
p(0) = −1 yields
y(T ) =
∫ 1
0
(
(∂xp(x))∂xu(T, x) + p(x)∂
2
xu(T, x)
)
dx.
which is a full integral form for the output functional
∂xu(T, 0). As the next step, we seek certificates showing
that no solution belongs to
UT =
{
u ∈ US(Q) |
∫ 1
0
(
(∂xp(x))∂xu(T, x)
+ p(x)∂2xu(T, x)− γ
)
dx > 0
}
at time T > 0. Applying Theorem 1 in [26], for fixed γ and
p(x), Theorem 2 can be reformulated as follows. If there
exist a function b(t, x,D1u) such that
b(T, x,D1u(T, x))− b(0, x,D1u0(x))
− l1(x,D
2u(T, x))x(1 − x)
− l2
(
(∂xp(x))∂xu(T, x) + p(x)∂
2
xu(T, x)− γ
)
+D2u(T, x)H¯1(T, x)D
2u(T, x) ∈ Σ
[
x,D2u(T, x)
]
(35)
minimizeB [γ(T )− γ(0)]
subject to
B(t,Dβu(t, x))−B(0, Dβu0) > 0, ∀u0 ∈ U0, ∀u ∈ U[0,T ], ∀t ∈ [0, T ],
(∂DβuB)
(
∂tD
βu
)
+ ∂tB ≤ 0, ∀u ∈ U , ∀t ∈ [0, T ], (30)
and
− (∂D1ub)D
1(∂2xu+ f(u))− ∂tb
− l3(x, t,D
3u)t(T − t)− l4(x, t,D
3u)x(1 − x)
+D3uH¯2(t, x)D
3u ∈ Σ
[
x, t,D3u
] (36)
for some l1, l3, l4 ∈ Σ, l2 > 0 and {H¯i}i=1,2 as in (11),
then y(T ) = ∂xu(T, 0) ≤ γ. Also, conditions (35) and (36)
correspond to (20) and (21), respectively. Notice that for l2
fixed and both γ and p(x) as variables, SOS inequalities (35)
and (36) are convex and one can minimize γ subject to (35)
and (36) which is the same as the minimization problem (24).
The SOS formulation for Corollary 1 can be carried out
similarly.
B. Numerical Results
The numerical results given in this section was obtained
using SOSTOOLS v. 3.00 [27] and the resultant SDPs were
solved using SeDuMi v.1.02 [28].
Consider PDE (33) with f(u) = λu subject to ini-
tial conditions u0(x) = pix(1 − x) and boundary conditions
u(t, 0) = u(t, 1) = 0 yielding Q =
[
1 0 0 0
0 0 1 0
]
. The
system is known to be convergent to the null solution just
for λ ≤ pi2 [29, p. 11]. Here, for illustration purposes, let
λ = 10pi2. Notice that convergence of the solutions of the
PDE to the null solution is not required in the proposed
method using barrier functionals.
We investigate the bounds on the heat flux emanating from
the boundary x = 0 at time T > 0 given by
y(T ) = ∂xu(T, 0).
For T = 0.01, using the proposed method, we obtained the
following bound
y(0.01) ≤ 3.3418.
The actual heat flux from numerical experiments is
y(0.01) = 3.212. The obtained barrier functional is given
in Appendix B. Next, we consider the following output
functional
y(T ) =
∫ T
0
∂xu(τ, 0) dτ, (37)
with T = 0.1. Using the method presented in Section IV,
the obtained upper bound was
y(0.1) ≤ 0.5737. (38)
Whereas, the value obtained through numerical simulation
and numerical integration is y(0.1) = 0.5656. The con-
structed certificates are given in Appendix B.
VI. CONCLUSIONS AND FUTURE WORK
A. Conclusions
We proposed a methodology to upper-bound output func-
tionals of a class of PDEs by barrier functionals. We trans-
formed different output functionals to the structure suitable
for our analyses through splitting the domain and integration-
by-parts. For the case of polynomial dependence on both
independent and dependent variables, we used SOS program-
ming to construct the barrier functionals by solving SDPs.
The proposed method was illustrated with an example.
B. Future Work
Numerous applications, e.g. the drag and lift estimation
problem described in Section I, require studying the output
functionals of systems defined in two or three dimensional
domains. Therefore, a formulation analogous to the one
discussed in Section III for integral inequalities over domains
of higher dimension is required. Furthermore, for some
PDEs, the barrier functionals may be conservative. Hence,
one may need to adopt special structures for the barrier
functionals (see [30] for a special structure for ODEs).
Lastly, the application of barrier functionals is not limited
to bounding output functionals. Future research can explore
other open problems such as safety verification.
REFERENCES
[1] C. R. Doering and J. D. Gibbon, Applied Analysis of the Navier-Stokes
Equations, ser. Cambridge Texts in Applied Mathematics. Cambridge
University Press, 1995, vol. 12.
[2] J.-M. Coron and B. D’Andrea-Novel, “Stabilization of a rotating body
beam without damping,” Automatic Control, IEEE Transactions on,
vol. 43, no. 5, pp. 608–618, May 1998.
[3] A. Gahlawat, E. Witrant, M. Peet, and M. Alamir, “Bootstrap current
optimization in Tokamaks using sum-of-squares polynomials,” in
Decision and Control (CDC), 2012 IEEE 51st Annual Conference on,
Dec 2012, pp. 4359–4365.
[4] I. Babuska and M. Suri, “The p and h-p versions of the finite element
method, basic principles and properties,” SIAM Review, vol. 36, no. 4,
pp. pp. 578–632, 1994.
[5] P. Monk and E. Su¨li, “The adaptive computation of far-field patterns
by a posteriori error estimation of linear functionals,” SIAM J. Numer.
Anal., vol. 36, no. 1, pp. 251–274, 1998.
[6] Z. Xuan, N. Pare´s, and J. Peraire, “Computing upper and lower bounds
for the J-integral in two-dimensional linear elasticity,” Computer
Methods in Applied Mechanics and Engineering, vol. 195, pp. 430
– 443, 2006.
[7] L. Machiels, J. Peraire, and A. Patera, “Output bound approximations
for partial differential equations; application to the incompressible
Navier-Stokes equations,” in Industrial and Environmental Applica-
tions of Direct and Large-Eddy Simulation, ser. Lecture Notes in
Physics, S. Biringen, H. ¨Ors, A. Tezel, and J. Ferziger, Eds. Springer
Berlin Heidelberg, 1999, vol. 529, pp. 93–108.
[8] D. A. Venditti, “Grid adaptation for functional outputs of compress-
ible flow simulations,” Ph.D. dissertation, Massachusetts Institute of
Technology, Cambridge, MA, 2002.
[9] J. Peraire and A. T. Patera, “Bounds for linear-functional outputs of
coercive partial differential equations: linear indicators and adaptive
refinement,” in Advances in adaptive computational methods in me-
chanics, ser. Studies in Applied Mechanics, P. Ladeve´ze and J. T.
Oden, Eds. Oxford, UK: Elsevier Science Ltd., 1998, vol. 47, pp.
199–217.
[10] Z. Xuan, K. Lee, and J. Peraire, “A posteriori output bound for partial
differential equations based on elemental error bound computing,” ser.
Lecture Notes in Computer Science. Springer Berlin Heidelberg,
2003, vol. 2667, pp. 1035–1044.
[11] N. A. Pierce and M. B. Giles, “Adjoint and defect error bounding and
correction for functional estimates,” Journal of Computational Physics,
vol. 200, no. 2, pp. 769 – 794, 2004.
[12] D. Bertsimas and C. Caramanis, “Bounds on linear PDEs via semidefi-
nite optimization,” Math. Program., vol. 108, no. 1, pp. 135–158, Aug.
2006.
[13] A. M. Sauer-budge, J. Bonet, A. Huerta, and J. Peraire, “Computing
bounds for linear functionals of exact weak solutions to Poisson’s
equation,” SIAM J. Numer. Anal, vol. 42, pp. 1610–1630, 2004.
[14] N. Pare´s, J. Bonet, A. Huerta, and J. Peraire, “The computation
of bounds for linear-functional outputs of weak solutions to the
two-dimensional elasticity equations,” Computer Methods in Applied
Mechanics and Engineering, vol. 195, no. 4, pp. 406 – 429, 2006.
[15] S. Prajna, “Barrier certificates for nonlinear model validation,” Auto-
matica, vol. 42, no. 1, pp. 117 – 126, 2006.
[16] S. Prajna, A. Jadbabaie, and G. Pappas, “A framework for worst-case
and stochastic safety verification using barrier certificates,” Automatic
Control, IEEE Transactions on, vol. 52, no. 8, pp. 1415–1428, Aug
2007.
[17] S. Glavaski, D. Subramanian, K. Ariyur, R. Ghosh, N. Lamba,
and A. Papachristodoulou, “A nonlinear hybrid life support system:
Dynamic modeling, control design, and safety verification,” Control
Systems Technology, IEEE Transactions on, vol. 15, no. 6, pp. 1003–
1017, Nov 2007.
[18] H. El-Samad, M. Fazel, X. Liu, A. Papachristodoulou, and S. Prajna,
“Stochastic reachability analysis in complex biological networks,” in
American Control Conference, 2006, June 2006, pp. pp. 4748–4753.
[19] C. Sloth, R. Wisniewski, and G. Pappas, “On the existence of
compositional barrier certificates,” in Decision and Control (CDC),
2012 IEEE 51st Annual Conference on, Dec 2012, pp. 4580–4585.
[20] R. Wisniewski and C. Sloth, “Converse barrier certificate theorem,”
in Decision and Control (CDC), 2013 IEEE 52nd Annual Conference
on, Dec 2013, pp. 4713–4718.
[21] G. Valmorbida, M. Ahmadi, and A. Papachristodoulou, “Semi-definite
programming and functional inequalities for distributed parameter
systems,” in 53rd Conference on Decision and Control, Los Angeles,
CA, 2014.
[22] M. Ahmadi, G. Valmorbida, and A. Papachristodoulou, “Input-output
analysis of distributed parameter systems using convex optimization,”
in 53rd Conference on Decision and Control, Los Angeles, CA, 2014.
[23] P. Parrilo, “Structured semidefinite programs and semialgebraic ge-
ometry methods in robustness and optimization,” Ph.D. dissertation,
California Institute of Technology, 2000.
[24] M. Choi, T. Lam, and B. Reznick, “Sums of squares of real polyno-
mials,” in Symposia in Pure Mathematics, vol. 58, no. 2, 1995, pp.
103–126.
[25] G. Chesi, A. Tesi, A. Vicino, and R. Genesio, “On convexification
of some minimum distance problems,” in 5th European Control
Conference, Karlsruhe, Germany, 1999.
[26] A. Papachristodoulou and S. Prajna, “On the construction of Lyapunov
functions using the sum of squares decomposition,” in Decision and
Control, 2002, Proceedings of the 41st IEEE Conference on, vol. 3,
Dec 2002, pp. 3482–3487 vol.3.
[27] A. Papachristodoulou, J. Anderson, G. Valmorbida, S. Prajna, P. Seiler,
and P. Parrilo, “SOSTOOLS: Sum of squares optimization toolbox for
MATLAB V3.00,” 2013.
[28] J. F. Sturm, “Using SeDuMi 1.02, a MATLAB toolbox for optimization
over symmetric cones,” 1998.
[29] B. Straughan, The Energy Method, Stability, and Nonlinear Convec-
tion, 2nd ed., ser. Applied Mathematical Sciences. Berlin: Springer-
Verlag, 2004, vol. 91.
[30] J. Anderson and A. Papachristodoulou, “On validation and invalidation
of biological models,” BMC Bioinformatics, vol. 132, no. 10, 2009.
APPENDIX
A. Transformation to full integral form
1) Boundaries: Consider functional (7) with g2 = 0
and x ∈ {0, 1}, i.e.
y(t) = g (t, 0, Dαu(t, 0)) , x0 ∈ ∂Ω. (A.1)
For some p ∈ C1(Ω) satisfying p(1) = 0, we obtain
p(0)g (t, 0, Dαu(t, 0)) = −
∫ 1
0
∂x(pg) dx. (A.2)
Therefore,
y(t) = g (t, 0, Dαu(t, 0))
=
−1
p(0)
∫ 1
0
((∂xp)g + p(∂xg)) dx. (A.3)
In addition, if the functional was defined on the boundary
x = 1, assuming p(0) = 0, we obtain
y(t) = g (t, 1, Dαu(t, 1))
=
1
p(1)
∫ 1
0
((∂xp)g + p(∂xg)) dx. (A.4)
Notice that, by fixing the values of p(0) and p(1) in (A.3)
and (A.4), respectively, we can use equations (A.3) and (A.4)
to study functionals evaluated at the boundaries using integral
inequalities in the full integral form.
2) Single Points Inside the Domain: At this point, con-
sider functional (7) with g2 = 0, i.e.
y(t) = g
(
t, x0, D
βu(t, x0)
)
, x0 ∈ Ω. (A.5)
We split the domain into two subsets Ω1 = (0, x0] and
Ω2 = [x0, 1). Then, PDE (3) can be represented by the
following coupled PDEs
∂tu =
{
F (t, x,Dαu), x ∈ Ω1
F (t, x,Dαu), x ∈ Ω2
subject to Dα−1u(t, x0) = Dα−1u(t, x0) and (5). Using
appropriate change of variables, we obtain{
∂tu1 = F1(t, x,D
αu1), x ∈ Ω
∂tu2 = F2(t, x,D
αu2), x ∈ Ω
subject to 1
x
α−1
0
Dα−1u1(t, 1) =
1
(1−x0)α−1
Dα−1u2(t, 0)
2
and
Q
[
1
x
α−1
0
Dα−1u2(t, 1)
1
(1−x0)α−1
Dα−1u1(t, 0)
]
= 0,
2 To simplify the notation, we define
1
xα−1
0
Dα−1u =
(
u,
1
x0
∂xu, . . . ,
1
xα−1
0
∂α−1
x
u
)
′
.
where Q is as in (5), F1 = F (t, x, 1
x
β
0
Dβu1), and
F2 = F (t, x,
1
(1−x0)β
Dβu2). Then, functional (A.5) can be
changed to either of the following
y(t) = g
(
t, x0,
1
xβ0
Dβu1(t, 1)
)
,
y(t) = g
(
t, x0,
1
(1− x0)β
Dβu2(t, 0)
)
,
and the method proposed for points at the boundaries de-
scribed in previous subsection can be used.
3) Subsets Inside the Domain: Consider functional (7)
with g1 = 0, i.e.
y(t) =
∫
Ω˜
g
(
t, x,Dβu(t, x)
)
dx, (A.6)
where Ω˜ = [x1, x2] ⊂ Ω. Similar to the previous section,
we split the domain into three subsets Ω1 = (0, x1], Ω2 =
[x1, x2], and Ω3 = [x2, 1). Then, PDE (3) can be rewritten
as
∂tu =


F (t, x,Dαu), x ∈ Ω1
F (t, x,Dαu), x ∈ Ω2
F (t, x,Dαu), x ∈ Ω3,
subject to Dα−1u(t, x1) = Dα−1u(t, x1), Dα−1u(t, x2) =
Dα−1u(t, x2), and (5). With appropriate change of variables,
we have 

∂tu1 = F1(t, x,D
αu1), x ∈ Ω
∂tu2 = F2(t, x,D
αu2), x ∈ Ω
∂tu3 = F3(t, x,D
αu3), x ∈ Ω
subject to 1(x1)α−1Dα−1u1(t, 1) = 1(x2−x1)α−1Dα−1u2(t, 0)
and 1(x2−x1)α−1D
α−1u2(t, 1) =
1
(1−x2)α−1
Dα−1u3(t, 0) in
addition to
Q
[
1
(1−x2)α−1
Dα−1u3(t, 1)
1
(x1)α−1
Dα−1u1(t, 0)
]
= 0,
where Q is the same matrix as the one in (5),
F1 = F (t, x,
1
x
β
1
Dβu1), F2 = F (t, x,
1
(x2−x1)β
Dβu2), and
F3 = F (t, x,
1
(1−x2)β
Dβu3). Finally, functional (A.6) can
be converted to the following full integral form which is
suitable for the integral inequalities
y(t) =
(x2 − x1)
∫ 1
0
g
(
t, x,
1
(x2 − x1)β
Dβu2(t, x)
)
dx.
B. Obtained Certificates
The obtained barrier functional for bounding
y(0.01) = ∂xu(0.01, 0):
B(t,D1u) =
∫ 1
0
b(t, x,D1u) dx (A.7)
b(t, x,D1u) = −7.1441t2u2+1.7154t2u∂xu−20.228t
2u
− 7.5293t2(∂xu)
2 − 3.0302t2∂xu+ 84.477t
2
+ 5.306txu2 + 4.439tu2 − 11.394txu∂xu
+ 4.0763tu∂xu+ 11.385tux+ 9.753tu
− 0.7447tx(∂xu)
2 + 0.55552t(∂xu)
2 − 4.2529tx∂xu
+ 1.3549t∂xu− 42.631tx− 28.656t
− 6.9887x2u2 + 5.7104xu2 − 2.3317u2
− 0.21259x2u∂xu+ 2.3274xu∂xu− 1.7012u∂xu
+ 5.7105x2u− 6.7309xu− 0.23359u
− 0.3866x2(∂xu)
2 + 0.326x(∂xu)
2 − 0.048049(∂xu)
2
− 0.01152x2∂xu+ 0.062023x∂xu− 0.020951∂xu,
with polynomial p(x) in (A.3) computed as
p(x) = 0.9999x− 0.9999.
The obtained certificates for bounding
y(0.1) =
∫ 0.1
0 ∂xu(τ, 0) dτ :
γ(t) = 964.11t7 + 6.7729t6 + 66.924t5
+ 32.375t4 + 100.79t3 − 4.5509t2 + 5.7891t,
and (A.7) with
b(t, x,D1u) = −1.6454t2u2 + 0.37053t2u∂xu− 2.14t
2u
− 1.2514t2(∂xu)
2 + 0.15851t2∂xu+ 3.8517t
2
+ 2.6005txu2 + 1.672tu2 − 2.5321tu(∂xu)
2
+ 0.69396tu∂xu+ 3.6274txu+ 1.3629tu
− 0.13896tx(∂xu)
2 + 0.24091t(∂xu)
2 − 0.18622tx∂xu
+ 0.016255t∂xu− 7.0307tx− 2.1521t
− 6.3404x2u2 + 4.1574xu2 − 1.9985u2
+ 0.19901x2u∂xu+ 0.54298xu∂xu− 0.69336u∂xu
+ 0.75643x2u− 1.1887xu− 0.048215u
− 0.20306x2(∂xu)
2 + 0.16273x(∂xu)
2 − 0.021415(∂xu)
2
− 0.0023234x2∂xu+ 0.014826x∂xu− 0.0032264∂xu.
with polynomial p(x) in (A.3) computed as
p(x) = 0.5056x2 + 0.4944x− 1.0.
