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Abstract 
In this paper, first of all, we introduce the basic concepts of generating function in combinatorics and some combinatorial 
identities. In order to facilitate the understanding of ( 2)m m  -order time optimal control synthesis function of discrete sys-
tem (referred as m-order synthesis function), secondly, we introduce the derivation process and control ideas of 2nd-order 
synthesis function ()fsun , and then deduce in detail the m-order synthesis function by means of generating function. By use 
of the m-order tracking-form synthesis function with filter factor, the methods of signal extraction and its predictive com-
pensation are presented in this paper, and their immunity and effectiveness are verified by numerical simulation.  
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1. Introduction 
Qian Xuesen and Song Jian studied the time optimal 
control problem of discrete system in (Qian & Song, 2011), 
however, no time optimal control synthesis function of dis-
crete system (referred as synthesis function) based on the 
state variables (or feedback signals) is given in (Qian & 
Song, 2011). In the process of proposing and developing 
the 2nd-order active disturbance rejection control (ADRC) 
technology, Han Jingqing deduced the approximate 2nd-
order synthesis function ()fhan  by means of the parabola 
(Han, 2008; Han & Yuan, 1999), and pioneered the intro-
duction of filtering factor to suppress the high-frequency 
vibration in time optimal control that has been successfully 
applied to the discrete-time tracking differentiator (Han & 
Yuan, 1999), signal digital filtering (Han & Huang, 2003; 
Song, Gan, & Han, 2003; Wu, Lin, & Han, 2004), transi-
tion process arrangement (Han, 1998), error feedback con-
trol (Han, 1995b), high-frequency vibration elimination 
(Huang & Han, 1999) and so on. It can be said that the 
function ()fhan is an integral part of ADRC technology. 
And Sun Biao and Sun Xiuxia found that the function 
()fhan  is not the 2nd-order synthesis function but the 
likeness of 2nd-order synthesis function of discrete system, 
the real 2nd-order synthesis function of discrete system, 
named function ()fsun , is deduced in (Sun & Sun, 2010). 
Up to now, there is no research on the ( 3)m m  -order 
synthesis function of discrete system. But the latter studies 
in this paper show that in order to construct the new type 
structure of extended state observer (ESO) satisfying the 
separation principle for 2nd-order discrete system, the 
( 3)m m  -order synthesis function needs to be used; 
meanwhile, the ( 3)m m  -order and higher order synthesis 
functions are also required for the ( 3)m m  -order discrete 
system. And the above results provide a good starting point 
for the study of ( 3)m m  -order synthesis function of dis-
crete system. 
In this paper, the m-dimensional state space based on 
Euclidean straight space is used to derive the ( 2)m m  -
order synthesis function of discrete system by default, 
which will not be mentioned later. 
In the latter part of this paper, the dynamic characteris-
tics of system are mainly referred to when analyzing the 
zero-pole variation of transfer function, and when analyz-
ing the phase delay and amplitude attenuation of extracted 
signals, the steady-state characteristics of system are main-
ly referred to. 
2. Basic concepts and some combinatorial identities 
The generating function is an important method in mod-
ern discrete mathematics. It is a bridge connecting discrete 
mathematics with continuous mathematics. It can effec-
tively solve the combinatorial identity problems related to 
the combination numbers. 
This section provides a brief introduction to the 
knowledge of generating function that will be used in the 
derivation of m-order synthesis function (Ke & Wei, 2010; 
Lint & Wilson, 2001; Wang, 2008), lists the combinatorial 
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identities in theorem form to be used later, and then proves 
them in detail. 
Definition 2.1. The function  sign x  is defined by 
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Definition 2.2. The saturation function is defined by 
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Definition 2.3. The factorial of k  is defined by 
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nC  is defined by 
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Theorem 2.5. If 1 k n  , then 
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Definition 2.6. Let    0 10 , , , ,i niu u u u u  be an 
infinite series, then the formal power series (8) is the ordi-
nary generating function of series u , referred as the gener-
ating function. 
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The "formal power series" in Definition 2.6 refers to not 
consider the convergence problem of series (8). 
Definition 2.7. To say that two series are equal is to say 
that their coefficient sequences are same. For instance, the 
formal power series (8) is equal to series (9), if and only if 
(10) holds. 
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Definition 2.8. The operation that the number a  multiplies 
the series  u x  is defined by 
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The addition operation of series  u x  and  v x  is de-
fined by 
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The subtraction operation of series  u x  and  v x  is 
defined by 
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The multiplication operation of series  u x  and  v x  is 
defined by 
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Lemma 2.9. The generating function 
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Lemma 2.10. The generating function 
 
 2 0
1
1 ( 1)
1
n
n k k k
nn
k
x C x
x x 
   
  
  (16) 
Lemma 2.11. The generating function 
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Lemma 2.12. The generating function 
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Lemma 2.13. The generating function 
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Theorem 2.14. If 0k  , 1m  , 1 i m  , then there is 
identity 
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When 1k   
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m ix   in generating function 
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□ 
Theorem 2.15. If , 1k m  , then there is identity 
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Proof.   11
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Notice equation (6), when 1m  , equation (26) holds.   
Theorem 2.16. If 1, 2k m m   , then there are identities 
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Similarly, we can prove (32).  □ 
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Notice equation (7), then there is 
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Theorem 2.18. If , 1k m  , then there is identity 
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Notice equation (6), when 1m  , equation (45) holds. 
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Theorem 2.19. If 1m  , then there is identity 
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Theorem 2.20. If 1m  , 0 1m   , 0 1k m     , 
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Notice equation (6), when 1m  , equation (54) holds.   
3. Second-order synthesis function 
In order to understand the derivation source and control 
ideas of m-order synthesis function, this section first intro-
duces the derivation process and control ideas of 2nd-order 
synthesis function ()fsun . In order to maintain the integri-
ty described in this section, this section cites the discussion 
in (Sun & Sun, 2010). 
The 2nd-order discrete system satisfies the following 
equations. 
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Where, h  is the sampling time (or control step), u  is the 
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control input. 
Now we need to solve the time optimal control synthe-
sis function of system (57) based on the state variables (i.e., 
the expression of time optimal control input u  based on 
the state variables) in the following. 
3.1. Time optimal trajectory 
Set the initial value is      1 20 0 , 0
T
X x x   . After k  
steps, the solution of system (57) is 
     1 2,
T
X k x k x k     
 
 
 
 1
2
01 01 1
0
00 1 0 1
xkh k h
u
x h
      
       
     
 
   
1 0 0
2 1
0 1
h
u k u k
h h
     
        
     
 (58) 
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Assume that system (57) reaches the steady-state (i.e., 
origin) after k  steps control, that is 
 
 
1
2
0
0
x k
x k
   
   
  
 (59) 
The all initial values  0X  of system that can reach the 
origin within k  steps (the set of all these points is called 
the k  isochronous time region in 2nd-dimensional state 
space (Qian & Song, 2011), denoted as 
2 ( )G k ) are ex-
pressed as 
 
 
 
 
 
 
2 2
1
2
0 1
0 1 2
0
x kh k h
X u k u k
x h h
     
          
     
 
   
2 22
1 0
h h
u u
h h
   
    
    
 (60) 
The point  1ka k   is defined as the initial point that 
can reach the origin along the polyline 
ka ,  1ka  , , 
1a , 0  in k  steps under all control inputs u  taking –r . 
Similarly, the point  1ka k   is defined as the initial 
point that can reach the origin along the polyline 
ka , 
 1ka  , , 1a , 0  in k  steps under all controls u  taking 
r . 
The point  2kb k   is defined as the initial point that 
can first reach the point  1ka   under the control u  taking 
r , and can then reach the origin along the polyline  1ka  , 
 2ka  , , 1a , 0  in  1k   steps under all other controls 
u  taking –r . Similarly, the point  2kb k   is defined as 
the initial point that can first reach the point  1ka   under 
the control u  taking –r , and can then reach the origin 
along the polyline  1ka  ,  2ka  , , 1a , 0  in  1k   
steps under all other controls u  taking r . 
The point 0a  is defined as the origin. 
Thus, the corresponding coordinates of points ( ka , ka , 
kb , and kb ) can be obtained as follows. 
The coordinate of point ka  is 
  21
2
1
1
2
x k k h r
x
khr
 
        
 
 (61) 
The coordinate of point 
ka  is 
  21
2
1
1
2
x k k h r
x
khr
 
         
 (62) 
The coordinate of point 
kb  is 
 
 
2 2
1
2
1
1 2
2
2
x k k h r h r
x
k hr
 
            
 (63) 
The coordinate of point 
kb  is 
 
 
2 2
1
2
1
1 2
2
2
x k k h r h r
x
k hr
 
            
 (64) 
 
Fig.1. Time optimal trajectory of 2nd-order discrete system 
The distribution of points (
ka , ka , kb , and kb ) are 
shown in Fig.1. In Fig.1, the polyline formed by 
ka , 
 1ka  , , 1a , 0 , 1a , ,  1ka  , ka  is denoted as 
bestG , and obviously bestG  is a kind of time optimal trajec-
tory to reach the origin. The polyline formed by 
ka , 
 1ka  , , 1a , 2b , ,  1kb  , kb  is denoted as G , and 
the polyline formed by 
ka ,  1ka  , , 1a , 2b , , 
 1kb  , kb  is denoted as G . 
Obviously, the control input u  takes the value within 
 ,r r   if the state variable X is located within the region 
enclosed by the polyline G  and polyline G , the control 
u  takes r  if the variable X is located on the polyline G  
or below (outside) G , and u  takes r  if the variable X is 
located on the polyline G  or above (outside) G . 
Definition 3.1. The functions are defined as follows. 
1 2y x hx  (65) 
  1 2z k x khx  (66) 
 s sign y  (67) 
In Fig.1, the line equation (denoted as  2N k , 
where 0y  ) through the line segment  2k ka b k    is 
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  21 2
1
1
2
y x hx k k h r     (68) 
The line equation (denoted as  2N k , where 0y  ) 
through the line segment  2k ka b k    is 
  21 2
1
1
2
y x hx k k h r      (69) 
After 
ka  uniformly represents ka  and ka , kb  uni-
formly represents 
kb  and kb , then the line equations (68) 
and (69) (uniformly denoted as  2N k ) are uniformly ex-
pressed as 
  21 2
1
1
2
y x hx k k h rs     (70) 
The line segment 
1k ka a   (uniformly denoted as  2M k : 
the line segment  1k ka a    is denoted as  2M k , where 
any point on the line segment satisfies   0z k  , 0s  ; 
and the line segment  1k ka a    is denoted as  2M k , 
where any point on the line segment satisfies   0z k  , 
0s  .) satisfies the line equation as follows. 
    21 2
1
1
2
z k x khx k k h rs      (71) 
Similarly, the line segment 
1 2k ka a   (denoted as 
 2 1M k  ) satisfies the line equation as follows. 
      ' ' 21 2
1
1 1 1 2
2
z k x k hx k k h rs         (72) 
3.2. The nonlinear region of 2y h r  
Suppose that the state  1 2,
T
X x x  is located between 
the parallel lines  2N k  and  2 1N k  , satisfying the fol-
lowing equation. 
  21 2
1
1
2
y x hx k k h rs      (73) 
Where k  is a positive integer and satisfies 
1
2
k k k
k
  




 (74) 
Obtain from (73) 
 
2 2
22
1
yy
k k
h rs h r
     (75) 
Therefore, the value k  meets 
 
2
2
1
1
2
y
k k
h r
k k k
k

 


  

 


 (76) 
The state X  is located between the parallel lines 
 2N k  and  2 1N k  , and the control target is that the 
state X  reaches the point (set to 
' '
1 2,
T
X x x    ) on the 
line segment 
1 2k ka a   after one-step control. The new state 
X   meets 
'
1 1 2
'
2 2
x x hx
x x hu
  

 
 (77) 
Substitute (77) into (72) and obtain 
    2 21 2
1
1 1 2
2
x khx k h u k k h rs        (78) 
 
21 2
2
1 ,    
2 1
x khxk
u rs y h r
k h
 
     
 
 (79) 
Definition 3.2. 2k  , 2y h r , the function 
 1 2, , ,a x x r h  is defined as follows. 
 
 
1 2
1 2 2
, , , 1
2 1
x khxk
a x x r h rs
k h
 
   
 
 (80) 
Since u r  and 2y h r , then the control input (i.e., 
the 2nd-order synthesis function of nonlinear region) is 
 1 2, , , ,u r sat a x x r h r       (81) 
3.3. The linear region of 2y h r  
If the state X  satisfies 2y h r , that is, X  is located 
between the parallel lines  2 2N   and  2 2N  , and the 
control target is that the state X  reaches the point (set to 
' '
1 2,
T
X x x    ) on the line segment 1 1a a   and then 
reaches the origin along the line segment 
1 0a a . 
The line segment 1 1a a   (denoted as  2 1N  or  2 1M ) 
satisfies the following line equation. 
' '
1 2 0y x hx    (82) 
Substitute (77) into (82) and obtain 
2
1 22 0x hx h u    (83) 
21 2
2
2
,     
x hx
u y h r
h

     (84) 
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For u r  and 2y h r , then the control input (i.e., the 
2nd-order synthesis function of linear region) is 
1 2
2
2
,
x hx
u r sat r
h
 
    
 
 (85) 
3.4. Second-order synthesis function 
Definition 3.3. In both cases of 2y h r  and 2y h r , 
the function  1 2, , ,a x x r h  is uniformly defined as follows. 
 
 
21 2
2
1 2
21 2
2
2
,                       
, , ,
1 ,  
2 1
x hx
y h r
h
a x x r h
x khxk
rs y h r
k h



      
  
 (86) 
Where k is a positive integer and meets (76). 
Theorem 3.4. The 2nd-order time optimal control input of 
discrete system (57) (denoted as  1 2, , ,fsun x x r h ) is 
   1 2 1 2, , , , , , ,u fsun x x r h r sat a x x r h r       (87) 
(87) is the 2nd-order synthesis function of discrete sys-
tem (57) with the origin as the end point. Obviously, this is 
a nonlinear function. 
Theorem 3.5. If the control input limit u r  is removed 
in the 2nd-order discrete system (57), i.e., r  , then 
we can get its 2nd-order linear synthesis function with the 
origin as the end point as follows. 
1 2
2
2x hx
u
h

   (88) 
4. m-order synthesis function 
The  2m m  -order discrete system satisfies 
     
     
     
1 1 2
2 2 3
1
1
1m m
x k x k hx k
x k x k hx k
x k x k hu k
  
 





  


 (89) 
Where, h  is the sampling time (or control step), u  is the 
control input of system (89),  u k r , r  is the maximum 
control input. 
Now we need to solve the time optimal control synthesis 
function of system (89) based on the state variables (i.e., 
the expression of time optimal control input u  based on 
the state variables) in the following. 
The system (89) is written in matrix form as follows. 
     01X k AX k B u k    (90) 
Where,        1 2, , ,
T
mX k x k x k x k        (91) 
1 0 0
0 1 0
0 0 1 0
0 0 0
0 0 0 1
h
A h
h
 
 

 
 
 
 
 
 
  
, 0
0
0
0
0
B
h
 
 

 
 
 
 
 
 
  
 (92) 
Set k
kA A , 
1
1 0
k
kB A B

       (93) 
4.1. Solution of equations 
Set the initial value is 
       1 20 0 , 0 , , 0
T
mX x x x   . After k  steps, the so-
lution of system (90) is 
       
1
1
0
0
k
k k
X k A X B u




 

   (94) 
Assume that system (90) reaches the origin after k  steps 
control, i.e., 
   0,0, ,0
T
X k   (95) 
The all initial values  0X  of system that can reach the 
origin within k  steps (the set of all these points is called 
the k  isochronous time region in m-dimensional state 
space (Qian & Song, 2011), denoted as  mG k ) are ex-
pressed as 
     
1
1
1
0
0
k
k k
X A B u





 

    (96) 
Set 0j ikC
 , when j i       (97) 
The corresponding matrix expression that we can get is 
    ,        1 kj i j ikA i j h coeff of item x in x x    
,   1 ,j i j ikC h i j m
     (98) 
 
1
01
k
k
B A B

 
 
  (99) 
     
1
1 11
, ,   1m i m ik kkB i hA i m C h i m 
  
    
       (100) 
Theorem 4.1. 1k  , 1 ,i j m  , the inverse matrix of 
 , j i j ik kA i j C h
   is 
 
 
1  ,     
1
i
j i j
k k
x
A i j h coeff of ite
x
nm x i 
 

 

 


 
  11 ,   1 ,
j i j i j i
k j iC h i j m
  
       (101) 
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Proof.  
 , ,   1 ,i ik kA i C h i m
       (102) 
Set  
 
,    
1
  j j
k
x
A j h coeff of item x
x
in

 
 
 


 



 
  11 ,   1 ,
j j j
k jC h j m
  
 
  
       (103) 
      1
1 1
, , 1
m m
jj i i j
k k k jA i A j h C C
  

 
 
  
  
 
       (104) 
When i j , since ikC
   and 1
j
k jC



    in (104) have 
exact definitions at the same time, 0i   , 0j   , 
i j     (104) is equal to 1; 
When i j , since ikC
   and 1
j
k jC



    in (104) have 
exact definitions at the same time, 0i   , 0j    
i j   , it is contradictory with the hypothesis 
i j   (104) is equal to 0; 
When i j , ikC
   and 1
j
k jC



    in (104) have exact 
definitions at the same time only while i j  , 
   
1
, ,
m
kA i A j

 

  
 
   
 
   
1 !!
1
! ! ! 1 !
j
jj i
i
k jk
h
i k i j k



  


  
 
    
  
 
 
   
 
   
1 ! !
1
1 ! ! ! !
jj i
j
i
k j j ikh
j i j i k i j i



  



   
 
      
  
    11
jj i
j k i i
j ij i k i
i
kh
C C
j i
  



   
    

 

  
      11 1
jj i
k j i k i k i i
j ij i k i
i
kh
C C
j i
  



      
    

  

  (105) 
In (105),     11
k i k i
j i k i
C
 

   
    
  is the coeff of item 
k ix    in 
 
1
1
j i
x


, 
i
j iC
 
  is the coeff of item 
ix   in 
 1
j i
x

 , and therefore     11
j
k i k i i
j ij i k i
i
C C
  


    
    

  is the 
coeff of item kx  in 
 
 
1
1 1
1
j i
j i
x
x


 

. For 1k  , so 
(105) is equal to 0. 
Overall, there is 
   
1
, ,
m
k ijA i A j

  

   (106) 
Theorem 4.2. 1k  , 0 1k   , 1 ,i j m   
       
1 1
1 11
1 1
, 1
m m
j i j i j i m j m j
k k j i kk
j j
A i j B j C h C h
     
     
 
    
 1 1 1
1
1
m
j im i j i m j
k j i k
j
h C C 
   
    

   
  11
m i m i m i
m iC h
   
    (107) 
Proof.  
In (107),   11
j i j i
k j iC
 
    is the coeff of item 
j ix   in 
 
1
1
k
x
, 1
m j
kC 

   is the coeff of item 
m jx   in  
1
1
k
x
 
 , 
and   1 1
1
1
m
j i j i m j
k j i k
j
C C 
  
    

  is the coeff of item m ix   in 
 
 
 
1
1
1 1
1
1 1
k
k
x
x x


 

 
 
, therefore 
       
1 1
1
1
, 1
m
m i m i m i
k m ik
j
A i j B j C h
   
  

   (108) 
(96) can be written as follows. 
     
1
1 1
0
0 1 ,   1
k
m i m i m i
i m ix C h u i m



    
 

     (109) 
The points  1ka k  ,  1ka k  ,  2kb k   and 
 2kb k   are defined as section 3. The point 0a  is the 
origin. 
By use of Theorem 2.14, the coordinate of point 
 1ka k   can be obtained as follows. 
 
1
1
0
1
k
m i m i m i
i m ix C h r


   
 

    
  1 11 ,   1
m i m i m i
m k iC h r i m
    
      (110) 
The coordinate of point  1ka k   is 
 
1
1 1
0
1
k
m i m i m i
i m ix C h r


    
 

     
 
1 1 11 ,   1
m i m i m i
m k iC h r i m
     
      (111) 
The coordinate of point  2kb k    is 
 
1
1 1
0
1 ( 2)
k
m i m i m i
i m ix C h r


    
 

    
   1 1 11 2 ,   1m i m i m im k iC h r i m
     
       (112) 
The coordinate of point  2kb k   is 
 
1
1
0
1 ( 2)
k
m i m i m i
i m ix C h r


   
 

    
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   1 11 2 ,   1m i m i m im k iC h r i m
    
       (113) 
4.2. (m-1)-dimensional hyperplane  mN k  
Definition 4.3. The functions are defined as follows. 
 
1
1 1
0
m
i i
m i
i
y y X C h x

 

  (114) 
 s sign y  (115) 
Unless we explicitly state that s  represents Laplace op-
erator in the following analysis, (114) and (115) are used 
elsewhere to define the value of s . 
Definition 4.4. The  1m -dimensional hyperplane 
 mN k  is defined by 
m m
ky C h rs  (116) 
When 0s  ,  0y  , k m ,  mN k  is denoted as 
 mN k ; when 0s  , 0y  ,  k m ,  mN k  is denoted 
as  mN k ; when 0s  , 0y  ,  1k m  ,  mN k , is no 
longer distinguished between the positive and negative hy-
perplane,  1mN m ,  2mN m ,  1mN  are the same 
hyperplane and then are uniformly denoted as ( 1)mN m . 
Theorem 4.5. 1) The points  1ka k   and  2kb k   
are on the following  1m -dimensional hyperplane. 
 1
m m m
ky C h r   (117) 
2) The points  1ka k   and  2kb k   are on the fol-
lowing  1m -dimensional hyperplane. 
 
1
1
m m m
ky C h r

   (118) 
3) 
 
 
1
1
1
,    ,
,  ,
m
k k
m
k k
a b
s
a b
 

 
 


 

    (119) 
4) The points  1ka k   and  1ka k   are uniformly 
denoted as  1ka k  ;  2kb k   and  2kb k   are uni-
formly denoted as  2kb k  . Then the points  1ka k   
and  2kb k   are on the  1m -dimensional hyperplane 
 mN k . 
Proof. 1) For the point  1ka k  , substitute (111) into 
(114), notice Theorem 2.15 and obtain 
 
1 1
1 1 1 1
0 0
1
m m
m ii i i i m i m i
m i m m k i
i i
y C h x C h C h r
 
  
     
 
     
 1
m m m
kC h r   (120) 
For the point  2kb k  , substitute (112) into (114), 
notice Theorem 2.15 and also obtain 
 
1 1
1 1 1 1
0 0
1 ( 2)
m m
m ii i i i m i m i
m i m m k i
i i
y C h x C h C h r
 
  
     
 
      
   
1
1
0
1 2 1
m
m im m i
k m
i
h r C C



 
    
 
  
   
1
1 2 1 1
m mm m
kh r C
    
 
 
 1
m m m
kC h r   (121) 
2) Similarly, for the points  1ka k   and  2kb k  , 
also obtain 
 
1
1
m m m
ky C h r

   (122) 
Thus both 3) and 4) hold.  □ 
The coordinate of point  1ka k   is 
 
1 1 11 ,   1
i m i m i
i m k ix C h rs i m
    
      (123) 
The coordinate of point  2kb k   is 
 
1 1 11 ( 2) ,   1
i m i m i
i m k ix C h rs i m
    
       (124) 
From Theorem 4.5, it can be seen that 
0a  (the origin), 
 1 1ka k m    and  2 1kb k m    are all on the 
 1m -dimensional hyperplane  1mN m . Set  1m -
dimensional hyperplane set   
1m k m
N N k
 
. The items 
in set N  are parallel to each other that cut the m-
dimensional state space into the mutually independent re-
gions. The following theorem proves that the  1m -
dimensional hyperplane set N  is unique, and it only needs 
to prove that the  1m -dimensional hyperplane 
 1mN m  is unique. 
Theorem 4.6. Set the points  1 1ka k m    are on the 
following  1m -dimensional hyperplane  ' 1mN m . 
1
1 1
0
0
m
i i
i
x

 

  (125) 
Set 1 1  , then  1 1 0 1
i i
i mC h i m       and 
 1 0 1i i m      are unique, i.e.,  
' 1mN m  is exactly 
 1mN m . 
Proof. Substitute (123) into (125) and obtain 
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 
1
1 1
0
1 0
m
i m i m i
i m k i
i
C h rs

 
   

   (126) 
 
1
1 1
0
1 0
m
i m i i
i m k i
i
C h

 
   

    (127) 
 
1
1 1 1
1
1
m
i m i i m
i m k i m k
i
C h C

 
     

     (128) 
Take 1,2, , 1k m   in (128) and (128) is written in 
matrix form. 
0 1 ΓT T        (129) 
Where, 
1 2 3 1
0 2 3 4
1 2 3 1
3 4 5 1
1 2 3 1
1 1 2 3
1 1 1 1
m
m
m
m
m
m m m m
T C C C C
C C C C
C C C C




  
 
 

 
 
 
 
 
 
 (130) 
       
1 21 2 1
1 1 , 1 , ,
m mm m
T diag h h h
         
 
 (131) 
 1 2, , ,
T
m m     (132) 
1 2 2Γ , , ,
T
m m m
m m mC C C      (133) 
Since 
1 0detT  , we only need to prove that 0 0detT   
and so can prove that   has a unique solution. Combined 
with the points  1 1ka k m    are on the  1m -
dimensional hyperplane  1mN m , there is that 
 1 1 0 1
i i
i mC h i m       and  1 0 1i i m      are 
unique. 
Because the matrix 
0T  performs the row elementary 
transformation without changing its reversibility, the series 
of row elementary transformations are performed as fol-
lows. 
1 2 3 1
0 2 3 4
1 2 3 1
3 4 5 1
1 2 3 1
1 1 2 3
1 1 1 1
m
m
m
m
m
m m m m
T C C C C
C C C C
C C C C




  
 
 

 
 
 
 
 
 
 
 
1 2 3 1
1 1 2 3
1 1 1 1
2 3 4
3 2 4 3 5 4 1
m
m m m m
m
m m
C C C C   
 
 

 
    
 
 
 
 
 
2 2 2 2
2 2 2 2
1 1 2 3
1 1 1 1
2 3 4
2 3 4
m m m m
m m m m
m
m
C C C C     
 
 

 
 
 
 
 
 
 
2 2 2 2
2 2 2 2
1 1 1 1
2 3 4
2 3 4
2 3 4m m m m
m
m
m   
 
 

 
 
 
 
  
 
 
 
2 2 2 2
22 2 2
1 1 1 1
1 2 3 1
1 2 3 1
1 2 3 1
mm m m
m
m
m
  
 
 
 
 
 
 
 
 
  
 
 
 
'
0
2 2 2
22 2
1 1 1 1
1 2 3 1
1 2 3 1
1 2 3 1
mm m
m T
m
m
 
 
 
 
 
 
 
 
 
  
 (134) 
'
0 00 0detT detT    (135) 
Then '
0T  is exactly the Vandermonde matrix. 
 '0
1 1
0
j i m
detT i j
   
    (136) 
0 0detT        (137) 
4.3. (m-1)-dimensional hyperplane  mM k  
Definition 4.7. 1k m  , the function is defined by 
 
1
1
0
m
i i
k i
i
z k C h x



  (138) 
Definition 4.8. 1k m  , the  1m -dimensional 
hyperplane  mM k  between  mN k  and  1mN k   is 
defined by 
   
1
1
m m m
kz k C h rs

   (139) 
When k m ,   0z k  ,  mM k  is denoted as 
 mM k ; when k m ,   0z k  ,  mM k  is denoted as 
 mM k ; when 1k m  ,  mM k  is denoted as 
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 1mM m ,  z k  equals zero, and then  1mM m  is 
exactly  1mN m . 
Theorem 4.9. 1k m  , the points ka  and 1ka   are on the 
 1m -dimensional hyperplane  mM k . 
Proof. Substitute the coordinate of 
ka  (123) into (138) and 
notice (31) in Theorem 2.16. 
   
1
1
0
1
m
ii i m i m i
k m k i
i
z k C h C h rs

 
  

   
   
1
1
1
0
1 1
m
i mm i m i m m
k m k i k
i
h rs C C C h rs


  

     (140) 
The coordinate of 
1ka   is 
 
1 1 1
11 ,   1
i m i m i
i m k ix C h rs i m
    
       (141) 
Substitute (141) into (138) and notice (32) in Theorem 
2.16. 
   
1
2
0
1
m
ii i m i m i
k m k i
i
z k C h C h rs

 
  

   
   
1
1
2
0
1 1
m
i mm i m i m m
k m k i k
i
h rs C C C h rs


  

     (142) 
□ 
Definition 4.10. 1k m  , the  1m -dimensional 
hyperplane  mM k  between  mN k  and  1mN k   is 
defined by 
   
1 1
11 ( 2 )
m m m m
k kz k C C h rs
 
    (143) 
When k m ,   0z k  ,  mM k  is denoted as 
 mM k ; when k m ,   0z k  ,  mM k  is denoted as 
 mM k ; when 1k m  ,  mM k  is denoted as 
 1mM m ,  z k  equals zero, and then  1mM m  is 
exactly  1mN m . 
Theorem 4.11. 1k m  , the points 
kb  and 1kb   are on 
the  1m  -dimensional hyperplane  mM k . 
Proof. Substitute the coordinate of kb  (124) into (138) and 
notice Theorem 2.17 and (31) in Theorem 2.16. 
   
1
1
0
1 ( 2)
m
ii i m i m i
k m k i
i
z k C h C h rs

 
  

    
   
1
1
0
1 2 1
m
m im m i
k k
i
h rs C C



 
    
 
  
 
1 1
11 ( 2 )
m m m m
k kC C h rs
 
    (144) 
The coordinate of 
1kb   is 
 
1 1 1
11 ( 2) ,   1
i m i m i
i m k ix C h rs i m
    
        (145) 
Substitute (145) into (138) and notice Theorem 2.17 and 
(32) in Theorem 2.16. 
   
1
2
0
1 ( 2)
m
ii i m i m i
k m k i
i
z k C h C h rs

 
  

    
   
1
1
0
1 2 1
m
m im m i
k k
i
h rs C C



 
    
 
  
 
1 1
11 ( 2 )
m m m m
k kC C h rs
 
    (146) 
Obviously, the  1m -dimensional hyperplanes 
 mM k  and  mM k  are parallel to each other. This means 
that  mM k  between  mN k  and  1mN k   is the 
 1m -dimensional hyperplane passing through the points 
kb , 1kb   and also parallel to  mM k . 
Definition 4.12. 1k m  , the  1m -dimensional 
hyperplane  mM k
  between  mN k  and  1mN k   is 
defined by 
     
1 1
11 [ 2 1 ]
m m m m
k kz k C C h rs
 
     (147) 
When k m ,   0z k  ,  mM k

 is denoted as 
 mM k
  ; when k m ,   0z k  ,  mM k
  is denoted as 
 mM k
  ; when 1k m  ,  mM k
  is denoted as 
 1mM m
  ,  z k  equals zero, and then  1mM m
   is 
exactly  1mN m . 
The following Theorem 4.13 can be easily obtained 
from Theorem 4.9 and Theorem 4.11. 
Theorem 4.13. 1k m  , 0 1   the point 
 1k kX a b      on the line segment k ka b  
  k k k ka b or a b     is on the  1m -dimensional 
hyperplane  mM k

. 
Obviously, when 1  , the point X   is ka  and 
 mM k

 is exactly  mM k ; when 0  , the point X   is 
kb  and  mM k

 is precisely  mM k . The  1m -
dimensional hyperplanes  mM k

 and  mM k  are parallel 
to each other, and this means that  mM k

 between 
 mN k  and  1mN k   is the  1m -dimensional hyper-
plane passing through the point X   and parallel to 
 mM k . 
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4.4. m-order synthesis function of nonlinear region 
Suppose that k m , 2m  , the state 
 1 2, , ,
T
mX x x x  is located between the parallel hyper-
planes  mN k  and  1mN k  , and satisfies the following 
equation. 
1
1 1
0
m
i i m m
m i k
i
y C h x C h rs

 

   (148) 
Where, 1k k k    , k  is a positive integer and meets 
the following equations from (148). 
 
1
0
!
 
1
m
m
i
m y
k i
h r
k k k
k m



 





 
  (149) 
The value k  can be obtained from (149). 
Now the control target has 2 points: the state X  is con-
trolled to reach the region between  1mN k   and 
 2mN k   from the region between  mN k  and 
 1mN k  ; the state X  is controlled to reach the state on 
 1mM k   between  1mN k   and  2mN k  . It is as-
sumed that the state on  1mM k   between  1mN k   and 
 2mN k   is 
' ' '
1 2, , ,
T
mX x x x    after the state X  is 
controlled by one step. And  1mM k   between 
 1mN k   and  2mN k   meets the following equation. 
   
1
1'
1 1 1
0
1 1
m
mi i m m
k i k
i
z k C h x C h rs


  

     (150) 
The new state X   meets 
'
1 1 2
'
2 2 3
'
 
m m
x x hx
x x hx
x x hu
  

 


  
 (151) 
Substitute (151) into (150), notice (5) and (7) and obtain 
 
1
11
1 1 1
0
1
m
mi i m m m m
k i k k
i
C h x C h u C h rs


  

    (152) 
 
1
10
1
1
1 1
m i i
m k ii
m m
k
C h xk
u rs
m C h




 
     
 

 (153) 
Definition 4.14. k m , 2m  , my h r , the function is 
defined as follows. 
 1 2, , , , ,ma x x x r h  
 
1
1 10
1
1
1 1
m i i
m k ii
m m
k
C h xk
rs
m C h

 


 
   
 

 (154) 
Since u r  and 2y h r , then the time optimal con-
trol input (i.e., the m-order synthesis function of nonlinear 
region) is 
 1 2, , , , , ,mu r sat a x x x r h r       (155) 
Further, if the state X  is located on  mM k  between 
 mN k  and  1mN k  , and the state X  satisfies (139). 
We substitute (139) into (152), notice (7) and obtain 
   
1 11
1 11 1
m mm m m m m m
k k kC h rs C h u C h rs
 
      (156) 
 1
m
u rs    (157) 
(157) means that the state X  can arrive at  1mM k   
(but not sure is the region between  1mN k   and 
 2mN k  ) by one step control under the control input of 
 1
m
u rs  . 
It can be seen that once the state X  is located on 
 mM k  between  mN k  and  1mN k  , it will reach the 
someone state on  1mM k   under the control of 
 1
m
u rs   until it reaches the state on  mM m , and then 
enters the linear region (the region of 
my h r ), i.e., 
reaches the state on  1mM m  (or  1mN m ). In the lin-
ear region, the linear control is used to make the state ar-
rive at the origin. 
Set  1m -dimensional hyperplane set  
1k k m
M M
 
. 
It is demonstrated below that the hyperplane set M  that 
satisfies the above control requirements is unique. Since 
Theorem 4.6 guarantees the uniqueness of  1mN m  (or 
 1mM m ), we prove in turn that all terms in set M  are 
unique by using this as a starting point. 
Theorem 4.15. 1k m  , 2m  , suppose that the 
 1m -dimensional hyperplane  ˆ mM k  between  mN k  
and  1mN k   satisfies the following equation. 
       
1
1
1
0
ˆ 1
mdef
mi m
i i
i
z k k h x k h rs 




    (158) 
Set  1m -dimensional hyperplane set  
1
ˆ ˆ
k
k m
MM
 
. 
If the following conditions are satisfied: 
1)    ˆ 1 1 0z m z m        (159) 
i.e.,   11
i
i mm C   ,  1 0m    (160) 
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So  ˆ 1mM m  is exactly  1mM m . 
2) Set   11
m
m kk C

       (161) 
3) The state X  on  ˆ 1mM k   between  1mN k   and 
 mN k  reaches the state X   on  ˆ mM k  by one step 
control under the control of  1
m
u rs  , and the state X   
satisfies (151). 
Then, the hyperplane set Mˆ  is unique, that is, Mˆ  is 
precisely M . 
Proof. Let 1k m   in the condition 3), and obtain 
 
1
'
1
0
1 0
m
i
i i
i
m h x



   (162) 
Substitute (151) into (162), utilize (160) and notice (5) 
and (7). 
1
1
1 1
0
0
m
i i m m
m i m
i
C h x C h u


 

    (163) 
 
 
1
1 1
1 1
0
157
1
m
mi i m m
m i m
i
C h x C h rs

 
 

    (164) 
Compare (158) and (164), notice (161) and obtain 
  ii mm C  ,  
1
1
m m
m mm C C

   (165) 
Thereby,  ˆ mM m  is exactly  mM m . 
Then set k m  in the condition 3), and obtain 
     
1
1'
1
0
1
m
mi m
i i
i
m h x m h rs 




   (166) 
Substitute (151) into (166), utilize (165) and notice (5) 
and (7). 
1
1 ( 1)
1 1
0
( 1)
m
i i m m m m m
m i m m
i
C h x C h u C h rs

 
 

     (167) 
 
   
1
1 1
1 1
0
157
1
m
mi i m m m
m i m m
i
C h x C C h rs

 
 

     
 
1
11
m m m
mC h rs

   (168) 
Compare (158) and (168), notice (161) and obtain 
  11
i
i mm C   ,   11
m
mm C    (169) 
This means that  ˆ 1mM m  is precisely  1mM m . 
And so on, we get by recursion in turn that  ˆ 2mM m  
is  2mM m ,  ˆ 3mM m  is  3 ,mM m . Thus, for 
1k m  ,  ˆ mM k  is  mM k , and there are 
  ii kk C  ,  
m
kk C   (170) 
So the hyperplane set Mˆ  is unique, that is, Mˆ  is 
precisely M .   
The above analysis shows that the piecewise combina-
tion of all  ( )mM k k m  regions between  mN k  and 
 1mN k   is a kind of  1m -dimensional time optimal 
trajectory to reach the origin in nonlinear region of m-order 
discrete system. The conclusion is consistent with the case 
of 2m  . 
Theorem 4.16. 0 1  , 2m  , k m , suppose that the 
state X  is located on  mM k
  between  mN k  and 
 1mN k  , X  is controlled by one step to reach the state 
X   on  1mM k   (but not sure is the region between 
 1mN k   and  2mN k  ), and then the control input of 
state X  is 
   1 2 1
m
u rs    (171) 
Proof. Substitute (151) into (150), utilize (5) and (7) to ob-
tain (152), and then substitute (147) into (152). 
   
1 1 1
1 11 2 1
m m m m m m
k k kC C h rs C h u
  
 
       
 
1
11
m m m
kC h rs

   (172) 
   1 11 11 2 1
mm m
k kC u C rs
 
      (173) 
In Theorem 4.16, the state X  is located on  mM k  
between  mN k  and  1mN k  , and  1
m
u rs   if 
1  ; X  is located on  mM k  between  mN k  and 
 1mN k  , and  
1
1
m
u rs

   if 0  ; X  is located on 
 0.5mM k  between  mN k  and  1mN k  , and 0u   if 
0.5  . This means that in the region between  mN k  
and  1mN k  , the control input takes the value of 
   1 2 1
m
rs   between  1
m
rs  and  
1
1
m
rs

  if the 
state X  is located in the region section between  mM k  
and  mM k ; the control takes  1
m
rs  in the region 
section outside  mM k ; and then the control takes 
 
1
1
m
rs

  in the region section outside  mM k . This 
feature is consistent with the case of 2m  . 
Theorem 4.17. 0 1  , 2m  , k m , suppose that the 
state X  is located on the line segment 1k ka a  , 
  11k kX a a     , X  is controlled by one step to 
reach the state X   under the control of  1
m
u rs  , and 
then it is easy to obtain that  1 21k kX a a      from 
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the linear properties of discrete system (89), i.e., the state 
X   is located on the line segment 1 2k ka a  . 
Definition 4.18. The  1m -dimensional hyperplane 
 mN k  is defined to meet the following equation. 
   
1
1
1 1
0
1
m
mi i m m
m i k
i
y y X C h x C h rs


 

    
   (174) 
When , 1, ,1k m m  ,  mN k  is the same hyperplane 
uniformly denoted as  mN m . 
Theorem 4.19.   1ka k   is located on  mN k , but 
 2kb k   is not located on  mN k . 
Proof. For  1ka k  , substitute (123) into (174), utilize 
Theorem 2.18 and obtain 
 
1 1
1 1
0 0
1
m m
ii i i i m i m i
m i m m k i
i i
y C h x C h C h rs
 
 
   
 
    
   
1
1
1 1
0
1 1
m
i mm i m i m m
m m k i k
i
h rs C C C h rs


   

     
   (175) 
For  2kb k  , substitute (124) into (174), utilize Theo-
rem 2.18 and Theorem 2.19, and obtain 
   
1 1
1 1
0 0
1 2
m m
ii i i i m i m i
m i m m k i
i i
y C h x C h C h rs
 
 
   
 
     
   
1
1
1
0
1 2 1
m
m im i m
k m
i
C C h rs




 
     
 
  
   
1 1
1 1 2 1
m mm m
kC h rs
 

     
 
 
 1 1
mm m
kC h rs    
 (176) 
And so,   1ka k   is located on  mN k , but  2kb k   
is not located on  mN k .   
Theorem 4.20. 1k m  , suppose that the state X  is 
located on  mM k  between  mN k  and  1mN k  , and 
X  is controlled by one step to reach the state X   on 
 1mM k   between  1mN k   and  2mN k   under the 
control of  1
m
u rs  . The point X  is the intersection 
point of the line segment 
1k ka a   and hyperplane  
X
mN k  
passing through the point X  and parallel to  mN k , and 
the point 'X  is the intersection point of the line segment 
1 2k ka a   and hyperplane  1
X
mN k

  passing through the 
point X   and parallel to  1mN k  . 0 1   , Set 
  11k kX a a      (177) 
 ' 1 21k kX a a      (178) 
Then    . 
Proof.  
      ' 1 2) 1 (k ky X y X y a y a      
 1 21
m m m
k kC C h rs        (179) 
   y X y X  
     1 11 ) 1 (k k k ky a a y a y a           
       1 11 21 1 1m mm m mk kC C h rs             
   
1
1 21 1
mm m m
k kC C h rs 

 
     
 
 (180) 
Utilize (151), (157) and (180), notice (5) and (7), 
 
1
'
1 1
0
m
i i
m i
i
y X C h x

 

   
1 2
1 1
1 1 1 2 1
0 0
m m
i i i i m m
m i m i m
i i
C h x C h x C h u
 
 
    
 
     
     
1
1
0
1 1
m
m mi i m m
m i
i
C h x h rs y X h rs



       
 1 21
m m m
k kC C h rs        (181) 
Obtain from (179) and (181) 
  1 2( ) 0
m m
k kC C      (182) 
For 1k m  , 1 2 0
m m
k kC C    (183) 
0      (184) 
The region of  mM k  between  mN k  and  1mN k   
is denoted as  1 k , the region of  mM k  between 
 mN k  and  1mN k   is denoted as  2 k , and 
     1 2 k k k   . Then    1k k  ,  1k m  , 
3m  ; when k m , 3m  ,  mN m  is the same 
hyperplane as  1mN m , but  mN m  is not same as 
 mN m , and so    1k k  . Thence, for k m , 
3m  ,    1k k  . 
Theorem 4.20 means that the region that the state X  is 
located is  k  if the state X   is located on  1mM k   
between  1mN k   and  2mN k  , i.e., some states in the 
region  1 k  that do not belong to the region  k  need 
at least two steps to reach the region  1 1k   under the 
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control of  1
m
u rs  . This property is established only 
when k m  and 3m  , which is not the same as the case 
of 2m  . 
4.5. m-order synthesis function of linear region 
In order to derive the m-order synthesis function in line-
ar region of  1mM m , a series of hyperplanes are further 
defined in  1mM m . 
Definition 4.21. 2m  , 0 1m   , 0 1k m     , 
the function is defined as follows. 
 
 
   
1
1 1
0
1
m
i i
m v m i
i
z m C h x

 

 
    

    (185) 
In  1mM m , the  1m   -dimensional hyperplane 
 1mM m     is defined to satisfy the following 
equations. 
 1 0,   0,1, ,mz m         (186) 
Thus, Definition 4.21 defines a series of hyperplanes in 
 1mM m :  1 2mM m  ,  2 3mM m  , ,  2 1M , 
 1 0M . And  1 0M  is the origin. Then there is the 
following theorem. 
Theorem 4.22. If 2m  , 0 1m   , 0 1k m     , 
then 
1) The points  
0 1k k m
a
   
 and  
2 1k k m
b
   
 are all 
located on  1mM m    ; 
2) Obviously,  1mM m   1 2mM m     
 2 1M  1 0M ; 
3) It is as easy to prove as Theorem 4.6: the set 
  
0 1
1m m
M m 
      is unique. 
Proof. We only prove 1) as follows. 
Obviously, the point 0a  satisfies (186). 
Substitute the coordinate of  1 1ka k m      (123) 
into (185), use Theorem 2.20 and obtain 
0,1, ,   
 
   
1
1 1
0
m
i i
m i
i
C h x

 
 
   

  
 
     
   
1
1 1
0
1
m
i m i m ii i
m k m i
i
C h C h rs

  
 
 
    
     

   
 
 
     
 
1
1 1
0
1 1 0
m
i m im i
m k m i
i
h rs C C

 
 
 
 
     

     (187) 
  The point  1 1ka k m      is all located on 
 1mM m    . 
Substitute the coordinate of  2 1kb k m      (124) 
into (185), utilize Theorem 2.20 and obtain 
0,1, ,   
 
   
1
1 1
0
m
i i
m i
i
C h x

 
 
   

  
 
 
     
 
1
1 1
0
1 1 [ 2]
m
i m im i
m k m i
i
h rs C C

 
 
 
 
     

     
 
 
   
1
1
0
2 1 1
m
im i
m
i
h rs C

 

 

 

    
   
 1
2 1 1 1 0
mmh rs
        (188) 
  The point  2 1kb k m      is all located on 
 1mM m    .  □ 
The state X  between  mN m  and  1mN m  is 
controlled to reach the state X   on  1mM m  which 
satisfies the following equation. 
1
'
1 1
0
0
m
i i
m i
i
C h x

 

  (189) 
Substitute (151) into (189), utilize (5) and (7), and ob-
tain 
1
1
1 1
0
0
m
i i m m
m i m
i
C h x C h u


 

   (190) 
1
10
m i i
m ii
m
C h x
u
h

  

 (191) 
Further, for 2m  , 0,1, , 1m   , the state X  on 
 1mM m     is controlled by one step to reach the 
state X   on  1 2mM m      which satisfies the 
following equations. 
 
   
1
'
1 1
0
0,   0,1, ,
m
i i
m i
i
C h x

 
 
 
   

   (192) 
Substitute (151) into (192), use (5) and (7), and then ob-
tain 
 
   
 
1
1
1 1
0
0, 0,1, ,
m
mi i m
m i m
i
C h x C h u

 
  
 
 
  
    

    (193) 
 
 
1
10
,   0,1, ,
m i i
m ii
m
C h x
u
h

 

 
 
  

   

  (194) 
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For the state X  on  1mM m    , 0   is selected 
uniformly, that is, the uniform control input expression 
(191) is used in the following. 
Thus, in the linear region of my h r , the state X  on 
 1mM m  is controlled under the expression of (191) to 
gradually reach 
1( 2)mM m  , 2 ( 3)mM m  , , 2 (1)M , 
1(0)M , that is, finally arrive at the origin. 
The nested combination of  1mM m , 1( 2)mM m  , 
, 
2 (1)M , 1(0)M , is a kind of time optimal trajectory to 
reach the origin in linear region of m-order discrete system. 
For u r  and my h r , the time optimal control input 
(i.e., the m-order synthesis function of linear region) is 
1
10 ,
m i i
m ii
m
C h x
u r sat r
h


 
   
 
 

   (195) 
4.6. m-order synthesis function 
Definition 4.23. In both cases of my h r  and my h r , 
the function  1 2, , , , ,ma x x x r h  is uniformly defined as 
follows. 
 1 2, , , , ,ma x x x r h  
 
1
10
1
1 10
1
1
,                                
1 1 ,  
m i i
m i mi
m
m i i
m k i mi
m m
k
C h x
y h r
h
C h xk
rs y h r
m C h



 



 


  
     
 


 (196) 
Where, k  is a positive integer and satisfies (149). 
Theorem 4.24. The time optimal control input of m-order 
discrete system (89) (denoted as  1 2, , , , ,mfxiao x x x r h ) 
is 
 1 2, , , , ,mu fxiao x x x r h  
 1 2, , , , , ,mr sat a x x x r h r        (197) 
(197) is the m-order synthesis function of discrete sys-
tem (89) with the origin as the end point. Obviously, this is 
a nonlinear function. 
Theorem 4.25. If the control input limit u r  is removed 
in the m-order discrete system (89), i.e., r  , then we 
can obtain the m-order linear synthesis function with the 
origin as the end point as follows. 
1
10
m i i
m ii
m
C h x
u
h

 

    (198) 
4.7. m-order synthesis function of tracking problem 
Any real feedback control is achieved by detecting feed-
back errors, and "eliminating errors based on feedback er-
rors" is the most basic idea and method of feedback control. 
Any feedback control also has a control target, which can 
be a given constant or a time-varying trajectory, and the 
former refers to the adjustment problem, while the latter is 
called the tracking problem. From the error equation, the 
adjustment and tracking problems are only the distinction 
between the constant disturbance and time-varying dis-
turbance. However, it is not necessary to distinguish them 
from the disturbance suppression effect and they can be 
treated uniformly and indiscriminately as the tracking 
problem (Han, 2008). 
The m-order synthesis function of discrete system (89) 
based on the tracking problem is given in the following, 
and for the theoretical basis on which it is based, please 
refer to the general theoretical conclusions and their proofs 
in (Han, 2008; Han & Wang, 1994). 
Theorem 4.26. For the given signal  v t  (abbreviated as 
v ), which can be a given constant or a time-varying trajec-
tory, the m-order synthesis function of discrete system (89) 
with v  as the control target is 
 1 2, , , , ,mu fxiao x v x x r h     (199) 
(199) ensures that the approximated differential signals 
of v  from 1st-order to ( 1)m  -order are extracted, while 
the system (89) tracks the given signal as quickly as possi-
ble. 
Definition 4.27. For the integer 0  ,  -order differen-
tial operator is denoted as 
d
D
dt



. The operator 0D  is 
the original signal, and for the given signal v , 0D v v . 
Then, for 0 1m   , 1x  is the approximate signal 
of D v , and the smaller the control step length h  is, the 
more the 1x  approaches the signal D v
 . However, there 
is also a clear flaw: the time optimal control system do not 
has good filtering performance when the system is affected 
by random disturbances. Because the response to input is 
too fast, the input noise is reproduced as much as possible 
in the output signal (or feedback signal). This shows that 
there is a contradiction between the rapid demand for time 
optimal control and good noise immunity requirement for 
control system (Qian & Song, 2011). Han Jingqing has pi-
oneered the research on how to take a compromise be-
tween the two to gain comprehensive control effects (Han, 
2008). The basic idea of Han Jingqing is used to solve this 
problem in the following. 
5. Noise suppression and signal extraction 
For system (89), the variable h  in m-order synthesis 
function (199) is changed to a new variable 
0h  that is in-
dependent of control step h , and take 0 0h n h , 0 1n  . By 
increasing the value of 0n  to provide sufficiently strong 
filtering performance, the effect of noise can be effectively 
suppressed (Han, 2008). 
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Theorem 5.1. For the given signal v , the m-order track-
ing-form synthesis function of discrete system (89) with v  
as the control target is 
 1 2 0, , , , ,mu fxiao x v x x r n h     (200) 
(200) not only guarantees the time optimal control re-
quirement of system (89), but also takes into account the 
noise suppression requirement of control system. The case 
of m-order linear synthesis function is only analyzed to il-
lustrate the key role of value 
0n  in the following. 
In (200), the smaller the control step h  is, the more the 
discrete signal   
1
0 1x k m



    approaches the con-
tinuous signal D v , and in this case, the discrete system 
can be restored to the m-order continuous system to be an-
alyzed. The linear time optimal control continuous system 
with v  as the control target is 
   
 
1
1 0 11
0
1 2
2 3
( )
 
m ii i
mi
m
m
x v C n h D x
u
n h
x x
x x
x u



  
 



 





 (201) 
Considering the zero-state response of system, the La-
place operator s  is used instead of the differential operator 
D , and the transfer relation is obtained as follows from 
(201). 
 
1
0
,   0 1
1
i
i m
s
x v i m
n hs
    

 (202) 
In (202), the relative order of transfer function of 
1ix   
with respect to v  is m i , and since 1m i  , every 
1ix   
is physically achievable. At the same time, every 
1ix   has 
the ability to suppress noise, and further, the larger the val-
ue of m i  is, the stronger its ability to suppress noise. 
In (202), the m-order filter (composed of m identical 
first-order filter links in series) has the equivalent m-order 
integral effect and plays the role of noise suppression. 0n h  
is the filter time constant of m-order filter link. The varia-
ble 
0n h  is called the filter factor in (Han, 2008). But in this 
paper, 
0n  is proposed as the filter factor in the following, 
which is more in line with its physical meaning. While 
1ix   
is the extracted signal obtained after iD v  is filtered by m-
order filter. Generally, choosing the value 0n  greater than 
one can play a better filtering effect. 
The above analysis shows that the m-order tracking-
form synthesis function with filter factor can be regarded 
as the expansion or development of classical PID, which 
has the following characteristics: 
1) The control strategy of eliminating errors based on 
feedback errors is derived from the classical PID. 
2) The closed-loop control is realized by the state feed-
back control law based on the tracking-form, which comes 
from modern control theory. 
3) The filter factor is used to effectively suppress the 
noise’s influence, and obtain a better filtering effect (with 
equivalent integral effect), which stems from modern sig-
nal processing technology. 
By use of the filter factor, the better filtering effect can 
be obtained. But at the same time, it also brings the short-
coming of phase delay (or time delay) and amplitude at-
tenuation for the extracted signal and its differential signals. 
The predictive compensation problem of extracted signals 
is handled in the following. 
6. Predictive compensation 
The analysis of linear time optimal control closed-loop 
system with filter factor shows that the extracted signal and 
its differential signals all have a phase delay of about 
0mn h  (when h  is small enough) and a certain degree of 
amplitude attenuation (related to the frequency characteris-
tic of v ). Since the extracted signal and its differential sig-
nals have been filtered, they can be used to predict and 
compensate the phase delay and amplitude attenuation so 
as to obtain the compensated signal and its differential sig-
nals (Han, 2008). 
For the m-order closed-loop system consisting of system 
(89) and m-order synthesis function (200), the signals 
 1 0 2ix i m     are predicted and compensated as fol-
lows. 
0,1, , 2i m   
1
0
1 11ˆ
1
m i
i i
mn h
x D x
m i
 
 
 
  
  
 (203) 
1
0
1 1
0 1
m i
m i i
mn h
C x
m i




 
   

 
  
  
  (204) 
Where D  is the differential operator. 
 1 0ˆ 2ix i m     is the compensated signal for 1ix  . 
The m-order linear system (201) is only analyzed in the 
following, considering the zero-state response of (203), the 
Laplace operator s  is used instead of the differential oper-
ator D , and the transfer relation is obtained from (203). 
1
0
1 11ˆ
1
m i
i i
mn h
x s x
m i
 
 
 
  
  
 (205) 
Obtain from (202) and (205) 
 
1
0
1
0
1
1
ˆ
1
m i i
i m
mn h s
x s v
m i n hs
 

 
  
   
 (206) 
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All of the transfer functions of  1 0ˆ 2ix i m     with 
respect to v  in (206) have a relative order of one, so they 
are physically achievable and have the same ability to sup-
press noise. 
When h  is small enough, the 1st-order approximation 
with respect to h  can be done on the right of (205) and 
(206) as follows. 
   01 1 0 11 1 1ˆ
1
i i i
mn h
x m i s x mn hs x
m i
  
 
        
  (207) 
 
 1 0 0
1ˆ
1
i
i
i
s
x mn hs v s v
mn hs
   

   (208) 
0 -2i m  , 
1
ˆ
ix   is ahead of 1ix   by phase of about 
0mn h  in (207), and (208) shows that 1ˆix   is an approxima-
tion of iD v . This shows that the phase delay and ampli-
tude attenuation of 
1ix   with respect to 1iv   have been ef-
fectively compensated. 
The above predictive compensation method shows that, 
in general, by use of the m-order synthesis function (200), 
the predictive compensation of the front ( 1)m  extracted 
signals can be obtained at most and the last extracted sig-
nal 
mx  cannot be compensated. 
7. Numerical simulation and analysis for m-order 
synthesis function 
Example 7.1. The given signal is 
 1 1, , 20m smv v v g wgn length      (209) 
 1 sinmv v t      (210) 
Where 
mv and  are the amplitude and angular frequency, 
respectively, 
smg  is the relative amplitude of Gaussian 
white noise,  1, , 20wgn length   is a Gaussian white noise 
function that “1” represents the number of rows, “length” 
represents the number of columns, and then “ 20 ” repre-
sents the noise strength of 20dBW . 
The other parameters are listed below. 
6.28 /rad s  , 2mv  , 0.0005h s  
The 3rd-order synthesis function ( 3m  ) is first used to 
extract the signal and its differential signals. 
 1 2 3 1, , , ,u fxiao x v x x r n h     (211) 
The following algorithm is used to predict and compen-
sate the phase delay and amplitude attenuation. 
 
2
1
1 1 1 2 3
2 2 1 3
4
mn h
xiu x mn hx x
xiu x mn hx

   

  
   (212) 
1) 1 10n  , 0.001smg   
 
Fig.2. 
1
10n  , 0.001
sm
g   (3rd-order) 
In Fig.2, 
2v  is the differential signal of 1v , 1x  and 2x  
are the extracted signal and its differential signal of v , and 
1xiu  and 2xiu  are the compensated signals of 1x  and 2x , 
respectively. It can be seen that 
1x (or 2x ) is correspond-
ingly behind 
1v (or 2v ) by phase of about 1 30mn h h , re-
spectively, and after the predictive compensation, the 
phase and amplitude deviation between 
1xiu (or 2xiu ) and 
1v (or 2v ) are very small in which the phase error is less 
than one step length h  and the relative amplitude error is 
about 0.1% , respectively. This shows that the predictive 
compensation method (204) is very effective. 
2) 
1 10n  , 0.01smg   
 
Fig.3. 
1
10n  , 0.01
sm
g   (3rd-order) 
3) 1 10n  , 0.1smg   
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Fig.4. 
1
10n  , 0.1
sm
g   (3rd-order) 
When the amplitude of Gaussian white noise is in-
creased, the influence on 
1x (or 1xiu ) is very small; how-
ever, the influence on 
2x (or 2xiu ) is greater. 
4) 
1 20n  , 0.01smg   
 
Fig.5. 
1
20n  , 0.01
sm
g   (3rd-order) 
5) 1 30n  , 0.01smg   
 
Fig.6. 
1
30n  , 0.01
sm
g   (3rd-order) 
6) 
1 40n  , 0.01smg   
 
Fig.7. 
1
40n  , 0.01
sm
g   (3rd-order) 
It can be seen from Fig.3 and Fig.5-Fig.7 that the phase 
delay of 1x (or 2x ) with respect to 1v (or 2v ) is directly 
proportional to the filter factor of 1n , respectively, and 
however, the compensated signals 1xiu  and 2xiu  are sub-
stantially independent of the filter factor 1n . 
Example 7.2. The given signal is (209) and (210), the oth-
er parameters are the same as in Example 7.1. 
The 4th-order synthesis function ( 4m  ) is then used to 
extract the signal and its differential signals. 
 1 2 3 4 1, , , , ,u fxiao x v x x x r n h      (213) 
The following algorithm is used to predict and compen-
sate the phase delay and amplitude attenuation. 
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1) 
1 10n  , 0.001smg   
 
Fig.8. 
1
10n  , 0.001
sm
g   (4th-order) 
In Fig.8, 
2v  and 3v  is the 1st-order and 2nd-order dif-
ferential signals of 
1v , 1x , 2x  and 3x  are the extracted sig-
nal and its differential signals of v , and 
1xiu , 2xiu  and 
3xiu  are the compensated signals of 1x , 2x  and 3x , re-
spectively. It can be seen that 
1x (or 2 3,x x ) is correspond-
ingly behind 
1v (or 2 3,v v ) by phase of about 1 40mn h h , 
respectively, and after the predictive compensation, the 
phase and amplitude deviation between
1xiu (or 2 3,xiu xiu ) 
and 
1v (or 2 3,v v ) are very small, respectively. This shows 
that the predictive compensation method (204) is very ef-
fective. 
2) 1 10n  , 0.01smg   
 
Fig.9. 
1
10n  , 0.01
sm
g   (4th-order) 
3) 
1 10n  , 0.1smg   
 
Fig.10. 
1
10n  , 0.1
sm
g   (4th-order) 
When the amplitude of Gaussian white noise is in-
creased, the influence on 1x (or 1xiu ) is very small; how-
ever, the influence on 2x (or 2 3 3, ,xiu x xiu ) is greater. 
4) 1 20n  , 0.01smg   
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Fig.11. 
1
20n  , 0.01
sm
g   (4th-order) 
5) 
1 30n  , 0.01smg   
 
Fig.12. 
1
30n  , 0.01
sm
g   (4th-order) 
6) 
1 40n  , 0.01smg   
 
Fig.13. 
1
40n  , 0.01
sm
g   (4th-order) 
It can be seen from Fig.9 and Fig.11-Fig.13 that the 
phase delay of 
1x (or 2 3,x x ) with respect to 1v (or 2 3,v v ) is 
directly proportional to the filter factor of 
1n , respectively, 
and however, the compensated signal 
1xiu (or 2 3,xiu xiu ) is 
substantially independent of the filter factor 
1n . 
8. Conclusion 
This paper first introduces the basic concepts of generat-
ing function in combinatorics, and then derives the 2nd-
order synthesis function ()fsun . By means of generating 
function, ()fxiao , which is the m-order time optimal con-
trol synthesis function of discrete system with the origin as 
the end point, is derived in detail, and the m-order track-
ing-form synthesis function is given. In order to solve the 
contradiction between the rapid demand for time optimal 
control and the good noise immunity requirement for con-
trol system, a filter factor is introduced and only analyzed 
in the linear case. The relevant conclusions obtained are 
used to extract and predictively compensate the filtered 
feedback signal and its differential signals. The phase de-
lay and amplitude attenuation of extracted signal and its 
differential signals are actually produced and verified by 
numerical simulation, and the numerical simulation shows 
that the predictive compensation method proposed in this 
paper can effectively compensate them. 
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