The Web Content Accessibility Guidelines (WCAG) 2.0 separate testing into both "Machine" and "Human" audits; and further classify "Human Testability" into "Reliably Human Testable" and "Not Reliably Testable"; it is human testability that is the focus of this paper. We wanted to investigate the likelihood that "at least 80% of knowledgeable human evaluators would agree on the conclusion" of an accessibility audit, and therefore understand the percentage of success criteria that could be described as reliably human testable, and those that could not. In this case, we recruited twenty-five experienced evaluators to audit four pages for WCAG 2.0 conformance. These pages were chosen to differ in layout, complexity, and accessibility support, thereby creating a small but variable sample.
INTRODUCTION
The Web Content Accessibility Guidelines (WCAG) 2.0 separate the concept of testability into either Machine Testability or Reliably Human Testable with an additional Authors' addresses: G. Brajnik, University of Udine, Italy; email: brajnik@uniud.it; Y. Yesilada, Middle East Technical University, Northern Cyprus Campus, Turkey; email: yyeliz@metu.edu.tr; S. Harper, University of Manchester, United Kingdom; email: simon.harper@machester.ac.uk. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested fromcategory of Not Reliably Human Testable [W3C/WAI 2005b] . These definitions mean that for "machine testing" there is a known algorithm that will determine, with complete reliability, whether the technique has been implemented or not; that for a "reliable human test" a technique can be tested by human inspection and it is believed that at least 80% of knowledgeable human evaluators would agree on the conclusion; and finally, that for a "not reliable human test" the technique is subject to human inspection but it is not believed that at least 80% of knowledgeable human evaluators would agree on the conclusion. However, the WCAG Working Group provide no indication of the likelihood that an 80% agreement level can be achieved, neither do they provide any indication of which success criteria falls into which category.
We wanted to investigate the likelihood that "at least 80% of knowledgeable human evaluators would agree on the conclusion" of an accessibility audit, and therefore understand the percentage of success criteria that could be described as reliably human testable, and those that could not (see Section 3). Therefore, we experimentally evaluated reliability and validity of WCAG 2.0, to estimate the effect of expertise on those effectiveness properties (see Section 3). We recruited twenty-five experienced evaluators and twenty-seven novices to audit four pages for WCAG 2.0 conformance. These pages were chosen to differ in layout, complexity, and accessibility support, thereby creating a small but highly variable sample. [Brajnik et al. 2010 ] presents the preliminary and partial results of this study. This article significantly extends that work: we have a new set of research questions and new data along with different analysis and interpretation. Two additional experienced evaluators were added to get a more balanced number of audits over the four pages (the previous study involved 23 and 27 audits by experienced and by novice evaluators respectively; in this study we added 4 more audits produced by two experienced evaluators, in such a way being able to obtain a more balanced number of audits per page: 10/6, 6/7, 5/6, 6/8 experienced/novice evaluators for each of the four pages).
This work provides limited but concrete evidence that expecting agreement at the 80% level for reliable WCAG 2.0 human testability is not attainable in most cases (see Section 5) and that given this 80% threshold most success criteria would fall within the "Not Reliably Testable" category in real world audits. We conclude that expertise matters, and that even for experienced evaluators an 80% target for agreement, when audits are conducted independently without communication between evaluators, is not attainable; and further, that untrained accessibility auditors be they developers or quality testers from other domains would do much worse than this (see Section 6).
WEB ACCESSIBILITY EVALUATION AND THE EVALUATOR EFFECT
Web accessibility evaluation methods have been widely studied and different methods have been proposed [Brajnik 2008; Abou-Zahra 2008] . These methods can be broadly grouped in five categories: (1) inspection methods; (2) automated testing; (3) screening techniques; (4) subjective assessments; (5) and user testing. Inspection Methods are based on an evaluator inspecting a Web page for its accessibility. Conformance Review is the most widely used inspection method, where the evaluator uses a set of accessibility guidelines that focus on possible accessibility problems and has to decide if a page or Web site complies to those requirements [Abou-Zahra 2008; Thatcher et al. 2006; Henry and Grossnickle 2004; DRC 2004] . In this paper, our focus is on WCAG 2.0 conformance review; more specifically, with respect to the suggestions provided in [W3C/WAI 2005d] , we restrict the study only on the activities called "Use Web accessibility evaluation tools" and "Manually evaluate representative page sample." However, all methods which rely on an evaluator or a user can potentially suffer from evaluator or expertise effect. Other inspection methods, developed and deployed for usability evaluations (like cognitive walkthrough or heuristic walkthrough), are also adapted and used for accessibility. For instance, Barrier Walkthrough (BW) is an accessibility inspection method that is inspired by heuristic evaluation [Yesilada et al. 2009] . Automated Testing involves an evaluator using an automated accessibility tool to check conformance of a Web page against the accessibility tests encoded in that tool. There are many tools available [W3C/WAI 2005c] , yielding different results with different levels of quality [Abou-Zahra 2008; Thatcher et al. 2006; Brajnik 2004] . Screening Techniques are based on using a Web site in a way that some sensory, motor, or cognitive capabilities of the user are artificially reduced [Henry and Grossnickle 2004; W3C/WAI 2005a] , and in such a way to simulate some of the conditions that are typical for people with disabilities. Subjective Assessment is a process where an evaluator hires a panel of users who are asked to explore/use a Web site autonomously and send back their opinions; the evaluator then collects such feedback to determine accessibility of pages [Henry and Grossnickle 2004] . User Testing is a process where formal or informal experiments are set up with real users, who are individually asked to perform goal-free or goal-oriented navigation on a Web site, and whose behavior is observed by evaluators [Jay et al. 2008; Rubin and Chisnell 2008; Henry and Grossnickle 2004; Coyne and Nielsen 2001; Nielsen 1993] .
The evaluator effect has not been widely studied for Web accessibility evaluation methods, as much as for usability evaluation techniques such as cognitive walkthrough, heuristic evaluation and think-aloud studies [Hornbaek and Frøkjaer 2008; Hertzum et al. 2002; Jacobsen 2001, 1999; Jacobsen et al. 1998 ]. The evaluator effect has been defined as the differences in the usability problems identified by evaluators under similar conditions [Hornbaek and Frøkjaer 2008] . One of the few accessibility studies touching on this issue was performed by Petrie and Kheir [2007] , which showed that while participants and evaluators agreed substantially on assigning severities to problems found via empirical methods, the agreement on these severities with checkpoint priorities in WCAG 1.0 was extremely poor; the same happened with respect to usability guidelines.
We have also investigated the evaluator effect on the Barrier Walkthrough method [Yesilada et al. 2009; Brajnik et al. 2011] . Our results show that expertise matters and even though the effect of expertise varies depending on the metric used to measure quality, the level of expertise is an important factor in the quality of accessibility evaluation of Web pages. Two recent experimental studies also focused on this effect for conformance reviews based on WCAG 2.0 [Alonso et al. 2010; Brajnik et al. 2010 ] by looking at how testable those success criteria are. Testability is related to the evaluator effect; in fact the W3C-WAI defines Reliably Human Testable as follows [W3C/WAI 2005b] .
A technique can be tested by human inspection and it is believed that at least 80% of knowledgeable human evaluators would agree on the conclusion. The use of probabilistic machine algorithms may facilitate the human testing process but this does not make it machine testable. In Lang's [2003] review of accessibility evaluation methods, the skill requirements of conformance review is discussed, and the conclusion was that "[These methods] require evaluators to have a greater skill level to review, understand guidelines and recommend solutions." Thus, an additional factor affecting the evaluator effect is expertise. Because of their complexity, WCAG 2.0 requires high levels of expertise in order to be properly used. This is on top of what accessibility evaluation requires: a good understanding of how disabled people access the Web, what kind of assistive technologies [Edwards 2008 ] they use, how these assistive technologies work, what the limitations of these technologies are, how they interoperate with other technologies. The expertise of an evaluator can be characterized in terms of: (1) the practice in using a specific method, which could also involve knowledge of a set of guidelines; (2) knowledge, practice, skill in accessibility in general (which can be characterized as experience on assistive technologies, typical accessibility problems, typical user behaviors or user preferences) and in the underlying Web technologies; (3) the experience in evaluating Web sites for accessibility. The lack of understanding surrounding Web accessibility evaluation in combination with the evaluator effect became our research focus and drove our experimental planning.
EXPERIMENTAL PLAN
Our main goal is to experimentally evaluate reliability and validity of WCAG 2.0, and to estimate the effect of expertise on those effectiveness properties. For this purpose we will explore the following.
(1) Reliability of WCAG 2.0 when involving judges that are knowledgeable in accessibility and WCAG 2.0. This will tell us what are the reliability figures that we should expect when performing WCAG 2.0 assessments. By comparison, reliability with respect to novice judges should tell us if and how expertise plays any role in reliability. Because reliability can be measured in more than one way, we will present data on max-agreement and any-two agreement, so that our data could be compared to other similar experiments. Testability is operationally defined here in terms of max-agreement. (2) Validity of WCAG 2.0 when involving experienced judges. This will tell us what are the error margins that we should expect when interpreting a WCAG 2.0 assessment. By contrast we will explore also validity with respect to novices, and see if and how expertise affects validity. Because validity can be measured in several ways, we will present data concerning the accuracy rate, the false positives and false negatives and a combination of the latter two. (3) The effect of number of judges on validity. Because pooling together the results of more than one judge will change the overall validity, we will explore also what happens when more than one experienced and more than one novice evaluators are independently considered. This should tell us what is the gain in doing so. (4) Awareness of judges on validity of their outcomes. Finally, we will also explore how aware experienced and novice evaluators are about the validity of their outcomes. This could be important in trying to estimate the quality of an assessment.
Materials
Two sets of materials were used in our study: the WCAG 2.0 checkpoints and four Web pages.
The following four pages were used in our study: (i) "I love God Father movie" Facebook group; (ii) "The Godfather at IMDB"; (iii) "Bloomberg.com: WorldWide"; (iv) "Biotechnology News, Articles, and Information from Scientific American". We used online version of these pages and monitored that they did not have major updates throughout the study. It was important to use online versions because saving these pages locally would mean that we would not be able to store some dynamic content and interaction techniques. Even though some minor updates occurred throughout our study, this did not affect the accessibility evaluation results. These pages were chosen because they differ in layout, complexity, genre and also in terms of accessibility support. Before we did this study, we used an automated tool and confirmed that these pages had several types of possible violations which was important for our data collection. We think these pages have nothing specific that could void or reduce our results on conformance evaluation, and that the kind of violations that they show are the typical ones that evaluators have to consider.
Each judge evaluated one page (except for two experienced judges who evaluated two pages each) and the pages assigned to judges were randomized. Each judge was given a spreadsheet with a list of WCAG 2.0 guidelines and success criteria, randomized to counterbalance order effects. In total, after removing invalid data provided by one judge, Facebook group page has 13 evaluations (6 experienced evaluators and 7 novices), IMDB page has 11 evaluations (5 experienced evaluators and 6 novices), Bloomberg has 16 evaluations (10 experienced evaluators and 6 novices), and finally Scientific has 14 evaluations (6 experienced evaluators and 8 novices). We would like to remind the reader that WCAG 2.0 comprises 61 success criteria, split on 3 levels (25 belong to level A, 13 to level AA, and 23 to level AAA); and that levels are defined in terms of impact that the violation might have on end users, on ease of applicability of a criterion to different Web sites, on the skills required to satisfy it, and on constraints the criterion could put on the look and feel of the page [Cooper et al. 2010] .
Procedure
Experienced participants were invited to take part in this study via email, and to those who completed the study a voucher of an online store was given. Novice participants were students of one of the authors, and were not compensated. When participants accepted our invitation, they were allocated a judge's number and asked to follow the instructions on the experiment Web page.
1 This Web page first gave a brief summary of this study and then provided some information about our related previous work. Participants completed the study in their own time and working environment; students were given 2 weeks time.
This study was organized into three parts.
Introduction. Participants were first asked to read an information sheet which was also presented as a Web page. 2 This page detailed the purpose of the study, and provided answers to questions such as "can I take part in this study?", "will my data be anonymous?", etc. Participants were then invited to fill in a screening questionnaire, that included questions about age, gender, expertise in accessibility and WCAG 2.0, etc. Main part. Participants were requested to download the corresponding worksheet and to get the corresponding Web page for the given judge number. This was to ensure that each judge would get a randomized success criteria sheet, and a specific Web page, since pages were also assigned randomly. Participants were instructed on how to use this worksheet which included the list of WCAG 2.0 guidelines and success criteria (SC). Participants were asked to rate each SC, indicate the difficulty of rating based on 5 point Likert scale. For rating each SC they were asked to use "notapplicable" if the SC did not apply to the page, "pass" or "fail" depending on whether the given page failed to conform to the SC. Participants were allowed to use any evaluation tool, browser extension and technique they liked. The instruction page contained a link to the WCAG 2.0 official document; students were told about the WCAG "Understanding . . . " and "Techniques . . . " documents during the lectures preceding the experiment. Conclusion. After participants completed their evaluation, they were asked to fill in a post-evaluation questionnaire which captured how long it took to complete the study, the tools and techniques used, familiarity with the page and the participants' subjective rating of the level of effort that was required, attained productivity, and their confidence both in the evaluation and WCAG 2.0. Finally, participants were asked to email the worksheet, screening and post-evaluation data to us for data collection.
We did not collect information regarding familiarity of the participant with the tested page.
Participants
In our study there were 25 experienced and 27 novice participants. Novice evaluators were students (aged between 21 and 29, M = 23, SD = 1.9; 4 females) who were attending a 3 rd year university course on Web usability and accessibility, and at that time (Dec. 2009) had attended about 14 hours of lectures on Web accessibility (assistive technology, typical barriers, the Italian technical accessibility regulations, and WCAG 2.0).
The 25 experienced evaluators were aged between 28 and 60 (M = 40, SD = 9.7), 8 were females. The experienced evaluators were invited because either they had publications on Web accessibility or they were involved in shaping WCAG 2.0 or they are currently working as professional consultants. In fact, we contacted more than 25 people, but some were not able to participate due to time constraints, some did not respond to our invitation, some did not complete the study on time, some did not manage to use the spreadsheets, and finally a few claimed that some of the WCAG 2.0 checkpoints are too subjective and they refused to take part in this study. Except for this last case, we believe that the reason why these people did not participate is not related to experimental conditions; in other words, we do not think these refusals introduced bias in the results.
The study was conducted in accordance with accepted ethical norms. The novice users were students, with our materials and methods forming part of their coursework; this coursework would have been delivered with, our without this study. These students completed the coursework, had their work graded, received feedback, and then they were asked if their work could be used by us in this study, the work of those who would disagree would have been excluded; none did so. In this way no coercion occurred, no student experienced any negative effects associated with participating in the study, all work was anonymized for our analysis, and the analysis of their work occurred independently and in isolation from the students or the coursework results.
RESULTS
We first start to look at how our a-priori distinction of experienced evaluators/novices corresponds to self-ratings acquired in the introduction part of this study, and then we investigate our research goals and questions (see Section 3).
Participants-Experienced or Novices?
Knowledge in accessibility and WCAG. Figure 1 shows the distribution of the selfrated estimation of each participant's knowledge (1 to 5) in accessibility and more specifically in WCAG 2.0. The boxplot shows that medians for the two types of participants are very far from each other, indicating a clear separation between groups (respectively 5 and 2); the boxplots also show that there is low variability within groups, meaning that groups are homogeneous (SD is respectively 0.65 and 0.72). In fact there is a significant difference in knowledge in accessibility due to type of evaluator with a very large effect size ("knowledge in accessibility" is not normally distributed; hence we used a Wilcoxon test with continuity correction to compare the ratings between the two groups: W = 660, p < 0.0001, d = 3.22). Regarding knowledge Fig. 1 . Boxplot of the knowledge self-rating in accessibility and in WCAG 2.0. Each boxplot provides a visual description of the distribution of the data, and shows the median (thick horizontal line), the first and third quartile (the top and bottom edge of the box), and whiskers (the top and bottom horizontal lines) mark the 1.5 distance between quartiles and are used to highlight outliers (for example, the circle datapoint on the right).
in WCAG 2.0 we can see that the difference is still large, even though being smaller than for knowledge in accessibility. Median is respectively 4 and 2, SD is 0.93 and 0.71. The difference is significant, with again a large effect size (Wilcoxon test with continuity correction: W = 619, p < 0.0001, d = 2.10). Within experienced evaluators, there is a significant difference between knowledge types (Wilcoxon signed rank test with continuity correction V = 130, p < 0.001), which disappears for novices. Correlation between the two types of knowledge is strong and significant (Spearman's ρ = 0.84, S = 3740, p < 0.0001), as can be gleaned from Figure 2 . The scatter plot also shows that there is some overlap between experienced and novice users; however we found no simple ways to separate the two groups, unless we dropped several participants, reducing the sample size and the strength of the results.
A first conclusion that we can draw is that both these variables reflect the same difference in domain knowledge, which matches our assumption when recruiting participants. Experienced evaluators declare having a stronger knowledge in accessibility than in WCAG 2.0 compared to novices. From the scatter plot notice that, for experienced evaluators, when knowledge in WCAG 2.0 is high also knowledge in accessibility is high, but not vice versa; this indicates a specialization of experienced evaluators on Web accessibility, which is what we were aiming at. Table I shows the breakdown of participants according to whether they work as accessibility consultants or not. We see that the proportion of experienced evaluators who do so is definitely larger than novices (64% vs 0); a difference that is significant (2-sample test for equality of proportions with continuity correction χ 2 (1) = 22.046, p < 0.0001). By tabulating the variable representing whether they are consultants with that representing their knowledge in accessibility, we obtain a significant and moderately strong association (χ 2 (4) = 30.30, p < 0.0001, φ = 0.76), which was expected. A similar analysis shows that being an accessibility consultant is significantly and moderately associated with one's knowledge in WCAG 2.0 (χ 2 (4) = 25.12, p < 0.0001, φ = 0.70). Although this association is expected, significance and magnitude of the difference between experienced and novice evaluators reinforce our a-priori criterion for distinguishing experienced evaluators from novices. In addition, because not all experienced evaluators work as consultants (but two thirds do so), we believe we have recruited a relatively wide spectrum of experienced evaluators that is likely to correspond to the "knowledgeable human evaluator" category referred to in the definition of "reliably human testable."
Being a consultant.
Number of tested sites. Tables II and III show the number of Web sites that participants tested for accessibility in the previous six months. As expected, for experienced evaluators the number is significantly larger (Wilcoxon rank sum test with continuity correction W = 648.5, p < 0.0001); we can notice also that numbers are more spread out. In addition, the number is associated with both types of knowledge and with being a consultant (strong association: Pearson's Chi-squared test 
There is a significant and moderate correlation of the number of tested Web sites with the knowledge in accessibility (Spearman's rank correlation S = 5515.24, p < 0.0001, ρ = 0.76); with the knowledge in WCAG 2.0 (Spearman's rank correlation S = 8830.71, p < 0.0001, ρ = 0.62); a strong correlation between the two numbers of tested sites (Pearson's product-moment correlation t(17) = 11.33, p < 0.0001, ρ = 0.94).
Reliability
Reliability in general refers to the extent to which independent evaluations produce the same results [Brajnik et al. 2011] . It can be operationalized in several ways, grouped into two families: one that reflects variability of the scores or the number of problems identified by individual evaluators, such as reproducibility used by Sears [1997] ; the other ones are based on the agreement between evaluators, such as maximum agreement or any-two agreement. In this study we opted for the latter group. Table IV shows the number of audits that are available for each page, and the number of corresponding judges (two experienced judges performed 2 evaluations each). For experienced evaluators there is a predominance of evaluations for bloomberg due to unexpected withdrawals for the other pages that occurred during the recruiting phase. In total we collected 1602 + 1612 = 3214 valid individual ratings, i.e. belonging to the set {pass, fail, not-applicable} (for experienced and novice evaluators, respectively).
4.2.1. Max-Agreement and Testability. To study reliability we used two metrics; the first one is max-agreement which, given a set of ratings provided by a group of judges on a success criterion with respect to a page, is defined as the relative frequency of the mode, that is, the percentage of occurrence of the most frequent value of the set of ratings. In our case the possible ratings are {not-applicable, fail, pass}, which means that the minimum value for max-agreement is 0.33 (i.e. the minimum consensus can be achieved when 33% of the judges choose the first value, 33% the second and 33% the last one). The notion of testability discussed above is based on max-agreement. Figure 3 shows the values of max-agreement averaged over the four pages, for each success criterion, and using only the data regarding experienced evaluators. Maxagreement ranges between 0.33 and 1, with a mean of 0.73; for level A success criteria the mean is 0.74, dropping to 0.70 and 0.72 for the other two levels. The minimum max-agreement for level A is 0.60, dropping to 0.54 for both the other levels.
It can be gleaned from the figure that the majority of the success criteria have a maxagreement not higher than 80%. In fact, the mean max-agreement is 73% (SD = 18%), and only five out of 61 success criteria (two A, one AA and two AAA) have a minimum value of max-agreement across the four pages that is greater or equal to 80%. When considering the mean value (over the four pages) there are 17 (9 A, 4 AA and 4 AAA) success criteria that reach the 80% threshold. Finally, there are 9 success criteria (5 A, 3 AA and 1 AAA) with a maximum max-agreement (over the four pages) that is below 80%.
Thus 9 success criteria never reach the testability threshold (5 of them are A, i.e., among those that should have the biggest impact in terms of accessibility); only 5 success criteria are always (over the 4 pages we considered) above the threshold. Tables V and VI show the 6 most and the 6 least testable success criteria. Although the average max-agreement is 73% (and 74% for level A success criteria), consider that all success criteria should be testable over all pages. The minimum max-agreement is dramatically low (33%), meaning that some success criterion when evaluated against some page is totally ambiguous. A consequence is that, on average, given an accessibility audit based on many experienced evaluators, we should expect a 70-75% agreement; in other words, 25-30% of the results will be controversial. Such a subjectivity greatly affects also conformance and conformance levels (i.e., sites that are deemed to be not conformant by one experienced evaluator might be so according to another; and similarly for the three conformance levels).
Because the notion of testability could be based only on ratings belonging to {fail, pass}, which would increase the max-agreement values, we performed again the same analysis excluding all the ratings equal to not-applicable from the dataset regarding experienced evaluators (there are 484 such occurrences, resulting in 1118 remaining ratings, 522 for fail and 596 for pass). In this way we also rule out the possibility that the most/least controversial success criteria are those that are rated with not-applicable.
Results are better, but by a small margin: 8 success criteria (7 A, 1 AAA) always reach or exceed the 80% threshold across all four pages; 4 success criteria (2 A, 2 AA) never reach the threshold; if we consider the mean max-agreement over the four pages, then 27 success criteria do not reach it (11 A, 5 AA, 11 AAA). Thus, even with this more favorable definition of testability, 61−8 = 53 success criteria are not testable, including several of level A ones.
Across levels, for experienced evaluators, there is no significant difference in maxagreement based on the 3-valued ratings (tested with pairwise comparisons based on the nonparametric Wilcoxon rank sum test). This means that we should not expect level A success criteria to be more testable than others, despite the fact that they are expected to be more easily implemented and have the largest impact on accessibility [Cooper et al. 2010] .
Across pages, there are significant differences (between bloomberg/facebook and scientific, tested with pairwise comparison based on the nonparametric Wilcoxon rank sum test, p = 0.028 and p = 0.040). This means that max-agreement depends on the actual page being evaluated. With novices data, the mean (3-valued) max-agreement is 72% (SD = 18%). Only two success criteria (both level A ones) are always above the 80% threshold; 9 (4 A, 1 AA, 4 AAA) never reach it; and 49 (21 A, 11 AA, 17 AAA) success criteria have a mean maxagreement that is smaller than 80%. Expertise does not have effect on max-agreement (no significant difference emerges when comparing the medians of max-agreement across judge type, using a paired Wilcoxon test).
Any-Two Agreement.
While max-agreement is based on the number of raters that agree on a judgment, with any-two agreement one measures the number of objects upon which two raters agree; it is often used in reliability studies of usability evaluation methods [Hertzum and Jacobsen 2001] . More specifically, given a pair of judges that rated the same page, any-two-agreement (A2) is given by the ratio of the number of success criteria for which the two ratings are the same over the total number of criteria (61). Given a set of more than two judges, we computed the mean value of A2 over all the possible unordered pairs of judges; therefore A2 is the mean of the proportion of success criteria that were rated in the same way by any pair of judges, separately within experienced and novice evaluators. Any-two agreement thus provides a different way to measure reliability of WCAG 2.0.
For experienced evaluators, from a total of 1602 ratings, we obtain 85 A2 values for the four pages, whose mean is 0.55 (SD = 0.11, min = 0.30, max = 0.79). In other words, on average two experienced evaluators agreed on only 55% of the success criteria; in the best case they disagreed on 21%, and in the worst case they disagreed on 70% of the success criteria! When computing A2 over the 665 ratings given by experienced evaluators to level A success criteria, the mean value is 0.58 (SD = 0.13, min = 0.20, max = 0.80). For level AA, from 340 ratings, we get a mean of 0.53 (SD = 0.16, min = 0.08, max = 0.85). For level AAA, from 597 ratings, the mean is 0.52 (SD = 0.14, min = 0.17, max = 0.83). These values are relatively close to each other; in fact, a comparison of the medians shows that there is only a significant difference between levels A and AAA (Wilcoxon rank sum test with continuity correction W = 4528, p < 0.0043). Other than that, we see that for level A success criteria the fraction of criteria upon which two average experienced evaluators agree can be as low as 20% and is never higher than 80%.
Any-two agreement for experienced evaluators does depend on the page being analyzed. In fact Table VII shows that there are some relatively large variations of means and medians across pages. Some of these differences are significant, namely scientific vs facebook/bloomberg: pairwise comparisons using Wilcoxon rank sum test yield p = 0.0031 in both cases. The mean ranges from 45 to 60%, which is a substantial 15% difference in agreed success criteria due to page. Because our experienced evaluators worked on only four pages, this range and these values are underestimations of what could happen on a larger set of heterogeneous pages.
For novices, from a data set of 1612 ratings, we obtain 79 values for the four pages, whose mean is 0.54 (SD = 0.11, min = 0.31, max = 1.00), not significantly different from experienced evaluators (Wilcoxon rank sum test with continuity correction). Thus, also when reliability is measured with any-two agreement there is no effect played by expertise.
Validity
We investigate validity in terms of accuracy, correctness, sensitivity, and F-measure, all based on correctness of judges' responses. A rating of a success criteria against a page is said to be a correct rating if the majority of experienced evaluators agreed on it; in other terms the values taken from {fail, pass, not-applicable} that, for each combination of page and success criterion, constitute the mode (the most frequent value). In case of ties we considered as correct all the modes.
Pooling the responses of participants as a way to identify correct answers was used by other researchers investigating validity of usability evaluation methods [Nielsen 1992a ]. In our case, an alternative method to identify true problems could have been running a user testing experiment and considering as true problems only those that would be elicited from such a process; however, the problem of ensuring that most of the success criteria should be covered would have made such a procedure very complex and costly, while not ruling subjectivity out because of the evaluator effect [Hornbaek and Frøkjaer 2008, p. 252] .
After restricting to a given page, we define the true violations (TV) for that page the set of success criteria that are correctly rated as "fail"; the set of found violations (FV), given a judge and a page, is the set of ratings equal to "fail". These sets can be used to define three indexes.
is the proportion of found success criteria violations that are also correct.
is the proportion of all the true success criteria violations that were found.
F-measure. F = 2C·S C+S
is the harmonic mean of C and S, a balanced combination of C and S summarizing validity of an evaluation. Neither correctness nor sensitivity alone can characterize validity, they have to be considered jointly: F-measure is a convenient way to provide an overall index of validity. Notice that a given change of x% in F-measure is equivalent to an x% change of correctness and a simultaneous x% change of sensitivity.
4.3.1. Accuracy. Accuracy is the proportion of correct ratings. Over a total of 3214 individual valid ratings, experienced evaluators and novices collectively achieved an accuracy rate of 0.71. There are 35 ties (bloomberg has 4; facebook 4; imdb 10; scientific 17) where we had to consider both outcomes as correct ones.
The accuracy rate for experienced evaluators is 76% (the 95% confidence interval is [74, 78] ), while for novices it drops to 66% (CI is [64, 69] ). We can see a difference between experienced evaluators and novices of approximately 10%. A 2 sample test for equality of proportions with continuity correction confirms that there is a significant difference due to expertise (2-sample test for equality of proportions with continuity correction χ 2 (1) = 35.935, p < 0.0001, CI of the difference is [0.06, 0.13]). For experienced evaluators, accuracy changes slightly across pages, between 74 and 77%, a difference that is not significant (4-sample test for equality of proportions without continuity correction χ 2 (3) = 1.368, p = 0.71). Page appears therefore not to be an influencing factor (within the four pages we used in this experiment). Across priority levels accuracy does not change much: it is 77, 74 and 76% for level A, AA, AAA success criteria respectively, but the difference is not statistically significant. Thus, priority level does not affect accuracy. Table IX shows the six success criteria that achieved the lowest and highest accuracy scores (according to experienced evaluators). Notice that there are three level A success criteria among the least accurate ones, and that the best/worst success criteria differ for the two judge types (for example, 1.1.1 has a very high accuracy rate for experienced evaluators, but a relatively low for novices). The minimum accuracy for experienced evaluators is 0.59 (for "1.3.2 Meaningful Sequence").
If we consider the distribution of correct ratings we see that experienced evaluators gave 31% fail, 31% not-applicable and 38% pass, whereas for novices the percentages are slightly less balanced: 29%, 31% and 40%. The two sets of proportions are not significantly different (3-sample test for given proportions without continuity correction χ 2 (3) = 5.84, p = 0.12). The odds ratio pass/fail is 1.22 for experienced evaluators and 1.40 for novices, which is a measure of how much accuracy is biased (towards pass for both types of judges). In other words, it is 1.22 times more probable a correct pass than a fail; hence experienced evaluators who leaned towards giving a pass obtain a higher accuracy. For this reason, more complex measures of validity are discussed next. 4.3.2. F-measure, correctness and sensitivity. For the 27 evaluations performed by experienced evaluators and the 27 done by novices we computed the scores for the three validity metrics, whose means and SD are shown in Table X . For experienced evaluators, the minimum F-measure F is 0.40, the maximum is 0.88 and the first quartile is 0.61; for novices the minimum is 0.07, the maximum 0.73 and the first quartile 0.39. In both cases these are low values; they mean that on average an experienced evaluator may miss 30% of the true problems at the same time as producing 30% false positives; in the best case the error margin is 12% of false negatives and 12% of false positives.
A Wilcoxon rank sum test for comparing the difference in F due to expertise shows a significant difference with quite a high effect size (Wilcoxon rank sum test with continuity correction W = 533, p = 0.0037, d = 0.99). We used a nonparametric test because F is not normally distributed (it is negatively skewed with a mode at 0.73). For the same reason we adopted a nonparametric procedure to compute the confidence intervals based on the bootstrap techniques [Canty 2002 ] (with 3000 replications). We obtained the values shown in Table X , which tell us that in general the difference due to expertise accounts for a substantial change in F between a 9 and 26%. When considering only experienced evaluator data, F does not change much across pages; no significant difference was found (pairwise Wilcoxon rank sum test, Holm's correction).
Because F is a combined measure of validity, it cannot tell us whether judges were better in avoiding false positives or false negatives (i.e., catching only/all true violations). Recall that correctness C is a decreasing function of the false positive, and sensitivity S of false negatives.
For experienced evaluators, C ranges from 0.48 to 1.00 with a mean of 0.75; S ranges from 0.29 to 0.92 with a mean of 0.68. For novices, C ranges from 0.08 to 0.75, M = 0.56; S from 0.06 (!) to 1.00, M = 0.55. We see that expertise counts for C; in fact a comparison of the medians using the Wilcoxon rank sum test gives a significant result (W = 602.5, p < 0.0001), together with a relatively large effect size for C (d = This means that experienced evaluators obtain a better validity primarily because they are better in avoiding false positives. Thus expertise improves correctness more than sensitivity. On average we should expect experienced evaluators to produce between 20 and 30% false positives, and to miss between 25 and 38% true problems. This means that 25% of our experienced evaluators produced about 37% false positives and missed about 37% true problems for level A success criteria, those determining the most important conformance level of a page. On average, the error margin is a substantial 29%.
Cumulative Sensitivity, Correctness and F-Measure
Because sensitivity measures the fraction of true problems that are identified by an evaluator, it makes sense to ask what happens when more than one independent evaluators are used. While we should expect cumulative sensitivity to increase as the number increases, the interesting question is about the rate of change. To answer such a question, for novices and separately for experienced evaluators, and for each page, we computed 100 samples of size k = 1 of judges taken from those who evaluated that page, 100 samples of k = 2 judges, etc. up to maximum size k = 10; for each sample size we computed the corresponding sensitivity values for the whole subset of judges, which were then aggregated into the minimum, the mean and the confidence interval. Since sensitivity is not normally distributed, we used the nonparametric bootstrap technique (with 3000 replications) to compute confidence intervals.
In this way for experienced evaluators we collected 2700 data points, and 2700 for novices. The Kendall test for trend of sensitivity with respect to sample size on experienced and on novice data gives a significant result (τ = 0.672 and τ = 0.646, 2-sided p < 0.0001 in both cases), which are moderate coefficients, slightly higher for experienced evaluators; they mean that there is a significant trend of S with respect to the number of independent judges. Table XI shows the detailed values for both kinds of evaluators, and Figure 5 shows the trend for sensitivity and correctness. Notice that with one experienced evaluator we identify 0.67, with 2 0.90, 3 0.98 and with 4 100% of the true problems. On the other hand, with 1 novice 0.55, 2 0.78, 5 0.98 and with 6 100%. In both cases the larger payoff is in moving from one evaluator to two. Notice also that the difference due to expertise decreases quickly: with 1 evaluator the difference (of the means) is 0.12, with 2 0.12, with 4 0.05 and with 5 0.02. Finally, 2 novices achieve a higher sensitivity than 1 experienced evaluator, 3 novices are close to 2 experienced evaluators and 6 novices are better than 3 experienced evaluators.
The same procedure described above was used to compute cumulative correctness, the proportion of correct problems that were reported by a group of evaluators, on a given page. In this case we expect cumulative correctness to decrease as the number of evaluators increases, since there will be more and more false positives. In fact, the Kendall test for trend returned significant negative trends for both experienced evaluators and novices (τ = −0.53 and τ = −0.39, p < 0.0001 in both cases).
With 1 experienced evaluator the mean C is 0.73, with 2 it drops to 0.66, with 3 to 0.59 and with 7 to a meager 0.50. With 1 novice it is 0.54, with 2 it is 0.54, with 3 0.52 and with 4 0.50. In general C decreases more slowly with novices: adding one more experienced evaluators does not worsen the situation as if we added a novice. We "need" 4 experienced evaluators to achieve a C that is so low as that of 1 novice. The implication is that as sensitivity increases with the number of evaluators, correctness decreases. In other terms, when recruiting more than one independent evaluator, we can potentially catch more of the true problems, but we are less able to discriminate between the true and the false ones.
Because of the competing trends it is not obvious what the optimal choice of number of evaluators is. Cumulative F-measure, which weighs sensitivity and correctness equally, provides one such solution. Computed on the basis of the values of cumulative sensitivity and correctness, it tells us what is the overall validity that we could expect from joining the results of 1, 2, 3 or more independent evaluators. Figure 6 shows the trend: the maximum (mean) F = 0.76 can be achieved with 2 experienced evaluators; involving fewer or more than those decreases F. For novices the maximum is F = 0.65, with 3 to 5 evaluators. Notice that with 5 experienced evaluators we achieve the same performance as with 5 novices; if we increase the number of experienced evaluators performance drops: with 10 experienced evaluators F = 0.61! Notice also that the difference due to expertise decreases quickly: with 1 evaluator it is about 0.17, with 6 it drops to 0.02.
Difficulty in Evaluating Criteria
For each success criterion, participants were asked how difficult it was for them to rate the criterion, on a scale 1-5 (5 = most difficult). The mean difficulty for experienced evaluators and novices is 1.97 and 1.96, respectively (SD = 1.20 and 1.03); no significant difference due to expertise can be found using the Wilcoxon rank sum test with continuity correction (W = 1030752, p = 0.088). For experienced evaluators deciding whether a success criterion failed was more difficult (M = 2.20) than deciding whether it passed (M = 1.83) or did not apply (M = 1.85); such differences are significant (pairwise comparisons using Wilcoxon rank sum test with Holm's adjustment: p < 0.0001 for fail/not-applicable and fail/pass). For novices, it was more difficult to decide if a success criterion passed (M = 2.16) rather than deciding if it failed (M = 1.97) or if it did not apply (M = 1.60); all three comparisons are significant ( p < 0.005).
Tables XII and XIII shows the top and bottom success criteria in terms of difficulty as rated by experienced evaluators. Four level A success criteria are among the 6 easiest form elements, links and components generated by scripts), the name and role can be programmatically determined; states, properties, and values that can be set by the user can be programmatically set; and notification of changes to these items is available to user agents, including assistive technologies. (Level A) 2.81 3.1.3 Unusual Words: A mechanism is available for identifying specific definitions of words or phrases used in an unusual or restricted way, including idioms and jargon. (Level AAA) 3.10 1.4.8 Visual Presentation: For the visual presentation of blocks of text, a mechanism is available to achieve the following: (Level AAA) 1. Foreground and background colors can be selected by the user. 2. Width is no more than 80 characters or glyphs (40 if CJK). 3. Text is not justified (aligned to both the left and the right margins). 4. Line spacing (leading) is at least space-and-a-half within paragraphs, and paragraph spacing is at least 1.5 times larger than the line spacing. 5. Text can be resized without assistive technology up to 200 percent in a way that does not require the user to scroll horizontally to read a line of text on a full-screen window. 3.21 3.1.6 Pronunciation: A mechanism is available for identifying specific pronunciation of words where meaning of the words, in context, is ambiguous without knowing the pronunciation. (Level AAA) 3.40 3.1.5 Reading Level: When text requires reading ability more advanced than the lower secondary education level after removal of proper names and titles, supplemental content, or a version that does not require reading ability more advanced than the lower secondary education level, is available. (Level AAA) ones, and that 2 other level A success criteria are among the most difficult ones. For novices, 5 out of the 6 most difficult ones are level A ones (not shown). Difficulty levels are somewhat correlated with accuracy. For experienced evaluators, there is a weak significant negative correlation (Spearman's rank correlation S = 52674.7, p < 0.0017, ρ = −0.39). This means that experienced evaluators are somewhat aware of their tendency to be incorrect. However, a linear model regressing accuracy on difficulty (a = 0.87 − 0.07d), despite being significant, explains only 17% of the variance, has a residual standard error of 0.08 and the residuals range from −0.15 to 0.21; it provides therefore only a rough way to estimate accuracy from difficulty ratings (estimated accuracy is wrong, on the average, by 8%). No better models were found. Figure 7 shows such an error band.
Novices show an even poorer correlation (ρ = −0.32) and poorer linear model, indicating that for them it is more difficult to be aware of their own accuracy.
For experienced evaluators there is a significant weak negative correlation between difficulty and max-agreement (Spearman's rank correlation: S = 54321.7, Fig. 7 . Errors when predicting accuracy from difficulty levels on the basis of data by experienced evaluators (linear regression line and 95% CI band). p = 0.0032, ρ = −0.37); for novices the correlation is weaker (S = 48968.39, p = 0.0211, ρ = −0.29). No significant correlation was found of difficulty with F-measure, correctness or sensitivity, for experienced evaluators nor for novices. Figure 8 shows the scatter plots.
Post-Hoc Variables
At the end of the evaluation, participants were asked to report the tools they used, the time it took them to complete the evaluation, and, on a scale 1:5, their rating of effort, productivity and confidence in their evaluation.
Regarding the tools used by experienced evaluators, Firefox was by large the most frequently used browser (followed by Google Chrome, Internet Explorer and Opera), and with several plugins, such as Firebug (21) From the evaluations produced by experienced evaluators and novices, a significant difference in time emerges: experienced evaluators took on average 106 minutes (1:46), with SD = 68 (1:08); novices took 370 min. (6:10), SD = 169 (2:49). Time is not normally distributed; we used a log transformation, and then applied the t-test to compare means. The difference is significant (Welch Two Sample t-test t(47.47) = 10.24, p < 0.0001) with an effect size d = 2.79, and the 95% CI of the difference is such that experienced evaluators take between 0.21 and 0.35 times the time needed by novices.
Regarding effort, 52% of experienced evaluators and 41% of novices rated it as medium/low (i.e. as 1, 2 or 3); 63% of experienced evaluators and 63% of novices rated their productivity as medium/low. In both cases the association with judge type (experienced evaluators/novices) is not significant. Finally, 30% of experienced evaluators and 81% of novices rated their confidence in their evaluation as medium/low, with a significant but weak association (Pearson's Chi-squared test with Yates' continuity 8:21 Fig. 8 . Scatter plot of difficulty vs correctness, sensitivity, and F-measure for experienced evaluators. correction: χ 2 (1) = 12.675, p < 0.0001, φ = 0.48). We were not able to find any significant correlation between the confidence in the evaluation and F-measure; if we did then one could use the confidence value as an estimate of the validity of an evaluation. The consequence is that evaluators are not aware of the validity of their evaluation.
DISCUSSION
We saw that our a-priori distinction of experienced/novice evaluators corresponds to the distribution of self ratings of knowledge in accessibility, knowledge in WCAG 2.0, being a consultant and the number of sites that were tested prior to this experiment. Some of the correlations and associations are missing, especially with respect to knowledge in WCAG 2.0. The difference between knowledge in accessibility and knowledge in WCAG 2.0 is particularly high for experienced evaluators; this may be due to the fact that at the time the experiment took place (December 2010) WCAG 2.0 assessments were not so frequent.
Because expertise of our participants with respect to WCAG 2.0 was not objectively tested, we cannot claim that they are "experts in WCAG 2.0 2.0 assessments," and thus that they fit the category referred to in the definition of "Reliably Human Testable." Nevertheless, we believe our a-priori distinction between experienced/novice evaluators characterizes two important populations: people that are knowledgeable of accessibility and of WCAG 2.0 on one side, and people that are young Web developers that just began approaching WCAG 2.0. Each of these two groups are important because they represent a population far larger than the stricter group of WCAG 2.0 experts.
Because we designed the experiment so that tested pages are a fixed factor, the obtained results can be generalized over participants but not over pages. Thus they have to be qualified with the phrase "with respect to the four pages considered in this experiment."
Testability
With respect to the data obtained from experienced evaluators, we saw that many success criteria do not reach the 80% max-agreement, the threshold used to characterize testability. Testability is poor even when considering only success criteria whose ratings are pass and fail. Few success criteria (5 out of 61) reach the 80% threshold on all four pages we considered in the study, several of them (9) never reach it; also level A success criteria get a low max-agreement; the minimum value of max-agreement reaches 60%; the page being evaluated affects max-agreement. The consequence is that given an accessibility audit, we should expect 25-30% of expert evaluators to disagree on an average success criterion when applied to our four pages. Because max-agreement does not change across priority levels, we should expect the same disagreement to occur regarding whether a site is not conformant, or whether it claims to conform to level A, AA, or AAA.
The second measure of reliability we used, any-two agreement, provides a very similar picture. On average two experienced evaluators agree on only 55% of the ratings on the four tested pages, with slightly decreasing values for increasing priority levels. Again, any-two agreement is not affected by expertise, but is affected by page.
In practice, when conformance is applied to a set of pages with a more varied set of features and potential accessibility problems, we should expect even lower values of max-agreement and of any-two agreement.
Because expertise had no effect on max-agreement nor on any-two agreement, one possible explanation is that the amount and quality of training and experience in accessibility or WCAG 2.0 play little role in reducing it. In other words, training might not be an option.
Validity
Regarding validity, and more specifically accuracy, experienced evaluators are between 74 and 78% accurate, and novices 64-69%. For experienced evaluators, accuracy does not change across priority levels, and does not change across pages. The set of most accurate success criteria is close to the set of the most reliable ones (5 out of 6 success criteria are shared), but this is not true for the sets of least accurate/least testable success criteria.
Accuracy shows a 10% effect due to expertise, suggesting that appropriate training could fill such a gap.
The other metric we used for validity is F-measure. It is relatively low for experienced evaluators, on the average being between 0.65 and 0.74, with a maximum at 0.88. The consequence is that we should expect experienced evaluators to produce, on the average and on our four pages, 26-35% of false positives and to miss 26-35% of the true problems; in the best case, on our four pages, experienced evaluators would still produce 12% false positives and miss 12% of the true problems. With a minimum at 0.40 and the 1st quartile at 0.61, we see that in the worst case 25% of experienced evaluators would produce at least 39% of false positives and miss 39% of the true problems.
As it did for accuracy, expertise accounts for a positive difference also in F-measure, between 0.09 and 0.26. Page, on the other hand, has no main effect. F-measure changes by priority level, worsening for AA success criteria. A consequence is that claiming that a page/site is AA or AAA conformant is less valid than claiming it is A conformant or not conformant at all.
Experienced evaluators are better in avoiding false positives than false negatives; in fact, they achieve a correctness between 0.70 to 0.80, and a sensitivity between 0.62 and 0.75. With novices, correctness is between 0.51 and 0.61, while sensitivity between 0.44 and 0.66; due to large variability of sensitivity we cannot draw a conclusion. Thus, the major effect of expertise is in improving correctness, that is, the ability to avoid false positives. Therefore training students to avoid false positives might be the most effective way to let them become experienced evaluators.
With a minimum correctness of 0.48, in the worst case experienced evaluators produce as many as 52% false positives; with a minimum sensitivity of 0.29, they miss in the worst case as many as 71% of the true problems. These very low values (pertaining to the worst case), together with the confidence intervals mentioned above and in agreement with our finding on accuracy, suggest that experienced evaluators can produce conformance claims that are uncertain. It is very likely that an experienced evaluator wrongly claims a certain level of conformance. Because reliability and validity both affect the quality of conformance claims, the consequence is as if we were trying to hit a target with a gun that fires inconsistently (poor reliability) and on the average out of target (poor validity).
Expertise accounts for a difference of 0.07-0.28 in F-measure: we believe that appropriate training should reduce such a gap; as argued above, focusing on false positives appears to be more effective.
Cumulative Validity
One needs to hire 4 independent experienced evaluators to capture all of the true problems or, equivalently, 6 novices. The larger payoff is in hiring 2 experienced evaluators rather than one, guaranteeing finding about 90% of the true problems. Noticeable is that with 2 novices the fraction of true problems found (78%) is higher than with a single expert (67%). From these data alone, the implication is the extra cost and burden of hiring a good expert could be avoided by first training and then employing two or more novice accessibility evaluators.
However, this is only half of the coin. The other half is the number of false positives, which complicates the picture since it increases when more and more evaluators are involved. Starting at 27% false positives, the percentage of errors rises to 50% with seven experienced evaluators. With novices, the curve starts at 46% and reaches 50% with four of them. The proportion of false positives produced by one novice is equaled only by four experienced evaluators. Therefore, while two novices could cover about 78% of the true problems, because of the 46% of false positives, we won't be able to separate the seeds from the chaff.
Overall, cumulative validity defined on the basis of giving to sensitivity and correctness the same importance, tells us that two experienced evaluators is the optimal choice (76% of the true problems and 24% false positives), whereas the best that novices could achieve is when 3 to 5 of them are pooled (65% of the true problems and 35% of false positives). It appears that hiring more than two experienced evaluators is not good; in fact, performance decreases to the point that with 10 independent experienced evaluators validity is the same as with 2 novices.
Notice that 76% of true problems and 24% false positives is the best validity that can be achieved (given the boundary conditions we set for our experiment). Worth remembering is that we pooled the results of independent evaluations; if evaluators [Nielsen and Molich 1990] 20-51 [Hertzum and Jacobsen 1999] 21 [Hertzum and Jacobsen 2001] 18-60 18-73 22-52 [Hartson et al. 2003] 20-81 15 16 [Ling and Salvendy 2009] 8-15 [Brajnik et al. 2011] 50-71 this paper 55-68 could interact and revise their ratings, we conjecture that validity is likely to increase dramatically.
Evaluation Difficulty
Novices perceive the same difficulty levels as experienced evaluators, for which deciding that a success criterion failed was more difficult than deciding that it passed or did not apply. For novices it was more difficult to decide if it passed; difficulty is the same across priority levels. There is very little overlap between the sets of high difficulty, low reliability, low accuracy success criteria, and similarly for low difficulty, high reliability, and high accuracy. This is another indication that there is little relationship between reliability, validity and perceived difficulty. Difficulty correlates with accuracy, albeit via a linear model that weakly fits the data. We could ask an evaluator (especially an experienced one) to rate the difficulty of evaluating a success criterion, and then use that number to estimate its accuracy; however the margin of error is about 8%, making such a process highly uncertain. No correlation was found with the other measures of validity, indicating that even experienced evaluators are not well aware of when they make mistakes. Novices are worse. Asking experienced evaluators (and novices alike) about their confidence in the overall evaluation is likewise not fruitful.
Relation with Other Findings
Previous research in usability evaluation methods shows relatively different levels for sensitivity (Table XIV) . Our values (55 and 68%, novices and experienced evaluators respectively) appear to be located in the higher end of these results, in line with the other study we did with the Barrier Walkthrough method, also for evaluating accessibility. Table XV shows values for cumulative sensitivity reported by other studies and contrasted to what we found in this study. Again our results (also those pertaining to the BW study) are in the higher end of the ranges.
For correctness, Ling and Salvendy [2009] report a very high range between 82 and 93%; Hartson et al. [2003] report correctness values for heuristic evaluations from 17 to 46%, and for cognitive walkthroughs from 5 to 58%. Our values (56 and 75%) appear to belong to such wide range. While one possible explanation of such differences is that there are very different ways to identify problems in usability investigations (compared to accessibility), beware that it is difficult to compare these data with our results also because of the different ways in which the notion of true problem is operationalized.
In the previously mentioned study on BW guidelines, Brajnik et al. [2011] report values for F-measure around 46 and 63%, which are slightly worse than what we found in this experiment (52 and 70%).
Previous studies report very different values for any-two agreement. For example, in their review of usability evaluation methods, Hertzum and Jacobsen [2001] report any-two agreement figures between 5 and 45% for heuristic evaluations, between 6 and 65% for cognitive walkthroughs, and between 6 and 42% for user testing; Hornbaek and Frøkjaer [2008] report values ranging between 41 and 46%; Nielsen [1992b] reports a value of 24% for heuristic evaluations. Our BW study [Brajnik et al. 2011 ] yielded 73%. Compared to our 57% these values are very small; we believe this is due to the fact that in those usability studies evaluators were very little constrained in the kind of problems that they could identify, whereas in BW barrier types are predefined as well as the success criteria in WCAG 2.0.
Limits and Practical Implications
The experiment has limitations. First, participants knew they were contributing to an experiment and were not evaluating pages for real (even though experienced evaluators were compensated). It is likely that in a real-world situation before deciding on some rating deeper investigations could have ensued.
Second, our notion of correct rating does not refer to the impact that a violation has on real users but is based on majority of experienced evaluators' opinions. It is possible that occurrences of failed success criteria would not affect the behavior of people with disability, casting doubts on the validity of our results. However there is no reasonable alternative to this. Even setting up and running complex and expensive user testing experiments would be subject to the evaluator effect and other contextual disturbances (distribution of disabilities, degree of a disability, type and version of an assistive technology, experience level in using the technology). We believe that for the goal of benchmarking accessibility evaluation methods, the criteria we used are sufficiently sound.
Third, of course the sample of participants we choose is not random, which could undermine generalization of our results. Although we cannot rule this problem out, we believe our manually selected sample was not biased as we did not a priori select/exclude people according to criteria that are related to the dependent variables (at least we are not aware of that).
Fourth, as mentioned several times, we can generalize our results in terms of people but not in terms of pages. Thus when repeating experiments like the one we discussed on the same four pages and with the same type of participants, similar results should be achieved. More experiments, with larger sets of pages, are needed to be able to generalize over pages. However, because the pages we selected are not specific in any way, we expect that results should be repeatable.
Fifth, the experienced evaluators that we selected might not correspond to the "knowledgeable evaluator" category that is meant in the definition of "Reliably Human Testable"; and more specifically we provided no objective assessment of expertise. We believe doing that could be really challenging: whatever method were used to characterize expertise with WCAG 2.0 could be deemed arbitrary and could introduce bias in the experiment.
In this article we did not perform a detailed diagnostic study of the reasons why success criteria were found to be poorly reliable or valid. A qualitative investigation on how a success criterion is understood, remembered, and associated with specific sufficient and failure techniques would help in possibly improving the formulation of the success criteria, and finally its validity. Similarly for testability, addressing the sources of ambiguity would be useful. A different kind of qualitative experiment is needed to investigate these aspects. There could be indeed a lot of different causes for low reliability, including complexity of WCAG 2.0 documents, the guidelines being technology agnostic, the large and growing number of techniques, the variability of disabilities, of assistive technology, of user experience levels, and of the models that evaluators have of all this.
Additional work should be performed on training methods in order to discover how the validity gaps could be filled more quickly.
CONCLUSIONS
This work provides limited but concrete evidence that expecting agreement at the 80% level for reliable WCAG 2.0 human testability is not attainable when involving experienced evaluators (according to our own characterization, and at least on our four pages) and neither with novices. Two experienced evaluators would agree on average on slightly more than half of the success criteria. Involving WCAG 2.0 experts, or different pages, or more specific guidance on how to interpret success criteria, could lead to higher reliability figures.
We provide concrete evidence that also validity, for both experienced evaluators and novices, on the four pages considered in this experiment, is relatively low: experienced evaluators are accurate only about 76% of the time, with novices' accuracy rates dropping by about 10% when auditing the same pages; the former are likely to produce 26-35% false positives and likely to miss 26-35% true problems.
Experienced evaluators and novices alike are not aware of the poor validity they achieve. Asking them about the difficulty they faced in evaluating a success criterion is not very useful for estimating accuracy.
Taken together these facts imply that conformance claims made even by experienced evaluators can lead to disputes and that resolving them would not be straightforward. Even pooling the outcomes of two independent experienced evaluators, though improving validity, leaves a substantial margin of error (24% of false positives and 24% of false negatives). Other methods need to be defined and/or evaluated to get better figures, such as pluralistic reviews where evaluators have a chance to interact and negotiate what they believe are success criteria violations. This could be the basis of a more reliable standardized evaluation methodology.
Expertise in accessibility auditing is very important because it increases validity of audits. In this case, we can see that we cannot expect untrained designers, developers, or software quality auditors to reliably determine if pages are conformant; many accessibility barriers will be missed and the ones that will be found may be highly inaccurate. Finally, the business case for novice analysis is not sustainable, while the audit will be highly inaccurate the time taken to produce these inaccurate results will be on average three times longer than an expert audit. While reliability is unlikely to improve via training, validity has a lot of room for improvement.
The final point we would like to make is that accessibility is not an objective property, one that can be assessed reliably. We believe it should be treated similarly to usability, that is, it has to be contextualized in order to be assessed more precisely and accurately and it has to be defined on the basis of performance parameters, such as user effectiveness. Context in this case being a combination of several factors, including user disability kind and degree, and expertise level in using an assistive technology. Such a position is compatible with the model underlying WCAG 2.0 and their formulation, when these are viewed as "design/development guidelines" rather than as test statements. It is the notion of conformance that is not compatible with such a view: the fact that it refers to ill-defined concepts such as "accessibility support" or "complete processes," that guidelines are stated in very abstract terms, and that all sorts of assistive technologies and user disabilities are considered, makes it very unlikely to be a yes/no reliable and valid property. The consequence is that accessibility continues to be an elusive property.
