We define a notion of presheaf with traces and use it to compare cdh cohomology and ℓ ′ cohomology where ℓ ′ refers to a topology in which Gabber's alterations are covers. We show that under certain hypotheses that are satisfied by homotopy invariant K-theory, the cdh and ℓ ′ sheafifications agree, and their cohomologies agree as well. As an application we use a recent preprint of Cisinski to prove that
Introduction

Context
In Voevodsky's "Triangulated categories of motives over a field" [Voe00b] it can be argued that two of the most important technical results are [Voe00b, 3.1 .12] and [Voe00b, Theorem 4.1.2] which are summaries of a significant portions of the contents of "Cohomological theory of presheaves with transfers" [Voe00a] by Voeovdsky and "Bivariant cycle cohomology" [FV00] by Voevodsky-Friedlander respectively.
The first of these theorems says that if F is a homotopy invariant presheaf with transfers then we have canonical isomorphisms F N is = F Zar , and H n N is (−, F N is ) = H n Zar (−, F Zar ), and both of these functors have a canonical structure of homotopy invariant presheaves with transfers. This is used to show that D − (Shv N is (SmCor(k)) → DM ef f − (k) is a Bousfield localisation. The second theorem says that if the cdh sheafification of an object of D − (Shv N is (SmCor(k)) is zero, then the object itself is zero. This is the essence of almost every application of resolution of singularities in [Voe00b] .
The goal of these notes is to prove the following two theorems, which should be seen as extensions of the above mentioned theorems to a setting that includes Gabber's ℓ ′ topology (Definition 2.3) -a topology designed to apply Gabber's alterations in the same way that the cdh topology is designed to apply resolution of singularities.
Theorem A (Theorem 5.5). Let k be a perfect field and ℓ a prime integer not equal to the characteristic. If F is a cdh sheaf of Z (ℓ) modules with transfers then H n cdh (−, F ) ∼ = H n ℓ ′ (−, F ) as presheaves on the category Sch/k of separated schemes essentially of finite type over k.
We will discuss our notion of a presheaf with traces shortly.
Theorem B (Theorem 8.4). Let k be a perfect field and ℓ a prime integer not equal to the characteristic. If F is a presheaf of Z (ℓ) modules with a structure of traces (Definition 4.1) on Sch/k the category of separated schemes essentially of finite type over k and F | Sm/k is a homotopy invariant presheaf with transfers, where Sm/k are the smooth schemes of Sch/k, then 1. F cdh = F ℓ ′ , 2. on smooth schemes F N is | Sm/k = F cdh | Sm/k = F ℓ ′ | Sm/k , 3. and the presheaf F cdh = F ℓ ′ has a structure of homotopy invariant presheaf with transfers on Sch/k.
An application
It was conjectured in [Wei80, 2.9 ] that for a Noetherien scheme X of dimension d we have K B n (X) = 0 for n < −d where K B is the K-theory of Bass-ThomasonTrobaugh. This is proven in [GH10] under the assumption of strong resolution of singularities if X is essentially of finite type over an infinite perfect field of characteristic p > 0. It is proven in [CHSW08] if X is essentially of finite type over a field of characteristic zero. It is currently still unknown in characteristic p, without the assumption of strong resolution of singularities.
As an application of Theorem A and Theorem B we show that for n < − dim X where X is essentially of finite type over a perfect field of characteristic p > 0 and KH is Weibel's homotopy invariant K-theory (Theorem 9.5). This follows quite quickly from the cdh hypercohomology spectral sequence and the existence of smooth ℓ ′ -covers of any scheme in Sch/k. The other two main ingredients in this result are that KH satisfies cdh descent and that the (KH n ) N is | Sm are homotopy invariant presheaves with transfers. The former was shown in characteristic zero in [Hae04] and the proof goes through in positive characteristic if embedded resolution of singularities turns out to hold. More recently, the cdh descent of KH in positive characteristic was shown by Cisinski in [Cis10] using the stable homotopy category. The structure of homotopy invariant presheaf with transfers on the presheaves (KH n ) N is | Sm can be deduced from a conjecture of Morel, recently proved by Déglise [Dég10] . We do not strictly need the Déglise-Morel theorem for the application but it makes the proof shorter and neater. An alternative, longer and more general proof of the application which avoids the Déglise-Morel Theorem will appear in a later version of this preprint.
Outline of the proof of Theorem A
To prove Theorem A the two main ingredients that the expert might not be familiar with are the two lemmata below and our definition of a presheaf with traces (Definition 4.1).
One of our main tools to work with the ℓ ′ pretopology (and indeed a motivation for our particular choice of definition) are "normal form" lemmas like the following, which says that we can reduce questions about the ℓ ′ pretopology to questions about the cdp topology (the pretopology with proper, completely decomposed covers), the Nisnevich topology (the pretopology withétale, completely decomposed covers), and the fpsℓ ′ pretopology (the pretopology with covers that are finite, flat, surjective, of degree prime to ℓ) -see Definition 2.1.
Lemma (cf. 2.8).
Every morphism which is a cover for the ℓ ′ topology has a refinement of the form
→ where f 0 is a cdp cover, f 1 is a Nisnevich cover, and f 2 is an fpsℓ ′ cover.
A presheaf with traces (Definition 4.1) is an additive presheaf which in addition to the contravariant functoriality, possesses a covariant functoriality for flat, finite, surjective morphisms, and we require a base-change and degree formula to be satisfied.
Lemma (cf. 4.5). If F is a presheaf of Z (ℓ) modules with traces, then for all X we have H n f psℓ ′ (X, F f psℓ ′ ) = 0 for all n > 0 and H 0 f psℓ ′ (X, F f psℓ ′ ) = F (X). In particular, F is already an fpsℓ ′ sheaf.
We outline the proof of Theorem A now. The categories Shv cdh (Cor(k), Z (ℓ) ) and Shv ℓ ′ (Cor(k), Z (ℓ) ) of cdh and ℓ ′ sheaves of Z (ℓ) modules with transfers are equivalent due to the above two lemmata and the fact that every presheaf with transfers is a presheaf with traces. The idea is to show that we can calculate the cdh and ℓ ′ cohomology using Ext's in these categories. In both cases following the proof of [Voe00b, 3.1.8] it is sufficient to show that the τČech cohomology of an injective object I of Shv τ (Cor(k), Z (ℓ) ) vanishes (where τ = cdh or ℓ ′ ). In the cdh case this follows immediately (see Theorem 5.1) from [CD09, 9.3.2, 9.3.16, 9.4.8] or less explicitly from the original Suslin-Voevodsky article "Relative cycles and Chow sheaves" [SV00b] . Due to the existence of refinements of normal form of ℓ ′ covers mentioned above, in the ℓ ′ case this vanishing follows from I being acyclic with respect to the cdh topology and the fpsℓ ′ topology (whose covers are morphisms that are flat, finite, surjective, of degree prime to ℓ).
Outline of the proof of Theorem B
The main new ingredient in the proof of Theorem B is the following (the cd topology and Gersten presheaves will be explained in more detail shortly).
Proposition (cf. 6.3, 7.11). Let F be a Gersten presheaf of Z (ℓ) modules that has a structure of traces and such that F (X) → F (X red ) is an isomorphism for schemes X of dimension zero. Then 1. there is a canonical structure of presheaf with traces on F cd such that F → F cd is a morphism of presheaves with traces, and 2. if F is a Nisnevich sheaf then F cdh → F cd is a monomorphism.
The difficult part of Theorem B is the first part. The third part follows from neat category theoretic considerations (Corollary 8.2, Corollary 8.3), and the second part is a consequence of the methods we use for the first part (Proposition 7.10). To prove the first part we consider the factorisation
Due to Lemma 2.8 and Lemma 4.5 mentioned above and some elementary properties of Grothendieck pretopologies it is enough to show that Im(F N is → F cdh ) has traces. That the traces pass to F N is is a straight-forward consequence of properties of Henselien schemes -essentially the same reason that (−) N is preserves transfers on smooth schemes c.f. the proof of [Voe00b, 3.1.3] . To pass the traces from F N is to Im(F N is → F cdh ) is problematic and this is where we use the hypothesis that F | Sm(k) is a homotopy invariant presheaf with transfers. Morally it consists of proving the following: if we have a commutative triangle of schemes
′ finite, flat, surjective, and p birational (in the sense that ignores nilpotents), and s ∈ F (Y ) is a section which is killed by the trace morphism associated to f , then p * s is killed by the trace morphism associated to f ′ (c.f. Definition 4.2). This statement is true after pullback along any point of X, and hence for any presheaf for which the family of these pullbacks is conservative. A clean way to ask for this conservativity is to say that the canonical morphism F → F cd is injective.
A completely decomposed morphism is a morphism Y → X of schemes such that for every point x ∈ X there exists a point y ∈ Y over it such that [k(y) : k(x)] = 1. These morphisms form a Grothendieck topology with some very nice properties (for example, cd sheafification can be defined as composition with an idempotent endomorphism Sch → Sch). We show that if F has traces, then so does F cd in a unique way compatible with F → F cd (Theorem 6.3).
To show that F N is → F cd is a monomorphism (we are working with the associated Nisnevich sheaf now) we introduce the concept of a Gersten presheaf. It is a major theorem of [Voe00a] that under our hypotheses F N is satisfies a Gersten sequence [Voe00a, 4 .37] and we formalise the exact property that we use in the notion of a Gersten presheaf (Definition 7.1). For Gersten sheaves we have a criteria (Definition 7.7) for a section to be in the image of F (X) → F cd (X) when X is regular (Proposition 7.10) and it turns out that if F is a Gersten presheaf of Z (ℓ) modules with traces then this criteria identifies F ℓ ′ as a subpresheaf of F cd (X). It follows that F N is → F cd is a monomorphism.
Outline of the proof of the vanishing of K-theory
Lastly the application. Cisinski has shown in a recent preprint [Cis10] that KH satisfies cdh descent as a consequence of it being representable in SH(k). Let H cdh (−, KH) be the Godement- Thomason 
satisfies the necessary properties (Proposition 9.2) to apply our theorems, it follows from our Theorem A and Theorem B, the existence of smooth ℓ ′ hypercovers, and finite cdh cohomological dimension (recall that in our special case, ℓ ′ and cdh cohomology agrees) that we have the appropriate vanishing. To pass to K B we note that the canonical morphism K B → KH is an isomorphism outside of p-torsion.
Resolution of singularities for motives
Theorem A and Theorem B sit inside a program to replace the cdh/resolution of singularities arguments in [Voe00b] 
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Throughout k will be a perfect field, ℓ a prime integer not equal to the characteristic, Sch/k will denote the category of separated schemes essentially of finite type over k and Sm/k the category of separated smooth schemes that are essentially of finite type over k.
The ℓ ′ topology
In this section we present the definition of the ℓ ′ topology that we will use (Definition 2.3) and show that every ℓ ′ cover has a refinement of "normal form" (Corollary 2.8). We also state the version of Gabber's theorem (Theorem 2.9) that we will use and prove two refinement lemmata (Lemma 2.11 and Lemma 2.12) that will be important in what follows.
Definition 2.1. 1. Let ℓ be a prime. An ℓ ′ decomposed cover is a family {p i : U i → X} of morphisms such that for every point x ∈ X there exists an i and a u ∈ U i such that p i (u) = x and [k(u) : k(x)] is finite and prime to ℓ.
2.
A completely decomposed cover is family of morphisms that is ℓ ′ decomposed for EVERY ℓ.
3.
A Nisnevich cover is a finite family {U i → X} ofétale morphisms that is completely decomposed.
4.
A cdp cover is a finite family {U i → X} of proper morphisms that is completely decomposed.
5. An ℓ ′ dp cover is a finite family {U i → X} of proper morphisms that is ℓ ′ decomposed.
6. A cdh cover is a finite composition 1 of cdp and Nisnevich covers.
7. An fpsℓ ′ cover (fini, plat, surjectif, premierà ℓ) is a finite family {U i → X} of finite, flat, surjective morphisms of constant degree prime to ℓ.
A ℓ
′ cover is a finite composition of Nisnevich and ℓ ′ dp covers.
9. We will call a morphism f a τ cover if {f } is a τ cover.
Remark 2.2. Cdp covers and ℓ ′ dp covers are called envelopes and ℓ ′ envelopes respectively in the Gillet-Soulé weight complex articles [GS96] and [GS09] . Definition 2.3. The ℓ ′ pretopology is the pretopology for which the covers are ℓ ′ covers. That is, it is the pretopology generated by the Nisnevich pretopology, and the pretopology for which the covers are finite families {U i → X} of proper morphisms such that for every point x ∈ X there exists an i and a u ∈ U i such that p i (u) = x and [k(u) : k(x)] is finite and prime to ℓ.
The diagram of inclusions is the following and is strict in the sense that each pretopology is generated by the two under it as far as the categories of sheaves are concerned (recall that multiple distinct pretoplogies can give rise to the same category of sheaves).
It is possible to define the cdh topology as the topology whose covers are h-covers (i.e. finite families of morphisms of finite type such that the disjoint union was a universal topological epimorphism) that are completely decomposed, and tempting to define the ℓ ′ covers as the ℓ ′ decomposed h covers. However, we don't know if this definition gives the same sheaves as our ℓ ′ definition.
Lemma 2.5. Suppose that Y ′ → Y is a Nisnevich cover and Y → X is an fpsℓ ′ cover. Then there exists a Nisnevich cover
Remark 2.6. This lemma is false if we replace Nisnevich by cdp. For example let X be the affine line, let Y be the union of two affine lines that meet at the origin, and Y → X the map that is the identity on each component. Let Y ′ → Y be the inclusions of the two components. Clearly Y ′ → Y doesn't split, but every cdp cover of X is refinable by the trivial cover (this is true of any regular excellent scheme of dimension one).
Assuming that Y is integral doesn't help either. We can take Y to be the nodal curve, Y → X any nonconstant morphism, and Y ′ → Y the normalisation.
Proof. If X is Henselien, then Y is also and Y ′ → Y splits, so actually, we can take X ′ = X. If not then for every point x ∈ X we consider the pullback along the henselisation x h → X. The result now follows from limit arguments [Gro66, Section 8] and the description of the henselisation as a suitable limit ofétale neighbourhoods.
Proposition 2.7. Suppose that σ, τ , and ρ are three classes of morphisms.
Every τ morphism has a refinement of the form fρ → fσ → with f ρ ∈ ρ and f σ ∈ σ in the following cases.
1. τ =the pretopology generated by Nis and fpsℓ ′ , σ = Nisnevich covers, and τ = fpsℓ ′ .
2. τ = ℓ ′ dp, σ = cdp, and ρ = fpsℓ ′ .
3. τ =cdh, σ = cdp, and ρ = Nisnevich.
4. τ = ℓ ′ , σ = cdh and ρ = fpsℓ ′ .
Proof.
1. Since both classes σ and ρ are closed under composition and pullback, it is enough to consider the case of a pair of composable morphisms
→ X with f 1 Nisnevich and f 0 fpsℓ ′ . In this case the result is furnished by Lemma 2.5.
2. The proof is by noetherian induction. Suppose that f : U → X is an ℓ ′ dp cover. We will find a refinement of U 1 of the form V 1
→ X with V 0 reduced, g 0 is proper and birational (in the sense that ignores nilpotents in X) and g 1 a fpsℓ ′ cover. If X is dimension zero then this is enough, and if not, we take Z → X a closed immersion such that (g 0 ) red is an isomorphism over X − Z and a refinement Z ′ → Z of U × X Z → Z furnished by the inductive hypothesis. Then the composition Z ′ ∐V 1 → X is a morphism of the desired form.
We can assume that X is integral since the inclusion of the integral components is a cdp cover. Let ξ ∈ U be a lift of the generic point η of X such that [k(ξ) : k(η)] is prime to ℓ ′ . The morphism ξ → X is generically finite, flat, and surjective of degree prime to ℓ. The platification theorem [RG71] gives a blow-up for which the proper transform (ξ) ∼ →X of ξ → X is flat. Since it is generically fpsℓ ′ , flatness implies that it is fpsℓ ′ and we are done.
3. This is similar to the previous parts. Let U 1 f1 → U 0 f0 → X be a pair of composable morphisms with f 1 cdp and f 0 Nisnevich. As before, we can assume that X is integral, (this implies that U 0 is reduced) and we can assume that U 1 is reduced and that f 1 induces an isomorphism over the generic points of U 0 . If X is dimension zero we are done at this point. If not the platification theorem [RG71] gives a blow-up for which the proper transformf 0f1 :Ũ 1 →X of f 0 f 1 is flat. Sincef 0 isétale (f 0 is flat and so the proper transform is the pull-back), this implies thatf 1 is flat [SGA03, IV.5.9]. We also know that it is proper and birational, hence, it is an isomorphism and we have found the required factorisation by noetherian induction.
4. This follows immediately from the previous parts.
Corollary 2.8. Every ℓ ′ cover has a refinement of the form
→ where f cdp is a cdp cover, f N is is a Nisnevich cover, and f f psℓ ′ is an fpsℓ ′ cover.
We recall a weak form of Gabber's Theorem. For a statement and an outline of the proof see [Ill09] , [Gab05] . There is also a book in preparation [ILOon] .
Theorem 2.9 (Gabber, cf. [Ill09, 1.3]). Let X be a separated scheme of finite type over a perfect field k and ℓ = char k a prime. There exists a morphism X ′ → X that is proper, surjective, and generically finite of degree prime to ℓ with X ′ regular and quasi-projective.
Lemma 2.10. For every X ∈ Sch/k and ℓ = char k there exists an ℓ ′ dp cover X ′ → X (and hence an ℓ ′ cover) such that X ′ is regular.
Proof. This follows directly from Gabber's Theorem (2.9). We can assume that X is locally integral because the inclusion of its integral components is a cdp cover. If X is of dimension zero then we are done. If not, Gabber's Theorem gives a morphism X ′ → X that is proper, surjective, generically finite of degree prime to ℓ and whose source is regular and integral. Let Z → X be a closed subscheme such that X ′ → X is fpsℓ ′ over X − Z. By induction we have a cover Z ′ → Z of the desired form and so {Z ′ → X, X ′ → X} has the desired form.
We finish this section with two more refinement lemmata which will be used in Section 7 to show that under certain conditions, F → F ℓ ′ is an isomorphism on regular schemes of dimension one or zero (Lemma 7.5).
Lemma 2.11. If X is an integral scheme then every fpsℓ ′ cover has a refinement of the form
where f is a blow-up with nowhere dense centre and g is fpsℓ ′ with an integral source.
Proof. Let f : U → X be an fpsℓ ′ cover with X integral. If X is zero dimensional then it is Spec k with k a field and U = Spec A with A a semi-local finite Artin k algebra. In particular, if m i are the primes of
We take Spec A/m i as our refinement.
If X is of dimension greater than zero, then by the platification theorem [RG71] there is a blow-up with nowhere dense centreX → X such that the integral components of the proper transform (which is the pull-back in this case due to f being flat) are flat over X. By the dimension zero case, there is one of them for which the generic point is fpsℓ ′ over the generic point of X, and so this integral component gives us the desired refinement.
Lemma 2.12. Suppose X ∈ Sm/k is a regular scheme of dimension one and U → X is a morphism which is a composition of Nisnevich and fpsℓ ′ covers. Then there is exists a refinement V → X which is a composition of Nisnevich and fpsℓ ′ covers and such that V is regular.
Proof. It suffices to consider separately the cases where U → X is either fpsℓ ′ or Nisnvich. In the Nisnevich case U is already regular so only the fpsℓ ′ case remains.
By Lemma 2.11 we can assume that U is integral. Then since X is excellent, the normalisationŨ → U is a finite morphism. Since X is regular, and dimension one, flatness is equivalent to every generic point being sent to a generic point and soŨ → X is finite, flat, surjective, and of degree prime to ℓ ′ (the latter because it is true generically, and the morphism is finite and flat).
3Čech cohomology and refinable topologies
In this section we discuss some consequences of having the refinements of normal form given in Proposition 2.7. Under certain conditions we can say when theČech cohomology of a presheaf with respect to two different pretopologies agrees (Lemma 3.6), and we use this to show acyclicity of certain presheaves (Proposition 3.7). We also mention some other consequences of refinements of normal form in (Proposition 3.8).
Our interest inČech cohomology stems from the following well know lemma. . We can of course take C to be a category of schemes. The curious reader can prove quickly by hand without any unpleasant index chasing that it holds forȞ 0 due to the induced morphism V → U × X U . Lemma 3.2. Let V /X, U/X be two X-objects in a category C with fibre products. Suppose that F is a presheaf on C. Then any two X morphisms V ⇒ U induce the same morphismȞ
Proof. Suppose that f 0 , f 1 : V ⇒ U are the morphisms. We construct a contracting homotopy between cosk 0 (f 0 ) and cosk 0 (f 1 ) in C. This induces a homotopy between the associated morphisms of chain complexes (see [SGA72, Exp
we define V ×X n → U ×X n to be the map whose ith component is f φ(i) . It is easily checked that this is a homotopy ∆[1] × cosk 0 (f 0 ) → cosk 0 (f 1 ) between simplicial objects. This is enough to conclude that the morphisms induced on the cohomology are the same.
→ X be a pair of composable morphisms. Then there exists a bisimplicial scheme W p,q such that the pth column is cosk 0 (V ×X (p+1) → U ×X (p+1) ) and the qth row is cosk 0 (V ×U q → X). Notably, for any presheaf F we get a first quadrant spectral sequence
Proof. We define in degree p, q the scheme
The scheme W p,q is also the limit of a diagram that has p × q copies of V with p copies of U , and an X, and the (i, j)th V has a morphism towards the ith U and every U and V has a morphism towards X (the morphisms being either g, f or f g). Presented this way, there are obvious face W p,q → W p+1,q , W p,q → W p,q+1 and degeneracy W p,q → W p−1,q , W p,q → W p,q−1 morphisms coming from the projections and diagonals (in the pth and qth directions) and these are compatible in the sense that we get a bisimplicial object. We consider the double complex. There are two associated spectral sequences, one from the filtration of the total complex by rows and one from the filtration of the total complex by columns. We start with the filtration for which the E 0 differentials are the horizontal differentials. The E 1 terms arě H p (V ×U q /X, F ) and the E 1 differentials are induced by the vertical differentials. Now every face morphism ∂ i of cosk 0 (V /U ) has at least two sections, namely the degeneracies σ i and σ i−1 . So by Lemma 3.2 the morphisms induced by the face morphisms
i ∂ * i are zero if i is even and an isomorphism if i is odd. Consequently, this spectral sequence collapses at the E 2 term and we see that the cohomology of the total complex is
Considering the other filtration gives the E 1 terms in the statement of the result. Remark 3.5. Suppose that τ is a Grothendieck pretopology such that for every cover {W i → X} i∈I the morphism ∐ i∈I W i → X exists in the category of schemes that we are working with. Then to show that τ is ρ → σ → refinable it is enough to consider τ covers that contain a single morphism, since {W i → X} i∈I is refinable if and only if {∐ i∈I W i → X} is. Example 1. In Proposition 2.7 we have shown that 1. the pretopology generated by Nis and fpsℓ ′ is
2. the ℓ ′ dp topology is 
Proof. To calcuate thisČech cohomology we can restrict to covers of the form V g → U f → X with f a σ cover and g a ρ cover. Since F is ρ acyclic,
Hence the spectral sequence of Lemma 3.3 collapses to give the isomorphism H n (U/X, F ) =Ȟ n (V /X, F ). Passing to the limit over covers of the form V → U → X gives the result.
Proposition 3.7. Suppose that τ, ρ, σ are Grothendieck pretopologies and τ is ρ → σ → refinable. Then if F is a presheaf which is ρ acyclic and σ acyclic, it is also τ acyclic.
Proof. Because vanishing ofČech cohomology in degrees n > 0 is equivalent to a presheaf being acyclic (Lemma 3.1), this proposition follows immediately from Lemma 3.6. Proposition 3.8. Suppose that τ is a Grothendieck pretopology, that ρ, σ are Grothendieck subpretopologies of τ , and that τ is
1. If F is ρ separated then F σ is ρ separated (and hence τ separated).
2. If F is a ρ sheaf thenȞ
1. We have to show that F σ → (F σ ) ρ is a monomorphism. That is, for every section s ∈ F σ (X) sent to zero in (F σ ) ρ (X), we want to show that s is zero. For every section s ∈ F σ (X) there is a σ cover U → X such that s| U is in the image of F → F σ , and so it is enough to consider elements in the image of F → F σ . It is clear enough that an element s ∈ F (X) is sent to zero in (F σ ) ρ if and only if there exists a ρ cover U → X and a σ cover V → U such that s| V = 0. But F is ρ separated, and so s| U = 0. Since U → X is a σ cover, this implies that s is zero in F σ (X).
2. By our hypothesis, the τČech cohomology can be calculated using covers of the form {V i gi → U i fi → X} such that f i ∈ σ and g i ∈ ρ. For simplicity we assume that each family has a single element. There is a canonical morphism ker(
and since F is a ρ sheaf, every element of the former lifts to a unique element of F (U ). The morphism V × X V → U × X U is also a ρ cover, and so any such lift is in the kernel ker(
is an isomorphism. Taking the limit over covers of this form gives the result.
3. This follows immediately from the previous part since for separated presheaves, the zerothČech cohomology calculates the sheafification.
Example 2. In the third part, the assumption that F is σ is separated is necessary if we want the result in this level of generality as the following toy example shows. Consider the category
where we ask that qs = ps and rq = rp. We set {r} as the only (non-identity) ρ cover, and {s} as the only (non-identity) σ cover. Now consider the presheaf
where p * 0 = 0 and q * 0 = 1. This presheaf is a ρ sheaf (the sheaf condition is actually empty) and is not σ separated. The associated σ sheaf is
which is no longer a ρ sheaf because the sheaf condition is no longer empty, but we cannot lift the section 0 over C to a section over D.
Presheaves with traces and presheaves with transfers
In this section we present our definitions of a presheaf with traces (Definition 4.1), and a presheaf with transfers (Definition 4.13). We give a number of examples of presheaves with traces (Example 3) and discuss very briefly relationships to other concepts of presheaves with traces (Remark 4.3). We mention that a presheaf with transfers is a presheaf with traces (Lemma 4.15) and that a presheaf of Z (ℓ) modules with traces is fpsℓ ′ -acyclic (Definition 2.1, Lemma 4.5).
Definition of presheaves with traces
For F a presheaf and f : Y → X a morphism of schemes we denote by f * the associated morphism f * :
Definition 4.1. A structure of traces on an additive presheaf F of abelian groups on the category of all schemes is the data of a morphism f * : F (Y ) → F (X) for every finite flat surjective morphism of schemes f : Y → X subject to the following axioms.
(Fon) For every pair of composable flat, finite, surjective morphisms
(CdB) For every cartesian square
such that f is flat, finite, and surjective we have
(Deg) for every flat finite surjective morphism f of constant degree d we have
If C is a subcategory of the category of schemes, we define the notion of a presheaf with traces on C similarly, requiring the data and axioms to be satisfied for any finite, flat, surjective morphisms and cartesian squares that are contained in C. 
Examples of presheaves with traces
In the case of a flat, finite, surjective morphism of schemes Y → X locally on Y , the morphism is of the form described above, and it can be checked that the corresponding trace morphisms glue to give globally defined trace morphisms.
4.Étale sheaves on a smallétale site have a structure of traces defined in the usual way: every finite, flat, surjective morphism is alsoétale and can be refined to a Galois cover Y → X with Galois group G, and then the usual formula s → g∈G s g gives trace morphisms.
5. We would like to say that fpsℓ ′ sheaves have traces but when taking a Galois extension we cannot retain the requirement that the degree be coprime to ℓ ′ . The converse is true: a presheaf of Z (ℓ) modules with traces is an fpsℓ ′ sheaf (Lemma 4.5).
6. Algebraic K-theory and homotopy invariant algebraic K-theory almost have structures of traces due to the constructions being functorial with respect to biWaldhausan categories (Proposition 9.2). The only short fall is that (Deg) only holds locally for the Zariski topology. We will see later that their Nisnevich sheafifications have canonical structures of traces.
7. Any presheaf with transfers (Definition 4.13) has a canonical structure of presheaf with traces (Lemma 4.15).
8. We will also see that the τ sheafification of a presheaf with traces has a canonical structure of presheaf with traces if τ is the Nisnevich,étale, or cd topology (this is trivially true for τ = f psℓ ′ as mentioned above). The qfh, h, and cdh topologies share the same difficulties that are discussed in Remark 2.6. However if we also assume that F is a Gersten presheaf with a structure of traces, then we will see that F cdh does have a structure of traces.
First properties of presheaves with traces
We will also have cause to discuss two further axioms. They deal with triangles. (Tri2) ≤d Suppose that f, g are flat, finite, surjective of constant degree, and all the schemes are integral of dimension ≤ d. Then
We will use just (Tri1) and (Tri2) if we require these axioms without restriction on the dimension.
Remark 4.3.
1. We will almost always only deal with (Tri1) ≤0 . We will soon see that this is satisfied if F (X) → F (X red ) is an isomorphism on schemes X of dimension zero (Lemma 4.8).
2. We will see below that if F is a presheaf with transfers then F is a presheaf with trace that satisfies (Tri1) and (Tri2). Conversely, it can be shown that if F is a cdp sheaf with traces that satisfies (Tri1) and (Tri2) then F has a canonical structure of presheaf with transfers.
3. There is obviously some kind of overlap between our presheaves with traces and the Mackey functors defined in [Wei05] due to the overlap with presheaves with transfers.
4. There is a notion of presheaf with traces introduced in [SV96] which agrees and differs from our notion in several ways. Firstly they ask for trace morphisms only for morphisms that are finite and surjective (not flat), but they restrict the target to regular integral schemes and the source to integral schemes. Their first axiom is our (Deg), but only for d = 1. Their second axiom is some kind of combination of our (CdB) for the case when p a closed immersion and our (Tri1). That is, our (CdB) and (Tri1) taken together imply their second axiom. If F is a cdh sheaf and we admit resolution of singularities, or alternatively, if F is a sheaf of Z (ℓ) modules for the ℓ ′ pretopology, then our notion together with (Tri1) and (Tri2) probably agrees with that of [SV96] .
More precisely, if F is a cdh sheaf with traces that satisfies (Tr1) and (Tri2) then we can show that F has a canonical structure of transfers. If F is a presheaf with traces in the sense of Suslin-Voevodsky, and either (i) it is a cdh sheaf and we have resolution of singularities or (ii) it is a sheaf of Z (ℓ) modules for the ℓ ′ pretopology, then it probably has a canonical structure of presheaf with transfers.
5. Algebraic K-theory with the trace morphisms described above does not satisfy (Tri1) before we sheafify it. To see this, let X be two projective lines that meet at a point, and Y the disjoint union of two projective lines. There are obvious morphisms h : Y → X, f : X → P 1 , and g : Y → P 1 . Both f and g are finite flat and surjective, and h is birational. However the class of
Remark 4.4. It can be shown that if F is a presheaf with traces and F → F cd is a monomorphism, then (Tri1) and (Tri2) are satisfied.
Lemma 4.5. Suppose that F is a presheaf of Z (ℓ) modules with traces. Then F is fpsℓ ′ acyclic. In particular, F is an fpsℓ ′ sheaf, and if F happened to be a cdh sheaf of Z (ℓ) modules with traces, then it is a sheaf for the ℓ ′ pretopology.
Remark 4.6. It was hoped that Lemma 3.2 could be applied as a presheaf with traces can be defined as a presheaf on a suitable category of "schemes with traces" but it is not straight-forward that this category has products that work in the necessary way. We will, in fact be using this lemma only in the case of presheaves with transfers, but presheaves with transfers have the same problem (there a "relative" product in the category of correspondences but it is probably not a fibre-product in the categorical sense).
Proof. It is enough to show thatȞ n (U/X, F ) = 0 for every τ cover p : U → X and n > 0 for every fpsℓ ′ cover U → X of constant degree d (Lemma 3.1). We show that the complex 0
is the projection that loses the kth coordinate, then the squares
are cartesian for all j < i. It follows from (CdB) that we have
for j < i. We claim that d 0 * is a chain homotopy between zero and d times the identity (in degree zero we take p * ). We have
in degrees n = 1, 2, 3, . . . . In degree zero we have
Since d · id is an isomorphism, the complex is acyclic.
The following proposition will be applied to τ = Nis but is also applicable to τ =ét and trivially to f psℓ ′ . It can be shown however that the hypotheses are unsatisfied for τ =Zariski, finite-surjective, or cdp (see Remark 2.6).
Proposition 4.7. Let τ be a topology such that for every flat, finite, surjective, morphism f : Y → X and every τ cover V → Y there exists a τ cover U → X such that Y × X U is a refinement of V → Y . Now suppose that F is equipped with covariant morphisms f * : F (Y ) → F (X) for every flat, finite, surjective morphism of schemes f : Y → X. Then F τ is equipped canonically with morphisms f * : F τ (Y ) → F τ (X) compatible with those of F . Moreover, if the family of f * for F satisfy (Fon) (resp. (CdB), (Deg)) then those of F τ do as well.
Proof. Let f : Y → X be a finite, flat, surjective morphism, U → X a τ cover of X, and s ∈ ker(
. We claim that there is a unique element t ∈ F τ (X) such that the restriction to F τ (U ) agrees with the image of (f × X U ) * s. Indeed, if follows immediately from (CdB) and
is a cocycle and so it descends to a unique element of F τ (X). Now for every element s of F τ (Y ) there exists a τ cover V → Y so that s| V is in the image of F → F τ . By our hypothesis, we can assume V is of the form Y × X U for some τ cover of X. By what we have just shown, we have a corresponding element in F τ (X) that is independent of the choice of U . Hence a morphism F τ (Y ) → F τ (X).
The axioms (Fon) and (Deg) follow immediately from the way we have defined the trace morphisms. It is also immediate from the definition that these are compatible with F → F τ , and are the only possible such choice. For (CdB) it is enough to draw the appropriate cube and do the diagram chase.
Lemma 4.8. Suppose F is a presheaf with traces.
1. (Tri2) ≤0 is always satisfied.
(Tri1)
≤0 is satisfied if for each X of dimension zero the category of schemes contains X red , and F (X) → F (X red ) is an isomorphism.
Proof. 
In this case the morphism h is flat as well, and so g
The following two lemmata will be used in Section 6 to show that under certain conditions a structure of traces on a presheaf F induces a canonical structure of traces on F cd (Theorem 6.3).
Lemma 4.9. Suppose that F is a presheaf with traces which satisfies (Tri1) ≤0 . Suppose that
is a cartesian square of schemes of dimension zero in our category with W, Y, X integral, let z i be the points fo Y × X W and m i the lengths of their local rings, and let g i , q i be the restrictions of g, q to the z i . Then we have
Proof. It follows immediately from (CdB), functoriality and applying (Tri1) to the triangles obtained from 
the obvious morphism and note that
The proof of the second statement is the same.
Presheaves with transfers
We present a definition of the category Cor(S) of correspondences that varies from those that exist in the literature [SV00b] , [CD09] , [Ivo05] but it is hinted at in [FV00, p.141].
Definition 4.11. Let Λ be a ring in which the characteristic of each residue field of S is invertible. The family of categories that satisfy the following list of properties all have the same objects and the categories are ordered by inclusion of hom groups. The family is non-empty, and contains a maximal element and we define Cor(S, Λ) as this maximal element.
Objects.
C has an object [X] for every object of Sch/S.
Morphisms. hom C ([X], [Y ]
) is a submodule of free Λ module generated by the points z ∈ X × S Y such that z → X is finite and dominates an irreducible component of X. t = x i (where the x i are the generic points of the graph of f ) and this assignment defines a contravariant functor Sch/S f lat,f inite → C from the subcategory of Sch/S which has all objects, and only finite flat morphisms.
6. Trace axioms.
(a) For every cartesian square
The composition in C is uniquely determined by the properties above.
Example 4. The hom groups are submodules of the free modules we described above and are sometimes free (for example if X is regular [SV00b, 3.4 .6]) but not always. Let X be the union of two affine lines that meet at the origins. If f : A 1 → X is the inclusion of one of the affine lines of X, then the generic point of the graph gives a point z ∈ X × A 1 such that z → X is finite and dominates an irreducible component of X, and hence is a potential correspondence "α" in hom Corr ([X], [A 1 ]). The canonical map p : A 1 ∐ A 1 → X is birational, and so we can calculate the composition of our potential correspondence to be the obvious correspondence "α"•[p] : A 1 ∐ A 1 → A 1 which is the identity on one component, and zero on the other. Now the inclusion of the origin i : 0 → X has two liftings i 0 , i 1 : 0 → A 1 ∐ A 1 , and since the correspondence "α"•[p] : A 1 ∐ A 1 → A 1 is flat in the appropriate way, we can calculate the two
One of these is zero and the other is the inclusion of the origin. These are different. However both these compositions should be equal to the composition "α"•[i] : 0 → X → A 1 , if it existed. Hence allowing our potential correspondence doesn't not lead to a well defined composition if we demand (Bir) and (Flat).
On the other hand, if w ∈ X × A 1 is the point corresponding to the other inclusion A 1 → X then z + w does not have this problem. Indeed, this is a correspondence.
Remark 4.12. It is straightforward using the above properties that for a triangle (1) under the hypotheses of (Tri1) we have [ 
and under the hypotheses of (Tri2) we have
Definition 4.13. Let C be a category of separated schemes essentially of finite type over a separated Noetherian base S. A presheaf of Λ modules with transfers on C is an additive contravariant functor on the full subcategory of Cor(S, Λ) which has the same objects as C. The categories of presheaves with transfers on Cor(S, Λ) is denoted P Shv(Cor(S), Λ) and if C is the full subcategory whose objects are smooth schemes the category of presheaves with transfers is denoted P Shv(SmCor(S), Λ). If C is equipped with a Grothendieck topology τ then a sheaf of Λ modules with transfers is a presheaf with transfers whose restriction to C is a sheaf. We have corresponding categories Shv τ (Cor(S), Λ), Shv τ (SmCor(S), Λ).
If we want to make statements that are independant of the choice of Λ we will use the notation Cor(S), SmCor(S), Shv τ (Cor(S)), Shv τ (SmCor(S)) and talk about presheaves and sheaves with transfers.
Definition 4.14. For any object [X] ∈ Cor(S, Λ) we denote the correpsonding representable presheaf with transfers by L(X). The cdh sheafification of L(X) has a canonical structure of transfers (Theorem 5.1) and we denote this sheafification by L cdh (X).
Lemma 4.15. Every presheaf with transfers is a presheaf with traces.
Proof. It is an immediate consequence of the properties listed above in Definition 4.11.
Remark 4.16. Notice after Remark 4.12 that the presheaf with traces induced by a presheaf with transfers necessarily satisfies (Tri1) and (Tri2), so any presheaf with traces whose structure is extendable to a structure of transfers necessarily satisfies these two properties. 
Comparison of cdh and ℓ ′ cohomology
The goal of this section is Theorem 5.5 which says that the ℓ ′ and cdh cohomology of a cdh sheaf with transfers agree.
We recall the following theorem from [CD09] . 
commutes where Oub are the forgetful functors.
Lemma 5.2. The category Shv cdh (Cor(k)) is a Grothendieck abelian category and hence has enough injectives.
Proof. Every category of presheaves on an essentially small category is a Grothendieck abelian category. Moreover, if A is a Grothendieck abelian category and R : B → A is a fully faithful functor with a left adjoint then B is Grothendieck abelian. Grothendieck abelian categories have enough injectives. . Let X be a scheme and F a cdh sheaf with transfers. Then for any i there is a canonical isomorphism
Proof. We follow the proof of [Voe00b, 3.1.8]. Let F → I
• be an injective resolution of F in Shv cdh (Cor(k)). The I n are not necessarily injective in Shv cdh (Sch(k)) but if they are acyclic then we can use them to calculate the cohomology groups on the right. It is enough to show that theirČech cohomology vanishes in positive degrees (Lemma 3.1). This follows immediately from the adjunction and the exact sequence in Theorem 5.1 and Yoneda.
Proposition 5.4. Let X be a scheme and F a sheaf of Z (ℓ) modules for the ℓ ′ pretopology equipped with a structure of transfers. Then for any i there is a canonical isomorphism
Proof. As in the Proposition 5.3 we need to show that if I is an injective object of Shv ℓ ′ (Cor(k)) then it is ℓ ′ acyclic. After the equivalence (Corollary 4.17) and Proposition 5.3 it is cdh acyclic. It has transfers so it is fpsℓ ′ acyclic (Lemma 4.5). Hence (Proposition 3.7, Proposition 2.7) it is ℓ ′ acyclic.
Theorem 5.5. Let F be a cdh sheaf of Z (ℓ) modules with transfers. Then the canonical morphism F ) is an isomorphism. Proof. It is a direct consequence of Proposition 5.3, Proposition 5.4, and Corollary 4.17.
The cd topology
The goal of this section is to prove Proposition 6.4 which gives a criteria for a structure of traces on F to pass to a structure of traces on the associated τ separated presheaf im(F → F τ ). We will be applying this result in a later section to F a Gersten sheaf (Definition 7.1) of Z (ℓ) modules and τ = cdh. To obtain this criteria, we discuss the cd topology (Definition 6.1), and show first that a structure of traces on F passes to F cd (Theorem 6.3).
Definition 6.1. Recall that the cd topology has as covers families of morphisms {U i → X} such that for each point x ∈ X there exists an i and a point u ∈ U i over x such that [k(u) : k(x)] = 1.
We collect here some easy properties of the cd topology.
Lemma 6.2.
1. For every scheme X the category Cov/X of cd covers of X has an initial object: {x → X} x∈X .
2. If F is a presheaf and F cd the associated cd sheaf, there is a canonical isomorphism of presheaves F cd (X) ∼ = x∈X F (x). The right hand side can also be written as (F • π)(X) where π : Sch → Sch is the idempotent endomorphism X → ∐ x∈X x.
3. A presheaf is cd separated if and only if for every scheme X the morphism
4. A presheaf is a cd sheaf if and only if for every scheme X the morphism
5. If F is fpsℓ ′ separated on schemes of dimension zero, then F cd is ℓ ′ separated.
6. F cd is homotopy invariant if and only if F cd = 0.
7. Every cd sheaf is acyclic for any topology coarser than the cd topology.
Proof. Only the last statement requires a proof. It is enough to show that theČech cohomology vanishes (Lemma 3.1). We will use Lemma 3.2 and the factorisation through π mentioned in part 2.
The inclusion functor θ : C → Sch from the category of integral schemes of dimension zero admits a right adjoint ι : X → ∐ x∈X x. Since it is a right adjoint, it preserves limits and hence fibre products. Note that C has fibre products because θ is fully faithful and we can calculate them as ι(θ(X) × θ(Y ) θ(Z)). Now any cd sheaf factors through ι : Sch → C (as mentioned above, the cd sheafification is F → F θι = F π). Now if p : U → X is a τ cover and τ is a topology coarser than the cd topology, then it is also a cd cover, and so for every point x of X there exists a point u of U over it with [k(u) : k(x)] = 1. A choice of such points is precisely a choice of a splitting s : ι(X) → ι(U ) in C. The splitting gives us a left inverse toȞ n (X/X, F ) →Ȟ n (U/X, F ) and the fact that it is a right inverse as well comes from applying Lemma 3.2 to the identity id ι(U) and the composition sι(p) : ι(U ) → ι(U ).
Theorem 6.3. Suppose that F is a presheaf with traces that satisfies (Tri1) ≤0 . Then there is a unique structure of traces on F cd such that F → F cd is a morphism of presheaves with traces.
Proof. Let f : Y → X be a flat, finite, surjective morphism. We have isomorphisms F cd (Y ) ∼ = y∈Y F (y) and F cd (X) ∼ = x∈X F (x) and we define a trace morphism y∈Y F (y) → x∈X F (x) as (s y ) → (t x ) where t x = y∈x×X Y m y f * s y and m y = length O x×X Y,y and we have used f for the induced morphisms y → x. We claim that these morphisms satisfy (Deg), (CdB), are functorial, and are compatible with the morphism F → F cd .
The degree formula. The axiom (Deg) is straightforward and needs only to be checked in the case where X = x has a unique reduced point. In this case X = Spec k and Y = Spec A where k is a field and A is a finite k-algebra we have A = ⊕A mi where the m i are the maximal ideals of A and so it follows directly from Lemma A.1 that we have the desired formula
The change of base formula. Now consider a cartesian square
is a point of X, then we have (CdB) by our definition. To check that two sections in F cd (W ) agree it is sufficient to check them on each point w ∈ W and so to prove (CdB) in general, it suffices to consider the case when W is a dimension zero reduced scheme. In this case, W → X factors through the inclusion of a reduced point of X, and so we reduce to the case where W = w and X = x are both integral dimension zero schemes. By additivity we can assume that Y is connected.
Suppose for the moment that y = Y is integral. The presheaf F satisfies (Tri1) on schemes of dimension zero, the trace morphisms we have defined on F cd satisfy (Tr1), and F → F cd is an isomorphism on integral schemes of dimension zero. The property (CdB) in this case follows from Lemma 4.9 now. Now we return to the case where Y is not necessarily reduced. Consider the morphisms h :
By what we have just discussed (the property (CdB) when Y is reduced and the property (Tri1)) to prove (CdB) for the square in question it remains to show that g * = length O Y,y h * i * . This follows from Lemma 4.10 and Lemma A.3.
Functoriality. We need to show that if
→ x is a pair of composable flat, finite, surjective morphisms, and x is a integral dimension zero scheme, then Compatibility with F → F cd . By (CdB) it suffices to consider morphisms Y → x where x is a integral scheme of dimension zero. We can also assume that Y is connected by additivity. Clearly F → F cd is compatible with traces when Y is also reduced. Due to the hypothesis that F (Y ) → F (Y red ) is an isomorphism on dimension zero schemes, the presheaf F satisfies (Tri1) on dimension zero schemes (Lemma 4.8) and we have already noticed that the trace morphisms we have defined on F cd satisfy (Tri1), so we are done.
Proposition 6.4. Suppose that F is a presheaf with traces that satisfies (Tri1) ≤0 , let τ be a topology strictly coarser than the cd topology (for example τ = cdh or N is), and suppose that F τ → F cd is a monomorphism. Then im(F → F τ ) has a unique structure of traces compatible with F → im(F → F τ ).
Proof. The kernel K of the epimorphism of presheaves F (X) → im(F → F τ )(X) is K(X) = {s ∈ F (X) such that s| X ′ = 0 for some τ cover X ′ → X}. It is enough to show that the trace morphisms of F preserve K. After Theorem 6.3, for any flat, finite, surjective morphism f : Y → X we have a commutative diagram
and so the result follows from the injectivity of F τ (X) → F cd (X).
Gersten presheaves
In this section we introduce the notion of a Gersten presheaf (Definition 7.1) to formalise the precise property of a homotopy invariant Nisnevich sheaves with transfers F that we will use to show that F cdh → F cd is a monomorphism. We also discuss a subsheaf rs F (Definition 7.7) of F cd and in the case where F is a Gersten presheaf of Z (ℓ) modules with traces on reduced schemes of dimension zero, we will recognise rs F as F ℓ ′ (Proposition 7.10). It follows from this that in this case, F cdh → F cd is a monomorphism (Corollary 7.11).
Definition 7.1. We will say that a presheaf is a Gersten presheaf if it is equipped with the following:
1. For every integral scheme x of dimension zero a group F −1 (x).
2. For every discrete valuation ring R a morphism ∂ R : F (η) → F −1 (s) where η and s are the open and closed points of Spec R, and we require that for every regular scheme, the sequence
is exact.
Remark 7.2. The notation F −1 (X) is very suggestive but at the moment we haven't asked for anything more than these be a class of groups. We don't ask for the structure of a presheaf, or that they are related to F in any way other than via the ∂ R .
Example 5. 2. The Nisnevich sheafification of algebraic K-theory is a Gersten presheaf. This is well known, and in fact, it also follows from the previous item after work of Deglise.
Lemma 7.3. Consider a triangle (1) such that the base is regular. If F is a Gersten presheaf then (Tri2) is satisfied. If moreover F (X) → F (X red ) is an isomorphism for X of dimension zero, then (Tri1) is satisfied too.
Proof. For regular schemes the pullback along the generic point is injective, and so we reduce to the dimension zero case, which is Lemma 4.8.
We will need the following version of fpsℓ ′ descent for presheaves with traces in our case. 
We will prove the following lemma in higher dimension very soon, its proof in higher dimensions is by reduction to the following dimension-less-than-orequal-to-one case.
Lemma 7.5. If F is a Gesten Nisnevich sheaf of Z (ℓ) modules with traces then F (X) → F ℓ ′ (X) is an isomorphism on regular schemes X of dimension less than or equal to one.
Remark 7.6. It was hoped that this lemma could be stated in the more general setting of refinable pretopologies discussed in Section 3. The regular schemes of dimension less than or equal to one are "points" for the cdp pretopology in the sense that every cdp cover of such a scheme is refinable by the trivial cover. → refinable, and Nisnevich sheaves with traces are also fpsℓ ′ sheaves, this suggests that a result as in the lemma could be true in this greater level of generality, but the Lemma 7.4 is used in an essential way, and it is not clear how to prove such a lemma using just the concepts of "points" (note Y × X Y → Y × X Y is not a cover for the Nisnevich or fpsℓ ′ topologies so even though it looks like there are hypercovers hiding there, they aren't).
Proof. We claim that for X regular of dimension ≤ 1 every cdp cover X ′ → X splits. Indeed, choose a lifting η ′ ∈ X ′ of the generic point η of X, consider its closure η ′ and normalise this. The resulting refinement (η ′ ) ∼ → X is a birational proper morphism between regular schemes of dimension ≤ 1. Consequently, it is an isomorphism.
Hence, every ℓ ′ cover is refinable by a cover of the form V
→ X where f is a Nisnevich cover and g is an fpsℓ ′ cover (Corollary 2.8). Since F is separated with respect to these classes of covers, the morphism
For each s ∈ F ℓ ′ (X) there exists a cover for which the restriction of s is in the image of F → F ℓ ′ and we can assume that it has the form mentioned above. We can even assume that V and U are regular schemes of dimension one (Lemma 2.12). Suppose that t ∈ F (V ) is a lifting of s| V . The section s| V is in the kernel of
is injective, and so t lifts to a section t ′ ∈ F (U ) (Lemma 7.4), which clearly, is a lift of s| U ∈ F ℓ ′ (U ). The same argument lifts t ′ to a section of F (X): the section s| U is in the kernel of F ℓ ′ (U ) → F ℓ ′ (U × X U ) and the scheme U × X U are regular of dimension one, and so since F → F ℓ ′ is injective on such schemes, t ′ is in the kernel of F (U ) → F (U × X U ); since F is a Nisnevich sheaf, we find a section t ′′ ∈ F (X) sent to s.
Definition 7.7. For any presheaf F we define now a subpresheaf of F cd . For each X let rs F (X) be the set of sections (s x ) ∈ x∈X F (x) such that for every i : Spec R → X morphism from a discrete valuation ring R there exists a section s ∈ F (Spec R) such that for the two points w of Spec R we have s R | w = s i(x) | w .
Proposition 7.8. The groups rs F (X) possess the following properties.
1. There are canonical factorisations F (X) → rs F (X) → F cd (X) for every scheme.
more or less written on the premise that things true for the cdp topology on regular dimension one schemes are true in general and if we new of the existence of such a conservative family it would conceptually simplify this section considerably. In [GL01] it is shown that valuation rings are points for the topology generated by the cdp and the Zariski topology and that such a conservative family always exists but the proof uses the quasi-compactness of the abstract Zariski-Riemann surface in an essential way and it is not clear if a similar proof is possible for the cdh topology.
4. The groups rs F form a subpresheaf of F cd .
Proof. 1. It follows immediately from functoriality that every section in the image of F → F cd is in rs F .
2. It follows immediately from Lemma 7.5 and the definitions.
3. It follows immediately from the previous part.
4. Let f : Y → X be a morphism of schemes. We must show that for every sections s = (s x ) ∈ rs F (X) the section f * (s x ) ∈ F cd (Y ) satisfies the criteria. Let i : Spec R → Y be a morphism. Via the composition Spec R → X we obtain a section s R ∈ F (Spec R) such that for the points j : w ∈ Spec R of Spec R we have j
and so the required property is satisfied.
Remark 7.9. It will follow from later results that if F is a Gesten Nisnevich sheaf of Z (ℓ) modules with traces then the structure of traces on F cd (Theorem 6.3) descends to a structure of traces on rs F . In fact, we could prove this directly as in the F cd case and remove the hypothesis that F be a Gersten Nisnevich sheaf if we could find some other way of proving the properties (Tri1) and (Tri2) for dimension one schemes.
Proposition 7.10. Suppose that F is a Gersten presheaf.
1. F (X) → rs F (X) is an isomorphism on regular schemes X.
2. If F is a Gersten Nisnevich sheaf of Z (ℓ) modules and has a structure of traces on schemes of dimension ≤ 1 then the canonical morphisms
are isomorphisms for X regular and the morphisms
are isomorphisms for all X.
Proof.
1. If X is a regular scheme, then F (X) → x∈X F (x) is obviously a monomorphism because F (X) → x∈X (0) F (x) is a monomorphism. Consider now a section that we want to lift (s x ) ∈ rs F (X). For every point of codimension one x ∈ X, the localisation O X,x is a discrete valuation ring. Let s OX,x be the section of F (Spec O X,x ) obtained via the criteria of rs F (X) and let η be the generic point of O X,x . By the Gersten exact sequence for O X,x , since s η lifts to a section of Spec O X,x , the image of s η in F −1 (x) is zero. But this is true for every point of codimension one, and so by the Gersten exact sequence for X the section (s η ) η∈X (0) lifts to a section s ∈ F (X) such that s| η = s η . We claim that s| x = s x for all points of X and we prove it by induction on the codimension.
Suppose that it is true for points of codimension less than n and let x be a point of codimension n. Then as a result of the regularity of the local ring O X,x there exists a discrete valuation ring R and a morphism Spec R → X such that the image of the closed point is x and the image of the open point is a point y of codimension n − 1 (in fact due to the existence of a regular sequence in the local ring, we can choose R such that the morphism induces an isomorphism on residue fields). By the criteria of rs F there is a section s R ∈ F (Spec R) whose restrictions to y and x agree with s y and s x . Hence, the restriction of s| Spec R to y agrees with s R | y . But F (Spec R) → F (y) is injective by the Gysin sequence, and so s| Spec R = s R . But this implies that s| x = s R | x and by construction this is s x .
2. Injectivity: First we will show that F ℓ ′ (X) → rs F (X) is injective for all X. Note that this is enough to deduce the isomorphisms on regular schemes. Suppose that s ∈ ker(F ℓ ′ (X) → rs F (X)). There exists an ℓ
is injective and so s| X ′ = 0 and hence s = 0.
Surjectivity: Let X be a scheme and X ′ → X an ℓ ′ cover with X ′ regular, and X ′′ → X ′ × X X ′ an ℓ ′ cover with X ′′ regular. We have seen that F ℓ ′ → rs F is an isomorphism on regular schemes and so we have a canonical isomorphism ker(
). Every element s ∈ rs F (X) induces s| X ′ ∈ ker(rs F (X ′ ) → rs F (X ′′ )) and due to the isomorphism we can lift it to an element of ker(F ℓ ′ (X ′ ) → F ℓ ′ (X ′′ )) and hence we obtain an element t ∈ F ℓ ′ (X) which agrees with s in rs F (X ′ ). Now rs F is a subsheaf of F cd and F cd is a ℓ ′ separated (Lemma 6.2(5)) and hence rs F is ℓ ′ separated so t agrees with s in rs F (X).
Corollary 7.11. If F is a Gersten Nisnevich sheaf of Z (ℓ) modules and has a structure of traces, then F cdh → F cd is a monomorphism.
Proof. Since F has traces, F is fpsℓ ′ separated (Lemma 4.5) and so F cdh is l ′ separated (Proposition 3.8, Proposition 2.7). That is, the morphism F cdh → F ℓ ′ is a monomorphism. Proposition 7.10 says that F ℓ ′ → F cd is a monomorphism, hence F cdh → F cd is a monomorphism.
Comparison of cdh and ℓ ′ sheafifications
In this section we apply all the previous material.
Theorem 8.1. Let F be a Gersten Nisnevich sheaf of Z (ℓ) modules on Sch(k) with a structure of traces that satisfies (Tri1) ≤0 . Then F cdh = F ℓ ′ .
Proof. The morphsim F cdh → F cd is a monomorphism (Corollary 7.11). The structure of traces on F descends to a structure of traces on the associated cdh separated presheaf im(F → F cdh ) (Proposition 6.4). It follows that that F cdh = F ℓ ′ (Proposition 3.8, Proposition 2.7).
Corollary 8.2. Let F be a Gersten Nisnevich sheaf of Z (ℓ) modules on Sch(k) such that F has a structure of traces and F | Sm(k) has a structure of transfers. Then F cdh has a canonical structure of presheaf with transfers.
Proof. Consider the left Kan extension a tr : P Sh(SmCor(k)) → P Sh(Cor(k)). The presheaf a tr (F | SmCor(k) ) has transfers and so its cdh sheafification does as well (Theorem 5.1)
As a consequence, it is a sheaf for the ℓ ′ pretopology (Lemma 4.15, Lemma 4.5)
The ℓ ′ sheafification functor commutes with the functor of restriction to smooth schemes (−) ℓ ′ | Sm(k)) = (−| Sm(k)) ) ℓ ′ and since SmCor(k) → Cor(k) is a full embedding, we have (a tr (−))| SmCor(k) = id SmCor(k) . These two facts together give
But after Gabber, Shv ℓ ′ (Sch(k)) → Shv ℓ ′ (Sm(k)) is conservative and so (a tr F | SmCor(k) ) ℓ ′ = F ℓ ′ .
Hence, F ℓ ′ has a structure of transfers. To finish we use the canonical isomorphism (Theorem 8.1) F cdh ∼ = F ℓ ′ and so F cdh is a presheaf with transfers.
Corollary 8.3. Let F be a homotopy invariant Gersten Nisnevich sheaf of Z (ℓ) modules on Sch(k) with a structure of traces. Then F cdh is homotopy invariant.
Proof. We have seen that on regular schemes F (X) ∼ = F ℓ ′ (X) (Proposition 7.10). Hence, F ℓ ′ restricted to regular schemes is homotopy invariant, and since every scheme has a regular ℓ ′ cover (Lemma 2.10) it is straight-forward that this implies homotopy invariance of F ℓ ′ . To conclude we apply Theorem 8.1.
Theorem 8.4. If F is a presheaf of Z (ℓ) modules with a structure of traces on Sch/k and F | Sm/k is a homotopy invariant presheaf with transfers, then 1.7.3]). The change of base formula follows. Functoriality for KH happens for the same reason that the KH n are contravariantly functorial, so we are left with (Deg). Because we are dealing with the Nisnevich sheafifications, it is sufficient to consider the case of a flat, finite, surjective morphism f : Y → X such that X is a henselian scheme. In particular, X is local and so O Y is a free O X modules and we are reduced to proving that the operation of A → A ⊕ A on P erf (X) induces a → 2a in KH n . This can be derived from [TT90, 1.7.3] (let F ′ , F ′′ be the identities, F = − ⊕ −, and the natural transformations be the inclusion in one component, and projection to the other).
To finish we want to show that (KH n ) N is | Sm/k are homotopy invariant Nisnevich sheaves with transfers. Recall that the KH n are representable in the stable homotopy category SH(k) (for example [Cis10] although since we are dealing with schemes that are smooth over our perfect base field and KH n = K n on regular schemes, we could also use the statement that appears in [MV99] ). The structure of homotopy invariant Nisnevich sheaf with transfers is a result of the Deglise-Morel theorem [Dég10, 1.3.4].
Definition 9.3. For E a presheaf of S 1 spectra and τ a pretopology with enough points we denote by H τ (−, E) the Godement-Thomason construction [Tho85, 1.33].
Theorem 9.4 ([Cis10]
). The presheaf of S 1 spectra KH satisfies cdh descent. That is, KH ∼ = H cdh (−, KH) via the canonical morphism.
Theorem 9.5. Let k be a perfect field and X a scheme essentially of finite type over k. Then KH n ⊗ Z[ and after Proposition 9.2, Theorem 5.5, and Theorem 8.4 this spectral sequence is isomorphic to
Now since every scheme admits a regular ℓ ′ hypercover (Lemma 2.10) the sheaf KH q (−) ℓ ′ ⊗Z (ℓ) vanishes for q < 0, and is canonically isomorphic to the constant sheaf Z for q = 0. Also, the cdh cohomological dimension of X is less than or equal to d [SV00a, 12.5]. Therefore, the groups E 
A Some local algebra
We will use frequently the following lemma.
Lemma A.1. Suppose that A is a finite local k algebra. Then dim k A = length A dim k A red .
In geometric terms, if f : Y = Spec A → Spec k = X and y is the point of Y then we have deg f = length O Y,y deg f red .
Proof. This assertion is a consequence of the non-canonical isomorphism of kalgebras A ∼ = ⊕m i /m i+1 , and the observations that each m i /m i+1 is a A red vector space and dim A red ⊕m i /m i+1 = length A.
Lemma A.2. Suppose that k is a field, A is a finite local k algebra, B is a finite flat local A algebra, and m is the maximal ideal of A. Then length B = length A · length B/mB.
Proof. Let L = A/m and L ′ = B red . We have
= length A · length B/mB Lemma A.3. Let K/k be a field extension, A a finite local k algebra, and L = A red . Let p be a maximal ideal of A ⊗ k K and q the corresponding maximal ideal of L ⊗ k K. Then we have
Remark A.4. If K/k is purely inseparable there is a much shorter proof, and if K/k is separable then there is possibly a Galois argument. In any case it is very likely that there is a shorter more direct proof.
Proof. Suppose that
is a decomposition into local rings and
the corresponding decomposition. We claim that dim K B j = r dim K C j for some r that is independant of j. Assuming this claim, we have (where p j , q j are the maximal ideals of the local rings C j , B j as in the statement) and hence our result.
We will now prove that dim K B j = r dim K C j for some r that is independent of j. We choose an isomorphism of k vector spaces A ∼ = ⊕ i≥0 m i /m i+1 where m is the maximal ideal of A. There is an induced isomorphism of K vector spaces A ⊗ k K ∼ = ⊕ i≥0 (m i /m i+1 ) ⊗ k K and moreover, each component (m i /m i+1 ) ⊗ k K posses a canonical L ⊗ k K module structure, and these modules are free, say of rank r i (because the m i /m i+1 are free L-modules). The decomposition mentioned above L ⊗ k K ∼ = C 1 ⊕ · · · ⊕ C d induces a canonical decomposition of any L ⊗ k K module M , and if M is a free module, then the components of the decomposition are obviously also free C j modules of the same rank. Applying this to the L ⊗ k K modules (m i /m i+1 ) ⊗ k K we have a decomposition
from which the claim follows.
