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AN OPERATOR THEORETIC APPROACH TO
NONPARAMETRIC MIXTURE MODELS
By Robert Vandermeulen∗ and Clayton Scott‡
University of Michigan: Electrical and Computer Engineering∗‡, Statistics‡
When estimating finite mixture models, it is common to make as-
sumptions on the mixture components, such as parametric assump-
tions. In this work, we make no distributional assumptions on the
mixture components and instead assume that observations from the
mixture model are grouped, such that observations in the same group
are known to be drawn from the same mixture component. We pre-
cisely characterize the number of observations n per group needed
for the mixture model to be identifiable, as a function of the number
m of mixture components. In addition to our assumption-free anal-
ysis, we also study the settings where the mixture components are
either linearly independent or jointly irreducible. Furthermore, our
analysis considers two kinds of identifiability – where the mixture
model is the simplest one explaining the data, and where it is the
only one. As an application of these results, we precisely characterize
identifiability of multinomial mixture models. Our analysis relies on
an operator-theoretic framework that associates mixture models in
the grouped-sample setting with certain infinite-dimensional tensors.
Based on this framework, we introduce general spectral algorithms
for recovering the mixture components and illustrate their use on a
synthetic data set.
1. Introduction. A finite mixture model P is a probability measure
over a space of probability measures where P ({µi}) = wi > 0 for some finite
collection of probability measures µ1, . . . , µm and
∑m
i=1 wi = 1. A realization
from this mixture model first randomly selects some mixture component
µ ∼ P and then draws from µ. Mixture models have seen extensive use in
statistics and machine learning.
A central theoretical question concerning mixture models is that of identi-
fiability. A mixture model is said to be identifiable if there is no other mixture
model that defines the same distribution over the observed data. Classi-
cally mixture models were concerned with the case where the observed data
X1,X2, . . . are iid withXi distributed according to some unobserved random
measure µi with µi
iid∼ P. This situation is equivalent to Xi iid∼
∑m
j=1wjµj. If
we impose no restrictions on the mixture components µ1, . . . , µm one could
easily concoct many choices of µj and wj which yield an identical distribu-
tion on Xi. Because of this, most previous work on identifiability assumes
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some sort of structure on µ1, . . . , µm, such as Gaussianity [3, 7, 30]. In this
work we consider an alternative scenario where we make no assumptions
on µ1, . . . , µm and instead have access to groups of samples that are known
to come from the same component. We will call these groups of samples
“random groups.” Mathematically a random group is a random element Xi
where Xi = (Xi,1, . . . ,Xi,n) with Xi,1, . . . ,Xi,n
iid∼ µi and µi iid∼ P.
In this paper we show that every mixture model with m components is
(2m − 1)-identifiable and 2m-determined. Furthermore we show that any
mixture model with linearly independent components is 3-identifiable and
4-determined, and any mixture model with jointly irreducible components
is 2-determined. These results, presented in Section 4, hold for any mix-
ture model over any space and cannot be improved. The operator theoretic
framework underlying our analysis is presented in Section 5, and the proofs
our our main results appear in Section 6. In Section 7, we apply our main
results to demonstrate some new and old results on the identifiability of
multinomial mixture models. Section 8 describes and analyzes a spectral
algorithm for the recovery of the mixture components and weights, and ex-
perimental results on simulated data are presented in Section 9. Related
work, the problem formulation, and a concluding discussion are offered in
Sections 2, 3, and 10, respectively.
This paper contains and greatly expands on the results in our other work
[29]. Consequently there is some amount of overlap with this paper and [29].
2. Previous Work. In classical mixture model theory identifiability
is achieved by making assumptions about the mixture components. Some
assumptions which yield identifiability are Gaussian or binomial mixture
components [7, 27]. If one makes no assumptions on the mixture components
then one must leverage some other type of structure in order to achieve iden-
tifiability. An example of such structure exists in the context of multiview
models. In a multiview model samples have the form Xi = (Xi,1, . . . ,Xi,n)
and the distribution of Xi is defined by
∑m
i=1wi
∏n
j=1 µ
j
i . In [1] it was shown
that if µji are probability distributions on R with µ
j
1, . . . , µ
j
m linearly inde-
pendent for all j and n ≥ 3, then the model is identifiable.
The setting which we investigate is a special case of the multiview model
where µji = µ
j′
i for all i, j, j
′. If the sample space of the µi is finite then
this problem is exactly the topic modelling problem with a finite number
of topics and one topic for each document. In topic modelling each µi is
a “topic” and the sample space is a finite collection of words. This setting
is well studied and it has been shown that one can recover the true top-
ics provided certain assumptions on the topics are satisfied [1, 2, 4]. This
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problem was studied for arbitrary topics in [25]. In this paper the authors in-
troduce an algorithm that recovers any mixture of m topics provided 2m−1
words per document. They also show, in a result analogous to our own,
that this 2m− 1 value cannot be improved. Our proof techniques are quite
different than those used in [25], hold for arbitrary sample spaces, and are
less complex. In Lemma 7.1 we show that, when restricted to categorical
spaces, the grouped sample setting introduced in this paper is equivalent
to a multinomial mixture model. Fundamental bounds on the identifiability
of multinomial mixture models can be found in [17, 10]. We will reproduce
these results (and develop some new results) using techniques developed in
this paper. Additional connections to previous work are given later.
3. Problem Setup. We treat this problem in a general setting. For
any measurable space we define δx as the Dirac measure at x. For Υ a set,
σ-algebra, or measure, we denote Υ×a to be the standard a-fold product
associated with that object. Let N be the set of integers greater than or
equal to zero and N+ be the integers strictly greater than 0. For k ∈ N+, we
define [k] , N+ ∩ [1, k]. Let Ω be a set containing more than one element.
This set is the sample space of our data. Let F be a σ-algebra over Ω.
Assume F 6= {∅,Ω}, i.e. F contains nontrivial events. We denote the space
of probability measures over this space as D (Ω,F), which we will shorten
to D. We will equip D with the σ-algebra 2D so that each Dirac measure
over D is unique. Define ∆ (D) , span ({δx : x ∈ D}). This is the ambient
space where our mixtures of probability measures live. Let P =
∑m
i=1wiδµi
be a probability measure in ∆ (D). Let µ ∼ P and X1, . . . ,Xn iid∼ µ. Here
X is a random group sample, which was described in the introduction. We
will denote X = (X1, . . . ,Xn).
We now derive the probability law of X. Let A ∈ F×n. Letting P reflect
both the draw of µ ∼ P and X1, . . . ,Xn iid∼ µ, we have
P (X ∈ A) =
m∑
i=1
P (X ∈ A|µ = µi)P (µ = µi)
=
m∑
i=1
wiµ
×n
i (A) .
The second equality follows from Lemma 3.10 in [15]. So the probability law
of X is
m∑
i=1
wiµ
×n
i .
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We want to view the probability law ofX as a function of P in a mathemati-
cally rigorous way, which requires a bit of technical buildup. Let Q ∈ ∆(D).
From the definition of ∆ (D) it follows that Q admits the representation
Q =
r∑
i=1
αiδνi .
From the well-ordering principle there must exist some representation with
minimal r and we define this r as the order of Q. We can show that the
minimal representation of any Q ∈ ∆(D) is unique up to permutation of
its indices.
Lemma 3.1. Let Q ∈ ∆(D) and admit minimal representations Q =∑r
i=1 αiδνi =
∑r
j=1 α
′
jδν′j . There exists some permutation ψ : [r]→ [r] such
that νψ(i) = ν
′
i and αψ(i) = α
′
i for all i.
Henceforth when we define an element of ∆ (D) with a summation we
will assume that the summation is a minimal representation.
Definition 3.1. We call P =
∑m
i=1wiδµi a mixture of measures if it is
a probability measure in ∆(D). The elements µ1, . . . , µm, are called mixture
components.
Any minimal representation of a mixture of measures P with m com-
ponents satisfies P =
∑m
i=1 wiδµi with wi > 0 for all i and
∑m
i=1wi = 1.
Hence any mixture of measures is a convex combination of Dirac measures
at elements in D.
For a measurable space (Ψ,G) we define M (Ψ,G) as the space of all
finite signed measures over (Ψ,G). We can now introduce the operator Vn :
∆ (D)→ M (Ω×n,F×n). For a minimal representation Q =∑ri=1 αiδνi , we
define Vn, with n ∈ N+, as
Vn(Q) =
r∑
i=1
αiν
×n
i .
This mapping is well defined as a consequence of Lemma 3.1. From this
definition we have that Vn (P) is simply the law of X which we derived
earlier. In the following definitions, two mixtures of measures are considered
equal if they define the same measure.
Definition 3.2. We call a mixture of measures, P, n-identifiable if
there does not exist a different mixture of measures P ′, with order no greater
than the order of P, such that Vn (P) = Vn (P
′).
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Definition 3.3. We call a mixture of measures, P, n-determined if
there exists no other mixture of measures P ′ such that Vn (P) = Vn (P ′).
Definition 3.2 and 3.3 are central objects of interest in this paper. Given a
mixture of measures, P =
∑m
i=1wiδµi then Vn(P) is equal to
∑m
i=1 wiµ
×n
i ,
the measure from which X is drawn. If P is not n-identifiable then we know
that there exists a different mixture of measures that is no more complex (in
terms of number of mixture components) than P which induces the same
distribution on X. Practically speaking this means we need more samples in
each random group X in order for the full richness of P to be manifested
in X. A stronger version of n-identifiability is n-determinedness where we
enforce the requirement that our mixture of measures be the only mixture
of measures (of any order) that admits the distribution on X.
A quick note on terminology. We use the term “mixture of measures”
rather than “mixture model” to emphasize that a mixture of measures should
be interpreted a bit differently than a typical mixture model. A “mixture
model” connotes a probability measure on the sample space of observed data
Ω, whereas a “mixture of measures” connotes a probability measure on the
sample space of the unobserved latent measures D.
4. Main Results. The first result is a bound on the n-identifiability of
all mixtures of measures with m or fewer components. This bound cannot
be uniformly improved.
Theorem 4.1. Let (Ω,F) be a measurable space. Mixtures of measures
with m components are (2m− 1)-identifiable.
Theorem 4.2. Let (Ω,F) be a measurable space with F 6= {∅,Ω}. For
all m ≥ 2, there exists a mixture of measures with m components that is not
(2m− 2)-identifiable.
The following lemmas convey the unsurprising fact that n-identifiability
is, in some sense, monotonic.
Lemma 4.1. If a mixture of measures is n-identifiable then it is q-
identifiable for all q > n.
Lemma 4.2. If a mixture of measures is not n-identifiable then it is not
q-identifiable for any q < n.
Viewed alternatively these results say that n = 2m − 1 is the smallest
value for which Vn is injective over the set of mixtures of measures with m
or fewer components.
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We also present an analogous bound for n-determinedness. This bound
also cannot be improved.
Theorem 4.3. Let (Ω,F) be a measurable space. Mixtures of measures
with m components are 2m-determined.
Theorem 4.4. Let (Ω,F) be a measurable space with F 6= {∅,Ω}. For
all m, there exists a mixture of measures with m components that is not
(2m− 1)-determined.
Again n-determinedness is monotonic in the number of samples per group.
Lemma 4.3. If a mixture of measures is n-determined then it is q-
determined for all q > n.
Lemma 4.4. If a mixture of measures is not n-determined then it is not
q-determined for any q < n.
This collection of results can be interpreted in an alternative way. Con-
sider some pair of mixtures of measures P,P ′. If n ≥ 2m and either mixture
of measures is of order m or less, then Vn (P) = Vn (P
′) implies P = P ′.
Furthermore n = 2m is the smallest value of n for which the previous state-
ment is true for all pairs of mixtures of measures.
Our definitions of n-identifiability, n-determinedness, and their relation to
previous works on identifiability deserve a bit of discussion. Some previous
works on identifiability contain results related to what we call “identifiabil-
ity” and others contain results related what we call “determinedness.” Both
of these are simply called “identifiability” in these works. For example in
[30] it is shown that different finite mixtures of multivariate Gaussian distri-
butions will always yield different distributions, a result which we could call
“determinedness.” Alternatively, in [27] it is demonstrated that mixtures
of binomial distributions, with a fixed number of trials n for every mixture
component, are identifiable provided we only consider mixtures with m mix-
ture components and n ≥ 2m − 1. In this result allowing for more mixture
components may destroy identifiability and thus this is what we would call
an “identifiability” result. The fact that the value 2m − 1 occurs in both
the previous binomial mixture model result and Theorem 4.1 is not a coin-
cidence. We will demonstrate a new determinedness result for multinomial
mixtures models later in the paper, under the assumption that n ≥ 2m. We
will prove these results using Theorems 4.1 and 4.3. To our knowledge our
work is the first to consider both identifiability and determinedness.
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Finally we also include results that are analogous to previously shown re-
sults for the discrete setting. We note that our proof techniques are markedly
different than the previous proofs for the discrete case.
Theorem 4.5. If P =
∑m
i=1wiδµi is a mixture of measures where
µ1, . . . , µm are linearly independent then P is 3-identifiable.
This bound is tight as a consequence of Theorem 4.2 with m = 2 since
any pair of distinct measures must be linearly independent.
A version of this theorem was first proven in [1] by making use of Kruskal’s
Theorem [18]. Kruskal’s Theorem demonstrates that order 3 tensors over Rd
admit unique decompositions (up to scaling and permutation) given certain
linear independence assumptions. Our proof makes no use of Kruskal’s Theo-
rem and demonstrates that n-identifiability for linearly independent mixture
components need not be attached to the discrete version in any way. An effi-
cient algorithm for recovering linearly independent mixture components for
discrete sample spaces with 3 samples per random group is described in [2].
Interestingly, with one more sample per group, these mixtures of measures
become determined.
Theorem 4.6. If P =
∑m
i=1wiδµi is a mixture of measures where
µ1, . . . , µm are linearly independent then P is 4-determined.
This bound is tight as a result of Theorem 4.4 with m = 2.
Our final result is related to the “separability condition” found in [9]. The
separability condition in the discrete case requires that, for each mixture
component µi, there exists Bi ∈ F such that µi (Bi) > 0 and µj (Bi) = 0 for
all i 6= j. There exists a generalization of the separability condition, known
as joint irreducibility.
Definition 4.1. A collection of probability measures µ1, . . . , µm are said
to be jointly irreducible if
∑m
i=1 wiµi being a probability measure implies
wi ≥ 0.
In other words, any probability measure in the span of µ1, . . . , µm must be
a convex combination of those measures. It was shown in [6] that separability
implies joint irreducibility, but not visa-versa. In that paper it was also
shown that joint irreducibility implies linear independence, but the converse
does not hold.
Theorem 4.7. If P =
∑m
i=1wiδµi is a mixture of measures where
µ1, . . . , µm are jointly irreducible then P is 2-determined.
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A straightforward consequence of the corollary of Theorem 1 in [9] is that
any mixture of measures on a finite discrete space with jointly irreducible
components is 2-identifiable. The result in [9] is concerned with the unique-
ness of nonnegative matrix factorizations and Theorem 4.7, when applied
to a finite discrete space, can be posed as a special case of the result in [9].
In the context of nonnegative matrix factorization the result in [9] is sig-
nificantly more general than our result. In another sense our result is more
general since it applies to spaces where joint irreducibility and the separa-
bility condition are not equivalent. Furthermore [9] only implies that the
mixture of measures in Theorem 4.7 are identifiable. The determinedness
result is, as far as we know, totally new.
5. Tensor Products of Hilbert Spaces. Our proofs will rely heavily
on the geometry of tensor products of Hilbert spaces which we will introduce
in this section.
5.1. Overview of Tensor Products. First we introduce tensor products of
Hilbert spaces. To our knowledge there does not exist a rigorous construction
of the tensor product Hilbert space which is both succinct and intuitive.
Because of this we will simply state some basic facts about tensor products
of Hilbert spaces and hopefully instill some intuition for the uninitiated by
way of example. A thorough treatment of tensor products of Hilbert spaces
can be found in [14].
Let H and H ′ be Hilbert spaces. From these two Hilbert spaces the “sim-
ple tensors” are elements of the form h ⊗ h′ with h ∈ H and h′ ∈ H ′. We
can treat the simple tensors as being the basis for some inner product space
H0, with the inner product of simple tensors satisfying〈
h1 ⊗ h′1, h2 ⊗ h′2
〉
= 〈h1, h2〉
〈
h′1, h
′
2
〉
.
The tensor product of H and H ′ is the completion of H0 and is denoted
H⊗H ′. To avoid potential confusion we note that the notation just described
is standard in operator theory literature. In some literature our definition
of H0 is denoted as H ⊗H ′ and our definition of H ⊗H ′ is denoted H⊗̂H ′.
As an illustrative example we consider the tensor product L2 (R)⊗L2 (R).
It can be shown that there exists an isomorphism between L2 (R)⊗ L2 (R)
and L2(R2) that maps the simple tensors to separable functions [14], f⊗f ′ 7→
f(·)f ′(·). We can demonstrate this isomorphism with a simple example. Let
f, g, f ′, g′ ∈ L2 (R). Taking the L2(R2) inner product of f(·)f ′(·) and g(·)g′(·)
gives us
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∫ ∫ (
f(x)f ′(y)
) (
g(x)g′(y
)
)dxdy =
∫
f(x)g(x)dx
∫
f ′(y)g′(y)dy
= 〈f, g〉 〈f ′, g′〉
=
〈
f ⊗ f ′, g ⊗ g′〉 .
Beyond tensor product we will need to define tensor power. To begin we
will first show that tensor products are, in a certain sense, associative. Let
H1,H2,H3 be Hilbert spaces. Proposition 2.6.5 in [14] states that there is
a unique unitary operator, U : (H1 ⊗ H2) ⊗ H3 → H1 ⊗ (H2 ⊗ H3), that
satisfies the following for all h1 ∈ H1, h2 ∈ H2, h3 ∈ H3,
U ((h1 ⊗ h2)⊗ h3) = h1 ⊗ (h2 ⊗ h3) .
This implies that for any collection of Hilbert spaces, H1, . . . ,Hn, the Hilbert
space H1 ⊗ · · · ⊗Hn is defined unambiguously regardless of how we decide
to associate the products. In the space H1 ⊗ · · · ⊗ Hn we define a simple
tensor as a vector of the form h1 ⊗ · · · ⊗ hn with hi ∈ Hi. In [14] it is shown
that H1 ⊗ · · · ⊗ Hn is the closure of the span of these simple tensors. To
conclude this primer on tensor products we introduce the following notation.
For a Hilbert space H we denote H⊗n = H ⊗H ⊗ · · · ⊗H︸ ︷︷ ︸
n times
and for h ∈ H,
h⊗n = h⊗ h⊗ · · · ⊗ h︸ ︷︷ ︸
n times
.
5.2. Tensor Rank. A tool we will use frequently in our proofs is tensor
rank, which is similar to matrix rank.
Definition 5.1. Let h ∈ H⊗n where H is a Hilbert space. The rank of h
is the smallest natural number r such that h =
∑r
i=1 hi where hi are simple
tensors.
In an infinite dimensional Hilbert space it is possible for a tensor to have
infinite rank. We will only be concerned with finite rank tensors.
5.3. Some Results for Tensor Product Spaces. We derive some technical
results concerning tensor product spaces that will be useful for the rest of
the paper. These lemmas are similar to or are straightforward extensions
of previous results which we needed to modify for our particular purposes.
Let (Ψ,G, γ) be a σ-finite measure space. We have the following lemma that
connects tensor power of a L2 space to the L2 space of the product measure.
Proofs of many of the lemmas in this paper are deferred to the appendix.
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Lemma 5.1. There exists a unitary transform U : L2 (Ψ,G, γ)⊗n →
L2 (Ψ×n,G×n, γ×n) such that, for all f1, . . . , fn ∈ L2 (Ψ,G, γ),
U (f1 ⊗ · · · ⊗ fn) = f1(·) · · · fn(·).
The following lemma is used in the proof of Lemma 5.1 as well as the
proof of Theorem 4.2.
Lemma 5.2. Let H1, . . . ,Hn,H
′
1, . . . ,H
′
n be a collection of Hilbert spaces
and U1, . . . , Un a collection of unitary operators with Ui : Hi → H ′i for all i.
There exists a unitary operator U : H1⊗· · ·⊗Hn → H ′1⊗· · ·⊗H ′n satisfying
U (h1 ⊗ · · · ⊗ hn) = U1(h1)⊗ · · · ⊗ Un(hn) for all h1 ∈ H1, . . . , hn ∈ Hn.
A statement of the following lemma for Rd can be found in [8]. We present
our own proof for the Hilbert space setting in the appendix.
Lemma 5.3. Let n > 1 and let h1, . . . , hn be elements of a Hilbert space
such that no elements are zero and no pairs of elements are collinear. Then
h⊗n−11 , . . . , h
⊗n−1
n are linearly independent.
The following lemma is a Hilbert space version of a well known property
for positive semi-definite matrices.
Lemma 5.4. Let h1, . . . , hm be elements of a Hilbert space. The rank of∑m
i=1 h
⊗2
i is the dimension of span ({h1, . . . , hm}).
6. Proofs of Theorems. With the tools developed in the previous
sections we can now prove our theorems. First we introduce one additional
piece of notation. For a function f on a domain X we define f×k as simply
the product of the function k times on the domain X×k, f(·) · · · f(·)︸ ︷︷ ︸
k times
. For
a set, σ-algebra, or measure the notation continues to denote the standard
k-fold product.
In these proofs we will be making extensive use of various L2 spaces.
These spaces will be equivalence classes of functions which are equal almost
everywhere with respect to the measure associated with that space. When
considering elements of these spaces, equality will always mean almost ev-
erywhere equality with respect to the measure associated with that space.
When performing integrals or other manipulations of elements in L2 spaces,
we will be performing operations that do not depend on the representative
of the equivalence class. The following lemma will be quite useful.
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Lemma 6.1. Let γ1 . . . , γm, π1 . . . , πl be probability measures on a mea-
surable space (Ψ,G), a1 . . . , am, b1, . . . bl ∈ R, and n ∈ N+. If
m∑
i=1
aiγ
×n
i =
l∑
j=1
bjπ
×n
j
then for all n′ ∈ N+ with n′ ≤ n we have that
m∑
i=1
aiγ
×n′
i =
l∑
j=1
bjπ
×n′
j .
Proof of Theorem 4.1. We proceed by contradiction. Suppose there
exist m, l ∈ N+ with l ≤ m such that there two different mixtures of mea-
sures P =
∑m
i=1 aiδµi 6= P ′ =
∑l
j=1 bjδνj , and
m∑
i=1
aiµi
×2m−1 =
l∑
j=1
bjν
×2m−1
j .
Clearly m > 1 otherwise we immediately arrive at a contradiction. By the
well-ordering principle there exists a minimalm such that the previous state-
ment holds. For that minimal m there exists a minimal l such that the pre-
vious statement holds. We will assume that the m and l are both minimal
in this way. This assumption implies that µi 6= νj for all i, j. To prove this
we will assume that there exists i, j such that µi = νj, and show that this
assumption leads to a contradiction. Without loss of generality we will as-
sume that µm = νl. We will consider the three cases where am = bl, am > bl,
and am < bl.
Case 1. If am = bl then we have that
m−1∑
i=1
ai
1− amµ
×2m−1
i =
l−1∑
j=1
bj
1− bl ν
×2m−1
and from Lemma 6.1 we have
m−1∑
i=1
ai
1− amµ
×2(m−1)−1
i =
l−1∑
j=1
bj
1− bl ν
×2(m−1)−1.
Setting P =
∑m−1
i=1
ai
1−am δµi and P
′ =
∑l−1
j=1
bj
1−bl δνj , we have that
V2(m−1)−1 (P) = V2(m−1)−1 (P ′) which contradicts the minimality of
m.
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Case 2. If am > bl then we have
m−1∑
i=1
ai
1− blµ
×2m−1
i +
am − bl
1− bl µ
×2m−1
m =
l−1∑
j=1
bj
1− bl ν
×2m−1
j
which contradicts the minimality of l by an argument similar to that
in Case 1.
Case 3 If am < bl we have that
m−1∑
i=1
ai
1− amµ
×2m−1
i =
l−1∑
j=1
bj
1− am ν
×2m−1
j +
bl − am
1− am ν
×2m−1
l .
Again we will use arguments similar to the one used in Case 1. If l = m
then swapping the mixtures associated with m and l gives us a pair of
mixtures of measures which violates the minimality of l. If l < m then
from Lemma 6.1 we have that
m−1∑
i=1
ai
1− amµ
×2(m−1)−1
i =
l−1∑
j=1
bj
1− am ν
×2(m−1)−1
j +
bl − am
1− am ν
×2(m−1)−1
l ,
which violates the minimality of m.
We have now established that µi 6= νj , for all i, j. We will use the following
lemma to embed the mixture components in a Hilbert space.
Lemma 6.2. Let γ1, . . . , γn be finite measures on a measurable space
(Ψ,G). There exists a finite measure π and non-negative functions f1, . . . , fn ∈
L1 (Ψ,G, π) ∩ L2 (Ψ,G, π) such that, for all i and all B ∈ G
γi(B) =
∫
B
fidπ.
From Lemma 6.2 there exists a finite measure ξ and non-negative func-
tions p1, . . . , pm, q1, . . . , ql ∈ L1 (Ω,F , ξ) ∩ L2 (Ω,F , ξ) such that, for all
B ∈ F , µi(B) =
∫
B
pidξ and νj(B) =
∫
B
qjdξ for all i, j. Clearly no two
of these functions are equal (in the ξ-almost everywhere sense). If one of the
functions were a scalar multiple of another, for example p1 = αp2 for some
α 6= 1, it would imply
µ1 (Ω) =
∫
p1dξ =
∫
αp2dξ = α.
This is not true so no pair of these functions are collinear.
We can use the following lemma to extend this new representation to a
product measure.
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Lemma 6.3. Let (Ψ,G) be a measurable space, γ and π a pair of finite
measures on that space, and f a nonnegative function in L1 (Ψ,G, π) such
that, for all A ∈ G, γ (A) = ∫
A
fdπ. Then for all n, for all B ∈ G×n we have
γ×n (B) =
∫
B
f×ndπ×n.
Thus for any R ∈ F×2m−1 we have∫
R
m∑
i=1
aip
×2m−1
i dξ
×2m−1 =
m∑
i=1
aiµ
×2m−1
i (R)
=
l∑
j=1
bjν
×2m−1
j (R)
=
∫
R
l∑
j=1
bjq
×2m−1
j dξ
×2m−1.
The following lemma is a well known result in real analysis (Proposition 2.23
in [11]), but it is worth mentioning explicitly.
Lemma 6.4. Let (Ψ,G, γ) be a measure space and f, g ∈ L1 (Ψ,G, γ).
Then f = g γ-almost everywhere iff, for all A ∈ G, ∫
A
fdγ =
∫
A
gdγ.
From this lemma it follows that
m∑
i=1
aip
×2m−1
i =
l∑
j=1
bjq
×2m−1
j .
Applying the U−1 operator from Lemma 5.1 to the previous equation yields
m∑
i=1
aip
⊗2m−1
i =
l∑
j=1
bjq
⊗2m−1
j .
Since l +m ≤ 2m Lemma 5.3 states that
p⊗2m−11 , . . . , p
⊗2m−1
m , q
⊗2m−1
1 , . . . , q
⊗2m−1
l
are all linearly independent and thus ai = 0 and bj = 0 for all i, j, a contra-
diction.
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Proof of Theorem 4.2. To prove this theorem we will construct a pair
of mixture of measures, P 6= P ′ which both contain m components and
satisfy V2m−2 (P) = V2m−2 (P ′). From our definition of (Ω,F) we know
there exists F ∈ F such that F and FC are nonempty. Let x ∈ F and
x′ ∈ FC . It follows that δx and δx′ are different probability measures on
(Ω,F). The theorem follows from the next lemma. We will prove the lemma
after the theorem proof.
Lemma 6.5. Let (Ψ,G) be a measurable space and γ, γ′ be distinct prob-
ability measures on that space. Let ε1, . . . , εt be t ≥ 3 distinct values in [0, 1].
Then there exist β1, . . . , βt, a permutation σ : [t]→ [t], and l ∈ N+ such that
l∑
i=1
βi
(
εσ(i)γ +
(
1− εσ(i)
)
γ′
)×t−2
=
t∑
j=l+1
βj
(
εσ(j)γ +
(
1− εσ(j)
)
γ′
)×t−2
where βi > 0 for all i,
∑l
i=1 βi =
∑t
j=l+1 βj = 1, and l, t− l ≥
⌊
t
2
⌋
.
Let ε1, . . . , ε2m ∈ [0, 1] be distinct and let µi = εiδx + (1− εi) δx′ for
i ∈ [2m]. From Lemma 6.5 with t = 2m there exists a permutation σ :
[2m]→ [2m] and β1, . . . , β2m such that
m∑
i=1
βiµ
×2m−2
σ(i) =
2m∑
j=m+1
βjµ
×2m−2
σ(j) ,
with
∑m
i=1 βi =
∑2m
j=m+1 βj = 1 and βi > 0 for all i.
If we let P =
∑m
i=1 βiδµσ(i) and P
′ =
∑2m
j=m+1 βjδµσ(j) , we have that
V2m−2 (P) = V2m−2 (P ′) and P 6= P ′ since µ1, . . . , µ2m are distinct.
For the next proof we will introduce some notation. For a tensor U ∈
R
d1 ⊗ · · · ⊗ Rdl we define Ui1,...,il to be the entry in the [i1, . . . , il] location
of U .
Proof of Lemma 6.5. From Lemma 6.2, there exists a finite measure
π and non-negative functions f, f ′ ∈ L1 (Ψ,G, π) ∩ L2 (Ψ,G, π) such that,
for all A ∈ G, γ (A) = ∫
A
fdπ and γ′ (A) =
∫
A
f ′dπ.
Let H2 be the Hilbert space associated with the subspace in L
2 (Ψ,G, π)
spanned by f and f ′. Let (fi)ti=1 be non-negative functions in L
1(Ψ,G, π) ∩
L2(Ψ,G, π) with fi = εif + (1− εi) f ′. Clearly fi is a pdf over π for all
i and there are no pair in this collection which are collinear. Since H2
is isomorphic to R2 there exists a unitary operator U : H2 → R2. From
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Lemma 5.2 there exists a unitary operator Ut−2 : H⊗t−22 → R2⊗t−2, with
Ut−2 (h1 ⊗ · · · ⊗ ht−2) = U(h1) ⊗ · · · ⊗ U(ht−2). Because U is unitary it
follows that
Ut−2
(
span
({
h⊗t−2 : h ∈ H2
}))
= span
({
x⊗t−2 : x ∈ R2}) .
An order r tensor, Ai1,...,ir , is symmetric if Ai1,...,ir = Aiψ(1),...,iψ(r)for any
i1, . . . , ir and permutation ψ : [r]→ [r]. A consequence of Lemma 4.2 in [8]
is that span
({
x⊗t−2 : x ∈ R2}) ⊂ St−2(C2), the space of all symmetric order
t−2 tensors over C2. Complex symmetric tensor spaces will always be viewed
as a vector space over the complex numbers and real symmetric tensor spaces
will be always be viewed as a vector space over the real numbers.
From Proposition 3.4 in [8] it follows that the dimension of St−2
(
C
2
)
is(
2 + t− 2− 1
t− 2
)
= t− 1. From this it follows that dimSt−2 (R2) ≤ t− 1,
where St−2
(
R
2
)
is the space of all symmetric order t − 2 tensors over R2.
To see this consider some set of linearly dependent tensors x1, . . . , xr ∈
St−2
(
C
2
)
each containing only real valued entries, i.e. the tensors are in
St−2
(
R
2
)
. Then it follows that there exists c1, . . . , cr ∈ C such that
r∑
i=1
cixi = 0.
Let ℜ denote the real component when applied to an element of C, and the
real component applied entrywise when applied to a tensor. We have that
0 = ℜ
(
r∑
i=1
cixi
)
=
r∑
i=1
ℜ (cixi) =
r∑
i=1
ℜ (ci)xi.
Thus it follows that x1, . . . xr are linearly dependent in S
t−2 (
R
2
)
and thus
the dimensionality bound holds, dimSt−2
(
R
2
) ≤ t− 1.
From this we get that
dim
(
span
({
h⊗t−2 : h ∈ H2
})) ≤ t− 1.
The bound on the dimension of span
({
h⊗t−2 : h ∈ H2
})
implies that(
f⊗t−2i
)t
i=1
are linearly dependent. Conversely Lemma 5.3 implies that re-
moving a single vector from
(
f⊗t−2i
)t
i=1
yields a set of vectors which are
linearly independent. It follows that there exists (αi)
t
i=1 with αi 6= 0 for all
i and
t∑
i=1
αif
⊗t−2
i = 0.(1)
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There exists a permutation σ : [t]→ [t] such that ασ(i) < 0 for all i ∈ [l] and
ασ(j) > 0 for all j > l with l ≤
⌊
t
2
⌋
(ensuring that l ≤ ⌊ t2⌋ may also require
multiplying (1) by −1). This σ appears in the lemma statement, but for the
remainder of the proof we will simply assume without loss of generality that
αi < 0 for i ∈ [l] with l ≤
⌊
t
2
⌋
.
From this we have
l∑
i=1
−αif⊗t−2i =
t∑
j=l+1
αjf
⊗t−2
j .(2)
From Lemma 5.1 we have
l∑
i=1
−αif×t−2i =
t∑
j=l+1
αjf
×t−2
j
and thus ∫ l∑
i=1
−αif×t−2i dπ×t−2 =
∫ t∑
j=l+1
αjf
×t−2
j dπ
×t−2
⇒
l∑
i=1
−αi =
t∑
j=l+1
αj.
Let r =
∑l
i=1−αi. We know r > 0 so dividing both sides of (2) by r gives
us
l∑
i=1
−αi
r
f⊗t−2i =
t∑
j=l+1
αj
r
f⊗t−2j
where the left and the right side are convex combinations. Let (βi)
t
i=1 be
positive numbers with βi =
−αi
r
for i ∈ [l] and βj = αjr for j ∈ [t] \ [l]. This
gives us
l∑
i=1
βif
⊗t−2
i =
t∑
j=l+1
βjf
⊗t−2
j .(3)
We will now consider 3 cases for the value of t.
Case 1. If t = 3 then l = 1 and l, t− l ≥ ⌊ t2⌋ is satisfied.
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Case 2. If t is divisible by two then we can do the following,
l∑
i=1
βif
⊗ t
2
−1
i ⊗ f
⊗ t
2
−1
i =
t∑
j=l+1
βjf
⊗ t
2
−1
j ⊗ f
⊗ t
2
−1
j .
Consider the elements in the last equation as order two tensors in
L2 (Ψ,G, π)⊗ t2−1⊗L2 (Ψ,G, π)⊗ t2−1. From Lemma 5.3 and Lemma 5.4
we have that the RHS of the previous equation has rank at least t2 and
since l ≤ t2 it follows that l = t2 . Again we have that l, t− l ≥ ⌊ t2⌋.
Case 3. If t is greater than 3 and not divisible by 2 then we can apply
Lemma 5.1 to get∫
Ψ
l∑
i=1
βif
×t−3
i fi(x)dπ(x) =
∫
Ψ
t∑
j=l+1
βjf
×t−3
j fj(y)dπ(y)
⇒
l∑
i=1
βif
×t−3
i =
t∑
j=l+1
βjf
×t−3
j .
Applying Lemma 5.1 again we get
l∑
i=1
βif
⊗t−3
i =
t∑
j=l+1
βjf
⊗t−3
j
⇒
l∑
i=1
βif
⊗ t−1
2
−1
i ⊗ f
⊗ t−1
2
−1
i =
t∑
j=l+1
βjf
⊗ t−1
2
−1
j ⊗ f
⊗ t−1
2
−1
j .(4)
Recall that
⌊
t
2
⌋ ≥ l so we also have that⌊
t
2
⌋
− l ≥ 0
⇒ t
2
− l ≥ −1
2
⇒ t− l ≥ t− 1
2
.
From Lemma 5.3 and Lemma 5.4 we have that the RHS of (4) has rank
at least t−12 and thus l ≥ t−12 . From this we have that t − l, l ≥
⌊
t
2
⌋
once again.
So l, t− l ≥ ⌊ t2⌋ for any t ≥ 3. Applying Lemma 5.1 to (3) we have
l∑
i=1
βif
×t−2
i =
t∑
j=l+1
βjf
×t−2
j .
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From Lemma 6.3 we have
l∑
i=1
βi
(
εiγ + (1− εi) γ′
)×t−2
=
t∑
j=l+1
βj
(
εjγ + (1− εj) γ′
)×t−2
.
Proof of Theorem 4.3. Let P =
∑m
i=1 aiδµi and P
′ =
∑l
j=1 bjδνj be
mixtures of measures such that P ′ 6= P. We will proceed by contradiction.
Suppose that
∑m
i=1 aiµ
×2m
i =
∑l
j=1 bjν
×2m
j . From Theorem 4.1 we know
that P is 2m− 1-identifiable and therefore 2m-identifiable by Lemma 4.1.
It follows that l > m. From Lemma 6.2 there exists a finite measure ξ and
non-negative functions p1, . . . , pm, q1, . . . , ql ∈ L1 (Ω,F , ξ)∩L2 (Ω,F , ξ) such
that, for all B ∈ F , µi(B) =
∫
B
pidξ and νj(B) =
∫
B
qjdξ for all i, j. Using
Lemmas 6.3 and 6.4 we have
m∑
i=1
aip
×2m
i =
l∑
j=1
bjq
×2m
j .
By Lemma 5.1 we have
m∑
i=1
aip
⊗2m
i =
l∑
j=1
bjq
⊗2m
j ,
and therefore
m∑
i=1
aip
⊗m
i ⊗ p⊗mi =
l∑
j=1
bjq
⊗m
j ⊗ q⊗mj .
Consider the elements in the last inequality as tensors in L2 (Ω,F , ξ)⊗m ⊗
L2 (Ω,F , ξ)⊗m. Since no pair of vectors in p1, . . . , pm are collinear, from
Lemma 5.3 and Lemma 5.4 we know that the LHS has rank m. On the
other hand, no pair of vectors q1, . . . , ql are collinear either, so Lemma 5.3
says that there is a subset of
{
q⊗m1 , . . . , q
⊗m
l
}
which contains at least m+1
linearly independent elements. By Lemma 5.4 it follows that the RHS has
rank at least m+ 1, a contradiction.
Proof of Theorem 4.4. To prove this theorem we will construct a pair
of mixture of measures, P 6= P ′ which contain m and m + 1 components
respectively and satisfy V2m−1 (P) = V2m−1 (P ′). From our definition of
(Ω,F) we know there exists F ∈ F such that F,FC are nonempty. Let
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x ∈ F and x′ ∈ FC . It follows that δx and δx′ are different probability
measures on (Ω,F). Let ε1, . . . , ε2m+1 be distinct values in [0, 1]. Applying
Lemma 6.5 with t = 2m+ 1 and letting µi = εiδx + (1− εi) δx′ , there exists
a permutation σ : [2m+ 1] → [2m+ 1] and β1, . . . , β2m+1, with βi > 0 for
all i and
∑m
i=1 βi =
∑2m+1
j=m+1 βj = 1, such that
m∑
i=1
βiµ
×2m−1
σ(i) =
2m+1∑
j=m+1
βjµ
×2m−1
σ(j) .
If we let P =
∑m
i=1 βiδµσ(i) and P
′ =
∑2m+1
j=m+1 βjδµσ(j) , we have that
V2m−1 (P) = V2m−1 (P ′).
To prove the remaining theorems we will need to make use of bounded
linear operators on Hilbert spaces. Given a pair of Hilbert spaces H,H ′ we
define L(H,H ′) as the space of bounded linear operators from H to H ′. An
operator, T , is in this space if there exists a nonnegative number C such that
‖Tx‖H′ ≤ C ‖x‖H for all x ∈ H. The space of bounded linear operators is a
Banach space when equipped with the norm
‖T‖ , sup
x 6=0
‖Tx‖
‖x‖ .
We will also need to employ Hilbert-Schmidt operators which are a subspace
of the bounded linear operators.
Definition 6.1. Let H,H ′ be Hilbert spaces and T ∈ L (H,H ′). T is
called a Hilbert-Schmidt operator if
∑
x∈J ‖Tx‖2 < ∞ for an orthonormal
basis J ⊂ H. We denote the set of Hilbert-Schmidt operators in L (H,H ′)
by H S (H,H ′).
This definition does not depend on the choice of orthonormal basis: the
sum
∑
x∈J ‖T (x)‖2 will always yield the same value regardless of the choice
of orthonormal basis J .
The following properties of Hilbert-Schmidt operators will not be used
in the next proof, but they will be useful later. The set of Hilbert-Schmidt
operators is itself a Hilbert space when equipped with the inner product∑
x∈J
〈Tx, Sx〉
where J is an orthonormal basis. Again this value does not depend on the
choice of J . The Hilbert-Schmidt norm will be denoted as ‖·‖
H S
and the
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standard operator norm will have no subscript. There is a well known bound
relating the two norms: for a Hilbert-Schmidt operator T we have that
‖T‖ ≤ ‖T‖
H S
.
Proof of Theorem 4.5. Let P =
∑m
i=1 aiδµi be a mixture of measures
with linearly independent components. Let P ′ =
∑l
j=1 bjδνj be a mixture
of measures with V3(P) = V3(P
′) and l ≤ m. From Lemma 6.2 there
exists a finite measure ξ and non-negative functions p1, . . . , pm, q1, . . . , ql ∈
L1 (Ω,F , ξ) ∩ L2 (Ω,F , ξ) such that, for all B ∈ F , ∫
B
pidξ = µi(B) and∫
B
qjdξ = νj (B) for all i, j. Using Lemma 6.1, 6.3 , and 6.4 as we did in the
previous theorem proofs it follows that
m∑
i=1
aip
×2
i =
l∑
j=1
bjq
×2
j .
From Lemma 5.1 we have
m∑
i=1
aip
⊗2
i =
l∑
j=1
bjq
⊗2
j .
By Lemma 5.4 we now know that the rank of the LHS of the previous
equation is m and thus thus l = m and q1, . . . , qm are linearly independent.
We will now show that qj ∈ span ({p1, . . . , pm}) for all j. Suppose that
qt /∈ span ({p1, . . . , pm}). Then there exists z ∈ L2 (Ω,F , ξ) such that z ⊥
p1, . . . , pm but z 6⊥ qt. Now we have
m∑
i=1
aip
⊗2
i =
m∑
j=1
bjq
⊗2
j
⇒
〈
m∑
i=1
aipi ⊗ pi, z ⊗ z
〉
=
〈
m∑
j=1
bjqj ⊗ qj, z ⊗ z
〉
⇒
m∑
i=1
ai 〈pi ⊗ pi, z ⊗ z〉 =
m∑
j=1
bj 〈qj ⊗ qj , z ⊗ z〉
⇒
m∑
i=1
ai 〈pi, z〉2 =
m∑
j=1
bj 〈qj, z〉2 .
We know that the LHS of the last equation is zero but the RHS is not, a
contradiction.
We will find the following well known property of tensor products to be
useful for continuing the proof ([14] Proposition 2.6.9).
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Lemma 6.6. Let H,H ′ be Hilbert spaces. There exists a unitary operator
U : H⊗H ′ → H S (H,H ′) such that, for any simple tensor h⊗h′ ∈ H⊗H ′,
U (h⊗ h′) = 〈h, ·〉 h′.
Because p1, . . . , pm are linearly independent we can do the following: for
each k ∈ [m] let zk ∈ span ({p1, . . . , pm}) be such that zk ⊥ {pi : i 6= k}
and 〈zk, pk〉 = 1. By considering elements of L2 (Ω,F , ξ)⊗3 as elements of
L2 (Ω,F , ξ) ⊗ L2 (Ω,F , ξ)⊗2, we can use Lemma 6.6 to transform elements
in L2 (Ω,F , ξ)⊗3 into elements of H S
(
L2 (Ω,F , ξ) , L2 (Ω,F , ξ)⊗2
)
,
m∑
i=1
aip
⊗3
i =
m∑
j=1
bjq
⊗3
j
⇒
m∑
i=1
aip
⊗2
i 〈pi, ·〉 =
m∑
j=1
bjq
⊗2
j 〈qj, ·〉 .
It now follows that
m∑
i=1
aip
⊗2
i 〈pi, zk〉 =
m∑
j=1
bjq
⊗2
j 〈qj, zk〉
⇒ akp⊗2k =
m∑
j=1
bjq
⊗2
j 〈qj, zk〉 .
Using Lemma 6.6 we have
akpk 〈pk, ·〉 =
m∑
j=1
bj 〈qj, zk〉 qj 〈qj, ·〉 .(5)
The LHS of (5) is a rank one operator and thus the RHS must have exactly
one nonzero summand, since q1, . . . , qm are linearly independent. Let ϕ :
[m]→ [m] be a function such that, for all k,
akp
⊗2
k =
〈
qϕ(k), zk
〉
bϕ(k)q
⊗2
ϕ(k).
From Lemma 6.3 we have
akµ
×2
k =
〈
qϕ(k), zk
〉
bϕ(k)ν
×2
ϕ(k),
for all k. By Lemma 6.1 we have that akµk =
〈
qϕ(k), zk
〉
bϕ(k)νϕ(k) for all k
and thus µk = νϕ(k) since µk and νϕ(k) are collinear probability measures.
22 VANDERMEULEN AND SCOTT
Because µi 6= µj for all i, j we have that ϕ must be a bijection. Let σ = ϕ−1.
By Lemma 6.1 we have that
m∑
i=1
aiµi =
m∑
j=1
bjµσ(j).
Since µ1, . . . , µm are linearly independent the last equation only has one
solution for b1, . . . , bm, which is bk = aσ(k), for all k. Thus
P
′ =
m∑
i=1
aσ(i)δµσ(i)
which is equal to P.
Proof of Theorem 4.6. Let P =
∑m
i=1 aiδµi be a mixture of measures
with linearly independent components. We will proceed by contradiction:
let P ′ =
∑l
j=1 bjδνj 6= P be a mixture of measures with V4(P) = V4(P ′).
From Theorem 4.1 we know that P is 3-identifiable. By Lemma 4.1 it follows
that P is 4-identifiable and thus l > m. From Lemma 6.2 there exists a finite
measure ξ and non-negative functions p1, . . . , pm, q1, . . . , ql ∈ L1 (Ω,F , ξ) ∩
L2 (Ω,F , ξ) such that, for all B ∈ F , ∫
B
pidξ = µi(B) and
∫
B
qjdξ = νj (B)
for all i, j.
Proceeding as we did in the proof of Theorem 4.5 we have that
m∑
i=1
aip
⊗4
i =
l∑
j=1
bjq
⊗4
j .
Suppose that there exists k such that νk /∈ span ({µ1, . . . , µm}). From this
it would follow that there exists z such that z ⊥ {p1, . . . , pm} and z 6⊥ qk.
Then we would have that〈
m∑
i=1
aip
⊗4
i , z
⊗4
〉
=
〈
l∑
j=1
bjq
⊗4
j , z
⊗4
〉
⇒
m∑
i=1
ai 〈pi, z〉4 =
l∑
j=1
bj 〈qj, z〉4 ,
but the LHS of the last equation is 0 and the RHS is positive, a contradiction.
Thus we have that qk ∈ span ({p1, . . . , pm}) for all k.
Since l > m and no pair of elements in q1, . . . , qm are collinear, there must
a vector in q1, . . . , ql which is a nontrivial linear combination of p1, . . . , pm.
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Without loss of generality we will assume that q1 =
∑m
i=1 cipi with c1
and c2 nonzero. By the linear independence of p1, . . . , pm there must ex-
ist vectors z1, z2 such that 〈z1, p1〉 = 1, z1 ⊥ {pi : i 6= 1}, 〈z2, p2〉 = 1, and
z2 ⊥ {pi : i 6= 2}. Now consider〈
m∑
i=1
aip
⊗4
i , z
⊗2
1 ⊗ z⊗22
〉
=
〈
l∑
j=1
bjq
⊗4
j , z
⊗2
1 ⊗ z⊗22
〉
⇒
m∑
i=1
ai 〈pi, z1〉2 〈pi, z2〉2 =
l∑
j=1
bj 〈qj, z1〉2 〈qj, z2〉2 .
The LHS of the last equation is 0 and the RHS is positive, a contradiction.
Proof of Theorem 4.7. Let P =
∑m
i=1 aiδµi be a mixture of measures
with jointly irreducible components. Consider a mixture of measures P ′ =∑l
j=1 bjδνj with V2(P) = V2(P
′). From Lemma 6.2 there exists a finite
measure ξ and non-negative functions p1, . . . , pm, q1, . . . , ql ∈ L1 (Ω,F , ξ) ∩
L2 (Ω,F , ξ) such that, for all B ∈ F , ∫
B
pidξ = µi(B) and
∫
B
qjdξ = νj (B)
for all i, j. From Lemmas 6.3 and 6.4 we have
m∑
i=1
aipi × pi =
l∑
j=1
bjqj × qj.
From Lemma 5.1 we have
m∑
i=1
aipi ⊗ pi =
l∑
j=1
bjqj ⊗ qj.(6)
Suppose for a moment that P ′ contains a mixture component which does
not lie in span ({µ1, . . . , µm}). Without loss of generality we will assume
that ν1 /∈ span ({µ1, . . . , µm}). Recall that joint irreducibility implies linear
independence so ν1, µ1, . . . , µm are a linearly independent set of measures
and thus q1, p1, . . . , pm are linearly independent. It follows that we can find
some z ∈ L2 (Ω,F , ξ) such that 〈z, q1〉 6= 0 and z ⊥ {pi : i ∈ [m]}. From (6)
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we have the following〈
m∑
i=1
aipi ⊗ pi, z ⊗ z
〉
=
〈
l∑
j=1
bjqj ⊗ qj, z ⊗ z
〉
⇒
m∑
i=1
ai 〈pi ⊗ pi, z ⊗ z〉 =
l∑
j=1
bj 〈qj ⊗ qj, z ⊗ z〉
⇒
m∑
i=1
ai 〈pi, z〉2 =
l∑
j=1
bj 〈qj, z〉2 .
All the summands on both sides of the last equation are nonnegative. By
our construction of z the LHS of the previous equation is zero and the first
summand on the RHS is positive, a contradiction. Thus, each component in
P ′ must lie in the span of the components of P.
Now we have, for all j, qj =
∑m
i=1 c
j
ipi. From joint irreducibility we have
that cji ≥ 0 for all i and j. Now suppose that there exists r, s, s′ such that
crs, c
r
s′ > 0. From the linear independence of p1, . . . , pm we can find a z such
that 〈ps, z〉 = 1 and z ⊥ {pq : q ∈ [m] \ {s}}. Applying Lemma 6.6 to (6) we
have
m∑
i=1
aipi 〈pi, ·〉 =
l∑
j=1
bjqj 〈qj, ·〉
⇒
m∑
i=1
aipi 〈pi, z〉 =
l∑
j=1
bjqj 〈qj, z〉
⇒ asps =
l∑
j=1
bj
[
m∑
t=1
cjtpt
]〈
m∑
u=1
cjupu, z
〉
⇒ asps =
l∑
j=1
bj
[
m∑
t=1
cjtpt
]
cjs
=
m∑
t=1
l∑
j=1
bjc
j
tc
j
spt
=
m∑
t=1
pt
l∑
j=1
bjc
j
tc
j
s.
Let αt =
∑l
j=1 bjc
j
tc
j
s for all t and note that each summand is nonnegative.
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Now we have
asps =
m∑
t=1
αtpt.
We know that αs′ > 0 since brc
r
sc
r
s′ > 0. This violates the linear independence
of p1, . . . , pm. Now we have that for all i there exists j such that pi = qj. From
the minimality of the representation of mixtures of measures it follows that
l = m and without loss of generality we can assert that pi = qi for all i and
thus µi = νi for all i. Because p1, . . . , pm are linearly independent it follows
that p1⊗ p1, . . . , pm⊗ pm are linearly independent. We can show this by the
contrapositive, suppose p1 ⊗ p1, . . . , pm ⊗ pm are not linearly independent
then there exists a nontrivial linear combination such that
∑m
i=1 κipi⊗pi = 0.
Assume without loss of generality that κ1 6= 0. Applying Lemma 6.6 we get
that
m∑
i=1
κipi 〈pi, ·〉 = 0
⇒
m∑
i=1
κipi 〈pi, p1〉 = 0
⇒ κ1p1 ‖p1‖2L2 +
m∑
i=2
κipi 〈pi, p1〉 = 0
and thus p1, . . . , pm are not linearly independent.
Since p1⊗ p1, . . . , pm⊗ pm are linearly independent it follows that ai = bi
for all i and thus P = P ′.
7. Identifiability and Determinedness of Mixtures of Multino-
mial Distributions. Using the previous results we can show analogous
identifiability and determinedness results for mixtures of multinomial dis-
tributions. The identifiability of mixtures of multinomial distributions was
originally studied in [17] which contains a proof of Corollary 7.1 from this
paper. An alternative proof of this corollary can be found in [10]. These
results are analogous to identifiability results presented in this paper. Our
proofs use techniques which are very different from those used in [17, 10]. Our
techniques can also be used to prove a determinedness style result, Corollary
7.2, which we have not seen addressed elsewhere in the multinomial mixture
model literature.
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Central to the results in this section is Lemma 7.1 which establishes an
equivalence between the grouped sample setting and multinomial mixture
models. A sample from a multinomial distribution can be viewed as a to-
talling the outcomes from an iid sampling of a categorical distribution.
Consider some probability measure µ over a finite discrete space and let
X = (X1, . . . ,Xm) be a collection of m iid samples from µ. Here X has the
form of what we would call a “random group.” Because X contains iid sam-
ples no useful statistical information is contained in the order of the samples.
It follows that we can simply tally the number of results for each outcome
and not lose any useful statistical information. Lemma 7.1 formalizes this
intuition so that we can apply tools developed earlier in this paper to the
multinomial mixture model setting.
Before our proofs we must first introduce some definitions and notation.
Any multinomial distribution is completely characterized by positive inte-
gers n and q and a probability vector in Rq, p = [p1, . . . , pq]
T .The value q
represents the number of possible outcomes of a trial, p is the likelihood of
each outcome on a trial, and n is the number of trials. For whole numbers
k, l we define Ck,l =
{
x ∈ N×l :∑li=1 xi = k}. These are vectors of the form
[x1, . . . , xl]
T where
∑l
i=1 xi = k. Using the values n and q above, the multi-
nomial distribution is a probability measure over Cn,q. If Q is a multinomial
distribution with parameters n, p, q as defined above then its probability
mass function is
Q
({
[x1, . . . , xq]
T
})
=
n!
x1! · · · xq!p
x1
1 · · · pxqq
for x ∈ Cn,q. We will denote this measure as Qn,p,q. Let
M (n, q) , {Qn,p,q : p is a probability vector in Rq} ,
i.e. the space of all multinomial distributions with n and q fixed.
To show identifiability and determinedness of mixtures of multinomial dis-
tributions we will construct a linear operator Tn,q from span
(D (Cn,q, 2Cn,q))
to span
(
D
(
[q]×n , 2[q]
×n
))
and use it to show that non-identifiable mixtures
of multinomial distributions yield non-identifiable mixtures of measures. We
will also use Tn,q to show that non-determined mixtures of multinomial dis-
tributions yield non-determined mixtures of measures.
Since Cn,q is a finite set, the vector space of finite signed measures on(
Cn,q, 2
Cn,q
)
is a finite dimensional space and the set {δx : x ∈ Cn,q} is a
basis for this space. Note that {δx : x ∈ Cn,q} is the set of all point masses
on Cn,q, not vectors in the ambient space of Cn,q. Thus, to completely define
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the operator Tn,q, we need only define Tn,q (δx) for all x ∈ Cn,q. To this
end let x ∈ Cn,q. We define the function Fn,q : Cn,q → [q]×n as Fn,q (x) =
1×x1 × · · · × q×xq , where the exponents represent Cartesian powers. The
definition of Fn,q is a bit dense so we will do a simple example. Suppose
n = 6, q = 4 and x = [1, 0, 3, 2]T then Fn,q (x) = [1, 3, 3, 3, 4, 4]
T . Intuitively
the Fn,q operator undoes the totalling which transforms a collection of trials
from a categorical distribution into a draw from a multinomial distribuiton;
Fn,q returns these trials in nondecreasing order. Let Sn be the symmetric
group on n symbols. We define our linear operator as follows
Tn,q (δx) =
1
n!
∑
σ∈Sn
δσ(Fn,q(x)),
where σ is permuting the entries of Fn,q (x). This operator is similar to the
projection operator onto the set of order n symmetric tensors [8]. The follow-
ing lemma makes the crucial connection between the space of multinomial
distributions and the probability measures of grouped samples.
Lemma 7.1. Let Qn,p,q ∈ M (n, q), then
Tn,q (Qn,p,q) = Vn
(
δ∑q
i=1 piδi
)
.
Proof of Lemma 7.1. For brevity’s sake let Q = Tn,q (Qn,p,q) and R =
Vn
(
δ∑q
i=1 piδi
)
. Let y ∈ [q]×n be arbitrary. We will prove that Q({y}) =
R({y}) which, since y is arbitrary, clearly generalizes to Q = R. Let yˇ ∈ Cn,q
be the element such that yˇi = |{j : yj = i}| for all i, i.e. the ith index of yˇ
contains the number of times the value i occurs in y. From the definition of
Vn we have that
R({y}) =
(
q∑
i=1
piδi
)×n
({y}) =
n∏
i=1
pyi =
q∏
j=1
p
yˇj
j .
We define χ to be the indicator function, which is equal to 1 if its subscript
is true and 0 otherwise. Consider some z 6= yˇ. We have
Tn,q (δz) ({y}) = 1
n!
∑
σ∈Sn
δσ(Fn,q(z)) ({y})
=
1
n!
∑
σ∈Sn
χσ(Fn,q(z))=y.
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From our definition of Fn,q and yˇ it is clear that, there must exist some r
such that the number of entries of Fn,q(z) which equal r is different from
the number of indices of y which equal r. Because of this no permutation of
Fn,q(z) can equal y and thus Tn,q (δz) ({y}) = 0. From this it follows that
Tn,q (δz) ({y}) = 0 for all z 6= yˇ.
Now we will consider Tn,q (δyˇ) ({y}). Again we have
Tn,q (δyˇ) ({y}) = 1
n!
∑
σ∈Sn
χσ(Fn,q(yˇ))=y,
so we need only determine how many permutations of Fn,q (yˇ) are equal to y.
Basic combinatorics tells us that there are yˇ1! · · · yˇq! such permutations. The
coefficient of δyˇ inQn,p,q is
n!
yˇ1!···yˇq !p
yˇ1
1 · · · pyˇnn so we have thatQ({y}) = R({y})
by direct evaluation.
This lemma allows us to make some assertions about the identifiability of
mixtures of multinomial distributions.
In the following we will assume that all multinomial mixture models un-
der consideration have only nonzero summands and distinct components. In
the context of multinomial mixture models, a multinomial mixture model∑m
i=1 aiQn,pi,q is identifiable if it being equal to a different multinomial mix-
ture model,
m∑
i=1
aiQn,pi,q =
s∑
j=1
bjQn,rj,q,
with s ≤ m implies that s = m and there exists some permutation σ such
that ai = bσ(i) and Qn,pi,q = Qn,rσ(i),q for all i. The mixture model is deter-
mined if the previous statement holds without the restriction s ≤ m.
Multinomial mixture models are identifiable if the number of components
m and the number of trials in each component n satisfy n ≥ 2m− 1.
Corollary 7.1. Let m ∈ N+, n ≥ 2m − 1, and fix q ∈ N+. Let
Qn,p1,q, . . . , Qn,pm,q, Qn,r1,q, . . . , Qn,rs,q ∈ M (n, q) with Qn,p1,q, . . . , Qn,pm,q
distinct, Qn,r1,q, . . . , Qn,rs,q distinct, and s ≤ m. If
m∑
i=1
aiQn,pi,q =
s∑
j=1
bjQn,rj ,q
with ai > 0, bi > 0 for all i and
∑m
i=1 ai =
∑s
j=1 bj = 1, then s = m and
there exists some permutation σ such that ai = bσ(i) and pi = rσ(i).
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Alternatively this corollary says that, given two different finite mixtures
with components in M (n, q), one mixture with m components and the other
with s components, if n ≥ 2m− 1 and n ≥ 2s− 1 then the mixtures induce
different measures.
Proof of Corollary 7.1. We will proceed by contradiction and as-
sume that there exists two mixtures of the form above,
m∑
i=1
aiQn,pi,q =
s∑
j=1
bjQn,rj ,q
but s 6= m or s = m and there exists no permutation such that aiQn,pi,q =
bσ(i)Qn,rσ(i),q. If we apply Tn,q defined earlier, from Lemma 7.1 it follows
that
Vn
(
m∑
i=1
aiδ∑q
k=1 pi,kδk
)
= Vn
 s∑
j=1
bjδ∑q
l=1 rj,lδl
 .
We have that P =
∑m
i=1 aiδ
∑q
k=1 pi,kδk
and P ′ =
∑s
j=1 bjδ
∑q
l=1 rj,lδl
are mix-
tures of measures which are not n-identifiable. Our contradiction hypothesis
implies that P 6= P ′. From Lemma 4.2 we have that
V2m−1
(
m∑
i=1
aiδ∑q
k=1 pi,kδk
)
= V2m−1
 s∑
j=1
bjδ∑q
l=1 rj,lδl
 ,
which contradicts Theorem 4.1.
Additionally multinomial mixture models are determined if the number of
componentsm and the number of trials in each component n satisfy n ≥ 2m.
Corollary 7.2. Let n ≥ 2m and fix q ∈ N. Let Qn,p1,q, . . . , Qn,pm,q and
Qn,r1,q, . . . , Qn,rs,q be elements of M (n, q) with Qn,p1,q, . . . , Qn,pm,q distinct
and Qn,r1,q, . . . , Qn,rs,q distinct. If
m∑
i=1
aiQn,pi,q =
s∑
j=1
bjQn,rj ,q
with ai > 0, bi > 0 for all i and
∑m
i=1 ai =
∑m
j=1 bi = 1, then m = s and
there exists some permutation σ such that ai = bσ(i) and pi = rσ(i).
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The proof is almost identical to the proof of Corollary 7.1, so we will omit
it. Using these proof techniques one could establish additional identifiabil-
ity/determinedness style results for multinomial mixture models along the
lines of Theorems 4.5, 4.6, and 4.7. Furthermore it seems likely that one
could use the algorithm described in the next section or from [2, 4, 25] to
recover these components, using the transform Tn,q.
8. Algorithms. Here we will present a few algorithms for the recovery
of mixture components and proportions from data. The algorithms are quite
general and can be applied to any measurable space. Unfortunately, due to
the generality of the proposed algorithms, some of the implementation de-
tails are setting specific which makes in-depth theoretical analysis difficult.
As one concrete illustration, we will show consistency for categorical mea-
sures.
Let
∑m
i=1wiδµi be an arbitrary mixture of measures on some measur-
able space (Ω,F), which we are interested in recovering. Let p1, . . . , pm be
square integrable densities with respect to a dominating measure ξ, with∫
A
pidξ = µi (A) for all i ∈ [m] and A ∈ F . A measure ξ and densities
p1, . . . , pm satisfying these properties are guaranteed to exist as a conse-
quence of Lemma 6.2.
We will initially consider the situation where we have 2m samples per ran-
dom group and have access to the tensors
∑m
i=1 wip
⊗2m
i and
∑m
i=1 wip
⊗2m−2
i .
In a finite discrete space, estimating these tensors is equivalent to estimating
moment tensors of order 2m and 2m− 2. For measures over Rd dominated
by the Lebesgue measure, one could estimate these tensors using a kernel
density estimator in Rd(2m) and Rd(2m−2) using each sample group as a ker-
nel center. We will also assume that p1, . . . , pm have distinct norms. We will
need to introduce tensor products of bounded linear operators. The following
lemma is exactly proposition 2.6.12 from [14].
Lemma 8.1. Let H1, . . . ,Hn,H
′
1, . . . ,H
′
n be Hilbert spaces and let Ui ∈
L (Hi,H ′i) for all i ∈ [n]. There exists a unique
U ∈ L (H1 ⊗ · · · ⊗Hn,H ′1 ⊗ · · · ⊗H ′n) ,
such that U (h1 ⊗ · · · ⊗ hn) = U1 (h1)⊗· · ·⊗Un (hn) for all h1 ∈ H1, . . . , hn ∈
Hn.
Definition 8.1. The operator constructed in Lemma 8.1 is called the
tensor product of U1, . . . , Un and is denoted U1 ⊗ · · · ⊗ Un.
The following equality is mentioned in [14].
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Lemma 8.2. Let U1, . . . , Un be defined as in Lemma 8.1. Then
‖U1 ⊗ · · · ⊗ Un‖ = ‖U1‖ ‖U2‖ · · · ‖Un‖ .
Before we introduce the algorithms we will discuss an important point re-
garding computational implementation and Lemmas 6.6 and 8.1. For the re-
mainder of this paragraph we will assume that Euclidean spaces are equipped
with the standard inner product. Vectors in a space of tensor products of
Euclidean space, for example Rd1 ⊗ · · · ⊗Rds are easily represented on com-
puters as elements of Rd1×···×ds [8]. Linear operators from some Euclidean
tensor space to another can also be easily represented. Furthermore the
transformation in Lemma 6.6 and the construction of new operators from
Lemma 8.1 can be implemented in computers by “unfolding” the tensors
into matrices, applying common linear algebraic manipulations and “fold-
ing” them back into tensors. The inner workings of these manipulations are
beyond the scope of this paper and we refer the reader to [12] for details.
Practically speaking this means the manipulations mentioned in Lemmas 6.6
and 8.1 are straightforward to implement with a bit of tensor programming
knowhow. Implementation may also be streamlined by using programming
libraries that assist with these tensor manipulations such as the NumPy
library for Python.
Because of the points mentioned in the previous paragraph, the following
algorithm is readily implementable for estimating categorical distributions,
where the measures can be represented as probability vectors on a Euclidean
space. Similarly, we expect that these techniques could be extended to prob-
ability densities on Euclidean space using kernel density estimators with a
kernel function with easily computable L2 inner products (for example Gaus-
sian kernels) although we suspect that implementation of such an algorithm
may be significantly more involved.
To begin our analysis we will apply the transform from Lemma 6.6 to get
the operator
C =
m∑
i=1
wip
⊗m−1
i
〈
p⊗m−1i , ·
〉
=
m∑
i=1
√
wip
⊗m−1
i
〈√
wip
⊗m−1
i , ·
〉
.
Here C is a positive semi-definite (PSD) operator in L
(
L2 (Ω,F , ξ)⊗m−1
)
.
Let C† be the (Moore-Penrose) pseudoinverse of C and W =
√
C†.
Now W is an operator that whitens
√
w1p
⊗m−1
1 , . . . ,
√
wmp
⊗m−1
m . That is,
W
√
w1p
⊗m−1
1 , . . . ,W
√
wmp
⊗m−1
m are orthonormal vectors. Using the opera-
tor construction from Lemma 8.1 we can construct I ⊗W ⊗ I ⊗W where,
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for all simple tensors in L2 (Ω,F , ξ)⊗2m we have,
(I ⊗W ⊗ I ⊗W ) (x1 ⊗ · · · ⊗ x2m)
= x1 ⊗W (x2 ⊗ · · · ⊗ xm)⊗ xm+1 ⊗W (xm+2 ⊗ · · · ⊗ x2m) .
Applying I ⊗W ⊗ I ⊗W to ∑mi=1 wip⊗2mi yields
m∑
i=1
wipi ⊗Wp⊗m−1i ⊗ pi ⊗Wp⊗m−1i ,
which can again be represented as a PSD operator
S ,
m∑
i=1
wipi ⊗Wp⊗m−1i
〈
pi ⊗Wp⊗m−1i , ·
〉
=
m∑
i=1
pi ⊗W√wip⊗m−1i
〈
pi ⊗W√wip⊗m−1i , ·
〉
.
For i 6= j it follows that pi⊗√wiWp⊗m−1i ⊥ pj ⊗W
√
wjp
⊗m−1
j . To see this〈
pi ⊗W√wip⊗m−1i , pj ⊗W
√
wjp
⊗m−1
j
〉
= 〈pi, pj〉
〈
W
√
wip
⊗m−1
i ,W
√
wjp
⊗m−1
j
〉
= 〈pi, pj〉 0
= 0.
Also note that∥∥pi ⊗W√wip⊗m−1i ∥∥2 = 〈pi ⊗W√wip⊗m−1i , pi ⊗W√wip⊗m−1i 〉
= 〈pi, pi〉
〈
W
√
wip
⊗m−1
i ,W
√
wip
⊗m−1
i
〉
= ‖pi‖2 .
If p1, . . . , pm have distinct norms then it follows that
m∑
i=1
pi ⊗W√wip⊗m−1i
〈
pi ⊗W√wip⊗m−1i , ·
〉
is the unique spectral decomposition of S since the vectors p1 ⊗
W
√
w1p
⊗m−1
1 , . . . , pm ⊗W
√
wmp
⊗m−1
m are orthogonal, have distinct norms,
and thus distinct positive eigenvalues. Given an eigenvector of S, pi ⊗
W
√
wip
⊗m−1
i , we need only view it as a linear operator pi
〈
W
√
wip
⊗m−1
i , ·
〉
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and apply this operator to some vector z which is not orthogonal to
W
√
wip
⊗m−1
i , thus yielding pi scaled by
〈
W
√
wip
⊗m−1
i , z
〉
.
Were the norms of p1, . . . , pm not distinct, then there would not be a spec-
tral gap between some of the eigenvalues in S, and a spectral decomposition
of S may contain some eigenvectors that are not p1⊗W√w1p⊗m−11 , . . . , pm⊗
W
√
wmp
⊗m−1
m , but are instead linear combinations of these vectors.
Once the mixture components p1, . . . , pm are recovered form the spectral
decomposition we can estimate the mixture proportions. From these mix-
ture components we can construct the tensors p⊗2m−21 , . . . , p
⊗2m−2
m . These
tensors are linearly independent by Lemma 5.3. The tensor
∑m
i=1wip
⊗2m−2
i
is known. By the linear independence of the components there is exactly one
solution for a1, . . . , am in the equation
m∑
i=1
wip
⊗2m−2
i =
m∑
j=1
ajp
⊗2m−2
j ,
so simply minimizing
∥∥∥∑mi=1wip⊗2m−2i −∑mj=1 ajp⊗2m−2j ∥∥∥ over a1, . . . , am
will give us the mixture proportions. We could also use a different tensor
power
∥∥∥∑mi=1wip⊗ri −∑mj=1 ajp⊗rj ∥∥∥, so long as r ≥ m − 1 to guarantee in-
dependence of the components.
We can construct a similar algorithm with 4 samples per group when the
mixture components are known to be linearly independent. The details of
this algorithm are in Appendix B. In such a setting it would be advisable
to use the algorithms from [2, 26] since they better studied. We mention
our algorithm for purely theoretical interest. There are likely a multitude of
possible algorithms for the recovery of mixture components whose necessary
group size depends on the geometry of the mixture components.
Taking inspiration from [2] and [26] we can suggest yet another algo-
rithm. The previous papers demonstrate algorithms for recovering mixture
components which are measures on discrete spaces and Rd, from random
groups of size 3, provided the mixture components are linearly indepen-
dent. Given a mixture of measures P =
∑m
i=1 wiδµi with density func-
tions p1, . . . , pm, the tensors p
⊗m−1
1 , . . . , p
⊗m−1
m are linearly independent.
Thus, with 3m − 3 samples per random group, we can estimate the ten-
sors
∑m
i=1wip
⊗3m−3
i and we can use the algorithms from the previous pa-
pers to recover p⊗m−11 , . . . , p
⊗m−1
m from which it is straightforward to recover
p1, . . . , pm.
We can also recover the components with 2m − 1 samples per group.
We will adopt the same setting as in our first algorithm, but with 2m − 1
samples per group in stead of 2m. Let W be as before. Using Lemma 8.1 we
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can construct the operator I⊗W ⊗W on the space L2 (Ω,F , ξ)⊗2m−1 which
maps simple tensors in the following way: (I⊗W ⊗W ) (x1 ⊗ · · · ⊗ x2m−1) =
x1 ⊗W (x2 ⊗ · · · ⊗ xm) ⊗W (xm+1 ⊗ · · · ⊗ x2m−1). Applying this operator
to
∑m
i=1 wip
⊗2m−1
i gives us the tensor
A ,
m∑
i=1
wipi ⊗W
(
p⊗m−1i
)⊗W (p⊗m−1i )
=
m∑
i=1
pi ⊗W
(√
wip
⊗m−1
i
)⊗W (√wip⊗m−1i ) .
From Lemma 6.6 we can transform the tensor A into the operator T ,
T =
m∑
i=1
pi ⊗W
(√
wip
⊗m−1
i
) 〈
W
(√
wip
⊗m−1
i
)
, ·〉 .(7)
Now the operator TTH is
TTH =
m∑
i=1
pi ⊗W
(√
wip
⊗m−1
i
)〈
W
(√
wip
⊗m−1
i
)
, · · ·
m∑
j=1
W
(√
wjp
⊗m−1
j
)〈
pj ⊗W
(√
wjp
⊗m−1
j
)
, ·
〉〉
=
m∑
i=1
pi ⊗W
(√
wip
⊗m−1
i
) 〈
pi ⊗W
(√
wip
⊗m−1
i
)
, ·〉
which is simply the operator S from the previous section. The last step
is justified since the vectors W
(√
w1p
⊗m−1
1
)
, . . . ,W
(√
wmp
⊗m−1
m
)
are or-
thonormal. This tensor is precisely the tensor from which we recovered the
mixture components in the first algorithm.
8.1. Spreading the Eigenvalue Gaps for Categorical Distributions. Here
we will introduce a trick to guarantee that the norms of the mixture com-
ponent distributions are distinct. Let
(
Ω, 2Ω
)
be a finite discrete measurable
space with Ω = {ω1, . . . , ωd}. Let µ1, . . . , µm be distinct measures on this
space. Let y1, . . . , yd
iid∼ unif (1, 2) and let ξ be a random measure on (Ω, 2Ω)
defined by ξ ({ωi}) = yi for all i. Clearly ξ dominates all µ1, . . . , µm and
thus we can define Radon-Nikodym derivatives pi =
dµi
dξ
for all i. We will
treat these Radon-Nikodym derivatives as being elements in L2
(
Ω, 2Ω, ξ
)
.
We have the following lemma
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Lemma 8.3. With probability one∫
pi(ω)
2dξ(ω) 6=
∫
pj(ω)
2dξ(ω)
for all i 6= j.
Proof. Observe that, for all i, j,∫
{ωj}
pidξ = pi(ωj)ξ ({ωj}) = pi(ωj)yj = µi ({ωj})
and thus pi (ωj) =
µi({wj})
yj
. We will show that ‖p1‖2ℓ2(Rd) 6= ‖p2‖
2
ℓ2(Rd) with
probability one, which implies ‖pi‖ℓ2(Rd) 6= ‖pj‖ℓ2(Rd) for all i 6= j with
probability one (here and for the rest of the paper ‖·‖ℓ2(Rd) will denote the
standard Euclidean norm on Rd and 〈·, ·〉ℓ2(Rd) the standard inner product).
Because µ1 6= µ2 it follows that there exists some j such that µ1 ({ωj}) 6=
µ2 ({ωj}). Without loss of generality we will assume that j = 1 in the pre-
vious statement. Now we have
P
(∫
p1 (ω)
2
dξ (ω) =
∫
p2 (ω)
2
dξ (ω)
)
= P
 d∑
i=1
µ1 ({ωi})2
yi
=
d∑
j=1
µ2 ({ωj})2
yj

= P
µ1 ({ω1})2
y1
−
µ2
(
{ω1}2
)
y1
 =
 d∑
i=2
µ1 ({ωi})2
yi
−
d∑
j=2
µ2 ({ωj})2
yj

which is clearly zero since (µ1 ({ω1}))2− (µ2 ({ω1}))2 6= 0 and y1, . . . , yd are
all independent random variables and from a non-atomic measure.
Applying the previous trick with the recovery algorithm for groups of size
2m−1 we have an algorithm for recovering mixtures on finite measure spaces
with m components. The paper [25] recovers the mixture components given
a setting almost identical to ours, but we feel that our algorithm is more
straightforward and easily extended to non-discrete spaces.
8.2. Recovery Algorithm For Discrete Spaces. Let
(
Ω, 2Ω
)
be a fi-
nite measurable space with |Ω| = d. To simplify exposition we will as-
sume that Ω is simply the set of d dimensional indicator vectors in Rd,
e1, . . . , ed. Note that Euclidean space with the standard inner product is
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L2
(
Ω, 2Ω,
∑d
i=1 δei
)
= ℓ2
(
R
d
)
. Let µ1, . . . , µm be distinct probability mea-
sures on Ω. Let P =
∑m
i=1 wiδµi be a mixture of measures. Let p˜i , Ex∼µi [x]
for all i. Note that p˜i,j = µi ({ej}) for all i, j. Let X1,X2, . . . iid∼ V2m−1 (P)
with Xi = [Xi,1, . . . ,Xi,2m−1].
To begin we construct the random dominating measure described in Sec-
tion 8.1. Let y1, . . . , yd
iid∼ unif (1, 2). The random dominating measure ξ is
defined by ξ ({ei}) = yi for all i. Let pi = dµidξ , i.e. pi (ej) =
p˜i,j
yj
for all i
and j. There is a bit of a computational issue with this representation for
the densities p1, . . . , pm since the new dominating measure changes the in-
ner product from the standard inner product. We can remedy this with the
following lemma.
Lemma 8.4. Let x, v ∈ ℓ2 (Rd), ξ be as above, and
B =

1√
y1
0 0 · · · 0
0 1√
y2
0 · · · 0
0 0
. . .
...
...
...
. . . 0
0 0 · · · 0 1√
yd

.
Then 〈Bx,Bv〉L2(Ω,2Ω,ξ) = 〈x, v〉ℓ2(Rd).
Proof of Lemma 8.4. We have
〈Bx,Bv〉L2(Ω,2Ω,ξ) =
∫
(Bx)(i)(Bv)(i)dξ(i)
=
d∑
i=1
(Bx)(i)(Bv)(i)yi
=
d∑
i=1
x(i)√
yi
v(i)√
yi
yi
=
d∑
i=1
x(i)y(i)
= 〈x, y〉
ℓ2(Rd) .
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From this lemma we have that B, when considered as an operator in
L (ℓ2 (Rd), L2 (Ω, 2Ω, ξ)), is a unitary transform. We are interested in esti-
mating the tensor
∑m
i=1wip
⊗2m−1
i , but in order to keep the algorithm oper-
ating in standard Euclidean space we will instead transform it into ℓ2
(
R
d
)
.
To this end consider an arbitrary i. We have
B−1pi = B−1 [pi,1, . . . , pi,d]
T
= B−1
[
p˜i,1
y1
, . . . ,
p˜i,d
yd
]T
=
[
p˜i,1√
y1
, . . . ,
p˜i,d√
yd
]T
,
and thus B−1pj = Bp˜j for all j.
We will use the following lemma to find the expected value of
E [BXi,1 ⊗ · · · ⊗BXi,2m−1]
Lemma 8.5. Let n > 1 and Z1, . . . , Zn be independent random vectors
in Rd1 , . . . ,Rdn such that E [Zi] exists for all i. Then E [Z1 ⊗ · · · ⊗ Zn] =
E [Z1]⊗ · · · ⊗ E [Zn].
Proof of Lemma 8.5. Let [i1, . . . , in] ∈ Rd1 × · · · × Rdn be arbitrary.
We have that
E [Z1 ⊗ · · · ⊗ Zn]i1,...,in = E [Z1,i1 · · ·Zn,in ]
= E [Z1,i1 ] · · ·E [Zn,in ] .
Since i1, . . . , in were arbitrary it implies that all entries of E [Z1 ⊗ · · · ⊗ Zn]
and E [Z1]⊗ · · · ⊗ E [Zn] are equal.
Recall that Xi,1, . . . ,Xi,2m−1
iid∼ µ with µ ∼ P. From the previous lemma
and the definition of p˜i it follows that
E [BXi,1 ⊗ · · · ⊗BXi,2m−1]
= Eµ∼P [E [BXi,1 ⊗ · · · ⊗BXi,2m−1|µ]]
= Eµ∼P [E [BXi,1|µ]⊗ · · · ⊗ E [BXi,2m−1|µ]]
= Eµ∼P [BE [Xi,1|µ]⊗ · · · ⊗BE [Xi,2m−1|µ]]
=
m∑
i=1
wiBE [Xi,1|µ = µi]⊗ · · · ⊗BE [Xi,2m−1|µ = µi]
=
m∑
i=1
wi (Bp˜i)
⊗2m−1 .
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Let Yi,j = BXi,j. Now we will construct the whitening operator. To do this
first construct the operator
Ĉ =
1
(2m− 1)!
1
n
n∑
i=1
∑
σ∈S2m−1
Yi,σ(1) ⊗ · · · ⊗ Yi,σ(m−1)〈
Yi,σ(m) ⊗ · · · ⊗ Yi,σ(2m−2), ·
〉
.
There are some repeated terms in the previous summation, which is not an
issue. Instead we could have set Ĉ to be equal to
1
(2m− 2)!
1
n
n∑
i=1
∑
σ∈S2m−2
Yi,σ(1) ⊗ · · · ⊗ Yi,σ(m−1)
〈
Yi,σ(m) ⊗ · · · ⊗ Yi,σ(2m−2), ·
〉
,
but this would not utilize all the data, specifically Y1,2m−1, . . . , Yn,2m−1. In
the second operator the average over S2m−2 functions as a projection onto
the space of symmetric tensors and the summation over S2m−1 in the defini-
tion of Ĉ serves a similar purpose. Viewed alternatively, the distribution of
[Yi,1, . . . , Yi,2m−1]T does not change if we reorder the entries of the vector, so
the summation is considering all possible orderings of random groups. This
symmetrization conveniently assures that Ĉ is a Hermitian operator. This
Ĉ is estimating the C mentioned in the algorithm. Let λ
Ĉ,1, . . . , λĈ,m be the
top m eigenvalues of Ĉ and v
Ĉ,1, . . . , vĈ,m be their associated eigenvectors.
We can now construct the whitening operator
Ŵ =
m∑
i=1
λ
− 1
2
Ĉ,i
v
Ĉ,i
〈
v
Ĉ,i
, ·
〉
.
Now construct the tensor
Â =
1
(2m− 1)!
1
n
n∑
i=1
∑
σ∈S2m−1
Yi,σ(1) ⊗ Ŵ
(
Yi,σ(2) ⊗ · · · ⊗ Yi,σ(m)
)⊗ · · ·
Ŵ
(
Yi,σ(m+1) ⊗ · · · ⊗ Yi,σ(2m−1)
)
.
Using simple unfolding techniques we can transform Â in to the operator T̂ :
T̂ =
1
(2m− 1)!
1
n
n∑
i=1
∑
σ∈S2m−1
Yi,σ(1) ⊗ Ŵ
(
Yi,σ(2) ⊗ · · · ⊗ Yi,σ(m)
) · · ·
〈
Ŵ
(
Yi,σ(m+1) ⊗ · · · ⊗ Yi,σ(2m−1)
)
, ·
〉
,
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as well as its Hermitian, T̂H :
1
(2m− 1)!
1
n
n∑
i=1
∑
σ∈S2m−1
Ŵ
(
Yi,σ(m+1) ⊗ · · · ⊗ Yi,σ(2m−1)
) · · ·
〈
Yi,σ(1) ⊗ Ŵ
(
Yi,σ(2) ⊗ · · · ⊗ Yi,σ(m)
)
, ·
〉
.
Let v1, . . . , vm be the top m eigenvectors of T̂ T̂
H (7), which will be
elements of ℓ2
(
Rd
)⊗m
. These vectors are estimates of ‖Bp˜1‖−12 Bp˜1 ⊗
Ŵ
√
w1 (Bp˜1)
⊗m−1 , . . . , ‖Bp˜m‖−12 Bp˜m⊗Ŵ
√
wm (Bp˜m)
⊗m−1 (possibly mul-
tiplied by −1). The factors in front of the tensors normalize the tensors to
have norm 1.
Using a transform of the form in Lemma 6.6, we can implement a trans-
form
U : ℓ2
(
R
d
)⊗m → H S (ℓ2 (Rd)⊗m−1, ℓ2 (Rd))
which maps simple tensors x1 ⊗ · · · ⊗ xm to x1 〈x2 ⊗ · · · ⊗ xm, ·〉.
Applying this transform to v1, . . . , vm yields estimates of
‖Bp˜i‖−1ℓ2(Rd)Bp˜i
〈
Ŵ
√
wi (Bp˜i)
⊗m−1 , ·
〉
, for all i. At this point
one simply needs to find vectors q1, . . . , qm which are not or-
thogonal to Ŵ
√
w1 (Bp˜1)
⊗m−1 , . . . , Ŵ
√
wm (Bp˜m)
⊗m−1 to get
‖Bp˜i‖−1ℓ2(Rd)Bp˜i
〈
Ŵ
√
wi (Bp˜i)
⊗m−1 , qi
〉
, which is Bp˜i, . . . , Bp˜i up to
scaling. Such vectors can be found by simply using a tensor populated by
iid standard normal random variables. After this we can recover p˜1, . . . , p˜m,
up to scaling, by simply applying B−1, which we would then want to
normalize to sum to one. Alternatively we could take the largest left
singular vector of these operators. We will call these estimates p̂1, . . . , p̂m.
Using the data we can estimate the tensor
∑m
i=1wip˜
⊗m−1
i with the esti-
mator
Ê =
1
2m− 1
1
n
n∑
i=1
∑
σ∈S2m−1
Xi,σ(1) ⊗ · · · ⊗Xi,σ(m−1)
To estimate the mixture proportions we find the value of α = (α1, . . . , αm)
which minimizes ∥∥∥∥∥Ê −
m∑
i=1
αip̂i
⊗m−1
∥∥∥∥∥ .
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8.3. Consistency of Recovery Algorithm. We will now show that the re-
covery algorithm for categorical distributions is consistent. Let C, Ĉ, T, T̂ ,W,
and Ŵ be as they were defined in the first part of this section. The crux
of our algorithm is the recovery of the eigenvectors of TTH , from which we
then recover the mixture components through the application of linear and
continuous transforms to the eigenvectors. In order to simplify the notation
in our explanation we will assume that the norms of p˜1, . . . , p˜m are distinct.
We do this so that there are gaps in the spectral decomposition of TTH
thus making the random dominating measure trick unnecessary. Were this
not the case, we could simply represent the probability vectors as densities
with respect to some dominating measure which makes their norms distinct,
as we did in the previous section. Because of this assumption we can simply
set B to be the identity operator. From this we have that pi = p˜i for all i
and Xi,j = Yi,j for all i and j. The following theorem demonstrates that the
algorithm does indeed recover the eigenvectors of TTH .
Theorem 8.1. With T and T̂ defined as above, as n→∞ then∥∥∥TTH − T̂ T̂H∥∥∥
H S
p→ 0.
Proof of Theorem 8.1. Let
Q =
m∑
i=1
wip
⊗2m−1
i
and
Q̂ =
1
(2m− 1)!
1
n
n∑
i=1
∑
σ∈S2m−1
Xi,σ(1) ⊗ · · · ⊗Xi,σ(2m−1).
Note that
(I ⊗W ⊗W ) (Q) =
m∑
i=1
wipi ⊗W
(
p⊗m−1i
)⊗W (p⊗m−1i )
and(
I ⊗ Ŵ ⊗ Ŵ
)
(Q̂)
=
1
(2m− 1)!
1
n
n∑
i=1
∑
σ∈S2m−1
Xi,σ(1) ⊗ Ŵ
(
Xi,σ(2) ⊗ · · · ⊗Xi,σ(m)
)⊗ · · ·
Ŵ
(
Xi,σ(m+1) ⊗ · · · ⊗Xi,σ(2m−1)
)
.
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Since the transform in Lemma 6.6 is unitary, we have that∥∥∥T − T̂∥∥∥
H S
=
∥∥∥(I ⊗W ⊗W ) (Q)− (I ⊗ Ŵ ⊗ Ŵ)(Q̂)∥∥∥
ℓ2(Rd)
⊗2m−1 .
We will now show that
∥∥∥T − T̂∥∥∥ p→ 0.∥∥∥T − T̂∥∥∥ ≤ ∥∥∥T − T̂∥∥∥
H S
=
∥∥∥(I ⊗W ⊗W )(Q)− (I ⊗ Ŵ ⊗ Ŵ)(Q̂)∥∥∥
ℓ2(Rd)
⊗2m−1
≤
∥∥∥(I ⊗W ⊗W )(Q)− (I ⊗W ⊗W )(Q̂)∥∥∥
ℓ2(Rd)
⊗2m−1
+
∥∥∥(I ⊗W ⊗W )(Q̂)− (I ⊗ Ŵ ⊗ Ŵ)(Q̂)∥∥∥
ℓ2(Rd)
⊗2m−1
≤ ‖I ⊗W ⊗W‖
∥∥∥Q− Q̂∥∥∥
ℓ2(Rd)
⊗2m−1
+
∥∥∥I ⊗W ⊗W − I ⊗ Ŵ ⊗ Ŵ∥∥∥ ∥∥∥Q̂∥∥∥
ℓ2(Rd)
⊗2m−1 .
We have that E
[
Q̂
]
= Q so the first summand goes to zero in prob-
ability by the law of large numbers. All we need to show is that∥∥∥I ⊗W ⊗W − I ⊗ Ŵ ⊗ Ŵ∥∥∥ p→ 0.
From Lemma 8.2 we have that∥∥∥I ⊗W ⊗W − I ⊗ Ŵ ⊗ Ŵ∥∥∥ ≤ ‖I‖ ∥∥∥W ⊗W − Ŵ ⊗ Ŵ∥∥∥
=
∥∥∥W ⊗W − Ŵ ⊗ Ŵ∥∥∥
≤
∥∥∥W ⊗W −W ⊗ Ŵ∥∥∥+ · · ·∥∥∥W ⊗ Ŵ − Ŵ ⊗ Ŵ∥∥∥
= ‖W‖
∥∥∥W − Ŵ∥∥∥+ ∥∥∥Ŵ∥∥∥ ∥∥∥W − Ŵ∥∥∥
=
(
‖W‖+
∥∥∥Ŵ∥∥∥)∥∥∥W − Ŵ∥∥∥ .
The left factor converges in probability to 2 ‖W‖ and the right factor con-
verges to 0 in probability and so we have that
∥∥∥T − T̂∥∥∥ p→ 0. From this we
also have that
∥∥∥T̂ T̂H − TTH∥∥∥ p→ 0.
As demonstrated earlier in this section the mixture components are re-
covered by applying a composition of linear and continuous operators to the
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eigenvectors of TTH , thus consistent estimation of the eigenvectors of TTH
gives us consistent estimation of the mixture components.
9. Experiments. Here we will present some experimental results of
our algorithm applied to a simple synthetic dataset. The sample space for
the experiments is Ω = {0, 1, 2}. The mixture components of our dataset
are µ1, µ2, µ3 with µ1 distributed according to a binomial distribution with
n = 2 and p = 0.2, µ2 is similar with p = 0.8 and µ3 =
1
3µ1 +
2
3µ2.
The component weights are w1 = 0.5, w2 = 0.3, w3 = 0.2. We chose these
mixture components so that they are not particularly nice. Specifically, the
mixture components are not linearly independent, and when considered as
vectors in R3, µ1 and µ2 have the same norm. Our mixture of measures is
P =
∑3
i=1wiδµi and our samples come from V5 (P).
We construct our own performance measure which allows us to judge
the performance of the estimated components jointly. Let µ̂1, µ̂2, µ̂3 be
the three estimates for the mixture components from some algorithm. We
will view these estimates as vectors in R3. Our performance measure is
minσ∈S3
1
3
∑3
i=1
∥∥µi − µ̂σ(i)∥∥ℓ1(R3). That is, we take the average of total vari-
ations of the best matching of the estimated mixture components to the true
components.
9.1. Proposed Algorithms. We include two different implementations of
our proposed algorithm. For our first implementation we use the “random
dominating measure” technique described in Section 8.1. The random dom-
inating measure was generated using the square of iid Gaussian random
variables with mean 0 and standard deviation 0.03. We used the Gaussian
random variables instead of a uniform distribution for the random dominat-
ing measure because the Gaussian random measure performed better.
The purpose of the random dominating measure is to create a spectral
gap between the mixture components. Intuitively, it seems reasonable that
if we choose the dominating measure “well” then we will end up with large
spectral gaps without making any of the component norms so diminutive
as to become unnoticeable. In the interest of exploring this idea we tested
different dominating measures until we found one that improved algorith-
mic performance significantly and include these experimental results as well.
The dominating measure we settled on for ξ is ξ ({0}) = 32, ξ ({1}) = 22 and
ξ ({2}) = 1. We include the experimental results for this “fixed dominating
measure” implementation. These experiments strongly indicate the possibil-
ity for significant improvements to our algorithm by choosing the dominating
measure intelligently.
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Table 1
Experimental Results
Method Performance
Random Dominating Measure, 50,000 samples Mean:0.1407, Variance:0.0169
Fixed Dominating Measure, 50,000 samples Mean:0.0524, Variance:0.0011
Random Dominating Measure, 10,000,000 samples Mean:0.0433, Variance:0.0062
Fixed Dominating Measure, 10,000,000 samples Mean:0.0037, Variance: 4e−6
Randomly Selected Measures Mean:0.5323, Variance:0.0203
Anandkumar, et al. [2] 0.3214 or 0.1758
Finally we made one minor adjustment to the algorithms described earlier.
If the estimators described above yield a component which has a negative
entry, we simply set the negative entry to zero and renormalise.
Both of these implementations were run on two experimental scenar-
ios, one with 50,000 random groups and the other with 10,000,000 random
groups. We repeated each experiment 20 times and report relevant statistics.
9.2. Competing Algorithms. We compare our algorithm to the algorithm
from [2] as well as simply choosing 3 measures uniformly at random from
the probabilistic simplex. The randomly selected components algorithm was
repeated 1000 times. The algorithm in [2] is designed to work on random
groups with three samples and a mixture of measures with linearly indepen-
dent components. We apply the algorithm in [2] to the population tensor
associated with V3 (P), not a finite sample of that tensor.
9.3. Results. The results are summarized in Table 1. As expected the
algorithm from [2] is not capable of recovering the mixture components
since they are not linearly independent. The algorithm in [2] uses a “ten-
sor power method” to recover the mixture components. In that paper the
authors demonstrate that this method is guaranteed to recover the compo-
nents if they are linearly independent. In our experiments we noticed that
the components returned from the tensor power method were not unique
and depended on the vector chosen for the initialization of the algorithm.
In our experiments we chose the initial vector randomly using an isotropic
Gaussian distribution. We performed the tensor power method with many
random initializations and the performance measure of the returned com-
ponents always settled on one of two values, which are both reported in
Table 1. Presumably this behaviour is also due to the violation of the linear
independence assumption.
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10. Discussion. In closing, we offer the following observations related
to our results.
10.1. Possible Algorithm Improvements. We feel that there is significant
room left for improving our proposed algorithm. Though we do not include
these experiments, we observed a phenomena that having a large separa-
tion between the norms of the components significantly improves the abil-
ity for the algorithm to recover the mixture components. As the experi-
ments demonstrate, choosing a good dominating measure which separates
the norms can improve performance. An avenue for possible improvement is
intelligent selection of a dominating measure. One possible disadvantage of
choosing the dominating measure with iid random variables is that a sort of
central limit type of effect occurs which draws the norms together. Perhaps
there is some way to select the dominating measure from the data which
will improve performance.
A second improvement may come from better estimates of the C and T
operators in the algorithm. Principally, estimating these depends on good
estimates of symmetric tensors which represent categorical distributions. It
has been shown that the estimation of discrete distributions can be improved
by not simply using the frequencies of each occurrence of each category
[19, 28, 21, 16, 13, 23]. It seems possible that leveraging the techniques
used for estimating categorical distributions with the structure of symmetric
tensors can yield improved estimates of the symmetric tensors we use and
thus improve the performance of the algorithm.
10.2. Potential Statistical Test and Estimator. The results on deter-
minedness suggest the possibility of a goodness of fit test. Suppose we have
grouped samples from some mixture of measures P ′ =
∑m′
i=1w
′
iδµ′i . Further
suppose some null hypothesis
H0 : P
′ = P ,
m∑
i=1
wiδµi .
Given data from V2m (P
′) we may be able to reject the null hypothesis pro-
vided we have some way of estimating M ,
∑m
i=1wiµ
×2m
i from the groups
of samples. We will call such an estimator M̂ . If M̂ does not converge to M
then we can reject the null hypothesis. The implementation and analysis of
such an estimator would depend on the setting and is outside the scope of
this paper
One interesting observation from the proof of Theorem 4.3 is that, if
P =
∑m
i=1 wiδµi is a mixture of measures, pi is a pdf for µi for all i, and
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n > m, then the rank of
∑m
i=1 aip
⊗n
i ⊗ p⊗ni will be exactly m. This suggests
a statistical estimator for the number of mixture components. The form of
this tensor is amenable to spectral methods since it is a positive semi-definite
tensor of order 2, which is akin to a positive semi-definite matrix. Embedding
the data with the kernel mean mapping, using a universal kernel [20], seems
like a promising approach to constructing such a test or estimator.
10.3. Identifiability and the Value 2n − 1. The value 2n − 1 seems to
carry some significance for identifiability beyond the setting we proposed.
This value can also be found in results concerning metrics on trees [22],
hidden Markov models [24], and frame theory, with applications to signal
processing [5]. All of these results are related to identifiability of an object
or the injectivity of an operator. We can offer no further insight as to why
this value recurs, but it appears to be an algebraic phenomenon.
APPENDIX A: ADDITIONAL PROOFS
Some of the proofs use Hilbert-Schmidt operators. See Definition 6.1 for
the definition of Hilbert-Schmidt operator.
Proof of Lemma 3.1. Because both representations are minimal it fol-
lows that α′i 6= 0 for all i and ν ′i 6= ν ′j for all i 6= j. From this we know
Q ({ν ′i}) 6= 0 for all i. Because Q ({ν ′i}) 6= 0 for all i it follows that for any i
there exists some j such that ν ′i = νj. Let ψ : [r]→ [r] be a function satisfy-
ing ν ′i = νψ(i). Because the elements ν1, . . . , νr are also distinct, ψ must be
injective and thus a permutation. Again from this distinctness we get that,
for all i, Q ({ν ′i}) = α′i = αψ(i) and we are done.
Proof of Lemma 4.1 and 4.3. We will proceed by contradiction. Let
P =
∑m
i=1 aiδµi be n-identifiable/determined, let P
′ =
∑l
j=1 bjδνj be a
different mixture of measures, with l ≤ m for the n-identifiable case, and
m∑
i=1
aiµ
×q
i =
l∑
j=1
bjν
×q
j
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for some q > n. Let A ∈ F×n be arbitrary. We have
m∑
i=1
aiµ
×q
i =
l∑
j=1
bjν
×q
j
⇒
m∑
i=1
aiµ
×q
i
(
A× Ω×q−n) = l∑
j=1
bjν
×q
j
(
A× Ω×q−n)
⇒
m∑
i=1
aiµ
×n
i (A) =
l∑
j=1
bjν
×n
j (A) .
This implies that P is not n-identifiable/determined, a contradiction.
Proof of Lemma 4.2 and 4.4. Let a mixture of measures P =∑m
i=1 aiδµi not be n-identifiable/determined. It follows that there exists a
different mixture of measures P ′ =
∑l
j=1 bjδνj , with l ≤ m for the n-
identifiability case, such that
m∑
i=1
aiµ
×n
i =
l∑
j=1
bjν
×n
j .
Let A ∈ F×q be arbitrary, we have
m∑
i=1
aiµ
×n
i
(
A× Ω×n−q) = l∑
j=1
bjν
×n
j
(
A× Ω×n−q)
⇒
m∑
i=1
aiµ
×q
i (A) =
l∑
j=1
bjν
×q
j (A)
and therefore P is not q-identifiable/determined.
Proof of Lemma 5.1. Example 2.6.11 in [14] states that for any two σ-
finite measure spaces (S,S ,m) , (S′,S ′,m′) there exists a unitary operator
U : L2 (S,S ,m)⊗L2 (S′,S ′,m′)→ L2 (S × S′,S ×S ′,m×m′) such that,
for all f, g,
U(f ⊗ g) = f(·)g(·).
Because (Ψ,G, γ) is a σ-finite measure space it follows that (Ψ×m,G×m, γ×m)
is a σ-finite measure space for all m ∈ N. We will now proceed by in-
duction. Clearly the lemma holds for n = 1. Suppose the lemma holds
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for n − 1. From the induction hypothesis we know that there exists a
unitary transform Un−1 : L2 (Ψ,G, γ)⊗n−1 → L2
(
Ψ×n−1,G×n−1, γ×n−1)
such that for all simple tensors f1 ⊗ · · · ⊗ fn−1 ∈ L2 (Ψ,G, γ)⊗n−1 we
have Un−1 (f1 ⊗ · · · ⊗ fn−1) = f1(·) · · · fn−1 (·). Combining Un−1 with the
identity map via Lemma 5.2 we can construct a unitary operator Tn :
L2 (Ψ,G, γ)⊗n−1 ⊗ L2 (Ψ,G, γ)→ L2 (Ψ×n−1,G×n−1, γ×n−1)⊗ L2 (Ψ,G, γ),
which maps f1 ⊗ · · · ⊗ fn−1 ⊗ fn 7→ f1(·) · · · fn−1(·)⊗ fn.
From the aforementioned example there exists a unitary
transform Kn : L
2
(
Ψ×n−1,G×n−1, γ×n−1) ⊗ L2 (Ψ,G, γ) →
L2
(
Ψ×n−1 ×Ψ,G×n−1 × G, γ×n−1 × γ) which maps simple tensors
g ⊗ g′ ∈ L2 (Ψ×n−1,G×n−1, γ×n−1) ⊗ L2 (Ψ,G, γ) as Kn (g ⊗ g′) = g(·)g′(·).
Defining Un(·) = Kn (Tn (·)) yields our desired unitary transform.
Proof of Lemma 5.2. Lemma 8.1 states that there exists a contin-
uous linear operator U˜ : H1 ⊗ · · · ⊗ Hn → H ′1 ⊗ · · · ⊗ H ′n such that
U˜ (h1 ⊗ · · · ⊗ hn) = U1(h1) ⊗ · · · ⊗ Un(hn) for all h1 ∈ H1, · · · , hn ∈ Hn.
Let Ĥ be the set of simple tensors in H1 ⊗ · · · ⊗ Hn and Ĥ ′ be the set of
simple tensors in H ′1 ⊗ · · · ⊗ H ′n. Because Ui is surjective for all i, clearly
U˜(Ĥ) = Ĥ ′. The linearity of U˜ implies that U˜(span(Ĥ)) = span(Ĥ ′).
Because span(Ĥ ′) is dense in H ′1 ⊗ · · · ⊗ H ′n the continuity of U˜ implies
that U˜(H1 ⊗ · · · ⊗ Hn) = H ′1 ⊗ · · · ⊗ H ′n so U˜ is surjective. All that
remains to be shown is that U˜ preserves the inner product (see Theo-
rem 4.18 in [31]). By the continuity of inner product we need only show
that 〈h, g〉 =
〈
U˜(h), U˜ (g)
〉
for h, g ∈ span(Ĥ). With this in mind let
h1, . . . , hN , g1, . . . , gM be simple tensors in H1 ⊗ · · · ⊗ Hn. We have the
following〈
U˜
(
N∑
i=1
hi
)
, U˜
 M∑
j=1
gj
〉 = 〈 N∑
i=1
U˜ (hi) ,
M∑
j=1
U˜ (gj)
〉
=
N∑
i=1
M∑
j=1
〈
U˜ (hi) , U˜ (gj)
〉
=
N∑
i=1
M∑
j=1
〈hi, gj〉
=
〈
N∑
i=1
hi,
M∑
j=1
gj
〉
.
We have now shown that U˜ is unitary which completes our proof.
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Proof of Lemma 5.3. We will proceed by induction. For n = 2 the
lemma clearly holds. Suppose the lemma holds for n− 1 and let h1, . . . , hn
satisfy the assumptions in the lemma statement. Let α1, . . . , αn satisfy
n∑
i=1
αih
⊗n−1
i = 0.(8)
To finish the proof we will show that α1 must be zero which can be gener-
alized to any αi. Applying Lemma 6.6 to (8) we get
n∑
i=1
αih
⊗n−2
i 〈hi, ·〉 = 0.(9)
Because h1 and hn are linearly independent we can choose z such that
〈h1, z〉 6= 0 and z ⊥ hn. Plugging z into (9) yields
n−1∑
i=1
αih
⊗n−2
i 〈hi, z〉 = 0
and therefore α1 = 0 by the inductive hypothesis.
Proof of Lemma 5.4. Let dim (span (h1, . . . , hm)) = l and let h =∑m
i=1 h
⊗2
i . Without loss of generality assume that h1, . . . , hl are linearly
independent and nonzero. From Lemma 6.6 there exists a unitary transform
U : H ⊗ H → H S (H,H) which, for any simple tensor x ⊗ y, we have
U(x⊗ y) = x 〈y, ·〉.
First we will show that the rank is greater than or equal to l by contra-
diction. Suppose that g =
∑l′
i=1 xi ⊗ yi = h with l′ < l. Since l′ < l there
must exist some j such that hj /∈ span (x1, . . . , xl′). Let z ⊥ x1, . . . , xl′ and
z 6⊥ hj . Now we have
〈z ⊗ z, h〉 =
m∑
i=1
〈z, hi〉2 ≥ 〈z, hj〉2 > 0,
but
〈z ⊗ z, g〉 =
l′∑
i=1
〈z, xi〉 〈z, yi〉 = 0,
a contradiction.
For the other direction, observe that U(h) is a compact Hermitian oper-
ator and thus admits an spectral decomposition ([31] Theorem 8.15). From
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this we have that U(h) =
∑m
i=1 hi 〈hi, ·〉 =
∑∞
i=1 λi 〈ψi, ·〉ψi with (ψi)∞i=1
orthonormal and λi ≥ 0 for all i since U(h) is PSD. Clearly the dimension
of the span of U (h) is less than or equal to l and thus this decomposition
has exactly l nonzero terms. From this we can let U(h) =
∑l
i=1 λi 〈ψi, ·〉ψi
and applying U−1 we have that h =
∑l
i=1 λiψ
⊗2
i . From this it follows that
the rank of h is less than or equal to l and we are done.
Proof of Lemma 6.1. The lemma is obvious when n = n′. Assume that
n′ < n. Let A ∈ G×n′ be arbitrary. We have that
m∑
i=1
aiγ
×n
i
(
A×Ψ×n−n′
)
=
l∑
j=1
bjπ
×n
j
(
A×Ψ×n−n′
)
⇒
m∑
i=1
aiγ
×′n
i (A) γ
×n−n′
i
(
Ψ×n−n
′
)
=
l∑
j=1
bjπ
×n′
j (A)π
×n−n′
j
(
Ψ×n−n
′
)
⇒
m∑
i=1
aiγ
×n′
i (A) =
l∑
j=1
bjπ
×n′
j (A) .
Since A was chosen arbitrarily we have that
∑m
i=1 aiγ
×n′
i =
∑l
j=1 bjπ
×n′
j .
Proof of Lemma 6.2. Let π =
∑n
i=1 γi. Because π is σ-finite for all i we
can define fi =
dγi
dπ
, where the derivatives are Radon-Nikodym derivatives.
Let fk be arbitrary. We will first show that fk ≤ 1 π-almost everywhere.
Suppose there exists a non π-null set A ∈ G such that fi(A) > 1. Then we
would have
γk (A) =
∫
A
fkdπ
>
∫
A
1dπ
=
n∑
i=1
γi(A)
≥ γk(A)
a contradiction. From this we have∫
f2kdπ ≤
∫
1dπ
≤
n∑
i=1
γi(Ψ)
< ∞.
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From our construction it is clear that fi ≥ 0 ξ-almost everywhere so we can
assert fi ≥ 0 without issue.
Proof of Lemma 6.3. The fact that f is non-negative and integrable
implies that the map S 7→ ∫
S
f×ndπ×n is a bounded measure on (Ψ×n,G×n)
(see [11] Exercise 2.12).
Let R = R1 × · · · × Rn be a rectangle in G×n. Let 1S be the indicator
function for a set S. Integrating over R and using Tonelli’s theorem we get∫
R
f×ndπ×n =
∫
1Rf
×ndπ×n
=
∫ ( n∏
i=1
1Ri(xi)
) n∏
j=1
f(xj)
 dπ×n (x1, . . . , xn)
=
∫
· · ·
∫ ( n∏
i=1
1Ri(xi)
) n∏
j=1
f(xj)
 dπ(x1) · · · dπ(xn)
=
∫
· · ·
∫ ( n∏
i=1
1Ri(xi)f(xi)
)
dπ(x1) · · · dπ(xn)
=
n∏
i=1
(∫
1Ri(xi)f(xi)dπ(xi)
)
=
n∏
i=1
γ(Ri)
= γ×n(R).
Any product probability measure is uniquely determined by its measure over
the rectangles (this is a consequence of Lemma 1.17 in [15] and the definition
of product σ-algebra) therefore, for all B ∈ G×n,
γ×n (B) =
∫
B
f×ndπ×n.
APPENDIX B: SPECTRAL ALGORITHM FOR LINEARLY
INDEPENDENT COMPONENTS
Let p1, . . . , pm ∈ L2 (Ω,F , ξ) be linearly independent pdfs with distinct
norms. Their associated mixture proportions are w1, . . . , wm. With four sam-
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ples per random group we will have access to the tensors
m∑
i=1
wip
⊗4
i(10)
and
m∑
i=1
wip
⊗2
i .(11)
We can transform the tensor in (11) to an operator
C ,
m∑
i=1
wipi 〈pi, ·〉
=
m∑
i=1
√
wipi 〈√wipi, ·〉 .
Letting W =
√
C† we have that W
√
w1p1, . . . ,W
√
wmpm are orthonormal.
Applying I ⊗W ⊗ I ⊗W to the tensor in (10) we can construct the tensor
m∑
i=1
wipi ⊗Wpi ⊗ pi ⊗Wpi =
m∑
i=1
pi ⊗W√wipi ⊗ pi ⊗W√wipi.
which can be transformed into the operator
m∑
i=1
pi ⊗W√wipi 〈pi ⊗W√wipi, ·〉 .(12)
Note that for i 6= j we have〈
pi ⊗W√wipi, pj ⊗W√wjpj
〉
= 〈pi, pj〉
〈
W
√
wipi,W
√
wj
〉
= 0.
We also have that, for all i
‖pi ⊗W√wipi‖ =
√
〈pi ⊗W√wipi, pi ⊗W√wipi〉
=
√
〈pi, pi〉 〈W√wipi,W√wipi〉
=
√
〈pi, pi〉
= ‖pi‖
and thus the tensors p1⊗W√w1p1, . . . , pm⊗W√wmpm have distinct norms.
Because of this the spectral decomposition of the operator in (12) will yield
the eigenvectors p1 ⊗W√w1p1, . . . , pm ⊗W√wmpm. Then, using the tech-
niques from Appendix A, we can recover the mixture components and mix-
ture proportions.
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