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Abstract--We consider the linear inverse heat conduction problem (IHCP) in the one-dimensional 
semi-infinite slab, and present a new solution algorithm and error bounds, based on the integral 
representation of Weber's hyperbolic approximation and a suitable filtered version of the noisy data. We 
discuss the determination of the hyperbolic parameter and describe several numerical examples ofinterest, 
showing the accuracy and stability of the method. 
1. INTRODUCTION 
The inverse heat conduction problem (IHCP) involves the calculation of surface heat flux and/or 
temperature histories from transient, measured temperatures at an interior point of a thermally 
conducting solid. 
The IHCP is frequently encountered, for example, in the estimation of surface heat transfer from 
measurements aken within the skin of a re-entry vehicle, the design and development of 
calorimeter type instrumentation, the determination of thermal constants in some quenching 
processes, and infrared axial tomography. 
The IHCP is a mathematically improperly posed problem; that is, small errors in the interior 
data induce large errors in the surface temperature or surface heat flux solutions. 
Many researchers have examined the IHCP and a number of solution methods have been 
reported in the literature. Regularized methods have been proposed by Miller [1], Miller and Viano 
[2], Romanovsky [3], Elubaev [4], and Tikhonov et al. [5]. Numerous methods based on several 
deconvolution techniques have been introduced by Manselli and Miller [6], Murio [7], Hills and 
Mullholland [8], Beck [9], France and Chiang [10], Hagin [11], Woo and Chow [12], and Beck and 
Murio [13]. Time marching finite difference procedures have been studied by Blackwell [14] and 
Beck et al. [15]. Algorithms implementing space marching finite difference schemes have been 
analyzed by D'Souza [16], Carasso [17], Hensel and Hills [18] and Weber [19] who replaced the 
heat condution equation with an approximately hyperbolic one, obtaining a formally well-posed 
problem. 
In this paper, we present a new method of solution for the IHCP, based on the integral 
representation f the hyperbolic approximation suggested by Weber. Our method combines the 
numerical solution of the second kind Volterra integral equation associated with the hyperbolic 
model, an algorithm for the necessary determination f the hyperbolic parameters ~ = 1/c, and the 
filtering of the noisy data function by discrete convolution against a suitably chosen Gaussian 
kernel. The method is computationally simple and efficient as demonstrated in Section 7, where 
we describe several numerical experiments involving the approximate reconstruction of rapidly 
changing, discontinuous, unknown surface functions. 
In Section 2, the problem is presented and in Section 3, the hyperbolic approximation is described 
in detail, together with the corresponding integral representations. The stability analysis and error 
estimates are introduced in Section 4, where the dependency of the solution on the hyperbolic 
parameter y = 1/c is discussed and the parameter choice criterion algorithm is presented. In Section 
5, the filtering of the high frequency components of noisy data by mollification is investigated and 
special attention is given to the selection of the radius of mollification relative to the amount of 
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noise in the data. The discretized version, involving data only at a discrete sampling of times, 
occupies our attention in Section 6. The quadrature formula is introduced together with the discrete 
analogues of the algorithms determining the hyperbolic parameter y = 1/c and the radius of 
mollification. In Section 7 several numerical experiments of interest are described and finally, in 
Section 8, we give a summary and some conclusions. 
2. DESCRIPTION OF THE PROBLEM 
We consider a semi-infinite slab with one-dimensional symmetry. Linear heat conduction with 
constant thermal properties i assumed and, after appropriate changes in the space and time scales, 
without loss of generality, the problem is normalized by using dimensionless quantities. 
The problem can be described mathametically as follows. 
The unknown temperature u(x, t) satisfies 
u,=ux~, 0<x<o% t >O, (la) 
u(1, t) = F(t), t > O, (lb) 
with corresponding approximate data function F(t), 
u(x, O) = O, O~<x < oo, (lc) 
-ux(O, t) = q(t), t > O, (ld) 
unknown, 
u(x, t) bounded as x ~ oo, t > 0, (le) 
the distance measured from the heated surface. We notice that the where t is time and x is 
prescribed boundary condition (ld) might be replaced by 
u(0, t) =f ( t ) ,  t > 0. (ld') 
The objective is to estimate the surface heat flux q(t) and the surface temperaturef(t) given the 
interior temperature measurements at x = 1, denoted P(t). 
To facilitate future analysis, it is possible to recast he inverse problem as an equivalent linear 
Volterra integral equation of the first kind. It is well known [20, p. 30] that the unknown heat flux 
q(t) and the unknown temperature f ( t )  satisfy, respectively, 
fo F( t )= k,(1, t -  ~) q(z) dz (2) 
and 
where 
f0 F(t) = k2(l, t - z ) f ( z )  dz, 
kl(1, t - ~) = ~ (t - z),/2 exp[ -  1/4(t - z)] - erfc(l/2 tx /~-  ~) 
1 
k2(1, t - z) = ~ (t - z)-3/2 exp[ -  1/4(t - z)]. 
2,/,~ 
(3) 
(4) 
(5) 
and 
3. HYPERBOLIC APPROXIMATION 
In dimensionless quantities, if Q(x, t) and T(x, t) represent, respectively, the heat flux for unit 
area and the temperature in a solid, the first law of thermodynamics for one-dimensional heat flow 
is given by 
Qx + T, = 0. (6) 
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On the other hand, the Fourier equation of thermal conductivity for heat flow states that 
Q + Tx = 0, (7) 
implicitly assuming that the thermal propagation speed is infinite. The combination of these two 
equations form the governing parabolic differential equation for transient heat conduction (la). 
However, several authors Maurer and Thompson [21], Bubnov [22], Morse and Feshbach [23], have 
hypothesized that a finite propagation speed must be accounted for. For example, Vernotte [24] 
have proposed the modified Fourier law 
1 
c---sQt+Q + Tx=0, (8) 
where c is a non-negative constant and 1/& can be interpreted as a relaxation time parameter. As 
c ~ oo, equation (8) becomes the Fourier law (7). 
Combining equations (6) and (8), we obtain the hyperbolic damped wave equation 
1 
c--- 5T u + 7", = Txx, (9) 
with characteristic lines dx/dt  = + c. In this setting, c can be interpreted as the thermal 
propagation speed. 
For most conduction problems, the effect of the finite speed of propagation in equation (9) is 
negligible, although at very low temperatures the effect could become important, see Chester [25] 
for a discussion of finite heat-propagation rates in solids (second sound). 
In an attempt o stabilize the IHCP, Weber [19] suggested to solve, instead, the approximate 
hyperbolic problem 
1 
-~v.+v,=Vxx,  O<x<oo,  t>O,  (lOa) 
v(1, t) =F( t ) ,  t > O, (lOb) 
with corresponding approximate data function P(t) .  
unknown, 
v(x,O)=O, O~<x<oo,  (lOc) 
vt(x,O)=O, O~<x<oo,  (lOd) 
--vx(O, t) = ~(t) ,  t > 0, (10e) 
v(x, t) bounded as x ~ 00, t >0.  (lOf) 
If we take the Laplace transform of equation (lOa) with respect to time, using the initial 
conditions (lOc) and (lOd), taking into consideration (lOe) and (lOf), we find 
L[v (x, t)] = L[~(t)](s2/& + s) -I/2 exp[ - (s2/& + sx)l/2]. (11) 
Setting 
we obtain 
fl = [(s + c2/2) 2 - c4/4] 1/2, 
L [v (x, t )] = L [~ ( t )] exp [ -- xfl/c ]/(fl/c). 
(12) 
(13) 
Using the inverse Laplace transform in equation (13), Doetsch [26 p. 109], we arrive at 
[c2 ] 
v(x, t) = c¢~(t)* exp[--c2t/2]Io ~-(t: -- (x/c)2) '/2 , (14) 
where * denotes the usual convolution operation and I0 is the modified Bessel function of the first 
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kind of order zero. Equivalently, equation (14) can be written as the linear first kind Volterra 
integral equation for ~(t) ,  
f [ mt-x/c I t  2 ] o(x,t)=tCjo ~(x)exp[-(t -z)c2]Io --f((t--T)2--(X/C)2) I/2 dr, if t>x/c  
[ 0, otherwise. (15) 
Recalling equation (8), a direct integration gives for the heat flux, 
Q(x, t) = c ~ -~x  (x, ~) exp[ - ( t  - T)c 2] d~. (16) 
If this relationship is now used at the point x = 0 to prescribed the boundary condition in (10e), 
we obtain, with Q(t) = Q(0, t), 
It - x/c 
v (x, t) = IQ(t  - x/c) exp[-xc/2] + c ~ Q(z) exp[ - ( t  - r)c2/2] 
c z ,io 
f [ c  ~ t - z  x I0 -~-((t -- z) 2 -- (x lc ) : )  '/2 -~ ((t -- z)2 _ (x/c)2)1/2 
l} x Ii ~'- ((t -- ~)2 _ (x/e)2),12 dz x, if t > x/c 
0, otherwise. (17) 
Here, I1, denotes the modified Bessel function of the first kind of order one. 
In a totally similar manner, if the prescribed boundary condition in (10e) is of the form 
v(0, t) = q~ (t), (18) 
the resulting integral equation for the unknown hyperbolic surface temprature is given by 
CX ~t- x/c 
v(x,t)=~p(t--x/c)exp[--cx/2]+--~ j ° qb(Qexp[-c2(t-z)/2] 
1 l x [(t -- z)2 - (x/c)211f2 Ii ~ ((t -- ~)2_ (x/c)2),z2 dz, if t > x/c 
0, otherwise. (19) 
Equations (1 7) and (19) show that the hyperbolic surface heat flux Q (t) and the hyperbolic surface 
temperature 4~(t) do satisfy linear Volterra integral equations of the second kind and, consequently, 
the hyperbolic IHCP leads formally to a well-posed problem. 
4. STABILITY AND PARAMETER SELECTION 
In this section, in order to use Fourier integral analysis, we extend F(t). • (t). f ( t ) ,  q~ (t), q (t) 
and Q(t) to the whole real t-axis by defining them to be zero for t < 0. We assume that all the 
functions involved are L ~ functions in ( -~ ,  oo) and use the corresponding L: norm to measure 
errors. If 
~(w) =~ h(t )exp(- iwt)dt  (20) 
x/z~ -o¢  
denotes the Fourier transform of h (t), the corresponding Parseval identity is given by 
Ilhll2= ffo lh(t)12dt= f f  l '(w)12dw=l,' l l2 (21) 
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We also assume that the data error satisfies 
[I F(t) - P (t)II -< E, (22) 
where E is a known positive upper bound. 
In what follows we will concentrate on the inverse problem for the surface temperature involving 
the hyperbolic IHCP (10) with the boundary condition (18) and the parabolic IHCP (1) with the 
boundary condition (ld'). The discussion of the inverse problem for the surface heat flux and the 
detailed proofs of some results presented below, can be found in Roth [27]. 
If we take the Fourier transform of problems (10) with condition (10e) replaced by equation (18), 
we obtain 
$(w)= P(w)expl/F -I(w, c)1, 
where 
I(w,c)= -~+1 -- + ia  -c-~ + 1 i = ~ '1 ,  
(23) 
tr = sign(w). (24) 
The Fourier transform of the hyperbolic surface temperature corresponding to measured or 
"noisy" data P( t ) ,  denoted q~,(w), is then given by 
q~,(w) =ff(w)exp[J~ l (w, c)]. (25) 
For c fixed, l exp[x/(I w I/2) I(x, c)]l is an increasing function of I w I in (0, oo), bounded above. 
In fact, 
l exp[7 -~/ (w,  c)ll<<,exp(c/2). (26) 
Subtracting equations (25) from (23), taking norms and using conditions (21), (22) and (26), we 
get 
II 4' - q~, II -< E exp(c/2), (27) 
showing that the hyperbolic IHCP is well-posed. 
In the absence of noise, i.e. using the exact data F(t), it is possible to compare the parabolic 
surface temperature f(t) and the hyperbolic surface temperature ~b (t). The following estimate is 
shown in Roth [27]: 
I I f -  ~b II = or~c, (28) 
where ~ is a positive constant independent of c. This shows that as c ~ oo, for exact data, the 
solution of the hyperbolic IHCP approaches the solution of the parabolic IHCP. Combining 
equations (27) and (28) and using the triangle inequality, we obtain 
~t 
I I f -  ~b, II ~< - + E e '/2. (29)  
c 
The last inequality shows that there is a unique optimal choice of the parameter c, ~, which 
minimizes the function 
cx E(c) =-  + E e c/2. (30) 
c 
In what follows, in order to emphasize its dependency on c, the hyperbolic surface temperature, 
dp,(t), will be denoted ~b~(t). Notice that in equation (30), in general, ~ is not known and it is not 
clear how to actually select E. However, the rate of change of E(c) for values of c < E is much 
smaller than for values of c > ? where the second term of equation (30) dominates. This suggests 
to consider an increasing sequence {cj}~= ~of values of c with cl < E (cj ~ oo asj ---, oo) and compute 
the associated sequence II ~l l - - instead of the non-computable quantity IIf-~bCJtl--until the 
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difference between two consecutive lements, for ~ and j + 1, becomes "large". Then cf should be 
considered as the approximate value of g. Notice that from equations (25) and (26), 
II 4~,' II ~< liE II e '/2, (31) 
which demonstrates that as a monotone increasing function of c, 114~ II is as sensitive to changes 
in c as the function E(c) for c > g. 
In the presence of errors in the data, the parameter choice criterion becomes a practical and 
important computational detail. The algorithm outlined in this section is successfully implemented 
in the numerical examples of Section 7. 
5. DATA F ILTERING 
It is clear from equations (25) and (24) that the inverse problem attemptin~L0_go from r (t) 
to ~b,~(t), magnifies an error in a high frequency component by the factor exp[x/lw 1/2 I(w, c)]. Thus, 
in the case of t which are not small, or in the case of data at only discrete sampling points in a 
limited data interval, as will occur in the physically practical numerical methods of Sections 6 and 
7, it is possible to aid the stability by replacing the given noisy data F( t ) ,  with some meaningful 
and useful functional of i¢' (t) which strongly damps the high frequency components of F(w). One 
such useful functional is J~(t) ,  the "6-mollification" of F ( t )  at time t, defined as 
J6F(t) = (p~ F) (t), (32) 
where 
1 p~(t) = ~ exp(-- t2/62) (33) 
is the Gaussian kernel of "blurring radius" 6. We notice that P6 falls to nearly zero outside a few 
radii from its center (~ 36), is positive and has total integral 1. The Fourier transform of Jflr is 
given by 
J~P(w) = exp( -  w262/4) F(w). (34) 
This mollification damps those Fourier components of F with wavelength 27r/w much shorter than 
2~6; the longer wavelengths are damped hardly at all. 
The mollification approach for the IHCP was initially introduced by Manselli and Miller [6] in 
a slightly different context. See also Murio [7] for more computational details. 
The functional Jfl~(t) is actually an averaging process that satisfies 
Lemma 
If 61 > 62 > 0 then II J~,F - F II > II J62F - F II. The converse statement is also true. 
The monotonicity properties of the Lemma show that there is a unique 3 that satisfies the 
equation 
II J6-P - ~e II = E. (35) 
This particular choice of the radius of mollification determines 6 in a manner which is consistent 
with the amount of noise in the data function F(t). We notice that if I I F -F I I  ~<E, then 
IIJ6F--FII ~< 2E. The filtered data function J~F(t) is characterized as having minimum L2-norm 
among all possible mollifiers of F ( t )  satisfying II J6F -F  II ~< E. More precisely, 
Theorem 
min II J~F II = II Jsz~ II, 
I I J#" - ,ell ~ 
where B is the unique solution of equation (35). 
The data filtering approach presented here was suggested by Hensel and Hills [18]. The criterion 
to determine the radius of mollification and the proofs of the previous propositions can be found 
in Murio [28]. 
Integral solution for the IHCP 45 
Much of the preceding analysis was based on the Fourier transform approach assuming an 
infinitely long temperature history F( t ) .  In practice, however, only a finite record is available. 
Without loss of generality, let us assume that the data function P (t) is known only in the interval 
I = [0, 1]. We need to extend the data function to all R in such a way that /v( t )  decays moothly 
to zero in I, - I, where I~ = [0, 1 + a] for some a > 0, and it is zero in R - Ia. For instance, we can 
define 
F( t )=F( l )exp{( t -1)2 / ( t -1 )2-a2)} ,  l~<t~l+a.  (36) 
With the data function extended as indicated, the previous theorem still holds if we replace 
( -  or, oo) by I = [0, 1] when evaluating the L2-norms, even though J6F (t) is defined on the whole 
real line and should be computed on a sufficiently large interval containing Ia. The radius of 
mollification 3 is now determined by solving 
II J~r  - P I1, = E. (37) 
6. D ISCRET IZED PROBLEM. NUMERICAL  METHOD 
Letting 7 -- l/c and z = t - 7, equations (19) and (17) can be written, respectively, 
F(~ + 7) = 4~(t) exp( -  1/2y) + K(T -- s + 7, 7)4~(s) ds, ~ > 0, 
0, otherwise, 
and 
where 
and 
(38) 
+; F(z + 7)=TQ(z)exp(-1/27) K(~ -s  + 7,7)Q(s)ds, 
0, otherwise, 
z > 0 (39) 
K(t, 7)=l  exp(_ t /27z) I ' (~- -~~)  ~ ' 
0, otherwise, 
t >7,  (40) 
F,(t, 7 )=~exp( - t /2~)  I0 ~ -~ j ,  t>7,  (41) 
0, otherwise. 
There are several ways to discretize the integal equations (38) and (39). Here we consider the 
trapezoid rule with Zk ----- kAt, k = O, 1 . . . . .  N, where N = [1/At], the integer part of l/At. We also 
assume that the data function F is a discrete function in [0, 1 + 7], measured at the M + 1 sample 
points ti = iAt, i = O, 1 . . . . .  M, with M = [1 + y/At]. 
Denoting ~b(rk) and Q(zk) by ~b k and Qk, respectively, we obtain the algebraic systems of linear 
equations 
At 
F(7) -- ~b0exp( - 1/2~) + -~- K(7, 7)~0, 
F(~l+7)=~b, exp(-1/27)+--~K(T,+y, 7)~o+ K(7,7)~, 
At k-I 
F(Zk + 7) = q~k exp(-- 1/27) + -~- K(Zk + 7, 7)C~o + At ~ K(zk_i + 7, 7)~bi 
i= l  
At K ., +-~- (7,7)t~k, k=2,3 , . .  N, (42) 
C.A.M.W.A. 15/I--D 
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and 
At 
F(7) = 7Qo exp( -  1/27) + 2 g(y '  y)Qo, 
At _ At 
F(Zl + Y) = 7Q~ exp( - 1/27) + -~- K(z, + Y, Y) Qo + ~-/(" (7, 7)Q1, 
At _ k-1 
F(Zk + 7) = 7Q, exp( -  1/27) + -~ K(Zk + 7, 7)Qo + At ~, l~(Zk_~ + 7, Y)Q~ 
i= l  
At 
+ 2 / ( (y '  Y) Qk, 
where we have defined 
and 
k2, 3 . . . . .  N, (43) 
1 
K(7, Y) = lim K(t, ~)) = exp ( -  1/2~) (44) 
t~7 ~3 
K'(7' 7) = lim/~(t' 7 ) t r  =-  Y 1exp( -1 /27) (  1+~7)  . (45) 
We observed that when solving the triangular systems (42) and (43), the errors in the discretized 
data function are amplified by the factor exp(1/27) and the condition number of the systems 
increases very rapidly as Y ~ 0 (c ~ oo), as expected. 
For an efficient numerical implementation of the method, it is necessary to determine the 
"optimal" value ~ = 1/6 of the parameter 7. After replacing F with the actual discrete measured 
data function F, we solve systems (42) and (43) for a decreasing sequence (7~ > ~2 > "' ") of values 
of 7, monitoring the sample root mean square norms 
II 4,:Jll [~ ~ I~:J(t,)12] '/2 [~ J = ,=, and IIQ~Jll = ,=,~ IQ~J(0)I 2-1'/2, 
j = 1, 2, 3 . . . . .  as discussed in the parameter choice criterion algorithm of Section 4. 
Once ff has been computed, we proceed to numerically filter the high frequency components of 
the discrete noisy data function/e. Given a > At, we use the corresponding discrete analogue of 
equation (36) to extend the data to la = [0, 1 + ~ + a] and since the data is defined to be zero in 
R - Ia, we consider the extended iscrete data function F defined at equally spaced sample points 
on any interval of interest containing Ia. 
The selection of the radius of mollification, as explained in Section 5, is implemented by solving 
the discrete version of equation (35) using the bisection method. The following steps summarized 
the algorithm. 
Step 1. Let 6mi. = At, 6ma x = 0.5 and choose an initial value of 3 between 3mi, and 
max" 
Step 2. Compute j f l r  = p~,/r by discrete convolution on a sufficiently large interval 
containing Ia. 
Step 3. If 
H(6) = ~ (7~F(t,) - F(t,))2 = E ___ r/, 
i=0 
where r/ is a given tolerance, exit. 
Step 4. If H(6)  - e < - r/, set 6mi. = 6. If H(6) - c > r/, set 6ma x= 6. The updated 
value of 6 is always given by (rmi n + 6max)/2. 
Step 5. Return to Step 2. 
Once the radius of mollification ~ and the discrete data function j_~/r are determined we solve 
systems (42) and (43) to approximately recover ~b~ and Q,L The computational results are presented 
in the next section. 
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7. NUMERICAL RESULTS 
In order to test the accuracy of the method, the approximate reconstruction of a surface 
temperature function q~(t), is investigated for a semi-infinite body exposed to a transient 
temperature of value 1 between t = 0.2 and 0.6 and of value 0 at other times. 
The exact temperature data for this problem is given by 
F( t )  = erfc ( 2 ~ ) -  erfc ( 2 ~ )  (46) 
The noisy data temperature ( t )  is obtained by adding a random error to F(Q,  i.e. 
F(tj) = F(tj) + E:, (47) 
where Ej is a Gaussian random variable of variance a 2. The average perturbation in our 
computations i for a = 0.005 and corresponds to approximately 2% of the maximum time 
temperature value (about 0.295). In all cases, the surface temperature is reconstructed in the time 
interval [0, 1]. Notice that this interval includes the time periods both before and after heating. It 
is important to include these periods because the algorithm anticipates changes in the reconstructed 
surface temperature and gives delayed values. 
Table 1 shows the sample root mean square norms of the error and the reconstructed surface 
temperature, respectively, as a function of the parameter y, in the interval [0, 1]. 
The surface temperature ~b, ~was computed using equations (42) with time step At = 0.01 and 
F (O given by equation (46). 
According to the parameter choice criterion of Section 4, the large increase in the rate of change 
of the temprature norm corresponding to the y values between 0.1 and 0.008, automatically 
determines the selection y = 0.1. We observe that the optimal choice, minimizing the error, is about 
0.2 but this information is not available in general. Once ~ has been selected, we complete J~P as 
indicated in Section 5, obtaining 6 = 0.04 and the discrete filtered data function J~F. Using 
equations (42) again, with P replaced by JrP, the root mean square norm of the error is reduced 
to 0.16387 with associated solution norm equal to 0.5793. 
Figure 1 illustrates the qualitative behavior of the reconstructed surface temperature functions 
obtained using filtered data (full line plot) and non-filtered ata (dashed line plot) with parameter 
values At = 0.01, a = 0.005, ~ = 0.1 and 6 = 0.04. 
As a second example, the approximate reconstruction of a surface heat flux function, Q (t), for 
a semi-infinite body exposed to a step function of height 1 in the heat flux between t = 0.2 and 
t = 0.6 is also investigated. 
The exact temperature data for this problem is given by 
f ( t )  = ~(t  - 0.2) - ~O(t - 0.6), (48) 
where 
F ,  
~k (t) = 2-~n exp(-- 1/4t) -- erfc (1/2x//]). (49) 
The noisy temperature is obtained using equation (47) with the average perturbation tr = 0.005 
corresponding to approx. 2.5% of the maximum true temperature value (about 0.2). 
All the computations proceed as before, with equations (42) replaced by equations (43). 
Table 2 shows the sample root mean square norms of the error and the reconstructed surface 
heat flux, respectively, as a function of the parameter y, in the interval [0, 1]. 
Table 1. Root  mean square norms 
Table 2. Root  mean square norms 
7 IIf - ~b~" IIio.,i II ~ '  Illo.,l 
~' [I q - Q~ llto. ,l II Q~' llto. ~I 0.5 0.4027 0.3871 
0.4 0.3432 0.4314 0.5 0.3934 0.3688 
0.3 0.2803 0.4779 0.4 0.3269 0.4052 
0.2 0.2108 0.5345 0.3 0.2822 0.4670 
O. I 0.3505 0.6733 0.2 0.2533 0.5492 
0.08 I. 1698 1.3029 O. I 3.4244 3.4867 
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Fig. I. Reconstructed surface temperature ¢ = 0.005, At =0.01, ~ = 0.04, ~ = 0.I; filtered ata ( 
non-filtered data ( .....  ). 
We immediately determine ~= 0.2 and ~ = 0.04. Using equations (43), with i v replaced by the 
discrete filtered data function J6iv, the root mean square norm of the error is reduced to 0.2275 
with associated solution norm equal to 0.5410. 
Figure 2 illustrates the reconstructed surface heat flux functions obtained using filtered data (full 
line plot) and non-filtered ata (dashed line plot) with parameter values At = 0.01, tT = 0.005, 
= 0.2 and & = 0.04. 
Finally, in order to investigate the stability of the numerical method, it is required to determine 
the "amplication factor" associated with errors in the data when using the numerical procedure. 
If we set F(Q = 0 in equation (47), we can compute the response of the method to pure noise, 
fltered and non-filtered, as a function of the parameter y and thereby get a measure of the 
amplification factors. Since all of the response root mean square norms and essentially propor- 
tional, we only show in Fig. 3 the two representative curves for ¢ = 0.01. The response to 
non-filtered noise is plotted with dashed line. The full line plot corresponds to the response to 
filtered~ noise. We use equations (44) with parameter values At = 0.01, ~r = 0.01 and & = 0.04. 
8. CONCLUSIONS 
A direct integral method using hyperbolic regularization to solve the IHCP is derived and 
investigated. 
The method is sequential, computationally efficient, involving the solution of a triangular system 
of linear algebraic equations. 
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Fig. 2. Reconstructed surface heat flux. o =0.005; At =0.01, ~ =0.1, 6 =0.04: filtered data ( ); 
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In the presence of noise in the data, an accurate approximate solution might be very sensitive 
to small changes in the hyperbolic parameter ~, = 1/c and a particular parameter choice criterion 
is presented that needs only a few solutions of the simple triangular system of equations associated 
with the direct integral method of solution of the IHCP. Furthermore, it is shown that the 
approximate solution is greatly improved if the noisy data is initially filtered by discrete convolution 
against a suitably chosen Gaussian kernel. 
Test cases are investigated of a semi-infinite body subjected to a temperature or heat flux that 
are zero for all times except for a finite time interval when they are constant. Such curves have 
the difficult characteristics of an abrupt rise and an equally abrupt drop. 
For the small dimensionless time step of 0.01 and the relative high random errors corresponding 
to ¢r = 0.005, the method performs quite well. These results are typical. For more extensive 
numerical experiments involving smooth reconstructed solutions and comparisons with the explicit 
hyperbolic finite difference scheme of Weber [19], see Roth [24]. 
A general conclusion is that for experimental (noisy) data, the choice of the parameter ~is a 
very important practical and computation detail. This statement remains also valid for the 
hyperbolic finite difference approach. 
The importance of the filtering procedure can be deduced immediately by comparing both curves 
in Fig. 3, representing the response to noise of our numerical procedure. In most cases, the 
improvements obtained by adding the numerical filtering technique are significant. 
Extensions to the two-dimensional IHCP or to the nonlinear case where the thermal properties 
depend on the temperature can readily be obtained by combining a marching in space hyperbolic 
finite difference scheme with the parameter choice criterion and the filtering technique. Such 
extensions will be discussed elsewhere. 
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