In this paper, I study risk-neutral probability densities regarding future Libor rates denominated in British pounds, euros, and US dollars as implied by option prices. I apply Breeden and Litzenberger's (1978) result regarding the relationship between option prices and implied probabilities for the underlying to estimate full probability density functions for future Libor rates. I use these estimates in case studies, detailing the evolution of probabalistic expectations for future Libor rates over the course of several important market events. Next, I compute distributional moments from density functions estimated for fixed horizons and test for Granger causality across the three Libor rate distributions considering their mean, standard deviation, skewness, and kurtosis. I further break these relationships down by various fixed horizon lengths, as well as the slope and curvature in the term structure of moments over different horizons. The results show a rich interconnectedness among these three Libor rates that extends well beyond levels of future mean expectations.
Introduction
Option prices provide a unique insight into the probabilities assigned by markets to various future outcomes for a particular economic variable. An option contract allows its owner to buy or sell an underlying security or commodity at a pre-determined price. As such, options can be used to hedge against downside or upside risks, or alternatively to speculate on the future value of a particular security or commodity. In the hedging case, options provide an effective ceiling or floor to the price of the underlying. On the other hand, as the price of an option's underlying exceeds (falls below) the price at which a speculator agreed to buy (sell), the speculator earns a return by exercising the option to buy (buying at the market price) and selling at the market price (exercising the option to sell). In either case, the price an individual is willing to pay for a particular option is based intimately upon the likelihood assigned to various outcomes for the option's underlying. Cox and Ross (1976) formalize this relationship by expressing the price of a European option 1 as the discounted expected payout of the option at maturity. Breeden and Litzenberger (1978) directly relate the second partial derivative of call option price with respect to strike to the probability density function (pdf) assigned to the underlying. Since these results were established, option prices have been applied in various cases to derive estimates of market-assigned probabilities for different underlying securities or commodities (for example, see Malz (1997) in the case of foreign exchange rates, or Melick and Thomas (1997) and Datta, Londono, and Ross (2014) in the case of oil prices).
Option prices have been applied to estimate market-assigned probabilities for future interest rates, as well. Clews, Panigirtzoglou, and Proudman (2000) estimate pdf's for future British pound-denominated
Libor interest rates and use distributional characteristics to shed light on the impact of important events on market expectations. For example, they show that the advent of operational independence for the Bank of England in May, 1997 had little contemporaneous effect on market uncertainty around future GBP Libor rates. Ivanova and Gutiérrez (2014) use options to study probabilities assigned to future euro-denominated Libor (Euribor) rates, investigating the forecasting performance of such measures and using forecast biases to infer risk aversion.
Two general approaches to estimating option-implied probabilities have emerged in the literature as particularly useful. One involves assuming a functional form for the terminal distribution of the underlying (for example, a weighted mixture of two lognormal or two normal distributions), and determining the parameters of the distribution by minimizing the resulting option pricing errors (see Bahra (1997) ; Melick and Thomas (1997) ). The other works by interpolating a fine set of option prices and using the result of Breeden and Litzenberger (1978) to produce a pdf by taking the second derivative of option prices numerically. This paper does not take a stance on whether one method outperforms the other.
However, previous research comparing these two methodologies in Monte Carlo simulation settings using similar data has favored the method of interpolating option prices and taking numerical derivatives (Cooper (1999) ; Bliss and Panigirtzoglou (2002) ).
In this paper, I use options on Libor futures for interest rates denominated in euros (EUR), British pounds (GBP), and US dollars (USD) in order to study market-assigned probabilities for the three rates.
This paper contributes to the existing literature on option-implied pdf's in a few ways. First, I detail the evolution of pdf estimates for Libor rates denominated in EUR, GBP, and USD over important case studies, including events critical to the financial crisis of 2007-08. These case studies serve as meticulous overviews of the ways in which market-assigned probabilities for future interest rates were affected by major events. I then move to a more thorough investigation of the time series dynamics among distributional characteristics for the three Libor rates. I perform tests of Granger causality across the three Libor rate distributions considering the option-implied mean, standard deviation, skewness, and kurtosis related to pdf's at fixed future horizons; these tests are carried out for the levels of the four distributional moments at different horizons, as well as their slope and curvature across horizons. By comparing estimates of distributional characteristics across the three separate Libor rates, this paper offers unique insights into their interrelationships extending beyond comparisons of spot or even expected future levels.
Finally, as a methodological contribution, I take up the issue of the American option premium as it relates to option-implied pdf's using a Monte Carlo simulation approach; while previous research has focused on the level of the American option premium (see Tian (2011) ), I tie the premium directly to its impact on probability function estimates. The remainder of the paper is structured as follows: Section 2 reviews the data and methodology; Section 3 presents empirical case studies of the evolution of future Libor rate pdf's over important market events; Section 4 details the results of Granger causality tests over distributional moments across the three Libor rates; and Section 5 concludes, along with suggestions for further research. Reuters, and USD Libor data is from CME. The payment and exercise structures of the option contracts prove important to the following analysis.
Estimating Probability Density Functions and Distributional Moments
All three Libor-based options are American, meaning the buyer has the right to exercise at any time prior to the option's maturity. This is in contrast to European-style options, which only allow exercise at contract maturity. Eurodollar option contracts require payment of the option premium at the time of purchase; however, Short Sterling and Euribor options use a futures-style margining system. For Short Sterling and Euribor options, a premium is agreed at the time of purchase, but it is not paid at that time. Instead, the net value of the option is marked-to-market daily, and the payout of the contract at exercise becomes the value of the option net of the agreed premium. As a result, pricing of Short Sterling and Euribor options involves no discounting. 4 Additionally, the margining structure results in zero opportunity cost of holding the option, meaning the American early exercise premium can be ignored and Short Sterling and Euribor options can be priced as though they were European options.
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The analysis in this paper assumes options are European. Appendix C takes up the issue of the American early exercise premium included in Eurodollar option prices, concluding that there is little accuracy lost in this paper's analysis by treating Eurodollar options as though they were European.
Finally, it is important to note that Libor rates may include a risk and/or term premium component in comparison to the interest rates targeted by central banks in policy decisions; therefore, estimated probability distributions for future Libor rates necessarily blur together market views of future central bank policy along with anticipated risk or term premia. These factors may reinforce or counteract one another: for example, if stresses on the financial sector increase, markets may expect monetary policy easing to lower rates, while simultaneously expecting a greater risk premium between Libor and the corresponding policy rate to push Libor upward. The following analysis does not formally attempt to distinguish between implied expectations for central bank policy rates and other factors contributing to a spread between Libor and the corresponding policy rate, but instead treats Libor as the primary focus.
Basic Methodology
In an efficient (and risk-neutral) market, the price of a European option is equal to the discounted expectation of its value at maturity. 6 In the case of a put option on the futures price F T struck at K and lasting from time t to a maturity date T ,
where r is the risk-free rate used for discounting, 7 τ ≡ T − t, and π F T ,t ( f ) is the pdf for F T from time t evaluated at a terminal futures contract price of f . It is important to note that F T is considered as a random variable.
Using the insights of Breeden and Litzenberger (1978) , it is possible to extract the market-assigned cumulative distribution function (cdf) and pdf for F T directly from Equation (1). Taking the first derivative of Equation (1) with respect to K yields
Where the cdf of
Equation (2) states that the cdf of F T is equal to the (future value of the) first derivative of the put pricing function with respect to strike. Taking the derivative of Equation (2) with respect to K yields
showing that the pdf for F T is equal to the (future value of the) second derivative of the put pricing function with respect to strike.
After estimating π F T ,t (·), it is possible to evaluate the overall methodology using Equation (1). Observed options can be re-priced using the estimated pdf, and these prices can then be compared against actual market prices. Smaller magnitudes of re-pricing errors generally indicate that the estimated pdf is increasingly reflective of market expectations. Pricing errors must also be balanced with the plausibility of the shape of the resulting pdf, a point further elaborated below.
Interpolation of Option Prices
In order to apply Equations (2) and (3), the instantaneous first and second derivatives of the put pricing function with respect to strike are required. Of course, we do not observe the latent option pricing function, but only prices at discrete intervals. As a result, derivatives are computed numerically after interpolating put option prices to a sufficiently high granularity.
The question arises of how best to produce a stable and accurate interpolation function. The choice of interpolation specification is not trivial as we are directly interested in the slope and curvature of the estimated pricing function, which of course depend on the interpolation approach. Further, it is clear that the actual pricing function will exhibit a high degree of curvature, especially so near the mode of the pdf for the underlying (Equation (3) directly links the pdf with curvature in the put pricing function).
In order to replicate this curvature in a robust way I first transform prices to implied volatilities and strikes to deltas (specifically, put deltas), both of which are derived via the Black (1976) model for pricing options on futures. 8 Only out-of-the-money put and call options are used as inputs, as these tend to be more liquid than in-the-money options and therefore embed more reliable information. 9 Transforming option prices to implied volatilities was introduced by Shimko (1993) . The implied volatility function tends to entail a lower degree of curvature than the price function, yielding a simpler space over which to interpolate. An option's delta expresses the rate of change in the option price relative to a change in the price of the underlying security. As a result, converting strikes to deltas provides two main benefits. 10 First, deltas compress the domain under consideration: far out-of-the-money options have deltas approaching zero, while far in-the-money put options have deltas approaching −e −rτ . This eases extrapolation beyond the range of observed strikes as well as interpolation across time (both discussed further below). Second, because deltas change more rapidly near-the-money but group together for far in-the-money or out-of-the-money options, interpolating over deltas increases interpolation granularity near-the-money to better capture the inherent curvature of the pricing function.
A cubic smoothing spline is used to perform interpolation of implied volatilities over deltas. The cubic smoothing spline is a piecewise cubic polynomial function that has continuous first and second derivatives at observed data points, where the function is segmented (so-called "knots" of the spline).
In addition to providing a very flexible functional form, the cubic smoothing spline offers an explicit balancing between smoothness of the interpolated function and fit errors that result from the smoothing process. Specifically, the cubic smoothing spline g(·) minimizes the following objective function:
Note that the Black (1976) assumption of a lognormally distributed underlying futures price at option expiration does not carry through to estimated pdf's. Rather, the Black (1976) model simply provides a mapping between prices and implied volatilities, as well as strikes and deltas.
9 Ivanova and Gutiérrez (2014) verify that out-of-the-money liquidity is greater for Euribor futures options, while Clews, Panigirtzoglou, and Proudman (2000) argue the same holds for Short Sterling. Figures B1 -B4 in Appendix B demonstrate the relatively high liquidity of out-of-the-money options on Eurodollar futures. 10 Interpolating implied volatilities over deltas was first performed by Malz (1997) .
where x represents n observed deltas and y represents n implied volatilities, w is a set of weights, and λ is known as the "smoothing parameter". The first term in the above objective function is simply the weighted sum of squared residuals at the spline's knots, while the second term is meant to reflect the overall degree of curvature in the spline. The smoothing parameter fully determines the balance between fit residuals and spline smoothness. In fact, as λ → 1, the spline approaches a weighted least squares (WLS) regression estimate. Weights w are imputed as each option's vega, equal to the rate of change in price relative to implied volatility. As pointed out by Bliss and Panigirtzoglou (2002) , because vega is the change in price relative to implied volatility, weighting by vega over implied volatilities is equivalent to constant weighting over prices.
The smoothing parameter λ presents a challenge, as it is not readily apparent that a particular value will prove ideal in any sense. One approach to determining λ automatically based on input data involves cross validation. This approach selects λ so as to minimize the average leave-one-out residual (i.e. for each i of the n observations, g(·) is estimated while ignoring data point i, after which the residual for data point i is calculated). In the case of options on Libor futures, testing of the cross validation approach Alternatively, one might think to implement a similar approach which would instead be based on pricing errors. As mentioned previously, Equation (1) can be used to re-price a set of options based on an estimated pdf for the underlying security. From these estimated prices, pricing errors can be computed as the difference between estimated and actual option prices. Instead of selecting λ to minimize leave-oneout implied volatility residuals, one could alternatively attempt to minimize leave-one-out pricing errors.
However, this turns out to be prohibitively expensive computationally.
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Due to the undesirable performance of cross validation in selecting the smoothing parameter, I instead follow the alternative approach in the literature, which is to select a smoothing parameter based on subjective balancing between the plausibility of resulting pdf estimates and the magnitude of pricing 11 Maturity dates are December 13, 2010 for EUR and USD Libor, and December 15, 2010 for GBP Libor. 12 As elaborated below, the spline is evaluated at a large number of points, which quickly adds to computing time required for a cross validation approach based on pricing errors. errors.
13 I find λ = .03 tends to produce reasonable pdf's while keeping option pricing errors generally within one or two ticks. 14 Figures B9 through B14 in Appendix B show example pdf's alongside the pricing errors that result after re-pricing options using the estimated pdf. Pricing errors are shown for the set of options used as inputs to each estimation, which includes out-of-the-money options meeting basic pricing assumption restrictions (as detailed further below). In Figures B9 through B14 , the vast majority of pricing errors are within two ticks, while many are within one tick.
In order to ensure the estimated pdf integrates to 1, the fitted spline function is extrapolated so that the full delta range between −e −rτ and 0 is covered. 15 Extrapolation is performed with a quadratic polynomial function on either end of the observed delta range, as in Ivanova and Gutiérrez (2014) .
The full resulting function of implied volatilities over deltas is then evaluated at 50,000 evenly spaced delta values between the minimum and maximum deltas. 16 Minimum and maximum deltas used for evaluation are offset by a small value from the actual bounds of −e −rτ and 0, because these deltas imply strikes approaching ∞ and 0, respectively (see Appendix A). In the case that any implied volatilities are evaluated as non-positive, the estimation procedure is quit. Finally, the evaluated implied volatilities and deltas are converted back to prices and strikes via an inverse of the Black (1976) model.
Because the estimated put option prices remain discrete -as opposed to a continuous functionderivatives and integrals must be taken numerically. The formal definition of a derivative or an integral provides the basis for approximating continuous derivatives and integrals with discrete (but highly granular) data points. The following equations summarize these relationships for any function f (x):
13 For example, Datta, Londono, and Ross (2014) demonstrate graphically the tradeoffs involved in increasing or decreasing the smoothing parameter when estimating option-implied pdf's for future oil prices. They settle on a constant value for λ, which keeps pricing errors low while producing reasonable pdf estimates.
14 The tick size is the minimum price increment. For all three Libor-based contracts, the minimum increment is .005. An exception is made for Eurodollar option contracts that deliver the nearest expiring futures contract, as well as for low-priced options expiring in the two upcoming March-quarterly months, in which cases the minimum tick size is .0025. For simplicity and consistency, I will refer to the minimum tick size as .005, though observed prices with ticks of .0025 are not altered in any way.
15 Resulting pdf's are only reported if their area integrates to between 0.99 and 1.01 16 I use a very large number of points for evaluation in order to closely approach a continuous setting, while accounting for some balancing of the computation time required. As we are interested in approximating instantaneous first and second derivatives, it is important that the option price granularity is very fine in order to avoid bias. Further, applications that require integration over the estimated pdf -for example, re-pricing options or computing moments of the distribution -gain accuracy as the pdf approaches a near-continuous setting.
where in the second definition n−1 is the number of discrete sub-intervals on (a, b), and ∆x i ≡ x i − x i−1 .
Note that, while the second equation simplifies in the case where ∆x i is a constant value for all i, this does not hold for our purposes. Discrete observations are evaluated in implied volatility -delta space at a constant delta interval. However, as previously mentioned, an option's delta does not change at a constant rate with respect to strike -in fact, the gamma of an option specifies this rate of change across strikes. Therefore, the interval between strikes is not constant, so the above formula is applied when integrating.
The process of smoothing implied volatilities over put option deltas does introduce the possibility of negative estimated probabilities, even after cleaning input option prices as described further below. In rare cases, the estimated set of implied volatilities over deltas results in a subset of implied volatilities exhibiting large swings when placed over strikes, a pattern carried through to the relationship between prices and strikes. It is apparent in these cases that the set of implied volatilities represents a situation in which implied volatility -and, thereby, price -is not a proper function of strike (i.e. at least one strike exists that corresponds to more than one implied volatility), which contradicts Black's (1976) option pricing model. This is analogous to considering the points (0,0), (1,-1), (4,2), and (9,-3): at some degree of granularity, it becomes apparent that the function being traced out is neither piecewise linear nor sinusoidal, but rather displays y = ± x. Unfortunately, there is no clear restriction to impose for the discrete set of implied volatilities over strikes (for example, monotonicity). However, because such a set of implied volatilities tends to produce swings in prices over strikes and thereby negative estimated probabilities (and because negative probabilities are not sensible), any estimated pdf's are only used in further analysis if they produce no negative probabilities.
Converting Futures Prices to Interest Rates
The preceding methodology is used to obtain a highly granular set of put option prices over strikes.
These prices apply to options written on the relevant futures contract price, which is based on a simple transformation of the Libor rate being referenced. Specifically, where F T is the random variable denoting the futures contract price at time T , then R T = 100 − F T is the corresponding annualized 3-month Libor rate in percentage points. Of course, we are directly interested in probability assignments for future Libor interest rate realizations, rather than for futures contract prices.
Because prices are interpolated and extrapolated in the setting of options on the futures price, Equations (2) and (3) are applied initially in the same setting. Probabilities are transformed to the interest rate setting after being estimated in a futures price setting, as
which gives the desired cdf over interest rates.
17 Similarly, when considering pdf's,
Interpolating and extrapolating option prices in the setting of the futures contract price (F T ) provides a useful tool for circumventing limitations embedded in the Black (1976) option pricing model. The Black (1976) model assumes a lognormal probability distribution for the underlying security, which in turn implies no probability mass assigned below zero (see Appendix A). As noted previously, this assumption does not carry through to probability functions estimated as in this paper; the Black (1976) model is employed only to provide a mapping between prices and implied volatilities, as well as between strikes and deltas. However, these mappings break down for strikes below zero. As a result, while the above methodology could be applied directly to the interest rate setting by subtracting option strikes from 100
and reversing call and put options (e.g. 97.25 put → 2.75 call), this approach would break down for options with converted strikes below zero (or, original strikes above 100). Deriving probabilities for the futures contract price before converting to the interest rate setting then provides the advantage of retaining information embedded in options with strikes above 100. In this way, one can actually view the futures price as a useful transformation of the Libor rate as relates to estimating pdf's.
Cleaning Input Prices
In addition to restricting input prices to out-of-the-money options, inputs are screened so they meet basic option pricing assumptions. These assumptions can be thought of in terms of the price level, slope, and curvature over strikes. First, all option prices of zero or lower are immediately removed.
The next two restrictions regarding slope and curvature of option prices are simple results of Equations (2) and (3), combined with the fact that probabilities are defined as non-negative. Equations (2) 17 Note the implicit assumption that the probability of a random variable Z being equal to any particular value is assumed to be zero. Or, lim ε→0 Prob(k − ε < Z < k + ε) = 0 for any constant k. This allows equalities and inequalities to be used interchangeably.
and (3) reveal that the first and second derivatives of the put pricing function must be non-negative, as the corresponding cdf and pdf are non-negative functions. Setting up an equation for the call pricing function C(K, t, T ) analogous to Equation (1) and taking derivatives yields similarly that
and
Equation (8) implies that
Therefore, the call pricing function must be non-increasing over strikes, and from Equation (9) it must have non-negative curvature.
When option prices violate either the slope or curvature assumption, it is not obvious which option is "in the wrong" and should be removed. In any subset of prices that violates the slope or curvature assumption, I remove the option furthest from the money. There are two reasons for this selection. First, deeper out-of-the-money options are likely to be less liquid, so their prices are more likely to be stale.
Second, the minimum tick size imposed on prices can be seen as introducing an error to the prices that would be observed in a continuous setting, which bears relatively more importance to deeper out-ofthe-money options with already low prices. In practice, I allow for slight deviations from the slope and curvature assumptions. This accommodates the possibility that prices are not perfectly arbitraged, and accounts for a small degree of price inaccuracy due to discrete pricing ticks.
After option prices are cleaned, the estimation procedure is only carried out if there remain at least three option prices comprising at least one call and one put.
Fixed Horizon Estimates
The procedure outlined above lends itself naturally to estimating the put option pricing function for fixed horizons, which in turn can be used to generate fixed horizon probabilities. Option contracts allow 18 A full derivation can be found in Appendix A.
directly for estimation of pdf's corresponding to a specific option maturity date. However, we might also be interested in estimates for a fixed horizon, for example 180 days ahead from the option pricing date.
While the former type of estimate can show how expectations for interest rates at a particular point in the future evolve over time, fixed horizon estimates control for the impact of time to maturity. Pdf's for a particular maturity date will tend to narrow with the passing of time, as more information is garnered on the likely price of the underlying futures contract at expiration. On the other hand, fixed horizon estimates demonstrate the evolution of market expectations unaffected by time to maturity.
Fixed horizon estimates are computed by interpolating implied volatility -put delta functions across time, similar to Datta, Londono, and Ross (2014) . For a given hypothetical fixed horizon maturity date, data is collected for the March-quarterly contracts with expirations that most closely precede and follow that date. Each set of options is then used to estimate a function of implied volatilities over put option deltas. For each of 25,000 evenly spaced deltas over the delta range corresponding to the fixed maturity date, the corresponding implied volatility is the linear interpolation between the two functions, weighted based on the fixed maturity date's proximity to each contract's actual maturity date. Implied volatilities and deltas are again transformed back to prices and strikes, from which probabilities can be estimated.
Fitting implied volatilities over deltas instead of strikes makes for more consistent interpolation of implied volatilities across time, as the domain covered is always (−e −rτ , 0). For a hypothetical fixed maturity date, the range of strikes that should be used for interpolation would not be clear, as the support of the pdf π F T ,t (·) over strikes varies with t and T -even for a constant τ.
Calculating Distributional Moments
Once a pdf has been estimated from option prices, computation of distributional moments provides useful summary statistics, particularly when these moments are viewed over a span of time. Central moments of the distribution are computed using the traditional formulas, which are applied to the discrete case using the definition found in Equation (5) to compute integrals. Appendix A contains the continuouscase formulas referenced for calculating moments, with skewness and kurtosis being normalized by the standard deviation (square root of variance). In the remainder of this paper, references to skewness and kurtosis are in terms of the normalized computations. Additionally, I focus on the standard deviation rather than variance, as it has a more natural interpretation with units being in percentage points.
While distributional moments are discussed in terms of implied pdf's on future interest rates rather than futures contact prices, moments are initially computed in regard to the futures price and are then transformed to the interest rate setting. It is straightforward to show that the following relationships hold:
It is worth briefly noting the potential influence that the risk-neutral assumption of this paper's methodology might have on estimated distributional moments. If investors are more risk averse to higher (lower) relative to lower (higher) interest rates, then option payouts in the case of higher (lower) rates will be priced above what the actual market-assigned probabilities would imply, resulting in a higher (lower) estimated pdf mean and skewness. Similarly, if investors are relatively more risk averse to a more (less) extreme interest rate environment, estimates of kurtosis might be overstated (understated).
Variance (and thereby standard deviation) are likely to be overstated to the extent that investors are risk averse generally, as this would increase the price of out-of-the-money options used as inputs, implying a wider spread of probability mass. Ivanova and Gutiérrez (2014) provide evidence that risk-neutral pdf estimates for future Euribor rates likely overstate the tails of the distribution in general, and particularly the right-hand tail as relates to interest rate levels (i.e. investors are more risk averse to larger deviations from the expected future rate, and are particularly risk averse to higher interest rates).
Empirical Case Studies
The methodology laid out above is now applied to four sample case studies. These case studies demonstrate the efficacy of such an approach in illuminating the evolution of market sentiment regarding future interest rates. Particularly volatile historical cases with respect to financial market conditions are selected for study, as these cases entail immediate and apparent changes in interest rate expectations.
Case 1: BNP Paribas Freezes Funds 19
Paramount in triggering the 2007-08 financial crisis was heavy exposure throughout financial markets -especially the exposure carried by large and systemically important banks -to the performance of subprime home mortgages. As derivative products including asset-backed securities (ABS) (in particular, mortgage-backed securities (MBS)) and collateralized debt obligations (CDO) spread, the potential for Euribor rates, though this quickly faded, and the difference between 540-day-ahead and 180-day-ahead
Euribor expectations has remained near zero since early 2014. As the slopes of mean rate expectations for GBP and USD Libor have become elevated, so too has uncertainty increased for these rates: Figure   B16 shows that the standard deviation for each rate 540 days ahead has remained higher since mid-2013. As Euribor mean expectations approached -and eventually breached -zero over the same period, the standard deviation generally fell as the distribution compressed, with a slight trend upward since mid-2014. Figures B17 and B18 show that skewness and kurtosis both jumped for GBP Libor in mid-2013, especially for rates 180 days ahead, while both moments have broadly decreased across the term structure since then for both GBP and USD Libor. Overall, as mean expectations for GBP and USD Libor rates have increased, the bulk of each distribution has generally moved upward, while the right-hand tail has not seen a comparable shift. Skewness and kurtosis for Euribor rates have not seen a clear secular trend over the past few years.
Granger Causality across Rates
It is useful to understand the time series dynamics of distributional moments across Libor rates for various components of the term structure. I examine these cross-rate dynamics by testing for Granger causality in a vector autoregression (VAR). The general VAR is expressed as follows:
where each Y i is a 3-by-1 vector of the given moment and term structure component pairing (for example, standard deviation level 360 days ahead) for each Libor rate at time i, C is a 3-by-1 vector of constants, each Z i is a 3-by-3 matrix of coefficients, U t is a 3-by-1 vector of error terms at time t, and k is the number of lags included in the VAR. 24 In total, 24 VAR's of this form are estimated, corresponding to the number of combinations between distributional moments and term structure components being considered. The moments include mean, standard deviation, skewness, and kurtosis. The term structure components are levels at 180, 360, and 540 days ahead; the difference between levels at 360 and 180 days ahead (referred to as "Slope 1"); the difference between levels at 540 and 360 days ahead (referred to as "Slope 2"); and the difference between Slope 2 and Slope 1 (referred to as "Curvature"). Slope and curvature measures capture information regarding the trajectory of moments abstracted from their levels.
24 Lag length is determined by minimization of Schwarz's Bayesian Information Criterion.
After a VAR is estimated, Granger causality is determined by Wald tests. Let each Y i retain the same ordering with respect to the three Libor rates. For a particular VAR, consider the test that the relevant pairing of moment and term structure component for the second-positioned rate Granger causes that for the first-positioned rate (e.g. 540-day-ahead kurtosis for Euribor Granger causes that for GBP Libor). This is equivalent to testing whether the entry in the first row, second column of each Z i matrix of coefficients is equal to zero, with the null hypothesis being that all such entries are equal to zero. A rejection of the null hypothesis implies Granger causality, meaning previous values of the relevant pairing for the second-positioned rate contain explanatory power for the current value of the pairing for the firstpositioned rate, controlling for previous values of the pairing for the first-and third-positioned rates (e.g.
past values of 540-day-ahead kurtosis for Euribor contain explanatory power for the current value of 540-day-ahead kurtosis for GBP Libor, controlling for previous values of 540-day-ahead kurtosis for GBP and USD Libor). Such tests are revealing of the directions in which expectations for different Libor rates may affect one another across various distributional and term structure characteristics. It is worth noting that Granger causality is not the same as formal causality, but should be interpreted simply as past values of one variable containing residual explanatory power for the current value of another variable.
When testing for Granger causality in a VAR with possibly integrated time series, Toda and Yamamoto (1995) demonstrate that the distribution under the null hypothesis is non-standard. However, they introduce a simple solution: after determining the lag length k of the VAR by use of an information criterion, one estimates a VAR using lag length k + d with d being the maximum order of integration, then performs Wald tests for Granger causality using k lags of explanatory variables. This approach resolves asymptotic inference. Relevant to this paper, augmented Dickey-Fuller (ADF) tests fail to reject the null hypothesis of nonstationarity in many of the time series considered. As a result, tests for Granger causality are performed both in the traditional manner (the VAR still being estimated with k lags) as well as using Toda and Yamamoto's (1995) Table   B2 use the traditional approach to testing for Granger causality. In Table B3 , Toda and Yamamoto's (1995) method (with d = 1) is used for testing Granger causality in all VAR's in which an ADF test fails to reject the null hypothesis of nonstationarity in at least one of the time series at the 5% confidence level, and uses the traditional approach in remaining VAR's. The two tables serve as a robustness check on one another, as well as a basic indication of the extent to which nonstationarity might be affecting the results of traditional Granger causality tests in this case. VAR's are set up as in Equation (10), and resulting bivariate Granger causality results are reorganized in both tables to ease reading of relationships between pairs of Libor rates. An "x" denotes Granger causality significant at the 5% confidence level. As a concrete example, the "x" under the GBP-180 column and the EUR-Mean row in either table denotes that in a VAR of 180-day-ahead mean rates among all three Libor rates, the Euribor mean Granger causes the GBP Libor mean at a 5% significance level under the relevant testing procedure. The sections of each table corresponding to tests of autocorrelation are left blank, as all series are autocorrelated. The exception is the EUR-EUR section in Table B3 , which is used as a marker to denote which results come from VAR's using Toda and Yamamoto's (1995) method; a blue "O" signifies that Granger causality tests for the corresponding pairing of distributional moment and term structure component are performed using Toda and Yamamoto's (1995) approach.
I note here some broad takeaways from Tables B2 and B3 in an attempt to summarize the results; this is not meant to be comprehensive, but rather to draw attention to some important patterns that emerge.
The most basic trend to note in Tables B2 and B3 is the striking overall degree of interconnectedness among the three Libor rates, present across varying distributional moments and term structure components. It is immediately clear that -in addition to levels of mean expectations -combinations of higher distributional moments and simple measures of the broader term structure bear relationships across rates as well. In other words, the cross-rate dynamics are not thoroughly captured by simply examining the levels of future mean expectations; there is a rich interplay among rates involving standard deviation, skewness, and kurtosis, as well as measures of the slope and curvature of future paths.
USD Libor expectations contain the most consistent explanatory power across moments and term structure components, particularly so in relation to GBP Libor rates. USD Libor expectations are found to Granger cause GBP Libor expectations across both Tables B2 and B3 for the relatively great importance of USD Libor rate expectations to those for EUR and GBP Libor. It is certainly possible that USD-denominated interest rates hold greater causal sway relative to alternative interest rates; for example, Brusa, Savor, and Wilson (2016) find that Federal Reserve policy decision announcements bear an outsized influence across global stock market risk premia, which is not true for any other central bank they examine. It may also be true, however, that USD Libor expectations simply serve as a stronger proxy for omitted macro variables, which in turn are linked causally to EUR and GBP Libor expectations. Distinguishing between these explanations is beyond the scope of this paper, though the evidence of Brusa, Savor, and Wilson (2016) seems to imply the former explanation holds water.
While USD Libor rate expectations hold much explanatory power for EUR and GBP Libor expectations, the converse is not true. In fact, Euribor expectations are statistically important precursors of USD Libor expectations in only 2 out of 24 total pairings of moment and term structure component when applying Toda and Yamamoto's (1995) testing procedure. Similarly, while the levels of GBP Libor mean expectations consistently Granger cause their USD Libor counterparts, higher distributional moments of GBP Libor expectations bear little importance to USD Libor when following Toda and Yamamoto (1995) .
On the whole, higher moments than the mean of USD Libor expectations are consistently not found to be Granger caused by those of either EUR or GBP Libor rates, while it is of course important to note that levels of mean expectations for GBP Libor do Granger cause USD Libor mean expectations.
EUR and GBP Libor expectations share clear relationships running in both directions, especially so for means and standard deviations. The levels of mean expectations for GBP Libor Granger cause those for
Euribor across fixed horizons of 180, 360, and 540 days ahead. Additionally, while levels of GBP Libor standard deviations are not very consistently related to those for Euribor, the slopes and curvature of standard deviations over time are; so, while the actual levels of uncertainty in GBP Libor rates are less reliably linked to levels of uncertainty in Euribor, the path at which GBP Libor uncertainty is evolving does help predict the path of Euribor uncertainty. In the opposite direction, the standard deviation of Euribor expectations Granger causes that of GBP Libor expectations across term structure components, with the exception of the 180-day-ahead level. Mean expectations for Euribor have little predictive power for GBP Libor expectations across term structure components.
Conclusion
This paper uses options on Libor futures for rates denominated in EUR, GBP, and USD in order to estimate risk-neutral market-assigned pdf's for future interest rates. The methodology is reviewed, and estimates are applied to produce case studies of probability estimates as they evolve over important market events.
Distributional moments are compared across rates to study their interrelationships in a Granger causality framework.
The case studies carried out in this paper elucidate the significant impact of specific market events on market expectations for future interest rates by detailing precisely how expectations changed along the full probability distribution. For example, while the mean expectation for USD-denominated Libor fell upon news of the collapse of Lehman Brothers in September, 2008, the probability distribution did not undergo a simple level shift; rather, probability moved toward the left tail and primarily out of the center of the distribution, resulting not only in a lower mean expectation but also a higher standard deviation. 
where
Adding to prior notation, Φ(·) is the cumulative distribution of the standard normal, F is the futures contract price, and σ is the implied volatility.
Relating Deltas and Strikes
A put option's delta, ∆ P , denotes the sensitivity of the option price to a change in the underlying futures rate, or
From this, one can solve for the strike of a put option given its delta as the following:
The above formula makes clear the bounds on ∆ P . The inverse of the standard normal cdf, Φ(·), can only be evaluated on (0, 1). Therefore, it must be that 0 < (e rτ ∆ P + 1) < 1, or −e −rτ < ∆ P < 0.
Additionally, it is the case that lim
Because of this, when evaluating implied volatilities as a function of deltas I place the end points for evaluation a small value above −e −rτ and a small value below 0.
Vega
An option's vega, v, is the sensitivity of the option price to a change in implied volatility. Specifically, in the case of a put option,
where φ(·) is the standard normal density function.
Proof of Equations (8) and (9)
As in the case of put options, we begin by describing the call option pricing function as
Then, taking the derivative with respect to K using Leibniz's rule for differentiating under an integral
which is Equation (8). It is then straightforward that taking the derivative of Equation (8) with respect to strike K yields Equation (9).
Distributional Moment Formulas
Continuous-case references used for calculating distributional moments are listed below. In practice, integrals are computed using the discrete-case equivalent via Equation (5) applied over all option strikes evaluated in the course of interpolating and extrapolating option strikes and prices. Below, µ X is equivalent to Mean(X), and σ X is the standard deviation of X, or the square root of Variance(X).
Mean(X): Within each dependent rate grouping, the first three columns correspond to levels at 180, 360, and 540 days ahead; "Slope 1" and "Slope 2" denote the differences in levels at 360 vs. 180 days ahead, and 540 vs. 360 days ahead, respectively; and "Curve" is Slope 2 minus Slope 1. An "x" marks statistical significance at the 5% confidence level. VARs are run for each pairing of distributional moment and term structure component (for example, skewness levels 180 days ahead), with resulting bivariate relationships reorganized in this table for presentation. All series are autocorrelated; the corresponding sections are left blank to ease reading. Table B3 : 3M Libor Cross-Currency Granger Causality Significance, using Toda and Yamamoto's (1995) Within each dependent rate grouping, the first three columns correspond to levels at 180, 360, and 540 days ahead; "Slope 1" and "Slope 2" denote the differences in levels at 360 vs. 180 days ahead, and 540 vs. 360 days ahead, respectively; and "Curve" is Slope 2 minus Slope 1. An "x" marks statistical significance at the 5% confidence level. VARs are run for each pairing of distributional moment and term structure component (for example, skewness levels 180 days ahead), with resulting bivariate relationships reorganized in this table for presentation. All series are autocorrelated; the corresponding sections are left blank to ease reading. A blue "O" in the EUR-EUR section is used to signify a VAR in which an Augmented Dickey-Fuller test failed to reject the null hypothesis of a unit root at the 5% confidence level for at least one currency; in each of these cases, the Granger causality significance results reported in this table employ the approach of Toda and Yamamoto (1995) , assuming a maximum order of integration of one.
bound for the early exercise premium of e rτ is effective at-the-money. From here, the multiplicative early exercise premium is linearly phased out over option strikes to reach 1 where the estimated cdf reaches 2.5% for puts or 97.5% for calls (i.e. the early exercise premium is assumed to be zero for out-ofthe-money options where less than 2.5% probability is assigned to a positive option value at expiration).
European option prices are then estimated by multiplying observed American option prices by the inverse of the corresponding premium.
I select all Wednesdays over the sample period from May 7 th , 2009 to March 31 st , 2016 for the simulation option pricing dates, and I estimate fixed horizon pdf's 540 days ahead as described in Section 2.6 using both observed option prices and simulated European option prices. I then calculate the mean, standard deviation, (normalized) skewness, and (normalized) kurtosis of each pdf. Figure C1 shows histograms of the percent differences in pdf moments, where positive (negative) values imply a higher (lower) value using estimated European option prices. Figure C1 shows that the overall effects of even a generous specification for the early exercise premium are minor. Differences in the pdf mean are negligible, while differences in higher moments are all within small margins. It is not surprising that the standard deviation is consistently lower when using estimated European option prices, or that the normalized skewness and kurtosis are consistently higher.
Figure C1: Percent Differences in PDF Moments after Option Price Shocks
Because European option prices will be lower than American prices, and because out-of-the-money options are used as inputs, estimated probabilities will be less dispersed in order to match lower out-ofthe-money option prices. Further, as the early exercise premium falls for increasingly out-of-the-money options, simulated price shocks will push prices increasingly downward nearer the money, implying less probability mass near the center of the distribution relative to the tails in the case of hypothetical European options. Finally, as skewness is normalized, a lower standard deviation will result in higher skewness even if there is little to no change in non-normalized skewness. Table C1 below shows the average and median percent differences between moments estimated from hypothetical European prices and observed American prices, complementing Figure C1 . Note: "Difference" is the percent difference between a given distributional moment as estimated from hypothetical European option prices or observed American option prices.
