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Abstract
For a graph G, p(G) and c(G) denote the order of a longest path and a longest cycle of G, respectively. Bondy and Locke
[J.A. Bondy, S.C. Locke, Relative length of paths and cycles in 3-connected graphs, Discrete Math. 33 (1981) 111–122] consider
the gap between p(G) and c(G) in 3-connected graphs G. Starting with this result, there are many results appeared in this context,
see [H. Enomoto, J. van den Heuvel, A. Kaneko, A. Saito, Relative length of long paths and cycles in graphs with large degree sums,
J. Graph Theory 20 (1995) 213–225; M. Lu, H. Liu, F. Tian, Relative length of longest paths and cycles in graphs, Graphs Combin.
23 (2007) 433–443; K. Ozeki, M. Tsugaki, T. Yamashita, On relative length of longest paths and cycles, preprint; I. Schiermeyer,
M. Tewes, Longest paths and longest cycles in graphs with large degree sums, Graphs Combin. 18 (2002) 633–643]. In this paper,
we investigate graphs G with p(G)− c(G) at most 1 or at most 2, but with no hamiltonian paths. Let G be a 2-connected graph of
order n, which has no hamiltonian paths. We show two results as follows: (i) if σ4(G) ≥ 13 (4n − 2), then p(G) − c(G) ≤ 1, and
(ii) if σ4(G) ≥ n + 3, then p(G)− c(G) ≤ 2.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A well-known result of Bondy and Locke [1] says that if a 3-connected graph has a path of length k, then it has a
cycle of length at least 2k/5. So in 3-connected graphs, if there is a long path, then there is a long cycle too. Let p(G)
and c(G) be the order of a longest path and a longest cycle, respectively. For a positive integer k, if there exists an
independent set of order k, then we let σk(G) denote the minimum degree sum of an independent set of k vertices of
G; otherwise we let σk(G) = +∞.
In this paper, we are interested in the difference diff(G) between p(G) and c(G), that is, diff(G) := p(G)− c(G).
In particular, we are interested in graphs that have a small gap between p(G) and c(G). In [2], Enomoto, van den
Heuvel, Kaneko and Saito proved the following theorems:
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Theorem 1 (Enomoto et al. [2]). Let G be a 2-connected graph on n vertices. If σ3(G) ≥ n + 2, then diff(G) ≤ 1.
Theorem 2 (Enomoto et al. [2]). Let G be a connected graph on n vertices. If σ3(G) ≥ n, then either diff(G) ≤ 1
or G has a hamiltonian path.
In [4], Li, Saito and Schelp considered the concerning the property “diff(G) ≤ 1” and a σ4 condition. They proved
that if G is a 3-connected graph of order n with σ4(G) ≥ 32n + 1, then diff(G) ≤ 1. Also they conjectured that the
sharp coefficient of n is 43 . Lu, Liu and Tian gave a sharp bound on the σ4(G) condition.
Theorem 3 (Lu et al. [3]). Let G be a 3-connected graph on n vertices. If σ4(G) ≥ 13 (4n + 5), then diff(G) ≤ 1.
Theorems 1 and 2 say that the connectivity and degree sum condition can be weakened for graphs without
hamiltonian paths. Therefore, one might expect that the conditions in Theorem 3 can be weakened for graphs without
hamiltonian paths. As an answer to this expectation, we prove the following theorem.
Theorem 4. Let G be a 2-connected graph on n vertices. If σ4(G) ≥ 13 (4n − 2), then either diff(G) ≤ 1 or G has a
hamiltonian path.
Recently, the second author, Tsugaki and the third author showed the result on a σ4 condition.
Theorem 5 ([5]). Let G be a 3-connected graph on n vertices. If σ4(G) ≥ n + 6, then diff(G) ≤ 2.
On the other hand, in 2002, Schiermeyer and Tewes [6] investigated the relation between σ4(G) and diff(G) ≤ 2
in a 2-connected graph G. A path P of a graph G is said to be dominating if V (G − P) is an independent set.
Theorem 6 (Schiermeyer and Tewes [6]). Let G be a 2-connected graph on n vertices. If σ4(G) ≥ n + 3, then either
diff(G) ≤ 2 or every longest path in G is dominating.
However, considering the relations between Theorems 1 and 2 and between Theorems 3 and 4, the conclusion of
Theorem 6 seems to be weak. Therefore, we give an improvement of Theorem 6.
Theorem 7. Let G be a 2-connected graph on n vertices. If σ4(G) ≥ n + 3 then either diff(G) ≤ 2 or G has a
hamiltonian path.
The degree sum bounds of Theorems 4 and 7 are best possible. Let m be an integer with m ≥ 2 and G1 :=
Km + (K1 ∪ (m + 1)K2). Then σ4(G1) = m + 3(m + 1) = 13 (4n − 3) and neither diff(G1) ≤ 1 nor G1 has a
hamiltonian path. On the other hand, let G2 := Km + (K1 ∪ (m + 1)K3). Then σ4(G2) = m + 3(m + 2) = n+ 2 and
neither diff(G2) ≤ 2 nor G2 has a hamiltonian path.
We prove Theorems 4 and 7 simultaneously. For that purpose, we shall define endable vertex and show several
claims in Section 2. In the proof of Theorems 4 and 7, we divide into two cases. Case 1 and Case 2 are discussed in
Sections 3 and 4, respectively. We shall use the following lemma.
Lemma 8 (Enomoto et al. [2]). Suppose that G is a graph of order n with diff(G) ≥ 2. Let P is a longest path in G
and let x, y ∈ V (G) be end-vertices of P. If there exists z ∈ V (G − P), then dG(x)+ dG(y)+ dG(z) ≤ n − 1.
For standard graph-theoretical terminology not explained in this paper, we refer the reader to [7]. We denote by
NG(x) the neighbourhood of a vertex x in a graph G. For a subgraph H of G and a vertex x ∈ V (G)\V (H), we denote
NH (x) := NG(x) ∩ V (H), and dH (x) := |NH (x)|. Furthermore, for a subgraph H of G and X ⊂ V (G) \ V (H),
we write NH (X) := ⋃x∈V (X) NH (x). If there is no fear of confusion, we often identify a subgraph H of a graph
G with its vertex set V (H). We write a cycle (or a path) C with a given orientation by
−→
C . Let C be a cycle or a
path. For x, y ∈ V (C), we denote by x−→C y a path from x to y on −→C . The reverse sequence of x−→C y is denoted by
y
←−
C x . For x ∈ V (C), we denote the h-th successor and the h-th predecessor of x on−→C by x+h and x−h , respectively.
We abbreviate x+1 and x−1 by x+ and x−, respectively. For X ⊂ V (C), we define X+h := {x+h : x ∈ X} and
X−h := {x−h : x ∈ X}, and abbreviate X+1 and X−1 by X+ and X−, respectively.
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2. Chasing endable vertices of a longest path
In this section, we shall study counterexamples to Theorems 4 and 7, respectively. Actually, in this section, we just
assume that G has no hamiltonian paths, and no cycles of length at least p(G) − 1, otherwise, we do not impose on
any condition on our graph G.
Let Q be a longest path of G, and let H := G − Q. We assume that Q is not a hamiltonian path. Hence we may
assume that there exists z ∈ V (H).
Let C be a cycle and P0 be a path with end x such that V (C)∪V (P0) = V (Q), V (C)∩V (P0) = ∅ and NC (x) 6= ∅.
(Notice that there exist such a cycle C and a path P0, because the endvertex of Q has a neighbour in V (Q).)
Choose such a cycle C and a path P0 so that |V (C)| is as large as possible. We give an orientation to C and write
an orientated cycle C by
−→
C . Also we give an orientation to P0 starting from x .
A vertex y ∈ V (P0) is called an endable vertex for x if there exists an xy-path P such that V (P) = V (P0).
For example, a vertex in NP0(y0)
+ is an endable vertex, where y0 is the other end vertex of P0. Let L := {y ∈
V (P0)| y is endable for x} and L ′ := L ∪ {x}.
Let T := {(y, P)| y ∈ L and P is an xy-path such that V (P) = V (P0)}. For each (y, P) ∈ T , we give an
orientation from x to y along P and write an orientated path P by
−→
P . By the maximality of |V (Q)| and |V (C)|, it is
very easy to see that the following claim holds. We omit the proof:
Claim 1. (i) NH (L) = ∅.
(ii) If u ∈ NC (L ′), then NG−C (u+) = NG−C (u−) = ∅.
Since we take Q and C in such a way that |V (Q)| and |V (C)| are as large as possible, the following claim is easy
to prove. We also omit the proof.
Claim 2. Suppose u1 ∈ NC (L ′) and u2 ∈ NC (G −C) with u1 6= u2. Let C1 = u+1 −→C u2 and C2 = u+2 −→C u1. Then the
following statements hold:
(i) NC1(u
+
1 )
− ∩ NC1(u+2 ) = ∅. In particular, u+1 u+2 6∈ E(G).
(ii) NC1(u
+
1 )
− ∩ NC1(z) = ∅.
(iii) NC2(u
+
1 ) ∩ NC2(u+2 )− = ∅.
The following claim is used explicitly for our proof:
Claim 3. Suppose u1 ∈ NC (x) and u2 ∈ NC (L) with u1 6= u2. Let C1 = u+1 −→C u2 and C2 = u+2 −→C u1. Then the
following statements hold:
(i) NC1(u
+
2 )
+ ∩ NC1(z) = ∅.
(ii) NC2(u
+
1 )
+ ∩ NC2(z) = ∅.
(iii) NC1(u
+
1 )
− ∩ NC1(u+2 )+ = ∅.
(iv) NC2(u
+
1 )
+ ∩ NC2(u+2 )− = ∅.
(v) NC1(u
+
1 )
− ∩ NC1(y)+ = ∅ for any y ∈ L.
Proof. Assume that NC1(u
+
2 )
+ ∩ NC1(z) 6= ∅, say v ∈ NC1(u+2 )+ ∩ NC1(z). Let (y, P) ∈ T such that u2 ∈ NC1(y).
Then zv
−→
C u2y
←−
P xu1
−→
C v−u+2
−→
C u−1 is a longer path than Q, a contradiction. Hence the statement (i) holds. Similarly,
we can prove (ii).
Assume that NC1(u
+
1 )
−∩NC1(u+2 )+ 6= ∅, say v ∈ NC1(u+1 )−∩NC1(u+2 )+. Let (y, P) ∈ T such that u2 ∈ NC1(y).
Then v+−→C u2y←−P xu1←−C u+2 v−←−C u+1 v+ is a cycle of order p(G) − 1, a contradiction. Hence the statement (iii)
holds. By symmetry, we can prove (iv). Moreover, by the similar reason, the statement (v) can be proved because
|V (P0)| ≥ 2. 
Hereafter, we divide into two cases. Suppose there exists (y, P) ∈ T such that there are two independent edges
e1, e2 joining x and C , and y and C , respectively. Then we may think of x, y as symmetrical vertices, with respect
to (y, P) ∈ T . This is our first case. The second case is just dealing with the case where there are no such two
independent edges. Let us remind ourselves that z ∈ V (H) = V (G − C − P).
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3. Proofs of Theorems 4 and 7 in Case 1
Case 1. There exists (y, P) ∈ T such that NC (y) 6= ∅ and there are two independent edges e1, e2 joining x
and C , and y and C , respectively. In this case, we can use the symmetry between x and y. Now we will show that
dG−C (y)+dG−C (z) ≤ |V (G−C)|−2. Note that V (G−C) = V (P)∪V (H). If there exists a ∈ NP (y)+∩NP (z), then
a path u+−→C ux−→P a−y←−P az is a longer path than Q, where u ∈ NC (x). This contradiction yields NP (y)+∩NP (z) = ∅.
Since NP (y)+ ∪ NP (z) ⊂ V (P) − {x}, it follows that dP (y) + dP (z) ≤ |V (P)| − 1. By Claim 1(i), we have
NH (y) = ∅. Therefore dH (y)+ dH (z) ≤ |V (H)| − 1. Hence we obtain
dG−C (y)+ dG−C (z) ≤ |V (G − C)| − 2. (1)
Claim 4. (i) |NC (x)+ ∩ NC (z)−| ≤ 1 or |NC (y)+ ∩ NC (z)−| ≤ 1.
(ii) If NC (x)+ ∩ NC (z)− 6= ∅ and NC (y)+ ∩ NC (z)− 6= ∅, then NC (x)+ ∩ NC (z)− = NC (y)+ ∩ NC (z)−.
Proof. Assume that the statement (i) or (ii) does not hold. Then we can easily find two vertices v1 ∈ NC (x)+∩NC (z)−
and v2 ∈ NC (y)+ ∩ NC (z)− such that v1 6= v2. Then v+1 −→C v−2 y
←−
P xv−1
←−
C v+2 zv
+
1 is a cycle of order p(G) − 1, a
contradiction. 
Let us now consider the proofs of Theorems 4 and 7.
3.1. Proof of Theorem 4 in Case 1
Suppose now that G has a longest path Q, but Q is not a hamiltonian path. Furthermore, suppose G satisfies the
assumption of Theorem 4, but p(G)− c(G) ≥ 2. We shall prove that there are four independent vertices such that the
degree sum of these vertices is at most 13 (4n − 3). This would be a contradiction to the assumption of Theorem 4.
If NC (x) ∩ NC (y) 6= ∅, then by symmetry we may assume that |NC (x)| ≥ |NC (y)|; otherwise, by Claim 4(i) and
(ii), NC (x)+∩NC (z)− = ∅ or NC (y)+∩NC (z)− = ∅ and by symmetry, we may assume that NC (y)+∩NC (z)− = ∅.
By the assumption of Case 1, there exist two distinct vertices u ∈ NC (x) and w ∈ NC (y). We choose u and
w as follows: if NC (x) ∩ NC (y) 6= ∅, then we can choose such vertices u and w so that w ∈ NC (x) ∩ NC (y);
otherwise we choose such vertices u and w so that |V (w+−→C u)| is as small as possible. By Claim 1(ii), we have
w+ 6= u. By Claims 1 and 2(i), {u+, w+, y, z} is an independent set. By applying Lemma 8 to paths u+−→C ux−→P y and
u+−→C wy←−P xu←−C w+, we obtain
dG(u
+)+ dG(y)+ dG(z) ≤ n − 1 (2)
and
dG(u
+)+ dG(w+)+ dG(z) ≤ n − 1, (3)
respectively. Let C1 = u+−→C w and C2 = w+−→C u.
Claim 5. dG(u+)+ dG(w+)+ dG(y) ≤ n.
Proof. By Claims 2(i) and 3(v), we have NC1(u
+)−∩NC1(w+) = NC1(w+)∩NC1(y)+ = NC1(u+)−∩NC1(y)+ = ∅.
Since NC1(u
+)− ∪ NC1(w+) ∪ NC1(y)+ ⊂ V (C1) ∪ {w+}, we obtain
dC1(u
+)+ dC1(w+)+ dC1(y) ≤ |V (C1)| + 1.
Suppose that NC (x) ∩ NC (y) 6= ∅, then w ∈ NC (x) ∩ NC (y). Using Claims 2(iii) and 3(v), by the same argument as
the case of C1, we obtain dC2(u
+)+ dC2(w+)+ dC2(y) ≤ |V (C2)| + 1.
On the other hand, suppose that NC (x)∩ NC (y) = ∅. Then by Claim 2(iii), NC2(u+)∩ NC2(w+)− = ∅ and hence
dC2(u
+)+ dC2(w+) ≤ |V (C2)|. It follows from the choice of u and w that NC2(y) = ∅. Thus, in each case, we have
dC2(u
+)+ dC2(w+)+ dC2(y) ≤ |V (C2)| + 1.
By the above inequalities, we obtain dC (u+)+ dC (w+)+ dC (y) ≤ |V (C)| + 2.
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By Claim 1(ii), NG−C (u+) = NG−C (w+) = ∅, and by Claim 1(i), NG−C (y) ⊂ V (P) − {y}. Therefore,
dG−C (u+)+ dG−C (w+)+ dG−C (y) ≤ |V (P)| − 1 ≤ |V (G −C)| − 2. Thus, we obtain dG(u+)+ dG(w+)+ dG(y)
≤ n. 
Claim 6. dG(w+)+ dG(y)+ dG(z) ≤ n − 1.
Proof. If u ∈ NC (y), then NC (x) ∩ NC (y) 6= ∅, and so w ∈ NC (x) ∩ NC (y). By applying Lemma 8 to a path
w+−→C wx−→P y, we obtain dG(w+) + dG(y) + dG(z) ≤ n − 1. Hence we may assume that u 6∈ NC (y) and moreover
NC (x) ∩ NC (y) = ∅. Then, by the choice of y, NC (y)+ ∩ NC (z)− = ∅.
By Claims 2(i) and 3(i), NC1(w
+) ∩ NC1(y)+ = NC1(w+) ∩ NC1(z)− = ∅. By Claim 1(ii), we have u 6∈ NC (z)−
and hence NC1(w
+) ∪ NC1(y)+ ∪ NC1(z)− ⊂ V (C1) ∪ {w+}. Therefore
dC1(w
+)+ dC1(y)+ dC1(z) ≤ |V (C1)| + 1.
By Claim 2(i), NC2(w
+)−∩NC2(z) = ∅. By the choice of u andw, we have NC2(y) = ∅. Since NC2(w+)−∪NC2(z) ⊂
V (C2), it follows that
dC2(w
+)+ dC2(y)+ dC2(z) ≤ |V (C2)|.
By the above inequalities,
dC (w
+)+ dC (y)+ dC (z) ≤ |V (C)| + 1. (4)
By Claim 1(ii) and by the inequalities (1) and (4), we obtain dG(w+)+ dG(y)+ dG(z) ≤ n − 1. 
Thus, by the inequalities (2) and (3) and by Claims 5 and 6, we obtain
3σ4(G) ≤ 3
(
dG(u
+)+ dG(w+)+ dG(y)+ dG(z)
)
≤ 4n − 3,
a contradiction.
3.2. Proof of Theorem 7 in Case 1
Suppose now that G has a longest path Q, but Q is not a hamiltonian path. Furthermore, suppose G satisfies the
assumption of Theorem 7, but p(G)− c(G) ≥ 3. We shall prove that there are four independent vertices such that the
degree sum of these vertices is at most n + 2, which would be a contradiction to the assumption of Theorem 7.
If NC (x) ∩ NC (y) ∩ NC (z)−2 = ∅, then by Claim 4(ii) and by the symmetry of x and y, we may assume that
NC (y)+2∩NC (z) = ∅. In this case, we can take u ∈ NC (x) and w ∈ NC (y)−{u}. If NC (x)∩NC (y)∩NC (z)−2 6= ∅,
then by the assumption of Case 1 and by the symmetry of x and y, we may assume that there exist two distinct vertices
u ∈ NC (x)∩ NC (y)∩ NC (z)−2 and w ∈ NC (y). In this case, NC (y)+2 ∩ NC (z) ⊂ {u} by Claim 4(i) and (ii). In both
cases, we choose such w ∈ NC (y) so that |V (w+−→C u)| is as small as possible. By Claims 1 and 2(i), {u+, w+, y, z}
is independent. Let C1 = u+−→C w and C2 = w+−→C u. We will show that dCi (u+) + dCi (w+) + dCi (y) + dCi (z) ≤
|V (Ci )| + 2 for i = 1, 2.
First we show the case i = 1. Then we obtain NC1(u+)−, NC1(z), NC1(w+)+ and NC1(y)+2 are pairwise disjoint
because
NC1(u
+)− ∩ NC1(z) = ∅ (by Claim 2(ii)),
NC1(u
+)− ∩ NC1(w+)+ = ∅ (by Claim 3(iii)),
NC1(u
+)− ∩ NC1(y)+2 = ∅ (since diff(G) ≥ 3),
NC1(z) ∩ NC1(w+)+ = ∅ (by Claim 3(i)),
NC1(z) ∩ NC1(y)+2 = ∅ (by the choice of y),
NC1(w
+)+ ∩ NC1(y)+2 = ∅ (by Claim 2(i)).
Since NC1(u
+)− ∪ NC1(z) ∪ NC1(w+)+ ∪ NC1(y)+2 ⊂ V (C1) ∪ {w+, w+2}, we have
dC1(u
+)+ dC1(w+)+ dC1(y)+ dC1(z) ≤ |V (C1)| + 2.
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Next, we consider the case i = 2. By the choice of w, we have NC2(y) ⊂ {u}, and hence dC2(y) ≤ 1. Moreover,
by Claims 2(iii), 3(ii) and (iv), NC2(w
+)−, NC2(z) and NC2(u+)+ are pairwise disjoint. Since NC2(w+)− ∪ NC2(z)∪
NC2(u
+)+ ⊂ V (C2) ∪ {u+}, we have
dC2(u
+)+ dC2(w+)+ dC2(y)+ dC2(z) ≤ |V (C2)| + 2.
By Claim 1(ii) and by the inequality (1),
dG(u
+)+ dG(w+)+ dG(y)+ dG(z) ≤ n + 2,
a contradiction.
4. Proofs of Theorems 4 and 7 in Case 2
Let us remember Case 2.
Case 2. For any (y, P) ∈ T , NC (y) = ∅ or there are no two independent edges e1, e2 joining x and C , and y and
C , respectively.
Let u ∈ NC (x). Since G is 2-connected, there exists a path R connecting a vertex of P0 and a vertex of C − {u}.
Let {w} = V (R) ∩ (V (C)− {u}). We take such a path R and a vertex w so that |V (w+−→C u)| is as small as possible.
By Claims 1(ii) and 2(i), we have w+ 6= u, u+ 6= w and u+w+ 6∈ E(G).
We first show that we may assume n ≥ 9. Then, since n + 2 ≤ 13 (4n − 3), we can prove Theorems 4 and 7
simultaneously. That is, we shall just prove that there are four independent vertices such that the degree sum of these
vertices is at most n + 2. This would contradict the assumptions of both Theorems 4 and 7.
Suppose n ≤ 8. Then it is easy to see that |V (C)| ≥ 4. Since G is 2-connected, the assumption of Case 2 implies
|V (P0)| ≥ 3. Since |V (H)| ≥ 1, it follows that |V (P0)| = 3. Let P0 = xx ′x ′′. Since G is 2-connected, we have
xx ′′, wx ′ ∈ E(G). Then x ′ ∈ L and w ∈ NC (x ′), which contradicts the assumption of Case 2. Hence we may assume
n ≥ 9.
By the choice of w, we have NP0(w
+) = ∅, and so NG−C (w+) ⊂ V (H). By Claim 1(ii), NG−C (u+) = ∅. Hence
we obtain
dG−C (u+)+ dG−C (w+) ≤ |V (H)|.
Let C1 := u+−→C w and C2 := w+−→C u. By Claim 2(i), NC1(u+)− ∩ NC1(w+) = ∅. Since NC1(u+)− ∪ NC1(w+) ⊂
V (C1), we obtain dC1(u
+) + dC1(w+) ≤ |V (C1)|. Similarly, by Claim 2(iii), dC2(u+) + dC2(w+) ≤ |V (C2)|.
Therefore, we obtain
dC (u
+)+ dC (w+) ≤ |V (C)|.
Summing the above inequalities, we have
dG(u
+)+ dG(w+) ≤ |V (C)| + |V (H)|. (5)
Case 2.1. There exist (y, P) ∈ T and v ∈ L − {y} such that v+ 6∈ L . Fix such a vertex v ∈ L − {y}. Suppose that
yv ∈ E(G). Then we can find a path P ′ := x−→P vy←−P v+, and hence v+ is endable for x , contradicting the assumption
of Case 2.1. Thus, we have yv 6∈ E(G). By the assumption of Case 2, NC (y)− {u} = NC (v)− {u} = ∅. Therefore,
{u+, w+, y, v} is an independent set and
dC (y)+ dC (v) ≤ 2. (6)
Since y, v ∈ L , it follows from Claim 1(i) that NH (y) = NH (v) = ∅, and so
dH (y)+ dH (v) = 0. (7)
Let P1 := x−→P v and P2 := v+−→P y. Suppose that there exists a ∈ NP1(y) ∩ NP1(v)+. Then we can find
P ′ := x−→P a−v←−P ay←−P v+, and hence v+ is endable for x , which contradicts the definition of v. Therefore,
NP1(y) ∩ NP1(v)+ = ∅. Since NP1(y) ∪ NP1(v)+ ⊂ V (P1), we obtain dP1(y) + dP1(v) ≤ |V (P1)|. Suppose that
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there exists b ∈ NP2(y)+ ∩ NP2(v). Then we can find P ′ := x
−→
P vb
−→
P yb−←−P v+, and hence v+ is endable for x , a
contradiction again. Therefore dP2(y)+ dP2(v) ≤ |V (P2)|, since NP2(y)+ ∪ NP2(v) ⊂ V (P2). Thus, we obtain
dP (y)+ dP (v) ≤ |V (P)|. (8)
By the inequalities (5)–(8), we deduce
dG(u
+)+ dG(w+)+ dG(y)+ dG(v) ≤ |V (P)| + |V (C)| + |V (H)| + 2
= n + 2,
a contradiction. This contradiction completes the proof of Case 2.1.
Case 2.2. For any (y, P) ∈ T and any v ∈ L − {y}, v+ ∈ L .
In this case, we have two claims.
Claim 7. For any (y, P) ∈ T and any a ∈ L, V (a−→P y) ⊂ L and NG−P (a−→P y) ⊂ {u}.
Proof. Suppose that there exists v ∈ V (a−→P y) such that v 6∈ L . Then, since a ∈ L , we can find a vertex
v1 ∈ V (a−→P v−) such that v1 ∈ L and v+1 6∈ L . This contradicts the assumption of Case 2.2. Therefore we have
V (a+−→P y) ⊂ L . Moreover, by the condition of Case 2 and by Claim 1(i), we obtain NG−P (a−→P y) ⊂ {u}. 
Claim 8. For any (y, P) ∈ T , NC (y) = ∅.
Proof. Assume that there exists (y, P) ∈ T such that NC (y) 6= ∅. Then NC (x) = NC (y) = {u} by the assumption
of Case 2. Suppose that NP (x)− ∩ NP (y) 6= ∅, say a ∈ NP (x)− ∩ NP (y). Then P ′ = xa+−→P ya←−P x+ is a path such
that V (P ′) = V (P), which implies x+ ∈ L . So all the vertices of P except for x are in L .
By Claim 7, NG−P (x+
−→
P y) ⊂ {u}, and hence NG−P (P) ⊂ {u}. This contradicts that G is 2-connected.
Therefore NP (x)− ∩ NP (y) = ∅ and especially xy 6∈ E(G). Since NP (x)− ∪ NP (y) ⊂ V (P) − {y}, we have
dP (x)+ dP (y) ≤ |V (P)| − 1. Since x is endable for y, it follows from Claim 7 that dG−P (x)+ dG−P (y) ≤ 2. Thus,
by the inequalities (5), we obtain
dG(u
+)+ dG(w+)+ dG(x)+ dG(y) ≤ |V (P)| + |V (C)| + |V (H)| + 1
= n + 1,
a contradiction. 
We choose (y, P) ∈ T and a ∈ NP (y) so that |V (x−→P a)| is as small as possible. By Claims 7 and 8,
NG(a+
−→
P y) ⊂ V (x−→P a). If a = x , then |V (x−→P a)| = 1, contradicting 2-connectedness. Thus we obtain a 6= x . Since
G−{a} is connected, there exists an edge bc such that b ∈ V (a+−→P y) and c ∈ V (x−→P a−). Suppose that yb− ∈ E(G).
Let P ′ := x−→P b−y←−P b. Then V (P ′) = V (P), c ∈ NG(b) and |V (x−→P a)| > |V (x−→P ′c)|, contradicting the choice of
y and a. Thus, we have yb− 6∈ E(G) and b− ∈ V (a+−→P y). Since NP (u+) ∪ NP (w+) = ∅, {u+, w+, y, b−} is an
independent set. By Claims 7 and 8,
dG−P (y)+ dG−P (b−) = 0. (9)
Let P1 := x−→P a−, P2 := a−→P b− and P3 := b−→P y. Then the choice of y and a implies NP1(y) = ∅, and hence
dP1(y)+ dP1(b−) ≤ |V (P1)|.
Suppose that there exists d ∈ NP2(y) ∩ NP2(b−)+. Then we can find a path P ′ := x
−→
P d−b−←−P dy←−P b. Then
V (P ′) = V (P), c ∈ NP ′(b) and |V (x−→P a)| > |V (x−→P ′c)|, contradicting the choice of y and a. Thus, we have
NP2(y) ∩ NP2(b−)+ = ∅. Since NP2(y) ∪ NP2(b−)+ ⊂ V (P2),
dP2(y)+ dP2(b−) ≤ |V (P2)|.
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If there exists d ∈ NP3(y)+ ∩ NP3(b−), then we can find P ′ := x
−→
P b−d−→P yd−←−P b. This contradicts the choice of
y and a, again. Thus, we have NP3(y)
+ ∩ NP3(b−) = ∅. Therefore, since NP3(y)+ ∪ NP3(b−) ⊂ V (P3), we obtain
dP3(y)+ dP3(b−) ≤ |V (P3)|.
Summing the above inequalities we have
dP (y)+ dP (b−) ≤ |V (P)|. (10)
Therefore, it follows from the inequalities (5), (9) and (10) that
dG(u
+)+ dG(w+)+ dG(y)+ dG(b−) ≤ |V (P)| + |V (C)| + |V (H)|
= n,
a contradiction. 
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