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Abstract— Recent advances in wireless communication theory 
and semiconductor technology brought wireless to virtually 
every aspect of our life, and this trend is expected to continue 
to increase in the future. Unfortunately, as the number of 
wireless applications grows, the same scarce spectrum is 
reused over and over again, resulting in increased interference, 
which jeopardizes the prospect of wireless meeting its high 
expectations. 
Dynamic Spectrum Access proposes to mitigate this problem 
by adapting the operational parameters of wireless networks to 
varying interference conditions. However, the involved 
increase in cost threatens to reduce the benefit of wireless in 
different environments.  
In this paper we examine the economic balance between the 
added cost and the increased usability brought about by DSA. 
We focus on a particular real-life scenario – the production 
floor of an industrial installation – where there is typically 
extensive utilization of the ISM band. IEEE 802.15.4 wireless 
sensors monitor production machinery, and IEEE 802.11 
WLAN is used as the data backbone. We model the benefit 
achieved by adding RF sensing technology in terms of 
reliability and battery lifetime, and qualitatively assess the cost 
of interference and the potential gain of introducing sensing 
technology. Based on this techno-economic analysis, we 
conclude that if implemented correctly, spectrum sensing can 
bring business gains in real-life applications. 
Keywords- sensing, coexistence, dynamic spectrum access 
networks, business analysis, statistical model, Spectrum 
Etiquettes for Unlicensed Bands 
I.  INTRODUCTION  
Recent advances in micro- and nano-electronics have 
enabled the use of wireless communication in virtually every 
application. As a result, the scarce spectrum is getting 
crowded with ever more wireless communication devices. It 
is clear that due to the spectrum bottleneck, more and more 
new technologies will have to coexist in the same available 
spectrum bands. This need is very challenging, as it requires 
increasing levels of spectral efficiency. Indeed, the 
coexistence problem is aggravated by the fact that many 
heterogeneous technologies have to share this scarce 
spectrum and collaborate to make the most efficient use of it.  
Dynamic Spectrum Access (DSA) is a class of 
mechanisms that aim at improving spectrum sharing. DSA 
devices are designed to actively cope with interference by 
adapting their operation characteristics to the dynamic 
interference environment, in order to avoid either causing 
interference or being interfered by other networks. In order 
to achieve this, DSA networks leverage on a variety of 
cognitive technologies ranging from spectrum sensing 
(creating awareness about the environment) to agile radios 
(allowing effective adaptation to the dynamic environment).  
When considering actual deployment of DSA in a real-
life situation, there is a natural techno-economical tradeoff 
between benefit and cost. In order to be able to calculate the 
balance, it is first necessary to quantify the two. It is 
necessary to estimate the economical benefit that results 
from the reduced interference, and the added cost that is 
associated with the implementation and operation of specific 
DSA techniques. 
In this paper we focus on a particular scenario to examine 
the economic balance between the added cost and the 
increased usability of DSA. We consider the case of an 
industrial plant, where an IEEE 802.15.4 based wireless 
sensor network coexists with an IEEE 802.11 wireless LAN 
network in the unlicensed ISM band. Throughout the paper 
we refer to IEEE 802.11 also with the terms WLAN and 
WiFi, and to IEEE 802.15.4 also with the terms Zigbee and 
sensor network. Note that IEEE 802.15.4 only defines the 
physical (PHY) and MAC layers, in contrast to Zigbee that 
specifies higher layers of communication above IEEE 
802.15.4. However, in sake of simplicity we use the three 
terms (802.15.4, Zigbee and sensor network) to denote the 
same thing. The sensor network is used to monitor and 
control the production line, while WLAN is used to provide 
wireless access to the data network of the plant. It is 
deployed in the offices and meeting rooms, as well as on the 
production floor itself – to provide access to machinery 
  
operators that use WLAN equipped handheld devices. 
Although the common approach is to go to great lengths to 
avoid interference to the production line control, for example 
the ISA100.11a industry standard [22], we propose that a 
more balanced approach is in place. We suggest that the 
overall economic value of avoiding interference should be 
considered, calculating the trade-off between the advantages 
of the lower interference achieved; and the additional cost 
incurred. Although the WiFi and Zigbee networks are two 
separate networks that operate independently of each other, 
we can safely assume that in our scenario they are managed 
by the same entity, which could mandate all its WiFi and 
Zigbee network equipment to adhere to some specific 
requirements, if this makes economical sense. Consequently, 
this scenario is an excellent test-case for studying the 
practical benefit of using DSA from a techno-economical 
point of view.  
In this scenario the economical benefit of implementing 
DSA results from the consequent reduction in machine 
failure rate and production disruption. This reduction is 
achieved as a result of improving the reliability of 
communications of sensor measurements, which brings to 
faster identification of machine status alerts. The added cost 
in this case is due to the actual implementation cost of the 
selected measures, increased maintenance, and increased cost 
of battery replacement due to shortened battery lifetime. 
The coexistence problem in the ISM band has been 
studied extensively. Petrova et. al. [19] tested experimentally 
the impact of 802.15.4 on 802.11 by using a Chipcon 
CC2420EB board. They noted that the interference impact 
on 802.11b could only be seen when the offset between the 
central frequencies is minimal (2 MHz) and the 802.11b 
packet length is larger than 600 bytes. In [20] Muoung et. al. 
evaluate the packet loss rate and throughput for an 802.11b 
network when interfered with by 802.15.4 traffic. They show 
that when the distance between the 802.11 receiver and 
802.15.4 transmitter is small, performance degradation can 
be large. In their analysis, however, they assume that the 
transmissions between networks are independent, which 
implies that the listen-before-send algorithm for one network 
does not hear packets from the other network. Neither this 
assumption nor their analytical results were validated 
through measurements. In [18] Thonet et al. measure up to 
85% Zigbee packet-loss due to 802.11b traffic. In [17] Pollin 
et al. measure the impact of WiFi on Zigbee and show it is 
significant. They also show that the Clear Channel 
Assessment mechanism (CCA) of Zigbee can reduce 
collisions with WiFi, but is too slow to avoid all WiFi traffic. 
In [3] Zhen et al. study the 802.11 and 802.15.4 cross-
technology CCA and conclude that 802.15.4 is oversensitive 
to 802.11 signals while 802.11 is insensitive to 802.15.4 
signals when they are outside of the Heterogeneous 
Exclusive CCA Range (HERC) which equals 25m outdoor. 
In order to deal with these coexistence problems, various 
measures for reducing Packet Error Rate (PER) have been 
proposed, with three main directions taken, namely Time, 
Frequency and Space based measures. In Space based PER 
reducing measures, the focus is on spatial reuse of the 
spectrum. This approach basically boils down to minimizing 
the transmit power for a given data rate in order to minimize 
the collision domain of each transmission. In frequency 
based measures, the focus is on optimizing the use of the 
spectral bands, e.g. channel selection algorithms, and 
multichannel solutions. Finally, time based PER reducing 
measures try to avoid collisions through intelligent 
distribution of message transmissions over time.  
In this paper we focus on time based PER reduction. In 
order to avoid collisions, we propose the use of a cross-
technology sensing engine (SE) as a CCA agent. This new 
device is able to detect the presence of one or more signals 
from different technologies within a given frequency band. 
We examine two different options for the deployment of 
sensing engines, and compare them to the reference of not 
having sensing engines at all. In what follows case 1 is not to 
use sensing engines at all, case 2 is to use sensing engines 
only in the Zigbee node, and case 3 is to deploy sensing 
engines only in the WiFi device. 
The remainder of this paper is organized as follows: 
Section II introduces the specifics of the factory scenario we 
consider, where multiple heterogeneous networks coexist. In 
section III we determine the technical advantages and 
disadvantages for using the sensing engine in the three 
deployment cases described above. In section IV we evaluate 
qualitatively the gains achieved by spectrum sensing versus 
the incurred costs, and conclude that the most promising 
solution in this scenario is to equip all WiFi nodes with 
sensing engines. We conclude this paper in section V. 
II. SCENARIO 
We consider a factory that produces products, and thus 
generates revenues, by means of an assembly line. A 
Wireless Sensor Network (WSN) of more than 600 Zigbee 
sensors is used to monitor machinery and processes. The 
sensors measure the temperature and other parameters of 
machinery and processes on the assembly line, and transmit 
it periodically to a central control and monitoring system. 
This system alerts human operators in case overheating or 
other potential malfunction of the machine (which could 
happen multiple times a day) is observed. A WiFi network is 
deployed throughout the factory to provide wireless access to 
the data network of the plant. It consists of a total of 100 
devices, including Access Points, wireless terminals and 
portable devices. 
The ZigBee sensor network is interfered by the WiFi 
network in the factory, as they both operate in the same 2,4 
GHz ISM-band [4]. The nature of interference in this 
scenario is that ZigBee data may be lost during some periods 
of time, when there are active transmissions of WiFi packets. 
If, for example, a machine gets overheated during this 
period of time, the supervisors will not be alerted in time, 
which could lead to serious damage to the machine and a full 
stop of the assembly line. This would have consequences on 
the production output, with a decrease in revenues as a result. 
Furthermore, this would also imply additional costs of fixing 
the machine and re-starting the production line. 
The operators of the factory sit in a control room, 
monitor the status of machinery and act on alarms and 
  
problems. The operators make use of various handheld 
devices, such as laptops, tablet computers, wireless phones 
and wireless video cameras. Whenever an operator is moving 
around the factory or checking the status of the machinery 
on-the-spot, he can connect to the factory data backbone 
through the IP-based WiFi network. On every floor of the 
factory, the operator enjoys the mobility of controlling 
machinery in loco without losing control of what is 
happening in the control room and over the processes being 
managed. Through the laptop or handheld device the 
operator has access to the control console and can quickly 
respond to alarms and problems on the factory floor. With 
the wireless video camera, the operator can share what he 
sees with the other operators in the control room or with an 
expert off-site, speeding up the troubleshooting or repair of a 
problem. Wireless video cameras can also be placed 
temporarily in the factory floor to observe the behavior of a 
specific machine. 
All the other offices of the factory are also equipped with 
WiFi connectivity that is used to connect IP phones, laptops 
and mobile phones, therefore resulting in a large number of 
networks being detectable at any moment everywhere in the 
factory. 
III. TECHNICAL ANALYSIS 
Both Zigbee and WiFi use CCA to sense if the medium is 
free before transmitting a packet. Although the basic 
mechanism is identical, the details like bandwidth, sensing 
time and Rx-Tx turnaround time are technology dependant. 
In particular, as mentioned in the Introduction, Zigbee CCA 
typically detects WiFi transmissions, but WiFi CCA does not 
detect Zigbee transmissions if it is outside the HERC region. 
We assume we are outside of this region within this paper. 
The sensing engine we propose [21] performs cross-
technology Clear Channel Assessment.  It can be tuned very 
quickly to any channel in the ISM band, and then detect any 
Zigbee or WiFi transmission. Thus, if it is implemented on a 
Zigbee node, it can also detect WiFi transmissions, and if it 
is implemented in a WiFi device, it can also detect all Zigbee 
transmissions across the full WiFi channel. In addition, since 
it uses dedicated hardware, it helps reducing the Rx-Tx 
turnaround time significantly. 
We examine the three different deployment cases 
described above, and focus on the consequences to the 
Zigbee network. We do not consider the impact on the WiFi 
network, as it is not part of any closed control loop, and 
therefore does not directly influence the operation of 
machines. 
A. Packet Error Rate 
In the analysis that follows we make the following 
assumptions. 
1. The Zigbee network is designed as a single-hop 
topology, i.e. every sensor is within range of the sink to 
which it sends its data. 
2. The background transmissions of WiFi and Zigbee are 
independent. 
3. All packet lengths and inter packet delays (IPD) are 
distributed exponentially. This is a simplifying 
assumption that is made to make probability calculations 
easy. It is partially justified by the fact that we look at 
aggregated traffic, as opposed to traffic generated by 
single nodes. Indeed, specific nodes may create bursty 
traffic, e.g. during file transfers, or periodic traffic, e.g. 
during VoIP calls, which are not at all exponential. 
However, the combination of a large number of nodes 
with different traffic processes can be expected to be 
much more ‘well behaved’ than any of its constituents. 
It is left for further research to study experimentally the 
nature of aggregated traffic in WLAN and WSN, and 
the extent to which the ‘distance’ from exponential 
distribution affects the results presented below. 
4. The average length of Zigbee packets is 30 bytes. 
5. The average length of WiFi packets is 1250 bytes. 
6. The average of the random backoff interval of Zigbee is 
large compared to the average packet length and inter-
packet delay of WiFi. 
7. If a Zigbee transmission collides with a WiFi 
transmission, then the Zigbee packet is lost. 
8. Every WiFi packet lasts longer than the Zigbee CCA + 
Rx-Tx turnaround time. 
9. In order for Zigbee CCA to sense a busy channel, the 
channel must be busy during the complete CCA period. 
10. Zigbee CCA senses WiFi transmissions. 
11. WiFi CCA does not sense Zigbee transmissions. 
12. The sensing engine is ideal – it has no sensing errors 
(missed packets or false alarms), the sensing time is 
negligible, and the Rx-Tx turnaround time is reduced to 
zero (as the sensing engine uses dedicated hardware.) 
The terminology we use in the analysis is as follows: 
 ≔ The event of a Zigbee packet being lost 
 ≔ Average Packet Error Rate in the Zigbee network 
By definition  = () 
$ ≔ PER given only Zigbee interference  (standalone zigbee network) 
We assume that the standalone Zigbee network is designed 
to be reliable, resulting in a very low $ 
( ≔ The event of WiFi being active (transmitting) (, ≔ The event of WiFi being not active 
-. ≔ The average WiFi packet length -., ≔ The average WiFi inter packet delay (IPD) 
 ≔ The event of Zigbee being active (transmitting) ̅ ≔ The event of Zigbee being not active 
-$≔ The average Zigbee packet length, including CCA and Rx→ Tx turnaround 
-$7 ≔ CCA time + Rx → Tx turnaround time -$9 ≔ The average Zigbee inter packet delay (IPD) 
  
Every WiFi packet transmission starting during Zigbee 
CCA or Rx-Tx turnaround will result in the Zigbee packet 
being lost, as we assume that every WiFi packet is longer 
than this time. 
: ≔ Duty cycle 
7 ≔ The moment Zigbee starts CCA 
1) Case 1: No sensing engines  
The total PER can be separated into the case where WiFi 
is active (transmitting) at the moment Zigbee starts CCA 
(denoted ((7)), and the case where WiFi is not active at 
the moment Zigbee starts CCA (denoted (, (7)). 
 =  () = ;<((7)= ∗ ;((7)= +;<(, (7)= ∗  Pr((, (7)) (1) 
If WiFi is transmitting at 7, Zigbee CCA will sense it 
and initiate a random backoff. Since we assume the average 
backoff is large compared to -.and -., , this can be seen as 
an independent transmission of the same packet. Thus: 
(|((7)) =  ()  =   (2) 
Furthermore, the probability of WiFi being active at the 
moment Zigbee starts CCA equals the duty cycle of WiFi. 
;((7)= =  (() =  :. (3) 
;(,  (7)= = 1 −  ;((7)= = 1 − :. (4) 
The remaining factor of (1) can be separated into the case 
where WiFi starts transmitting during the Zigbee 
transmission, and the case where WiFi does not start 
transmitting during the Zigbee transmission. 
;<(, (7)= =  (5) (|(, (7) ∩ C( starts during D)∗ ;( starts during <(, (7)= +;<(, (7) ∩ C( starts durıng D9999999999999999999999999=∗ (( starts durıng 99999999999999999999999|(, (7)) 
The event ((7) means that there is no WiFi transmission 
when Zigbee starts CCA, and therefore Zigbee will start 
transmitting. If WiFi starts transmitting during the Zigbee 
packet, we assume the packet is lost. Therefore 
(|(, (7) ∩ C( starts during D) =  1 (6) 
The probability of WiFi starting to transmit during the 
Zigbee packet, given it did not transmit at 7, equals the 
probability of an exponential random variable with average -.,  being smaller than the length of the Zigbee packet, which 
we approximate by the probability of this random variable 
being smaller than the average length of the Zigbee packet, -$. Therefore: 
;( starts during |(, (7)= ≅ 1 − G
HIHJ999
 (7) 
If WiFi does not start transmitting during the Zigbee 
packet, then errors occur according to stand-alone Zigbee. 
Therefore 
;<(, (7) ∩ C( starts durıng D9999999999999999999999999= =  $ (8) 
And the probability of this happening equals: 
 K( starts durıng 99999999999999999999999|(, (7)L ≅ G
HIHJ999
 (9) 
Substituting (6), (7), (8) and (9) into (5), and (2), (3), (4) 
and (5) into (1) gives us: 
 =   ∗ :N  
+(1 − :N) ∗  O1 − G
PIPJ999  + Q ∗ G
PIPJ999R 
Solving for PER we get 
 =  1 − G HIHJ999(1 − $) (10) 
Or, by replacing error rate with success rate: 
S =  1 − ; S$ = 1 − $ (11) 
We get 
S =  G HIHJ999 ∗ S$ (12) 
One simple (and intuitive) consequence of this formula is 
that the Packet Success Rate (PSR) of Zigbee in presence of 
WiFi is always lower than the PSR of Zigbee without the 
presence of WiFi. In other words, the PER of Zigbee in 
presence of WiFi is always higher than the PER of Zigbee 
without the presence of WiFi. Fig. 1 shows a plot of the PER 
of the Zigbee network as a function of the load on the WiFi 
network for different WiFi data rates. 
 
 
Figure 1.  Zigbee PER as function of WiFi load and datarate – no 
deployment of sensing engine 
2) Case 2: Sensing engine on Zigbee nodes 
When adding sensing engines to the Zigbee nodes, they 
allow Zigbee to detect interference faster. Since we assume 
Zigbee CCA detects WiFi packets, the only impact of 
introducing an ideal sensing engine is the reduction of -$7 to 
zero, which in our terminology translates to reducing -$ by -$7. From (12) we get, 
S =  GHITHIUHJ999 ∗ S$ (13) 
For Zigbee -$7 =  304μs, and the largest packet lasts 
4ms, thus only a small improvement in PER can be expected 
in the general case. However, in our scenario we assume 
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average packet length of 30 bytes, or around 1ms, which 
makes the reduction in PER a little more significant. Fig. 2 
shows a plot of the PER of the Zigbee network as a function 
of the load on the WiFi network for different WiFi data rates. 
 
Figure 2.  Zigbee PER as function of WiFi load and datarate – sensing 
engine deployed in Zigbee sensors 
3) Case 3: Sensing engine on WiFi nodes 
When adding sensing engines to the WiFi nodes, they 
allow WiFi to detect Zigbee transmissions. Consequently, if 
there is no WiFi transmission at 7 then it can only start 
during the CCA + Rx-Tx turn around, during which there is 
still no Zigbee transmission. As soon as Zigbee starts to 
transit, the sensing engine on the WiFi nodes will detect it, 
and no WiFi transmission will start. Consequently, (7) and 
(9) need to be modified. We get 
;( starts during |(, (7)= = G
HIUHJ999
 (14) 
 K( starts durıng 99999999999999999999999|(, (7)L =  1 − G
HIUHJ999
 (15) 
Substituting (6), (14), (8) and (15) into (5), and (2), (3), 
(4) and (5) into (1) gives us: 
 =  1 − GHIUHJ999 (1 − $) (16) 
Or, by replacing error rate with success rate: 
 S = GHIUHJ999 ∗ S$ (17) 
Fig. 3 shows a plot of the PER of the Zigbee network as a 
function of the load on the WiFi network for different WiFi 
data rates. It presents an improvement by a factor of 3 for 
WiFi loads of up to approximately 20%. 
 
Figure 3.  Zigbee PER as function of WiFi load and datarate – sensing 
engine deployed in WiFi nodes 
B. Reliability 
A classification of industrial control and monitoring 
systems is given in [16]. For control applications, the 
acceptable latency typically ranges between tens of 
milliseconds and seconds, with required reliability of nine 9s, 
i.e. 99.9999999%. We define Reliability Error Rate (RER) to 
be the probability of failing to deliver a message within the 
specified acceptable latency. Using this terminology, control 
applications require RER of 10^-9 within the acceptable 
latency. 
RER can be improved by means of packet 
retransmissions, at the cost of increasing latency. For this 
purpose a variety of well-known Link-Layer protocols can 
be used, e.g. Automatic Repeat reQuest (ARQ). In order to 
determine RER, we calculate the number of retransmissions 
possible within a given latency requirement. Typical total 
transmit latency and retransmit timeout are 5ms. Fig. 4 
shows the achievable RER as a function of PER for different 
values of acceptable latency. 
 
Figure 4.  Achievable RER as function of acceptable latency and PER 
For example, assume a sensing engine is deployed in the 
WiFi nodes, and the factory uses a 54 Mbps WiFi network 
(IEEE 802.11g). If the required RER is 10^-9 within latency 
of 200 ms, then we get from Fig. 4 that the Zigbee PER can 
be as high as ~0.35. Now looking at Fig. 3, we see that 
Zigbee PER of 0.35 corresponds to WiFi load of ~10 Mbps. 
Fig. 5 shows the minimum latency to achieve an RER of 
nine 9s as a function of WiFi load, for WiFi network of 54 
Mbps. 
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Figure 5.  Latency for RER of nine 9s with WiFi of 54Mbps 
C. Node lifetime 
Within WSNs, the power consumption of the sensor 
nodes is crucial, as in many cases they are powered by 
batteries. As demonstrated above, RER can be improved by 
retransmissions. However, retransmissions consume 
additional energy, and thus reduce node lifetime. The 
average number of retransmissions that are needed for 
successful message delivery depends exclusively on PER. 
We assume that the radio is the major power consumer, and 
it is awake during transmission, retransmission and 
processing time described in III.B. In cases 1 and 3 sensing 
engines are not deployed at the Zigbee nodes. Typical 
consumption of the radio in this case, when awake, is 40 
mW. In Case 2 sensing engines are added to the Zigbee 
nodes. The sensing engine needs to be awake during CCA, at 
which time it consumes 112 mW [21]. The reduction factor 
in lifetime in these two cases is depicted in Fig. 5.  
 
Figure 6.  Lifetime Reduction due to Packet Retransmissions 
Continuing the example from the previous section, 
Zigbee PER is ~0.35, which according to Fig. 6 results in 
lifetime reduction of ~2, or 50%, relative to Zigbee nodes 
that do not perform retransmissions. 
As a final step, we combine the lifetime reduction 
dependency of Fig. 6 with the calculated PER for the three 
Cases, for the case of WiFi network of 54 Mbps. The result 
is depicted in Fig. 7. 
 
Figure 7.  Lifetime reduction in different Cases 
Case 2 (Zigbee based sensing engine) consumes most 
energy for WiFi loads below 3 Mbps due to the increased 
power consumption of the sensing engine. Above 3 Mbps 
Case 1 (no sensing engine) consumes most energy due to 
more packet retransmissions. Case 3 (WiFi base sensing 
engine) consumes ~3 times less than the other cases at a 
WiFi load of 10 Mbps. 
D. Conclusions 
Our technical analysis reveals that from the perspectives 
of the two important aspects of reliability and node lifetime, 
deploying sensing engines at the Zigbee nodes result in 
minimal benefits, but deploying them at the WiFi nodes 
result in substantial improvement. As a concluding example, 
we compare in Table II the different deployment cases with 
respect to allowable WiFi load at 54 Mbps for these two 
different aspects. Specifically, we compare the allowable 
load in order to stay below a latency of 1s with an RER of 
1E-9, and the allowable load in order to limit the lifetime 
reduction to a maximum factor of 10. 
TABLE I.  COMPARISON OF THE DEPLOYMENT CASES 
deployment 
case 
Allowable WiFi load 
for 1s latency 
Allowable WiFi load  
for lifetime / 10 
No SE 10,8 Mbps 11,9 Mbps 
Zigbee SE 13 Mbps 13 Mbps 
WiFi SE 27,5 Mbps 29,2 Mbps 
 
The difference between “no SE” (Case 1) and “Zigbee 
SE” (Case 2) is only 2,2 Mbps for latency and 1,1 Mbps for 
lifetime reduction. 
In contrast, “WiFi SE” (Case 3) allows a substantial 
increase in WiFi load of 16,7 Mbps for latency and 17,3 
Mbps for lifetime reduction. 
IV. BUSINESS ANALYSIS 
A. Introduction 
One condition for a technology to be adopted is that there 
should be substantial gains. Therefore, in order to conduct a 
business analysis of a technology we would need to look at 
the balance between economical gains and costs of the 
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technology. This is not only true for specific cognitive radio 
technologies, but also for wireless technology in general. 
Therefore, we will first discuss the main drivers for 
switching from wired to wireless networks, before looking 
into the business analysis of a specific industrial setting in 
which cognitive elements are introduced. The focus in this 
paper is on qualitative analysis of the gains and costs 
involved with introducing sensing technology. The aim is to 
firstly evaluate the potential value of such solutions, and to 
identify the necessary elements for quantitative analysis, 
which is left for future research. 
The benefits of having wireless networks in a factory 
setting are clear: there is no need for wires throughout the 
factory, and mobile connectivity for factory employees 
becomes possible. A first benefit of wireless networks that is 
often mentioned comes down to cost savings [1][5][6][7]. 
These savings are made possible by removing the cost of 
wiring and multiple stationary devices, such as desktop 
computers. A second advantage is the increased usability of 
wireless networks as they provide the users with easier 
access [14] and easier setup [2] of the network. A third 
category of benefits entails the increased flexibility, 
reconfigurability and scalability of the network [2][9]. 
However, the implementation of new technologies 
always brings additional costs and issues. Often, innovative 
technology is quite expensive in early stages when brought 
to the market [1], although in most cases, the purchase of the 
technology could be looked at as an investment which could 
lead to significant cost savings. Another challenge, which 
could prevent straightforward deployment of wireless 
technologies, is the mere fact that lower data rates are 
typically achieved [9]. This hampers the use of wireless for 
high demanding applications, such as HD television.  
Battery lifetime and energy consumption is another 
consideration that network owners should take into account 
when dealing with radio interfaces. It goes without saying 
that the energy cost and the battery replacement costs should 
not be underestimated. Nonetheless, different wireless 
technologies have different battery life, ranging from 0,5 
days (in extreme conditions for WLAN IEEE 802.11a/b/g) to 
over 1000 days (in good conditions for Zigbee IEEE 
802.15.4), so it is up to the network owner to find the 
appropriate balance between power consumption and 
capabilities of its network [14]. 
Furthermore, one of the most important challenges for 
wireless technologies is reliability [8][10]. Wireless 
transmissions should take into account some degree of 
packet loss, especially when coexistence with other wireless 
systems may lead to harmful interference. In an ideal 
situation, every packet would follow its trajectory and arrive 
at the destination without loss. However, multiple factors 
like variable transmitting power, multi-hop transmission, 
noise and interference make it impossible to avoid any 
packet loss. Up to some level of packet loss, the resulting 
reliability is still acceptable. Therefore it is of utmost 
importance for wireless technologies to reduce packet loss as 
much as possible, in order to achieve acceptable reliability. 
Cognitive radio networks could play an important role to 
solve these issues since they are by design more tolerant to 
interference and coexistence problems. By using cognitive 
radio, interference between multiple wireless signals can be 
reduced by means of context awareness, and dynamic 
spectrum access and channel selection, based on local 
spectrum occupancy. This way, reliability of wireless 
networks would increase since packet loss caused by 
interference would be limited. One technique in obtaining 
such real-time information about spectrum occupancy is 
spectrum sensing. However, like any other wireless 
technology, the implementation of spectrum sensing engines 
into wireless nodes also implies additional costs, and reduced 
battery life of the node due to increased power consumption. 
It is clear that the economical benefits of implementing 
spectrum sensing should outweigh these costs in order to 
make sensing economically viable. 
In order to draw conclusions on the economical viability 
of cognitive solutions, such as spectrum sensing, we 
therefore need to model the gains of the technology versus 
the incurred costs. To do so, we propose to analyze 
qualitatively a hypothetical scenario (described in chapter 1) 
which considers the implementation of spectrum sensing in a 
factory setting. 
B. Analysis 
We study the particular scenario of a factory setting in 
which a WiFi network is used for wireless data connectivity 
and a Zigbee sensor network is used for monitoring and 
control of production machinery. Both these networks 
operate in the same 2,4GHz ISM-band, leading to increased 
interference between the two technologies. Therefore, in this 
particular case and as shown in the technical analysis section, 
the impact of interference could be limited by using Zigbee 
nodes or WiFi devices that are equipped with spectrum 
sensing engines. Implementing a solution with spectrum 
sensing functionalities will however require additional costs, 
e.g. purchase, implementation, maintenance and power 
consumption. In order to conclude that cognitive solutions, 
such as spectrum sensing, are viable, we would therefore 
need to investigate whether it is worthwhile from an 
economic perspective to invest in such a technology. 
To do so, we start with a qualitative model of the trade-
off between the increased reliability of the networks involved 
and the additional costs in this specific case study. We 
compare the reference case (no sensing engines deployed) to 
the two alternatives (sensing engines deployed in 
respectively Zigbee and WiFi devices). Hence, spectrum 
sensing technology would be viable in a factory setting if the 
economical benefit derived from the technology outweighs 
the additional costs. The implementation of spectrum sensing 
would then result in profit for the factory. 
Our first step is to look at the energy cost of the wireless 
networks in each of the cases. In this scenario the Zigbee 
sensors are typically powered by batteries, which need to be 
replaced when depleted – this is a high cost maintenance 
operation that may involve complete shutdown of 
production. The WiFi nodes are powered either by mains 
power or rechargeable batteries, and do not generate 
  
additional cost beyond the actual cost of consumed 
electricity. Consequently, the energy cost is composed of 3 
components: (i) the cost of Zigbee batteries; (ii) the cost of 
replacing Zigbee batteries; and (iii) the cost of electrical 
power consumed by the WiFi nodes. 
In case 1 no sensing engines are installed and thus no 
additional energy cost exists. In case 2 sensing engines are 
introduced in the 600 Zigbee nodes throughout the factory. 
Based on the technical analysis, we conclude that this has no 
effect on the WiFi energy cost, while Zigbee benefits a small 
energy gain due to the slight decrease in PER and 
consequent retransmissions. However, as the sensing 
engines’ sensitivity rises (to increase reliability), the extra 
energy consumption might not be adequately compensated 
by this increased efficiency, and thus the costs will rise 
again. Fig. 8 illustrates this qualitative analysis graphically. It 
shows that the total energy cost (the sum of Zigbee and WiFi 
costs) of case 2 is lower than that of case 1, which equals the 
total energy cost before introducing spectrum sensing. If, 
however, the sensing engines need to be more reliable, their 
energy costs will grow, and will likely outgrow the moderate 
improvement in PER. 
 
Figure 8.  Case 2 – Energy gains 
In case 3 sensing engines are introduced in the 100 WiFi 
devices used throughout the factory, but not in the Zigbee 
nodes. This increases the costs of WiFi energy consumption 
rather significantly. However, as shown by the technical 
analysis, Zigbee nodes would benefit a dramatic decrease in 
PER and consequent energy-consuming retransmissions, 
resulting in significant energy cost savings. In this case it is 
much more likely that even if the sensing engines need to be 
more reliable, and consume more energy, their energy costs 
will still be offset by the significant improvement in Zigbee 
PER. Fig. 9 illustrates this qualitative analysis graphically. 
 
Figure 9.  Case 3 – Energy gains 
Energy costs are not the only expenditures that should be 
taken into account by factory owners. Implementing sensing 
engines in wireless networks also requires a fixed 
investment. In case 2 this investment is higher than in case 3 
due to two factors. First, there is a larger number of Zigbee 
nodes in the scenario considered (600), compared to only 
100 WiFi devices. Secondly, the cost of each sensing engine 
for WiFi is lower than that for Zigbee, since WiFi devices 
contain some components that can be reused by the sensing 
engine while this cannot be done for Zigbee sensors. 
By taking the sum of the fixed investment and the total 
energy costs, the total costs can now be derived. It is obvious 
that these will be higher in case 2 (Fig. 10) than in case 3 
(Fig. 11), due to the higher investment and the higher energy 
costs. 
 
Figure 10.  Case 2 – Total Cost 
  
 
Figure 11.  Case 3 – Total Cost 
In order to assess the viability (and thus the profitability) 
of spectrum sensing in these two cases, we would not only 
need to know the costs, but also the revenues which are 
derived from the technology. Both in case 2 and in case 3, 
the revenues increase if reliability of the wireless networks 
increases, i.e. less interference leads to more accurate 
machinery control in the factory. As a result, fewer 
production disruptions will occur and production will 
increase. For instance, a small increase in reliability could 
play an important role in detecting overheated machines. 
However, if networks become increasingly reliable, the 
added value in terms of revenues will become smaller, as the 
sensor network would already be accurate enough to detect 
machine failures. 
 
Figure 12.  Case 2 - Profit curve 
 
 
Figure 13.   Case 3 - Profit curve 
The depicted profit curves (Fig. 12 and 13) are the result 
of subtracting the total costs from the revenues, thus leaving 
a loss, in case the total costs surpass the revenues, or a profit, 
in case the revenues are larger than the total costs. As 
expected, the profit curve in case 3 is positive throughout, 
while the profit curve in case 2 starts with a serious deficit 
(due to the high investment and energy costs of 
implementing spectrum sensing engines in Zigbee nodes). 
The last step in estimating the profitability of spectrum 
sensing is to look at the specific profit or loss that can be 
expected in each case, which is determined by the actual 
increase in reliability that can practically be achieved by 
spectrum sensing. As shown by the technical analysis, when 
spectrum sensing is deployed in the Zigbee nodes, the 
resulting improvement in Zigbee PER is minor; while when 
spectrum sensing is deployed in the WiFi nodes, the 
resulting improvement is dramatic. We depict these 
reliability points in Fig. 14, where we draw again the profit 
curves for cases 2 and 3, and examine the resulting 
profitability at these points. We conclude that the 
implementation of spectrum sensing in WiFi devices (case 3) 
is very likely to generate additional profit for the factory, 
compared to its current situation (case 1). Implementing 
spectrum sensing in the Zigbee network (case 2), however, is 
most likely to represent additional losses compared to the 
status-quo. 
  
 
Figure 14.  Profitability of case 2 and case 3 
As can be seen in Fig. 14, the sensitivity of these 
conclusions to the actual reliability gains achieved in cases 2 
and 3 is relatively low, as by the technical analysis the 
difference in reliability gains between cases 2 and 3 is 
significant. Nevertheless, sensitivity analysis of these 
conclusions towards different parameters, e.g. the numbers 
of WiFi and Zigbee nodes, remains open and is left for 
further research. 
C. Conclusions 
From a business perspective, implementing spectrum 
sensing in the WiFi devices can be a viable solution in the 
given factory setting with coexisting 802.15.4 and 802.11 
networks. In this case, profit could be achieved, as well as a 
significant return on investment. This profitable situation is 
mainly a result of the high reliability improvement of the 
networks involved, which can only be achieved by adding 
sensing into the WiFi devices. Not only would all wireless 
networks become more robust, but it would also save on 
energy costs since transmissions would become more 
efficient.  Furthermore, adding sensing in WiFi would 
require a smaller investment, i.e. the number of WiFi devices 
would typically be smaller than the number of Zigbee nodes, 
and the necessary additional circuitry is simpler. 
The following table summarizes the results of the 
business analysis: 
 
Reliability 
improvement 
Investment Energy 
gains 
Profit/loss 
CASE 
1 
0 0 0 Status-quo 
CASE 
2 
Low High Low Loss 
CASE 
3 
High Medium High Profit 
TABLE II.  BUSINESS ANALYSIS 
V. GENERAL CONCLUSIONS 
In order to conclude that cognitive solutions, such as 
spectrum sensing, are viable, it is necessary to investigate 
whether it is worthwhile from an economic perspective to 
invest in such a technology. To do so, this paper proposes a 
model that derives the viability of spectrum sensing by 
looking at the trade-off between the increased reliability 
(resulting in additional revenues) of the networks involved 
and the additional cost, while being guided by an industrial 
scenario. Spectrum sensing technology would be viable in a 
factory setting if the economical benefit derived from the 
technology outweighs the additional costs. The 
implementation of spectrum sensing would then result in 
profit for the factory. 
Based on techno-economic analysis, this research 
concludes that, from a business perspective, adding spectrum 
sensing to the WiFi nodes can be a viable solution in the 
given factory setting with coexisting 802.15.4 and 802.11 
networks. Spectrum sensing technology would be viable in 
this case due to multiple factors. First, the total energy cost 
of the Zigbee sensor network is significantly decreased, as 
retransmissions are reduced without bearing the added 
energy cost of the sensing engine, and consequently the 
frequency of costly battery replacements is also reduced. 
Secondly, the investment in sensing enabled WiFi nodes 
would be lower than sensing enabled ZigBee nodes because 
of their quantity in the factory and because of the mere fact 
that WiFi nodes already possess some important sensing 
components. Lastly, the reliability of the networks would 
improve, with a beneficial effect on machine failure, 
production line efficiency, and thus revenues of the factory.  
However, adding spectrum sensing to the Zigbee nodes 
in the factory does not make a viable case for cognitive radio 
networks. The business analysis shows that the high 
investment needed, the low energy gain and the negligible 
improvement in the reliability of the networks, are serious 
obstacles which need to be overcome in order for the 
solution to be profitable in a factory setting.  
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