Abstract. We obtain an explicit error expansion for the solution of Backward Stochastic Differential Equations (BSDEs) using the cubature on Wiener spaces method. The result is proved under a mild strengthening of the assumptions needed for the application of the cubature method. The explicit expansion can then be used to construct implementable higher order approximations via Richardson-Romberg extrapolation. To allow for an effective efficiency improvement of the interpolated algorithm, we introduce an additional projection on sparse grids, and study the resulting complexity reduction. Numerical examples are provided to illustrate our results.
Introduction
Let (Ω, P, F, F) with F = (F t ) t∈R + be a filtered probability space satisfying the usual conditions. For some T > 0, we consider the solution of the Markovian Backward Stochastic Differential Equation 
where W is an F-Brownian Motion taking values in R r , X, Z are R d processes adapted to F, Y is an F-adapted process valued in R, and b : An important property of the solution of a Markovian BSDE is that it can be represented as Y t = u(t, X t ) and Z t = v(t, X t ) for suitable functions u, v satisfying, at least in a viscosity sense, the PDE
where L is the Dynkin operator associated to the diffusion X. Moreover, when sufficient regularity is available, we have that v(t, X t ) := ∂ x u(t, X t )σ(t, X t ).
Approximating (Y, Z) allows then to solve numerically and in a probabilistic way, the corresponding PDE for u. This has motivated in the past fifteen years an important literature on numerical methods for BSDEs. The main method to approximate (2) is a backward programming algorithm based on an Euler scheme, that has been introduced in [5] and [4, 35] , see the references therein for early works. Since then, many extensions have been considered: high order schemes e.g. [9, 11] , schemes for reflected BSDEs [2, 10] , for fully coupled BSDEs [20, 3] , for quadratic BSDEs [8] or McKean-Vlasov BSDEs [13, 12] . It is also important to mention that, quite recently, very promising probabilistic forward methods have been introduced to approximate (2) [6] or directly the non-linear parabolic PDE (3) [26] . The backward algorithm approximating (2) requires, to be fully implementable, a good approximation of (1) and its associated conditional expectation operator. Various methods have been developed, see e.g. [19, 31, 23] and we will focus here on the cubature on Wiener spaces introduced in [29] . Broadly speaking, the method considers the space of continuous paths in R d on the interval [0, T ] (C([0, T ], R d )) to define a finite probability Q that approximates the Wiener law P. As we explain briefly in Section 2.2, see a full account in [29] , this approximation is chosen to match the expectation of iterated integrals.
The paper [16] pioneered the use of the cubature method to solve BSDEs. Essentially, the algorithm estimates the value of the field u on the points on the support of the cubature approximating law, thus giving an approximation scheme for the solution of the BSDE (2) . By its nature, this algorithm can be easily used to implement second order discretization schemes as in [9, 17] , and applied in the context of McKean-Vlasov BSDEs as in [13] . The cubature algorithm has been studied under a set of assumptions that guarantee sufficient regularity for the field (for example, smooth coefficients for the forward equation and the generator of the backward equation, Lipschitz regularity on the boundary condition plus a structural condition of the type UFG, see Section 1.1 below).
In this work, we want to study acceleration methods for the Euler approximation of BSDEs, of the same kind as those proved in the linear case (f = 0) [33] (see also [22] for the study of the discrete-time error only in the non-linear case). We show that under a very mild strengthening of the assumptions, there exists an explicit error expansion for the weak approximation of the BSDE system given by equations (1) and (2) using the cubature on Wiener spaces method. The explicit expansion exposes the dependence of the error approximation with respect to the general features of the coefficients of the system and the test function. Moreover, it opens the possibility to increase the rate of convergence by using Richardson-Romberg extrapolation techniques. However, to effectively improve the efficiency of the algorithm, we need to analyse and improve the complexity growth of the approximation technique. In this work, we consider a technique based on sparse grids.
Finally, note that although in the paper we limit our study to a first order scheme, a similar study can be carried out to analyze schemes with higher convergence rate as the ones proposed in [11] .
We now present the setup of our work and the numerical schemes we study in the sequel, and give an overview of the main results of the paper. σ k,j (t, x)∂ x k σ i,j (t, x).
We work under two sufficient assumptions to guarantee the regularity needed for the cubature method to be effective. Assumption 1.1. Let M > 0.
• On the forward coefficients i.b, σ .,j ∈ C ii. UFG condition of order α (see Definition 1.1. in [14] ) • On the backward coefficients i. g is Lipschitz continuous.
The existence of a classical solution to the PDE (3) is assured under either of Assumptions 1.1 or 1.2. The integrals in the previous definition are taken in the Riemann-Stieltjes sense, which is possible since we have assumed that the pathsω are of bounded variation. Let us also define a conditioned form of this stochastic process, given by
We take as weak approximation of the process X the processX under a finite cubature measureQ (see the precise definition in Section 2.2 below). In other words, we consider a random process in a finite space obtained by solving a finite number of ODEs. For practical implementation, the resulting discrete measure is built as a tree. This allows an easy computation of conditional expectations, a property that is of paramount importance to solve the Backward component that we introduce below.
The precision of approximation provided by the cubature method is given in terms of its order: it quantifies the degree of iterated integrals that can be perfectly computed in expectation under the cubature measure. Roughly speaking, this is analogous to the maximal degree of polynomials perfectly approximated by quadrature rules in finite dimensional spaces.
1.3. Backward scheme. As mentioned before, in the Markovian setting it is possible to express the solution to the BSDE equation (2) in terms of the so-called decoupling field, that is, applications u :
t . For γ ≥ 1, we consider a time grid of the form
and we set h i := t i+1 − t i for i = 0, . . . , n. We study a cubature based BTZ scheme defined by
(ii) Transition from step i + 1 to step i given bŷ
where ∆ω i =ω t i+1 −ω t i , and EQ is the expectation with respect to the cubature measure. We then defineŶ i =û i (X t i ) andẐ i =v i (X t i ).
1.4.
Main results. Suppose that Assumption 1.1 (resp. 1.2) holds with M ≥ m + 2, and takeQ to be a cubature measure from a cubature formula of order m on a uniform (resp. decreasing) step grid with γ = 1 (resp. γ > m−1). Then, there is a constant K such that, for all i < n,
where the coefficient Ψ lin T is given in Definition 2.9 below. Our main result, see Theorem 1.4 below, carries out a similar analysis taking into account the non-linearity associated to the generator function f in the formulation of BSDEs. Let us stress that this analogous result is obtained on a completely implementable scheme to solve BSDEs, that is, we include the analysis on the conditional expectation approximation.
Theorem 1.4 (Backward error expansion).
Suppose that Assumption 1.1 (resp. 1.2) holds with M ≥ 9, and takeQ to be a cubature measure from a cubature formula of order m ≥ 3 on a uniform (resp. decreasing) step grid with γ = 1 (resp. γ > m − 1). Then, for all i < n,
where the coefficient Ψ nl T is given in Definition 3.9 below. 1.4.2. Complexity reduction. With the above error expansion at hand, one can implement a Romberg-Richardson method to increase the precision of the approximation profiting from the regularity of the value function u. This is done by using an order 1 method, here a modified Euler scheme, which is found often to be easier to implement that a high order scheme and may exhibit also better numerical stability property (see [8] for a study of numerical stability in the case of BSDEs approximation). With an increased precision, one can hope to lower the numerical complexity of the method. However, this is not the case here if one simply uses the cubature tree to compute the conditional expectation.
Indeed, the main drawback of the cubature method is its complexity growth with respect to the number of time discretization steps on the approximation. In the case of approximation of expectations, complexity can be controlled using reduction techniques as high order recombination [28] and TBBA (Tree Based Branching Algorithm) [15] .
To make the extrapolation method worth implementing in practice, we introduce an extra projection on a finite grid. In order to reduce the complexity further, we use a sparse grid approach. Note that, the use of sparse grid has already been suggested in the context of BSDEs approximation in [34] , but the forward approximation method used in this paper is different. Moreover, the theoretical analysis is done under restrictive condition on the generator f , the forward process being restricted to be the Brownian motion itself.
To simplify the discussion, we only examine the case where the diffusion propagates in all R d . We then strengthen the regularity conditions on the data of the problem considering instead the uniform Hörmander condition, that is Assumption 1.5 (Uniform Hörmander condition). Let V k be defined by
where [, ] denotes the Lie product. The uniform Hörmander condition of order M is satisfied if
This condition is stronger than the UFG condition.
As mentioned previously, our implemented algorithm uses the concept of sparse grid that we introduce briefly now, see [7] for a detailled account on this topic.
we define a vector of grid sizes
This set of distances defines a grid with nodes denoted by
We denotex i
we can define an associated set of nodal basis functions given by
We consider the sparse grid nodal space of order p defined by
where
For a function ψ : A → R with support in A, we define its associated V p -interpolator by
where the operator θ l,j can be defined recursively in terms of r, the dimension of l, by:
Finally, let us introduce a useful notation. For a bounded set H, we denote by
With the sparse representation at hand, we modify the backward scheme and introduce first the set of points where the function needs to be approximated. Let
so that D i is a set of points in a sparse grid of order p i . This sparse grid is constructed on the minimal hypercube that contains the diffusion started at D i−1 at time t i−1 . We denote by D the union of all the points in the grids D i , namely
Having this set, for a sequence of values (p 1 , . . . , p n−1 ) with p i > d − 1, we define the sparse-cubature backward approximation by
In practice, the computational effort to obtain (ǔ i ,v i ) i is proportional to the number of points in the grid D. But, let us insist on the fact that, our approximation is then defined and available, without loss of precision, on the bigger space ∪ n−1
Our main result for this part concerns the complexity of the method and the fact that it can be improved by using an extrapolation.
We are interested here on the case when m = 3 and we fix a symmetric cubature formula Q with the given order size κ. For convenience, set χ γ n := (n, (t 0 , . . . , t n )), where (t i ) are given by (7) with parameter γ, and denote byǔ χ 
that is, the minimal number of steps needed to solve the problem with accuracy ∆.
Then, for every > 0, there exists K > 0 (possibly depending on d) such that the complexity (measured in number of nodes) associated toǔ χ γ N is bounded by
ii. Complexity of Extrapolation: Let
is, the minimal number of steps needed to solve the problem with accuracy ∆, when using extrapolation with the refined grid presented before.
Then, for every > 0, there exists K > 0 (possibly depending on d) such that the complexity (measured in number of nodes) associated to 2ǔχ
It is worth comparing this result to the complexity exposed in [24] : We see that our method in the smooth case has a better complexity (the order is not impacted by d). This comes directly from the use of sparse grids approximation.
Finally, let us mention, that if one is only interested in the approximation of the initial value u(0, x), the complexity can be further reduced by excluding the zero-level points in the sparse grid approximation. The impact is on the constant K above, not the order, as precisely explained in Section 4.2.1.
1.4.3.
Numerical results. We demonstrate the efficiency of our approximation scheme and, in particular, the gain in complexity coming from the Romberg-Richardson method. The system, we solve numerically, satisfies all of the underlying assumptions, and reads as follows:
• Forward equation:
• Backward equation:
We use a cubature formula in dimension d of order m = 3. It is defined, for j = 1, . . . , 2d by p j = (2d) −1 and ω j = (−1) j e j/2 , where e i is the ith canonical basis element (see [25] ). The previous system can be solved analytically. In particular, we get
We look at the results of the algorithm and its extrapolated version, when we use the sparse grid implementation. The rate of convergence is shown in Figure 1 (Left). The original algorithm shows the expected rate of convergence. The extrapolated one converges even faster, showing there is possibly an extra cancellation for the next order term.
In Figure 1 (Right), an illustration of the rate of convergence and complexity of the scheme in terms of the time complexity of the algorithm is shown. We can see that there is an effective reduction on the overall time to solve the problem with a given error. The rest of the paper is organised as follows. In Section 2, we study the approximation of the BSDE in the linear case, associated to the cubature method. In Section 3, we obtain an error expansion for the general case f = 0. In Section 4, we focus on the complexity reduction via the use of sparse grids and extrapolation methods. Finally, The Appendix collects some useful results on sparse grids and on integral approximation by Riemann sums.
Convergence analysis for the forward process
We first provide an error extrapolation for the BSDEs when f = 0. This result is new in the context of cubature method and terminal condition with Lipschitz only regularity.
2.1. Notation. In this section, we highlight the notation we use in all the document and that might not be considered completely standard.
2.1.1. Multi-indices. Multi-indices allow to easily manage differentiation and integration in several dimensions. Let us consider the set of multi-indices
where ∅ refers to the zero-length multi-index. We define " * " to be the natural concatenation operator, and we consider some norms in M. For β = (β 1 , . . . , β l ):
and β := (#{i : β i = 0}) + |β| 0 . Naturally |∅| p = ∅ = 0. For every β = ∅, we set −β := (β 2 , . . . , β l ); β− := (β 1 , . . . , β l−1 ) and for 1 ≤ i < j ≤ |β| 0 β i:j := (β i , . . . , β j ). We set β >0 the multiindex obtained by deleting the zero components of β.
We refer to the set of multi-indices of degree at most l denoted by A l := {β ∈ M : β ≤ l}, and to its frontier set ∂A := {β ∈ M \ A : −β ∈ A}. It is readily seen that ∂A l ⊂ A l+2 \ A l .
Stratonovich differential operators.
As we show in section 2.2 (see also [29] ), the cubature on Wiener spaces method uses the algebraic structure of the differential operators associated to the Stratonovich integral. We introduce then a special notation for the Stratonovich operators associated to the SDE (1) and their iterated actions.
Let ψ :
and for any multi-index β = ∅ with |β| > 1,
2.1.3. Space of differentiable functions. We denote byC m b the class of differentiable functions ψ : R d → R with bounded derivatives V β ψ for every β ∈ A m , i.e. functions whose semi-norm defined by (20) ||ψ|| m,∞ := sup
is finite. In the definition, | · | ∞ stands for the usual maximum norm. For convenience, for a fixed discretization grid, and
Note that this operator can be written in terms of the Stratonovich differential operators we introduced, as follows
Iterated integrals. Let ω and ζ be two functions in
, the space of continuous functions with bounded variation defined from [0, T ] to R d . Let us define the iterated integral of ζ with respect to ω by
where ω i is the i-th component of ω, and we fix by convention ω 0 (t) := t. In the following, we write I β s,t (ω) = I β s,t (1, ω). We introduce a similar notation to represent iterated integrals with respect to the Brownian motion. Indeed, let X be an adapted process. We set
where the notation • denotes the Stratonovich integral, and we keep the convention
In what follows, for any 0 ≤ s ≤ t < T , we denote by X s,x t the process X t conditioned to be equal to x at time s < t, i.e.
s,x r )dW r 2.1.7. Operators. We consider now a family of operators associated with the SDE (1) and the process (5).
Definition 2.1 (Operators).
We denote by P the operator over measurable functions associated to the diffusion X defined, for any measurable function ψ :
Similarly, we define by Q the analogous cubature operator given by
By a slight abuse of notation, we use this notation also for one-parameter functions, that is, if ψ : R d → R, P s,t ψ (respectively Q s,t ψ) denotes the operator applied to the function
Note that, by Definition 2.1 and (6), we have
Cubature on Wiener spaces. The cubature measure on Wiener spaces was introduced in [29] , as a tool to construct weak approximations of functionals of the Brownian motion. It generalises the quadrature method to an infinite dimensional space: It aims at approximating the Wiener measure restricted to a time interval [0, T ] with a finite probability defined on C([0, T ], R d ). As in the quadrature method, this approximation consists in preserving the exact value of the expectation of some basic functionals that will play a similar role as the one played by polynomials in finite dimensions. 
where {ω 1 , . . . , ω κ } and θ 1 , . . . , θ κ are respectively the support and weights of the finite measure Q.
Examples of cubature formulas of order 3 and 5 are known for arbitrary dimensions. Higher order cubature methods (up to order 11) are also given for small dimensions, see e.g. [29, 25] . Definition 2.3 (Symmetric cubature formula). We say that a cubature formula is symmetric if for any path ω * ∈ supp(Q) then −ω * ∈ supp(Q) and
Remark 2.4. The properties of Brownian Motion imply that if ||β|| = 2k + 1 for some integer k, then E J β 0,1 = 0. Cubature formulas with the symmetry properties will therefore approximate exactly iterated integrals of any odd degree.
Lyons and Victoir [29] , showed that the cubature method in the space C 0 ([0, t], R d ) provides a weak approximation to the Brownian motion with an error bounded by some power of the time length of approximation t. The construction can then be iteratively applied on small intervals to obtain an approximation with a good control for a time interval [0, T ] with arbitrary length. This motivates the following definition.
Definition 2.5 (Cubature measure). Let 0 = t 0 < . . . < t n = T , and let h i = t i+1 − t i . Given a cubature formulaQ represented by a set of weights θ 1 , . . . , θ κ associated to a set of paths
andQ is a finite measure with support on paths indexed by η ∈ {1, . . . , κ} n given byω
Let us emphasize that the cubature measure constructed according to Definition 2.5 depends on the cubature formulaQ and on the grid T = {t 0 , . . . , t n }.
Forward Error expansion.
Let us start by remarking that in all our development K, K , . . . denote constants that might depend on the parameters of the problem (i.e. T, f, g, b, σ, x 0 ) or on cubature measure that we assume fixed, but not on the parameters of the scheme. We use the convention that their value might change from line to line. 
Under Assumption 1.2, there exists a constant K such that for all for all (t,
If in addition g has bounded derivatives up to order p, then
Equation (22) is a consequence of the iterated application of Ito's formula, under Assumption 1.1. The claims under the UFG condition are proved in [18] : (23) is proved in Corollary 78 and (24) is deduced from extending the arguments of Corollary 32 with Corollary 78. The reader may refer to the PhD thesis [30] for further results on gradient bounds under alternative conditions. 2.3.1. One-step expansion. The following approximation result is a restatement of the results in [29] (see also Section 3.4 in [18] ) .
where ||.|| i,.,∞ is defined in (21) and
Moreover, if m is odd, the cubature measure Q is symmetric and ψ ∈C , then
Proof. From the Taylor-Stratonovich expansion (see Theorem 5.6.1 in [27] ) applied to ψ, one gets, for any x ∈ R d ,
)).
Similarly, a Taylor expansion and the definition ofX in (5) shows
where for j = m + 1, m + 2,
Having shown (25) , let us now assume ψ ∈C m+3 b
. Then we can expand the terms in A m+1 in the equality in (28) , and apply the scaling properties of the cubature to get
))
Finally, if ψ is m + 4 times differentiable, then we can expand once more and use the symmetry of the cubature formula and Remark 2.4 to obtain the result.
2.3.2.
Global expansion: Proof of Theorem 1.3. Using the previous one-step results, we can study an explicit error expansion for the error in the cubature approximation of X for several steps, thus extending [33] to the cubature approximation. We analyze this property under both Assumption 1.1 and 1.2. We start with the following control result.
Lemma 2.8. Suppose that either Assumption 1.1 or Assumption 1.2 hold. Assume that (t 0 , . . . , t n ) are defined as in (7), with γ = 1 if Assumption 1.1 holds and γ ≥ m otherwise. Then, there is a constant K such that, for all 0 < k ≤ M ,
Proof. When Assumption 1.1 holds, we have that h i = T n −1 and from Proposition 2.6,
On the other hand, if Assumption 1.2 holds, we have from Proposition 2.6 and Corollary A.3,
Before proving the main expansion result for this part i.e. Theorem 1.3, let us make precise the shape of the leading coefficient Ψ lin in the expansion. Definition 2.9.
i. Under Assumption 1.1,
ii. Under Assumption 1.2
We are ready to prove the global error expansion result for the conditional expectation using the cubature method.
Proof of Theorem 1.3 To prove the first statement, let L denote the infinitesimal operator associated with the diffusion X.
Let u be given as the solution of the linear equation ∂ t u(t, x) + Lu(t, x) = 0 defined on [0, T ) with boundary condition u(T, x) = g(x). Clearly, for any i = 0, . . . , n − 1, we have
Note that given that M ≥ m + 2, Assumptions 1.1 (resp. 1.2) and Proposition 2.6 imply that u(t i , .) has bounded derivatives of all order up to m + 2, for i < n.
Using the definition of the function u and the properties of the family of operators Q and P , we can then reformulate the error term as a telescopic sum,
The last term in 30 is simply an average of a one step cubature approximation. Under Assumption (1.1), g is regular enough to use the one-step cubature approximation result in Proposition (2.7) , hence
2 ||g|| m+2,∞ . The same result cannot be applied under Assumption (1.2) though, as g is not supposed to be regular. However using the Lipschitz regularity of g, the bounded variation of the cubature formula and its rescaling, we get
To treat the first term in the last term in 30, (25) and Lemma 2.8, we have that
≤K n
2 . The first claim is thus proven.
For the second claim, we use the extra regularity assumptions to apply successively, Jensen's inequality, properties of expectation operators, the claim on symmetric cubatures of Proposition 2.7 and Lemma 2.8, to write
Now, we are going to show that
To prove this, note first that from the regularity of V β u, the definition of the seminorm and the bounds in Proposition 2.6 we have
Hence, using equation (33) and reordering, we have
If Assumption 1.1 holds, we deduce (35) directly using the boundedness in Proposition 2.6. Under Assumption 1.2, we deduce from (59) in Lemma A.4
where the last inequality follows from (the proof of) Corollary A.3. A similar development can be applied to the second term in the last line of (36), to deduce (35) in this case. Finally, the claim follows from (34), (35), (31) (or (32) under Assumption 1.2) and
To conclude, we can apply Lemma A.4 with ψ(t) = C β V β [P t,T g(X 0,x t )]: the control on |ψ| readily follows from Proposition 2.6. Moroever, since for each β ∈ A M −2 , we have
it follows that ψ has well defined locally bounded first order derivatives in [0, T ), and hence it is of bounded variation in [0, T − ] for all > 0 as required.
Study of the Backward Approximation
Our goal in this section is to study the error terms in the approximation of the backward function, given by
An inspection of the proof of Theorem 1.3 shows that we used the linearity properties of the operators P and Q to decompose the global error in a sum of one-step errors.
We follow a similar idea to expand the error in the case of backward equations. However, the non-linearity will change the type of decomposition in terms of one-step errors that can be achieved, and will require some additional approximations. For this purpose, let us defineṽ
and set
)∆ω i .
Then, we can re-write the decoupling function evaluated at the grid times as the solution of a perturbed scheme, namely
) .
Let us recall the following regularity result valid under our set of assumptions.
Proposition 3.1 (Space regularity of u). Suppose either Assumption 1.1 or 1.2 hold. For all 0 < k ≤ M , and α ∈ A k , the function V α u is well-defined. Moreover,
• Under Assumption 1.1, there exists a constant C such that for all t < T ||u(t, .)|| k,∞ ≤ C||g|| k,∞ .
• Under Assumption 1.2, there exists a constant C such that for all t < T
The proposition under Assumption 1.1 is proved by repeated application of the results in [32] (in particular Theorem 3.2. and the BSDE representation for the derivative of u). The proposition under Assumption 1.2 is proved in Theorem 1.4 [14] . 
the constants {C β } β∈Am are defined as in Proposition 2.7. Moreover, there exist constants
Remark 3.3. Under Assumption 1.1, the claim also holds for i = n − 1. Under Assumption 1.2, ii. and iii. still hold, while using Lipschitz continuity of g, we can replace i. by
Proof of Lemma 3.2. i. The claim is a consequence of the cubature control in Proposition 2.7, and the regularity of u stated in Proposition 3.1. ii. The integration by parts properties of the Stratonovich integral imply that
Hence, by definition of the symmetric cubature measure and using a Stratonovich Taylor expansion as in the proof of Proposition 2.7, we have that
and replacing (38) this leads to
iii. Note that the regularity of u, implies that it solves classically the equation
Hence, Fubini's theorem implies
with
Hence, by a similar argument as before, we have
where we wrote ∂ z j f (t i , x) to mean the quantity ∂ z j f (t i , x, u(t i , x), v(t i , x)), and with
The claim then follows.
With the notation of the previous lemma, we define
and 
Error expansion.
We now proceed to show the full error expansion under our set of assumptions. Let us recall the following result on the rate of convergence of the scheme (see [16] or [13] ).
Lemma 3.4. LetQ be a cubature measure constructed from a symmetric cubature formula of order m ≥ 3. Under Assumptions 1.1 or 1.2 with M ≥ 6, (and γ ≥ 2 in the case of Assumption 1.2), we have
Moreover,
3.1.1. One-step expansion. We first prove the following key one-step expansion.
Lemma 3.5. Under the assumptions of Lemma 3.2, we have that
, where
Proof. Since the exact solution satisfies a perturbed version of the scheme, we have
We compute, using the mean value theorem, |D β f |.
This leads to
. On the other hand, notice that for h i small enough,
The claim follows by inserting (47) and the definition ofΛ x i,i+1 in (46).
Global Expansion.
Lemma 3.6.
whereΛ x is defined in (45).
Proof. Let us start by finding some controls on the elements of the sum in the statement. By independence of the increments, assuming i + 2 ≤ j ≤ n − 2 we compute
so that a straightforward induction implies, for i ≤ j ≤ n − 2
Hence, by the Cauchy-Schwarz theorem
Now, the flow property of the cubature approximation, i.e.
for any measurable function ψ, implies that we get, by iterating over i the result in Lemma 3.5, that
Hence,
where we have used, the controls in Lemma 3.5 and the rate of convergence results in Lemma 3.4 for the first inequality, controls on the expectation ofΛ x i,j e Although in Lemma 3.6 we have identified (up to the last step) an explicit coefficient for the main error term, it still depends on the actual approximation algorithm. In order to have a more tractable expression, let us re-express the result of Lemma 3.6 in terms of a family of linear operators forming a semigroup. Let us introduce
whereΛ x i,j is defined in (45). Indeed, for any i, j, k ∈ {0, . . . , n} with i ≤ j ≤ k we can verify the associativity propertŷ
and its linearity. We show in the following that this operator can be seen as an approximation of (51)
where, for r ≤ t,
where η y and η z are defined in (45). Clearly, the family (ψ → Λ x r,t ψ) r,t also forms a linear semigroup of operators. Lemma 3.7. Assume that m ≥ 3, that the cubature measure is symmetric and that
Similarly, a development applied on ν and the properties of the symmetric cubature measure give us that
The claim follows by comparing both expansions.
Proposition 3.8. Suppose that M ≥ 9. For every i < j ∈ {1, . . . , n}, assume that γ ≥ m ≥ 3 and that the cubature measure is symmetric. Then, for ϕ defined in (40),
Proof. Let us write for convenience
We first show that,
Recall that ϕ(t k , .) is, essentially, a sum of derivatives of u(t k , .) multiplying bounded functions. Hence, broadly speaking, the first inequality tells us that the operator regularizes as if we could "extract derivatives from the operator". The second inequality is a direct consequence of Proposition 3.1. It is then sufficient to prove the first inequality in (53). Since
where we used Lemma A.2 to get the last inequality.
Before proceeding with the proof of the main expansion result, let us give the shape of the leading coefficient appearing in the statement of the theorem. Definition 3.9. i. If Assumptions 1.1 holds and a uniform discretization is used,
ii. If Assumptions 1.1 holds and a decreasing step discretization with γ > m + 1 is used,
where Λ x 0,t is defined in (52). Proof of Theorem 1.4.
From Lemma 3.6, Proposition 3.8 and equation (51) we get
where we have used the control on the last step highlighted in Remark 3.3.
To conclude our claim, we invoke Lemma A.4 with ψ(t) = E Λ x 0,t ϕ(t, X t ) . Indeed, the control on |ψ| readily follows from (42) and the expression for Λ 0,t . Similarly, using the chain rule and the equality
we conclude that ψ has well defined locally bounded first order derivatives in [0, T ), and hence it is of bounded variation in [0, T − ] for all > 0.
Complexity reduction
In this section, we aim to control the complexity growth on both the number of steps n and the dimension of the problem. To achieve this, we make use of the regularity of the field u to find a sparse representation of the solution.
Importantly, we work here under Assumption 1.5 which is stronger than the UFG condition used in the previous sections. It implies that all partial derivatives of the solution of the backward equation are well defined. Moreover, it implies that we are able to control any partial derivative of the solution of the backward equation, say ∂ i u, using the control on the derivative operators V i u modulo a constant. Hence, we can use Propositions 2.6 and 3.1 to control any partial derivative of the function u.
The strong regularity of the backward solution can be used to obtain accurate representations of the function using the information in a reduced number of points. We examine here the sparse grid technique (cf. [7] ) to achieve this goal.
Sparse grid are obtained from expressing a function in terms of a truncated hierarchical basis satisfying the condition that the truncation error and the growth of the hierarchical basis support can be controlled to obtain an efficient representation of the function. In the particular case of hierarchical basis based on linear interpolation, the control on the approximation is shown assuming a bound on all mixed derivatives of a given order, which is an available result in our setup.
In this section, we study the combination of the sparse grid technique based on linear interpolation with the previously presented scheme to solve BSDEs. This will allow us to profit more effectively of a possible extrapolation, as we will show in the following.
Sparse representation operator.
We discuss now some key properties of the sparse representation that was introduced in Section 1.4.2.
First, It can be easily verified that, in the case (12)- (13), is the usual linear interpolation of ψ along a uniform grid with 2 p+1 points (see Lemma 4.2 below). However, as the number of dimensions increases, the operator π A
Vp [](.) diverges from the usual linear interpolation: not all points in the uniform grid are included. Moreover, under certain assumptions on the function to be approximated, the induced maximum error is just a log factor worst than the one obtained via a uniform grid. This is proved in [7] (Lemma 3.6 and Theorem 3.8) and is presented here for the readers convenience. Proposition 4.1. Let ψ defined in A such that D β ψ is bounded Lebesgue-almost surely in A for all multi-index |α| ∞ < 2. Let p ≥ d − 1. Then, there exists constants K and K such that for all x ∈ A,
We also deduce the following properties of the operator π A Vp .
i.e.,π m is defined as the usual linear interpolation operator in dimension one, with 2 m points.
and, for d = 1,
Proof. We consider first the case d = 1. In this case we prove that π
, by induction on m. Note that if m = 0, the claim is trivial. For m > 0, we note that linearity implies, for a fixed m > 0 and 0 < k ≤ 2 m−1
Sincex m,2k =x m−1,k , we deduce from (13), (54) and using induction,
We now consider the case d > 1. From the sparse operator definition in (12), (11) and (10), we observe
Using the definition (13) and reordering, the above reads
For the last sum, we recognise the sparse approximation at level k of y → π
The proof is then concluded using the characterisation obtained in the one-dimensional case.
The previous representation implies some important stability properties of the sparse interpolation operator. Corollary 4.3. For any p > 0 and all x ∈ A, we have i.
Proof. Claims i.,ii. and iii. follow from an induction procedure using Lemma 4.2 and the analogous properties of the usual interpolation operator.
To prove iv. we have the following chain of implications for all x ∈ A:
In the next section, we turn to the study of the scheme presented in (16)- (17) . The effect of adding the projection operator means that we do not need to construct the cubature tree as before, but only to construct the increments starting from nodes in the sets (D i ) i=0,...,n−1 , recall (14) . Note that we are not projecting at the final time t n = T . This is in order to be able to profit from the regularization property when the condition is only Lipschitz. Based on the results in [7] we show in Theorem 4.5 that this reduces the complexity requirements of the algorithm.
In practice, one can decide to only use the projection on sparse grids whenever the number of nodes in the cubature tree is bigger than a given threshold. However, to ease the analysis, we assume the projection is done at each step of the algorithm, and we ignore the potential advantage of adding this conditioning on the projection.
4.2.
Error analysis and proof of complexity. The additional projection term induces some adjustments in the error analysis of Section 3. The error we study now is defined by
This time, the role ofṽ is played bÿ
and as before, we define
Regarding the one step-controls given in Lemma 3.2, controls i. and ii. are adjusted as follows: 
and, if M > (2d + 1) ∨ (m + 1)
Proof. We have
where the first term in the second inequality comes from Proposition 4.1, and the second term from Proposition 2.7 and Lemma 4.3. By a similar development, we have
Note that this time we only have an upper bound and not an explicit one-step expansion. Finally, the proof of Theorem 1.4 can be reproduced by using the new controls. and let (p 0 , . . . , p n ) be given by
Then, the claim of theorem 1.4 holds. Moreover, there exists K > 0 independent of d, such that
Proof. From the assumption of the proposition,
and hence, from Lemma 4.4
We conclude following the lines of the proof of Theorem 1.4 to get the first part of the claim, given that, by Lemma A.4, the total contribution of the first term in each case is of higher order.
To prove the result on the complexity growth, note that, by the minimality property of
But, since
for p i large enough, we get
The result follows from Proposition 4.1, and the fact that no sparse grid is used at time t n = T . As a Corollary, we can conclude this section by giving the proof of Theorem 1.6 which analyses the complexity of the approximation.
Proof of Theorem 1.6 i. By the explicit error expansion in Theorem 1.4,
for some constant K > 0. The claim follows directly from Proposition 4.5 in this case, modulo recalling that for any > 0 there is a sufficiently large constant to control the | log(h n )| d−1 term.
ii. By the explicit error expansion in Theorem 1.4, and given the assumed symmetry of the cubature formula,
for some constant K > 0. Then, the claim follows from Corollary A.5, which shows that the particular form of the extrapolation produces the same limit error, and Proposition 4.5.
Proposition 4.5 and Theorem 1.6 shows that, for a fixed dimension, the complexity of the algorithm in terms of the number of discretization steps n is at most polynomial. Moreover, the dependence with respect to the dimension is constant in the smooth boundary condition case of Assumption (1.1) and depending on n under Assumption (1.2). We also conclude that, in all the analyzed cases, the explicit expansion allows for an extrapolation procedure that effectively reduces the asymptotic convergence of the algorithm. 4.2.1. Excluding zero-level points. Let us consider the situation whereby we are interested in obtaining only an estimation of the value Y x 0 . We can use well-known control results under an uniform ellipticity assumption to eliminate nodes with relatively low probability (more specifically nodes belonging to multi-levels containing zeros). We work then assuming that there exists Λ > 0 such that
Let us start by recalling that a well known Malliavin calculus result shows the existence of a family of transition densities of the process X denoted by p X (t 1 , x 1 ; t 2 , x 2 ) under the uniform ellipticity assumption. Moreover, this density is bounded below and above by Gaussian densities: indeed, one can prove that there exist constants
). The upper bound in equation (56) is proved in [21] using the parametrix method, while the lower bound under our regularity assumptions is shown in [1] .
Using the stated Gaussian bounds and the fact that for a Gaussian random variable L ∼ N (m, σ 2 ), P(|L − m| ≥ y) ≤ e − y 2 2σ 2 , we can deduce that there exists a family of sets A 1 , . . . , A n , such that P(X t k / ∈ A k ) ≤ h Therefore, instead of solving the original problem, we can solve the "tamed" BSDE and the error would be controlled at the initial time. On the other hand, the uniform-ellipticity assumption on the diffusion coefficients, and matrix norm equivalence implies that there exist two constants, λ − , λ + such that
Since for h k < 1 we get h 1/2 k > h k . We conclude that there existsn large enough so that, for all n >n, A n ⊂ (supp(Q tn )) . In particular, the points in the boundary of the support will have value zero for the tamed BSDE, and we can exclude them from the sparse grid representation without changing the rate of convergence of approximation of
If the intermediate values of the backward variables are needed, an improvement in complexity can be obtained by using either non-homogeneous grids or coarser basis elements towards the extremes. However, we do not consider the detailed analysis of these modifications in this work. 
Appendix B. Proof of results on sparse grids
Proof of Proposition 4.1. The proof follows closely the arguments of Lemma 3.6 and Theorem 3.8 in [7] : The main difference is that we consider sparse grids with boundary points (corresponding to level zero in their description). 1. Note simply that the set
coincides with H 1 (A) up to completeness with respect to the Sobolev norm H 1 (A) (cf. [7] equations (3.15)-(3.19), taking into account the boundary values). The sparse grid approximation is nothing else than a direct sum truncation. The error is dominated by the first level not included, and the control is deduced also for the non-zero boundary condition as in Theorem 3.8. in [7] . 2. As shown in Lemma 3.6. in [7] , the number of total nodes belonging to multi-levels with strictly positive entries, and having l 1 -norm at most p (denoted by N >0,Tot p,d
) is found to be
We can then show, explicitly exposing the leading term, that
Let us now consider all multi-levels. Let N Total p,d
= # {x l,j : (l, j) ∈ I p (A)} be the number of total nodes belonging to multi-levels having l 1 -norm at most p. We get 
