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ABSTRACr The single file diffusion of particles through a narrow pore membrane
separating two media is treated as a stochastic birth and death process. A set of
differential-difference equations is derived to describe the probability of finding n
particles in the pore at any time whose source is the left-hand medium. Explicit time-
dependent solutions for an arbitrary number of sites are obtained. These can be
used to calculate both one-way and net flux as a function of time. Parameters are
estimated from steady state permeability data, and the results of some numerical
calculations are presented to illustrate the time required to approach a steady state.
In many cases, significant time delays can occur.
INTRODUCTION
The single file passage of molecules through narrow pores was first suggested by
Hodgkin and Keynes (1955) to explain the anomalous K+ flux ratios measured in
poisoned axons. According to this hypothesis, solute molecules occupy positions in
isolated rows which extend throughout the membrane (Fig. 1). Each time a molecule
enters a row from the left (from solution L), each molecule in the row moves to the
right, the last member on the extreme right being discharged into the solution R;
similar results hold for discharges into solution L as a result of entries from the solu-
tion R. Molecules from solution L can only enter solution R if the row is completely
filled with L-molecules, and vice versa.
In many cases, it is likely that slippage of one molecule past another occasionally
occurs. However, the rigid coupling assumed in the above model is attractive be-
cause it is mathematically tractable with minimal specification of membrane param-
eters. The magnitudes of energy barriers, for example, at each point in the membrane
need not be specified because their contributions to the transport process is lumped
entirely within a single parameter, the frequency of "successful" collisions. The phe-
nomena of simple free diffusion and single file diffusion occupy opposite extremes of
a spectrum where coupling ranges from no interaction (complete slippage) to maxi-
mal interaction with no slippage.
Following the suggestion of Hodgkin and Keynes, similar mechanisms have been
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proposed to account for a variety of phenomena in different tissues. For example,
Diamond (1962) has suggested that single file transport of water molecules occurs
through the isolated gall bladder with approximately 50 sites/row. Hope and Walker
(1960) suggest that single file diffusion with 10 sites/row may account for the dis-
crepancy between the calculated and observed electrical resistance of the tonoplast
membrane in Nitella. Passow (1964) listed single file diffusion as a possible explana-
tion for the unusually high activation energies involved in the transport of SO4 and
P04 in red blood cells. Dantzig (1965) and Heckmann (1965 b) have pointed out
that uphill transport may result if more than one molecular species is allowed to
interact with the same channel, and Kuhn and Ramel (1959) have suggested that
single file transport may play a role in the excitation process.
Although a number of detailed studies of steady state kinetics for single file trans-
port have been published [e.g. Dantzig (1965), Lea (1963), Heckmann (1965 a, b),
Hladky (1965)], little or no attention has been paid to the time dependence of these
phenomena. A comparison of the kinetics of single file transport with the kinetics of
simple diffusion is particularly interesting. In the case of simple diffusion of non-
electrolytes through a membrane of finite thickness, the steady state net flux is pro-
portional to concentration difference across the membrane. Under non-steady state
conditions, the concentration profile within the membrane has a time dependence
which is given by a sum of decaying exponentials whose most prominent term is gen-
erally of the order of exp (r2Dt/52), where D is the diffusion coefficient and a is the
width of the membrane. For biological membranes, estimates of D are unavailable.
Nevertheless, because of the small value of a (approximately 100 A), the sum of ex-
ponentials is usually considered to be negligible. Consequently, most problems which
involve changing extra- or intracellular concentrations are treated by assuming that
the membrane is in a steady state at all times. In the case of single file passage, the
steady state net flux is also proportional to the concentration difference and is thus
indistinguishable from simple diffusion. However, to date, there has been no corre-
sponding justification for dismissing membrane transients under non-steady state
conditions. The purpose of this paper is to give the complete time-dependent solu-
tion for single file transport with an arbitrary number of membrane sites. In many
cases, the theory predicts significant time delays in reaching the steady state.
DERIVATION OF EQUATIONS
Fig. 1 illustrates a single file passage containing a total of N sites. We define the
state of the row as the number of sites occupied by molecules which have originated
from the left-hand side. In general, there are a total ofN + 1 possible states ranging
from 0 to N and numbered from left to right. Hence the state corresponds to the
number of L-molecules in the row. If the row is in state n, then it can advance to
state n + 1 by an "effective" collision from the left. On the other hand, an "effec-
tive" collision from the right will move the row from state n to state n - 1.
Let Pn(t) represent the probability that the row is in state n at the time t. In the
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time interval between t and t + dt, let X dt equal the probability of an effective
collision from the left and ;z dt equal the probability of an effective collision from
the right. If the time interval dt is so small that a maximum of one effective collision
can occur within it, then the probability that the passage is in state n at time t + dt
can be written as the following sum of three mutually exclusive probabilities,
Pn(t + dt) = Pn-1(t)X dt + Pn(t)[l - (X + At) dt] + Pn+-1(t),2 dt, (1)
where it is assumed that n $ 0 and n $ N. The first term in expression (1) represents
the probability that the row is in state n - 1 at time t and within the interval dt
an effective collision occurs from the left. The second term covers the case where
the row is in state n at time t and no effective collisions occur within dt. The last
terms represent the probability that the row is in state n + 1 and an effective colli-
sion occurs from the right within dt. Dividing equation (1) by dt and passing to the
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limit (1) can be written as
dPn(t) = XPn-l(t) - (X + A)Pn(t) + IAPn+l(t). (2)dt
When n = 0, Pn-, = 0, and the contribution of Mu to the second term on the right-
hand side of equation (1) drops out because the row will remain in state 0 even
after a collision from the right. Accordingly, we have the boundary equation
dPo(t) -
-XPo(t) + 1.P1(t). (3)
dt
Similarly, when n = N, Pn+j = 0 and the contribution of X to the second term of
the right-hand side of equation (1) vanishes, so that
dPN(t) = XPN-1(t) - APN(t). (4)dt
Equations (2)-(4) represent a simple birth and death process (Feller, 1950).
In more compact matrix notation, equations (2)-(4) can be written
d1f(t) Ap(t), (5)dt=
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where p(t) represents the column vector [Po(t), P1(t) ... P"(t) ... PN(t)], and A
represents a coefficient matrix whose only nonzero elements lie on the main diagonal
and on two codiagonals-one immediately above, the other immediately below the
main diagonal, i.e.
-x JA
0
As
I
0
x
-A )
(6)
The solution to equation (5) as derived in the appendix can be written in terms of
p(O), a column vector which specifies the initial values of p(t), and a square matrix
Z (defined below) as follows:
p(t) = Zp3(O). (7)
Letting p = X/,u, the elements Zjn, of the matrix Z are defined by the following
expressions:
[ 1- p 2,p(j+l-n) /2 N eojkt
=jnLl - pN±liP ± N +1 k=1 Wk
jkwr 1/2 (1 + I)k7r] (n + 1)kr
-1/2 nk/7rsi N+l p sin ( sin -p sin
-( + + IN +N -°
Wk =-(X±+Is)±+2V\'-;4cos .
N+
(8)
(9)
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Note that the magnitudes of the decay constants (Sk defined in equation (9) are
restricted by the inequality
-(X + IA) _ Wk . -(X + /J) + 2 '- (10)
so that all ck are contained within a range of 2V), which is independent of N.
Most applications involve the two unidirectional fluxes and the net flux through
the membrane. Let pof denote the unidirectional forward flux defined here for each
solute as the flow of solute through the entire membrane from left to right, and
let (Pb denote the unidirectional back flux. Then
Opf(t) = XPN(t), (Pb(t) = A PO(t)
TIME (MIN)
FIGURE 2 The time dependence of single file diffusion calculated for various values of N.
In each case the initial condition is Po(O) = 1 and the parameters are X = ,u = 6.0 min7l.
and the net flux 'p = 'pf -(Pb iS given by
sp(t) = XPN(t) - APo(t) = E (XZNn iLZO.)Pn(O)
n
(12)
Some notion of the size of X may be obtained from consideration of the steady
state, where equations (8) and (12) reduce to
f(po) = X - (13)
To relate the order of magnitude of X and u to that of the conventional permeability
constant, consider the simple case where X and ;z are proportional to the density of
solute particles on the left- and right-hand sides, respectively, of the membrane;
i.e. let
X =aafCL , g = aCnR , (14)
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where CL and CR represent the concentrations (in moles per cubic centimeter)
on the left- and right-hand sides, respectively, a is Avogadro's number, and ,3
is a constant. Let y equal the surface density of rows (number of rows per square
centimeter) and J the next flux density (moles per square centimeter per second).
Then, in a steady state,
J = oP(co ) = 2 (X - 1u) = 7YO(CL - CR).
a a
(15)
500r
z
I-
N >
FiGuRE 3 The time required for pf(t) to reach 98%of its steady state value, plotted as a
function of N. In each case Po(O) = 1 and X = ;& as indicated in the figure.
If h represents the permeability constant, i.e. J = h(CL- CR), it follows from equa-
tion (15) that (3 = h/y and, from equation (14),
X =
- CL,
7
ha1 = CR .
7y
(16)
The value of y is not known with certainty for any cell. However, if we take the
red blood cell as an example, the number of water channels has been estimated at
101 channels/cell (Solomon, 1960), so that y might be of the order of 1011 rows/cm2.
The permeability of the red cell to Na is of the order of 10-'° cm/sec, and if we
take a concentration of 100 mm, then X will be of the order of 101 sec-', or 6.0
min7l.
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As an illustration of the time lag involved in reaching the steady state, consider
the case with initial conditions P0(O) = 1, Pn(O) = 0 for n $ 0. This corresponds
to the case where a tracer is suddenly introduced into solution L and the ensuing
tracer flux is followed. Putting these values into equations (7) and (11), we have
XpN(1 - p) 2XpN/2 N (-1 )k sin2 kr/(N + 1) eCkt (17)
1 -p l N + I k= P2+ p-1-2 cos kir/(N + 1)
In Fig. 2, values of pf(t)/pf ( X ) are plotted against log t with X = A = 0.1 sec-1 -
6.0 min-' for various values of N. As N increases, the time lag becomes more sig-
nificant. Similar results are illustrated in Fig. 3, where the log of T98, the time re-
quired for spf(t) to reach 98% of its steady state value, is plotted as a function of N
for various values of X. Taking X = 6.0 min-', we see that a row with 5 sites re-
quires almost 3 min before its flux reaches 98% of its steady state value; with 20
sites, this time is increased to 35 min, while for 50 sites it becomes 200 min. If the
permeability is increased 100-fold so that X = p = 600 min-', the time required to
reach the steady state may still be of some significance. Under these conditions,
and with N = 4, about 1.1 sec are required before the flux reaches 98% of its
steady state value. With N = 50, T98 equals 126 sec.
All of the above numerical calculations are based on the assignment of the
value 1011 rows/cm2 to y, which was derived from the estimate that there are ap-
proximately 105 water channels per cell. However, the calculation of the density of
water channels was in turn based on the assumption that the diffusion coefficient
for water has the same magnitude within the membrane as in free solution. If the
channels are narrow, then interactions between the membrane and the water may
alter this parameter and create a higher resistance to movement. In this case,
-y will be larger, and from equation (16) X and ,A will be smaller. The net result will
be to increase the duration of the transients beyond the numerical values estimated
above.
APPENDIX
The solution of equation (5) can be written in terms of the eigenvalues and eigenvectors asso-
ciated with the matrix A. Let the eigenvalues of A be given by COk(k = 0, 1, * * * N) and let U
represent the modal matrix whose kth column uik = (UOk, * * *, U,*k * , UNk) represents the
kth eigenvector associated with )k . Then the formal solution to equation (5) is given by
(Goertzel and Trall, 1960)
p(t) = [Uel"tL']p(O), (18)
where elt is a pure diagonal matrix with elements exp(cokt), U-' is the inverse matrix of U,
andp (0) is a column vector giving the initial values of p (t).
To find the eigenvalues Wk and corresponding eigenvectors uk, we begin with the definition
Aiik = WkUk, (19)
which leads to the following difference equations:
-(X + Wk)UOk + AUlk = 0, (20)
R. I. MACy ANm R. M. OLIVER Time Dependence ofSingle File Diffusion 551
XUi-l,k - (X + A + Ak)Ujk + MUj+l,k = 0,
XUN1,k - (A + Wk)UN = 0. (22)
The solution to equation (21) is given in terms of p = X/,u as (Goldberg, 1961)
U-k PjI2(ak sin jOk + bk COs jOk), (23)
where Ok is defined by
COS Ok = ( + A + Ck)/2V\/7 (24)
and ak and bk are constants (independent of j). If equation (24) is used to eliminate cSk in
favor of cos Ok, the value of bk obtained by substituting equation (23) into equation (20)
becomes
akP'12 sin Ok (25)bk--I- Pll'2 COS Ok
and substituting equation (25) into equation (23) leaves
Ujk = 1/2@ak [p112 sin jAk - p(i+l)/2 sin (j + l)Ok. (26)l4k= p1/2 COS Ok
Permissible values of Ok and hence Wk can be obtained by substituting equation (26) into the
boundary condition (22). After some manipulation we arrive at
[pN/2 sin (N + l)Ok](p1/2 - 2 cos Ok + pl/2) = 0. (27)
The solutions to equation (27) are given by
Ok k7r 0 <k N (28)
and
COS Ok = 2(p-1/2 + p1/2). (29)
Inserting the value k = 0 into equations (28) and (26) results in the trivial solution ujo = 0
so that equations (28) and (24) yield only N eigenvalues, given by
C0k =-(X+ A) +2x/;ACOSN+l, 1 < k N (30)
The other eigenvalue, coo, determined by equations (29) and (24), corresponds to the steady
state solution and is simply
coo = 0. (31)
The jth component of the kth eigenvector (1 < k . N) corresponding to the eigenvalues
specified by equation (30) are given by equation (26). The eigenvector corresponding to coO,
obtained by setting coo = 0 and solving equations (20)-(22), is given by
ujo = aop'. (32)
BuOPYSICMAL JouRNAL VOLUME 7 1967
(21)
552
Equations (26), (28), and (32) specify the modal matrix U. If the eigenvalues wk are all
distinct, the rows of the inverse matrix U-1 can be constructed from the eigenvectors of AT,
the transpose of A. This follows because the set of eigenvectors of A is orthogonal to the set
of eigenvectors of AT and can be made orthonormal by simple adjustment of the arbitrary
constants ak (Lanczos, 1956). It follows that if V represents the modal matrix whose columns
are eigenvectors of AT (orthonormal to the eigenvectors of A), then V is the inverse transpose
of U, i.e.
VT = U-1. (33)
The eigenvalues of AT are identical with the eigenvalues of A given by equations (30) and
(31). The eigenvectors ik = (VOk , Vik , * * VNk) of AT are found in the same manner as ik .
Instead of equations (20)-(22), we now have
-(X + Wlk)Vok + XV1k = 0, (34)
Vji1l,k - (X + /5 + Ck)Vjk + XVi+l,k = 0, (35)
IAVN_1,k - (# + Wk) VNk = 0. (36)
The solutions to equation (34)-(36) determine the eigenvectors of AT and are given by
vno = co = constant (37)
and
Vnk = Ck[p-n2 sin (n + l)Ok - p-(n+l)2 sin OIj, 1 < k < N (38)
where Ck are arbitrary constants.
The values of ak in equations (26) and (32) and the values of Ck in equations (37) and (38)
can be adjusted to normalize the eigenvectors lgk and Pk by requiring
N
E ujkV,k = 1. (39)j-O
Equation (39) will be satisfied with
Ck ,=0 k N (40)
i-p
ao = N+11 - p
ak = 2ip 2(l _ p1/2 COS Ok) 1 k N (41)
a= (N +lI)ck k N (1
Returning to our solution (18), we see that the required matrix U is completely specified by
equations (26), (28), (30), (32), and (41); the diagonal matrix eat is specified by equations
(30) and (31); the inverse matrix U-' is specified by the transpose of V, whose elements are
given by equations (37), (38), (28), and (40). If we define the matrix Z by
Z = UeatU-l = UeQtVT (42)
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then the elements Zjn are given by
N +
- p 2.-pU+In) /2 N ewOkt
Zjn = UjkewktVnk == + 1 k= k
k=O NJN 1 k1k
[sin "ff+ -l p1/2 sin (I + 1)k][sin (n +1)k7r -1/2 sin nkr ], (43)
where
Wk =-(X +U) + 2 CosN+ 1
From equations (18) and (42), the solutionb(t) is
pO) = Zp(O). (44)
This investigation was supported by an NSF grant (GB 1928) and A.E.C. Contract AT (11-1)-34
Project No. 136-2.
A preliminary account of this work was presented at the 10th Annual Meeting of the Biophysical
Society, Boston, 1966.
Received for publication 23 February 1967.
REFERENCES
DANTZIG, G. 1965. In Computers in Biomedical Research. R. Stacy and B. Waxman, editors. Aca-
deniic Press, Inc., New York. 33.
DLimorn, J. M. 1962. J. Physiol., (London). 161:503.
FELLER, W. 1950. Probability Theory and its Applications. Vol. 1. John Wiley and Sons, Inc., New
York.
GOERTZEL, G., and N. TRALLI. 1960. Some Mathematical Methods of Physics. McGraw-Hill Book
Company, Inc., New York.
GOLDBERG, S. 1961. Introduction to Difference Equations. John Wiley and Sons, Inc., New York.
HECKMANN, K. 1965a. Z. Physik. Chem. (Frankfurt). 44:184.
HECKMANN, K. 1965b. Z. Physik. Chem. (Frankfurt). 46:1.
HLADKY, S. B. 1965. Bull. Math. Biophys. 27:79.
HODGKIN, A. L., and R. D. KEYNS. 1955. J. Physiol. , (London). 128:61.
HOPE, A. B., and N. A. WALKER. 1960. Australian J. Biol. Sci. 13:277.
KUHN, W., and A. RAMEL. 1959. Helv. Chim. Acta. 42:293.
LANCZOS, C. 1956. Applied Analysis. Prentice Hall, Inc., Englewood Cliffs, N.J.
LEA, E. J. A. 1963. J. Theoret. Biol. 5:102.
PASSOW, H. 1964. In The Red Blood Cell. C. Bishop and D. M. Surgenor, editors. Academic Press
Inc., New York. 71.
SOLOMON, A. K. 1960. J. Gen. Physiol. 43:(Suppl.):l.
554 BIOPHYSICAL JOURNAL VOLUME 7 1967
