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Abstract 18
Background 19 In 2015 the Zika virus spread from Brazil throughout the Americas, posing an 20 unprecedented challenge to the public health community. During the epidemic, 21 international public health officials lacked reliable predictions of the outbreak's 22 expected geographic scale and prevalence of cases, and were therefore unable to plan 23 and allocate surveillance resources in a timely and effective manner. 24 25
Methods 26
In this work we present a dynamic neural network model to predict the geographic 27 spread of outbreaks in real-time. The modeling framework is flexible in three main 28 dimensions i) selection of the chosen risk indicator, i.e., case counts or incidence rate, 29
ii) risk classification scheme, which defines the high risk group based on a relative or 30 absolute threshold, and iii) prediction forecast window (one up to 12 weeks). The 31
proposed model can be applied dynamically throughout the course of an outbreak to 32 identify the regions expected to be at greatest risk in the future. 33
34 Results
35
The model is applied to the recent Zika epidemic in the Americas at a weekly 36 temporal resolution and country spatial resolution, using epidemiological data, 37 passenger air travel volumes, vector habitat suitability, socioeconomic and population 38 data for all affected countries and territories in the Americas. The model performance 39 is quantitatively evaluated based on the predictive accuracy of the model. We show 40 that the model can accurately predict the geographic expansion of Zika in the 41 preferred risk indictor can be chosen by the policy maker, e.g., we consider outbreak 110 size and incidence rate as two primary indicators of risk for a region, 2) five risk 111 classification schemes are defined, where each classification scheme varies in the 112 (relative or absolute) threshold used to determine the set of countries deemed "high 113 risk", and 3) it can be applied for a range of forecast windows (1 -12 weeks). Model 114 performance and robustness is evaluated for various combinations of risk indicator, 115 risk classification level, and forecasting windows. Thus, our work represents the first 116 flexible framework of neural networks for epidemic risk forecasting, that allows 117 policy makers to evaluate and weigh the trade-off in prediction accuracy between 118 forecast window and risk classification schemes. Given the availability of the 119 necessary data, the modelling framework proposed here can be applied in real time to 120 future outbreaks of Zika, and other similar vector-borne outbreaks. 121 Brazil were estimated based on the positive correlation between Ae. aegypti 146 abundance (described below) and reported case counts as has been done previously 147 (50, 51). We used smoothing spline (64) to estimate weekly case counts from the 148 monthly reported counts. The weekly country level case counts ( Figure 1A) were 149 divided by the total population / 100,000, as previously described (51), to compute 150 weekly incidence rates ( Figure 1B) . 151
152

Travel Data 153
Calibrated monthly passenger travel volumes for each airport-to-airport route in the 154 world were provided by the International Air Transport Associate (IATA) (76), as 155 previously used in (51, 66) . The data includes origin, destination and stopover airport 156 paths for 84% of global air traffic, and includes over 240 airlines and 3,400 airports. 157
The airport level travel was aggregated to a regional level, to compute monthly 158 movements between all countries and territories in the Americas. The incoming and 159 outgoing travel volumes for each country and territory, originally available from 160 IATA at a monthly temporal resolution, were curve fitted, again using smoothing 161 spline method (64) to obtain corresponding weekly volumes to match with the 162 temporal resolution of our model. In this study, data and estimates from 2015 were 163 also used for 2016, as was done previously (51, 66, 67) . 164
165
Mosquito Suitability Data 166
The monthly vector suitability data sets were based on habitat suitability for the 167 principal Zika virus species Ae. aegypti, previously used in (51), and initially 168 estimated using original high resolution maps (68) and then enriched to account for 169 seasonal variation in the geographical distribution of Ae. aegypti by using time-170 varying covariate such as temperature persistence, relative humidity, and precipitation 171 as well as static covariates such as urban versus rural areas. The monthly data was 172 translated into weekly data using a smoothing spline (64). 173 174
Socioeconomic and Human Population Data 175
For a country, to prevent or manage an outbreak depends on their ability to implement 176 a successful surveillance and vector control programs (77). Due to a lack of global 177 data to quantify vector control at country level, we utilized alternative economic and 178 health related country indicators which have previously been revealed to be critical 
Connectivity-risk Variables 191
In addition to the raw input variables, novel connectivity-risk variables are defined and 192 computed for inclusion in the model. These variables are intended to capture the risk 193 posed by potentially infected travelers arriving at a given destination at a given point in and are computed as the sum of product between 204 passenger volume traveling from origin i into destination j at time t ( , ) and the state 205 of the outbreak at origin i at time t, namely reported cases, , or reported incidence 206 rate, . Each of these two variables is computed for all 53 countries or territories for 207 each of the 78 epidemiological weeks. The two dynamic variables, and , are 208 illustrated in Figure 1C and 1D, below the raw case counts and incidence rates, 209 respectively. 210 211
Neural Network Model 212
A class of neural architectures based upon Nonlinear Auto Regressive models with 213 eXogenous inputs (NARX) known as NARX neural networks (78-80) is employed 214 herein due to its suitability for modeling of a range of nonlinear systems and 215 computational capabilities equivalent to Turing machines (81). The NARX networks, 216 as compared to other recurrent neural network architectures, require limited feedback 217 (i.e., feedback from the output neuron rather than from hidden states) and converge 218 much faster with a better generalization (81, 82). The NARX model can be formalized 219 as follows (81) Here, ( + ) is the risk classification predicted for the k th region N weeks ahead 231 (of present time t), which is estimated as a function of ( ) inputs from all = 232 1, 2, … , regions for previous weeks, and the previous risk classification state, 233 ( ) for region k for previous weeks. The prediction model is applied at time t, 234 to predict for time t+N, and therefore relies on data available up until week t. That is, 235 to predict outbreak risk for epidemiological week X, N-weeks ahead, the model is 236 trained and tested using data available up until week (X -N). For example, 12-week 237 ahead prediction for Epi week 40, is performed using data available up to week 28. 238
The function (•) is an unknown nonlinear mapping function that is approximated by 239 a Multilayer Perceptron (MLP) to form the NARX recurrent neural network (79, 80) . 240
In this work, series-parallel NARX neural network architecture is implemented in 241
Matlab R2018a (The MathWorks, Inc., Natick, Massachusetts, United States) (83). 242
243
In the context of this work, the desired output, ( + ), is a binary risk classifier, 244
i.e., classifying a region k as high or low risk at time at time t+N, for each region, k, N 245 weeks ahead (of t). The vector of input variables for region at time is ( ), and 246 includes both static and dynamic variables. We consider various relative (R) and 247 absolute (A) thresholds to define the set of "high risk" countries at any point in time. 248
We define relative risk thresholds that range uniformly between 10% and 50%, where 249 the 10% scheme classifies the 10% of countries reporting the highest number of cases 250 (or highest incidence rate) during a given week as high risk, and the other 90% as low 251 risk, similar to (45). The relative risk schemes are referred herein as R=0.1, R=0.2, 252 R=0.3, R=0.4, and R=0.5. It is worth noting, for a given percentile, e.g., R=0.1, the 253 relative risk thresholds are dynamic and vary week to week as a function of the scale 254 of the epidemic, while the size of the high risk group remains fixed over time, e.g., 255
10% of all countries. We also consider absolute thresholds, which rely on case 256 incidence rates to define the "high risk" group. Five absolute thresholds are selected 257 based on the distribution of incidence values over all countries and the entire 258 epidemic. Specifically, the 50th, 60th, 70th, 80th and 90th percentiles were chosen, 259
and are referred herein as A=50, A=60, A=70, A=80, and A=90. These five thresholds 260 correspond to weekly case incidence rates of 0.43, 1. 47, 4.05, 9.5 and 32.35 (see 261 Additional file 12: Figure S1 ), respectively. In contrast to the relative risk scheme, 262 under the absolute risk scheme for a given percentile, e.g., A=90, the threshold 263 remains fixed but the size of the high (and low) risk group varies week to week based 264 on the scale of the epidemic. The fluctuation in group size for each threshold is 265 illustrated in Additional file 12: Figure S1 for each classification scheme, A=50 to 266 A=90. Critically, our prediction approach differs from (45), in that our model is 267 trained to predict the risk level directly, rather than predict the number of cases, which 268 are post-processed into risk categories. The performance of the model is evaluated by 269 comparing the estimated risk level (high or low) to the actual risk level for all 270 locations at a specified time. The actual risk level is simply defined at each time 271 period t during the outbreak by ranking the regions based on to the number of 272 reported case counts (or incidence rates), and grouping them into high and low risk 273 groups according to the specified threshold and classification scheme. Firstly, the risk indicator can be chosen by the modeler; in this work we consider two 286 regional risk indicators, i) the number of reported cases and ii) incidence rate. Second, 287
we consider a range of risk classification schemes, which define the set of high-risk 288 countries based on either a relative or absolute threshold that can be chosen at the 289 discretion of the modeler, i.e., R=0.1, 0.2, 0.3, 0.4, 0.5, and A=90, 80, 70, 60, 50. 290 Third, the forecast window, N, is defined to range from N = 1, 2, 4, 8 and 12 weeks. 291
Subsequently, any combination of risk indicator, risk classification scheme and 292 forecasting window can be modelled. 293
294
In initial settings of the series-parallel NARX neural network, a variety numbers of 295 hidden layer neurons and numbers of tapped delay lines (Eq. (2) The performance of the model is measured using two metrics: 1) prediction accuracy 315 (ACC) and 2) receiver operating characteristic (ROC) curves. Prediction accuracy is 316 Figure 3 illustrates the 341 model predictions at a country-level for a 4-week prediction window, specifically for 342
Epi week 40, i.e., using data available up until week 36. Figure 3A 
Global and Regional Analysis 393
We further explore the model's performance at a regional level by dividing the 394 countries and territories in the Americas into three groups, namely Caribbean, South 395
America and Central America, as in (10), and compare with the Global performance, 396
i.e., all countries. For each group the average performance of the model in terms of 397 ACC was evaluated and presented for each combination of risk indicator (case count 398 and incidence rate), classification scheme (i.e., R = 0.1, 0.2, 0.3, 0.4, 0.5 and A = 90, 399 80, 70, 60, 50) and forecast window (i.e., N = 1, 2, 4, 8 and 12), aggregated over then 400 entire epidemic period (Table 2) . 401 This sensitivity analysis was conducted for all combinations risk indicator, relative 406 risk classification schemes, and selected epidemiological weeks (i.e., week number / 407 starting date: 30 / 18- Jan-2016 , 40 / 28-Mar-2016 , 50 / 6-Jun-2016 , 60 / 15-Aug-2016 , 408 and 70 / 24-Oct-2016 . This time period represents a highly complex period of the 409 outbreak with country level rankings fluctuating substantially, as evidenced in Figure  410 1. Due to computation time, the sensitivity analysis was evaluated for only the 4-411
week forecast window. The size of the error bars illustrates the robustness of the 412 proposed modeling framework. 413
414
NARX Feature Selection 415
While the NARX framework does not provide assigned weights for each input feature 416 as output, sensitivity analysis can be conducted to help identify the key predictive 417 features. We tested the performance of the NARX framework under three different 418 combinations of input features, with the particular objective of quantifying the role of 419 travel data in our outbreak prediction model. We considered i) a simple 'baseline' 420 model using only case count and incidence data, ii) an expanded baseline model that 421
includes case and incidence data, and all non-travel related variables, and iii) the 422 proposed model which includes all features listed in Table 1 . The results comparing 423 the performance of these three models with the detailed list of input features for each 424 is provided in Additional file 15: Table S1 . The results reveal the case-related data 425 (regional case counts and incidence rates) to be the dominant explanatory variables 426 for predicting outbreak risk in a region, as would be expected. The inclusion of non-427 travel related variables (regional suitability, regional GDP, regional physicians, 428 regional hospital beds, regional population density) is not shown to improve 429 predictive capability over the baseline model, and in fact, sometime performs worse 430 than the baseline model. In contrast, the inclusion of travel data (weekly case-431 weighted travel risk, weekly incidence-weighted travel risk, weekly incoming travel 432 volume, weekly outgoing travel volume) is revealed to improve the predictive 433 capability, especially for the shorter prediction windows, with a higher AUC ROC for 434 a majority (20 of the 25) of the scenarios tested. These results support the inclusion 435 of the dynamic travel-related variables, which substantially increase the complexity of 436 the model (inputs), and thus, justifies the use of the NARX framework selected. 437 438
Discussion 439
Overall, the proposed model is shown to be accurate and robust, especially for shorter 440 prediction windows and higher risk thresholds. As would be expected, the 441 performance of the proposed model decreases as the prediction window increases 442 because of the inherent uncertainty in outbreak evolution over long periods of time. 443 Specifically, the model is almost 80% accurate for 4-week ahead prediction for all 444 classification schemes, and almost 90% accurate for all 2-week ahead prediction 445 scenarios, i.e., the correct risk category of 9 out of 10 locations can always be 446 predicted, indicating strong performance. Although, when the objective is to identify 447 the top 10% of at-risk regions, the average accuracy of the model remains above 87% 448 for prediction up to 12-weeks in advance. Generally, the model performance is 449 shown to decrease as the risk threshold is reduced, e.g., the size of the high risk group 450 is increased, representing a more risk averse policy. The decrease in performance is 451 likely due to the increased size and fluctuation of the high risk country set over time 452
for lower thresholds. For example, for the absolute risk threshold of A=50, the 453 number of countries classified as high risk fluctuates between 1 and 34 throughout the 454 course of the epidemic, compared with A=90, where the set only ranges from 0 to 12 455 (see Additional file 12: Figure S1 ). These results reveal the trade-off between desired 456 forecast window and precision of the high risk group. The quantifiable trade-off 457 between the two model inputs (classification scheme and forecast window) can be 458 useful for policies which may vary in desired planning objectives. 459
460
The results in Figures 3 and 4 , as well as Table 2 reveal a similar trend at the regional 461 level as was seen at the global level, with a decrease in predictive accuracy as the 462 forecast window increases in length, and the and high risk group increases in size. 463
As shown in Figure 3 forecast window increases; however, the average accuracy remains above 80% for 480 prediction up to 8-weeks ahead, and well about 90% for up to 4-weeks ahead. The 481 prediction accuracy for the Caribbean slightly lags the average performance in the 482
Americas. Specifically, for R=0.2, 5 of the 11 Caribbean regions were designated as 483 HIGH risk locations at Epi week 40, i.e., Dominican Republic, Guadeloupe, Jamaica, 484
Martinique, Puerto Rico. For a one-week prediction window, N=1, the model was 485 able to correctly predict 3 of the high risk regions (i.e., Jamaica, Martinique, Puerto 486 Rico), for N=2 it correctly identified two (i.e., Martinique, Puerto Rico), and for N=4, 487 it again correctly identified three (i.e., Guadeloupe, Martinique, Puerto Rico). 488 However, the model did not correctly predict any high risk locations in the Caribbean 489 at N=8 and N=12 window lengths. This error is due to the low and sporadic reporting 490 of Zika cases in the region around week 30, and the high variability of the outbreak 491 over the 8 and 12 week period. Similar prediction capability is illustrated for R=0.5 492 (not shown in the figure) , in which case out of the 13 Caribbean HIGH risk locations, 493 the model correctly identifies all locations at N=1, 2 and 4, 10 of the 13 locations at 494 N=8, and only 1 of the 13 at N=12. 495
496
When comparing performance across regions (see Table 2 ) results reveal the 497 predictive accuracy is best for the Caribbean region, while predictions for Central 498
America were consistently the worst; the discrepancy in performance between these 499 groups increases as the forecast window increases. The difference in performance 500 across regions can be attributed to the high spatial heterogeneity of the outbreak 501 patterns, the relative ability of air travel to accurately capture connectivity between 502 locations, and errors in case reporting that may vary by region. For example, the 503 Caribbean, which consists of more than twice as many locations as any other group, 504 first reported cases around week 25, and remained affected throughout the epidemic. 505
In contrast, Central America experienced a slow start to the outbreak (at least 506 according to case reports) with two exceptions, namely Honduras and El Salvador. 507
The large number of affected region in the Caribbean, with more reported cases 508 distributed over a longer time period contributed to the training of the model, thus 509 improving the predictive capability for these regions. Additionally, the geographically 510 isolated nature of Caribbean islands enables air travel to more accurately capture 511 incoming travel risk, unlike countries in Central and South America, where 512 individuals can also move about using alternative modes, which are not accounted for 513 in this study. These factors combined explain the higher predictive accuracy of the 514 model for the Caribbean region, and importantly, helps to identify the critical features 515 and types of settings under which this model is expected to perform best. 516 517 Finally, the robustness of the model predictions is illustrated by the short error bars in 518 Figure 7 . The model is also demonstrated to perform consistently throughout the 519 course of the epidemic, with the exception of week 30, at which time there was 520 limited information available to train the model, e.g., the outbreak was not yet 521 reported in a majority of the affected countries. Comparing Figure 7A and 7B reveals 522 relatively similar performance for both risk indicators, and Additional File 13: Table 2  523 demonstrating the model's flexibility and adaptability with respect to both the risk 524 scheme chosen, i.e., relative or absolute, and the metric used to classify outbreak risk, 525
i.e., number of cases or incidence rate in a region. 526 527 528
Limitations 529
There are several limitations of this work. The underlying data on case reporting vary 530 by country and may not represent the true transmission patterns (85). However, the 531 framework presented was flexible enough to account for these biases and we 532 anticipate will only be improved as data become more robust. Additionally, 2015 533
travel data was used in place of 2016 data, as has been done previously (51, 66, 67) , 534 which may not be fully representative of travel behaviour. Furthermore, air travel is 535 the only mode of travel accounted for, thus, additional person movements between 536 country pairs that share land borders are unaccounted for, and as a result, the model 537 likely underestimates the risk posed to some regions. This limitation may partially 538 explain the increased model performance for the geographically isolated Caribbean 539
Islands, which represent a large proportion of ZIKV affected regions. This study does 540 not account for species of mosquitos other than Ae. Aegypti, such as Ae. Albopictus, 541 which can also spread ZIKV; however, Ae. Aegypti are known to be the primary 542 spreading vector, and responsible for the majority of the ZIKV epidemic in the 543 Americas (86). Additionally, alternative non-vector-borne mechanisms of 544 transmission are ignored. Lastly, due to the lack of spatial resolution of case reports, 545
we were limited to make country to country spread estimates. We do however 546 appreciate that there is considerable spatial variation within countries (i.e., northern 547 vs. southern Brazil) and that this may influence the weekly covariates used in this 548 study. We again hypothesise that models will become better as the spatial resolution 549 of available data increases. 550 551 552 553
Conclusions 554
We have introduced a flexible, predictive modelling framework to forecast outbreak 555 risk in real-time that can be scaled and readily applied in future outbreaks. An 556 application of the model was applied to the Zika epidemic in the Americas at a 557 weekly temporal resolution, and country-level spatial resolution, using a combination 558 of population, socioeconomic, epidemiological, travel patterns and vector suitability 559 data. The model performance was evaluated for various risk classification schemes, 560 forecast windows and risk indicators, and illustrated to be accurate and robust across a 561 broad range of these features. First, the model is more accurate for shorter prediction 562 windows and restrictive risk classification schemes. Secondly, regional analysis 563 reveals superior predictive accuracy for the Caribbean, suggesting the model to be 564 best suited to geographically isolated locations that are predominantly connected via 565 air travel. Predicting the spread to areas that are relatively isolated has previously 566 been shown to be difficult due to the stochastic nature of infectious disease spread 567 (87). Thirdly, the model performed consistently well at various stages throughout the 568 course of the outbreak, indicating its potential value at the early stages of an epidemic. 569
The outcomes from the model can be used to better guide outbreak resource allocation 570 incidence rate, and a fixed forecast windows (i.e., N = 4). The error bars represent the 990 variability in expected ACC across ten runs for each combination. 991 
