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Abstract—We introduce a joint decoding method for compres-
sive sensing that can simultaneously exploit sparsity of individual
components of a composite signal. Our method can signiﬁcantly
reduce the total number of variables decoded jointly by sepa-
rating variables of large magnitudes in one domain and using
only these variables to represent the domain. Furthermore, we
enhance the separation accuracy by using joint decoding across
multiple domains iteratively. This separation-based approach
improves the decoding time and quality of the recovered signal.
We demonstrate these beneﬁts analytically and by presenting
empirical results.
I. INTRODUCTION
Compressive sensing recovers a signal from reduced mea-
surements by exploiting sparsity of the signal (see, e.g., [1],
[5], [7], [13]). Given a K-sparse signal x of length N with
0 <K  N, we can decode x from M measurements given
by
y =Φ x
where Φ is an M × N random measurement matrix. Suppose
M ≥ cKlog(N/K) for some constant c>0. We can recover
x using an optimization procedure such as  1-minimization
[7]. For K   N, we can use M   N resulting a large
compression gain.
Compressive sensing works for an input signal x, which has
a sparse representation in some known basis. A signal may not
exhibit sparsity in one basis because some of its components
are sparse in one domain while other components are sparse
in another domain. One way to decode such signal is to work
with an overcomplete basis. We call this joint decoding.A s
described in Section III, joint decoding recovers variables
across multiple domains by simultaneously exploiting sparsity
in the components. The idea of joint decoding is known in the
compressive sensing literature such as Luo et al. [15].
In this paper we propose separation-based joint decoding.
This method is useful for a composite signal where one of its
components has a more distinguished sparse structure such as
a large spike than other signal components. We use a sieving
approach to identify the distinguished variables and show that
we can reduce the total number of variables in decoding.
Furthermore, we demonstrate that iterative joint recovery can
reﬁne possible errors induced in the variable sieve step. As a
result, our method improves both decoding time and decoding
quality.
The approach of this paper is relevant to a variety of
applications where the input signal is naturally composite. For
example, such a signal could be the summation of measure-
ment results from multiple geographically distributed sensors
where each sensor monitors its own nearby region. In a cloud-
computing related application, the input signal can be the
aggregation of status reports from a large number of servers
in a data center [20].
(a) Original Composite Signal
(b) Terrain Component
(c) Spikes Component
Fig. 1. The original composite signal and its two components are displayed
in both time domain (left column) and frequency domain (right column).
We note from (a) that this signal exhibits sparsity in neither space nor
frequency domain. Nevertheless, its two signal components each exhibit their
own sparsity; the terrain component is sparse in the frequency domain and
the spikes component is sparse in the space domain, as depicted in (b) and
(c), respectively.
II. A COMPOSITE SIGNAL EXAMPLE
Fig. 1 depicts an example of a composite signal with two
distinct components:
S = Sspikes + Sterrain
S is not sparse by itself, but its two components Sspikes and
Sterrain are sparse in two different domains.
Composite signals like S arise naturally in applications
where the two components may correspond to:1) the spikes that represent buildings and vehicles;
2) the terrain that captures a rural scene in the background,
which changes smoothly and continuously.
The existing joint decoding methods use overcomplete basis
to exploit the sparsity in both domains. In practice, however,
we can use additional information about the input signal. For
instance, we may know that most frequency coefﬁcients will
be much smaller than a few dominant coefﬁcients. How do we
beneﬁt from this additional information? A weighting-based
approach [14] can use the information to improve the decoding
quality. In this paper, we show how to use such information
to improve both the decoding time and quality. The weighting
approach and our method are not exclusive.
III. BRIEF REVIEW OF COMPRESSIVE SENSING AND JOINT
DECODING
Compressive sensing theory states that with high probability
we can reconstruct a signal from a relatively small number of
measurements when the signal is sparse in a known basis. We
say that a signal x is (K, δ)-sparse if at most K entries of x
are greater than a small positive value δ.W es a yx is K-sparse
if δ is zero.
An M × N measurement matrix Φ compresses a length-N
input signal x to y, the M measurements from x. In other
words, y =Φ x. We decode x by solving  1-minimization
problem using linear programming:
min||x|| 1 subject to y =Φ x (1)
The restricted isometry property (RIP) [7] of Φ ensures the
existence of an unique  1-min solution for the reconstructed
signal and allows a corresponding error bound. A matrix W
satisﬁes the RIP with parameters ( , K) if for all x such that
x  =0and ||x|| 0 ≤ K we have
    
||Wx||2
 2
||x||2
 2
− 1
    
≤   (2)
It has been shown that with high probability an M × N
measurement matrix Φ with randomly chosen entries satisﬁes
the ( , 2K)-RIP with a small   if M ≥ cKlog(N/K) [3].
Suppose that we are given compressed measurements y =
Φx, where Φ is an M×N measurement matrix that satisﬁes ( ,
2K)-RIP. Let xK be the vector that equals x on the K largest
elements of x and equals 0 otherwise. Candes et al. [5] and
Shalev-Schwartz [9] have shown that the reconstructed signal
x  based on  1-minimization satisﬁes
||x  − x|| 2 < 2(1 −
√
2 )−1K−1/2||xK − x|| 1 (3)
This implies that x  is a good approximation of x when x is
(K, δ)-sparse for some small δ.
For an orthonormal basis Ψ, the matrix product (ΦΨ) can
also be shown to satisfy ( , 2K)-RIP with high probability. If
we know x =Ψ s for some Ψ where s is sparse, we will be
able to decode s by  1-minimization:
min||s|| 1 subject to y = (ΦΨ)s (4)
After we obtain s, we can recover x from x =Ψ s.
Joint decoding is an extension to the standard decoding
described above. It resembles the use of overcomplete rep-
resentations in signal processing [17]. Consider, for example,
a composite input signal composed of two components as in
the spikes-terrain example described earlier. Suppose that the
input signal is a length N vector, x = xa + xb, where signal
components xa and xb are sparse in Ψa and Ψb, respectively.
That is, xa =Ψ asa and xb =Ψ bsb for some transforms Ψa
and Ψb.L e tΨ=

Ψa Ψb

; that is, Ψ is an N×2N matrix
with its left half equal to Ψa and its right half equal to Ψb.
Then
x = xa + xb =Ψ asa +Ψ bsb
=

Ψa Ψb

sa
sb

=Ψ s (5)
Thus, we can decode s using y = (ΦΨ)s, and recover x using
x =Ψ s.
This process ﬁnds xa and xb simultaneously in the two
domains associated with Ψa and Ψb, thus we call it joint
decoding. Joint decoding uses the same minimization process
as that in standard compressive sensing, but it involves an
increased number of variables (that is, 2N variables rather
than original N variables) in the minimization due to the use
of the N × 2N overcomplete basis Ψ. We refer this method
the conventional joint decoding.
Note that for the same number of measurements M,t h e
measurement matrix satisﬁes ( , 2K)-RIP with a larger K if a
smaller N is used in decoding. This implies that ||xK − x|| 1
is smaller, and consequently the error bound given earlier on
||x  − x|| 2 is also smaller. This provides a motivation of our
goal — to reduce the number of variables in joint decoding
by variables separation.
IV. SEPARATION-BASED JOINT DECODING
Joint decoding uses an overcomplete basis to simultaneously
exploit sparsity in multiple domains [8]. As discussed in
Section III, the number of variables in decoding is the number
of components in all domains. Having more variables leads to
increased decoding time and reduced compression rate (M/K)
for achieving the same decoding quality [7].
A. Separation and Joint Decoding
We now explain our separation-based method that reduces
the number of variables in joint decoding. For the clarity of
presentation, we consider a case with only two domains. Fol-
lowing the notations from Section III, we consider a composite
input signal of length N, x = xa + xb with xa =Ψ asa and
xb =Ψ bsb where sa and sb are Ka- and Kb-sparse. The
separation-based joint decoding departs from the conventional
joint decoding by employing the following two steps:
1) Separation step.
We perform decoding for a selected subset of domains
or separation domains, which are the ones that we
anticipate to have stronger components. Then, we iden-
tify the leading variables in these domains based onSelect columns associated 
with large coefficients
Distinguished variables
Fig. 2. Using the reconstruction of s
b to reduce Ψb to ˆ Ψb.
the reconstruction. Suppose the domain associated with
Ψb is selected. Then, we reconstruct an approximate
solution to sb by decoding s 
b using
y = (ΦΨb)s 
b (6)
Note that
y =Φ ( xa + xb)
= Φ(Ψasa +Ψ bsb)
=Φ Ψ b(Ψ
−1
b Ψasa + sb)
=Φ Ψ bs 
b
where s 
b = sb +Ψ
−1
b Ψasa. Thus s 
b is an approximate
of sb with an error term Ψ
−1
b Ψasa . We sort the elements
in the reconstructed s 
b according to their magnitudes,
and keep only the largest L elements (see Fig. 2). We
call them the distinguished variables for the domain
associated with Ψb, and use ˆ sb to denote the set of
these variables. The parameter L is so chosen that ˆ sb
includes the Kb largest nonzero variables in sb with a
good chance.
2) Joint decoding step. To compute sa and rectify the pos-
sible errors in sb computed from the previous step, we
perform joint decoding for all domains with a reduced
overcomplete basis. For the separation domain, the basis
contains only those basis vectors that correspond to the
distinguished variables. We decode sa and ˆ sb with the
reduced overcomplete basis:
y =( Φ

Ψa ˆ Ψb

)

sa
ˆ sb

(7)
where ˆ Ψb consists of a subset of columns of Ψb that cor-
respond to the distinguished variables in ˆ sb, as depicted
in Fig. 2.
Our separation-based decoding method has general applica-
bility. For example, we can use separation-based approach to
assist the identiﬁcation of bad measurements [10] in compres-
sive sensing.
B. Improving Separation by Iteration
If we missed some nonzero variables in sb in the separation
step, then we will be solving
y =( Φ

Ψa ˆ Ψb

)

s 
a
ˆ sb

(8)
in the joint decoding step, where s 
a is an approximation of sa
distorted by the variables missing from ˆ sb. We then separate
a set of distinguished variables in the reconstructed sa.W e
denote them as ˆ sa, and use the following to decode s  
b:
y =( Φ

ˆ Ψa Ψb

)

ˆ sa
s  
b

(9)
where ˆ Ψa contains the columns in Ψa corresponding to ˆ sa.
By Eq. (9), we have
y =Φ Ψ b(Ψ
−1
b Ψaˆ sa + s  
b)
Note that
y =Φ Ψ b(Ψ
−1
b Ψasa + sb)
The above two equations imply that
s  
b = sb +Ψ
−1
b Ψa(sa − ˆ sa)
Compared to s 
b, s  
b has a smaller error term as an ap-
proximation of sb. This means that distinguished variables
extracted from s  
b can identify non-zeros in sb better than s 
b.
We have described an iterative method which can reﬁne the
separation several times to improve the quality of the identiﬁed
distinguished variables.
V. ANALYSIS
We claim that reducing variables in joint decoding leads to
reduced decoding time and reduced errors. In this section we
present our analysis on this claim.
A. Separation Efﬁciency
During the separation step, we choose the separation domain
where there are variables with relatively large magnitudes. In
this case, the separation step can separate these variables even
when the number of measurements is insufﬁcient for accurate
decoding. For the spikes-terrain composite signal considered
earlier, we would use the space domain as the separation
domain because it is relatively easy to separate out variables
with large spikes in the space domain.
A key to the performance of the separation-based approach
is L, the number of coefﬁcients we need to keep for the
separation domains. L depends on how well the distinguished
variables can be separated from other variables in the separa-
tion domains. If the decoded result in the separation step is
close to the ground truth, then L will be close to K.
As discussed by Kung et al. [10], when the nonzeros ﬂoor
is sufﬁciently large (the spikes in the spike-terrain example),
L can be close to K. In the simulation experiments in
Section VI, we demonstrate that a small L is sufﬁcient for
distinguished varaibles identiﬁed by separation to include all
nonzero variables.Entries in the Signal (sorted)
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Fig. 3. Impact of increasing K in decoding error.
B. Decoding Time
For a two-domain case, we reduced the number of variables
in joint decoding from N + N to N + L, where L is the
number of distinguished variables. As explained earlier, for
sparse input signal we expect L to be substantially smaller
than N.
The decoding time in compressive sensing is the running
time of the  1-minimization. We have observed empirically
that the decoding time under  1-minimization can be as high
as O(N3.7) where N is the total number of variables in the
decoding. Since the running time increases rapidly with N,r e -
ducing N will have an amplifying effect on reducing decoding
time. Suppose that the separation-based method reduces the
number of variables from 2N to 1.05N, then the decoding
time will be improved by a factor of 23.7/(1 + 1.053.7).T h i s
translates to approximately a six-fold speedup.
C. Decoding Error
To compress a K-sparse signal, the required number of
measurements is: M = cKlog(N/K). Reducing N means
that we can handle a larger K without increasing M.I f
we can eliminate some variables in the decoding process,
then the computed x  will have a tighter error bound 2(1 − √
2 )−1K−1/2||xK − x|| 1 as noted in Eq. (3). While the
precise amount of error reduction depends on the properties
of the signal, in this case we can expect a smaller error in the
decoded solution as depicted in Fig. 3.
VI. EXPERIMENTAL RESULTS BASED ON NUMERICAL
SIMULATION
We use the  2-distance metric for measuring errors in de-
coded solutions. We choose a Gaussian random matrix for the
measurement matrix Φ and decode compressive measurements
using  1-magic [16].
A. Separation Efﬁciency
The ﬁrst experiment shows how we should chose L in the
separation step. Since N + L is the number of variables we
need to decode in joint decoding, small value of L is better.
We consider a simple scenario. There are K spikes in space
domain and K spikes in frequency domain. The magnitude of
spikes in space domain is set twice the spikes in frequency
domain.
In this experiment we use N = 400 and M =8 0 .W ea r e
interested in the cases where the conventional joint decoding
Fig. 4. Number of distinguished varaibles (L) we need to keep so that in the
separation step 95% of the cases will capture every non-zero variable. When
K is smaller than 6, L is almost the same as K.
method can decode reliably, which are when K<4.F i g .4
shows the number of variables we need to keep (L) so that in
the separation step 95% of the cases will capture every non-
zero variable. As shown in Fig. 4, a small L is sufﬁcient for
K<6. This means that our method is likely to work well
when there are clear spikes.
For robust decoding, we can run our method ﬁrst
and fail over to the conventional joint decoding if
the decoded result with our method is bad. Assum-
ing L/N =5 % , we achieve the average speedup of
(2N)3.7/(N3.7 +( 1 .05N)3.7 +0 .05(2N3.7)) = 456%.
B. The Spikes-Terrain Composite Signal
In Fig. 5, we compare decoding errors of conventional joint
decoding and separation-based joint-decoding for composite
signal like the one shown in Fig. 1. The two components of
the signal are:
1) 10 randomly placed spikes;
2) smooth changing slope that can be represented with
10 Discrete Cosine Transform (DCT) coefﬁcients. The
magnitude of the slope is kept to be under 20% of the
spike average.
For this experiment, we ﬁrst decode all the 200 variables in
the space domain and separate out 30 distinguished variables
that are likely to include all 10 spikes. In the subsequent
joint decoding step, we use only these 30 variables instead
of 200 variables to represent the space domain. The total
number of variables in the joint decoding step is therefore 230
(200 variables for the frequency domain and 30 for the space
domain.) Conventional joint decoding solves 400 variables at
once and suffers much higher decoding cost.
Fig. 5 shows that for this type of signal the separation-
based approach provides better decoding quality in additional
to improved decoding speed.
C. Test on Natural Image
We consider a natural image and its reconstructions as
depicted in Fig. 6. The image is down-sampled to 35 × 60
pixels in grey level. Gradient color is used for displaying
purposes. The ships in the image correspond to distinguished
variables in the space domain (like those corresponding to the
spikes in the spikes-terrain example) whereas the ocean canFig. 5. Comparing methods in decoding error for the spikes-terrain example.
be sparsely represented in the frequency domain. The image
is not sparse in the frequency domain due to the presence of
the ships, nor in the space domain because of the presence of
the ocean background.
(a) Input Image (b) Target Image
(c) Space Domain (d) Frequency Domain
(e) Joint-decoding (f) Separation-based
Fig. 6. Decoding quality comparison: (a) A natural photograph. (b) A
corresponding image to be compressed and recovered: down-sampled, gray
scale version of the input image. The gradient color is just for displaying
purposes. There are a total of 2100 pixels. 700 measurements are in the
compressions to be compared: (c) Decoding by exploiting sparsity only in
the space domain. (d) Decoding by exploiting sparsity only in the frequency
domain using 2-dimensional Discrete Cosine Transform (DCT). (e) Conven-
tional joint decoding, exploiting sparsity in both the space and frequency
domains. (f) Separation-based joint decoding, also exploiting sparsity in both
domains. Recovered images of (e) and (f) have better quality than those of
(c) and (d). The method of (f) is about six times faster than (e) due to the
use of reduced number of variables.
As shown in Fig. 6 (d), standard decoding of compressive
sensing in the frequency domain does not fully exploit the
sparsity of the signal; the ships are visible, but their boundaries
are fuzzy. Moreover, the intensity has changed for most parts
of the image (the colors are different while the silhouette is
still visible). In Fig. 6 (c) we see that decoding in the space
domain gives us a clear view of the ships. However, details in
the background are lost almost completely.
As depicted in Fig. 6 (e), conventional joint decoding
produces a much better result. While it attempts to exploit
sparsity fully in both domains, however, it incurs a signif-
icantly higher decoding cost. By reducing the number of
variables, separation-based joint decoding is approximately
six times faster than the conventional joint decoding while
yielding an image of comparable quality (Fig. 6 (f)).
VII. APPLICATION TO CASES INVOLVING THREE OR
MORE DOMAINS
For the simplicity of presentation, we have focused on an
example with only two domains. The basic idea extends to
cases involving three or more domains in a straightforward
manner. Consider, for example, a pattern matching scenario. A
compressed image under compressive sensing comprises some
number of parameterized objects such as lines, circles [21], or
more complicated objects such as trained targets [18]. Each
of these objects would correspond to a different domain. We
can separate some of the more pronounced objects to reduce
the total number of variables in joint decoding.
In applications where multiple measurements are combined,
the signal we wish to recover can have many components,
and the total number of variables can be prohibitively large.
Separation can help mitigate these problems in a progressive
way [19].
VIII. CONCLUSION
Joint decoding uses overcomplete basis to exploit sparsity
of individual components of a composite signal. However,
the conventional joint decoding will increase the number
of variables to decode by a factor equal to the number of
involved domains. As a result, the conventional joint decoding
will suffer sharp increase in decoding time. In this paper
we have shown that the separation-based joint decoding can
substantially reduce the number of variables decoded while
simultaneously improving the quality of decoded solution.
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