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Resumen  — El modelo LOPE es un sistema inteligente 
autónomo con aprendizaje basado en formación y ponderación 
de teorías. En los últimos años, se han elaborado varias 
modificaciones al modelo que han mejorado el rendimiento de su 
aprendizaje y de su planificación. Sin embargo, hay ciertos 
aspectos que aún no han sido abordados y cuyo diseño e 
implementación se cree incrementaría la convergencia de 
aprendizaje del modelo. Ellos son: (a) el proceso de aprendizaje 
sólo se produce en la fase de observación, perdiendo la 
oportunidad de aprender a partir de la evaluación del resultado 
de los planes ejecutados, (b) el índice utilizado para medir la 
calidad de los planes antes de ser ejecutados es un parámetro fijo, 
dejando abierta la posibilidad de que se ejecute una alta cantidad 
de planes condenados al fracaso.  Este proyecto se propone 
desarrollar modificaciones o extensiones al modelo con el fin de 
mejorar estos aspectos e incrementar la curva de aprendizaje del 
sistema. 
Palabras Clave — sistemas inteligentes autónomos, aprendizaje 
no supervisado, planificación, evaluación de la planificación, 
formación de teorías, ponderación de teorías. 
I. JUSTIFICACIÓN DE LA PROPUESTA 
El modelo LOPE [8] [9] es un sistema inteligente autónomo 
(SIA) con aprendizaje basado en formación y ponderación de 
teorías. Puede ser descrito como un robot de exploración que 
percibe el entorno a través del sistema sensor y registra teorías 
locales a partir de la situación previa, la acción ejecutada y la 
situación resultante. Dichas teorías son utilizadas para la 
construcción de planes que le permitirán alcanzar sus propios 
objetivos. En los últimos años, se han elaborado varias 
modificaciones al modelo con el fin de mejorar el rendimiento 
de su aprendizaje y de su planificación. En [10] se incorporó 
una arquitectura multiagente que permite el intercambio de 
teorías; en [15] se utilizó un sistema multiagente pero en este 
caso se definieron distintos perfiles de agentes, cada uno de los 
cuales con un determinado método de adquisición y 
transmisión de conocimiento; en [17] se propuso un 
mecanismo de ponderación de planes distinto; por último, en 
[24] se tomó como marco de trabajo el algoritmo de 
ponderación elaborado por López pero se propuso la aplicación 
de algoritmos genéticos para mejorar el rendimiento. 
A pesar de que en cada una de las soluciones propuestas, el 
rendimiento del sistema mejoró, hay ciertos aspectos del 
modelo que aún no han sido abordados y cuyo diseño e 
implementación es el objetivo de este proyecto de 
investigación. En primer lugar, es importante destacar que 
tanto en el modelo LOPE original como en las variantes 
mencionadas, el proceso de aprendizaje sólo se produce dentro 
de la fase de observación. En esta etapa, de acuerdo al 
resultado de lo percibido por el sistema sensor, el sistema 
refuerza teorías o pondera y crea teorías mutantes. Ahora bien, 
en el caso que exista un plan en ejecución y que uno de sus 
pasos no haya logrado la situación esperada, el sistema sólo se 
limita a abortar el plan y a devolver el control al planificador; 
perdiendo la oportunidad de incrementar su aprendizaje a partir 
del resultado de los planes. Por lo tanto, dado que un plan 
consiste en una concatenación de teorías, generar un 
mecanismo que refuerce o castigue las teorías involucradas en 
ellos, de acuerdo a su éxito o fracaso, mejoraría sin dudas el 
proceso de aprendizaje del modelo. 
En segundo lugar, se observa una oportunidad de mejora en 
el proceso de evaluación de calidad de los planes a ejecutar, ya 
que el parámetro que mide la confiabilidad de los planes es un 
valor estático a lo largo de todo el ciclo de vida del agente. Es 
decir, a la hora de decidir si un plan será llevado a cabo o no, el 
sistema evalúa si su probabilidad de éxito es mayor o igual al 
umbral de confiabilidad. En caso afirmativo, el sistema inicia 
la ejecución del plan, de lo contrario, intenta armar un nuevo 
plan. Sin embargo, cabe preguntarse, ¿qué sucedería si como 
diseñadores del sistema observáramos que una gran cantidad 
de planes han fracasado? En ese caso, ¿no sería conveniente 
que el umbral de confiabilidad se incremente para evitar que se 
ejecuten planes condenados al fracaso? El autor entiende que 
sí, y debido a ello, propone la creación de un mecanismo que 
permita configurar un índice de confiabilidad dinámico. 
II. ESTADO ACTUAL DEL CONOCIMIENTO SOBRE EL TEMA 
Con base en la reseña formulada en la tesis doctoral del Dr. 
Jorge Ierache [14], se presenta una breve descripción de los 
sistemas inteligentes autónomos (sección II.A), de los SIA con 
aprendizaje basado en formación y ponderación de teorías 
(sección II.B) y de los SIA con aprendizaje basado en 
intercambio de teorías (sección II.C). Completando la reseña 
del autor precitado, se incluye el mecanismo de ponderación 
basado en la productoria de estimadores de probabilidad de 
éxito de acciones (sección II.D) y el método de aplicación de 
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A. Sistema Inteligente Autónomo 
Uno de los puntos involucrados en el problema de la 
modelización de Sistemas Inteligentes [5] [6] [7] es lograr una 
base axiomática que describa formalmente los fenómenos que 
tienen lugar en este tipo de sistemas. Esta descripción formal 
apunta a proporcionar un instrumento para clasificar, medir y 
calcular en el campo de la inteligencia. Formalmente, no es 
relevante la clasificación en natural o artificial. El propósito del 
trabajo es abstraer los rasgos comunes, si los hay, de todos los 
procesos inteligentes. Luego, clasificar como inteligentes a los 
sistemas capaces de dar lugar a procesos inteligentes. 
Un rasgo comúnmente asociado con la inteligencia es la 
capacidad de adquirir nuevos conocimientos. Esto se 
manifiesta en los procesos de aprendizaje, que aceptan ser 
descritos en términos de asimilación e incorporación de 
información extraída del contexto. Una forma de adquirir 
conocimiento nuevo es el llamado "método del ensayo-error"; 
esta técnica permite descubrir leyes simples cuya verdad se 
deduce a partir de la experiencia. En la teoría presentada por 
los autores citados, esta adquisición de conocimiento está 
centrada alrededor de la asimilación de experiencias, siendo las 
leyes empíricas las unidades de experiencia.  
Los Sistemas Inteligentes tienen objetivos, que consisten en 
acceder a una situación que les conviene. Están capacitados 
además para elegir sus acciones según tales objetivos y son 
capaces de aprender qué acción es útil efectuar en cada 
situación en relación a los mismos. La situación es el conjunto 
de los rasgos esenciales del estado de las cosas, en relación a 
los objetivos del sistema. Se elabora sobre la base de todas las 
entradas sensoriales del momento y sobre su 
conceptualización. Sobre la base de esta modelización se elige 
cada acción. Para lograr sus objetivos, los Sistemas Inteligentes 
actúan, y para poder elegir acciones adecuadas deben contar 
con una memoria en la cual archivan sus experiencias. 
Una unidad de experiencia se compone (por lo menos) de la 
situación vivida, la acción realizada, la situación resultante y el 
hecho de que las consecuencias de la acción hayan sido 
beneficiosas o no para lograr el objetivo. Este beneficio, o la 
falta del mismo, se traduce en utilidad resultante. La decisión 
sobre la acción que conviene realizar se toma en función de las 
experiencias acumuladas, si es que están en relación con las 
circunstancias actuales (pueden ser tanto experiencias directas 
del sistema como también experiencias conocidas a través de lo 
que se verificó en otros). Si en lo archivado como experiencia 
tal relación existe y la acción elegida en aquél entonces resultó 
beneficiosa, habrá una tendencia de elegir nuevamente esa 
misma acción u optar por alternativas distintas si la acción 
resultó perjudicial.  
Cuando se trata de una situación nueva, esto es, no existe 
experiencia previa de la misma, se efectúan acciones razonadas 
guiándose por los resultados obtenidos en actuaciones 
anteriores, o si no, por intuición, instinto o incluso al azar. 
Frente a situaciones conocidas, los Sistemas Inteligentes 
tienden a desarrollar una actuación que (por experiencia) 
consideran óptima (no necesariamente es la óptima). Esta 
tendencia se denomina hábito. Un mal hábito se da cuando el 
sistema persiste en un cierto actuar, aun cuando éste ya no 
corresponde a la situación. 
B. Sistema Inteligente Autónomo con aprendizaje basado en 
formación y ponderación de teorías 
El sistema puede ser descrito como un robot de exploración 
que percibe el entorno a través del sistema sensor, registra la 
situación, y arma una teoría local con la situación previa y la 
acción ejecutada [8] [9]. Si la teoría local es igual a alguna 
teoría registrada, ésta se refuerza. Si es similar, se registra la 
teoría local, se pondera y se crean teorías mutantes. Si existe un 
plan en ejecución, se verifica que la situación obtenida sea la 
esperada; si no ocurre esto, se aborta el plan y el control es 
devuelto al planificador. Si no existe un plan en ejecución, el 
planificador genera uno, lo envía al ponderador y mediante un 
criterio heurístico (optimizar las acciones a ejecutar por el 
sistema, sobre la base del umbral adoptado para la ponderación 
del plan), se determina si el plan es aceptable. En caso 
afirmativo, se pasa el control al controlador de planes en 
ejecución, cuya función es determinar la siguiente acción a ser 
ejecutada y establecer si las situaciones obtenidas son las 
situaciones esperadas. Si el plan no es confiable, se genera un 
nuevo plan. La arquitectura del sistema puede ser descrita 
mediante el esquema que se presenta en la Figura 1. 
 
 
Fig. 1. Esquema del Sistema Inteligente Autónomo con aprendizaje  
basado en formación y ponderación de teorías 
C. Sistema Inteligente Autónomo con aprendizaje basado en 
Intercambio de teorías 
Esta arquitectura de sistema inteligente autónomo también 
percibe el entorno a través del sistema sensor, pero antes de 
realizar cualquier acción, se pregunta si es necesario 
intercambiar operadores con otro sistema inteligente autónomo 
[10]. Este proceso se lleva a cabo mediante un módulo de 
intercambio de operadores. Luego, se registra la situación 
percibida del entorno y arma una teoría local con la situación 
previa y la acción ejecutada. En la figura 2 se presenta la 
arquitectura del sistema, donde se observa su interacción con el 
entorno y el funcionamiento general de los módulos de  
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aprendizaje, planificación, ponderación, control e intercambio 
de operadores. 
Si la teoría local es igual a alguna teoría registrada, ésta se 
refuerza, si no existe una teoría igual pero existen similares, 
éstas se ponderan y se generan teorías mutantes las cuales son 
registradas y ponderadas de la misma forma. Por último (luego 
del proceso de generar teoría mutantes o si no existen teorías 
similares) se incorpora la teoría local y se pasa el control al 
subsistema controlador. 
Si existe un plan en ejecución, se verifica que la situación 
obtenida sea la esperada; si no ocurre esto, se aborta el plan y 
el control es devuelto al planificador. Si no existe un plan en 
ejecución, el planificador genera uno, lo envía al ponderador y 
mediante un criterio heurístico, se determina si el plan es 
aceptable. En caso afirmativo, el controlador de planes en 
ejecución determina la siguiente acción a ser ejecutada, la cual 
es pasada a la plataforma para que ésta la aplique en el entorno. 
 
 
 
Fig. 2. SIA con aprendizaje basado en formación, ponderación  
e intercambio de teorías 
D. Método de Ponderación basado en la productoria de 
estimadores de probabilidad de éxito de acciones en SIA 
En [17] se propone un nuevo algoritmo de ponderación de 
planes con el objetivo de mejorar el rendimiento del sistema 
(porcentaje de planes exitosos). Para estimar la probabilidad de 
éxito de los planes, el método clásico de ponderación se basa 
en la teoría de autómatas estocásticos, ya que el conocimiento 
que posee el sistema en un momento dado (el conjunto de 
teorías), puede ser visto como un modelo de cómo reaccionará 
el entorno frente a las acciones que ejecuta el sistema. O sea, si 
se consideran todos los estados en que puede encontrarse el 
autómata cuando recibe una entrada, puede definirse una 
matriz de transición que contenga la probabilidad de éxito del 
plan.  
La primera modificación que lleva adelante López es dar 
una nueva representación para la definición de un Plan. 
Mientras que en el modelo LOPE original, un plan (P) tiene la 
estructura definida en la Ecuación 1: 
 
      Pij = A1 o A2 o … o Ar               (1) 
 
donde  A1,  A2 y Ar identifican a cada una de las acciones 
necesarias para alcanzar la situación esperada; con la nueva 
propuesta, el Plan se define de acuerdo a la Ecuación 2: 
 
       P
*
ij = (si1,a1,sf1,P1,K1) o (si2,a2,sf2,P2,K2) o … o (sir,ar,sfr,Pr,Kr)    (2) 
 
donde  si y  s f representan a la situación inicial y final 
respectivamente,  a identifica a la acción ejecutada, K  es la 
cantidad de veces que una teoría fue utilizada y P el número de 
veces que esa teoría fue utilizada con éxito.  
La diferencia entre ambas definiciones radica en que, si 
bien ambas representan un mismo plan, la segunda contiene 
mayor información, ya que expresa el plan como una 
composición de las r teorías en que se basó su construcción, 
haciendo explícitas las respectivas situaciones iniciales y 
finales esperadas a cada paso de la ejecución del plan.  
En segundo lugar, mientras que el modelo clásico se basa 
en la matriz de transición para calcular la probabilidad de éxito 
de un determinado plan, en el método propuesto, la 
probabilidad estimada de que el plan P
*
ij aplicado a la situación 
si resulte en la situación sj, se obtiene calculando el producto de 
números escalares definido en la Ecuación 3: 
 
 Pexito = P1/K1 . P2/K2 … Pr/Kr                  (3) 
 
Es decir, en este último caso, la probabilidad de éxito del 
plan es igual a la productoria de las probabilidades de éxito de 
cada una de las acciones por separado. 
E. Algoritmos genéticos aplicados a los Sistemas Inteligentes 
Autónomos 
Un Algoritmo Genético (AG) es una técnica de búsqueda 
basada en la teoría de la evolución de Darwin, en el cual los 
individuos más aptos de una determinada población son los que 
sobreviven, ya que pueden adaptarse más fácilmente a los 
cambios que se producen en su entorno. Algunas de sus 
características son: (i) requieren muy poca información 
específica del problema, (ii) resuelven en forma rápida y 
eficiente problemas con espacio de búsqueda muy grandes, (iii) 
alta dimensionalidad de la función de aptitud y iv) funciones de 
aptitud no lineales [11]. 
En [24] el AG es implementado en el SIA del siguiente 
modo. Una vez que este percibe una nueva situación, se 
procede al armado de la teoría local. Si existe al menos una 
teoría similar y no hay teorías iguales a la nueva teoría local, se 
ponderan las teorías similares, se generan las teorías mutantes, 
se registran y ponderan las teorías mutantes y se incorpora la 
teoría local. Luego, si se sucedió una cantidad mínima de ciclos 
sin aplicar AG y se iguala o supera una cantidad específica de 
teorías, se aplica el AG al conjunto de teorías del SIA.  
El AG acelera los tiempos de aprendizaje del SIA, ya que al 
combinarlo con otras estrategias, provoca un aumento en la 
cantidad de teorías que el sistema adquiere. También se 
observa un gran aumento de teorías cuando se combina 
mutación, intercambio, ponderación y AG, en comparación con 
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III. OBJETIVO DEL PROYECTO DE INVESTIGACIÓN 
El objetivo de este proyecto de investigación es explorar 
soluciones alternativas o extensiones al modelo LOPE [8] [9], 
de forma tal de resolver las debilidades previamente descritas y 
que aún no han sido abordadas por los autores citados. 
De acuerdo a lo descrito en la sección I, el modelo presenta 
dos oportunidades de mejora para optimizar el proceso de 
aprendizaje del sistema.  
La primera de ellas está vinculada a la falta de aplicación 
de un método que refuerce los planes exitosos y/o castigue a 
los planes que han fracasado, evitando de este modo que se 
incrementen las instancias de aprendizaje del sistema. Este 
trabajo buscará desarrollar un algoritmo por el cual, los 
resultados de los planes ejecutados sean aprovechados para 
mejorar la convergencia del modelo. 
La segunda oportunidad de mejora se refiere a la 
característica estática del umbral de confiabilidad, siendo ésta 
propiedad una posible limitación para el perfeccionamiento del 
proceso de evaluación de planes. En línea con esto, se 
explorará la posibilidad de desarrollar un algoritmo alternativo 
que permita la configuración de un índice de confiabilidad 
dinámico. 
IV. METODOLOGÍA DE DESARROLLO 
Para construir el conocimiento del presente proyecto de 
trabajo, se seguirá un enfoque de investigación clásico [21] [4] 
con énfasis en la producción de tecnologías [23]; identificando 
métodos y materiales necesarios para desarrollar el proyecto. 
A. Métodos 
A continuación se definen los métodos que se llevarán a 
cabo en el presente proyecto de investigación. Ellos son: 
•  Revisiones sistemáticas: Las revisiones sistemáticas 
[2] de artículos científicos siguen un método explícito 
para resumir la información sobre determinado tema o 
problema. Se diferencia de las revisiones narrativas en 
que provienen de una pregunta estructurada y de un 
protocolo previamente elaborado. 
•  Prototipado evolutivo experimental (método de la 
Ingeniería): El prototipado evolutivo experimental [3] 
consiste en desarrollar una solución inicial para un 
determinado problema, generando su refinamiento de 
manera evolutiva por prueba de aplicación de dicha 
solución a casos de estudio (problemáticas) de 
complejidad creciente. El proceso de refinamiento 
concluye al estabilizarse el prototipo en evolución. 
B. Materiales 
A continuación se detallan los materiales que se utilizarán 
para el desarrollo del proyecto de investigación: 
•  Formalismos de modelado conceptual usuales en la 
Ingeniería de Software [22] y enfoques recientes [12]. 
•  Modelos de Proceso usuales en Ingeniería de Software 
[13] [1] [19]. 
•  Ambientes de simulación de plataformas robóticas 
móviles [16]. 
•  Entorno de Programación JAVA. 
•  Paquetes estadísticos usuales para el análisis de los 
resultados experimentales [20]. 
C. Metodología 
Para alcanzar los Objetivos trazados se propone: (i) realizar 
una investigación documental exploratoria sobre algoritmos 
asociados a los procesos de planificación en sistemas 
inteligentes autónomos, (ii) identificar casos de estudio y casos 
de validación, (iii) desarrollar mediante la metodología de 
prototipado evolutivo un algoritmo por el cual, los resultados 
de los planes ejecutados sean aprovechados para el proceso de 
aprendizaje, (iv) desarrollar mediante la metodología de 
prototipado evolutivo un algoritmo que permita la 
configuración de un índice de confiabilidad dinámico, (v) 
realizar pruebas de concepto en los casos de estudio y casos de 
validación identificados, que validen los algoritmos propuestos 
y (vi) realizar una simulación para analizar el funcionamiento 
de la arquitectura del sistema inteligente autónomo sin los 
algoritmos propuestos (a), con el algoritmo que introduce la 
retroalimentación a partir de los resultados de los planes 
ejecutados (b), con el algoritmo que genere un índice de 
confiabilidad dinámico (c) y con ambos algoritmos juntos (d). 
V. CONDICIONES INSTITUCIONALES PARA EL DESARROLLO 
DEL PROYECTO DE INVESTIGACIÓN 
Este proyecto articula líneas de investigación en el área de 
Sistemas Inteligentes Autónomos del Laboratorio de 
Investigación y Desarrollo en Sistemas de Inteligencia 
Artificial (LIDSIA UNLa), con radicación en el Departamento 
de Desarrollo Productivo y Tecnológico de la Universidad 
Nacional de Lanús. Las líneas de investigación del área 
cuentan con financiamiento de la Secretaría de Ciencia y 
Técnica de la misma Universidad. 
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