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To everyone with a challenge ahead

It would appear that we have reached the
limits of what it is possible to achieve
with computer technology, although one
should be careful with such statements, as
they tend to sound pretty silly in 5 years
John von Neumann
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Structure - Estructura
English
This Thesis is made of three Parts:
• Part I (English version) is the main part of the Thesis and it is written
in English. It describes: (1) the goals of this thesis and its structure,
(2) the main concepts of plasma physics (3) some relevant methods and
techniques from data mining and artificial intelligence, (4) an event lo-
cator in waveforms and images, (5) two dimensionality reduction tech-
niques (one for multi-dimensional feature spaces and one for images),
(6) a automated L/H transition locator and (7) the conclusions and
the future work of this Thesis.
• Part II (Resumen en español) is a summary of Part I written in Spanish.
It contains: (8) the goals of this Thesis and its structure, (9) a summary
of plasma physics, (10) a description of the event locator in waveforms
and images, (11) a brief explanation of the developed dimensionality
reduction techniques, (12) an overview of the automated L/H transition
locator and (13) the conclusions and the future work of this Thesis.
• Part III includes a set of appendices with additional information writ-
ten in English. Appendix A contains the publications that support
this Thesis.
Español
Esta tesis está formada por tres Partes:
• La Parte I (English version) es la parte principal de la Tesis y está
escrita en inglés. Esta parte describe: (1) los objetivos de la tesis y
su estructura, (2) los principales conceptos de la física de plasmas, (3)
algunos métodos relevantes de minería de datos e inteligencia artificial,
(4) un localizador de eventos en señales e imágenes, (5) dos técnicas
de reducción de dimensionalidad (una para espacios de características
xi
xii Structure - Estructura
multi-dimensionales y otra para imágenes), (6) un localizador de tran-
siciones L/H automático y (7) las conclusiones y el trabajo futuro de
esta Tesis.
• La Parte II (Resumen en español) es un resumen de la Parte I escrito
en español. Esta parte contiene: (8) los objetivos de esta Tesis y su
estructura, (9) un resumen de la física de plasmas, (10) una descripción
del localizador de eventos en señales e imágenes, (11) una breve expli-
cación de las técnicas de reducción de dimensionalidad desarrolladas,
(12) un repaso del localizador automático de transiciones L/H y (13)
las conclusiones y el trabajo futuro de esta Tesis.
• La Parte III incluye un conjunto de apéndices con información adicional
escritos en inglés. El Apéndice A contiene las publicaciones que avalan
esta Tesis.
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Chapter 1
Introduction
Plasma is the fourth state of the matter (liquid, solid, gas and plasma).
It is a nearly neutral ionised gas in which ions and electrons are moving
independently. If the plasma is heated sufficiently (and the right conditions
are met), the atoms in the plasma fuse together creating heavier atoms and
releasing energy. This process is called plasma fusion.
Plasma fusion is a promising source of clean energy. Unfortunately, the
technology required to produce cheap and safe energy from plasma fusion is
still under development. There are two main approaches to obtain energy
from plasma fusion:
1. Fusion by magnetic confinement: the plasma is trapped by a mag-
netic field inside a vacuum vessel. Then, it is heated until it reaches
thermonuclear conditions and the atoms fuse together. This thesis is
focused on the computer analysis of the data generated by fusion by
magnetic confinement devices.
2. Fusion by inertial confinement: fuel pellets (about the size of a
pin head) are heated and compressed by laser beams. The fuel’s atoms
(usually deuterium and tritium) fuse together releasing energy.
Several different diagnostics quantify the plasma state during operation.
These diagnostics generate waveforms and images that must be evaluated
by experts. As the diagnostics have improved their performance in the last
years, the amount of data generated has grown exponentially. It is no longer
possible for the experts to examine the data by means of visual analysis.
The analysis of data retrieved from fusion by magnetic confinement de-
vices has become a “big numbers” problem. Data mining and artificial intel-
ligent techniques must play a relevant role in the data analysis during the
following years. These techniques are:
• Accurate: the precision obtained by these methods can be hardly
equalled by humans.
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• Fast: most of these techniques are designed to handle large data sets
and they can be parallelised. Their results can be available shortly
after each plasma pulse.
• Cheap: although the initial cost of an application that uses data
mining or artificial intelligence techniques could be expensive, they
require little maintenance and they can be executed thousands of times
without additional cost.
• Free from human errors: it does not mean that these techniques
are error-free but they are free from absent-mindedness.
On the other hand, they have the disadvantages:
• Complexity of fusion databases: the large number of different phe-
nomena taking place inside fusion devices and their correlation make
the application of these methods difficult.
• Expert knowledge: most of these applications require expert knowl-
edge during its design and execution. Sometimes, it is difficult to
obtain the required knowledge from the experts.
• Resistance to change: data have been analysed by means of visual
analysis since the beginning of plasma fusion research. The introduc-
tion of a new tool of data analysis and validation can encounter the
resistance of experts that are not familiarized with these new tech-
niques.
1.1 Goals
The purpose of this thesis is to develop a set of data mining and artificial
intelligent techniques with a general scope and then, to apply them to plasma
fusion databases. More precisely, this thesis attempts to:
• Locate relevant events inside waveforms: one of the most relevant
aspects of data analysis in plasma fusion is the location of plasma
phenomena using waveforms. In order to study the plasma behaviour,
it is necessary to locate these events. Currently, their location is carried
out manually by experts. This thesis explains UMEL—a novel method
to locate plasma phenomena inside waveforms (Vega et al., 2010a). One
of the goals of UMEL was the automated location of ELMs in JET
(González et al., 2010a). In addition, the automated location of ELMs
enabled the study of the degradation of the plasma edge temperature
gradient during the ELMs’ crashes (González et al., 2012c).
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• Locate relevant events inside images: cameras are one of the
newest plasma diagnostics. They provide a useful view of the vacuum
vessel during operation. Therefore, the automated analysis of plasma
films has become a key issue in the analysis of fusion databases. UMEL
was adapted to locate events in plasma films, providing a powerful tool
to identify, for example, hot spots in infrared films (González et al.,
2010).
• Select the main dimension in a multi-dimensional space: sev-
eral different diagnostics measure the state of the plasma during a
pulse. Unfortunately, some of the signals are uninformative and thus,
the best signals / features to describe a plasma phenomenon should
be chosen. This thesis introduces a novel technique—SVM-FES—to
select the best features in a classification problem using Support Vec-
tor Machines. The best signals to describe the L/H transition in JET
(González et al., 2010b) and DIII-D (Farias et al., 2012) were identified
using SVM-FES.
• Select the main features in images: in an image, all the pixels do
not contain the same degree of information. Since the image process-
ing is usually very time consuming, it should be focused in the most
informative regions. This thesis develops RSIC, a technique to identify
these regions in an image using a non-conformity measure. The TJ-II
Thomson scattering images were analysed using RSIC (González et al.,
2012d).
• Analyse L/H transitions: high energy mode is a key feature to
reach a commercial fusion reactor. The transition between low and
high energy mode (L/H transition) is then, one of the most relevant
phenomenon in a pulse. This thesis describes an automated technique
to locate L/H transitions in plasma waveforms. JET (González et al.,
2012a) and DIII-D (Farias et al., 2012) L/H transitions were located
using this method. This thesis also aims to study of the L/H and H/L
transitions using data-driven models (González et al., 2012b).
1.2 Contents
This thesis is structured as follows:
• Chapter 2 reviews the main topics of plasma fusion by magnetic con-
finement and exposes why plasma fusion should play a key role in the
future energy market. It includes an introduction to plasma physics
(Section 2.1), a description of some of the main phenomena that take
place in fusion by magnetic confinement devices (Section 2.2), and in-
formation about current and future fusion devices (Section 2.3).
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• A set of existing data mining and artificial intelligence techniques is re-
viewed in Chapter 3. Section 3.1 is focused in classification methods.
The features selection and dimensionality reduction techniques are de-
scribed in Section 3.2. Finally, Section 3.3 introduces four regression
techniques.
• A Universal Multi-Event Locator is introduced in Chapter 4. It has
been applied to the location of events in waveforms (Section 4.1) and
images (Section 4.2). Sawteeth, disruptions and edge localised modes
in waveform and hot spots and regions of interest in images have been
sought using this method.
• Chapter 5 describes two dimensionality reduction techniques: the
first one (Section 5.1) is oriented to feature selection in a multi-di-
mensional space and the second one (Section 5.2.1) extracts the most
important regions in images. Using the first one, the main features of
the L/H transition have been found. The Thomson scattering images
have been analysed using the second one.
• Chapter 6 is devoted to the analysis of L/H and H/L transitions.
Section 6.1 explains an automated locator of L/H transitions in plasma
waveforms. It has been successfully applied to different fusion devices.
Section 6.2 describes the use of conformal predictors to improve the
classification of the plasma confinement mode.
• Finally, Chapter 7 reviews the conclusions and the future work of this
Thesis.
Chapter 2
Nuclear Fusion: a promising
source of clean energy
From the very beginning of the human species history, humankind has been
looking for opportunities to improve its living conditions. As hunters and
pickers, humans depended on their environment to survive. The natural re-
sources limited the number of humans –the Malthusian trap (Malthus, 1798).
Later on, in 10.000 BC approx., the development of the husbandry and the
animal husbandry allowed humankind to produce their own resources. As
a result, the world population grew significantly. It is known as Neolithic
Revolution.
12,000 years after the Neolithic Revolution, between the middle of the
18th century and the middle of the 19th century, England held a set of trans-
formations in science, and specially, in technology that triggered an amazing
rise of the capacity of production. It was the Industrial Revolution. Accord-
ing to United Nations data (United Nations, 1999), in 1750 –at the beginning
of the Industrial Revolution–, the world population was 790 million people.
In 1900, it was 1.650 million people. The population doubled in just 250
years due to the improved living conditions.
Both revolutions have a common factor: the increase of energy available
for humankind (Cipolla, 1972). In the Neolithic, domestic plants and ani-
mals produced more (they were more energetically efficient) than the ones in
nature. The increase in the production allowed a rise in the population, es-
tablishing a new limit for the Malthusian trap. In the Industrial Revolution,
fossil fuels granted the access to a new source of energy that could be used to
generate work. The Malthusian trap was broken again and the population
grew rapidly. At the end of 2011, the world population has reached 7.000
million people. The population forecast of the UN predicts that in 2100 the
world population will be 10.000 million people (United Nations, 2010).
The energy market must answer the future growth of the population.
Moreover, it must answer the growth of energy demand accounted for the
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development of the non-OECD (Organization for Economic Co-operation
and Development) countries. According to the International Energy Agency
(IEA) Outlook 2011 (International Energy Agency, 2010), the energy use will
grow by 33% from 2010 to 2035. The non-OECD countries will account the
90% of this energy growth. China, India, Indonesia, Brazil and the Middle
East are the regions where the energy demand grows faster. China’s energy
demand grows at 2.1% per year and by 2035 it will be a 70% larger than the
demand in the USA.
In 2010, the 81% of the energy mix was produced by fossil fuels. Without
new policies in energy production and environment protection, the average
temperature will increase of more than 6oC. Despite the great effort on devel-
oping clean energies, fossil fuels will maintain the 74% of the global energy
production in 2035 –and the global energy production will be 33% larger
than in 2010. Only the OECD countries will reduce their demand of coal
and oil.
The development of the transport sector in the non-OECD countries will
cause an increase in the consumption of oil. Electric and hybrid cars will
need time to penetrate in the markets. In the meanwhile, the number of
cars will rise to 1,700 million in 2035 –almost the double than in 2010. The
demand of oil will jump from 87 million barrels per day (mb/d) in 2010 to
99 mb/d in 2035. Electric vehicles will reach the 39% of new sales by 2035.
In this context, renewable energy should play a key role. Unfortunately,
the prospects are not good enough. By 2035, the use of renewable energy will
increase significantly but it will not be enough to respond to the growth of
the energy demand. By regions, the EU will be in the head of the renewable
primary energy demand, followed by the USA and China. Studies point out
that there will be a reduction in the price of the electricity generated by
renewable energy (de Vries et al., 2007).
Other important issue to take into consideration is the availability of
resources (World Energy Council, 2010). On the one hand, fossil fuels have
limited resources. The production of the currently producing oil fields has
already peaked and the supplies for the next years will depend on the fields
not yet developed and not yet discovered. The currently producing oil fields
are not supposed to last longer than the mid of this century. Coal resources
are supposed to last for about 100 years. Uranium stock is not very large but
the new resources are supposed to produce enough resources for more than
a millennium. The lack of resources will cause tension between different
countries looking for cheap energy to fuel their economies (World Energy
Council, 2007). On the other hand, the resources of the renewable energies
are unlimited but they have the problems of minimum wind speed or land
availability, among others, that limit their location.
Humankind is at the crossroads of fossil and renewable energies. On the
one hand, fossil energy guarantees a cheap power supply for a few decades but
9it compromises the future of our environment. On the other hand, renewable
energy is an unlimited source of energy that does not risk the environment
but it is still not able to fuel the whole world. Nuclear fusion is intended
to fill the gap between a renewable energy and a source of energy able to
replace fossil fuels.
Nuclear fusion is the energy source of stars. In the 1920s, Sir Arthur
Eddington proposed that stars were spheres of hot gas, mainly composed of
hydrogen (Eddington, 1926). The gravitational force raises the pressure and
the temperature and therefore, gases turn into plasma. In 1927, Lewi Tonks
and Irving Langmuir gave the name plasma to a nearly neutral ionised gas in
which ions and electrons were moving independently (Tonks and Langmuir,
1929). The temperature and the pressure in stars make possible for hydrogen
nuclei in plasma to fuse together releasing helium and energy.
The idea behind nuclear fusion is to use the energy in stars to generate
electricity. Future fusion reactors will use tritium (an isotope of hydrogen
that can be obtained from lithium) as fuel. The lithium in one laptop com-
puter battery would generate 200,000 kWh of electricity (as much as 40 tons
of coal) that is enough for lifetime personal electricity needs (McCracken and
Stott, 2005, p. XV).
Other important factor to take into consideration is the carbon diox-
ide emission (in grams) per kWh (Cg/kWh). Fusion is one of the energy
sources with lowest specific carbon dioxide emission (6-12 Cg/kWh) next
to hydroelectricity (4.8 Cg/kWh) and light water reactors (5.7 Cg/kWh).
Photo-voltaic (16 Cg/kWh) and Wind (33.7 Cg/kWh) energies also have low
CO2 emissions but they are penalised by their manufacture processes. Oil
(200 Cg/kWh) and coal (270 Cg/kWh) are most contaminant energy sources
(Kikuchi, 2011, p. 183).
Nuclear fusion advantages nuclear fission in safety. Unlike fission, fusion
does not occur naturally in Earth. Thus, in the case of an accident, the
fusion reaction will stop. Studies on fusion power plant safety show that the
cost associated with an accident in a fusion power plant is limited due to the
low radiological impacts of the accident (Schneider et al., 2001). In the case
of an accident, the low amount of radioactivity released to the atmosphere
will not make the evacuation of the nearby population necessary. Moreover,
it seems that bans on food products will be limited to a small area around
the power plant (within a radius of less than 10 km) for a few days (less
than a week) and only for milk and cow meat products. Therefore, the cost
of an accident varies from 78 million e to 1,950 million e considering risk
aversion. The safety studies of future fusion power plants conclude that it
is possible to achieve a safe and economically acceptable fusion power plant
on the basis of plasma physics and technology to be reached in the next few
years (Ward et al., 2001).
This chapter is structured as follows: Section 2.1 includes a brief in-
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troduction to plasma physics and describes the main phenomena occurring
in the plasma. These phenomena are analysed in the following chapters.
Section 2.3 introduces some present and future fusion devices.
2.1 A brief introduction to plasma physics
When a gas is heated sufficiently, the electrons are separated from the atoms.
When all the atoms have lost their electrons, the gas is fully ionised and it is
known as plasma, the fourth state of matter. Plasma physics is the science
that studies the behaviour of the plasma. There are many different types of
plasma (e.g. solar plasma, industrial plasma, neon signs, lightnings, flames)
that differ in their density and temperature.
Stars obtain their energy from nuclear fusion processes. The hydrogen
atoms fuse to form helium, releasing 6x108 MJ per kilogram of hydrogen,
about 60 million times the energy per kilogram available from chemical fu-
els (Wesson, 2000, p. 2). Heavy elements are formed by fusion of lighter
elements.
Most of the studies of plasma fusion start with deuterium (D), either
alone or in a mixture with the heavier hydrogen isotope, tritium (T). Three
possible reactions can take place (Wesson, 2000, p. 3):
D +D → He3 + n 3.27 MeV (2.1)
D +D → T +H 4.03 MeV (2.2)
D + T → He4 + n 17.59 MeV (2.3)
where H is a proton, n is a neutron and He4 is an α-particle.
The cross-section (the likelihood of interaction between particles) for
these reactions only becomes large enough to be useful at high energies.
If the required nuclear reactions were to be generated through the ther-
mal motions of the nuclei, it would be necessary to achieve extremely high
temperatures. Figure 2.1 (EFDA-JET c©) shows the cross-section for the re-
actions in Equations 2.1, 2.2 and 2.3. At a temperature of 100 keV1, the
cross-section of the D-T reaction is much larger than the ones of the D-D
and D-He3 reactions.
In stars, the high temperature particles are held together by the grav-
itational force arising from their masses. Unfortunately, the gravitational
force in Earth is not strong enough to avoid the particles to fly apart due
to their thermal velocities (i.e. the gravity in the Sun is 27.9 times larger
than in Earth). So the question was: how to reproduce / simulate the stars’
conditions in Earth? Moreover, if the temperature of the particles must be
extremely high, how to handle particles at temperatures tens of times larger
1An eV is the energy an electron would receive in falling through an electric potential
of one volt. 1 eV = 11,600 K and 10 keV ≈ 100 million K
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Figure 2.1: Cross-section of the most common reactions in plasma fusion
than the Sun’s temperature? For example, the temperature in the core of
the Sun is 15 million K in contrast to the temperature in the centre of the
plasma in JET that can reach 200 million K.
The answers to these questions came up studying the plasma properties.
Since plasma is made up of electrical charged particles, it is subjected to
a magnetic force: the Lorenz force. Then, a magnetic field in Earth can
replace the gravitational forces that trap the particles in the Sun. When a
charged particle is affected by an uniform magnetic field, its movement has
two parts:
1. A circular motion perpendicular to the magnetic field, the radius of
the circle being called the Larmor radius (Figure 2.2a).
2. A parallel motion along the magnetic field (Figure 2.2b).
Figure 2.2 (EFDA-JET c©) shows the motion of a charged particle along
an uniform magnetic field. In the compound motion (Figure 2.2c), the par-
ticle follows a helical trajectory.
Once the plasma is trapped in a magnetic field, it is necessary to heat
it until it reaches thermonuclear conditions. The toroidal current induced
by the toroidal field coil system generates ohmic heating. Unfortunately,
the resistance of the plasma falls with increasing temperature and therefore
the ohmic heating is self-limiting. Using only ohmic heating, the plasma
temperature is far from the temperature needed to reach an acceptable cross-
section for the nuclear fusion reactions. Thus, alternative heating methods
were proposed:
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(a) Circular motion (b) Parallel motion (c) Compound motion: helical
trajectory
Figure 2.2: Trajectories of a charged particle in a magnetic field
• Neutral Beam Injection (NBI): high energy beams of hydrogen
ions are injected into the plasma increasing the plasma temperature.
These particles must be neutral atoms because they could not cross
the magnetic field around the plasma otherwise.
• Radio-Frequency (RF) heating: an antenna inside of the vacuum
vessel generates high frequency electromagnetic waves. The RF heating
includes two different methods:
– Ion-Cyclotron Resonant Heating (ICRH): the ICRH system
uses a frequency between 23 MHz (wavelength λ = 13 m) and 57
MHz (λ = 5 m) resonant to the second harmonic of deuterium or
fist harmonic of tritium and helium.
– Electron-Cyclotron Resonant Frequency (ECRH): it heats
only the electrons in the plasma. It uses a frequency between 140
GHz (λ = 2.136 mm) and 170 GHz (λ = 1.759 mm).
– Lower-Hybrid Current Drive (LHCD): the LHCD heating
uses a frequency of approx. 3.7 GHz (λ = 0.1 m) in between ion
and electron cyclotron frequencies.
2.2 Plasma phenomena
Unfortunately, plasma operation is not smooth and different events take
place from the beginning of a pulse to its end. Some of these events, such
as L/H transitions, help scientists to achieve better plasma performance but
some of them, such as disruptions, are harmful and potentially dangerous
for the integrity of fusion devices and hence, they must be avoided.
This section describes four plasma phenomena that have a key role in the
following chapters. L & H modes and the changes of plasma confinement are
described in Section 2.2.1. Section 2.2.2 contains an explanation of a plasma
instability called edge localised mode. Sawteeth are analysed in Section 2.2.3.
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Finally, Section 2.2.4 describes probably the most dangerous instability: the
disruption.
2.2.1 L & H Modes
L (for Low confinement mode) and H (for High confinement mode) modes
are two different confinement regimes of plasma in fusion machines. H-mode
was firstly discovered by Wagner in 1982 (Wagner et al., 1982). During the
heating of plasma in the ASDEX tokamak, while the gas valve was closed,
Wagner noticed that there was an increase in density caused by a sudden
improvement in particle confinement. This phenomenon was completely un-
expected since theoretical models did not predict it. Fortunately, Wagner’s
team was able to reproduce the experiment and, in the following years, the
H-mode was reached in other tokamaks devices e.g. PDX in 1984 (Kaye et al.,
1984), DIII-D in 1986 (Burrell et al., 1987), JET in 1987 (Tanga et al., 1987)
and even stellarator devices e.g. W 7-AS in 1993 (Erckmann et al., 1993)
demonstrating that the H-mode is a generic feature of fusion by magnetic
confinement (Wagner, 2007).
During H-mode, the plasma confinement enhances –the energy confine-
ment increases typically by a factor of 2. At the edge of the plasma, there is
an increase in density and temperature, raising the pressure gradient. This
edge steep gradient is known as Edge Transport Barrier (ETB) (Wagner et
al., 1984). The difference on the plasma pressure caused by the ETB is
known as pedestal. Figure 2.3 (EFDA-JET c©) shows a diagram of the L & H
modes, the ETB and the pedestal. The normalised plasma radius is shown
on the x axis and the plasma pressure is represented on the y axis. When
the ETB is created, the plasma pressure increases significantly and the ETB
appears close to the plasma edge. The pedestal raises the pressure of the
plasma between the core and the ETB.
The transition from L-mode to H-mode (L/H transition) requires the
heating power to be above a certain threshold Pτ . It is known to depend on
the plasma density, magnetic field and plasma size. Pτ is a crucial parameter
in the design of future fusion devices such as ITER and DEMO. ITER’s Pτ
has been predicted using scaling laws computed using a wide range of existing
tokamaks (Martin et al., 2008).
An abrupt fall of the Dα signal at the edge of the plasma characterises the
L/H transition. The Dα signal measures the recycling of deuterium between
the plasma and the surrounding surfaces. Thus, the abrupt fall in this signal
points out a decreasing in recycling (Wesson, 1987, p. 188). A raise in the
slope of the plasma density (caused by the ETB) accompanies the Dα abrupt
fall. Figure 2.4b shows an example of the L/H transition from JET pulse
73336. The L/H transition takes place at 15.793 s. Figure 2.4b includes
the Dα signal (top) and the density at edge of the plasma (bottom). The
characteristic abrupt fall of the Dα signal after the L/H transition can be
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Figure 2.3: Plasma pedestal and transport barriers
clearly seen. At this time, the slope of the plasma density rises.
The typical JET plasma time evolution can be seen in Figure 2.4a. At the
beginning of the figure (15 s), plasma is in L-mode (the heating power is lower
than Pτ ). The NBI and the ICRH heating systems work from 15.459 s to
23.805 s. A short time after the injected power is above the power threshold
Pτ , the L/H transition takes place and the plasma enters in H-mode (grey
time slice). The plasma continues in H-mode until the heating stops. Then,
a short time after it, the plasma returns to L-mode (H/L transition, time ≈
24.089 s).
Although the advantages of the H-mode are extremely important for the
achievement of a fusion reactor, it also has a few negative aspects such as
the uncontrolled increased in the density, an enhancement in impurity con-
finement and the Edge Localised Modes (ELMs). ELMs are fully described
in Section 2.2.2 and can be recognised as spikes in the Dα emission signal in
Figure 2.4a.
2.2.2 ELMs
During the operation of ASDEX in H-mode in 1982, scientists realised that
there were bursts in the Hα signal (Wagner et al., 1982). These bursts or
spikes were associated with a MHD instability at the edge of the plasma and,
in 1984, they were named Edge Localised Modes (ELMs) (Keilhacker et al.,
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(a) Temporal evolution of Dα emission and density (b) Detail of the L/H
transition
Figure 2.4: Example of L & H modes
1984).
ELMs are instabilities associated with the H-mode in tokamaks. They are
recognised as bursts in the Hα or Dα signal that cause a reduction in density
and temperature in the outer zone of the plasma (edge). This reduction in
density and temperature leads to a deterioration of the plasma confinement
through the reduction of the ETB.
Originally, scientists identified three different types of ELMs in the DIII-
D tokamak in 1991 (Doyle et al., 1991):
• Type I, giant ELMs: the plasma edge is close to the stability limit
α ≈ αcrit. The Type I ELMs repetition frequency increases with power
and target density, and drops with increasing current. They appear
as large isolated sharp bursts on the emissivity signal (Hα or Dα).
An example of Type I ELMs in JET can be found in Figure 2.6a.
Type I ELMs are the most dangerous ones since the large heat loss
pulse involved and the consequent unacceptable high heat load on the
divertor (Wesson, 1987, p. 409).
• Type II, grassy ELMs: they appear when the plasma edge is in the
connection regime between the first and the second stable ballooning
regimes. They are irregular and low-amplitude ELMs (Figure 2.6b).
• Type III: they are medium amplitude ELMs which repetition fre-
quency decreases as the power is increased. The plasma edge pressure
gradient is below the ideal ballooning limit (0.3 ≤ α/αcrit ≤ 0.5).
Figure 2.6c includes an example of Type III ELMs in JET.
Since Type II ELMs can only be observed under certain conditions, a
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Figure 2.5: Example of four ELMs
different ELM classification has been proposed (Zohm, 1996a):
• Type I: the ELM repetition frequency vELM increases with the energy
flux through the separatrix2 (Psep):
dvELM
dPsep
> 0 (2.4)
• Type III: the ELM repetition frequency decreases with Psep:
dvELM
dPsep
< 0 (2.5)
• Dithering cycles: for Psep ≈ Pτ , where Pτ is the power threshold to
move the plasma from L-mode to H-mode, repetitive L-H-L transitions
may occur. The repetition frequency shows a slight decrease with
increasing Psep.
Experiments have shown that it is possible to obtain an ELMs-free H-
mode. Unfortunately, the ELMs-free H-mode is not stationary. Considering
PHLτ the power limit for the H-L transition, the power in the separatrix Psep
is given by (Zohm, 1996b):
Psep = Pheat − dW/dt− Prad(core) (2.6)
The power radiated from the core (Prad(core)) increases with the density
and the impurity content of ELMs-free H-mode, decreasing the power in the
2Separatrix: last closed flux surface. Surface that divides the plasma confined by the
closed magnetic lines from the Scrape Off Layer (SOL, see Figure 2.11c)
2.2. Plasma phenomena 17
(a) Type I ELMs, JET pulse 70355
(b) Type II ELMs, JET pulse 70500
(c) Type III ELMs, JET pulse 70281
Figure 2.6: Example of the Dα signal of three different ELMs types
separatrix Psep (Eq. 2.6). PHLτ also rises with density and there is a time
when Psep < PHLτ and thus, the plasma returns to L-mode. In contrast
to the ELMs-free H-mode, in the ELMy H-mode pulses density reaches a
steady-state level due to the effect of ELMs. Therefore, Prad(core) does not
rise, Psep > PHLτ and the plasma reaches a steady-state.
2.2.3 Sawteeth
Sawteeth are instabilities that cause a loss of energy from the plasma core.
The plasma temperature and density follow a regular cycle of slow rises and
rapid falls (McCracken and Stott, 2005, p. 98). At the temperature collapse,
the core of the plasma releases thermal energy to the plasma edge in the form
of a heat pulse (Wesson, 1987, p. 365).
Figure 2.7 depicts two examples of sawteeth from JET pulses 60903 (Fig-
ure 2.7a) and 60906 (Figure 2.7b). In the examples, the electron temperature
at the plasma core shows an oscillatory behaviour similar to the teeth of a
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(a) JET pulse 60903 (b) JET pulse 60906
Figure 2.7: Sawteeth examples
(a) Kadomtsev’s model (b) Quasi-interchange model
Figure 2.8: Sawteeth explanatory models
saw. The frequency of the oscillations is slightly faster in pulse 60906.
Different explanatory theories have arisen since the first observation of
the sawteeth instability in the 70s. One of the first ones was the Kadomtsev’s
model (Kadomtsev, 1975). It stated that the sawteeth instability starts when
the central value of q3 falls below one. Then, a magnetic island appears in
the plasma core and it causes a magnetic reconnection of the field lines.
As a result, the plasma temperature and density collapse. They slowly rise
again as the q profile diffuses back toward its natural state with its central
value falling below one. When this profile becomes unstable, the next fall
occurs and the cycle starts again (Wesson, 2000, p. 90). Figure 2.8a (EFDA-
JET c©) illustrates the cycle of the magnetic reconnection of the field lines in
the plasma core during a sawtooth. Lately, it was found that the diffusion
of the q profile during the ramp phase of the sawteeth is very low (against
what was predicted by the Kadomtsev’s model).
3q: safety factor. Ratio of the times a magnetic field line travels around the torus
toroidally to the times it travels around poloidally. It is dubbed safety because plasmas
that rotate around the torus poloidally about the same number of times as toroidally are
inherently less susceptible to certain instabilities
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After the Kadomtsev’s model, the quasi-interchange theory (Wesson,
1986) tried to explain the sawteeth phenomenon. It proposed that instead
of magnetic reconnection through the growth of a magnetic island, there
would be a convective motion involving the interchange of almost parallel
magnetic field lines, resulting in the formation of a cold bubble surrounded
by hotter plasma (Wesson, 2000, p. 91). The X-ray image seemed to con-
firm the quasi-interchange theory (Figure 2.8b, EFDA-JET c©) but after the
measurements of the q profile in the plasma core, the scientist found that
the q value was far from 1 and this theory was discarded.
The discrepancy between the q profile observed in the experiments and
the theoretical one is still unsolved.
2.2.4 Disruptions
Disruptions are probably the most dangerous instabilities for the safety of
fusion devices. During a disruption, the plasma current abruptly decays
away and the plasma confinement is lost.
The dynamic of the disruptions consists of four phases (Schuller, 1995):
1. Initial event: the plasma conditions change leading to an unstable
plasma configuration.
2. Precursor phase: the unstable plasma configuration leads to a MHD
instability.
3. Thermal quench: the plasma temperature plummets.
4. Current quench: the magnetic energy of the poloidal magnetic field
is dissipated as thermal energy. The deposition of this energy can be
harmful for the integrity of the vessel.
It is possible to distinguish, at least, eight types of disruptions (Savtchkov,
2003), (Murari et al., 2008):
1. Low q: when the q at the plasma edge reaches the value of 2, a current
density gradient appears inside the q = 2 surface. The difference of
temperature between the plasma core and the colder plasma at the
edge leads to a rapid fall in electron temperature and a loss of plasma
current.
2. Density limit: the plasma density limit is a consequence of the plasma
configuration. When the plasma density is above this limit, the radi-
ated power increases. It causes a reduction of the electron temperature
at the plasma edge and finally, when the radiated power exceeds the
local heating power, the plasma current shrinks and the plasma dis-
rupts.
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3. H/L transition: they are a particular case of the previous type.
When a H/L transition occurs at high density, sometimes caused by
a reduction of the additional heating, it can lead to a density limit
disruption.
4. High radiated power: this type is similar to the previous one, but in
this case, the rise of the radiated power takes place before the increment
in the plasma density. The presence of impurities seems the cause of
the rise of the radiated power.
5. Vertical displacement event: this type of disruptions only occurs
in elongated plasmas. These plasmas have better performance (higher
plasma current at a given q) but they are vertically unstable and thus,
their position must be controlled. If the control system fails, the plasma
hits the vessel’s wall producing a disruption.
6. β limit: these disruptions are the consequence of the simultaneous
presence of a low q value and a high local pressure gradient that causes
kink and ballooning modes.
7. Mode lock: they are caused by external perturbations of the magnetic
field. These perturbations can create unstable pressure or current gra-
dients leading to the formation of rotating magnetic islands (modes).
If these instabilities ceases to rotate and locks to the wall, it can lead
to a disruption.
8. Internal Transport Barrier: the Internal Transport Barrier (ITB)
is a steep temperature and pressure gradient that appears in advanced
scenarios (Figure 2.3). The ITB reduces the transport of particles and
energy from the centre to the edge of the plasma and can cause a
disruption.
The disruption prediction is a key issue in the development of future
fusion devices. (Rattá, 2010) has developed a successful predictor based on
the combination of three SVM classifiers. It has predicted the disruptions in
JET during the carbon wall campaigns and it is being upgraded to analyse
the pulses of the new ITER-like wall.
2.3 Fusion devices
At the beginning of the fusion research, plasma was trapped inside lineal
vessels. To avoid the loss of particles at the ends of the linear vessel, Pe-
ter Thonemann (Thonemann and Cowhig, 1951) and Sir George Thomson
(Thomson and Blackman, 1946) suggested to make the vessel toroidal (like a
ring or a doughnut). In a toroidal vessel, the confinement has no limits and
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Name Location Name Location
Conventional tokamak
ALCATOR C-Mod USA ASDEX Upgrade Germany
COMPASS Czech Republic DIII-D USA
EAST China FTU Italy
ISTTOK Portugal JET UK
J-TEXT China KSTAR South Korea
TCV Switzerland TEXTOR Germany
Tore Supra France JT-60U Japan
Spherical tokamak
LTX USA MAST UK
NSTX USA TST-2 Japan
Stellarator
H1 Australia HSX USA
LHD Japan NCSX USA
TJ-II Spain W 7-X Germany
Table 2.1: Fusion by magnetic confinement devices
thus there are no particle leaks. Alan Ware carried out the first experiments
using toroidal vessels in the late 1940s.
In the 1950s, a new design came up: the stellarator (steady-state genera-
tor). Lyman Spitzer suggested a configuration in which currents in external
windings –rather than in the plasma– created the magnetic field (Spitzer,
1951). The Spanish fusion device, the TJ-II (Section 2.3.2), is a stellarator.
Soviet Union scientists Sakharov and Tamm designed the tokamak. It
was similar to the toroidal pinch configuration designed by Thonemann and
Thomson but having a larger toroidal magnetic field. The name tokamak
came from the Russian name “toroidalnaya kamera ee magnitnaya katushka”,
that means “toroidal chamber and magnetic coil”. JET (Section 2.3.1), DIII-
D (Section 2.3.3) and ITER (Section 2.3.4) are tokamak fusion devices.
This section also describes DEMO (Section 2.3.5), that will be the first
fusion by magnetic confinement power plant. Table 2.1 lists the most impor-
tant fusion devices, their location and their type.
2.3.1 JET
The Joint European Torus (JET) is the world largest tokamak at present. It
is located in Culham, Oxfordshire, UK. The design process started in 1973
leaded by P. H. Rebut and finished in 1975 with the publication of the JET
Design Proposal (Rebut and JET design team, 1976) also known as R5. The
JET construction lasted for four years, between 1979 and 1983. The JET
first pulse was the 25th of June 1983, at 13:44 local time.
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Figure 2.9: JET original design
The aim of JET was stated in the JET design proposal: “the essential
objective of JET is to obtain and study a plasma in conditions and dimensions
approaching those needed in a thermonuclear reactor. These studies will be
aimed at defining the parameters, the size and the working conditions of a
Tokamak reactor. The realisation of this objective involves four main areas
of work:
1. The scaling of plasma behaviour as parameters approach the reactor
range.
2. The plasma-wall interaction in these conditions.
3. The study of plasma heating.
4. The study of α-particle production, confinement and consequent plasma
heating.”
Figure 2.9 (EFDA-JET c©) contains the original design of the JET toka-
mak. The plasma volume in the vacuum vessel is ranging between 80 m3
and 100 m3. The initial plasma current was design to be 3.8 MA and later
it was upgraded up to 4.8 MA. The toroidal magnetic field at the centre of
the plasma that was initially 2.8 T has been extended to 3.5 T.
The JET coils have a characteristic D-shape. This design obeyed to
physical reasons: the magnetic field inside the toroidal field coils falls off
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(a) Toroidal field coil system (b) Poloidal field coil system (c) Transformer core
Figure 2.10: JET coil systems and iron transformer
with major radius as 1/R and therefore there is a larger magnetic force
on the inboard side (the straight part of the D-shape) of the coils than
on the outboard side (Wesson, 2000, p. 22). The primary winding of the
transformer borne the magnetic force on the inboard side of the coils. The
outboard side of the coils was designed to bear the magnetic force by itself.
The curvature provided a balancing force from the tensile stress. 32 D-shape
coils produced the JET toroidal magnetic field (Figure 2.10a, EFDA-JET c©).
Each one of the toroidal field coils weighed 12 tonnes and was wound with
24 turns of copper. The combined current carrying capacity of all the coils
was 51MA. The magnetic fields could cause a total force on each coil that
would be almost 2,000 tones, directed toward the major axis of the torus.
The poloidal magnetic field coils consisted of 7 circular coils enclosing the
toroidal field coils (Figure 2.10b, EFDA-JET c©). The purpose of the inner
coil wound around the central column of the iron transformer core (Figure
2.10c, EFDA-JET c©) was to act as the primary of the transformer. The
other 6 coils allowed scientists to modify the plasma shape and position.
The largest coil was 11 metres in diameter.
Combining the magnetic fields created by the toroidal and the poloidal
coils systems, it is possible to generate plasmas with different shapes. Fig-
ure 2.11 includes three different JET magnetic configurations. Figure 2.11a
depicts a view of a circular plasma in the vacuum vessel. Modifying the
magnetic configuration it is possible to obtain an elliptical plasma like the
one shown in Figure 2.11b.
Figure 2.11c contains a special magnetic configuration: the X-point mag-
netic configuration. Using this magnetic configuration, two types of magnetic
surfaces appear: open magnetic surfaces and close magnetic surfaces. The
magnetic flux surface that separates the open and the close magnetic sur-
faces is called separatrix. The layer between the separatrix and the wall of
the vacuum vessel is called scrape-off layer (SOL). The magnetic lines out-
side the separatrix cross the vacuum vessel’s wall and therefore the particles
in the SOL hit the wall. The surface below the X-point where the particles
hit the wall is called divertor.
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(a) Circular plasma (b) Elliptical plasma (c) X-point configuration
Figure 2.11: JET magnetic configurations
The vacuum vessel maximised the space inside the toroidal coils. It held a
vacuum in which the pressure was less than one millionth of the atmospheric
pressure (Wesson, 2000, p. 23). Hence, it borne an atmospheric pressure of
10 tonnes per square metre over an area of 200 square metres. The vacuum
vessel could hold up to 100 m3 of plasma. Figure 2.12b (United Kingdom
Atomic Energy Authority c©) contains a real image from the JET vacuum
vessel taken in 1998.
The D-shape of the toroidal field coils determined the geometry of the
vacuum vessel (Figure 2.12a). The height-width ratio (b/a) of the vacuum
vessel was 1.6. The optimum value of the aspect ratio (R/a) was found to be
between 2 and 3. The chosen value of the aspect ratio was 2.4 on the basis
of minimizing the cost of the tokamak.
The JET heating is composed of three different systems: a NBI system
with 23 MW of total power, an ICRH antenna up to 32 MW and a LHCD
antenna of 12 MW of power.
The diagnostic systems allow the JET scientists to measure plasma prop-
erties such as density or temperature and to study the physical phenomena
taking place in the fusion device. Nowadays, there are more than 90 diag-
nostics operational and more than 20 in the design phase. On each JET
pulse, the diagnostics generate up to 40 GBytes of data –in contrast to the
243 KBytes generated in the first JET pulse. The JET pulse database con-
tains more than 80 TBytes of data. The JET diagnostics include Thomson
scattering spectroscopy (measurements of electron temperature and density
profiles), visible, UV and X-ray spectrometers (temperatures and densities
measurements), bolometers (measurements of energy loss from the plasma),
magnetic coils (magnetic field, current and energy measurements) or elec-
tron cyclotron emission (fast, high resolution electron temperature profiles
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(a) JET geometry
(b) JET internal view
Figure 2.12: JET geometry and internal view
measurements). The JET diagnostics also include visible and infra-red light
cameras that obtain video recordings and images of the plasma during a
pulse.
More information about JET can be found at the EFDA-JET’s webpage
(EFDA-JET, 2012).
2.3.2 TJ-II
The TJ-II is a low magnetic shear stellarator of the heliac type with an
average major radius (R) of 1.5 m and average minor radius (a) ≤ 0.22 m
(Alejaldre et al., 1999). It is located in the Laboratorio Nacional de Fusion
(LNF) in Madrid, Spain. A team of physicists and engineers of CIEMAT in
collaboration with the Oak Ridge National Laboratory designed the TJ-II
(Hender et al., 1987). This proposal was based in a previous one of a flexible
heliac configuration stellarator (Harris et al., 1985).
Figure 2.13 shows the TJ-II design. The vertical field coils control the
horizontal position of the plasma. 32 toroidal coils generate the toroidal
field (up to 1.2 T). Two central coils (one circular and one helical) create the
three-dimensional twist of the central axis of the configuration. The vacuum
vessel holds a vacuum lower than 1 · 10−8 mbar.
The design process of the TJ-II started in 1986 when the Asociation
EURATOM-CIEMAT was created. The flexible heliac project TJ-II was
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Figure 2.13: TJ-II design
introduced to demonstrate its scientific interest and it received preferential
support from EURATOM for phase I (physics). In 1990, it received support
for phase II (engineering). The first plasma in the TJ-II stellarator took
place in December, 1997. Figure 2.14 contains an image of the state of the
TJ-II stellarator in 2009.
One of the most important characteristics of the TJ-II stellarator is its
flexible heliac configuration. The rotational transform can vary between 0.9
and 2.2 obtaining plasma volumes from 0.3 m3 to 1.2 m3. For large values
of the rotational transform, the plasma is bean-shaped. The average plasma
radius oscillates between 0.12 m and 0.22 m. This flexibility gives scientists
an extensive range of different configurations to develop their experiments.
The TJ-II pulses last between 200 ms and 300 ms with a repetition
frequency of 7 minutes. The electric supply consists of a 15 kV, 100 Hz pulse
generator of 140 MVA, 100 MJ. The 96 access points in the vacuum vessel
allows scientists to use a wide range of plasma diagnostics such as bolometry,
soft X-ray, interferometry, reflectometry, Thomson scattering, spectometry
or visible and infra-red cameras. In order to minimize the impurities in the
plasma, the vacuum vessel wall is coated with lithium or boron.
In the TJ-II device, two different systems heat the plasma: ECRH and
NBI. The ECRH heating uses two gyrotrons at 53.2 GHz. The maximum
power per gyrotron is 300 kW. There are two NBI injectors installed in the
TJ-II, each one provides a heating power up to 500kW (Estrada et al., 2010).
Using the NBI heating, it has been possible to obtain H-mode, reaching
densities of 8·1019 m−3 and electron temperatures of 250 eV - 300 eV (Sánchez
et al., 2009).
More information about the TJ-II and the LNF can be found in its web-
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Figure 2.14: TJ-II in 2009
page (Laboratorio Nacional de Fusion, 2012).
2.3.3 DIII-D
DIII-D is a tokamak fusion device located in San Diego, USA. It is operated
by General Atomics. DIII-D is the update of the Doublet III device and it
was dubbed DIII-D because of its new D-shape vessel. Currently, it is the
third largest tokamak after JET and JT-60U (Japan).
The main features of the DIII-D fusion device are (Brooks et al., 1987):
major radius (R) 1.67 m, minor radius (a) 0.67 m, plasma area 2 m2, plasma
volume 30 m3, maximum plasma current 5 MA and maximum toroidal field
on axis 2.2 T.
The goal of the DIII-D research program is to establish the scientific basis
for the optimization of the tokamak approach to fusion energy production.
In the near term, it aims to enable the success of ITER by providing solutions
to main physics issues such as the steady-state operation (General Atomics,
2012).
Figure 2.15a contains a pictorial view of the DIII-D tokamak. It is possi-
ble to get an idea of the size of the device comparing it to the scientist next
to it. Figure 2.15b shows an image from the inside of the DIII-D vessel.
The DIII-D website (General Atomics, 2012) provides more information
about this tokamak.
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(a) DIII-D pictorial view (b) DIII-D internal view
Figure 2.15: DIII-D tokamak
2.3.4 ITER
ITER (International Thermonuclear Experimental Reactor) is a tokamak
fusion device that is being built in Cadarache, France. It is intended to fill
the gap between the experimental fusion devices and the first commercial
power plant (DEMO). The members of the ITER project are: EU, China,
India, Japan, South Korea, Russia and USA.
Figure 2.16 depicts the design of ITER. Its main features are: major
radius (R) 6.2 m, minor radius (a) 2.0 m, maximum plasma current 15 MA
and toroidal field 5.3 T. The scientific goal of ITER is to obtain Q4≥ 10.
The ITER magnetic field is created by means of superconducting coils:
18 toroidal field coils, 6 poloidal field coils, a central solenoid and additional
coils to mitigate the effect of ELMs. In order to achieve superconductivity,
supercritical helium –in the range of -269oC– cools the coils. The magnetic
field created by the ITER magnets will be around 200,000 times the magnetic
field on Earth. The cost of the ITER’s magnets is estimated in 298.18 million
e (Fusion for Energy, 2011).
Its vacuum vessel has a volume of 1,400 m3. It will hold a vacuum one
millionth of the atmospheric pressure (similar to JET). The vessel includes
44 ports to provide access to the inside for plasma diagnostics and remote
handling. The price of the vacuum vessel will be 147.30 million e.
The temperature inside ITER will reach 150 million K. In order to achieve
this temperature, 50 MW of heating power will be installed. ITER will use
two NBI injectors and one additional for diagnostic purposes (133.36 million
e) and ICRH and ECRH heating systems (66.72 million e). Since scientists
aim to obtain Q≥ 10, ITER is expected to generate 500 MW of fusion power.
The ITER diagnostics include 50 different systems to analyse the state of
4Q is the ratio of fusion power to auxiliary power injected into the plasma
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Figure 2.16: ITER design
plasma. They include X-rays, cameras, lasers, impurity monitors, bolome-
ters, etc. The diagnostic systems are priced at 56.78 million e.
The plasma facing components are crucial for the success of ITER. An
ITER-like wall made of tungsten is currently being tested in JET. 440 tiles
of size 1 m × 1.5 m will cover the ITER’s wall. The price of the blankets
and other in-vessel components is 130.88 million e. Since the extreme heat
can activate the plasma face components, it is necessary a remote handling
system to deal with repair and replacement issues. The remote handling
system that will be implemented in ITER costs 71.36 million e.
The ITER site preparation started in January 2007 and the construction
of the scientific buildings and facilities began in July 2010. The assembly of
the tokamak is expected to start in 2015. It will be finished by 2018 and the
first plasma in ITER will be held by 2019. The site, buildings and power
supplies costs will be 776.27 million e.
More information about the ITER project can be found in its webpage
(ITER Organization, 2012).
2.3.5 DEMO
DEMO (DEMOnstration power plant) will be the next step towards a com-
mercial fusion device. DEMO will belong to the 5th generation of exper-
imental fusion devices. It will demonstrate the reliability of a commercial
size fusion device.
There are still many unknowns in the design of DEMO. Its final features
will be based on the results obtained by ITER and other fusion devices.
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The European Power Plant Conceptual Study (PPCS) has analysed the dif-
ferent alternatives of the design of DEMO based on the tokamak concept
(Maisonnier et al., 2005). The PPCS is focused on four power plant models,
named PPCS-A to PPCS-D, which are illustrative of a wider spectrum of
possibilities (Maisonnier et al., 2006). The PPCS plant models have been
designed using the PROCESS code. It was firstly written for the conceptual
design of ITER and it has been updated to incorporate recent scaling laws
using the data obtained by existing fusion devices. The models PPCS-A
and PPCS-B are near-term devices (about 30% better than the design basis
of ITER) while the models PPCS-C and PPCS-D are based on advanced
plasma configurations and material technologies.
For (Ward, 2010), DEMO must be based on a tokamak device whose
main characteristics are: 8.5 m major radius with a toroidal field of 6 T
and a fusion power of 3 GW. The main difference between DEMO and the
existing fusion devices is its energy production: while existing fusion devices
have a pulse length not longer than a minute, DEMO must be steady state
or at least it must work in very long pulses.
In DEMO, the energy production will be larger. It can be obtained by
two different alternatives:
• Using a higher density: in this case the DEMO plasma will be
highly shaped or DEMO will run at very high magnetic field.
• Using a higher temperature: this is the most feasible option. If
the density of DEMO is similar to the ITER density then the plasma
temperature in DEMO will be higher (average 10 keV, around 25 keV
in the plasma core). At this temperature, the fusion cross section no
longer varies with T 2 (see Fig. 2.1).
In order to provide DEMO with data of the materials that will be used
for its construction, the International Fusion Materials Irradiation Facility
(IFMIF) is being built in Japan. Its focus is to shrink the design and con-
struction time of DEMO and then achieving a commercial prototype in the
shortest time (fast track).
Chapter 3
Data Mining: from data to
knowledge
Fusion devices generate large quantities of raw data. Several plasma diag-
nostics measure plasma properties during operation, generating time series
in the form (t, x) where t are the times when the data x are collected. These
data aim to increase the knowledge about the physical processes taking place
inside the fusion devices. Unfortunately, raw data are not commonly useful
for scientific purposes. Therefore, they must be processed in order to be
analysed.
Data mining techniques are a set of statistical and artificial intelligence
techniques that aim to generate knowledge from raw data. They analyse
massive databases to seek hidden patterns and to create behaviour models.
Then, they transform the information retrieved into understandable data for
further use. Data mining techniques have been applied to a wide range of
fields, for example business, science or medicine.
This chapter reviews the most important data mining techniques that will
be applied to fusion databases in the following chapters. These techniques
have been classified into three groups:
• Classification (Section 3.1): given a set of training samples, the
classification methods predict the label of new samples. Support Vec-
tor Machines (Section 3.1.1) and Conformal Predictors (Section 3.1.2)
belong to this group.
• Feature Selection and Dimensionality Reduction (Section 3.2):
given a data set in a p-dimensional space, these techniques aim to find
a reduced or a transformed feature space of dimension q where q « p.
The representation of the data set in the new feature space must be
the best possible (in terms of classification rates or variance covered).
The use of a lower dimension feature space simplifies the interpreta-
tion of the data, saves storage space and increases the performance of
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other data mining methods. The techniques described in this section
are the Receiver Operating Characteristic curve (Section 3.2.1), Princi-
pal Component Analysis (Section 3.2.2) and Wavelet analysis (Section
3.2.3).
• Regression (Section 3.3): the regression methods compute the re-
lationship between a dependent variable and a set of explanatory vari-
ables. The ones analysed in this chapter are Ordinary Least Squares
(Section 3.3.1), Robust Regression (Section 3.3.2), Ridge Regression
(Section 3.3.3) and Support Vector Regression (Section 3.3.4).
3.1 Classification
Given a set of training samples together and labels (x1, y1), (x2, y2), . . . ,
(xn, yn), a classifier predicts the label yˆn+1 of a new sample xn+1. It is
possible to distinguish two classification paradigms (Gammerman and Vovk,
2007):
• Induction: a general rule is created using the training data (inductive
step). This general rule is called predictor, model or decision rule.
It is applied to generate yˆn+1 using only xn+1 (deductive step). In
the inductive paradigm, the bulk of the computations is carried out
in the inductive step while the deductive step is usually much faster.
Examples of this paradigm are Support Vector Machines (Section 3.1.1)
and Inductive Conformal Predictors (Section 3.1.2.1).
• Transduction: the prediction is carried out in a single step. The
training samples and xn+1 are used to generate yˆn+1. Since all the
sample are used to generate yˆn+1 for each new sample xn+1, this process
is usually longer than the deductive step and it is unfeasible for large
training sets. Conformal Predictors (Section 3.1.2) are an example of
transduction.
In fusion science, classifiers are applied to the determination of the plasma
confinement (González et al., 2012b), (Vega et al., 2009b), (Murari et al.,
2006), the classification of disruptions (Cannas et al., 2006) and the classifi-
cation of ELMs (Duro et al., 2009), among others.
3.1.1 Support Vector Machines
Support Vector Machines (SVM) is a statistical learning method to build
predictive models. It was created by V. Vapnik et al. between 1964 and
1995.
SVM is based on the idea of mapping the input feature space (the space
where the training samples are defined) into a higher dimensionally space
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(called transformed input space or image space) where the data can be sep-
arated by a hyperplane1 –optimal separating hyperplane.
Three steps make up the theory of SVM: formulation of the optimal sep-
arating hyperplane (Section 3.1.1.1), mapping of the data into a higher di-
mensional space (Section 3.1.1.2) and computation of SVM (Section 3.1.1.3).
3.1.1.1 First step: optimal separating hyperplane
The first step of SVM theory was the formulation of the optimal separating
hyperplane between 1964 and 1974 (Vapnik, 2006, p. 430).
Given a linearly separable training data
(x1, y1), (x2, y2), . . . , (xn, yn), x ∈ R
belonging to two different classes y ∈ {−1, 1}, an optimal separating hyper-
plane or a maximal margin hyperplane separates the data without errors and
maximises the distance to the closest samples (Vapnik, 2000, p. 131). The
optimal separating hyperplane can be written as:
(w · x)− b = 0 (3.1)
The label of a sample i is equal to the sign of the distance from the
optimal separating hyperplane to i :
yi = 1 if (w · xi)− b ≥ 1 (3.2)
yi = −1 if (w · xi)− b ≤ −1 (3.3)
Equations 3.2 and 3.3 can be rewritten as an unique equation in the form:
yi [(wi · xi)− b] ≥ 1, i = 1, . . . , n (3.4)
The optimal hyperplane satisfies the conditions in Equation 3.4 and min-
imises:
Φ(w) = ‖w‖2 (3.5)
Figure 3.1 shows an example of a two-class classification problem in a
two dimensional space. The training data are linearly separable. All the
hyperplanes in the figure separate the data without errors but only one
of them (solid lines) is the optimal separating hyperplane (the one that
maximises the distance to the closest samples).
In order to find the optimal hyperplane, the following quadratic program-
ming problem has to be solved: minimise the functional
Φ(w) =
1
2
(w · w) (3.6)
1hyperplane: generalisation of a plane in a higher dimensional space. It divides the
space into two regions
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Figure 3.1: Example of an optimal hyperplane in a two dimensional space
under the constraints of Equation 3.4.
The solution of this optimisation problem is given by the Lagrangian:
L(w, b, α) =
1
2
(w · w)−
n∑
i=1
αi {yi [(xi · w)− b]− 1} (3.7)
where the αi are Lagrange multipliers. The Lagrangian has to be minimised
with respect to w and b and maximised with respect to αi > 0.
At the saddle point, the solutions w0, b0, and α0 should satisfy the con-
ditions:
∂L(w0, b0, α
0)
∂b
= 0 (3.8)
∂L(w0, b0, α
0)
∂w
= 0 (3.9)
Using Equations 3.8 and 3.9 it is possible to obtain the following prop-
erties of the optimal hyperplane (Vapnik, 2000, p. 134):
1. The coefficients α0i pf the optimal hyperplane should satisfy the con-
straints:
n∑
i=1
α0i yi = 0, α
0
i ≥ 0, i = 1, . . . , n (3.10)
2. The optimal separating hyperplane (w0) is a linear combination of the
vectors in the training set:
w0 =
n∑
i=1
yiα
0
i xi, α
0
i ≥ 0, i = 1, . . . , n (3.11)
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It is possible to obtain the equation of the optimal separating hyper-
plane in terms of the Lagrange multipliers substituting Equation 3.11
into Equation 3.1:
n∑
i=1
yiα
0
i xi + b0 = 0 (3.12)
3. Only a subset of the vectors in the training set has non-zero α0i coeffi-
cients in Equation 3.11. The vectors in this subset are called Support
Vectors (SV) and they are the vectors for which Equation 3.4 is equal
to 1. Thus, Equation 3.11 can be rewritten as:
w0 =
SV∑
yiα
0
i xi, α
0
i ≥ 0 (3.13)
The Nonseparable Case. In the case of linearly non-separable data, the
error in the classification of the training set is minimised and the margin
for the correctly classified vectors is maximised. For this purpose, the slack
variables ξi ≥ 0 and the function
Fσ(ξ) =
n∑
i=1
ξσi , σ > 0 (3.14)
are introduced. Now, the functional Fσ(ξ) is minimised subject to the con-
straints: {
yi ((w · xi)− b) ≥ 1− ξi, i = 1, 2, . . . , n
(w · w) ≤ ∆−2 (3.15)
This hyperplane is called ∆-margin separating hyperplane (Vapnik, 2000,
p. 136). It is important to note that the ∆-margin hyperplane is equal to
the optimal separating hyperplane in the case of a linearly separable training
set. The ∆-margin separating hyperplane is equal to:
w =
1
C∗
n∑
i=1
αiyixi (3.16)
The values of αi and C∗ are obtained maximising the functional:
W (α,C∗) =
n∑
i=1
αi − 1
2C∗
n∑
i,j=1
αiαjyiyj (xi · xj)− C
∗
2∆2
(3.17)
subject to the constraints
n∑
i=1
yiαi = 0, C
∗ ≥ 0
0 ≤ αi ≤ 1, i = 1, . . . , n
(3.18)
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Figure 3.2: Data mapping using a kernel function
The soft-margin separating hyperplane (or generalised optimal hyper-
plane) introduced in (Cortes and Vapnik, 1995) simplifies the computations
of the ∆-margin hyperplane. In this case, C is a given value and σ = 1.
The soft-margin hyperplane is determined by the vector w that minimises
the functional:
Φ(w, ξ) =
1
2
(w · w) + C
(
n∑
i=1
ξi
)
(3.19)
3.1.1.2 Second step: mapping the data into a higher dimensional
space
The next step of the SVM theory was the mapping of the data from the input
space into a transformed input space (Vapnik, 2006, p. 432). This step tries
to find a transformed input space where the input data are linearly separable.
According to the Mercer’s theorem (Minh et al., 2006), the optimal sep-
aration hyperplane (3.12) can be written in the transformed space as (Boser
et al., 1995):
n∑
i=1
yiα
0
iK (x, xi) + b0 = 0 (3.20)
where K(x, xi) is a function called kernel function (Schölkopt and Smola,
2002, p. 25). Kernel functions map the input vectors into the image space.
Figure 3.2 shows an example of a non-separable data that have been
mapped into a transformed input space where a linear separating hyperplane
can be built.
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3.1.1.3 Third step: SVM
Finally, V. Vapnik and C. Cortes developed the SVM theory in 1995 (Vapnik,
2006, p. 433). It is a generalisation of the non-separable case mapping the
data into an image space.
Following from Equation 3.20, α values are calculated by maximising the
functional:
W (α) =
n∑
i=1
αi − 1
2
n∑
i,j=1
αiαjyiyjK (xi, xj) (3.21)
subject to the constraints:
n∑
i=1
yiαi = 0
0 ≤ αi ≤ C, i = 1, . . . , n
(3.22)
As in the separable case, the hyperplane in Equation 3.20 can be written
as a function of the Support Vectors:
SV∑
yiα
0
iK (x, xi) + b0 = 0 (3.23)
Then, the decision function given by the hyperplane in Equation 3.23 is:
D(x) =
SV∑
yiα
0
iK (x, xi) + b0 (3.24)
The value of D(x) is the distance from a sample x to the separating
hyperplane in the transformed feature space.
Some of the most widely used kernel functions are (Schölkopt and Smola,
2002):
1. Linear:
K(x, xi) = x · xi (3.25)
2. Polynomial:
K(x, xi) = (x · xi + 1)d (3.26)
where d is the degree of the polynomial function.
3. Radial-Basis Function (RBF):
K(x, xi) = e
− |x− xi|
2
2σ2 (3.27)
where σ determines the area of influence of SVs. The larger the value
of σ, the smoother the hyperplane generated
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(a) Linear kernel (b) RBF kernel σ = 2
(c) RBF kernel σ = 0.5 (d) Gaussian kernel σ = 0.5
Figure 3.3: SVM example using four different models
4. Gaussian:
K(x, xi) =
1
2piN/2
√
σ
e
− |x− xi|
2
2σ2 (3.28)
where σ determines the area of influence of SVs and N is the total
number of samples
3.1.1.4 SVM example: classification of the Fisher’s Iris Data
This section illustrates the classification of the Fisher’s Iris Data (see Ap-
pendix B) using SVM. It was carried out using The Spider toolbox (Weston
et al., 2011) and Matlab c©.
This example classified the species Iris versicolor and Iris virginica. The
input space was a two dimensional space that used the features sepal length
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and petal length. Using these features, this was a linearly non-separable
problem.
Four different models were trained using the Fisher’s Iris Data: a linear
kernel model (C = 100), two RBF kernel models (C = 100, σ = 2 and
C = 100, σ = 0.5) and a Gaussian kernel model (C = 100, σ = 0.5). Figure
3.3 shows the distances to the separating hyperplanes in the feature spaces.
The separating hyperplanes coincide with the line of distance 0.
The classification success rates of the training set were: 95% linear kernel,
95% RBF kernel σ = 2, 97% RBF kernel σ = 0.5 and 96% Gaussian kernel.
The linear kernel model (Figure 3.3a) created a linear separating hyper-
plane between the Iris versicolor and Iris virginica classes. Therefore, it was
not able to classify some of the samples in the border of both classes (it was
a non-separable problem). On the other hand, it had a high generalization
ability.
The RBF kernel model (σ = 2) in Figure 3.3b created a non-linear sepa-
rating hyperplane between classes. Despite the non-linear separating hyper-
plane, the model was not able to classify the samples in the frontier of both
classes.
In contrast to the previous models, the RBF kernel model (σ = 0.5) in
Figure 3.3c was able to properly classify some of the samples in the border
of both classes. On the other hand, the generalization capability of the
model decreased. For example, a sample with a sepal length = 7.0 and
a petal length = 3.1 was classified as Iris virginica although it probably
belonged to the Iris versicolor class.
Finally, the Gaussian kernel model in Figure 3.3d defined the margin
between classes better than the linear one but, as the previous case, it also
lost some generalization ability.
3.1.2 Conformal Predictors
Conformal prediction (CP) was firstly introduced by A. Gammerman, V.
Vovk and V. Vapnik as an addition to SVM that hedged the prediction
labels with supportiveness values (Gammerman et al., 1998). Later on, con-
formal prediction theory was developed as an independent theory to hedge
the prediction of any classification method. CP uses past experience to de-
termine precise levels of confidence and credibility in new predictions. Given
an error probability  and a method that makes a prediction yˆn+1 of a label
yn+1, it produces a set of labels that also contains yn+1 with a probability
1−  (Shafer and Vovk, 2008).
Let’s assume a set of samples (x1, y1), (x2, y2), . . ., (xn, yn) where xi ∈ X
(X is the object space) and yi ∈ Y (Y is the label space). The sample space
is defined as:
Z := X × Y (3.29)
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A traditional predictor is a function f that given a new object xn+1,
generates a predicted label yˆn+1 using the information available in (x1, y1),
(x2, y2), . . ., (xn, yn):
f : Z∗ ×X → Y (3.30)
On the other hand, conformal predictors predict a subset of Y large
enough to contain yn+1 with a probability 1 − .  is called significance
level and 1 −  is called confidence level (Vovk et al., 2005, p. 19). Given
a significance level , a conformal predictor Γ outputs a subset of predicted
labels:
Γ(x1, y1, . . . , xn, yn︸ ︷︷ ︸
training samples
, xn+1︸ ︷︷ ︸
new
) (3.31)
of Y .
The size of the predicted subset varies with . As the confidence level (1−
) increases, the subset of predicted labels must be larger enough to contain
yn+1 with higher probability. In contrast, if  increases, it is possible to give
more specific predictions (smaller subsets of Y ). Therefore, the predicted
subset of labels are nested, and Γ must satisfy (Vovk et al., 2005, p. 19):
Γ1 (x1, y1, . . . , xn, yn, xn+1) ⊆ Γ2 (x1, y1, . . . , xn, yn, xn+1) , 1 ≥ 2
(3.32)
Γ can be defined as a function (Vovk et al., 2005, p. 19):
Γ : Z∗ ×X × (0, 1)→ 2Y (3.33)
(2Y is the set of all subsets of Y ) that satisfies Eq. 3.32 for all values of 
and all sets in Z∗.
The predicted set of labels in Eq. 3.31 can be summarised by two numbers
(Gammerman and Vovk, 2007):
Confidence: sup {1−  : |Γ| ≤ 1} (3.34)
Credibility: inf { : |Γ| = 0} (3.35)
Confidence and credibility require a way of scoring how different a sample
is from a bag of samples. A bag of size n ∈ N is a collection of n elements
where repetitions are allowed and its content is not ordered. The bag of the
elements z1, z2, . . . , zn is written as *z1, z2, . . . , zn+. The set of all bags of
size n of elements of a measurable space Z is called Z(n). Z(∗) is the set of
all bags of elements of Z (the union of all the Z(n)).
Nonconformity measures evaluate how different a sample is from a bag
of old samples. A nonconformity measure is a measurable mapping (Vovk et
al., 2005, p. 23):
A : Z(∗) × Z→ R¯ (3.36)
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A scores the new sample indicating how different it is from the old ones.
Given a bag of elements *z1, z2, . . . , zn+ and a new sample zn+1, the noncon-
formity score of zn+1 is written as αn+1 := A (*z1, z2, . . . , zn+, zi).
Unfortunately, the value αn+1 does not characterise, by itself, how un-
usual the sample zn+1 is. Since the nonconformity measure may be scaled,
it is necessary to compare the value αn+1 with the nonconformity scores of
the samples in the bag *z1, z2, . . . , zn+. This statistical value is called p-value
and it is computed as (Vovk et al., 2005, p. 25):
p-value =
# {j = 1, . . . , n : αj ≥ αn+1}
n+ 1
(3.37)
The new sample zn+1 is very conforming if its p-value is large (close to
1) and it is very unusual if its p-value is low (close to 1/ (n+ 1)).
In an d-class classification problem, it is necessary to compute d different
p-values, one assuming that zn+1 belongs to each class. Using the largest
(P1) and the second largest (P2) p-values, the conformal scores are defined
as (Saunders et al., 1999):
Confidence = 1− P2 (3.38)
Credibility = P1 (3.39)
The predicted label—yˆn+1—is equal to the class of the largest p-value
(P1).
This approach of CP is transductive. Given a training set t and a new
sample zn+1, a transductive algorithm generates a label yˆn+1 using all the
information in t. In contrast, an inductive algorithm generates a classifica-
tion rule r using t only once and then it uses r to predict yˆn+1 for every
new sample. In the case of transductive algorithms, the bulk of the compu-
tations is performed once per each new sample and in the case of inductive
algorithms it is performed only once to create r.
Since CP is a transductive algorithm, it is highly inefficient when the
number of samples to classify is high. Next section includes a modification
in CP to create an inductive version of the method.
3.1.2.1 Inductive Conformal Prediction
Inductive Conformal Prediction (ICP) is a modification of CP. In contrast to
it, using ICP, the bulk of the computation is performed only once, no matter
the number of samples to be classified.
The initial training set in CP (*z1, z2, . . . , zn+) is divided into two differ-
ent bags: the proper training set (*z1, z2, . . . , zk+, k < n) and the calibration
set (*zk+1, zk+2, . . . , zn+) (Saunders et al., 1999). A classification rule r is
computed only once using the samples in the proper training set. r remains
unchanged during the life of the inductive conformal predictor.
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The samples in the calibration set are used to compute the conformity
scores of the new samples. Then, in order to classify a new sample xn+1, a
conformity score:
αl = A (*zk+1, zk+2, . . . , zn+, (xn+1, y)) (3.40)
and its p-value:
p-valuey =
# {j = k + 1, . . . , n : αj ≥ αn+1}
n− k + 2 (3.41)
are computed for each y ∈ Y (for each different class in the classification
problem). The reason of computing an α value for each y ∈ Y is because the
value of the non-conformity measure of zn+1 depends on both, the object
xn+1 and its predicted label yˆn+1. Then, for each value of αn+1 a different
p-value is obtained.
Conformal values are computed using Equation 3.38 and 3.39. The pre-
dicted label yˆn+1 is the label of the largest p-valuey.
There are two versions of ICP:
• Semi-off-line ICP: after classifying a new sample xn+1, it is added
to the calibration set. Then, the calibration set is made up of the
elements: *zk+1, zk+2, . . . , zn, (xn+1, yˆn+1) +. The advantage of semi-
off-line ICP is that the conformal measures are improved when new
samples are classified and initially it requires a calibration set smaller
than the one required by off-line ICP.
• Off-line ICP: new samples are not added to the calibration set. Its
advantage is that, in contrast to semi-off-line ICP, it is independent of
the order of the new samples classified by the predictor (its calibration
set is not modified).
3.1.2.2 Conformal Prediction example: handwritten digit recog-
nition
This section includes an example to illustrate the use of inductive conformal
predictors. It consists in the recognition of handwritten digits from 0 to 9.
This experiment was developed using Matlab c©, The Spider toolbox (Weston
et al., 2011) and the Semeion Handwriteen Digit Data Set (see Appendix D).
The classification rule was created using SVM (Section 3.1.1). The focus of
this experiment was not to design an error-free classifier but to demonstrate
the usefulness of the conformal values (credibility and confidence).
The Semeion data set contains 1,593 samples of handwritten digits. It
was split into a training set containing the 35% of the samples of each char-
acter (553 digits), a calibration set containing the 15% of the samples of each
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character (234 digits) and a test set containing the 50% of the samples (806
digits).
The nonconformity measure chosen to solve this problem was:
α(x) =
{ − |distance(H,x)| if x is properly classified
|distance(H,x)| if x is misclassified (3.42)
where distance(H,x) is the Euclidean distance from the hyperplane H to the
sample x. The sign of this distance gives the predicted label of x. Therefore,
x is properly classified if sign(distance(H,x)) = y where y is the real label
of x and misclassified otherwise.
Table 3.1 shows the results obtaining on the classification of the Semeion
data set using two different kernels: a linear kernel (Eq. 3.25, C = 2000) and
a RBF kernel (Eq. 3.27, C = 2000, σ = 5). The best results were achieved
using the RBF kernel. This table contains the number of samples in the
Semeion data set for each digit and the number of samples in the training,
calibration and test sets. For each kernel, Table 3.1 includes the number of
properly classified instances (# success), the number of errors (# errors),
the number of unknown samples (# unknowns, the samples whose largest
pvalues are equal) and the mean values of credibility and confidence for each
digit and for the whole test set.
Figure 3.4 depicts the credibility values obtained by the 806 samples
in the test set. The samples corresponding to each character are divided
by vertical lines. The errors are circled in red. The unknown samples are
plotted on the 0 credibility line. It is important to note that all the errors
are located in the low credibility area of the figure (the highest credibility
value of a error is 0.3362, character 6). The mean credibility value of the
errors is 0.1270 whereas the mean credibility value of the properly classified
samples is 0.5378.
Figure 3.5 includes three different graphs of the samples and the error
probability distributions as a function of the credibility. Figure 3.5a shows
the distribution of the samples as a function of the credibility. In this ex-
ample, there is not a tendency in the distribution of the samples. Figure
3.5b includes the distribution of the errors in the credibility. In this case,
it is possible to observe that the probability of making an error increases
when the credibility of the classified samples decreases. Finally, Figure 3.5c
contains the error probability in the credibility interval [θ, 1]. Using Figure
3.5c, it is possible to obtain the error probability if only the samples with
credibility above the threshold θ are classified. For example, if only the sam-
ples with credibility higher or equal to 0.5 (θ = 0.5) are classified, the error
probability is 0.00%. Using θ = 0.225, the error probability is 1.95%
Figure 3.6 contains five examples of errors with credibility values between
0.24 and 0.34. Figure 3.6a corresponds to a sample from character 1 that
was classified as 7 (credibility = 0.2979). The sample in Figure 3.6b belongs
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Table 3.1: Semeion data set classification results
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Figure 3.4: Credibility distribution of the Semeion test set
(a) Sample distribution
using the credibility
(b) Error probability as a
function of the credibility
(c) Probability of error in
the interval [θ, 1]
Figure 3.5: Samples and error probability distributions as a function of the
credibility in the Semeion test set
to character 3 but it was classified as 5 (credibility = 0.2894). The character
of the sample in Figure 3.6c is 4 but it was classified as 7 (credibility =
0.2809). Figure 3.6d contains a sample from character 6 that was classified
as 0 (credibility = 0.3362, the highest credibility of an error). Finally, Figure
3.6e shows a sample from character 8 that was classified as 9 (credibility =
0.2383).
3.2 Feature selection and dimensionality reduction
High-dimensionality is a big issue that slows down the analysis and hinders
scientists from reaching appropriate conclusions. High-dimensional data is
usually correlated and it commonly contains useless dimensions.
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(a) Digit 1 (b) Digit 3 (c) Digit 4 (d) Digit 6 (e) Digit 8
Figure 3.6: Errors with high credibility in the Semeion test set
The techniques introduced in this section are designed to reduce the
dimensionality of a data set, maximising the variance covered by the trans-
formed dimensions, the classification rates of the new feature space or finding
the most appropriate representation of the data. Section 3.2.1 introduces the
Receiver Operating Characteristic Curve. It was initially designed to eval-
uate classifiers and it can be used to choose the most relevant dimensions
of a feature space to classify a given data set. Section 3.2.2 reviews Prin-
cipal Components analysis. This technique maximises the original variance
covered by the data set in the transformed feature space where each new
dimension is a linear combination of the dimensions of the original space.
Finally, Section 3.2.3 describes Wavelets, a useful tool to data analysis and
dimensionality reduction.
In fusion science, dimensionality reduction techniques have been applied,
for example, to the dimensionality reduction of the L/H transition (Gonzá-
lez et al., 2010b), (Vagliasindi et al., 2008), or to the extraction of the most
relevant precursors of disruptions in JET (Rattá et al., 2012).
3.2.1 The Receiver Operating Characteristic curve
The Receiver Operating Characteristic curve (ROC curve) was introduced
by J. P. Egan (Egan, 1975) for the analysis of the tradeoff between hit rates
and false alarm rates of classifiers (Fawcett, 2006). Later on, it was applied
to the evaluation of algorithms by Spackman (Spackman, 1989). Nowadays,
it has several applications e.g. the evaluation of medical diagnostics, the
evaluation of classification models or the selection of features.
The ROC curve is a powerful graphing method to explore, analyse and
select classifiers based on their performance. In some cases, it is not enough
to assess a classifier using only its accuracy (e.g. problems where the class
distribution is skewed). The usage of accuracy implies the assumption of
equal error costs for false positive and false negative samples and it is not
always true. Let’s image the case of a patient whose health is checked by an
automatic classifier. In the case that the patient is healthy, if the classifier
fails and predicts that he is ill (false positive), the costs of this error are
the negative effects of the medicines in a healthy person. In contrast, if the
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patient is ill and the system predicts that he is healthy (false negative) the
costs of the error are the consequences of the illness in the patient.
3.2.1.1 The ROC curve
Let’s consider a discrete classifier as a function f :
f : Rn → {−1, 1} (3.43)
Given a sample s = (x, y) where x ∈ Rn is the object space and y ∈ {−1, 1}
is the label space, there are four possible outcomes on classifying s using f :
1. f(x) = −1 and y = −1: the predicted label (f(x)) and the real label
(y) are equal to −1. The sample s is called true negative (TN).
2. f(x) = −1 and y = 1: the classification of the sample s is -1 but the
real label is 1. It is an error and it is called false negative (FN).
3. f(x) = 1 and y = 1: the prediction f(x) and the real label L coincide
and they are equal to 1. It is called true positive (TP).
4. f(x) = 1 and y = −1: the prediction and the real label are different
(y = -1). It is called false positive (FP).
The most well-known classifier performance metrics are (Fawcett, 2006):
FP rate = FPN (3.44)
FN rate = FNP (3.45)
TP rate = Recall = TPP = 1− FN rate (3.46)
TN rate = TNN = 1− FP rate (3.47)
Precision = TPTP + FP (3.48)
Accuracy = TP + TNP +N (3.49)
F-measure = 2 · Precision ·Recall
Precision+Recall
(3.50)
where P is the number of samples that belong to the class 1 and N is the
number of samples of the class −1.
A ROC graph is a 2D graph in which TP rate is plotted on the Y axis
and FP rate is plotted on the X axis. A discrete classifier like f is plotted
in a ROC graph as a single point. The location of the classifier in the ROC
graph is (FPrate, TPrate) where FPrate is the FP rate and TPrate is the TP
rate obtained by the classifier in a test set.
Figure 3.7 includes an example of a ROC graph. There are three different
discrete classifiers (A, B and C). The diagonal dashed line represents the per-
formance of randomly guessing the label of the test samples. Since classifiers
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Figure 3.7: Example of a ROC graph
are trained, their performance should be larger than the performance of the
random guess and thus, they should appear in the white area of the graph.
Classifiers in the grey area (classifier C) may be using some information but
they are using it incorrectly (Flach and Wu, 2003). A perfect classifier would
be located in the upper-left corner of the graph (FP rate = 0, TP rate = 1).
ROC curves can be obtained only for continuous classifiers or those ones
that hedge their predictions with a continuous value:
f ′ : Rn → R (3.51)
Given a threshold t ∈ [−∞,∞], a test sample s = (x, y) is a:
True Negative: f ′(x) < t and y = −1 (3.52)
False Negative: f ′(x) < t and y = 1 (3.53)
True Positive: f ′(x) ≥ t and y = 1 (3.54)
False Positive: f ′(x) ≥ t and y = −1 (3.55)
Given a test set S = (x1, y1), (x2, y2), . . . , (xm, ym) where m is the num-
ber of samples in S and a threshold t, the plot of the classifier in a ROC
graph is again a single point (FPrate, TPrate) where FPrate is the FP rate
(Eq. 3.44) and TPrate is the TP rate (Eq. 3.46) of the test set S computed
using t (Equations 3.52, 3.53, 3.54 and 3.55).
In order to obtain the complete ROC curve of a classifier, a single ROC
point should be computed for every value of t in the range [−∞,∞]. An
efficient algorithm to compute the ROC curve can be found in (Fawcett,
2006). The closer the points of a ROC curve to the point (0,1), the better
the classifier.
Four examples of ROC curves can be found in Figure 3.8.
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(a) Classifier A is better than B (b) Is C better than D?
Figure 3.8: ROC curves examples
3.2.1.2 The Area Under the ROC curve
On comparing two different classifiers, it is not always possible to decide
which one is better just looking at their ROC curves. Let’s imagine two
classifiers A and B where B’s ROC curve is completely enveloped by A’s
ROC curve (all the points of A’s ROC curve are closer to the point (0,1)
than the points of B’s curve, Figure 3.8a). In this case, classifier A is better
than classifier B.
Let’s now analyse classifiers C and D in Figure 3.8b. Some points of C’s
ROC curve are closer to (0,1) than D’s points but there are points where
D’s curve is closer. Therefore, it is not possible to decide which classifier
is better. In this case, it is worth using the Area Under the ROC curve to
compare the classifiers.
The Area Under the ROC curve (AUC) measures the performance of
a classifier. Given two test samples s1 = {x1,−1} and s2 = {x2, 1}, the
meaning of the AUC is the probability of correctly classifying s1 and s2
(Hanley and McNeil, 1982). The AUC is within the range [0, 1] but, since
the AUC of the randomly guessing strategy is 0.5, the AUC of a classifier
should not be smaller than 0.5.
The AUC value can be computed using the trapezoidal integration (Brad-
ley, 1997):
AUC =
n∑
i=2
(FPi − FPi−1)
(
TPi + TPi+1
2
)
(3.56)
where n is the number of points in the ROC curve.
In order to compare the AUC of two different classifiers, it is important
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to measure their Standard Error (SE). SE is computed as (Bradley, 1997):
SE =
√
θˆ
(
1− θˆ
)
+ (P − 1)
(
Q1 − θˆ2
)
+ (N − 1)
(
Q2 − θˆ2
)
P ·N (3.57)
Q1 =
θˆ
2− θˆ (3.58)
Q2 =
2θˆ2
1 + θˆ
(3.59)
where θˆ is the maximum likelihood estimate of AUC (if there are infinite
points in the ROC curve then θˆ = AUC), P is the number of samples
belonging to class 1 and N is the number of samples in class −1.
To decide whether the difference in the area of two classifiers (A and B)
is real or caused by randomness, it is possible to use a critical ratio z defined
as (Hanley and McNeil, 1983):
z =
θˆA − θˆB√
SE2A + SE
2
B − 2rSEASEB
(3.60)
where r is the estimated correlation between the areas of the classifiers (a
correlation table for value r can be found in Hanley and McNeil, 1983).
Values of z above a certain threshold (z = 1.96 is proposed in the previous
article) indicate that the difference between the area of the classifiers is real.
On comparing two different classifiers using the same test set, if their z
value is above the threshold, the best classifier is the one with a larger AUC.
In the case that their z value is below the threshold, the difference of the
AUCs in not significant and the systems are equivalent.
3.2.1.3 The ROC convex hull
ROC curves are specially adequate in problems where the cost of a false
positive classification –cFP – is not equal to the cost of a false negative clas-
sification –cFN– (unequal error cost).
A classifier’s expected cost can be computed as (Provost and Fawcett,
1997):
C = FP rate · cFP + FN rate · cFN (3.61)
A iso-performance line represents the points in a ROC graph with the
same expected cost (Provost and Fawcett, 2001). Therefore, two classifier
in the same iso-performance line are equal in terms of expected cost. Given
the costs cFP and cFN , the slope of a iso-performance line is calculated as:
m =
cFP ·N
cFN · P (3.62)
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(a) ROCCH (b) Iso performance lines
Figure 3.9: ROCCH and iso-performance lines example
where P is the total number of samples of class 1 and N is the total number
of samples of class −1. On comparing two iso-performance lines with the
same slope m, the best one is the closest to the point (0,1) of the ROC graph
since it corresponds to classifiers with lower expected cost.
The convex hull of a set of points in a ROC graph in called ROC convex
hull (ROCCH, Figure 3.9a). A classifier is potentially optimal if and only if
it lies on the ROCCH (Fawcett, 2006).
Given the costs cFP and cFN and a ROCCH, the optimal classifier is
the one that lies in the tangency point between the best iso-performance line
(defined by cFP and cFN ) and the ROCCH. Figure 3.9b shows three different
iso-performance lines with different slopes. The best classifier of each iso-
performance line is in the tangency point of the lines and the ROCCH (points
R,S and T). Then, the best classifier selected by the ROC curve varies with
the cost of the errors.
3.2.1.4 Example of feature selection using the ROC curves
The ROC curves can select the most important features of a classification
problem. Considering each feature as a single classifier, it is possible to plot
their performance in a ROC graph and compare them (Theodoridis and Kou-
troumbas, 2009, p. 275). The most significant features are the ones with the
largest ROC areas.
This section includes an example of the use of ROC curves for the feature
selection of the Fisher’s Iris Data (see Appendix B). In this example, the best
features to distinguish the Iris Versicolor and the Iris Virginica classes were
identified and the best classifiers for a set of costs functions were found. It
has been carried out using Matlab R©.
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(a) ROC curves of Fisher’s Iris Data fea-
tures
(b) Iris versicolor and Iris virginica clas-
ses in the petal length and petal width
space
Figure 3.10: ROC analysis of the Fisher’s Iris Data features
A feature’s ROC curve can be obtained by sweeping the threshold in
Equations 3.52, 3.53, 3.54 and 3.55 along the feature’s range. The ROC
curves obtained by the features in the Fisher’s Iris Data can be seen in
Figure 3.10a. Analyzing these ROC curves, it was possible to conclude that:
• The classifier using the sepal width feature was the worst one. All the
points of the other curves were closer to the point (0,1) than its points.
• Classifiers using the petal length and the petal width features were bet-
ter than the classifier using the sepal length feature.
• It was not possible to assure which one of the classifiers using the petal
length and petal width features was better.
In order to discover which one of the classifiers using the petal length and
the petal width features was more accurate, it was necessary to compute their
AUCs: 0.7896 sepal length, 0.6636 sepal width, 0.9822 petal length and 0.9804
petal width. The values of AUC certified the analysis of the ROC curves: the
shortest area corresponded to the sepal width feature (the worst classifier),
the AUC value of the petal width and the petal length classifiers were larger
than the sepal length AUC. There was a small difference in the areas of
the petal width and the pedal length classifiers and thus it was necessary
to compute their z value (Eq. 3.60) to decide if it was real or caused by
randomness.
The standard errors (Eq. 3.57) obtained by the classifiers were: sepal
length = 0.0455, sepal width = 0.0542, petal length = 0.0135 and petal width
= 0.0142. Using these standard errors, it was possible to compute the z
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Feature Petal width Petal length Sepal width
Sepal length 4.2670 4.7971 2.1185
Sepal width 6.2254 6.1086
Petal length 0.1036
Table 3.2: z value of the Fisher’s Iris Data features
value for each pair of classifiers using Eq. 3.60. Table 3.2 contains the
results obtained. As it has been explained in Section 3.2.1.2, values of z
above a certain threshold (z = 1.96) indicate that the difference between the
area of the classifiers is real. Since the z value of the petal width and the
petal length classifiers was 0.1036, the difference between their ROC areas
was not significant and the classifiers were considered equivalent.
Figure 3.10b shows a plot of the samples of the Fisher’s Iris Data in
the petal width and pedal length space. The main reason why these features
obtained a large value of the AUC is because it was possible to set a threshold
(1.65 for the petal width and 4.85 for the pedal length approx.) that divided
the samples into two classes with a few errors.
Finally, the best classifiers for three different sets of costs values were
found. In this example, the number of samples of both classes is the same
(P = N = 50) and therefore the Equation 3.62 only depended on the values
cFP and cFN . The results were:
• cFP = 2 and cFN = 1: the slope of the iso-performance line was
m = 2. The tangency point between the iso-performance line and the
ROCCH was the point (0.02, 0.9) – FP rate = 0.02 and TP rate = 0.9
–. According to Equation 3.61, the cost of the classifier was c = 0.02 ·
2 + (1 − 0.9) · 1 = 0.14. In this case, the best feature was the petal
width (the tangency point was on the petal width ROC curve) using
a threshold t = 1.7. It meant that all the flowers with a petal width
larger than 1.7 were classified as Iris Virginica and all the flowers with
a petal width smaller or equal to 1.7 were classified as Iris Versicolor.
• cFP = 1 and cFN = 2: the slope of the iso-performance line was
m = 0.5 and the tangency point was (0.12, 0.98). The cost of the
classifier was c = 0.12 · 1 + (1− 0.98) · 2 = 0.16. In this case, the best
feature was the petal length and the value of the threshold was t = 4.7.
All the flowers with a petal length larger than 4.7 were classified as Iris
Virginica and all the flowers with a petal length smaller or equal to 4.7
were classified as Iris Versicolor.
• cFP = 1 and cFN = 1: this was the special case where the costs of
the errors were equal. The slope of the iso-performance line was m = 1
and there were two tangency points on the petal width curve: P1 =
(0.02, 0.9) and P2 = (0.04, 0.92). Since both points were on the same
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iso-performance line, their costs coincide: c1 = 0.02 · 1 + (1− 0.9) · 1 =
0.12 and c2 = 0.04 ·1+(1−0.92) ·1 = 0.12. The points corresponded to
the threshold values of the petal width feature: t1 = 1.7 and t2 = 1.6.
3.2.2 Principal Component Analysis
Principal Component Analysis (PCA) is a statistical methodology for di-
mensionality reduction. Hotelling is the author of the modern PCA theory
and he also coined the term Principal Component (PC) (Hotelling, 1933).
However, it is possible to track the origin of PCA back to Pearson (Pear-
son, 1901) although the approaches of the papers are not the same—Pearson
was concerned with finding lines and planes that best fit a set of points in
p-dimensional space and Hotelling defined the standard algebraic derivation
of PCs (Jolliffe, 2002).
Given a data set in a p-dimensional space (there are p coordinates, di-
mensions or features), the main idea behind the method is to create a new
set of q orthonormal features (q « p) that are a linear combination of the
original ones, retaining most of the variation present in the original dimen-
sions. The PCs are ordered so that the first PC retains more variation than
next ones. The total number of PCs is equal to the number of dimensions
in the original space p. The reduced space is made up of the first q PCs
(the first q PCs with the highest variation). PCs are calculated as follows
(Jolliffe, 2002):
Let’s assume a vector of variables x of dimension p with a known covari-
ance matrix Σ where the element (i, j), i 6= j is the covariance between the
ith and jth dimensions of x (i, j ≤ p) and the variance of the jth dimension
of x if i = j. The kth PC of x (PCk) is given by:
zk = α
′
kx (3.63)
where αk is the eigenvector of Σ corresponding to its kth largest eigenvalue
(λk). If α′kαk = 1 then var(zk) = λk where var(zk) is the variance of zk.
Finding the first PC (PC1, the PC with the largest variance) is the same
as finding the vector α1 that maximises var(zk) = α′1Σα1 subject to the
constraint α′1α1 = 1. This optimisation problem can be solved using the
Lagrange multipliers:
α′1Σα1 − λ
(
α′1α1 − 1
)
, (3.64)
deriving with respect to α1
(Σ− λIp)α1 = 0 (3.65)
where Ip is the identity matrix of size p. Therefore, λ is an eigenvalue of Σ
and α1 is its corresponding eigenvector.
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In order to obtain the eigenvector that gives α′1x with maximum variance,
α′1Σα1 must be maximised:
α′1Σα1 = α
′
1λα1 = λα
′
1α1 = λ (3.66)
therefore λ must be as large as possible. Then, PC1 is computed using the
eigenvector corresponding to the largest eigenvalue of Σ: PC1 = α′1x. The
variance of PC1 is: var(α1x) = α′1Σα1 = λ1, its eigenvalue.
The kth, k = 1, . . . , p PC can be obtained using Equation 3.63. The α
matrix is commonly known as PCs coefficients or loadings.
3.2.2.1 Representation of data using PCs
One of the goals of PCA is to simplify the description of a data set (Abdi
and Williams, 2010). It is achieved in two different ways:
1. Reducing the number of dimensions: given a data set in a p-
dimensional space, it is possible to represent it using only the first q
PCs. The representation of the original data in a reduced subspace of
q dimensions is good if the total variance covered by the q PCs is close
to the total amount of variance of the data in the p-dimensional space.
2. Finding the best representation of the data: the representation
of a data set in a q-dimensional subspace made up of the first q PCs
is the best possible in the sense that this representation minimises
the sum of squared perpendicular distances of the data set from the
subspace (Jolliffe, 2002).
Figure 3.11 includes an example of the analysis of a data set using PCA.
The data set in the original two dimensional space (X1, X2) is shown in
Figure 3.11a. Figure 3.11b contains a plot of the data set in the PCs space
(PC1,PC2). The first PC (PC1) is defined along the maximum variance axis
of the data. The second PC (PC2) is an orthonormal axis to PC1. This
example illustrates how PCA can be used to find the best representation of
the data. An example of the reduction of the data dimensionality can be
found in the section 3.2.2.4.
3.2.2.2 Determining the optimal number of PCs
Given a data set in a p-dimensional space, it is possible to use PCA to
find a q-dimensional space (q « p) that retains most of the data variance.
The problem, now, is to decide how many PCs (q) are necessary to use in
order to obtain a good representation of the data set in the q-dimensional
space. There are several methods to choose the value of q. Some of the
most important ones are described below (Jackson, 1993), (Peres-Neto et
al., 2005):
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(a) Data samples in the original space (b) Data samples in the PCs space
Figure 3.11: Example of PCA
Proportion of the total variance. It is probably the easiest method
for choosing q. It simply consists of including the first q PCs up to some
arbitrary proportion of the total variance. Therefore, given a proportion of
the total variance τ (0 < τ < 1), q is the smallest value for which:
q∑
k=1
λk ≥ τ ·
p∑
k=1
λk (3.67)
where p is the number of dimensions of the original data space and λk is the
variance of PCk.
Kaiser-Guttman method. The basic idea of the Kaiser-Guttman method
is to retain those PCs with a variance larger than the variance of any sin-
gle original component (computed as the total variance divided between the
number of components). A PCk is retained if:
λk >
1
p
p∑
i=1
λp (3.68)
where p is the number of dimensions of the original data space and λk is the
variance of PCk.
The broken-stick rule. If the total variance of a data set is divided ran-
domly amongst the dimensions of the space, the variance values are supposed
to follow a broken-stick distribution. Only PCs with variance values larger
than the generated by the broken-stick distribution are retained.
The value of the broken-stick model of the PCk can be calculated as:
bk =
1
p
p∑
i=k
1
i
(3.69)
where p is the number of dimensions of the original data space.
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(a) Uncorrelated data (b) Correlated data
Figure 3.12: Example of two scree plots
The Scree Plot. This is a visual method for determining the value of q.
It consists of a plot of the variance (eigenvalue) of all the PCs in decreasing
order. If the data in the original space is correlated, then, the first q PCs
cover a high amount of the total variance while the other p−q PCs just cover
a little. In the scree plot an elbow appears in the point q. Therefore, the
new subspace is made up of the PCs 1 to q. If the data are not correlated,
no elbow appears in the scree plot.
Figure 3.12 includes an example of the scree plots of two different data
sets. Data in 3.12a is uncorrelated and therefore, there is not an elbow in
the scree plot. It is not possible to choose the number of PCs using the scree
plot. On the contrary, data in Figure 3.12b is correlated and thus an elbow
appears in the scree plot (q = 4).
3.2.2.3 The Singular Value Decomposition
The Singular Value Decomposition (SVD) method gives a computationally
efficient method of computing PCs (Jolliffe, 2002).
Let’s assume a matrix X of n observations on a p-dimensional space
centred in their means. Then, X can be expressed as:
X = ULA′, where: (3.70)
U , A are matrices of size U = (n× r) and A = (p× r) so that U ′U = Ir and
A′A = Ir; L is a diagonal matrix of size L = (r × r) where r is the rank of
X and ULA′ is the transpose matrix of ULA.
Finding U, L and A satisfying 3.70, the coefficients and standard devi-
ation of the PCs are given by A and L. U contains a scaled version of the
PCs scores. The PCs scores are given by Z = UL.
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(a) Variance of the PCs of the wine data
set
(b) Cumulative variance of the PCs of
the wine data set
Figure 3.13: PCA results of the wine data set
3.2.2.4 Example of Principal Component Analysis for dimension-
ality reduction
This section includes an example of the use of PCA for the reduction of the
dimensionality of a wine data set (see Appendix C).
The original data set contains 13 features and 178 samples. The features
were normalised between 0 and 1 and then their mean value were subtracted
(as a result the features were centred in 0). The PCA analysis was carried
out using Matlab R©.
Figure 3.13a includes a plot of the total amount of variance covered by
each one of the principal components. Figure 3.13b includes the cumulative
variance covered by the first n principal components.
Using the scree plot technique for determining the number of PCs, it
was possible to observe that there was an elbow in Figure 3.13a at PC = 3.
Thus, the optimal subspace was made up of the three first PCs. Figure 3.14
includes the visualization of the data in the PCs subspace using the first two
(Figure 3.14a) and three (Figure 3.14b) PCs.
The percentages of total variance covered by the first three PCs were
40.75%, 18.97% and 8.56% respectively. The cumulative total variance cov-
ered by these PCs was 68.28%. Using the method of the proporcion of the
total variance for determining the number of PCs, if 90% of the total variance
was retained (τ = 0.9), then the number of PCs was 8, much larger than us-
ing the scree plot method. In the case of using the Kaiser-Guttman method,
only the PCs with a variance larger than 1/13 = 7.69% were retained (the
first three PCs).
Table 3.3 contains the loadings of the three first PCs obtained analysing
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(a) Using the first two PCs (b) Using the first three PCs
Figure 3.14: Visualization of the wine data set using PCs
the wine data set. All the PCs are orthonormal vectors and therefore PC1 ·
PC2 = PC1 · PC3 = PC2 · PC3 = 0.
3.2.3 Wavelet analysis
Wavelet analysis is a technique to analyse 1-D data (waveforms) and 2-D
data (images). Using wavelets, it is possible to decompose the original data
into different frequency subspaces. It has many applications e.g. de-noising
and compressing data, detecting discontinuities, breakdown points and long-
term evolutions or acoustic signals compression.
Wavelets are an extension of Fourier analysis (Burke, 1996, p. 5). The
advantage of wavelets versus Fourier analysis is that wavelets have good
location properties in both, the time and the frequency domains (Fourier
analysis does not give much information about the time domain of the data).
It is possible to define a wavelet as a function ψ ∈ L2(R), normalised
(‖ψ = 1‖), centred in the neighbourhood of t = 0 and with a zero average:∫ +∞
−∞
ψ(t)dt = 0 (3.71)
where L2(R) denotes the vector space of functions f(x) squared-integrable
(Mallat, 1999, p. 79).
After translating ψ by u and scaling it by s, it is given by:
ψu,s(t) =
1√
s
ψ
(
t− u
s
)
(3.72)
where ψu,s is still normalised (‖ψu,s‖ = 1).
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Attribute PC1 PC2 PC3
Alh -0.1334 0.5509 0.0838
MAc 0.2485 0.2274 -0.4920
Ash -0.0007 0.1631 -0.4030
Alc 0.1778 -0.0798 -0.4772
Mag -0.0887 0.1882 -0.0066
TPh -0.3951 0.0741 -0.2531
Fla -0.4146 0.0010 -0.1961
NFl 0.3331 0.0100 -0.2860
Pan -0.2529 0.0314 -0.2283
CIn 0.0923 0.5197 0.0331
Hue -0.2511 -0.2372 0.1066
ODW -0.4735 -0.2156 -0.2978
Pli -0.2869 0.4439 0.1520
Table 3.3: Coefficients (loadings) of the three first PCs of the wine data set
Given a one-dimensional function f ∈ L2, a time u and a scale s, the
wavelet transform of f is defined by:
Wf(u, s) = 〈f, ψu,s〉 =
∫ +∞
−∞
f(t)
1√
s
ψ∗
(
t− u
s
)
dt (3.73)
Equation 3.73 can be written as the convolution product of f and ψ:
Wf(u, s) = f ∗ ψ¯s(u) (3.74)
where:
ψ¯s(t) =
1√
s
ψ∗
(−t
s
)
(3.75)
The Fourier transform of ψ¯s(t) is:
ˆ¯
sψ(w) =
√
sψˆ∗(sw) (3.76)
ψˆ is the transfer function of a band-pass filter (ψˆ(0) =
∫ +∞
−∞ ψ(t)dt = 0).
To construct a translation-invariant wavelet representation, the scale s is
discretised along a dyadic sequence
{
2j
}
j∈Z. The dyadic wavelet transform
of f ∈ L2(R) is given by (Mallat, 1999, p. 148):
Wf(u, 2j) =
∫ +∞
−∞
f(t)
1√
2j
ψ
(
t− u
2j
)
dt = f ∗ ψ¯2j (u) (3.77)
where
ψ¯2j (t) = ψ2j (−t) =
1√
2j
ψ
(−t
2j
)
(3.78)
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Using the wavelet analysis, it is possible to build a multi-resolution rep-
resentation of data based on the differences of information available at two
successive resolutions (detail levels) 2j and 2j+1 (Mallat, 1989). The multi-
resolution representation provides a scale-invariant hierarchical representa-
tion of data. Each one of these detail levels contains different information
of the data being analysed. On the one hand, levels with a low resolution
contain information about the larger patterns in the data (low frequency
phenomena) such as long-term evolutions. On the other hand, levels with
a high resolution represent the smaller details of the data (high frequency
phenomena) such as peaks or heart-beats.
Let’s suppose two finite impulse response filters h and g where h is a low-
pass filter whose transfer function satisfies hˆ(0) =
√
2. We design a scaling
function whose Fourier transform is:
φˆ(w) =
+∞∏
p=1
hˆ (2−pw)√
2
=
1√
2
hˆ
(w
2
)
φˆ
(w
2
)
(3.79)
Assuming that φ ∈ L2(R), its wavelet transform ψ has a Fourier trans-
form defined by (Mallat, 1999, p. 150):
ψˆ(w) =
1√
2
gˆ
(w
2
)
φˆ
(w
2
)
(3.80)
The relation between h and g obtained from Equation 3.80 is (Mallat,
1989):
g(n) = (−1)1−nh(1− n) (3.81)
where g is the mirror filter of h and therefore g is a high-pass filter.
For each level of resolution j two different types of structures are ob-
tained: aj and dj . aj is the approximation of the signal f(x) at the resolution
2j , and it is equal to (Mallat, 1989):
aj =
(
(f(u) ∗ φj(−u))
(
2−jn
))
n∈Z (3.82)
Since φ(x) is a low-pass filter, aj is a low-pass filtering of f(x) followed
by a uniform sampling at the rate 2j (the number of samples in aj has been
reduced by 2j). Therefore, the details of f(x) smaller than 2−j are removed
(higher frequency details).
dj is the detail signal at the resolution 2j . It contains the difference of
information between the approximation coefficients at the levels j and j + 1
(aj and aj+1). dj is defined as (Mallat, 1989):
dj =
(
(f(u) ∗ ψj(−u))
(
2−jn
))
n∈Z (3.83)
dj describes f(x) in the frequency bands:[−2−j−1pi,−2−jpi] ∪ [2−jpi, 2−j−1pi] (3.84)
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(a) Wavelet decomposition diagram (b) Wavelet reconstruction diagram
Figure 3.15: Wavelet hierarchical representation
Figure 3.15 includes a representation of the wavelet hierarchy. Figure
3.15a represents the wavelet multi-resolution decomposition process. Start-
ing from the approximation coefficients of level j (aj), it is possible to obtain
the approximation and the detail coefficients of level j + 1 using the filters
hj and gj . The coefficients aj+1 and dj+1 have half of the points of aj . Re-
peating this process, it is possible to obtain the coefficients aj+2 and dj+2
from aj+1 applying hj+1 and gj+1.
In order to reconstruct the coefficients of aj+1 from aj+2 and dj+2 (Figure
3.15b), aj+2 and dj+2 must be resampled adding zeros between each one of
their coefficients. Then, the filters ˜hj+1 and ˜gj+1 are applied and their sum
times 1/2 is equal to aj+1. The process can be iterated until the original
data is obtained.
3.2.3.1 Wavelet application to images
The wavelet multi-resolution decomposition can be extended to 2-D data.
This enables us to use the properties of wavelets in images. Let’s assume
a 1-D wavelet ψ(x) generated using a scaling function φ(x). The three 2-D
wavelets:
ΨV (x, y) = φ(x)ψ(y) (3.85)
ΨH(x, y) = ψ(x)φ(y) (3.86)
ΨD(x, y) = ψ(x)ψ(y) (3.87)
are an orthonormal basis of L2(R2) (Mallat, 1989).
In this case, each decomposition level j contains the approximation co-
efficients (aj) and three different detail coefficients vectors: dVj is the vector
of the vertical high frequencies coefficients, dHj is the vector containing the
horizontal high frequencies and dDj is the vector of the high frequencies in
both directions. The 2-D wavelet gives a set of independent and spatially
oriented frequency channels. Thus, in dVj we obtain the horizontal edges of
the image, in dHj we obtain the vertical edges and d
D
j contains the corners
of the image.
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(a) Wavelet 2-D decomposition diagram (b) Wavelet 2-D representation
Figure 3.16: 2-D Wavelet hierarchical representation
The values of the coefficients of a 2-D wavelet decomposition can be
obtained by (Mallat, 1989):
aj =
(
(f(x, y) ∗ φj(−x)φj(−y))
(
2−jn, 2−jm
))
(n,m)∈Z2 (3.88)
dVj =
(
(f(x, y) ∗ φj(−x)ψj(−y))
(
2−jn, 2−jm
))
(n,m)∈Z2 (3.89)
dHj =
(
(f(x, y) ∗ ψj(−x)φj(−y))
(
2−jn, 2−jm
))
(n,m)∈Z2 (3.90)
dDj =
(
(f(x, y) ∗ ψj(−x)ψj(−y))
(
2−jn, 2−jm
))
(n,m)∈Z2 (3.91)
Figure 3.16a includes a diagram of the wavelet decomposition applied
to 2-D data. Figure 3.16b shows the wavelet representation of images. The
original image is decomposed reducing its size by 2 in two directions (columns
and rows). Thus, the size of the approximation (a1) and the detail coefficients
is a quarter of the original image’s size. The sum of the size of all the
coefficients is the size of the original image. The size of the coefficients of
level 2 is a quarter of the size of the a1 coefficients and a sixteenth part of
the size of the original image. Using this representation, the approximation
coefficients (or their wavelet decomposition) are place in the upper-left corner
of the resulting image. The dVj coefficients are placed in the upper-right
corner, the dHj coefficients are placed in the lower-left corner and finally the
dDj coefficients are placed in the lower-right corner of the resulting image.
3.2.3.2 Example of image decomposition using wavelets
This section includes an example of the use of the wavelets to decompose an
image. The image analysed is this example can be found in Figure 3.17a.
It is a photograph of the acropolis in Calton Hill, Edinburgh. This example
used Matlab c©.
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The Haar wavelet (Haar, 1910) was chosen to analyse this image. This
wavelet is given by:
ψ(t) =

1 if 0 ≤ t < 1/2
−1 if 1/2 ≤ t < 1
0 otherwise
(3.92)
The image was decomposed to level 2 obtaining the results in Figure
3.17b. The sum of the size of the level 1 coefficients (a1,dV1 , dH1 and dD1 )
is equal to the size of the original image. The value of the dV1 coefficients
(upper-right corner) is higher in the points of the image where there is an
horizontal edge. As it can be seen in the image, the roof and the steps con-
tained the largest horizontal edges. In the case of the dH1 coefficients (lower-
left corner), they are higher where there is a vertical edge and therefore, the
columns appeared clearly delimited. The dD1 coefficients (lower-right corner)
contain the corners of the original image. The approximation coefficients at
level 1 (a1) were decomposed obtaining the coefficients of level 2 that appear
in the upper-left corner of Figure 3.17b. Again, the highest values of the dV2 ,
dH2 and dD2 coefficients correspond to the horizontal and vertical edges and
the corners of the a1 coefficients. The approximation coefficients of level 2
(a2) appear in the upper-left corner of the resulting image.
3.3 Regression
Regression is a statistical tool to explain the behaviour of a dependent vari-
able (Y ) as a function of a set of explanatory variables (X1, X2, . . . , Xp).
The general regression equation is given by (Chatterjee and Hadi, 2006, p.
2):
Y = f (X1, X2, . . . , Xp) +  (3.93)
where  is the estimation error between the regression function and the de-
pendent variable.
When the dependent variable Y is a linear function of the explanatory
variables, Ordinary Least Squares (Section 3.3.1) can be applied to obtained
a regression function. Unfortunately, this method is largely biased by outlier
samples. Robust Regression (Section 3.3.2) is a linear regression technique
that obtains better results than Ordinary Least Squares in the presence of
outliers. Ridge Regression (Section 3.3.3) is also a linear regression technique
that solves the problem of collinearity among explanatory variables. The last
method described in this section, Support Vector Regression, is a regression
technique that can obtain non-linear regression functions.
In fusion science, regression is commonly applied to compute scaling laws.
These laws are intended to predict the behaviour of future fusion devices
(usually bigger than the existing ones) using data from current experiments.
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(a) Original image
(b) Wavelet decomposition
Figure 3.17: 2-D wavelet decomposition example
For example, scaling laws for the H-mode power threshold Pτ (see Section
2.2.1) have been computed in (González et al., 2012a) and (Martin et al.,
2008).
3.3.1 Ordinary Least Squares
Ordinary Least Squares (OLS), or simply Least Squares (LS), is a linear
regression technique that finds the regression coefficients (β) that minimise
the sum of square errors (the differences between the dependent variable Y
and the estimation Yˆ ).
Given a set of n observations and p predictor or explanatory variables
(X), the relation between Y and X is given by (Chatterjee and Hadi, 2006,
p. 53):
Y = β0 + β1X1 + β2X2 + . . .+ βpXp +  (3.94)
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Equation 3.94 can be written in matrix notation as:
Y = Xβ +  (3.95)
The error in the estimation of a sample i, 1 ≤ i ≤ n is given by:
i = yi − β0 − β1xi,1 − . . .− βpxi, p (3.96)
and the sum of square errors is equal to:
S (β0, β1, . . . , βp) =
n∑
i=1
2i =
n∑
i=1
(yi − β0 − β1xi,1 − . . .− βixi,p)2 (3.97)
OLS finds an estimation of the regression coefficients (βˆ) that minimises
the sum of square errors in Equation 3.97. Using the matrix notation, the
estimated regression coefficients are obtained as (Draper and Smith, 1998,
p. 136):
βˆ =
(
X ′X
)−1
X ′Y (3.98)
The term βˆ0 is called constant and the coefficients βˆ1, . . . , βˆp are called
the estimators of the regression coefficients. The fitted regression values (Yˆ )
are computed using the estimator of the regression coefficients:
Yˆ = βˆo + βˆ1X1 + . . .+ βˆpXp (3.99)
The residuals are given by:
 = Y − Yˆ (3.100)
3.3.2 Robust Regression
One problem of OLS is that it is heavily conditioned by outlier samples (sam-
ples far from the regression hyperplane). The square errors of the outliers
are significantly larger than the ones of the samples close to the regression
hyperplane. As a result, OLS tries to minimise these quantities and the
regression model can be not good enough.
Robust Regression (RR) solves this problem using a weight function
called M-estimator. This function gives a specific weight to the samples
in the data set based on their residuals. The weights oscillate between 0 and
1. In contrast to OLS where the sum of square errors is minimised (Equa-
tion 3.97), given a set of n observations (X), RR minimises the sum of the
weights given by the M-estimator (Draper and Smith, 1998, p. 569):
n∑
i=1
ρ
(i
s
)
=
n∑
i=1
ρ
(
yi − x′iβ
s
)
(3.101)
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(a) Andrew a = 1.339 (b) Bisquare a = 4.685
(c) Cauchy a = 2.385 (d) Fair a = 1.4
(e) Hampel a = 1.7, b = 3.4, c = 8.5 (f) Huber a = 2
(g) Tukey biweight a = 5.5 (h) Welsch a = 2.985
Figure 3.18: M-estimator functions
where:
ρ : is a M-estimator
i : is the residual of the sample i
s : is an estimate of scale
yi : is the value of the dependent variable Y for the sample i
β : is the vector of regression coefficients
The drawback using RR is that if the distribution of residuals is unknown,
no assumption can be made in order to choose an appropriate M-estimator.
Table 3.4 contains 8 functions that can be used as M-estimators. Figure
3.18 shows the weights generated by the functions in Table 3.4 for values of
u = i/s between −10 and +10.
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Table 3.4: M-estimator functions
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The regression coefficients β are obtained minimising Equation 3.101. β
can be computed using the iterative equation (Draper and Smith, 1998, p.
572):
βˆq+1 = (X
′WqX)−1X ′WqY (3.102)
whereWq is the diagonal matrix whose diagonal elements are ( w1β , w2β, . . .,
wnβ ) and:
wiβ(u) =
1
u
· ∂ρ(u)
∂u
(3.103)
Next section includes an example illustrating the advantages of RR versus
OLS.
3.3.2.1 Ordinary Least Squares versus Robust Regression exam-
ple
This Section illustrates the difference in the results obtained by OLS and
RR in the presence of outliers in the data.
The explanatory variable was X = [ 4.1, 5.3, 3.2, 3.9, 3.6, 5.5, 5.7, 7.3,
9.1, 7.3, 8.2 ] and the dependent variable was Y = [ 2.0, 2.1, 1.9, 0.2, 7.9,
2.4, 4.1, 5.9, 6.2, 3.5, 4.0 ]. The point [ 3.6, 7.9 ] was an outlier.
Four regressions were computed: one using OLS and three using RR
and the M-estimators Huber, Cauchy and bisquare. The data set and the
regression lines obtained by the methods are shown in Figure 3.19. It is
important to note that the regression line obtained using OLS is biased by
the presence of the outlier in the data set. In contrast, RR obtained good
results thanks to the weights given to the regression samples. Since the
weights given by RR are a function of the M-estimation, the regression lines
computed by the three RR methods were different.
The regression equations obtained are:
OLS: Y = 0.4568X + 1.0303
RR Huber a = 1.345: Y = 0.6969X − 0.7456
RR Cauchy a = 2.385: Y = 0.741X − 0.8384
RR bisquare a = 4.685: Y = 0.8071X − 1.5849
3.3.3 Ridge Regression
In 1970, Arthur E. Hoerl and Robert W. Kennard introduced Ridge Regres-
sion (Hoerl and Kennard, 1970a) and (Hoerl and Kennard, 1970b), as an
alternative to OLS in ill-conditioned problems (problems where the matrix
X ′X in Eq. 3.98 is close to be singular). In this kind of problems, the coef-
ficients βˆ given by OLS are very sensitive to data errors (and they tend to
be large).
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Figure 3.19: Regression example using OLS and RR
The method proposed by Hoerl and Kennard to compute the regression
coefficients is:
βˆ∗ =
[
X ′X + kI
]−1
X ′Y = WX ′Y, k ≥ 0 (3.104)
where the parameter k is known as bias parameter.
The relationship between the Ridge Regression coefficients (βˆ∗) and the
OLS coefficients (βˆ) is given by:
βˆ∗ =
[
Ip + k
(
X ′X
)−1]−1
βˆ = Zβˆ (3.105)
3.3.3.1 Estimation of the k parameter
There are several method to estimate the best value of the k parameter.
Some of these methods are (Chatterjee and Hadi, 2006, p. 271):
• Fixed point (Hoerl et al., 1975):
k =
pσˆ2(0)
p∑
j=1
[
βˆj(0)
]2 (3.106)
where βˆ are the OLS coefficients and σˆ2(0) is the corresponding residual
mean square.
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Figure 3.20: Ridge trace of the concrete compressive strength data set
• Iterative method (Hoerl and Kennard, 1976): starting from the
k value computed from Eq. 3.106, a new ki value is computed using:
ki =
pσˆ2(0)
p∑
j=1
[
βˆj(ki−1)
]2 (3.107)
until the difference between ki and ki−1 is negligible.
• Ridge trace: the Ridge Trace is a two-dimensional plot of the βˆ∗
values for several values of the k parameter. If the βˆ∗ coefficients
show large fluctuations for the first values of k, it means that the ex-
planatory variables are probably correlated. When k is increased, the
fluctuations of the βˆ∗ coefficients decrease. The smallest value of k for
which the fluctuations decrease must be chosen. For larger values of k,
the regression is overfitted.
3.3.3.2 Ridge Regression example
This example shows the use of Ridge Regression to fit a concrete compressive
strength data set (see Appendix E). This data set contains 1,030 samples and
8 explanatory variables.
The ridge trace of this data set can be seen in Figure 3.20. Using the
ridge trace, it was possible to decide that k = 100 is a valid value of the
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Figure 3.21: e-insensitive loss function
ridge parameter. Using this value, the regression equation obtained was:
strength = 78.6552 + 0.0725 · CMT + 0.0487 ·BST +
+0.021 · FLY − 0.2331 ·WTR+ 0.4214 · SUP +
−0.0149 · CRS − 0.0235 · FIN + 0.0986 ·AGE (3.108)
Using OLS, the coefficients obtained were:
strength = −23.1638 + 0.1198 · CMT + 0.1038 ·BST +
+0.0879 · FLY − 0.1503 ·WTR+ 0.2907 · SUP +
+0.0180 · CRS + 0.0202 · FIN + 0.1142 ·AGE (3.109)
It is possible to observe that the signs of the explanatory variables CRS
and FIN change. It can also be observed using the ridge trace in Figure 3.20
for k = 0. It is due to the correlation between these explanatory variables,
partly solved by Ridge Regression.
3.3.4 Support Vector Regression
Support Vector Regression (SVR) is a version of SVM (see Section 3.1.1) for
function estimation.
SVR uses the e-insensitive loss function (Figure 3.21):
|ξ|e :=
{
0 if |ξ| ≤ e
|ξ| − e otherwise (3.110)
The goal of SVR is to find the flattest function that fits the training data.
The errors lower than e are not taking into consideration (the value of the
e-insensitive loss function is 0 is the region [−e,+e]) but the errors higher
than e are minimised (Smola and Schölkopf, 2004). Then, being ξ and ξ∗
non-negative slack variables (Figure 3.21), the functional in Eq. 3.6 is now
(Cherkassky and Mulier, 1998, p. 441):
Φ(w) =
1
2
(w · w) + C
n
n∑
i=1
(ξi + ξ
∗
i ) (3.111)
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subject to the constraints:
yi − (w · xi)− b ≤ e+ ξi
(w · xi) + b− yi ≤ e+ ξ∗i
ξi, ξ
∗
i , i = 1, . . . , n
(3.112)
where n is the number of samples in the data set and w are the coefficients
of the estimated linear function.
This functional can be solved in the dual form using the Lagrangian:
L (αi, βi) = −e
n∑
i=1
(αi + βi) +
n∑
i=1
yi (αi − βi) +
−1
2
n∑
i,j=1
(αi − βi) (αj − βj) (xi · xj) (3.113)
subject to the constraints:
n∑
i=1
αi =
n∑
i=1
βi
0 ≤ αi ≤ C/n, 0 ≤ βi ≤ C/n
(3.114)
Only SVs have non-zero coefficients in the solution of the Lagragian in
Eq. 3.113 (α∗ and β∗). Therefore, the regression function is given by
f(x) =
SV∑
i=1
(α∗i − β∗i ) (xi, x) + b0 (3.115)
The bias (b0) is given by:
b∗0 = ys −
SV∑
i=1
(α∗i − β∗i ) (xi · xs) (3.116)
In the case of non-linear kernels, the regression function is given by:
f(x) =
n∑
i=1
(α∗i − β∗i )K (xi, x) + b0 (3.117)
Next section includes an example of the use of SVR to compute a regres-
sion function of the Mexican hat.
3.3.4.1 SVR example: the Mexican hat
The Mexican hat is a well-known function, given by the equation:
f(x) =
2√
3σpi1/4
·
(
1− x
2
σ2
)
· e
−t2
2σ2 (3.118)
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(a) Linear kernel, C = 1000, e = 20 (b) Polynomial kernel, C = 1000, degreee =
2, e = 20
(c) RBF kernel, C = 1000, σ = 3, e = 20 (d) Gaussian kernel, C = 20, σ = 1.1, e =
20
Figure 3.22: SVR of the Mexican hat function using four kernels
In this example, a data set of 30 points from the Mexican hat was chosen
to illustrate the use of SVR. The points were randomly chosen from the
function and white Gaussian noise was added to the samples. This example
was carried out using The Spider toolbox (Weston et al., 2011) andMatlab c©.
Four different kernels were tested: linear (Eq. 3.25, C = 1000, e = 20),
polynomial (Eq. 3.26, C = 1000, degree = 2, e = 20), RBF (Eq. 3.27,
C = 1000, σ = 3, e = 20) and Gaussian (Eq. 3.28, C = 20, σ = 1.1, e =
20). The kernels were trained using the same data set.
Figure 3.22 depicts the results obtained by the kernels. The regression
function obtained by the linear kernel is shown in Figure 3.22a. The blue
line represents the Mexican hat given by Eq. 3.118 (σ = 2). The blue crosses
are the data set points. The green solid line is the regression function and
the green dashed lines are the bounds of the e-tube. Since it used a linear
kernel, the regression function computed by SVR was a straight line. The
result obtained by the polynomial kernel of degree 2 is depicted in Figure
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3.22b. Figures 3.22c and 3.22d shows the results of the RBF and Gaussian
kernels respectively.

Chapter 4
Location of relevant events in
waveforms and images
The energy production of future fusion power plants is a function of the
plasma pulse length (the longer the pulse length, the higher the energy pro-
duced). Present fusion devices have short pulse lengths (e.g. the TJ-II pulses
are shorter than a second and JET pulses usually last 10-20 seconds, and even
one minute under certain conditions). These pulse lengths will be overcome
by future fusion devices. ITER is intended to maintain plasma in steady
state up to 400 seconds with Q ∼ 5. But the ITER pulse length can be even
longer. The Hybrid Mode is intended to last up to an hour with Q ∼ 10
and the Advance Mode will last up to 30 minutes with Q ∼ 40 (Stambaugh,
2006).
During the pulse length, hundreds of physical events take place. The
identification and the location of these events is carried out by means of
visual analysis of plasma waveforms. Experts devote their time examining in
great detail each waveform in order to determine the event type (e.g. ELMs,
sawteeth, disruptions) and its temporal location. Present fusion devices
require several expert manpower to analyse the data generated during each
pulse and it will be unaffordable in future devices when the pulse length will
be up to 100 times longer.
Recently, data mining and artificial intelligence tools have been applied
to fusion databases. These methods provide fast and accurate results on
locating and identifying plasma phenomena. Moreover, they can predict
dangerous plasma phenomena (such as disruptions) before they occur (Ratta
et al., 2010). They will become essential in the next years and specially after
the first ITER plasma expected by 2019.
An important issue to take into consideration is the cost of the analysis
of the data. The visual analysis of the waveforms requires a lot of manpower
and hence, it is expensive. Computer codes are much cheaper. Their price
includes their design and maintenance / update but then, they can be run
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thousands of times without additional cost. They allow the analysis of large
quantities of data in a low-cost basis.
Another advantage of data mining techniques is their speed. Computer
codes are faster than any visual analysis carried out by experts. Visual anal-
ysis is time-intensive and the only way to speed up the process is increasing
the number of experts and thus, increasing the cost.
The deterministic behaviour of computer codes is also one of their ben-
efits. The results of an analysis using a computer code are always the same,
no matter the number of times that the program is executed. It is important
to note that it does not imply that the codes are error-free, it does just mean
that the same errors (if exist) are made. It cannot be assured by the analysis
carried out by experts. The same event can be located by two experts in two
slightly different times and even the same expert can determine two different
times for the same event. The reasons of these differences can be, among
others, a different detail level in the analysis (the higher the level of detail,
the longer the analysis time) or just an error.
Fusion experts also have a key role in the design of data mining tools.
Since they held the most extensive knowledge about plasma phenomena,
their assistance is indispensable in the development of these computer codes.
The tools that integrate the expertise in their systems are called expert sys-
tems. On the one hand, expert systems are fast and accurate and, on the
other hand, they apply expert knowledge. Since expert systems combine the
best attributes of experts and computer codes, they are valuable tools.
This chapter introduces a Universal Multi-Event Locator, a data mining
technique to determine plasma events within waveforms (Section 4.1) and
films (Section 4.2). It allows the location of single events and the location
of time slices (in waveforms) and regions (in images) of interest. It has been
applied to create expert system to locate plasma phenomena such as saw-
teeth (Section 4.1.1), disruptions (Section 4.1.2) and ELMs (Section 4.1.3)
in plasma signals, hot spots in infrared films, the identification of the most
relevant frames in visible light films (Section 4.2.1) and the identification
of regions of interest in images (Section 4.2.2) and their evolution (Section
4.2.3).
4.1 A Universal Multi-Event Locator
This Section describes an Universal Multi-Event Locator (UMEL), a tech-
nique to locate events in plasma waveforms and films (Vega et al., 2010a).
UMEL is a universal technique because it is independent from the type of the
pattern sought (peaks, drops or slope changes) and the type of waveforms
analysed (time domain or frequency domain).
UMEL provides a double capability:
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(a) 20 SVs (b) 8 SVs
(c) 13 SVs (d) 15 SVs
Figure 4.1: SVs retrieved by four SVR fits
1. It can be used as a filter to recognise signal segments or image areas
with relevant behaviour. The use of UMEL as a filter allows estab-
lishing the presence of physical events even without identifying their
type.
2. It can be applied as an exact locator of singular points within signals.
UMEL can locate physical events in a high number of experiments
and, therefore, big databases with large statistical significance can be
created in an automatic way.
UMEL bases its searching capabilities on a specific regression technique:
SVR (see Section 3.3.4). SVR fits the training data without depending on
factors such as sampling rate or noise distribution. This technique computes
a fitting function and, in addition, it retrieves a list of the points from the
training set that become Support Vectors (SVs). UMEL provides a novel
interpretation of these SVs: for the most SVs, they are the most difficult
samples to regress.
In SVM and SVR, the complexity of the model determines the number of
SVs (the higher the complexity, the larger the number of SVs). The regression
of complex data sets requires large numbers of SVs. In contrast, simple data
sets require smaller numbers of SVs. But the number of SVs does not only
depend on the complexity of the data set to regress. It also depends on the
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(a) Linear (b) RBF
(c) Gaussian (d) Polynomial
Figure 4.2: Comparison of UMEL using different types of kernel
smoothness of the regression function. Smoother functions require fewer SVs
than crispy functions.
Figure 4.1 contains four examples of SVR regressions of the same function
using a RBF kernel (Eq. 3.27). The only difference between the examples is
the set of SVM parameters (C, σ and e) chosen. The number of SVs varies
between 8 and 20 as function of the complexity of each one of the fits. But
a good fit does not mean a large number of SVs. For example, the fit shown
in Figure 4.1b is the best one (in terms of MSE1) and it only contains 8 SVs.
In contrast, the fit depicted by Figure 4.1a is poor and it contains 20 SVs.
The SVM parameters influence both, the quality of the fit and the number
of SVs. It is also possible to obtain similar fits with different number of SVs.
Figure 4.1b and Figure 4.1d shows two similar fits with different number of
SVs. The same effect can be seen comparing Figure 4.1a and Figure 4.1c.
Despite their differences, all the examples in Figure 4.1 have something
in common: the location of the SVs. In all the fits, the SVs appear in the
most difficult samples to regress (the function local maximums and mini-
mums and the beginning and the end of the signal). No SVs appear in the
straight intervals of the function between its local maximums and minimums.
Therefore, different sets of SVM parameters obtain different sets of SVs but
all of them located in close points of the original signal.
The smoothness of a SVR fit is function of four parameters:
1MSE: Mean Square Error
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1. Kernel type: it determines the equation of the SVR fit and hence, its
smoothness. There are many different kernel types e.g. linear, Gaus-
sian, polynomial or RBF. Figure 4.2 contains four examples of regres-
sions using these kernels. Figure 4.2a depicts the fit obtained using a
linear kernel. It cannot resemble the original function and it only fol-
lows the global tendency (almost an horizontal straight line). Figure
4.2b shows a fit computed using a RBF kernel. This is the best fit in
terms of MSE. Figure 4.2c contains an example of a Gaussian kernel
and finally, Figure 4.2d plots a regression computed using a polynomial
kernel.
2. Regularization parameter C: it controls the model complexity (Eq.
3.19). Large values of C produce crispy fits. On the other hand, low
values of C produce smooth regressions. Its value can be estimated
using the following equation (Cherkassky and Mulier, 1998, p. 449):
C = KC ·max (|y + 3 · std (y)| , |y − 3 · std (y)|) (4.1)
where:
y : is the mean of the function to regress
std (y) : is the standard deviation of the function to regress
KC : is a constant that can vary for different kind of
signals
3. epsilon (e): it determines the width of the e-insensitive zone (also
called e-tube since it seems to be a tube around the fit). It can be
determined using the equation (Cherkassky and Mulier, 1998, p. 449):
e = Ke · std (noise) ·
√
lnn
n
(4.2)
where:
std (noise) : is the standard deviation of the noise of the function
n : is the number of samples
lnn : is the natural logarithm of n
Ke : is a proportionality constant
From a practical point of view, and since the value of the noise is not
usually known, the value of std (noise) is replaced by std (y) where y
is the function to be fitted. Then, the value of e is tuned using the
proportionality constant Ke.
The e-tube can be identified in Figures 4.1 and 4.2 as the area sur-
rounded by green dashed lines.
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(a) Step function (b) Sinusoidal function
Figure 4.3: Examples of UMEL analysis
4. Kernel parameter(s): some kernels include a parameter, for example
the σ parameter of the RBF kernel. It is one of the most commonly
used kernels and thus, there is an equation to estimate the σ parameter
(Martinez and Martinez, 2008, p. 325):
σk = Kσ · 1.06 · std (y) · n−1/5 (4.3)
where:
std (y) : is the standard deviation of the function to regress
n : is the number of samples
Kσ : constant dependent on the type of signal to fit
Therefore, given a certain signal to regress, there are four parameters that
define the results obtained using UMEL: the kernel type, the regularization
constant KC , the e proportionality constant Ke and the kernel parameter
constant (if exist) Kσ. From here on, all the UMEL analyses will use the
RBF kernel and the following notation:
(RBF kernel,KC ,Ke,Kσ) (4.4)
Using UMEL, not all the SVs have the same degree of relevance. The
SVs that lie on or outside the e-tube are called External Support Vectors
(ESVs). In contrast, the SVs within the e-tube are called Internal Support
Vectors (ISVs):
ESV ⊆ SV ∀i ∈ ESV, |yi − f (xi)| ≥ e (4.5)
ISV ⊆ SV ∀i ∈ ISV, |yi − f (xi)| < e (4.6)
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ISVs are necessary samples for the regression estimation, but they do not
provide the same degree of relevance that can be assigned to ESVs. UMEL
proposes a novel interpretation of ESVs: the SVs that become ESVs are the
most difficult samples to regress (they cannot be fitted inside the e-tube)
and these SVs provide essential information in the regression process. ESVs
reveal the occurrence of special patterns inside a signal: peaks, high gradients
or segments with different morphological structure in relation to the bulk of
the signal.
Figure 4.3 depicts two examples of UMEL using a step function and a
sinusoidal function. The green dashed lines delimit the e-tube. Then, the
SVs within these lines are ISVs (cyan squares) and the SVs outside the e-
tube are ESVs (red circles). The ESVs appear in the most difficult samples
to regress. In the case of the step function (Figure 4.3a), the samples around
the step become ESVs. Some ISVs can be found inside the e-tube. In the case
of the sinusoidal function (Figure 4.3b), the ESVs appear at the beginning
of the function and at the maximum an the minimum of the function.
Most of the plasma phenomena are characterised by high frequency com-
ponents in the time domain (spikes, drops, rapid slope changes, etc.). For
example, an ELM is recognised as a spike in the Dα signal accompanied by a
drop in the diamagnetic energy as well as a drop of the plasma density at the
plasma edge. A disruption is identified by a fast drop in the plasma current
at the same time that the plasma voltage peaks. Therefore, it is possible to
apply UMEL to locate these events. Next sections contain the application
of UMEL to the location of plasma phenomena such as sawteeth (Section
4.1.1), disruptions (Section 4.1.2) and ELMs (Section 4.1.3).
4.1.1 Sawteeth location using UMEL
Sawteeth are instabilities at the plasma core that cause a release of energy
from the core to the edge (see Section 2.2.3). Sawteeth can be identified, for
example, using the plasma temperature or density, as a regular cycle of rises
and falls. It is also possible to detect sawteeth using the X-ray emission.
In addition, using different chords of soft X-ray emission at different plasma
radii, it is possible to measure the plasma diffusivity as function of the time
difference between a sawtooth at the different radii.
Figure 4.4 contains an example of soft X-ray signals at different radii.
The plots are sorted is ascending radius order (the waveform at the top
corresponds to the plasma core and the one at the bottom is the X-ray
emission at the plasma edge). The central plot corresponds to the inversion
radius (q = 1). At the inversion radius, the sawteeth drops are revealed by
small spikes. For larger radii, the X-ray emission crash up to a maximum
(heat pulse) followed by a slow decreasing.
Using the central chords (Figure 4.4 upper graph), it is possible to deter-
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Figure 4.4: Sawteeth activity, JET pulse 60906
mine the exact time of the sawteeth crashes. UMEL can be applied to locate
the X-ray emission falls and hence, to determine the times of the sawteeth.
The ESVs appear in the most difficult samples to regress, in this case, the
points around every single fall.
Figure 4.5 depicts the location of sawteeth using UMEL. The exact times
of the sawteeth are determined using the central chord (upper graph). The
times of the sawteeth are also computed at the different radii in order to
quantify the plasma diffusivity. The solid green line represent the SVR fit
(using a RBF kernel) and the green dashed lines are the bounds of the e-
tube. The ESVs (red circles) appear in the most difficult samples to regress
(the ones located close to the falls). In the case of the chords at the plasma
edge, the ESVs are located in the samples of the X-ray emission spikes.
If the times of the sawteeth are determined at different radii, they can
be used to quantify the plasma diffusivity. According to the time-to-peak
method, it is possible to compute the plasma diffusivity as (Soler and Callen,
1979):
χe =
r2 − r2inversion
8tp
(4.7)
where:
r : is the plasma radius where the χe is measured
rinversion : is the radius where the sawtooth inversion takes place
tp : is the sawtooth time difference between the inversion
radius and r
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Figure 4.5: Location of sawteeth using UMEL, JET pulse 60906
(a) X-ray emission of a sawtooth (b) X-ray detail
Figure 4.6: Plasma diffusivity, JET pulse 60906
Since the radial coordinates of the soft X-ray chords are known beforehand,
UMEL allows the automatic determination of χe.
Figure 4.6 contains an example of the measurement of tp. Figure 4.6a
shows the time evolution of a sawtooth in an interval of 170 ms. If we zoom
in an interval of 4 ms around the sawtooth, it is possible to check that the
sawtooth is slightly delayed in the edge chords (Figure 4.6b). Then, the
time tp is measured as the time difference between the sawtooth time at the
inversion radius (Figure 4.6b upper graph, tinversion = 21.4940 s) and the
sawtooth time at the edge (Figure 4.6b lower graph, tr = 21.4944 s). In this
case, tp = 0.4 ms.
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(a) Non-disruptive plasma, JET pulse
71023
(b) Disruptive plasma, JET pulse 71025
Figure 4.7: Example of a disruptive and a non-disruptive plasma
4.1.2 Disruption location using UMEL
Disruptions are plasma instabilities that cause a loss of confinement (see
Section 2.2.4). During plasma operation, different types of disruptions can
appear. The most dangerous ones can be hazardous to the integrity of the
fusion device and hence, they must be avoided.
Disruption times can be recognised in plasma waveform using the plasma
current and the loop voltage. When a disruption takes place, the plasma
current plummets and a spike appears in the loop voltage signal. Figure
4.7b shows the loop voltage and the plasma current of a disruptive discharge
(JET pulse 71025). In non-disruptive discharges, it is also possible to observe
a spike in the loop voltage, but the plasma current gradually decreases until
it reaches 0 (Figure 4.7a, JET pulse 71023).
Both signals (plasma current and loop voltage) are necessary for the
recognition of disruptions. For example, a spike appears at the beginning of
every pulse in the plasma loop voltage but there is not loss of the plasma
current. In addition, sometimes it is possible to find a fast reduction of the
plasma current but without a peak of the plasma loop voltage. This cases
are not disruptions and can be misjudged if only one of the signals is used
in the identification of the disruptions.
In order to locate disruptions using UMEL, both signals are fitted using
the parameters (RBF kernel, KC = 1, Ke = 30, Kσ = 1). Since the most
difficult samples to regress are the points located in the loop voltage spikes
and the plasma current drops, ESVs appear in these samples. Figure 4.7
shows the fit of the plasma current and loop voltage in a non-disruptive
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Disruptive 343 pulses
Detected (true positives) 321 (93.59%)
Missed (false negatives) 22 (6.41%)
Non-disruptive 4,057 pulses
Successes (true negatives) 4,036 (99.48%)
Errors (false positives) 21 (0.52%)
Total 4,400 pulses
Successes 4,357 (99.02%)
Errors 43 (0.98%)
Table 4.1: Results of the disruptions location
discharge and in a disruptive one. The disruptive discharge can be recognised
due to the simultaneous presence of ESVs in the plasma current and loop
voltage.
UMEL can be applied to the off-line location of the existing disruptions
in the JET database. The determined disruption times can be used to build
automatic on-line disruption predictors (Ratta et al., 2010). Since the num-
ber of samples in both signal is low (average 1000 samples per signal), the
computation times are very short (0.33 s per signal using an Intel R© CoreTM
2 Quad CPU Q9300 2.50GHz, 1.95GB RAM).
The disruptions from a JET database of 4,400 discharges (in the pulse
range from 65115 to 70722) were located using UMEL. The database con-
tained 343 disruptive pulses and 4,057 non-disruptive ones. The results ob-
tained by the method can be seen in Table 4.1. The success rate was 99.02%
(4,357 dicharges properly recognised) and the error rate was 0.98% (43 dis-
charges misclassified).
4.1.3 ELMs location using UMEL
Edge Localised Modes (ELMs) are instabilities occurring in the edge of H-
mode plasmas (see Section 2.2.2). Most ELMs taking place in tokamak
experiments are not indexed and thus it is not easy to study them. Average
ELMs’ studies contain dozens of ELMs, a reduce set of the ELMs available
in the JET database. For example, JET pulses can contain more than one
hundred ELMs each and the JET database currently contains more than
80,000 pulses (not all the pulses contain ELMs).
Previous work has been done in developing an automatic ELM classifica-
tion system (Duro et al., 2009). This tool uses the ELMs times as an input
and classifies them as Type I or Type III. It has been tested using a small
set of 256 ELMs (122 training and 143 test) manually located by experts.
In order to apply this system to a wide range of discharges, it is necessary
to provide an automatic tool to locate ELMs without human intervention.
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Figure 4.8: ELMs location, step 1. H-mode location. JET pulse 73337
Present software codes to locate ELMs are completely dependent on wave-
form amplitudes and noise. Therefore, if the amplitude or noise changes
from one discharge to another (or even in a single discharge), the software
must be tuned.
This section describes the application of UMEL to the location of ELMs
in plasma pulses (González et al., 2010a). The method described here can
be applied to a wide range of plasma discharges without human intervention
or modification of the code. It is made up of two steps: the location of the
temporal interval with ELMs (Section 4.1.3.1) and the location of individual
ELMs (Section 4.1.3.2). This method has been applied to a JET databases
of more than 1,200 JET pulses, locating more than 220,000 ELMs.
4.1.3.1 Location of the temporal interval with ELMs
The typical sequence of a plasma pulse starts with the plasma in L-mode.
Then, when auxiliary power is injected to the plasma above a certain power
threshold, the plasma reaches H-mode. The plasma returns to L-mode af-
ter the injected power is stopped. ELMs take place only during the time
the plasma is in H-mode and, in JET, there is no H-mode without ELMs.
Therefore, the location of the H-mode implies the determination of the re-
gion where ELMs appear and vice versa. The focus of this step is to delimit
the time interval in which ELMs appear rather than the location of every
single ELM, so this phase is actually a gross H-mode locator system.
This step save computational time in the individual ELMs location car-
ried out in the next step. It makes no sense to look for ELMs in L-mode
segments and thus, ELMs are only sought in the H-mode region. Three
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sequential tasks are carried out within this step: Dα normalisation, dimen-
sionality reduction and H-mode location.
Normalisation of the Dα waveform. In order to optimise the computa-
tion of the SVR regression and allow the use of the same UMEL parameters
in a wide range of discharges, the Dα signal is normalised between 0 and 1.
The normalisation chosen is:
Dα, normalised =
Dα −min (Dα)
max (Dα)−min (Dα) (4.8)
Dimensionality reduction. The computation time of the SVR regression
can be reduced significantly reducing the number of samples to regress. Since
this is a gross H-mode locator, a high decomposition level of the Wavelet
transform (see Section 3.2.3) can be used to reduce the number of samples
to regress without precision problems. The approximation coefficients of the
wavelet transform are used as approximation of the Dα waveform. These
coefficients retain the most relevant signal information in both, the time and
frequency domains.
The wavelet decomposition level has been set to 5. For example, a signal
with 150,000 samples is reduced to 4,688 samples.
H-mode location. The capability of UMEL to locate time segments with
relevant behaviour has been applied to locate the H-mode time interval in
a plasma discharge. Given a pulse number, a SVR regression is computed
using the wavelet approximation coefficients of the Dα signal. The chosen
UMEL parameters are (RBF kernel, KC = 1, Ke = 10, Kσ = 20). The upper
graph in Figure 4.8 shows an example of the ESVs obtained by UMEL in
JET pulse 73337.
Then, an histogram of the ESVs in time windows of 0.1 s length is com-
puted (Figure 4.8, lower graph). This histogram defines the temporal seg-
ment that has been more difficult to regress, and therefore, the time slice
where the Dα signal contains high frequency components (peaks). This tem-
poral slice corresponds to the H-mode region and therefore, the time slice
with ELM activity. The borders of this region are the first and the last
bins with more ESVs than a certain decision value. This decision value is
computed as:
dvalue = K ·
∑N
i=1ESVi
N
(4.9)
where:
K : constant depending on the discharge range
ESVi : number of ELMs in the bin i
N : number of bins with ELMs
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(a) Dα peaks location (b) ESVs combination
Figure 4.9: ELMs location, step 2. Example of Dα peak location and ESVs
combination, JET pulse 73337
The constant K has been set to 0.5. It is important to note that this
value has been used for the detection of the time interval with ELMs in all
the discharges in the pulses analysed in Section 4.1.3.3.
The outputs of this step are the borders of the time interval with ELMs.
This time interval can be also computed without using the wavelet trans-
form. On the one hand, the borders of the time slice are more accurately
determined (it is not needed here since this is just a gross estimation of the
H-mode region) but on the other hand, the computation time is significantly
larger. For example, using a waveform with 121,072 samples, the SVR takes
379 s while the SVR of a waveform with 4,096 samples plus the wavelet
transform computation time is 6.32 s (using a Intel R© CoreTM 2 Quad CPU
Q9300 2.50GHz, 1.95GB RAM).
4.1.3.2 Location of single ELMs
Usually, ELMs are localised by means of visual analysis. The process consists
of recognizing peaks in the Hα/Dα signals that are synchronous with a drop
in the stored diamagnetic energy. This step executes this process. Since
the Dα signal typically has a better signal-to noise ratio, the ELMs location
process begins searching peaks in this signal. Then, simultaneous drops in
the diamagnetic energy are sought. This searching process is limited to the
time interval determined in the previous step.
The location of ELMs is carried out in four steps: Dα peak location, ESVs
combination, diamagnetic energy division and combination of information.
Dα peak location. Since the Dα signal has a better signal-to noise ratio
than the diamagnetic energy signal, the location of the peaks caused by
ELMs in the Dα signal is easier. This step locates the peaks in the Dα
signal that are candidates to be ELMs. It is important to note that not all
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these peaks are ELMs (it must be checked using the diamagnetic energy).
The location of peaks in the Dα waveform is performed using UMEL (RBF
kernel, KC = 1, Ke = 8, Kσ = 50).
Figure 4.9a shows the location of ELMs in JET pulse 73337. The points
of the waveform outside the e-tube become ESVs. Although the SVR fit
can seem a straight line, it is adapted to the low frequency shape of the Dα
waveform. The identification of peaks as the points above a certain threshold
is not valid since ELMs have different amplitudes and the Dα amplitude can
vary from one pulse to another. The main advantage of using UMEL resides
in the fact that UMEL looks for samples that do not fit a smooth regression,
independently of their amplitudes.
ESVs combination. As it can be observed in Figure 4.9a, more than one
ESV appears on each peak of the Dα signal. This step concentrates all the
ESVs of each peak in a single one. The selected point is the Dα sample with
the highest amplitude. After this task, each peak is represented by just one
ESV.
Figure 4.9b contains the result of this step using the peaks in Figure 4.9a
as inputs. After this step, only one ESV remains on each peak, located in
the maximum of the Dα waveform.
Diamagnetic energy division. The diamagnetic energy waveform is di-
vided into small segments around the time of each Dα peak located in the
previous step. These segments must allow the identification of the drops of
the diamagnetic energy without possible confusion from signal noise. It has
been empirically determined that a segment of 35 ms is enough for a clear
recognition of the diamagnetic energy drops. Then, the time windows of the
diamagnetic energy are determined as [Dα peak− 0.005, Dα peak + 0.03].
Figure 4.10 shows the time windows computed for the Dα peaks located
in the previous tasks. As it can be seen, the peaks of the Dα waveform is
not located in the centre of the windows. It simplifies the recognition of the
drops of the diamagnetic energy carried out in the next task.
Combination of information. The last step of this method locates drops
in the diamagnetic time windows determined in the previous step. UMEL is
used again as event locator (RBF kernel, KC = 100, Ke = 1, Kσ = 100,000).
It is not possible to set a simple threshold to determine the drop in the
diamagnetic energy because the amplitude of the waveform changes from
one pulse to another.
On the one hand, if one or more ESVs are found in the diamagnetic
energy at a maximum distance of 5 ms from the Dα peak, it is recognised
as an ELM. In this case, the time instant of the ELM is determined as the
time of the maximum value of the diamagnetic energy just before the drop.
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Figure 4.10: ELMs location, step 2. Division of the diamagnetic energy
example, JET pulse 73337
(a) Dα peak time: 20.708 s (b) Dα peak time: 20.808 s
Figure 4.11: ELMs location, step 2. Example of the diamagnetic energy
drops location, JET pulse 73337
On the other hand, if not ESVs are found in the diamagnetic energy within
5 ms from the Dα peak, it is discarded.
Figure 4.11 contains two examples of the analysis of the diamagnetic
energy drop for two of the Dα peaks (solid cyan lines) previously located. In
both cases, ESVs appear within 5 ms (cyan dashed lines) from the Dα peaks
and therefore, these peaks are recognised as ELMs.
4.1.3.3 Results of ELMs detection in JET
The ELM location method was applied to a JET database of more than
1,200 pulses in the range [73337, 78156]. 226,751 ELMs were identified in
these pulses.
Due to the lack of a large ELMs database, the performance of the ELM
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Period (s) Number of ELMs Period (s) Number of ELMs
< 0.01 3,200 0.04 to 0.05 19,809
0.01 to 0.02 56,550 0.05 to 0.06 11,409
0.02 to 0.03 61,373 0.06 to 0.07 6,800
0.03 to 0.04 30,100 0.07 to 0.08 4,000
Table 4.2: Distribution of the periods of the located ELMs
location method was tested comparing its results with the ELMs manually
located by experts in 20 JET discharges from the above range. The method
reached a success rate of 95% in the location of ELMs.
Table 4.2 shows the number of ELMs located for different time periods
(the time difference between one ELM and the next one). The most common
period was between 0.02 and 0.03 s with 61,373 ELMs.
4.1.4 Analysis of the temperature profiles during ELMs
The automated determination of the ELMs’ times carried out in Section
4.1.3 allows the study of the ELMs’ phenomenology using a large database of
ELMs. One relevant topic related to the ELMs is the study of the dynamics of
the electron temperature profile during an ELM crash and more specifically,
the study of the ETB (see Section 2.2.1) during an ELM (González et al.,
2012c).
As it has been explained in Section 4.1.3, ELMs cause a reduction in den-
sity and temperature in the edge of the plasma. It deteriorates the ETB2 and
therefore, the plasma confinement degrades. Different plasma configurations
lead to different confinement degradation during ELMs and therefore, it is
worth studying the effect of each parameter in the degradation of the ETB.
The electron temperature (ET) profile measure the temperature of the
plasma electrons along the major radius of the fusion device. In JET, the
ET can be measured using the electron cyclotron emission (ECE) diagnostic
(de la Luna et al., 2004). At each time, the ECE measures the ET at 96
different radial positions and a bandwidth of 5 kHz. Using a sampling rate
of 250 kHz, it provides up to 3 s of data collection. Figure 4.12 contains
two examples of the ET profile using the ECE diagnostic from JET pulse
733326. The measurement in Figure 4.12a shows a L-mode instant (t =
11.630 s) and the one in Figure 4.12b depicts a H-mode instant (t = 19.000
s). Each dot represents a measurement of the ECE diagnostic. It is possible
to observe that the temperature raises from the plasma edge to the centre
and the temperature reached in H-mode is higher than in L-mode.
The ETB can be recognised as a high step gradient in the ET close to the
plasma edge in H-mode plasmas. Here, this gradient has been called edge
2ETB: Edge Transport Barrier (recall)
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(a) t = 11.630 s (b) t = 19.000 s
Figure 4.12: Two measurements of the electron temperature profile using the
ECE diagnostics, JET pulse 73326
temperature gradient (ETG). It causes an increment of the plasma pressure
at the centre and therefore, the temperature of the electrons raises. Figure
4.13 contains two examples from JET pulse 78073. In Figure 4.13a, the
plasma is in L-mode (t = 8.100 s) and thus, the ETG does not appear. In
contrast, Figure 4.13b depicts a H-mode instant (t = 9.400 s). The ETG
appears close to the plasma edge (approx. 3.819 m). It has been emphasised
using a red circle. The scale of the ET has been plotted in blue on the left
of Figures 4.13a and 4.13b.
In order to simplify the automated recognition of the ETG, a new pa-
rameter called Steep Gradient Temperature (SGT) has been introduced. It
estimates the steepness of the ET and it is equal to the ET difference between
two consecutive radial points:
SGT (i) =
ET (i)− ET (i+ 1)
r(i+ 1)− r(i) (4.10)
where r(i) is the plasma radius where ET (i) has been measured and i is a
radial position (i = 1, . . . , 95). In Figure 4.13, the SGT has been plotted
using a green line with diamonds. The scale of the SGT appears in green on
the right-hand side of Figures 4.13a and 4.13b.
Since the ETG has been defined as a high steep gradient of the ET close
to the plasma edge, it can be easily located in H-mode plasmas at the radial
position close to the plasma edge where the SGT peaks. In Figure 4.13b,
there is a clear peak of the SGT at the ETB. In contrast, the SGT does not
peak at the plasma edge in L-mode plasmas (Figure 4.13a).
The ET profile of the plasma steadily decreases from the plasma centre
to its edge. As a result, the SGT oscillates around a certain value and finally
it peaks at the ETG close to the plasma edge. The value around which
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(a) L-mode plasma, t = 8.100 s (b) H-mode plasma, t = 9.400 s
Figure 4.13: Examples of temperature profiles in L and H modes, JET pulse
78073
the SGT oscillates has been called Steep Gradient Baseline (SGB) and it is
computed and the mean value of the SGT from the plasma centre to two
radial positions before the ETG:
SGB = mean (SGT ( c ), SGT ( c+ 1 ), . . . , SGT ( j − 2 )) (4.11)
where c is the radial position of the centre of the plasma and j is the radial
position of the ETB. Since the SGB is a single value, it has been plotted
using a magenta horizontal line in Figure 4.13. In Figure 4.13a the plasma
is in L-mode. The ET decreases from the centre to the edge of the plasma
without high gradients and therefore, there is a small difference between the
SGB and the SGT at the plasma edge (27.94 eV). In contrast, the plasma in
Figure 4.13b is in H-mode and therefore, there is a large difference between
the SGB and the SGT at the plasma edge (136.11 eV).
It is possible to quantify the ETG of a H-mode plasma using the SGB
as a reference of the temperature gradient. This value has been called edge
temperature gradient coefficient (ETGcoef ) and it is estimated as the highest
value of the SGT close to the plasma edge (SGTETB) by the SGB:
ETGcoef =
SGTETB
SGB
(4.12)
The larger difference between the SGTETB and the SGB, the higher
value of the ETGcoef . The ETGcoef is equal to 1 if SGTETG = SGB. It
implies that the SGT at the plasma core is equal to the SGT and the plasma
edge (there is no ETB). The ETGcoef could be lower than 1 if the temper-
ature gradient at the ETB is lower than the mean temperature gradient at
the plasma core.
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4.1.4.1 Degradation of the temperature gradient between two
times
In order to measure the degradation of the ETG at a certain time, it is
necessary to determine a reference time to compare it. Here, the ETGcoef of
the reference time have been called ETGrefcoef . Then, the degradation of the
ETG between a time t (ETGtcoef ) and the reference time is computed as:
degrad
(
ETGrefcoef , ETG
t
coef
)
= 1− ETG
t
coef − 1
ETGrefcoef − 1
(4.13)
The degradation of the ETG is equal to 1 (100%) if ETGtcoef is equal
to 1—there is no ETB. In contrast, the degradation is 0 (0%) if ETGrefcoef =
ETGtcoef—the gradients at both times are similar. The degradation could
be lower than zero if the gradient at the time t is higher than the gradient
at the reference time—there is no degradation (ETGtcoef > ETG
ref
coef ).
On studying two close times (within a few milliseconds) the ET at the
plasma core is almost constant. Thus, the SGB is not altered and it is
possible to consider that SGBref ≈ SGBt. Using this simplification and
substituting the value of the ETGcoef from Eq. 4.12 into Eq. 4.13:
degrad
(
ETGrefcoef , ETG
t
coef
)
= 1−
SGT tETB
SGB
− 1
SGT refETB
SGB
− 1
= 1− SGT
t
ETB − SGB
SGT refETB − SGB
=
SGT refETB −SGB − SGT tETB +SGB
SGT refETB − SGB
=
SGT refETB − SGT tETB
SGT refETB − SGB
(4.14)
Using this equation, the degradation of the ETG between two times
is computed as the difference between the SGTETB at the reference time
and t by the difference between the STGETB at the reference time and the
SGB. As previously, the degradation is 1 (100%) if there is no ETB at t
(SGT tETB = SGB) and 0 (0%) if the amplitude of the temperature gradient
at the ETB at t is equal to the one at the reference (SGT tETB = SGT
ref
ETB).
4.1.4.2 Degradation of the ETG during ELMs
The degradation of the ETG caused by an ELM’s crash can be studied using
the ET profile. The reduction in density and temperature in the edge of the
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Figure 4.14: Example of the evolution of the temperature profile during an
ELM, JET pulse 73337
plasma leads to a fall of the ETG. The density and temperature raise after
the ELM and the ETG appears again at the plasma edge.
Figure 4.14 depicts the evolution of the electron temperature of an ELM
of JET pulse 73337. The ELM takes place at t = 21.208 s. Before the
ELM, the ETG can be clearly seen in the ET profile (it has been emphasised
using a red circle). At the ELM time, the ETG disappears and the ET
profile is almost a straight line. After the ELM, the ETG slowly recovers its
temperature gradient.
This technique of quantification of the degradation of the ETG was ap-
plied to analyse the ETG during ELMs in JET. The ELMs were automati-
cally located using the methodology described in Section 4.1.3. Since the ET
profile was not always available, only a subset of the ELMs located in Section
4.1.3.3 were studied (more than 700 pulses from JET campaigns from C15a
to C26 and more than 46,000 ELMs). Here, the reference time was set to the
ELM time minus 2 ms (ELM −2) and the time where the ETG degradation
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Pulses ELMs ELMs with mean ETG degradationETG recovered (non-recovered cases)
Campaign 15a
8 846 455 (53.786%) 22.710%
Campaign 15b
23 1,136 463 (40.757%) 27.235%
Campaigns 16, 17
138 8,893 3,088 (34.724%) 22.263%
Campaign 18
19 863 283 (32.797%) 20.363%
Campaign 19
5 74 14 (18.919%) 37.958%
Campaign 20
67 3,762 509 (13.530%) 30.761%
Campaign 21
39 2,425 635 (26.186%) 28.668%
Campaign 22
49 2,594 408 (15.729%) 24.791%
Campaign 23
108 6,293 1,233 (19.593%) 21.642%
Campaign 24
10 436 48 (11.009%) 33.772%
Campaign 25
60 2,586 527 (20.379%) 26.126%
Campaign 26
222 16,279 3,687 (22.649%) 22.376%
Total
748 46,187 11,350 (24.574%) 23.948%
Table 4.3: ETG degradation results at ELM time + 2 ms in JET
is quantified was set to the ELM time plus 2 ms (ELM + 2).
Table 4.3 shows the results obtained after the analysis of the ETG. The
first column contains the number of pulses of each campaign that were anal-
ysed. The second one shows the number of ELMs analysed for each cam-
paign. The number of ELMs that had recovered the initial ETG 2 ms after
the ELMs’ times (degrad
(
ETGELM−2coef , ETG
ELM+2
coef
)
≤ 0) is shown in the
third column. This experiment showed that 11,350 (24.574%) ELMs had re-
covered their ETG 2 ms after the ELMs’ times. Therefore, there were 34,837
(75.426%) ELMs with a degradation higher than 0. Finally, the last column
of Table 4.3 contains the ETG degradation of the ELMs with a degradation
higher than 0, 2 ms after the ELMs’ crashes. The mean ETG degradation
was 23.948%.
Figure 4.15 depicts the results obtained in the experiment. Both graphs
(4.15a and 4.15b) shows the histogram of the degradation of the ETG 2 ms
after the ELMs’ times (number of ELMs versus degradation). The difference
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(a) Degradation of all the ELMs 2 ms after
each ELM
(b) Degradation of the ELM with a degra-
dation higher than 0 2 ms after the ELM
time (last column of Table 4.3)
Figure 4.15: Distribution of the ETG degradation results
between both is that Figure 4.15a includes the ELMs where the degradation
is lower or equal to zero and Figure 4.15b does not (these are the results
shown in the last column of Table 4.3).
4.1.5 Discussion
Section 4.1 has introduced UMEL, an Universal Multi-Event Locator. UMEL
has been used to build three expert systems to locate ELMs, disruptions and
sawteeth.
Usually, plasma phenomena is characterised by high frequency events in
waveforms (spikes, peaks or falls). Then, it could be thought that other ex-
isting techniques to locate high frequency events in signals, such as wavelets
(see Section 3.2.3), can provide similar results. Using wavelets, it is possible
to find a local discriminant base as described in (Saito and Coifman, 1995).
Using this base, high frequency events can be located. But the searching
capabilities of UMEL are not restricted to high-frequency events. It also lo-
cates segments of waveforms that show special patterns although they have
low frequencies.
Figure 4.16 contains an example of the analysis of a sinusoidal function
using wavelets and UMEL. The absolute values of the detail coefficients of
the sinusoidal function have been plotted in Figure 4.16a. It is possible
to observe that the largest values of the detail coefficients are located in the
straight segments of the sinusoidal function—these are the points with largest
amplitude differences and therefore, their wavelet detail coefficients are the
largest ones (vertical green lines). Unfortunately, these segments are not the
ones that provide the most interesting information. Figure 4.16b depicts the
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(a) Wavelet detail coefficients (b) UMEL analysis
Figure 4.16: Comparison of UMEL versus wavelets
analysis performed using UMEL. In this case, ESVs appear exactly in the
points where the wavelet detail coefficients have bottomed out. The points
where the ESVs appear are the most relevant ones of the waveform.
It is also worth mentioning that UMEL cannot be computed using a
different regression technique. In SVR, the regression fit is function of the
width of the e-tube. As a consequence, the fit is different for different values
of the e parameter. Therefore, the ESVs cannot be obtained using a differ-
ent regression technique just by locating the samples with a residual value
larger or equal than e. It is also important to bring up that ISVs cannot
be determined using a different regression technique and they provide useful
information as it will be explained in the next section.
Finally, the importance of the selection of the UMEL parameters should
be pointed out. The SVR kernel, KC , Ke and Kσ must be chosen accor-
dantly to the phenomena that are being located in waveforms. Each type of
event requires different parameters that must be fixed before the analysis.
Fortunately, once these parameters have been fixed, they can be applied to
a wide range of plasma discharges without changes.
4.2 Analysis of 2D using UMEL
In the last few years, the use of cameras as plasma diagnostics has spread
along the fusion community. Cameras allow the visualization of the pro-
cesses taking place inside the vacuum vessel in both the visible and the
infrared spectrum. These new diagnostics have been used, among others, for
thermography of the Plasma Facing Components (PFCs) and the divertor
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tiles, the analysis of power and energy fluxes deposition or the analysis of
impurities.
ITER (see Section 2.3.4) is intended to use cameras as a main source
of information for both data acquisition and control. The camera network
planned for ITER consists of 36 infrared and visible views of the vacuum
vessel that will generate data at a rate of 10 GByte/s. As a consequence,
the analysis of the data generated by cameras in present and future devices
is a daunting task.
The only option to interpret the data generated by cameras is probably
the use of automatic analysis tools. These tools convert the sequences of
frames into control signals, new entries in databases or intelligible figures
for different plasma studies. It is possible to distinguish two main groups of
image analysis applications:
1. Real-time applications: they monitor the plasma state in real time
and they are able to send control signals, such as alarms, if they detect
dangerous events.
2. Off-line applications: their calculations require more time and there-
fore they cannot be applied in on-line control. They locate and deter-
mine the existence of plasma events such as ELMs of Multifaceted
Asymmetric Radiations From the Edge (MARFEs).
In the first group, it is worth mentioning the measure of the temperature
of the PFCs using infrared cameras and the tracking of pellets3. The PFCs’
temperature measurement is carried out using the intensity of the pixels in
fixed image’s areas. It has been applied in JET (Gauthier et al., 2007) and
it has been implemented using FPGAs4 in Tore Supra (Martin et al., 2010).
The variety of applications of the second group is higher. The off-line
analysis allows more complex calculation and thus, more sophisticate studies.
One of the problems addressed using off-line analysis is the tracking of dust
inside the vacuum vessel. Most of this dust is generated by the erosion
of the PFCs. When the concentration of dust is high, it risks the plasma
operation. The tacking of dust during plasma operation has been carried
out in ASDEX and Tore Supra in 2D (Hong et al., 2010) and in NSTX
in 3D using two cameras simultaneously (Roquemore et al., 2007). These
applications allow the study of dust trajectories and how plasma is affected
by their existence.
MARFEs have also drawn the attention of scientists. They are insta-
bilities that can reduce the plasma confinement and they can also cause
disruptions. MARFEs can be identified using visible light cameras. This
phenomenon has been identified in JET using optical flow methods (Craci-
3Pellet: millimetric ball of frozen hydrogen isotopes for fuelling plasma
4FPGA: Field Programmable Gate Array
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unescu et al., 2011) and Cellular Nonlinear Networks (CNN) (Murari et al.,
2011).
The pattern recognition techniques applied to images also belong to the
second group. The search of patterns inside images is very time consuming
and thus, it cannot be applied on-line. One example is the location of pat-
terns in JET films (Vega et al., 2009a). The pattern selected by a user is
sought in the frames database. The retrieved patterns are ordered using a
similarity measure.
The methods of image classification lay in the border of both groups. The
use of these methods can be on-line or off-line depending on the method used
to solve the problem. An example of image classification is the classification
of the Thomson scattering in the TJ-II stellarator using conformal predictors
(Vega et al., 2010b).
The analysis of images using UMEL belongs to the group of off-line ap-
plications. It can be applied with a two-fold purpose (González et al., 2010):
1. Temporal location of events: it consists in locating the frames
where single events or a set of events take place. The times of the
events are given by the times of the frames where they have been
located. It is described in Section 4.2.1.
2. Detection of regions of interest (ROIs): in an image, all the pixels
do not contain the same amount of information and thus, they do not
have the same relevance. For example, the pixels in the background
of an image contain less information—they are less relevant—than the
pixels in the focus of the image. A ROI is a set of connected (adjacent)
pixels with a high degree of relevance. Using UMEL, the pixels where
ESVs appear are the pixels with the highest relevance (see Section
4.2.2). In addition, it is possible to study the evolution of the ROIs
using heat maps (see Section 4.2.3).
UMEL computes every single frame independently, so it is easily paral-
lelisable. The frames are analysed one by one and once all frames have been
processed, the results are put together and interpreted in order to identify
events and to study the evolution of ROIs. It does not make any distinction
between types of films and thus, it can be applied to infrared and visible
light films.
A regression surface must be computed for every frame that is being
analysed. Figure 4.17 contains a real example from JET visible light camera
KL8, pulse 69787. Figure 4.17a shows the original frame. The 3D surface
generated by this frame is shown in Figure 4.17b. The height of each pixel
corresponds to its intensity. Then, a 3D fit of this surface is computed using
SVR (Figure 4.17d). The pixels with a high-intensity gradient become ESVs
because they are the most difficult points to fit. Figure 4.17c contains the
4.2. Analysis of 2D using UMEL 103
(a) Visible light original frame (b) 3D frame surface
(c) Original frame and ESVs (in
red)
(d) 3D SVR fit
Figure 4.17: Example of UMEL application to images
ESVs found and their locations in the original image. In addition, some ISVs
appear in the essential pixels to define the fitting surface.
4.2.1 Event location in films
One of the UMEL capabilities is the location of events in plasma films. SVs
appear in those areas with a high intensity gradient between pixels and those
areas that are difficult to regress. In the case of visible light and infrared
films, these high gradient zones correspond to high-emission areas.
In infrared films, the most interesting events are hot spots. These events
are hits of the plasma against the PFCs that cause an increase of their
temperature. In infrared films, hot spots are detected due to a sudden aug-
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(a) Number of SVs in each frame (b) Frame 206
Figure 4.18: Infrared film analysis using UMEL, JET pulse 70231
mentation of the intensity of the pixels in the hottest areas. It makes the
number of SVs rise abruptly. Figure 4.18 contains an example of the study
of an infrared film (JET pulse 70231). Figure 4.18a shows the number of
SVs found in each frame of the film. Each one of the peaks in this figure
corresponds to a hot spot. Figure 4.18b depicts the frame with the maximum
number of SVs (frame 206). Most of the SVs appear in the divertor tiles, the
hottest area of the image.
It is also possible to locate events of interest in visible light films. In
this case, these events can correspond to MARFEs, disruptions, pellets or
Unknown Flying Objects (UFOs), among others. All these events cause an
increase of the emission of light from the plasma and hence, a rise in the
pixels intensity. Figure 4.19 contains an example of the analysis of a visible
light film from JET pulse 69787. Figure 4.19a shows the number of SVs
detected in each frame. Figure 4.19b depicts the frame with the highest
number of SVs (frame 804). The time instant of this frame corresponds to
the time of a plasma disruption.
The location of peaks and events in the graphs of Figure 4.18a and 4.19a
can be addressed in an automatic way using UMEL. The number of SVs in
each frame can be fitted using SVR as it has been explained in Section 4.1.
The ESVs appear in the high frequency points, and in this case, these points
correspond to hot spots in the infrared films and MARFEs, disruptions and
other events in visible light films.
4.2.2 Detection of ROIs
One important use of UMEL is the location of ROIs in images. Since all the
pixels in an image do not contain the same amount of information, not all
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(a) Number of SVs in each frame (b) Frame 804
Figure 4.19: Visible light film analysis using UMEL, JET pulse 69787
the regions have the same degree of relevance. ROIs are areas of an image
where a high number of SVs appear. SVs appear in the most difficult areas to
regress and where there are large intensity differences between neighbouring
pixels.
There are two different options to locate ROIs in images using UMEL:
1. Using all the SVs: SVs appear in areas where there is a high gradient
between neighbouring pixels and in all the pixels of the images that are
relevant to compute the regression surface. Using this alternative, SVs
can appear in all the pixels of the ROI (edges and interior). Figures
4.20a and 4.19b contain two examples of the use of all the SVs to locate
ROIs in infrared and visible light film. In Figure 4.20a, most of the
SVs of the frame appear in the divertor tiles, the hottest area of the
vessel.
2. Using only the ESVs: ESVs appear only in those areas with large
intensity variation between neighbouring pixels. Therefore, they can
be used to locate the edges of the emission areas. Figure 4.20b contains
an example of edge detection using UMEL. In this case, no SVs appear
inside the area of high emissions of the plasma. All the ESVs are
concentrated in the areas with a high intensity gradient.
4.2.3 ROIs’ evolution: Heat Maps
Heat maps are images that summarise the evolution of ROIs along the frames
of a film. They are very useful to analyse a set of frames using only a single
image. The intensity of a pixel in a heat map depends on the activity of this
pixel in a set of frames (or the entire film). The more activity of the pixel,
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(a) Location of ROIs in an infrared im-
age
(b) Location of edges of ROIs in a visible
light image
Figure 4.20: Location of ROIs using SVs and ESVs
(a) Pictorial view of a heat map (b) Heat map from a visible light
film, JET pulse 69787
Figure 4.21: Heat maps using ESVs
the higher the intensity of this pixel in the heat map.
The activity of a pixel can be understood in many different ways, e.g.
the absolute value of the intensity, a boolean value showing if the intensity is
above a certain threshold, the mean value of the intensity of the neighbouring
pixels, etc. Here, the presence or absence of a SV in a pixel is used as pixel
activity. The intensity of the pixels of a heat map is a function of the number
of SVs on each pixel. Given a pixel of a heat map, its intensity depends on
the number of SVs that have appeared on this pixel in the analysed frames
(the higher number of SVs, the lightest pixel in the heat map).
A pictorial view of a heat map can found in Figure 4.21. The red points in
Figure 4.21a symbolise SVs in a set of three frames. The SVs in each frames
have been computed independently. The number of SVs in the sequence of
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(a) UMEL (b) Wavelet
Figure 4.22: Comparison of hot spots location using UMEL and wavelets
frames is counted up. Then, the colour of each pixel of the heat map is
function of these number. The pixels where no SVs appear are black while
the ones with the maximum of SVs (3) are white. Figure 4.21b shows the
heat map computed from a visible light camera KL8 of JET pulse 69787.
154 frames have been used to computed this heat map. The lightest areas of
the image are the ones where the SVs have appear and therefore, the edges
of the ROIs. This heat map resumes the high emission areas of the set of
frames.
4.2.4 Location of hot spot in JET infrared films
The location of events in plasma films using UMEL was tested in 10 JET
infrared films. The hot spots were located using UMEL and the wavelet
transform (see Section 3.2.3). The films contained 819 frames each.
The event location using wavelets was based on the values of the de-
tail coefficients. For each frame of the films, a wavelet transform (order 2
Daubechies family) was computed. The horizontal, vertical and diagonal
detail coefficients were summed and normalised between 0 and 1 using Eq.
4.8. For each frame, the number of pixels with a value of the sum of the
detail coefficients above a certain threshold was counted up. The value of
the threshold was empirically set to 0.45.
UMEL was applied again to automatically locate the hot spots in both,
the number of SVs on each frame (Figure 4.22a) and the number of pixels
in each frame with a wavelet value larger than the threshold (Figure 4.22b).
ESVs appeared in the peaks of both graphs and therefore hot spots can be
located without human intervention. It was possible to observe that the
existence of hot spots in infrared films was better indicated by UMEL. The
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number of pixels with a wavelet value larger than the threshold did not
reproduce the hot spots behaviour as well as SVs do.
Table 4.4 contains the results obtained by both methods. This test was
executed using an Intel R© CoreTM 2 Quad CPU Q9300 2.50GHz, 1.95GB
RAM. The first column of the table corresponds to the method used. The
second one is the number of hot spots detected by each one. These hot spots
can contain errors and can miss real hot spots. The third column is the True
Positives, i.e. the number of real hot spots detected by the methods. The
fourth column is the number of False Negatives, i.e. the number of real hot
spots missed by the methods. The fifth column contains the number of False
Positives, i.e. the number of false alarms or the number hot spots detected
by the methods that are not real. Finally, the sixth column shows the CPU
time used in the analysis of each film.
The last row of Table 4.4 summarises the results obtained over the ten
films. The average rate of True Positives was 91.64% using UMEL versus
68.17% using wavelets. The average False Positives rate was 3.46% using
UMEL versus 14.18% using wavelets. In contrast, the CPU times of UMEL
were much larger than the ones obtained using wavelets. This was a conse-
quence of the quadratic optimization problem that must be solved for each
frame in the films using UMEL.
4.2.5 Discussion
The most important disadvantage of the application of UMEL to images is
probably its time consumption. Due to the high resolution of the plasma
cameras, the computation of the optimization problem needed to generate
the fitting surface is slow. It makes UMEL unable to be applied to real
time control. In spite of its time consumption, the application of UMEL to
off-line analysis can be of great interest to analyse plasma phenomena. It is
also possible to speed up the UMEL analysis in two different ways:
1. Using the wavelet approximation coefficients: it is possible to
reduce the size of the images analysed by UMEL using wavelet analy-
sis. Using an appropriate decomposition level, it is possible to obtain
similar results to the ones obtained using the original images. The
CPU times are significantly reduced using this method.
2. Using paralellization: as it has been previously explained, UMEL is
applied independently to each frame. Then, the number of SVs in each
frame is counted up and when all the frames have been computed, the
peaks in the number of SVs are located. The CPU time of the location
of the peaks is negligible compared to the CPU time of the analysis of
the frames. UMEL can be easily paralellised if each frame is computed
by a different computer. For example, the total computation time
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Method Hot spots True False False Timedetected positives negatives positives (s)
Pulse 73337, 97 hot spots
UMEL 96 90 (92.78%) 7 (7.22%) 6 (6.25%) 3,282
Wavelet 74 64 (65.98%) 33 (34.02%) 10 (13.51%) 65
Pulse 73339, 152 hot spots
UMEL 143 142 (93.42%) 10 (6.58%) 1 (0.70%) 3,464
Wavelet 123 110 (72.37%) 42 (27.63%) 13 (9.76%) 64
Pulse 73340, 143 hot spots
UMEL 132 130 (90.91%) 13 (9.09%) 2 (1.52%) 3,299
Wavelet 111 99 (69.23%) 44 (30.77%) 12 (10.81%) 64
Pulse 73344, 134 hot spots
UMEL 129 127 (94.78%) 7 (5.22%) 2 (1.55%) 3,552
Wavelet 105 94 (70.15%) 40 (29.85%) 11 (10.48%) 64
Pulse 73558, 91 hot spots
UMEL 86 84 (92.31%) 7 (7.69%) 2 (2.32%) 3,904
Wavelet 79 65 (71.43%) 26 (28.57%) 14 (17.72%) 68
Pulse 73559, 107 hot spots
UMEL 91 90 (84.11%) 17 (15.89%) 1 (1.10%) 3,098
Wavelet 68 62 (57.94%) 45 (42.06%) 6 (8.82%) 68
Pulse 73561, 98 hot spots
UMEL 98 88 (89.90%) 10 (10.20%) 10 (10.20%) 10,935
Wavelet 65 51 (52.04%) 47 (47.96%) 14 (21.54%) 66
Pulse 74200, 45 hot spots
UMEL 46 44 (97.78%) 1 (2.22%) 2 (4.34%) 3,842
Wavelet 54 36 (80.00%) 9 (20.00%) 18 (33.34%) 64
Pulse 74602, 134 hot spots
UMEL 127 119 (88.81%) 15 (11.19%) 8 (6.30%) 1,478
Wavelet 107 96 (71.64%) 38 (28.36%) 11 (10.28%) 64
Pulse 74619, 64 hot spots
UMEL 63 62 (96.88%) 2 (3.12%) 1 (1.59%) 3,844
Wavelet 60 49 (76.56%) 15 (23.44%) 11 (18.33%) 65
Total: 1,065 hot spots, 10 pulses
UMEL 1011 976 (91.64%) 89 (8.36%) 35 (3.46%) 40,698
Wavelet 846 726 (68.17%) 339 (31.83%) 120 (14.18%) 652
Table 4.4: Results of the location of hot spots
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(a) Frames from 1 to 428 (b) Frames from 429 to 787
(c) Frames from 788 to 1109 (d) Complete film
Figure 4.23: Heat maps examples from a visible light film, JET pulse 69787
can be reduced to 4,070 s using 10 computers and to 2,035 s using 20
computers.
There are interesting problems that can be addressed using UMEL. For
example, the location of dust, pellets or UFOs in visible light films. All these
phenomena are characterised by high emissivity in the visible light spectrum.
Using UMEL, they can can be located (they are high gradient areas) in 2D
images. Using different views of the same sector of the vacuum vessel, the
position of these particles can be tracked (Roquemore et al., 2007).
There is also an interesting discussion related to the use of heat maps.
Since plasma films are quite long and the plasma passes through different
states, it would be interesting to create one heat map per each state to sum-
marise the different plasma behaviours. The determination of these plasma
states can also be done automatically. Films can be analysed using UMEL
and then, the number of SVs can be counted up. UMEL is able to detect
relevant segments in the number of SVs and hence, it can determine the
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different groups of frames where the heat map should be computed. For
example, tree different phases can be distinguished in Figure 4.19a:
1. Frames from 1 to 428: the plasma evolves without relevant insta-
bilities. This heat map can be seen in Figure 4.23a. The lightest area
is the divertor. Its contour appears in bright colours in the heat map.
2. Frames from 429 to 787: at the beginning of this phase, the number
of SVs peaks, suddenly plummets and then it remains steady. It is
caused by the existence of MARFEs. Since MARFEs appear as high
emission areas in the inner wall of visible light films, the contour of the
inner wall of the vacuum vessel is the lightest area in this heat map
(Figure 4.23b).
3. Frames from 788 to 1109: this phase is characterised by the peak of
the number of SVs at the beginning of the phase caused by a disruption.
At this point, most of the plasma emits visible light. As a result, the
lightest points of this heat map (Figure 4.23c) are the points of the
contour of the area of vision (the area that the camera records), but
the contour between the inner wall and the vacuum vessel in the middle
of the image disappears.
Figure 4.23d contains the heat map computed using all the frames of the
film. It is also possible to increase the level of detail increasing the number
of phases.
4.3 Conclusions
This chapter has described UMEL (Vega et al., 2010a), a novelty technique to
locate relevant behaviour in plasma waveforms and images. UMEL provides
a new interpretation of SVs: they appear in relevant samples of the original
waveform / image. Plasma phenomena are traditionally located by means of
visual analysis. UMEL automates the location of these events and generates
large databases of plasma phenomena. This technique is extremely impor-
tant since later studies will use these databases to increase the statistical
significance of their results.
UMEL implies the computation of a SVR fit. This fit defines the samples
that become ESVs and ISVs. ISVs are SVs that lie inside the e-tube while
ESVs lie outside. ISVs are necessary samples to compute the regression but
they do not provide the same degree of relevance that ESVs do. ESVs are
located in the most difficult samples to regress (the points of the original
signal that lie outside the e-tube). Using these SVs, it is possible to locate
relevant events and segments in waveforms and images.
In order to create expert systems to locate plasma phenomena without
human interaction, the location capabilities of UMEL should be used to-
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gether with expert knowledge. The experts must determine the events that
characterise certain plasma phenomena and then, UMEL locates these events
in plasma waveforms and images.
Three different expert systems have been built to locate plasma phenom-
ena:
• Sawteeth: they can be located using the soft X-ray emission. The
sawteeth pattern changes depending on the X-ray chord but the same
UMEL code can be applied to any of them. Using UMEL, it is possible
to automate the computation of the plasma diffusivity: using the times
of a single sawtooth at the central cord and at the edge, the plasma
diffusivity is given by Eq. 4.7.
• Disruptions: a simultaneous peak of the loop voltage and a drop
of the plasma current determine the existence of a disruption. Using
this information, an expert system has been built to locate disruptions
using UMEL. A database of 343 JET pulses was analysed obtaining a
success rate of 99.02% (Vega et al., 2010a). The located disruptions
will help scientist to create better disruption models to increase the
knowledge about disruptions and even to predict them before they
occur.
• ELMs: an ELM can be identified as a drop of the diamagnetic energy
accompanied by a spike in the Dα signal. More than 1,200 JET pulses
were analysed and 226,751 ELMs were located, obtaining a success rate
of 95%. The most common period for ELMs was from 20 ms to 30 ms
(61,373 ELMs) (González et al., 2010a). The located ELMs will be
usefull to improve the theorical models on ELMs and to increase the
statistical significance of future studies.
One of the applications of the automated location of ELMs is the anal-
ysis of the temperature profiles during ELMs. The temperature profiles
of 46,187 ELMs from 748 JET pulses were automatically analysed. The
results showed that in 24.574% of the ELMs the temperature gradient
was recovered 2 ms after the ELMs’ crashes and the mean degrada-
tion value of the non-recovered cases was 23.948%. This automated
method of analysis of the temperature profiles will be highly relevant
in the analysis of the degradation caused by the ELMs’ crashes under
different plasma configurations, especially after the installation of the
new ITER-like wall in JET.
Due to the great development of cameras as plasma diagnostics in the
last few years, the analysis of films has become a hot topic in plasma fusion.
UMEL will be a useful tool to study these films without human intervention
(González et al., 2010). Using the number of SVs in each frame, UMEL
located the occurrence of hot spots in JET infrared cameras. The location
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of SVs in each frame revealed the hottest area of the vacuum vessel: the
divertor tiles.
The behaviour of plasma in visible light films was also studied using
UMEL. Plasma events are characterised by their high emissivity and thus,
SVs appear in these areas. Using heat maps, it is possible to study the
evolution of the plasma along the frames of a film. The heat maps can be
computed using the frames in the regions of interest given by UMEL.
The most important drawback of UMEL is probably its time consump-
tion. This problem has been mitigated using a SVM parallel version (Ramírez
et al., 2010). This code speeds up the location of events in waveforms. In
the case of films, the UMEL analysis can be sped up in an easy way: each
single frame can be computed in a different CPU and then, the total number
of SVs in each frame can be analysed using the SVM parallel version (if the
number of analysed frames is very high). It is also possible to compute a
SVR fit of each frame using the SVM parallel code.

Chapter 5
Dimensionality reduction
techniques
During plasma operation, dozens of diagnostics measure plasma properties
such as current, density or temperature. These diagnostics generate streams
of data pairs or samples (ti, xi) where xi is the magnitude of the measurement
at the time ti. These streams are usually called waveforms or signals and
they can contain thousand of data pairs. For example, a typical signal of the
Dα emission in JET contains more than 100,000 samples. Some diagnostics
produce multiple signals to describe the same plasma quantity, and hence,
they generate information that is correlated. In addition, most of plasma
magnitudes can be measured using different diagnostics.
Fusion massive databases contain TBytes of data. In JET, more than
5 GBytes of data are stored after each pulse of less than a minute. Figure
5.1 contains a picture of several JET diagnostics. It gives an idea of the
complexity of this fusion device diagnostics. In TJ-II, there are more than
1,200 different signals that measure the plasma during operation. A detailed
description of the TJ-II diagnostics can be found in (Laboratorio Nacional de
Fusion, 2011).
Some signals are relevant to describe a certain physical phenomenon but
others are not. Given a data set in a feature space of dimension p, the basic
purpose of feature selection techniques is to determine a transformed or a
reduced feature space of dimension q, where q < p, retaining the maximum
variance of the original feature space. In the case of classification tasks, in-
stead of the variance, the methods should maximise the classification success
rate in the resulting feature space.
PCA (Section 3.2.1) and ROC (Section 3.2.2) are two of the most well-
known and widely-used feature extraction methods. On the one hand, PCA
transforms the feature space into a resulting space whose dimensions are or-
thonormal and a linear combination of the original feature space dimensions.
It maximises the variance explained by the transformed dimensions. On the
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Figure 5.1: JET diagnostics
other hand, ROC selects the best dimensions to classify the samples of the
data set. The dimensions of the resulting feature space are a subset of the
original dimensions.
There are also non linear approaches to dimensionality reduction. (Tenen-
baum et al., 2000) reports a technique of non linear dimensionality reduction
that can be applied to complex data such as images or handwriting char-
acters. This method is based on multidimensional scaling and it seeks to
preserve the intrinsic geometry of the data.
This chapter describes two techniques developed for dimensionality re-
duction: a SVM feature extractor system for multidimensional data (Section
5.1) and a region extractor for classification of images (Section 5.2). The
most important features of the L/H transition in JET have been analysed
using the SVM feature extractor (Section 5.1.1) while the region extractor
has been applied to the study of the TJ-II Thomson scattering images (Sec-
tion 5.2.2). Section 5.3 contains the conclusions of this chapter.
5.1 SVM Feature Extractor System
In a multi-dimensional feature space, not all the dimensions (features) have
the same degree of relevance. Given a classification problem, the most rel-
evant features are the ones that allow the classification of the samples in
the reduced feature space minimising the number of errors. The aim of
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(a) 1 dimension (b) 2 dimensions (c) 3 dimensions
Figure 5.2: Example of a linearly separable data set in a two dimensional
space
the SVM Feature Extractor System (SVM-FES) is to perform an automated
identification of these features in large data sets.
Figure 5.2 contains an example of a three dimensional data set ({X, Y,
Z}) that is linearly separable in a two dimensional space ({X, Y}). Figure
5.2a shows the data set in the space {X}. It cannot be linearly divided in
any one dimensional space—{X}, {Y} or {Z}. It is possible to observe that
there is not any value of X that divides the space without making errors in
the classification of classes 1 and 2. Figure 5.2b depicts the space {X,Y}.
In this case, it is possible to divide the space into two different regions, one
per each class, without classification errors—it is impossible in the spaces
{X,Z} or {Y,Z}. Figure 5.2c shows the three dimensional space. The Z
dimension is irrelevant (it does not provide any information) and thus, it
can be discarded.
The SVM-FES is based on the computation of a separating hyperplane
that divides the feature space into two different regions (one per each class).
The equation of the separating hyperplane is used to discard the less rele-
vant dimension of the feature space. Given the general equation of a linear
hyperplane in a n dimensional space:
C1 ·X1 + C2 ·X2 + . . .+ Cn ·Xn + C0 = 0 (5.1)
where:
Ci : coefficient or weight of the ith dimension (1 ≤ i ≤ n)
Xi : i
th dimension
C0 : bias
the most relevant features are those whose absolute Ci values are the largest
ones.
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(a) 7X − 2Y − 14 = 0 (b) 4X − 7Y + 10.5 = 0
Figure 5.3: Dimension reduction in two dimensional data sets. In (a) the
main feature is X while in (b) the main feature is Y
Figure 5.3 shows two examples of data sets in two dimensional spaces.
A separating hyperplane has been computed for each one of the data sets
(green solid lines). The equation of the hyperplane in Figure 5.3a is 7X −
2Y − 14 = 0. The largest absolute coefficient is 7 and therefore, X is the
most relevant dimension to classify this data set. The hyperplane X − 2.5 =
0 (vertical dotted line) divides the feature space into two regions making
only one classification error. In contrast, the best hyperplane using the Y
dimension (Y − 2.75 = 0, horizontal dotted line) makes three classification
errors. The equation of the hyperplane in Figure 5.3b is 4X−7Y +10.5 = 0.
In this case, the largest absolute coefficient belongs to the Y dimension and
thus, this is the most suitable one to divide the feature space. The hyperplane
Y −4 = 0 makes only one error while the hyperplane X−3 = 0 makes three
errors.
Given a SVM model that uses a linear kernel (Eq. 3.25) the equation of
the optimal separating hyperplane is given by Eq. 3.24:
D(x) =
SV∑
αiyi [X · xi] + b0
D(x) =
SV∑
αiyi [(X1, ..., Xn) · (xi,1, ..., xi,n)] + b0
D(x) =
SV∑
αiyi [xi,1X1 + ...+ xi,nXn] + b0
D(x) =
SV∑
[αiyixi,1X1 + ...+ αiyixi,nXn] + b0
D(x) =
(
SV∑
αiyixi,1
)
X1 + ...+
(
SV∑
αiyixi,n
)
Xn + b0 (5.2)
5.1. SVM Feature Extractor System 119
where:
n : number of dimensions of the input space
yi : label of SVi
αi : Lagrange multiplier of SVi
b0 : bias
Therefore, given a SVM model that uses a linear kernel, it is possible to
obtain the equation of its optimal separating hyperplane in the form of Eq.
5.1 where:
Cj =
SV∑
i=1
αiyixi,j , 1 ≤ j ≤ n, C0 = b0 (5.3)
In a n dimensional space, SVM-FES discards the dimension with the
lowest absolute coefficient. Then, a new separating hyperplane is computed
in a n − 1 dimensional space and SVM-FES discards again the dimension
with the lowest absolute coefficient. The process continues until there are
no more dimensions to be discarded. The dimension of the resulting feature
space can be determined using the success rate (the process is stopped when
the success rate drastically drops) or, in the case of SVM, using the number of
SVs. The number of SVs of a model is given by the complexity of the model
and the number of misclassified samples. Therefore, using the number of
SVs, the process is stopped when their number suddenly soars.
Next section includes the application of the SVM-FES to the extraction
of the most important features of the L/H transition in JET.
5.1.1 L/H transition feature extraction
A L/H transition (see Section 2.2.1) is a change of the plasma confinement
mode (from Low confinement mode to High confinement mode). The goal of
this experiment was to find the set of signals (features) that better charac-
terise this phenomenon. 28 signals were chosen as candidates to define the
transition. A complete list of these signals can be found in Appendix F.
Previous work was done in analysing the relative importance of the differ-
ent signals during the L/H transition in JET. Classification and Regression
Trees (CART) method (Breiman et al., 1984) was applied to compute the
weight of each feature in the L/H transition phenomenon (Vagliasindi et al.,
2008). A set of 22 JET signals were classified and ranked based on their
relative relevance given by CART.
Here, two different models were considered:
• ±100 model: a model trained in the interval ±100 ms around the
transitions.
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• ±500 model: a model trained in the interval ±500 ms around the
transitions.
It had a two-fold purpose:
• Build a successful L/H classifier at different distances from the L/H
transition.
• Study the influence of the distant from the L/H transition in the most
relevant features to identify the confinement regime.
The original signals were resampled at 1 kHz (1000 samples per second).
Thus, the ±100 ms model uses 201 samples per discharge (0.1 ·2 ·1000 = 200
samples + transition instant) and the ±500 ms model uses 1001 samples per
discharge (0.5 · 2 · 1000 = 1000 samples + transition instant). The training
set includes 551 JET pulses from campaigns C21 to C26. The samples where
one or more signals were not sampled were discarded. As a consequence, the
±100 ms model was trained using 110,174 samples and the ±500 ms model
was trained using 534,136 samples.
Since the amplitudes of the signals may differ, they must be normalised
to avoid scaling problems in the selection of the main ones. Three different
normalisations have been tested: in the first one, the signals were normalised
between 0 and 1 using the equation:
Snormalised =
S −min (S)
max (S)−min (S) , (5.4)
in the second one, the signals were transformed to have mean 0 and variance
1 using the equation:
Snormalised =
S − S¯
σ2S
, (5.5)
and in the third one, the signals were normalized in the interval [−1, 1] using
the equation:
Snormalised =
2S −min (S)−max (S)
max (S)−min (S) , (5.6)
The best results were obtained using the first option (Eq. 5.4).
The complete SVM-FES process is shown in Tables F.1, F.2, F.3 (±100
ms model), F.4, F.5 and F.6 (±500 ms model). Each column of the ta-
bles represents an iteration of the SVM-FES. On each step, the signal with
the lowest absolute coefficient was discarded and a new SVM model was
trained without this signal. The process continued until all the signals were
discarded.
Figure 5.4a shows the success rate and the number of SVs of the ±100 ms
model. Using this figure, the number of dimensions of the resulting feature
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(a) ±100 ms model
(b) ±500 ms model
Figure 5.4: Success rates and numbers of SVs of the L/H models trained in
the SVM-FES
space was set to 11. Therefore, the resulting space is made up of the last 11
signals discarded by the SVM-FES. These signals and their coefficients can
be found in Table 5.1.
The results obtained by the ±500 ms model are shown in Figure 5.4b.
In this case, the number of SVs suddenly rockets at 5 dimensions and the
success rate abruptly falls at the same point. Therefore, the resulting space is
defined by the last 5 features discarded by the SVM-FES. Table 5.1 contains
these signals and their coefficients.
It is important to note that the ±500 ms features selected by the SVM-
FES are a subset of the features chosen for the ±100 ms model. It means
that these signals are good enough for the phenomenological description of
the decision function. However, since the classifier closer to the transition is
more complex, it needs more information to obtain a high success rate.
The models success rates are 93.404% in the case of the ±100 ms model
and 97.436% in the case of the ±500 ms model. It is worth noting that a
higher success rate of the ±500 ms model does not mean a more accurate
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Signal Description Coef.
±100 ms model
BT Toroidal magnetic field 8.129
LI Plasma inductance -5.022
Q95 Safety factor at PSI = 0.95 6.333
RIG Radial inner gap -2.507
AD36 Dα inner view -9.636
TOG Top outer gap 4.283
RAD Radiated power -83.827
TE02 Electron temperature at PSI = 0.2 8.851
LAD3 Line average electron density at the plasma core -7.452
LAD4 Line average electron density at the plasma edge 32.191
TE08 Electron temperature at PSI = 0.8 91.244
±500 ms model
BT Toroidal magnetic field 6.719
AD36 Dα inner view -17.809
LAD3 Line average electron density at the plasma core -27.102
LAD4 Line average electron density at the plasma edge 43.207
TE08 Electron temperature at PSI = 0.8 374.425
Table 5.1: Signals selected by the SVM-FES and their coefficients for the
±100 ms and the ±500 ms models
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Signal ROC Signal ROC Signal ROCarea area area
±100 ms model
BNDIAM 0.7631 XPRL 0.4424 TOG 0.4850
BT 0.5020 XPZL 0.4854 RAD 0.5304
ELO 0.5323 LSPRI 0.5310 TE02 0.7184
FDWDT 0.7357 LSPRI 0.4998 CR0 0.4810
IPLA 0.4843 LSPRO 0.4439 RGEO 0.6116
LI 0.4508 LSPZO 0.5560 LAD3 0.6470
PTOT 0.5955 RIG 0.5611 LAD4 0.7163
Q95 0.4932 ROG 0.3996 WDIA 0.6570
TRIL 0.5950 AD36 0.4631 TE08 0.8346
TRIU 0.5416
±500 ms model
BNDIAM 0.9916 XPRL 0.3205 TOG 0.4849
BT 0.5456 XPZL 0.5211 RAD 0.8477
ELO 0.6781 LSPRI 0.4639 TE02 0.9315
FDWDT 0.9640 LSPRI 0.6298 CR0 0.4869
IPLA 0.5221 LSPRO 0.4292 RGEO 0.7526
LI 0.4611 LSPZO 0.6655 LAD3 0.9046
PTOT 0.9062 RIG 0.6765 LAD4 0.9534
Q95 0.5629 ROG 0.4067 WDIA 0.9285
TRIL 0.7979 AD36 0.7496 TE08 0.9874
TRIU 0.6941
Table 5.2: ROC results of the L/H transition
determination of the L/H transition times. In fact, the accuracy of the
±500 ms model is lower than the ±100 ms model. Their mean errors in the
determination of the L/H transition times are1:
±100 ms model: (2 · 100 + 1) · (1− 0.934041) = 13.258 ms
±500 ms model: (2 · 500 + 1) · (1− 0.974359) = 25.667 ms
Due to the feature spaces high dimensionality and the large number of
samples, the models have been trained using the CIEMAT computer cluster
EULER (Acero et al., 2009). It uses a parallel version of SVM (Ramírez
et al., 2010) that allows the training of models using several samples and
dimensions in short times.
5.1.1.1 L/H feature extractor using ROC
The results obtained by the SVM-FES were compared with the ones obtained
using the ROC curve (see Section 3.2.1). The same process that the one
applied to the analysis of the Fisher’s Iris Data (Section 3.2.1.4) was applied
1since the signals have been interpolated at 1 kHz, each sample corresponds to 1 ms
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(a) ±100 ms model (b) ±500 ms model
Figure 5.5: PCA results of the L/H transition
to the analysis of the L/H transition: each feature of the data was considered
as a single continuous classifier and its performance was measure using the
ROC curve. Then, the features with the largest ROC area were chosen to
define the resulting feature space.
Table 5.2 contains the areas of the ROC classifiers of each signal for both
models. In order to compare the results obtained using ROC and SVM-FES,
a 11-dimensional space was built using the signals with the largest area in
the case of the ±100 ms model and a 5-dimensional space in the case of
the ±500 model (the same number of dimensions that have been obtained
previously). The signals selected for each model have been marked in grey.
The ROC ±100 ms model obtained a success rate of 87.852% versus
93.404% obtained by the ±100 SVM-FES model. For its part, the ±500 ms
model obtained a success rate of 91.982% versus 97.436% obtained by the
±500 SVM-FES model. The most important downside of the ROC feature
extractor is probably that the signals are analysed independently and due to
the complexity of the L/H transition, none of them is good enough to define
the plasma confinement mode.
5.1.1.2 L/H feature extractor using PCA
This section contains the results of the analysis of the L/H transition using
PCA (see Section 3.2.2). One analysis was performed per each one of the
L/H models (±100 ms and ±500 ms).
Figure 5.5a shows the percentage of the variance explained and the cumu-
lative variance of each one of the PCs of the ±100 ms model. Unfortunately,
it is not possible to use the scree plot to choose the optimum number of PCs
in the resulting space. Therefore, a different stopping criterion was used:
the Kaiser-Guttman rule (see Section 3.2.2.2). In this case, the threshold
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Figure 5.6: Example of an ill-conditioned data set
given by this rule (Eq. 3.68) was 3.5714 (horizontal green line). All the PCs
with a percentage of the variance above this threshold were retained in the
resulting feature space and hence, the remaining PCs were discarded. In the
case of the ±100 ms model, the resulting feature space was made up of 6
PCs. Their loadings can be found in Appendix G.
A L/H model was trained using the six first PCs of the ±100 model,
obtaining a success rate of 57.035% versus 93.404% obtained by the SVM-
FES model. The total variance covered by these PCs was 85.567%.
The scree plot of the ±500 ms model was not either useful to define the
optimum number of PCs (Figure 5.5b). Using the Kaiser-Guttman rule, the
number of PCs in the resulting feature space was set to 7. Appendix G
contains their loadings. The success rate obtained by these PCs is 87.635%
versus 97.436% obtained by the SVM-FES model. The total variance covered
by the seven first PCs was 90.578%.
One of the disadvantages of PCA is that, although it is possible to define
a reduce feature space using the PCs, all the signals of the original feature
space are required to compute the PCs and thus, all of them must be stored.
5.1.2 Discussion
The SVM-FES assumes that the samples are randomly distributed in the
feature space. If this assumption is not true, the features selected by the
SVM-FES may not be the ones that allows the division of the feature space
minimising the number of errors. Figure 5.6 contains an example of an ill-
conditioned data set. The equation of the separating hyperplane is 10X −
8Y − 10 = 0. Using the SVM-FES crierion, the most relevant feature is X.
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The hyperplane X − 5.1 = 0 (vertical dotted line) divides the space making
three errors. In contrast, the hyperplane Y − 5 = 0 (horizontal dotted line)
makes only one error. This is a consequence of the distribution of the samples
in the feature space. Specifically, it is a consequence of the sample located
in [8.5, 8], far from the samples of its same class.
The SVs considered in Figure 5.4 consist of the errors of the model and
the samples that properly define the separating hyperplane. In order to
allow a more accurate estimation of the complexity of the model generated
by SVM, the number of errors should be subtracted from the total number
of SVs.
On each step, the SVM-FES methodology discards the dimension with
the lowest coefficient. It implies that in a n-dimensional space, the SVM-
FES methodology makes n steps. Each step requires the computation of a
SVM model and, if the data set is large, it can be very time consuming. The
process can be sped up if more than one dimension is discarded on each step.
For example, the dimensions with the lowest n/t coefficients can be discarded
on each step so the SVM-FES would make only t steps. Tables F.7 (±100
ms model) and F.8 (±500 ms model) in Appendix F contain the results of
the SVM-FES of the L/H transition where 3 features are discarded on each
step. The resulting feature space of the ±100 ms model contains 13 features
({BT, LI, Q95, ROG, AD36, TOG, RAD, TE02, CR0, RGEO, LAD3, LAD4,
TE08}) and it achieves a success rate of 93.403%. The resulting feature
space of the ±500 ms model is made up of 13 features ({BT, ELO, TRIL,
XPRL, RIG, ROG, AD36, ROG, CR0, RGEO, LAD3, LAD4, TE08}) and
it has obtained a success rate of 97.750%. Since the signals are discarded in
groups of 3, the results are not as accurate as the ones obtained in Section
5.1.1 where the features have been discarded one by one. It is also possible
to fix a threshold value for the coefficients of the separating hyperplane,
Cτ and then, all the dimensions with a coefficient Cj < Cτ are discarded
on each step. The feature extraction process finishes when there are no
more dimensions with coefficients shorter than Cτ . This alternative has the
disadvantage that the optimum value of Cτ is unknown a priori.
The SVM-FES uses a linear equation to select the most relevant charac-
teristics of the feature space. If the samples show a non-linear dependency
in the feature space, the resulting space given by the SVM-FES cannot be
the most appropriate one to classify the samples. Unfortunately, using for
example a RBF kernel (Eq. 3.27) in Eq. 3.24 it is not possible to decide
which ones are the most important features of the space.
Although the features have been selected for a linear model, a RBF kernel
can also be applied to generate a model in the SVM-FES feature space. In
the case of the ±100 ms model, the RBF kernel obtained a success rate of
98.861% using C = 200 and σ = 0.316 and in the case of the ±500 ms model,
it obtained a success rate of 98.261% using the same parameters.
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5.2 Image dimensionality reduction
In an image, all the pixels do not contain the same amount of information.
Typically, the borders of an image contain less information than the centre.
In the same way, the pixels from the background of an image are not as
relevant as the ones in the focus.
The existing techniques to analyse images, such as the optical flow (Horn
and Schunck, 1981), are heavy in terms of computational times. Focusing the
attention in a SVM classification problem, it requires to solve a quadratic
optimization problem to compute the optimal separating hyperplane (Eq.
3.6). Therefore, the complexity of the solution grows quadratically with the
size of the data. Then, it is necessary to discard the useless regions of the
images in order to speed up the computation of the different methods.
This section describes RSIC: a Region Selection and Image Classification
methodology (González et al., 2012d). RSIC locates the most relevant image
regions in a classification problem. A relevant region, or a Region Of Interest
(ROI), is a set of connected (adjacent) pixels that allow the identification of
an image class. The methodology is based on a novel interpretation of the
non-conformity measures: they are used to identify the best ROI to classify
an image class. The combination of the best ROIs (one per each class) is
used to classify new images.
The goals of RSIC are:
1. Image ROIs identification: a ROI contains suitable information to
recognise an image class versus the rest.
2. Image dimensionality reduction: the dimension of the original
images is reduced to the dimension of the resulting ROIs. It has a
two-fold objective:
(a) Reduction of the training and classification times: the
systems are trained and the new images are classified using only
a small subset of the images’ pixels. It results in a CPU time
reduction.
(b) Reduction of the storage space of the images: if the purpose
of the images is its classification, only the pixels of the ROIs must
be stored.
3. Creation of a successful classifier: although the CPU time and the
storage space would be significantly reduced, the RSIC methodology is
meaningless if the classifier built using the ROIs does not obtain high
success rates. ICP (see Section 3.1.2.1) is used to build the resulting
classifier. In addition to the prediction, ICP gives conformal measures
(credibility and confidence).
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Figure 5.7: Example of the division of images into six regions in a 4-class
classification problem
This section is structured as follows: section 5.2.1 describes the RSIC
methodology. Section 5.2.2 contains the experiment carried out using the
RSIC methodology: the analysis of the TJ-II Thomson scattering images.
Finally, Section 5.2.3 raises some interesting points of the RSIC methodology
that are worthy of discussion.
5.2.1 Region Selection and Image Classification methodol-
ogy
The RSIC methodology consists of five steps: image division (Section 5.2.1.1),
models building (Section 5.2.1.2), region evaluation (Section 5.2.1.3), region
selection (Section 5.2.1.4) and image classification (Section 5.2.1.5).
5.2.1.1 Step 1: image division
The first step of the RSIC methodology implies the division of the images into
regions. This step plays a key role in the RSIC methodology since the regions
created here are the ones that will be evaluated in the next steps (some of
them will contain suitable information to identify an image class and hence,
they will become ROIs). A proper or an extensive —several different regions,
hoping that some of them will contain relevant information— division of the
images is required in order to obtain a good classification system.
Figure 5.7 depicts an example of the division of images into six regions.
Each colour represents one image class. In this example, there are 4 different
classes (A, B, C and D). The purpose of the small square on each region is
the identification of the position of the region in the original image (e.g.
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the region with a small square on its upper-left corner is located in the
upper-left side of the original image). Each class has an unique feature that
distinguishes it from the rest of the classes: dots in the upper-right region of
class A, crosses in the lower-mid region of class B, squares in the lower-left
region of class C and diamonds in the lower-left region of class D.
The image division can be carried out using expert knowledge. In this
case, the ROIs are identified by an expert. These ROIs contain the a priori
most relevant information. It helps the system to select the most suitable
ones to identify each class. In contrast, if no expert knowledge is available,
the images must be cut up in an extensive way. In this case, several regions
must be generated, many of them probably overlap.
5.2.1.2 Step 2: models building
One versus rest SVM (OVR-SVM) has been chosen to solve this multi-class
classification problem. In a k -class problem, k binary SVM classifiers are
built. Each binary classifier generates a separation hyperplane between a
class and the rest (k − 1 classes). A new sample is assigned to the class for
which the positive2 distance from the hyperplane is maximal (Weston and
Watkins, 1999).
The image pieces generated in the previous step are grouped together
into regions (the pieces of all the images from a single region are grouped
together). The number of groups is the same as the number of regions. An
OVR-SVM system is trained using each one of these groups. The OVR-SVM
systems are completely independent (they are trained using only the infor-
mation of their regions and they must be able to classify images using only
the information of the pixels contained in these regions). In a k -class classi-
fication problem, each OVR-SVM system is made up of k binary classifiers.
The total number of binary classifiers is given by k · r where r is the number
of regions.
In order to compare the results generated by each OVR-SVM system,
they are trained and calibrated using the same proper training set and cal-
ibration set. It is important to note that the non-conformity measures ob-
tained by each OVR-SVM cannot be compared if they are trained using
different sets.
The right-hand side of Figure 5.7 shows the OVR-SVM systems created
to solve a 4-class classification problem where the images have been cut up
into 6 regions. One OVR-SVM is created per each one of these 6 regions
(6 OVR-SVM). Each OVR-SVM contains 4 binary classifiers (one per each
class). The total number of binary classifier in the system is 24.
2in this case, the distance is positive if the sample belongs to this class and negative
otherwise
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5.2.1.3 Step 3: region evaluation
The goal of the third step of the RSIC methodology is to measure the per-
formance of each OVR-SVM on classifying an image class. In multi-class
classification problems, it is possible that a region that properly identifies a
class would not be able to distinguish other classes. For example, in Figure
5.7, the upper-right region is able to recognise class A (the region is dotted
for this class) but it cannot distinguish class B from C or D (the region is not
filled with anything in these classes). Therefore, the performance of a region
is computed separately for each class. It allows the RSIC methodology to
select as many different regions as classes. In the example of Figure 5.7,
four quality measures are obtained for each OVR-SVM system (one per each
class).
The performance of an OVR-SVM system r (or what is the same, a
region3) on the classification of a given class t is computed using the non-
conformity values of the calibration set corresponding to the binary classifier
that distinguishes the class t from the rest of the classes (αrt). For example,
if we want to measure the performance of the upper-right region in Figure
5.7 to classify class A, we will use the non-conformity values of the binary
classifier that distinguishes class A from classes B, C and D (αupper−right,A).
Please remember that every OVR-SVM system contains k binary classifiers,
where k is the number of classes.
The non-conformity measure proposed for the RSIC methodology is the
one given by Eq. 3.42. Using this non-conformity measure, the α values of
the properly classified samples (True Positives —TP— and True Negatives
—TN—) are equal or lower than zero (α ≤ 0) and the α values of the
misclassified samples (False Positives —FP— and False Negatives —FN—)
are positive (α > 0). On the one hand, in the region where the αrt values
are positive, it has not been possible to build a good separating hyperplane
between the class t and the other classes (there are classification errors). On
the other hand, if the αrt values are negative, it means that the hyperplane
built by the SVM classifier accurately defines the separation between classes
(there are not classification errors).
The quality of a region r on classifying a class t is given by:
q (r, t) =
(∑#FN
i=1 α
rt
FN,i +
∑#FP
j=1 α
rt
FP,j
)
· PF +∑#TPk=1 αrtTP,k
#FN + #FP + #TP
(5.7)
where #FN , #FP and #TP are, respectively, the number of false negatives,
false positives and true positives and PF is a penalty factor.
Equation 5.7 is composed of two different terms:
• Positive term: α values of FP and FN samples in the calibration set.
3every OVR-SVM system corresponds to one, and only one region
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Figure 5.8: Example of the region selection in a 4-class classification problem
They are multiplied by the PF. The aim of the PF (PF ∈ [1,∞]) is to
penalize the classifiers that make classification errors.
• Negative term: values of the TP samples.
Using Eq. 5.7, the smaller (a large negative value) q value, the better
is the region r to classify the class t. A small value of q means that the
binary classifier of the region r has computed a hyperplane that maximises
the distance from the samples to the separating hyperplane, and thus, it
is unlikely to make classification errors. In contrast, a large value of q (a
positive value) means that the samples of the classes are very close one to
the others in the transformed feature space, and thus, it is more likely to
make a mistake in the classification of a new sample.
5.2.1.4 Step 4: region selection
The output of the RSIC methodology is an OVR-SVM classifier made up
of the best binary classifiers. For each class, all the binary classifiers of
the different regions are compared and the best one is chosen (based on
the quality measure computed in the previous step). The chosen binary
classifiers are grouped together in a single OVR-SVM system. The resulting
OVR-SVM system contains as many binary classifiers as image classes (in a
k -class classification problem, it contains k binary classifiers, one per each
class).
It is possible that the same region would be the best one to classify all
the different classes of images. In this case, although the region used by
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the binary classifiers is the same, the binary classifiers are different. It is
important to take into account that they are binary classifiers (one versus
the rest). Therefore, each one of the classifiers must identify a class from
the rest. On the other hand, it is also possible that k different regions of the
image would be required to build the OVR-SVM system. These regions can
overlap or they can use different image pixels.
Figure 5.8 shows an example of the region selection step. The regions
that allow the identification of each class have been selected. For example,
the upper-right region has been chosen to identify class A. Thus, the binary
classifier that identifies class A using the upper-right region of the images is
part of the resulting OVR-SVM system. In the case of classes C and D, the
same region has been chosen to identify them. Thus, the binary classifiers
that identify these classes are included in the resulting OVR-SVM system
(since the classifiers are different, both of them must be included).
5.2.1.5 Step 5: image classification
The result of the RSIC methodology is an OVR-SVM system made up of the
best binary classifiers. Each binary classifier is responsible for identifying a
single class from the rest of the classes of the problem.
When a new image is classified, the regions required by each binary
classifier are extracted. As it was mentioned previously, since two or more
regions can overlap, a single pixel of the image can belong to more than
one region and therefore, it can be analysed by more than one classifier.
On the other hand, there can be pixels that do not belong to any classifier
and therefore, they are irrelevant. In the example shown in Figure 5.8, the
upper-left, upper-mid and lower-right regions are not used by any of the
binary classifiers in the resulting OVR-SVM system and therefore, they are
irrelevant and they can be discarded. In this case, the size of the image can
be reduced to the 50% of its original size (3 out of 6 regions).
Once the required regions have been extracted from the image, each one
is classified by its corresponding binary classifier. In the example shown in
Figure 5.8, the upper-right region is classified by the binary classifier that
recognises class A, the lower-mid region is classified by the binary classifier
of class B and the lower-left region is classified by the classifiers of classes C
and D. Each classifier generates a predicted label and a pvalue for the new
image. There are three different alternatives:
• Only one binary classifier identifies the image: the predicted
label is the class of the classifier that has recognised the image. The
confidence and the credibility of the predicted label are computed using
the pvalue of this classifier (and the second largest pvalue).
• Two or more binary classifiers identify the image: the predicted
label is the class of the classifier that has obtained the largest pvalue.
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The conformal measures are computed using this pvalue and the second
largest one.
• The image is not recognised by any of the classifiers: the image
is labelled as unknown. It is not possible to recognise the image’s class.
Next section contains the application of the RSIC methodology to the
analysis of the TJ-II Thomson scattering images.
5.2.2 Analysis of the TJ-II Thomson Scattering Images
The CCD camera of the TJ-II (see Section 2.3.2) Thomson scattering di-
agnostic (Herranz et al., 2003) generates 2-D images of the plasma spec-
tra, with the horizontal and vertical axes displaying, respectively, scattered
wavelength and position along a plasma chord. Using the Thomson scat-
tering diagnostic, it is possible to measure radial profiles of both plasma
density and temperature. Each Thomson scattering image belongs to only
one of five different classes: cut-off (CFF), electron cyclotron heating phase
(ECH), background (BCK), neutron beam injection phase (NBI) and stray
light without plasma or collapsed discharge (STR).
So far, different methods to classify the TJ-II Thomson scattering images
have been tested: SVM (Vega et al., 2005), (Makili et al., 2010), neural
networks (Farias et al., 2005) and conformal predictors (Vega et al., 2010b),
(Makili et al., 2011) and (Vega et al., 2012). Although these works differ
in the methods that they used to classify the TJ-II Thomson scattering
images, they have in common that the complete images were used to train
the systems and to classify new samples regardless of the different amount of
information provided by different image regions. They also have in common
that they used a wavelet transform of level 4 to reduce the dimensionality of
the original images. Their best results oscillate between 90% (Farias et al.,
2005) and 98.68% (Makili et al., 2010).
The maximum number of images analysed in the previous works was 599
(Makili et al., 2011). In the present case, 1,272 images were used to test the
RSIC methodology. The type of image generated by the Thomson scatter-
ing depends on the experiment carried out in the TJ-II. As a consequence,
the number of images available in each class is different: 42 CFF, 517 ECH,
124 BCK, 366 NBI and 223 STR. The resolution of the Thomson scattering
images is 576 × 385 pixels. In order to speed up the RSIC process, the im-
ages’ dimensionality was reduced to 144×97 pixels using the approximation
wavelet coefficients of level 2 (see Section 3.2.3.1). The set of 1,272 images
was randomly split into a proper training set (25% of each class), a calibra-
tion set (25% of each class) and a test set (50% of each class). As a result,
the proper training set and the calibration set contained 319 images each: 11
CFF, 129 ECH, 31 BCK, 92 NBI and 56 STR. The test set held 634 images:
20 CFF, 259 ECH, 62 BCK, 182 NBI and 111 STR.
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(a) 9 regions: 3 rows
x 3 columns
(b) 12 regions: 2 rows
x 6 columns
(c) 32 regions: 8 rows
x 4 colums
Figure 5.9: Example of the division of the TJ-II Thomson scattering images
into regions
No expert knowledge was applied to cut up the images into regions in the
first step of the RSIC methodology (Section 5.2.1.1). It is known that the
centre of the Thomson scattering images contain the most of the information
but some irrelevant regions had to be included to test the performance of
the RSIC methodology. As an alternative, the images were divided into
rectangular regions. The height and the width of the images were cut up
from 2 to 8 pieces, testing all combinations (e.g. 2 rows and 2 columns —4
regions—, 2 rows and 3 columns —6 regions—, . . . , 2 rows and 8 columns —
16 regions—, 3 rows and 2 columns —6 regions—, . . . , 8 rows and 8 columns
—64 regions—). Therefore, 1,225 different regions were created. Figure 5.9
contains three different examples of image division. In Figure 5.9a, the image
was divided into 3 rows and 3 columns (9 regions). Figure 5.9b depicts an
image divided into 2 rows and 6 columns (12 regions). Finally, Figure 5.9c
shows an image that was divided into 8 rows and 4 columns (32 regions).
The binary SVM classifiers of the OVR-SVM systems of the second step
of the RSIC methodology (Section 5.2.1.2) were trained using RBF kernels
(Eq. 3.27). The epsilon SVM parameter was set to 1 · 10−7. The SVM
parameter C and the kernel parameter σ must be fixed according to the
complexity of the problem being solved and the size of the feature space.
Since the regions size and the information contained in each region were
different, it was not possible to fix the C and σ parameters to a unique
value. Thus, 5 values of C ({800, 900, 1,000, 1,100, 1,200}) and 5 values of
σ ({8, 9, 10, 11, 12}) were tested. As a result, the regions were trained using
25 different combinations of these parameters (5 values of C and 5 values of
σ).
According to the above figures, 1,225 regions were trained using 25 com-
binations of SVM parameters, making a total of 30,625 different systems. In
the third step of the RSIC methodology (Section 5.2.1.3), the performance of
5.2. Image dimensionality reduction 135
(a) q value of the 30,625 systems trained
in the experiment
(b) Size of the selected regions for different
values of the PF
Figure 5.10: Results of the classification of the Thomson scattering images
the 30,625 systems to classify each Thomson scattering class was evaluated
using Eq. 5.7 and PF = 34. Figure 5.10a shows the q values of the 30,625
systems trained for each one of the classes. It is important to note that
the quality measure q was independently sorted in ascending order for each
class.
In the fourth step of the RSIC methodology (Section 5.2.1.4), the best
system to classify an image class is identified. Using PF = 3, the q value
of the best systems were: CFF = 0.5899, ECH = -1.3824, BCK = -0.9296,
NBI = -4.4750 and STR = -1.2400 (the best system on classifying a class is
the one with the lowest q value, see Section 5.2.1.3). Figure 5.11 shows the
selected regions for each class. Figure 5.11f contains the total region that
was selected by the RSIC methodology. The size of this region was only
16.49% of the original size of the images (please note that some regions were
overlapped and therefore, the total region’s size was not the sum of the sizes
of the different classes’ regions).
Figure 5.10b shows the size of the selected regions as a percentage of the
total image size for different PF values. Since the images were divided from
2 to 8 rows and columns, the maximum size of a region was 25% (2 rows
and 2 columns, 4 regions) and its minimum size was 1.5625% (8 rows and
8 columns, 64 regions). Due to Eq. 5.7, large values of the PF force the
selected regions not to make errors. It is possible to reduce the number of
errors in two different ways: selecting a more informative region and, if it is
not possible, increasing the size of the selected regions. As a consequence,
bigger regions are selected for larger values of the PF. In this case, for large
4the PF value has been empirically set to 3 using Figure 5.10b
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(a) CFF, 4.17% (b) ECH, 8.33% (c) BCK, 3.13%
(d) NBI, 2.04% (e) STR, 6.25% (f) ALL, 16.49%
Figure 5.11: RSIC regions obtained for each Thomson scattering image class
and its sizes compared to the size of the original images
values of the PF, the selected ECH region was the biggest region available.
The fifth step of the RSIC methodology (Section 5.2.1.5) consists in the
classification of the test images. The 634 test images were classified using
the selected regions. The success rates obtained were: 15.00% CFF, 96.53%
ECH, 100% BCK, 98.80% STR and 98.20% STR. The total success rate
taking into consideration the number of test images on each class was 95.27%.
The reason of the low rate of the CFF class was the small number of training
examples: only 11 images. The q values of all the regions on classifying
CFF images indicated that none of the classifiers obtained good results (all
the classifiers obtained q values over 0, the lowest one is the selected one:
q = 0.5899).
Table 5.3 shows a comparison of the results of the RSIC regions versus the
results obtained by 5 SVM one versus rest systems trained using the entire
images (instead of the ROIs). The RSIC and the entire image methods used
the same proper training set, calibration set and test set. Since the entire
images contained more information than the regions selected by the RSIC
methodology, it was possible to build better models and therefore to obtain
higher classification rates. The total success rate was 96.37% using the entire
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Image class Rates Entire image RSIC
Successes 11, 55.00% 3, 15.00%
CFF Errors 4, 20.00% 5, 25.00%
20 images Unknowns 5, 25.00% 12, 60.00%
Region size 100% 4.17%
Successes 246, 94.98% 250, 96.53%
ECH Errors 6, 2.32% 6, 2.32%
259 images Unknowns 7, 2.70% 3, 1.16%
Region size 100% 8.33%
Successes 62, 100% 62, 100%
BCK Errors 0, 0% 0, 0%
62 images Unknowns 0, 0% 0, 0%
Region size 100% 3.13%
Successes 181, 99.45% 180, 98.80%
NBI Errors 1, 0.55% 0, 0%
182 images Unknowns 0, 0% 2, 1.1%
Region size 100% 2.04%
Successes 111, 100% 109, 98.20%
STR Errors 0, 0% 2, 1.80%
111 images Unknowns 0, 0% 0, 0%
Region size 100% 6.25%
Successes 611, 96.37% 604, 95.27%
Total Errors 11, 1.74% 13, 2.05%
634 images Unknowns 12, 1.89% 17, 2.68%
Region size 100% 16.49%
Table 5.3: Comparison of the RSIC results versus the ones obtained using
the entire images SVM
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Image class Data set Entire image RSICTime (s) SD (s) Time (s) SD (s)
Training
CFF Proper training 1.206 0.026 0.075 0.001
11 images Calibration 6.325 0.029 1.456 0.005
ECH Proper training 2.301 0.048 0.200 0.003
129 images Calibration 14.398 0.071 2.024 0.004
BCK Proper training 1.097 0.012 0.033 0.001
31 images Calibration 5.228 0.037 1.318 0.006
NBI Proper training 1.400 0.012 0.034 0.001
92 images Calibration 8.029 0.045 1.323 0.008
STR Proper training 1.712 0.012 0.124 0.001
56 images Calibration 10.257 0.056 1.600 0.074
TOTAL Proper training 7.715 0.062 0.465 0.004
319 images Calibration 44.237 0.179 7.720 0.077
Test
634 images Test 86.937 0.696 15.802 0.696
Table 5.4: Comparison of the CPU times of the RSIC method versus the
entire images SVM
images versus 95.27% using the RSIC regions. It is important to note that
the RSIC regions were using only the 16.49% of the size of the entire images.
In spite of its reduced size, the RSIC regions success rate was slightly lower
than the one obtained by the entire images. In fact, the success rate of the
ECH class was higher using the RSIC regions. The highest difference in the
success rate was the one obtained in the CFF class due to its small number
of images (55.00% using the entire images versus 15.00% using the RSIC
regions).
These classifiers were built using an Intel R© CoreTM 2 Quad CPU Q9300
2.50GHz, 1.95GB RAM. The CPU times consumed by the RSIC regions and
the entire images were measured to quantify the effect of the complexity
reduction in the CPU times. Table 5.4 shows the results obtained. The
times given for both methods were the average time of 100 different runs.
The standard deviation of these times is shown in the column called SD. The
time differences between the different classes were due to, on the one hand,
the different number of images in each class and, on the other hand, the
different models’ complexity. Using the RSIC regions, the proper training
time was reduced 93.97%. The calibration time was reduced 82.55% and
the test time was reduced 81.82%. The mean classification time of an image
using the RSIC methodology was 0.025 s versus 0.137 s using the entire
images.
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Figure 5.12: Example of a classification with multiple regions and a voting
schema
5.2.3 Discussion
TN samples have not been included in Eq. 5.7. In multi-class problems, the
number of TN is usually much larger than the number of TP (for example,
in a 4 class classification problem with 10 samples per class, the number of
samples in the TP can be up to 10 while the number of samples in the TN
can be up to 30). Therefore, the statistical weight of TN samples is higher
than the one of TP samples. As a result, if TN are included in Eq. 5.7, it
may force the classifiers to obtain large distances from the TN samples to the
hyperplane rather than properly classify both, the TN and the TP samples.
In order to solve this issue, the TN samples were removed from Eq. 5.7 and
the PF was added to penalise the systems with errors.
An alternative to Eq. 5.7 is a weighted average quality measure:
q (r, t) =
(∑#FN
i=1 α
rt
FN,i +
∑#FP
j=1 α
rt
FP,j
)
× PF +∑#TPk=1 αrtTP,k
(#FN + #FP )× PF + #TP (5.8)
With regard to the RSIC step 4 (region selection), the approach explained
here uses only one region per each class. It is possible that, for very complex
classification problems, several regions would be needed. There are different
approaches to classify a new image using several regions per class:
• The new image is assigned to the class of the region with the largest
pvalue. In this case, all the process in step 5 is similar but instead of
one pvalue per class, it uses several pvalues. The predicted label for the
new image is the class of the largest pvalue.
• It is possible to implement a voting scheme5 for the regions of the same
5voting scheme: a method that given a set of predictions of different classifier gen-
erates a joint prediction
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class and then, to use the output of the voting scheme as the pvalue
of each class. This alternative is shown in Figure 5.12. It contains
an example of a 2-class classification problem where the images have
been cut up into 9 regions. Three different regions have been chosen to
classify each class. A single pvalue is selected for each class by means
of a voting scheme. Then, the resulting pvalues are compared and the
predicted label is chosen as explained in the RSIC step 5. In the
example of Figure 5.12, the predicted label is 2, the credibility is 0.6
and the confidence is 0.8. It is important to note that although the
largest pvalue belongs to class 1 (p4val1 = 0.8) since p
7
val1 and p
8
val1 are
low, the voting scheme has rejected it. If the alternative chosen was
the previous one, the predicted class would be 1.
5.3 Conclusions
Fusion databases are characterised by their high dimensionality and their
complexity. Dozens of plasma diagnostics measure plasma magnitudes on
each pulse, generating hundreds of signals (some of them correlated). The
dimensionality of fusion data should be reduced in order to simplify its use
for different purposes.
This chapter has introduced two techniques of dimensionality reduction:
SVM-FES and RSIC
• Given a p-dimensional space, SVM-FES generates a q-dimensional
space whose dimensions are a subset of the original space (q < p).
Using the reduced space, it is possible to successfully classify the sam-
ples from the original space.
• RSIC selects a region of the original images that allows the classifica-
tion of the images obtaining high success rates. The classifier that uses
the resulting region is faster than the one that uses the entire images.
It also saves storage space.
The SVM-FES has been applied to the determination of the main fea-
tures of the L/H transition. Two different models have been tested: one
trained in an interval of ±100 ms around the transition and one trained in
an interval of ±500 ms. The results obtained from these models point out
that the L & H samples close to the transition are not linearly separable
in the resulting feature space. Figure 5.13a shows a set of L & H samples
far from the transition in the BT and TE08 space. The samples are almost
linearly separable in this feature space. In contrast, Figure 5.13b depicts a
set of L & H points close to the L/H transition. In this case, the L & H
points are mixed in the feature space and there is not a border between the
confinement modes.
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(a) L/H samples far from the L/H transition (b) L/H samples close to the L/H transition
Figure 5.13: Distribution of the L/H samples in the BT and TE08 space
The results given by SVM-FES have been compared with the results
given by ROC and PCA. The success rates obtained by SVM-FES, ROC and
PCA for the ±100 ms model are 93.404%, 87.852% and 57.035% respectively.
In the case of the ±500 ms model, the results are 97.436%, 91.982% and
87.635%. For both models, the results of SVM-FES exceed the ones obtained
by ROC and PCA.
The feature spaces computed by SVM-FES can be seen in Table 5.1. The
dimensions selected for the ±500 ms model are a subset of the ones selected
for the ±100 ms model. This is a consequence of the non-linearity of the
samples close to the L/H transition. The signals selected for the ±500 ms
model are adequate to classify the points far from the transition but, in order
to obtain a high classification rate close to the transition, more signals are
required.
The RSIC methodology has shown its capabilities for regions selection
and classification using the TJ-II Thomson scattering images. The original
images have been reduced to a region of 16.49% of their original size. The
resulting region is a combination of the regions selected for each one of the
classes of Thomson scattering images. In spite of the large reduction of the
dimensionality of the images, the results obtained by the RSIC regions are
slightly lower than the ones obtained using the entire images (95.27% versus
96.37%).
The CPU times are drastically reduced by the RSIC methodology. The
training, calibration and test times are reduced 93.97%, 82.55% and 81.82%
respectively. The mean classification time of an image using the RSIC regions
is 0.025 s in contrast to 0.137 s using the entire images.
The regions given by the RSIC methodology help us to understand the
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structure of the Thomson scattering images. Most of the area selected by
RSIC belongs to the centre of the images (Figure 5.11f), so it is possible to
conclude that it contains relevant information for the classification task. The
height of the regions selected for the CFF and BCK classes is larger than
their width. These regions identifies the vertical patterns shown in CFF,
ECH and NBI images. In the case of the ECH and NBI classes (the most
similar ones), the centre of the image allows the classifiers to distinguish
both classes.
Chapter 6
Analysis of L/H & H/L
transitions
During plasma operation, the plasma evolves and different phenomena take
place (e.g. ELMs, L/H and H/L transitions or disruptions). Some of these
events must be identified in order to study the thermonuclear processes inside
the plasma and others must be avoided since they compromise the fusion
machine integrity. Plasma behaviour is identified through the recognition
of patterns inside waveforms. Plasma phenomena generate similar patterns
on each plasma pulse and thus, the identification of several behaviours is
possible using these patterns. Sometimes more than one waveform is required
to identify a certain event (e.g. ELMs are recognised as spikes in the Dα
emission signal accompanied by drops in the plasma density).
The identification of patterns in waveforms is usually carried out by
means of visual analysis. Signals are analysed by experts one by one and
events are manually located. It implies the use of plenty expert manpower
and long waits until the data is processed. Some pulses are sometimes not
evaluated due to the lack of resources.
Present fusion databases are indexed by pulse number (a simple counter
of the number of plasma discharge), the names of the diagnostics and the
names of the signals (e.g. in JET, the Dα emission of pulse 73337 is accessed
by using the path: 73337, SA3D, AD36). The analysis of the data generated
during plasma operation is performed pulse by pulse by the experts of each
plasma physics field. Since the JET first pulse in 1983, more than 80,000
discharges have taken place. In the TJ-II stellarator, there have been more
than 30,000 discharges since 1997. Therefore, the analysis of fusion databases
is a “big numbers” problem.
JET pulses can last for more than a minute and ITER is intended to
operate in steady-state (pulses longer than 30 minutes and even one hour).
Therefore, the length of the signals will increase significantly in the next few
years. The present paradigm of data access (pulse number, diagnostic and
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signal name) will not be longer valid since it will not be possible for experts to
analyse the full waveforms. In the last decade, the development of artificial
intelligence and data mining methods have opened the door to an alternative
data access: the pattern oriented paradigm (Vega and JET-EFDA contribu-
tors, 2008). Using the pattern oriented paradigm, data should no longer be
indexed by pulse number and signal name but by patterns inside waveforms.
The pattern oriented paradigm is focused on events inside waveforms.
Scientists can access data using the plasma phenomenon they are interested
in evaluating, saving time and increasing the statistical weight of their results
since they gain access to events from a large range of plasma pulses. Using
this paradigm, the query is the pattern to be found in the database and
the responses of the system are pulses numbers and the times where similar
patterns are located.
Most of the pattern oriented data retrieval systems consist of three steps:
• Feature extraction: the time-domain waveforms are transformed
into a set of features, usually in a lower dimension space. It speeds up
the database access and simplifies the following tasks. It is a crucial
step since it defines the data type that the next tasks will use. In fusion
science, there are two main approaches:
– Fourier coefficients: the waveform features are its major Fourier
coefficients (Nakanishi et al., 2004).
– String methods: the waveforms are replaced by characters based
on the waveforms morphology (Dormido-Canto et al., 2008).
• Signal indexing: signals are indexed to speed up the retrieval process.
Since the databases contain tens of thousands of pulses and hundreds
of different signals, the full databases cannot be traversed and therefore
an indexation is required.
• Similar patterns retrieval: it is carried out by means of a similarity
measure. The patterns in the database are compared to the one in the
query using the similarity measure. The most similar ones are retrieved
to the user.
The first of the approaches for feature extraction uses the coefficients
of the discrete Fourier transform. The waveforms are moved from the time
domain to the frequency domain, losing the time information stored in them.
The first attempt to data retrieval using this features (Nakanishi et al., 2004)
was applied to search similar waveforms to the one requested by the user.
The similarity between two waveforms was measured using the Euclidean
distance of the k first Fourier coefficients. It was shown that k < 10 was
good for most cases. The drawbacks of this method were the problems
dealing with high-frequency signals (it was not possible to find similar ones)
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and a tendency to distinguish between waveforms whose lengths were sightly
different.
Later, this method was improved to allow the recognition of patterns
inside waveforms (Nakanishi et al., 2006). The Fourier complex coefficients
were replaced by the power spectrum density values but there were still prob-
lems with high frequency signals and multiple zero-crossings waveforms. This
problem was solved in (Hochin et al., 2008) using a similarity measure that
took into consideration both the waveform frequency and its outline. Finally,
an indexing method was proposed in (Hochin et al., 2010) for accelerating
the data access. Waveforms were cut up into fine-grained segments that were
stored into a multi-dimensional index for quick retrieval.
The second approach to feature extraction is the use of a symbolic repre-
sentation of waveforms (Daw et al., 2003). Using this alternative, waveforms
are replaced by a string of symbols encoding its features. The number of
symbols (dimension of the feature space) depends on the degree of detail
required for the representation. Two different methods of symbolic represen-
tation were evaluated:
• Slope method: signals were divided into segments and each segment
was replaced by a label / character. There were 5 different charac-
ters. The segments were fitted using a straight line and the charac-
ter assigned to the segment depends on the slope of the fitting line
(Dormido-Canto et al., 2006).
• Concavity method: again, signals were divided into segments and
each segment was replace by a label / character. There were also 5
characters but in this case, the label of each piece was based on the
classification of its concavity. The method discerned between convex,
concave, increase, decrease and small horizontal oscillations (Dormido-
Canto et al., 2008).
The symbolic representation has been applied to seek for entire signals
and also to search for patterns within waveforms (Vega et al., 2007). To
speed up the search process, the signals are indexed by means of a SVM (see
Section 3.1.1) classification system (Dormido-Canto et al., 2004), (Farias et
al., 2006). The combination of an SVM classification system and a symbolic
representation of waveforms has been applied to the TJ-II database (Vega
et al., 2008) and to the JET database (Rattá et al., 2008).
The symbolic representation of waveforms based on the slope method has
the disadvantage that sometimes, in fusion databases, it is difficult to obtain
an exact match of the sought pattern. In order to solve this problem, the
initial set of five characters was reduced to only two characters (ascendant
and descendant) and an uncertainty margin between them was fixed (Pereira
et al., 2008). It increased the number of similar waveforms retrieved to the
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Figure 6.1: Different patterns of the L/H transition in JET
users. This methodology has also been exploited in an distributed open envi-
ronment (Pereira et al., 2010). It allows scientists from different laboratories
to share their data increasing the significance of the results obtained. It also
grants access in larger databases to the fusion community.
One application of the pattern recognition techniques is the location of
the L/H and H/L transitions (see Section 2.2.1) in a plasma discharge. The
L/H transition can be identified as a sudden drop of the Dα signal accompa-
nied by a change in the slope of the plasma density waveform. The case of
the H/L transition is tougher since the pattern sought in the waveforms is
not well defined. However, it is not always possible to apply the mentioned
pattern recognition techniques to the identification of the L/H transition.
The reason is that the morphological pattern of the L/H transition varies
depending on parameters such as power, temperature or density. Moreover,
the time scale and the amplitude of the patterns can be significantly different.
Figure 6.1 depicts different L/H transitions from 9 JET pulses.
An alternative to pattern recognition techniques for the identification of
L/H transitions are data-driven models. Given a database of L/H transition
times, it is possible to build a model to evaluate whether the plasma is in
L-mode or in H-mode. Different techniques have been applied to obtain data-
driven methods to regime identification in JET: Murari made a comparison
between fuzzy logic and SVM (Murari et al., 2006), Vega combined Bayesian
statistics and SVM (Vega et al., 2009b) and Meakins used neural networks
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Figure 6.2: Visual location of the L/H transition, JET pulse 67707
(Meakins et al., 2010).
Data-driven models require large databases of L/H transition times. Un-
fortunately, the L/H transition times are not always available and these
models usually misclassify the samples close to the transition. Thus, alter-
native methods are required to the location of the transitions. This chap-
ter describes a new methodology to the location of L/H transitions. This
methodology is introduced in Section 6.1. Section 6.2 contains the applica-
tion of data-driven models of the L/H and H/L transitions using conformal
predictors.
6.1 Automated location of L/H transitions
The Automated Transition Detector (ATD) is an unattended tool to identify
L/H transitions in plasma discharges (González et al., 2012a). Given a set of
pulses, the method retrieves the times of the L/H transitions together with
uncertainty intervals in the estimations of the transitions. The ATD does
not require human intervention.
The classical manual method of L/H transition identification consists
of the location of a sudden drop of the Dα waveform (JET signal PPF/-
S3AD/AD36) accompanied by a change in the slope of the plasma density
(Figure 6.2). Unfortunately, there are discharges where the drop of the Dα
waveform does not appear at all, the signal is corrupted with noise or the
signal amplitude is close to the digitising limit (Figure 6.1). In addition, it
is sometimes difficult to detect a change in the slope of the plasma density.
Other alternative to determine the transition time could be the inspection
of the ECE temperature profiles and the determination of the time when
the ETB appears (see Section 2.2.1). However, the accuracy of the manual
identification of the transitions is limited and it requires several manpower.
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There are five reasons that emphasize the usefulness of the ATD:
• No manpower is necessary.
• All discharges are processed exactly in the same way thereby ensuring
reproducibility and avoiding human errors.
• All transition times are estimated, even the ones of discharges where
the transition cannot be located by means of visual analysis.
• Large databases of transition times can be generated improving the
statistical significance of future studies.
• The database of transition times can be updated after each new pulse
in an unattended way.
The ATD is quite general and it can be applied to other fusion devices
with minor changes. In fact, it has been applied to the location of L/H
transitions in JET (González et al., 2012a) and in DIII-D (Farias et al.,
2012). Next section contains the workflow of the ATD and an explanation
of its components. Section 6.1.2 describes the application of the ATD to
the JET database and Section 6.1.3 summarizes the results of the ATD in
DIII-D.
6.1.1 ATD workflow
The ATD consists of four software modules (Figure 6.3): readout loop, dis-
crimination loop, model creation and prediction module.
Firstly, it is necessary to know whether the plasma achieves H-mode.
Given a range of plasma pulses, the aim of the readout loop is to create a
database containing the pulses that reach H-mode. This is achieved by means
of a rough location of ELMs (just the presence of ELMs, not their times)
in a discharge. If a discharge shows ELMs, it contains an L/H transition.
Section 6.1.1.1 describes this module.
The discrimination loop (Section 6.1.1.2) classifies the transitions with
H-mode into two groups accordingly with their signature (pattern) in the
Dα waveform:
• In the case of a clear signature, the time of the transition and an un-
certainty interval are automatically determined. A database with the
transition times and their corresponding uncertainty intervals is gen-
erated. Figure 6.4a contains an example of clear signature transition
from JET pulse 73340. Clear signatures are characterized by an un-
ambiguous drop of the Dα signal.
• The transition times of the discharges showing a non-clear signature
cannot be located within this module and thus, they are stored in an
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Figure 6.3: ATD workflow
intermediate database for later use. Figure 6.4b shows an example of
this type of transition from JET pulse 73559. It is possible to observe
that that there is not a clear drop an obvious drop of the Dα signal.
In order to determine the transition times in the non-clear discharges,
a ICP predictor model (see Section 3.1.2.1) is trained using the discharges
showing a clear transition pattern. Given an instant of a pulse, the predictor
determines whether the plasma is in L-mode or in H-mode. In addition, it
generates a value of confidence and credibility of the given prediction. This
is accomplished with the third module of the ATD: model creation (Section
6.1.1.3).
Finally, in the prediction module (Section 6.1.1.4), the pulses in the
database of non-clear signatures are used as input for the predictor gen-
erated in the previous module. The transitions of these pulses are located
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(a) Clear signature, JET pulse 73340 (b) Non-clear signature, JET pulse 73559
Figure 6.4: L/H transition signature types examples
at the times when the predictions change from L-mode to H-mode.
6.1.1.1 Readout loop
The aim of the readout loop is the identification of the discharges that achieve
H-mode and therefore contain a L/H transition. The detection of the H-mode
in a discharge is carried out by means of the identification of ELMs in the
discharge. Since ELMs only take place in H-mode plasmas, the detection of
ELMs in a pulse means that the plasma is in H-mode.
UMEL (see Section 4.1) is used to check the presence of ELMs. A SVR
regression (RBF kernel, KC = 5, Ke = 10, Kσ = 0.3) is computed using the
Dα waveform. In order to speed up the SVR computation, the waveform is
decomposed using a level 2 Haar wavelet and the approximation coefficients
are fitted using UMEL. The existence of ESVs reveals the presence of ELMs
in the discharge.
Figure 6.5 contains two examples of the readout loop module. On the
one hand, Figure 6.5a depicts a JET pulse (73351) that achieves H-mode.
ESVs appear in the spikes caused by the ELMs and thus the pulse is included
in the database of pulses with L/H transitions. On the other hand, Figure
6.5b shows a pulse that have not achieved H-mode. Since there are no ELMs
in the pulse, no ESVs appear. Therefore, this pulse does not contain a L/H
transition and is not analysed by the ATD.
6.1.1.2 Discrimination loop
For every pulse with L/H transition, the discrimination loop carries out two
important tasks:
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(a) H-mode plasma, JET pulse 73351 (b) No H-mode plasma, JET pulse 73352
Figure 6.5: Readout loop examples
• Location of the L/H Transition Interval (LHTI): this is a time
interval where the L/H transition occurs.
• Identification of the transition signature type: the L/H transi-
tions are classified into two groups according to their signature type:
clear signature and non-clear signature transitions.
Location of the LHTI. The first task of the discrimination loop is the
location of the LHTI. The LHTI’s objectives are, first, to reduce the time
slot where the transition is sought and, second, to simplify the following
ATD modules. Basically, the LHTI is the time interval located between the
beginning of the auxiliary input power and the appearance of the first ELM.
An example of the LHTI from JET pulse 76563 is plotted in Figure 6.6. The
LHTI is determined in tree steps: detection of the power injection, detection
of the ELMs region and residual ELMs elimination.
Step 1: detection of the power injection. In order to achieve the
H-mode confinement regime, high auxiliary input power is necessary. How-
ever, the threshold that ensures the change of confinement is known within
a wide margin. Moreover, this threshold varies with parameters such as den-
sity, temperature or magnetic field. Here, since the L/H transition must be
located within the LHTI, a conservative power threshold (Pτ ) is computed.
The time when the power injected to the plasma reaches Pτ determines the
left boundary of the LHTI. Pτ is computed as:
Pτ = 0.2 ·max (Power) (6.1)
where Power is the total power injected into the plasma (JET signal PPF/-
MG3/YTO).
Figure 6.7 shows the detection of the auxiliary power injection in JET
pulse 73337. The horizontal red line represents Pτ . The doted green line is
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Figure 6.6: L/H Transition Interval (LHTI), JET pulse 76563
the resulting left boundary of the LHTI. In this pulse, the transition takes
place at 15.844 s.
Step 2: detection of the ELMs region. Once the left boundary of
the LHTI has been determined using the total input power, the next step is
the identification of the H-mode region. ELMs only appear in H mode and
therefore after the L/H transition. In this step, UMEL is applied again to
locate the region with ELMs (Figure 6.8, upper graph).
To speed up the SVR computation needed in UMEL, a dimensionality
reduction using a level 4 Haar wavelet is applied to the original Dα signal.
The approximation coefficients of theDα signal are fitted (RBF kernel, KC =
4, Ke = 18, Kσ = 0.5) and the ESVs are retrieved. Unfortunately, not all the
ESVs appear in the ELMs. If the amplitude of the L/H transition signature
is large, it is possible that some ESVs would appear in the transition. Thus,
it is not possible to set the right boundary of the LHTI to the time of the
first ESV. A threshold (ELMsτ ) is required to determine this time.
The number of ESVs retrieved by UMEL is counted in bins of 0.05 seconds
(Figure 6.8, lower graph). The mean value of the ESVs in the non-empty
bins is calculated (horizontal cyan line). This mean value is used to compute
ELMsτ (horizontal red line):
ELMsτ = 0.4 · Number of ELMsNumber of non-empty bins (6.2)
The right boundary of the LHTI is equal to the time of the first bin with
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Figure 6.7: Detection of the power injection, JET pulse 73337
more ESVs than ELMsτ . Since the L/H transition is very close to the first
ELM in some pulses and to ensure that the LHTI contains the transition,
a margin of 0.1 s is added to the time of the right boundary of the LHTI
(green dotted line). Again, this is a conservative step because it is essential
that the LHTI encloses the L/H transition.
Step 3: Residual ELMs elimination. In the previous step, the
LHTI right boundary is computed as the time of the first bin with more
ESVs than ELMSτ plus a margin of 0.1 s. Therefore, it is possible that
some ELMs appear at the right end of the LHTI.
The focus of the third step is to remove these ELMs in the case that
they exist. The identification of the ELMs is carried out using UMEL. A
complete description of how ELMs are identified using UMEL can be found
in Section 4.1.3. After this step, the right boundary of the LHTI is moved
to the time of the first ELM located.
Identification of the transition signature type. The second task of
the discrimination loop is the identification of the transition signature type.
Two types of transitions are considered: clear signature transitions (Figure
6.9a, upper graph) and non-clear signature transitions (Figure 6.9b, upper
graph).
The Haar wavelet detail coefficients of the Dα signal have been used to
locate the characteristic drop of the transitions within the LHTI. Taking into
account that the Dα drops can be different from each other, different wavelet
decomposition levels have been tested. The best results have been achieved
using a level 5 wavelet decomposition. On the one hand, clear signatures
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Figure 6.8: Detection of the ELMs region, JET pulse 73337
are characterized by an unambiguous drop. On the other hand, non-clear
signatures dot not show such an obvious drop. Therefore, the wavelet detail
coefficients of the clear signature transitions show an isolated peak at the
transition time (Figure 6.9a, lower graph). In contrast, since the non-clear
signatures do not show a clear drop, their wavelet detail coefficients show
several different peaks (Figure 6.9b, lower graph).
UMEL (RBF kernel, KC = 1, Ke = 4, Kσ = 2) is applied to the nor-
malised (between 0 and 1) wavelet detail coefficients to locate the peaks. If
an isolated ESV is located, the transition signature is recognised as a clear
signature and the L/H transition instant is determined as the time of this
ESV. On the other hand, if different ESVs are retrieved, the transition sig-
nature is identified as a non-clear signature. In this case, the transition time
cannot be estimated within the discrimination loop module.
The transitions with clear signatures are included in a database of L/H
transition times with their corresponding uncertainty intervals. The uncer-
tainty interval (error bar) is related not only to the sample period (TS) of the
Dα signal but also to the wavelet decomposition level. Due to the fact that
each decomposition level of the Haar wavelet transform reduces the number
of samples by a factor 2, the uncertainty interval is ±2L · TS around the
prediction (or equivalent an error bar of ±2L+1 · TS , where L is the wavelet
decomposition level). As TS = 0.1 ms and L = 5, the uncertainty interval
for all transitions with a clear pattern is ±3.2 ms.
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(a) Clear signature, JET pulse 73337 (b) Non-clear signature, JET pulse 74636
Figure 6.9: L/H transition signature types and their wavelet detail coeffi-
cients
Figure 6.10: JET two-layer L/H model
6.1.1.3 Model creation
The L/H transition times of the non-clear signatures cannot be estimated
using the wavelet transform. Several ESVs appear in the detail wavelet
coefficients of the Dα signal and thus it is not possible to identify which
one corresponds to the real transition. As a result, an alternative method is
required. A L/H classifier has been proposed to estimate the times and the
Probability Confidence Intervals (PCIs) of the L/H transitions with non-clear
signatures. The classifier is trained using the pulses with clear signatures
identified in the previous module. The transition times of these pulses have
been located and thus, given a certain time t, it is possible to know if the
plasma is in L-mode or in H-mode. Since the classifier is built using the
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automatically identified transitions, the ATD does not required a database
of L/H transition times.
The first step to build a classifier is to define its input space (i.e. the
space of the input samples). As it has been previously explained, dozens
of diagnostics measure properties of the plasma at each instant, generating
hundreds of different signals. Some of them are irrelevant for the L/H tran-
sition phenomenon and thus they can be discarded. In contrast, a small
subset of signals can help in the description of the plasma confinement quite
accurately.
The length of the LHTI varies from discharge to discharge. Unfortu-
nately, the relevant features to distinguish the L and H confinement modes
are different in temporal segments close to the transition (±100 ms around
the transition time) and far from it (±500 ms around the transition time)
and the models to distinguish the confinement mode also vary. Moreover,
the position of the L/H transition in the LHTI is unknown. As a result, it is
not possible to discern the best input space for a classifier. In similar cases,
a combination of classifiers has achieved good results (Ratta et al., 2010,
prediction of disruptions in JET).
A two-layer model (SVM based) has been proposed to locate transitions
within the LHTI (Figure 6.10). The first layer consists of two classifiers. One
(Figure 6.10, upper left box) is trained in a symmetric interval of ±100 ms
around the transition time with a sampling period of 1 ms (i.e. 201 samples
per pulse). The second classifier in the first layer (Figure 6.10, upper right
box) is trained in a symmetric interval of ±500 ms around the transition
time and a sampling period of 1 ms (i.e. 1001 samples per pulse). The focus
of the classifiers in the first layer is to emphasize the automatic learning near
to and far from the transition.
The feature extractor described in Section 5.1 has been applied to select
the most relevant signals to predict the plasma confinement mode in both
classifiers. The signals used in both models can be seen in Figure 6.10 and
a complete description of the signals can be found in Appendix H. It is
important to note that the signals determined as relevant for the ±500 ms
classifier, also have been selected by the SVM-FES as relevant for the ±100
ms. It means that these signals are good enough for the phenomenological
description of the decision function. However, the classifier closer to the
transition needs more information to obtain a high success rate because the
prediction close to the transition is more difficult.
Both classifiers have been trained using a linear kernel (Eq. 3.25) to
separate the two confinement modes. Therefore, the output of the ±100 ms
classifier is a linear function:
D1 (u) = C0 +
11∑
i=1
Ci · ui (6.3)
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where Ci is the weight of the plasma quantity i, C0 is a bias and u = [BT,
AD36, TE08, LAD3, LAD4, LI, Q95, RIG, TOG, RAD, TE02 ]. The output
of the ±500 classifier is:
D2 (v) = B0 +
5∑
j=1
Bj · vj (6.4)
where Bj is the weight of the plasma quantity j, B0 is a bias and v = [BT,
AD36, TE08, LAD3, LAD4 ].
The training of the second layer classifier (also based on a linear SVM)
called SVM combiner is carried out using the outputs of the first layer clas-
sifiers (D1(u) and D2(v)). Thus, its output is computed as:
D (u, v) = A0 +A1 ·D1(u) +A2 ·D2(v) (6.5)
where A1 and A2 are the weights of the first layer classifiers and A0 is a bias.
The SVM combiner uses the information from both classifiers to minimize
the error of the estimated transition time (±100 ms classifier goal) and to
avoid the misclassification of points far from it (±500 ms classifier goal).
Finally, the plasma confinement is calculated as:
mode =
{
L-mode if D (u, v) < 0
H-mode if D (u, v) ≥ 0 (6.6)
6.1.1.4 Prediction module
This module estimates the transition times of the pulses with non-clear sig-
natures using the model designed in the previous module. The samples
within the LHTI are classified one by one is ascending temporal order. The
change of the predicted confinement (i.e. the change from D (ut, vt) < 0 to
D (ut+1, vt+1) ≥ 0) determines the transition time.
Figure 6.11 contains two examples of prediction using JET pulses 73034
(Figure 6.11a) and 73926 (Figure 6.11b). Since there are not clear drops in
the Dα waveforms, the transitions cannot be located within the discrimina-
tion loop. The lower plots of Figure 6.11 contain the output of the classifiers
of the previous step. The transitions predicted by the ±100 ms (D1(u)) and
±500 ms (D2(v)) classifiers are marked using green lines. The output of the
SVM combiner (D(u, v)) determines the predicted transition time (red line).
At this point, the model does not generate any measure of the good-
ness of the predicted transition time. Intuitively, samples far from the L/H
transition are easier to classify (they are far from the border between L and
H) and thus the predictions should have a high level of significance (high
reliability). On the other hand, samples close to the transition are harder
to classify and therefore the significance of the predictions should be lower
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(a) JET pulse 73034 (b) JET pulse 73926
Figure 6.11: Example of the prediction module
(low reliability). The level of significance should be minimum just at the
border of the L and H confinement modes. Given a reliability threshold, it
defines a reliability value below which the prediction is assumed to be not
very trustworthy. The time interval around the estimated transition where
the reliability is below the threshold could be considered a PCI of the pre-
diction. The ATD assures that the real L/H transition is inside the PCI but
the prediction of the transition time inside the PCI is less accurate.
Figure 6.12 depicts a toy example on the computation of the PCI. Figure
6.12a shows the feature space of L (red crosses) and H samples (blue circles)
and the separating hyperplane (border). The test samples are marked using
green dots. The temporal evolution of the test samples is t1, t2, . . . , t7.
Figure 6.12b contains the computation of the PCI of the test samples. Since
the test samples t1 and t7 are far from the separating hyperplane, their
reliability values are high. In contrast, the samples t3, t4 and t5 are close
to the hyperplane and thus their reliability values are low. The test points
located on the left of the hyperplane are classified as L-mode and the samples
located on the right are classified as H-mode. The PCI is the time interval
between the two first samples around the transition (one on the right and
one on the left) whose reliability values are above the given threshold (t3 and
t6).
Off-line ICPs (see Section 3.1.2.1) have been applied to compute the reli-
ability values of the SVM combiner (D(u, v)). The non-conformity measure
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(a) Feature space (b) Reliability and PCI
Figure 6.12: Reliability and PCI computation schema
chosen to compute the PCI is the distance from the samples to the hyper-
plane:
α(x) =
{ − |distance(H,x)| if x is properly classified
|distance(H,x)| if x is misclassified (6.7)
The reliability value of each sample is computed as the product of the
conformal measures (credibility and confidence). The product of the confor-
mal measures has been previously used obtaining good results (Makili et al.,
2011). The reliability threshold has been set to 0.3. This means that, on
average, the values of confidence and credibility are greater than 0.55.
Figure 6.13 shows the PCI of JET pulses 73034 (Figure 6.13a) and 73926
(Figure 6.13b). The Dα signal is plotted at the top of both figures. The
output of the SVM combiner (D(u, v)) is located in the middle of the figures.
The estimated transition times (L/Hestimated) are located at the time when
D(u, v) = 0 (red line). The reliability values are plotted at the bottom of
the figures. The reliability threshold (solid green line) is set to 0.3. The PCI
borders (green dashed lines) are located at the times when the reliability
crosses the threshold value around the transition.
It is important to note that since the PCI length depends on the relia-
bility, it might not be a symmetric interval around the transition time (the
interval on the left can be larger than the interval on the right and vice
versa).
6.1.1.5 Validation of L/H transition times of discharges with clear
signatures
The ATD uses the time of the clear signature transitions to build a predictive
model to locate the change of confinement in the pulses with non-clear signa-
tures. In order to build a suitable model, it is important that the transition
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(a) JET pulse 73034 (b) JET pulse 73926
Figure 6.13: Examples of PCI
times of the discharges with clear signatures do not contain errors. Since
the ATD is an automated technique, the validation of the transition times
of these pulses must be carried out without human intervention.
The two-layer model described in Section 6.1.1.3 is trained with tran-
sitions that show a clear signature. Therefore, if any of these discharges
is used as input of the two-layer classifier, its resulting PCI should include
the transition time estimated in the discrimination loop (using the wavelet
transform). If the estimated transition time is not located within the PCI,
it is possible to conclude that the transition time is not properly located
and hence, this transition must not be included in the training set of the
two-layer model.
This method is valid for two main reasons:
1. Low misclassification rate of the discrimination loop module:
the statistical weight of misclassified discharges is very low (there are
only a few samples with a wrong classification of their confinement
mode). The impact of the errors is expected to be negligible in the
model determination.
2. Use of linear kernels: linear kernels have very high generalization
ability and their sensitivity to errors is lower than other kernels. In
contrast, they usually have lower success rates.
If the validation process detects misclassified transitions, the correspond-
ing discharges are excluded from the database of discharges with clear signa-
tures and they are included in the database of non-clear signatures. Then,
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Model Training Test(Proper training set) (Calibration Set)
±100 ms 98.62% 96.65%
±500 ms 98.80% 97.72%
Combiner 99.17% 98.73%
Table 6.1: JET two-layer L/H model classification results
the two layer model is retrained using the new database. This process can
be iterated until no more discharges are moved from the database of clear
signature transition to the one of non-clear signature transitions. The tran-
sitions excluded from the clear signature database are estimated using the
method described in the prediction module (Section 6.1.1.4).
6.1.2 Location of L/H transitions in JET
A database of 551 discharges from JET campaigns C21 to C26 was used
to test the ATD methodology. The L/H transition times were determined
manually by experts by means of visual analysis.
The discrimination loop located 143 transitions (25.95%) with clear sig-
natures. Using these discharges, a L/H model was built. In order to reduce
the computation time, a SVM parallel version was used (Ramírez et al.,
2010). The set of 143 discharges was split into a proper training set (con-
taining a random selection of 75% of the 143 shots) and a calibration set
(with the remaining 25%).
After the generation of the two-layer model, the first operation was the
validation of the set of 143 discharges with clear signatures (see Section
6.1.1.5). There were two pulses where the estimated transition times (in the
discrimination loop using the wavelet method) were outside the PCIs. These
discharges were removed from the database of clear signatures and they were
included in the database of non-clear ones.
At this point, the database of clear signatures contained 141 (25.59%)
transitions. Using this database, the two-layer model was retrained using
75% of the transitions as proper training set (106 transitions) and 25% as
calibration set (35 transitions). The clear signature transitions were vali-
dated again and no more errors were found.
Table 6.1 summarizes the success rates achieved by the two-layer classifier
using the proper training set (training set) and the calibration set (test set).
Is it important to take into consideration that the higher classification rates
of the ±500 ms classifier compared to the ±100 ms classifier do not imply
that the±500 ms classifier locates the transition more accurately. The reason
is that the ±500 ms classifier was trained and tested in a total interval of
1 s (500 ms to the left of the transition and 500 ms to the right) while the
162 Chapter 6. Analysis of L/H & H/L transitions
Signal
Original Quantities Normalised Quantities
Ci Bj Ci Bj
±100 ms ±500 ms ±100 ms ±500 ms
BT 4.13 3.35 7.14 5.85
AD36 −2.67 · 10−16 −1.16 · 10−16 -9.27 -18.87
TE08 1.66 · 10−2 9.84 · 10−3 20.96 20.46
LAD3 −1.30 · 10−19 −3.48 · 10−19 -4.84 -21.48
LAD4 5.07 · 10−19 5.56 · 10−19 21.89 36.85
LI 4.82 – 2.40 –
Q95 2.07 – 4.49 –
RIG 3.40 – 6.38 –
TOG -16.62 – -3.65 –
RAD −6.28 · 10−7 – -14.23 –
TE02 −2.44 · 10−3 – -7.50 –
bias -11.45 −7.53 · 10−2 -15.41 -9.93
Table 6.2: JET coefficients of the first layer hyperplanes
±100 ms classifier was trained and tested in an interval of 0.2 s (100 ms to
the left of the transition and 100 ms to the right). Since the points far from
the transition are easier to classify than the points close to it then the larger
interval chosen the higher classification rate. For example, lets suppose a
±100 ms classifier and a ±500 ms classifier both using a sampling rate of 1
ms. If the ±100 ms classifier locates a transition 5 ms after the real one then
its accuracy is 97.5% (195/200). Let’s suppose now that the ±500 classifier
makes a worse estimation of the transition, for example, 10 ms after the real
one. In contrast, its success rate is 99% (990/1000), higher than the one of
the ±100 ms classifier.
Table 6.2 contains the hyperplane coefficients corresponding to the ±100
classifier (Equation 6.3) and to the ±500 classifier (Equation 6.4). The as-
sessment of the real importance of the quantities to estimate the confinement
mode can be determined with all quantities normalised in the interval [0, 1].
This normalisation is carried out using the equation:
Snormalised =
S −min (S)
max (S)−min (S) (6.8)
It is important to note that a quantity S encloses all the pulses of a
certain plasma signal. Therefore, max (S) (min (S)) is not the maximum
(minimum) of this signal in a single pulse but the maximum (minimum) of
the signal in all the analysed pulses within the training interval.
The most important quantities to determine the confinement state of the
plasma are the ones with the largest absolute coefficients (normalised). For
example, in the case of the ±100 ms classifier the most important quantities
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Number of non-clear signature transitions 410
Number of properly located transitions 397
(L/Hreal within the PCI) (96.83%)
mean(|L/Hreal − L/Hestimated|) 27.9 ms
std(|L/Hreal − L/Hestimated|) 37.6 ms
mean PCI length 225.2 ms
Number of not properly located transitions 13
(L/Hreal outside the PCI) (3.17 %)
mean(|L/Hreal − L/Hestimated|) 93.8 ms
std(|L/Hreal − L/Hestimated|) 55.4 ms
mean PCI length 453.5 ms
Mean time between L/Hreal and the 5.96 msclosest end of the PCI
Table 6.3: Results of non-clear transitions in JET
are LAD4 (21.89), TE08 (20.96) and RAD (−14.23). The hyperplane of the
SVM combiner (Equation 6.5) is:
D (u, v) = 0.52 ·D1 (u) + 0.70 ·D2 (v) + 0.27 (6.9)
where D1 (u) is the output of the ±100 ms classifier (Eq. 6.3) and D2 (v) is
the output of the ±500 ms classifier (Eq. 6.4).
Using normalised distances (0 < D1 (u) < 1, 0 < D2 (v) < 1), the
hyperplane equation is:
D (u, v) = 18.81 ·D1 (u) + 19.61 ·D2 (v)− 14.42 (6.10)
It means that the ±500 ms classifier is sightly more decisive than the ±100
ms classifier.
The SVM combiner was applied to estimate the transition times and the
PCI of the transitions with non-clear signatures (410 pulses). As previously
mentioned, the reliability threshold was set to 0.3. Table 6.3 summarizes
the results obtained. There were two main groups of discharges: the ones
whose L/H transition time located by the experts (L/Hreal) lies within the
computed PCI (397 pulses, 96.83%) and the ones whose L/Hreal is outside
the PCI (13 pulses, 3.17%).
With regard to the first group of discharges, Figure 6.14a shows the
histogram of their PCI lengths (grouped in bins of 20 ms). The mean PCI
length is 225.2 ms. It is important to mention that there were five discharges
(74759, 76519, 76521, 76688 and 77634) whose PCIs vary between 710 ms and
3.91 s. These special cases were discharges with moderate input power (in all
cases less than 10 MW) and/or discharges that achieve their maximum value
in a non-abrupt way, with a long period of low power injection. These pulses
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(a) Distribution of the PCI length (b) Distribution of L/Hestimated − L/Hreal
Figure 6.14: Distribution of the results obtained in the location of the non-
clear signature transitions
with a long period of low injected power are not JET standard pulses and
greatly increase the average PCI length in Table 6.3. If they were not taken
into account, the mean PCI length becomes 206 ms. Figure 6.15 shows two of
these pulses (JET pulses 77634 and 76521). It includes the input power, the
Dα emission, the output of the SVM combiner (D(u, v)) and the reliability
level. Figure 6.14b represents the distribution of the differences between the
real L/H transition time (L/Hreal) and the transition time estimated by the
ATD (L/Hestimated). The absolute mean value is 27.9 ms and the standard
deviation is 37.6 ms.
The second group of discharges in Table 6.3 was made up of the follow-
ing pulses: 73559, 73576, 74611, 74622, 75066, 75222, 75740, 75741, 75742,
75743, 77009, 77054, 77179. Their L/Hreals were not inside the estimated
PCIs. Only 13 discharges (3.17%) belonged to this group. The mean error
in the location of the L/H transition was 93.8 ms and the mean PCI length
was 453.5 ms. However, it is important to emphasize that in all these cases
the L/Hreal was very close to the ends of the PCI. The average difference
between the L/Hreal and the closest end of the PCI was 5.96 ms. In pulse
77009, a moderate input power was maintained for a quite long period after
the transition. As a consequence, the PCI length was 4.172 s. If this pulse
was ignored due to its non-standard character in JET, the mean PCI length
of this group of discharges was 164.3 ms.
6.1.2.1 Scaling laws for the power threshold
The accuracy of the automated determination of the transition times is sat-
isfactory and therefore the ATD can be use to increase the statistical signif-
icance of the studies of the L/H transition. For example, the ATD could be
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(a) JET pulse 77634 (b) JET pulse 76521
Figure 6.15: Examples of pulses with a large PCIs
Location Scaling law MSEmethod
Ordinary Least Squares
Experts Pτ = 100.80±0.40 · n0.56±0.12e ·B0.58±0.20T · S0.39±0.60 7.082
ATD Pτ = 101.00±0.39 · n0.64±0.08e ·B0.50±0.17T · S0.23±0.60 8.635
Ridge Regression, k = 4
Experts Pτ = 100.80±0.10 · n0.55±0.08e ·B0.58±0.12T · S0.39±0.14 7.077
ATD Pτ = 101.00±0.10 · n0.64±0.07e ·B0.50±0.11T · S0.23±0.13 8.632
Table 6.4: JET Pτ scaling laws using ne, BT and S
used for a first data screening and then the experts could concentrate their
attention only on the PCI to refine the analysis. On the other hand, it would
be interesting to investigate to which extent the times determined automat-
ically by the predictor can be used directly to perform physical studies. To
assess this point, scaling laws for the power threshold to access the H-mode
were determined using both the transition times determined by the ATD
(L/Hestimated) and the transition times identified manually by the experts
(L/Hreal). To this end, two different regression methods were applied: OLS
(see Section 3.3.1) and Ridge Regression (see Section 3.3.3). Ridge Regres-
sion was proposed to remedy collinearity among explanatory variables.
Although the L/H transition is known to depend on many parameters,
it is widely accepted that the L/H transition power threshold strongly de-
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Location Scaling law MSEmethod
Ordinary Least Squares
Experts Pτ = 101.10±0.17 · n0.55±0.12e ·B0.61±0.20T · q−0.14±0.2395 7.106
ATD Pτ = 101.19±0.13 · n0.63±0.08e ·B0.52±0.17T · q−0.10±0.2295 8.657
Ridge Regression, k = 4
Experts Pτ = 101.10±0.10 · n0.54±0.08e ·B0.61±0.12T · q−0.14±0.1295 7.102
ATD Pτ = 101.19±0.08 · n0.63±0.07e ·B0.51±0.11T · q−0.10±0.1295 8.654
Table 6.5: JET Pτ scaling laws using ne, BT and q95
pends on the plasma density, the toroidal magnetic field and the plasma size
(Martin et al., 2008). Therefore, the scaling law:
Pτ = K · nαe ·BβT · Sγ (6.11)
can be derived using OLS or Ridge Regression, where Pτ is the threshold
power expressed in MW, ne is the line-average electron density (in units of
1020m−3), BT is the toroidal magnetic field (T) and S is the plasma surface
(m2). Table 6.4 shows the resulting scaling laws using the L/Hreal (times
determined by experts) and L/Hestimated (times estimated by the ATD) and
both regression methods. The scaling laws are given using a confidence level
of 95%.
Since the confidence intervals in the exponents (and in the constant) over-
lap each other, it appears that the scaling laws obtained using the L/Hreal
times and the L/Hestimated times are equivalent. Therefore, the ATD times
generate scaling laws that are similar to the ones obtained using the times
determined by the experts. This result is quite general since it does not ap-
ply only to the scaling laws obtained using the physical parameters ne, BT
and S. In order to justify this assertion, the scaling laws in Table 6.5 have
been computed. They use the plasma quantities ne, BT and q95 where q95
is the plasma safety factor at PSI = 0.95. Again, the confidence intervals of
the exponents and the constant overlap each other.
One important topic that can be addressed using scaling laws is the dif-
ference between the clear signature transitions and the non-clear signature
transitions. It is important to discover whether their difference is only a mat-
ter of the Dα morphological shape or there are different underlying physical
processes. To this end, scaling laws using OLS and Ridge Regression have
been computed for two subsets of transitions, the ones with clear signatures
and the ones with non-clear signatures. The scaling laws obtained using the
ATD transition times have been compared to the ones obtained using the
times given by the experts. The results, reported in Table 6.6, indicate that
the two types of transitions are not governed by the same physical process
and thus their scaling laws are different. This result holds for both times,
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Location Scaling law MSEmethod
Transitions with clear signature, Ridge Regression, k = 4
Experts Pτ = 102.10±0.08 · n0.92±0.08e ·B0.25±0.09T · S−1.15±0.10 2.819
ATD Pτ = 102.24±0.08 · n0.98±0.07e ·B0.19±0.09T · S−1.27±0.09 2.803
Experts Pτ = 101.39±0.07 · n0.83±0.08e ·B0.26±0.09T · q−0.18±0.1095 2.890
ATD Pτ = 101.43±0.07 · n0.87±0.08e ·B0.21±0.09T · q−0.14±0.1095 2.866
Transitions with non-clear signature, Ridge Regression, k = 4
Experts Pτ = 100.81±0.12 · n0.73±0.10e ·B0.50±0.13T · S0.69±0.15 7.955
ATD Pτ = 100.84±0.10 · n0.63±0.08e ·B0.55±0.13T · S0.49±0.14 9.792
Experts Pτ = 101.27±0.11 · n0.71±0.10e ·B0.53±0.13T · q−0.12±0.1395 8.012
ATD Pτ = 101.20±0.09 · n0.62±0.08e ·B0.56±0.13T · q−0.11±0.1395 9.825
Table 6.6: Comparison of the JET scaling laws obtained using clear and
non-clear signature transitions
Figure 6.16: DIII-D two-layer L/H model
the ATD times and the ones given by experts.
It has been observed that the pulses with clear signatures correspond to
plasmas that transit abruptly into type-I ELMy phases. In contrast, in the
pulses with non-clear signatures, the plasma remains in a type-III ELMy
phase before accessing the type-I regime. These results must be checked
using a specific database chosen to this end.
6.1.3 Location of L/H transitions in DIII-D
The ATD methodology can be applied to different fusion devices with minor
changes. (Farias et al., 2012) describes the application of the ATD in DIII-D
(see Section 2.3.3).
The model described in Section 6.1.1.3 was adapted to the DIII-D data-
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Signal
Original Quantities Normalised Quantities
Ci Bj Ci Bj
±50 ms ±100 ms ±50 ms ±100 ms
FS04DA −1.65 · 10−15 −5.67 · 10−17 -23.51 -14.28
DENSITY 4.89 · 10−13 −5.09 · 10−12 19.32 20.19
PRAD TOT −5.01 · 10−6 −3.28 · 10−6 -12.21 -8.35
TOT PWR −4.29 · 10−7 4.14 · 10−7 5.38 4.97
POH – −1.14 · 10−5 – -12.33
ECH PWR −2.61 · 10−7 – -0.90 –
IP 3.49 · 10−7 – 0.37 –
bias 6.29 · 105 50.60 3.53 1.73
Table 6.7: DIII-D coefficients of the first layer hyperplanes
base. A new SVM feature extraction process (González et al., 2010b) was
carried out using a large set of 35 features. In this case, the models of the
first layer were trained using intervals of ±50 ms and ±100 ms around the
transition times. The second layer of the model was similar to the one used
in the model of JET (it uses the outputs of the first layer classifiers to give
a single prediction). Figure 6.16 shows the two-layer model and the signals
used by each one of the classifiers. The description of the signals used by
the models can be found in Appendix I.
The ATD methodology was tested using a database of 354 DIII-D pulses.
The discrimination loop (Section 6.1.1.2) identified 291 clear signature tran-
sition. A L/H model was trained using these transition. The clear signa-
ture transitions were validated using this model (Section 6.1.1.5) and 12
transitions were removed from this set. Summarising, 279 clear signature
transitions and 75 non-clear signature transitions were found.
The set of 279 was used to train a two-layer L/H model. As in the JET
case, the models were trained using linear kernels. Table 6.7 describes the
±50 ms (D1) and the ±100 ms (D2) models obtained. The equation of the
SVM combiner in the second layer of the model (Equation 6.5) was:
D (u, v) = −677.02 ·D1 (u) + 10.29 ·D2 (v) + 280.73 (6.12)
Using normalised distances (0 < D1 (u) < 1, 0 < D2 (v) < 1), the
hyperplane equation was:
D (u, v) = 18.67 ·D1 (u) + 7.44 ·D2 (v)− 12.46 (6.13)
It means that the ±50 ms classifier was more relevant than the ±100 ms
classifier.
This model was applied to estimate the transition times of the non-
clear signature transitions. The rate of properly located transitions (L/Hreal
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within the PCI) was 95.6%. The mean error in the estimation of the transi-
tion times was 6 ms and the standard deviation was 49 ms.
The design of the ATD in DIII-D was carried out by means of a collabora-
tive distributed environment. Since the computation of the models requires
high performance computing, it was performed in the CIEMAT computer
cluster EULER (Acero et al., 2009). The location of the L/H transition in
new pulses was carried out in the DIII-D site. This step can be executed
in an unattended manner after each pulse and therefore the models can be
retrained with the new data.
6.1.4 Discussion
The ATD is a novel methodology to determine L/H transition times in a
completely automated way. The ATD can be used to create large databases
of L/H transition times (the larger the database the more reliable the re-
sults) that can be used for several purposes, for example, L/H transition
physics analysis, validation of L/H theoretical models or creation of L/H
scaling laws. The ATD can be executed in an unattended way after every
discharge to automatically include the new transition time in the transition
times database.
According to their signature type, two different transitions can be found
in JET and DIII-D: clear signature transitions and non-clear signature tran-
sitions. The first ones can be located by means of visual analysis using the
Dα signal and the plasma density. Approximately, 25% of JET discharges
show clear signatures. In contrast, 80% of DIII-D transitions show this type
of signature. The transition times of the non-clear signature transitions have
been estimated using machine learning techniques (a L/H model was trained
using the data of the clear signature transitions). The main difference of the
ATD from previous methods is the complete absence of human intervention
in the process (the ATD does not require a database of L/H transition times
located previously).
In order to prove the quality of the transition times determined by the
ATD, scaling laws for the input power were derived using the times de-
termined by experts and the times determined by the ATD in JET. Two
different regression methods were applied: OLS and Ridge Regression. The
scaling laws were computed using different plasma quantities. For all the
cases, the differences between the obtained scaling laws were not statisti-
cally significant, showing that the ATD can identify the transition times
with accuracy good enough to derive the same scaling laws one would obtain
with the times located by the experts (Tables 6.4 and 6.5).
The availability of several accurately determined transitions allows per-
forming some more refined statistical test. It was found that the two types
of transitions identified (the clear signature transitions leading directly to H-
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mode and the non-clear transitions showing an intermediate type-III phase
after the confinement change) present a different scaling law for the power
threshold (Table 6.6). It must be confirmed in the future using a specific
database conceived for this type of studies.
By choosing an appropriated reliability threshold, it is possible to deter-
mine a time interval (PCI) where the L/H transition is located. Conformal
Predictors (CP) were chosen to generate reliability values. In this case, re-
liability is computed as the product of confidence and credibility. Since an
off-line version of CP was used, the determination of the PCI was indepen-
dent of the pulses order.
The length of the PCI is linked to the operational management of the
pulses. As the plasma evolves from L-mode to H-mode, the confinement
mode prediction (L or H) moves from a highly reliable L-mode (no enough
power has been injected into the plasma and thus it is clearly in L-mode) to
a low-reliability L-mode (the power injected into the plasma is reaching Pτ ,
the threshold needed for the confinement transition). At a certain time, the
classifier starts to predict H-mode (with low reliability). Reliability increases
as plasma penetrates in H-mode. The transition process takes a certain time,
in which the plasma moves from L-mode to H-mode, crossing an intermediate
state during a variable period of time. The PCI represents this period and
its length is not arbitrary and it is related to the manner in which the input
power is injected into the plasma.
Figure 6.17 depicts the relationship between the PCI and the power in-
jected into the plasma in four JET pulses. In Figures 6.17a, 6.17b and 6.17c,
the power injected is lower than Pτ , but high enough to bring the plasma
closer to H-mode. As a consequence, the prediction of the ATD approaches
the border between L-mode and H-mode and the reliability decreases. When
additional power is injected into the plasma, the L/H transition occurs and
the reliability increases fast. It leads to large PCIs (in pulse 76049, the PCI
is larger than 200 ms and in pulses 74804 and 74802, the PCIs are larger
than 300 ms). In contrast, Figure 6.17d shows a JET pulse where the input
power is larger than Pτ and it is injected in a single step. It leads to a fast
transition between L-mode and H-mode. As a consequence, the PCI length
(104 ms) is shorter than the previous ones.
This interpretation of the PCI as an interval in which the transition takes
place with a certain probability and its relation with the plasma input power
is confirmed by the following observations:
1. The level of reliability of the plasma confinement prediction starts to
decrease in a monotonic way.
2. A minimum level is maintained during certain time.
3. The level of reliability begins to increase also in a monotonic way up
to high values.
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(a) JET pulse 76049 (b) JET pulse 74804
(c) JET pulse 74802 (d) JET pulse 74636
Figure 6.17: Relation of the uncertainty interval lengths and the input power
The ATD assumes that ELMs appear in all the plasma discharges that
reach H-mode. As a consequence, the right border of the LHTI can be easily
located using the time of the first ELM in the pulse. However, the ATD can
be applied to fusion devices where there may be an H-mode without ELMs.
It is possible to distinguish two cases:
• There are pulses with an ELMy phase: the system can identify
the L/H transition in the pulses with ELMs and once the model has
been trained using these pulses, it can be applied to identify the L/H
transition in the pulses without ELMs.
• There are no pulses with an ELMy phase: since the identification
of the LHTI is a rough approximation to the location of the L/H tran-
sition time, an alternative method to determine this interval can be
devised and all the remaining methodology would be kept unchanged.
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6.2 Data-driven models of L/H and H/L transitions
using Conformal Predictors
A different approach to determine the plasma confinement regime consists
in the creation of a L/H model using a database of L/H transition times
previously determined by experts. Then, the model is applied to predict the
plasma confinement in new pulses.
One of the first approaches to the identification of the plasma confine-
ment was introduced by Martin (Martin and Bühlmann, 1998). It applied
discriminant analysis to identify the confinement regime in TCV (Tokamak
à Configuration Variable). Although it was trained using time slices from
670 TCV pulses, it obtained very high failure rates (between 30% and 40%).
A later approach to regime identification in ASDEX Upgrade was carried
out by Giannone (Giannone et al., 2004). In this case two different discrimi-
nant analyses were compared: frequentist and formal Bayesian discriminant
analysis. It used times slices from almost 1,000 discharges but only the rep-
resentative ones were included in the training set. The time slices’ length
was 20 ms and therefore, it highest resolution was 20 ms. The training set
contained 2,383 H-mode and 634 L-mode observations. The lowest failure
rate was reached when using all the data in the training set (1.29%). It
was pointed out that similar failure rates were obtained using 60% of the
observations for training and the remaining observations for test.
In JET, many different approaches have been tested. Murari used fuzzy
logic and SVM to identify the state of the plasma (Murari et al., 2006). In
this case, the models were not training using time slices but single instants.
They worked with a reduced database of JET pulses (25 pulses for the fuzzy
model and 27 pulses for the SVM model). The success rates obtained by
the models were high: 95.77% for the test set in the case of SVM and 95.7%
in the case of the fuzzy model. Vega combined Bayesian analysis and SVM
by means of a fuzzy operator (Vega et al., 2009b), (Vega et al., 2010c).
The method was applied to a small database of 42 JET L/H transitions (33
training and 9 test) and 38 JET H/L transitions (30 training and 8 test).
An interval of 2 s around the transitions was classified using the combined
predictor, obtaining very high success rates: 99.22% for the L/H transitions
and 96.31% for the H/L transition. Meakins applied neural networks to infer
the confinement mode using plasma quantities (Meakins et al., 2010). This
approach was tested using a database of 67 JET pulses. The training set
contained 7,500 samples (3,896 L-mode and 3,604 H-mode) and the test set
contained 11,600 samples (6,314 L-mode and 5,286 H-mode). The success
rate was 98.86%. Finally, Ruiz described a real time system to determine
the plasma confinement mode using the ITMS platform (Ruiz et al., 2010).
They used a SVM model to analyse the plasma confinement.
This section describes the application of a different method to build L/H
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Linear kernel RBF kernel
L/Hmodel
Confidence mean value 99.86% 99.84%
Credibility mean value 64.10% 66.85%
mean(|L/Hreal − L/Hestimated|) 22 ms 15 ms
mean(|H/Lreal −H/Lestimated|) 236 ms 203 ms
H/Lmodel
Confidence mean value 97.02% 97.53%
Credibility mean value 73.25% 73.77%
mean(|L/Hreal − L/Hestimated|) 28 ms 33 ms
mean(|H/Lreal −H/Lestimated|) 102 ms 106 ms
Table 6.8: L/H & H/L experiments’ results summary
models: CP (see Section 3.1.2). CP was applied to predict L/H and H/L
transitions in JET using a database of 355 pulses and thus, increasing the
statistical relevance of previous works (González et al., 2012b). CP give mea-
sures of confidence and credibility for each prediction (conformal measures).
6.2.1 Experiment’s set-up
A initial database of 355 JET pulses was analysed by experts in order to
locate the times of the L/H and H/L transitions. It was split into a training
set containing 100 pulses (80 proper training set and 20 calibration set) and
a test set (255 pulses). The pulses were randomly assigned to one of the sets.
Two different models were considered: a L/H model (L/Hmodel) trained
using L/H transition times and a H/L model (H/Lmodel) trained using H/L
transition times. The models were trained using 11 features selected from
a set of 28 plasma signals (González et al., 2010b). These signals were the
same ones that were used by the ±100 model of the ATD methodology (see
Section 6.1.1.3) and can be found in Appendix H.
The models were trained using the ICP, the inductive version of CP (see
Section 3.1.2.1. Two different types of kernels were tested: linear (Eq. 3.25)
and RBF (Eq. 3.27). 5 different values of the regularization parameter C
([100 , 500, 1000, 2000, 3000]) were tested for the linear kernel. For the RBF
kernel, all the combinations of 21 values of the C ([100 , 500, 1000, 1500,
. . . 10000]) parameter and 21 values of the σ parameter ([0.1 , 0.5, 1, 1.5,
. . . , 10]) were tested (441 combinations). The models were trained using an
interval of ±0.5 s (1 s intervals) around the L/H and H/L transitions.
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6.2.2 L/H & H/L models’ results
The SVM models were applied to the prediction of the L/H and H/L tran-
sition times of the pulses in the test set. Both models (L/Hmodel and
H/Lmodel) were used to locate both types of transitions (L/H and H/L).
The performance of the models was measured using the absolute mean dif-
ference between the transition times determined by the experts (L/Hreal and
H/Lreal) and the transition times estimated by the models (L/Hestimated and
H/Lestimated).
Using the linear kernel, the best results were achieved using C = 100. In
the case of the RBF kernel, the parameters C = 5500 and σ = 3 obtained
the best performance.
Table 6.8 shows the results obtained in the experiment. The L/Hmodel
and the H/Lmodel were used to estimate the L/H transition times. The
absolute mean errors of the L/Hmodel were 22 ms (linear kernel) and 15 ms
(RBF kernel) and the ones of the H/Lmodel were 28 ms (linear kernel) and
33 ms (RBF kernel).
The H/L transition times of the pulses were also estimated using both
models. The absolute mean errors of the L/Hmodel were 236 ms (linear
kernel) and 203 ms (RBF kernel). In the case of the H/Lmodel, the errors
were 102 ms (linear kernel) and 106 ms (RBF kernel).
Conformal measures give key information about the accuracy and relia-
bility of their predictions. Table 6.8 includes the mean values of confidence
and credibility of the test pulses (using the whole time interval where all the
signals are sampled). It can be seen that the mean credibility values of the
H/Lmodel were significantly larger that the ones obtained by the L/Hmodel
(73.25% versus 64.10% for the linear kernel and 73.77% versus 66.85% for
the RBF kernel). It meant that the training data used for the H/Lmodel were
more suitable to make predictions. As a result, the errors of the H/Lmodel
in the predictions of the H/L transition times decreased by a factor of 2
comparing to the errors of the L/Hmodel while the errors in the predictions
of the L/H transitions were a few milliseconds worse.
6.2.3 Discussion
On estimating a transition time (L/H or H/L), the models trained using
this transition obtained better results than the models trained using the
opposite transition. For example, the linear kernel L/Hmodel obtained a ab-
solute mean error of 22 ms estimating L/H transition times while the linear
H/Lmodel obtained 28 ms. On estimating the H/L transition times, the lin-
ear L/Hmodel obtained an absolute mean error of 236 ms while the linear
H/Lmodel obtained 102 ms. This was a consequence, among others, of the
difference in the trajectories of the L/H and H/L transitions (Meakins et al.,
2010). The trajectory of the plasma in the feature space is not the same
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Figure 6.18: Pulse trajectory for L/H and H/L transitions in Te and ne, JET
pulse 74323
for the L/H and H/L transitions. Figure 6.18 illustrates the trajectory of
the JET pulse 74323 in the space Te (plasma electron temperature) and ne
(plasma density). It is possible to observe that the L/H and H/L transitions
take place in different points of the space and hence, it makes difficult to
estimated a transition time using a model trained using the opposite transi-
tion.
It is also worth mentioning that the errors obtained in the determination
of the H/L transition times were higher than the ones achieved in the deter-
mination of the L/H transition times. This was partially a consequence of
the uncertainties in the location of the H/L transition times by the experts.
6.3 Conclusions
H-mode and the advanced operating confinement modes are key features to
obtain a fusion power plant. Without them, it would be difficult to reach the
high Q operating regime needed in ITER and other future fusion devices.
The parameter Pτ (the power required to access H-mode) of these devices is
estimated using scaling laws. These laws use the data from existing fusion
machines to predict the power that will be needed to access H-mode.
The L/H transitions are traditionally located by means of visual analysis.
The fist step consists in the location of an abrupt fall of the Dα signal at
the beginning of the pulse. Then, this tentative time is checked using the
plasma edge density and the temperature profile.
The automated ATD methodology introduced in this chapter locates the
L/H transitions in a set of pulses without human intervention. It is important
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to note that it does not require a database of L/H transitions previously
located by experts. The ATD methodology is quite general and it has been
applied to the location of L/H transition in two of the biggest fusion devices
with minor changes: JET and DIII-D.
The ATD distinguishes two types of L/H transitions:
• Clear signature transitions (Figure 6.9a): they show a clear drop
in the Dα signal. The transition time can be determined using the
wavelet detail coefficients. The success rate on locating these pulses is
100% with an uncertainty interval of ±3.2 ms. Approximately 25% of
the JET discharges and 80% of the DIII-D pulses show clear signature
transitions.
• Non-clear signature transitions (Figure 6.9b): the drop of the
Dα signal is difficult to distinguish from noise or type III ELMs, or it
does not appear at all. In this case, a model trained using the previ-
ously located transitions is used to estimate the transition time. The
success rate on locating these transitions is 96.83% in JET and 95.6%
in DIII-D. The uncertainty interval around the predicted transition is
given by conformal predictors. In JET, the mean length of this interval
is 225.2 ms in the case of the properly located transitions and 453.5
ms if the transitions are not properly located.
The results obtained by the ATD have been checked using scaling laws.
The laws obtained using the transition times given by the ATD are statisti-
cally similar to the ones obtained using the times given by experts. It has
been shown for two different sets of explanatory variables and two regres-
sion methods. The differences in the scaling laws of the clear signature and
the non-clear signature transitions point out that their access to H-mode is
different. The clear signature transitions lead to type-I ELMy phases while
the non-clear signature transitions remains in a type-III ELMy mode before
accessing the type-I regime.
Using the L/H transition times determined by the ATD, it is possible
to compute scaling laws to predict the power required to access H-mode in
future fusion devices such as ITER. The accuracy and the statistical weight of
the scaling laws increase with the number of pulses that are used to compute
them. As a result, the ATD becomes a valuable tool of data analysis.
Data-driven models are a different approach to the location of transitions.
They require a database of transitions located by experts that is used to
build an explanatory model. Different ICP models have been trained using
linear and RBF kernels. Conformal measures have shown their validity to
assess the models’ performance. The higher credibility level obtained by the
models trained using the H/L transition points out that these models are
more suitable to classify new discharges than the ones trained using L/H
transitions.
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The different trajectories of the L/H and H/L transitions in the feature
space (Figure 6.18) must be taken into consideration when a plasma confine-
ment model is under design. The trajectory that the plasma follows during
the L/H transition might be different to the one that it follows during the
H/L transitions. It makes the H/Lmodel results worse than the L/Hmodel
ones on locating L/H transitions and the L/Hmodel results worse than the
H/Lmodel ones on determining H/L transitions.

Chapter 7
Conclusions & Future Work
Conclusions
This thesis attempts to solve one of the main issues of fusion by magnetic
confinement: the automated analysis of the data generated in fusion devices.
The growth of the data retrieved by the different plasma diagnostics and the
new ones (such as cameras) developed and installed in the last few years
make the visual analysis of the data unfeasible.
The identification of plasma phenomena is carried out through the iden-
tification of similar patterns in the data collected by the diagnostics. Due to
the complexity of fusion databases, existing data mining and artificial intelli-
gence techniques have problems dealing with fusion data. As a consequence,
this thesis has developed a set of techniques with a general scope that are
able to handle fusion data.
Firstly, UMEL has been described. It is a powerful tool to automatically
locate relevant events in both waveforms and images. The design of auto-
mated methods for event location in plasma fusion requires the knowledge of
experts. Expert systems (the combination of artificial intelligence and expert
knowledge) are a successful option to locate events in fusion databases. The
location capabilities of UMEL have been combined with expert knowledge
to locate:
• Sawteeth: they are recognised as peaks of the soft X-ray emission at
different radii. UMEL automatises the location of sawteeth and the
computation of the plasma diffusivity (Vega et al., 2010a).
• Disruptions: a simultaneous peak of the loop voltage and a drop of
the plasma current reveal the existence of a disruption. The disrup-
tions located by UMEL can be classified using existing pattern recog-
nition methods. The expert system created to locate JET disruptions
obtained a success rate of 99.02% (Vega et al., 2010a). The located
disruptions will be used by scientists with three different purposes:
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– Increase the knowledge of disruptions and the statistical weight
of future studies.
– Mitigate their consequences.
– Predict them before their occurrence.
• ELMs: ELMs appear in plasma waveforms as peaks of the Dα signal
accompanied by drops of the diamagnetic energy. These events are
identified using UMEL. The ELMs locator obtained a success rate of
95% in the location of ELMs in the JET database. The study of a
database of more than 226,000 ELMs revealed that the most common
frequency of ELMs in JET is between 0.02 and 0.03 s (González et al.,
2010a). This location method will help scientists to:
– Increase the knowledge of ELMs and the statistical weight of fu-
ture studies.
– Mitigate the consequences of ELMs on the PFCs and the divertor.
– Study the effects of different plasma configurations in ELMs. In
particular, the temperature profile during ELMs in the JET car-
bon wall campaigns was analysed (González et al., 2012c).
In addition, UMEL has shown its usefulness in the analysis of plasma
images and films (González et al., 2010):
• Images: it has been shown that the most relevant areas of an image
contain high intensity gradients between neighbouring pixels. UMEL
locates these gradients and therefore the relevant areas. The activity of
these areas can be summarised using heat maps. Using them, scientist
can analysed the different phases of the plasma during a pulse.
• Films: using the number of support vectors retrieved by UMEL, it is
possible to locate the frames where events take place. Hot spots were
detected in 10 JET infrared films, obtaining a success rate of 91.64%.
Using this method, scientists will be able to analyse, for example, the
heat load on the PFCs after each hot spot.
Secondly, the high dimensionality of fusion databases makes essential the
use of feature selection and dimensionality reduction techniques. This thesis
develops two different methods for two data types:
• High-dimensional spaces: it has been demonstrated that a linear
separating hyperplane can be used to select a suitable group of features
to classify a set of samples. This technique (dubbed SVM-FES) was
applied to choose a set of features to classify L & H mode samples
(González et al., 2010b). The initial feature space was made up of 28
signals. Two different time windows were considered:
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– ±100 ms: the classification success rate of the original feature
space was 94.252% (using 28 signals). The feature space was
reduced to 11 signals obtaining a success rate of 93.404% (only
0.848% less than the original feature space).
– ±500 ms: the initial space obtained a success rate of 98.026%
(28 signals). It was reduced to 5 signals obtaining a classification
success rate of 97.436% (only 0.590% less).
Using these models, the following goals have been reached:
– Two successful L/H models have been built. In addition, a com-
bined L/H classifier have been built using the outputs of these
models.
– The importance of the features at different distances of the L/H
transitions has been studied. It was found that the classification
of L/H points far from the transition is almost a linearly separable
problem but it became non-separable close to the transition.
• Images: RSIC is a novel methodology that has shown its value to
reduce the dimensionality of images in a classification task. Given
a set of images that belong to two or more classes, RSIC is able to
locate the most suitable regions to classify the images. It uses a non-
conformity measure to evaluate the performance of the regions. In the
experiment carried out using 1,272 TJ-II Thomson scattering images,
the images were reduced to 16.49% of their original size obtaining a
classification success rate of 95.27% versus 96.37% using the entire
images (only 1.10% less). In addition, the training, calibration and test
times were reduced 93.97%, 81.55% and 81.82% respectively (González
et al., 2012d). The main advantages of RSIC are:
– The reduction of the images’ dimension. It shrinks the CPU time
and the storage space.
– The identification of ROIs. It helps to understand the structure
of the images.
And finally, an analysis of L/H and H/L transitions has been accom-
plished. On the one hand, an automated locator of L/H transitions (ATD)
has been described. It is a novel technique to locate L/H transitions in
plasma waveforms that was successfully applied to two fusion devices, JET
(González et al., 2012a) and DIII-D (Farias et al., 2012), with minor changes.
The development of the ATD has revealed the existence of two different types
of L/H transitions:
• Clear signature transitions: they are characterised by an unam-
biguous drop of the Dα signal. They lead to type-I ELMy phases.
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In JET and DIII-D, all the clear signature transitions were properly
located by the ATD.
• Non-clear signature transitions: there is not such a clear drop of
the Dα signal and they are followed by a type-III ELMy mode before
accessing the type-I regime. In JET, 96.83% of the non-clear signature
transitions were properly classified versus 95.60% in DIII-D.
Using scaling laws, it has been demonstrated that the access to H-mode is
different in both transition types and the results given by the ATD have been
validated. It has also been found that the length of the PCI (the probability
confidence interval) is linked to the way in which the power is injected into
the plasma: when it is injected abruptly, the PCI is short (≈ 200-300 ms)
but if the power is injected slowly into the plasma, the PCI is longer.
The automatic location of L/H transitions is specially relevant for fusion
science in two aspects:
• The automatic located transitions will increase the statistical signifi-
cance of future studies.
• These transitions will be used to compute scaling laws for the power
required to access H-mode in future fusion devices such as ITER.
On the other hand, CP was used to create L/H and H/L data-driven
models. Using the conformal measures, it was found that the models trained
using H/L transitions are more suitable to evaluate the confinement mode
than the models trained using L/H transitions (González et al., 2012b).
Future Work
This thesis has raised some interesting points that should be addressed in
the future:
• Location of different plasma phenomena using UMEL: this thesis has
described the application of UMEL to locate ELMs, disruptions and
sawteeth in waveforms and hot spots in infrared films but there are
more plasma phenomena that can be located using UMEL. For ex-
ample, pellets can be tracked in films and the existence of magnetic
islands or tearing modes in waveforms.
• The analysis of the temperature profile during ELMs described in Sec-
tion 4.1.4 is focused in 2 ms after the ELMs. It can be easily extended
to study the complete evolution of the profile from the ELM time to
the time when the edge temperature gradient is completely recovered.
The degradation value can be given for each instant after the ELM. In
addition, the JET’s new vacuum vessel wall (ITER-like wall) provides
183
a new opportunity to measure the degradation of the temperature gra-
dient during ELMs under new conditions.
• The analysis of the complexity of the SVM-FES models may be done
using only SVs and not SVs plus errors: the feature extractor described
in Section 5.1 estimate the complexity of the models using the number
of SVs. These SVs include the samples that are misclassified. In order
to perform a more accurate study of the complexity, the number of
errors could be subtracted from the total number of SVs.
• Regarding the RSIC methodology described in Section 5.2.1, it uses
only one region per each class. It is possible that, for very complex
classification problems, several regions would be needed. The perfor-
mance of the system if more than one region per class is chosen should
be tested.
• The ATD methodology described in Section 6.1 can be applied to lo-
cate L/H transition in the new JET pulses with the ITER-like wall.
In addition, a careful analysis of the two types of L/H transitions de-
tected (clear and non-clear signature) should be done using a specific
database. It is worth studying the access to H-mode in both types of
transitions because it is a key point for ITER.

Part II
Resumen en español

Chapter 8
Introducción
Plasma es el cuarto estado de la materia (líquido, sólido, gaseoso y plasma).
Se trata de un gas ionizado casi neutral en el que los iones y los electrones
se mueven independientemente. Si el plasma se calienta lo suficiente (y
se alcanzan las condiciones adecuadas), los átomos del plasma se fusionan
creando átomos más pesados y liberando energía. Este proceso es conocido
como fusión del plasma.
La fusión del plasma es una prometedora fuente de energía limpia. De-
safortunadamente, la tecnología necesaria para producir energía de fusión
barata y segura está todavía en desarrollo. Existen dos alternativas para
obtener energía por fusión del plasma:
1. Fusión por confinamiento magnético: el plasma se aisla por un
campo magnético dentro de una cámara de vacío. Entonces, se calienta
hasta que alcanza condiciones termonucleares y los átomos se fusio-
nan. Esta tesis está centrada en el análisis de los datos generados por
máquinas de fusión por confinamiento magnético.
2. Fusión por confinamiento inercial: pequeñas bolas de combustible
(del tamaño de la cabeza de un alfiler) se calientan y comprimen me-
diante haces láser. Los átomos del combustible (habitualmente deu-
terio y tritio) se fusionan liberando energía.
Multitud de diagnósticos diferentes monitorizan el estado del plasma du-
rante la operación. Estos diagnósticos generan señales e imágenes que deben
ser evaluadas por expertos. A medida que los diagnósticos han mejorado
su rendimiento en los últimos años, la cantidad de información generada ha
crecido exponencialmente. Ya no es posible para los expertos examinar los
datos a través de su visualización.
El análisis de los datos producidos en las máquinas de fusión por con-
finamiento magnético se ha convertido en un problema de “big numbers”
(grandes números). Las técnicas de minería de datos e inteligencia artifi-
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cial deben jugar un papel relevante en el análisis de la información en los
próximos años. Las principales ventajas de estas técnicas son:
• Precisión: la precisión obtenida por estos métodos difícilmente puede
ser igualada por humanos.
• Rapidez: la mayoría de estas técnicas están diseñadas para trabajar
con grandes conjuntos de datos y pueden ser paralelizadas. Sus resul-
tados pueden estar disponibles poco después de cada pulso de plasma.
• Coste: a pesar de que el coste inicial de una aplicación que use minería
de datos o inteligencia artificial pueda ser caro, estas técnicas requieren
poco mantenimiento y pueden ser ejecutadas miles de veces sin coste
adicional.
• Libres de errores humanos: esto no significa que estas técnicas no
contengan errores sino que están libres de los errores producidos por
descuidos o despistes.
Por otro lado, presentan las siguientes desventajas:
• Complejidad de las bases de datos de fusión: el gran número de
diferentes fenómenos del plasma que tienen lugar en las máquinas de
fusión y sus correlaciones dificultan la aplicación de estos métodos.
• Conocimiento experto: la mayoría de estas aplicaciones requieren
conocimiento experto durante su desarrollo y ejecución. A veces, es
complicado obtener el conocimiento requerido de los expertos.
• Resistencia al cambio: la información ha sido analizada visualmente
desde el comienzo de la investigación de la fusión del plasma. La in-
troducción de una nueva herramienta de análisis de datos y validación
puede encontrar la resistencia de los expertos que no estén familiariza-
dos con estas nuevas técnicas.
8.1 Objetivos
El propósito de esta tesis es desarrollar un conjunto de técnicas de minería
de datos e inteligencia artificial de ámbito general y después, aplicarlas a las
bases de datos de fusión. Más concretamente, el contenido de la misma trata
de:
• Localizar eventos relevantes en señales: uno de los aspectos más
relevantes en fusión es la localización de fenómenos del plasma usando
las formas de las señales. Antes de estudiar el comportamiento del
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plasma es necesario localizar estos eventos. Actualmente, su locali-
zación se lleva a cabo manualmente por expertos. Esta tesis explica
UMEL—un nuevo método de localización de fenómenos del plasma en
señales (Vega et al., 2010a)—. Uno de los objetivos de UMEL era
la localización automática de ELMs en JET (González et al., 2010a).
Además, la localización automática de ELMs permitió el estudio de la
degradación del gradiente de temperatura del borde del plasma durante
su aparición (González et al., 2012c).
• Localizar eventos relevantes en imágenes: las cámaras son uno de
los nuevos diagnósticos del plasma. Su utilidad radica en proporcionar
una vista de la cámara de vacío durante los pulsos de plasma. Por ello,
el análisis automático de las películas del plasma se ha convertido en
un aspecto clave del análisis de las bases de datos de fusión. UMEL
fué adaptado para localizar eventos en películas del plasma, proporcio-
nando una poderosa herramienta para identificar, por ejemplo, puntos
calientes en películas del infrarrojo (González et al., 2010).
• Seleccionar las principales dimensiones en un espacio mul-
tidimensional: muchos diagnósticos diferentes miden el estado del
plasma durante un pulso. Algunas de las señales generadas por los
diagnósticos no son informativas y, por lo tanto, las mejores señales
/ dimensiones para describir un fenómeno del plasma deben ser selec-
cionadas. Esta tesis presenta una novedosa técnica—SVM-FES—para
seleccionar las mejores características en un problema de clasificación
usando Máquinas de Vectores Soporte. Esta técnica se ha aplicado a
la identificación de las mejores señales para describir las transiciones
L/H en JET (González et al., 2010b) y DIII-D (Farias et al., 2012).
• Seleccionar las principales características en imágenes: en una
imagen, no todos los píxeles contienen la misma cantidad de infor-
mación. Dado que el procesado de imágenes es normalmente muy
lento, debe centrarse en las regiones más informativas. Esta tesis de-
sarrolla RSIC, una técnica para identificar las regiones más relevantes
de una imagen usando una medida de no conformidad. Las imágenes
del Thomson scattering del TJ-II han sido analizadas usando RSIC
(González et al., 2012d).
• Analizar las transiciones L/H: el modo de alta energía es una ca-
racterística fundamental para alcanzar un reactor de fusión comercial.
La transición entre los modos de baja y alta energía (transición L/H)
es, por lo tanto, uno de los fenómenos más relevantes en un pulso. Esta
tesis describe una técnica automática para localizar transiciones L/H
en señales del plasma. Esta técnica ha sido aplicada al JET (González
et al., 2012a) y al DIII-D (Farias et al., 2012). Esta tesis también
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pretende estudiar las transiciones L/H y H/L usando modelos guiados
por datos (González et al., 2012b).
8.2 Contenidos
Este resumen está estructurado de la siguiente forma:
• El Capítulo 9 revisa los principales conceptos de la fusión de plasmas
por confinamiento magnético y explica porqué la fusión debería jugar
un papel clave en el mercado energético futuro. Este capítulo incluye
una introducción a la física de plasmas (Sección 9.1), una descripción de
algunos de los principales fenómenos que tienen lugar en los dispositivos
de fusión por confinamiento magnético (Sección 9.2), e información
acerca de dispositivos de fusión actuales y futuros (Sección 9.3).
• El Capítulo 10 introduce un localizador de eventos universal. Este
localizador ha sido utilizado para localizar eventos en señales (Sección
10.1) e imágenes (Sección 10.2). Usando este método, se han buscado
dientes de sierra, disrupciones y modos localizados del borde en señales
y puntos calientes y regiones de interés en imágenes.
• El Capítulo 11 describe dos técnicas de reducción de dimensionali-
dad: la primera está pensada para la selección de características en
un espacio multi-dimensional (Sección 11.1) y la segunda extrae las
regiones más importantes de un conjunto de imágenes (Sección 11.2).
La primera de ellas se ha utilizado para encontrar las principales carac-
terísticas de la transición L/H. Las imágenes del Thomson scattering
se han analizado utilizando la segunda de ellas.
• El Capítulo 12 se dedica al análisis de las transiciones L/H y H/L.
La Sección 12.1 explica un localizador de transiciones L/H automático
en señales del plasma. Este localizador ha sido aplicado con éxito
en diferentes dispositivos de fusión. La Sección 12.2 describe el uso
de predictores conformales para mejorar la clasificación del modo de
confinamiento del plasma.
• Finalmente, elCapítulo 13 analiza las conclusiones y el trabajo futuro
de esta Tesis.
Chapter 9
Fusión Nuclear: una
prometedora fuente de energía
limpia
Desde el principio de la historia de la humanidad, ésta ha estado buscando
oportunidades para mejorar sus condiciones de vida. Como cazadores y
recolectores, los humanos dependían del medio ambiente para sobrevivir. El
número de humanos estaba limitado por los recursos generados por la natu-
raleza (Malthus, 1798, la trampa Maltusiana). Más tarde, aproximadamente
en el año 10,000 a.C. aprox., el desarrollo de la agricultura y la ganadería
permitió a la humanidad producir sus propios recursos. Como resultado, la
población mundial creció significativamente. Este hecho es conocido como
Revolución Neolítica.
12,000 años después de la Revolución Neolítica, entre la mitad del siglo
XVIII y la mitad del siglo XIX, Inglaterra acogió un conjunto de transfor-
maciones en la ciencia, y especialmente en la tecnología que dispararon un
espectacular aumento de la capacidad de producción. Fue la Revolución
Industrial. De acuerdo con los datos de las Naciones Unidas (United Na-
tions, 1999), en 1750, al comienzo de la Revolución Industrial, la población
mundial era de 790 millones de personas. En 1990, era de 1,650 millones de
personas. La población se dobló en tan solo 250 años debido a la mejora de
las condiciones de vida.
Ambas revoluciones tienen un factor en común: el aumento de la energía
disponible para la humanidad (Cipolla, 1972). En el Neolítico, las plantas
y animales domésticos eran más productivos (eran más eficientes energéti-
camente) que los de la naturaleza. El incremento de producción permitió
un incremento de la población estableciendo un nuevo límite para la trampa
Maltusiana. En la Revolución Industrial, los combustibles fósiles permitieron
el acceso a una nueva fuente de energía que pudo ser usada para generar
trabajo. La trampa Maltusiana se rompió de nuevo y la población creció
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rápidamente. Al final de 2011, la población mundial ha alcanzado los 7,000
millones de personas. La predicción de la población de las Naciones Unidas
dice que para 2100 la población mundial será de 10,000 millones de personas
(United Nations, 2010).
El mercado energético debe responder al crecimiento futuro de la po-
blación. Además, debe contestar al crecimiento de la demanda de energía
proveniente del desarrollo de los países no-OCDE (Organización para la Coo-
peración y el Desarrollo Económico). De acuerdo con las previsiones del año
2011 de la Agencia Internacional de Energía (International Energy Agency,
2010, IEA), el consumo energético crecerá un 33% desde el año 2010 al 2035.
Los países no-OCDE representarán un 90% de este crecimiento energético.
China, India, Indonesia, Brasil y Oriente Medio son las regiones donde la
demanda de energía crece más rápido. La demanda energética china crece
un 2.1% al año y para el 2035, esta será un 70% mayor que la demanda en
USA.
En 2010, el 81% de la mezcla energética era producida por combustibles
fósiles. Sin nuevas políticas en producción energética y protección medioam-
biental, la temperatura media crecerá más de 6oC. A pesar de que el esfuerzo
en el desarrollo de nuevas estrategias y tecnologías de producción de energía
limpia es alto, los combustibles fósiles mantendrán el 74% de la producción
global de energía en 2035 (y ésta será un 33% mayor que en 2010). La
demanda de carbón y petróleo únicamente se reducirá en los países OCDE
mientras que aumentará en el resto del mundo.
El incremento en el consumo de petróleo se deberá al desarrollo del sector
transporte en los países no-OCDE y especialmente al incremento del número
de coches. Los coches eléctricos e híbridos necesitarán tiempo para penetrar
en los mercados mientras que el número de coches crecerá hasta los 1,700
millones en 2035 (casi el doble que en 2010). La demanda de petróleo saltará
desde los 87 millones de barriles al día (mb/d) en 2010 hasta los 99 mb/d.
Los coches eléctricos alcanzarán el 39% de las ventas en 2035.
En este contexto, las energías renovables deberían jugar un papel fun-
damental. Desafortunadamente, las previsiones no son lo suficientemente
buenas. En el 2035, el uso de energía renovable aumentará considerable-
mente pero no será suficiente para responder al crecimiento de la demanda.
Por regiones, la UE estará en la cabeza de la demanda de energía renova-
ble primaria, seguida por USA y China. Los estudios indican que habrá
una reducción en el precio de la electricidad generada por energía renovable
(de Vries et al., 2007).
Otro aspecto importante a tener en consideración es la disponibilidad
de recursos (World Energy Council, 2010). Por un lado, los combustibles
fósiles tienen recursos limitados. La producción actual de los campos de
petróleo ha alcanzado ya su máximo y los suministros para los próximos
años dependerán de los campos todavía sin explotar y de los campos sin
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descubrir. No se espera que los campos actualmente en uso duren más que
hasta la mitad del siglo. Las fuentes de carbón se cree que durarán 100 años.
Las reservas de uranio no son muy grandes pero los nuevos yacimientos se cree
que podrían durar durante más de un milenio. La falta de recursos causará
tensión entre diferentes países que buscarán energía barata para impulsar
sus economías (World Energy Council, 2007). Por otro lado, las fuentes de
energía renovables son ilimitadas pero tienen problemas como la velocidad
de viento mínima o la disponibilidad de tierra, entre otras, que limitan su
localización.
La humanidad está en la encrucijada entre la energía fósil y la renovable.
Por un lado, la energía fósil garantiza una fuente de energía barata para
unas pocas décadas comprometiendo el futuro de nuestro medio ambiente.
Por otro lado, la energía renovable es una fuente ilimitada de energía que
no pone en peligro el medio ambiente pero todavía no es capaz de alimentar
completamente el mundo. Se espera que la fusión nuclear llene el vacío entre
la energía renovable y una fuente de energía que pueda reemplazar a los
combustibles fósiles.
La fusión nuclear es la fuente de energía de las estrellas. En los años 20,
Sir Arthur Eddington propuso que las estrellas eran esferas de gas caliente,
principalmente compuestas por hidrógeno (Eddington, 1926). La tempera-
tura causada por la presión de las fuerzas gravitacionales convierte los gases
en plasma. En 1927, Lewi Tonks and Irving Langmuir dieron el nombre de
plasma a un gas ionizado casi neutral en los que los iones y los electrones
se movían independientemente. La temperatura y la presión en las estrellas
hacen posible que los átomos de hidrógeno en el plasma se fusionen liberando
helio y energía.
La idea detrás de la fusión es usar la energía de las estrellas para generar
electricidad. En el futuro, los reactores de fusión usarán tritio (un isotopo
del hidrógeno que puede ser obtenido del litio) como combustible. El litio
en la batería de un ordenador portátil podría general 200,000 kWh de elec-
tricidad (tanto como 40 toneladas de carbón) suficiente para las necesidades
de una persona durante toda su vida (McCracken and Stott, 2005, p. XV).
Otro factor importante a tener en consideración es la emisión de dióxido
de carbono (en gramos) por kWh (Cg/kWh). La fusión es una de las fuentes
de energía con una emisión específica de dióxido de carbono más baja (6-12
Cg/kWh) cerca de la hidroeléctrica (4.8 Cg/kWh) y los reactores de fisión
nuclear (5.7 Cg/kWh). Las energías fotovoltaica (16 Cg/kWh) y eólica (33.7
Cg/kWh) también tienen emisiones de CO2 bajas pero están penalizadas
por sus procesos de fabricación. El petróleo (200 Cg/kWh) y el carbón (270
Cg/kWh) son las fuentes de energía más contaminantes (Kikuchi, 2011, p.
183).
Una importante ventaja de la fusión nuclear frente a la fisión nuclear es la
seguridad de la fusión. Al contrario de la fisión, la fusión no ocurre de forma
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natural en la Tierra. Por lo tanto, en el caso de un accidente, la reacción de
fusión se detendrá. Los estudios de la seguridad de las plantas de energía por
fusión muestran que los costes asociados con un accidente están limitados
por el bajo impacto radiológico del accidente (Schneider et al., 2001). La
baja cantidad de radioactividad liberada a la atmósfera en el caso de un
accidente no haría necesaria la evacuación de la población cercana. Además,
parece que las prohibiciones en la comida en el caso de un accidente estarán
limitadas a una pequeña región alrededor de la planta de energía (dentro de
un radio menor de 10 km) durante unos días (menos de una semana) y solo
para la leche y la carne de ternera. Por lo tanto, el coste de un accidente
está limitado y varía desde 78 millones de e hasta 1,950 millones de e en el
caso de aversión al riesgo. Una conclusión de los estudios de seguridad de las
futuras plantas de energía por fusión es que es posible obtener una planta de
energía de fusión segura y económicamente aceptable en la base de la física
de plasmas y la tecnología que serán alcanzadas en los próximos años (Ward
et al., 2001).
9.1 Una breve introducción a la física de plasmas
Cuando un gas se calienta lo suficiente, los electrones se separan de los áto-
mos. Cuando todos los átomos han perdido sus electrones, se dice que el gas
está completamente ionizado y es conocido como plasma, el cuarto estado de
la materia. La física de plasmas es la ciencia que estudia el comportamiento
del plasma. Existen diferentes tipos de plasma (por ejemplo plasma solar,
plasma industrial, las señales de neón, los rayos, las llamas) que difieren en
su densidad y temperatura.
Las estrellas obtienen su energía de procesos de fusión nuclear. Los áto-
mos de hidrógeno se fusionan para formar helio, liberando 6x108 MJ por
kilogramo de hidrógeno, alrededor de 60 millones de veces la energía por
kilogramo disponible de los combustibles químicos (Wesson, 2000, p. 2).
Los elementos más pesados se forman por fusión de elementos más ligeros.
La mayoría de los estudios de fusión de plasmas empiezan con deuterio
(D), tanto sólo como en una mezcla con el isótopo del hidrógeno más pesado,
el tritio (T). Existen tres posibles reacciones (Wesson, 2000, p. 3):
D +D → He3 + n 3.27 MeV (9.1)
D +D → T +H 4.03 MeV (9.2)
D + T → He4 + n 17.59 MeV (9.3)
donde H es un protón, n es un neutrón y He4 es una partícula α.
La sección eficaz (la probabilidad de interacción entre partículas) de estas
reacciones sólo se hace suficientemente grande para ser útil a altas energías.
Si se espera que las reacciones nucleares requeridas sean generadas por la
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velocidad térmica de los núcleos, sería necesario alcanzar temperaturas ex-
tremadamente altas
La Figura 2.1 (EFDA-JET c©) muestra la sección eficaz de las reacciones
de las Ecuaciones 9.1, 9.2 y 9.3. A una temperatura de 100 keV1, la sección
eficaz de la reacción D-T es mucho mayor que las de las reacciones D-D y
D-He3.
En las estrellas, las partículas a alta temperatura son mantenidas juntas
por la acción de la fuerza gravitacional creada por sus masas. Desafortu-
nadamente, la fuerza gravitacional en la Tierra no es suficiente para evitar
que las partículas se escapen por su velocidad térmica (la gravedad en el Sol
es 27.9 veces más grande que en la Tierra). Entonces, la cuestión fue: ¿cómo
reproducir / simular las condiciones de las estrellas en la Tierra? Además,
si la temperatura de las partículas debía ser extremadamente alta, ¿cómo
manejar las partículas a temperaturas decenas de veces mayores que la tem-
peratura del Sol? Por ejemplo, la temperatura en el centro del Sol es de
15 millones K mientras que la temperatura en el centro del plasma en JET
puede alcanzar los 200 millones K.
Las respuestas a estas preguntas llegó estudiando las propiedades del
plasma. Dado que el plasma está formado por partículas con carga eléctrica,
está sujeto a una fuerza magnética: la fuerza de Lorenz. Entonces, es posible
reemplazar la fuerza gravitacional que atrapa las partículas en el Sol por un
campo magnético en la Tierra. Cuando una partícula cargada es afectada
por un campo magnético uniforme, su movimiento tiene dos partes:
1. Un movimiento circular perpendicular al campo magnético, donde el
radio del círculo se denomina radio de Larmor (Figura 2.2a).
2. Un movimiento paralelo a lo largo del campo magnético (Figura 2.2b).
La Figura 2.2 (EFDA-JET c©) muestra el movimiento de una partícula
cargada a lo largo de un campo magnético uniforme. El movimiento com-
puesto de la partícula (Figura 2.2c) es helicoidal.
Una vez que el plasma está atrapado en un campo magnético, es necesario
calentarlo hasta alcanzar condiciones termonucleares. La corriente toroidal
inducida por el sistema toroidal de bobinas genera calentamiento óhmico.
Desafortunadamente, la resistencia del plasma cae con el aumento de la
temperatura y por lo tanto el calentamiento óhmico está auto-limitado. U-
sando solamente calentamiento óhmico, la temperatura del plasma está lejos
de la temperatura necesaria para alcanzar una sección eficaz aceptable para
las reacciones de fusión nuclear. Por ello, se propusieron varios métodos de
calentamiento alternativos:
1Un eV es la energía que un electrón recibiría pasando a través de un potencia eléctrico
de un voltio. 1 eV = 11,600 K and 10 keV ≈ 100 millones K
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• Inyección de un haz de neutros (NBI, por sus siglas en in-
glés): haces de alta energía de iones de hidrógeno son inyectados en el
plasma incrementando su temperatura. Las partículas inyectadas en
el plasma deben ser átomos neutros puesto que no podrían cruzar el
campo magnético alrededor del plasma de no ser así.
• Calentamiento por radio-frecuencia (RF, por su siglas en in-
gles): se generan ondas electromagnéticas de alta frecuencia desde una
antena montada en el interior de la cámara de vacío. El calentamiento
RF incluye dos métodos diferentes:
– Calentamiento por resonancia Ión-Ciclotrón (ICRH, por
sus siglas en ingles): el sistema ICRH usa una frecuencia entre
23 MHz (longitud de onda λ = 13 m) y 57 MHz (λ = 5 m) reso-
nante con el segundo armónico del deuterio o el primer armónico
del tritio y el helio.
– Calentamiento por resonancia Electrón-Ciclotrón (ECRH,
por sus siglas en inglés): calienta sólo los electrones del plasma.
Usa una frecuencia entre 140 GHz (λ = 2.136 mm) y 170 GHz (λ
= 1.759 mm).
– Calentamiento por corriente híbrida (LHCD, por sus si-
glas en inglés): el calentamiento LHCD usa una frecuencia de
aprox. 3.7 GHz (λ = 0.1 m) entre las frecuencias de los ciclotrones
de los iones y los electrones.
9.2 Fenómenos del plasma
Desafortunadamente, la operación del plasma no es tranquila y diferentes
eventos tienen lugar desde el principio hasta el final de un pulso. Algunos
de estos eventos, como las transiciones L/H, ayudan a los científicos a al-
canzar un mejor rendimiento del plasma, pero algunos de ellos, como las
disrupciones, son dañinos y potencialmente peligros para la integridad de las
máquinas de fusión y por lo tanto deben ser evitados.
Esta sección describe cuatro fenómenos del plasma que tienen un papel
fundamental en esta tesis: los modos L & H, los modos localizados del borde,
los dientes de sierra y las disrupciones
9.2.1 Modos L & H
Los modos L (de la sigla en inglés de modo de bajo confinamiento) y H
(de la sigla en inglés de modo de alto confinamiento) son dos regímenes
de confinamiento diferentes del plasma en máquinas de fusión. El modo
H fue descubierto por Wagner en 1982 (Wagner et al., 1982). Durante el
calentamiento del plasma en el tokamak ASDEX, mientras la válvula del gas
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estaba cerrada, Wagner encontró que había un incremento de la densidad
causado por una repentina mejora del confinamiento de las partículas. Este
fenómeno era completamente inesperado dado que no había sido predicho
por ninguno de los modelos teóricos. Por suerte, el equipo de Wagner pudo
reproducir el experimento y, en los años siguientes, el modo H fue alcanzado
en otros tokamaks, por ejemplo, PDX en 1984 (Kaye et al., 1984), DIII-D
en 1986 (Burrell et al., 1987), JET en 1987 (Tanga et al., 1987) e incluso en
stellerators como el W 7-AS in 1993.
Durante el modo H, el confinamiento del plasma mejora. Típicamente, la
energía de confinamiento aumenta en un factor 2. En el borde del plasma, se
produce un incremento de la densidad y la temperatura, elevando el gradiente
de presión. Este gradiente en el borde se conoce como barrera de transporte
del borde (ETB, por sus siglas en inglés) (Wagner et al., 1984). La diferencia
de presión en el plasma causada por la ETB es conocida como pedestal . La
Figura 2.3 (EFDA-JET c©) muestra un diagrama de los modos L & H, la ETB
y el pedestal. En el eje x se muestra el radio normalizado del plasma y en el
eje y la presión del plasma. Cuando se crea la ETB, la presión del plasma
se incrementa significativamente y el pedestal aparece cerca del borde del
plasma.
La transición desde el modo L al modo H (transición L/H) requiere que
el calentamiento esté por encima de un determinado umbral Pτ . Se conoce
que este umbral depende de la densidad del plasma, el campo magnético
y el tamaño del plasma. Pτ es un parámetro crucial en el diseño de los
dispositivos de fusión del futuro, como ITER y DEMO. El parámetro Pτ de
ITER ha sido predicho usando leyes de escala calculadas por medio de un
amplio rango de tokamaks actuales (Martin et al., 2008).
La transición L/H se caracteriza por una abrupta caída de la señal Dα
en el borde del plasma. La señal Dα mide el reciclado de deuterio entre el
plasma y las superficies colindantes. Por lo tanto, una abrupta caída de esta
señal indica un descenso del reciclado (Wesson, 1987, p. 188). La caída de
la Dα está acompañada por un incremento de la pendiente de la densidad
del plasma causado por la ETB. La Figura 2.4b muestra un ejemplo de la
transición L/H del pulso 73336 de JET. La transición L/H tiene lugar en el
instante 15.793 s. La Figura 2.4b incluye la señal Dα (arriba) y la densidad
en el borde del plasma (abajo). La caída característica de la señal Dα tras
la transición L/H puede ser claramente apreciada. En este momento, se
produce también un incremento de la pendiente de la señal de densidad del
plasma.
La evolución típica de un plasma de JET puede verse en la Figura 2.4a.
Al comienzo de la figura (15 s), el plasma está en modo L (el calentamiento
está por debajo del umbral Pτ ). Los sistemas de calentamiento NBI e ICRH
funcionan desde 15.459 s hasta 23.805 s. Poco tiempo después de que el
calentamiento esté por encima del umbral Pτ , tiene lugar la transición L/H
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y el plasma entra en modo H (segmento temporal gris). El plasma continua
en modo H hasta que el calentamiento para. Entonces, poco tiempo después,
el plasma vuelve a modo L (transición H/L, tiempo ≈ 24.089 s).
A pesar de que las ventajas del modo H son extremadamente importantes
para alcanzar un reactor de fusión, también tiene algunos aspectos negativos
como el incontrolado incremento de la densidad, un incremento de las im-
purezas y los modos localizados del borde (ELMs, por sus siglas en inglés).
Los ELMs pueden ser reconocidos como picos en la señal de la emisión Dα
en la Figura 2.4a.
9.2.2 ELMs
Durante la operación de ASDEX en modo H en 1982, los científicos se dieron
cuenta de que se producían picos en la señal Hα (Wagner et al., 1982). Estos
picos estaban asociados con una inestabilidad MHD en el borde del plasma
y, en 1984, fueron bautizados con el nombre de modos localizados del borde
(ELMs) (Keilhacker et al., 1984).
Los ELMs son inestabilidades asociadas con el modo H en tokamaks.
Son reconocidos como picos en la señal Hα o Dα que causan una reducción
de la densidad y la temperatura en la región exterior del plasma (borde).
Esta reducción en la densidad y la temperatura conlleva un deterioro del
confinamiento del plasma por una reducción de la ETB.
Al principio, los científicos identificaron tres tipos diferentes del ELMs
en el tokamak DIII-D en 1991 (Doyle et al., 1991):
• Tipo I, ELMs gigantes: el borde del plasma está cerca del límite
de estabilidad α ≈ αcrit. Los ELMs de Tipo I aumentan su frecuencia
con la energía y la densidad, y la disminuyen con un aumento de la
corriente. Aparecen como grandes picos aislados de la señal de emisión
(Hα o Dα). Puede encontrarse un ejemplo de los ELMs de Tipo I en
la Figura 2.6a. Los ELMs de Tipo I son los más peligrosos dado que
las alta pérdidas de energía que provocan en el plasma conllevan una
inaceptable descarga de calor en el divertor (Wesson, 1987, p. 409).
• Tipo II, grassy ELMs: aparecen cuando el borde del plasma está
en el régimen de conexión entre el primer y el segundo regímenes “bal-
looning” estables. Se trata de ELMs irregulares y de pequeña amplitud
(Figura 2.6b).
• Tipo III: son ELMs de amplitud media con una frecuencia de repeti-
ción que decrece a medida que aumenta la potencia. El gradiente de
presión del plasma está por debajo del límite ideal de “ballooning”
(0.3 ≤ α/αcrit ≤ 0.5). La Figura 2.6c incluye un ejemplo de ELMs de
Tipo III en JET.
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Dado que los ELMs de Tipo II únicamente pueden ser observados bajo
determinadas condiciones, se ha propuesto una clasificación de los ELMs
alternativa (Zohm, 1996a):
• Tipo I: la frecuencia de repetición de los ELMs (vELM ) aumenta con
el flujo de potencia a través de la separatrix 2(Psep):
dvELM
dPsep
> 0 (9.4)
• Tipo III: la frecuencia de repetición decrece con Psep:
dvELM
dPsep
< 0 (9.5)
• Ciclos dithering: para Psep ≈ Pτ , donde Pτ es el umbral de la po-
tencia para llevar el plasma de modo L a modo H, pueden ocurrir
repetidas transiciones L-H-L. La frecuencia de repetición muestra un
ligero descenso con un aumento de Psep.
Los experimentos han mostrado que es posible obtener un modo H libre
de ELMs. Desafortunadamente, el modo H libre de ELMs no es estacionario.
Considerando PHLτ el límite de la potencia para la transición H/L, la potencia
en la separatrix Psep está dada por (Zohm, 1996b):
Psep = Pheat − dW/dt− Prad(core) (9.6)
La potencia radiada del centro del plasma (Prad(core)) aumenta con la
densidad y el contenido de impurezas del modo H libre de ELMs, dismi-
nuyendo la potencia en la separatrix Psep (Eq. 9.6). PHLτ también sube
con la densidad y llega un momento cuando Psep < PHLτ y por lo tanto, el
plasma vuelve a modo L. En contraste con los pulsos en modo H libres de
ELMs donde la densidad del plasma sube hasta que se produce la transición
H/L, en los pulsos con el modo H con ELMs, la densidad alcanza un nivel
estacionario por el efecto de los ELMs. Por lo tanto, Prad(core) no sube,
Psep > P
HL
τ y el plasma alcanza un estado estacionario.
9.2.3 Dientes de sierra
Los dientes de sierra son inestabilidades que causan una pérdida de energía
del centro del plasma. La temperatura y la densidad siguen un ciclo regular
de lentas subidas y rápidas caídas (McCracken and Stott, 2005, p. 98). En el
2Separatrix: última superficie de flujo cerrada. Superficie que separa el plasma con-
finado por las líneas de campo magnético cerradas del Scrape Off Layer (SOL, ver Figura
2.11c)
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colapso de la temperatura, la energía térmica del centro del plasma se libera
en forma de un pulso de calor (Wesson, 1987, p. 365).
La Figura 2.7 muestra dos ejemplos de dientes de sierra de los pulsos de
JET 60903 (Figura 2.7a) y 60906 (Figura 2.7b). En los ejemplos, la tem-
peratura de los electrones en el centro del plasma tiene un comportamiento
oscilatorio similar a los dientes de una sierra. La frecuencia de las oscilaciones
es ligeramente más rápida en el pulso 60906.
Desde la primera observación de la inestabilidad de los dientes de sierra en
los años 70, se han propuesto diferentes teorías para explicar este fenómeno.
Una de las primeras teorías fue el modelo de Kadomtsev (Kadomtsev, 1975).
Este establece que la inestabilidad comienza cuando el valor central de q3
cae por debajo de uno. Entonces, una isla magnética aparece en el centro
del plasma y causa una reconexión magnética de las líneas de campo. Como
resultado, la temperatura y la densidad del plasma colapsan. Ambas suben
lentamente de nuevo a medida que el perfil de q se difunde de vuelta a su
estado natural. Cuando éste se vuelve inestable, la siguiente caída tiene lugar
y el ciclo comienza de nuevo (Wesson, 2000, p. 90). La Figura 2.8a (EFDA-
JET c©) ilustra el ciclo de reconexión magnética de las líneas de campo en el
centro del plasma durante un diente de sierra. Más tarde, se demostró que
la difusión del perfil de q durante la fase de rampa del diente de sierra era
muy baja (en contra de lo predicho por el modelo de Kadomtsev).
Después del modelo de Kadomtsev apareció la teoría “quasi-interchange”
(Wesson, 1986) que pareció explicar el fenómeno de los dientes de sierra.
Esta teoría propuso que en vez de una reconexión magnética a través de
un crecimiento de una isla magnética, podría existir un movimiento con-
vectivo debido al intercambio de líneas del campo magnético casi paralelas,
produciendo la formación de una burbuja fría rodeada de plasma caliente
(Wesson, 2000, p. 91). La imagen de rayos X pareció confirmar esta teoría
(Figura 2.8b, EFDA-JET c©) pero después de las medidas del perfil de q en
el centro del plasma, se encontró que el valor de q estaba lejos de 1 y esta
teoría se descartó.
La discrepancia entre el perfil de q observado en los experimentos y el
teórico todavía no ha sido resuelta.
9.2.4 Disrupciones
Las disrupciones son probablemente las inestabilidades más peligrosas para la
seguridad de los dispositivos de fusión. Durante una disrupción, la corriente
del plasma cae abruptamente y se pierde el confinamiento del plasma.
3q: factor de seguridad. Cociente del número de veces que una línea del campo mag-
nético viaja alrededor del toro toroidalmente partido el número de veces que lo hace
poloidalmente. Es llamado factor de seguridad puesto que los plasma que rotan alrededor
del toro poloidalmente aproximadamente el mismo número de veces que lo hacen toroidal-
mente (q = 1) son intrínsecamente menos susceptibles a determinadas inestabilidades
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La dinámica de las disrupciones consta de cuatro fases (Schuller, 1995):
1. Evento inicial: las condiciones del plasma cambian provocando una
configuración del plasma inestable.
2. Fase de precursores: la configuración inestable del plasma lleva a
una inestabilidad MHD.
3. Apagado térmico: la temperatura del plasma cae bruscamente.
4. Apagado de la corriente: la energía magnética del campo magnético
poloidal se disipa en forma de energía térmica. La deposición de esta
energía puede ser muy dañina para la integridad de la cámara.
Es posible distinguir, al menos, ocho tipos de disrupciones (Savtchkov,
2003), (Murari et al., 2008):
1. Baja q : cuando la q en el borde del plasma alcanza el valor de 2,
aparece un gradiente de densidad de corriente dentro de la superficie
q = 2. La diferencia de temperatura entre el centro del plasma y el
plasma más frio en el borde lleva a un rápido descenso de la tempera-
tura de los electrones y una pérdida de la corriente del plasma.
2. Límite de densidad: el límite de densidad del plasma es una conse-
cuencia de la configuración del plasma. Cuando la densidad del plasma
está por encima de este límite, la potencia radiada aumenta. Esto
causa una reducción de la temperatura de los electrones en el borde
del plasma y finalmente, cuando la potencia radiada sobrepasa el ca-
lentamiento, la corriente del plasma se reduce y el plasma disrumpe.
3. Transición H/L: se trata de un caso particular del anterior. Cuando
ocurre una transición H/L a alta densidad, a veces causada por una
reducción del calentamiento adicional, puede llevar a una disrupción
por límite de densidad.
4. Alta potencia radiada: es similar al caso anterior pero aquí, el
aumento de la potencia radiada tiene lugar antes del aumento de la
densidad del plasma. La presencia de impurezas parece la causa del
aumento de la potencia radiada.
5. Evento de desplazamiento vertical: este tipo de disrupciones so-
lamente ocurren en plasma elongados. Estos plasmas tienen un mejor
rendimiento (la corriente del plasma es más alta dada un cierto valor
de q) pero son verticalmente inestables y por lo tanto, su posición debe
ser controlada. Si el sistema de control falla, el plasma choca contra la
pared de la cámara produciendo una disrupción.
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6. Límite β: estas disrupciones son la consecuencia de la presencia si-
multánea de un valor de q bajo junto con un alto gradiente de presión
local que causa inestabilidades kink y modos ballooning.
7. Modos bloqueados: son causadas por perturbaciones externas del
campo magnético. Estas perturbaciones pueden crear presiones in-
estables o gradientes de corriente que lleven a la formación de islas
magnéticas rotatorias (modos). Estas inestabilidades cesan de rotar y
se bloquean con la pared, provocando una disrupción.
8. Barrera de transporte interna: la barrera de transporte interna
(ITB, por sus siglas en ingles) es un gradiente de temperatura y presión
que aparece en escenarios avanzados (Figura 2.3). La ITB reduce el
transporte de partículas y energía desde el centro hasta el borde del
plasma y puede causar una disrupción.
La predicción de disrupciones es un tema clave en el desarrollo de los
dispositivos de fusión futuros. Rattá ha desarrollado un exitoso predictor
basado en la combinación de tres clasificadores SVM (Rattá, 2010). Ha sido
aplicado en la predicción de disrupciones en JET durante las campañas de
la pared de carbono y está siendo actualizado para analizar los pulsos de la
nueva pared semejante a la que tendrá ITER.
9.3 Dispositivos de fusión
Al comienzo de la investigación de la fusión, el plasma era encerrado dentro
de cámaras lineales. Para evitar la pérdida de partículas en los extremos
de la cámara lineal, Peter Thonemann (Thonemann and Cowhig, 1951) y
Sir George Thomson (Thomson and Blackman, 1946) sugirieron hacer la
cámara toroidal (como un anillo o un doughnut). En una cámara toroidal, el
confinamiento no tiene límites y por tanto, no hay fugas de partículas. Alan
Ware llevó a cabo experimentos usando cámaras toroidales a finales de los
años 40.
En los años 50 surgió un nuevo diseño: el “stellerator” (generador de es-
tado estable). Lyman Spitzer sugirió una configuración en la cual la forma
helicoidal del campo magnético fuera creada por corrientes en bobinas sinu-
osas externas en vez de en el plasma (Spitzer, 1951). El dispositivo de fusión
español, el TJ-II, es un stellerator.
Los científicos de la Unión Soviética Sakharov y Tamm diseñaron el “toka-
mak”. Este era similar a la configuración toroidal diseñada por Thonemann y
Thomson pero con un mayor campo magnético toroidal. El nombre tokamak
proviene del nombre ruso “toroidalnaya kamera ee magnitnaya katushka”,
que significa cámara toroidal y bobinas magnéticas. JET, DIII-D e ITER son
dispositivos de fusión tipo tokamak.
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Nombre Localización Nombre Localización
Tokamak convencionales
ALCATOR C-Mod EE.UU. ASDEX Upgrade Alemania
COMPASS Rep. Checa DIII-D EE.UU.
EAST China FTU Italia
ISTTOK Portugal JET Reino Unido
J-TEXT China KSTAR Cor. del Sur
TCV Suiza TEXTOR Alemania
Tore Supra Francia JT-60U Japón
Tokamak esféricos
LTX EE.UU. MAST Reino Unido
NSTX EE.UU. TST-2 Japón
Stellarator
H1 Australia HSX EE.UU.
LHD Japón NCSX EE.UU.
TJ-II España W 7-X Alemania
Table 9.1: Dispositivos de fusión por confinamiento magnético
La Tabla 9.1 contiene las máquinas de fusión más importantes, junto con
su localización y su tipo.
9.3.1 JET
El JET (Joint European Torus) es, en la actualidad, el mayor tokamak del
mundo. Esta situado en Culham, Oxfordshire, UK. El proceso de diseño em-
pezó en 1973 liderado por P. H. Rebut y terminó en 1975 con la publicación
del JET Design Proposal (Rebut and JET design team, 1976), también cono-
cido como R5. La construcción de JET duró cuatro años entre 1979 y 1983.
El primer pulso en JET tuvo lugar el 25 de junio de 1983 a la hora local
13:44.
El objetivo de JET fue establecido en la JET Design Proposal: “el obje-
tivo esencial de JET es obtener y estudiar el plasma en condiciones y dimen-
siones que se aproximen a aquellas necesarias en un reactor termonuclear.
Estos estudios están destinados a definir los parámetros, el tamaño y las
condiciones de trabajo de un reactor tokamak. La realización de estos obje-
tivos involucra cuatro áreas fundamentales de trabajo:
1. El escalado del comportamiento del plasma con parámetros cercanos a
la escala de un reactor.
2. La interacción plasma-pared en estas condiciones.
3. El estudio del calentamiento del plasma.
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4. El estudio de la produción de partículas α, confinamiento y calen-
tamiento del plasma.”
La figura 2.9 (EFDA-JET c©) contiene el diseño original del tokamak JET.
El volumen de plasma en la cámara de vacio varía entre 80 m3 y 100 m3.
La corriente inicial del plasma era de 3.8 MA y posteriormente se aumentó
hasta los 4.8 MA. El campo magnético toroidal en el centro del plasma era
inicialmente 2.8 T y fue mejorado hasta los 3.5 T.
Las bobinas de JET tienen una forma de D característica. Este dise-
ño obedece a razones físicas: el campo magnético dentro de las bobinas
toroidales decae con el radio mayor como 1/R y por lo tanto existe una
fuerza magnética mayor en la parte interna de las bobinas que en la parte
externa. En la parte interna de la bobinas (la parte recta de la forma de
D), la fuerza magnética esta soportada por la estructura primaria del trans-
formador. La parte externa de las bobinas fue diseñada para soportar las
fuerzas magnéticas por sí misma. La curvatura proporciona resistencia frente
al estrés de la tensión. El campo magnético toroidal de JET es producido por
32 bobinas en forma de D rodeando la cámara de vacío (Figura 2.10a, EFDA-
JET c©). Cada una de las bobinas de campo toroidales pesa 12 toneladas y
está rodeada con 24 vueltas de cobre. La capacidad de conducción combi-
nada de todas las bobinas es de 51 MA. El campo magnético podría crear
una fuerza en cada bobina cercana a las 2,000 toneladas, directamente hacia
el eje mayor del toro.
Las bobinas del campo magnético poloidal consisten en 7 bobinas circu-
lares rodeando las bobinas del campo toroidal (Figura 2.10b, EFDA-JET c©).
El objetivo de la bobina interior alrededor de la columna central del núcleo
del transformador de hierro (Figura 2.10c, EFDA-JET c©) era actuar como
la principal del transformador. Las otras 6 bobinas permiten a los científicos
modificar la posición y la forma del plasma. La bobina más larga tiene un
diámetro de 11 metros.
Combinando los campos magnéticos creados por los sistemas de bobinas
toroidales y poloidales es posible generar plasmas con diferentes formas. La
Figura 2.11 incluye tres ejemplos de configuraciones magnéticas en JET. La
Figura 2.11a muestra un plasma circular en la cámara de vacío. Modificando
la configuración magnética es posible obtener un plasma elíptico como el
mostrado en la Figura 2.11b.
La Figura 2.11c contiene un ejemplo de una configuración magnética es-
pecial: la configuración magnética con punto X. Usando esta configuración
magnética aparecen dos tipos de superficies magnéticas: las superficies mag-
néticas abiertas y las superficies magnéticas cerradas. La superficie mag-
nética de flujo que separa las superficies abiertas y las cerradas se denomina
separatrix. La capa entre la separatrix y la pared de la cámara de vacío se
llama scrape-off layer (SOL, por sus siglas en inglés). Las líneas magnéticas
fuera de la separatrix cruzan la pared de la cámara de vacío y por lo tanto
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las partículas en el SOL chocan contra la pared. La superficie por debajo del
punto X donde las partículas chocan contra la pared se denomina divertor.
La cámara de vacío estaba diseñada para maximizar el espacio dentro de
las bobinas toroidales. Esta soporta un vacío que es la millonésima parte
de la presión atmosférica (Wesson, 2000, p. 23). Por lo tanto, soporta una
presión atmosférica de 10 toneladas por metro cuadrado en una superficie
de 200 metros cuadrados. La cámara de vacío puede contener hasta 100 m3
de plasma. La Figura 2.12b (United Kingdom Atomic Energy Authority c©)
contiene una imagen real de la cámara de vació de JET tomada en 1998.
La forma de D de las bobinas del campo toroidal determinan la geometría
de la cámara de vacío (Figura 2.12a). La proporción alto-ancho (b/a) de la
cámara de vacío es de 1.6. El valor óptimo de la relación de aspecto (R/a)
se estableció entre 2 y 3. El valor elegido de la relación de aspecto fue 2.4
para minimizar el coste del tokamak.
El calentamiento en JET está formado por tres sistemas diferentes: un
sistema NBI con 23 MW de potencia total, una antena ICRH de hasta 32
MW y una antena de 12 MW de potencia.
Los sistemas de diagnósticos permiten a los científicos del JET medir
las propiedades del plasma como la densidad, la temperatura o el voltaje
y estudiar los fenómenos físicos que tienen lugar en el dispositivo de fusión.
Actualmente, existen más de 90 diagnósticos funcionando y hay más de 20 en
fase de diseño. En cada pulso, los diagnósticos generan hasta 40 GBytes de
datos, en contraste con los 243 KBytes de datos generados en el primer pulso
de JET. La base de datos de JET contiene más de 80 TBytes de datos. Los
diagnósticos de JET incluyen espectrometría Thomson scattering (medidas
de la temperatura de los electrones y perfiles de densidad), espectrómetros
de visible, UV y rayos X (medidas de temperatura y densidad), bolómetros
(medidas de la pérdida de energía del plasma), bobinas magnéticas (medi-
das del campo magnético, corriente y energía) o emisiones electrón-ciclotrón
(medidas rápidas y de alta resolución de los perfiles de temperatura de los
electrones). Los diagnósticos de JET también incluyen cámaras del espec-
tro visible y del infrarrojo que obtienen grabaciones de video e imágenes del
plasma durante un pulso.
Puede encontrarse más información acerca de JET en la página web de
EFDA-JET (EFDA-JET, 2012).
9.3.2 TJ-II
El TJ-II es un stellarator de campo magnético bajo de tipo helicoidal con
un radio mayor medio (R) de 1.5 m y un radio menor medio (a) ≤ 0.22 m
(Alejaldre et al., 1999). Está situado en el Laboratorio Nacional de Fusion
(LNF) en Madrid, España. Su diseño fue realizado por el equipo de físicos e
ingenieros del CIEMAT en colaboración con el Oak Ridge National Labora-
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tory (Hender et al., 1987). Esta propuesta estaba basada en una propuesta
previa de un stellarator con configuración helicoidal flexible (Harris et al.,
1985).
La Figura 2.13 muestra el diseño del TJ-II. Las bobinas de campo ver-
ticales controlan la posición horizontal del plasma. El campo toroidal está
generado por 32 bobinas toroidales y es de hasta 1.2 T. El giro tridimensional
del eje central de la configuración está generado por medio de dos bobinas
centrales: una circular y la otra helicoidal. La cámara de vacío mantiene un
vacío de 1 · 10−8 mbar.
El proceso de diseño del TJ-II empezó en 1986 cuando se creó la Aso-
ciación EURATOM-CIEMAT. El proyecto helicoidal flexible TJ-II se pre-
sentó para demostrar su interés científico y recibió respaldo preferente por
parte de EURATOM para la fase I (física). En 1990, recibió soporte para
la fase II (ingeniería). El primer plasma en el stellarator TJ-II tuvo lugar
en diciembre de 1997. La Figura 2.14 contiene una imagen del estado del
stellarator TJ-II en 2009.
Una de las características más importantes del stellarator TJ-II es su con-
figuración helicoidal flexible. La transformada rotacional puede variar entre
0.9 y 2.2 obteniendo volúmenes de plasma desde 0.3 m3 hasta 1.2 m3. Para
valores altos de la transformada rotacional, el plasma tiene forma de alubia.
El radio medio del plasma oscila entre 0.12 m y 0.22 m. Esta flexibilidad
proporciona a los científicos un amplio rango de diferentes configuraciones
para desarrollar sus experimentos.
Los pulsos del TJ-II duran entre 200 ms y 300 ms con una frecuencia de
repetición de 7 minutos. El sistema de alimentación está formado por un
generador impulsional de 140 MVA, 100 MJ a 15 kV 100 Hz. Los 96 puntos
de acceso (o ventanas) en la cámara de vacío permiten a los científicos usar
un amplio rango de diagnósticos del plasma como bolómetros, rayos X blan-
dos, interferómetros, reflectómetros, Thomson scattering, espectrometría o
cámaras del espectro visible e infrarrojo entre otros. Para minimizar las
impurezas en el plasma, la cámara de vacío se reviste con litio o boro.
En el dispositivo TJ-II, el plasma se calienta usando dos sistemas diferen-
tes: ECRH y NBI. El calentamiento ECRH usa dos girotrones a 53.2 GHz.
La máxima potencia de cada girotrón es de 300 kW. Existen dos inyectores
NBI instalados en el TJ-II, cada uno proporcionando una potencia de calen-
tamiento de hasta 500 kW (Estrada et al., 2010). Usando el calentamiento
NBI, ha sido posible obtener el modo H, alcanzando densidades de 8 · 1019
m−3 y temperaturas electrónicas de 250 eV – 300 eV (Sánchez et al., 2009).
Puede encontrarse más información acerca del TJ-II en su página web
(Laboratorio Nacional de Fusion, 2012).
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9.3.3 DIII-D
El DIII-D es un dispositivo de fusión tokamak situado en San Diego, USA.
Este dispositivo está operado por General Atomics. El DIII-D es la actuali-
zación del dispositivo Doublet III y fue apodado DIII-D por su nueva cámara
en forma de D. Actualmente, es el tercer tokamak más grande tras JET y
JT-60U (Japón).
Las características más importantes del dispositivo de fusión DIII-D son
(Brooks et al., 1987): radio mayor (R) 1.67 m, radio menor (a) 0.67 m,
superficie del plasma 2 m2, volumen del plasma 30 m3, corriente máxima del
plasma 5 MA y máximo campo toroidal 2.2 T.
El objetivo del programa de investigación del DIII-D es establecer los
principios científicos para la optimización del concepto de tokamak para la
producción de energía. En futuro cercano, pretende posibilitar el éxito de
ITER proporcionando soluciones a los principales problemas físicos como la
operación en estado estacionario (General Atomics, 2012).
La Figura 2.15a contiene un esquema del tokamak DIII-D. Es posible
hacerse una idea del tamaño del dispositivo comparándolo con el científico
situado en su base. La Figura 2.15b muestra una imagen del interior de la
cámara del DIII-D.
La página web del DIII-D (General Atomics, 2012) proporciona más in-
formación acerca de este tokamak.
9.3.4 ITER
ITER (Reactor Termonuclear Experimental Internacional) es un tokamak
que se está construyendo en Cadarache, Francia. Se pretende que llene el
vacío entre los dispositivos de fusión experimentales y la primera planta de
fusión comercial (DEMO). Los miembros del proyecto ITER son: EU, China,
India, Japón, Corea del Sur, Rusia y los Estados Unidos.
La Figura 2.16 muestra el diseño de ITER. Sus principales características
son: radio mayor (R) 6.2 m, radio menor (a) 2.0 m, corriente máxima del
plasma 15 MA y campo toroidal de 5.3 T. El objetivo científico de ITER es
obtener Q4≥ 10.
El campo magnético de ITER será creado por bobinas superconductoras:
18 bobinas toroidales, 6 bobinas poloidales, un solenoide central y bobinas
adicionales para mitigar el efecto de los ELMs. Para alcanzar la supercon-
ductividad, las bobinas se refrigeran usando helio supercrítico en el rango de
-260oC. El campo magnético creado por los imanes de ITER será de alrede-
dor de 200,000 veces el campo magnético de la Tierra. El coste de los imanes
de ITER se estima en 298.18 millones de e (Fusion for Energy, 2011).
Su cámara de vacío tiene un volumen de 1,400 m3. Esta soportará un
4Q es el cociente entre energía de fusión y energía auxiliar inyectada en el plasma
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vacío de una millonésima parte de la presión atmosférica (similar a JET).
La cámara dispondrá de 44 puntos de acceso para diagnósticos del plasma y
control remoto. El precio de la cámara de vacío será de 147.30 millones de
e.
La temperatura en el interior de ITER alcanzará los 150 millones de gra-
dos K. Para alcanzar esta temperatura, 50 MW de potencia de calentamiento
serán instalados. ITER usará dos inyectores NBI y uno adicional para tareas
de diagnóstico (133.36 millones de e) y sistemas de calentamiento ICRH y
ECRH (66.72 millones de e). Dado que los científicos pretenden obtener
Q≥ 10, se espera que ITER genere 500 MW de energía de fusión.
Los diagnósticos de ITER incluyen 50 sistemas diferentes para analizar
el estado del plasma. Incluyen rayos X, cámaras, láseres, monitores de im-
purezas, bolómetros, etc. Los sistemas de diagnóstico tienen un precio de
56.78 millones de e.
Los componentes de la pared en contacto con el plasma son cruciales
para el éxito de ITER. Una pared de tungsteno similar a la de ITER está
siendo probada actualmente en JET. La pared de ITER estará cubierta por
440 baldosas de tamaño 1 m × 1.5 m. El precio de las baldosas y otros
componentes del interior de la cámara es de 130.88 millones de e. Dado que
los componentes de la pared pueden ser activados por el calor extremo, es
necesario un sistema de control remoto para repararlos y reemplazarlos. El
sistema de control remoto que será construido en ITER cuesta 71.36 millones
de e.
La preparación del lugar de construcción de ITER comenzó en enero
de 2007 y la construcción de los edificios y laboratorios empezó en julio
de 2010. Se espera que el ensamblaje del tokamak comience en 2015. Este
estará acabado en 2018 y el primer plasma en ITER tendrá lugar en 2019. El
complejo, edificios y fuentes de energía tienen unos costes de 776.27 millones
de e.
Se puede encontrar más información acerca del proyecto ITER en su
página web (ITER Organization, 2012).
9.3.5 DEMO
DEMO (planta eléctrica de DEMOstración) será el siguiente paso hacia un
dispositivo de fusión comercial. DEMO pertenecerá a la 5a generación de
dispositivos de fusión experimentales. Este demostrará la fiabilidad de un
dispositivo de fusión de tamaño comercial.
Existen todavía muchas incógnitas acerca del diseño de DEMO. Sus ca-
racterísticas finales estarán basadas en los resultados obtenidos por ITER
y otros dispositivos de fusión. El estudio conceptual europeo sobre una
planta eléctrica de fusión (PPCS, por sus siglas en inglés) ha analizado las
diferentes alternativas de diseño de DEMO basadas en el concepto tokamak
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(Maisonnier et al., 2005). Los modelos de planta del PPCS han sido diseña-
dos usando el código PROCESS. Al principio, PROCESS fue escrito para los
estudios conceptuales de ITER y ha sido actualizado incorporando leyes de
escala recientes usando los datos de los dispositivos de fusión existentes. Los
modelos PPCS-A y PPCS-B son dispositivos de un futuro cercano (cerca del
30% mejores que el diseño base de ITER) mientras que los modelos PPCS-
C y PPCS-D están basados en configuraciones del plasma y tecnologías de
materiales avanzadas.
Para (Ward, 2010), DEMO debe estar basado en un dispositivo tokamak
con las siguientes características: radio mayor 8.5 m con un campo toroidal
de 6 T y una energía de fusión de 3 GW. La principal diferencia entre DEMO
y los dispositivos de fusión existentes es la producción de energía; mientras
los dispositivos de fusión actuales tienen una duración del pulso no mayor de
un minuto, DEMO debe operar en estado estacionario o al menos trabajar
en pulsos muy largos.
En DEMO, la producción de energía será mayor. Esta producción puede
alcanzarse por medio de dos mecanismos diferentes:
• Usando una densidad mayor: en este caso el plasma de DEMO
debe tener una forma determinada o DEMO debe funcionar con un
campo magnético muy alto.
• Usando una temperatura mayor: esta opción es la más factible.
Si la densidad de DEMO es similar a la densidad de ITER entonces la
de temperatura de DEMO será mayor (temperatura media de 10 keV,
alrededor de 25 keV en el centro del plasma). A esta temperatura, la
sección eficaz de la fusión no varía con T 2 (ver Fig. 2.1).
Para proporcionar información acerca de los materiales que se usarán
en la construcción de DEMO, el laboratorio internacional de radiación de
materiales de fusión (IFMIF, por si siglas en inglés) está siendo construido
en Japón. Su objetivo es reducir el tiempo de diseño y construcción de
DEMO para alcanzar un prototipo comercial en el menor tiempo posible (lo
que se conoce como fast track o vía rápida).

Chapter 10
Localización de eventos
relevantes en señales e
imágenes
La producción futura de energía en plantas eléctricas de fusión es una función
de la longitud del pulso de plasma (cuanto más largo sea el pulso, más
energía se producirá). Los dispositivos de fusión actuales tienen duraciones
de pulso cortas (por ejemplo, los pulsos del TJ-II duran menos de un segundo
y los pulsos de JET duran entre 10 y 20 segundos, incluso un minuto bajo
determinadas circunstancias). Estas duraciones de pulso se sobrepasarán en
los dispositivos de fusión futuros. Se espera que ITER mantenga el plasma en
estado estacionario hasta 400 segundos con Q ∼ 5. Pero incluso la longitud
del pulso de ITER puede ser mayor. Se espera que el modo híbrido dure
hasta una hora con Q ∼ 10 y que el modo avanzado dure hasta 30 minutos
con Q ∼ 40 (Stambaugh, 2006).
Durante la duración de un pulso tienen lugar cientos de eventos físicos.
La identificación y localización de estos eventos se lleva a cabo a través del
análisis visual de las señales del plasma. Los expertos dedican su tiempo
a examinar con gran detalle cada señal para determinar el tipo de evento
(por ejemplo ELMs, dientes de sierra o disrupciones) y su localización tem-
poral. Los dispositivos de fusión actuales requieren muchos expertos para
analizar los datos generados durante cada pulso y esto será inabordable en
los dispositivos futuros cuando la longitud del pulso sea hasta 100 veces más
larga.
Recientemente, las herramientas de minería de datos e inteligencia ar-
tificial han sido utilizadas en las bases de datos de fusión. Estos métodos
proporcionan resultados rápidos y precisos en la localización e identificación
de fenómenos del plasma. Además, pueden predecir fenómenos peligrosos
(como disrupciones) antes de que ocurran (Ratta et al., 2010). Estas técni-
cas serán esenciales en los próximos años y especialmente después del primer
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pulso de ITER esperado para 2019.
Un aspecto importante a tener en cuenta es el coste del análisis de los
datos. El análisis visual de las señales requiere muchos trabajadores y por
tanto, es caro. Los códigos de ordenador son mucho más baratos. Sus
precios incluyen su diseño y mantenimiento / actualización pero pueden ser
ejecutados miles de veces sin coste adicional. Esto permite el análisis de
grandes cantidades de datos a un bajo coste.
Otra ventaja de las técnicas de minería de datos es su velocidad. Los
códigos de ordenador son más rápidos que cualquier análisis visual llevado a
cabo por los expertos. El análisis visual requiere mucho tiempo y la única
forma de acelerarlo es aumentando el número de expertos y, por tanto, in-
crementando su coste.
El comportamiento determinista de los códigos de ordenador es también
uno de sus beneficios. Los resultados de un análisis usando un código de
ordenador son siempre los mismos, sin importar el número de veces que
el programa se ejecute. Es importante destacar que esto no implica que los
códigos estén libres de errores, simplemente significa que siempre se comenten
los mismos (si existen). Esto no puede asegurarse en el análisis realizado por
expertos. El mismo evento puede ser localizado por dos expertos en dos
tiempos ligeramente diferentes e incluso el mismo experto puede determinar
dos tiempos diferentes para el mismo evento. Las razones de estas diferencias
pueden ser, entre otras, un diferente nivel de detalle en el análisis (cuanto
mayor nivel de detalle, más tiempo lleva el análisis) o un simple error.
Los expertos en fusión también juegan un papel fundamental en el di-
seño de las herramientas de minería de datos. Dado que ellos poseen el
conocimiento más extenso de los fenómenos del plasma, su asistencia es in-
dispensable en el desarrollo de estos códigos de ordenador. Las herramientas
que integran el conocimiento experto en sus sistemas se denominan sistemas
expertos. Por una parte, los sistemas expertos son rápidos y precisos y por la
otra, aplican el conocimiento de los expertos. Dado que los sistemas expertos
combinan los mejores atributos de los expertos y los códigos de ordenador,
se consideran una valiosa herramienta.
10.1 Un localizador de eventos universal
Esta Sección describe un localizador de eventos universal (UMEL, por sus
siglas en inglés), una técnica para localizar eventos en señales y películas
del plasma (Vega et al., 2010a). UMEL es una técnica universal porque
es independiente del tipo de patrón buscado (picos, caídas o cambios de
pendiente) y del tipo de señal analizada (dominio del tiempo o dominio de
la frecuencia).
UMEL propociona una doble utilidad:
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1. Puede ser usado como filtro para reconocer segmentos de señales o áreas
en imágenes con un comportamiento relevante. El uso de UMEL como
filtro permite establecer la presencia de un evento físico sin identificar
su tipo.
2. Puede ser aplicado para determinar la localización exacta de puntos
singulares en señales. UMEL puede localizar eventos físicos en un
elevado número de experimentos y, por lo tanto, crear grandes bases
de datos con una amplia base estadística de una forma automática.
UMEL basa su capacidad de búsqueda en una técnica de regresión es-
pecífica: Regresión de Vectores Soporte (SVR, por sus siglas en inglés). SVR
ajusta los datos de entrenamiento sin depender de factores como la frecuen-
cia de muestreo o la distribución del ruido. Esta técnica calcula una función
de ajuste y, además, devuelve una lista de puntos del conjunto de entre-
namiento que se han convertido en Vectores Soporte (SVs, por sus siglas en
inglés). UMEL proporciona una interpretación novedosa de estos SVs: los
SVs son, en su mayoría, las muestras más difíciles de ajustar.
En SVM y SVR, la complejidad del modelo determina el número de SVs
(a mayor complejidad, mayor número de SVs). La regresión de conjuntos de
datos complejos requiere un gran número de SVs. En contraste, los conjuntos
de datos simples requieren un menor número de SVs. Pero el número de SVs
no solamente depende en la complejidad del conjunto de datos a ajustar. Esta
también depende en la suavidad de la función de regresión. Las funciones de
regresión suaves requieren menos SVs que las complejas.
La suavidad de un ajuste SVR es función de cuatro parámetros:
1. Tipo de kernel : determina la ecuación del ajuste SVR y por tanto,
su suavidad. Existen diferentes tipos de kernel, por ejemplo, lineal,
gaussiano, polynomial o RBF.
2. Parámetro de regularización C: controla la complejidad del mo-
delo. Los valores altos de C producen ajustes más complejos. Por
otra parte, valores bajos de C producen regresiones más suaves. Su
valor puede se estimado usando la siguiente ecuación (Cherkassky and
Mulier, 1998, p. 449):
C = KC ·max (|y + 3 · std (y)| , |y − 3 · std (y)|) (10.1)
donde:
y : es la media de la función a ajustar
std (y) : es la desviación estándar de la función a ajustar
KC : es una constant que varía para diferentes
tipos de señal
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3. epsilon (e): determina el ancho de la zona e-insensitiva (también
llamada e-tube puesto que parece un tubo alrededor del ajuste). Puede
ser determinada usando la ecuación (Cherkassky and Mulier, 1998, p.
449):
e = Ke · std (noise) ·
√
lnn
n
(10.2)
donde:
std (noise) : es la desviación estándar del ruido de la función
n : es el número de muestras
lnn : es el logaritmo natural de n
Ke : es una constante de proporcionalidad
Desde un punto de vista práctico y dado que habitualmente el valor del
ruido no es conocido, el valor de std (noise) es reemplazado por std (y)
donde y es la función a ajustar. Entonces, el valor de e es ajustado
usando la constante de proporcionalidad Ke.
4. Parámetro(s) del kernel : algunos kernels incluyen un parámetro,
por ejemplo el parámetro σ del kernel RBF. Este es uno de los kernels
más habitualmente utilizados y por lo tanto, existe una ecuación para
estimar el parámetro σ (Martinez and Martinez, 2008, p. 325):
σk = Kσ · 1.06 · std (y) · n−1/5 (10.3)
donde:
std (y) : es la desviación estandar de la función a ajustar
n : es el número de muestras
Kσ : constante dependiente del tipo de señal a ajustar
Usando UMEL, no todos los SVs tienen el mismo grado de relevancia.
Los SVs que descansan en el e-tube o fuera de él se denominan SVs externos
(ESVs). En contraste, los SVs dentro del e-tube son llamados SVs internos
(ISVs).
ESV ⊆ SV ∀i ∈ ESV, |yi − f (xi)| ≥ e (10.4)
ISV ⊆ SV ∀i ∈ ISV, |yi − f (xi)| < e (10.5)
Los ISVs son muestras necesarias para estimar la regresión, pero no pro-
porcionan el mismo grado de relevancia que puede ser asignado a los ESVs.
UMEL propone una interpretación novedosa de los ESVs: los SVs que se
convierten en ESVs son las muestras más difíciles de ajustar (no pueden ser
ajustadas dentro del e-tube) y estos SVs proporcionan información esencial
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en el proceso de regresión. Los ESVs revelan la existencia de patrones es-
peciales en una señal: picos, grandes gradientes o segmentos con diferente
estructura morfológica en relación con el conjunto de la señal. La mayoría
de los fenómenos del plasma están caracterizados por componentes de alta
frecuencia en el dominio del tiempo (picos, caídas, rápidos cambios de la
pendiente, etc.).
10.1.1 Localización de dientes de sierra usando UMEL
Los dientes de sierra pueden ser identificados por medio de la emisión de rayos
X. Además, usando diferentes cuerdas de la emisión de rayos X a diferentes
radios del plasma, es posible medir la difusividad del plasma en función de
la diferencia de tiempo entre un mismo diente de sierra a diferentes radios.
Usando las cuerdas centrales (Figura 4.4 gráfico superior) es posible de-
terminar el tiempo exacto de las caídas de los dientes de sierra. UMEL
puede utilizarse para localizar las caídas en la emisión de los rayos X y por
tanto, localizar los tiempos de los dientes de sierra. Los ESVs aparecen en las
muestras más difíciles de ajustar, en este caso, los puntos alrededor de cada
caída. Si los tiempos de los dientes de sierra son medidos a diferentes radios,
pueden ser usados para cuantificar la difusividad del plasma. De acuerdo
con el método pico-a-pico (Soler and Callen, 1979), es posible calcular la
difusividad del plasma como:
χe =
r2 − r2inversion
8tp
(10.6)
donde:
r : es el radio del plasma donde se mide χe
rinversion : es el radio donde el diente de sierra se invierte
tp : es la diferencia de tiempos entre el radio de la inversión y r
Dado que las coordenadas radiales de los rayos X blandos son conocidas
a priori, UMEL permite la automatización del cálculo de χe.
10.1.2 Localización de disrupciones usando UMEL
Las disrupciones pueden ser reconocidas en las señales del plasma usando
la corriente del plasma y el lazo de voltaje. Cuando una disrupción tiene
lugar, la corriente del plasma se desploma y aparece un pico en la señal del
lazo de voltaje. La Figura 4.7b muestra el lazo de voltaje y la corriente del
plasma de una descarga disruptiva (pulso de JET 71025). En las descargas
no disruptivas, también es posible observar un pico en el lazo de voltaje,
pero la corriente del plasma baja gradualmente hasta que alcanza el valor
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Disruptivas 343 pulsos
Detectadas (verdaderos positivos) 321 (93.59%)
Fallos (falsos negativos) 22 (6.41%)
No disruptivas 4,057 pulses
Aciertos (verdaderos negativos) 4,036 (99.48%)
Errores (falsos positivos) 21 (0.52%)
Total 4,400 pulses
Aciertos 4,357 (99.02%)
Errores 43 (0.98%)
Table 10.1: Resultados de la localización de disrupciones
0 (Figura 4.7a, pulso de JET 71023). Ambas señales son necesarias para
reconocer las disrupciones.
Para localizar las disrupciones usando UMEL, ambas señales son ajus-
tadas usando los parámetros (RBF kernel, KC = 1, Ke = 30, Kσ = 1).
Dado que las muestras más difíciles de ajustas son los puntos situados en los
picos del lazo de voltaje y en las caídas de la corriente del plasma, los ESVs
aparecen en estos puntos. La Figura 4.7 muestra el ajuste de la corriente del
plasma y el lazo de voltaje en una descarga no disruptiva y en una disrup-
tiva. La descarga disruptiva puede reconocerse por la aparición simultánea
de ESVs en el lazo de voltaje y en la corriente del plasma.
UMEL puede utilizarse para la localización off-line de las disrupciones
existentes en la base de datos de JET. Los tiempos de disrupciones determi-
nados pueden ser usados para construir predictores de disrupciones on-line
automáticos (Ratta et al., 2010). Dado que el número de muestras en ambas
señales es bajo (1000 muestras de media por señal), el cómputo es muy rápido
(0.33 s por señal usando un Intel R© CoreTM 2 Quad CPU Q9300 2.50GHz,
1.95GB RAM).
Las disrupciones de una base de datos de JET de 4,400 descargas (en
el rango de pulsos desde el 65115 hasta el 70722) fueron localizadas usando
UMEL. La base de datos contenía 343 pulsos disruptivos y 4,057 pulsos no
disruptivos. Los resultados obtenidos por el método pueden verse en la Tabla
10.1. El porcentaje de aciertos fue del 99.02% (4,357 descargas reconocidas
adecuadamente) y el porcentaje de errores fue del 0.98% (43 descargas mal
clasificadas).
10.1.3 Localización de ELMs usando UMEL
El primer paso en la localización de ELMs es la determinación de la región
donde tienen lugar. La secuencia típica de una descarga comienza con el
plasma en modo L. Entonces, cuando la potencia auxiliar es inyectada al
plasma por encima de un cierto umbral de potencia, el plasma alcanza el
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modo H. El plasma vuelve al modo L después de que se pare la inyección
de potencia. Los ELMs tienen lugar únicamente durante el tiempo que el
plasma está en modo H y en JET, no hay modo H libre de ELMs. Por lo
tanto, la localización del modo H implica la determinación donde aparecen
ELMs y viceversa.
La localización de la región con ELMs se lleva a cabo en tres tareas
secuenciales:
Normalización de la señal Dα. Simplifica el cálculo del ajuste SVR y
permite utilizar los mismos parámetros de UMEL para un amplio rango de
descargas. La normalización utilizada es:
Dα, normalizada =
Dα −min (Dα)
max (Dα)−min (Dα) (10.7)
Reducción de dimensionalidad. El tiempo de cálculo se reduce signi-
ficativamente reduciendo el tamaño / dimensionalidad de la señal ajustada.
Por ello, se reduce la dimensionalidad de la señal Dα utilizando los coefi-
cientes wavelet de aproximación de nivel 5.
Localización del modo H. La capacidad de UMEL para localizar seg-
mentos temporales con comportamiento relevante ha sido utilizada para lo-
calizar el intervalo temporal en modo H de una descarga. Para ello, se usa
UMEL con los parámetros (RBF kernel, KC = 1, Ke = 10, Kσ = 20). El
gráfico superior de la Figura 4.8 muestra un ejemplo de los ESVs obtenidos
por UMEL en el pulso de JET 73337.
Después, se calcula un histograma de los ESVs en ventanas de 0.1 s de
longitud (Figura 4.8, gráfico inferior). El histograma define el segmento
temporal que ha sido más difícil ajustar y, por tanto, el segmento temporal
donde la señal Dα contiene componentes de alta frecuencia (picos). Este
segmento temporal se corresponde con la región en modo H y, por tanto, con
el segmento temporal con actividad de ELMs. Los límites de la región se
calculan como el primer y último punto del histograma con más ESVs que
un cierto valor de decisión. Este es calculado como:
dvalue = K ·
∑N
i=1ESVi
N
(10.8)
donde:
K : constante dependiente del rango de descargas
ESVi : número de ELMs en la barra i del histograma
N : número de puntos en el histograma con ELMs
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Periodo (s) Número de ELMs Periodo (s) Número de ELMs
< 0.01 3,200 0.04 to 0.05 19,809
0.01 to 0.02 56,550 0.05 to 0.06 11,409
0.02 to 0.03 61,373 0.06 to 0.07 6,800
0.03 to 0.04 30,100 0.07 to 0.08 4,000
Table 10.2: Distribución de los períodos de los ELMs localizados
El siguiente paso en la localización de ELMs es localizar cada uno por
separado. Habitualmente, los ELMs son localizados visualmente. El proceso
consiste en reconocer los picos en las señales Hα/Dα que son síncronos con
una caída de la energía diamagnética almacenada. El sistema automático
realiza este mismo proceso dentro del intervalo que se ha determinado que
contiene ELMs. Este paso se lleva a cabo mediante cuatro tareas secuen-
ciales:
Localización de los picos en la Dα. Dado que la señal Dα tiene una
proporción señal-ruido mejor que la señal de la energía diamagnética, la
localización de los picos provocados por los ELMs en la señal Dα es más sen-
cilla. Estos son localizados por UMEL usando los parámetros (RBF kernel,
KC = 1, Ke = 8, Kσ = 50).
Combinación de ESVs. Como puede observarse en la Figura 4.9a, aparece
más de un ESV en cada pico de la señal Dα. Esta tarea combina todos los
ESVs de cada pico en uno sólo en el instante de mayor amplitud de la señal.
La Figura 4.9b muestra los resultados de esta tarea.
División de la energía diamagnética. Para facilitar la búsqueda de las
caídas en la energía diamagnética, esta se divide en trozos de una longitud
de 35 ms alrededor de los picos hallados en el paso anterior. La Figura 4.10
ilustra esta tarea.
Combinación de información. UMEL (RBF kernel, KC = 100, Ke =
1, Kσ = 100,000) se usa de nuevo para localizar caídas en las ventanas de
la señal de la energía diamagnética del paso anterior. Si uno o más ESVs
aparecen en la ventana a una distancia máxima de 5 ms del pico de la Dα
entonces se determina que se trata de un ELM. La Figura 4.11 muestra este
proceso.
Este método de localización de ELMs se aplicó a una base de datos de
JET de más de 1,200 pulsos en el rango [73337, 78156]. 221,751 ELMs fueron
identificados en estos pulsos.
Debido a la falta de una gran base de datos de ELMs, el rendimiento
del método de localización de ELMs fue testado comparando sus resultados
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con los resultados obtenidos por expertos en 20 pulsos de JET en el rango
anterior. El método alcanzó un porcentaje de éxito del 95%.
La Tabla 10.2 muestra el número de ELMs localizados para diferentes
períodos (la diferencia de tiempo entre un ELM y el siguiente). El período
más común es entre 0.02 y 0.03 s con 61,373 ELMs.
10.1.4 Análisis de los perfiles de temperatura durante los
ELMs
Los ELMs causan una reducción de la densidad y la temperatura en el borde
del plasma, deteriorando la Barrera de Transporte del Borde (ETB, por sus
siglas en inglés) y degradando el confinamiento del plasma. Diferentes con-
figuraciones del plasma llevan a diferentes degradaciones del confinamiento
durante los ELMs y, por tanto, resulta interesante estudiar el efecto de cada
parámetro en la degradación de la ETB.
La ETB puede ser reconocida como un gran gradiente en la temperatura
electrónica (ET) cerca del borde del plasma en los plasmas en modo H. A
este gradiente se le ha denominado gradiente de la temperatura en el borde
(ETG). Este causa un incremento de la presión del plasma en el centro y por
tanto, la temperatura de los electrones aumenta.
Para simplificar el reconocimiento automático del ETG, se ha introdu-
cido un nuevo parámetro llamado gradiente de temperatura (SGT). Este
parámetro mide los gradientes de temperatura entre dos puntos radiales con-
secutivos:
SGT (i) =
ET (i)− ET (i+ 1)
r(i+ 1)− r(i) (10.9)
donde r(i) es el radio del plasma donde la ET (i) se ha medido y i es su
posición radial (i = 1, . . . , 95). Dado que el ETG ha sido definido como
un gran gradiente de la ET cercano al borde del plasma, éste puede ser
fácilmente localizado en plasmas en modo H en la posición radial cerca del
borde donde el SGT muestra un pico.
Habitualmente, la ET del plasma desciende constantemente desde el cen-
tro del plasma hasta el borde. Como resultado el SGT oscila en torno a
un determinado valor y finalmente aumenta en el ETG cerca del borde del
plasma. El valor alrededor del cual el SGT oscila se ha denominado línea
base del gradiente (SGB) y se calcula como el valor medio del SGT desde el
centro del plasma hasta dos posiciones radiales antes del ETG:
SGB = media (SGT ( c ), SGT ( c+ 1 ), . . . , SGT ( j − 2 )) (10.10)
donde c es la posición radial del centro del plasma y j es la posición radial
de la ETB.
Es posible cuantificar el ETG de un plasma en modo H usando la SGB
como referencia del gradiente de temperatura. Este valor ha sido denominado
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coeficiente del gradiente de temperatura en el borde (ETGcoef ) y es estimado
como el valor más alto del SGT cercano al borde del plasma (SGTETB)
partido por la SGB:
ETGcoef =
SGTETB
SGB
(10.11)
Cuanto mayor sea la diferencia entre el SGTETB y la SGB, mayor será
el coeficiente ETGcoef . El ETGcoef es igual a 1 si SGTETG = SGB. Eso
implica que el SGT en el centro del plasma es igual al SGT en el borde el
plasma (no hay ETB). El ETGcoef podría ser menor que la unidad si el
gradiente de temperatura en la ETB es menor que el gradiente medio en el
centro del plasma.
10.1.4.1 Degradación del gradiente de temperatura entre dos tiem-
pos
Para medir la degradación del ETG en cierto instante, es necesario determi-
nar un tiempo de referencia para compararlo. Aquí, el ETGcoef del instante
de referencia se ha llamado ETGrefcoef . Entonces, la degradación del ETG
entre un tiempo t (ETGtcoef ) y el tiempo de referencia se calcula como:
degrad
(
ETGrefcoef , ETG
t
coef
)
= 1− ETG
t
coef − 1
ETGrefcoef − 1
(10.12)
Si se estudian dos tiempos cercanos (separados por unos pocos milise-
gundos) la ET en la centro del plasma es casi constante. Por tanto, la SGB
no se altera y es posible considerar que SGBref ≈ SGBt. Usando esta
simplificación y operando se puede obtener que:
degrad
(
ETGrefcoef , ETG
t
coef
)
=
SGT refETB − SGT tETB
SGT refETB − SGB
(10.13)
10.1.4.2 Degradación del ETG durante los ELMs
La degradación del ETG causada por un ELM puede ser estudiada usando
el perfil de la ET. La reducción de la densidad y la temperatura en el borde
del plasma llevan a una caída del ETG. La densidad y temperatura suben
después del ELM y el ETG aparece de nuevo en el borde del plasma.
Esta técnica de cuantificación de la degradación del ETG ha sido aplicada
para analizar el ETG durante los ELMs en JET. Más de 700 pulsos de las
campañas de JET desde la C15a hasta la C26 y más de 46,000 ELMs fueron
analizados. El tiempo de referencia fue asignado al tiempo del ELM menos 2
ms (ELM −2) y el tiempo donde la degradación del ETG se ha cuantificado
fue asignado al tiempo del ELM más 2 ms (ELM + 2).
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Pulsos ELMs ELMs con el
Valor medio de la
ETG recuperado degradación del ETG(casos no recuperados)
Campaña 15a
8 846 455 (53.786%) 22.710%
Campaña 15b
23 1,136 463 (40.757%) 27.235%
Campaña 16, 17
138 8,893 3,088 (34.724%) 22.263%
Campaña 18
19 863 283 (32.797%) 20.363%
Campaña 19
5 74 14 (18.919%) 37.958%
Campaña 20
67 3,762 509 (13.530%) 30.761%
Campaña 21
39 2,425 635 (26.186%) 28.668%
Campaña 22
49 2,594 408 (15.729%) 24.791%
Campaña 23
108 6,293 1,233 (19.593%) 21.642%
bf Campaña 24
10 436 48 (11.009%) 33.772%
Campaña 25
60 2,586 527 (20.379%) 26.126%
Campaña 26
222 16,279 3,687 (22.649%) 22.376%
Total
748 46,187 11,350 (24.574%) 23.948%
Table 10.3: Resultados de la degradación 2 ms después del ELM en JET
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La Tabla 10.3 muestra los resultados obtenidos tras el análisis del ETG.
La primera columna contiene el número de pulsos que han sido analizados
en cada campaña. La segunda muestra el número de ELMs analizados en
cada campaña. El número de ELMs que han recuperado el ETG inicial 2 ms
después de los instantes de los ELMs (degrad
(
ETGELM−2coef , ETG
ELM+2
coef
)
≤
0) se muestra en la tercera columna. Este experimento mostró que 11,350
(24.574%) ELMs habían recuperado su ETG 2 ms después del tiempo de los
ELMs. Por lo tanto, hubo 34,837 (75.4236%) ELMs con una degradación
mayor que 0. Finalmente, la última columna de la Tabla 10.3 contiene la
degradación del ETG de los ELMs con una degradación mayor que 0, 2 ms
después de los tiempos de los ELMs. El valor medio de la degradación del
ETG fue del 23.948%.
10.1.5 Discusión
Habitualmente, los fenómenos del plasma están caracterizados por eventos de
alta frecuencia en señales (picos o caídas). Por ello, puede pensarse que otras
técnicas existentes para localizar eventos de alta frecuencia en señales, como
las “wavelets”, pueden proporcionar resultados similares. Usando wavelets,
es posible encontrar una base local discriminante tal como describe (Saito
and Coifman, 1995). Usando esta base, pueden localizarse los eventos de alta
frecuencia. Pero las capacidades de búsqueda de UMEL son están restringi-
das a los eventos de alta frecuencia. También localiza segmentos de señales
que muestran patrones especiales aunque tengan bajas frecuencias.
La Figura 4.16 contiene un ejemplo del análisis de una función sinusoidal
usando wavelets y UMEL. El valor absoluto de los coeficientes de detalle
de la función sinusoidal se han dibujado en la Figura 4.16a. Es posible
observar que los mayores valores de los coeficientes de detalle están situados
en los segmentos rectos de la función sinusoidal (líneas verdes verticales,
son los puntos con las mayores diferencias de amplitud y, por tanto, su
coeficientes de detalle wavelet son los más grandes). Desafortunadamente,
estos segmentos no son los que tienen la información más interesante. La
Figura 4.16b muestra el análisis llevado a cabo usando UMEL. En este caso,
los ESVs aparecen exactamente en los puntos donde los coeficientes de detalle
wavelet son más bajos. Estos puntos donde aparecen los ESVs son los más
relevantes de la señal.
Es también importante mencionar que UMEL no puede ser aplicado u-
sando una técnica de regresión diferente. En SVR, el ajuste es función del
ancho del e-tube. Como consecuencia, el ajuste es diferente para diferentes
valores del parámetro e. Por tanto, los ESVs no pueden ser obtenidos usando
una técnica de regresión diferente simplemente localizando las muestras con
un valor residual igual o mayor que e. También es importante aclarar que los
ISVs no pueden ser determinados usando una técnica de regresión diferente
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y que éstos proporcionan información útil.
Finalmente, debe destacarse la importancia de la elección de los paráme-
tros de UMEL. El kernel SVR, KC , Ke y Kσ deben ser elegidos de acuerdo
con los fenómenos que están siendo localizados en las señales. Cada tipo
de evento requiere diferentes parámetros que deben ser ajustados antes del
análisis. Afortunadamente, una vez que los parámetros han sido fijados,
éstos pueden ser aplicados a un amplio rango de descargas de plasma sin
cambios.
10.2 Análisis en 2D usando UMEL
En los últimos años, el uso de cámaras como diagnósticos del plasma se ha
extendido a lo largo de la comunidad de fusión. Las cámaras permiten la
visualización de los procesos que tienen lugar dentro de la cámara de vacío
en ambos espectros, el visible y el infrarrojo. Estos nuevos diagnósticos se
han usado, entre otros, para medir la temperatura de los componentes de la
pared y del divertor, el análisis de la deposición de los flujos de energía y
potencia o el análisis de impurezas.
Se pretende que ITER use cámaras como una fuente principal de informa-
ción para control y adquisición de datos. La red de cámaras planeada para
ITER consiste en 36 cámaras del espectro visible e infrarrojo que generarán
datos a una velocidad de 10 GByte/s. Como consecuencia, el análisis de los
datos generados por las cámaras es una tarea abrumadora.
La única opción para interpretar los datos generados por las cámaras es
probablemente el uso de herramientas de análisis automático. Estas herra-
mientas convierten las secuencias de imágenes en señales de control, nuevas
entradas en bases de datos o figuras inteligibles para diferentes estudios del
plasma. Es posible distinguir dos grupos principales de aplicaciones de análi-
sis de imágenes:
1. Aplicaciones en tiempo real: monitorizan el estado del plasma en
tiempo real y están capacitadas para mandar señales de control, como
alarmas, si detectan eventos peligrosos.
2. Aplicaciones off-line: sus cálculos requieren más tiempo y por tanto,
no pueden ser aplicadas en el control on-line. Localizan y determinan
la existencia de eventos del plasma como ELMs o MARFEs.
Dentro del primer grupo conviene destacar la medida de temperatura de
los componentes de la pared de la cámara de vacío usando cámaras del espec-
tro infrarrojo y el seguimientos de los pellets1. La medida de la temperatura
de los componentes de la pared se lleva a cabo usando la intensidad de los
1Pellet: bolas milimétricas de isótopos de hidrógenos congeladas para alimentar el
plasma
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pixels en áreas fijas de la imagen. Esta técnica ha sido aplicada a JET
(Gauthier et al., 2007) y ha sido implementada usando FPGAs en el Tore
Supra (Martin et al., 2010).
La variedad de las aplicaciones del segundo grupo es mayor. El análisis
off-line permite cálculos más complejos y, por tanto, estudios más sofistica-
dos. Uno de los problemas resueltos usando análisis off-line es el seguimiento
de partículas de polvo dentro de la cámara de vacío. Cuando la concen-
tración de polvo es alta, puede poner en peligro la operación del plasma. El
seguimiento de estas partículas durante la operación ha sido llevado a cabo
en ASDEX y en Tore Supre en 2D (Hong et al., 2010) y en NSTX en 3D
usando dos cámaras simultáneamente (Roquemore et al., 2007). Estas apli-
caciones permiten el estudio de las trayectorias del polvo y cómo el plasma
es afectado por ellas.
Los MARFEs también han captado la atención de los científicos. Se trata
de inestabilidades que pueden reducir el confinamiento del plasma y pueden
incluso causar disrupciones. Los MARFEs pueden ser identificados usando
cámaras del espectro visible. Este fenómeno ha sido identificado en JET
usando el método del flujo óptico (Craciunescu et al., 2011) y redes celulares
no lineales (CNN) (Murari et al., 2011).
Las técnicas de reconocimiento de patrones aplicadas a imágenes también
pertenecen a este segundo grupo. La búsqueda de patrones en imágenes re-
quiere mucho tiempo y, por tanto, no puede ser aplicada on-line. Un ejemplo
es la localización de patrones en películas de JET (Vega et al., 2009a). Los
patrones devueltos son ordenados usando una medida de similaridad.
Los métodos de clasificación de imágenes caen en la frontera de ambos
grupos. El uso de estos métodos puede ser on-line u off-line dependiendo
del método usado para resolver el problema. Un ejemplo de clasificación de
imágenes es la clasificación de las imágenes del Thomson scattering en el
stellarator TJ-II usando predictores conformales (Vega et al., 2010b).
El análisis de imágenes usando UMEL pertenece al grupo de las aplica-
ciones off-line. UMEL puede ser aplicado con un doble propósito (González
et al., 2010):
1. Localización temporal de eventos: consiste en localizar los frames
donde cada evento o un conjunto de eventos tienen lugar. Los tiempos
de los eventos son dados por los tiempos de los frames donde han sido
localizados.
2. Detección de regiones de interés (ROIs, por sus siglas en in-
gles): en una imagen, no todos los píxeles contienen la misma cantidad
de información y, por ello, no todos los píxeles tienen la misma relevan-
cia. Por ejemplo, los píxeles del fondo de una imagen contienen menos
información (son menos relevantes) que los píxeles del foco de la ima-
gen. Una ROI es un conjunto de píxeles conectados (adyacentes) con
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un alto nivel de relevancia. Usando UMEL, los píxeles donde aparecen
los ESVs son los píxeles con la mayor relevancia. Además, es posible
estudiar la evolución de las ROIs usando mapas de calor.
UMEL analiza cada frame por separado, por lo que es fácilmente para-
lelizable. Una vez que han sido analizados, los resultados se juntan y son
interpretados para identificar los eventos y para estudiar la evolución de las
ROIs. UMEL no hace distinción entre los tipos de películas y, por tanto,
puede ser aplicado a películas infrarrojas y visibles.
10.2.1 Localización de eventos en películas
Una de las capacidades de UMEL es la localización de eventos en películas
de plasma. Los SVs aparecen en aquellas áreas con un alto gradiente de
intensidad entre píxeles vecinos y en aquellas que son difíciles de ajustar. En
el caso de las películas del espectro infrarrojo y visible, estas zonas de altos
gradientes se identifican como áreas de altas emisiones.
En las películas de infrarrojo, los eventos más interesantes son los puntos
calientes. Estos eventos son choques del plasma contra los componentes de
la pared que causan un incremento de su temperatura. En las películas de
infrarrojo, los puntos calientes son detectados por un aumento de la inten-
sidad de los píxeles en las zonas calientes. Esto hace que el número de SVs
aumente abruptamente.
También es posible localizar eventos de interés en películas del espectro
visible. En este caso, estos eventos se corresponden con MARFEs, disrup-
ciones, pellets u OVNIs2. Todos estos eventos causan un incremento de la
emisión de luz del plasma y por ello un aumento de la intensidad de los
píxeles.
10.2.2 Detección de ROIs
Un importante uso de UMEL es la localización de ROIs en imágenes. Dado
que todos los píxeles no contienen la misma cantidad de información, no
todas las regiones tienen el mismo nivel de relevancia. Las ROIs son áreas
de una imagen donde aparecen un gran número de SVs. Los SVs aparecen
en las áreas más difíciles de ajustar y donde existen grandes diferencias de
intensidad entre píxeles vecinos.
Usando UMEL, existen dos opciones diferentes para localizar ROIs:
1. Usando todos los SVs: los SVs aparecen en las áreas de las imágenes
que son relevantes para calcular la superficie de regresión. Usando esta
alternativa, los SVs pueden aparecer en todos los puntos de la ROI
(bordes e interior).
2OVNIs: Objeto Volador No Identificado
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2. Usando únicamente los ESVs: los ESVs aparecen sólo en aquellas
áreas con una alta variación entre píxeles vecinos. Por tanto, pueden
ser usados para localizar los bordes de las áreas de emisión.
10.2.3 Evolución de las ROIs: mapas de calor
Los mapas de calor son imágenes que resumen la evolución de las ROIs a lo
largo de los frames de una película. Son muy útiles para analizar un conjunto
de frames usando únicamente una sola imagen. La intensidad de un píxel en
mapa de calor depende de la actividad de ese píxel en un conjunto de frames
(o en la película entera). Cuanta más actividad tenga el píxel, mayor será
su intensidad en el mapa de calor.
La actividad de un píxel puede ser entendida de diversas maneras, por
ejemplo, el valor absoluto de la intensidad, un valor booleano que muestre
si la intensidad del píxel está por encima de un determinado umbral, el
valor medio de la intensidad de los píxeles vecinos, etc. Aquí, la presencia o
ausencia de un SV en un píxel se usa como actividad del píxel. La intensidad
de los píxeles del mapa de calor es una función del número de SVs en cada
píxel. Dado un píxel de un mapa de calor, su intensidad depende del número
de SVs que han aparecido en este píxel en los frames analizados (cuando
mayor sea el número de SVs, mayor será la intensidad del píxel en el mapa
de calor).
10.2.4 Localización de puntos calientes
La localización de eventos en películas de plasma usando UMEL fue probada
en 10 películas del infrarrojo de JET. Los puntos calientes fueron localizados
usando UMEL y la transformada wavelet. Las películas contenían 819 frames
cada una.
La localización de eventos usando wavelets se basa en los valores de los
coeficientes de detalle. Para cada frame de las películas se calcula una trans-
formada wavelet (familia Daubechies de order 2). Los coeficientes de detalle
horizontales, verticales y diagonales se suman y se normalizan entre 0 y 1.
Para cada frame, se cuenta el número de píxeles con un valor de la suma de
los coeficientes de detalle por encima de un determinado umbral. El valor
del umbral se ha establecido empíricamente a 0.45.
UMEL se aplica de nuevo para localizar de forma automática los puntos
calientes en ambos, el número de SVs en cada frame y el número de píxeles
en cada frame con un valor wavelet mayor que el coeficiente. Los ESVs
aparecen en los picos de ambos gráficos y por lo tanto, los puntos calientes son
localizados sin intervención humana. La Figura 4.22 muestra los resultados
obtenidos con ambos métodos. Es posible observar que la existencia de
puntos calientes está mejor indicada por UMEL.
El rendimiento de la localización de puntos calientes usando UMEL y los
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Método
Puntos
Aciertos Falsos Falsos Tiempocalientes negativos positivos (s)detect.
Pulso 73337, 97 puntos calientes
UMEL 96 90 (92.78%) 7 (7.22%) 6 (6.25%) 3,282
Wavelet 74 64 (65.98%) 33 (34.02%) 10 (13.51%) 65
Pulso 73339, 152 puntos calientes
UMEL 143 142 (93.42%) 10 (6.58%) 1 (0.70%) 3,464
Wavelet 123 110 (72.37%) 42 (27.63%) 13 (9.76%) 64
Pulso 73340, 143 puntos calientes
UMEL 132 130 (90.91%) 13 (9.09%) 2 (1.52%) 3,299
0.8 Wavelet 111 99 (69.23%) 44 (30.77%) 12 (10.81%) 64
Pulso 73344, 134 puntos calientes
UMEL 129 127 (94.78%) 7 (5.22%) 2 (1.55%) 3,552
Wavelet 105 94 (70.15%) 40 (29.85%) 11 (10.48%) 64
Pulso 73558, 91 puntos calientes
UMEL 86 84 (92.31%) 7 (7.69%) 2 (2.32%) 3,904
Wavelet 79 65 (71.43%) 26 (28.57%) 14 (17.72%) 68
Pulso 73559, 107 puntos calientes
UMEL 91 90 (84.11%) 17 (15.89%) 1 (1.10%) 3,098
Wavelet 68 62 (57.94%) 45 (42.06%) 6 (8.82%) 68
Pulso 73561, 98 puntos calientes
UMEL 98 88 (89.90%) 10 (10.20%) 10 (10.20%) 10,935
Wavelet 65 51 (52.04%) 47 (47.96%) 14 (21.54%) 66
Pulso 74200, 45 puntos calientes
UMEL 46 44 (97.78%) 1 (2.22%) 2 (4.34%) 3,842
Wavelet 54 36 (80.00%) 9 (20.00%) 18 (33.34%) 64
Pulso 74602, 134 puntos calientes
UMEL 127 119 (88.81%) 15 (11.19%) 8 (6.30%) 1,478
Wavelet 107 96 (71.64%) 38 (28.36%) 11 (10.28%) 64
Pulso 74619, 64 puntos calientes
UMEL 63 62 (96.88%) 2 (3.12%) 1 (1.59%) 3,844
Wavelet 60 49 (76.56%) 15 (23.44%) 11 (18.33%) 65
Total: 1,065 hot spots, 10 puntos calientes
UMEL 1011 976 (91.64%) 89 (8.36%) 35 (3.46%) 40,698
Wavelet 846 726 (68.17%) 339 (31.83%) 120 (14.18%) 652
Table 10.4: Resultados de la localización de puntos calientes
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coeficientes wavelet fue probado en 10 películas infrarrojas de JET. La Tabla
10.4 contiene los resultados obtenidos por ambos métodos. Esta prueba
fue ejecutada usando un procesador Intel R© CoreTM 2 Quad CPU Q9300
2.50GHz, 1.95GB RAM. La primera columna de la tabla corresponde con el
método usado. La segunda identifica el número de puntos calientes detec-
tados por cada método. Estos puntos calientes pueden contener errores y
pueden no detectar puntos calientes reales. La tercera columna es el número
de aciertos, esto es, el número de puntos calientes reales detectados por los
métodos. La cuarta columna es el número de falsos negativos (el número de
puntos calientes reales no detectados por los métodos). La quinta columna
contiene el número de falsos positivos (el número de falsas alarmas o el
número de puntos calientes detectados por los métodos que no son reales).
Finalmente, la sexta columna muestra el tiempo de CPU utilizado en el
análisis de cada película.
La última fila de la Tabla 10.4 resume los resultados obtenidos en las 10
películas. La tasa media de aciertos usando UMEL fue del 91.64% frente
al 68.17% usando wavelets. El porcentaje medio de falsos positivos fue del
3.46% usando UMEL frente al 14.18% usando wavelets. En contraste, los
tiempos de CPU de UMEL fueron mucho mayores que los obtenidos por
wavelets. Esta es una consecuencia del problema de optimización cuadrática
que debe ser resuelto para cada frame de las películas usando UMEL.
10.2.5 Discusión
La desventaja más importante de la aplicación de UMEL a imágenes es
probablemente su tiempo de cálculo. Dada la alta resolución de las cámaras
de plasma, el tiempo de cálculo del problema de optimización necesaria para
generar la superficie de ajuste es lento. Esto hace que UMEL no pueda
aplicarse a problemas de control en tiempo real. A pesar de su tiempo de
cálculo, la aplicación de UMEL al análisis off-line puede ser de gran interés
para analizar los fenómenos físicos. También es posible acelerar el análisis
de UMEL de dos formas diferentes:
1. Usando los coeficientes wavelet de aproximación: es posible re-
ducir el tamaño de las imágenes analizadas por UMEL usando wavelets.
Utilizando un nivel de descomposición apropiado, es posible conseguir
resultados similares a los obtenidos usando las imágenes originales. Los
tiempos de CPU se reducen significativamente usando la descomposi-
ción basada en wavelets.
2. Usando paralelización: UMEL se aplica independientemente a cada
frame. Este puede ser fácilmente paralelizado si cada frame se analiza
por separado en un ordenador diferente.
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Existe también una interesante discusión relacionada con el uso de ma-
pas de calor. Dado que las películas de plasma son bastante largas y que
el plasma pasa por diferentes estados, sería interesante crear un mapa de
calor de estado para resumir los diferentes comportamientos del plasma. La
determinación de estos estados del plasma también puede hacerse automáti-
camente. Las películas pueden ser analizadas usando UMEL y después, el
número de SVs puede ser contado. UMEL es capaz de detectar segmentos
relevantes en el número de SVs y por tanto, puede determinar diferentes
grupos de frames donde los mapas de calor podrían ser calculados.
10.3 Conclusiones
Este capítulo ha descrito UMEL (Vega et al., 2010a), una novedosa técnica
para localizar eventos relevantes en señales e imágenes del plasma. UMEL
aporta una nueva interpretación de los SVs: éstos aparecen en las muestras
relevantes de las señales o imágenes originales. Los fenómenos del plasma
se localizan tradicionalmente a través de la inspección visual de las señales.
UMEL automatiza la localización de estos eventos y genera grandes bases de
datos de fenómenos del plasma. Esta técnica es extremadamente importante
dado que estudios posteriores usarán estas bases de datos para aumentar la
significancia estadística de sus resultados.
UMEL conlleva el cómputo de un ajuste SVR. Este ajuste define las
muestras que se convierten en ESVs e ISVs. Los ISVs son SVs que caen
dentro del e-tube mientras que los ESVs caen fuera. Los ISVs son muestras
necesarias para calcular la regresión pero no proporcionan el mismo grado
de relevancia que los ESVs. Los ESVs están localizados en las muestras más
difíciles de ajustar (los puntos de la señal original que descasan fuera del e-
tube). Usando estos SVs, es posible localizar eventos y segmentos relevantes
en señales e imágenes.
Para crear sistemas expertos que localicen los fenómenos del plasma sin
intervención humana, se necesita combinar las capacidades de búsqueda de
UMEL con conocimiento experto. Los expertos deben determinar los eventos
que caracterizan un cierto fenómeno y entonces, UMEL puede localizar estos
eventos en las señales e imágenes.
Se han construido tres sistemas expertos diferentes para localizar fenó-
menos del plasma:
• Dientes de sierra: pueden ser localizados usando la emisión de rayos
X blandos. El patrón de los dientes de sierra cambia dependiendo de
la cuerda de rayos X pero el mismo código de UMEL puede aplicarse
a todas ellas. Usando UMEL, es posible automatizar el cálculo de la
difusividad del plasma: usando los tiempos de un diente de sierra en la
cuerda central y en el eje, la difusividad del plasma se calcula aplicando
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la Ecuación 10.6.
• Disrupciones: un pico simultaneo del lazo de voltaje y una caída de
la corriente del plasma determinan la existencia de una disrupción. U-
sando esta información, se construyó un sistema experto para localizar
disrupciones usando UMEL. Una base de datos de 343 pulsos de JET
fue analizada obteniendo un porcentaje de aciertos del 99.02% (Vega
et al., 2010a). Las disrupciones localizadas ayudarán a los científicos
a crear mejores modelos de disrupciones para mejorar su conocimiento
de ellas o incluso predecirlas antes de que ocurran.
• ELMs: un ELM puede ser identificado como una caída de la energía
diamagnética acompañada por un pico de la señal Dα. Más de 1,200
pulsos de JET fueron analizados, localizando 226,751 ELMs con una
tasa de aciertos del 95%. El periodo más común de los ELMs fue entre
20 ms y 30 ms (61,373 ELMs) (González et al., 2010a). Los ELMs
localizados serán útiles para mejorar los modelos teóricos de ELMs y
para aumentar la significancia estadística de estudios futuros.
Una de las aplicaciones de la localización automática de ELMs es el
análisis de los perfiles de temperatura durante éstos. Los perfiles de
temperatura de 46,187 ELMs de 748 pulsos de JET fueron analizados
automáticamente. Los resultados mostraron que en el 24.574% de los
ELMs, el gradiente de temperatura estaba recuperado 2 ms después
de la caída del ELM y la degradación media de los casos no recu-
perados fue del 23.948%. Este método automático de análisis de los
perfiles de temperatura será especialmente relevante en el análisis de la
degradación causada por los ELMs bajo diferentes configuraciones del
plasma, especialmente después de la instalación de una nueva pared
similar a la de ITER en JET.
Debido al gran desarrollo de las cámaras como diagnósticos del plasma
en los últimos años, el análisis de las películas se ha convertido en un tema
candente en la fusión de plasmas. UMEL será una útil herramienta para
estudiar estas películas sin interacción humana (González et al., 2010). U-
sando el número de SVs en cada frame, UMEL localizó las ocurrencias de
puntos calientes en películas del espectro infrarrojo de JET. La localización
de los SVs en cada frame reveló el área más caliente de la cámara de vacío:
el divertor.
El comportamiento del plasma en películas del espectro visible también
se analizó usando UMEL. Los eventos del plasma están caracterizados por
su alta emisión y por ello, los SVs aparecen en estas áreas. Usando mapas
de calor, es posible estudiar la evolución del plasma a lo largo de los frames
de una película. Los mapas de calor pueden ser calculados usando los frames
de las regiones de interés calculadas por UMEL.
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El inconveniente más importante de UMEL es probablemente su tiempo
de cálculo. Este problema puede ser mitigado usando una versión paralela
de SVM (Ramírez et al., 2010). En el caso de las películas, el análisis de
UMEL puede ser acelerado de forma sencilla: cada frame puede ser analizado
en una CPU diferente y entonces, el número total de SVs en cada frame se
analiza con la versión SVM paralela (si el número de frames analizados es
muy grande). También es posible calcular un ajuste SVR para cada frame
usando la versión paralela de SVM.

Chapter 11
Técnicas de reducción de
dimensionalidad
Durante la operación del plasma, docenas de diagnósticos miden propiedades
del plasma tales como corriente, densidad o temperatura. Estos diagnósticos
generan flujos de parejas de datos o muestras (ti, xi) donde xi es la magni-
tud de la medida en el tiempo ti. Estos flujos son habitualmente conocidos
como ondas o señales y pueden contener miles de pares de datos. Algunos
diagnósticos producen múltiples señales para describir la misma caracterís-
tica del plasma y por tanto, generan información que está correlacionada.
Además, la mayoría de las magnitudes del plasma pueden ser medidas uti-
lizando diferentes diagnósticos.
Algunas señales son relevantes para describir un cierto fenómeno físico
pero otras no lo son. Dado un conjunto de datos en un espacio de caracterís-
ticas de dimensión p, el objetivo básico de las técnicas de selección de carac-
terísticas es determinar un espacio transformado o reducido de dimensión q,
donde q < p, conservando la máxima varianza del espacio de características
original. En el caso de las tareas de clasificación, en vez de la varianza,
los métodos deberían maximizar la tasa de aciertos de la clasificación en el
espacio de características resultante.
Aquí se describen dos técnicas desarrolladas para la reducción de la di-
mensionalidad: un sistema de extracción de características basado en SVM
para datos multidimensionales y un extractor de regiones para la clasificación
de imágenes.
11.1 Sistema de extracción de características SVM
En un espacio de características multidimensional, no todas las dimensiones
(características) tienen el mismo nivel de relevancia. Dado un problema de
clasificación, las características más relevantes son aquellas que permiten la
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clasificación de las muestras en el espacio de características reducido mi-
nimizando el número de errores. El objetivo del sistema de extracción de
características SVM (SVM-FES, por sus siglas en inglés) es realizar una
identificación automática de esas características en grandes conjuntos de
datos.
El SVM-FES está basado en el cálculo de un hiperplano de separación
que divide el espacio de características en dos regiones diferentes (una para
cada clase). La ecuación del hiperplano de separación se usa para descartar
la dimensión menos relevante del espacio de características. Dada la ecuación
de un hiperplano lineal en un espacio n-dimensional:
C1 ·X1 + C2 ·X2 + . . .+ Cn ·Xn + C0 = 0 (11.1)
donde:
Ci : coeficiente o peso de la dimensión i (1 ≤ i ≤ n)
Xi : dimension i
C0 : término independiente
las características más relevantes son aquellas cuyos valores absolutos Ci son
mayores.
Dado un modelo SVM que usa un kernel lineal, la ecuación del hiperplano
óptimo de separación está dada por:
D(x) =
SV∑
αiyi [X · xi] + b0
D(x) =
SV∑
αiyi [(X1, ..., Xn) · (xi,1, ..., xi,n)] + b0
D(x) =
SV∑
αiyi [xi,1X1 + ...+ xi,nXn] + b0
D(x) =
SV∑
[αiyixi,1X1 + ...+ αiyixi,nXn] + b0
D(x) =
(
SV∑
αiyixi,1
)
X1 + ...+
(
SV∑
αiyixi,n
)
Xn + b0 (11.2)
donde:
n : número de dimensiones del espacio de entrada
yi : etiqueta de SVi
αi : multiplicador de Lagrange de SVi
b0 : término independiente
Por lo tanto, dado un modelo SVM que usa un kernel lineal, es posible
obtener la ecuación de su hiperplano de separación óptimo en la forma de la
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Ecuación 11.1 donde:
Cj =
SV∑
i=1
αiyixi,j , 1 ≤ j ≤ n, C0 = b0 (11.3)
En un espacio de dimensión n, el SVM-FES descarta la dimensión con el
coeficiente absoluto más bajo. Entonces, un nuevo hiperplano de separación
es calculado en un espacio de dimensión n − 1. El proceso continua hasta
que no hay más dimensiones que descartar. La dimensión resultante del
espacio de características puede ser determinada usando la tasa de aciertos
(el proceso se detiene cuando la tasa de aciertos cae drásticamente) o, en el
caso de SVM, usando el número de SVs. El número de SVs de un modelo está
dado por la complejidad del modelo y el número de muestras mal clasificadas.
Por lo tanto, usando el número de SVs, el proceso se detiene cuando su
número se dispara.
11.1.1 Extracción de características de la transición L/H
El objetivo de este experimento era encontrar el conjunto de señales (ca-
racterísticas) que mejor describan el fenómeno de la transición L/H. Se han
seleccionado 28 señales como candidatas para definir la transición. La lista
completa de señales puede encontrarse en el Apéndice F (en inglés).
Se consideraron dos modelos diferentes:
• Modelo ±100: modelo entrenado en el intervalo ±100 ms alrededor
de las transiciones.
• Modelo ±500: modelo entrenado en el intervalo ±500 ms alrededor
de las transiciones.
Las señales originales fueron remuestreadas a 1 kHz (1000 muestras por
segundo). Por lo tanto, el modelo ±100 ms usó 201 muestras por descarga
(0.1 · 2 · 1000 = 200 muestras + instante transición) y el modelo ±500 ms
usó 1001 muestras por descarga (0.5 · 2 · 1000 = 1000 muestras + instante
transición). El conjunto de entrenamiento incluyó 551 pulsos de JET desde
la campaña C21 hasta la C26. Las muestras donde una o más señales no
fueron digitalizadas fueron descartadas.
Dado que las amplitudes de las señales difieren, deben ser normalizadas
para evitar problemas de escala en la selección de las más importantes. Se
probaron tres normalizaciones diferentes, obteniendo los mejores resultados
con la normalización entre 0 y 1:
Snormalizada =
S −min (S)
max (S)−min (S) , (11.4)
El proceso completo del SVM-FES puede verse en las Tablas F.1, F.2, F.3
(modelo ±100 ms), F.4, F.5 y F.6 (modelo ±500 ms). El espacio resultante
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Señal Descripción Coef.
Modelo± 100 ms
BT Campo magnético toroidal 8.129
LI Inductancia del plasma -5.022
Q95 Factor de seguridad en PSI = 0.95 6.333
RIG Espacio radial interior -2.507
AD36 Cuerda interna de Dα -9.636
TOG Espacio exterior superior 4.283
RAD Potencia radiada -83.827
TE02 Temperatura electrónica en PSI = 0.2 8.851
LAD3 Densidad de línea media en el centro del plasma -7.452
LAD4 Densidad de línea media en el borde del plasma 32.191
TE08 Temperatura electrónica en PSI = 0.8 91.244
Modelo± 500 ms
BT Campo magnético toroidal 6.719
AD36 Cuerda interna de Dα -17.809
LAD3 Densidad de línea media en el centro del plasma -27.102
LAD4 Densidad de línea media en el borde del plasma 43.207
TE08 Temperatura electrónica en PSI = 0.8 374.425
Table 11.1: Señales seleccionadas por el SVM-FES y sus coeficientes para
los modelos ±100 ms y ±500 ms
del modelo ±100 ms estaba formado por las últimas 11 señales descartadas
por el SVM-FES. Estas señales y sus coeficientes pueden encontrarse en la
Tabla 11.1. El espacio seleccionado para el modelo ±500 ms estaba formado
por las últimas 5 dimensiones descartadas por el SVM-FES. La Tabla 11.1
contiene estas señales y sus coeficientes.
Es importante destacar que las características del modelo ±500 ms se-
leccionadas por el SVM-FES eran un subconjunto de las seleccionadas para
el modelo ±100 ms. Esto significa que estas señales eran suficientemente
adecuadas para la descripción fenomenológica de la función de decisión. A
pesar de ello, dado que el clasificador más cercano a la transición era más
complejo, necesita más información para obtener una tasa de aciertos alta.
Las tasas de acierto de los modelos fueron del 93.404% en el caso del
modelo±100 ms y del 97.436% en el caso del modelo±500 ms. Es importante
mencionar que una mayor tasa de aciertos del modelo ±500 ms no significa
una mayor precisión en la determinación de las transiciones L/H. De hecho,
la precisión del modelo ±500 fue menor que la del modelo ±100 ms. Sus
errores medios en la determinación de los tiempos de las transiciones L/H
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son1:
Modelo ±100 ms: (2 · 100 + 1) · (1− 0.934041) = 13.258 ms
Modelo ±500 ms: (2 · 500 + 1) · (1− 0.974359) = 25.667 ms
Dada la alta dimensionalidad del espacio de características y el gran
número de muestras, los modelos han sido entrenados usando EULER, el
cluster de computación del CIEMAT (Acero et al., 2009). EULER usa una
versión paralela de SVM (Ramírez et al., 2010) que permite entrenar modelos
usando muchas muestras y dimensiones en tiempos pequeños.
11.1.2 Discusión
El SVM-FES asume que las muestras están distribuidas aleatoriamente en
el espacio de características. Si esta suposición no es cierta, las caracterís-
ticas seleccionadas por el SVM-FES podrían no ser las características que
permitan la división del espacio de características minimizando el número
de errores. La Figura 5.6 contiene un ejemplo de un conjunto de datos mal
condicionado. La ecuación del hiperplano de separación es 10X−8Y−10 = 0.
Usando el criterio del SVM-FES, la característica más relevante es X. El
hiperplano X − 5.1 = 0 (línea vertical punteada) divide el espacio come-
tiendo tres errores. En contraste, el hiperplano Y − 5 = 0 (línea horizontal
punteada) comete un solo error. Esto es una consecuencia de la distribución
de las muestras en el espacio de características. Más específicamente, es una
consecuencia de la muestra situada en [8.5, 8], lejos de las muestras de su
misma clase.
Los SVs considerados en la Figura 5.4 están formados por los errores
del modelo y por las muestras que propiamente definen el hiperplano de
separación. Para permitir una más precisa estimación de la complejidad del
modelo generado por SVM, el número de errores debe ser restado del número
total de SVs.
En cada paso, la metodología SVM-FES descarta la dimensión con el
coeficiente más bajo. Esto implica que en un espacio n-dimensional, la
metodología SVM-FES realiza n pasos. Cada paso requiere el cálculo de
un modelo SVM y, si el conjunto de datos es grande, este proceso puede
llevar mucho tiempo. El proceso puede ser acelerado si más de una dimen-
sión es descarta en cada paso. Por ejemplo, las dimensiones con los n/t
coeficientes más bajos pueden ser descartadas en cada paso por lo que el
SVM-FES realizaría sólo t pasos. Las Tablas F.7 (modelo ±100 ms) and F.8
(modelo ±500 ms) del Apéndice F (en inglés) contienen los resultados del
SVM-FES de la transición L/H cuando se descartan 3 características en cada
paso. El espacio de características resultante del modelo ±100 ms contiene
1dado que las señales han sido interpoladas a 1 kHz, cada muestra corresponde con 1
ms
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13 características ({BT, LI, Q95, ROG, AD36, TOG, RAD, TE02, CR0,
RGEO, LAD3, LAD4, TE08}) y alcanza una tasa de acierto del 93.403%.
El espacio de características resultante del modelo ±500 ms está formado por
13 características ({BT, ELO, TRIL, XPRL, RIG, ROG, AD36, ROG, CR0,
RGEO, LAD3, LAD4, TE08}) y obtiene una tasa de aciertos del 97.750%.
Dado que las señales se descartan en grupos de 3, los resultados no son tan
precisos como los obtenidos anteriormente donde las señales se descartaban
de una en una. También es posible fijar un valor umbral para los coeficientes
del hiperplano de separación, Cτ y entonces, todas las dimensiones con un
coeficiente Cj < Cτ son descartadas en cada paso. El proceso de extracción
de características terminaría cuando no hubiera más dimensiones con coefi-
cientes menos de Cτ . Esta alternativa tiene el inconveniente de que el valor
optimo de Cτ es desconocido a priori.
El SVM-FES usa una ecuación lineal para selección las dimensiones más
relevantes del espacio de características. Si las muestras presentan dependen-
cias no lineales en el espacio de características, el espacio resultante devuelto
por SVM-FES puede no ser el más apropiado para clasificar las muestras.
Desafortunadamente, usando por ejemplo un kernel RBF no es posible de-
cidir cuáles son las características más importantes del espacio.
A pesar de que las características han sido seleccionadas usando un mo-
delo lineal, también puede utilizarse un kernel RBF para generar un modelo
en el espacio de características SVM-FES. En el caso del modelo ±100 ms,
el kernel RBF ha obtenido una tasa de aciertos del 98.861% con C = 200 y
σ = 0.316 y en el caso del modelo ±500 ms ha obtenido una tasa de aciertos
del 98.261% usando los mismo parámetros.
11.2 Reducción de la dimensionalidad en imágenes
En una imagen, no todos lo píxeles contienen la misma cantidad de informa-
ción. Típicamente, los bordes de una imagen contienen menos información
que el centro. Del mismo modo, los píxeles del fondo de una imagen no son
tan relevantes como los situados en la parte central, que constituye el foco
de interés de ésta.
Las técnicas actuales para analizar imágenes, como el flujo óptico (Horn
and Schunck, 1981), son pesadas en términos de tiempos de computación.
Centrándonos, por ejemplo, en un problema de clasificación SVM, éste re-
quiere resolver un problema de optimización cuadrática para calcular el
hiperplano de separación óptimo. Por tanto, la complejidad de la solución
crece también cuadráticamente con el tamaño de los datos. Por ello, es
necesario descartar las regiones irrelevantes de las imágenes para acelerar el
cálculo de los diferentes métodos.
A continuación se describe RSIC: una metodología para la selección de
regiones y la clasificación de imágenes. Una región relevante, o una región de
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interés (ROI, por sus siglas en inglés) es un conjunto de píxeles conectados
(adyacentes) que permiten la identificación de la clase de una imagen. La
metodología está basada en una novedosa interpretación de las medidas de
no-conformidad : son usadas para identificar la mejor ROI para clasificar la
clase de una imagen. La combinación de las mejores ROI (una por clase) se
usa para clasificar las nuevas imágenes.
Los objetivos de RSIC son:
1. Identificación de las ROI de las imágenes: una ROI contiene
información adecuada para reconocer la clase de una imagen frente al
resto.
2. Reducción de la dimensión de las imágenes: la dimensión de
las imágenes originales queda reducida a la dimensión de las ROIs
resultantes. Esto tiene un doble objetivo:
(a) Reducción de los tiempos de entrenamiento y clasificación:
los sistemas son entrenados y las nuevas imágenes son clasificadas
usando solamente un pequeño conjunto de los píxeles de las imá-
genes. Esto lleva a la reducción de los tiempos de CPU.
(b) Reducción del espacio de almacenamiento de las imá-
genes: si el objetivo de las imágenes es su clasificación, única-
mente es necesario almacenar los píxeles de las ROIs.
3. Creación de un clasificador exitoso: aunque los tiempos de CPU
y el espacio de almacenamiento fuesen reducidos, la metodología RSIC
no tendría sentido si el clasificador construido usando las ROIs no ob-
tuviese tasas de aciertos altas. Los predictores inductivos conformales
(ICP, por sus siglas en inglés) son utilizados para construir el clasifi-
cador resultante. Además de la predicción, los ICP generan medidas
conformales (credibilidad y confianza).
11.2.1 Metodología para la Selección de Regiones y la Clasi-
ficación de Imágenes
La metodología RSIC está compuesta por cinco pasos: división de las imá-
genes, construcción de los modelos, evaluación de las regiones, selección de
las regiones y clasificación de las imágenes.
11.2.1.1 Paso 1: división de las imágenes
El primer paso de la metodología RSIC conlleva la división de las imágenes
en regiones más pequeñas. Este paso juega un papel fundamental en la
metodología RSIC puesto que las regiones creadas aquí son las que serán
evaluadas en los siguientes pasos (algunas de ellas contendrán información
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adecuada para identificar la clase de una imagen y, por tanto, se convertirán
en ROIs). Para obtener un buen sistema de clasificación se requiere una
división apropiada o extensiva (muchas regiones diferentes a la espera de
que alguna contenga información relevante) de las imágenes.
La división de las imágenes puede llevarse a cabo usando conocimiento
experto. En este caso, las ROIs son identificadas por un experto. Estas
ROIs contienen la información más relevante a priori. Esto ayuda al sistema
a elegir las más adecuadas para identificar cada clase. En contraste, si no se
dispone de conocimiento experto, las imágenes deben ser troceadas de una
forma extensiva. De esta forma, se generarán muchas regiones, algunas de
ellas probablemente solapadas.
11.2.1.2 Paso 2: construcción de los modelos
SVM en su versión uno frente al resto (OVR-SVM, por sus siglas en inglés)
ha sido elegido para resolver el problema de clasificación multi-clase. En un
problema de k clases, se construyen k clasificadores binarios. Cada clasifi-
cador binario genera un hiperplano de separación entre una clase y el resto
(k−1 clases). Una muestra nueva se asigna a la clase para la cual la distancia
positiva2 al hiperplano es máxima (Weston and Watkins, 1999).
Las partes de las imágenes generadas en el paso anterior se agrupan
juntas por regiones (las partes de todas las imágenes de una misma región
se agrupan juntas). El número de grupos es el mismo que el número de
regiones. Un sistema OVR-SVM es entrenado usando cada uno de estos
grupos. Los sistemas OVR-SVM son completamente independientes (son
entrenados usando únicamente la información de sus regiones y deben ser
capaces de clasificar imágenes usando únicamente la información de los pí-
xeles contenidos en esas regiones). En un problema de clasificación con k
clases, cada sistema OVR-SVM está formado por k clasificadores binarios.
El número total de clasificadores binarios está dado por k · r donde r es el
número de regiones.
Para poder comparar los resultados generados por cada OVR-SVM, éstos
son entrenados y calibrados usando el mismo conjunto de entrenamiento
y calibración. Es importante destacar que las medidas de no-conformidad
obtenidas por cada OVR-SVM no pueden ser comparadas si son entrados
utilizando diferentes conjuntos.
11.2.1.3 Paso 3: evaluación de las regiones
El objetivo del tercer paso de la metodología RSIC es medir el rendimiento
de cada OVR-SVM en la clasificación de una clase de imágenes. En un
problema multi-clase, es posible que una región que identifica adecuadamente
2en este caso, la distancia es positiva si la muestra pertenece a la clase y negativa en
caso contrario
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una clase no sea capaz de distinguir otras clases. Por ello, el rendimiento de
una región es calculado independientemente para cada clase. Esto permite
que la metodología RSIC selecciones tantas regiones diferentes como clases.
El rendimiento del sistema OVR-SVM r (o lo que es lo mismo, una
región3) en la clasificación de una clase dada t se calcula utilizando los valores
de no-conformidad del conjunto de calibración del clasificador binario que
distingue la clase t del resto de las clases (αrt). Es importante recordar
que cada sistema OVR-SVM contiene k clasificadores binarios, donde k es
el número de clases.
La medida de no conformidad propuesta para la metodología RSIC está
dada por la ecuación:
α(x) =
{ − |dist(H,x)| si x está correctamente clasificada
|dist(H,x)| si x está incorrectamente clasificada (11.5)
donde dist(H,x) es la distancia euclídea desde el hiperplano H a la muestra
x. El signo de la distancia da la clase de x predicha. Por lo tanto, x está
correctamente clasificada si signo(dist(H,x)) = y donde y es la clase real de
x e incorrectamente clasificada en otro caso.
Usando esta medida de no-conformidad, los valores α de las muestras
correctamente clasificadas (verdaderos positivos -TP- y verdaderos negativos
-TN-) son iguales o menores que cero (α ≤ 0) y los valores α de las muestras
mal clasificadas (falsos positivos -FP- y falsos negativos -FN-) son positivos
(α > 0). Por una parte, en la región en la que los valores αrt sean positivos,
no ha sido posible construir un hiperplano de separación adecuado entre la
clase t y el resto de las clases (existen errores de clasificación). Por otra parte,
si los valores αrt son negativos, esto significa que el hiperplano construido
por el clasificador SVM define de forma precisa la separación entre las clases
(no existen errores de clasificación).
La calidad de una región r para clasificar una clase t está dada por:
q (r, t) =
(∑#FN
i=1 α
rt
FN,i +
∑#FP
j=1 α
rt
FP,j
)
· PF +∑#TPk=1 αrtTP,k
#FN + #FP + #TP
(11.6)
donde #FN , #FP y #TP son, respectivamente, el número de falsos negati-
vos, falsos positivos y verdaderos positivos y PF es un factor de penalización.
Esta ecuación está formada por dos términos diferentes:
• Términos positivos: valores α de las muestras FP y FN del conjunto
de calibración. Estos valores están multiplicados por el PF. El objetivo
del PF (PF ∈ [1,∞]) es penalizar los clasificadores que cometen errores.
• Términos negativos: valores de las muestras TP.
3cada sistema OVR-SVM se corresponde con una, y solamente una región
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Cuanto más pequeño sea el valor q de la medida de calidad (un valor
negativo muy grande) mejor es la región r para clasificar la clase t. Un valor
pequeño de q significa que el clasificador binario de la región r ha calculado
un hiperplano que maximiza la distancia desde las muestras al hiperplano de
separación, y por tanto, es improbable cometer errores de clasificación. Por
el contrario, un valor de q alto (un valor positivo) significa que las muestras
de las clases están muy cercanas unas a otras en el espacio de características
transformado, y por ello, es más probable cometer un error en la clasificación
de una nueva muestra.
11.2.1.4 Paso 4: selección de las regiones
La salida de la metodología RSIC es un clasificador OVR-SVM formado
por los mejores clasificadores binarios. Para cada clase, todos los clasifi-
cadores binarios de las diferentes regiones son comparados y el mejor es
elegido (basándose en la medida de calidad calculada en el paso anterior).
Los clasificadores binarios elegidos se agrupan juntos en un único sistema
OVR-SVM. El sistema OVR-SVM resultante contiene tantos clasificadores
binarios como clases de imágenes (en un problema de clasificación de k -clases,
contiene k clasificadores binarios, uno por cada clase).
Es posible que la misma región sea la mejor para clasificar todas las
diferentes clases de imágenes. En este caso, a pesar de que la región usada
por los clasificadores binarios es la misma, los clasificadores binarios son
diferentes. Es importante tener en cuenta que los clasificadores son binarios
(uno frente al resto). Por tanto, cada uno de los clasificadores debe identificar
una clase frente al resto. Por otra parte, también es posible que k regiones
diferentes de la imagen fuesen necesarias para construir el sistema OVR-
SVM. Estas regiones pueden sobreponerse o pueden usar píxeles diferentes
de la imagen.
11.2.2 Análisis de las imágenes del Thomson scattering del
TJ-II
La cámara CCD del diagnóstico Thomson scattering del TJ-II (Herranz et
al., 2003) genera imágenes en 2-D del espectro del plasma, con los ejes ho-
rizontales y verticales mostrando, respectivamente, la longitud de onda dis-
persa y la posición a lo largo de la cuerda del plasma. Usando el diagnóstico
Thomson scattering se pueden medir los perfiles radiales de la densidad y la
temperatura del plasma. Cada imagen del Thomson scattering pertenece a
una de cinco clases diferentes: corte (CFF), fase de calentamiento electrón-
ciclotrón (ECH), fondo (BCK), fase de inyección de neutros (NBI) y luz
directa sin plasma o descarga colapsada (STR).
Hasta ahora, se han probado diferentes métodos para clasificar las imá-
genes del Thomson scattering del TJ-II: SVM(Vega et al., 2005), (Makili
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et al., 2010), redes neuronales (Farias et al., 2005) y predictores confor-
males (Vega et al., 2010b), (Makili et al., 2011) y (Vega et al., 2012). Estos
trabajos tienen en común que usan las imágenes completas para entrenar
los sistemas y clasificar nuevas muestras sin tener en cuenta las diferentes
cantidades de información proporcionadas por las diferentes regiones de las
imágenes. También tienen en común el uso de la transformada wavelet de
nivel 4 para reducir la dimensión de las imágenes originales. Sus mejores
resultados oscilan entre el 90% (Farias et al., 2005) y el 98.68% (Makili et
al., 2010).
El mayor número de imágenes analizadas en los trabajos anteriores es
599 (Makili et al., 2011). En este caso, 1,272 imágenes se utilizaron para
probar la metodología RSIC. El tipo de imagen generada por el Thomson
scattering depende del experimento llevado a cabo en el TJ-II. Por lo tanto, el
número de imágenes disponibles en cada clase es diferente: 42 CFF, 517 ECH,
124 BCK, 366 NBI y 223 STR. La resolución de las imágenes del Thomson
scattering es 576× 385 píxeles. Para acelerar el proceso RSIC, la dimensión
de las imágenes se ha reducido a 144 × 97 píxeles usando los coeficientes
de aproximación wavelet de nivel 2. El conjunto de 1,272 imágenes fue
aleatoriamente dividido en un conjunto de entrenamiento propio (25% de
cada clase), un conjunto de calibración (25% de cada clase) y un conjunto de
test (50% de cada clase). Como resultado, los conjuntos de entrenamiento
propio y de calibración contenían 319 imágenes cada uno: 11 CFF, 129 ECH,
31 BCK, 92 NBI y 56 STR. El conjunto de test almacenaba 634 imágenes:
20 CFF, 259 ECH, 62 BCK, 182 NBI y 111 STR.
La división de las imágenes en el primer paso de la metodología RSIC
se ha llevado a cabo sin utilizar conocimiento experto. Se sabe que el cen-
tro de las imágenes del Thomson scattering contiene la mayor parte de la
información pero se debía incluir algunas regiones irrelevantes para probar
el rendimiento de la metodología RSIC. Como alternativa, las imágenes han
sido dividas en regiones rectangulares. La altura y la anchura de las imágenes
fueron troceadas desde 2 hasta 8 partes, probando todas las combinaciones
(por ejemplo, 2 filas y 2 columnas —4 regiones—, 2 filas y 3 columnas —6
regiones—, . . . , 2 filas y 8 columnas —16 regiones—, 3 filas y 2 columnas
—6 regiones—, . . . , 8 filas y 8 columas —64 regiones—). Por lo tanto, 1,225
regiones diferentes fueron creadas. La Figura 5.9 contiene tres ejemplos
diferentes de la división de las imágenes.
Los clasificadores binarios de los sistemas OVR-SVM del segundo paso de
la metodología RSIC fueron entrenados usando kernels RBF. El parámetro
épsilon de SVM fue fijado a 1 · 10−7. Los parámetros C y el parámetro del
kernel σ deben ser fijados de acuerdo con la complejidad de la información
del problema que se resuelve y el tamaño del espacio de características. Dado
que el tamaño de las regiones y la información contenida en cada región eran
diferentes, no fue posible fijar los parámetros C y σ a un único valor. Por lo
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tanto, 5 valores de C ({800, 900, 1,000, 1,100, 1,200}) y 5 valores de σ ({8, 9,
10, 11, 12}) fueron probados. Como resultado, las regiones fueron entrenadas
usando 25 combinaciones diferentes de estos parámetros (5 valores de C y 5
valores de σ).
De acuerdo con estas cifras, 1,225 regiones fueron entrenadas usando 25
combinaciones de parámetros SVM, haciendo un total de 30,625 sistemas
diferentes. En el tercer paso de la metodología RSIC, el rendimiento de cada
uno de los 30,625 sistemas al clasificar cada clase del Thomson scattering fue
evaluado utilizando la Ecuación 11.6 y PF = 34. La Figura 5.10a muestra los
valores de q de los 30,625 sistemas entrenados para cada clase. Es importante
destacar que la medida de calidad q ha sido ordenada en forma ascendente
e independiente para cada clase.
En el siguiente paso de la metodología RSIC, la selección de regiones, el
mejor sistema para clasificar cada clase fue identificado. Usando PF = 3,
los valores de q de los mejores sistemas fueron: CFF = 0.5899, ECH = -
1.3824, BCK = -0.9296, NBI = -4.4750 y STR = -1.2400 (el mejor sistema
para clasificar una clase es aquel con el valor de q más bajo). La Figura 5.11
muestra las regiones seleccionadas para cada clase. El tamaño de la región
resultante fue únicamente el 16.49% del tamaño original de las imágenes
(algunas regiones se solaparon y por tanto, el tamaño de la región total no
fue la suma de los tamaños de las regiones de las diferentes clases).
El último paso de la metodología RSIC consiste en la clasificación de las
imágenes de test. Las 634 imágenes de test fueron clasificadas usando las
regiones seleccionadas. Las tasas de acierto obtenidas fueron: 15.00% CFF,
96.53% ECH, 100% BCK, 98.80% STR y 98.20% STR. La tasa de aciertos
total teniendo en cuenta el número de imágenes en cada clase fue del 95.27%.
La razón de la baja tasa de aciertos de la clase CFF fue el pequeño número
de muestras de entrenamiento: únicamente 11 imágenes. Los valores de q
de todas las regiones al clasificar las imágenes CFF indican que ninguno de
los clasificadores obtuvo buenos resultados (todos los clasificadores tuvieron
valores de q mayores que 0, el más bajo fue el que ha sido seleccionado:
q = 0.5899).
La Tabla 11.2 muestra una comparación de los resultados de las regiones
RSIC frente a los resultados obtenidos por 5 sistemas uno frente al resto
SVM entrenados utilizando las imágenes completas (en vez de las ROIs).
El sistema RSIC y el método con las imágenes completas usaron el mismo
conjunto de entrenamiento propio, conjunto de calibración y conjunto de
test. Dado que las imágenes completas contenían más información que las
regiones seleccionadas por la metodología RSIC, fue posible construir mejores
modelos y por tanto, obtener mejores tasas de clasificación. El porcentaje
total de aciertos fue del 96.37% usando las imágenes completas frente al
95.27% usando las regiones RSIC. Es importante destacar que las regiones
4el valor de PF ha sido establecido en 3 empíricamente usando la Figura 5.10b
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Clase de imagen Tasas Imagen completa RSIC
Aciertos 11, 55.00% 3, 15.00%
CFF Errores 4, 20.00% 5, 25.00%
20 imágenes Desconocidas 5, 25.00% 12, 60.00%
Tamaño 100% 4.17%
Aciertos 246, 94.98% 250, 96.53%
ECH Errores 6, 2.32% 6, 2.32%
259 imágenes Desconocidas 7, 2.70% 3, 1.16%
Tamaño 100% 8.33%
Aciertos 62, 100% 62, 100%
BCK Errores 0, 0% 0, 0%
62 imágenes Desconocidas 0, 0% 0, 0%
Tamaño 100% 3.13%
Aciertos 181, 99.45% 180, 98.80%
NBI Errores 1, 0.55% 0, 0%
182 imágenes Desconocidas 0, 0% 2, 1.1%
Tamaño 100% 2.04%
Aciertos 111, 100% 109, 98.20%
STR Errores 0, 0% 2, 1.80%
111 imágenes Desconocidas 0, 0% 0, 0%
Tamaño 100% 6.25%
Aciertos 611, 96.37% 604, 95.27%
Total Errores 11, 1.74% 13, 2.05%
634 imágenes Desconocidas 12, 1.89% 17, 2.68%
Tamaño 100% 16.49%
Table 11.2: Comparación de los resultados del RSIC frente a los obtenidos
utilizando las imágenes completas
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Clase de Conjunto Imagen completa RSIC
imagen de datos Tiempo DE Tiempo DE(s) (s) (s) (s)
Training
CFF Entrenam. 1.206 0.026 0.075 0.001
11 images Calibración 6.325 0.029 1.456 0.005
ECH Entrenam. 2.301 0.048 0.200 0.003
129 images Calibración 14.398 0.071 2.024 0.004
BCK Entrenam. 1.097 0.012 0.033 0.001
31 images Calibración 5.228 0.037 1.318 0.006
NBI Entrenam. 1.400 0.012 0.034 0.001
92 images Calibración 8.029 0.045 1.323 0.008
STR Entrenam. 1.712 0.012 0.124 0.001
56 images Calibración 10.257 0.056 1.600 0.074
TOTAL Entrenam. 7.715 0.062 0.465 0.004
319 images Calibración 44.237 0.179 7.720 0.077
Test
634 images Test 86.937 0.696 15.802 0.6958
Table 11.3: Comparación de los tiempos de CPU del método RSIC frente a
SVM usando las imágenes completas
RSIC utilizaron únicamente el 16.49% del tamaño de las imágenes completas.
A pesar de su reducido tamaño, la tasa de acierto de las regiones RSIC fue
ligeramente inferior que la obtenida por las imágenes completas. De hecho,
la tasa de aciertos de la clase ECH fue mejor usando las regiones RSIC. La
mayor diferencia en las tasas de aciertos se obtuvo en la clase CFF dado el
pequeño número de imágenes (55.00% usando las imágenes completas frente
al 15.00% usando las regiones RSIC).
Los clasificadores fueron construidos usando un procesador Intel R© CoreTM
2 Quad CPU Q9300 2.50GHz, 1.95GB RAM. Los tiempos de CPU consu-
midos por las regiones RSIC y las imágenes completas fueron medidos para
cuantificar el efecto de la reducción de la complejidad en los tiempos de CPU.
La Tabla 11.3 muestra los resultados obtenidos. Los tiempos dados para am-
bos métodos fueron la media de 100 ejecuciones diferentes. La desviación
estándar de los tiempos se muestra en la columna identificada como DE.
Las diferencias de tiempos entre las diferentes clases se debieron, por una
parte, al diferente número de imágenes en cada una, y por otra, a la dife-
rente complejidad de los modelos. Usando las regiones RSIC, el tiempo del
entrenamiento propio fue reducido un 93.97%. El tiempo de calibración se
redució un 82.55% y el de test se redució un 81.82%. El tiempo medio de
clasificación de una imagen usando la metodología RSIC fue de 0.025 s frente
a los 0.137 s usando las imágenes completas.
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11.2.3 Discusión
Las muestras TN (verdaderos negativos) no han sido incluidas en la Ecuación
11.6. En un problema multi-clase, el número de TN es habitualmente mucho
mayor que el número de TP (por ejemplo, en un problema de clasificación de
4 clases con 10 muestras por clase, el número de muestras que pueden ser TP
es 10 mientras que el número de muestras que pueden ser TN es 30). Por lo
tanto, el peso estadístico de las muestras TN es mayor que el de las muestras
TP. Como consecuencia, si las muestras TN se incluyen en la Ecuación 11.6,
puede forzar al sistema a obtener grandes distancias entre el hiperplano y las
muestras TN, en vez de intentar clasificar correctamente ambas, las muestras
TN y las TP. Para solventar este problema, las muestras TN se han eliminado
de la Ecuación 11.6 y se ha introducido el PF para penalizar los sistemas
con errores.
Una alternativa a la Ecuación 11.6 es una medida de calidad promediada:
q (r, t) =
(∑#FN
i=1 α
rt
FN,i +
∑#FP
j=1 α
rt
FP,j
)
× PF +∑#TPk=1 αrtTP,k
(#FN + #FP )× PF + #TP (11.7)
Con respecto al paso 4 de la metodología RSIC (selección de regiones),
la propuesta explicada aquí usa únicamente una región por clase. Es posible
que, para problemas de clasificación muy complejos, sean necesarias varias
regiones. Existen diferentes alternativas para clasificar una nueva imagen
usando varias regiones por clase:
• La nueva imagen se asigna a la clase de la región con el pvalor mayor.
En este caso, el proceso del paso 5 es similar pero en vez de un pvalor
por clase, se usan varios pvalores.
• Es posible implementar un esquema de votación5 para las regiones de
la misma clase, y después, usar la salida del sistema de votación como
pvalor de cada clase. Esta alternativa es la mostrada en la Figura 5.12.
11.3 Conclusiones
Las bases de datos de fusión están caracterizadas por su alta dimensionalidad
y su complejidad. Docenas de diagnósticos del plasma miden las magnitudes
del plasma en cada pulso, generando cientos de señales (algunas de ellas
correlacionadas). La dimensión de los datos de fusión deben ser reducida
para simplificar su uso para diferentes propósitos.
Aquí se han introducido dos técnicas de reducción de la dimensionalidad:
SVM-FES y RSIC:
5Esquema de votación: método que dado un conjunto de predicciones de deferentes
clasificadores genera una predicción conjunta
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• Dado un espacio p-dimensional, SVM-FES genera un espacio q-dimen-
sional cuyas dimensiones son un subconjunto del espacio original (q <
p). Usando el espacio reducido, es posible clasificar eficazmente las
muestras del espacio original.
• RSIC selecciona una región de las imágenes originales que permite la
clasificación de las imágenes obteniendo altas tasas de aciertos. El
clasificador que usa la región resultante es más rápido que el que usa
las imágenes completas. También ahorra espacio de almacenamiento.
El SVM-FES se aplicó a la determinación de las principales característi-
cas de la transición L/H. Se probaron dos modelos diferentes: uno entrenado
en un intervalo de ±100 ms en torno a la transición y otro entrenado en un
intervalo de ±500 ms. Los resultados obtenidos de estos modelos señalaron
que las muestras L y H cercanas a la transición no eran linealmente separa-
bles en el espacio de características resultante. La Figura 5.13a muestra un
conjunto de muestras L y H lejos de la transición en el espacio BT y TE08.
Las muestras son prácticamente linealmente separables en este espacio. En
contraste, la Figura 5.13b muestra un conjunto de puntos L y H cercanos
a la transición L/H. En este caso, los puntos L y H están mezclados en el
espacio de características y no existe una frontera entre ambos modos de
confinamiento.
Los resultados obtenidos por SVM-FES fueron comparados con los resul-
tados obtenidos por ROC y PCA. Las tasas de acierto obtenidas por SVM-
FES, ROC y PCA para el modelo de ±100 ms fueron 93.404%, 87.852% y
57.035% respectivamente. En el caso del modelo de ±500 ms, los resultados
fueron 97.436%, 91.982% y 87.635%. Para ambos modelos, los resultados del
SVM-FES superaron los obtenidos por ROC y PCA.
Los espacios de características calculados por SVM-FES pueden verse
en la Tabla 11.1. Las dimensiones seleccionadas por el modelo ±500 ms
eran un subconjunto de las seleccionadas para el modelo ±100 ms. Esto fue
una consecuencia de la no linealidad de las muestras cerca de la transición
L/H. Las señales seleccionadas para el modelo ±500 ms eran adecuadas para
clasificar los puntos alejados de la transición pero, para obtener una alta tasa
de aciertos en la clasificación cerca de la transición, se requerían más señales.
La metodología RSIC ha demostrado sus capacidades para la selección
de regiones y la clasificación usando las imágenes del Thomson scattering del
TJ-II. Las imágenes originales se redujeron hasta el 16.49% del tamaño ori-
ginal. La región resultante fue una combinación de las regiones seleccionadas
para cada una de las clases de las imágenes del Thomson scattering. A pesar
de la gran reducción de la dimensionalidad de las imágenes, los resultados
obtenidos por las regiones RSIC eran únicamente ligeramente inferiores a los
obtenidos usando las imágenes completas (95.27% frente al 96.37%).
Los tiempos de CPU fueron drásticamente reducidos usando la metodolo-
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gía RSIC. Los tiempos de entrenamiento, calibración y test fueron reducidos
93.97%, 82.55% y 81.82% respectivamente. El tiempo medio de clasificación
de una imagen usando las regiones RSIC fue de 0.025 s frente a los 0.137 s
usando las imágenes completas.
Las regiones seleccionadas por la metodología RSIC ayudaron a com-
prender la estructura de la imágenes del Thomson scattering. La mayoría
del área seleccionada por RSIC pertenecía al centro de las imágenes, por
lo que fue posible concluir que éste contenía información relevante para la
clasificación. La altura de las regiones seleccionadas para las clases CFF y
BCK fue mayor que su anchura. Estas regiones identificaron los patrones
verticales que se muestran en las imágenes CFF, ECH y NBI. En el caso de
las clases ECH y NBI (las más similares), el centro de la imagen permitió a
los clasificadores distinguir ambas clases.

Chapter 12
Análisis de transiciones L/H y
H/L
Durante la operación del plasma, éste evoluciona y tienen lugar diferentes
fenómenos (por ejemplo ELMs, transiciones L/H y H/L o disrupciones). Al-
gunos de estos eventos deben ser identificados para estudiar los procesos
termonucleares en el plasma y otros deben ser evitados dado que compro-
meten la integridad de la máquina de fusión. El comportamiento del plasma
es identificado a través del reconocimiento de patrones en señales. Los fenó-
menos del plasma generan patrones similares en cada pulso de plasma y por
tanto, es posible la identificación de muchos comportamientos usando estos
patrones. A veces, se necesita más de una señal para identificar un cierto
evento (por ejemplo, los ELMs son reconocidos como picos en la señal de la
emisión Dα acompañados por caídas en la densidad del plasma).
La identificación de patrones en señales se lleva habitualmente a cabo a
través del análisis visual. Las señales son analizadas por expertos una a una
y los eventos localizados manualmente. Esto implica el uso de mucha fuerza
de trabajo experta y largas esperas hasta que los datos son analizados. A
veces, algunos pulsos no son evaluados por la falta de recursos.
Actualmente, las bases de datos de fusión están indexadas por el número
de pulso (un simple contador del número de descarga de plasma), los nom-
bres de los diagnósticos y los nombres de las señales (por ejemplo, en JET,
la emisión Dα del pulso 73337 es accedida usando la ruta: 73337, SA3D,
AD36). Los expertos de cada campo de la física de plasmas analizan los
datos generados durante la operación pulso a pulso. Desde el primer pulso
de JET en 1983, han tenido lugar más de 80,000 descargas. A su vez, ha
habido más de 30,000 descargas en el stellarator TJ-II desde 1997. Por lo
tanto, el análisis de las base de datos de fusión es un problema de grandes
números.
Los pulsos de JET pueden durar más de un minuto y se espera que ITER
opere en régimen estacionario (pulsos de más de 30 minutos e incluso una
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hora). Por ello, la longitud de las señales se incrementará significativamente
en los próximos años. El paradigma de acceso de datos actual (número de
pulso, diagnóstico, nombre de señal) no será válido dado que no será posible
para los expertos analizar las señales completas. En la última década, el
desarrollo de la inteligencia artificial y los métodos de minería de datos han
abierto una puerta a un acceso de datos alternativo: el paradigma orientado a
patrones (Vega and JET-EFDA contributors, 2008). Usando este paradigma
orientado a patrones, los datos no serán indexados por el número de pulso o
el nombre de la señal sino por los patrones en las señales.
El paradigma orientado a patrones está centrado en eventos dentro de
señales. Los científicos pueden acceder a los datos usando el fenómeno del
plasma que están interesados en evaluar, ahorrando tiempo e incrementado
el peso estadístico de sus resultados, dado que consiguen acceso a eventos de
un amplio rango de pulsos de plasma. Usando este paradigma, la consulta
es el patrón buscado en la base de datos y las respuestas del sistema son los
números de los pulsos y los tiempos donde patrones similares son localizados.
La mayoría de los sistemas de recuperación de datos orientados en pa-
trones consisten en tres pasos:
• Extracción de características: las señales en el dominio temporal
son transformadas en un conjunto de características, habitualmente en
un espacio de dimensión menor. Esto acelera el acceso a la base de
datos y simplifica las siguientes tareas. Es un paso crucial dado que
define el tipo de datos que usarán las siguientes tareas. En fusión,
existen dos aproximaciones principales:
– Coeficientes de Fourier: las características de la señal son sus
coeficientes de Fourier (Nakanishi et al., 2004) más grandes.
– Métodos de cadenas: las señales son reemplazadas por carac-
teres basándose en la morfología de la señal (Dormido-Canto et
al., 2008).
• Indexado de las señales: las señales son indexadas para acelerar el
proceso de recuperación. Dado que las base de datos contienen decenas
de miles de pulsos de diferentes señales, las bases de datos no pueden
ser recorridas completamente y por ello la indexación es necesaria.
• Recuperación de patrones similares: se lleva a cabo mediante el
uso de una medida de similaridad. Los patrones en la base de datos
son comparados con el de la consulta usando la medida de similaridad.
Los más similares son devueltos al usuario.
Una aplicación de las técnicas de reconocimiento de patrones es la locali-
zación de transiciones L/H y H/L en una descarga de plasma. La transición
L/H puede ser identificada como una repentina caída de la señal Dα acom-
pañada por un cambio en la pendiente de la señal de la densidad del plasma.
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El caso de la transición H/L es más complicado dado que el patrón buscado
en las señales no está bien definido. A pesar de ello, no siempre es posible
aplicar las técnicas de reconocimiento de patrones a la identificación de la
transición L/H. La razón es que el patrón morfológico de la transición L/H
varía dependiendo de parámetros como la potencia, la temperatura o la den-
sidad. Además, la escala temporal y la amplitud de los patrones pueden ser
significativamente diferentes. La Figura 6.1 muestra diferentes transiciones
L/H de 9 pulsos de JET.
Una alternativa a las técnicas de reconocimiento de patrones para la iden-
tificación de las transiciones L/H son los modelos basados en datos. Dada
una base de datos de tiempos de transiciones L/H, es posible construir un
modelo para evaluar cuándo el plasma está en modo L o en modo H. Se
pueden aplicar diferentes técnicas para obtener modelos basados en datos
para la identificación del régimen en JET; Murari et al. (2006) hacen una
comparación entre lógica difusa y SVM, Vega et al. (2009b) combinan es-
tadística bayesiana y SVM y Meakins et al. (2010) usan redes neuronales.
Los modelos basados en datos requieren grandes bases de datos de tiem-
pos de transiciones L/H. Desafortunadamente, los tiempos de las transiciones
L/H no siempre están disponibles y esos modelos normalmente confunden las
muestras cercanas a la transición. Por ello, se requieren métodos alternativos
para la localización de las transiciones.
12.1 Localización automatizada de transiciones L/H
El detector de transiciones automatizado (ATD, por sus siglas en inglés)
es una herramienta automática, por tanto, sin intervención humana, para
identificar transiciones L/H en descargas de plasma (González et al., 2012a).
Dado un conjunto de pulsos, el método devuelve los tiempos de las transi-
ciones L/H junto con los intervalos de incertidumbre de las estimaciones de
las transiciones.
Existen cinco razones que justifican la utilidad del ATD:
• No es necesaria la intervención humana.
• Todas las descargas se procesan exactamente de la misma manera ase-
gurando por tanto la reproducibilidad y evitando errores humanos.
• Todos los tiempos de las transiciones son estimados, incluso los de las
descargas donde la transición no puede ser localizada por medio de
análisis visual.
• Se pueden crear grandes bases de datos con tiempos de transiciones
mejorando la significancia estadística de futuros estudios.
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• La base de datos de tiempos de transiciones puede ser actualizada de
forma automática después de cada pulso.
El ATD es bastante general y puede aplicarse a otros dispositivos de
fusión con pequeños cambios. De hecho, ha sido aplicado a la localización
de transiciones L/H en JET (González et al., 2012a) y en DIII-D (Farias et
al., 2012).
12.1.1 Flujo de trabajo del ATD
El ATD consta de cuatro módulos de software (Figura 6.3): bucle de lectura,
bucle de discriminación, creación del modelo y modulo de predicción.
En primer lugar, es necesario saber cuándo el plasma alcanza el modo
H. Dado un rango de pulsos de plasma, el objetivo del bucle de lectura es
crear una base de datos que contenga los pulsos que alcanzan el modo H. El
bucle de discriminación clasifica las transiciones con modo H en dos grupos
de acuerdo con su tipo (patrón) de transición en la señal Dα:
• En el caso de una transición con patrón claro, el tiempo de la transición
y el intervalo de incertidumbre son determinados automáticamente. Se
genera una base de datos con los tiempos de las transiciones y sus
correspondientes intervalos de incertidumbre.
• Los tiempos de transición de las descargas que muestran un patrón
no claro no pueden ser localizados en este módulo y por tanto, se
almacenan en una base de datos intermedia para su uso posterior.
Para determinar los tiempos de transición de las descargas no claras, se
entrena un modelo predictor ICP usando las descargas que muestran pa-
trones de transición claros. Dado un instante de un pulso, el predictor de-
termina cuándo el plasma está en modo L o en modo H. Además, genera
valores de confianza y credibilidad para la predicción realizada. Esto se lleva
a cabo en el tercer módulo del ATD: creación del modelo.
Finalmente, en el módulo de predicción los pulsos en la base de datos
de transiciones no claras son usados como entradas del predictor generado
en el módulo previo. Las transiciones de estos pulsos son localizadas en el
instante en que la predicción cambia de modo L a modo H.
12.1.1.1 Bucle de lectura
El propósito del bucle de lectura es la identificación de las descargas que
alcanzan modo H y por tanto, las que contienen una transición L/H. La
detección del modo H en una descarga se lleva a cabo a través de la identi-
ficación de los ELMs de la descarga. Dado que los ELMs solamente tienen
lugar en plasmas en modo H, la detección de ELMs en un pulso implica que
el plasma está en modo H.
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Para comprobar la presencia de ELMs se usa UMEL. Una regresión SVR
(RBF kernel, KC = 5, Ke = 10, Kσ = 0.3) se calcula usando la señal Dα.
Para acelerar el cálculo de SVR, la señal se descompone usando la transfor-
mada wavelet de la familia Haar a nivel 2 y los coeficientes de aproximación
son ajustados usando UMEL. La existencia de ESVs releva la presencia de
ELMs en la descarga.
12.1.1.2 Bucle de discriminación
Para cada pulso con transición L/H, el bucle de discriminación lleva a cabo
dos importantes tareas:
• Localización del intervalo de transición L/H (LHTI, por sus
siglas en inglés): se trata de un intervalo donde la transición L/H
tiene lugar.
• Identificación del patrón de la transición: las transiciones L/H
se clasifican en dos grupos de acuerdo con el tipo de sus patrones:
patrones claros y patrones no claros.
Localización del intervalo LHTI. La primera tarea del bucle de dis-
criminación es la localización del LHTI. Los objetivos del LHTI son, primero,
reducir el intervalo temporal donde se busca la transición y, segundo, sim-
plificar los módulos ATD siguientes. Básicamente, el LHTI es el intervalo
temporal existente entre el comienzo de la potencia auxiliar de entrada y
la aparición del primer ELM. La Figura 6.6 muestra un ejemplo del LHTI
del pulso de JET 76563. EL LHTI se determina en tres pasos: detección de
la inyección de potencia, detección de la región con ELMs y eliminación de
ELMs residuales.
• Paso 1: detección de la inyección de potencia. Para poder
alcanzar el régimen de confinamiento en modo H se necesita una alta
inyección de potencia auxiliar. No obstante, el umbral que asegura
el cambio de confinamiento es conocido dentro de un amplio margen.
Además, este umbral varía con parámetros como la densidad, la tem-
peratura o el campo magnético. Aquí, dado que la transición L/H debe
estar situada dentro del LHTI, se calcula un umbral de potencia (Pτ )
conservador. El tiempo para el cuál la potencia inyectada al plasma
alcanza Pτ determina el margen izquierdo del LHTI. Pτ se calcula
como:
Pτ = 0.2 ·max (Potencia) (12.1)
donde Potencia es la potencia total inyectada en el plasma (señal de
JET PPF/MG3/YTO).
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La Figura 6.7 muestra la detección de la inyección de potencia auxiliar
en el pulso de JET 73337. La línea roja horizontal representa Pτ . La
línea punteada verde es el margen izquierdo resultante del LHTI. En
este pulso, la transición tiene lugar en 15.844 s.
• Paso 2: detección de la región con ELMs. Una vez que el mar-
gen izquierdo del LHTI ha sido determinado usando la potencia total
inyectada, el siguiente paso es la identificación de la región en modo
H. Los ELMs solamente aparecen en modo H y por lo tanto, tras la
transición L/H. En este paso UMEL se utiliza para localizar la región
con ELMs (Figura 6.8, gráfico superior).
El número de ESVs devuelto por UMEL se cuenta en grupos de 0.05
segundos (Figura 6.8, gráfico inferior) y se calcula el valor medio de
los ESVs en los grupos no vacíos (línea cian horizontal). Este valor
medio se usa para calcular un umbral para el margen derecho del LHTI
(ELMsτ , línea roja horizontal):
ELMsτ = 0.4 · Número de ELMsNúmero de grupos no vacíos (12.2)
El margen derecho del LHTI es igual al tiempo del primer grupo con
más ESVs que ELMsτ . Dado que, en algunos pulsos la transición
L/H está muy cerca del primer ELMs y para asegurar que el LHTI
contiene la transición, se añade un margen de 0.1 s al tiempo del margen
derecho del LHTI (línea punteada verde). De nuevo, éste es un paso
conservador dado que es esencial que el LHTI contenga la transición
L/H.
• Paso 3: Eliminación de ELMs residuales. En el paso anterior, el
margen derecho del LHTI se calcula como el tiempo del primer grupo
con más ESVs que ELMSτ más un margen de 0.1 s. Por lo tanto, es
posible que aparezcan algunos ELMs en el extremo derecho del LHTI.
El objetivo del tercer paso es eliminar estos ELMs en el caso de que
existan. La identificación de ELMs se lleva a cabo usando UMEL. El
margen derecho del LHTI se mueve hasta el tiempo del primer ELM
localizado.
Identificación del tipo de patrón de la transición. La segunda tarea
del bucle de discriminación es la identificación del tipo de patrón de la tran-
sición. Se consideran dos tipos de transiciones: transiciones con patrones
claro (Figura 6.9a, gráfico superior) y transiciones con patrones no claros
(Figura 6.9b, gráfico superior).
Los coeficientes de detalle de la wavelet perteneciente a la familia Haar de
la señal Dα se usan para localizar la caída característica de las transiciones
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dentro del LHTI. Teniendo en cuenta que las caídas de la Dα pueden ser
diferentes unas de otras, se han probado diferentes niveles de descomposición
wavelet. Los mejores resultados se han alcanzado usando un nivel 5 de
descomposición wavelet. Por una parte, los patrones claros se caracterizan
por una caída obvia. Por otra parte, los patrones no claros no muestran
esa caída obvia. Por tanto, los coeficientes de detalle de las transiciones
con patrones claros muestran un pico aislado en el instante de la transición
(Figura 6.9a, gráfico inferior). En contraste, dado que los patrones no claros
no muestran una caída clara, sus coeficientes de detalle wavelet muestran
muchos picos diferentes (Figura 6.9b, gráfico inferior).
UMEL (RBF kernel, KC = 1, Ke = 4, Kσ = 2) se aplica a los coeficientes
wavelet de detalle normalizados (entre 0 y 1). Si se localiza un ESV aislado,
el tipo de transición es reconocido como claro y el tiempo de la transición L/H
se determina como el tiempo del ESV. Por otro lado, si aparecen diferentes
ESVs, el patrón de la transición es identificado como no claro. En este caso,
el tiempo de la transición no puede ser estimado dentro del módulo del bucle
de discriminación.
Las transiciones con patrones claros son incluidas en una base de datos
de tiempos de transiciones L/H con sus correspondientes intervalos de incer-
tidumbre. El intervalo de incertidumbre (barra de error) está relacionado no
solo con el período de muestreo (TS de la señal Dα sino también con el nivel
de descomposición wavelet. Dado que cada nivel de descomposición wavelet
de la familia Haar reduce el número de muestras en un factor 2, el intervalo de
incertidumbre es ±2LTS alrededor de la transición (o equivalentemente una
barra de error de ±2L+1TS , donde L es el nivel de descomposición wavelet).
Como TS = 0.1 ms y L = 5, el intervalo de incertidumbre de todas las
transiciones con un patrón claro es ±3.2 ms.
12.1.1.3 Creación del modelo
Los tiempos de las transiciones L/H con patrones no claros no pueden es-
timarse usando la transformada wavelet. Aparecen muchos ESVs en los
coeficientes de detalle wavelet de la señal Dα y por tanto no es posible iden-
tificar cuál se corresponde con la transición real. Por lo tanto, se requiere un
método alternativo. Se ha propuesto un clasificador L/H para estimar los
tiempos y los intervalos de confianza de la predicción (PCIs, por sus siglas
en inglés) de las transiciones L/H con patrones no claros. El clasificador
se entrena usando los pulsos con patrones claros identificados en el módulo
previo. Los tiempos de transición de estos pulsos han sido localizados y por
tanto, dado un determinado instante t, es posible saber si el plasma está en
modo L o modo H. Dado que el clasificador se construye usando los tiempos
de transiciones identificadas automáticamente, el ATD no requiere una base
de datos de tiempos de transiciones L/H.
La longitud del LHTI varía de descarga a descarga. Desafortunadamente,
258 Chapter 12. Análisis de transiciones L/H y H/L
las características relevantes para distinguir los modos de confinamiento L
y H son diferentes en segmentos temporales cercanos a la transición (±100
ms alrededor de la transición) y lejos de esta (±500 ms alrededor de la
transición) y los modelos para distinguir el modo de confinamiento también
varían. Como resultado, no es posible discernir el mejor espacio de entrada
para el clasificador. En casos similares, una combinación de clasificadores ha
obtenido buenos resultados (Ratta et al., 2010, predicción de disrupciones
en JET).
Un modelo de dos capas (basado en SVM) se ha propuesto para localizar
las transiciones dentro del LHTI (Figura 6.10). La primera capa consiste en
dos clasificadores. Uno (Figura 6.10, caja superior izquierda) es entrenado en
un intervalo simétrico de ±100 ms alrededor de la transición con un período
de muestreo de 1 ms (201 muestras por pulso). El segundo clasificador en
la primera capa (Figura 6.10, caja superior derecha) es entrenado en un
intervalo simétrico de ±500 ms alrededor del tiempo de la transición y con
un período de muestreo de 1 ms (1001 muestras por pulso). El objetivo de los
clasificadores en la primera capa es enfatizar el aprendizaje automático cerca
y lejos de la transición. Las señales que usa cada modelo pueden encontrarse
en el Apéndice H (en inglés).
El modelo SVM combinado usa información de ambos clasificadores para
minimizar el error del tiempo de transición estimado (objetivo del clasificador
±100 ms) y para minimizar los errores en puntos lejanos a la transición
(objetivo del clasificador ±500 ms).
12.1.1.4 Módulo de predicción
Este modulo estima los tiempos de transición de los pulsos con patrones
no claros usando el modelo diseñado en el módulo previo. Las muestras
dentro del LHTI son clasificadas una a una en orden temporal ascendente.
El cambio de confinamiento predicho determina el tiempo de la transición.
En este punto, el modelo no genera ninguna medida de la bondad de las
predicciones del tiempo de transición. Intuitivamente, las muestras lejos de
la transición L/H son fáciles de clasificar (están lejos de la frontera entre L
y H) y por tanto las predicciones deberían tener un alto nivel de fiabilidad.
Por otro lado, las muestras cercanas a la transición son más difíciles de
clasificar y por tanto, la fiabilidad de las predicciones debería ser menor.
El nivel de fiabilidad sería mínimo junto en la frontera entre los modos de
confinamiento L y H. Dado un umbral de fiabilidad, éste define un valor de
fiabilidad bajo el cual las predicciones se asume que no son de confianza. El
intervalo de tiempo alrededor de la transición estimada donde la fiabilidad
está por debajo del umbral puede ser considerado un intervalo de confianza
de la predicción (PCI) de la predicción. El ATD asegura que la transición
L/H real se encuentra dentro del PCI pero la predicción del tiempo de la
transición dentro del PCI es menos precisa.
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Modelo
Entrenamiento Test
(Conjunto de (Conjunto de
entrenamiento propio) calibración)
±100 ms 98.62% 96.65%
±500 ms 98.80% 97.72%
Combinado 99.17% 98.73%
Table 12.1: Resultados de clasificación del modelo SVM multicapa
La Figura 6.12 muestra un ejemplo sencillo del cálculo del PCI. La Figura
6.12a muestra el espacio de características de las muestras L (cruces rojas) y
H (círculos azules) y el hiperplano de separación (frontera). Las muestras de
test se señalan usando puntos verdes. La evolución temporal de las muestras
de test es t1, t2, . . . , t7. La Figura 6.12b contiene el cálculo del PCI de
las muestras de test. Dado que las muestras de test t1 y t7 están lejos del
hiperplano de separación, sus valores de fiabilidad son altos. En contraste,
las muestras t3, t4 y t5 están cerca del hiperplano y por ello, sus valores
de fiabilidad son bajos. Los puntos de test localizados a la izquierda del
hiperplano son clasificados como modo L y las muestras situadas a la derecha
son clasificadas como modo H. El PCI es el intervalo temporal entre las dos
primeras muestras alrededor de la transición (una a la derecha y otra a la
izquierda) cuyos valores de fiabilidad están por encima del umbral dado (t3
y t6).
Un ICP (predictor conformal inductivo) off-line ha sido aplicado para
calcular los valores de fiabilidad del modelo SVM combinado. El valor de
fiabilidad de cada muestra se calcula como el producto de las medidas con-
formales (credibilidad y confianza). El producto de las medidas conformales
ha sido previamente utilizado obteniendo buenos resultados (Makili et al.,
2011). El umbral de fiabilidad ha sido fijado a 0.3. Esto significa que, de
media, los valores de confianza y credibilidad son mayores que 0.55.
Es importante destacar que dado que la longitud del PCI depende de
la fiabilidad, puede no ser un intervalo simétrico alrededor del tiempo de la
transición (el intervalo a la izquierda de la transición puede ser más largo
que el intervalo a la derecha y viceversa).
12.1.2 Localización de transiciones L/H en JET
La metodología presentada aquí fue probada con una base de datos de 551
descargas correspondientes a las campañas de JET desde la C21 hasta la C26.
Los tiempos de las transiciones L/H fueron determinados manualmente por
expertos analizando las descargas visualmente.
El bucle de discriminación localizó 143 transiciones claras (25.95%). Este
conjunto de transiciones fue validado automáticamente y reducido a 141
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Número de transiciones con patrones no claros 410
Número de transiciones bien localizadas 397
(L/Hreal dentro del PCI) (96.83%)
media(|L/Hreal − L/Hestimado|) 27.9 ms
std(|L/Hreal − L/Hestimado|) 37.6 ms
media de la longitud del PCI 225.2 ms
Number de transiciones no localizadas 13
(L/Hreal fuera del PCI) (3.17 %)
media(|L/Hreal − L/Hestimado|) 93.8 ms
std(|L/Hreal − L/Hestimado|) 55.4 ms
media de la longitud del PCI 453.5 ms
Tiempo medio entre L/Hreal y el 5.96 msextremo más cercano del PCI
Table 12.2: Resultados de las transiciones no claras
(25.59%) transiciones. Para reducir el tiempo de cálculo se usó una versión
paralela de SVM (Ramírez et al., 2010). Para poder implementar el predic-
tor conformal de la segunda capa, las 141 transiciones se dividieron en un
conjunto de entrenamiento propio (75%, 106 transiciones) y un conjunto de
calibración (25%, 32 transiciones).
La Tabla 12.1 resume las tasas de aciertos alcanzadas por el clasificador de
dos capas usando el conjunto de entrenamiento propio (como entrenamiento)
y el conjunto de calibración (como test). Es importante tener en considera-
ción que las tasas más altas del clasificador ±500 ms frente al clasificador
±100 ms no implican una predicción de la transición más precisa.
El modelo SVM combinado se aplicó para estimar los tiempos de las
transiciones y los PCIs de las transiciones con patrones no claros (410 pulsos).
Como se mencionó previamente, el umbral de fiabilidad se fijó a 0.3. La Tabla
12.2 resume los resultados obtenidos. Se distinguieron dos grupos principales
de descargas: aquellas cuyo tiempo de la transición L/H determinado por
los expertos (L/Hreal) cayó dentro del PCI calculado (397 pulsos, 96.83%)
y aquellas cuyo L/Hreal estaba fuera del PCI (13 pulsos, 3.17%).
Con respecto al primer grupo de descargas, la Figura 6.14a muestra el
histograma de las longitudes de sus PCIs (agrupada en grupos de 20 ms). La
longitud media de los PCIs fue 225.2 ms. Es importante mencionar que se
identificaron cinco descargas (74759, 76519, 76521, 76688 and 77634) cuyos
PCIs variaron entre 710 ms y 3.91 s. Estos casos especiales son descargas
con potencia inyectada moderada (en todos los casos menos de 10 MW) y/o
descargas que alcanzan su máximo valor de una forma no abrupta, con un
largo período de inyección de potencia. Estos pulsos con un largo período de
baja potencia inyectada no son los pulsos estándar de JET e incrementaron
significativamente la longitud media del PCI en la Tabla 12.2. Si no fuesen
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tenidos en cuenta, la longitud media del PCI sería de 206 ms. La Figura
6.15 muestra dos de estos pulsos (pulsos 77634 y 76521 de JET). Dicha
figura incluye la potencia inyectada, la emisión Dα, la salida del modelo
SVM combinado (D(u, v)) y el nivel de fiabilidad. La Figura 6.14b repre-
senta la distribución de las diferencias de tiempos entre las transiciones L/H
reales (L/Hreal) y los tiempos estimados por el ATD (L/Hestimado). El valor
absoluto medio fue de 27.9 ms y la desviación estándar fue de 37.6 ms.
El segundo grupo de descargas de la Tabla 12.2 estaba formado por los
siguientes pulsos: 73559, 73576, 74611, 74622, 75066, 75222, 75740, 75741,
75742, 75743, 77009, 77054, 77179. Su transición real no estaba dentro del
PCI estimado. Únicamente 13 descargas (3.17%) pertenecen a este grupo.
El error medio en la localización de las transiciones L/H fue de 93.8 ms y
la longitud media del PCI fue de 453.5 ms. No obstante, es importante
resaltar que en todos estos casos la transición real estaba muy cerca de los
bordes del PCI. La diferencia media entre la transición real y el borde más
cercano del PCI fue de 5.96 ms. En el pulso 77009, una potencia inyectada
moderada se mantuvo durante un largo período después de la transición.
Como consecuencia, la longitud del PCI fue de 4.172 s. Si este pulso fuese
ignorado, dado su carácter no estándar en JET, la longitud media del PCI
en este grupo de descargas sería de 164.3 ms.
12.1.2.1 Leyes de escala para el umbral de potencia
La precisión de la determinación automatizada de los tiempos de transición
es satisfactoria y, por tanto, el ATD puede ser usado para incrementar la
significancia estadística de los estudios de las transiciones L/H. Por ejemplo,
el ATD puede ser usado como primera aproximación y después los expertos
pueden concentrar su atención únicamente en el PCI para refinar el análi-
sis. Por otra parte, podría ser de interés investigar hasta qué punto los
tiempos determinados automáticamente por el predictor pueden ser usados
directamente para realizar estudios físicos. Para resolver este punto, se han
determinado leyes de escala para el umbral de potencia para acceder al modo
H usando ambos, los tiempos de las transiciones determinadas por el ATD
(L/Hestimado) y los tiempos de las transiciones identificados manualmente
por los expertos (L/Hreal). Para este fin, dos métodos diferentes de re-
gresión se han aplicado: OLS (mínimos cuadrados ordinarios) y regresión
Ridge. La regresión Ridge se ha propuesto para remediar la colinearidad de
las variables explicativas.
A pesar de que la transición L/H se sabe que depende de varios paráme-
tros, es ampliamente aceptado que el umbral de la potencia para la transición
L/H depende fuertemente de la densidad del plasma, el campo magnético
toroidal y el tamaño del plasma (Martin et al., 2008). Por tanto, la ley de
escala:
Pτ = K · nαe ·BβT · Sγ (12.3)
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Método de Ley de escala MSElocaliz.
OLS
Expertos Pτ = 100.80±0.40 · n0.56±0.12e ·B0.58±0.20T · S0.39±0.60 7.082
ATD Pτ = 101.00±0.39 · n0.64±0.08e ·B0.50±0.17T · S0.23±0.60 8.635
Regression Ridge, k = 4
Expertos Pτ = 100.80±0.10 · n0.55±0.08e ·B0.58±0.12T · S0.39±0.14 7.077
ATD Pτ = 101.00±0.10 · n0.64±0.07e ·B0.50±0.11T · S0.23±0.13 8.632
Table 12.3: Leyes de escala de Pτ usando ne, BT y S
Método de Ley de escala MSElocaliz.
OLS
Expertos Pτ = 101.10±0.17 · n0.55±0.12e ·B0.61±0.20T · q−0.14±0.2395 7.106
ATD Pτ = 101.19±0.13 · n0.63±0.08e ·B0.52±0.17T · q−0.10±0.2295 8.657
Regresión Ridge, k = 4
Expertos Pτ = 101.10±0.10 · n0.54±0.08e ·B0.61±0.12T · q−0.14±0.1295 7.102
ATD Pτ = 101.19±0.08 · n0.63±0.07e ·B0.51±0.11T · q−0.10±0.1295 8.654
Table 12.4: Leyes de escala de Pτ using ne, BT y q95
puede ser obtenida usando OLS o regresión Ridge, donde Pτ es el umbral
de la potencia expresado en MW, ne es la densidad electrónica de línea
media (en unidades de 1020m−3), BT es el campo magnético toroidal (T) y
S es la superficie del plasma (m2). La Tabla 12.3 muestra las leyes de escala
resultantes usando los tiempos determinados por los expertos (L/Hreal) y los
tiempos estimados por el ATD (L/Hestimado) y ambos métodos de regresión.
Las leyes de escala están dadas usando un nivel de confianza del 95%.
Dado que los intervalos de confianza en los exponentes (y en la constante)
se sobreponen, parece que las leyes de escala obtenidas usando los tiempos
L/Hreal y L/Hestimado son equivalentes. Por tanto, los tiempos del ATD ge-
neran leyes de escala que son equivalentes a las obtenidas usando los tiempos
determinados por expertos. Este resultado es bastante general dado que no
se obtiene solo de las leyes de escala que usan los parámetros físicos ne, BT
y S. Para justificar esta afirmación, se han calculado las leyes de escala de
la Tabla 12.4. Estas usan los parámetros del plasma ne, BT y q95 donde q95
es el factor de seguridad del plasma at PSI = 0.95. De nuevo, los intervalos
de confianza de los exponentes y la constante se solapan.
Un aspecto importante que puede ser tratado usando leyes de escala es
la diferencia entre las transiciones con patrón claro y las transiciones con
patrón no claro. Es importante descubrir si su diferencia se limita sólo a
la estructura morfológica de la Dα o se trata de diferentes procesos físicos
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Método de Ley de escala MSElocaliz.
Transitions con patrones claros, regresión Ridge, k = 4
Expertos Pτ = 102.10±0.08 · n0.92±0.08e ·B0.25±0.09T · S−1.15±0.10 2.819
ATD Pτ = 102.24±0.08 · n0.98±0.07e ·B0.19±0.09T · S−1.27±0.09 2.803
Expertos Pτ = 101.39±0.07 · n0.83±0.08e ·B0.26±0.09T · q−0.18±0.1095 2.890
ATD Pτ = 101.43±0.07 · n0.87±0.08e ·B0.21±0.09T · q−0.14±0.1095 2.866
Transiciones con patrones no claros, regresión Ridge, k = 4
Expertos Pτ = 100.81±0.12 · n0.73±0.10e ·B0.50±0.13T · S0.69±0.15 7.955
ATD Pτ = 100.84±0.10 · n0.63±0.08e ·B0.55±0.13T · S0.49±0.14 9.792
Expertos Pτ = 101.27±0.11 · n0.71±0.10e ·B0.53±0.13T · q−0.12±0.1395 8.012
ATD Pτ = 101.20±0.09 · n0.62±0.08e ·B0.56±0.13T · q−0.11±0.1395 9.825
Table 12.5: Comparación de las leyes de escala obtenidas usando transiciones
con patrones claros y no claros
subyacentes. Para ello, se han calculado leyes de escala usando OLS y regre-
sión Ridge para ambos subconjuntos de transiciones, aquellas con patrones
claros y las que tienen patrones no claros. Las leyes de escala obtenidas
utilizando los tiempos del ATD se compararon con aquellas obtenidas por
los tiempos determinados por los expertos. Los resultados, mostrados en la
Tabla 12.5, indicaron que los dos tipos de transiciones no están gobernados
por el mismo proceso físico y por ello, sus leyes de escala son diferentes. Este
resultado se mantuvo para ambos tiempos, los tiempos dados por el ATD y
los determinados por los expertos.
Se ha observado que los pulsos con transiciones claras corresponden con
plasmas que transitan abruptamente a fases con ELMs de tipo I. Por el
contrario, en los pulsos con patrones no claros, el plasma permanece en una
fase con ELMs de tipo III antes de acceder al régimen con ELMs de tipo I.
Estos son resultados preliminares y deben ser confirmados mediante el uso
de una base de datos específica para este fin.
12.1.3 Localización de las transiciones L/H en DIII-D
La metodología ATD puede ser aplicada con pequeños cambios a diferentes
dispositivos de fusión. Farias describe la aplicación del ATD en DIII-D
(Farias et al., 2012).
Se realizó un nuevo proceso de extracción de características usando SVM-
FES con un conjunto inicial de 35 dimensiones. En este caso, los modelos
de la primera capa se entrenaron usando intervalos de ±50 ms y ±100 ms
alrededor de los tiempos de transición. El modelo de la segunda capa es
similar al modelo de JET. Las señales utilizadas por los modelos pueden
verse en el Apéndice I (en inglés).
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La metodología ATD fue probada usando una base de datos de 354 pulsos
de DIII-D. El bucle de discriminación identificó 279 transiciones con patrones
claros y 75 descargas con patrones no claros.
Las transiciones con patrones claros se utilizaron para entrenar el modelo
multi-capa y estimar los tiempos de las transiciones con patrones no claros.
La tasa de transiciones correctamente localizadas (L/Hreal dentro del PCI)
fue del 95.6%. El error medio en la estimación de los tiempos de transiciones
fue de 6 ms y la desviación estándar fue de 49 ms.
El diseño del ATD en DIII-D se llevó a cabo a través de un entorno colabo-
rativo distribuido. Dado que el cálculo de los modelos requiere computación
de alto rendimiento, ésta se lleva a cabo en el cluster de computación del
CIEMAT (Acero et al., 2009). La localización de las transiciones L/H en los
nuevos pulsos se lleva a cabo en el laboratorio del DIII-D. Este paso puede
ser ejecutado de manera automática después de cada pulso y por ello, los
modelos pueden ser reentrenados con nuevos datos.
12.1.4 Discusión
El ATD es una metodología para determinar los tiempos de las transiciones
L/H de una forma completamente automática. El ATD puede ser usado
para crear grandes bases de datos de tiempos de transiciones L/H (cuanto
mayores las bases de datos, más fidedignos serán los resultados) que pueden
ser usadas para múltiples propósitos, por ejemplo, el análisis físico de las
transiciones L/H, la validación de los modelos L/H teóricos o la creación de
leyes de escala para la transición L/H. El ATD puede ser ejecutado de forma
automática tras cada descarga para incluir el nuevo tiempo de la transición
en la base de datos.
De acuerdo con su patrón de transición, se pueden encontrar dos tipos
diferentes de transiciones en JET y DIII-D: transiciones con patrones claros y
transiciones con patrones no claros. Las primeras pueden ser localizadas por
un análisis visual de la señalDα y la densidad del plasma. Aproximadamente,
el 25% de las descargas de JET muestran patrones claros. En contraste, el
80% de las transiciones de DIII-D muestran este tipo de patrón. Los tiempos
de las transiciones con patrones no claros fueron estimados usando técnicas
de aprendizaje máquina (un modelo L/H fue entrenado usando los datos de
las transiciones con patrones claros). La principal diferencia entre el ATD y
los métodos existentes es la completa ausencia de intervención humana en el
proceso (el ATD no necesita una base de datos de tiempos de transiciones
L/H localizadas previamente).
Para probar la calidad de los tiempos de transiciones determinados por
el ATD, se calcularon leyes de escala para la potencia inyectada usando los
tiempos determinados por expertos y los tiempos determinados por el ATD
en JET. Dos métodos diferentes de regresión se aplicaron: OLS y regresión
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Ridge. Las leyes de escala se calcularon usando diferentes parámetros del
plasma. En todos los casos, las diferencias entre las leyes de escala obtenidas
no son estadísticamente significativas, mostrando que el ATD puede identi-
ficar los tiempos de transición con precisión suficiente para derivar las mismas
leyes de escala que podrían obtenerse utilizando los tiempos determinados
por los expertos (Tablas 12.3 and 12.4).
La longitud del PCI está relacionada con el manejo operacional de las
descargas. Según el plasma evoluciona de modo L a modo H, la predicción
del modo de confinamiento (L o H) se mueve de un modo L con alta fiabili-
dad (no ha sido inyectada suficiente potencia en el plasma y por tanto, está
claramente en modo L) a un modo L con baja fiabilidad (la potencia inyec-
tada en el plasma está alcanzando Pτ , el umbral necesario para la transición
de confinamiento). En un momento dado, el clasificador empieza a predecir
modo H (con baja fiabilidad). La fiabilidad aumenta según el plasma pe-
netra en modo H. El proceso de transición requiere un cierto tiempo, en el
cuál el plasma se mueve desde modo L hasta modo H, cruzando un estado
intermedio durante un período de tiempo variable. El PCI representa este
período y su longitud no es arbitraria y está relacionada con la forma en la
que la potencia es inyectada en el plasma.
Esta interpretación del PCI como un intervalo en el cuál la transición
tiene lugar con una cierta probabilidad y su relación con la potencia inyectada
al plasma se confirma por las siguientes observaciones:
1. El nivel de fiabilidad de la predicción del confinamiento del plasma
empieza a decrecer de forma monótona.
2. Se alcanza un nivel mínimo durante un cierto tiempo.
3. El nivel de fiabilidad comienza a aumentar también de forma monótona
hasta alncanzar valores altos.
12.2 Modelos basados en datos de transiciones L/H
y H/L usando predictores conformales
Una aproximación diferente para la determinación del modo de confinamiento
del plasma consiste en la creación de un modelo L/H usando una base de
datos de tiempos de transiciones L/H previamente determinados por ex-
pertos. Después, el modelo se aplicada a la predicción del modo de confi-
namiento del plasma en nuevos pulsos.
En JET se han probado diferentes alternativas para la identificación del
modo de confinamiento. Murari utilizó lógica difusa y SVM para identificar
el estado del plasma (Murari et al., 2006). Este trabajo usó una base de datos
de pulsos de JET reducida (25 pulsos para el modelo difuso y 27 pulsos para
el modelo SVM). Las tasas de aciertos obtenidas por los modelos fueron altas:
266 Chapter 12. Análisis de transiciones L/H y H/L
95.77% en el conjunto de test usando SVM y 95.7% usando el modelo difuso.
Vega combinó el análisis bayesiano y SVM por medio de un operador difuso
(Vega et al., 2009b) y (Vega et al., 2010c). El método se aplicó a una pequeña
base de datos de 42 transiciones L/H de JET (33 training y 9 test) y 38
transiciones H/L de JET (30 training y 8 test). Un intervalo de 2 s alrededor
de las transiciones se clasifica usando el predictor combinado, obteniendo
tasas de aciertos muy altas: 99.22% para las transiciones L/H y 96.31%
para las transiciones H/L. Meakins aplicó redes neuronales para inferir el
modo de confinamiento usando las características del plasma (Meakins et
al., 2010). Esta aproximación fue probada usando una base de datos de 67
pulsos de JET. El conjunto de entrenamiento contenía 7,500 muestras 3,896
de modo L y 3,604 de modo H) y el conjunto de test contenía 11,600 muestras
(6,314 en modo L y 5,286 en modo H). La tasa de aciertos fue del 98.86%.
Finalmente, Ruiz describe un sistema en tiempo real para determinar el
modo de confinamiento del plasma usando la plataforma ITMS (Ruiz et al.,
2010). Usó un modelo SVM para analizar el confinamiento del plasma.
Aquí, se utilizan predictores conformales (CP) para predecir transiciones
L/H y H/L en JET usando una base de datos de 355 pulsos.
12.2.1 Configuración del experimento
Una base de datos inicial de 355 pulsos de JET fue analizada por expertos
para localizar los tiempos de las transiciones L/H y H/L. Esta base de datos
se dividió en un conjunto de entrenamiento que contenía 100 pulsos (80 en
el conjunto de entrenamiento propio y 20 en el conjunto de calibración) y un
conjunto de test (255 pulsos). Los pulsos se asignaron aleatoriamente a uno
de los conjuntos.
Se consideraron dos modelos diferentes: un modelo L/H (L/Hmodelo) en-
trenado con los tiempos de las transiciones L/H y un modelo H/L (H/Lmodelo)
entrenado con los tiempos de las transiciones H/L. Los modelos fueron entre-
nados usando 11 características seleccionadas de un conjunto de 28 (Apéndice
H, en inglés).
Se entrenó los modelos usando ICP, la versión inductiva de los predictores
conformales y se probaron dos tipos de kernels: lineal y RBF. Para el kernel
lineal, se testaron 5 valores del parámetro de regularización C ([100 , 500,
1000, 2000, 3000]). Para el kernel RBF, todas las combinaciones de 21
valores del parámetro C ([100 , 500, 1000, 1500, . . . 10000]) y 21 valores del
parámetro σ ([0.1 , 0.5, 1, 1.5, . . . , 10]) fueron probadas (441 combinaciones).
Los modelos fueron entrenados usando un intervalo de ±0.5 s (intervalos de
longitud 1 s) alrededor de las transiciones L/H y H/L.
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Kernel lineal Kernel RBF
L/Hmodelo
Valor medio de confianza 99.86% 99.84%
Valor medio de credibilidad 64.10% 66.85%
media(|L/Hreal − L/Hestimado|) 22 ms 15 ms
media(|H/Lreal −H/Lestimado|) 236 ms 203 ms
H/Lmodelo
Valor medio de confianza 97.02% 97.53%
Valor medio de credibilidad 73.25% 73.77%
media(|L/Hreal − L/Hestimado|) 28 ms 33 ms
media(|H/Lreal −H/Lestimado|) 102 ms 106 ms
Table 12.6: Resumen de los resultados experimentales
12.2.2 Resultados de los modelos L/H y H/L
Los modelos SVM se aplicaron a la predicción de los tiempos de transición
L/H y H/L de los pulsos en el conjunto de entrenamiento. Ambos modelos
(L/Hmodelo y H/Lmodelo) fueron usados para localizar ambos tipos de tran-
siciones (L/H y H/L). El rendimiento de los modelos fue medido usando la
media del valor absoluto de la diferencia en los tiempos determinados por
los expertos (L/Hreal y H/Lreal) y los tiempos estimados por los modelos
(L/Hestimado y H/Lestimado).
Usando el kernel lineal, los mejores resultados fueron obtenidos con C =
100. El caso del kernel RBF, los parámetros C = 5500 y σ = 3 obtuvieron
el mejor rendimiento.
La Tabla 12.6 muestra los resultados obtenidos en el experimento. Los
modelos L/Hmodelo y H/Lmodelo se usaron para estimar los tiempos de las
transiciones L/H. Los errores medios absolutos del modelo L/Hmodelo fueron
de 22 ms (kernel lineal) y 15 ms (kernel RBF) y los del modelo H/Lmodelo
fueron de 28 ms (kernel lineal) y 33 ms (kernel RBF).
Los tiempos de las transiciones H/L también fueron estimadas usando
ambos modelos. Los errores medios absolutos del modelo L/Hmodel fueron
de 236 ms (kernel lineal) y 203 ms (kernel RBF). En el caso del modelo
H/Lmodelo, los errors fueron de 102 ms (kernel lineal) y 106 ms (kernel
RBF).
Los predictores conformales proporcionan información fundamental acer-
ca de la precisión y fiabilidad de sus predicciones. La Tabla 12.6 incluye los
valores medios de la confianza y la credibilidad de los pulsos de test (usando
todo el intervalo temporal donde las señales están muestreadas). Puede verse
que los valores de credibilidad media de los modelos H/Lmodel fueron signi-
ficativamente mayores que los obtenidos por los modelos L/Hmodel (73.25%
frente al 64.10% en el kernel lineal y 73.77% frente al 66.85% en el ker-
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nel RBF). Esto significa que los datos de entrenamiento usados en el modelo
H/Lmodelo eran más adecuados para hacer las predicciones. Como resultado,
los errores de los modelos H/Lmodelo en las predicciones de las transiciones
H/L decrecieron en un factor de 2 comparados con los errores de los modelos
L/Hmodelo mientras que los errores en la predicción de las transiciones L/H
fueron únicamente unos milisegundos peores.
12.2.3 Discusión
A la hora de estimar el tiempo de una transición (L/H o H/L), los modelos
entrenados usando esta transición obtienen mejores resultados que los mode-
los entrenados usando la transición opuesta. Por ejemplo, el L/Hmodelo con
kernel lineal obtiene un error absoluto medio de 22 ms estimando los tiempos
de transición L/H mientras que el H/Lmodel con kernel lineal obtiene 28 ms.
A la hora de estimar los tiempos de transición H/L, el modelo L/Hmodelo
con kernel lineal obtiene un error absoluto medio de 236 ms mientras que
el H/Lmodelo con kernel lineal obtiene 102 ms. Esto es una consecuencia,
entre otras, de la diferencia en las trayectorias de las transiciones L/H y
H/L (Meakins et al., 2010). La trayectoria del plasma en el espacio de ca-
racterísticas no es el mismo para la transiciones L/H y H/L. La Figura 6.18
muestra la trayectoria del pulso de JET 74323 en el espacio Te (temperatura
electrónica del plasma) y ne (densidad del plasma). Es posible observar que
las transiciones L/H y H/L tienen lugar en puntos diferentes del espacio y,
por tanto, esto hace difícil estimar el tiempo de una transición usando un
modelo entrenado usando la transición opuesta.
También es importante mencionar que los errores obtenidos en la deter-
minación de los tiempos de transición H/L son mayores que los obtenidos
en la determinación de los tiempos de transición L/H. Esto es parcialmente
una consecuencia de la incertidumbre en la localización de los tiempos de
transición H/L determinados por los expertos.
12.3 Conclusiones
El modo H y los modos de confinamiento avanzados son una característica
fundamental para obtener una planta eléctrica de fusión. Sin ellos, sería
difícil alcanzar el régimen de operación de alta Q necesario en ITER y otros
dispositivos de fusión. El parámetro Pτ (la potencia necesaria para accede a
modo H) de estos dispositivos es estimada usando leyes de escala. Estas leyes
usan los datos de las máquinas de fusión actuales para predecir la potencia
que será necesaria para acceder a modo H.
Las transiciones L/H son tradicionalmente localizadas a través del análi-
sis visual de las señales del plasma. El primer paso consiste en la localización
de una caída abrupta de la señal Dα al comienzo del pulso. Después, este
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tiempo tentativo es comprobado usando la densidad del plasma en el borde
y el perfil de temperatura. La metodología automática ATD presentada en
este capítulo localiza las transiciones L/H en un conjunto de pulsos sin inter-
vención humana. Es importante destacar que no requiere una base de datos
de transiciones L/H previamente localizadas por expertos. La metodología
ATD es bastante general y ha sido aplicada para localizar transiciones L/H
en dos de los mayores dispositivos de fusión sin apenas cambios: el JET y el
DIII-D.
El ATD distingue dos tipos de transiciones:
• Transiciones con patrones claros (Figura 6.9a): muestran una
clara caída de la señal Dα. La tasa de acierto de localización de estos
pulsos es del 100% con un intervalo de incertidumbre de ±3.2 ms.
Aproximadamente el 25% de las descargas de JET y el 80% de los
pulsos de DIII-D muestran transiciones con patrones claros.
• Transiciones con patrones no claros (Figura 6.9b): la caída de
la señal Dα es difícil de distinguir debido al ruido o a la existencia de
ELMs de tipo III, o no aparece. En este caso, un modelo entrenado
usando las transiciones localizadas previamente se usa para estimar
el tiempo de la transición. La tasa de aciertos de la localización de
estas transiciones es del 96.83% en JET y del 95.6% en DIII-D. El
intervalo de incertidumbre alrededor del tiempo predicho es dado por
los predictores conformales. En JET, la longitud media del intervalo
es de 225.2 ms en el caso de las transiciones localizadas correctamente
y 453.5 ms en el caso de las transiciones no localizadas.
Los resultados obtenidos por el ATD han sido validados usando leyes de
escala. Las leyes obtenidas usando los tiempos de transición dados por el
ATD son estadísticamente similares a aquellas obtenidas usando los tiempos
dados por los expertos. Esto se ha comprobado para dos conjuntos diferentes
de variables explicativas y dos métodos de regresión. Las diferencias en las
leyes de escala entre las transiciones con patrón claro y las transiciones con
patrón no claro señalan que su acceso a modo H es diferente. Las transiciones
claras llevan a fases con ELMs de tipo I mientras que las transiciones con
patrones no claros permanecen en fase con ELMs de tipo III antes de acceder
al régimen de ELMs de tipo I.
Usando los tiempos de las transiciones determinados por el ATD, es posi-
ble calcular leyes de escala para predecir la potencia requerida para acceder
al modo H en los dispositivos de fusión futuros como ITER. La precisión y
el peso estadístico de las leyes de escala aumentan con el número de pulsos
que son usados para calcularlas. Por ello, el ATD se convierte en una valiosa
herramienta de análisis de datos.
Los modelos basados en datos son una aproximación diferente a la locali-
zación de las transiciones. Estos requieren una base de datos de transiciones
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localizadas por los expertos que es usada para construir un modelo explica-
tivo. Diferentes modelos ICP han sido entrenados usando kernels lineales y
RBF. Las medidas de conformidad han demostrado su utilidad para determi-
nar el rendimiento de los modelos. El mayor nivel de credibilidad obtenido
por los modelos entrenados usando puntos de las transiciones H/L indica
que estos modelos son más adecuados para clasificar nuevas descargas que
los entrenados usando transiciones L/H.
Las diferentes trayectorias de las transiciones L/H y H/L en el espacio
de características (Figura 6.18) debe ser tenida en cuenta cuando se diseñe
un modelo del confinamiento del plasma. La trayectoria que sigue el plasma
durante la transición L/H puede ser diferente de la seguida durante la transi-
ción H/L. Esto hace que los resultados del H/Lmodelo sean peores que los del
L/Hmodelo en la localización de las transiciones L/H y que los resultados del
L/Hmodelo sean peores que los del H/Lmodelo determinando las transiciones
H/L.
Chapter 13
Conclusiones y Trabajo Futuro
Conclusiones
Esta tesis trata de resolver uno de los principales problemas de la fusión
por confinamiento magnético: el análisis automático de los datos generados
por los dispositivos de fusión. El crecimiento de los datos generados por los
diferentes diagnósticos del plasma y los nuevos (como cámaras) desarrollados
e instalados en los últimos años hacen que el análisis visual de los datos sea
prácticamente imposible.
La identificación de los fenómenos del plasma se lleva a cabo a través de
la identificación de patrones similares en los datos recogidos por los diagnós-
ticos. Debido a la complejidad de las bases de datos de fusión, las técnicas
actuales de minería de datos e inteligencia artificial tienen problemas al tra-
bajar con datos de fusión. Como consecuencia, esta tesis ha desarrollado un
conjunto de técnicas de ámbito general que pueden manejar datos de fusión.
En primer lugar, UMEL ha sido descrito. UMEL es una poderosa herra-
mienta para localizar automáticamente eventos relevantes en ambas señales
e imágenes. El diseño de métodos automáticos para localización de even-
tos en fusión de plasmas requiere el conocimiento de expertos. Los sistemas
expertos (la combinación de la inteligencia artificial y el conocimiento ex-
perto) son una exitosa opción para localizar eventos en las bases de datos de
fusión. Las capacidades de localización de UMEL han sido combinadas con
conocimiento experto para localizar:
• Dientes de sierra: son reconocidos como picos en la emisión de rayos
X débiles a diferentes radios. UMEL automatiza la localización de los
dientes de sierra y el cálculo de la difusividad del plasma (Vega et al.,
2010a).
• Disrupciones: un pico simultaneo del lazo de voltaje y una caída de
la corriente del plasma revelan la existencia de una disrupción. Las
disrupciones localizadas por UMEL pueden ser clasificadas usando las
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técnicas existentes de reconocimiento de patrones. El sistema experto
creado para localizar disrupciones en JET obtuvo una tasa de aciertos
del 99.02% (Vega et al., 2010a). Las disrupciones localizadas serán
usadas por los científicos con tres propósitos diferentes:
– Aumentar el conocimiento de las disrupciones y el peso estadístico
de futuros estudios.
– Mitigar sus consecuencias.
– Predecirlas antes de que ocurran.
• ELMs: Los ELMs aparecen en las señales del plasma como picos de la
señal Dα acompañados por caídas de la energía diamagnética. Estos
eventos son identificados usando UMEL. El localizador de ELMs ob-
tuvo una tasa de aciertos del 95% en la localización de ELMs en la base
de datos de JET. El estudio de una base de datos de más de 226,000
ELMs reveló que el periodo más frecuente de los ELMs en JET es entre
0.02 s y 0.03 s (González et al., 2010a). Este método de localización
ayudará a los científicos a:
– Aumentar el conocimiento de los ELMs y el peso estadístico de
futuros estudios.
– Mitigar las consecuencias de los ELMs en los componentes de la
pared de la cámara de vacío y el divertor.
– Estudiar los efectos de diferentes configuraciones del plasma en
los ELMs. En particular, se analizó el perfil de temperatura du-
rante los ELMs en las campañas de la pared de carbono de JET
(González et al., 2012c).
Además, UMEL ha demostrado su utilidad en el análisis de imágenes y
películas del plasma (González et al., 2010):
• Imágenes: se ha mostrado que las áreas más relevantes de una i-
magen contienen altos gradientes de intensidad entre píxeles vecinos.
UMEL localiza estos gradientes y por lo tanto, las áreas relevantes.
La actividad de estas áreas puede resumirse usando mapas de calor.
Usando estos mapas, los científicos pueden analizar las diferentes fases
del plasma durante un pulso.
• Películas: usando el número de vectores soporte devueltos por UMEL,
es posible localizar los frames donde tienen lugar los eventos. Los
puntos calientes de 10 películas infrarojas de JET fueron detectados
obteniendo una tasa de aciertos del 91.64%. Usando este método, los
científicos podrán analizar, por ejemplo, la carga de calor depositada
en los componentes de la pared del plasma tras cada punto caliente.
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En segundo lugar, la alta dimensionalidad de las bases de datos de fusión
hace esencial el uso de técnicas de selección de características y reducción de
dimensionalidad. Esta tesis desarrolla dos métodos diferentes para dos tipos
de datos:
• Espacios de alta dimensionalidad: se ha demostrado que un hiper-
plano lineal puede ser usado para seleccionar un grupo adecuado de
características para clasificar un conjunto de muestras. Esta técnica
(apodada SVM-FES) se aplicó a la elección de un conjunto de carac-
terísticas para clasificar muestras en los modos L y H. (González et
al., 2010b). El espacio inicial de características estaba formado por 28
señales. Se consideraron dos ventanas temporales diferentes:
– ±100 ms: la tasa de aciertos de la clasificación en el espacio
original fue del 94.252% (usando 28 señales). El espacio de carac-
terísticas fue reducido a 11 señales obteniendo un porcentaje de
aciertos del 93.404% (únicamente 0.848% menor que el obtenido
en el espacio de características original).
– ±500 ms: el espacio inicial obtuvo una tasa de aciertos del
98.026% (28 señales). Este se redujo a 5 señales obteniendo una
tasa de aciertos en la clasificación del 97.436% (únicamente un
0.590% menos).
Usando estos modelos, se han alcanzado los siguientes objetivos:
– Dos exitosos modelos L/H han sido construidos. Además, un
clasificador L/H combinado ha sido construido utilizando las sa-
lidas de estos modelos.
– Se ha estudiado la importancia de las características a diferentes
distancias de la transición L/H. Se encontró que la clasificación de
los puntos L/H lejos de la transición era un problema casi lineal-
mente separable pero se volvía no separable cerca de la transición.
• Imágenes: RSIC es una novedosa metodología que ha demostrado su
valor para reducir la dimensionalidad de las imágenes en un problema
de clasificación. Dado un conjunto de imágenes pertenecientes a dos
o más clases, RSIC es capaz de localizar las regiones más adecuadas
para clasificar las imágenes. RSIC usa una medida de no conformi-
dad para evaluar el rendimiento de las regiones. En el experimento
llevado a cabo usando 1,272 imágenes del TJ-II Thomson scattering,
las imágenes fueron reducidas hasta el 16.49% de su tamaño original
obteniendo una tasa de aciertos en la clasificación del 95.27% frente
al 96.37% obtenido usando las imágenes completas (únicamente un
1.10% menor). Además, los tiempos de entrenamiento, calibración y
test fueron reducidos un 93.97%, 81.55% y un 81.82% respectivamente
(González et al., 2012d). Las principales ventajas de RSIC son:
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– La reducción de la dimensión de las imágenes. Esto acorta el
tiempo de CPU y el espacio de almacenamiento.
– La identificación de las ROIs. Esto ayuda a comprender la estruc-
tura de las imágenes.
Finalmente, se ha llevado a cabo un análisis de las transiciones L/H y
H/L. Por una parte, un localizador automático de transiciones L/H (ATD)
ha sido descrito. Esta es una novedosa técnica de localización de transiciones
L/H en señales del plasma que fue aplicada con éxito en dos dispositivos de
fusión, el JET (González et al., 2012a) y el DIII-D (Farias et al., 2012) con
pequeñas modificaciones. El desarrollo del ATD ha revelado la existencia de
dos tipos distintos de transiciones L/H:
• Transiciones con patrones claros: se caracterizan por una caída
inequívoca de la señal Dα y llevan a fases de ELMs de tipo I. En JET
y DIII-D, todas las transiciones con patrones claros fueron localizadas
correctamente por el ATD.
• Transiciones con patrones no claros: no existe una caída clara
de la señal Dα y están seguidas de fases de ELMs de tipo III antes
de acceder a un régimen de ELMs de tipo I. En JET, 96.83% de las
transiciones con patrones no claros fueron correctamente clasificadas
frente al 95.60% en DIII-D.
Usando leyes de escala, se ha demostrado que el acceso a modo H es
diferente en ambos tipos de transiciones y los resultados dados por el ATD
han sido validados. También se ha encontrado que la longitud del PCI (in-
tervalo de confianza de la predicción) está relacionada con la forma en la
que la potencia es inyectada al plasma: cuando es de forma abrupta, el PCI
es corto (≈ 200-300 ms) pero si la potencia se inyecta de forma lenta en el
plasma, el PCI es más largo.
La localización automática de transiciones L/H es especialmente rele-
vante para la fusión en dos aspectos:
• Las transiciones localizadas automáticamente aumentarán la signifi-
cancia estadística de los futuros estudios.
• Estas transiciones se usarán para calcular leyes de escala para predecir
la potencia requerida para acceder al modo H en dispositivos de fusión
futuros como ITER.
Por otra parte, CP se utilizó para crear modelos L/H y H/L guiados
por datos. Usando las medidas conformales, se encontró que los modelos
entrenados usando transiciones H/L son más adecuados para evaluar el modo
de confinamiento que los modelos entrenados usando las transiciones L/H
(González et al., 2012b).
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Trabajo Futuro
El trabajo desarrollado ha suscitado la aparición de algunos puntos intere-
santes que deben ser tratados en el futuro:
• Localización de diferentes fenómenos en el plasma usando UMEL: esta
tesis ha descrito la aplicación de UMEL para localizar ELMs, disrup-
ciones y dientes de sierra en señales y puntos calientes en películas del
infrarrojo pero existen más fenómenos del plasma que pueden ser lo-
calizados usando esta herramienta. Por ejemplo, los pellets pueden ser
seguidos usando películas y la existencia de islas magnéticas puede ser
detectada usando señales.
• El análisis de los perfiles de temperatura durante ELMs se ha limitado
a 2 ms después de los ELMs. Este análisis puede ser extendido para
estudiar la evolución completa del perfil desde el tiempo del ELM hasta
el tiempo donde el gradiente de temperatura del borde está comple-
tamente recuperado. El valor de la degradación puede ser medido en
cada instante después del ELM. Además, la nueva pared de la cámara
de vacío de JET (similar a la que tendrá ITER) proporciona una nueva
oportunidad de medir la degradación del gradiente de temperatura du-
rante los ELMs bajo nuevas condiciones.
• El análisis de la complejidad del modelo SVM-FES puede ser realizado
usando únicamente SVs y no SVs más errores: el extractor de carac-
terísticas descrito en esta tesis estima la complejidad de los modelos
usando el número de SVs. Estos SVs incluyen las muestras que están
mal clasificadas. Para realizar un estudio más preciso de la compleji-
dad, el número de errores podría ser restado del número total de SVs.
• Acerca de la metodología RSIC, ésta usa únicamente una región para
cada clase. Es posible que, para problemas de clasificación muy com-
plejos, se necesiten varias regiones. El rendimiento del sistema si se
elige más de una región por clase debería ser probado.
• La metodología ATD puede ser aplicada para localizar transiciones en
los nuevos pulsos de JET con la pared similar a la de ITER. Además, un
análisis en profundidad de los dos tipos de transiciones L/H detectadas
(patrones claros y no claros) debe ser realizado usando una base de
datos específica. El estudio del acceso a modo H es interesante puesto
que es un aspecto fundamental de ITER.
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Appendix B
Fisher’s Iris Data Set
Fisher’s Iris data set were published by Fisher in 1936 (Fisher, 1936) to probe
the usage of discriminant functions on classification. Since then, Fisher’s Iris
data set have been used as a benchmark to compare the results obtained by
several classification algorithms. This data set consists of the measurements
of the flowers of fifty plants each of the three species Iris setosa, Iris ver-
sicolor, and Iris virginica. It makes a total of 150 different flowers. The
measurements include the sepal length (SL), the sepal width (SW), the petal
length (PL) and the petal width (PW).
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Appendix C
Wine Data Set
The Wine data set is a public data set (Frank and Asuncion, 2010) containing
178 different wines grown in the same Italian region but by three different
cultivars. The data set contains 13 different measurements of wine qualities:
1. Alcohol (Alh)
2. Malic acid (MAc)
3. Ash (Ash)
4. Alcalinity of ash (Alc)
5. Magnesium (Mag)
6. Total phenols (TPh)
7. Flavanoids (Fla)
8. Non-flavanoid phenols (NFl)
9. Proanthocyanins (Pan)
10. Color intensity (CIn)
11. Hue (Hue)
12. OD280/OD315 of diluted wines (ODW)
13. Proline (Pli)
The wine’s classes contains 59, 71 and 48 samples respectively. All attributes
are continuous and there are no missing values.
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Appendix D
Semeion Handwritten Digit
Data Set
The Semeion handwritten digit data set was created by Tattile1 Srl. and
donated in 1994 to Semeion Research Center2. This is a public database and
can be found in the UCI machine learning repository (Frank and Asuncion,
2010).
It contains 1593 handwritten digits from 0 to 9 written by about 80
people. Each one of the handwritten digits consists of a binary square matrix
of 256 pixels where the pixels of the digit have value 1 and 0 the rest. The
numbers have been stretched to fit into the 16x16 pixels matrices. The
number of digits on each class can be found in Table D.1.
Figure D.1 contains an example of three different sets of digits in the
Semeion data set.
1Tattile Srl. via Gaetano Donizetti, 1-3-5, 25030 Mairano (Brescia), Italy
2Semeion Research Center of Sciences of Comunication, via Sersale 117, 00128 Rome,
Italy
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Character Number of Character Number ofexamples examples
0 161 5 159
1 162 6 161
2 159 7 158
3 159 8 155
4 161 9 158
Table D.1: Number of examples of each character in the Semeion handwrit-
ten digit data set
(a) Handwritten characters set 1
(b) Handwritten characters set 2
(c) Handwritten characters set 3
Figure D.1: Three different sets of the Semeion handwritten characters
Appendix E
Concrete Compressive Strength
Data Set
The concrete compressive strength data set contains 1,030 observations of the
concrete compressive strength. It was donated by Prof. I-Cheng Yeh from
the Department of Information Management of the Chung-Hua University,
Taiwan (Yeh, 1998) and it can be accessed from (Frank and Asuncion, 2010).
The concrete compressive strength is a function of age and ingredients
(explanatory variables). These variables include:
1. CMT: Cement (kg/m3)
2. BST: Blast Furnace Slag (kg/m3)
3. FLY: Fly Ash (kg/m3)
4. WTR: Water (kg/m3)
5. SUP: Superplasticizer (kg/m3)
6. CRS: Coarse Aggregate (kg/m3)
7. FIN: Fine Aggregate (kg/m3)
8. AGE: Age (days)
The dependent variable is the concrete compressive strength (MPa).
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Appendix F
List of signals and results of
the SVM-FES of the L/H
transition in JET
The initial set of 28 signals is made up of:
1. BNDIAM: β normalised with respect to the diamagnetic energy (A)
JET address: JPF/GS/BL-BNDIAM<S
2. BT: Toroidal magnetic field at R = 2.96 m (T)
JET address: PPF/MAGN/BVAC
3. ELO: Elongation boundary
JET address: PPF/EFIT/ELON
4. FDWDT: Time derivative of diamagnetic energy (A)
JET address: JPF/GS/BL-FDWDT<S
5. IPLA: Plasma current (A)
JET address: JPF/DA/C2-IPLA
6. LI: Plasma inductance (SI)
JET address: PPF/MG2/XLI
7. PTOT: Total heating power (W)
JET address: PPF/MG3/YTO
8. Q95: Safety factor (SI)
JET address: PPF/MG3/Q95
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9. TRIL: Lower triangulary
JET address: PPF/EFIT/TRIL
10. TRIU: Upper triangulary
JET address: PPF/EFIT/TRIU
11. XPRL: R coordinate lower X point (m)
JET address: PPF/EFIT/RXPL
12. XPZL: Z coordinate lower X point (m)
JET address: PPF/EFIT/ZXPL
13. LSPRI: R coordinate inner lower strike point (m)
JET address: PPF/EFIT/RSIL
14. LSPZI: Z coordinate inner lower strike point (m)
JET address: PPF/EFIT/ZSIL
15. LSPRO: R coordinate outer lower strike point (m)
JET address: PPF/EFIT/RSOL
16. LSPZO: R coordinate outer lower strike point (m)
JET address: PPF/EFIT/ZSOL
17. RIG: Radial inner gap (m)
JET address: PPF/EFIT/RIG
18. ROG: Radial outer gap (m)
JET address: PPF/EFIT/ROG
19. AD36: Dα inner view (p/s· cm2· sr)
JET address: PPF/S3AD/AD36
20. TOG: Top outer gap (m)
JET address: JPF/PF/SC-TOG<XS
21. RAD: Radiated power (W)
JET address: PPF/BOLO/TOPI
22. TE02: Electron temperature at PSI = 0.2 (eV)
Calculate from: PPF/KK3
23. CR0: Plasma minor radius (m)
JET address: PPF/EFIT/CR0
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24. RGEO: Plasma major radius (m)
JET address: PPF/EFIT/RGEO
25. LAD3: Line average electron density at the plasma core (p/m3)
JET address: PPF/KG1L/LAD3
26. LAD4: Line average electron density at the plasma edge (p/m3)
JET address: PPF/KG1L/LAD4
27. WDIA: Diamagnetic energy
Calculate from: PPF/BTLI/WDIA, chain 1
28. TE08: Electron temperature at PSI = 0.8 (eV)
Calculate from: PPF/KK3
The results of the SVM-FES of the ±100 ms model are shown in Tables
F.1, F.2 and F.3. Each column represents an iteration of the SVM-FES.
For each column, the signal with the lowest absolute coefficient is discarded.
Then, a new model of one dimension less is trained again and the process is
repeated until all the signals have been discarded. The signal discarded on
each iteration have been crossed out.
Tables F.4, F.5 and F.6 contains the results of the SVM-FES of the ±500
ms model.
The SVM-FES can be sped up if more than one feature are discarded on
each step. Tables F.7 and F.8 contains the SVM-FES of the ±100 ms and
±500 ms models respectively where 3 features are discarded on each step
of the process. Therefore, the 28 signals SVM-FES is reduced to 10 steps.
Figures F.1a and F.1b contain the numbers of SVs and the success rates of
the ±100 and ±500 ms models respectively.
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.1
60
-2
.5
05
-2
.7
07



-2
.9
49
R
IG
26
.6
19
26
.9
73
35
.0
22
31
.8
24
26
.4
44
20
.3
32
20
.0
12
26
.4
32
19
.6
78
14
.3
16
13
.6
75
R
O
G
15
.8
07
16
.0
47
14
.9
11
15
.7
62
16
.2
46
16
.4
18
16
.4
50
17
.8
50
12
.0
59
6.
86
4
6.
96
9
A
D
36
-9
.9
01
-1
0.
00
6
-1
0.
10
4
-1
0.
05
3
-1
0.
39
2
-1
0.
66
5
-1
0.
52
0
-1
0.
95
2
-1
1.
38
9
-1
1.
60
7
-1
1.
55
4
T
O
G
18
.8
06
19
.0
25
19
.9
73
18
.4
31
15
.5
10
15
.1
48
14
.9
85
16
.4
57
16
.2
38
15
.2
02
15
.1
44
R
A
D
-7
7.
24
0
-7
7.
06
4
-8
0.
93
1
-8
1.
64
1
-8
0.
46
3
-8
2.
16
1
-8
2.
37
7
-7
8.
73
6
-7
7.
38
1
-7
1.
74
6
-7
1.
90
2
T
E
02
4.
84
4
4.
75
4
5.
19
5
5.
10
6
5.
26
3
5.
44
1
5.
45
1
5.
58
6
6.
71
7
7.
02
5
7.
05
4
C
R
0
38
.7
95
39
.4
61
41
.3
51
41
.0
64
37
.8
32
37
.1
44
37
.3
74
43
.0
88
31
.2
79
21
.6
97
21
.5
09
R
G
E
O
13
.1
13
12
.5
77
6.
83
1
7.
63
3
11
.9
67
9.
11
5
7.
84
0
5.
74
9
3.
25
3



-0
.5
59
L
A
D
3
-1
5.
45
7
-1
5.
36
8
-1
5.
05
6
-1
4.
99
9
-1
4.
89
9
-1
3.
38
4
-1
3.
39
7
-1
2.
57
0
-1
2.
88
4
-1
3.
45
7
-1
3.
43
2
L
A
D
4
43
.3
46
43
.3
34
43
.4
18
43
.2
22
42
.8
35
40
.9
89
40
.9
60
39
.1
05
39
.6
13
39
.4
67
39
.4
49
W
D
IA
1.
35
3
1.
08
0


1.
08
4
T
E
08
11
2.
13
7
11
2.
31
2
10
9.
89
9
10
9.
71
0
10
5.
99
10
4.
84
4
10
4.
87
9
10
6.
21
0
10
3.
46
0
10
3.
95
8
10
3.
99
0
B
ia
s
-4
8.
04
0
-4
9.
32
9
-4
8.
54
8
-4
9.
42
5
-4
6.
19
0
-5
2.
20
3
-5
3.
27
7
-6
2.
37
4
-4
6.
37
7
-3
5.
75
0
-3
5.
65
8
Table F.1: JET ±100 ms model hyperplanes’ coefficients
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S
ig
n
al
H
yp
er
p
la
n
e
co
effi
ci
en
ts
B
N
D
IA
M
B
T
9.
07
8
8.
67
5
8.
34
4
7.
52
7
8.
07
7
8.
10
6
8.
12
9
8.
33
6
8.
32
4
7.
71
6
6.
40
1
E
L
O
F
D
W
D
T
IP
L
A
-1
.4
86



-0
.5
11
L
I
-8
.1
79
-8
.6
36
-8
.6
25
-9
.0
19
-7
.8
08
-5
.0
40
-5
.0
22
-3
.8
38



-3
.5
57
P
T
O
T
Q
95
6.
59
3
6.
03
0
5.
70
2
5.
58
4
6.
17
8
6.
31
3
6.
33
3
5.
51
4
5.
43
8


4.
61
2
T
R
IL



-1
.0
76
T
R
IU
4.
79
1
5.
15
3
5.
13
5
3.
82
6


2.
19
1
X
P
R
L
X
P
Z
L
-2
.2
47
-2
.8
22



-2
.8
36
L
S
P
R
I
L
S
P
Z
I
L
S
P
R
O
L
S
P
Z
O
R
IG
13
.3
61
17
.7
56
17
.8
11
4.
98
5
-3
.6
12
-2
.6
82



-2
.5
07
R
O
G
6.
83
0
8.
87
7
8.
89
9


3.
61
0
A
D
36
-1
1.
53
6
-1
0.
82
1
-1
0.
86
4
-1
0.
49
2
-1
2.
01
2
-9
.6
70
-9
.6
36
-1
0.
16
6
-1
0.
80
4
-1
3.
32
6
-1
1.
26
5
T
O
G
15
.9
72
17
.7
14
17
.5
70
12
.8
94
8.
42
7
4.
27
4
4.
28
3


2.
28
5
R
A
D
-7
2.
01
4
-7
2.
04
8
-7
2.
29
9
-7
7.
62
0
-7
9.
67
5
-8
3.
74
6
-8
3.
82
7
-8
6.
95
9
-7
7.
94
0
-4
9.
01
8
-1
7.
19
2
T
E
02
7.
08
1
7.
28
1
7.
21
2
7.
03
10
93
7.
38
9
8.
81
9
8.
85
1
8.
68
5
7.
36
6
5.
49
8


1.
69
7
C
R
0
21
.6
22
27
.7
41
27
.8
07
13
.8
65
2.
27
4



-0
.1
58
R
G
E
O
L
A
D
3
-1
3.
36
9
-1
3.
36
2
-1
3.
37
2
-1
3.
70
4
-8
.9
98
-7
.4
81
-7
.4
52
-2
.8
93
-4
.0
19
-1
2.
01
1
-1
8.
40
9
L
A
D
4
39
.4
09
39
.2
13
39
.3
08
39
.1
35
34
.6
46
32
.2
33
32
.1
91
26
.0
44
26
.0
81
34
.0
74
34
.9
36
W
D
IA
T
E
08
10
3.
83
6
10
3.
85
1
10
3.
84
2
97
.3
52
96
.2
88
91
.1
86
91
.2
44
90
.8
18
94
.6
33
97
.9
93
10
1.
81
5
B
ia
s
-3
6.
42
2
-4
3.
60
7
-4
3.
66
0
-2
6.
12
1
-1
4.
10
7
-1
3.
00
1
-1
3.
21
9
-1
4.
23
9
-1
3.
49
8
-1
4.
31
9
-1
0.
02
9
Table F.2: JET ±100 ms model hyperplanes’ coefficients, cont. 1
296 Appendix F. List of signals and results of the SVM-FES in JET
S
ig
n
al
H
yp
er
p
la
n
e
co
effi
ci
en
ts
B
N
D
IA
M
B
T


6.
20
6
E
L
O
F
D
W
D
T
IP
L
A
L
I
P
T
O
T
Q
95
T
R
IL
T
R
IU
X
P
R
L
X
P
Z
L
L
S
P
R
I
L
S
P
Z
I
L
S
P
R
O
L
S
P
Z
O
R
IG
R
O
G
A
D
36
-1
0.
86
1



-1
1.
88
7
T
O
G
R
A
D
-1
5.
41
3
-3
8.
14
2
-4
6.
47
9
-7
3.
29
7



-4
3.
10
3
T
E
02
C
R
0
R
G
E
O
L
A
D
3
-1
8.
56
3
-1
8.
70
2



-2
3.
24
4
L
A
D
4
34
.4
81
34
.5
05
37
.7
96


9.
73
6
W
D
IA
T
E
08
11
0.
57
6
62
.1
70
64
.4
67
72
.4
80
90
.6
19
B
ia
s
-9
.5
11
-2
.7
96
-2
.3
31
-3
.1
35
-2
.9
92
Table F.3: JET ±100 ms model hyperplanes’ coefficients, cont. 2
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S
ig
n
al
H
yp
er
p
la
n
e
co
effi
ci
en
ts
B
N
D
IA
M
-3
.5
68
-3
.3
63
-3
.3
84
-3
.4
25
-3
.9
22
-4
.1
14
-4
.2
67
-4
.2
83



-0
.8
89
B
T
9.
86
3
9.
85
9
9.
82
8
9.
81
8
10
.2
77
9.
71
0
8.
36
3
8.
35
8
7.
99
4
7.
83
9
6.
72
2
E
L
O
9.
45
6
9.
33
6
9.
11
2
10
.3
22
10
.4
97
12
.5
87
13
.7
57
13
.5
77
12
.5
35
12
.6
47
12
.2
19
F
D
W
D
T



-0
.5
19
IP
L
A
-3
.5
98
-3
.6
04
-3
.5
45
-3
.4
17
-4
.2
34



-2
.3
20
L
I
-3
.6
11
-3
.6
19
-3
.6
44
-3
.5
71
-4
.1
93
-5
.4
23
-5
.3
11
-5
.3
57
-5
.6
11
-5
.3
11
-4
.9
99
P
T
O
T
-1
.7
87
-1
.7
79
-1
.7
66
-1
.7
67



-1
.7
00
Q
95
5.
23
3
5.
26
9
5.
24
8
5.
24
4
5.
71
2
4.
70
7
3.
31
5
3.
30
4
2.
99
0


2.
93
1
T
R
IL
-3
3.
43
3
-3
2.
64
0
-3
2.
05
9
-3
2.
03
3
-3
7.
33
5
-5
8.
42
6
-6
4.
41
9
-6
5.
97
2
-5
5.
20
7
-5
2.
99
7
-1
1.
56
1
T
R
IU
3.
34
4
3.
34
7
3.
31
6
2.
97
1
3.
77
8
3.
97
2
3.
65
5
3.
65
3
4.
41
4
4.
32
6
6.
02
6
X
P
R
L
-2
0.
89
7
-2
0.
37
5
-1
9.
95
8
-1
9.
63
4
-2
2.
34
2
-3
4.
83
2
-3
8.
75
8
-3
9.
64
8
-3
2.
61
5
-3
1.
57
2
-6
.4
11
X
P
Z
L
0.
74
4


0.
44
5
L
S
P
R
I
1.
46
0
1.
45
6
1.
28
4


1.
02
1
L
S
P
Z
I
-0
.8
61
-0
.7
12



-0
.4
43
L
S
P
R
O
-2
.9
86
-2
.8
39
-2
.6
12
-2
.4
27
-2
.6
29
-4
.5
73
-4
.8
70
-5
.0
04
-4
.7
54
-4
.3
03



-2
.5
76
L
S
P
Z
O
-3
.5
71
-3
.5
21
-3
.4
18
-3
.3
13
-3
.0
98
-4
.7
53
-5
.0
90
-5
.1
86
-4
.7
73
-4
.5
63
-3
.4
86
R
IG
32
.3
06
32
.4
66
32
.6
48
31
.6
53
31
.3
51
50
.1
00
52
.9
19
53
.5
13
45
.3
29
42
.4
44
28
.5
00
R
O
G
7.
42
5
7.
58
1
7.
61
2
6.
96
9
7.
00
4
5.
61
8
5.
91
1
5.
71
7
6.
73
0
7.
10
7
11
.0
28
A
D
36
-1
9.
17
2
-1
9.
23
9
-1
9.
25
6
-1
9.
13
0
-1
9.
15
9
-1
8.
91
6
-1
8.
87
3
-1
9.
12
2
-1
9.
25
2
-1
9.
54
9
-1
7.
80
8
T
O
G
26
.9
73
26
.9
72
26
.7
68
27
.4
85
29
.2
66
34
.2
85
35
.2
72
35
.1
73
33
.6
40
32
.6
82
31
.4
94
R
A
D
-2
.7
63
-2
.7
76
-2
.7
83
-2
.4
38
-2
.6
54
-2
.6
59



-2
.5
27
T
E
02
9.
15
9
9.
08
7
9.
11
9
9.
24
9
9.
32
2
8.
51
2
8.
28
1
7.
80
3
7.
30
4
7.
19
4
3.
13
8
C
R
0
30
.5
91
30
.9
21
31
.0
27
30
.2
69
30
.0
67
34
.8
20
36
.2
63
35
.9
28
35
.0
94
34
.3
31
39
.8
68
R
G
E
O
13
.6
99
13
.2
32
12
.7
75
12
.2
20
15
.6
52
14
.3
86
17
.2
31
17
.5
08
16
.4
90
17
.5
37
4.
69
9
L
A
D
3
-3
3.
03
0
-3
2.
99
8
-3
2.
96
8
-3
3.
02
3
-3
3.
63
4
-3
5.
88
3
-3
5.
38
3
-3
5.
35
3
-3
5.
12
6
-3
5.
28
5
-3
6.
37
0
L
A
D
4
53
.0
75
53
.1
14
53
.0
60
53
.1
51
54
.1
62
56
.8
82
56
.4
53
56
.2
91
55
.6
88
55
.7
37
54
.6
23
W
D
IA
2.
39
6
2.
09
9
2.
11
6
2.
14
3
2.
55
4
2.
53
0
2.
59
2


2.
60
0
T
E
08
38
7.
79
8
38
7.
82
7
38
7.
84
0
38
8.
18
9
38
6.
97
0
38
2.
24
4
38
3.
93
4
38
6.
94
6
38
6.
35
0
38
4.
82
5
38
4.
61
5
B
ia
s
-3
5.
67
0
-3
6.
38
3
-3
6.
63
5
-3
6.
58
24
00
-3
4.
12
5
-2
8.
97
5
-2
8.
66
6
-2
7.
34
3
-3
0.
82
2
-3
1.
47
5
-5
4.
84
4
Table F.4: JET ±500 ms model hyperplanes’ coefficients
298 Appendix F. List of signals and results of the SVM-FES in JET
S
ig
n
al
H
yp
er
p
la
n
e
co
effi
ci
en
ts
B
N
D
IA
M
B
T
6.
54
8
6.
53
8
6.
53
0
6.
70
8
6.
61
4
6.
64
7
6.
95
3
7.
11
9
7.
30
6
7.
46
2
6.
84
2
E
L
O
15
.3
02
15
.2
74
13
.6
67
12
.6
33
12
.4
42
12
.6
70
15
.5
36
10
.7
09
6.
73
3
6.
95
4


0.
71
2
F
D
W
D
T
IP
L
A
L
I
-4
.4
19
-4
.4
13
-4
.6
85
-5
.7
15
-5
.7
42



-5
.6
43
P
T
O
T
Q
95
T
R
IL



-0
.8
71
T
R
IU
5.
54
7
5.
54
6
5.
92
2
6.
63
8
6.
62
1
6.
30
5


2.
88
8
X
P
R
L
-1
.1
30



-0
.5
82
X
P
Z
L
L
S
P
R
I
L
S
P
Z
I
L
S
P
R
O
L
S
P
Z
O
-1
.3
84
-1
.3
88



-0
.9
12
R
IG
23
.0
99
23
.1
50
20
.1
36
20
.5
04
20
.5
36
23
.9
21
26
.1
47
7.
18
8



-1
.6
40
R
O
G
11
.5
84
11
.5
90
10
.9
80
11
.6
32
11
.4
64
10
.9
53
10
.1
90


3.
89
3
A
D
36
-1
9.
06
1
-1
9.
07
9
-1
9.
00
7
-1
8.
57
1
-1
8.
15
0
-1
8.
03
7
-1
8.
52
6
-1
9.
16
2
-1
9.
93
4
-1
9.
66
8
-1
8.
34
0
T
O
G
33
.0
10
32
.9
64
31
.3
63
32
.1
29
31
.8
59
31
.9
21
27
.8
12
15
.8
79
9.
39
9
9.
60
2
2.
30
5
R
A
D
T
E
02
1.
63
7
1.
55
1
1.
37
5


1.
78
4
C
R
0
41
.3
47
41
.5
17
38
.5
86
40
.2
01
39
.8
69
40
.6
47
37
.8
11
13
.8
23
2.
19
1


3.
58
2
R
G
E
O
2.
94
3
2.
34
0
2.
82
7
3.
21
5


2.
87
2
L
A
D
3
-3
6.
22
2
-3
6.
22
4
-3
6.
46
0
-3
5.
38
9
-3
5.
39
2
-3
5.
60
5
-3
0.
43
5
-2
4.
73
5
-2
3.
57
6
-2
2.
46
0
-2
4.
78
8
L
A
D
4
54
.2
56
54
.2
50
54
.7
17
53
.4
63
53
.3
54
53
.5
52
48
.0
10
42
.0
60
41
.2
18
39
.4
24
40
.7
76
W
D
IA
T
E
08
37
9.
29
9
37
9.
64
9
38
0.
39
0
37
9.
41
9
38
9.
06
9
38
9.
07
4
39
0.
93
4
39
1.
56
6
37
9.
29
2
38
3.
64
4
38
4.
28
6
B
ia
s
-6
4.
21
2
-6
4.
68
5
-6
0.
91
1
-6
2.
20
2
-6
1.
42
8
-6
1.
83
9
-6
3.
41
6
-3
3.
22
7
-1
7.
84
2
-1
9.
60
4
-1
1.
69
5
Table F.5: JET ±500 ms model hyperplanes’ coefficients, cont. 1
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S
ig
n
al
H
yp
er
p
la
n
e
co
effi
ci
en
ts
B
N
D
IA
M
B
T
6.
64
6


6.
71
9
E
L
O
F
D
W
D
T
IP
L
A
L
I
P
T
O
T
Q
95
T
R
IL
T
R
IU
X
P
R
L
X
P
Z
L
L
S
P
R
I
L
S
P
Z
I
L
S
P
R
O
L
S
P
Z
O
R
IG
R
O
G
A
D
36
-1
7.
72
0
-1
7.
80
9



-2
0.
31
7
T
O
G


1.
88
0
R
A
D
T
E
02
C
R
0
R
G
E
O
L
A
D
3
-2
6.
08
4
-2
7.
10
2
-3
3.
06
1



-4
1.
24
9
L
A
D
4
42
.1
64
43
.2
07
49
.9
10
56
.4
38


8.
43
5
W
D
IA
T
E
08
38
1.
23
4
37
4.
42
5
24
5.
74
0
24
2.
97
4
17
6.
37
8
B
ia
s
-1
0.
99
1
-1
0.
50
9
-4
.7
56
-4
.3
71
-4
.2
32
Table F.6: JET ±500 ms model hyperplanes’ coefficients, cont. 2
300 Appendix F. List of signals and results of the SVM-FES in JET
S
ig
n
al
H
yp
er
p
la
n
e
co
effi
ci
en
ts
B
N
D
IA
M
-2
.6
80



-1
.0
77
B
T
10
.0
19
10
.0
22
7.
35
1
7.
65
6
7.
13
5
8.
03
6
8.
33
6


7.
74
4
E
L
O
-5
.0
32
-6
.4
82



-4
.5
54
F
D
W
D
T



-0
.6
09
IP
L
A
-4
.3
74



-4
.0
62
L
I
-8
.4
04
-9
.3
48
-8
.5
56
-7
.3
53
-7
.9
68
-5
.1
14



-3
.8
37
P
T
O
T



-0
.9
37
Q
95
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Table F.7: JET ±100 ms model hyperplanes’ coefficients discarding 3 fea-
tures per step
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Table F.8: JET ±500 ms model hyperplanes’ coefficients discarding 3 fea-
tures per step
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(a) ±100 ms model
(b) ±500 ms model
Figure F.1: Success rates and numbers of SVs of the models trained in the
SVM-FES discarding 3 features per step
Appendix G
PCA loadings of the L/H
transition in JET
This Appendix contains the PCA loadings computed in Section 5.1.1.2.
Using the scree plot in Figure 5.5a it is not possible to determine the
optimum number of PCs in the resulting feature space. Thus, an alterna-
tive method for determining the number of PCs has been used: the Kaiser-
Guttman rule (see Section 3.2.2.2). Using this rule, the PCs with a variance
value larger than the mean variance of any single original component are
retained, i.e. the PCs with a percentage of the variance larger than 100/n
where n is the number of dimensions in the original space. In this case, all
the PCs that cover a percentage of the variance larger than 100/28 = 3.5714
are retained. The first six PCs of the ±100 model fulfil this condition. Their
loadings are shown in Table G.1.
In the case of the ±500 ms model the seven first PCs have a percentage
of the variance larger than 3.5714. Table G.2 contains their loadings.
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Signal PC1 PC2 PC3 PC4 PC5 PC6
BNDIAM 0.0422 0.0225 -0.0943 0.1425 -0.0763 0.4599
BT 0.182 0.4303 0.1182 0.248 -0.1545 0.0263
ELO -0.1638 -0.1368 0.0203 -0.0078 0.3388 -0.0643
FDWDT 0.0128 -0.0174 -0.0114 0.0482 -0.0184 0.1213
IPLA -0.0065 0.4032 -0.0649 0.1533 0.1276 -0.0311
LI 0.0812 0.1255 0.3257 -0.0868 -0.1047 0.0988
PTOT -0.0327 -0.2167 -0.3224 -0.1082 -0.3187 -0.2995
Q95 -0.1411 0.1495 -0.1209 0.0204 0.3338 -0.1467
TRIL -0.3281 -0.0176 -0.054 0.1087 -0.0926 0.0209
TRU -0.335 0.0621 0.3073 -0.2907 0.4723 0.1879
XPRL 0.2095 0.0344 -0.3994 -0.0378 0.1943 0.0414
XPZL -0.1303 0.3492 -0.1136 -0.258 -0.275 -0.0692
LSPRI 0.0083 -0.12 0.0404 0.0089 0.151 0.2354
LSPZI -0.5275 0.2263 0.2187 -0.0763 -0.3646 0.0939
LSPRO 0.2707 0.2933 -0.1879 -0.5137 0.0823 0.0995
LSPZO -0.1798 -0.1909 0.109 0.3142 -0.0602 -0.0662
RIG -0.2913 0.0566 -0.3524 0.0656 0.0809 0.0558
ROG -0.0525 0.3105 0.019 -0.0371 0.0889 -0.1669
AD36 -0.0235 -0.0417 -0.0136 -0.1167 0.0197 0.0523
TOG -0.0117 0.1263 -0.1531 0.0794 -0.1445 0.1095
RAD -0.0196 -0.0215 -0.0297 -0.0415 -0.0006 -0.0012
TE02 -0.0667 -0.194 -0.0141 -0.1552 0.0189 -0.0131
CR0 0.2995 -0.156 0.3061 -0.0676 -0.1241 -0.0456
RGEO -0.212 -0.035 -0.3502 0.1004 -0.0009 0.0538
LAD3 -0.0811 -0.1752 -0.0463 -0.4013 -0.1729 0.1847
LAD4 -0.0783 -0.1394 -0.0477 -0.2861 -0.1449 0.15
WDIA 0.0723 -0.0185 -0.1066 0.1742 -0.0354 0.6471
TE08 -0.0124 -0.0308 -0.0046 -0.0233 -0.0101 0.0053
Table G.1: JET ±100 ms model PCA loadings
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Signal PC1 PC2 PC3 PC4 PC5 PC6 PC7
BNDIAM 0.0063 0.0481 -0.0129 0.1437 -0.1168 0.2297 -0.3437
BT -0.1541 0.3475 -0.1028 -0.1181 -0.5682 -0.1576 0.3173
ELO 0.1813 -0.0672 0.0065 -0.0421 0.2395 -0.1259 0.3122
FDWDT 0.0127 -0.0164 0.0102 0.0102 -0.0246 -0.0135 -0.0145
IPLA 0.0315 0.4191 0.0113 0.011 -0.1096 -0.3262 -0.0703
LI -0.0852 0.0332 0.0606 -0.359 -0.1038 0.0001 -0.4908
PTOT 0.1975 -0.2161 0.3391 0.2454 -0.3144 -0.5141 -0.1774
Q95 0.1601 0.2178 0.0407 0.0557 0.3436 -0.477 -0.2765
TRIL 0.3409 0.0096 -0.0733 0.0686 -0.1534 -0.0035 -0.0475
TRU 0.3917 0.0676 0.2446 -0.4787 0.2847 0.0074 -0.0391
XPRL -0.1879 0.1218 0.0883 0.3321 0.2677 0.1017 0.1168
XPZL 0.1315 0.293 0.093 -0.0734 -0.1283 0.1232 0.0458
LSPRI 0.0044 -0.0902 -0.0693 -0.0345 0.1365 0.1493 -0.0871
LSPZI 0.4193 0.1503 -0.2288 -0.2929 -0.1483 0.2317 -0.0276
LSPRO -0.2157 0.2801 0.5813 -0.0336 0.0788 0.173 -0.0002
LSPZO 0.1408 -0.179 -0.3748 0.0213 -0.0453 -0.0959 0.0018
RIG 0.3002 0.162 -0.0058 0.2945 0.0571 0.1126 0.0691
ROG -0.0357 0.3253 0.0289 -0.0833 0.0365 -0.022 0.1872
AD36 0.0288 -0.0298 0.0619 -0.0007 -0.0024 0.0131 0.0162
TOG -0.0131 0.1532 -0.0035 0.1867 -0.1389 0.178 -0.3
RAD 0.0136 -0.0088 0.0218 0.0073 -0.0083 -0.0116 0.0065
TE02 0.0374 -0.0939 0.0848 0.0062 -0.0551 -0.0535 -0.0473
CR0 -0.2888 -0.2761 -0.0159 -0.2648 -0.0691 -0.1549 -0.044
RGEO 0.2539 0.0563 -0.0324 0.3363 0.0064 0.0573 0.0396
LAD3 0.1732 -0.2309 0.3506 -0.0164 -0.1806 0.1439 0.1297
LAD4 0.1844 -0.2372 0.3387 0.0009 -0.2204 0.1317 0.1771
WDIA 0.0034 0.0166 -0.0008 0.1448 -0.1052 0.2323 -0.3433
TE08 0.0085 -0.0133 0.012 0.0045 -0.0098 -0.0086 -0.0039
Table G.2: JET ±500 ms model PCA loadings

Appendix H
List of signals required by the
ATD models in JET
The signals required by the models of the ATD methodology are:
• ±100 ms model
1. BT: Toroidal magnetic field at R = 2.96 m (T)
JET address: PPF/MAGN/BVAC
2. AD36: Dα inner view (p/s· cm2· sr)
JET address: PPF/S3AD/AD36
3. TE08: Electron temperature at PSI = 0.8 (eV)
Calculate from: PPF/KK3
4. LAD3: Line average electron density at the plasma core (p/m3)
JET address: PPF/KG1L/LAD3
5. LAD4: Line average electron density at the plasma edge (p/m3)
JET address: PPF/KG1L/LAD4
6. LI: Plasma inductance (SI)
JET address: PPF/MG2/XLI
7. Q95: Safety factor at PSI = 0.95 (SI)
JET address: PPF/MG3/Q95
8. RIG: Radial inner gap (m)
JET address: PPF/EFIT/RIG
9. TOG: Top outer gap (m)
JET address: JPF/PF/SC-TOG<XS
10. RAD: Radiated power (W)
JET address: PPF/BOLO/TOPI
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11. TE02: Electron temperature at PSI = 0.2 (eV)
Calculate from: PPF/KK3
• ±500 ms model
1. BT: Toroidal magnetic field at R = 2.96 m (T)
JET address: PPF/MAGN/BVAC
2. AD36: Dα inner view (p/s· cm2· sr)
JET address: PPF/S3AD/AD36
3. TE08: Electron temperature at PSI = 0.8 (eV)
Calculate from: PPF/KK3
4. LAD3: Line average electron density at the plasma core (p/m3)
JET address: PPF/KG1L/LAD3
5. LAD4: Line average electron density at the plasma edge (p/m3)
JET address: PPF/KG1L/LAD4
Appendix I
List of signals required by the
ATD models in DIII-D
The signals required by the models of the ATD methodology are:
• ±50 ms model
1. FS04DA: Dα signal
2. DENSITY: Plasma electron density
3. ECH PWR: ECH input power
4. IP: Plasma current
5. PRAD TOT: Radiated power
6. TOT PWR: Total input power
• ±100 ms model
1. FS04DA: Dα signal
2. DENSITY: Plasma electron density
3. POH: Ohmic input power
4. PRAD TOT: Radiated power
5. TOT PWR: Total input power
309

Bibliography
Abdi, H. and Williams, L. J. Principal component analysis. Wiley Inter-
disciplinary Reviews: Computational Statistics, vol. 2(4), pages 433–459,
2010.
Acero, A., Alberto, A., Blanco, F., Blanco, J., an J. A. Fábregas,
F. C., Flores, L. A., Giménez, M., González, P., Guasp, J., Isea,
R., de Guevara, P. L., Mayo, R., Montes, E., Muñoz, A., Ro-
dríguez, M., Rubio-Montero, A. J., Serradilla, E. and Troiani,
S. Grid and supercomputing activities at the ICT division of CIEMAT.
In Proceedings of the Iberian Grid Infrastructure Conference 2009 (IBER-
GRID 2009), vol. 3, pages 126–136. 2009.
Alejaldre, C., Alonso, J., Almoguera, L., Ascasíbar, E., Baciero,
A., Balbín, R., Blaumoser, M., Botija, J., Brañas, B., de la Cal,
E., Cappa, A., Carrasco, R., Castejón, F., Cepero, J. R., Cremy,
C., Doncel, J., Dulya, C., Estrada, T., Fernández, A., Francés,
M., Fuentes, C., García, A., García-Cortés, I., Guasp, J., Her-
ranz, J., Hidalgo, C., Jiménez, J. A., Kirpitchev, I., Krivenski,
V., Labrador, I., Lapayese, F., Likin, K., Liniers, M., López-
Fraguas, A., López-Sánchez, A., de la Luna, E., Martín, R.,
Martínez, A., Medrano, M., Méndez, P., McCarthy, K., Med-
ina, F., van Milligen, B., Ochando, M., Pacios, L., Pastor, I.,
Pedrosa, M. A., de la Peña, A., Portas, A., Qin, J., Rodríguez-
Rodrigo, L., Salas, A., Sánchez, E., Sánchez, J., Tabarés, F.,
Tafalla, D., Tribaldos, V., Vega, J., Zurro, B., Akulina, D.,
Fedyanin, O. I., Grebenshchicov, S., Kharchev, N., Meshch-
eryakov, A., Barth, R., van Dijk, G., van der Meiden, H. and
Petrov, S. First plasmas in the TJ-II flexible heliac. Plasma Physics
and Controlled Fusion, vol. 41(3A), pages A539–A548, 1999.
Boser, B., Guyon, I. and Vapnik, V. A training algorithm for optimal
margin classifiers. Fifth Annual Workshop on Computational Learning
Theory , pages 144–152, 1995.
311
312 References
Bradley, A. The use of the area under the roc curve in the evaluation
of machine learning algorithms. Pattern Recognition, vol. 30(7), pages
1145–1159, 1997.
Breiman, L., Friedman, J. H.,Olshen, R. A. and Stone, C. J. Classifi-
cation and regression trees. Belmont, CA, Chapman and Hall, Wadsworth,
1984. ISBN 978-0412048418.
Brooks, N. H., Petersen, P. and DIII-D Group. Initial conditioning
of the vessel wall and the graphite limiters in DIII-D. Journal of Nuclear
Materials, vol. 145-147, pages 770–774, 1987.
Burke, B. The World According to Wavelets. A K Peters, 1996. ISBN
1-56881-047-4.
Burrell, K. H., Ejima, S., Schissel, D. P., Brooks, N. H., Callis,
R. W., Carlstrom, T. N., Colleraine, A. P., DeBoo, J. C., Fuku-
moto, H., Groebner, R. J., Hill, D. N., Hong, R.-M., Hosogane,
N., Jackson, G. L., Jahns, G. L., Janeschitz, G., Kellman, A. G.,
Kim, J., Lao, L. L., Lee, P., Lohr, J. M., Luxon, J. L., Mahdavi,
M. A., Moeller, C. P., Ohyabu, N., Osborne, T. H., Overskei, D.,
Petersen, P. I., Petrie, T. W., Phillips, J. C., Prater, R., Scov-
ille, J. T., Seraydarian, R. P., Shimada, M., Sleaford, B. W.,
Snider, R. T., Stambaugh, R. D., Stav, R. D., St. John, H. E.,
Stockdale, R., Strait, E. J., Taylor, T., Tooker, J. F. and Ya-
maguchi, S. Observation of an improved energy-confinement regime in
neutral-beam–heated divertor discharges in the DIII-D tokamak. Physical
Review Letters, vol. 59(13), pages 1432–1435, 1987.
Cannas, B., Cau, F., Fanni, A., Sonato, P., Zedda, M. K. and JET-
EFDA contributors. Automatic disruption classification at JET: com-
parison of different pattern recognition techniques. Nuclear Fusion, vol.
46(7), pages 699–708, 2006.
Chatterjee, S. and Hadi, A. S. Regression Analysis by Example. Wiley-
Interscience, 2006. ISBN 978-0-471-74696-6.
Cherkassky, V. and Mulier, F. Learning from data: concepts, theory
and methods. John Wiley and Sons, 1998. ISBN 978-0-471-68182-3.
Cipolla, C. M. The economic history of world population. Penguin, 1972.
ISBN 0-140-20537-3.
Cortes, C. and Vapnik, V. Support-Vector Networks. Machine Learning ,
vol. 20, pages 273–297, 1995.
References 313
Craciunescu, T., Murari, A., Tiseanu, I. and Lang, P. Motion es-
timation within the mpeg video compressed domain for JET plasma di-
agnostics. Nuclear Instruments and Methods in Physics Research Section
A: Accelerators, Spectrometers, Detectors and Associated Equipment , vol.
659(1), pages 467–476, 2011.
Daw, C. S., Finney, C. E. A. and Tracy, E. R. A review of symbolic
analysis of experimental data. Review of Scientific Instruments, vol. 74(2),
pages 915–930, 2003.
Dormido-Canto, S., Farias, G., Dormido, R., Vega, J., Sánchez,
J., Duro, N., Vargas, H., Rattá, G., Pereira, A. and Portas,
A. Structural pattern recognition methods based on string comparison for
fusion databases. Fusion Engineering and Design, vol. 83(2-3), pages 421–
424, 2008. Proceedings of the 6th IAEA Technical Meeting on Control,
Data Acquisition, and Remote Participation for Fusion Research.
Dormido-Canto, S., Farias, G., Dormido, R., Vega, J., Sánchez,
J., Santos, M. and the TJ-II Team. TJ-II wave forms analysis with
wavelets and support vector machines. Review of Scientific Instruments,
vol. 75(10), pages 4254–4257, 2004.
Dormido-Canto, S., Farias, G., Vega, J., Dormido, R., Sánchez, J.,
Duro, N., Santos, M., Martin, J. A. and Pajares, G. Search and
retrieval of plasma wave forms: structural pattern recognition approach.
Review of Scientific Instruments, vol. 77, page 10F514, 2006.
Doyle, E. J., Groebner, R. J., Burrell, K. H., Gohil, P., Lehecka,
T., N. C. Luhmann, J., Matsumoto, H., Osborne, T. H., Peebles,
W. A. and Philipona, R. Modifications in turbulence and edge electric
fields at the L–H transition in the DIII-D tokamak. Physics of Fluids B:
Plasma Physics, vol. 3(8), pages 2300–2307, 1991.
Draper, N. R. and Smith, H. Applied Regression Analysis. Wiley & Sons,
1998. ISBN 0-471-17082-8.
Duro, N., Dormido, R., Vega, J., Dormido-Canto, S., Farias, G.,
Sánchez, J., Vargas, H., Murari, A. and JET-EFDA contribu-
tors. Automated recognition system for ELM classification in JET. Fu-
sion Engineering and Design, vol. 84(2-6), pages 712–715, 2009. Proceed-
ing of the 25th Symposium on Fusion Technology (SOFT-25).
Eddington, A. S. The Internal Constitution of the stars. Cambridge
University Press, 1926. ISBN 978-05-21-33708-3.
EFDA-JET. EFDA-JET website. 2012. Available at http://www.efda.
org/jet/.
314 References
Egan, J. P. Signal detection theory and ROC analysis. Series in Cognition
and Perception. Academic Press, 1975.
Erckmann, V., Wagner, F., Baldzuhn, J., Brakel, R., Burhenn,
R., Gasparino, U., Grigull, P., Hartfuss, H. J., Hofmann,
J. V., Jaenicke, R., Niedermeyer, H., Ohlendorf, W., Rudyj,
A., Weller, A., Bogdanov, S. D., Bomba, B., Borschegovsky,
A. A., Cattanei, G., Dodhy, A., Dorst, D., Elsner, A., Endler,
M., Geist, T., Giannone, L., Hacker, H., Heinrich, O., Herre,
G., Hildebrandt, D., Hiznyak, V. I., Il’in, V. I., Kasparek, W.,
Karger, F., Kick, M., Kubo, S., Kuftin, A. N., Kurbatov, V. I.,
Lazaros, A., Malygin, S. A., Malygin, V. I., McCormick, K.,
Müller, G. A., Orlov, V. B., Pech, P., Roi, I. N., Sardei, F., Sat-
tler, S., Schneider, F., Schneider, U., Schüller, P. G., Siller,
G., Stroth, U., Tutter, M., Unger, E., Wolff, H., Würsching,
E. and Zöpfel, S. H mode of the W 7-AS stellarator. Physical Review
Letters, vol. 70(14), pages 2086–2089, 1993.
Estrada, T., Ascasíbar, E., Happel, T., Hidalgo, C., Blanco, E.,
Jiménez-Gómez, R., Liniers, M., López-Bruna, D., Tabarés, F.
and Tafalla, D. L-H transition experiments in TJ-II. Contributions to
Plasma Physics, vol. 50(6-7), pages 501–506, 2010.
Farias, G., Dormido, R., Santos, M. and Duro, N. Image classifier for
the TJ-II Thomson scattering diagnostic: Evaluation with a feed forward
neural network. Lecture Notes in Computer Science, vol. 3562, pages 362–
381, 2005.
Farias, G., Dormido-Canto, S., Vega, J., Sánchez, J., Duro, N.,
Dormido, R., Ochando, M., Santos, M. and Pajares, G. Searching
for patterns in tj-ii time evolution signals. Fusion Engineering and Design,
vol. 81(15-17), pages 1993–1997, 2006. 5th IAEA Technical Meeting on
Control, Data Acquisition, and Remote Participation for Fusion Research.
Farias, G., Vega, J., González, S., Pereira, A., Lee, X., Schissel,
D. and Gohil, P. Automatic determination of L/H transition times in
DIII-D through a collaborative distributed environment. Fusion Engi-
neering and Design, 2012. 8th IAEA Technical Meeting on Control, Data
Acquisition and Remote Participation for Fusion Research 2011, San Fran-
cisco, California, USA. In press.
Fawcett, T. An introduction to ROC analysis. Pattern Recognition Letters,
vol. 27(8), pages 861–874, 2006.
Fisher, R. A. The use of multiple measurements in taxonomic problems.
Annals of Human Genetics, vol. 7(2), pages 179–188, 1936.
References 315
Flach, P. and Wu, S. Repairing concavities in ROC curves. In Proceedings
of the 2003 UK Workshop on Computational Intelligence, pages 38–44.
Springer-Verlag, 2003.
Frank, A. and Asuncion, A. UCI machine learning repository. 2010.
Available at http://archive.ics.uci.edu/ml.
Laboratorio Nacional de Fusion. Laboratorio Nacional de Fusion,
diagnostics website. 2011. Available at http://fusionwiki.ciemat.es/
fusionwiki/index.php/TJ-II#Diagnostics.
Laboratorio Nacional de Fusion. Laboratorio Nacional de Fusion
website. 2012. Available at http://www-fusion.ciemat.es/New_fusion/
en/.
Fusion for Energy. Annual Activity Report 2010 . European Communi-
ties, 2011. ISBN 978-92-9214-012-0.
Gammerman, A., Vock, V. and Vapnik, V. Learning by transduction. In
Proceedigns of the 14th Conference on Uncertainty in Artificial Intelligence
(UAI’98), pages 148–155. 1998.
Gammerman, A. and Vovk, V. Hedging predictions in machine learning.
The Computer Journal , vol. 50(2), pages 151–163, 2007.
Gauthier, E., Andrew, P., Arnoux, G., Corre, Y. and Roche, H.
Plasma wall interaction during ELMs in JET. Journal of Nuclear Ma-
terials, vol. 363–365, pages 1026–1031, 2007. Proceedings of the 17th
Plasma-Surface Interactions conference.
General Atomics. DIII-D website. 2012. Available at https://fusion.
gat.com/global/DIII-D.
Giannone, L., Sips, A. C. C., Kardaun, O., Spreitler, F., Suttrop,
W. and the ASDEX Upgrade Team. Regime identification in asdex
upgrade. Plasma Physics and Controlled Fusion, vol. 46(5), pages 835–
856, 2004.
González, S., Vega, J., Murari, A., Pereira, A., Beurskens, M.
and JET-EFDA contributors. Automatic ELM location in JET using
a Universal Multi-Event Locator. Fusion Science and Technology , vol.
58(3), pages 755–762, 2010a. 6th Fusion Data Validation Workshop 2010,
Madrid, Spain.
González, S., Vega, J., Murari, A., Pereira, A., Ramírez, J. M.,
Dormido-Canto, S. and JET-EFDA contributors. Support Vec-
tor Machine-based feature extractor for L/H transitions in JET. Review
316 References
of Scientific Instruments, vol. 81(10E123), 2010b. 18th High Tempera-
ture Plasma Diagnostics (HTPD) conference 2010, Wildwood, New Jersey,
USA.
González, S., Vega, J., Murari, A. and JET-EFDA contributors.
Analysis of video-movies using Support Vector Regression. Fusion Sci-
ence and Technology , vol. 58(3), pages 763–770, 2010. 6th Fusion Data
Validation Workshop 2010, Madrid, Spain.
González, S., Vega, J., Murari, A., Pereira, A., Dormido-Canto,
S., Ramírez, J. M. and JET-EFDA contributors. Automatic loca-
tion of L/H transition times for physical studies with a large statistical
basis. Plasma Physics and Controlled Fusion, vol. 54(6), page 065009,
2012a.
González, S., Vega, J., Murari, A., Pereira, A., Dormido-Canto,
S., Ramírez, J. M. and JET-EFDA contributors. H/L transition
time estimation in JET using conformal predictors. Fusion Engineering
and Design, 2012b. 8th IAEA Technical Meeting on Control, Data Acqui-
sition and Remote Participation for Fusion Research 2011, San Francisco,
California, USA. In press.
González, S., Vega, J., Murari, A., Pereira, A. and JET-EFDA
contributors. Automated analysis of edge pedestal gradient degrada-
tion during ELMs. Fusion Science and Technology , vol. 62(3), pages 403–
408, 2012c. 7th Fusion Data Validation Workshop 2012, Frascati, Roma,
Italy.
González, S., Vega, J., Pereira, A. and Pastor, I. Region selec-
tion and image classification methodology using a non-conformity mea-
sure. Progress in Artificial Intelligence, vol. 1(3), pages 215–222, 2012d.
International Classification Conference, 2011, St. Andrews, Scotland.
Haar, A. Zur theorie der orthogonalen funktionensysteme. Mathematische
Annalen, vol. 69(3), pages 331–371, 1910.
Hanley, J. A. and McNeil, B. J. The meaning and use of the area under
a receiver operating characteristic (ROC) curve. Radiology , vol. 143(1),
pages 29–36, 1982.
Hanley, J. A. and McNeil, B. J. A method of comparing the areas
under receiver operating characteristic curves derived from the same cases.
Radiology , vol. 148(3), pages 839–843, 1983.
Harris, J. H., Cantrell, J. L., Hender, T. C., Carreras, B. A. and
Morris, R. N. A flexible heliac configuration. Nuclear Fusion, vol. 25(5),
pages 623–629, 1985.
References 317
Hender, T. C., Cantrell, J. L., Harris, J. H., Carreras, B. A.,
Lynch, V. E., Lyon, J. F., Fabregas, J. A., Guasp, J., Lopez-
Fraguas, A. and Navarro, A. P. Studies of a flexible heliac configura-
tion. Technical report, Oak Ridge National Laboratory, ORNL/TM-10374
UC-20, 1987.
Herranz, J., Castejón, F., Pastor, I. andMcCarthy, K. J. The spec-
trometer of the high-resolution multiposition thomson scattering diagnos-
tic for TJ-II. Fusion Engineering and Design, vol. 65(4), pages 525–536,
2003.
Hochin, T., Koyama, K., Nakanishi, H. and Kojima, M. Extension
of frequency-based dissimilarity for retrieving similar plasma waveforms.
Fusion Engineering and Design, vol. 83(2-3), pages 417 – 420, 2008. Pro-
ceedings of the 6th IAEA Technical Meeting on Control, Data Acquisition,
and Remote Participation for Fusion Research.
Hochin, T., Yamauchi, Y., Nakanishi, H., Kojima, M. and Nomiya,
H. Indexing of plasma waveforms for accelerating search and retrieval of
their subsequences. Fusion Engineering and Design, vol. 85(5), pages 649
– 654, 2010.
Hoerl, A. E., Kannard, R. W. and Baldwin, K. F. Ridge regression:
some simulations. Communications in Statistics, vol. 4(2), pages 105–123,
1975.
Hoerl, A. E. and Kennard, R. W. Ridge regression: applications to
nonorthogonal problems. Technometrics, vol. 12(1), pages 69–82, 1970a.
Hoerl, A. E. andKennard, R. W. Ridge regression: biased estimation for
nonorthogonal problems. Technometrics, vol. 12(1), pages 55–67, 1970b.
Hoerl, A. E. and Kennard, R. W. Ridge regression iterative estimation
of the biasing parameter. Communications in Statistics - Theory and
Methods, vol. 5(1), pages 77–88, 1976.
Hong, S. H., Grisolia, C., Rohde, V., Garbet, P. M., Tore Supra
Team and ASDEX Upgrade Team. Temporal evolution and spatial
distribution of dust creation events in tore supra and in ASDEX upgrade
studied by CCD image analysis. Nuclear Fusion, vol. 50(3), page 035002,
2010.
Horn, B. K. and Schunck, B. G. Determining optical flow. Artificial
Intelligence, vol. 17(1-3), pages 185–203, 1981.
Hotelling, H. Analysis of a complex of statistical variables into principal
components. Journal of Educational Psychology , vol. 25, pages 417–441,
1933.
318 References
International Energy Agency. World Energy Outlook 2011 . Organi-
zation for Economic Cooperation & Development, 2010. ISBN 978-92-64-
12413-4.
ITER Organization. ITER website. 2012. Available at http://www.
iter.org/.
Jackson, D. A. Stopping rules in principal components analysis: a com-
parison of heuristical and statistical approaches. Ecology , vol. 74(8), pages
2204–2214, 1993.
Jolliffe, I. T. Principal Component Analysis. Springer, 2002. ISBN
0-387-95442-2.
Kadomtsev, B. B. On disruptive instability in tokamaks. Soviet Journal
of Plasma Physics, vol. 1, pages 710–715, 1975.
Kaye, S., Bell, M., Bol, K., Boyd, D., Brau, K., Buchenauer, D.,
Budny, R., Cavallo, A., Couture, P., Crowley, T., Darrow, D.,
Eubank, H., Fonck, R., Goldston, R., Grek, B., Jaehnig, K.,
Johnson, D., Kaita, R., Kugel, H., Leblanc, B., Manickam, J.,
Manos, D., Mansfield, D., Mazzucato, E., McCann, R., McCune,
D., McGuire, K., Mueller, D., Murdock, A., Okabayashi, M.,
Okano, K., Owens, D., Post, D., Reusch, M., Schmidt, G., Sesnic,
S., Slusher, R., Suckewer, S., Surko, C., Takahashi, H., Tenney,
F., Towner, H. and Valley, J. Attainment of high confinement in
neutral beam heated divertor discharges in the PDX tokamak. Journal of
Nuclear Materials, vol. 121, pages 115–125, 1984.
Keilhacker, M., Becker, G., Bernhardi, K., Eberhagen, A.,
ElShaer, M., FuBmann, G., Gehre, O., Gernhardt, J., v Gierke,
G., Glock, E., Haas, G., Karger, F., Kissel, S., Kluber, O.,
Kornherr, K., Lackner, K., Lisitano, G., Lister, G. G., Mas-
sig, J., Mayer, H. M., McCormick, K., Meisel, D., Meservey,
E., Muller, E. R., Murmann, H., Niedermeyer, H., Poschen-
rieder, W., Rapp, H., Richter, B., Rohr, H., Ryter, F., Schnei-
der, F., Siller, S., Smeulders, P., Soldner, F., Speth, E., Sta-
bler, A., Steinmetz, K., Steuer, K.-H., Szymanski, Z., Venus, G.,
Vollmer, O. and Wagner, F. Confinement studies in L and H-type
ASDEX discharges. Plasma Physics and Controlled Fusion, vol. 26(1A),
pages 49–63, 1984.
Kikuchi, M. Frontiers in Fusion Research. Springer, 2011. ISBN 978-1-
84996-410-4.
de la Luna, E., Sanchez, J., Tribaldos, V., Conway, G., Suttrop,
W., Fessey, J., Prentice, R., Gowers, C., Chareau, J. M. and
References 319
JET-EFDA contributors. Electron cyclotron emission radiometer up-
grade on the joint european torus JET tokamak. Review of Scientific
Instruments, vol. 75(10), pages 3831–3833, 2004.
Maisonnier, D., Cook, I., Pierre, S., Lorenzo, B., Edgar, B.,
Karin, B., Luigi, D. P., Robin, F., Luciano, G., Stephan, H.,
Claudio, N., Prachai, N., Aldo, P., Neill, T. and David, W. The
European power plant conceptual study. Fusion Engineering and Design,
vol. 75-79, pages 1173–1179, 2005. Proceedings of the 23rd Symposium of
Fusion Technology (SOFT 23).
Maisonnier, D., Cook, I., Pierre, S., Lorenzo, B., Luigi, D. P.,
Luciano, G., Prachai, N. and Aldo, P. DEMO and fusion power
plant conceptual studies in Europe. Fusion Engineering and Design, vol.
81(8-14), pages 1123–1130, 2006. Proceedings of the 7th International
Symposium on Fusion Nuclear Technology.
Makili, L., Vega, J., Dormido-Canto, S., Pastor, I. and Murari, A.
Computationally efficient SVM multi-class image recognition with confi-
dence measures. Fusion Engineering and Design, vol. 86(6-8), pages 1213–
1216, 2011. Proceedings of the 26th Symposium of Fusion Technology
(SOFT-26).
Makili, L., Vega, J., Dormido-Canto, S., Pastor, I., Pereira, A.,
Farias, G., Portas, A., Pérez-Risco, D., Rodríguez-Fernández,
M. C. and Busch, P. Upgrade of the automatic analysis system in the
TJ-II Thomson scattering diagnostic: New image recognition classifier and
fault condition detection. Fusion Engineering and Design, vol. 85(3-4),
pages 415–418, 2010. Proceedings of the 7th IAEA Technical Meeting on
Control, Data Acquisition, and Remote Participation for Fusion Research.
Mallat, S. G. A theory for multiresolution signal decomposition: the
wavelet representation. IEEE Transactions on Pattern Analysis and Ma-
chine Intelligence, vol. 11(7), pages 674–693, 1989.
Mallat, S. G. A wavelet tour of signal processing . Academic Press, 1999.
ISBN 0-12-466606-X.
Malthus, R. T. An essay on the principle of population. 1798.
Martin, V., Dunand, G., Moncada, V., Jouve, M. and Travere,
J. M. New field programmable gate array-based image-oriented acquisi-
tion and real-time processing applied to plasma facing component thermal
monitoring. Review of Scientific Instruments, vol. 81(10), page 10E113,
2010.
320 References
Martin, Y. and Bühlmann, F. Statistical analysis of the ohmic H-mode
accessibility in TCV. Plasma Physics and Controlled Fusion, vol. 40(5),
page 697, 1998.
Martin, Y. R., Takizuka, T. and the ITPA CDBM H-mode Thresh-
old Database Working Group. Power requirement for accessing the
H-mode in ITER. Journal of Physics: Conference Series, vol. 123(1), page
012033, 2008.
Martinez, W. L. and Martinez, A. R. Computational Statistics Hand-
book with Matlab. Chapman & Hall/CRC, 2008. ISBN 978-1-58488-566-5.
McCracken, G. M. and Stott, P. Fusion: the energy of the universe.
Elsevier, 2005. ISBN 0-12-481851-X.
Meakins, A. J., McDonald, D. C. and EFDA-JET contributors.
The application of classification methods in a data driven investigation
of the JET L-H transition. Plasma Physics and Controlled Fusion, vol.
52(7), page 075005, 2010.
Minh, H., Niyogi, P. and Yao, Y. Mercer’s theorem, feature maps, and
smoothing. In Learning Theory , vol. 4005 of Lecture Notes in Computer
Science, pages 154–168. Springer, 2006.
Murari, A., Vagliasindi, G., Arena, P., Fortuna, L., Barana, O.,
Johnson, M. and JET-EFDA contributors. Prototype of an adap-
tive disruption predictor for jet based on fuzzy logic and regression trees.
Nuclear Fusion, vol. 48(3), page 035010, 2008.
Murari, A., Vagliasindi, G., Zedda, M. K., Felton, R., Sammon,
C., Fortuna, L., Arena, P. and JET-EFDA contributors. Fuzzy
logic and support vector machine approaches to regime identification in
JET. IEEE Transactions on Plasma Science, vol. 34(3), pages 1013–1020,
2006.
Murari, A., Vega, J., Mazon, D., Delmond, J., Gelfusa, M., Szap-
panos, A. and JET-EFDA contributors. Image manipulation for
high temperature plasmas. Contributions to Plasma Physics, vol. 51(2-3),
pages 187–193, 2011.
Nakanishi, H., Hochin, T. and Kojima, M. Search and retrieval method
of similar plasma waveforms. Fusion Engineering and Design, vol. 71(1-
4), pages 189–193, 2004. 4th IAEA Technical Meeting on Control, Data
Acquistion, and Remote Participation for Fusion Research.
Nakanishi, H., Hochin, T. and Kojima, M. Similar pattern search for
time-sectional oscillation in huge plasma waveform database. Fusion En-
gineering and Design, vol. 81(15-17), pages 2003–2007, 2006. 5th IAEA
References 321
Technical Meeting on Control, Data Acquisition, and Remote Participa-
tion for Fusion Research.
Pearson, K. On lines and planes of closest fit to systems of points in space.
Philosophical Magazine, vol. 6, pages 559–572, 1901.
Pereira, A., Vega, J., Castro, R. and Portas, A. Distributed open
environment for data retrieval based on pattern recognition techniques.
Fusion Engineering and Design, vol. 85(3-4), pages 595–597, 2010. Pro-
ceedings of the 7th IAEA Technical Meeting on Control, Data Acquisition,
and Remote Participation for Fusion Research.
Pereira, A., Vega, J., Portas, A., Castro, R., Murari, A. and JET-
EFDA contributors. Optimized search strategies to improve structural
pattern recognition techniques. In Proceedings of the 8th FLINS conference
on computational intelligence in decision and control . 2008.
Peres-Neto, P. R., Jackson, D. A. and Somers, K. M. How many
principal components? Stopping rules for determining the number of non-
trivial axes revisited. Computational Statistics & Data Analysis, vol. 49,
pages 974–997, 2005.
Provost, F. and Fawcett, T. Analysis and visualization of classifier
performance: Comparison under imprecise class and cost distributions. In
Proceedings of the Third International Conference on Knowledge Discovery
and Data Mining , pages 43–48. AAAI Press, 1997.
Provost, F. and Fawcett, T. Robust classification for imprecise environ-
ments. Machine Learning , vol. 42, pages 203–231, 2001.
Ramírez, J., Dormido-Canto, S. and Vega, J. Parallelization of auto-
matic classification systems based on support vector machines: Compar-
ison and application to JET database. Fusion Engineering and Design,
vol. 85(3-4), pages 425–427, 2010. Proceedings of the 7th IAEA Techni-
cal Meeting on Control, Data Acquisition, and Remote Participation for
Fusion Research.
Rattá, G., Vega, J., Pereira, A., Portas, A., de la Luna, E.,
Dormido-Canto, S., Farias, G., Dormido, R., Sánchez, J., Duro,
N., Vargas, H., Santos, M., Pajares, G. and Murari, A. First ap-
plications of structural pattern recognition methods to the investigation
of specific physical phenomena at JET. Fusion Engineering and Design,
vol. 83(2-3), pages 467–470, 2008. Proceedings of the 6th IAEA Techni-
cal Meeting on Control, Data Acquisition, and Remote Participation for
Fusion Research.
322 References
Rattá, G. A. Técnicas de minería de datos aplicadas a fusión nuclear:
predicción en tiempo real y clasificación. Phd, Universidad Nacional de
Educación a Distancia (UNED), Madrid, Spain, 2010. In Spanish.
Rattá, G. A., Vega, J. andMurari, A. Improved feature selection based
on genetic algorithms for real time disruption prediction on jet. Fusion
Engineering and Design, 2012. In press.
Ratta, G. A., Vega, J.,Murari, A., Vagliasindi, G., Johnson, M. F.,
de Vries, P. C. and JET-EFDA contributors. An advanced dis-
ruption predictor for JET tested in a simulated real-time environment.
Nuclear Fusion, vol. 50(2), page 025005, 2010.
Rebut, P. H. and JET design team. The JET project - design proposal.
Technical report, Commission of the European Communities EUR-5516e
(EUR-JET-R5), 1976.
Roquemore, A., Nishino, N., Skinner, C., Bush, C., Kaita, R.,
Maqueda, R., Davis, W., Pigarov, A. and Krasheninnikov, S. 3D
measurements of mobile dust particle trajectories in NSTX. Journal of
Nuclear Materials, vol. 363–365, pages 222–226, 2007. Proceedings of the
17th Plasma-Surface Interactions conference.
Ruiz, M., Vega, J., Barrera, E., González, J., Murari, A., Melén-
dez, R., Ratta, G. and González, S. Test-bed of a real time detection
system for L/H and H/L transitions implemented with the ITMS plat-
form. Fusion Engineering and Design, vol. 85(3–4), pages 360–366, 2010.
7th IAEA Technical Meeting on Control, Data Acquisition, and Remote
Participation for Fusion Research 2010, Aix-en-Provence, France.
Saito, N. and Coifman, R. R. Local discriminant bases and their ap-
plications. Journal of Mathematical Imaging and Vision, vol. 5(4), pages
337–358, 1995.
Saunders, C., Gammerman, A. and Vovk, V. Transduction with con-
fidence and credibility. In Sixteenth International Joint Conference on
Artificial Intelligence (IJCAI ’99), vol. 2, pages 722–726. 1999.
Savtchkov, A. Mitigation of disruptions in a tokamak by means of large gas
injection. Inaugural dissertation, Heinrich-Heine Universität, Düsseldorf,
Germany, 2003.
Schölkopt, B. and Smola, A. J. Learning with kernels: Support Vector
Machines, Regularization, Optimization, and Beyond . MIT Press, 2002.
ISBN 0-262-19475-9.
References 323
Schneider, T., Lepicard, S., Sáez, R. M., Cabal, H., Lechón, Y.,
Ward, D., Hamacher, T., Aquilonius, K., Hallberg, B. and Ko-
rhonen, R. Evaluation of radiological and economic consequences asso-
ciated with an accident in a fusion power plant. Fusion Engineering and
Design, vol. 58-59, pages 1077–1080, 2001. ISSN 0920-3796.
Schuller, F. C. Disruptions in tokamaks. Plasma Physics and Controlled
Fusion, vol. 37(11A), page A135, 1995.
Shafer, G. and Vovk, V. A tutorial on conformal prediction. Journal of
Machine Learning Research, vol. 9, pages 371–421, 2008.
Smola, A. J. and Schölkopf, B. A tutorial on support vector regression.
Statistics and Computing , vol. 14(3), pages 199–222, 2004.
Sánchez, J., Acedo, M., Alonso, A., Alonso, J., Alvarez, P., As-
casíbar, E., Baciero, A., Balbín, R., Barrera, L., Blanco, E.,
Botija, J., de Bustos, A., de la Cal, E., Calvo, I., Cappa,
A., Carmona, J., Carralero, D., Carrasco, R., Carreras, B.,
Castejón, F., Castro, R., Catalán, G., Chmyga, A., Chamorro,
M., Eliseev, L., Esteban, L., Estrada, T., Fernández, A.,
Fernández-Gavilán, R., Ferreira, J., Fontdecaba, J., Fuentes,
C., García, L., García-Cortés, I., García-Gómez, R., García-
Regaña, J., Guasp, J., Guimarais, L., Happel, T., Hernanz,
J., Herranz, J., Hidalgo, C., Jiménez, J., Jiménez-Denche,
A., Jiménez-Gómez, R., Jiménez-Rey, D., Kirpitchev, I., Ko-
marov, A., Kozachok, A., Krupnik, L., Lapayese, F., Liniers, M.,
López-Bruna, D., López-Fraguas, A., López-Rázola, J., López-
Sánchez, A., Lysenko, S., Marcon, G., Martín, F., Maurin, V.,
McCarthy, K.,Medina, F.,Medrano, M.,Melnikov, A.,Méndez,
P., van Milligen, B., Mirones, E., Nedzelskiy, I., Ochando, M.,
Olivares, J., de Pablos, J., Pacios, L., Pastor, I., Pedrosa, M.,
de la Peña, A., Pereira, A., Pérez, G., Pérez-Risco, D., Petrov,
A., Petrov, S., Portas, A., Pretty, D., Rapisarda, D., Rattà,
G., Reynolds, J., Rincón, E., Ríos, L., Rodríguez, C., Romero,
J., Ros, A., Salas, A., Sánchez, M., Sánchez, E., Sánchez-
Sarabia, E., Sarksian, K., Sebastián, J., Silva, C., Schchepetov,
S., Skvortsova, N., Solano, E., Soleto, A., Tabarés, F., Tafalla,
D., Tarancón, A., Taschev, Y., Tera, J., Tolkachev, A., Tribal-
dos, V., Vargas, V., Vega, J., Velasco, G., Velasco, J., Weber,
M., Wolfers, G. and Zurro, B. Confinement transitions in TJ-II un-
der Li-coated wall conditions. Nuclear Fusion, vol. 49(10), page 104018,
2009.
324 References
Soler, M. and Callen, J. On measuring the electron heat diffusion coeffi-
cient in a tokamak from sawtooth oscillation observations. Nuclear Fusion,
vol. 19(6), page 703, 1979.
Spackman, K. A. Signal detection theory: valuable tools for evaluating in-
ductive learning. In Proceedings of the sixth international workshop on Ma-
chine learning , pages 160–163. Morgan Kaufmann Publishers Inc., 1989.
Spitzer, L. A Proposed Stellarator . Princeton University Plasma Physics
Laboratory, U.S. Atomic Energy Commission, 1951.
Stambaugh, R. D. Review of ITER physics issues and possible approaches
to their solution. In Proceedings of the 21st IAEA Fusion Energy Confer-
ence. China, 2006.
Tanga, A., Behringer, K., Costley, A., Brusati, M., Denne, B., Ed-
wards, A., Gibson, A., Gill, R., Gottardi, N., Granetz, R., Har-
bour, P., J’´ckel, H., Keilhacker, M., Lazzaro, E., Malacarne,
M., Morgan, P., Noll, P., O’Rourke, J., Stott, P., Summers, D.,
Tagle, J. and Thomas, P. Magnetic separatrix experiments in JET.
Nuclear Fusion, vol. 27(11), pages 1877–1895, 1987.
Tenenbaum, J. B., de Silva, V. and Langford, J. C. A global geometric
framework for nonlinear dimensionality reduction. Science, vol. 290(5500),
pages 2319–2323, 2000.
Theodoridis, S. and Koutroumbas, K. Pattern Recognition. Academic
Press, 2009. ISBN 978-1-59749-272-0.
Thomson, G. P. and Blackman, M. Improvements in or relating to gas
discharge apparatus for producing thermonuclear reactions. British patent
817681 , 1946.
Thonemann, P. C. and Cowhig, W. T. The role of the self magnetic
field in high current gas discharges. Proceedings of the Physical Society.
Section B , vol. 64(7), pages 345–354, 1951.
Tonks, L. and Langmuir, I. Oscillations in ionized gases. Physical Review ,
vol. 33(2), pages 195–210, 1929.
United Nations. The World at Six Billions. Population division of the
department of economic and social affairs of the united nations secretariat,
1999. Available at http://www.un.org/esa/population/publications/
sixbillion/sixbillion.htm.
United Nations. World Population Prospects: the 2010 revision. Pop-
ulation division of the department of economic and social affairs of the
united nations secretariat, 2010. Available at http://esa.un.org/unpd/
wup/index.htm.
References 325
Vagliasindi, G., Arena, P., Fortuna, L., Murari, A. and JET-EFDA
contributors. Comparison between CART and fuzzy logic for confine-
ment regime classification at JET. In Proceedings of the 8th FLINS confer-
ence, pages 429–434. Computational Intelligence in Decision and Control,
2008.
Vapnik, V. The Nature of Statistical Learning Theory . Springer, 2000.
ISBN 0-387-98780-0.
Vapnik, V. Estimation of Dependences Based on Empirical Data. Springer,
2006. ISBN 978-0387-30865-4.
Vega, J. and JET-EFDA contributors. Intelligent methods for data
retrieval in fusion databases. Fusion Engineering and Design, vol. 83(2-3),
pages 382–386, 2008. Proceedings of the 6th IAEA Technical Meeting on
Control, Data Acquisition, and Remote Participation for Fusion Research.
Vega, J., Murari, A., González, S. and JET-EFDA Contributors.
A universal support vector machines based method for automatic event lo-
cation in waveforms and video-movies: applications to massive nuclear fu-
sion databases. Review of Scientific Instruments, vol. 81(2), page 023505,
2010a.
Vega, J., Murari, A., González, S., Pereira, A. and Pastor, I.
Overview of statistically hedged prediction methods: from off-line to real-
time data analysis. Fusion Engineering and Design, 2012. 8th IAEA
Technical Meeting on Control, Data Acquisition and Remote Participation
for Fusion Research 2011, San Francisco, California, USA. In press.
Vega, J., Murari, A., Pereira, A., González, S. and Pastor, I.
Accurate and reliable image classification by using conformal predictors
in the TJ-II thomson scattering. Review of Scientific Instruments, vol.
81(10), page 10E118, 2010b. 18th High Temperature Plasma Diagnostics
(HTPD) conference 2010, Wildwood, New Jersey, USA.
Vega, J., Murari, A., Pereira, A., Portas, A., Rattá, G., Cas-
tro, R. and JET-EFDA contributors. Overview of intelligent data
retrieval methods for waveforms and images in massive fusion databases.
Fusion Engineering and Design, vol. 84(7-11), pages 1916–1919, 2009a.
Proceeding of the 25th Symposium on Fusion Technology (SOFT-25).
Vega, J., Murari, A., Rattá, G., González, S. and Dormido-Canto,
S. Progress on statistical learning systems as data mining tools for the
creation of automatic databases in fusion environments. Fusion Engineer-
ing and Design, vol. 85(3–4), pages 399–402, 2010c. 7th IAEA Technical
Meeting on Control, Data Acquisition, and Remote Participation for Fu-
sion Research 2010, Aix-en-Provence, France.
326 References
Vega, J., Murari, A., Vagliasindi, G., Rattá, G. and JET-EFDA
contributors. Automated estimation of L/H transition times at JET
by combining bayesian statistics and support vector machines. Nuclear
Fusion, vol. 49(8), 2009b.
Vega, J., Pastor, I., Cereceda, J. L., Pereira, A., Herranz, J.,
Pérez, D., Rodríguez, M. C., Farias, G., Dormido-Canto, S.,
Sánchez, J., Dormido, R., Duro, N., , Dormido, S., Pajares, G.,
Santos, M. and de la Cruz, J. M. Application of intelligent classifica-
tion techniques to the TJ-II Thomson scattering diagnostic. In Proceedings
of the 32nd EPS conference on Plasma Physics (ECA), Tarragona, Spain,
vol. 29C, pages 2090–2094. 2005.
Vega, J., Pereira, A., Portas, A., Dormido-Canto, S., Farias, G.,
Dormido, R., Sánchez, J., Duro, N., Santos, M., Sánchez, E. and
Pajares, G. Data mining technique for fast retrieval of similar waveforms
in fusion massive databases. Fusion Engineering and Design, vol. 83(1),
pages 132–139, 2008.
Vega, J., Rattá, G., Murari, A., Castro, P., Dormido-Canto, S.,
Dormido, R., Farias, G., Pereira, A., Portas, A., de la Luna,
E., Pastor, I., Sánchez, J., Duro, N., Castro, R., Santos, M. and
Vargas, H. Recent results on structural pattern recognition for fusion
massive databases. In Proceedings of the IEEE International Symposium
on intelligent signal processing (WISP). 2007.
Vovk, V., Gammerman, A. and Shafer, G. Algorithmic Learning in a
Random World . Springer, 2005. ISBN 978-0387-00152-4.
de Vries, B. J. M., van Vuuren, D. P. and Hoogwijk, M. M. Renew-
able energy sources: Their global potential for the first-half of the 21st
century at a global level: An integrated approach. Energy Policy , vol.
35(4), pages 2590–2610, 2007.
Wagner, F. A quarter-century of H-mode studies. Plasma Physics and
Controlled Fusion, vol. 49(12B), pages B1–B33, 2007.
Wagner, F., Becker, G., Behringer, K., Campbell, D., Eberha-
gen, A., Engelhardt, W., Fussmann, G., Gehre, O., Gernhardt,
J., Gierke, G. v., Haas, G., Huang, M., Karger, F., Keilhacker,
M., Klüber, O., Kornherr, M., Lackner, K., Lisitano, G., Lis-
ter, G. G., Mayer, H. M., Meisel, D., Müller, E. R., Murmann,
H., Niedermeyer, H., Poschenrieder, W., Rapp, H., Röhr, H.,
Schneider, F., Siller, G., Speth, E., Stäbler, A., Steuer, K. H.,
Venus, G., Vollmer, O. and Yü, Z. Regime of improved confinement
and high beta in neutral-beam-heated divertor discharges of the ASDEX
tokamak. Physical Review Letters, vol. 49(19), pages 1408–1412, 1982.
References 327
Wagner, F., Fussmann, G., Grave, T., Keilhacker, M., Kornherr,
M., Lackner, K., McCormick, K., Müller, E. R., Stäbler, A.,
Becker, G., Bernhardi, K., Ditte, U., Eberhagen, A., Gehre,
O., Gernhardt, J., Gierke, G. v., Glock, E., Gruber, O., Haas,
G., Hesse, M., Janeschitz, G., Karger, F., Kissel, S., Klüber,
O., Lisitano, G., Mayer, H. M., Meisel, D., Mertens, V., Mur-
mann, H., Poschenrieder, W., Rapp, H., Röhr, H., Ryter, F.,
Schneider, F., Siller, G., Smeulders, P., Söldner, F., Speth,
E., Steuer, K. H., Szymanski, Z. and Vollmer, O. Development of
an edge transport barrier at the H-Mode transition of ASDEX. Physical
Review Letters, vol. 53(15), pages 1453–1456, 1984.
Ward, D. J. The physics of DEMO. Plasma Physics and Controlled Fusion,
vol. 52(12), page 124033, 2010.
Ward, D. J., Taylor, N. P. and Cook, I. Economically acceptable
fusion power stations with safety and environmental advantages. Fusion
Engineering and Design, vol. 58-59, pages 1033–1036, 2001.
Wesson, J. Tokamaks. Oxford University Press, 1987. ISBN 0-198-50922-7.
Wesson, J. The science of JET . JET Publications Office, 2000.
Wesson, J. A. Sawtooth oscillations. Plasma Physics and Controlled Fu-
sion, vol. 28(1A), pages 243–248, 1986.
Weston, J., Elisseeff, A., Bakir, G. and Sinz, F. The Spi-
der. 2011. Available at http://people.kyb.tuebingen.mpg.de/spider/
main.html.
Weston, J. and Watkins, C. Support vector machines for multi-class
pattern recognition. In Proceedings of the 7th European Symposium on
Artificial Neural Networks (ESANN), Bruges, Belgium. 1999. ISBN 2-
600049-9-X.
World Energy Council. Deciding the Future: Energy Policy Scenarios
to 2050 . 2007. ISBN 0-946121-29-X.
World Energy Council. 2010 Survey of Energy Resources. 2010. ISBN
978-0-946121-021.
Yeh, I.-C. Modeling of strength of high-performance concrete using artificial
neural networks. Cement and Concrete Research, vol. 28(12), pages 1797–
1808, 1998.
Zohm, H. Edge localized modes (ELMs). Plasma Physics and Controlled
Fusion, vol. 38(2), pages 105–128, 1996a.
328 References
Zohm, H. The physics of edge localized modes (ELMs) and their role in
power and particle exhaust. Plasma Physics and Controlled Fusion, vol.
38(8), pages 1213–1223, 1996b.


