INTRODUCTION

Redundancy in synchronous sampling
The concept of sampling is central to the operation of all systems in which analog information is to be processed by a digital computer. In conventional hybrid computing and data-processing systems the continuous analog signal is represented by an amplitude-modulated pulse train in which the pulses occur at fixed intervals of time. Such synchronous sampling facilitates control by the digital computer clock and requires a minimum amount of equipment. In many applications, however, it is important to minimize the number of samples employed to represent the analog signal. For example in telemeter applications, it is important to economize transmitter power by limiting the number of samples transmitted over long communication links. In hybrid computation, power conservation is not a primary objective, but high sampling rates often tax severely available digital computer memory capacity and the band-width of data channels. Not infrequently, high sampling rates limit the number of analog channels which can be accommodated by a given analog-digital interface. Accordingly, a variety of so-called datacompression techniques have been proposed, techniques which are designed to reduce the number of samples which must be transmitted across an analog-digital interface without exceeding specified error bounds.
The system described in this paper represents a novel approach to this problem. It differs from conventional data-compression techniques in that the analog signal is modified or subjected to an approximation prior to sampling. The theory underlying this method is first briefly developed below, followed by description of a hybrid computer mechanization of the data compression system. In most data processing and hybrid computing systems, the sampling rate is dictated by specified error bounds upon the reconstructed signal. If the continuing analog signal is sampled and processed by a digital computer, it must be possible to reconstruct a continuous signal from the samples so that the maximum difference between the reconstructed and the original signal nowhere exceeds a specified tolerance. In accordance with the well-known sampling theorem, this sampling rate is based on the largest magnitude and the highest frequency components the signal is expected to attain. Actually, the analog signal may never attain these maximum magnitudes or frequencies, or it may attain them for only brief periods of time. Therefore, the utilization of fixed sampling usually leads to a large number of unnecessary samples, samples which can be eliminated without deteriorating the quality of the reconstructed signal. In essence, the synchronous train of samples contains redundant information, and the various data-compression schemes are intended to minimize this redundancy. A number of proposed datacompression methods involve the suppression of redundant samples. In that case the analog signal is sampled, and the sample is analyzed to determine whether samples can safely be omitted from the signal transmitted to the digital computer. An alternate approach, proposed in this paper, involves the utilization of an adaptive sampling system so that the analog signal is sampled only as often as neceessary, but all samples actually taken are transmitted to the digital computer. The sampling interval is therefore continuously and automatically controlled as a function of the analog signal activity.
Accuracy constraints a» = <l>(xi)
The accuracy demanded of a sampled data system of the type considered in this paper, is dictated first of all by the characteristics of available hardware. Thus, it is unreasonable to attempt to reduce the reconstruction error below the combined magnitudes of the various error sources inherent in the hybrid system. These error sources include particularly the drift, zero-offset, phase-shift, and noise in the analog portion, and the quantization error (related to the word-length) on the digital computer.
The purpose to which the data is to be put also dictates the form of reconstruction and therefore the control laws for the sampling operation. Consider for example the operation of graphic CRT terminals in hybrid computation where analog signals are to be displayed on one or more such terminals. Commercially available terminals represent a function by a series of straight line segments to an accuracy of from l%to 5%. Line segment generators require only the origin and terminus of a line segment to produce the required line. For the purposes of this type of application, a sampling control law is required which will provide a reconstruction by linear interpolation to a predefined maximum error, with the minimum number of line segments, and in real time. In addition the approximation must be continous at the end points of the line segments in order not to be objectionable to the user.
Definition of the approximation -continuous secant
The nature of the reconstruction to be considered here and some of the properties of the approximation will now be described. Consider that the function <£(x), continuous on a closed interval (a,b), is to be approximated by line segments P*(x) over subintervals
Pi(x) = 0 xeAi and The set of line segments P*(x) which form the best approximation to <f>(x) are defined to be those which minimize the number of segments n for a given predefined tolerance E. The definition that <j>(x) is continuous in the mathematical sense will of course present no restriction on mechanizable functions.
It can be readily shown 3 that a minimum of nonunique number of line segments on a closed interval a < x < b is made up of the set determined by the maximum line segment with orgin at a point (a) and maximizing the length of each succeeding line segment adjoining them at their end points until a segment is determined which contains the point (b).
The problem of finding the optimum sampling points is reduced to determining the largest value of A< in any interval which satisfies the predefined error.
Determination of approximation interval
Before proceeding with the derivation of the control laws for determining the maximum approximation interval, it will be advantageous to consider the nature of the function <£(x) to be approximated. The continuous function <£(x) to be approximated on a certain finite interval has, in most cases, a fixed direction of concavity (upward or downward) which changes only a finite number of times. Such functions will be referred to here as ''piecewise convex or concave".
Without loss in generality, the study of concave function 0(x) is reduced to that for convex function -<f>(x) and defined as follows: Definition: A function </>(x) is convex on the interval (a,b) provided that
Me(0, 1)
The plot of a convex function <£(x) in cartesian coordinates, therefore, is characterized by the property that any arc of the plot has all of its points located not higher than the secant chord that joins its end points.
For the purposes of exposition only, consider <£(x) twice differentiate on the interior interval x» < x < x^+i then
A value of x = x,+i is sought such that the maximum deviation of <f>(x) from the secant P(x) is equal to E in the interval x; < x < x<+i, where
X t -+i Xj
then there exists a x t+ i such that:
Substituting equation 4 into equation 5
and M,(x) = 0(x) -<t>(xj)
X -Xi
It is seen from Figure 1 that the slope pf the tangent line TJV is equal to the minimum value of M 3 (x) so that the value of x = x,-+ i is sought such that: 
From which
So that the value of x = x; + i is that value of x for which
as is shown in Figure 2a .
In an entirely parallel development for the case where <f>(x) is concave:
X -Xi then x i+ i is that value of x for which
as is shown in Figure 2b . Consider the case now where <£(x) is not strictly concave or convex in an interval. If the curve is concave convex as in Figure 2c , the maximum excursion of ^(x) from MaxMi(x) must have been less than E in the concave portion. Since M 2 (x) at x = x l+ i must be greater than MimM 2 (x) in the interval, then the error in approximation over the concave portion must be less than E. Which is to say that the interval is effectively convex to within a predefined error E. A similar argument follows directly for the case where <£(x) is convexconcave, as shown in Figure 2d .
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Summary of control laws for the determination of samling points
The general control laws for determination of the optimum sample points may now be summarized as follows:
The sample point x i4 -i is given by the minimum value of x for which either of the following logical equations is satisfied: 
Mechanization of the hybrid interpolator
A primary concern in the development of any sampling control law is ease of mechanization. A functional diagram of the mechanization of the proposed hybrid interpolator is given in Figure 3 . While an all analog mechanization encounters certain difficulties, modern hybrid multipliers are suited to divide by a parameter as restricted as time. Equipment will allow updating of time at a 500 kHz rate. The suitability of this method was verified by simulation on a hybrid computer system.
By contrast, the operation of a pure digital interpolator is illustrated in Figure 4 . The interpolator forms a straight line with f(0) as the origin and f(2) as the terminus, and computes a value for the intervening sample f(l). If that value is within tolerance a new line is formed with f (3) as terminus and both intervening values must be computed and compared with the actual values. If either value is not within tolerance f(2) is transmitted and becomes the origin of the next line. This procedure has two significant failings: first, the operation requires at least one subsequent value of the function in order to make an approximation, and second each intervening point must be reapproximated at every new interval. It follows then that for a line lenght of n intervals, s = n/2 (1 + n) intermediate points must be calculated and compared with the actual sample values. Even for relatively small values of n the computation time prohibits its use in most applications.
A determination of efficacy
Choice of test signal
In order to compare various sampling systems it is necessary to define an appropriate test signal. Two considerations prompt the selection of a signal which is a worst case for adaptive sampling: a) The resulting compression provides a lower bound on System performance; and b) it provides a measure of system susceptibility to the generation of more samples than a suitably formulated synchronous system.
Since the adaptive system samples on the basis of both amplitude and frequency, a worst case would be one which is characterized by a flat power spectral density over the total predicted bandwidth (a maximum information signal).
Such a signal which is easily generated and easily described in both statistical and deterministric terms can be constructed from a sum of sine waves. For eight or more non-harmonic related sine waves, the probability density function becomes indistinguishable from the Gaussian one.
Comparison of sampling rates
The sampling rate for a fixed maximum error for a number of sampling methods was determined on an IBM 7094 computer. The results of that study are presented in Table I . This summary indicates that even under worst case conditions the proposed system demonstrates a marked reduction in the number of samples required for reconstruction to a fixed predefined error. Certain familiar reconstructions were included for the same relative RMS error for comparison purposes.* ••
Source noise
The operation of a sampling system in the presence of source noise is often neglected since noise over the entire predicted bandwidth works to reduce sample reduction and also precludes the successful operation of many proposed systems which rely on measurement of the derivatives of the function to be sampled.
In the absence of noise, adaptive sampling can be expected to reduce the sampling rate by additional factor of ten when the signal occupies only one tenth of the predicted bandwidth. However, noise can be expected to occupy the entire band and the effect of the presence of this noise is paramount to the evaluation of adaptive system.
In order to evaluate this effect, noise with a flat spectral density, a Gaussian distribution and RMS level equal to half the predefined tolerance and cut off at 18 db per octave at a frequency ten times the highest signal frequency was added to the signal. The effective sampling rate even at this excessive noise level was increased by only twenty percent over the rates determined for the noise free case.
CONCLUSIONS
An algorithm has been presented for the determination of a continuous polygonal approximation which results in the least number of samples for a given predefined maximum error where the end points of the line segments are restricted to lie on the function. The method is suitable for general application since it requires no apriori knowledge of the properties of the function to be sampled. The method has been shown to provide a reduction in the sampling rate even under worst case conditions and to operate effectively with little degradation in performance when the signal is corrupted by noise.
ACKNOWLEDGMENT
The studies described in this paper were sponsored in part by the National Science Foundation under a grant to the Department of Engineering, University of California at Los Angeles, and by the U. S. Naval 
Synchronous sampling in hybrid computation
The reconstruction of signals in hybrid computation have been restricted in general to the simple zero and first-order holds shown in Figure A. l. Since the error in computer systems is generally required to remain within a predefined tolerance E, the synchronous sampling rate is dictated by the smallest interval in which this tolerance can be reached.
From Figure A .l, the reconstruction by a zero-order hold is seen to be given by the value of the functions at the last sampling instant nT. The output of the zeroorder hold <£zoR-(t) is given by: *zoH(t) = <£(nT) nT < t < (n + 1)T (A.l)
for which the construction error e Z0 H(t) is given by ezoH(t) = <Kt) -0zon-(t). and for a predefined tolerance E, the sampling rate n is given by n > E/2A (A.7)
Choosing a value of relative error which is used to evaluate the Secant Method, e max < .5 percent, the sampling rate (n) for the zero order hold is found to be:
n > 638 samples/cycle. (A.8)
The number of samples required when reconstruction is performed by a first-order hold is derived in much the same fashion. The output of the first-order hold can be written as follows: *FOH(t) = 2*(t -T) -*(t -2T) (A.9) and the error for a first order hold e F oH becomes eroH = *(t) -2<l>(t -T) -<Kt -2T) (A. 10)
In the case of the sine wave input <f>(t) = A sin cot the maximum full scale relative error is given 
