Abstract-Evidential grids have recently been shown to have interesting properties for mobile object perception. Possessing only partial information is a frequent situation when driving in complex urban areas, and by making use of the Dempster-Shafer framework, evidential grids are able to handle partial information efficiently. This article deals with a lidar perception scheme that is enhanced by geo-referenced maps used as an additional source of information in a multigrid fusion framework. The paper looks at the key stages of such a data fusion process and presents an adaptation of the conjunctive combination rule for refining the analysis of conflicting information. This method relies on temporal accumulation to distinguish between stationary and moving objects, and applies contextual discounting for modeling information obsolescence. As a result, the method is able to better characterize the state of the occupied cells by differentiating moving objects, parked cars, urban infrastructure and buildings. Another advantage of this approach is its ability to separate the drivable from the non-drivable free space. Experiments carried out in real traffic conditions with a specially equipped car illustrate the performance of this approach.
I. Introduction
utonomous driving is still a challenge, despite significant progress that has been made recently [1] . Perception and understanding of the dynamic scene around the vehicle is a key issue for autonomous navigation [2] . The problem of modeling a complex, dynamic environment and capturing in real time the information needed for safe driving is still an open issue, in particular when the sensors are deeply integrated in the vehicle. The final decision stage is also of importance, especially when dealing with uncertain or inaccurate data. Urban environments, where good scene understanding is crucial, present some of the biggest challenges. Trajectories of mobile objects are hard to predict because of the high variability of their speeds and directions, and moving traffic gives rise to frequent occlusions in the field of view of the sensors. The sheer number of mobile objects also poses computational problems, e.g. for tracking algorithms. At the same time, more and more detailed and precise geographic databases are becoming available. A substantial amount of research has focused on the mapping problem solved, for instance, simultaneously with localization.
This article presents a perception method that uses the meta-knowledge from a digital map to enhance the scene 
II. Dempster-Shafer Theory of Evidence Outlook
Dempster-Shafer Theory (DST) is a theory that was developed to model uncertainty and a lack of information [16] . DST generalizes the theories of probability and possibilities, and the theory of fuzzy sets. In DST, a set , , n 1 fX = of mutually exclusive propositions is called the frame of discernment (FOD). In the case of a closed-world hypothesis, the FOD also presents an exhaustive set. The main difference with the theory of probability is the fact that a mass of evidence is attributed not only to single hypotheses (singletons), but to any subset of the FOD, including the empty set and the set containing all the hypotheses, which refers to the state of complete ignorance.
Beliefs about some piece of evidence are modeled by the attribution of mass to the corresponding set. This mass assignment m X (or m for short), known as a mass function, or basic belief assignment (bba), is defined as a mapping [17] 
A mass function m can also be expressed as a plausibility function pl [17] :
There are several rules of combination that may be used to combine various information sources in DST. Combined mass functions need to be defined on the same FOD X or converted to a common frame using refining functions. A refining r is defined as a one-to-many mapping from 1 X to 2 X [16] .
: \ 
The frame of discernment 2 X is termed the refinement of 1 X , and 1 X is the coarsening of 2 X [16] . When combined pieces of evidence expressed by bbas are independent and both pieces of evidence are reliable, then the conjunctive rule and Dempster's combination rule are commonly used.
In the following, let us suppose that m m , 1 2 are bbas defined on some finite frame of discernment X. The conjunctive rule of combination denoted by + is then defined as follows [17] :
Combining evidence using the conjunctive rule can generate the mass on the empty set m( ) 4 . This mass can be interpreted as a measure of conflict between the combined sources. A normalized version of the conjunctive rule, known as Dempster's rule and denoted + , was defined in [17] : In general, a discounting operation is used to model the process of information aging. Discounting in its basic form requires the decay factor a to be specified, and it is defined as in [16] :
Decision making in DST sometimes means that a mass function must be transformed into a probability function [18] . Smets and Kennes proposed the so-called pignistic transformation in [19] . Pignistic probability betP was defined as:
where A is the cardinality of the set A. The DempsterShafer Theory will serve below as the main modeling and information fusion tool in the perception system.
III. Multi-Grid Fusion Approach
This section presents the proposed perception scheme. Three evidential occupancy grids are used to model prior information, sensor acquisition and perception results. 
A. Data Sources
There are three sources in our perception system: vehicle pose, exteroceptive acquisition data and vector maps. Figure 1 shows the inputs of the system. Our approach relies on the availability of all these information sources. First, a globally referenced pose is needed to localize the vehicle in the environment in terms of position and orientation. The pose can typically be provided by a GPS system hybridized with an inertial measurement unit. This needs to be reliable and as accurate as possible. Secondly, an exteroceptive sensor supplies a partial view of the environment. This sensor should at least be able to distinguish between free and occupied space and to model it in 2D ( , x y coordinates) with respect to the vehicle body frame. A typical exteroceptive sensor capable of meeting this requirement is a Lidar (laser range scanner) or a stereo camera system, but radar is making strong progress currently. Finally, the method attempts to fully exploit the information contained in maps that have to be sufficiently rich and accurate. Typically, map data should include information on the location of buildings, and also model the road surface.
B. Occupancy Grids
An occupancy grid models the world using a tessellated representation of spatial information. In general it is a multidimensional spatial lattice with cells storing some stochastic information. For Figure 5 for an example). Section IV-A2 describes how a GG is constructed.
3) SensorGrid (SG): Data from SoGs combined with GG and merged together are stored in this grid, . X is the common frame used for scene understanding. PG is updated sequentially using the SGs as soon as they are available. Figure 2 demonstrates how the above grids fit together in the general scheme. It names the input sources involved at each step and shows necessary grid transformations.
C. Prior Knowledge Combination
In our method, prior information contained in maps serves to improve the perception scheme. We have chosen to combine the prior knowledge with the sensor data of SoG. However, DST does not allow sources with different frames of discernment to be combined. The frame of discernment SoG X is distinct from GG X . A common frame therefore needs to be found for both grids. In order to enable the fusion of SoG and GG, let us define a refining rSoG to transform SoG:
and a refining rGG to transform GG:
The refinings defined above allow us to combine prior knowledge included in GG with instantaneous grid(s) obtained from sensor(s). The refined mass function can be expressed as:
Dempster's rule (see Section II) is then applied to each cell so as to make use of the prior information included in the GG:
Below, for clarity, where no ambiguity is possible, we use the short notation for mass functions, that is to say m instead of m X .
Local Polar SourceGrid
PerceptionGrid Local Cartesian SourceGrid Dempster's rule of combination is particularly suitable here, since the GIS data and the sensor data are independent. We will also assume that both sources are reliable, even though errors are possible. At the end of this stage a SensorGrid (SG) is obtained. This corresponds to a combination of the sensor data from the SourceGrid (SoG) with the prior knowledge from the GISGrid (GG). The reason for using a combination rule and not a conditioning operator is that the decision part is reported at the end of the process, which is better in terms of information processing. Conditioning would imply two separate decision stages (in GG and in SoG), each one independent of the other, with the combination performed afterwards.
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D. Temporal Fusion
The role of the fusion operation is to combine current sensor acquisition with preceding perception results. The sensor acquisition input has already been combined with the prior information, as described above. We propose making use of dynamic characteristics of the scene by analyzing the conflict masses produced. As the preceding perception result PG is partially out-of-date at the moment of fusion, a contextual discounting operation is used to model this phenomenon [20] . Moreover, an accumulator of occupancy is introduced and a mass function specialization is performed to distinguish mobile objects that are temporarily stationary.
1) Computing Conflict Masses:
To distinguish between two types of conflict which arise from the dynamic nature of the environment, the idea put forward in [21] is used. FO 4 denotes the conflict that is created when a free cell in the PG is combined with an occupied cell in the SG. Similarly, OF 4 indicates the conflicted mass caused by an occupied cell in the PG combined with a free cell in the SG. Conflict masses are calculated using the following equations:
where, for both grids, m( )
In an error-free case, these conflicts represent, respectively, the disappearance and the appearance of an object in a given cell.
2) PerceptionGrid (PG) Specialization Using Accumulation: Mobile object detection is an important issue in dynamic environments, particularly for scene understanding. For this purpose we use an accumulator g in each cell in order to manage the knowledge of the cell occupancy. Incrementation and decrementation steps 
Time Using g values, we impose a specialization of mass functions in the PG using the equation:
where the specialization matrix ( , ) S $ $ is defined as: 
The idea behind the specialization matrix and the accumulator is that the mass assigned to set , ,
, is transferred to set , D S " , or S " , respectively. The transferred mass value is proportional to the time that the cell stayed occupied. In this way, moving objects are differentiated from static or stopped objects.
3) Fusion Rule: Two grids are involved in the fusion process. First, a discounted, specialized PG is constructed from the preceding epoch m'
.
Secondly, the SG from current epoch is combined with the prior knowledge m , SG t as described in Equation 12 .
The fusion rule U is a modified conjunctive rule adapted to mobile object detection. In order to distinguish between moving and stationary objects, some modifications must be performed. These changes consist in transferring the mass corresponding to a newly appeared object FO 4 to the class of moving objects M as described by Equation 20 . It should be remembered that + denotes the conjunctive fusion rule. 
All the above steps allow the construction of a PG containing rich information on the environment state, including the knowledge of mobile and static objects.
4) Behavior:
The proposed fusion scheme behaves differently depending on the context. We describe here the behavior of the fusion rule. For an in-depth analysis, the reader is invited to read [22] . Context stands for prior knowledge information contained in GG. To demonstrate the effect of the fusion operator, we have chosen two particular cases to illustrate different contexts.
Building context: In the building context, the fusion rule behaves as Yager's rule, which consists in transferring the conflict mass to the unknown class X [23] . This behavior is relevant, since it is assumed that no mobile obstacles and no free space are present in this context, as shown by Equation 10 .
Road and intermediate space: Two interesting behaviors are noticeable here. Moving obstacles (class M ) are detected as a result of the conflict management. Static obstacles (classes S and U ) are characterized through the occupied space accumulator, jointly with the PG specialization. Being able to identify the drivable space is essential if an autonomous vehicle is to be able to plan safe, comfortable trajectories. Non-drivable spaces will often correspond to sidewalks. We believe that the ability to characterize what happens in these areas is of great importance because of the presence of pedestrians who can cross the road. Since we explicitly manage this information, the proposed method is able to distinguish between a walking pedestrian and a static traffic sign, for instance. Based on this knowledge, the vehicle can adapt its trajectory or reduce its speed.
E. Decision Making
The output evidential grid contains rich information about different classes and their supersets. In order to perform any decision making, it has to be transformed into a standardized form. An example of this kind of normalized approach in Dempster-Shafer Theory is pignistic transformation [18] , which enables the probability of any singleton hypothesis to be computed.
This transformation is only the first step in the decision making. The next step is to apply a minimum threshold . 0 5 $ t to the obtained probability values in order to filter out uncertain classes. Applying a threshold guarantees that the specificity and plausibility of a given class exceeds t. Thresholded pignistic probabilities are used here for visualization purposes.
F. Illustrative Examples
This section aims to illustrate the behavior of our perception system with the aid of an instructive example. The example is composed of three 1D-grids (for the sake of simplicity) that change over time, meaning that the scenario has to be read from top to bottom, line by line. Colors are determined by the mass function of the cell, as specified in the legend. It should be remarked that a mass function can contain more than one focal element, and for this reason the effective color is a mix of corresponding classes.
In the scene (see Figure 3) , there are 3 pedestrians: one crossing the road, one staying on the road and one staying on the sidewalk. The GG represents our prior knowledge obtained from the digital map. Both sides are known to be sidewalk (intermediate space T ) and the center is assumed to be the road surface R . The SG is a representation of the current sensor data. In this situation the only information provided by the sensor is whether the space is free or occupied. The PG shows the step-by-step result of the perception system. Its initial state is complete ignorance (the entire mass assigned to unknown X). As the moving pedestrian walks, the movement is detected in different grid cells. Behind the pedestrian, previously occupied cells gradually become free. Free, drivable and non-drivable cells have their masses increased as the sensor confirms the same information. The information relative to the two stopped pedestrians is processed differently using the map information. The pedestrian on the road is treated as a moving or stopped object MS at first, since initially the cell was unknown. Then, as the situation develops over time, the pedestrian is seen as a stopped object, which illustrates how the accumulator and the specialization work. This change is visible as the color changes from purple to blue. The other pedestrians on the sidewalk are at first treated as either moving, stopped or unmapped obstacles . MSU By the end, the pedestrian who remained on the sidewalk is detected as a stopped obstacle or as unmapped infrastructure . SU Indeed, it is impossible to distinguish between a stopped pedestrian and, for instance, a lamppost. The pedestrian crossing the road is quickly detected as moving . M
IV. Experimental Results
A. Experimental Setup
1) Dataset:
The dataset used for our experiments was acquired in the 12th arrondissement (district) of Paris using the Carmen vehicular platform (see Figure 4) . The overall length of the trajectory was about 9 km. The vehicle pose came from a system based on a NovAtel SPAN-CPT inertial measurement unit (IMU). The system provided precise positioning with a high degree of confidence. The main source of information about the environment was an Alaska XT lidar able to provide a cloud of about 800 points 10 times per second. The digital maps were provided by the French National Geographic Institute (IGN) and contained 3D models of buildings and of the road surface. We also performed successful tests using the freely available OpenStreetMap 2D project maps [13] , but here we limited the use to building data. The maps were accurate and up to date. 
2) GISGrid (GG)
The dataset satisfies the condition: . B R + 4 = An example of a GG is presented in Figure 5 juxtaposed with an aerial photo with 3D building models. Classes , , B R T characterize the meta-information inferred from the maps. Set A denotes other strict subsets of X. For instance, on the road surface , R we favor the existence of drivable space , D stopped S and moving M objects. Analogically, building information B favors mass transfer to .
I Finally, T denotes the intermediate areas (such as sidewalks) where mobile and stationary objects as well as small pieces of urban infrastructure can be present. T can contain free non-drivable space N too. It should be noted that neither buildings nor roads are present, so the existence of mapped infrastructure I can be excluded, but the presence of the other classes cannot. Also, a level of confidence b is defined for each map source, possibly different for each context (in our case:
). 
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3) Sensor Model: This section describes how the data obtained from the lidar are transformed into a SoG. If another exteroceptive sensor is used, an appropriate model needs to be defined. The model used in the method presented here is based on the model described in [15] , which takes into account measurement uncertainties and occlusions. As demonstrated in Figure 2 , the sensor provides a polar grid. This grid undergoes several transformations before being merged into PG. Our lidar model uses the frame of discernment SoG X with two classes: free F and occupied O. Each scan point (lidar impact) results in a grid cell being set with high value for occupied mass. All the cells before the first cell in each angular sector have the largest proportion of their mass set to free. A small proportion of the mass is set to X in order to take into account sensor resolution and grid discretization errors. The state of other cells, i.e. those between obstacles and behind obstacles, cannot be determined, and so the entire mass of these other cells is set to the unknown X.
4) Parameters:
The size of the grid cell in the occupancy grids was set to 0.5 m, which is sufficient for modeling a complex environment with mobile objects. We defined the map confidence factor b for ourselves, but ideally, it should be given by the map provider. b describes the data currentness (age), errors introduced by geometry simplification and spatial discretization. b can also be used to indicate localization accuracy. In our case, b = 0.005, since we assume our maps to be precise and accurate. Other parameters, such as counter steps ,
and thresholds , O c c4 used for mobile object detection determine the sensitiveness of mobile object detection and were set by a manual tuning.
B. Results of Obstacle Detection
The results for a particular instant of the approach tested on real data are presented in Figures 6 and 7 . The reported scenes were recorded while the vehicle was moving to illustrate the performance in real urban traffic conditions, typically at a speed of 40 km/h.
The topmost images show camera captures, while the central images present PG in a fixed Cartesian frame, zoomed in around the vehicle location. The visualization of PG was obtained by assigning to each class a color proportional to the pignistic probability betP and calculating the mean color. Images containing grids contain markers to show the vehicle position (a small red cross) and vehicle speed vector (a black arrow). Light dashed white lines show the approximate limits of the camera's field of view, in order to link the image with the grid. Note that the field of view of the lidar is wider than that of the camera, and for clarity is not shown. The bottommost images reflect the result of a decision rule that involved thresholding pignistic probabilities (see Equation 7 ). The different thresholds were set to 0.5 except for class S for which the threshold was 0.35, since we wanted to magnify the effect of detection of obstacles stopped momentarily. Figure 6 presents quite a complex scene with multiple moving vehicles together with a few stopped vehicles. The two moving motorcycles and the moving car in the opposite lane are clearly detected, as shown by the red cells in the bottom figures. Behind these moving cells, the state of the space is unknown, which is consistent with the lidar capabilities. The car ahead, waiting at a traffic light, has been detected as stopped (see the blue cells on the right with respect to the direction of the arrow). Similarly, cars parked on the left side road are detected as stopped (blue cells in the bottom right of the grids). It will be remarked that even though these vehicles are hardly visible on the camera images, they have been detected by the perception system. When the size of the objects is substantially reduced, the lidar can miss them. This can create slightly odd effects in the perception scheme that may, for instance, cause traffic signs to oscillate between moving and stopped. This explains the isolated red/blue cells in the grid. Figure 7 presents another complex scene containing three cars moving in the opposite direction (visible only in some photos), one parked car, one parked bus and a motorcycle going in the same direction as the equipped vehicle. Moving cars (in red) are clearly distinguished in the bottom images. Drivable (green) and non-drivable (white) spaces are well characterized and clearly separated. The partially visible bus and the car parked on the left (blue) are also successfully detected.
The additional information provided by the map clearly enhances the driving scene understanding. The system is able to make a clear difference between moving (red) and stopped (blue) objects. We have noticed from other sequences that stopped objects are perceived as distinct from infrastructure when prior map information is available. In addition, thanks to the prior knowledge, stationary objects such as infrastructure are distinguished from stopped objects on the road. This is a behavior similar to that of the Capelle et al. system that uses 3D city models [24] .
Finally, the effect of discounting is noticeable, particularly behind the vehicle, as the information about the environment is being forgotten with different rates thanks to the map. As the grid cells become discounted, the mass on the different classes diminishes gradually. The thresholded plots show that the stopped information is more remanent as some blue cells are left behind.
C. Results of Free Space Detection
Our method is currently able to characterize the drivable space, i.e. the part of the road surface on which a wheeled vehicle may move. The navigable space refers usually to the capability of planning a feasible trajectory. The method proposed in [25] could be applied on the resulting evidential grid to define the navigable space. Figure 8 is the result of accumulating subsequent grids for drivable and non-drivable free spaces after having executed the pignistic decision rule. These figures show all the cells that were identified as free in at least one instant in the test sequence, either on the road or on the sidewalk. These cells are shown in green for the drivable space and in white for the non-drivable space. Violet represents a superimposition of the prior map information about the road surface from the GG. It is thus possible to identify areas that the vehicle perceived during the test. More interestingly, in Figure 8 (b) the places where cars or other vehicles are parked can be clearly recognized. On the other hand, the non-drivable free space in Figure 8 (a) (in white) exhibits zones that are not normally used for driving, but that could be useful in special circumstances, such as when taking action to avoid colliding with a pedestrian.
V. Conclusion and Perspectives
A new mobile perception scheme based on prior map knowledge has been introduced. This scheme makes use of geographic information to reduce the number of possible hypotheses delivered by an exteroceptive source. A modified fusion rule taking into account the existence of mobile objects has been defined. Furthermore, the variation in information lifetime has been modeled by the introduction of contextual discounting. The reported experimental results show the feasibility of such an approach and have clearly presented the added value of the map in the perception scheme.
In the future, we anticipate removing the hypothesis that the map is accurate. This approach will entail considerable work in creating appropriate error models for the data source. This will be a step towards the use of our approach in autonomous navigation. Another prospect is the use of reference data to validate the results, choose the most appropriate fusion rule and learn algorithm parameters. We envisage using map information to predict object movements.
